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We revisit the problem of quantum localization of many-body states in a quantum dot and the
associated problem of relaxation of an excited state in a finite correlated electron system. We
determine the localization threshold for the eigenstates in Fock space. We argue that the localization-
delocalization transition (which manifests itself, e.g., in the statistics of many-body energy levels)
becomes sharp in the limit of a large dimensionless conductance (or, equivalently, in the limit of
weak interaction). We also analyze the temporal relaxation of quantum states of various types
(a “hot-electron state”, a “typical” many-body state, and a single-electron excitation added to a
“thermal state”) with energies below, at, and above the transition.
I. INTRODUCTION
Anderson localization [1] is one of the most fundamen-
tal and ubiquitous quantum phenomena. Conventionally,
strong localization is thought of as occurring in real space
in spatially extended disordered systems with the system
size much larger than the localization length. It was,
however, pointed out in a seminal paper [2] by Altshuler,
Gefen, Kamenev, and Levitov (AGKL) that Anderson
localization can also manifest itself in a disordered (or
chaotic) quantum dot where single-particle states extend
through the whole system. In this case, localization takes
place not in the coordinate space but in the Fock space
of the interacting quantum system and is closely related
to the concepts of ergodicity and thermalization.
The work of AGKL was largely motivated by two influ-
ential papers on quantum dots: the experiment by Sivan
et al. [3], which measured the quasiparticle spectrum of
a quantum dot, and by the subsequent theoretical work
by Sivan, Imry, and Aronov [4] (SIA) where a golden-rule
analysis of this problem was performed. AGKL empha-
sized that the golden-rule calculation becomes inapplica-
ble at low quasiparticle energies because of Anderson lo-
calization in Fock space. They developed an hierarchical
Fock-space model for the problem of a “hot quasiparti-
cle” decay in a quantum dot and argued that the problem
can be reduced to a tight-binding Anderson model on the
Bethe lattice [5–11] with a large coordination number.
On this basis, they concluded that there is an Anderson
localization transition in Fock space which takes place at
the energy of the order of
E1/2 = (g/ ln g)
1/2∆ . (1)
Here, ∆ is the characteristic single-electron level spacing
in the dot, and g  1 is the dimensionless conductance
which determines the characteristic value of the interac-
tion matrix elements V ∼ ∆/g. The energy scale (1) can
be found, up to a logarithmic factor, by equating V and
the characteristic level spacing of three-particle states to
which a single-particle state is directly coupled by the
interaction.
Subsequent work [12–15] has corroborated the basic
physical picture proposed by AGKL. In particular, the
Bethe-lattice framework of Ref. [2] was supported and
substantiated by the analysis [13] of fluctuations near the
localization transition on the Bethe lattice with a large
coordination number. However, Refs. [12–15] also em-
phasized important deficiencies of the AGKL arguments
in regard to the connection between the quantum-dot and
Bethe-lattice problems.
First, Jacquod and Shepelyansky [12] pointed out that
the number of directly connected states decreases as
1/n with increasing generation number n in the prob-
lem of a hot quasiparticle decay (in Ref. [2], this circum-
stance was noted but neglected in order “to simplify the
discussion”) and that this has important ramifications.
Namely, Eq. (1) does not represent the transition en-
ergy for the quantum-dot problem but rather gives the
lower boundary of a parametrically broad energy inter-
val within which higher Fock-space generations become
gradually admixed to the original hot-electron state. One
of the questions that arise then is at what energy all gen-
erations “get mixed up”. An extension of the AGKL
argument to the resulting “typical” many-particle states
leads [12, 13, 15] to the replacement of the energy in
Eq. (1) by a parametrically larger energy scale
E2/3 = g
2/3∆ . (2)
This energy scale emerges if one compares V and the level
spacing of the states to which a typical state is coupled
directly.
Second, Silvestrov [14, 15] noted strong cancellations
in higher orders of the Schro¨dinger perturbation theory
and pointed out [15] that, if the cancellations compensate
for the n! growth of the number of contributions to the
coupling at nth order, the localization threshold will be
at the energy of the order of
E1 = (g/ ln g)∆ , (3)
instead of Eq. (2). He stated, however, that this sce-
nario “seems very unlikely” and that Eq. (2) is “more
physically motivated.”
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2A considerable number of works have studied the prob-
lem by means of numerical simulations. In Ref. [12],
the scaling analysis of a crossover between the Pois-
son and Wigner-Dyson statistics of many-body energy
levels—and thus between localization and delocaliza-
tion (quantum chaos)—was performed within the “two-
body random interaction model” (TBRIM). The conclu-
sion [12, 16] was that the crossover takes place around
E2/3. In Refs. [17] and [18], a gradual delocalization of
single-particle states within the TBRIM was reported,
in qualitative agreement with Refs. [12, 13], and [15].
In Refs. [19] and [20], the localization-delocalization
crossover with increasing energy of many-particle states
was observed through the exact diagonalization of a
tight-binding many-particle Hamiltonian, although the
system size was too small to extract information on the
scaling of the position and sharpness of the crossover with
g.
Leyronas, Silvestrov, and Beenakker [21] used a re-
stricted (“layered”) version of the TBRIM where only a
subset of matrix elements was kept. Analyzing numeri-
cally the inverse participation ratio (IPR), which charac-
terizes spreading of many-body eigenstates in Fock space,
they concluded that the crossover to chaos takes place
around the energy E1, and that the crossover likely be-
comes a sharp transition in the thermodynamic limit.
Later, the problem was considered by Rivas, Mucciolo,
and Kamenev [22] within a self-consistent approxima-
tion to the quasiparticle Green function. Solving numer-
ically the self-consistent equations, they found a gradual
spreading of a hot-electron state starting from the en-
ergy scale E1/2, in qualitative agreement with the pre-
vious analytical arguments [12, 13, 15] and numerical
works [17, 18]. On the other hand, the analysis of the IPR
for many-body eigenstates led the authors of Ref. [22] to
the conclusion that the localization transition is not gov-
erned by the parameter E/E1, contrary to the results of
Ref. [21]. Specifically, it was argued in Ref. [22] that an
intermediate regime, where neither the localized-regime
nor the golden-rule formulas for the IPR describe the nu-
merical results, becomes broader as g is increased.
More recently, two papers [23, 24] extended the ideas
of AGKL to explore the localization properties of high-
energy states in disordered many-body systems with spa-
tially localized single-particle states. As a prime exam-
ple, such a question necessarily arises when one considers
(quasi-)one-dimensional systems at nonzero temperature,
since all single-particle states are localized in this geome-
try. It was found [23, 24] that the system exhibits a tran-
sition between the low-temperature localized phase [25]
and the high-temperature delocalized phase [26] at the
temperature
Tc ∼ ∆ξ
α lnα−1
, (4)
where ∆ξ is the characteristic single-particle level spac-
ing in the localization volume, and α  1 is the dimen-
sionless strength of (short-range) interaction. While the
approximations used in Refs. [23, 24] were somewhat dif-
ferent, the results for Tc are the same, up to a numerical
prefactor, see Ref. [27] for a recent detailed discussion.
References [23, 24] have triggered a considerable
amount of research on the nature of many-body local-
ization in extended systems. Most intensively the prob-
lem has been studied through numerical simulations of
disordered interacting one-dimensional systems, see, in
particular, Refs. [28–37]. By and large, the numerical
results have provided support for the existence of the
localization-delocalization transition. On the other hand,
the nature of the delocalized phase still remains contro-
versial. Two recent numerical works [36, 37] concluded
that transport in the delocalized phase just above the
transition is of a subdiffusive nature (see also Refs. [38],
[39], and [40]). If true, this would imply, at least, an in-
termediate delocalized phase with zero dc conductivity,
with Ref. [36] suggesting that transport is subdiffusive
throughout the whole delocalized part of the parameter
space of the problem.
Many-body localization was discussed in both normal
and superconducting systems; in particular, Ref. [41]
analyzed many-body localization in the vicinity of a
superconductor-insulator transition, also in connection
with available experimental data. Recently, experimen-
tal evidence of a finite-temperature many-body local-
ization transition was reported for amorphous indium-
oxide films [42, 43] and for fermionic atoms in a “quasi-
random” one-dimensional optical lattice [44] (many-body
localization of cold atoms was studied experimentally
also in an array of coupled one-dimensional optical lat-
tices [45]).
In this paper, we revisit the problem of localization of
many-body states in a quantum dot. While a large num-
ber of works addressed this problem both analytically
and numerically (mainly during the years 1997-2002, as
outlined above), the obtained results are in part am-
biguous or contradictory—despite much progress—even
at the conceptual level. In particular, there remains am-
biguity as to the very basic questions: (1) At what energy
does the many-body localization-delocalization crossover
in a quantum dot take place? (2) What is the width of
the crossover? Does the crossover become a sharp tran-
sition, for proper scaling, in the limit of a large dot? (3)
What is the behavior of observables in the localized and
delocalized phases, and in the critical region?
Our goal is to provide answers to the above questions
within a unifying analytical framework. Among the ob-
servables, we particularly focus on the many-body level
statistics and on temporal relaxation of various types of
excited many-body states. Although we concentrate here
on localization in Fock space of a finite fermion system,
we expect that the solution of the quantum dot prob-
lem will be essential for answering the open questions
concerning many-body localization in spatially extended
systems.
3II. FORMULATION OF THE PROBLEM
We begin by briefly reminding the reader about the
formulation of the problem and the relevant parameters.
We consider a disordered quantum dot with the mean
single-particle level spacing ∆ (the average single-particle
density of states is given by 1/∆) and the dimensionless
conductance g  1. The system is isolated from the
“external world”: the conductance g characterizes the
interior of the quantum dot. The Thouless energy ET is
given by the product g∆. The Hamiltonian of the system
reads
H =
∑
εic
†
i ci +
1
2
∑
Vijklc
†
i c
†
jckcl , (5)
written in the basis of single-particle orbitals with ran-
dom energies εi. The single-particle states are coupled
by a two-particle interaction whose matrix elements Vijkl
are taken to be random quantities with zero mean (the
Hartree-Fock terms are assumed to be accommodated in
the first term in H). For (internally) screened Coulomb
interaction, the root-mean-square matrix element [47, 48]
V ∼ ∆/g (6)
for energies of the interacting single-particle states all
within an energy band of width ET . The matrix elements
for couplings outside this band are strongly suppressed
and play no role in what follows.
Being closed, the system is characterized by a dis-
crete spectrum (of both single-particle and many-particle
states). That is, in contrast to spatially extended sys-
tems, the perturbation theory in powers of the interac-
tion cannot diverge and no broadening of the spectra is
generated in higher-order resummations. The coupling
between single-particle states only leads to their mutual
hybridization, i.e., to a spreading of an excitation in Fock
space. It is the “depth” of this spreading that is the sub-
ject of the problem. In terms of observables, the spread-
ing can be probed, e.g., in the tunneling spectrum by
slightly opening the quantum dot through a tunnel cou-
pling to the lead(s).
More specifically, in the absence of interaction, the
many-body eigenstates are Slater determinants built out
of the eigenstates of the disordered single-particle Hamil-
tonian. These Slater determinants form the basis of Fock
space. The interaction-induced hybridization of the ba-
sis states raises the question on how the exact eigenstates
in the presence of interaction are spread over the basis
states. This question can be viewed as one about the de-
gree of localization of the many-body eigenstates in Fock
space, which has much in common with the problem of
Anderson localization of noninteracting particles in real
space. Two limiting cases are: (i) strong localization,
when an exact state almost coincides with one of the
noninteracting states, with a small admixture of a few
neighboring Fock-space basis states, and (ii) strong delo-
calization, when an exact state is spread over all the basis
states that have energies within the energy band given by
the golden rule. One of the main problems here, which
we address below, is that of the parameters characterizing
the crossover (or the transition, provided the appropri-
ate scaling limit exists) between these two extremes with
varying excitation energy E.
For zero temperature, we parametrize a many-body
excitation by its total energy E and its single-particle
content. For given E, depending on the single-particle
content, two limits of prime interest are a “hot electron”
excitation and a “typical” many-body excitation. In the
first case, a single electron with energy E is excited above
the many-body ground state. This is the problem that
was considered in Ref. [2]. In the second case, the exci-
tation energy E is divided between
NE ∼ (E/∆)1/2 (7)
quasiparticles whose characteristic single-particle energy
determines the “effective temperature” of the system
TE ∼ (E∆)1/2 . (8)
As a characteristic example, one can think of a basis state
with NE quasiparticles. In the typical many-body exci-
tation, the total energy E ∼ NETE scales quadratically
with the number of excited quasiparticles: E ∼ ∆N2E .
Note that the number Nmb of excited many-body states
with energy E grows exponentially with NE , namely
lnNmb ∼ NE , i.e.,
lnNmb ∼ (E/∆)1/2 . (9)
Below, we study the problem of relaxation in Fock
space by focusing on three types of excitations with en-
ergy E  ∆: (i) a single hot electron “on top” of the ex-
act zero-temperature ground state; (ii) a “typical” many-
body excitation in the form of a basis state consisting of
NE single-particle states; (iii) an extra single-particle ex-
citation with the energy of the order of TE on top of
the exact eigenstate characterized by the effective tem-
perature TE . Note that problem (iii) has particularly
much in common with the problem of charge and/or en-
ergy spreading (and, correspondingly, finite-temperature
localization) in real space [23, 24].
The remainder of the paper is organized as follows.
In Sec. III, we investigate how far each of the initial
states described above extends in Fock space in the long-
time limit. This will allow us, in particular, to establish
a “phase boundary” between the localized and delocal-
ized phases in the sense of the Anderson transition in
Fock space. In Sec. IV, we show that the localization-
delocalization crossover (which, in particular, manifests
itself in the change between the Poisson and Wigner-
Dyson spectral statistics for many-body energy levels)
becomes a sharp transition in the limit of large g and
analyze the critical behavior of the level statistics. In
Sec. V, we complement the long-time-limit analysis of
Sec. III by a discussion of the temporal evolution of the
initial states. Finally, in Sec. VI, we compare our results
4with previous numerical findings and discuss the connec-
tion of the delocalization transition in a quantum dot to
the spatial many-body localization.
III. SPREADING OF AN EXCITATION IN
FOCK SPACE AND THE LOCALIZATION
THRESHOLD
A. Golden rule
Let us start by considering the problem of relaxation
of a single-particle excitation with energy E  ∆ above
the ground state at zero temperature. The elementary
process for this kind of relaxation is a decay of the initial
single-particle state into a three-particle state (two elec-
trons and one hole) by exciting an electron-hole pair. The
characteristic level spacing of the final (three-particle)
states is given by
∆3(E) ∼ ∆3/E2  ∆ . (10)
This is because there are typically of the order of E/∆
possibilities to choose an electron and move it to one
of about E/∆ empty single-particle states to create an
electron-hole pair with energy below E.
In Ref. [4], SIA performed a golden-rule calculation of
the decay rate Γ(E) of the single-particle excitation and
obtained, for energies below the Thouless energy,
Γ(E) ∼ V
2
∆3(E)
∼ ∆
(
E
ET
)2
, E . ET . (11)
For higher energies, Ref. [4] obtained
Γ(E) ∼ ∆
(
E
ET
)3/2
, E & ET . (12)
B. AGKL
As was pointed out by AGKL [2], the golden-rule anal-
ysis is invalidated by Anderson localization in Fock space
at sufficiently small E . ∗∗ (in the notation of Ref. [2]).
AGKL argued that the problem can be mapped onto the
one of localization on the Bethe lattice [5], i.e., a tree
with a constant branching number K. In this way, they
found
∗∗ ∼ E1/2 = (g/ ln g)1/2∆ . (13)
For E  ∗∗, the exact many-body states are close to the
noninteracting Slater determinants and the initial single-
particle state only weakly hybridizes with other states.
The energy ∗∗ was obtained in Ref. [2] from the Bethe-
lattice localization threshold [5]
W/V ∼ K lnK , (14)
where W is the width of the (uniform) distribution of
on-site energies and V is the hopping matrix element. In
the quantum-dot problem,
W = K∆3(E) , (15)
and V is given by Eq. (6). Solving Eqs. (14) and (15) for
E yields E ∼ ∆(g/ lnK)1/2, which reduces to Eq. (13) for
K being a power-law function [2] of g. The same result
holds if one takes into account that the characteristic
value of K is [46]
K ∼ (E/∆)2 . (16)
The overall picture proposed by AGKL is as follows.
For E > ∗∗, the initial single-particle state is well con-
nected to (a subset of) distant many-body states that are
constructed out of the maximum number NE [Eq. (7)] of
single-particle states (“delocalized regime”). However, in
a logarithmically wide interval ∗∗ < E < ∗, where
∗ ∼ g1/2∆ , (17)
the single-particle tunneling density of states (DOS),
given by the overlap matrix elements between the single-
particle states and the exact eigenstates, experiences
strong fluctuations (in the sense that the sharp reso-
nances in the DOS—recall that the system is finite—that
group together do not show a regular pattern for the en-
velope of a group). The energy scale ∗ corresponds to
the condition
V ∼ ∆3(E) , (18)
which implies that a single-particle state at energy E is
strongly hybridized with available three-particle states.
Equivalently, Eq. (18) is rewritten in terms of the SIA
golden-rule decay rate Γ(E) [Eq. (11)] as
Γ(E) ∼ ∆3(E) , (19)
One way to interpret Eq. (19) is that a self-consistent
broadening of the single-particle levels (if one employs
the notion of self-consistency in the spirit of the golden-
rule calculation) at this energy is of the order of the rele-
vant (three-particle) level spacing. The difference in the
logarithmic factor between ∗ and ∗∗ is traced back to
the contribution to the hybridization of rare resonances
between the sites in Fock space [49]. For E  ∗, the
peaks in the single-particle DOS (which are clusters of
the “partial peaks” that describe multiple channels for
the hybridization of a given single-particle excitation) ac-
quire a regular Lorentzian envelope whose width is given
by the golden-rule decay rate.
The AGKL results for the local DOS (in particular, its
fluctuations) on a Bethe lattice with large connectivity
K were corroborated by an analysis using the supersym-
metry technique [13]. On the other hand, the mapping
of the quantum-dot problem to the Bethe lattice model
that was put forward by AGKL turns out to be not fully
correct, as we are going to discuss in what follows.
5C. Relaxation of a hot electron revisited
The main approximation made by AGKL in Ref. [2]
was the replacement of the actual graph in Fock space
by the Bethe lattice (a tree with a constant branching
number). As already briefly mentioned in Sec. I, this
approximation is insufficient for determining the chaoti-
zation threshold (in the finite system) for the following
two reasons.
(i) The branching number is not constant: it de-
creases with increasing number of steps in the hybridiza-
tion process. This introduces a factorial in the genera-
tion number n suppression of the coupling between the
initial single-particle state and the final many-particle
states [12, 13, 15]. This is because higher-order matrix
elements for transitions between distant states in Fock
space are dominated by the contributions of intermedi-
ate (virtual) states that approximately conserve the total
energy along the paths in Fock space. This implies that
the effective phase space for higher-order processes is re-
duced, since the total energy E is redistributed among
many single-particle states. As a result of the energy
partitioning, the level spacing for elementary processes
at generation n is determined by E/n rather than E, see
Eq. (23) below.
(ii) The topology of the actual graph in Fock space is
more complex than that of the Bethe lattice: the paths
connecting the initial and final states are strongly corre-
lated, see Fig. 1. The correlated paths correspond to dif-
ferent time orderings of the same interaction event in the
Schro¨dinger perturbation theory while yielding a single
Feynman diagram, as was pointed out in Refs. [14] and
[15], and later discussed in the context of spatial many-
body localization in Ref. [24] and, in particularly great
detail, Ref. [27]. The quantum interference between the
paths, again, factorially in n reduces the effective cou-
pling between distant states in Fock space.
To illustrate the origin of the suppression factor (ii), we
consider a p-particle state (which may be the initial one
or arise at certain order of the perturbative expansion),
as shown in Fig. 1 for p = 2. Each of the p particles
forming this state can decay into a three-particle state.
The elementary interaction events can be time-ordered in
p! ways, thus yielding p! different paths on the effective
lattice in Fock space. The contributions of the different
paths are, however, strongly correlated with each other.
First, the product of the elementary matrix elements,
connecting the neighboring states along the paths that
are only different in the time ordering, is the same for
each of the paths. Second, the on-site energies on the
Fock-lattice are not independent from each other. In fact,
the correlated terms largely cancel, yielding a single (with
the factorial accuracy; the actual number of terms has
been analyzed in Ref. [27]) term rather than p!. This
leads to the 1/p! factor in comparison to what one would
get on a lattice with the same coordination number but
without correlations, see Eq. (24) below.
In the example presented in Fig. 1, there are two dis-
FIG. 1: Illustration of a decay process of p = 2 quasiparti-
cles into 6 quasiparticles. (a),(b) Diagrams for Schro¨dinger
perturbation theory with two different virtual states a and
b, respectively. Red vertical lines indicate the sequence of
many-body states. (c) Corresponding interfering paths in
Fock space.
tinct paths in Fock space that connect the same initial (i)
and final (f) states but differ by the intermediate many-
body states (a and b). Note that the decay processes
of quasiparticles 1 and 2 are completely independent of
each other, while the paths in Fock space, Fig. 1(c), in-
terfere with each other. The energies corresponding to
the cross-sections in diagrams 1(a) and 1(b) read:
εi = ε1 + ε2, εf = ε3 + ε4 + ε6 + ε7 − ε5 − ε8,
εa = ε2 + ε3 + ε4 − ε5, εb = ε1 + ε6 + ε7 − ε8,
(20)
where ε1, . . . , ε7 are the energies of single-particle states
involved. The mixing of the initial and final states is
described by the second-order term of the Schro¨dinger
(stationary) perturbation theory,
V1V2
εf − εi
(
1
εa − εi +
1
εb − εi
)
=
V1V2
(εa − εi)(εb − εi) ,
(21)
where we have used εa + εb − 2εi = εf − εi, as it follows
from Eq. (20). Thus we see that instead of two terms
for two paths in the second-order correction we have a
single term. This statement can be generalized for an ar-
bitrary order of perturbation theory [24, 27]. This can be
done, in particular, by employing the following algebraic
identity (used in Ref. [27]),∑
permutations
1
E1(E1+E2). . .(E1+E2+. . .+En) =
1
E1E2 . . . En ,
(22)
which reduces a sum over n! permutations of the energy
labels to a single term. Here the notation Ei is used for
the energy difference at the ith interaction vertex.
6As mentioned above, the cancellation of n! can also be
seen from Feynman diagrams. Specifically, as was shown
in Refs. [23, 27], the number of topologically distinct con-
nected Feynman diagrams, Nd, contains no factorials and
grows only exponentially with increasing n. The number
of different arrangements of the pole integration within
a single diagram, Nc, also scales exponentially [27], so
that the total number of terms at nth order (given by
the product NdNc) does not contain any factorial factors
n!.
Let us now determine the chaotization threshold by
taking into account the above factors (i) and (ii). For the
ease of presentation, we first neglect the logarithmic (ln g)
factors [which have the same origin as the lnK factor on
the Bethe lattice, Eq. (14)] that will be restored in the
end of the calculation. Furthermore, for this estimate, it
is sufficient to only consider the scattering processes that
lead to the increase of the number of excited quasipar-
ticles (i.e., to neglect the recombination processes). For
the corresponding paths in Fock space, the generation
number n is equal to the order of the perturbation the-
ory. In any state of generation n, there are, then, 2n+ 1
quasiparticles (which by itself is similar to the definition
of the generation number in Ref. [2]), each with a typical
energy of the order of E/n, created without loops in Fock
space at any step.
Starting with the initial single-particle state with en-
ergy E, the characteristic level spacing ∆(1)(E) for the di-
rectly coupled states of generation 1 is ∆3(E) [Eq. (10)].
As n increases, for a given state of generation n, the char-
acteristic level spacing for the directly coupled states of
generation n+ 1 grows linearly in n:
∆(n)(E) ∼ 1
n
∆3(E/n) ∼ n ∆
3
E2
. (23)
The factor 1/n in front of ∆3(E/n) in Eq. (23) reflects
that each of the 2n + 1 already excited quasiparticles
can excite an extra electron-hole pair. The argument of
∆3(E/n) is the characteristic energy E/n of the quasi-
particles. The coupling of the initial state of energy E
to the states of the nth generation is controlled by the
parameter
ηn(E) =
1
n!
V
∆(1)
. . .
V
∆(n)
∼ 1
(n!)2
(
E2
g∆2
)n
. (24)
In the 1/(n!)2 dependence of ηn on n, one factor 1/n!
(written explicitly in the first equality) comes from the
destructive quantum interference of multiple paths con-
necting two sites of the lattice [suppression factor (ii) at
the beginning of Sec. III C]. The other factorial results
from the decrease, as n increases, of the branching num-
ber on the lattice in Fock space [suppression factor (i)],
as encoded in ∆(n), Eq. (23).
The result for the coupling constant (24) can also be
obtained diagrammatically [23, 27]. The factor (n!)−2,
which distinguishes Eq. (24) from the analogous quan-
tity on the Bethe lattice, comes then from the density of
(2n + 1)-particle states that are directly accessible from
the initial state in the hybridization spreading described
by a single diagram.
Many-particle states of generation n are hybridized
with the initial single-particle state of energy E if the
coupling ηn(E) & 1, which gives the maximum genera-
tion n(E) hybridized for given E:
n(E) ∼ E
g1/2∆
. (25)
The characteristic maximum generation number for given
E is NE from Eq. (7) (higher orders of the perturbative
expansion necessarily involve recombination processes).
Equating n(E) and NE and solving the resulting equa-
tion for E, we thus find the threshold energy Ec at which
the single-particle state can hybridize with many-particle
states of all generations. Restoring the resonant loga-
rithmic factors, the coupling ηn(E) in Eq. (24) should be
multiplied by (ln g)n, which gives
Ec ∼ E1 = g
ln g
∆ . (26)
Note that repeating the same steps without the fac-
tor (1/n!)2 in Eq. (24) would lead to the AGKL result
Ec ∼ ∗∗ with ∗∗ from Eq. (13). In view of the suppres-
sion factors (i) and (ii) this energy scale, however, does
not correspond to the mixing of the initial state with
many-particle states up to the largest possible generation
n ∼ NE and thus does not correspond to the many-body
delocalisation transition. The energy ∗∗ marks the char-
acteristic scale at which the hybridization only starts to
develop: the number of generations that are hybridized
at E ∼ ∗∗ is of the order of unity. As E is increased,
the number of hybridized generations n ∼ E/∗∗ grows
linearly in E, yielding Eq. (26) for the energy at which
the hybridization extends through the entire Fock space.
We thus arrive at the important conclusion that the de-
localization energy is, in fact, much larger, by a factor
(g/ ln g)1/2, than the one proposed by AGKL.
Finally, note that, compared to AGKL, Refs. [12] and
[13] took into account the decreasing branching number
for the Fock-space lattice [factor (i)] but missed the ef-
fect of correlations between the paths on the lattice, thus
keeping only one factor 1/n!, out of necessary two, in
Eq. (24). This led, erroneously, to the conclusion that
the threshold energy is given by E2/3 [Eq. (2)], which is
parametrically smaller than Ec in Eq. (26). The energy
(2) still provides a characteristic scale for the problem:
as we discuss in Sec. III D, Eq. (2) gives a characteris-
tic energy at which a “typical” state begins to hybridize
substantially with adjacent (in Fock space) states.
D. Relaxation of a typical many-body state
Consider now the initial state that we termed in Sec. II
a “typical” many-body state, i.e., a basis state in which
7its energy E is distributed among NE [Eq. (7)] single-
particle excitations. The overlap of the initial state with
any many-body eigenstate is assumed to be small. All
single-particle states within the energy band of width TE
[Eq. (8)] are available for the hybridization. The level
spacing of the many-body states directly coupled to the
initial state is now given by Eq. (23) with n ∼ NE :
∆(NE)(E) ∼ ∆
(
∆
E
)3/2
. (27)
The condition ∆(NE)(E) ∼ V yields the energy at which
a typical many-body state is hybridized with its Fock-
space neighbors. This energy is of the order of E2/3
[Eq. (2)]. It is worth noting that this scale does not
contain a logarithmic factor, in contrast to Eq. (26). In
the limit g → ∞, it is smaller than the delocalization
threshold (26).
The coupling of a typical state to those of generation
n is parametrized by
ηtypn (E) ∼
1
n!
[
V
∆(NE)(E)
]n
∼
(
E3/2
ng∆3/2
)n
, (28)
instead of Eq. (24). The difference compared to Eq. (24)
is that the relevant level spacing of the nth generation
does not grow with n but is independent of n and given
by Eq. (27). For given E, the number of hybridized gen-
erations, obtained from the condition ηtypn (E) & 1, is
then
n(E) ∼ N
3
E
g
∼ E
3/2
g∆3/2
. (29)
Substituting NE for n(E) in this condition, we recover
the delocalization threshold in the form of Eq. (26), but
without the logarithmic factor in the denominator. In
fact, once the energy exceeds the one given by Eq. (26),
processes of consecutive decay of quasiparticles (repre-
sented by connected Feynman diagrams, cf. Ref. [15])
become important, ensuring the delocalization (see also
Sec. III E below). This restores the ln g factor in the
denominator of the delocalization threshold Eq. (26)
[49, 50].
E. Relaxation of a single particle on top of a
thermal state
As another important example, consider the hybridiza-
tion of an initial state constructed by adding a single-
particle excitation to a background “thermal state”. We
use the term “thermal state” here to describe a many-
body eigenstate with energy E and the single-particle
content that is characterized by the effective temperature
TE in the sense of Eqs. (7) and (8). Alternatively, one
can think of a mixed state with the equilibrium density
matrix characterized by the temperature TE . The latter
setting is particularly close to the one used in Refs. [23]
and [24] for spatially extended systems.
The coupling of the initial single-particle excitation to
many-body states of generation n is now parametrized
by
ηTn (E) ∼
1
n!
[
nV
∆3(TE)
]n
∼
(
E
g∆
)n
. (30)
In contrast to Eq. (23), the energy E is now not parti-
tioned between higher generations, i.e., the characteristic
energy of three-particle excitations at each step of the hy-
bridization process does not depend on n and is given by
TE . Note that, in contrast to Eqs. (24) and (28), the n!
factors cancel out in the coupling constant (30), which
makes ηTn (E) particularly similar to the coupling on the
Bethe lattice. Restoring the ln g factor, the delocaliza-
tion energy, corresponding to ηTn (E) ∼ 1, is again given
by Eq. (26). Note that, substituting Ec for E in Eq. (8),
one obtains Tc ∼ (g/ ln g)1/2∆ for the value of the thresh-
old temperature of the thermal state.
IV. LEVEL STATISTICS: TRANSITION
BETWEEN POISSON AND WIGNER-DYSON
In Sec. III, the various types of the initial state all
give the same delocalization energy Ec [Eq. (26)]. For
energies below the threshold, the hybridization of the
initial state stops well below the maximum generation
NE . This clearly corresponds to the Poisson statistics
of many-particle levels. For E > Ec, the hybridization
goes up to the maximum generation. The characteris-
tic number of hybridized quasiparticles in the vicinity of
the delocalization transition follows from Eq. (7) with Ec
substituted for E:
NEc ∼ (g/ ln g)1/2 . (31)
The total number of many-body states available at the
transition is given by Eq. (9) with E ∼ Ec, which can be
rewritten in terms of the many-body level spacing at the
critical point ∆mb,c:
ln(∆mb,c/∆) ∼ −(g/ ln g)1/2 . (32)
Although, as discussed in Sec. III C, the lattice in Fock
space (of a finite, in real space, correlated electron sys-
tem) is essentially different from the Bethe lattice, the
exponentially small level spacing in Eq. (32) indicates
similarity between the Fock-space problem and the non-
interacting Bethe-lattice problem (and related models,
such as the sparse random matrix model [51]). Specif-
ically, the similarity is in that the effective spatial di-
mensionality of both lattices is infinite. What is crucial
for this conclusion is that the Hilbert space for either of
the lattices grows with the number of sites exponentially,
rather than as a power law, which would be the case for
finite dimensionality.
8At energies above the Thouless energy, E  ET , the
golden rule applies [4] and all states are well mixed within
the SIA golden-rule width, Eq. (12). (We remind the
reader that ET exceeds Ec by a factor of the order of ln g.)
In the intermediate range Ec . E . ET fluctuations of
delocalized eigenstates are strong, in analogy with the
corresponding regime on the Bethe lattice, see Refs. [2,
13].
Let us now discuss the level statistics at and above Ec.
Exactly at the critical point, E = Ec, a noninteracting
disordered system exhibits a critical statistics intermedi-
ate between Poisson and Wigner-Dyson statistics. This
critical statistics depends on spatial dimensionality d, ap-
proaching the Poisson statistics with increasing d. Since
the present model corresponds to an infinite effective di-
mensionality, we expect that the many-body level statis-
tics, which is Poissonian in the localized phase (E < Ec)
independently of dimensionality, should remain Poisso-
nian also at the critical point (E = Ec).
An important question is then at what E > Ec a
crossover to the Wigner-Dyson spectral statistics occurs.
For E > Ec, the hybridization extends over the whole
Fock space, the size of which is limited by Nmb [Eq. (9)].
Experience with disordered single-particle systems in real
space tells us that the crossover between two types of
spectral statistics is controlled by the ratio of the ef-
fective Thouless energy and the level spacing. There-
fore, the Wigner-Dyson statistics will be applicable at the
many-body level-spacing scale ∆mb,c under the condition
that the effective many-body Thouless energy ET,mb (the
characteristic inverse time of diffusion through the whole
many-body Fock space) exceeds ∆mb,c.
To find ET,mb(E) in the delocalized phase near the
transition, we need to know the critical behavior of the
Fock-space diffusion coefficient Dmb(E). For the Bethe
lattice, the continuous vanishing of the diffusion coeffi-
cient at the critical point was analyzed in much detail in
Refs. [8, 9, 11]. The most characteristic feature of the
transition on the Bethe lattice is that while the correla-
tion length diverges at the transition as a power law of the
distance to the critical point in units of W/V [Eq. (14)]
(similar to the conventional continuous transition), the
diffusion coefficient vanishes exponentially fast. That the
diffusion coefficient vanishes faster than any power law is
a direct consequence of the infinite dimensionality of the
Bethe lattice [52]. Since this property of the Bethe lat-
tice is shared by the lattice in Fock space [as discussed
right below Eq. (32)], we expect Dmb(E) to behave as a
function of E − Ec for E → Ec exponentially as well:
lnDmb(E) ∼ −C(g)
(
Ec
E − Ec
)κ
. (33)
If there were a direct mapping on the Bethe lattice in
the problem of relaxation in a quantum dot, the results
of Refs. [8, 9, 11] for the diffusion coefficient on the Bethe
lattice would translate, as it was discussed in Ref. [13],
into κ = 1/2 and C(g) ∼ ln g in Eq. (33). The actual
absence of the direct mapping leaves the question about
the exponent κ open. As far as the function C(g) is
concerned, it cannot be faster than logarithmic, because
Dmb(E) for E  ET is given by the golden-rule formula
and ET is only ln g times larger than Ec. Although the
exact shape of Dmb(E) in Eq. (33) is beyond the scope
of this paper, Eq. (33) allows us to answer the question
about the nature of the crossover between the Poisson
and Wigner-Dyson regimes.
Clearly, the Fock-space Thouless energy ET,mb(E) has
the same exponential scaling behavior as the diffusion
coefficient Dmb(E), Eq. (33). For g  1, when solving
the equation ET,mb(E) ∼ ∆mb,c for E, it suffices, with
logarithmic accuracy, to compare the arguments of the
exponential functions in Eqs. (32) and (33). The solu-
tion of this equation gives the characteristic energy EWD
above which the level statistics is close to the Wigner-
Dyson form. The result reads:
EWD − Ec ∼ Ec
[
C2(g) ln g
g
] 1
2κ
. (34)
The relative width of the critical region for the level
statistics, (EWD − Ec)/Ec, is seen to vanish in a power-
law fashion in the limit g → ∞. In this sense, there is
a sharp transition between the localized (Poisson) and
delocalized (Wigner-Dyson) phases in the large-g limit.
V. TEMPORAL DECAY OF EXCITATIONS
In Sec. III, we analyzed how far the various initial
states that we chose as characteristic examples spread
in Fock space in the limit of large time. A related impor-
tant question is how this spreading develops in time. One
of the quantities that characterize the time evolution is
the return probability
P (t) =
∣∣〈i|e−iHt|i〉∣∣2 , (35)
i.e., the probability to find the system in the initial state
|i〉 in time t. In the context of relaxation in Fock space for
a finite correlated system, this quantity was considered
earlier in Refs. [53] and [54].
Below, we analyze P (t) for the three types of the ini-
tial state that were introduced in Sec. II, with the final
spreading of the states in Sec. II being characterized by
the limiting value of P (t → ∞). Similar to Sec. II, the
overlap of the initial states with any of the exact many-
body eigenstates is assumed to be small. It is important
to note that, for a given realization of disorder in the iso-
lated system, P (t) shows periodic revivals [22, 55]. These
are, however, suppressed upon disorder averaging (which
we assume to be performed below).
At this point, it is worth mentioning the connection be-
tween the return probability and the IPR. The disorder-
averaged limiting value of P (t → ∞) can be cast in the
form
Ii = P (t→∞) =
∑
α
|〈α|i〉|4 , (36)
9where the summation goes over all exact many-body
eigenstates |α〉. The quantity Ii, which characterizes the
expansion of a given state |i〉 over eigenstates (see, e.g.,
Refs. [14, 18, 22]), is frequently referred to as the IPR
of the state |i〉. This quantity should be distinguished
from the (more conventional) IPR of exact many-body
eigenstates defined as
Iα =
∑
m
|〈m|α〉|4 . (37)
This IPR describes the content of the eigenstate |α〉 in
terms of the basis states |m〉, see, e.g., Refs. [15, 21], and
is analogous to the definition of the IPR of eigenfunctions
ψα(x) of a noninteracting problem, Iα =
∫
ddx|ψ4α(x)|.
If one chooses a typical basis state [state (ii) introduced
in Sec. II] as the initial state |i〉, its IPR Ii, Eq. (36), will
essentially coincide with Eq. (37).
As a starting point in the analysis of the return proba-
bility P (t), let us consider a noninteracting system on the
Bethe lattice with hopping matrix element V and level
spacing of neighboring states ∆3, well above the tran-
sition (i.e., in the golden-rule regime). Let us assume
that the initial state is localized on a single site. To find
the law P (t) of the temporal decay of this state, one can
relate the time t with the dominant generation number
n at this time. Since a random walk on the Bethe lat-
tice with a large coordination number has quasi-ballistic
character, one has a linear relation
n ∼ Γt, (38)
with the golden-rule rate Γ ∼ V 2/∆3. Further, the re-
turn probability can be estimated as the inverse number
of coupled sites Nn which grows exponentially with n,
− lnP (t) ∼ n. (39)
[For simplicity, we drop logarithmic prefactors in the re-
lation (39).] Thus, we find for the Bethe lattice
− lnP (t) ∼ Γt, (40)
i.e., the exponential decay.
In what follows, we extend this analysis to the evolu-
tion in Fock space of the many-body system (quantum
dot). As was explained in Sec. III C, there are two key
aspects in which the Fock-space graph differs from the
Bethe lattice: (i) variation of the coordination number
with generation and (ii) presence of multiple correlated
paths connecting the initial and final states. We thus
have to analyze how these properties affect the temporal
decay law in a quantum dot.
A. Hot electron
We begin by analyzing the time evolution of a single-
particle excitation created with energy E on top of the
many-body ground state, which is the problem consid-
ered by Silvestrov [54]. We assume that E  g1/2∆,
so that the hybridization spreads over many generations
[Eq. (25)] also in the insulating phase. It is convenient,
similarly to the Bethe-lattice case discussed above, to
describe the decay process in terms of a time-dependent
generation number n(t) and the corresponding scattering
rate Γn (cf. Ref. [53]),
∂tn = Γn(t). (41)
For the hot-electron excitation, Γn has the form
Γn ∼ nΓ(E/n) , (42)
where Γ(E/n), given by Eq. (11) or (12), is the char-
acteristic decay rate for one of 2n + 1 quasiparticles of
generation n, the characteristic energy of each of which
is E/n, through the creation of an electron-hole pair. For
E . ET , we have
Γn ∼ E
2
ng2∆
. (43)
Note that Eq. (43) can be equivalently obtained as
Γn ∼ V 2/∆(n)(E) with ∆(n)(E) from Eq. (23). The
factor 1/n in Eq. (43) reflects the 1/n decrease of the co-
ordination number of the Fock-space lattice, i.e., equiv-
alently, the linear-in-n increase of the many-body level
spacing in Eq. (23). This should be contrasted with the
Bethe-lattice case, where the corresponding rate is inde-
pendent of n.
Importantly, no additional n dependent factor similar
to that leading to n! in the nth-order coupling in Eq. (24)
appears in Eq. (43). That is, the n! suppression of the
coupling (24) that is due to the compensation of differ-
ently time-ordered terms in a single Feynman diagram
for the scattering event does not show up explicitly as an
n dependent factor in Γn(t). To see why, it is instructive
to discuss the following auxiliary problem, similar to the
one discussed in the beginning of Sec. III C.
Consider, as the initial state, one of the basis states in
Fock space with energy E partitioned between 2p+1 1
quasiparticles. The characteristic level spacing for the
states with 2p + 3 quasiparticles, directly connected to
the initial state, is given by ∆(p) ∼ p∆3/E2 [Eq. (23)].
On the other hand, the characteristic level spacing for the
three-particle states directly connected to a given single-
particle state is ∆3(E/p). Of interest to us is the interval
of V [Eq. (6)]
∆(p)(E) V  ∆3(E/p) , (44)
which exists for p  1 (and can be rewritten as p 
V E2/∆3  p2). The left condition means that a tran-
sition to the next-generation state is possible, while the
right condition means that individual quasiparticles typ-
ically do not decay, so that the transition can only occur
due to the excitation of electron-hole pairs by a small
fraction of quasiparticles.
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The scattering amplitude aif(t) for the decay of a
single-particle state |i〉 into a three-particle state |f〉 in
time t obeys the two-level formula with the off-diagonal
matrix element V/2:
|aif(t)|2 = V
2
V 2 + ω2if
sin2
√
V 2 + ω2if t
2
(45)
[we take here the root-mean-square matrix element V
from Eq. (6) as a characteristic one], which for t .
1/max{V, |ωif |} yields
|aif(t)|2 ∼ V 2t2 , (46)
independently of the relation between V and the energy
difference of the initial and final states |ωif |.
For t  1/∆3(E/p), a given single-particle state |i〉
is directly coupled to (of the order of) 1/∆3(E/p)t 
1 three-particle states |f〉. Summing up |aif(t)|2 from
Eq. (46) over |f〉 for given |i〉,∑
f: |ωif |.1/t
|aif(t)|2 ∼ V 2t2 × 1
∆3(E/p)t
, (47)
we reproduce the golden-rule decay probability Pd(t) (for
one single-particle state) growing linearly in t as
Pd(t) ∼ Γ(E/p)t , (48)
with the single-particle decay rate Γ(E/p) from Eq. (11).
For t  1/∆3(E/p), the probability of finding the sys-
tem in the initial p-particle state factorizes as P (t) =
[1− Pd(t)]p and reads
P (t) ∼ e−pΓ(E/p)t ∼ exp
(
− E
2t
pg2∆
)
. (49)
For t 1/∆3(E/p), there is typically no three-particle
state within the energy band of width 1/t around a given
single-particle level. The state with 2p + 3 quasiparti-
cles is then connected to the initial state through rare
resonant couplings of
pa(t) ∼ p
∆3(E/p)t
(50)
“active” quasiparticles, each of which is coupled to its
own three-particle “partner state” (with |ω| ∼ 1/t) ac-
cording to Eq. (46). Although the decay mechanism
for t  1/∆3(E/p) is essentially different from that for
shorter times, P (t) for t  1/V is given by the same
expression in terms of Γ(E/p) as in Eq. (49):
P (t) ∼ (1− V 2t2)pa(t) ∼ e−pΓ(E/p)t . (51)
The exponential decay in Eq. (51) saturates, as fol-
lows from Eq. (45), at t ∼ 1/V . For larger t, of the
order of pV/∆3(E/p) ∼ V/∆(p)(E) out of 2p + 1 single-
particle states remain strongly hybridized with their
three-particle partners, so that P (t) for t→∞ reads
P (∞) ∼ exp
[
− pV
∆3(E/p)
]
∼ exp
(
− E
2
pg∆2
)
. (52)
The argument of the exponential function in P (∞) gives
the maximum number of hybridized generations
n(E) ∼ pV/∆3(E/p) (53)
for E and p obeying the condition (44).
Thus, the total decay rate for the (2p + 1)-particle
state in Eqs. (49) and (51) is (simply) given by the
sum pV 2/∆3(E/p) of the golden-rule decay rates for
the quasiparticles forming the many-body state, or,
equivalently, by the many-body golden-rule decay rate
V 2/∆(p)(E). What the transparent example teaches us
is that, for the many-body decay theory in the t represen-
tation, there appear no specific factors reflecting the de-
structive interference of the differently time-ordered scat-
tering events. This should be contrasted with the emer-
gence of these factors in the couplings in Eq. (24). The
fact of the matter is the correlations between the scat-
tering amplitudes with different time-ordering are implic-
itly accounted for in the above calculation of P (t). If it
were not for the correlations, one might erroneously con-
clude, judging by the large parameter V/∆(p)(E)  1
[Eq. (44)] which does not depend on n, that the system
is in the delocalized phase. The parameter that controls
the hybridization is, however, V/n∆(p)(E) [as is explicit
in Eq. (24)], with the additional factor 1/n reflecting the
correlations. As a consequence of that, the spreading
stops at n ∼ ∆(p)(E)/V , which is precisely what we
found above [Eq. (53)] in the calculation in the t rep-
resentation.
After this digression, we return to the problem of
the hot-electron decay. Solving Eq. (41) with Γn from
Eq. (43), we find
n2(t) ∼ E
2
g2∆
t , (54)
and hence, employing the relation between P (t) and n
given by Eq. (39) [this relation stems from the effectively
infinite dimensionality of the quantum-dot problem, sim-
ilar to the Bethe lattice in this respect, as discussed in
Sec. IV],
− lnP (t) ∼ n(t) ∼ [ Γ(E)t ]1/2 . (55)
We thus see that the return probability for a hot elec-
tron in the quantum-dot problem bears a certain sim-
ilarity to the relaxation on the Bethe lattice. Impor-
tantly, in both cases, the quantum-mechanical return
probability can be described by means of a rate equa-
tion for the generation number. However, the results for
the Bethe lattice and the quantum dot [Eqs. (40) and
(55), respectively] differ from each other because of the
different structures of the lattices. Specifically, the sup-
pression factor (i) that is caused, as discussed in the be-
ginning of Sec. III C, by the energy partitioning among
excited quasiparticles, leads to the n dependence of the
rate Γn for a hot electron. This, in turn, translates into
a stretched-exponential rather than a simple exponential
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decay. Further, the correlations (destructive interference
in Fock space), giving rise to the suppression factor (ii)
in the stationary perturbation theory of Sec. III C, reveal
themselves in the saturation of P (t) in the quantum-dot
problem.
The stretched-exponential decay of the hot-electron
state in Eq. (55) is in agreement with the result of
Ref. [54] (up to a logarithmic factor discarded in the
above analysis of the temporal decay). In the localized
phase, this behavior of P (t) takes place until the gener-
ation number reaches the maximum value n(E) given by
Eq. (25). Substituting n(E) for n in Eq. (54), we obtain
the saturation time t(E) ∼ g2n2(E)∆/E2, i.e.,
t(E) ∼ g/∆ . (56)
Note that this time scale is independent of E. Substitut-
ing Eqs. (56) and (11) in Eq. (55), we obtain the satura-
tion value of the return probability,
− lnP (∞) ∼ E
g1/2∆
. (57)
In the delocalized phase, the decay proceeds in four
steps. As long as the characteristic energy of excited
quasiparticles E/n is larger than ET , the rate Γ(E/n) in
Eq. (42) is given by Eq. (12), yielding (− lnP ) ∼ n of the
form
− lnP (t) ∼ E
g2/3∆1/3
t2/3 , t . t0 ∼ 1
g1/2∆
. (58)
In terms of n(t) [Eq. (54)], lnP (t) scales as t2/3 for n .
n(t0) ∼ E/g∆. For t & t0, the elementary scattering rate
is given by Eq. (11) and the dependence of P (t) crosses
over into
− lnP (t) ∼ E
g∆
[ 1 + ∆(t− t0) ]1/2 , t & t0 . (59)
For t0 . t . 1/∆, P (t) obeys
− ln P (t)
P (t0)
∼ E
g
t . (60)
For t 1/∆, Eq. (59) becomes Eq. (55). As t increases,
the decay in the delocalized phase eventually saturates
at
t(E) ∼ g2/E , (61)
when n(t) reaches the maximum generation number (7).
The behavior of P (t) is illustrated in Fig. 2 for energies
below (blue lines) and above (green lines) the localization
threshold for g = 25.
B. Typical many-body state
For the “typical” many-body state with energy E
(Sec. III D), the decay rate in the nth generation is inde-
pendent of n and given by
Γn ∼ V
2
∆(NE)(E)
, (62)
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FIG. 2: Schematic illustration of the saturation crossover
in the return probability P (t) on the log-log scale across
the delocalization transition for a hot electron with E/∆ =
5, 7, 10, 15, 20, 25, 30, 40, 50, 60 (from top to bottom) and
g = 25. Blue lines correspond to the localized regime, green
lines to the delocalized regime, and the red line to the local-
ization threshold. The slope of all lines corresponds to the
stretched exponential decay, Eq. (55). The saturation time is
given by Eq. (56) in the localized regime and by Eq. (61) in
the delocalized regime. The saturation value of − lnP (T ) is
given by Eq. (25) in the localized regime and by Eq. (7) in
the delocalized regime.
with ∆(NE)(E) from Eq. (27). In contrast to the t1/2
scaling of n(t) in Eq. (54), n(t) from Eqs. (41) and (62)
changes now linearly with t:
n(t) ∼ E
3/2
g2∆1/2
t , (63)
which means the “conventional” exponential decay
− lnP (t) ∼ E
3/2
g2∆1/2
t . (64)
Again, in the localized regime, Eq. (64) is valid until
the localization-induced saturation sets in. Substitut-
ing the hybridization limit n(E) [Eq. (29)] for n(t) in
Eq. (63), we find that the saturation time t(E) is given
by the same formula (56) as for the hot-electron initial
state. This yields
− lnP (∞) ∼ 1
g
(
E
∆
)3/2
. (65)
In the delocalized regime, the decay is saturated at the
time given by Eq. (61) when n reaches the maximum
possible generation number NE given by Eq.(7).
C. Single particle on top of a thermal state
Finally, we consider the third type of the initial state
that results from introducing a quasiparticle with en-
ergy of the order of TE on top of a representative ther-
mal eigenstate characterized by the temperature TE , see
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Sec. III E. The decay rate is now given by
Γn ∼ nV
2
∆3(TE)
∼ nT
2
E
g2∆
. (66)
Equation (41) with Γn from Eq. (66) gives an exponential
growth of n(t) with increasing t:
lnn(t) ∼ T
2
E
g2∆
t , (67)
and thus a double-exponential decay of P (t),
ln [− lnP (t) ] ∼ T
2
E
g2∆
t . (68)
These results are applicable in the delocalized phase, for
n(t) smaller than the maximum generation number of
the order of TE/∆. Contrary to the results of Secs. V A
and V B, Eqs. (67) and (68) do not have any region of
applicability in the localized phase, TE < Tc, because
then the matrix element V  ∆3(E) is smaller than the
relevant level spacing already in the first generation and
there occurs no spreading of the single-particle excitation
(cf. Sec. III E).
D. Fock-space diffusion at criticality
Now let us discuss the time evolution of the generation
number n(t) at criticality, i.e., for E in the critical re-
gion between Ec and EWD (Sec. IV). For the initial state
from Sec. V C, this consideration will then be valid for
the whole temporal evolution. For the initial state from
Sec. V A or Sec. V B, it will hold for the long-time evolu-
tion, i.e., after the saturation of the stretched-exponential
(respectively, exponential) decay.
As discussed in Sec. IV, at criticality the many-body
Thouless energy ET,mb is of the order of the many-body
level spacing ∆mb. The latter satisfies [Eqs. (31) and
(32)]
ln(∆mb/∆) ∼ −NEc . (69)
Substituting here ET,mb for ∆mb, recalling that ET,mb
is the inverse time of diffusion to the boundary of Fock
space, and using the self-similarity of the system at the
critical point, we find the “diffusion law” at criticality:
n(t) ∼ ln t . (70)
The generation number grows with time according to
Eq. (70) until t reaches 1/ET,mb [i.e., Eq. (70) is valid
for all n . NEc ].
Recall that, in the problem of a single quasiparti-
cle added to the thermal state, n(t) grows with t ex-
ponentially fast in the delocalized phase [ lnn(t) ∝ t,
Eq. (67)]. The logarithmic dependence of n(t) at criti-
cality [Eq. (70)]—in the same problem—is another mani-
festation of the infinite dimensionality of Fock space (the
exponential growth of its volume with the distance n).
In noninteracting problems of a finite dimensionality, the
diffusion laws, both in the delocalized phase and at the
critical point, would be of a power-law form.
It is also worth noting that the connection between
P (t) and n(t) at criticality should be different from the
exponential relation lnP (t) ∼ −n(t) characteristic of the
decay processes describable by the “modified golden rule”
with the n-dependent rate Γn [Eq. (42)]. This is because
the critical states are “sparse”. In the noninteracting
Anderson-transition problem, the sparsity is character-
ized by multifractality [56]. In the limit of an infinite di-
mensionality, multifractality takes its extreme form and
the IPR remains finite (as in the localized phase) at
the critical point (as is exemplified by the Bethe-lattice
model [11] and the sparse random-matrix model [51]).
We expect a similar behavior at criticality in the present
problem in view of its effective infinite dimensionality.
That is, in the critical regime, we expect P (t) to stay con-
stant as t increases despite the growth of n(t) [Eq. (70)].
VI. SUMMARY AND DISCUSSION
A. Summary
To summarize, we have reanalyzed the problem of lo-
calization in Fock space of interacting electrons in a quan-
tum dot. Our key results are as follows:
(1) We have shown that the delocalization threshold
for the eigenstates in Fock space is given by Eq. (3).
(2) The localization-delocalization transition can be ef-
ficiently probed by the statistics of many-body energy
levels which crosses over from the Poisson to Wigner-
Dyson statistics. We have estimated the relative width
of the crossover and found that it vanishes in the limit
of a large dimensionless conductance g (or, equivalently,
the limit of weak interaction), see Eq. (34). That is,
we have found a sharp many-body Anderson localization
transition in this limit.
(3) To determine the position of the transition and
to characterize the localized and delocalized phases, as
well as the critical regime, we have explored relaxation of
three types of the initial quantum state. Specifically, we
have considered (i) a hot electron above the ground state,
(ii) a typical Fock-space basis state with total energy E
distributed among (E/∆)1/2 single-particle states with
energies of the order of (E∆)1/2; (iii) an extra single-
particle excitation on top of an exact “thermal” state.
For each of them, we have studied the long-time limit
of the Fock-space spreading as well as the temporal evo-
lution of the decay process (see Fig. 2 for the case of a
hot electron). The energies of the initial states above
which a substantial spreading takes place scale accord-
ing to Eqs. (1), (2), and (3) for the states (i), (ii), and
(iii), respectively. Above these energies, the return prob-
ability scales with time according to Eqs. (55), (64), (68)
until saturation. For any type of the initial state, the
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spreading reaches the highest generation in Fock space
for energies above the critical energy Ec ∼ E1 which is
given by Eq. (3).
Our work has thus established unambiguously the
physical meaning of the energy scales (1), (2), and (3)
(see Sec. I for an overview of their contradictory discus-
sion in the earlier literature).
B. Comparison to numerical results
Let us compare our results with the existing numer-
ical findings. Among the numerical works, two papers,
Refs. [21] and [22], have presented particularly system-
atic analysis of the problem. Our result for the position
of the localization transition, Eq. (3), is in full agree-
ment with the numerical result of Leyronas, Silvestrov,
and Beenakker, Ref. [21], who calculated the Fock-space
inverse participation ratio of eigenstates as a function
of energy for various values of g. Rivas, Mucciolo, and
Kamenev, Ref. [22], studied the return probability P (t)
for a hot-electron state [initial state of type (i) in our
work] by means of a numerical solution of self-consistent
equations. Our result for the energy at which the spread-
ing begins, Eq. (1), is in agreement with their findings.
Further, they studied the infinite-time limit of the re-
turn probability as a function of energy and found a
crossover in its behavior around the energy (3), which
is again consistent with our result for the position of the
localization transition. However, Rivas, Mucciolo, and
Kamenev found an intermediate region between the local-
ized and the golden-rule behavior which becomes broader
with increasing g. They interpreted this as an evidence
in favor of a smooth localization-delocalization crossover
rather than a sharp transition. This conclusion [57] is in
conflict with our result, Eq. (34), which shows that the
relative width of the crossover region decreases with in-
creasing g, i.e., the transition is sharp in the large-g limit.
We offer the following explanation for this apparent dis-
crepancy. One should be careful when using the value
of P (t → ∞) (or the inverse participation ratio) for ex-
tracting the position of the transition. Its scaling is given
by the localized-phase formula below the critical energy
Ec, Eq. (3), and by the golden-rule formula, for energies
exceeding E ∼ g∆, which is larger than Ec by a loga-
rithmic factor. In the intermediate regime the states are
delocalized but their amplitudes fluctuate strongly, and
− lnP (t → ∞) is much smaller that one would expect
from the golden rule, see the discussion of the analogous
region in the Bethe-lattice problem in Refs. [2] and [13].
Thus, it is not surprising that Ref. [22] observed a broad
intermediate regime in the behavior of P (t→∞).
An alternative way to explore the transition numeri-
cally is to study the many-body level statistics. Let us
emphasize once more that the level statistics shows a
sharp crossover from the Poisson to Wigner-Dyson be-
havior near Ec. Therefore, this approach is expected to
be an efficient tool to extract the position of the delocal-
ization transition. As mentioned in Sec. I, Jacquod and
Shepelyansky reported [12] that the crossover between
the two types of statistics takes place around the energy
scale E2/3, Eq. (2), which parametrically differs from Ec
(or EWD) found in the present work. The discrepancy
might presumably be attributed to the small size of the
system studied numerically in Ref. [12].
In view of the considerable progress in developing nu-
merical methods for studying many-body systems, it
would be desirable to revisit the quantum-dot problem
within computational approaches. In particular, it would
be interesting to verify numerically our theoretical pre-
dictions regarding the chaotization threshold and the
critical regime, as well as the time-dependent evolution
of various initial states.
C. Comparison to spatial many-body localization
Before closing the paper, we briefly discuss similari-
ties and differences between the many-body localization
transitions in a quantum dot (as analyzed here) and in an
extended system with spatially localized states (Refs. [23]
and [24]; see also Sec. I for the references to subsequent
publications).
1. Position of the transition.
The quantum-dot localization-transition energy Ec
given by Eq. (3) can be translated, with the help of
Eq. (8), into an effective transition temperature
Tc ∼ (Ec∆)1/2 ∼ ∆(g/ ln g)1/2 . (71)
This result arises in a particularly transparent way when
one considers the decay of a single-particle excitation on
top of a thermal state [our initial state (iii), see Sec. III E],
which is a direct counterpart of the analysis in Refs. [23]
and [24]. In full analogy with Eq. (4), the result (71) can
be obtained (up to a logarithmic factor) by comparing the
matrix element with the level spacing of directly coupled
states in this setting. We remind the reader that 1/g
is the dimensionless strength of the effective (screened)
interaction in the quantum-dot problem [Eq. (71)], and
thus is a counterpart of α in Eq. (4). The difference
in powers of 1/g and α in two formulas is due to oppo-
site relations between the critical temperature Tc and the
single-particle Thouless energy in a quantum dot and in
the localization volume of extended systems, respectively.
Note that the result E2/3 of Ref. [12] for the tran-
sition energy for a typical state [our setup (ii)] trans-
lates by means of Eq. (8) into the effective temperature
Tc ∼ g1/3∆. If the same logic as in Ref. [12] (compar-
ing the matrix element with the level spacing of directly
coupled typical many-body states) was used, as in Refs.
[16, 58], for extended systems, this would yield a power-
low vanishing of the transition temperature, Tc → 0, with
increasing system size, at variance with Eq. (4).
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2. Return probability.
The return probability P (t) analyzed in Sec. V for the
quantum-dot case can be studied in extended systems as
well. A particularly close analogy holds for the relaxation
of typical (basis) states. The return probability in the lo-
calized phase of extended systems was discussed, in par-
ticular, in the context of quantum quenches. It is worth
mentioning that in extended systems there is a relation
between the saturation of P (t → ∞) and the saturation
of the entanglement entropy Sent(t), see Refs. [30] and
[31], though the entropy approaches the saturation value
much more slowly. The saturation values of Sent(t) and of
the participation ratio [that determines P (t→∞)] were
found to be proportional to the system size. The under-
lying mechanism responsible for such behavior is simi-
lar to that governing the golden-rule decay of the initial
state before the saturation of P (t), see Sec. V A. Since
questions regarding the entanglement entropy require di-
viding the system into two subsystems in real space, it is
not straightforward to formulate a direct analogy in the
quantum-dot problem.
3. Scaling of the decay rate near the transition.
On the delocalized side of the transition (E > Ec) in
the quantum-dot problem, the level width emerges which
scales as
Γ ∝ exp
[
−C(g)
(
Ec
E − Ec
)κ]
. (72)
Within this energy window, eigenstates are strongly cor-
related and the level statistics has the Wigner-Dyson
form (for E > EWD), see Sec. IV. (We refer the reader to
Refs. [51] and [13] for the discussion of an analogous scale
in the sparse-matrix and Bethe-lattice models.) Clearly,
Eq. (72) has the same form in terms of temperatures with
T ∼ (E∆)1/2 and Tc given by Eq. (71). It was argued in
Ref. [23] that a similar scaling of the quasiparticle decay
rate (imaginary part of the self-energy) emerges close to
the transition in the delocalized phase of a system with
spatially localized single-particle states,
Γ ∝ exp
[
−C(α)
(
Tc
T − Tc
)κ]
. (73)
This result with κ = 1/2 was found in Ref. [23] from an
approximate mapping of the problem to the Bethe-lattice
model. Gopalakrishnan and Nandkishore [32] found the
result (73) from a numerical analysis of self-consistent
equations. Their fitting of numerical data suggests, how-
ever, κ = 1/3. Monthus and Garel [29] obtained nu-
merically the critical behavior of the type (73) with
κ = 1.4 for a certain renormalized hopping character-
izing the decay. Quite generally, the behavior (73) is a
consequence of the effective infinite-dimensional charac-
ter of the phase. Whether the value κ = 1/2, which
follows from the Bethe-lattice approximation, is actually
an exact result remains to be clarified by future work.
All in all, the critical behavior of the level width in the
quantum-dot problem, Eq. (72), and in systems with spa-
tially localized single-particle states, Eq. (73), are quali-
tatively similar. Details, such as the values of κ and the
scaling of the factors C(g) and C(α), may turn out to be
different, though.
4. Scaling of the diffusion constant (or the conductivity)
near the transition.
In the quantum-dot problem, the level width (72)
yields the “diffusion coefficient” (33) for the evolution in
Fock space. In the simplest scenario, this applies also to
the problem with spatially localized single-particle states.
This scenario assumes that the level width Γ, Eq. (73),
determines also the spatial diffusion coefficient and thus
the conductivity,
σ ∝ exp
[
−C(α)
(
Tc
T − Tc
)κ]
. (74)
This assumption was made in Ref. [23] and later in
Ref. [32]. The critical point at T = Tc entails a tran-
sition from the Poisson to Wigner-Dyson statistics, in
full analogy with the above discussion of the quantum-
dot problem. The form of the anomalous diffusion at the
critical point Tc can be found by equating the inverse
time of diffusion through the system and the many-body
level spacing, where the latter satisfies
− ln ∆MB ∼ Ld (75)
for a d-dimensional system of spatial size L. Requiring∫ 1/∆MB
0
dtD(t) ∼ L2,
we get the scaling of the time-dependent diffusion coeffi-
cient D(t), or, equivalently, of the mean-square displace-
ment 〈r2(t)〉 at criticality:
D(t) ∼ 1
t
(ln t)2/d−1, (76)
〈r2(t)〉 ∼ (ln t)2/d. (77)
This logarithmically slow spatial diffusion at critically is
a counterpart of the critical Fock-space diffusion (70) in
the quantum-dot problem. For a related recent result
see Ref. [59]. Equation (76) implies the following critical
scaling of the ac conductivity at low frequencies:
σ(ω) ∼ |ω|(ln |ω|)2/d−1. (78)
It is worth reiterating that a rigorous foundation for
theory of the critical behavior at the MBL transition in
extended systems, especially, on the delocalized side, is
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still lacking and the above discussion represents the sim-
plest scenario. Specifically, the following should be men-
tioned in this context:
(i) The assumption that the level width Γ directly de-
termines the effective transport time and thus the dif-
fusion coefficient (74) is by no means self-evident and
requires verification. Within the analysis of Ref. [23],
the localized phase becomes unstable due to “ballistic
processes” (those with necklace structure in the termi-
nology of Ref. [27]) that can be mapped onto the Bethe-
lattice problem, leading to Eq. (73) for the level width.
In Ref. [24], similar processes (termed there self-avoiding
paths) were argued to be responsible for the critical be-
havior on the localized side of the transition. While lead-
ing to the delocalization of certain types of many-body
excitations, these processes by themselves are not suffi-
cient, however, to establish a finite dc conductivity [60].
This leaves a possibility for the existence of an (at least)
intermediate phase with finite Γ but zero dc conductivity
(the effective “transport scattering rate” in this phase is
not given by Γ).
(ii) The authors of Refs. [37, 61–63] argued that Grif-
fiths effects induce an intermediate delocalized phase
with subdiffusive charge transport (and thus vanishing
dc conductivity).
(iii) Recent numerical results appear to favor the
emergence of a subdiffusive delocalized phase in one-
dimensional [36–38, 40] and two-dimensional [39] sys-
tems.
We relegate a more detailed investigation of these in-
triguing issues to future work.
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S1
SUPPLEMENTAL MATERIAL
In Supplemental Material, we discuss the origin of the logarithmic factor in the energies Ec and E1/2 [Eqs. (26) and
(13) of the main text, respectively]. The former is the delocalization threshold, the latter marks the characteristic
energy scale at which a hot-electron state starts to hybridize with neighboring states in Fock space. We also
explain the role of correlations between different contributions to the perturbative expansion of the hybridization
amplitude. These correlations lead to the absence of a logarithmic factor in the energy E2/3 [Eq. (2)], at which a
typical basis state starts to hybridize with its Fock-space neighbors.
For the noninteracting model on the Bethe lattice, the logarithmic factor lnK in the condition for the delocalization
threshold [Eq. (14)] follows from the solution of the corresponding self-consistency equation [5, 7–11, 13]. In fact, this
logarithm was found already in Anderson’s 1958 paper [1]. Below, we discuss the reason for the appearance of a similar
logarithm in our problem [in Eqs. (13) and (26)] by analyzing—to a large extent along the lines of Refs. [1, 2, 27]—the
condition for the existence of resonances in the hybridization process. We put a particular emphasis on the effect
of possible correlations between different contributions to the perturbative expansion of the hybridization amplitude.
This allows us to clarify the presence or absence of the logarithmic factor in the characteristic energy scales of the
quantum-dot problem.
We start our discussion with a simple exercise in probability theory (we will explain its connection to the localization
problem afterwards). Consider a set {ai} = (a1, a2, . . . , aK) of K random numbers distributed independently over
the interval [0, 1]. Denote amin the minimum number min {ai} in a given realization of the set {ai}. Introduce the
function Fa(x) as the probability that all numbers of the set {ai} are larger than a given number x:
Fa(x) = Prob
{
all ai > x
}
=
∏
i
∫ 1
x
dai P(ai) , (S1)
where P(ai) is the probability density for the distribution of ai ∈ [0, 1]. Let all ai be distributed homogeneously over
the interval [0, 1] with
P(ai) = θ(ai)θ(1− ai) . (S2)
For the set {ai} with the probability density (S2), we have
Fa(x) =
K∏
i=1
∫ 1
x
dai = (1− x)K . (S3)
Define the typical minimum value atypmin for the set {ai} as the value of x such that Fa(x) = 1/2:
Fa
(
atypmin
)
=
1
2
. (S4)
For the set {ai} described by Eq. (S2), the condition (S4) yields
atypmin = 1−
1
21/K
, (S5)
which for large sets becomes
atypmin '
1
K
ln 2 , K  1 . (S6)
Now, consider a “composite set,” constructed, as the simplest example, of only two uncorrelated random numbers
(a, b), each of which is homogeneously distributed over the interval [0, 1], and look at the statistical properties of the
product X = ab. The probability density P(X) for the distribution of X ∈ [0, 1] obeys
P(X) =
∫ 1
0
da
∫ 1
0
db δ(X − ab) = θ(X)θ(1−X) ln 1
X
. (S7)
Note the appearance of the logarithm in the distribution of the product X = ab already for the two-dimensional set
(a, b). The question we now face is the one of the typical minimum value Xtypmin, defined similar to Eq. (S4), for a
composite set {Xij} of K2 elements with i, j = 1, . . . ,K. Our purpose is to show that the K dependence of Xtypmin
for large K depends in an essential way on precisely how the composite set is formed out of completely uncorrelated
random numbers. Specifically, we illustrate this point by considering the following three possibilities of generating
the set {Xij} with i, j = 1, . . . ,K:
S2
X(A) : X
(A)
ij =aijbij with K
2 elements aij and K
2 elements bij ;
X(B) : X
(B)
ij =aibij with K elements ai and K
2 elements bij ;
X(C) : X
(C)
ij =aibj with K elements ai and K elements bj .
In all three sets X(A),(B),(C), there are no correlations of the elements of the subset a with the elements of the subset
b, each subset of the random numbers being governed by Eq. (S2).
Consider first X(A). For this set, the function FA(x) [defined similar to Eq. (S1)] factorizes into the product of K2
terms:
FA(x) =
∏
1≤i,j≤K
[∫ 1
0
daij
∫ 1
0
dbij
∫ 1
x
dXij δ(Xij − aijbij)
]
=
(
1− x− x ln 1
x
)K2
K1' exp
(
−K2x ln 1
x
)
. (S8)
Equating FA(x) and 1/2 [Eq. (S4)], we find:
X(A) : Xtypmin '
ln 2
K2 lnK2
, K  1 . (S9)
Comparing this result with Eq. (S6), we see that the typical minimum value for the composite set X(A) is smaller by
the logarithmic factor lnK  1 than the typical minimum value we would obtain for a simple set {ai} with the same
total number of elements K2.
Consider now X(B). The function FB(x) differs from the function FA(x). This is because, for given i, the integration
over any bij produces the same factor 1/ai (altogether, the factor 1/a
K
i after K integrations over bij for given i):
FB(x) =
∏
1≤i≤K

∫ 1
0
dai
∏
1≤j≤K
[∫ 1
0
dbij
∫ 1
x
dXij δ(Xij − aibij)
] =
[∫ 1
x
da (a− x)K a−K
]K
. (S10)
Changing the variable of integration a→ z = x/a, we obtain, for K  1 and x 1:
FB(x) '
(
x
∫ ∞
x
dz
z2
e−Kz
)K
=
[
e−Kx +KxEi(−Kx)]K'

exp
[−K2x−K ln(Kx)] , 1/K  x 1 ,
exp
(
−K2x ln 1
Kx
)
, x 1/K ,
(S11)
where Ei(z) is the exponential integral function. The function FB(x) decays on the scale of x ∼ K−2/ lnK  1/K,
so that, to find Xtypmin, only the asymptotics for x 1/K is relevant, which gives
X(B) : Xtypmin '
ln 2
K2 lnK
, K  1 . (S12)
Equations (S9) and (S12) only differ in the replacement K2 → K in the argument of the logarithm in the denominator
in the latter case. That is, the typical minimum value for the composite set X(B) is again smaller, by the logarithmic
factor lnK  1, than the typical minimum value for a simple set {ai} with the same total number of elements K2.
Now turn to X(C). For this set, in contrast to X(B), both ai and bj for given i and j appear each in the arguments
of K delta-functions. It is convenient to integrate out Xij first:
FC(x) =
 ∏
1≤i≤K
∫ 1
0
dai
 ∏
1≤i≤K
∫ 1
0
dbj
 ∏
1≤i,j≤K
∫ 1
x
dXij δ(Xij − aibj)

=
∫ 1
0
da1. . .
∫ 1
0
daK
∫ 1
0
db1. . .
∫ 1
0
dbK
∏
1≤i,j≤K
θ(aibj − x) . (S13)
Next, order the variables, a1 ≤ a2 ≤ . . . aK and b1 ≤ b2 ≤ . . . bK , so that the product of the step functions in Eq. (S13)
reduces to a single step function for the smallest variables a1 and b1, namely θ(a1b1 − x):
FC(x) = (K!)2
∫ 1
0
da1
∫ 1
a1
da2. . .
∫ 1
aK−1
daK
∫ 1
0
db1
∫ 1
b1
db2. . .
∫ 1
bK−1
dbK θ(a1b1 − x)=K
∫ 1
x
da(1− a)K−1
(
1− x
a
)K
. (S14)
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Assume that K  1 and x 1. The behavior of FC(x) changes at x ∼ 1/K2 within this interval:
FC(x) '

√
piKx1/4(1−√x)2K , 1/K2  x 1 ,
1−K2x ln 1
K2x
, x 1/K2 .
(S15)
Again, we see that the typical minimum value Xtypmin is determined by the small-x asymptotics. Equating FC(x) and
1/2, we find
X(C) : Xtypmin '
1
cK2
, K  1 , (S16)
where c ∼ 1 is a number which replaces lnK  1 in the denominator, as compared to Eqs. (S9) and (S12). This
difference comes from the correlations between the elements X
(C)
ij . The simplest correlation of this kind is given by
the constraint
X
(C)
ij X
(C)
kl = aibjakbl = X
(C)
il X
(C)
kj . (S17)
Equations (S15) and Eqs. (S16)] can also be straightforwardly obtained by utilizing the relation, valid for X(C),
between the minimum values of the composite and simple sets: min{Xij} = min{aibj} = min{ai}min{bj}.
Generalizing the above results to composite sets constructed out of n subsets with arbitrary n, we find the following
recursion relations:
X(A) : X
(A)
i1i2...in
= a
(1)
i1i2...in
a
(2)
i1i2...in
. . . a
(n)
i1i2...in
: F (n+1)A (x) =
{
x
∫ 1
x
dy
y2
[
F (n)A (y)
]1/Kn}Kn+1
, (S18)
X(B) : X
(B)
i1i2...in
= a
(1)
i1
a
(2)
i1i2
. . . a
(n)
i1i2...in
: F (n+1)B (x) =
[
x
∫ 1
x
dy
y2
F (n)B (y)
]K
,
(S19)
X(C) : X
(C)
i1i2...in
= a
(1)
i1
a
(2)
i2
. . . a
(n)
in
: F (n+1)C (x) = Kx
∫ 1
x
dy
y2
(
1− x
y
)K−1
F (n)C (y). (S20)
Using these relations, we obtain for K  1 and n 1 the functions F (n)A,B,C(x) for x around the point at which these
functions cross 1/2 [see details of the calculation in the end of the file; the function erf(z) in Eq. (S23) is the error
function]:
X(A) : F (n)A (x) ' exp
[
− K
nx
(n− 1)!
(
ln
1
x
)n−1 ]
, (S21)
X(B) : F (n)B (x) ' exp
[
− K
nx
(n− 1)!
(
ln
1
Kx
)n−1 ]
, (S22)
X(C) : F (n)C (x) '
1
2
− 1
2
erf
[√
3
n
ln (enγKnx)
pi
]
. (S23)
These equations are sufficient for finding Xtypmin for all three sets at n 1 :
X(A) : Xtypmin ∼
1
Kn(lnK)n−1
, (S24)
X(B) : Xtypmin ∼
1
Kn (lnK)
n−1 , (S25)
X(C) : Xtypmin ∼
1
Kn
. (S26)
Thus, there is no logarithmic factor in the set X(C) for arbitrary n, whereas the powers of the logarithm accumulate
with increasing n (in the combination K lnK) in the sets X(A) and X(B).
We are now ready to return to the problem of many-body delocalization in a quantum dot. The existence of
resonances in the nth generation is controlled by the dimensionless parameter ηn determined by the maximum value
S4
of ratios V n/E1E2 . . . En representing contributions to the perturbation theory (Feynman diagrams) at nth order, with
Ei being energy denominators. Thus, we should look for the probability that the minimum value of the set composed
of the products of the energy denominators, E1E2 . . . En, is smaller that V n. This is a problem of precisely the type
we considered above. In Sec. III of the main text, we estimated ηn for the three types of initial states (i), (ii), and
(iii) [see Eqs. (24), (28), and (30)] by scaling analysis that discards possible logarithmic factors of the same nature
as discussed in this Supplemental Material. In order to understand whether the logarithms do emerge in the typical
maximum values of ηn, we compare statistics of the energy denominators with statistics of the random composite sets
above.
For the initial states of types (i) and (iii), i.e., for the hot-electron state (Sec. IIIC) and a single-particle excitation
on top of the thermal state (Sec. IIIE), respectively, we have consecutive decay processes. Namely, an electron decays
in three quasiparticles, one of the created quasiparticles decays again into three, etc. This corresponds to a composite
set of type B here. Therefore, ηn from Eq. (24) and η
T
n from Eq. (30) acquire an additional factor (ln g)
n−1, which,
in turn, results in the appearance of the logarithmic factors in the energy E1/2 [Eq. (13)], at which the hybridization
begins, and in the energy Ec [Eq. (26)] for the many-body delocalization threshold.
It is worth pointing out that it is the set of type B that also corresponds to the transition in the noninteracting
problem on the Bethe lattice. Our results for this set are in full agreement with the emergence of the logarithmic factor
lnK in the equation for the localization threshold [Eq. (14)] that follows from the exact solution for this problem.
On the other hand, for a typical basis state [initial state of type (ii), Sec. IIID], the hybridization first proceeds via
an independent decay of particles that form the initial state; on the level of Feynman diagrams, this is described by
disconnected diagrams. This situation corresponds to a set of type C. In this case, no additional logarithmic factors
arise in Eq. (28) for the parameter ηtypn . Correspondingly, no logarithmic factor appears in Eq. (2) for the energy
E2/3, at which a typical basis state starts to hybridize with its Fock-space neighbors.
Calculation of F (n)A,B,C for n 1
Below, we present the derivation of Eqs. (S21), (S22), and (S23). We start with the set of type A that was analyzed
in Ref. 2. Using the recursion relation Eq. (S18), we find the exact solution for F (n)A (x) at arbitrary 0 ≤ x ≤ 1 and K:
F (n)A (x) =
[
1− x
n−1∑
m=0
lnm 1x
m!
]Kn
=
[
1− Γ(n, ln
1
x )
(n− 1)!
]Kn
, (S27)
where Γ(α, z) is the incomplete gamma-function. Indeed, substituting Eq. (S27) in Eq. (S18), we reproduce Eq. (S27)
for n+ 1:
F (n+1)A (x) =
[
x
∫ 1
x
dy
y2
(
1− y
n−1∑
m=0
lnm 1y
m!
)]Kn+1
=
(
1− x
n∑
m=0
lnm 1x
m!
)Kn+1
. (S28)
For x 1 and K  1, we keep only the m = n− 1 term in Eq. (S27), which gives Eq. (S21). Equating then F (n)A (x)
and 1/2, we obtain Eq. (S24).
Turning to the set of type B, for x xn−1 = K1−n (lnK)2−n, we substitute Eq. (S22) in Eq. (S19):
F (n+1)B (x) '
{
x
∫ xn−1
x
dy
y2
exp
[
− K
ny
(n− 1)!
(
ln
1
Ky
)n−1 ] }K
. (S29)
Since we are interested in the behavior of F (n+1)B (x) around xn+1  xn, we expand the exponential in Eq. (S29) and
obtain
F (n+1)B (x) '
{
x
∫ xn−1
x
dy
y2
[
1− K
ny
(n− 1)!
(
ln
1
Ky
)n−1 ] }K
'
{
1− K
nx
n!
(
ln
1
Ky
)n}K
, x 1
Kn (lnK)
n−1 ,
(S30)
which gives Eqs. (S22) and (S25).
Finally, we evaluate FnC(x). Since, in contrast to the sets X(A) and X(B), Xtypmin for the set X(C) does not contain
logarithmic factors in the denominator, we present the calculation in more detail in order to point out where the
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difference comes from. We start with the definition:
F (n)C (x) =
 ∏
1≤i1≤K
∫ 1
0
da
(1)
i1
. . .
 ∏
1≤in≤K
∫ 1
0
da
(n)
in
 ∏
1≤i1,...in≤K
∫ 1
x
dXii...in δ
(
Xii...in − a(1)i1 a
(2)
i2
. . . a
(n)
in
) .
(S31)
First, integrate out all Xii...in :
F (n)C (x) =
 ∏
1≤i1≤K
∫ 1
0
da
(1)
i1
. . .
 ∏
1≤in≤K
∫ 1
0
da
(n)
in
 ∏
1≤i1,...in≤K
θ
(
a
(1)
i1
a
(2)
i2
. . . a
(n)
in
− x
) . (S32)
Next, similar to Eq. (S14), for each 1 ≤ m ≤ n, we order the variables, a(m)1 ≤ a(m)2 ≤ . . . ≤ a(m)K , so that the product
of the step functions in Eq. (S32) reduces to a single step function for the smallest variables a
(m)
1 , and then integrate
out all a
(m)
l with l > 1:
F (n)C (x) = Kn
∫ 1
0
da
(1)
1
[
1− a(1)1
]K−1
. . .
∫ 1
0
da
(n)
1
[
1− a(n)1
]K−1
θ
(
a
(1)
1 a
(2)
1 . . . a
(n)
1 − x
)
. (S33)
Denoting a
(m)
1 = zm and using θ(z1z2 . . . zn − x) = θ[ln(z1z2 . . . zn)− lnx], we write
F (n)C (x) = Kn
∫ 1
0
dz1 (1− z1)K−1. . .
∫ 1
0
dzn (1− zn)K−1
∫ ∞
ln x
du
∫ ∞
−∞
dt
2pi
exp
it
 n∑
j=1
ln zj − u
 . (S34)
The integrals over z1, . . . , zn now factorize, each producing the beta-function B(1 +K, 1 + it):
F (n)C (x) =
∫ ∞
−∞
dt
2pi
∫ ∞
ln x
du e−iut
[
K
∫ 1
0
dz (1− z)K−1 eit ln z
]n
=
∫ ∞
−∞
dt
2pi
∫ ∞
ln x
du e−iut
[
Γ(1 +K)Γ(1 + it)
Γ(1 +K + it)
]n
.
(S35)
For x = 0, the integral over u gives 2piδ(t), which yields FC(0) = 1, as it should be. Integrating out u for arbitrary
0 ≤ x ≤ 1, we get
F (n)C (x) =
1
2
+ Im
∫ ∞
0
dt
pi
e−it ln x
t
[
Γ(1 +K)Γ(1 + it)
Γ(1 +K + it)
]n
. (S36)
In order to calculate FC(x) for K  1, we employ Stirling’s approximation (here γ ≈ 0.5772 is the Euler-Mascheroni
constant):
[
Γ(1 +K)Γ(1 + it)
Γ(1 +K + it)
]n
'

exp
(
−i n t lnK − i n γ t− pi
2
12
n t2
)
, t 1 ,
(2ipit)n/2 exp
[
−i n t
(
ln
K
t
+ 1
)
− pi
2
n t
]
, 1 t K ,
(2piK)n/2 exp
[
−nK
(
ln
t
K
+ 1
)
− ipi
2
nK
]
, K  t .
(S37)
For large n  1, the integral in Eq. (S36) for arbitrary 0 < x < 1 converges already for t  1, so that only the
first asymptotics in Eq. (S37) matters. The dependence of the function FC(x) on K shows up, then, through a single
parameter (Keγ)
n
x:
F (n)C (x) '
1
2
−
∫ ∞
0
dt
pi
sin [t ln(Knx) + nγt]
e−pi
2nt2/12
t
=
1
2
− 1
2
erf
(√
3
n
ln [(eγK)
n
x)]
pi
)
for K  1 and n 1 , (S38)
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which is Eq. (S23). Here
erf(z) =
2√
pi
∫ z
0
e−t
2
dt '

2z√
pi
, |z|  1,
sgn(z)− e
−z2
√
piz
, |z|  1
(S39)
is the error function. This result follows from the central limit theorem for the distribution of independent logarithms
of the minimum values zm = a
(m)
min for the independent subsets a
(m). We see that, according to Eq. (S4), Xtypmin is given
by the zero in the argument of the error function in Eq. (S38):
Xtypmin '
1
CnKn , n 1, (S40)
with C = eγ .
