We investigate the relation between national cultural values and bank risk. Despite the rigid transnational regulatory oversight of systemic European banks, we find evidence of an economically significant association between cultural values and domestic bank risk. Specifically, we report a positive (negative) association between the cultural values of individualism and hierarchy (trust) and domestic bank risk-taking. Consistent with our predictions, this relation weakened during the recent financial crisis and does not hold for global banks, regardless of the period under investigation. Our findings are robust to endogeneity tests that mitigate concerns regarding reverse causality and confounding effects affecting our conclusions.
Introduction
Bank risk-taking is essential to bank performance but could become detrimental to the survival of the bank as well as the stability of a national financial system if it leads to financial crises (European Commission report, 2014) . 1 Given that the banking sector transmits financial instability between sovereigns (Acharya et al., 2014a), identifying new factors associated with bank risk is not only academically relevant but also helps safeguard the global financial system. This paper contributes to this important line of research by examining the role of national culture as a determinant of bank risk-taking.
The banking industry is heavily regulated. Important legislation typically stands at a transnational level, for example, the Basel Accords; therefore, it is reasonable to expect country specific characteristics, such as national cultural values, to have little or no effect on the risk assumed by banks. However, regulation is not able to fully capture the intricate dynamics affecting managerial decision-making, leaving banks with some flexibility and power over their loan granting and deposit accumulation strategies (Dothan and Williams, 1980) . Furthermore, managerial perception of risk and predisposition to taking risk vary between individuals and societies (Delerue and Simon, 2009) . Prior work highlights that national cultural values primarily influence risk preferences and attitude towards risk (Husted and Allen, 2008; Weber and Hsee, 1998) . We argue that national culture not only influences the risk appetite of bank managers directly but also has an indirect effect since bankers should cater to the needs and risk preferences of their customers (Storey and Easingwood, 1993) , who are bound to be influenced by national characteristics especially for domestic banks.
Following prior studies, we identify three national cultural values, that is, individualism, trust and hierarchy, which we expect to be associated with bank risk-taking. Countries characterised by individualistic cultural norms are known for their emphasis to individual advancement, regardless of group goals. In contrast, countries with collectivist cultures give priority to societal and work group goals over individual gain and needs. Therefore, banks operating in individualistic societies should increase risk to cater to their customer and shareholder needs whose primary objective is wealth maximization (Yahanpath, 2011) and have little consideration about the impact of bank risk to the stability of the national financial system. Shareholders benefit from increased risk-taking through its positive effect on the expected return of their investments. On the other hand, customers benefit from increased bank risk-taking since such risk-taking is typically focused on non-interest banking activities.
This diversification in bank activities helps banks to increase revenues from commissions on investments (Barth et al., 2013; Lepetit et al., 2008) , thus allowing them to decrease spreads between lending and saving rates, helping customers gain easier and cheaper access to debt financing. In addition to the preferences of individualistic bank stakeholders, individualistic bank managers would also favour risk taking since they value personal gain more than group benefit. Bank risk positively affects the expected value of managerial compensation packages since bank executive remuneration relies heavily on equity-based pay schemes (Hagendorff and Vallascas, 2011; Srivastav et al., 2014; Vallascas and Hagendorff, 2013) . Bank managers operating in societies characterized by higher individualism will optimally increase risk even if they are foreign nationals, that is, they don't necessarily share the same national culture. This is because (a) they should cater to their stakeholder preferences and (b) individualistic societies are more tolerant towards income inequality driven by risk taking (Conyon and Murphy, 2000) , thus are more likely to accept such utility maximising managerial behaviour.
Banks operate in a competitive environment, hence building and maintaining good relationships with customers is important (Mosad, 1996) . A strong bankcustomer relationship enhances customer loyalty (Dick and Basu, 1994) , which can be attributed, to a considerable degree, to customer trust (Dwayne et al., 2004) . Customer trust is necessary for banks (Ratnovski, 2013) to maintain and increase deposits. When trust in a country's financial institutions is low, we observe the phenomenon of 'mattress cash' (Coupé, 2011) , that is, significant deposit withdrawals from the domestic banking system, which limits the ability of banks to execute their primary role as financial intermediaries. The extent to which individual banks are affected depends on depositor expectations regarding the banks' failure risk. Indeed, Knell and Stix (2010) find that in times of crises trust declining and distrust rising are the primary triggers behind bank runs. Given the positive relation between bank risk-taking and failure risk as well as the importance of trust in maintaining and increasing deposits, we anticipate lower bank risk-taking in societies that place higher value to trust. Finally, hierarchical societies form power ranks according to importance and social power. In such societies, lower ranked employees follow management instructions without questioning them, even if managerial motives are not necessarily aligned with their own (or the firm's) interests. In contrast, in egalitarian societies management and employees view themselves as equals (Brett et al., 1998) , thus, employees are more likely to challenge managerial decisions.
Furthermore, egalitarian societies cater for all stakeholders and the society at large, thus are more likely to be concerned about the financial stability of the banking sector. In addition, in these societies, managers need to consider the interests of all stakeholders, including lower ranked employees, as they have the potential to affect the firm (Gibson, 2000) . We therefore expect that in societies characterized by hierarchical values bank risk is likely to be higher compared to that in egalitarian societies.
Our paper argues that the anticipated relation between national culture and bank risk should weaken during global financial crises, like the recent one in 2007-2010. This happens primarily for two reasons: (a) crises increase dramatically banks' cost of borrowing, making high levels of managerial risk-taking unsustainable. In response, managers should rationally decrease bank risk-taking, irrespective of personal and national attributes or preferences; (b) we anticipate that the degrees of freedom, in which banks operate in, decrease as the sovereign entity in which they function gets externally constrained. At times of instability, sovereigns lose part of their autonomy as they become more dependent on the debt markets. This is particularly true for our sample of European banks since all banks operate in European Union member states, some of which experienced EU (externally) imposed macroeconomic and financial sector adjustment programmes. These programmes gave greater control and oversight of national financial sectors to European institutions such as the European Central Bank (ECB). As a consequence of the above listed reasons, we expect national culture to have a lesser impact on banks' financial decisions, during the recent financial crisis.
We also expect national culture to affect the risk taking of systemic domestic banks, but not that of global ones. By definition global banks operate in global settings. They are primarily multinational and interconnected (Edwards, 2012) , and their multi-country presence exposes management to different national cultures, hence very diverse customer needs. Furthermore, the importance of systemic global banks to the global economy means they are subject to additional regulatory requirements, including capital, risk management and compliance requirements (Walker, 2012) reducing their flexibility and exposure to national culture influences. This is particularly true for European systemic global banks which are monitored and supervised directly by the ECB as opposed to domestic banks where the national regulators are allowed appropriate discretion to accommodate the structural characteristics of their country's domestic financial sector.
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Given that the national regulators are bound to be affected by and respond to national social norms, they act as an additional (to bank managers and customers) channel through which national culture affects domestic bank risk.
We empirically examine our conjectures using a sample of 99 banks in 19 European countries which we study for 20 years (1995) (1996) (1997) (1998) (1999) (2000) (2001) (2002) (2003) (2004) (2005) (2006) (2007) (2008) (2009) (2010) (2011) (2012) (2013) (2014) . These banks were included in the European Banking Authority (EBA) 2014 stress tests and have data in Bloomberg for at least five consecutive years. We follow prior literature (Craig and Dinger, 2013; García-Kuhnert et al., 2015; Jin et al., 2013) and use the bank's Return On Assets (ROA) volatility as our primary risk proxy. After controlling for several country, bank and managerial characteristics, we find a strong positive association between individualism (hierarchy) and domestic bank risktaking. Consistent with our conjectures, we report a strong negative relation between trust and domestic bank risk-taking. As anticipated, we also find that financial crises weaken the relation between national culture influences and bank risk, whereas this relation exists only for domestic but not global banks, regardless of the period under investigation.
Arguing in favour of a causal effect of national culture on bank risk is admittedly difficult given significant endogeneity concerns, particularly about reverse causality and confounding effects. We note that national cultures evolve slowly over very long periods and perceptions over individualism, trust and hierarchy depend on personal attributes that are deeply rooted into societal characteristics. Still, one may argue that major prior events related to the country's financial sector risk could affect perceptions over social norms leading to reverse causality. A more important concern in our context relates to the impact of omitted variables to our conclusions. In particular, unobservable characteristics could be driving both national culture and bank risk, leading to spurious results. Key research design choices, for example, the use of a relatively homogeneous sample and hierarchical modelling allow us to mitigate these concerns. By controlling for a wide range of country-, bank-and manager-level determinants of bank risk, including year fix effects and using alternative variable definitions, we further alleviate the impact of omitted variables to our conjectures. Importantly, we offer a more formal way of addressing endogeneity using instrumental variable regressions, where we instrument for national culture variables and run two-stage least squares (2SLS) regressions. Collectively, our results point towards a causal effect of national culture on bank risk. Still, we concur that one cannot completely mitigate endogeneity concerns in our setting. This paper primarily contributes to two literatures. Prior work identifies governance, institutional and financial factors as determinants of bank risk (see for example, Barth et al., 2013; Breuer, 2006; Craig and Dinger, 2013; Delis and Kouretas, 2011; Houston et al., 2010; La Porta et al., 1998; Laeven and Levine, 2009) . Our paper highlights the role of an informal institution, that is, national culture, as an important determinant of domestic bank risk, thus contributing to the extant literature. Furthermore, we add new insights to the developing literature on the impact of national culture to financial decision-making (e.g., Ahern et al., 2015; Giannetti and Yafeh, 2011) . There are two papers in this strand of literature that are closely related to ours (Kanagaretnam et al., 2014; Li et al., 2013) . Li et al. (2013) find that culture is related to corporate risk using a sample of manufacturing firms. We are different from Li et al. in at least two ways. First, we focus on banks, which is a unique, highly regulated sector. The impact of regulation on the investigated relation leads to very different predictions ex-ante. Second, we study different dimensions of national culture, different countries and periods compared to Li et al. All these differences lead to new, interesting insights. Kanagaretnam et al. (2014) find that differences in national cultures affect both accounting conservatism and risk taking in banks. Our paper differs from Kanagaretnam et al. in several important ways. First, they study a sample of banks from 70 countries covering all continents. We focus on systemic European banks, which helps us better alleviate concerns about the impact of unobservable heterogeneity affecting our conclusions. Second, we investigate the relation between culture and bank risk during the recent financial crisis and find a significant weakening of the effect. In contrast, they focus on failed banks (tail risk) and present different conclusions. Third, we showcase that the predicted relation is only valid for domestic banks but not global ones. Fourth, we formally address endogeneity concerns and show that our results are robust to dealing with spurious effects and reverse causality.
Finally, our analysis covers a much longer time-series (1995-2014 vs. 2000-2009 ) and tests various specifications as well as alternative constructs for national culture. Overall, we believe our paper makes contributions to academic knowledge that are both new and interesting.
Context and Prior Work

Why are banks different and so important in our context?
The banking sector has three major differences compared to non-financial companies that influence our conjectures. First, banks are information specialists enabling them to match depositors with borrowers (Boyd and Prescott, 1986; Diamond, 1984; Ramakrishnan and Thakor, 1984) . Therefore, it is particularly important for financial institutions to operate within societal norms and respond to stakeholder (e.g., customers, shareholders) needs in order to remain competitive. Catering to stakeholder needs also allows banks to maintain and increase their liquidity, without which they cannot properly function.
Second, banks are linked together via the interbank market, exposing them to contagion risk (Iori et al., 2006; Mistrulli, 2011; Upper, 2011) . Under the European deposit protection scheme, contagion risk expands to the banks' corresponding sovereigns. The bailouts of banks increase sovereign credit risk in developed economies (Acharya and Rajan, 2011) , erode the value of government guarantees and ignite a loop between sovereign and bank risk (Acharya et al., 2014a) . Because banks hold sovereign bonds, there is also feedback in the other direction (Attinasi et al., 2010) . Given the importance of the financial sector to a country's prosperity, societies have strong interest in bank risk-taking and apply intense pressure to bank managers to conform to societal norms.
Third, banks are the major vehicle through which a country's Central Bank applies its monetary policy, that is, inflation stability, regulatory application, and expectations management, for the benefit of society (Molnár and Santoro, 2014) . Consequently, it is imperative for banks to have better risk management practices (Birge and Júdice, 2013) compared to non-financial firms. Regulation has limits in capturing the complex dynamics affecting managerial decision-making in banks (Dothan and Williams, 1980; Kane, 1981) , which leaves room for informal institutions, such as national culture, to influence bank risk management.
Prior work on the determinants of bank risk
Prior work identifies several non-cultural (financial, governance, institutional) factors affecting bank risk. Breuer (2006) studies legal, political and other institutions within countries and finds that they affect the level of non-performing bank loans. Boyd et al.
(1993), Hakenes and Schnabel (2011), and Bhagat et al. (2015) find a negative correlation between risk-taking and bank size. DellʼAriccia et al. (2014) and Bhagat et al. (2015) associate bank leverage, that is, the ratio of equity capital to total assets, with bank risk.
Valencia (2014) also identifies capital adjustments as a potential source of increased risk via increased leverage. In addition, when interest rates decrease, the bank's net interest marginal revenue decreases motivating bank management to find alternative income sources of higher yield, thus higher risk (Delis and Kouretas, 2011) . Furthermore, Craig and Dinger (2013) find that when the competition for deposits is high, banks offer higher interest rates to attract deposits resulting in increased liabilities cost which consequently raises the optimal risk choice of banks. Banks with increased cost of liabilities tend to increase lending, sometimes sacrificing quality over quantity, which could lead to instability and financial crises (Jordà et al., 2011; Wagner, 2007) .
Moreover, Lepetit et al. (2008) and Barth et al. (2013) Regarding the latter point, there is an extensive literature looking at the equity incentives of bank managers and how they affect bank risk-taking. For example, Hagendorff and Vallascas (2011) find that bank CEOs with higher pay-risk sensitivity (i.e., compensation vega) increase risk-taking by engaging in risk-inducing mergers. However, Fahlenbrach and Stulz (2011) report that compensation vega had little effect over bank performance and risk during the recent financial crisis.
Data Sources
Our sample consists of European banks selected by the EBA to perform the 2014 stress tests.
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These tests evaluate the resilience of the banking sector to systemic risk, hence focus on systemically important banks. Our research design choice to focus on systemic European banks helps us develop a relatively homogeneous sample. These banks operate under a uniform regulatory environment and share common regulators including the EBA and the European Stability Mechanism (ESM), as well as the same policymaker in the ECB. Thus, our sample selection reduces unobservable heterogeneity significantly, which helps reduce the impact of confounding effects. We have included 99 out of a total of 123 banks for which data existed in Bloomberg for at least five consecutive years. The stress-test participating banks originate from 19 European countries and cover at least 50% of the national banking sector in each EU member state in terms of 2013 consolidated assets. Our sample consists of major global financial institutions, such as Barclays, Deutsche Bank and HSBC, as well as small domestic systemic banks such as OTP Bank, SNS Bank and UBI Banka. Collectively, the banks in our sample represent more than 70% of total EU banking assets (approximately €29,000bn).
We study a 20-year period (1995) (1996) (1997) (1998) (1999) (2000) (2001) (2002) (2003) (2004) (2005) (2006) (2007) (2008) (2009) (2010) (2011) (2012) (2013) (2014) . We collect all the bank financial data from Bloomberg, 4 whereas the World Values Survey provides information on national cultural values. We describe this survey and our culture constructs in detail in the next section.
Finally, we use a variety of additional sources to construct control variables that prior work has identified as important determinants of bank risk. For example, we use BoardEx to collect information on bank CEO nationality. All variables used in this study are defined in Appendix A. Given the unbalanced nature of our panel and missing values for some variables there is some variation in the number of observations we report across specifications. The maximum number of bank-years under investigation is 1,345. 
National culture variables
To measure national cultural values, we use the World Values Survey (WVS). 6 It takes place in waves. 7 We follow Ahern et al. (2015) in selecting the proxy survey questions for each of the three cultural variables under investigation, that is, individualism, hierarchy, and trust.
Ahern et al. (2015) comment extensively on the validity of the three cultural constructs from WVS, which have been validated by other studies as well; see for example Fehr et al. (2003) , Glaeser et al. (2000) and Holm and Danielson (2005) . We present in Appendix A the survey questions relating to these variables as well as details on variable construction.
Following prior literature, we rescale the survey scores so that our cultural variables range between zero and one. The three cultural variables (trust, hierarchy, and individualism) do not show any statistically significant correlation, which implies that each variable captures a different dimension of national culture (unreported result). Figure 1 shows the average value of trust, hierarchy, and individualism by country. We observe significant variation between the values of the three cultural variables from one country to another. It is evident that the European club where all nineteen countries in our sample belong to is primarily a politicoeconomic union with its members maintaining their cultural identity. Trust is lowest in Cyprus, Portugal and Poland and highest in Sweden, Finland, and the Netherlands. 6 WVS is the largest, non-commercial academic study covering the world's major cultural zones; conducted in almost 100 countries, it covers about 90% of the world's population using a common questionnaire. This survey is run by an association headquartered in Sweden and comprises a network of social scientists. Researchers utilize WVS data extensively, with more than 400 publications making use of them.
Individualism is lowest in Greece, Austria and Portugal and highest in Luxembourg, Denmark, and Malta, whereas hierarchy is lowest in Finland, Portugal, and Belgium and highest in Cyprus, Germany, and Sweden. We take advantage of this significant variation in cultural values to investigate their impact on bank risk.
(Insert Figure 1 here) 
Proxies for bank risk
Our main proxy for bank risk is the volatility of Return on Assets (ROA). Following Craig and Dinger (2013), García-Kuhnert et al. (2015) and Jin et al. (2013) , we define it as the fiveyear volatility of the ratio of the gross pre-tax profit (including loan loss provisions) to total assets. Increased volatility in ROA implies a higher level of risk. To control for extreme values, we use the logarithmically transformed ROA volatility in our regression analysis.
However, we note that our regression results are not sensitive to this decision and remain if we use the raw ROA volatility values. In Figure 2 , we plot risk (ROA volatility) and returns (ROA level) by country. The highest ROA volatility is in Greece, followed by Cyprus and Poland, which is anticipated given the recent financial crisis in these countries, particularly, Greece and Cyprus. Increased risk does not necessarily translate into higher return. The countries with the highest average bank ROA during our time-series are Hungary followed by Poland and Malta. Clearly, the return to risk ratio differs significantly from one country to the other. (2010), Levine (2009) and Tonzer (2015) . The z-score measures the distance from insolvency in standard deviations and is defined as the Return on Assets (ROA) ratio plus the Capital Asset Ratio (CAR) divided by the standard deviation of ROA, on a five-year basis. To deal with extreme values, we also use the logarithmic transformation for z-score. In contrast to the ROA volatility, higher z-scores imply lower probability of insolvency, hence lower risk. To facilitate exposition, we multiply the log transformed z-score values by minus one.
Following Bushman and Williams (2012) , Jin et al. (2013) and Makri and Papadatos (2014) , our third alternative proxy for bank risk is Loan Loss Provisions. Loan Loss Provisions is the ratio of the loan loss provisions to loans, a measure of the quality of loans granted by banks.
Bank asset quality has been responsible for bank failures, and we, therefore, use it as a proxy for risk. Consistent with the treatment of our other risk proxies, we use the logarithmically transformed values in our regression analysis. The use of the loan loss provisions measure allows us to address a caveat with the other two measures since their estimation depends on 5-year windows. This makes claims over a contemporaneous relation more difficult, and hinders the interpretation of our sub-period analyses. The loan loss provision measure addresses both issues since it is estimated annually.
Control variables
In line with other studies on bank risk taking, we control for bank characteristics such as size (Boyd et al., 1993) , leverage (García-Kuhnert et al., 2015) , net interest marginal revenue (Hellmann et al., 2000) and interest activity (Demirgüç-Kunt and Huizinga, 2010). We also control for country characteristics that might have a high correlation with our cultural value constructs and ultimately drive our results (i.e., confounding effects). To capture cross-country differences, we use macroeconomic, legislative and institutional data. We follow Ahern et al. (2015) , Anginer et al. (2014) , Fiordelisi et al. (2011 ), La Porta et al. (1997 and Li et al. (2013) in choosing the relevant country variables (e.g., GDP per capita, GDP growth volatility, Domestic credit as a percentage of GDP, Legal origin). We collect the information from the World Bank database, as well as the relevant academic papers directly (e.g., La Porta et al. (1998) for legal origin).
Following Barry et al. (2011), we control for whether a bank is listed on a stock exchange or not. We also control for the degree of restriction of non-traditional banking activities in a country, the degree of transparency in bank financial statements, and a country-level index of banks' capital adequacy under adverse conditions (Barth et al., 2013) . Furthermore, we include a cash flow index and the ownership level of senior managers, which allow us to capture the cash flow rights of the largest shareholder and senior management, respectively (Laeven and Levine, 2009 ). In addition, we add the index capturing the information sharing among creditors by Djankov et al. (2007) . Lastly, we control for the nationality of the bank's CEO. We record the nationality of the CEOs on an annual basis for each bank in our sample using the Boardex database.
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All variables are defined in Appendix A.
3.4
Descriptive statistics 8 We find that the CEO is a national of the bank's headquartering country in more than 90% of our observations. Thus, differences between the cultural norms of the CEOs and the societies their banks operate in are unlikely to drive our findings on national culture and domestic bank risk.
Starting with the dependent variables, we observe that ROA volatility has an average (median) of 0.38 (0.23). Similarly the average (median) value for z-score is 4.50 (2.68). In principle, this median value indicates that European systemic banks during the period 1995 to 2014 were less healthy than banks globally since the z-score is below the median of 3.567
reported by Kanagaretnam et al. (2014) Turning to the variables proxying cultural characteristics, we observe that individualism and hierarchy have similar values for mean (0.53 and 0.49, respectively) and standard deviation (0.08 for both), while trust is characterized by much more variation (standard deviation is 0.14), whereas the average value is 0.35.
(Insert Table 1 here)
The descriptive statistics for the control variables, i.e., bank and country characteristics, are consistent with those reported in prior work. We note that the average values for the bank-and country-size proxies (e.g., bank size and GDP per capita) are relatively high which is an artefact of our decision to study systemic banks in EU (wealthy) nations.
Methodology
We apply a hierarchical/multilevel linear modelling approach to test our hypotheses. There are three levels in the data: countries, banks, and observations. To explore these multilevel data and account for the clustered structure of the dataset we employ a hierarchically nested form of the general linear model; see Goldstein (2011) and Raudenbush and Bryk (2002) .
The hierarchical approach separates the variance attributable to bank and country level variables. Thus, homogeneity is not a prerequisite. Multilevel models take into account the sample size within a country by applying weights, and accurately include cross-level interactions between the bank-and country-level variables (Li et al., 2013) . According to Field (2013) , errors in these models need not be independent, and inputting or deleting missing data is not necessary. Multilevel linear models can correctly group bank-level effects across countries while also examining country-level relations.
We divide our sample into three periods in order to study the impact of the recent financial To study the relation between bank risk-taking and cultural values we regress bank risk on cultural, country and bank financial variables for each of the periods under assessment: 9 Most recent academic papers use hierarchical models when dealing with multilevel cross-country data (e.g., Bakar et al., 2017; Dong and Stettler, 2011; Kayo and Kimura, 2011; Ketelhöhn and Quintanilla, 2012; Li et al., 2013; Mihet, 2013) . However, it is also common to run OLS regressions with country and/or firm dummies, to capture country/firm time-invariant (fixed) effects. All our results are insensitive to this modelling choice and our findings remain unchanged when running OLS regressions with country/bank fixed effects (unreported analysis; results are available from the authors upon request). Still, we do not report this analysis not only because we wish to conserve space but also feel that hierarchical models better capture heterogeneity in our setting (i.e., three levels of clustered observations). We then focus to the non-financial crisis period (column 2), which we anticipate to be the sub-period driving our results on the whole sample. Indeed, the significant relationship between the three cultural values and risk remains in that period. All cultural variables maintain their statistical significance at 1%, and have the predicted signs. Furthermore, all three coefficients are now higher than the corresponding coefficients for the full sample, which is an initial indication that the result is weaker during the financial crisis period. We next turn our attention to the financial crisis sample to corroborate this conjecture.
Empirical Results
Multilevel tests
We follow Choi (2013) , Dabrowski (2010) , Gilbert et al. (2012) and Mirzaei (2013) in our definition of the financial crisis period (2007) (2008) (2009) (2010) . We re-run our main model specification and find no statistically significant association between the three cultural variables and bank risk during the financial crisis. As mentioned previously, banks become more constrained during financial crises as a result of the significant increase in their borrowing costs.
Therefore, bank managers will adapt their risk management policies in response to the macroeconomic uncertainty regardless of societal norms relating to risk taking. At the same time, during financial crises, sovereigns lose part of their autonomy as they become more dependent on the debt markets as well as the support of other states. The latter is particularly relevant in our sample of European banks, many of which had to rely on European-wide bail out mechanisms that applied directly to them or their sovereigns, e.g., Spain, Ireland, Portugal, Greece, and Cyprus. Under these mechanisms, European institutions, such as the ECB and the ESM, took a prominent role in coordinating the efforts of steering the European financial sector out of the crisis, which significantly weakened the impact of informal national institutions, such as cultural norms, on bank risk taking. Overall, our results are consistent with national culture having a lesser impact on the bank financial decisions due to the above constraints. We note here that the lack of significant results during the crisis period could be an artefact of our decision to study systemic banks, which were under intense scrutiny and the focus of European institutions during this period. It might be the case that there was still a significant, albeit weakened, relation between cultural values and bank risk for peripheral (non-systemic) banks that were less likely to be under the scrutiny of European regulators and policy makers. Examining the differences in the national culture-bank risk relation between systemic and non-systemic banks is an interesting direction for future research.
(Insert Table 2 here)
Next, we turn our attention to verifying our predictions regarding the differential effect of national culture on domestic vs. global banks. In particular, as mentioned previously, we expect national culture to affect risk in domestic, but not global, banks. To test this conjecture we run our main analysis separately for domestic and global banks. According to the Basel Committee on banking supervision, the failure of G-SIBs (Global Systemically Important Banks) has worldwide consequences whereas failure of D-SIBs (Domestically Systemically Important Banks) has financial implications domestically. Hence, global banks are the primary focus of transnational regulations and operate under more stringent requirements, including higher capital requirements, and stricter risk management and compliance, which is particularly true for G-SIBs (Walker, 2012) . Furthermore, they are exposed to stakeholders from many different countries, thus, the cultural norms of an individual country are bound to have limited effect on the risk-taking of global bank managers. Thus, if there is a causal relation between national culture and bank risk one would anticipate this to exist only among domestic banks but not global ones.
We start off this analysis in Table 3 by presenting multilevel linear regression results for all domestic banks in our sample for each of the three time periods under assessment. We use the Basel Committee definitions to distinguish between domestic and global banks. Consistent with the results reported in Table 2 , all three cultural variables are statistically significant for the whole time-series as well as the non-crisis period, and have the predicted signs. Similar to the previous analysis, we find no significant correlation between the three cultural variables and domestic bank risk during the crisis period.
(Insert Table 3 here) Table 4 presents our regression results on global banks. There are twelve G-SIBs (12% of the sample) which account for 59% of the total assets of all ninety-nine systemic banks in our sample. None of the three cultural variables is statistically significant for the whole period and/or the non-financial crisis period. The results remain insignificant during the crisis period, but we do not tabulate them since the small sample size (40 observations only), leads to fewer degrees of freedom and little confidence about the validity of this analysis. We note here that sample size is a concern for all the analysis relating to global banks but for the noncrisis and overall samples we have a sufficient number of observations to get valid specifications. Overall, the results reported in Tables 3 and 4 are intuitive and confirm our conjectures regarding the role of national culture.
(Insert Table 4 here)
6 Robustness checks
Alternative bank risk proxies
To test the robustness of our results, we use two alternative proxies for bank risk, the z-score which measures the distance from insolvency in standard deviations and the loan loss provisions as per Bushman and Williams (2012) and Makri and Papadatos (2014) . The use of alternative risk measures helps us strengthen our inferences since unobservable effects are not expected to be similarly correlated to all three measures. Therefore, this analysis helps alleviate the concern that common confounding factors might be driving our findings. We report the results of this analysis in Panels A and B of Table 5 . The three cultural variables remain statistically and economically significant for the whole sample regardless of the choice of dependent variable. The only exception is the coefficient of hierarchy when using loan loss provisions as our dependent variable, which has the anticipated sign but is now insignificant. The results are driven again by the non-crisis period and are not statistically significant during the crisis period (the coefficient of hierarchy is marginally significant, at 10% level, in Panel B). In untabulated analysis, we further confirm that the effect exists only for domestic banks (D-SIBs) but not for global banks (G-SIBs). Overall, our findings are not overly sensitive to the choice of a particular proxy for bank risk.
(Insert Table 5 here)
We also considered using Risk Weighted Assets as an alternative proxy for bank risk.
However, only a small number of banks in our sample began reporting this measure in 2004
(mainly global banks). This number increased in 2008 and by 2011 nearly all banks included this measure in their financial accounts. However, given the limited availability of data and the criticism this specific measure has received recently (Acharya et al., 2014b), we refrain from using it as an alternative risk proxy in this context.
Endogeneity
To formally address concerns regarding the impact of omitted variables (i.e., confounding effects) to our conclusions, we conduct two-stage least squares (2SLS) regressions by selecting instrumental variables (IVs) for our national culture variables (i.e., individualism, trust and hierarchy). We carefully select IVs that are expected to correlate with the first stage dependent variables but not the second stage error term.
We follow prior literature and employ established measures that have been used as instrumental variables for national culture in similar settings. In particular, Alesina et al.
(2003) instrument national culture using three fractionalization measures, that is, ethnicity, language and religion. A fourth instrument (Geography) comes from Kwok and Solomon (2006) and captures the geographical divergence of the underlying country. To test if the IVs are appropriate for our model, we use the approach described by Baum et al. (2011) for under-identification, weak-identification and over-identification. The four instruments are used as proxies for each of the national culture variables (i.e., individualism, trust and hierarchy). In addition we separately run redundancy tests for IVs. Table 6 , Panel A, shows the results of these redundancy tests. Since the null hypothesis of the redundancy test is that each IV is redundant, rejecting this hypothesis validates its inclusion in the analysis. As shown in Panel A, all tests reject the null hypothesis of redundancy (with p-values less than 0.01). These results are not surprising given that prior studies have validated our choice of instruments. In particular, Li et al. (2013) shows that ethnicity, language, religion and geography are important determinants of cultural values hence satisfy the relevance criterion. At the same time, we expect them to influence bank risk-taking only through cultural norms, therefore they should also satisfy the exclusion criterion.
(Insert Table 6 here)
As mentioned above, to further strengthen our conjectures we run a series of additional identification tests which validate the use of the chosen IVs (untabulated). Specifically the hypothesis of weak IVs is rejected by both the Cragg-Donald and Kleibergen-Paap test statistics, since they are both above the Staiger and Stock (1997) cut-off points used as benchmark for rejecting the weak IV hypothesis. Similarly, the Cragg-Donald and Kleibergen-Paap test statistics further reject the weak IV hypothesis when benchmarked against the threshold for relative bias and relative size (Stock and Yogo, 2005) .
10
Moreover, 10 The Stock and Yogo (2005) method requires "n+2" instrumental variables relative to the number of endogenous regressors (n). Hence, we cannot identify the Stock and Yogo cut-offs in our main IV specification the over-identification test (Hansen J-statistic) has a p-value above 0.10; hence we can safely conclude that our instruments also satisfy the over-identification criterion too.
Since all identification tests indicate the validity of our instruments, we can now focus on the significance of the three endogenous cultural regressors (individualism, trust and hierarchy).
We find that their coefficients remain statistically significant at the 1% level and with the expected sign. Therefore, even though we cannot completely rule out endogeneity, we argue that these results mitigate concerns about omitted variable bias driving our findings.
In this paper we argue that national culture affects bank risk-taking. We do not anticipate the reverse relation (i.e., bank risk to affect national culture) to hold since national cultural norms are established over a very long period, whereas bank risk is volatile and varies in the timeseries. Furthermore, perceptions over individualism, trust and hierarchy depend on personal attributes that are deeply rooted into societal characteristics. Still, to address reverse causality concerns we run an additional test; instead of using national culture constructs based on the responses to the World Value Survey which takes place in waves thus allows for time-series variation in cultural values, we re-run our analysis using static proxies for culture. In particular, we follow Kanagaretnam et al. (2014) and use the Hofstede individualism and uncertainty avoidance values. Hofstede (2001) defines individualism as over-optimism and overconfidence and hence it is expected to have a positive relation to risk. Uncertainty given that we have 3 endogenous regressors but only 4 instrumental variables. In unreported analysis, we have experimented with the number of instrumental variables in our tests, adding one variable used in prior literature (e.g., "Somatic Distance" (Guiso et al., 2009) ) in order to get the Stock and Yogo critical values. In all our tests, these critical values are below 10, which give us further confidence about the validity of our instruments.
However, we do not report this specification since it does not satisfy the over-identification test.
avoidance is defined as preferring to opt for an event with a higher occurrence probability.
Uncertainty avoidance is linked to conservatism and hence is expected to have a negative association to risk. Importantly, the Hofstede measures are static during our time period, thus cannot be affected by in-sample variation in bank risk. Our results are consistent with our conjectures (untabulated). We find a positive association between individualism and domestic bank risk and a negative relation between uncertainty avoidance and domestic bank risk during non-crisis times. We find no statistically significant association between the two Hofstede national culture variables and domestic bank risk during the recent financial crisis.
We also fail to find a significant association for global banks regardless of the period under investigation. Thus, we conclude that our results are not sensitive to the use of time-invariant proxies for national culture, which helps alleviate concerns about reverse causality inferences.
Conclusion
Cultural values have deep roots in societies and affect financial decision-making. In this study, we focus on three cultural values that we expect to be associated with bank risk-taking:
individualism, hierarchy, and trust. Using a sample of 99 banks in 19 European countries over the period 1995 to 2014, we find that these cultural values are important and economically significant determinants of domestic bank risk. Specifically, we find a strong positive (negative) association between individualism, hierarchy (trust) and bank risk-taking.
Consistent with our expectations, we find that this association between cultural values and bank risk-taking does not apply to global banks and during periods of financial crises. Our results are robust to several specifications, which include a variety of control variables as well as alternative definitions for the main dependent and independent variables. Our findings are also robust to tests designed to alleviate endogeneity concerns.
This research has implications for bank shareholders when deciding the remuneration schemes of their managers and CEOs. Compensation contracts need to account for the influence of the informal institution we identify in this paper (i.e., national culture) on managerial behaviour. Our findings are also informative for bank regulators who need to take the association between national culture and risk predisposition into account, particularly, [2007] [2008] [2009] [2010] are not reported because of the inadequate sample size (40 observations). The sample includes only global banks. All models include the control variables used in our main specification but we don't report their coefficients for brevity. All variables are defined in Appendix A. *, ** and *** denote significance at the 10%, 5% and 1% levels respectively. Numbers in brackets report the t-statistic. The sample includes all banks in our dataset, both global and domestic. All models include the control variables used in our main specification but we don't report their coefficients for brevity. All variables are defined in Appendix A. *, ** and *** denote significance at the 10%, 5% and 1% levels respectively. Numbers in brackets report the t-statistic. (Alesina et al., 2003) as well as Geography (Kwok and Solomon, 2006) . All 2 nd stage models include the control variables used in our main specification but we don't report their coefficients for brevity. All these variables are defined in Appendix A. *, ** and *** denote significance at the 10%, 5% and 1% levels respectively. The number in brackets is the t-statistic. 
