ABSTRACT
INTRODUCTION
Scientists and engineers regard the surface of the ocean as interesting due to one of the broadest physical phenomena which has been intensively studied in various fields of science: waves. Although waves can occur in all types amongst a variety depending on the forces acting on the water, one aspect exists in all the cases and attracts our attention: waves exert loads and stresses on numerous kinds of man-made structures in the ocean. If the other elements of the environment are also hostile, major catastrophic failures can appear threatening human safety and causing economic loss.
Most of the current techniques for investigating this complex problem generally fail to provide information beyond the point where particular numerical features of these techniques require focused and meticulous treatments. One of such numerical features is developing a robust and efficient boundary condition by means of which we can truncate the vast spatial domain , thus introducing a finite computational domain and a residual infinite domain. Following this step, we encounter two dominantly im-portant difficulties to overcome: the solution in the finite computational domain has to be unique, namely the boundary condition should not allow growing spurious modes to pollute the entire domain and, the amount of unwanted reflection from the boundary should be less than a specified threshold. Consequently, in order to improve the quality of the numerical solution, it is of fundamental importance to improve the properties of the boundary condition.
The Sommerfeld boundary condition [1] was the cornerstone of non-reflecting boundary conditions. Engquist and Majda [2, 3] proposed a method to develop the first hierarchy of absorbing boundary conditions. Higdon [4] generalized this theory and showed that Engquist and Majda boundary condition is a subset of the Higdon operators. Since high order boundary operators include high order derivatives both in time and space, Collino and Joly [5] introduced the use of auxiliary variables to circumvent this problem. For a general review regarding high order local non-reflecting boundary conditions, see [6, 7] . Although such local absorbing boundary conditions have been devised for approximately half a century, it is difficult to find a study in which the complexity of the free surface wave simulations in truncated domains have been thoroughly investigated. The difficulties regarding the boundary conditions mainly consist of dispersive and directional effects, transparency to incoming and outgoing waves at the same time, extra computational efforts associated with the boundary treatment, and efficiency requirements providing the opportunity to place the boundaries as close to the object in the computational domain as possible. Moreover the boundary condition has to be suitable for further improvements allowing the incorporation of nonlinear effects and the combination of flow current with the boundary condition. Since most of the above requirements are inherent to free surface wave simulations, a general absorbing boundary condition cannot be simply selected and utilized for our purposes.
The generating and absorbing boundary condition (GABC) is a result of a rare study [8] where various aspects of this subject are discussed. Here we shall focus our attention specifically on developing a method to apply the GABC in a three dimensional free surface wave simulation within the framework of ComFLOW. Numerical models employed in ComFLOW which is a volume-of-fluid (VOF) based Navier-Stokes solver employing a staggered grid arrangement are explained in full detail in [9 − 15] .
STATEMENT OF THE PROBLEM
In the previous model, GABC is applied on the west boundary Γ W which allows the incoming wave to enter the domain while letting the outgoing wave to leave the domain. Thus a fully transparent boundary condition is employed at the inflow boundary of the computational domain as illustrated in Fig. 1(a) . On the east boundary Γ E , an absorbing boundary condition (ABC) is stipulated which allows the outgoing waves to exit the computational domain. On the north and south boundaries Γ N , Γ S a wall boundary condition is implemented. By means of all the boundary conditions a three-dimensional unbounded medium is truncated along x and y direction resulting in a finite computational domain in which wave-structure interaction problems are numerically solved. In case of an obstacle in the domain the problem would be similar to a time dependent scattering problem and the reflected waves from the object would propagate in all the directions. North and south boundaries reflect the waves fully back into the domain, as a result spoil the solution everywhere. In order to set-up a computational domain in which absorbing boundary conditions are stipulated on all the boundaries, mainly two approaches arise in terms of specifying the angle between the direction of the wave propagation and the boundaries of the domain. They are depicted in Fig. 1 . In Fig. 1(a) GABC at the inflow Γ W and ABC on the remaining boundaries Γ N , Γ S , and Γ E are specified. In this situation although the implementation is rather simple we encounter some problems regarding the wave profile and the reflection property since waves propagate parallel to north and south boundaries along x direction. In close vicinity of the north and south boundaries wave crests appear to be distorted. For a brief discussion about the results of this approach see [16] . In Fig. 1(b) waves are sent into the computational domain under an angle, thus removing the possibility of parallel propagation completely. Here GABC is prescribed on Γ W and Γ S introducing them as inflow boundaries while ABC is prescribed on Γ N and Γ E introducing them as outflow boundaries. From this point on we will restrict ourselves to the latter approach.
MATHEMATICAL FORMULATION
In a locally homogeneous medium, a plane wave which shows a periodic behavior both in space and time presents the form of the solution to a scalar wave equation. If ϕ (x i ,t) denotes a field variable such as pressure or velocity
(1)
where A is the complex wave amplitude, ⃗ k is the wave vector, ω is the wave frequency and Re indicates the real part of the expression. For a plane wave propagating in the direction of an arbitrary wave vector in x − y space, such as illustrated in Fig. 2 , we have
The phase speed in x-direction can be defined such that at fixed y,
FIGURE 2. A TRAVELING PLANE WAVE WITH AN ANGLE OF INCIDENCE (TOP VIEW).
Substituting the definition of the phase speed, c = ω
Eqn. (5) yields the following expression for the phase speed in the x-direction, c x = c cos θ (6) Note that c x is not a vector. Pursuing the same understanding the phase speed in the y-direction would be found as,
If we substitute Eqn. (6) and Eqn. (7) into the Sommerfeld boundary condition [1] for a plane wave traveling out of Ω with an angle of incidence θ as shown in Fig. 2 , we reach a first order Higdon [4] operator which can also be considered as a first order Engquist-Majda [2] operator by setting
for |α| < π / 2. The difference between θ and α is that while θ is the actual angle under which waves are propagating, α can be regarded as a prespecified boundary condition parameter. Eqn. (8) is prescribed on Γ E while Eqn. (9) is prescribed on Γ N . The following discussion regarding the reflection coefficient is associated with the boundary operator on Γ E . If we denote the total wave signal at the boundary as the superposition of an outgoing wave with amplitude normalized to one, and an incoming spuriously reflected wave with amplitude R being the reflection coefficient, we can take
Since the choice of α is arbitrary, in general for any linear combination of plane waves propagating in the direction of ⃗ k with phase speed c out , the reflection coefficient depends on the angle of incidence θ and the specified value for α,
If α is selected to be equal to the angle of incidence θ the boundary operator provides perfect absorption. Regardless of the values of α, R has an absolute value less than 1 when |θ | < π / 2. If the wave has components traveling with phase speeds different than c out then there will appear another source of reflection. In this situation the reflection coefficient can be determined as,
where c(kh) is the actual phase speed of the wave component impinging on the boundary. In Eqn. (12) both the effect of the angle of incidence and the effect of different phase speeds are taken into account. It is clear that possessing information a priori regarding only phase speed or wave direction is not enough for tolerable reflection since both of the parameters contribute to the amount of reflection. In order to derive a boundary condition which has a feature of generating reflection up to an acceptable limit for all wave components one can follow numerous approaches one of which is exploiting high order boundary operators. Since they contain high order derivatives both in time and space an alternative method is preferred here.
Following the procedure described in [8] , we introduce a rational approximation (14) to the dispersion relation (13) where √ gh denotes the shallow water phase speed and kh denotes the dimensionless wave number. Here the idea is to replace the dispersion relation by an expression which proposes an accurate approximation to be substituted in a boundary condition for wave components traveling with different phase speeds. Parameters in (14) have to be chosen so that it is accurate for the largest possible range of kh values. However, individual wave numbers pertaining to individual wave components are not incorporated into (14) due to the fact that only a single wave number appears in the approximation. To overcome this difficulty individual wave numbers are resolved from the solution variable Φ out using the relation
When (14) and (15) are written in (8), the final form of the boundary condition to be applied on Γ E for dispersive waves becomes
Replacing c out in (12) by (14) to find the reflection coefficient for (16) 
The main advantages of the boundary condition given in (16) are as follows * Eqn. (16) provides a general form which is easily applicable for dispersive wave problems in two and especially in three dimensions without increasing the computational load substantially. This feature evidently brings the possibility to truncate the domain not only on x-direction but also on y-direction which reduces the computational efforts significantly. * It is obvious to see that the character of the absorbing boundary condition does not stipulate any dependency on phase speed or wave number because they are computed via the solution variable Φ out . Moreover one has the opportunity to investigate various sea states by changing the parameters in (14) where an accurate approximation for a range of kh values is implemented. * If there is an offshore structure in the domain, which in practice there is, it would be interesting to study the effect of the angle of incidence on the wave loading exerted on the structure. In the current model this is delivered since the direction of wave propagation is accounted for. * When the total wave signal at the inflow boundary is decomposed as Φ = Φ in + Φ out , then it is straightforward to substitute this relation in (16) to achieve a boundary condition which is fully transparent allowing waves to penetrate into the domain and also to move out of the domain. * Comparing the reflection coefficients given in (11), (12) and (17), the latter provides more control over the reflection property of the boundary condition. For appropriately prespecified values of the parameters in (17), the spurious reflection from the boundary will become small for a region in the vicinity of a kh value. This is a consequence of the fact that an accurate approximation for the dispersion relation (13) is posed via (14) over that region.
NUMERICAL IMPLEMENTATION
Comflow solves the Navier-Stokes equations in terms of primitive variables, namely velocity components and pressure. Therefore we need to interpret (16) by means of the same variables. Exploiting the Bernoulli equation and potential theory, it is possible to achieve the following relations
Here p b represents the pressure value at the domain boundary which is situated along the x-position of u b denoting xcomponent of velocity at the boundary. Since a staggered grid arrangement is employed for the solution variables inside cells as can be seen in Fig. 3 , we will use mirror cells outside the domain to interpolate the pressure over the boundary Γ E . The shaded areas in Fig. 3 contain the mirror cells which have indices (0, k) adjacent to inflow and (I + 1, k) adjacent to outflow for k = 1, ..., K in x − z domain. By combining (16) , (18) and (19), we obtain the final form of the ABC
where
We notice that (20) and (21) involve pressure points at the new time step on the left and x-component of velocity at the old time step on the right. The x-component of velocity at the new time step arising from the relation in (19) is eliminated via the (discrete) x-momentum equation as described in [8] and [17] . Although we have P n+1 (I,k) in (20), since it is located within the domain boundaries, the ABC is in fact designed for P n+1 (I+1,k) which resides in the shaded area outside the domain. For P n+1 (I+1,k) the stencil of (20) encompassing 9 solution values is plotted in Fig. 3 using a double dashed line. The stencil for P n+1 (0,k) is plotted using a single dotted line. Note that the stencil is exactly the same as for P n+1 (I+1,k) leading us to the conclusion that the additional term on the right hand side of the boundary condition on Γ W (21) does not introduce extra entities in the coefficient matrix. In (21) Ψ in represents the incoming wave which is known in advance. From (20) and (21) it is rather simple to obtain the boundary conditions for Γ S and Γ N .
RESULTS AND CONCLUSION
We apply the dispersive GABC to a problem in three dimesions where a fifth-order Stokes wave is sent into the computational domain under an angle of incidence (See Fig. 2 for a depiction of the problem). Here Γ W and Γ S are defined as inflow boundaries on which we apply the dispersive GABC whereas on Γ N and Γ E we apply the dispersive ABC. For a fifth-order Stokes wave we possess the exact values of the solution variables, namely velocity components, pressure and free surface elevations. We compare the theoretical and numerical results by introducing two error measures. The first one is the pointwise error at a single point (i, j, K) in Ω which we will utilize to plot the difference between the free surface elevations of two calculations, i.e.,
for i = 1, ..., I and j = 1, ..., J. The second error measure is the Eulerian norm of the error over each line in z-direction which we will use to plot the difference between the velocity values of two simulations,i.e.,
for i = 1, ..., I, j = 1, ..., J and k = 1, ..., K. In Fig. 4 the initial condition pertaining to the ComFLOW 6 Copyright c ⃝ 2011 by ASME simulation of the fifth-order Stokes wave is given. The initial condition is an undisturbed wave profile, therefore errors equal to zero at the beginning of the simulation. The domain stantially in time but the errors penetrate the interior. This result is indeed a manifestation of the fact that the reflected waves from the boundary travel back and perturb the solution in the entire computational domain. Since the absorbing boundary scheme causes reflection to some extent as it is the case for other nonreflecting boundary models, the accumulation of the error in time becomes inevitable. Observing Figs. 5 and 6 we realize that the parts of the domain where the largest errors reside grow in time although very slowly. Fig. 7 illustrate the Eulerian norm of the error generated by the difference of the z-component of the velocity values in two calculations. Note that in order to examine the error quantitatively and globally, we use E(i, j, K) instead of e(i, j, K) over each line along the water depth, namely the z-direction because, as Figs. 5 and 6 evidently show, the reflected waves move backwards in the domain and the errors are not located just on the boundaries but everywhere. Snapshots of the simulation at different time instances are shown in Figs. 8 and 9 . One of the reasons for the aforementioned consequences is the mesh size. In order to grasp the physics of the problem more accurately, a well and densely constructed grid is needed especially within the vicinity of the free surface where the velocity and pressure gradients are significantly large. For especially high waves, the number of cells in the wave height and the wave length has to be increased. However, this will increase the computational costs substantially. A possible remedy for this issue can be to decrease the domain size however at the expense of the fact that in small domains reflected waves reach the remote locations in shorter times and the error accumulates more rapidly. Therefore, for a small domain the simulation time should be short, e.g., one wave period or less, but for sufficiently large domains longer simulations can be preferred. It should also be mentioned that during the development process of the boundary condition we have used a number of approximations based on the linear theory, but since the traveling waves in the computational domain are high-order Stokes waves, the additional terms arising from the Stokes theory contribute to the amount of reflection.
Consequently, the ABC which we applied in a free surface wave simulation in three dimensions demonstrated a good performance. The numerical results are in reasonable agreement with the theoretical calculation although the grid can be consid-
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Copyright c ⃝ 2011 by ASME ered as coarse for a wave simulation. Related future work will include the implementation of the proposed absorbing boundary scheme to higher order boundary operators within the framework of ComFLOW.
