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1 Introduction
Change-point detection has been recognized as an important issue in econometrics, biology, and
engineering for decades. Extensive literature has explored the detection of change-points in time
series models. Picard (1985) first studied the maximum likelihood estimator (MLE) of change-
points in autoregressive (AR) models. Bai et al. (1998) extends Picard’s method for change-points
in multivariate AR and cointegrating models. Recently, multiple change-points problems have
attracted growing attention. For example, Ombao et al. (2001) divides a time series into dyadic
segments by minimizing an objective function and Braun et al. (2000) employs quasi-likelihood
to detect multiple change-points in DNA sequences. Depending on whether the entire data set is
considered as a whole or each data point is processed sequentially, change-point detection problems
can be classified as off-line or on-line respectively. In this paper we focus on off-line change-point
detection.
Under the off-line setting, when the number of change-points is unknown, a common approach
is to search for the set of change-points that minimizes certain objective functions, for example, the
least-squares criterion for a change in the mean of a series (see Yao and Au (1989), Lavielle and
Moulines (2000)), and minimum description length criterion for changes in model parameters (Davis
et al. (2006)). However, such optimization procedures usually come with high computational costs
because the number of possible combinations of change-points grows exponentially with sample size.
Some attempts to reduce the computational burden include the genetic algorithm in Davis et al.
(2006, 2008) and the pruned exact linear time (PELT) method in Killick et al. (2012). Nevertheless,
the genetic algorithm involves many tuning parameters, while the computational cost of the PELT
is close to O(n2) if the number of change-points does not increase linearly with the length of the
time series n. Yau and Zhao (2016) proposed the likelihood ratio scan method (LRSM) to identify
multiple change-points for piecewise stationary AR models. The computation can be performed
with order O(n log n), which is lower than the standard order of O(n2).
In practice, merely reporting the positions of the structural changes in the series does not pro-
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vide complete information. A more informative description of change-points could be provided by
confidence intervals (CI). To obtain the CIs, the asymptotic distribution of the change-point esti-
mator is required. There is an extensive literature concerning limiting distribution of change-point
estimators for independence sequences. Hinkley (1970) investigated maximum likelihood estimator
of change-points in a sequence of i.i.d. random variables and proved that the estimated change-
point converges in distribution to the location of the maxima of a double-sided random walk.
Bhattacharya and Brockwell (1976) derived the limiting distribution of change-point estimators for
independent errors under local changes. Yao (1987) showed that Hinkley’s (1970) limiting distri-
bution can be approximated by distribution which can be analytically tackled. Du¨mbgen (1991)
investigated asymptotic behavior of non-parametric change-point estimators. Bai (1995) studied
a structural-changed regression model and showed that the estimated change-point converges in
distribution to the location of the maxima of a double-sided random walk. For a survey of vari-
ous results, see Cso¨rgo¨ and Horva´th (1997) and Antoch and Huskova (1999). For the time series
case, Antoch et al. (1997) derived the asymptotic distribution of the change-point estimator for
linear process with a change in mean. Recently, the asymptotic distribution of maximum likeli-
hood estimator for a change-point in the parameters of time series models was established by Ling
(2016), showing that the estimated change-point converges weakly to the location of the maxima
of a double-sided random walk.
In this paper, we propose a generalized LRSM (GLRSM) for multiple change-point inference in
general time series models. Performing GLRSM involves three steps: first, a likelihood ratio scan
statistic is used to obtain a possibly overestimated set of change-points; second, a model selection
procedure is employed to give a set of consistent change-point estimates and, finally, a confidence
interval is constructed for each estimated change-point. The GLRSM procedure thus provides a
computationally efficient and automated procedure for change-point inference in time series.
This paper is organized as follows. In Section 2, we review the basic settings of the change-point
problem. In Section 3, we develop the GLRSM on general piecewise stationary time series based
on the confidence interval construction procedure. Simulation studies are reported in Section 4.
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We conclude in Section 5. Technical proofs of the theorems and lemmas are provided in Section 6.
2 Basic settings and assumptions
In this section, we first review the basic settings of the change-point problem and the asymptotic
distribution of the change-point estimator in Ling (2016).
First we consider single change-point estimation in piecewise stationary processes. Assume that
the time series {Xt : t = 1, 2, . . . } is Ft-measurable, strictly stationary, ergodic, and generated by
Xt = g(θ,Xt−1, t) , (1)
where Ft is the σ-field generated by {t, t−1, . . . }, Xt = (Xt, . . . , Xt−q) or Xt = (Xt, Xt−1, . . . ),
θ is an unknown p × 1 parameter vector, and {t} are independently and identically distributed
(i.i.d.) innovations. The structure of the time series {Xt} is characterized by a measurable function
g and the parameter θ. We assume that the parameter space Θ is a bounded compact subset of
Rp and g is continuous with respect to θ.
We denote model (1) by M(θ0) when the true parameter is θ = θ0. Let {X1, . . . , Xn} be a
random sample realization consists of two independent processes
{X1, . . . , Xτ01 } ∈M(θ
0
1) and {Xτ01+1, . . . , Xn} ∈M(θ
0
2) , (2)
where τ01 ∈ {1, 2, . . . , n− 1} is the change-point satisfying δn < τ01 < (1− δ)n for some small δ > 0,
and θ01, θ
0
2 ∈ Θ are unknown parameters in the two segments satisfying θ01 6= θ02.
Define the conditional likelihood function lt(θ) ≡ log fθ(Xt|Xt−1), where fθ is the conditional
density of Xt given previous observations. The likelihood for the change-point model (2) is
Ln(τ,θ1,θ2) = L1n(τ,θ1) + L2n(τ,θ2) ,
where L1n(τ,θ1) =
∑τ
t=1 lt(θ1) and L2n(τ,θ2) =
∑n
t=τ+1 lt(θ2) are the log-conditional likelihood
functions for the first and second segment, respectively. For a given τ , let θˆ1n(τ) and θˆ2n(τ) be
the maximizer of L1n(τ,θ1) and L2n(τ,θ2) on Θ, respectively. The change-point τ is estimated by
τˆ = arg max
1≤τ≤n
Ln[τ, θˆ1n(τ), θˆ2n(τ)] . (3)
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The parameter estimates for the two segments are given by θˆ1 = θˆ1n(τˆ) and θˆ2 = θˆ2n(τˆ), respec-
tively. Consistency of τˆ , θˆ1 and θˆ2 are established in Ling (2016).
2.1 Asymptotic distribution of change-point estimators
For the change-point model (2), define the double-sided random walk
Wτ =

∑τ
t=1(lt(θ
0
1)− lt(θ02)) , τ > 0 ,
0 , τ = 0 ,
∑−1
t=τ (lt(θ
0
2)− lt(θ01)) , τ < 0 .
(4)
where Xt ∈ M(θ02) when τ > 0 and Xt ∈ M(θ01) when τ < 0. According to Theorem 2.2 (b) in
Ling (2016), for fixed θ01 and θ
0
2, we have that
τˆ1 − τ01 d→ arg max
τ∈Z
Wτ . (5)
Note that the limit Wτ depends on the unknown parameters θ
0
1 and θ
0
2 and closed form expres-
sion for the distribution function is not available. Therefore, it is difficult to use (5) to construct
confidence intervals in practice. Theorem 3.1 in Ling (2016) derived an approximation for Wτ when
the parameter change was small. Specifically, if θ01 − θ02 = O(1/
√
n), then for any fixed M ,
(dˆ′Σˆdˆ)2(dˆ′Ωˆdˆ)−1
(
arg max
r∈[−M,M ]
Wbmˆrc
)
d→ arg max
r∈[−M,M ]
{
B(r)− 1
2
|r|
}
, (6)
where B(r) is the standard Brownian motion in R, dˆ = θˆ1 − θˆ2, Σˆ = 12M
∑M
t=−M
∂2lt(θ)
∂θ∂θ′ |θˆ2 ,
Ωˆ = 12M
∑M
t=−M (Dt(θˆ2) − D¯)(Dt(θˆ2) − D¯)′, where Dt(θ) = ∂lt(θ)∂θ and D¯ =
∑M
−M
Dt(θˆ2)
2M , mˆ =
(dˆ′Σˆdˆ)−2(dˆ′Ωˆdˆ) and bac is the largest integer not greater than a. Using (6) for a sufficiently large
M , Ling (2016) suggests an approximate 100(1− α)% CI given by
CI =
[
τˆ1 − [∆Fα/2]− 1, τˆ1 + [∆Fα/2] + 1
]
, (7)
where ∆ = (dˆ′Ωˆdˆ)(dˆ′Σˆdˆ)−2 and Fα/2 is the α2 -th quantile of the distribution arg maxr∈R{B(r) −
1
2 |r|}.
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3 Estimation of multiple change-points using the Likelihood Ratio
Scan Method
In this section, we propose an automated procedure for estimating and constructing confidence
intervals for multiple change-points. This procedure generalizes the Likelihood Ratio Scan Method
(LSRM) in Yau and Zhao (2016) from piecewise stationary AR models to general time series models.
First, we begin with some basic settings and assumptions.
3.1 Basic settings and assumptions
We assume that the observations {Xt}t=1,...,n can be partitioned into m+1 stationary processes.
For j = 1, . . . ,m, the j-th segment Xj = {Xτj−1+1, . . . , Xτj} follows model M(θj), and τj is the j-th
change-point where the j-th segment of the process changes to the (j + 1)-th segment. Set τ0 , 0
and τm+1 , n. To develop asymptotic theory in change-point analysis, the length of each segment
must increase as the sample size increases. Let J = (τ1, . . . , τm) be the set of change-points. Define
λj to be the relative position of the j-th change-point satisfying τj = [λjn], j = 0, . . . ,m + 1. We
assume that minj=0,...,m(λj+1 − λj) > λ for some λ > 0.
3.2 Multiple change-points detection using scan statistics
In this subsection we state the three steps of the generalized LRSM (GLRSM) method for
multiple change-points inference. Discussions and asymptotic properties of GLRSM are given in
Section 3.3.
First step: Obtain potential change-points using scan statistics
For t = h, . . . , n− h, define the scanning window at t and the corresponding observations as
Wt(h) = {t− h+ 1, . . . , t+ h} and XWt(h) = (Xt−h+1, . . . , Xt+h) ,
respectively, where h is called the window radius. To establish asymptotic theory, we assume
that h = h(n) depends on the sample size n. Define the likelihood ratio scan statistic for the
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scanning window Wt(h) by
Sh(t) =
1
h
L1h(t, θˆ1) +
1
h
L2h(t, θˆ2)− 1
h
L·h(t, θˆ) ,
where L1h(t, θˆ1), L2h(t, θˆ2), and L·h(t, θˆ) are the quasi-likelihoods formed by the observations
{Xs}s=t−h+1,...,t, {Xs}s=t+1,...,t+h, and {Xs}Wh(t), evaluated at the maximum likelihood esti-
mators (MLE) θˆ1, θˆ2, and θˆ, respectively. To be specific, given a sample z = {z1, . . . , zn},
the quasi-likelihood is defined as
L(θ) =
n∑
t=1
lt(θ) ≡
n∑
t=1
log fθ(zt|zt−1, zt−2, . . .) ,
where fθ(zt|zt−1, zt−2, . . . ) is the conditional density of zt given previous observations and
zs = 0 for s ≤ 0.
Next, scan the observed time series by using Sh(t) to yield a sequence of likelihood ratio scan
statistics (Sh(h), Sh(h+ 1), . . . , Sh(n−h)). By construction, if t is a change-point, then Sh(t)
tends to be large. If h is chosen such that 2h < nλ, then at most one change-point exists
inside each scanning window. Therefore, we can obtain a set of potential change-points from
the local maximizers of Sh(·). Define the local change-point estimates as follows:
Jˆ (1) =
{
m ∈ {h, h+ 1, . . . , n− h} : Sh(m) = max
t∈(m−h,m+h]
Sh(t)
}
,
where Sh(t) , 0 for t < h and t > n−h. That is, m is a local change-point estimator if Sh(m)
is the maximum over the window [m−h+1,m+h] centering at m. We denote the number of
elements in Jˆ (1) by mˆ(1). To further improve the computation efficiency, in practice we may
restrict the size of Jˆ (1) by keeping a pre-specified number of change-points with the greatest
Sh(m); see Yau and Zhao (2016).
Second step: Consistent estimation by model selection approach
The set of potential change-points Jˆ (1) obtained from the first step usually overestimates
the true set of change-points. To detect the true change-points, we select the best subset
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from Jˆ (1) based on certain information criteria. We adopt the minimum description length
(MDL) criterion (see Davis et al. (2006, 2008)) which is found to give promising performance
in a number of empirical studies. Given a set of change-points J = (τ1, . . . , τm), the MDL
criterion is defined as
MDL(m,J ) = log(m) + (m+ 1) log(n) +
m+1∑
j=1
cj∑
k=1
log(ζj,k) +
m+1∑
j=1
dj
2
log(nj)−
m+1∑
j=1
Lj(θˆj ; Xj) ,
where Lj(θˆj ; Xj) is the quasi-likelihood for the j-piece, n1, . . . , nm+1 are the segment lengths,
dj is the dimension of θj , and ζj,1, . . . , ζj,cj are integer-valued parameters that specify the order
of the model for the j-th segment.
Given the local change-point estimates Jˆ (1), the refined change-points can be estimated by
(mˆ(2), Jˆ (2)) = arg min
m=|J |,J⊆Jˆ (1)
MDL(m,J ) .
Note that searching for the best subset in Jˆ (1) is much more computationally efficient than
the traditional approach of optimizing the MDL over all possible change-point positions.
Third Step: Final change-point estimates and confidence intervals
Define the extended local-window and the corresponding observations for the j-th estimated
change-point τˆ
(2)
j ∈ Jˆ (2) by
Ej(h) = {τˆ (2)j − 2h+ 1, . . . , τˆ (2)j + 2h} and XEj(h) = (Xτˆ (2)j −2h+1, . . . , Xτˆ (2)j +2h) ,
respectively. Note that this construction ensures that each true change-point is within (14 ,
3
4)
of each extended local window Ej(h) with probability approaching 1. Let Lj(τ,θ1,θ2) =∑τ
t=τˆ
(2)
j −2h+1
lt(θ1) +
∑τˆ (2)j +2h
t=τ+1 lt(θ2). For j = 1, . . . , mˆ
(2), define the final estimate as
τˆ
(3)
j = arg max
τ∈(τˆ (2)j −h,τˆ (2)j +h]
Lj(τ, θˆj , θˆj+1) ,
where θˆj = θˆj(τ) = arg maxθ1
∑τ
t=τˆ
(2)
j −2h+1
lt(θ1), and θˆj+1 is defined analogously. Then,
apply the procedures specified in Section 2.1 to obtain a confidence interval around each final
change-point estimate τˆ
(3)
j .
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In the first scanning step, given h, the computational complexity for evaluating Sh(t) for each
t is of order O(h) since the size of Wj(h) is 2h. In the second step, minimizing MDL over mˆ
(1)
change-point candidates requires a computational complexity of O((mˆ(1))2n) when using the op-
timal partition (OP) method of Jackson et al. (2005). Finally, as the computation is restricted
to the extended local windows in the third step, the computational complexity is O(mˆ(2)h2). As
both mˆ(1) and mˆ(2) are finite, the total computational complexity in the complete procedure to
find the final change-point estimates is O(nh+ h2). As will be shown in Section 3.3, the condition
h = d(log n)3 is needed for some positive number d. When h is as small as the order of O((log n)3),
the computation for change-point detection can be completed in O(n(log n)3) steps. Therefore, the
complete three-step GLRSM requires the computational complexity of O
(
n(log n)3
)
, which is lower
than the order of O(n2) using a dynamic programing algorithm.
The GLRSM procedure includes one tuning parameter, the window radius h. As will be shown
in Section 3.3, it is theoretically crucial to choose an h > d(log n)3 for Theorem 3.1 to hold, where
d is an unknown constant. If h is of an order larger than O((log n)3), e.g. h = d2(log n)
4, then
the GLRSM is consistent for any choice of d2. Based on our empirical studies, it is found that
d2 = 1/25 and h ≥ 100 usually yields favorable results for various models and sample sizes. Thus,
we suggest using max(100, (log n)4/25) as a rule-of-thumb choice of h.
3.3 Asymptotic properties
In this subsection we investigate the asymptotic properties of the GLRSM procedure. Specifi-
cally, we show the consistency of the estimated number of change-points and the coverage accuracy
of the confidence intervals. We introduce the following assumptions.
Assumption 3.1. For any two consecutive segments Xj = {Xτj−1+1, . . . , Xτj} and Xj+1 =
{Xτj+1, . . . , Xτj+1}, the expectation of the conditional likelihood function E[lk(θ)] has a unique
maximizer at θ = θ0j for k ∈ {τj−1 + 1, . . . , τj} and at θ = θ0j+1 for k ∈ {τj + 1, . . . , τj+1}, with
θ0j 6= θ0j+1. Moreover, E[lk(θ0j+1)] < E[lk(θ0j )] for k ∈ {τj−1+1, . . . , τj} and E[lk(θ0j )] < E[lk(θ0j+1)]
for k ∈ {τj + 1, . . . , τj+1}.
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Assumption 3.2. Within any segment, lk(θ) is a measurable and continuous function with respect
to {Xt}, and is almost surely twice continuously differentiable with respect to θ.
Assumption 3.3. Let Yk(θ) = lk(θ) − E [lk(θ)]. For all θ ∈ Θ, there exists a K > 0 such that
E(e|Yk(θ)|) ≤ K for all k ∈ N.
Assumption 3.4. For all θj ∈ Θj, there exists an integrable function G(Xt) such that E(G(Xt)) <
∞ and |lt(θj)| ≤ G(Xt).
Theorem 3.1 below asserts that all change-points can be identified in an h-neighborhood of Jˆ (1).
Theorem 3.1. Let the set of true change-points be J0 = (τ01 , . . . , τ0m0) and the set of local change-
point estimates be Jˆ (1) = {τˆ (1)1 , τˆ (1)2 , . . . , τˆ (1)mˆ(1)}, where mˆ(1) = |Jˆ (1)|. Suppose Assumptions 3.1-3.4
hold, 2h < nλ and λ > c for some c > 0, then there exists some d > 0 such that for h ≥ d(log n)3,
P
(
max
τ∈J0
min
k=1,...,mˆ(1)
|τ − τˆ (1)k | < h
)
→ 1 .
Note that as the minimum distance between change-points is nλ = O(n), the true number of
change-points m0 is finite. However, there is no guarantee that mˆ
(1) equals the number of change-
points. That is, the number of change-points may be overestimated. Nevertheless, the following
theorem shows that the MDL model selection approach yields the consistency of the number and
positions of the change-points.
Theorem 3.2. Under the setting in Theorem 3.1 with λ > c for some c > 0, we have mˆ
(2) p→ m0.
In addition, given that mˆ(2) = m0, we have
P
(
max
j=1,...,m0
|τˆ (2) − τ0j | < h
)
→ 1 .
Since h > d(log n)3 →∞, Theorem 3.2 implies that maxj=1,...,m0 |τˆ (2)j −τ0j | = Op(h), which is not
optimal compared with the typical rate of Op(1). Nevertheless, the interval [τˆj−h+1, τˆj+h] covers
the true change-point τ0j with probability approaching 1. This allows the extended local-window
to yield consistent final estimates and confidence intervals.
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Theorem 3.3. Assume that the conditions of Theorem 3.2 hold, 3h < nλ, and Assumption 3.4
holds. Then, we have
τˆ
(3)
j − τ0j d→ arg max
τ∈Z
Wj,τ ,
where Wj,τ is a double-sided random walk defined as
Wj,τ =

∑τ0j +τ
t=τ0j +1
(lt(θ
0
j )− lt(θ0j+1)) , τ > 0 ,
0 , τ = 0 ,
∑τ0j
t=τ0j +τ+1
(lt(θ
0
j+1)− lt(θ0j )) , τ < 0 .
In particular, τˆ
(3)
j − τ0j = Op(1).
As the minimum distance between change-points is much larger than the window radius h, i.e.,
nλ/h→∞, the distances between the extended local windows Ej(h)s diverge to ∞. Under some
weak dependence conditions on the processes, the CIs constructed are asymptotic independent.
Thus, a Bonferroni-type argument implies that an approximate 1 − α simultaneous confidence
interval for all the mˆ(2) change points can be constructed by a collection of (1 − α)1/mˆ(2) CIs for
each of a set of mˆ(2) change points.
4 Simulation studies
In this section, we examine the finite sample performance of GLRSM via extensive simulation
studies. In Sections 4.1, we study the performance of GLRSM on various models. In Section 4.2, we
compare GLRSM to other methods in the literature, including Fryzlewicz and Subba Rao (2014),
in terms of the performance of change-point detection.
4.1 Performance of GLRSM
In this section, we apply GLRSM to multiple change-points problems in different piecewise
stationary time series models, including AR, ARMA, and GARCH models. Also, the rule-of-thumb
choice of h = max(100, (log n)4/25) for the window radius is employed.
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We applied GLRSM on the piecewise stationary processes generated from multiple change-point
Models (C) to (G) listed below. Realizations of these models are given in Figure 1. In each model,
t
i.i.d.∼ N(0, 1). The estimation results are summarized in Table 1.
Model (C)
Time
0 200 400 600 800 1000
−
4
−
2
0
2
4
Model (D)
Time
0 500 1000 1500 2000
−
4
−
2
0
2
4
Model (E)
Time
0 200 400 600 800 1000
−
6
−
4
−
2
0
2
4
6
Model (F)
Time
0 500 1000 1500 2000
−
4
−
2
0
2
4
Model (G)
Time
0 500 1000 1500 2000
−
10
−
5
0
5
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Figure 1: Realizations from Models (C) to (G). Vertical lines represent change-point positions
(C). Piecewise stationary AR(1) processes
Xt =

0.4Xt−1 + t , if 1 ≤ t ≤ 400 ,
−0.6Xt−1 + t , if 401 ≤ t ≤ 700 ,
0.5Xt−1 + t , if 701 ≤ t ≤ 1000 .
(D). Piecewise stationary AR(2) processes
12
Model τ0 Median Mean 90% Range Mean of 90% CI Coverage Prob.
(C)
400 400 400.78 [391, 411] [393.62, 407.94] 83.2%
700 700 700.09 [691, 710] [694.18, 705.99] 83.1%
(D)
1000 1000 999.35 [991, 1007] [994.68, 1004.02] 81.7%
1500 1500 1499.66 [1487, 1511] [1490.83, 1508.50] 84.6%
(E)
400 400 400.56 [394, 407] [397.81, 403.31] 71.1%
600 600 599.38 [593, 605] [595.37, 603.39] 85.2%
(F)
800 800 800.01 [793, 806] [795.08, 804.95] 85.8%
1200 1200 1199.18 [1188, 1209] [1191.55, 1206.81] 84.7%
(G)
400 399 398.92 [391, 406] [394.76, 403.09] 78.6%
1600 1600 1599.72 [1593, 1609] [1593.51, 1605.92] 82.5%
Table 1: True value (τ0), median, mean and the range of the middle 90% (90% Range) of the final estimates,
average of the end-points (mean of 90% CI) and coverage probability (Coverage Prob.) of 90% confidence intervals
for Models (C) to (G). The number of replications is 1000.
Xt =

0.7Xt−1 + 0.1Xt−2 + t , if 1 ≤ t ≤ 1000 ,
−0.4Xt−1t , if 1001 ≤ t ≤ 1500 ,
0.5Xt−1 − 0.2Xt−2 + t , if 1501 ≤ t ≤ 2000 .
(E). Piecewise stationary ARMA(1,1) processes
Xt =

−0.8Xt−1 + t + 0.5t−1 , if 1 ≤ t ≤ 400 ,
0.9Xt−1 + t , if 401 ≤ t ≤ 600 ,
0.1Xt−1 + t − 0.5t−1 , if 601 ≤ t ≤ 1000 .
(F). Piecewise stationary ARMA processes up to order 2
Xt =

−0.6Xt−1 − 0.2Xt−2 + t , if 1 ≤ t ≤ 800 ,
0.4Xt−1 + t + 0.3t−1 , if 801 ≤ t ≤ 1200 ,
t − 0.3t−1 − 0.2t−2 , if 1201 ≤ t ≤ 2000 .
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(G). Piecewise stationary GARCH processes
Xt = tσt , σ
2
t =

3 + 0.1X2t−1 + 0.5σ2t−1 , if 1 ≤ t ≤ 400 ,
0.5 + 0.1X2t−1 + 0.5σ2t−1 , if 401 ≤ t ≤ 1600 ,
0.8 + 0.1X2t−1 + 0.8σ2t−1 , if 1601 ≤ t ≤ 2000 .
When performing GLRSM on ARMA(p,q) models such as Model (E) and (F), in consideration
of the computation complexity and the robustness of AR models, we conduct the first two steps
using piecewise AR models. After obtaining τˆ
(2)
j from the second step, we use the ARMA models
to conduct the third step and compute the final estimate τˆ
(3)
j , and construct the corresponding
confidence intervals for each change-point estimate. Note that the consistency of the change-point
estimator does not require that the true models be specified since the asymptotic results in Theorem
3.1 and 3.2 for the change-point estimates are valid when Assumptions 3.1-3.4 hold.
From Table 1, it can be seen that the final change-points estimates are accurate and the coverage
probability is quite close to the nominal level of 90%. Taking into account all the simulation results,
we conclude that GLRSM has a stable performance in most scenarios.
4.2 GARCH change-point detection performance evaluation
In this section we compare the detection accuracy of GLRSM to other multiple change-point
estimation procedures such as the BASTA-res in Fryzlewicz and Subba Rao (2014). The codes for
the BASTA-res are available at http://stats.lse.ac.uk/fryzlewicz/basta/basta.html. Following the
same setting in Fryzlewicz and Subba Rao (2014), we consider different GARCH(1,1) models with
sample size n = 1000 and one change-point occurring at time t = 500, i.e.,
Xt = tσt , σ
2
t =

ω1 + α1X
2
t−1 + β1σ2t−1 , if 1 ≤ t ≤ 500 ,
ω2 + α2X
2
t−1 + β2σ2t−1 , if 501 ≤ t ≤ 1000 ,
where t
i.i.d.∼ N(0, 1). The following ten change-point models are studied.
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Model (ω1, α1, β1) (ω2, α2, β2) Model (ω1, α1, β1) (ω2, α2, β2)
(a) (0.4, 0.1, 0.5) (0.4, 0.1, 0.5) (b) (0.1, 0.1, 0.8) (0.1, 0.1, 0.8)
(c) (0.4, 0.1, 0.5) (0.4, 0.1, 0.6) (d) (0.4, 0.1, 0.5) (0.4, 0.1, 0.8)
(e) (0.1, 0.1, 0.8) (0.1, 0.1, 0.7) (f) (0.1, 0.1, 0.8) (0.1, 0.1, 0.4)
(g) (0.4, 0.1, 0.5) (0.5, 0.1, 0.5) (h) (0.4, 0.1, 0.5) (0.8, 0.1, 0.5)
(i) (0.1, 0.1, 0.8) (0.3, 0.1, 0.8) (j) (0.1, 0.1, 0.8) (0.5, 0.1, 0.8)
Note that there is no change-point in Models (a) and (b). Since the BASTA-res does not produce
confidence intervals for the change-points, only the proportion of correct number, mean, median,
and the standard error of the estimated change-points are compared. The simulation results are
summarized in Table 2.
From Table 2, when the structural change is small (Models (c), (e) and (g)), the performance
of GLRSM is not as good as the BASTA-res method in Fryzlewicz and Subba Rao (2014). One
possible reason is that the short scanning window has less power to identify the change-point when
the change is small. However, the GLRSM has higher credibility when no structural change actually
occurs (Models (a) and (b)). Also, the GLRSM performs significantly better when the structural
difference is large (Models (d), (f) and (j)). In all scenarios, the biases of the change-point estimates
given by GLRSM and BASTA-res are similar. However, the standard error of the change-point
estimates by GLRSM is always smaller than the standard error by BASTA-res. That is, compared
with BASTA-res, the change-point estimates by GLRSM have higher precision.
5 Conclusion
In this paper, we developed GLRSM as a computationally efficient procedure for multiple
change-points inference in general time series models. Compared with other methods that only
yield point estimates, the GLRSM provides a confidence interval around each estimated change-
point. The results of the simulations and real data analyses indicated that the GLRSM performs
well in change-points detection and has accurate coverage probabilities. In this paper, the use of
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Method Statistic (a) (b) (c) (d) (e)
BASTA-res
Accuracy rate 94.0% 89.0% 34.8% 78.4% 71.4%
Mean of est. NA NA 519.99 502.70 493.04
Median of est. NA NA 503 501 499
s.e. of est. NA NA 148.43 24.16 91.99
GLRSM
Accuracy rate 100% 100% 4.2% 95.2% 21.8%
Mean of est. NA NA 520.71 504.27 484.80
Median of est. NA NA 505 501 493
s.e. of est. NA NA 43.30 21.61 50.67
Method Statistic (f) (g) (h) (i) (j)
BASTA-res
Accuracy rate 77.8% 25.2% 89.0% 68.0% 70.4%
Mean of est. 499.34 490.85 497.93 500.07 502.66
Median of est. 501 495.5 500 501 501
s.e. of est. 15.82 150.26 75.84 47.53 20.13
GLRSM
Accuracy rate 93.4% 0.4% 65.2% 69.6% 93.2%
Mean of est. 499.68 461.50 502.75 499.57 503.90
Median of est. 500 461.5 501 501 501
s.e. of est. 13.41 111.02 43.88 43.98 19.31
Table 2: Proportion of times that the correct number of change-points was detected, mean, median and standard
error (s.e.) of the change-point estimates for different estimation methods for Models (a) to (j). For GLRSM, the
scan window radius h = max(100, (logn)4/25) is used, where n is the length of the series. The number of replications
is 500.
likelihood ratio scan statistics is restricted to univariate time series models. Nevertheless, with
proper modifications to the scanning procedures and large deviation bounds, the GLRSM could
potentially be extended to multivariate settings.
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6 Proofs
First we state the following lemmas about the asymptotic properties of the likelihood ratio scan
statistics, Sh(t), which are required to prove Theorem 3.1.
Lemma 6.1. For the j-th change-point τ0j , the scan statistic Sh(τ
0
j ) satisfies
Sh(τ
0
j ) =
1
h
L1h(τ
0
j , θˆ1) +
1
h
L2h(τ
0
j , θˆ2)−
1
h
L·h(τ0j , θˆ1,2)
p→ E
(
log
fk,θ1(θ1)
fk,θ1(θ1,2)
)
+ E
(
log
fk,θ2(θ2)
fk,θ2(θ1,2)
)
, gj > 0 ,
where
θˆ1,2 = arg max
θ∈Θ
1
h
[ τ0j∑
k=τ0j −h+1
lk,θ1(θ) +
τ0j +h∑
k=τ0j +1
lk,θ2(θ)
]
,
and
θ1,2 = arg max
θ∈Θ
[
E
(
lk,θ1(θ)
)
+ E
(
lk,θ2(θ)
)]
.
Lemma 6.2. For any  >0, there exists a positive integer H such that for any h > H,
P(|Sh(t)| > ) ≤ 6 exp(−1
4
h1/32/3) ,
for all t such that Wt(h) does not contain any change-point.
Lemma 6.3. For any  > 0, there exists a positive integer H such that for any h > H,
P
(|Sh(τ0j )− gj | > ) ≤ 22 exp(−14h1/32/3) ,
for all j = 1, . . . ,m0.
Proof of Theorem 3.1: Let At = {some point in the t-th local-window is a local change-point
estimate} and let A = ⋂t∈J0 At. The proof of Theorem 3.1 is completed if we can prove P(A)→ 1
as n→∞.
Let Zn = {1, 2, . . . , n}. Define E = Zn\{
⋃
t∈J0 Wt(h)} as the set of all points outside the
h-neighborhood of the true change-points. One sufficient condition for the event A to occur is that
min
t∈J0
Sh(t) > max
t∈E
Sh(t) . (8)
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Let g = 12 minj=1,...,m0(gj) where gj ’s are defined in Lemma 6.1. Note from (8) that
P(A) ≥ P
(
min
t∈J0
Sh(t) > g > max
t∈E
Sh(t)
)
. (9)
From Lemma 6.3 and the definition of g, it can be shown that P
(
Sh(t) ≤ g
) ≤ 22 exp(−14h1/3g2/3),
for all t ∈ J0. Thus,
P
(
min
t∈J0
Sh(t) > g
)
= 1− P
( ⋃
t∈J0
{Sh(t) ≤ g}
)
≥ 1−
∑
t∈J0
P(Sh(t) ≤ g)
≥ 1− 22m0 exp(−1
4
h1/3g2/3)→ 1 ,
(10)
provided that h = d(log n)3 for some d > 0 and m0 = O(1). When t ∈ E , all observations in Sh(t)
belong to one stationary piece. By Lemma 6.2, we have P(Sh(t) ≥ g) < 6 exp(−14h1/3g2/3) for all
t ∈ E . Let h = d(log n)3 for some d > 64/g2, we have
P
(
g > max
t∈E
Sh(t)
)
= 1− P
(⋃
t∈E
{Sh(t) ≥ g}
)
≥ 1−
m0+1∑
j=1
(τ0j − τ0j−1)P(Sh(tj) ≥ g)
> 1− 6n exp(−1
4
h1/3g2/3)→ 1 ,
(11)
where tj ∈ (τ0j−1 + h, τ0j − h). Combining (9), (10), and (11) yields P(A) → 1 when h = d(log n)3
for some d > 64/g2, completing the proof of Theorem 3.1. 
Proof of Theorem 3.2: The proof of this theorem is essentially the same as that of Theorem 2
in Yau and Zhao (2016), and hence is omitted. 
Proof of Theorem 3.3: Based on Assumption 3.4, there exists a function G(Zt) that dominates
|lt(θj)| for all θj ∈ Θj . By using the uniform law of large number (ULLN) in Jennrich (1969), we
have as h → ∞, 1h
∑h
t=1 lt(θj) converges uniformly to Eθ0j (lt(θj)),∀θj ∈ Θj . The remaining part
of the proof is the same as that of Theorem 3 in Yau and Zhao (2016).
In practice, if the form of the underlying model is known, it is not difficult to find a dominating
function G(Zt) that satisfying Assumption 3.4. For example, if an AR(p) model is used, we can
take G(Zt, . . . , Zt−p) = |12 log(2piσ2)|+ (
∑p
j=0 Z
2
j + 2
∑
i 6=j |ZiZj |)/2σ2. 
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Proof of Lemma 6.1: Denote the conditional likelihood function at time k given Fk−1 with pa-
rameter θ as f(Xk,θ). As h→∞, we have
θˆ1,2 = arg max
θ∈Θ
1
h
[ τ0j∑
k=τ0j −h+1
l1(k,θ) +
τ0j +h∑
k=τ0j +1
l2(k,θ)
]
= arg max
θ∈Θ
[
E
(
l1(k,θ)
)
+ E
(
l2(k,θ)
)
+ op(1)
] p→ θ1,2 .
Combining with θˆ1
p→ θ1 and θˆ2 p→ θ2, we have
Sh(τ
0
j ) =
1
h
τ0j∑
k=τ0j −h+1
log(fk,θ1(θˆ1) +
1
h
τ0j +h∑
k=τ0j +1
log(fk,θ2(θˆ2))−
1
h
τ0j∑
k=τ0j −h+1
log(fk,θ1(θˆ1,2))
− 1
h
τ0j +h∑
k=τ0j +1
log(fk,θ2(θˆ1,2))
=
1
h
τ0j∑
k=τ0j −h+1
log
fk,θ1(θˆ1)
fk,θ1(θˆ1,2)
+
1
h
τ0j +h∑
k=τ0j +1
log
fk,θ2(θˆ2)
fk,θ2(θˆ1,2)
p→ E
(
log
fk,θ1(θ1)
fk,θ1(θ1,2)
)
+ E
(
log
fk,θ2(θ2)
fk,θ2(θ1,2)
)
= gj . (12)
For the first expectation in (12), the Jensen’s Inequality implies that
E
(
log
fk,θ1(θ1)
fk,θ1(θ1,2)
)
= −E
(
log
fk,θ1(θ1,2)
fk,θ1(θ1)
)
≥ − log
[
E
(
fk,θ1(θ1,2)
fk,θ1(θ1)
)]
.
Since the observations come from the segment with the true parameter θ1, we thus have
log
[
E
(
fk,θ1(θ1,2)
fk,θ1(θ1)
)]
= log
[ ∫ ∞
−∞
fk,θ1(θ1,2)
fk,θ1(θ1)
fk,θ1(θ1)dxk
]
= log 1 = 0 .
Notice that since θ1,2 depends on two distinct time series models specified by θ1 and θ2 respectively,
then
fk,θ1 (θ1,2)
fk,θ1 (θ1)
does not satisfy the condition that
fk,θ1 (θ1,2)
fk,θ1 (θ1)
→ c a.s., where c is a constant. Also,
the log-function is not a linear function. Therefore, E
(
log
fk,θ1 (θ1)
fk,θ1 (θ1,2)
)
> 0, and the equality could
not be achieved. Finally, using similar arguments for the second expectation in (12), we have
gj > 0, and thus Lemma 6.1 follows. 
Proof of Lemma 6.2: When there is no change-point in the scanning window Wt(h), we use the
notation lk(θ) to represent lk,θ0(θ), since all data are from the segment specified by θ0. Hence, we
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can write the scan statistic as
Sh(t) =
1
h
t∑
k=t−h+1
[lk(θˆ1)− lk(θ0)] + 1
h
t+h∑
k=t+1
[lk(θˆ2)− lk(θ0)]− 1
h
t+h∑
k=t−h+1
[lk(θˆ)− lk(θ0)] , (13)
where θˆ1, θˆ2, and θˆ are the maximum likelihood estimators (MLE) of the parameter θ in the left
half, right half, and the entire scanning window, respectively.
We first decompose the third sum in (13) into the following form,
1
h
t+h∑
k=t−h+1
[lk(θˆ)− lk(θ0)] = 1
h
t+h∑
k=t−h+1
[lk(θˆ)− E(lk(θˆ))]− 1
h
t+h∑
k=t−h+1
[lk(θ0)− E(lk(θ0))]
+ [E(lk(θˆ))− E(lk(θ0))] . (14)
By Assumptions 3.2, 3.3 and the compactness of the parameter space Θ, there exists a positive
constant K∗, such that E(e|Yk(θ)|) ≤ K∗ for all k ∈ N and θ ∈ Θ. Then by Theorem 3.2 of Lesigne
and Volny` (2001), for any  > 0, there exists a positive integer H0 depending only on K
∗ and ,
such that for any h > H0 and θ ∈ Θ,
P
(∣∣∣∣1h
t+h∑
k=t−h+1
[lk(θ)− E(lk(θ))]
∣∣∣∣ > /3) ≤ e− 14h1/32/3 , (15)
Moreover, the exponential moment condition E(e|Yk(θ)|) ≤ K∗ for all θ ∈ Θ also implies the uniform
integrability of {lk(θ) : θ ∈ Θ}. Thus, together with θˆ p→ θ0, we have that for any  > 0, there
exists a constant H1 > 0 such that for any h > H1,∣∣∣E(lk(θˆ))− E(lk(θ0))∣∣∣ < /3 . (16)
As a result, applying (15) on both θˆ and θ0 and (16) we have that for any  > 0, there exists a
positive integer H∗ such that for any h > H∗,
P
(∣∣∣∣1h
t+h∑
k=t−h+1
[lk(θˆ)− lk(θ0)]
∣∣∣∣ > ) ≤ 2e− 14h1/32/3 .
Similarly exponential inequalities hold for the other two sums in (13), hence Lemma 6.2 follows. 
Proof of Lemma 6.3: Using the notations in Lemma 6.1, we have
Sh(τ
0
j )− gj =
[
1
h
τ0j∑
k=τ0j −h+1
lk,θ1(θˆ1)− E(lk,θ1(θ1))
]
+
[
1
h
τ0j +h∑
k=τ0j +1
lk,θ2(θˆ2)− E(lk,θ2(θ2))
]
20
−
[
1
h
τ0j∑
k=τ0j −h+1
(
lk,θ1(θˆ1,2) + lk+h,θ2(θˆ1,2)
)− E(lk,θ1(θ1,2))− E(lk+h,θ2(θ1,2))]
=
[
1
h
τ0j∑
k=τ0j −h+1
(
lk,θ1(θˆ1)− (lk,θ1(θ1)
)]
+
[
1
h
τ0j∑
k=τ0j −h+1
lk,θ1(θ1)− E(lk,θ1(θ1))
]
+
[
1
h
τ0j +h∑
k=τ0j +1
(
lk,θ2(θˆ2)− (lk,θ2(θ2)
)]
+
[
1
h
τ0j +h∑
k=τ0j +1
lk,θ1(θ2)− E(lk,θ2(θ2))
]
+
1
h
τ0j∑
k=τ0j −h+1
((
lk,θ1(θˆ1,2) + lk+h,θ2(θˆ1,2)
)− (lk,θ1(θ1,2) + lk+h,θ2(θ1,2)))
+
[
1
h
τ0j∑
k=τ0j −h+1
lk,θ1(θ1,2)− E
(
lk,θ1(θ1,2)
)]
+
[
1
h
τ0j∑
k=τ0j −h+1
lk,θ2(θ1,2)− E
(
lk+h,θ2(θ1,2)
)]
.
(17)
By Lemma 6.2, we have that for any  > 0, there exists a constant H2 > 0 such that for any h > H2,
P
(∣∣∣∣1h
τ0j∑
k=τ0j −h+1
(
lk,θ1(τ
0
j , θˆ1)− lk,θ1(τ0j ,θ1)
)∣∣∣∣ > ) ≤ 6e− 14h1/32/3 ,
and
P
(∣∣∣∣1h
τ0j +h∑
k=τ0j +1
(
lk,θ2(τ
0
j , θˆ2)− lk,θ2(τ0j ,θ2)
)∣∣∣∣ > ) ≤ 6e− 14h1/32/3 .
By the definition of θ1,2, we have
∂
∂θE
(
lk,θ1(θ) + lk,θ2(θ)
)∣∣
θ=θ1,2
= 0. Combining with As-
sumption 3.2 gives E ∂∂θ
(
lk,θ1(θ1,2) + lk,θ2(θ1,2)
)
= 0. Hence,
{
∂
∂θ
(
lk,θ1(θ1,2) + lk+h,θ2(θ1,2)
)}
is a
martingale difference sequence. Using similar arguments in the proof of Lemma 6.2, we have that
for any  > 0, there exists a constant H3 > 0 such that for any h > H3,
P
(∣∣∣∣1h
τ0j∑
k=τ0j −h+1
[(
lk,θ1(τ
0
j , θˆ1,2)+lk+h,θ2(τ
0
j , θˆ1,2)
)−(lk,θ1(τ0j ,θ1,2)+lk+h,θ2(τ0j ,θ1,2))]∣∣∣∣ > ) ≤ 6e− 14h1/32/3 .
The remaining four terms in (17) can be bounded by considering the large deviation probabilities
of 1h
∑τ0j
k=τ0j −h+1
lk,θ1(θ1) − E(lk,θ1(θ1)). For example, let Yk(θ1) = lk,θ1(θ1) − E(lk,θ1(θ1)). Note
that {Yk(θ1)} is a martingale difference sequence. By Assumption 3.3 and Theorem 3.2 of Lesigne
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and Volny` (2001), for any  > 0, there exists a constant H4 > 0 such that for any h > H4,
P
(∣∣∣∣1h
τ0j∑
k=τ0j −h+1
Yk
∣∣∣∣ ≥ ) ≤ e− 14h1/32/3 .
Therefore, the large deviation probability for every term in (17) has been obtained. The large
deviation bound for Sh(τ
0
j )− gj can thus be established and the proof is complete. 
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