Abstract. We show that if a d-dimensional Cohen-Macaulay complex is, in a certain sense, sufficiently "close" to being balanced, then there is a ddimensional balanced Cohen-Macaulay complex having the same f -vector. This in turn provides some partial evidence for a conjecture of Kalai on the f -vectors of Cohen-Macaulay flag complexes.
1. Introduction 1.1. Background. One of the fundamental invariants of a simplicial complex ∆ is its f -vector, f (∆) = (f −1 , f 0 , . . . , f dim(∆) ), which lists the number of faces ∆ has in each dimension (i.e., f i is the number of i-dimensional faces of ∆). Characterizing the possible f -vectors of various classes of simplicial complexes is one of the central problems of geometric combinatorics. Of particular recent interest are flag complexes and balanced complexes; it was conjectured by Kalai and proven by Frohmader [8] that the f -vector of an arbitrary flag complex is also the f -vector of some balanced complex (though the reverse does not hold). Kalai Our main theorem provides some partial evidence for this conjecture. Notice that the complexes described in Theorem 1.2 are in some sense "close" to balanced; they can be made balanced by deleting an appropriate edge from each of the terms in the join which are not bipartite. In Section 3 we will see that the theorem applies to a large class of examples of flag complexes arising as independence complexes of graphs with certain properties. Note, however, that the theorem applies to many complexes which are not flag; while the complex Γ is flag, the subcomplexes described need not be.
Preliminaries.
We begin by reviewing some basic concepts and notation from the study of simplicial complexes. For further details, [14] is a good reference.
Simplicial Complexes and Multicomplexes A simplicial complex ∆ on finite vertex set V is a set of subsets of V which is closed under inclusion. An element of ∆ is called a face, the faces which are maximal with respect to inclusion are called facets. The dimension of a face γ is dim(γ) := |γ| − 1, and the dimension of the complex is dim(∆) := max{dim(τ ) : τ ∈ ∆}. Faces of dimension 0 and 1 are called vertices and edges, respectively. The complex is pure if all of its facets have the same dimension. For i ≤ dim(∆), the i-skeleton of ∆ is the subcomplex of ∆ consisting of all the faces of ∆ with dimension no greater than i. In particular, the 1-skeleton of ∆ may be thought of as a graph. For τ ∈ ∆, the link of τ in ∆ is
The f -vector of simplicial complex ∆ is defined to be f (∆) = (f −1 , f 0 , . . . , f d−1 ), where d − 1 is the dimension of ∆ and f i is the number of i-dimensional faces of ∆ (these f i are known as the face numbers of ∆). Notice that f −1 = 1 for any non-empty ∆, as the empty set will be the unique (−1)-dimensional face.
In practice it is often more convenient to study the face numbers of the complex in terms of the h-vector of the complex, h(∆) := (h 0 , h 1 , . . . , h d ), where the numbers h i are defined by the relation
It is clear that the f -vector of ∆ completely determines its h-vector and vice versa. Similary, let X be a finite set of variables, and define a multicomplex on X to be a collection of monomials in X which is closed under divisibility (we include 1 as the unique degree 0 element of any non-empty multicomplex). Notice that if M is a multicomplex on X such that every element of M is square-free, then M corresponds to a simplicial complex in the obvious way. The F -vector of a multicomplex M is F (M ) := (F 0 , F 1 , . . .), where F i is the number of elements in M of degree i (if M is also a simplicial complex then the F -vector is just the f -vector up to a shift in index).
For S ⊆ X and m a monomial on X, let m S denote the part of m supported in S (i.e., the unique monomial such that m = m S m X−S , where m X−S is divisible by no element of S). I∆ , where I ∆ is the ideal in k[X] generated by the squarefree monomials x v1 x v2 . . . x v k such that {v 1 , v 2 , . . . v k } / ∈ ∆. We call I ∆ the Stanley-Reisner ideal of ∆; it is easy to see that it is generated by the monomials corresponding to the minimal non-faces of ∆.
The
(θ1,θ2,...,θ d ) is finite-dimensional as a k-vector space. It follows from Noether Normalization that some l.s.o.p. must exist.
We will define ∆ to be k-Cohen-Macaulay (k-CM) if for some (equivalently,
When the field k is understood, we will simply say such a complex is CohenMacaulay (CM). Note that if ∆ is k-CM, then ∆ is K-CM for each field K with the same characteristic as k.
There are many equivalent definitions of the Cohen-Macaulay property, see, for example [14] . Of particular note is Reisner's characterization [11] of CM complexes in terms of the vanishing of certain homologies. In particular, it follows from Reisner's result that every CM complex is pure. Many interesting complexes are CM, including all shellable complexes and all triangulations of balls and spheres.
Balanced Complexes and Flag Complexes
A simplicial complex ∆ is flag if every clique in the 1-skeleton of ∆ forms a face of ∆. In particular ∆ is completely determined by its set of edges, and I ∆ is generated in degree two. In this case ∆ is both the clique complex of its 1-skeleton and the independence complex of the graph complement of its 1-skeleton.
For ∆ a simplicial complex on V , a map κ : (1) There exists a balanced
It is furthermore worth noting that a purely numerical characterization of the f -vectors of d-colorable simplicial complexes was found in [7] ; if Conjecture 1.1 is true, it would imply that the h-vector of any Cohen-Macaulay flag complex is the f -vector of such a complex. Example 1.4. Consider the simplicial complex Γ shown in Figure 1 . Clearly Γ is 3-colorable, so there is a balanced 2-dimensional Cohen-Macaulay complex ∆ such that h(∆) = f (Γ) = (1, 4, 5, 1). Then f (∆) = (1, 7, 16, 11) . Now suppose there is some 2-dimensional flag complex Ω with f (Ω) = f (∆). The 1-skeleton of Ω is then a graph on 7 vertices which contains no K 4 (as Ω is 2-dimensional), and has 16 edges. Turán's Theorem [15] tells us this is the maximum number of edges in a K 4 -free graph on 7 vertices, and in particular that the 1-skeleton of Ω must in fact be the Turán graph T (7, 3). But T (7, 3) contains 12 triangles, all of which must be faces of Ω, a contradiction. Thus there is no 2-dimensional flag complex having the same f -vector as ∆, so the reverse of Conjecture 1.1 does not hold. Figure 1 2. Proof of the Main Theorem 2.1. Outline. We first outline our approach, which is adapted from that used in [10] and [2] . Throughout the following, let ∆ be
Suppose we fix a total order on X and let ≺ denote the corresponding reverse lexicographical (revlex) order on the monomials in X. Let T ≺ denote the last d elements of X with respect to ≺, and (T ≺ ) the ideal in k[X] these elements generate. Further suppose we pick a graded automorphism g of k[X] (considered as a matrix with entries in k) such that T ≺ is an l.s.o.p. of
gI∆ is isomorphic to k[∆] and ∆ is CM. Furthermore, gI ∆ + (T ≺ ) is a homogeneous ideal, so its revlex initial ideal In(gI ∆ + (T ≺ )) is well-defined, and Theorem 15.3 of [3] asserts that the set B g (∆) of monomials in X not in In(gI ∆ + (T ≺ )) is a k-basis for
Thus, in light of Theorem 1.3, to prove Theorem 1.2 it will suffice to show that for ∆ a complex as in the statement of the theorem, we may choose an order on X, automorphism g, and partition of X − T ≺ into disjoint sets
gI∆ , and for each m ∈ B g (∆) and 1
is a simplicial complex with d-coloring corresponding to the partition of X − T ≺ ).
Finally, to verify that T ≺ is an l.s.o.p for
gI∆ , it will suffice to check that g satisfies the Kind-Kleinschmidt condition [9] :
• For every facet {x v1 , x v2 , . . . , x v k } of ∆, the submatrix of g −1 given by the intersection of the last d columns of g with the rows corresponding to v 1 , v 2 , . . . , v k has rank k. It will be convenient in our arguments to replace the field k with a larger field K defined to be the field of rational functions over k in indeterminates z 1 , z 2 , z 3 , z 4 . A complex which is k-CM is also K-CM, and passing between the two will not affect the enumerative consequences of our arguments.
2.2. Proof of Theorem 1.2. Let Γ be a pure d − 1-dimensional complex on V , X = {x v : v ∈ V }. Let ≺ be a total order of X, g a graded automorphism of K[X]. We will call (≺, g) a balancing pair for ∆ if there exists a partition of X − T into disjoint sets X 1 , X 2 , . . . , X d such that 
Further suppose that for i = 1, 2, g i is of the form
where
∈ T ≺i for i = 1, 2 and y ∈ T ≺i for some i,
Lemma 2.1. The pair (≺, g) defined above is a balancing pair for ∆ 1 * ∆ 2 .
Proof. Let X = X 1 ∪ X 2 . It is clear that g is a graded automorphism of K[X], and observe that for i = 1, 2,
The dimension of ∆ 1 * ∆ 2 is d 1 + d 2 − 1, and any facet τ of ∆ 1 * ∆ 2 is of the form τ = τ 1 ∪ τ 2 , where τ i is a facet of ∆ i . Then the submatrix of g − 1 given by the intersection of the last d 1 + d 2 columns of g with the rows indexed by τ is just
where for i = 1, 2,
is the submatrix of g
given by the intersection of the last d i columns of g
with the rows indexed by τ i . Thus the rank of M is rank (M 1 ) + rank (M 2 ) = |τ 1 |+ |τ 2 | = |τ |, so g satisfies the Kind-Kleinschmidt condition for ∆ 1 * ∆ 2 .
For our partition of X− T ≺ , we will simply use that inherited from the partitions of X 1 − T ≺1 and X 2 − T ≺2 (noticing that T ≺ = T ≺1 ∪ T ≺2 ).
Suppose that for some j = 1, 2 and i ∈ {1, 2, . . . , d j }, m is a monomial on X j i of degree greater than 1. Then m / ∈ B gj (∆ j ), so there is some ν ∈ I ∆j such that m = In(g j ν). But then it is clear that ν ∈ I ∆ , and gν = g j ν. As g j ν involves only variables in X j and ≺ restricts to ≺ j on X j , In(gν) = m, so m / ∈ B ≺ . Then as B is a multicomplex, no monomial on in K[X] has degree greater than 1 in X j i .
Lemma 2.2. Suppose ∆ is a full-dimensional subcomplex of Γ and (≺, g) is a balancing pair for Γ. Then (≺, g) is a balancing pair for ∆.
Proof. As each face of ∆ is a face of Γ, it following immediately that g satisfies Kind-Kleinschmidt for ∆. Now, suppose m is a monomial in K[X] such that for some i ∈ {1, 2, . .
, so m ∈ In(gI Γ ). In other words, there is an element ν of I Γ such that In(gν) = m. But as ∆ is a subcomplex of Γ, I Γ ⊆ I ∆ , so m ∈ In(gI ∆ ). 
) is a balancing pair for Γ.
Proof. If d = 0, take any arbitrary total order ≺ on X and let
The Kind-Kleinschmidt condition is immediate. Our partition of X − T ≺ must simply be X 1 = X − {x w }, where x w is the last element of X with respect to ≺. As Γ is 0-dimensional, for any distinct vertices
Furthermore, if v = w, x v x w ∈ I Γ , and
. Thus no monomial in B g has degree greater than 1.
If d = 2 and Γ is bipartite, i.e., 2-colorable, let V 1 and V 2 be the color classes for Γ (for some proper 2-coloring of Γ). Then identifiying V 1 and V 2 with the 0-dimensional complexes on them, Γ is a full dimensional subcomplex of V 1 * V 2 , so the conclusion follows from the d = 1 case and our lemmas. Finally, suppose d = 2 and Γ is not 2-colorable, but Γ−e is 2-colorable for some edge e of Γ. Let e = {y, z}, and let A and B be the color classes of Γ − e. Note that y and z must be in the same color class; we may assume that both are in A. Take ≺ to be a total order on X such that the elements of B come before all the elements of A, and y and z are the second to last and last elements, respectively, so that T ≺ = {y, z}. Our partition of X − T will be X 1 = {x v : v ∈ A, v = x, y} and X 2 = {x v : v ∈ B}.
Now, let C be the (n − 2) × 2 matrix whose first column is all ones and whose second column has a one in its first |B| rows and zeroes elsewhere. Let
and define
We first check the Kind-Kleinschmidt condition. Notice that the rows of −CZ corresponding to variables in B are exactly −(z 1 + z 3 ) −(z 2 + z 4 ) , and rows corresponding to variables in A are −z 1 −z 2 .
A facet of Γ is a pair {v 1 , v 2 } where either v 1 = y and v 2 = z or v 1 ∈ A and v 2 ∈ B. In the first case, the submatrix g −1 defined by the intersection of the last two rows with the rows indexed by v 1 and v 2 is Z, in the second it will always have first row −(z 1 + z 3 ) −(z 2 + z 4 ) , while the second row will be either −z 1 −z 2 , z 1 z 2 , or z 3 z 4 . In any case, the rows are linearly independent, so the submatrix has rank 2, and Kind-Kleinschmidt is satisfied.
To complete the proof that (≺, g) is a balancing pair, it suffices to show that any degree two monomial in X 1 or X 2 lies in In(gI Γ ).
First, if x i = x j are both elements of X l for l = 1, 2, then they correspond to vertices of the same color class, so x i x j ∈ I Γ , and g(x i x j ) = x i x j , and so
Now suppose x i ∈ X 2 , so x i = x v where v is a vertex in B. Now, as Γ is flag and 1-dimensional it contains no triangles, so as {y, z} ∈ Γ, at least one of {v, y} or {v, z} is not in Γ. In particular, x i x w ∈ I ∆ , where w is either y or z. In either case,
where S is a sum of degree two monomials occuring later than x 2 i in the revlex order. As x j x i ∈ gI Γ for all j < i, we then have
Finally, suppose x i ∈ X 1 , so x i = x v where v ∈ A − {y, z}. Then x i x y and x i x z are both in I ∆ , and so gI Γ contains g(x i x y − x i x z ). But
Independence Complexes of Graphs with Large Girth
Recall that the independence complex of a graph G on vertex set V is the simplicial complex I(G) whose faces are exactly the independent sets of G, that is, subsets τ of V such that no two elements of τ are adjacent in G. A simplicial complex is flag if and only if it is the independence complex of some graph. The aim of this section is to show that Conjecture 1.1 holds for CM flag complexes arising as independence complexes of graphs of sufficient girth.
Suppose ∆ = I(G) for some graph G. Define β(G) to be the maximum size of an independent set of G, so that dim(I(G)) = β(G) − 1. If ∆ is Cohen-Macaulay, then ∆ is in particular pure, so all of the maximal independence sets of G have size β(G). Such a graph is called well-covered. Finbow and Hartnell (see [4, 5] ), gave a characterization of well-covered graphs of large girth:
Let G be a graph on vertex set V . A pendant edge of G is an edge which is incident to a vertex of degree 1. A perfect matching in G is a set of edges M of G such that each vertex of G is in exactly one edge in M . If we allow smaller girths, however, things become more interesting. Following [4] , define a 5-cycle in G to be basic if it contains no adjacent vertices of degree greater than or equal to 3 in G. Let PG be the set of graphs G such that vertex set of G may be partitioned into two disjoint subsets P and C such that:
• P contains the vertices in G adjacent to pendant edges of G, and the pendant edges form a perfect matching of P , and • C contains the vertices of the basic 5-cycles of G and the vertices of these 5-cycles give a partition of C. A simple example of a graph in PG is given in Figure 2 . P 10 , P 13 , P 14 , or Q 14 (see Figure 3) . In the case that G ∈ PG, β(G) is equal to the number of pendant edges plus twice the number of basic 5-cycles. Our aim is to show that CM-complexes arising from graphs of girth at least 5 satisfy Conjecture 1.1. We first address the exceptional cases:
Proof. It is shown in [6] that the I(C n ) is Cohen-Macaulay if and only if n is 3 or 5; in particular I(C 7 ) is not Cohen-Macaulay (this may also be seen by explicitly computing its homology).
Next, note that (using the labeling in Figure 3 ) link I(P10) (5) = I(C 7 ), so as links in CM complexes are always CM, I(P 10 ) is not CM. Similarly, link I(P13) ({10, 12}) = I(C 7 ), so I(P 13 ) is not CM.
Finally, we note that I(P 14 ) and I(Q 13 ) both have dimension 4, but it may be computed (we used the Sage computer algebra system) that each has non-vanishing homology in degree 3. As CM complexes may only have non-vanishing homology in their top degree, neither of these complexes is Cohen-Macaulay.
We are now in a position to prove the main result of this section:
Proof. Suppose that G has connected components G 1 , G 2 , . . . , G r . It may easily be seen that I(G) = I(G 1 ) * I(G 2 ) * · · · * I(G r ). It is known [12] that the join of two complexes is CM if and only if both complexes themselves are CM, in particular each I(G i ) must be CM; furthermore each G r must have girth at least 5, so by Theorem 3.2 and Proposition 3.3 each G i is either K 1 or in PG. Now, suppose G i ∈ PG. Let γ 1 , γ 2 , . . . , γ j be the basic 5-cycles of G i and e 1 , e 2 , . . . e l the pendant edges of G (so each vertex of G i is in exactly one G s or e s ). Then I(G i ) is a subcomplex of I(γ 1 ) * I(γ 2 ) * · · · * I(γ j ) * I(e 1 ) * · · · I(e l ). Note that each I(γ s ) is a 1-complex isomorphic to C 5 , while each I(e s ) is 0-dimensional. Furthermore, the dimension of I(G i ) = 2j+l, so I(G i ) is a full-dimensional subcomplex of this join.
Thus, we see that I(G) is a full-dimensional subcomplex of Γ 1 * Γ 2 * · · · Γ k where each Γ j is either 0-dimensional or C 5 , so we may apply Theorem 1.2 to complete the proof. Proof. Clearly the girth of G is either 5 or ∞. In [16] , Woodroofe showed that if G is well-covered and contains no induced cycles of length other than 5 or 3, then I(G) is CM. Hence we may apply Theorem 3.4. Example 3.6. We conclude with an example of a flag complex that does not satisfy the conditions of Theorem 1.2. Let ∆ be the flag complex whose 1-skeleton is the graph G pictured in Figure 4 .
Note that ∆ is shellable and hence Cohen-Macaulay (in fact, ∆ is a sphere). The dimension of ∆ is 2.
Suppose ∆ is a full-dimensional subcomplex of some Γ of the type described in Theorem 1.2. Then Γ is of dimension 2, so either Γ = Γ 1 * Γ 2 * Γ 3 where each Γ i is 0-dimensional, or Γ = Γ 1 * Γ 2 where Γ 1 is 0-dimensional and Γ 2 is 1-dimensional. In the former case, it would follow that G is 3-colorable, which it is not. So suppose Γ = Γ 1 * Γ 2 where Γ 1 is 0-dimensional and Γ 2 is 1-dimensional. As ∆ is a pure 2-dimensional subcomplex of Γ, Γ 1 must consist of a set of vertices which are pairwise disjoint in ∆ such that every facet of ∆ contains an element of Γ 1 . In other words, Γ 1 must be an independent set of G that intersects every facet of ∆. One may check by hand that no such independent set exists, and thus ∆ does not satisfy the condition of Theorem 1.2.
On the other hand, notice that f (∆) = (1, 10, 24, 16), so h(∆) = (1, 7, 7, 1). But the simplicial complex Ω pictured in Figure 5 is 3-colorable and has f -vector (1, 7, 7, 1), and therefore, by Theorem 1.3, (1, 7, 7, 1) is the h-vector of a balanced Cohen-Macaulay complex of dimension 2. Hence Kalai's conjecture holds for this complex. 
