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INTRODUCTION
Degenerations of algebras is an interesting subject, which was studied in various papers (see, for example, [1-3, 6-9, 12, 15-17, 20-23, 25-27, 29, 30] ). In particular, there are many results concerning degenerations of algebras of low dimensions in a variety defined by a set of identities. One of important problems in this direction is the description of so-called rigid algebras. These algebras are of big interest, since the closures of their orbits under the action of the generalized linear group form irreducible components of a variety under consideration (with respect to the Zariski topology). For example, rigid algebras were classified in the varieties of low dimensional unital associative, Lie, Jordan and Leibniz algebras [19] . There are fewer works in which the full information about degenerations was found for some variety of algebras. This problem was solved for two dimensional pre-Lie algebras in [6] , for three dimensional Novikov algebras in [7] , for four dimensional Lie algebras in [9] , for four dimensional Zinbiel algebras and nilpotent fourdimensional Leibniz algebras in [21] , for nilpotent five and six dimensional Lie algebras in [15, 30] , for nilpotent five and six dimensional Malcev algebras in [20] , and for all two dimensional algebras in [22] .
The most well known generalizations of Lie algebras are Leibniz, Malcev and binary Lie algebras. The Leibniz algebras were introduced as a non-anticommutative generalization of Lie algebras. The study of the structure theory and other properties of Leibniz algebras was initiated by Loday in [28] . An algebra A is called a Leibniz algebra if it satisfies the identity (xy)z = (xz)y + x(yz).
The classification of all three dimensional Leibniz algebras can be found in [29] . Malcev algebras and binary Lie algebras are anticommutative. Gainov proved that there are no Malcev and binary Lie three dimensional algebras except Lie algebras [14] . The description of all three dimensional anticommutative algebras was given in [24] and the central extensions of three dimensional anticommutative algebras were described in [10] . In this paper we consider anticommutative algebras as a generalization of Lie algebras. Note that some steps towards a classification of all three dimensional algebras have been done in [5] .
In this paper we give the full information about degenerations of three dimensional anticommutative and Leibniz algebras over C. The vertices of this graph are the isomorphism classes of algebras in the variety under consideration. An algebra A degenerates to an algebra B if and only if there is a path from the 1 The work was supported by FAPESP 17/15437-6, 17/21429-6; AP05131123 "Cohomological and structural problems of non-associative algebras"; RFBR 18-31-00001; the President's Program "Support of Young Russian Scientists" (grant MK-1378.2017.1).
vertex corresponding to A to the vertex corresponding to B. We also describe rigid algebras and irreducible components in the corresponding varieties.
DEFINITIONS AND NOTATION
All spaces in this paper are considered over C, and we write simply dim, Hom and ⊗ instead of dim C , Hom C and ⊗ C . An algebra A is a set with a structure of a vector space and a binary operation that induces a bilinear map from A × A to A.
Given an n dimensional vector space V , the set Hom(V ⊗ V, V ) ∼ = V * ⊗ V * ⊗ V is a vector space of dimension n 3 . This space has a structure of the affine variety C n 3 . Indeed, let us fix a basis e 1 , . . . , e n of V . Then any µ ∈ Hom(V ⊗ V, V ) is determined by n 3 structure constants c
is Zariski-closed if it can be defined by a set of polynomial equations in the variables c
Let T be a set of polynomial identities. All algebra structures on V satisfying polynomial identities from T form a Zariski-closed subset of the variety Hom(V ⊗ V, V ). We denote this subset by L(T ). The general linear group GL(V ) acts on L(T ) by conjugations: 
Recall that a subset of a variety is called irreducible if it cannot be represented as a union of two non-trivial closed subsets. A maximal irreducible closed subset of a variety is called an irreducible component. It is well known that any affine variety can be represented as a finite union of its irreducible components in a unique way. The algebra A is rigid in L(T ) if and only if O(µ) is an irreducible component of L(T ).
We denote by ACom n the variety of n dimensional anticommutative algebras and by Leib n the variety of n dimensional Leibniz algebras.
We use the following notation:
(1) Ann L (A) = {a ∈ A | xa = 0 for all x ∈ A} is the left annihilator of A; (2) A (+2) is the space {xy + yx | x, y ∈ A}.
Given spaces U and W , we write simply U > W instead of dim U > dim W .
METHODS
In the present work we use the methods applied to Lie algebras in [9, 15, 16, 30] . First of all, if A → B and A ∼ = B, then Der(A) < Der(B), where Der(A) is the Lie algebra of derivations of A. We will compute the dimensions of algebras of derivations and will check the assertion A → B only for such A and B that Der(A) < Der(B). Secondly, if A → C and C → B then A → B. If there is no C such that A → C and C → B are proper degenerations, then the assertion A → B is called a primary degeneration. If Der(A) < Der(B) and there are no C and D such that C → A, B → D, C → D and one of the assertions C → A and B → D is a proper degeneration, then the assertion A → B is called a primary non-degeneration. It suffices to prove only primary degenerations and non-degenerations to describe degenerations in the variety under consideration. It is easy to see that any algebra degenerates to the algebra with zero multiplication. From now on we use this fact without mentioning it.
To prove primary degenerations, we will construct families of matrices parametrized by t. Namely, let A and B be two algebras represented by the structures µ and λ from L(T ) respectively. Let e 1 , . . . , e n be a basis of V and c k i,j (1 ≤ i, j, k ≤ n) be the structure constants of λ in this basis. If there exist a
form a basis of V for any t ∈ C * , and the structure constants of µ in the basis
Note also the following fact. Let B(α) be a series of algebras parametrized by α ∈ C and e 1 , . . . , e n be a basis of V . Suppose also that, for any α ∈ C, the algebra B(α) can be represented by a structure µ(α) ∈ L(T ) having structure constants c k i,j (α) ∈ C in the basis e 1 , . . . , e n , where c
for any α ∈ C. Thus, to prove that A → B(α) for all α ∈ C we will construct degenerations that are valid for all but finitely many α.
Let us describe the methods for proving primary non-degenerations. The main tool for this is the following lemma.
Lemma 1 ( [15]
). Let B be a Borel subgroup of GL(V ) and R ⊂ L(T ) be a B-stable closed subset. If A → B and A can be represented by µ ∈ R then there is λ ∈ R that represents B.
In particular, it follows from Lemma 1 that A → B in the following cases:
In the cases where all of these criteria cannot be applied to prove A → B, we will define R by a set of polynomial equations and will give a basis of V , in which the structure constants of µ give a solution to all these equations. We will omit everywhere the verification of the fact that R is stable under the action of the subgroup of upper triangular matrices and of the fact that λ ∈ R for any choice of a basis of V . These verifications can be done by direct calculations. If the number of orbits under the action of GL(V ) on L(T ) is finite, then the graph of primary degenerations gives the whole picture. In particular, the description of rigid algebras and irreducible components can be easily obtained. Since the variety Leib 3 contains infinitely many non-isomorphic algebras, we have to fulfill some additional work. Let A( * ) := {A(α)} α∈I be a set of algebras, and let B be another algebra. Suppose that, for α ∈ I, A(α) is represented by the structure µ(α) ∈ L(T ) and B ∈ L(T ) is represented by the structure λ. Then A( * ) → B means λ ∈ {O(µ(α))} α∈I , and A( * ) → B means λ ∈ {O(µ(α))} α∈I .
Let A( * ), B, µ(α) (α ∈ I) and λ be as above. To prove A( * ) → B it is enough to construct a family of pairs (f (t), g(t)) parametrized by t ∈ C * , where f (t) ∈ I and g(t) ∈ GL(V ). Namely, let e 1 , . . . , e n be a basis of V and c k i,j (1 ≤ i, j, k ≤ n) be the structure constants of λ in this basis. If we construct a
form a basis of V for any t ∈ C * , and the structure constants of µ f (t) in the basis E We now explain how to prove A( * ) → B. Note that if dim Der(A(α)) > dim Der(B) for all α ∈ I then A( * ) → B. One can use also the following generalization of Lemma 1, whose proof is the same as the proof of Lemma 1.
Lemma 2. Let B be a Borel subgroup of GL(V ) and R ⊂ L(T ) be a B-stable closed subset. If A( * ) → B and for any α ∈ I the algebra A(α) can be represented by a structure µ(α) ∈ R, then there is λ ∈ R representing B.
CLASSIFICATION AND DEGENERATIONS OF THREE DIMENSIONAL ANTICOMMUTATIVE ALGEBRAS
First we consider the variety ACom 3 . Let us fix the basis e 1 , e 2 , e 3 of V . Any structure µ ∈ ACom 3 with structure constants c
is a unique pair of numbers such that u, v ∈ {1, 2, 3}\{i} and u < v. Since C is an algebraically closed field the structure λ belongs to O(µ) if and only if there is a nonsingular matrix X such that A λ = X T A µ X by [24, Corollary 2.4]. Then the classification of three dimensional anticommutative algebras modulo isomorphism can be obtained from the classification of bilinear forms modulo congruence given in [18] .
We denote by W some four dimensional space that contains V as a subspace and by e 4 some fixed vector of W such that W = V ⊕ Ce 4 . Let us now consider four dimensional algebras A such that A(A 2 ) = (A 2 )A = 0 and dim A 2 ≤ 1. It is easy to see that such an algebra can be represented by a structure χ on W such that χ(W, W ) ⊂ Ce 4 and χ(W, e 4 ) = χ(e 4 , W ) = 0. Such a structure is defined by the 3 × 3 matrix B χ , whose (i, j)-entry is d
are the structure constants of χ. It is clear that two such structures χ and η lie in the same orbit if and only if there is a nonsingular matrix X such that B η = X T B χ X. Now we put in correspondence to an anticommutative algebra structure µ on V the structure χ µ on W satisfying the properties above with B χµ = A µ . As it was explained above, we get a bijection between orbits of ACom 3 and isomorphism classes of four dimensional algebras A such that A(A 2 ) = (A 2 )A = 0 and dim A 2 ≤ 1. Moreover, it is clear that if λ ∈ O(µ), then χ λ ∈ O(χ µ ). The converse assertion follows from [15, Proposition 1.7] and the fact that the set of structures χ on W satisfying χ(W, W ) ⊂ Ce 4 and χ(W, e 4 ) = χ(e 4 , W ) = 0 is a closed subset stable under the action of lower triangular matrices.
Thus, isomorphism classes and degenerations of three dimensional anticommutative algebras can be transfered from the isomorphism classes and degenerations of four dimensional algebras A such that A(A 2 ) = (A 2 )A = 0 and dim A 2 ≤ 1. The last mentioned problem is a part of the problems that were solved in [13, 21] . Unfortunately both of the mentioned works have problems. Some degenerations are missed in the paper [13] . All degenerations between algebras that we are interested in are described correctly in [21] , but the classification used in this paper lost one algebra. In the current work we will use the results of [21] . Let us first deduce the classification of three dimensional anticommutative algebras using the last mentioned paper. We do this in Table A .1 below, where in the first column we put the names of anticommutative three dimensional algebras, in the second column we put the corresponding names of algebras from [21] , in the third and fourth columns we put multiplication tables and dimensions of algebras of derivations of the corresponding anticommutative algebras. We omit products of basic elements whose values are zero or can be recovered from the anticommutativity and given products. Note that if dim Der(µ) = k, then dim Der(χ µ ) = k + 4.
Here g 1 , g 2 , g α 3 and g 4 are Lie algebras and A 2 corresponds to the algebra missed in [21] that is denoted by N 0 in this paper. We have g All degenerations and non-degenerations between the algebras from the column B that do not involve N 0 are described in [21] . Thus, it remains to describe degenerations involving Figure  1 below by deleting all vertices named with L.
Since ACom 3 is isomorphic to C 9 as an algebraic variety, it is irreducible and equals O(A α 1 )
DEGENERATIONS OF THREE DIMENSIONAL LEIBNIZ ALGEBRAS
The classification of three dimensional non-Lie Leibniz algebras is presented in Table A .2 below.
Theorem 4. The graph of primary degenerations for Leib 3 can be obtained from the graph given in Figure  1 below by deleting all vertices named with A.
Proof. We prove all the required primary degenerations in Table A 
It is easy to see that for t = 0 we obtain the multiplication table of L 2 . The remaining degenerations can be interpreted in the same way.
A part of non-degenerations is given in Table A .4 below. Whenever an algebra named by A with the basis f 1 , f 2 , f 3 appear in this table, c k i,j (1 ≤ i, j, k ≤ 3) denote the structure constants of A in the given basis and A i (1 ≤ i ≤ 3) denotes the subspace of A generated by f i , . . . , f 3 .
In the rest of the proof we will use ideas from the proof of [19, Theorem 2] . All the remaining degenerations involve only solvable non-nilpotent Leibniz algebras with a two dimensional nilpotent radical. Moreover, each of them is represented in Table A. 2 by a structure µ such that e 1 , e 2 is the nilpotent radical and the structure constants c = 0 for any 1 ≤ i, j ≤ 2 such that j < i. During this proof we will call a structure with three dimensional nilpotent radical that satisfies the described conditions a standard structure. Let us put in correspondence to a standard structure µ the 4-tuple S µ = (c . It is not difficult to show that if S µ = (a 1 , b 1 , a 2 , b 2 ) and λ ∈ O(µ) is a standard structure, then there is some permutation σ : {1, 2} → {1, 2} and some c ∈ C * such that S λ = (ca σ(1) , cb σ(1) , ca σ(2) , cb σ(2) ). Suppose now that {µ s } s∈T is a set of standard structures, S µs = (a 1,s , b 1,s , a 2,s , b 2,s ), and the homogeneous linear polynomials f 1 , . . . , f l ∈ C[x 1 , x 2 , x 3 , x 4 ] are such that f r (a 1,s , b 1,s , a 2,s , b 2,s ) = 0 for all s ∈ T and 1 ≤ r ≤ l. If λ is a standard structure with S λ = (a 1 , b 1 , a 2 , b 2 ), then it easily follows from Lemma 2 that there is some permutation σ : {1, 2} → {1, 2} and some c ∈ C * such that f r (ca σ(1) , cb σ(1) , ca σ(2) , cb σ(2) ) = 0 for all 1 ≤ r ≤ l. Thus, we get
, L 9 }.
✷
Corollary 5. The irreducible components of Leib 3 are
In particular, the set of rigid algebras in the variety Leib 3 is formed by g 4 and L 5 .
Proof. All degenerations and non-degenerations that do not follow directly from Theorem 4 follow from Talble A.5. ✷ Tables   Table A. B, B ∈ {L
Non-degenerations Reasons
A ∈ {L α 6 , L 7 , L 9 }, B ∈ L β =0 1 , L 3 , L 1 4 , g 1 , g 2 Ann L (A) > Ann L (B)1 6 , L 8 } (L α 4 ) (+2) < B (+2) L * 4 B, B ∈ {g 2 , g β =0 3 } Ann L (L α 4 ) > Ann L (B) L * 6 B, B ∈ {g 1 , g 2 , L β =0 1 , L 3 , L 1 4 } Ann L (L α 6 ) > Ann L (B)
