In this paper, we applied analytical-numerical method to approximate solutions of two-point boundary value problems of fourth-order Volterra integrodifferential equations based on the reproducing kernel theory . The solution is represented in the form of convergent series with easily computable components. The solution methodology is based on generating the orthogonal basis from the obtained kernel function in the space W 5 2 [a, b]. The n-term approximation is obtained and proved to converge to the analytical solution. Moreover, the proposed method has an advantage that it is possible to pick any point in the interval of integration and as well the approximate solutions and its all derivatives will be applicable. Numerical examples are given to demonstrate the computation efficiency of the presented method. Results obtained by the method indicate the method is simple and effective.
Introduction
The integrodifferential equations (IDEs) occur in many areas of mathematical physics that play an important role in modeling of much physical phenomena such as electrodynamics, elasticity, electromagnetic and fluid dynamics as well as biology and engineering. However, in many branches of physics, mathematics, and engineering, solving a problem means solving a set of ordinary, partial, integral or either IDEs [1-7, 14-18, 27-37] . In fact, these equations, which have attracted considerable attention over the last two decades, are usually difficult to solve analytically, so it is required to obtain an efficient analytical-numerical solution. Therefore, many techniques arose in the studies existence and constructive approximation of solutions of such problems, Especially, those techniques that based on the reproducing kernel Hilbert space theory, for instance, the first-order Fredholm-Volterra IDEs [21, 30] , the second-order IDEs Fredholm or Volterra or of mixed type [16, 19] , and fourth-order IDEs [22, 23] . On the other hand, the numerical solvability of other version of differential problems can be found in [8-13, 19, 20, 24-26] .
Let us consider the following nonlinear fourth-order, IDE of Volterra type in the reproducing kernel space
subject to the boundary conditions
where x ∈ (a, b), γ, α 0 , α 1 , β 1 and β 2 are real finite constants, G is a real nonlinear continuous function, f, g and h are given and can be approximated by Taylor polynomials, and u(x) is an unknown analytic function to be determined. We suppose that the boundary value problems (1) and (2) have a unique smooth solution. The reminder of the paper is organized as follows: several reproducing kernel spaces are described in Section 2. In Section 3, a linear operator, a complete normal orthogonal system and some essential results are introduced. Also, a method for the existence of solutions for boundary value problems (1) and (2) based on reproducing kernel space is described. The numerical example is presented in Section 4. This article ends in Section 4 with some concluding remarks and future recommendations. 
and
, respectively, where 
Proof. Through several integrations by parts for Equation (3), we obtain
x (a) = 0, and
is the reproducing kernel of the space W 
On the other hand, let
(y) = δ (x − y) from x − ε to x + ε with respect to y and let ε → 0, we have the jump degree of K (9) x (y) at y = x given by K (9) x (x − 0) − K (9) x (x + 0) = 1. Through the last descriptions the unknown coefficients of Equation (4) can be obtained. This completes the proof.
Without loss of generality, The coefficients of the reproducing kernel K x (y) in Equation (4) are obtained at a = 0 and b = 1 in the boundary value problems (1) and (2) and are given as:
The following corollary summarized some important properties of the reproducing kernel K x (y) and are easily obtained. Corollary 2.1 The reproducing kernel K x (y) is symmetric, unique, and
Proof. By the reproducing property, we have
for each x and y. Now, let K 1 x (y) and K 2 x (y) be all the reproducing kernels of the space W [21] , the authors have proved that the space W 
Analysis of the method
. After homogenization of the initial conditions, then boundary value problems (1) and (2) can be converted into the following form
where
The subscript y by the operator L indicates that the operator L applies to the function of y. Proof. From the above assumption, it is clear that
is dense on [a, b], therefore, Lu (x) = 0. It follows that u (x) = 0 from the existence of L −1 . So, the proof of the Theorem is complete.
as follows:
where β ik are orthogonalization coefficients given as:
.., and
The structure of the next two theorems are as follows: Firstly, we will give the representation of the exact solution of boundary value problems (1) and (2) in the space W After that, the convergence of approximate solution u n (x) to the analytic solution will be proved.
is dense on [a, b] and the solution of the boundary value problems (1) and (2) is unique, then this solution satisfies the form:
Proof. Applying Theorem 3.1, it is easy to see that
is the complete orthonormal basis of W
] is a Hilbert space, then the series
The proof of the theorem is complete.
Remark 3.1 If Equation (1) is linear, then the analytical solution can be obtained directly from Equation (7) . In the case of Equation (1) is nonlinear, the approximate solution can be obtained using the following iterative method: according to Equation (7), the representation of the solution of IDE (1) can
A iψ i (x), where
In fact, A i , i = 1, 2, ..., n.are unknown, we will approximate A i using known B i . For a numerical computations, we define initial function u 0 (x 1 ), put u 0 (x 1 ) = u (x 1 ), and define the n-term approximation to u (x) by:
where the coefficients B i , i = 1, ..., n are given by
In the iteration process of Equation (9), we can guarantee that the approximation u n (x) satisfies the boundary conditions of Equations (1) and (2).
Next, we will proof u n (x) in the iterative formula (9) is converge to the exact solution u (x) of Equation (1). The Lemma 3.2 through Lemma 3.4 are collected for future use.
Proof. For any x ∈ (a, b), we have
. using the
.., 4. Thus, we have
Now, by using the above lemma together with Theorem 3.2, for each x ∈ [a, b], it is clear that
i.e. u n (x) convergent uniformly to u (x). Furthermore, it is obviously that u n (x n ) → u (y) as x n → y, n → ∞. Thus, by means of the continuation of T u (·) , it is obtained that T u n (x n ) → T u (y) as n → ∞. Hence, by the continuity of F, we have F (x n , u n−1 (x n ) , T u n−1 (x n )) → F (y, u (y) , T u (y)) as n → ∞.
Proof. The proof will be obtained by induction as follows. If j ≤ n, then
The orthogonality of ψ i (x)
). Moreover, it is easy to see by induction that Lu n (x j ) = F (x j , u j−1 (x j ) , T u j−1 (x j )).
Lemma 3.4 For j ≤ n, we have Lu n (x j ) = Lu (x j ).
Proof. We know u n (x) converge uniformly to u (x). It follows that, by taking the limits on both sides of Equation (9)
is bounded, then u n (x) in the iterative formula (9) convergent to the exact solution u (x) of boundary value problems (1) and (2) 
where B i is given by Equation (10).
Proof. First of all, we will prove the convergence of u n (x). By Equation (9), we have u n+1 (x) = u n (x) + B n+1ψ n+1 (x). From the orthogonality of ψ
, it follows that
Again from boundedness of ||u n || W 5
2
, we have
Consequently, as n, m → ∞ we have ||u m (x) − u n (x)|| Second, we will prove that u (x) is the solutions of boundary value problems (1) and (2) . From Lemmas 3.3 and 3.4, since
, there exists subsequence x n j , such that x n j → x as j → ∞. It is clear that Lu x n j = F (x n j , u n j −1 (x k ) , T u n j −1 (x k )). Hence, let j → ∞, by the continuity of F , we have Lu (x) = F (x, u (x) , T u (x)). That is, u (x) satisfies IDE (1). Sinceψ i (x) ∈ W 5 2 [a, b], clearly, u (x) satisfies the boundary conditions (2) . In other words u (x) is the solution of boundary value problems (1) and (2), where
B iψ i (x) and B i is given by Equation (10). (1) and (2) and r n (x) is the difference between the approximate solution u n (x) and the exact solution u (x). Then, r n (x) is monotone decreasing in the sense of the norm of W 
and ||r n−1 (x)||
. Consequently, the difference r n (x) is monotone decreasing in the sense of · W 5
. So, the proof of the theorem is complete.
Numerical Examples
In order to have a clear overview of our method, two examples with known exact solutions are studied to demonstrate the accuracy of the present method. Results obtained by the method are compared with the analytical solution of each example and are found to be in good agreement with each other. Through this paper the numerical computation performed by using Mathematica 7.0 software package. Example 4.1 Consider the following linear Volterra integrodifferential equation
The exact solution is u (x) = 1 + xe x . Using RKHS method, taking N = 10 and n = 1 with x i = i/N , i = 0, 1, ..., N ; the numerical results at some selected gird points are given in Table 1 .
As we mention, we used the grid nodes mentioned earlier in order to obtain approximate solutions. Moreover, it is possible to pick any point in [a, b] and as well the approximate solutions and its all derivative up to order four will be applicable using the same previous partition of [a, b] . Next, the numerical results for Equation 11 which include the absolute error at some selected nodes in [0, 1] for u (m) (x), m = 0, 1, ..., 4 are given in Tables 2. 
The exact solution is u (x) = e x . Using RKHS method, taking N = 10 and n = 1 with x i = i/N , i = 0, 1, ..., N ; the numerical results at some selected gird points are given in Table 3 . 
