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PASSIVE ADVECTION AND THE DEGENERATE
ELLIPTIC OPERATORS Mn
VILLE HAKULINEN
Abstract. We prove estimates for the stationary state n-point
functions at zero molecular diffusivity in the Kraichnan model [13].
This is done by proving upper bounds for the heat kernels and
Green’s functions of the degenerate elliptic operators Mn that oc-
cur in the Hopf equations for the n-point functions.
1. Introduction
The Kraichnan model of passive advection is an exactly solvable
model that has a very similar phenomenology to the full Navier-Stokes
turbulence, but is much simpler in many respects. I’ll only give a
very short reminder for the reader. More detailed introductions to the
problem we are addressing can be found e.g. in [9] and [14]. See also
[7], [15] and [16].
Let T (t, x) ∈ R, x ∈ Rd be a scalar quantity satisfying
(1.1) ∂tT = κ∆T − v · ∇T + f.
In the Kraichnan model we take v and f random, decorrelated in time,
independent and Gaussian with mean zero and covariances
(1.2) 〈vα(t1, x1)vβ(t2, x2)〉 = Dαβ(x1 − x2)δ(t1 − t2) and
(1.3) 〈f(t1, x1)f(t2, x2)〉 = C(x1 − x2)δ(t1 − t2).
Here the v ·∇T should be interpreted in the Stratonovich sense. The
incompressibility of the velocity field v is guaranteed by taking
(1.4) Dαβ(x) =
∫
e−ik·xD(|k|)
(
δαβ − k
αkβ
k2
)
dk
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where D is smooth, nonnegative and of compact support in (0,∞). A
D that mimics turbulent velocities is
(1.5) D(|k|) = |k|−(d+ξ)χ
(
|k|η + 1|k|ℓ
)
with χ smooth, χ = 1 in a neighbourhood of the origin and χ(x) = 0
for x > 1. The idea is that D behaves like |x|ξ in the so-called inertial
range η << |x| << ℓ. The number η is called the Kolmogorov scale and
ℓ is called the inertial scale. We let C˜ ∈ C∞0 (Rd) with a nonnegative
Fourier transform and C := C˜(·/L), with L > 0.
One is interested in the statistics of T (t, x) as t→∞. Let
(1.6) Fn(t, x1, ..., xn) := 〈T (t, x1)...T (t, xn)〉.
Given (1.2) and (1.3) the n-point functions Fn of the scalar T obey the
so-called Hopf equations (see [16]):
(1.7) ∂tFn(t, x1, ..., xn) = −MnFn(t, x1, ..., xn)+∑
1≤i<j≤n
Fn−2(t, x1, . . .
iˆjˆ
, xn)C(xi − xj),
with
(1.8) Mn := −
∑
1≤i<j≤n
∑
1≤α,β≤d
Dαβ(xi − xj) ∂
2
∂xαi ∂x
β
j
− κ
∑
1≤i≤n
∆i.
The fact that the Hopf equation for Fn does not contain Fm with
m > n makes it easy to solve these equations inductively. The situation
here differs drastically from full Navier-Stokes turbulence, where the
Hopf equation for Fn contains also Fn+1.
Mn is an elliptic operator and in terms of its heat kernel Fn (with
zero initial condition for simplicity) is given by
(1.9) F2(t,x) =
∫ t
t0
ds
∫
dy e−(t−s)M2(x,y)C(y1 − y2)
(1.10) F2n(t,x) =
∑
1≤i<j≤2n
∫ t
t0
ds
∫
dy e−(t−s)M2n(x,y)·
· F2n−2(s, y1, . . .
iˆjˆ
, y2n)C(yi − yj) dy
with vanishing odd correlators.
As t0 → −∞ these have the stationary limit
(1.11) F2 =
∫
dy (M2)−1(x,y)C(y1 − y2)
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(1.12) F2n =
∑
1≤i<j≤2n
∫
(M2n)−1(x,y)F2n−2(y1, . . .
iˆjˆ
, y2n)C(yi−yj) dy.
One is interested in the study of F2n for η small, ℓ large, κ small and
L large. In this paper we prove bounds for these directly in the limit
η = 0, ℓ = ∞ and κ = 0 with fixed L, say L = 1. Our methods also
allow the study of the limit η → 0, ℓ→∞ and κ→ 0 [12].
A comment onD is now in place. While sending η → 0 and ℓ→∞ in
D, we get into trouble with ℓ, since D diverges as ℓ→∞. Fortunately
it doesn’t matter: Let
(1.13) dαβ(x) :=
∫
dk (1− eik·x)D(|k|)
(
δαβ − k
αkβ
k2
)
.
Now (1.8) can be written in the following form:
(1.14)
Mn :=
∑
1≤i<j≤n
∑
1≤α,β≤d
dαβ(xi−xj) ∂
2
∂xαi ∂x
β
j
−κ∆−D0
( ∑
1≤i≤n
∑
1≤α≤d
∂
∂xαi
)2
In (1.7) Mn acts on translationally invariant functions, so the last
term drops out and the rest has a limit as ℓ→∞.
Finally, here’s our main Theorem, proved directly at η = 0, ℓ = ∞
and κ = 0:
Theorem 1.1.
(1.15) F2n(x) ≤ Cn
∑
π
∏
{i,j}∈π
(1 + |xi − xj |)2−ξ−d,
where the sum is over pairings of {1, ..., 2n}.
2. Preliminaries
This section fixes the notation and discusses the results from other
papers ([3], [6], [11], [19]) used in this paper. There is an overview of
this paper in §3, so the reader might want to start there.
2.1. Degenerate elliptic operators in divergence form. Let Ω ⊂
Rn be a domain. We shall be interested in second order differential
operators in divergence form, i.e. in operators H of the form H =
−∇ · A∇, where A is a locally square integrable function from Ω to
real symmetric positive n × n matrices with locally square integrable
distributional derivative, i.e. A ∈ W 1,2loc (Ω,Mn). One can make sense of
more general operators, but this is not relevant to the results presented
in this paper.
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Definition 2.1. Let H and A be as above. The matrix A is called
the symbol of H , and we denote σ(H) := A. The function wH1 (x) :=
infv∈Sn−1〈v, σ(H)(x)v〉 (resp. wH2 (x) := supv∈Sn−1〈v, σ(H)(x)v〉) is called
the greatest lower bound (resp. least upper bound) of the symbol.
We shall also use σ(H) to denote the quadratic form 〈v, A(x)v〉. The
usage will be clear from the context. We often speak loosely and forget
the attributes “greatest” and “lowest” from the bounds.
If A and B are two symbols and U ⊆ Rm, we shall denote A ∼λ B
on U , if λA ≤ B ≤ λ−1A a.e. on U . If there is λ > 0 so that A ∼λ B
on U we also say A ∼ B on U . If “on U” is dropped, we refer to whole
Rm.
We shall use 1 to denote the identity matrix. Thus a symbol A is
uniformly elliptic iff A ∼ 1. Moreover, if A and B are symbols on Rn1
and Rn2 , then A⊕ B is just the natural symbol on Rn1+n2 .
Definition 2.2. Let w be a nonnegative locally integrable function (a
weight) defined on Rn. We denote w(A) :=
∫
A
w(x)dx. The function w
is called a doubling weight (resp. an A2-weight), if there is a constant
C such that for every ball B ⊂ Rn we have w(2B) ≤ Cw(B) (resp.
1
|B|2
w(B)w−1(B) ≤ C).
Since by Schwartz inequality |B|2 ≤ w(B)w−1(B), we have |2B|2 =
22n|B|2 ≤ 22nw(B)w−1(B) ≤ 22nw(B)w−1(2B), so we can conclude
that an A2-weight is also a doubling weight.
Definition 2.3. Denote uB := |B|−1
∫
B
u(x) dx and let w1, w2 be
weights on Rn and let q > 2. We say that the Poincare´ inequality
(resp. Sobolev inequality) holds for w1, w2 with q, if there is C <∞ so
that for every ball B ⊆ Rn and u ∈ W 1,2(B) (resp. u ∈ W 1,20 (B)) we
have
(
w2(B)
−1
∫
B
|u− uB|qw2 dx
)1/q
≤ C|B|1/n
(
w1(B)
−1
∫
B
|∇u|2w1 dx
)1/2
(2.1)
(resp. (
w2(B)
−1
∫
B
|u|qw2 dx
)1/q
≤ C|B|1/n
(
w1(B)
−1
∫
B
|∇u|2w1 dx
)1/2(2.2)
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).
Theorem 2.4. (Harnack inequality) Suppose H := −∇ · A∇ is a di-
vergence form operator with w1 ≤ A ≤ w2 and suppose that the weights
w1 and w2 satisfy the following:
(1) w1 and w2 are in A2,
(2) The Poincare´ inequality holds for w1, w2 with some q > 2 and
(3) The Poincare´ inequality holds for w1, 1 with some q
′ > 2.
Let t0, ..., t4 ∈ R with t0 < ... < t4, Ω ⊆ Rn open and K ⊆ Ω compact
and connected. Let u be a strictly positive solution to ut +Hu = 0 in
Ω× (t0, t4). Then there is a constant C < ∞ depending on Ω, K and
t0, ..., t4, but on A only through the bounds w1 and w2 so that
(2.3) ess supK×(t1,t2) u ≤ C ess infK×(t3,t4) u
Proof. This is just Theorem A of [11] supplemented with a covering
argument from [17], pages 734-736. 
Remark 2.5. For the purposes of Theorem 2.4 the concept of u being a
solution of ut+Hu = 0 on Q := Ω×(t0, t4) means exactly the following:
(1) u ∈ L2(Q),
(2) ut ∈ L2(Q),
(3) |∇u|2w2 ∈ L1(Q) and
(4) For all φ ∈ C10(Q) we have
(2.4)
∫
Q
utφ+ 〈A∇u,∇φ〉 dx dt = 0
We are going to apply to apply the Harnack inequality only to heat
kernels of some degenerate elliptic operators. In particular as long as
t0 > 0 all the above items will hold.
Since the heat kernel is a positive distribution, it is a measure and
(4) follows from the fact that the heat kernel is a distributional solution
of the corresponding degenerate heat equation.
First of all (1) holds because for t0 > 0 the heat kernel is a bounded
function on Ω× (t0, t4) (by Corollary 4.22).
Secondly (2) holds because of the following computation which is
justified by Remark 2.8:
(∂tK)(s, ·, y) = −HK(s, ·, y)
= −e−(s−t0)HHe−t0H/2K(t0
2
, ·, y).(2.5)
Now since by Remark 2.7 e−tH is a contraction on L2,
(2.6) sup
s∈(t0,t4)
||∂tK(s, ·, y)||2 <∞.
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Let A be the symbol of H . To prove (3) it suffices to show that |∇K|
is locally in L2, since w2 is locally bounded. Since
(2.7)
∫
Q
|∇K|2 dx dt ≤
∫
Q
w−11 〈A∇K,∇K〉 dx dt.
Since w1 is in A2 (by Lemma A.2), w
−1
1 is locally integrable, so it
suffices to prove that 〈A∇K,∇K〉 is essentially bounded on Q. We
show that for any 0 ≤ φ ∈ C∞0 (Q) we have
(2.8)
∫
Q
φ〈A∇K,∇K〉 ≤ C
∫
Q
φ,
with C not depending on φ.
So we compute using the facts that K and ∇ · A∇K are locally
bounded: ∫
Q
φ〈A∇K,∇K〉 =
∣∣∣∣
∫
Q
K∇ · φA∇K
∣∣∣∣
≤ C
∣∣∣∣
∫
Q
〈A∇φ,∇K〉
∣∣∣∣+ C
∣∣∣∣
∫
Q
φ∇ · A∇K
∣∣∣∣
≤ 2C
∣∣∣∣
∫
Q
φ∇ · A∇K
∣∣∣∣ ≤ C ′
∫
Q
φ.
(2.9)
It follows from the results in §4.2 and Appendix A that this Harnack
inequality holds for the operators Mn, which will be our main interest
and will be defined in §2.3.
2.2. Gaussian upper bounds for heat kernels. The material in
this section is mostly taken from [6]. For more information, see sections
1.3, 2.4 and 3.2 there. See also [4] and [19].
Definition 2.6. Let H ≥ 0 be a real self-adjoint operator on L2(Rn).
We call the semigroup e−Ht a symmetric Markov semigroup, if it is
positivity-preserving and a contraction on L∞(Rn).
Remark 2.7. By saying that e−Ht is a contraction on Lp with p 6= 2 we
mean that e−Ht is a contraction on Lp ∩ L2 and can be extended to a
unique contraction on Lp. In the case of L∞ we have to impose the
extra condition of weak* continuity to achieve uniqueness since L∞∩L2
is not norm dense in L∞.
Remark 2.8. A symmetric Markov semigroup is strongly continuous on
Lp with 1 ≤ p <∞, see Theorem 1.4.1 of [6]. This in particular implies
that the generator H commutes with the semigroup e−Ht (see [4]).
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By Theorem 1.3.5 of [6], any self-adjoint divergence form operator
with non-negative symbol and core C∞0 (R
n) gives rise to a symmetric
Markov semigroup. The Theorem there is stated for “elliptic” opera-
tors, but the proof works for any non-negative symbol. The keywords
here are self-adjointness and core C∞0 . Both follow for Mn from the
fact that σ(Mn) ∈ W 1,2loc (R(n−1)d) (Proposition 4.3). See Theorem 1.2.5
of [6].
Definition 2.9. Let e−Ht be a symmetric Markov semigroup on L2(Rn).
We say that e−Ht is ultracontractive if the map e−Ht is bounded from
L2 to L∞ for every t > 0.
Definition 2.10. Suppose that C∞0 (R
n) ⊆ Dom(H). Let e−Ht be a
symmetric Markov semigroup on L2(Rn). We say that e−Ht (or H or
σ(H)) is of dimension µ if there is C2 <∞ such that for all t > 0 and
f ∈ L2(Rn) we have
(2.10) ||e−Htf ||∞ ≤ C2t−µ/4||f ||2.
Note that the dimension of a semigroup need not be unique.
There is a standard method for obtaining global Gaussian upper
bounds for heat kernels of divergence form operators with nonnegative
symbols using global space-independent bounds. A good reference for
this is [4].
Definition 2.11. Let A be a symbol on Rn. The function
dA(x, y) := sup
{|φ(x)− φ(y)| : φ is C∞ and bounded with
〈∇φ,A∇φ〉 ≤ 1 on Rn}(2.11)
is called the metric associated with A (or H , if H := −∇ ·A∇ or e−tH
or the heat kernel of H).
The following Theorem was proved by Davies [4].
Theorem 2.12. Let µ be a positive real number. Suppose H := −∇ ·
A∇ ≥ 0 is a positive self-adjoint divergence form operator with e−Ht
a symmetric Markov semigroup of dimension µ. Then for each δ > 0
there is Cδ <∞ such that the heat kernel K of e−Ht satisfies
(2.12) 0 ≤ K(t, x, y) ≤ Cδt−µ/2 exp{−dA(x, y)
2
4(1 + δ)t
}
for all 0 < t <∞ and x, y ∈ Rn. Besides δ, Cδ depends only on µ and
the constant C2 of Definition 2.10.
Proof. See [4]. 
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We shall use the following Theorem later to get the dimension ofMn
in Corollary 4.22. It was proved by Varopoulos [19]. John Nash [18]
also proved a similar result.
Theorem 2.13. Suppose C∞0 (R
n) ⊆ Dom(H). Let e−Ht be a symmet-
ric Markov semigroup on L2(Rn) and let µ > 2 be given. Then there is
C1 <∞ such that for all f ∈ C∞0 (Rn) we have
(2.13) ||f ||22µ/(µ−2) ≤ C1〈f,Hf〉.
if and only if there is C2 <∞ such that for for all t > 0 and f ∈ L2(Rn)
we have
(2.14) ||e−Htf ||∞ ≤ C2t−µ/4||f ||2.
Here the constants C1 and C2 depend only on each other and the number
µ.
Proof. This is just Theorem 2.4.2 of [6]. 
Remark 2.14. One can show using the Schwartz Kernel and Radon-
Nikodym Theorems that a bounded linear map L : L1 → L∞ has a
integral kernel that is a function in L∞ whose L∞-norm equals the
operator norm of L. Since our e−Ht is self-adjoint, boundedness of
e−Ht : L2 → L∞ implies boundedness of e−Ht : L1 → L2, so in this case
we have a heat kernel that is a genuine function.
Finally, we give a nice way to estimate heat kernels of operators H
that have symbols satisfying σ(H) ∼ A1 ⊕A2.
Theorem 2.15. Suppose that for i = 1, 2, Ai is a symbol on Rni
such that et∇·Ai∇ is a symmetric Markov semigroup on L2(Rni) and
B ∼λ A1 ⊕A2. Suppose also that the heat kernels of Ai’s satisfy
(2.15) KAi(t, x, y) ≤ Cit−
µi
2 exp{−dAi(x, y)
2
Cit
}.
Then there is C < ∞ depending only on C1, C2, µ1, µ2 and λ so that
the heat kernel of B satisfies
(2.16) KB(t, x, y) ≤ Ct−
µ1+µ2
2 exp{−dA1(x, y)
2 + dA2(x, y)
2
Ct
}.
Proof. Since KA1⊕A2(t, (x1, x2), (y1, y2)) = KA1(t, x1, y1)KA2(t, x2, y2),
we can conclude that
(2.17) KA1⊕A2 ≤ C1C2t−
µ1+µ2
2 ,
which by Riesz-Thorin interpolation theorem and the fact that et∇·A1⊕A2∇
is a contraction L∞ imply (2.14) for H = −∇ · A1 ⊕ A2∇. Therefore
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by Theorem 2.13
(2.18) ||f ||22µ/(µ−2) ≤ C3〈∇f, (A1 ⊕ A2)∇f〉
for any f ∈ C∞0 (Rn1+n2) with C3 depending only on C1C2 and µ1+µ2.
Since A1 ⊕ A2 ≤ λ−1B, we have
(2.19) KB ≤ C4t−
µ1+µ2
2 ,
with C4 depending only on C1C2, µ1 + µ2 and λ. We now apply Theo-
rem 2.12 to conclude the claim. 
2.3. The definition of the operators Mn. For the rest of the paper,
we fix a constant ξ, 0 < ξ < 2 and an integer d ≥ 2. Here d is the
dimension of the “physical” space.
Next, we overload the symbol d immediately and let d be the map
from Rd to d× d matrices defined by
(2.20) d(x) := C
∫
Rd
1− cos(k · x)
|k|d+ξ (1− kˆ ⊗ kˆ) dk,
with
(2.21) C :=
(4π)d/22ξξΓ((d+ ξ + 2)/2)
(d− 1)Γ((2− ξ)/2) .
A computation (see e.g. [8]) shows that
(2.22) d(x) = |x|ξ
(
(1 +
ξ
d− 1)1−
ξ
d− 1 xˆ⊗ xˆ
)
.
In the following definition, we denote vectors in Rnd by {vi}ni=1, where
each vi is a vector in Rd.
Definition 2.16. Let n ≥ 2. The operator Mscn := −∇ · σ(Mscn )∇ is
the one with the symbol
(2.23) σ(Mscn ) := −
∑
1≤i<j≤n
〈vi, d(xi − xj)vj〉
If a ∈ Rd, we denote the vector (xi + a)ni=1 by x + a. We call a
function f : Rnd → R translationally invariant, if for every a ∈ Rd and
x ∈ Rnd we have f(x) = f(x+ a).
We shall be interested in Mscn acting on translationally invariant
functions, so we need to reduce the number of total space dimensions
to (n− 1)d.
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In other words, we set xi := yi − yi+1 for 1 ≤ i ≤ n− 1, so
(2.24)
∂
∂yαi
=


∂
∂xα1
if i = 1,
∂
∂xαi
− ∂
∂xαi−1
if 2 ≤ i ≤ n− 1 and
− ∂
∂xαn−1
if i = n.
Denote the symbol obtained in this way by σ(Mn). A simple calcu-
lation shows that σ(Mn) equals
(2.25)
n−1∑
i=1
n−1∑
j=i
〈vi, (d(
j∑
k=i
xk)−d(
j−1∑
k=i
xk)−d(
j∑
k=i+1
xk)+d(
j−1∑
k=i+1
xk))vj〉
In particular,
(2.26) σ(M2) = 〈v1, d(x1)v1〉,
σ(M3) =〈v1, d(x1)v1〉+ 〈v2, d(x2)v2〉+
〈v1, (d(x1 + x2)− d(x1)− d(x2))v2〉(2.27)
and
σ(M4) =〈v1, d(x1)v1〉+ 〈v2, d(x2)v2〉+ 〈v3, d(x3)v3〉
〈v1, (d(x1 + x2)− d(x1)− d(x2))v2〉
〈v2, (d(x2 + x3)− d(x2)− d(x3))v3〉
〈v1, (d(x1 + x2 + x3)− d(x1 + x2)− d(x2 + x3) + d(x2))v3〉
(2.28)
3. Overview
Our intent here is to give some intuition on the arguments of this
paper and how they lead to the proof of Theorem 1.1. What is obvious
at first sight, is that if Theorem 1.1 is to hold, the Green’s functions
of the operators M2n should be locally integrable in the sense that for
every n ≥ 2 there is C <∞ so that for every x ∈ R(2n−1)d we have
(3.1)
∫
B(x,1)
d(2n−1)dy GM2n(x, y) < C.
One might hope to get (3.1) to hold using the heat kernel estimate
of Theorem 2.12, but unfortunately this direct approach fails. First of
all we see that σ(M2) ∼ | · |ξ. Applying Definition 2.11, Corollary 4.22
and Theorem 2.12 to this, we find a C <∞ such that
(3.2) KM2(t, x, y) ≤ Ct−
d
2−ξ exp{−|x− y|
2
Ct
}
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for |x| = 1 and |x− y| ≤ 1
2
. Integrating with respect to t from 0 to ∞
we get
(3.3) GM2(x, y) ≤ C ′|x− y|2−
2d
2−ξ .
This estimate yields (3.1) only when 2 − 2d
2−ξ
> −d, that is ξ < 4
d+2
.
We might be satisfied with the fact that (3.1) holds only for small ξ, but
there is worse to come: For each σ(Mn) will have points x ∈ S(n−1)d−1
so that σ(Mn) ∼ 1 in a neighbourhood U of x. A similar argument as
above now yields
(3.4) GM2n(x, y) ≤ C ′|x− y|2−
2(n−1)d
2−ξ
for y ∈ U . This yields (3.1) for Mn only when ξ < 4(n−1)d+2 , which
means trouble: Given ξ with 0 < ξ < 2, there will always some be N
so that our argument above fails to give local integrability for Mn with
n ≥ N .
On the other hand, sinceM2 is uniformly elliptic in a neighbourhood
U of x, the heat kernel of M2 should behave like the heat kernel of the
Laplacian for small times and small distances from x.
Turning this analysis into formulas let’s suppose
(3.5) KM2(t, x, y) ≤ C2t−
d
2 exp{−|x− y|
2
C2t
}
for |x| = 1, |x − y| ≤ ǫ ≤ 1
2
and 0 < t ≤ t0. Since there is C3 < ∞
so that t−
d
2−ξ ≤ C3t− d2 for t ≥ t0, we can combine (3.2) with (3.5) and
conclude that
(3.6) KM2(t, x, y) ≤ C4t−
d
2 exp{−|x− y|
2
C4t
}
for |x| = 1, |x − y| ≤ ǫ and 0 < t < ∞. Now an integration w.r.t. t
from 0 to ∞ yields
(3.7) GM2(x, y) ≤ C5|x− y|2−d
for |x| = 1 and |x − y| ≤ ǫ. The same holds for Mn with n > 2. This
leads us to a further twist: for n > 2, σ(Mn) has degeneracies also
outside of the origin, but fortunately in the end these turn out not to
be problematic.
A few words on the structure of the rest of the paper. In §4 the
symbols of Mn are analyzed in detail. The local analysis of the heat
kernels is done in §5. Theorem 1.1 is proved in §6. Finally, there are
three appendices containing technicalities.
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4. The operators Mn
From now on, we live in R(n−1)d and denote vectors of R(n−1)d with
v = (vi)
n−1
i=1 and x = (xi)
n−1
i=1 , where vi, xi ∈ Rd.
The symbol of Mn has a bunch of useful symmetries, inherited from
Mscn . For L : Rk → Rl a surjective linear mapping and A a symbol on
Rk which for all x ∈ Rk is constant on {x} + kerL denote AL(x) :=
LA(L−1x)LT , where L−1 is some right-inverse of L. Let Ln : Rnd →
R(n−1)d be given by the matrix (Ln)ij := δij − δi+d,j , so that σ(Mn) =
σ(Msc)Ln
We let
(4.1)
Ln = {LnLL−1n : L is a permutation of the coordinate axes of Rnd}.
Now σ(Mn)
L = σ(Mn) for every L ∈ Ln
Remark 4.1. Let A1 and A2 be two symbols on Rk and let G1, G2 ⊆
GL(Rk) be their respective symmmetry groups, i.e
(4.2) Gi := {L ∈ GL(Rk) : ALi = Ai},
for i ∈ {1, 2}. Now if A1 ∼ A2 on U , then A1 ∼ A2 on LU for any
L ∈ G1 ∩G2.
Remark 4.2. A simple calculation shows that Mn is degenerate, when-
ever∑b
i=a xi = 0, where 1 ≤ a ≤ b ≤ n−1. In fact these are the only points
where Mn degenerates, as we see in Theorem 4.7. To avoid lengthy
statements in the rest of the paper, we denote {x ∈ R(n−1)d : xi = 0}
by {xi = 0} and similarly for the other sets.
Proposition 4.3.
(4.3) σ(Mn) ∈ W 1,2loc (R(n−1)d)
Proof. The case 1 < ξ < 2 is an easy computation, since then σ(Mn)
is continuously differentiable.
In case 0 < ξ ≤ 1, we let
(4.4) F :=
⋃
1≤a≤b<n
{
b∑
i=a
xi = 0}.
A relatively simple calculation shows that there is C <∞ such that
(4.5) |∇(σ(Mn))(x)| ≤ Cd(x, F )ξ−1.
Since F is a finite union of vector subspaces of codimension d ≥ 2, we
can conclude that d(x, F )ξ−1 is a locally square integrable function. 
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Remark 4.4. It is trivial to get an upper bound for Mn:
(4.6) σ(Mn) ≤ ( sup
|y|=|w|=1
〈w, σ(Mn)(y)w〉)|x|ξ|v|2.
We obtain a better upper bound in section §4.2.
Proposition 4.5. For any ǫ ∈ (0, 1) there is C <∞ such that
(4.7) dσ(Mn)(x, y) ≤ C|x− y|1−ξ/2,
when |x− y| ≥ ǫ|x|.
Proof. By Definition 2.11 and Remark 4.4 it suffices to show that there
is C <∞ such that d|·|ξ(x, y)2 ≤ C|x−y|2−ξ, when |x−y| ≥ ǫ|x|. Trivial
dimensional analysis gives d|·|ξ(x, y) = |x|1−ξ/2d|·|ξ(xˆ, y|x|). Therefore we
may assume |x| = 1. By rotational symmetry, we may fix x. By scaling,
there is C ′ <∞ so that C ′|y|1−ξ/2 = d|·|ξ(0, y). Since now
d|·|ξ(x, y)
2
|x− y|2−ξ = C
′
d|·|ξ(x, y)
2
d|·|ξ(0, x− y)2
,(4.8)
it suffices to show that f(R) := sup|x−y|=R d|·|ξ(x, y)/d|·|ξ(0, x− y) is a
bounded function of R for R ∈ [ǫ,∞). Obviously f is continuous. By
continuity of d|·|ξ we have
(4.9)
d|·|ξ(x, y)
2
d|·|ξ(0, x− y)2
=
d|·|ξ(
x
|x−y|
, y
|x−y|
)2
d|·|ξ(0, x̂− y)2
→ d|·|ξ(0, yˆ)
2
d|·|ξ(0, yˆ)2
= 1
as |x− y| → ∞. 
4.1. Fourier integral representation and the degeneration set.
Definition 4.6. Let A be a symbol. We call the set
(4.10) Dgn(A) := {x ∈ Rn : A(x) is not invertible}
the degeneration set of A.
The following Fourier integral representation of the symbol is crucial
for the computation of the degeneration sets ofMn (which then implies
corresponding properties for the operators Mn to be introduced later).
Theorem 4.7. The degeneration set of Mn is
(4.11) Dgn(Mn) =
⋃
1≤i≤j<n
{x ∈ R(n−1)d : |xi + ... + xj | = 0}.
14 VILLE HAKULINEN
Proof. By Remark 4.2, it suffices to show that for every v ∈ Rnd with∑n
i=1 vi = 0 we have −
∑
1≤i<j≤n〈vi, d(xi−xj)vj〉 > 0 whenever xi 6= xj
for all 1 ≤ i < j ≤ n.
We have
−
∑
1≤i<j≤n
〈vi, d(xi − xj)vj〉 = −1
2
∑
1≤i,j≤n
〈vi, d(xi − xj)vj〉
= −C
2
∫
Rd
Re(
∑
1≤i,j≤n
1− eik·(xi−xj)
|k|d+ξ 〈vi, (1− k ⊗ k)vj〉) dk
=
C
2
∫
Rd
Re〈
n∑
i=1
vie
ik·xi,
1− k ⊗ k
|k|d+ξ
n∑
i=1
vie
ik·xi〉 dk
(4.12)
The rest goes as in Proposition 1 of [8]: For the integral to be zero,
we have to have
(4.13)
n∑
i=1
vie
ik·xi = α(k)k
almost everywhere for some scalar function α. Taking the exterior
product (i.e. the antisymmetric part of the tensor product) with re-
spect to k and Fourier transforming in the sense of distributions we
arrive at
(4.14)
n∑
i=1
vi ∧ ∇δ(x− xn) = 0.
Thus for any smooth test function φ
(4.15)
n∑
i=1
vi ∧∇φ(xn) = 0.
This is a contradiction since the values of∇φ can be arbitrarily specified
on a discrete set and the xn’s are all distinct. 
4.2. Estimates for the symbol of Mn. We shall now show that
the symbol of Mn can be estimated using the symbols of Mm, m ∈
{2, ..., n− 1}.
Definition 4.8. Let x ∈ R(n−1)d. The dimension of the zero eigenspace
of σ(Mn) at x divided by d is called the rank of the point x and denoted
rk(x). In particular x is a degeneration point of σ(Mn) iff rk(x) > 0.
Below, for a symbol A and invertible linear transformation L we
define the symbol AL by the formula AL(x) := LA(L−1x)LT .
PASSIVE ADVECTION AND THE DEGENERATE ELLIPTIC OPERATORS Mn15
Theorem 4.9. Let n ≥ 2 and x ∈ S(n−1)d−1. Then either Mn is
uniformly elliptic in some neighbourhood of x or there is a invertible
linear transformation L of R(n−1)d, a neighbourhood U of Lx so that
σ(Mn)
L ∼ ⊕ki=1 σ(Mni) ⊕ 1 on U with k ≥ 1, each nk ≥ 2, rk(x) =∑k
i=1(nk − 1) < n− 1 and (Lx)i = 0 for 1 ≤ i ≤
∑k
j=1(nk − 1).
Let’s introduce some convenient notation at this point. First of all
[i, j] := {i, ..., j}. Let A ⊆ [1, n]. Then we write
xA :=
∑
i∈A
xi
γA := 〈vminA, (d(xA)− d(xA\{minA})
− d(xA\{maxA}) + d(xA\{minA,maxA}))vmaxA〉
σA :=
∑
i,j∈A;i≤j
γA∩[i,j].
(4.16)
Moreover xi,j := x[i,j], σi,j := σ[i,j], γi,j := γ[i,j] and σi := γi := γ{i}.
4.3. Two propositions for the proof of Theorem 4.9. Our pur-
pose here is to prove Proposition 4.10 and Proposition 4.17. Let us
illustrate what we’re going to do by studying σ(M3) in some detail.
Let x ∈ S2d−1 be such that x1 = 0, i.e. x = (x1, x2) with x2 ∈ Sd−1.
We’ll show that there is a neighbourhood U of x and C < ∞ so that
for every y ∈ U we have
(4.17)
1
C
(|y1|ξ|v1|2 + |y2|ξ|v2|2) ≤ σ(M3)(y) ≤ C(|y1|ξ|v1|2 + |y2|ξ|v2|2).
Let E be given by Lemma 4.11 and let ǫ ∈ (0, 1
4
) be such that
(4.18) E
(
(2ǫ)1−ξ/2 + (2ǫ)ξ/2
)≤ 1
2
and let
(4.19) U := B(0, ǫ)× {1
2
< |y2| < 3
2
}.
By our choice of ǫ we have
(4.20) |γ1,2| ≤ 1
2
(|y1|ξ|v1|2 + |y2|ξ|v2|2)
in U . In other words (4.17) holds and thus σ(M3) ∼ σ(M2)⊕ 1 on U .
Proposition 4.10 will be used when we have several (or all) coordi-
nates away from the degeneration set. As might be guessed from our
calculation with σ(M3), the point of Lemmata 4.11-4.14 is that in the
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proof of Theorem 4.9 we need to have estimates for the crossterms with
the flavor
(4.21) |γi,j| ≤ something · (|xi|ξ|vi|2 + |xj |ξ|vj |2).
We have neatly blackboxed all this mess into Proposition 4.17; the Lem-
mata of this section are not directly used in the proof of Theorem 4.9.
The proofs can be found in Appendix B.
Proposition 4.10. Suppose n ≥ 1, ǫ ∈ (0, 1) and let
(4.22)
A := {x ∈ Rnd : ǫmax{|xi,j| : 1 ≤ i ≤ j ≤ n} ≤ min{|xi,j| : 1 ≤ i ≤ j ≤ n}}.
Then there is C <∞ so that for every x ∈ A we have
(4.23)
1
C
n∑
i=1
|xi|ξ|vi|2 ≤ σ(Mn+1) ≤ C
n∑
i=1
|xi|ξ|vi|2
Lemma 4.11. There is a constant E <∞ such that if 1 ≤ i < n and
|xi| < 12 |xi+1|, then
|〈vi,(d(xi + xi+1)− d(xi)− d(xi+1))vi+1〉|
≤ E
(( |xi|
|xi+1|
)1−ξ/2
+
( |xi|
|xi+1|
)ξ/2)
(|xi|ξ|vi|2 + |xi+1|ξ|vi+1|2).
(4.24)
Lemma 4.12. There is a constant E <∞ such that if 1 ≤ i < i+1 <
j ≤ n, |xi| < 12 min{|xi+1,j|, |xi+1,j−1|} and |xj| > 0, then
|〈vi,(d(xi,j)− d(xi+1,j)− d(xi,j−1) + d(xi+1,j−1))vj〉|
≤ E
(( |xi|
|xi+1,j |
)1−ξ/2( |xi+1,j |
|xj |
)ξ/2
+
( |xi|
|xi+1,j−1|
)1−ξ/2( |xi+1,j−1|
|xj |
)ξ/2)
· (|xi|ξ|vi|2 + |xj |ξ|vj |2).
(4.25)
Lemma 4.13. There is a constant E <∞ such that if 1 ≤ i < i+1 <
j ≤ n, 1
2
|xi+1,j−1| ≤ |xi| < 12 |xi+1,j | and |xj | > 0, then
|〈vi,(d(xi,j)− d(xi+1,j)− d(xi,j−1) + d(xi+1,j−1))vj〉|
≤ E
(( |xi|
|xi+1,j |
)1−ξ/2( |xi+1,j |
|xj |
)ξ/2
+
( |xi|
|xj |
)ξ/2)
(|xi|ξ|vi|2 + |xj|ξ|vj|2).
(4.26)
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Lemma 4.14. There is E < ∞ so that if 1 ≤ i < i + 1 < j ≤ n and
max{|xi|, |xj|} < 13{|xi+1,j−1|}, we have
|〈vi,(d(xi,j)− d(xi+1,j)− d(xi,j−1) + d(xi+1,j−1))vj〉|
≤ E( |xi||xi+1,j−1|
)1−ξ/2( |xi|
|xi+1,j−1|
)1−ξ/2
(|xi|ξ|vi|2 + |xj |ξ|vj |2).
(4.27)
We still have one more Lemma to go before we can start proving
Proposition 4.17. We’ll illustrate it with σ(M6). Let x ∈ S5d−1 with
|x1| = |x3| = |x5| = 0 and |x2|, |x4|, |x2,4| > 0. By Proposition 4.10
σ{2,4}(y2, y4) behaves like |y2|ξ|v2|2 + |y4|ξ|v4|2 in a neighbourhood of
(x2, x4). Unfortunately the relevant part of σ(M6) is γ2+ γ4+ γ2,4, but
at least we would have some hope, if we could get an estimate of the
form
(4.28) |γ2,4 − γ{2,4}| ≤ something · (|y2|ξ|v2|2 + |y4|ξ|v4|2)
for y in a neighbourhood of x.
This is the point of Lemma 4.15. More precisely, let
(4.29) µ := min{|y2|, |y4|, |y2,4|} ≤ max{|y2|, |y4|, |y2,4|} =: ν
and let C <∞ be such that if µ
2
< |y2|, |y4|, |y2 + y4| < 2ν we have
(4.30)
1
C
(|y2|ξ|v2|2 + |y4|ξ|v4|2) ≤ σ{2,4} ≤ C(|y2|ξ|v2|2 + |y4|ξ|v4|2).
Let ǫ ∈ (0, µ
6
) be such that
(4.31) E
((2ǫ
µ
)1−ξ/2(4ν
µ
)ξ/2
+
(2ǫ
µ
)ξ/2) ≤ 1
2C
.
Let
(4.32) U := {|y3| < ǫ and µ
2
< |y2|, |y4|, |y2,4|, |y2 + y4| < 2ν}.
By Lemma 4.15 for y ∈ U we have
(4.33) |γ2,4 − γ{2,4}| ≤ 1
2C
(|y2|ξ|v2|2 + |y4|ξ|v4|2).
Combining (4.33) with (4.30) we conclude that γ2 + γ4 + γ2,4 behaves
like |y2|ξ|v2|2 + |y4|ξ|v4|2 in U .
Again, the proof of the following Lemma can be found in Appendix B.
Lemma 4.15. There is E < ∞ such that if 1 ≤ i < j ≤ n and
{i, j} ⊆ A ⊆ [i, j] and if ∑k∈[i,j]\A |xk| ≤ 12 min{|xk,l| : k, l ∈ A, k ≤ l}
18 VILLE HAKULINEN
Then
|γi,j − γA| ≤ E
(( ∑k∈[i,j]\A |xk|
min{|xk,l| : k, l ∈ A, k ≤ l}
)1−ξ/2(∑k∈A |xk|
|xj |
)ξ/2
+
( ∑k∈[i,j]\A |xk|
min{|xk,l| : k, l ∈ A, k ≤ l}
)ξ/2)
(|xi|ξ|vi|2 + |xj |ξ|vj |2).
(4.34)
If L ∈ GL(R(n−1)d), we shall use the following somewhat weird no-
tation: If x ∈ R(n−1)d, we let Lxi := (Lx)i for 1 ≤ i ≤ n− 1. Similarly,
we let Lxi,j := (Lx)i,j for 1 ≤ i ≤ j ≤ n− 1.
Remark 4.16. Let x be a degeneration point of σ(Mn). We claim that
there is a symmetry L ∈ Ln and A ( {1, ..., n− 1} so that |Lxi| = 0 if
i ∈ A and Lxi,j > 0 if {i, ..., j} 6⊆ A. This is easy to see, if we look at
the original symbol σ(Mscn ). Then the claim above simply says that if
we have points y1, ..., yn ∈ Rd, then there is a permutation π ∈ Sn so
that if yπ(i) = yπ(j) with π(i) ≤ π(j), then yπ(i) = yk with every k with
π(i) ≤ k ≤ π(j). Still in other words: if we pick n possibly coinciding
points from Rd, we can label them with numbers 1, ..., n so that the
coinciding points get consecutive numbers as labels.
Given x and A as above, write A as
(4.35) {i1, ..., j1} ∪ ... ∪ {im, ..., jm}
with i1 ≤ j1 < j1 + 1 < i2 ≤ ... < im ≤ jm and write σ(Mn) as
(4.36) σ(Mn) =
m∑
l=1
σil,jl + σAc +
∑
i,j∈Ac
γi,j − σAc + the rest.
Let µ := min{|xi,j| : {i, ..., j} 6⊆ A} and ν := max{|xi,j| : {i, ..., j} 6⊆
A}.
Proposition 4.17. For any C > 0 there is a neighbourhood U of x so
that
(4.37) |
∑
i,j∈Ac
γi,j − σAc + the rest | ≤ 1
2C
n∑
i=1
|yi|ξ|vi|2
for any y ∈ U .
Proof. For ǫ > 0 let
(4.38)
U ǫ := {y ∈ Rnd : |yi,j| < ǫ if {i, ..., j} ⊆ A and µ/2 < |yi,j| < 2ν otherwise}.
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Let N := n(n−1)
2
be the number of terms in σ(Mn). We’ll find ǫ > 0 so
that each term in (4.37) is ≤ 1
2NC
∑n
i=1 |xi|ξ|vi|2 where we count each
γi,j − γAc∩[i,j] with i, j ∈ Ac as one term.
A (long) moment’s look at Lemmata 4.11-4.15 reveals us that this is
possible. Here’s a list of the requirements for ǫ.
(1) Lemma 4.11: ǫ < µ
4
and E((2ǫ
µ
)1−ξ/2 + (2ǫ
µ
)ξ/2) ≤ 1
2NC
(2) Lemma 4.12: ǫ < µ
4
and 2E(2ǫ
µ
)1−ξ/2(4ν
µ
)ξ/2 ≤ 1
2NC
.
(3) Lemma 4.13: ǫ < µ
4
and E((2ǫ
µ
)1−ξ/2(4ν
µ
)ξ/2 + (2ǫ
µ
)ξ/2) ≤ 1
2NC
(4) Lemma 4.14: ǫ < µ
6
and E(2ǫ
µ
)2−ξ ≤ 1
2NC
(5) Lemma 4.15: nǫ < µ
4
and E((2nǫ
µ
)1−ξ/2(4nν
µ
)ξ/2+(2nǫ
µ
)ξ/2) ≤ 1
2NC
.

4.4. The proof of Theorem 4.9.
Proof. (of Theorem 4.9) We shall prove this Theorem by induction on
n and we shall accomplish this by proving in parallel that there is a
constant C <∞ so that for any x ∈ R(n−1)d there is K ∈ Ln so that
(4.39)
1
C
n−1∑
i=1
|Kxi|ξ|vi|2 ≤ σ(Mn) ≤ C
n−1∑
i=1
|Kxi|ξ|vi|2.
This is trivial for σ(M2). We assume now that the claim above is true
for σ(Mm), 2 ≤ m < n and prove it for σ(Mn). This is done as follows.
For every x ∈ Snd−1 we find a neighbourhood Ux of x so that the claim
above holds on Ux with a constant C(x) depending on x . Since Snd−1
is compact, there is a finite set {x1, ...,xk} so that Snd−1 ⊆
⋃k
i=1 Uxk ,
so the claim above will then hold with C = max1≤i≤k C(xi).
If x is not a degeneration point ofMn+1, then by Proposition 4.10 the
estimate above can be satisfied in a neighbourhood of x with K = 1,
so we assume x is a degeneration point.
We now apply the symmetry discussed in Remark 4.16, so we can
assume there is nonempty A ( {1, ..., n} so that |xi| = 0 if i ∈ A and
|xi,j| > 0 if {i, ..., j} 6⊆ A. Write A as {i1, ..., j1}∪ ...∪{im, ..., jm} with
i1 ≤ j1 < j1 + 1 < i2 < ... < im ≤ jm. Denote Ac := {1, ..., n} \ A.
We may even assume that i1 = 1 and if m > 1, we have jm = n.
Note that rk(x) = #(A). Let U ′ be the neighbourhood of x given by
Proposition 4.17.
Recall that µ and ν were defined as µ := min{|xi,j| : {i, ..., j} 6⊆ A}
and ν := max{|xi,j| : {i, ..., j} 6⊆ A}. Let
(4.40) U := U ′ ∩ {µ
2
< |yB| < 2ν : B 6⊆ A}.
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First of all, let C < ∞ be such that our induction hypothesis is
satisfied with it for 2 ≤ m < n and also that C is so large that the
conclusion of Proposition 4.10 holds with ǫ := µ
4ν
. Also we require that
(4.41)
1
C
max
B 6⊆A
|yB|ξ ≤ 1 ≤ Cmin
B 6⊆A
|yB|ξ
holds whenever y ∈ U .
We claim that on U we have σ(Mn) ∼ σ(Mj1+1) ⊕ 1 if m = 1 and
σ(Mn) ∼ σ(Mj1+1)⊕ 1⊕σ(Mj2−i2+2)⊕ ...⊕1⊕σ(Mn−im+2) otherwise.
Denote the right-hand sides of these expressions collectively as Σ.
By our induction hypotheses, for any y′ ∈ U and any k ∈ {1, ..., m}
there is a symmetry K ∈ Ln so that for 1 ≤ k ≤ m we have
(4.42)
1
C
jk∑
i=ik
|Ky′i|ξ|vi|2 ≤ σ(Mjk−ik+2)(Ky′ik , ..., Ky′jk) ≤ C
jk∑
i=ik
|Ky′i|ξ|vi|2
with C not depending on y′: Just pick such a symmetry Kk ∈ Ljk−ik+2
for k ∈ {1, ..., m} and take any K ∈ Ln such that the restriction to the
yik , ..., yjk coordinates is Kk. Here we have been abusing notation with
the Kk’s so that Kk above operates on coordinates yik , ..., yjk and not
y1, ..., yjk−ik+1. Extend Kk now naturally to whole of R
(n−1)d. We can
now take K to be say K = K1K2...Km−1Km.
Now for every y′ ∈ U fix such a transformation Ky′ and denote
y := Ky′y
′.
By (4.41) and (4.42) we have
(4.43)
1
C
n−1∑
i=1
|yi|ξ|vi|2 ≤ Σ(y) ≤ C
n−1∑
i=1
|yi|ξ|vi|2.
As before, we write
(4.44) σ(Mn) =
m∑
l=1
σil,jl + σAc +
∑
i,j∈Ac
γi,j − σAc + the rest.
The first two terms satisfy
(4.45)
1
C
n−1∑
i=1
|yi|ξ|vi|2 ≤
m∑
l=1
σil,jl + σAc ≤ C
n−1∑
i=1
|yi|ξ|vi|2,
and by Proposition 4.17 we have
(4.46) |
∑
i,j∈Ac
γi,j − σAc + the rest| ≤ 1
2C
n∑
i=1
|yi|ξ|vi|2.
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So we have
(4.47)
1
2C
n−1∑
i=1
|yi|ξ|vi|2 ≤ σ(Mn)(y) ≤ (C + 1
2C
)
n−1∑
i=1
|yi|ξ|vi|2.
Let UK := {y′ ∈ U : Ky′ = K}. Clearly U =
⋃{UK : K ∈ Kn}. We
just proved that for any y′ ∈ U we have σ(Mn) ∼ Σ in Ky′UKy′ . Since
both Σ and σ(Mn) are invariant under K
−1
y′
for any y′ ∈ U , we can
conclude by Remark 4.1 that σ(Mn) ∼ Σ on UKy′ . Since Ln is finite
we can conclude that σ(Mn) ∼ Σ on U . 
Let
L′n := {L ∈ GL(R(n−1)d) : ∃i1, j1, ..., in−1, jn−1 : ∀x1, ..., xn−1 :
L((x1, ..., xn−1)) = (xi1,j1, ..., xin−1,jn−1)}.
(4.48)
Obviously, L′n is a finite set. It is also easy to see that it is a group.
Note that the L as constructed in Theorem 4.9 belongs to L′n.
Remark 4.18. The following Proposition simply says the following:
Suppose we have a symbol of the form
(4.49)
k⊕
i=1
σ(Mni+1)⊕ 1.
This corresponds to a splitting Rnd = Rld⊕R(n−l)d with l = n1+...+nk.
Then we can replace R(n−l)d with any complementary subspace to Rld
and the symbol looks the same in these new coordinates as looks the
symbol in an neighbourhood of 0 which is bounded in the Rld-direction.
Proposition 4.19. Let σ ∼ ⊕ki=1 σ(Mni+1) ⊕ 1 on a set U ⊆ B ×
R(n−l)d with B bounded and l := rk(0) =
∑k
i=1 ni. Let L ∈ GL(Rnd) be
such that
(1) L : {0} × R(n−l)d = {0} × R(n−l)d and
(2) Let P : Rnd → Rld be the natural projection onto the first ld
coordinates and let L′ := L ↾ Rld × {0}. Then
(4.50)
( k⊕
i=1
σ(Mni+1)
)L′ ∼ k⊕
i=1
σ(Mni+1).
With these assumptions
(4.51) σL ∼
k⊕
i=1
σ(Mni+1)⊕ 1
on LU .
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Proof. Without loss of generality we may assume that
(4.52) L :=
(
1 0
M 1
)
,
with M an R(n−l)d × Rld-matrix.
Also without loss of generality we may assume U = B(0, 1)×R(n−l)d.
Let A :=
⊕k
i=1 σ(Mni+1). Denote v := (v1, v2) and x := (x1, x2)
where v1, x1 ∈ Rld and v2, x2 ∈ R(n−l)d. Then
〈v, (A⊕ 1)L(x)v〉 = 〈v1, A((L−1x)1)v1〉+ 〈v1, A((L−1x)1)MT v2〉+
+ 〈MT v2, A((L−1x)1)v1〉+ |v2|2 =: (∗).
(4.53)
Since A(x) is a symmetric matrix for every x the two middle terms
are equal. Moreover, (L−1x)1 = x1 and thus
(4.54) (∗) = 〈v1, A(x1)v1〉+ 2〈v1, A(x1)MT v2〉+ |v2|2 =: (∗∗)
Next, we use induction on rk 0 = n1 + ... + nk. If rk 0 = 1, i.e.
A = σ(M2) we have
(4.55)
1
C
(|v1|2 + |v2|2) ≤ (∗∗) ≤ C(|v1|2 + |v2|2)
for some C <∞ when (x1, x2) ∈ Sd−1×R(n−1)d. Adding (|x1|−ξ−1)|v2|2
and multiplying by |x1|ξ yields
(4.56)
1
C
(|x1|ξ|v1|2 + |v2|2) ≤ (∗∗) ≤ C(|x1|ξ|v1|2 + |v2|2)
when (x1, x2) ∈ B(0, 1)×R(n−1)d. Since σ(M2) ∼ | · |ξ we can conclude
our claim.
Next, suppose our Proposition is true for configurations of rank < l
and we prove our claim when rk 0 = l. Now cover Sld−1 by finitely
many open sets B1, ..., Bm so that
(4.57)
( k⊕
i=1
σ(Mni+1)
)Lj ∼ kj⊕
i=1
σ(Mnj,i+1)⊕ 1
on Bj with some linear transformation Lj and with
∑kj
i=1 nj,i < l.
Letting L′j := L(Lj ⊕ 1), and applying this Theorem on Uj := Bj ×
R(n−l)d we see that
(4.58) σ(Mn+1)
L′j ∼
kj⊕
i=1
σ(Mnj,i+1)⊕ 1
on Uj .
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Now a similar argument as above for rank 0 yields the desired con-
clusion. The reader may fill in the details. 
The following is an immediate corollary to this proposition.
Corollary 4.20. Let L ∈ L be such that for some neighbourhood U of
x we have
(4.59) σ(Mn+1)
L ∼
k⊕
i=1
σ(Mni+1)⊕ 1
on LU . Then for every L′ ∈ L such that
(4.60) L−1 = L′−1 on {|xi| = 0 : 1 ≤ i ≤ rkx}
we have
(4.61) σ(Mn+1)
L′ ∼
k⊕
i=1
σ(Mni+1)⊕ 1
on L′U .
4.5. Some Corollaries.
Corollary 4.21. For every n ≥ 2 there is C > 0 such that
(4.62) Cd(x,Dgn(Mn))
ξ ≤ σ(Mn).
The proof of this fact is easy and thus omitted. The assumptions
of Theorem 2.4 are now satisfied (by Corollary 4.21, Theorem A.1 and
Proposition A.3) for Mn. Moreover, we can directly calculate the di-
mension of Mn:
Corollary 4.22. There is C < ∞ such that for any f ∈ L2(R(n−1)d)
we have
(4.63) ||e−Mntf ||∞ ≤ Ct−
(n−1)d
4−2ξ ||f ||2.
Moreover, C depends only on the lower bound for σ(Mn).
Proof. By Proposition A.3 there is C <∞ so that
(4.64) ||f ||q ≤ C||d(x,Dgn(Mn))ξ/2∇f ||2 =: (∗)
for any f ∈ C∞0 (R(n−1)d) with q := 2nn+ξ−2 .
By Corollary 4.21 we have
(4.65) (∗) ≤ C ′〈f,Mnf〉.
Finally, by Theorem 2.13 we can conclude that (4.63) holds. 
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Corollary 4.23. For any ρ ∈ (0, 1) there is C <∞ such that for any
x ∈ R(n−1)d and any y 6∈ B(x, ρ|x|) we have
(4.66) KMn(t,x,y) ≤ Ct−
(n−1)d
2−ξ exp{−|x− y|
2−ξ
Ct
}
and
(4.67) GMn(x,y) ≤ C|x− y|2−ξ−(n−1)d.
Proof. This is a direct consequence of Proposition 4.5, Theorem 2.12
and Corollary 4.22. 
Corollary 4.24. Suppose A ∼λ σ(Mn1+1) ⊕ ... ⊕ σ(Mnk+1) ⊕ 1 on
Rld × R(n−l)d with l := n1 + ... + nk < n and let ǫ > 0 be given. Then
there is C < ∞ such that if z 6∈ B(y1, ǫ|y1|) × B(y2, ǫ|y1|1−ξ/2) (here
y := (y1, y2) ∈ Rld × R(n−l)d), we have
(4.68) KA(t, y, z) ≤ Ct−
ld
2−ξ
−n−l
2 exp{−|y1 − z1|
2−ξ + |y2 − z2|2
Ct
}.
Moreover C depends on A only through λ, n1, ..., nk and n.
Proof. The proof is straightforward using Theorem 2.15, Proposition 4.5
and Corollary 4.22 and we leave the details for the reader. The only
finesse is the appearance of B(y2, ǫ|y1|1−ξ/2) above. This is due to the
fact that if z1 ∈ B(y1, ǫ|y1|) and z2 6∈ B(y2, ǫ|y1|1−ξ/2), we have
|y1 − z1|2−ξ + |y2 − z2|2 ≤ (ǫ|y1|)2−ξ + |y2 − z2|2
≤ ǫ−ξ|y2 − z2|2 + |y2 − z2|2.
(4.69)

5. Local estimates for the heat kernel
The main result in this section is Theorem 5.12. Superficially it is
very similar to Corollary 4.24, but there is a very important difference:
In Corollary 4.24 one assumes that
(5.1) A ∼ σ(Mn1+1)⊕ ...⊕ σ(Mnk+1)⊕ 1
in Rnd but in Theorem 5.12 A = σ(Mn+1) and (5.1) holds only in a
relatively compact neighbourhood of a point x. The point of this sec-
tion is to close the gap between these two results. We start with some
technicalities and prove a uniform version of the Harnack inequality
adapted to our case.
Remark 5.1. In a few places we use the somewhat terse assumption “A
has a heat kernel”. In these places we assume that A has a heat kernel
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K such that both K(·, x, ·) and K(·, ·, x) are solutions to ut + Au = 0
in the sense of Remark 2.5 and that for every t and x we have both
(5.2)
∫
dyK(t, x, y) ≤ 1 and
∫
dy K(t, y, x) ≤ 1.
In the cases that are of interest to us (see Remark 2.14) this is the case
and moreover our heat kernels are symmetric in the spatial coordinates.
A well-known argument (see for example [20], section I.3, page 5)
yields the following: Suppose A is a divergence-form operator on Rn
with a nonnegative symbol. Suppose also that A is uniformly elliptic on
some ball B and that A has a heat kernel. Then for any ball B′ ⊂⊂ B
there is C <∞ such that we have
(5.3) K(t, x, y) ≤ Ct−n/2
whenever t ∈ (0, 1], x ∈ B′ and y ∈ Rd. We shall now make a general-
ization (Corollary 5.5) of this result.
So for the rest of the section we fix a symbol A on Rnd and suppose
that
(5.4) A ∼λ σ(Mn1+1)⊕ ...⊕ σ(Mnk+1)⊕ 1
on B(0, 2) × B(0, 2) ⊆ Rld × R(n−l)d, where l := n1 + ... + nk. Let’s
denote
(5.5) Q := B(0, 1)× B(0, 1) and D := Snd−1 × B(0, 1).
Proposition 5.2. For each t ∈ (0, 1] there is an open covering {U ty}y∈Q
of Q with the following properties:
(1) y ∈ U ty for every y ∈ Q and t ∈ (0, 1].
(2) There is ǫ > 0 not depending on t such that B(y1, ǫt
1/2−ξ) ×
B(y2, ǫ
√
t) ⊆ U ty
(3) For every t ∈ (0, 1], every y ∈ Q and every positive solution u of
ut = ∇ · A∇u on (0, 3)× U ty we have
(5.6) sup
y′∈U ty
u(t, y′) ≤ C inf
y′∈U ty
u(2t, y′).
Moreover, C depends on A only through λ, n1, ..., nk and n.
Remark 5.3. Strictly speaking in (3) we only assume u is a solution of
ut = ∇ · A∇u in the sense of Remark 2.5 on (ǫ, 3) × U ty for every
ǫ ∈ (0, 3).
Corollary 5.4. Proposition 5.2 holds with obvious modifications for
any affine transform AK of A with possibly different ǫ and C.
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To give some intuition to the reader we first give a Corollary to this
Proposition.
Corollary 5.5. There is C <∞ such that
(5.7) KA(t, y, y
′) ≤ Ct− ld2−ξ− (n−l)d2
for any y ∈ Q, y′ ∈ Rnd and t ∈ (0, 1].
Proof. By Proposition 5.2 for any y ∈ Q and y′ ∈ Rnd we have
t
ld
2−ξ
+
(n−l)d
2 KA(t, y, y
′) ≤ C ′|U ty| sup
y′′∈U ty
KA(t, y
′′, y′)
≤ CC ′|U ty| inf
y′′∈U ty
KA(2t, y
′′, y′)
≤ CC ′
∫
U ty
KA(2t, y
′′, y′) dy′′
≤ CC ′.
(5.8)

Next we prove a small Lemma used in the proof of Proposition 5.2.
The setup here is the following. Let y ∈ D. In our proof of Proposi-
tion 5.2 we use induction on rank. By Theorem 4.9 there is an invertible
affine transformation Ky of Rnd sending y to 0 so that
(5.9) AKy ∼ σ(Mn′1+1)⊕ ...⊕ σ(Mn′k+1)⊕ 1
on B(0, 2)×B(0, 2) with l′ := n′1+ ...+n′k < l. Now Lemma 5.6 allows
us to conclude that if (2) of Proposition 5.2 holds for the covering
associated with y in Ky-coordinates with some ǫ (for convenience, we
have put this ǫ equal to 1 in the statement of Lemma 5.6), then it holds
in the usual coordinates of Rnd with some other ǫ.
Here is our choice of the subspaces for Lemma 5.6:
(1) S1 := K
−1
y [R
l′d × {0}]− {y} and
(2) S2 := K
−1
y [{0} × R(n−l′)d]− {y}.
In other words S2 is the degeneration subspace associated with y. The
fact that y ∈ Q guarantees that {0} × R(n−l)d ⊆ S2. Note that the
−{y} in the definition of S2 is redundant, since y ∈ S2, but we didn’t
want to confuse the reader a few lines ago, did we?
Lemma 5.6. Let S1, S2 be a splitting of Rnd into complementary sub-
spaces so that {0} × R(n−l)d ⊆ S2. Assume also that each of them is
equipped with a norm and denote the balls with respect to these norms
with Bi(x, r) with i = 1, 2. Then there is ǫ > 0 so that
(5.10) B(0, ǫt1/(2−ξ))× B(0, ǫ√t) ⊆ B1(0, t1/(2−ξ))×B2(0,
√
t)
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for any t ∈ (0, 1].
Proof. Obviously there is ǫ > 0 so that
(5.11) B(0, ǫ)× B(0, ǫ) ⊆ B1(0, 1)× B2(0, 1)
Let us write B(0, ǫt1/(2−ξ))× B(0, ǫ√t) as
(5.12) B(0, ǫt
1
2−ξ )× R(n−l)d ∩ B(0, ǫ√t)× B(0, ǫ√t)
and similarly for B1(0, t
1/(2−ξ)) × B2(0,
√
t) (we used the fact that
t1/(2−ξ) ≤ √t for t ∈ (0, 1]).
Now since {0} × R(n−l)d ⊆ S2, we conclude by scaling that
(5.13) B(0, ǫt
1
2−ξ )× R(n−l)d ⊆ B1(0, t
1
2−ξ )× S2.
for any t > 0.
Also by scaling we get
(5.14) B(0, ǫ
√
t)× B(0, ǫ√t) ⊆ B1(0,
√
t)×B2(0,
√
t).
for any t > 0. 
Proof. (of Proposition 5.2)
If l = 0, then we just choose U ty := B(y,
√
t). Obviously, these sets
satisfy (2) above and by classical results (see again [20], section I.3,
page 5) they satisfy (3) too.
Next we assume that the cases < l have been handled and prove the
Proposition for l. This is done in three phases:
(1) Phase 1: Use our induction hypothesis (i.e. that the cases < l
have been handled) to handle points in D.
(2) Phase 2: Use scaling to handle points z ∈ Q with 0 < |z1| < 1
and times t ∈ (0, |z1|2−ξ]. And finally
(3) Phase 3: Do something creative for points z ∈ Q and times
t ∈ (|z1|2−ξ, 1]. Note that this includes defining the sets U tz
when |z1| = 0.
First, phase 1: By compactness, there is {y1, ..., yk} ⊆ D so that
{K−1yi [B(0, 1)×B(0, 1)]}ki=1 cover D. Obviously each yi is of rank < l.
For each t ∈ (0, 1] and z ∈ D pick U tz to be one of the U tz’s associated
with some of the y1, ..., yk (this is possible by induction hypothesis and
Corollary 5.4). Now these U tz’s satisfy (2) and (3), where (3) satisfied
by induction and (2) is satisfied by Lemma 5.6 (and the discussion
before it) and finiteness of the set {y1, ..., yk}.
Next, phase 2: We define the sets U tz for z’s with 0 < |z1| < 1 and
t ∈ (0, |z1|2−ξ]. This is achieved by scaling A outwards so that in this
scaling z travels to D. Then the symbol Az obtained this way has the
same upper and lower bounds as A on B(0, 2)×B(0, 2), so we can use
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our sets U ty defined above for y ∈ D. After this we just scale things
back.
So, let z ∈ Q with 0 < |z1| < 1 and let
(5.15) yz := (y1/|z1|, z2 + (y2 − z2)/|z1|1−ξ/2).
Let Az be defined by
(5.16) Azij(y) :=


|z1|ξAij(yz) if 1 ≤ i, j ≤ ld
|z1|ξ/2Aij(yz) if 1 ≤ i ≤ ld < j ≤ nd or
1 ≤ j ≤ ld < i ≤ nd
σ(Aij(y
z) if ld < i, j ≤ nd
Similarly define uz by uz(t, y) := u(|z1|ξ−2t, yz). Now if u satisfies
ut = ∇A · ∇u on (0, 3)× B(0, 2) × B(0, 2), then uz satisfies uzt = ∇ ·
Az∇uz on this same set. Since now if A ∼λ σ(Mn1+1)⊕...⊕σ(Mnk+1)⊕1
on B(0, 2)×B(0, 2), then the same is true of Az we can conclude that
(2) and (3) hold for Az with the same constants as for A. So if we scale
back and let
(5.17) U tz = {(|z1|y1, z2 + |z1|1−ξ/2(y2 − z2)) : (y1, y2) ∈ U |z1|
ξ−2t
zˆ }
then (2) and (3) hold for these whenever defined.
Finally, phase 3: To finish the argument, we set for t ≥ |z1|2−ξ
(5.18) U tz = B(0,
3
2
t1/(2−ξ))×B(z2, 1
2
√
t).
Now (2) holds for these sets. To prove (3) we may assume without
loss of generality that z2 = 0 and let A
t be defined as follows:
(5.19)
Atij(y1, y2) :=


t−
ξ
2−ξAij(y1t
1/(2−ξ), y2
√
t) if 1 ≤ i, j ≤ ld
t−
ξ
4−2ξAij(y1t
1/(2−ξ), y2
√
t) if 1 ≤ i ≤ ld < j ≤ nd or
1 ≤ j ≤ ld < i ≤ nd
Aij(y1t
1/(2−ξ), y2
√
t) if ld < i, j ≤ nd
As before, for t ∈ (0, 1] the substitution A 7→ At preserves the con-
stant in the Harnack inequality (Theorem 2.4) and thus we can con-
clude that (3) holds. 
Remark 5.7. It is not hard to modify the previous proof so that for
given ǫ′ > 0 there is ǫ > 0 so that
(1) B(y1, ǫt
1/(2−ξ))× B(y2, ǫ
√
t) ⊆ U ty for every t ∈ (0, 1] and
(2) U ty ⊆ B(y1, ǫ′t1/(2−ξ))×B(y2, ǫ′
√
t), when |y1|2−ξ ≤ t ≤ 1.
(3) U ty ⊆ B(y1, ǫ′|y1|)×B(y2, ǫ′|y1|(2−ξ)/2), when 0 < t ≤ |y1|2−ξ.
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We need (2) and (3) in the proof of Theorem 5.12. There we need to
find ǫ′ > 0 so that U tz and B(y1, ǫ
′t1/(2−ξ)) × B(y2, ǫ′
√
t) are disjoint
whenever z 6∈ B(y1, t1/(2−ξ)) × B(y2,
√
t) and this is hard to arrange
if we don’t have any kind of control over the U tz’s from outside. This
required control is provided by (2) and (3) above. The actual choice of
ǫ′ > 0 is done in Lemma 5.10.
Anyway, it is quite easy to make (2) and (3) hold. First of all, it
is easy to see that (2) and (3) hold with some ǫ′0 > 0 when U
t
y’s are
defined as in the proof of Proposition 5.2. By letting V ty := U
t/T
y with
T := (ǫ′0/ǫ
′)2 we see that V ty ’s for t ∈ (0, 1] satisfy (1)-(3) above together
with the claims of Proposition 5.2. The details are left to the reader.
We will use Proposition 5.2 in this form in the proofs below.
We now have to estimate the tails of the heat kernel. We use a
common probabilistic argument for this (killing probabilities). Denote
(5.20) d(x, y)2 := max{|x1 − y1|2−ξ, |x2 − y2|2}.
Obviously there is C <∞ so that
(5.21) C−1d(x, y) ≤
√
|x1 − y1|2−ξ + |x2 − y2|2 ≤ Cd(x, y)
Below, P yA(sups≤t d(Xs, y) ≥ µ) denotes the probability of the dif-
fusion X associated with A starting from y at time 0 hitting the set
{z : d(y, z) = µ} before time t.
The following is Proposition 6.5 on page 179 of [1].
Proposition 5.8. Suppose A ∼λ 1 on Rl. There is C <∞ depending
on A only through λ such that
(5.22) PyA(sup
s≤t
|Xs − y| ≥ µ) ≤ C exp{−µ
2
Ct
}.
Corollary 5.9. Suppose A ∼λ 1 on B(0, 2) ⊆ Rnd. Then there is
C <∞ depending on A only through λ such that for every y ∈ B(0, 1),
z ∈ B(y, 1
2
) and 0 < t ≤ 1 we have
(5.23) KA(t, y, z) ≤ Ct−nd2 exp{−|y − z|
2
Ct
}
The proof of this Corollary is quite simple and well-known (folklore)
and we shall not prove it here, but the interested reader can reconstruct
the argument from the proof of Theorem 5.12 which is a generalization
of Corollary 5.9.
Unfortunately we need the following technicality in the proofs of
Proposition 5.11 and Theorem 5.12.
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Lemma 5.10. Suppose ǫ′′ > 0 is given. Then there is ǫ′ > 0 so that if
d(y, z) ≥ ǫ′′|y1|1−ξ/2, we have
(5.24) {z′ : d(z, z′) ≤ ǫ′|z1|1−ξ/2} ⊆ {z′ : d(z, z′) ≤ d(y, z)
2
}
and
(5.25)
B(y1, ǫ
′|y1|)× B(y2, ǫ′|y1|1−ξ/2) ∩ B(z1, ǫ′|z1|)× B(z2, ǫ′|z1|1−ξ/2) = ∅.
Proof. Let
(5.26) α :=
d(y, z)2/(2−ξ)
|y1| ,
Then we have
(5.27) |z1| ≤ |y1|+ |y1 − z1| ≤ |y1|+ d(y, z)2/(2−ξ) ≤ (1 + α)|y1|.
So to prove (5.24), we just have to find ǫ′ > 0 so that
(5.28) ǫ′((1 + α)|y1|)1−ξ/2 ≤ 1
2
(α|y1|)1−ξ/2,
whenever α ≥ (ǫ′′)2/(2−ξ). By elementary calculus, we see that this is
possible.
Using similar reasoning, we see that to prove (5.25) we have to find
ǫ′ > 0 so that
(1) ǫ′|y1|+ ǫ′(1 + α)|y1| ≤ α|y1| and
(2) ǫ′|y1|1−ξ/2 + ǫ′((1 + α)|y1|)1−ξ/2 ≤ (α|y1|)1−ξ/2,
when α ≥ (ǫ′′)2/(2−ξ). Again, this is possible. 
Proposition 5.11. Suppose A ∼λ σ(Mn1) ⊕ ... ⊕ σ(Mnk) ⊕ 1 on
Rld+(n−l)d with
∑k
i=1(ni − 1) = l and let ǫ′′ > 0 be given. Then there is
C <∞ such that for µ ≥ ǫ′′|y1|1−ξ/2 we have
(5.29) PyA(sup
s≤t
d(Xs, y) ≥ µ) ≤ C exp{−µ
2
Ct
}.
Proof. Let ǫ′ > 0 be given by Lemma 5.10. By Corollary 4.24, there is
C1 <∞ so that if d(y, z) ≥ ǫ′|y1|1−ξ/2 we have
(5.30) KA(t, y, z) ≤ C1t−
ld
2−ξ
−
(n−l)d
2 exp{−|y1 − z1|
2−ξ + |y2 − z2|2
C1t
}.
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Now a direct computation gives
PyA(sup
s≤t
d(Xs, y) ≥ µ) ≤ PyA(d(Xt, y) ≥ µ/2)
+ PyA(d(Xt, y) ≤ µ/2 and ∃s < t : d(Xs, y) = µ)
≤ PyA(d(Xt, y) ≥ µ/2)
+ PyA(∃s < t : d(Xs, s) = µ and d(Xs, Xt) ≥ µ/2)
≤ PyA(d(Xt, y) ≥ µ/2) + sup
d(y,z)=µ,s≤t
PzA(d(Xs, z) ≥ µ/2)
= (∗).
(5.31)
By (5.24) of Lemma 5.10, for every z ∈ Rnd with d(y, z) = µ we have
(5.32) {z′ : d(z, z′) ≤ ǫ′|z1|1−ξ/2} ⊆ {z′ : d(z, z′) ≤ µ
2
}.
A fortiori we also have
(5.33) {z′ : d(y, z′) ≤ ǫ′|y1|1−ξ/2} ⊆ {z′ : d(y, z′) ≤ µ
2
},
since there are points z ∈ Rd with d(y, z) = µ and |z1| ≥ |y1|.
Thus by (5.30) we can conclude that
(∗) ≤ C2
∫
d(y,z)≥µ/2
t−
ld
2−ξ
−
(n−l)d
2 exp{−|y1 − z1|
2−ξ + |y2 − z2|2
C1t
} dy
≤ C3
∫
|y1−z1|2−ξ≥µ2
t−
ld
2−ξ exp{−|y1 − z1|
2−ξ
C1t
} dy1
+ C3
∫
|y2−z2|≥µ
t−
(n−l)d
2 exp{−|y2 − z2|
2
C1t
} dy2
≤ C exp{−µ
2
Ct
}.
(5.34)

Now we can finish with the local estimates.
Theorem 5.12. Suppose that A ∼λ σ(Mn1+1)⊕ ...⊕ σ(Mnk+1)⊕ 1 on
B(0, 2) × B(0, 2) with l := n1 + ... + nk < n and that A has a heat
kernel. For any ǫ′′ ∈ (0, 1] there is C <∞ so that if y ∈ Q, 0 < t ≤ 1
and ǫ′′|y1|1−ξ/2 ≤ d(z, y) ≤ 12 we have
(5.35)
KA(t, y, z) ≤ Ct−ld/(2−ξ)−(n−l)d/2 exp{|y1 − z1|
2−ξ + |y2 − z2|2
Ct
}.
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Moreover, this estimate depends on A only through λ, n1, ..., nk and n.
Remark 5.13. It is not difficult to modify the proof to take into account
more general sets. One can replace B(0, 2)×B(0, 2) with U := A×B
with A and B open, starlike w.r.t. origin, open and satisfying
(5.36)
⋃
y∈Q
{z : d(z, y) ≤ 1
2
} ⊂⊂ U.
Similarly Q can be replaced with Q′ := A × B with A and B closed
and starlike w.r.t. origin.
Also d can be replaced with any equivalent metric. (Note in partic-
ular that Lemma 5.10 is preserved under replacement by an equivalent
metric with possibly a different ǫ′)
Proof. If 0 < d(z, y)2 ≤ t, then there is C <∞ so that
(5.37) 1 ≤ C exp{−|y1 − z1|
2−ξ + |y2 − z2|2
Ct
}.
Thus in view of Corollary 5.5 we only need to prove the claim for
t ≤ d(z, y)2 ≤ 1.
Let ǫ′ > 0 be given by Lemma 5.10 and let {Uyt } be a collection
of open coverings given by Proposition 5.2 and Remark 5.7 associated
with this ǫ′. We may assume ǫ′ ≤ min{1
2
, 1
2ξ
}.
We want to show that U tz and B(y1, ǫ
′t1/(2−ξ))× B(y2, ǫ′
√
t) are dis-
joint whenever z 6∈ B(y1, t1/(2−ξ))×B(y2,
√
t). The case |y1|2−ξ ≤ t ≤ 1
follows easily, since we assumed ǫ′ ≤ min{1
2
, 1
2ξ
}. In case 0 < t ≤ |y1|2−ξ
we just use Lemma 5.10 to conclude that
(5.38)
B(y1, ǫ
′t1/(2−ξ))× B(y2, ǫ′
√
t) ∩B(z1, ǫ′|z1|)×B(z2, ǫ′|z1|(2−ξ)/2) = ∅,
whenever d(y, z) ≥ ǫ′′|y1|1−ξ/2.
By the proof of Corollary 5.5 we have
t
ld
2−ξ
+
(n−l)d
2 sup
z′∈U tz
KMn+1(t, y, z
′)
≤ C2
∫
U tz
dy′KMn+1(2t, x, y
′).
(5.39)
By Proposition 5.11 we have
(5.40)
∫
U tz
KMn+1(2t, y, z) ≤ C3 exp{−
|y1 − z1|2−ξ + |y2 − z2|2
C3t
},
so we are done. 
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Remark 5.14. Note that the conclusion of the Theorem depends on
n1, ..., nk only through l. In particular the estimate obtained above re-
mains the same, when σ(Mn1+1)⊕...⊕σ(Mnk+1) is replaced by σ(M2)⊕l.
6. Construction of the stationary state
In this section, we shall finally prove Theorem 1.1 modulo some
technicalities whose proofs are postponed until Appendix C. To this
end, we shall inductively show the following
Theorem 6.1. Let χ : Rd → R be compactly supported and nonnega-
tive. Then for some Cn <∞ we have
(6.1) M−12n (M
−1
2n−2(...(M
−1
2 χ⊗ χ)...)⊗ χ) ≤ Cn
n∏
i=1
(1 + |x2i−1|)2−ξ−d.
Obviously Theorem 1.1 follows directly from this.
The following formula is a central tool in this section.
Proposition 6.2. Let 1 ≤ l ∈ N. Then
(6.2)
∫
Rld
dldy |x−y|2−ξ−ld
l−1∏
i=1
(1+|yi|)2−ξ−dχ(yl) ≤ C
l∏
i=1
(1+|xi|)2−ξ−d.
The proof of this Proposition can be found in Appendix C.
We want to show that
(6.3)∫
R(2n−1)d
GM2n(x, y)
n−1∏
i=1
(1+|y2i−1|)2−ξ−dχ(y2n−1) dy ≤ C
n∏
i=1
(1+|xi|)2−ξ−d.
We find finitely many sets {Ai}ki=1 so that together with {(x, y) ∈
R(2n−1)d × R(2n−1)d : |y| ≥ ρ|x|} they cover R(2n−1)d × R(2n−1)d. Let
Axi := {x+ y : (x, y) ∈ Rnd}.
We shall write the above integral as
(6.4)
∫
R(2n−1)d
=
∫
|x−y|≥ρ|x|
+
k(x)∑
j=0
∫
Axj \A
x
j−1
and then prove the desired estimate of (6.3) separately for each term
of the right-hand side.
We apologise the reader for bouncing around with using 2n and n+1,
but for the moment n + 1 is more convenient.
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We will first reduce everything to investigation of operators σ(M2)
⊕l
using Remark 5.14. What we mean by this is the following: Let
(6.5) EC(t, x, y) :=


C|x|− ξd2 t− d2 exp
{
− |x|−ξ|x−y|2
Ct
}
if |y| < |x|
2
Ct−
d
2−ξ exp
{
− |x−y|2−ξ
Ct
}
if |y| ≥ |x|
2
and let
(6.6) EnC(x, y) :=
∫ ∞
0
dt
n∏
i=1
EC(t, xi, yi).
We want to find C <∞ and a finite covering {Ai}mi=1 for Rnd ×Rnd
so that for every i ∈ {1, ..., m} there is Li ∈ L′n+1 so that
(6.7) G
M
Li
n
(t, x, x+ y) ≤ EnC(t, x, x+ y)
whenever (x, y) ∈ LAi.
Then the proof of (6.3) is reduced to the investigation of EC(t, x, y)
(which is just the natural estimate for σ(M2)
⊕n).
We’ll first define Ai’s for symbols A ∼
⊕k
i=1 σ(Mni+1)⊕1 onB(0, 2)×
B(0, 2) by induction on l :=
∑k
i=1 and then use these to define Ai’s for
σ(Mn). In this local case we just cover B(0, 2)× B(0, 2)× B(0, ǫ).
So suppose we have just a uniformly elliptic operator A on B(0, 2).
Then we just take one set A1 := {(x, y) : x ∈ B(0, 1) and |x− y| < 12}.
Next suppose all the cases l′ < l have been handled. Then by induction
hypothesis and compactness of Sld−1 × B(0, 1) there exists a finite set
{x1, ..., xm} of Sld−1 × B(0, 1) so that there are affine transformations
K1, ..., Km so that each Kj sends xj to 0 and A
Kj ∼⊕kii=1 σ(Mnji+1)⊕1
with lj =
∑ki
i=1 n
j
i < l on B(0, 2)× B(0, 2).
Since lj < l, there are {Ai}ki=1 so that Sld−1 × B(0, 1)× B(0, ǫ) gets
covered by them and each Ai is just (L
−1
j )
⊕2A for some associated A
given for AKj .
Moreover the linear part Lj of Kj is of the form
(6.8) Lj :=
(
Mj 0
0 1
)
,
where Mj is a ld× ld-matrix. So there is a neighbourhood
(6.9) Bǫ := {(x, y) : x ∈ Sld−1 × B(0, 1) and |x− y| < ǫ}
so that on Bǫ ⊆
⋃m
i=1 Ui everything is under control.
PASSIVE ADVECTION AND THE DEGENERATE ELLIPTIC OPERATORS Mn35
Let’s define the set A˜i as follows:
(6.10) A˜i := {((rx1, x2), (ry2, r1−ξ/2y2)) :
(x, y) ∈ Ai, x ∈ Sld−1 ×B(0, 1) and r ∈ (0, 1]}.
Clearly there is ǫ′′ > 0 so that {A˜i}mi=1 together with (see again
Theorem 5.12)
(6.11) {ǫ′′|y1|1−ξ/2 ≤ d(z, y) ≤ 1
2
}
cover
(6.12) {(x, y) : x ∈ B(0, 1)× B(0, 1) and |x− y| < ǫ}
for some ǫ > 0.
On this last set A clearly “behaves as” the heat kernel of σ(M2)
⊕l⊕1,
so we have to prove the same for ALi on LiA˜i. This is a rather easy
scaling argument: Pick λ > 0 so that A ∼λ ⊕ki=1 σ(Mni+1) ⊕ 1. Let
y ∈ B(0, 1)×B(0, 1) and denote xy := (|y1|−1x1, |y1|ξ/2−1(y2−x2)+x2).
Define
(6.13) Byij(z
y) :=


|y1|ξAij(z) if 1 ≤ i, j ≤ ld
|y1|ξ/2Aij(z) if 1 ≤ i ≤ ld < j ≤ nd or
1 ≤ j ≤ ld < i ≤ nd
Aij(z) if ld < i, j ≤ nd.
A straightforward computation shows that By ∼λ ⊕ki=1 σ(Mni+1)⊕
1. By dimensional analysis
(6.14) GA(y, z) = |y1|2−ξ−ld−(1−ξ/2)(n−l)dGBy(yy, zy).
Therefore, since the same scaling property holds for EnC , we can
conclude that
(6.15) GALi (y, z) ≤ EnC(y, z)
on whole of LiA˜i.
Finally for σ(Mn) we just cover Snd−1×B(0, ρ) by the sets described
above and conify these. Now if σ(Mn+1)
L “behaves as” σ(M2)
⊕l⊕1 on
LA, then by scaling it “behaves as” σ(M2)
⊕l⊕σ(M2)⊕(n−l) = σ(M2)⊕n
on CLA, where CLA denotes the conification of LA.
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So we have reduced (6.3) to proving
(6.16)
∫
R(2n−1)d
E2n−1C (x, y)
n−1∏
i=1
(1 + |Ly2i−1|)2−ξ−dχ(Ly2n−1) dy
≤ C ′
n∏
i=1
(1 + |Lxi|)2−ξ−d
for arbitrary L ∈ L′2n and arbitrary C > 0.
To this end, we split the domain of integration in (6.16) into parts
and prove it separately for these parts.
Define the sets Bxj as follows: Assume first that max{|xi| : 1 ≤ i ≤
n} = 1. (We then just simply let Bxj := rBx/rj if max{|xi| : 1 ≤ i ≤
n} = r.
By symmetry we may assume |x1| ≤ ... ≤ |xn| = 1. Let k(x) :=
#({|x1|, ..., |xn|} \ {0}) (i.e. the number of distinct strictly positive
numbers) and let ℓ be defined by
0 < |xℓx1 | = ... = |xℓx2−1| < |xℓx2 | = ... = |xℓx3−1| < ...
< |xℓx
k(x)
| = ... = |xn| = 1(6.17)
with ℓx1 being the smallest integer so that |xℓx1 | > 0. Let rxj := |xℓxj |.
For every x with k(x) > 1, we define x˜ as follows:
(1) x˜i = xi/r
x
k(x)−1 for 1 ≤ i < ℓxk(x) and
(2) x˜i = xi = 1 for ℓ
x
k(x) ≤ i ≤ n.
Clearly for such x, k(x˜) = k(x) − 1. We first give the sets Bxj
inductively in terms of k(x) and then explicitly. First of all, for all our
x let
(6.18) Bxk(x) := {y ∈ Rnd : |yi − xi| ≤
1
2
for every i ∈ {1, · · · , n}.
In particular, for k(x) = 1 everything is done. If k(x) > 1 and Byj
has been defined for y with k(y) < k(x), we just translate Bx˜j on top of
x and scale it by rxk(x)−1 in the first ℓ
x
k(x)−1 coordinates and by a factor
of (rxk(x)−1)
1−ξ/2 in the rest of the coordinates. In plain formulese, this
is
Bxj := {(ry1,..., ryℓxk(x)−1, xℓxk(x) + r1−ξ/2(yℓxk(x) − xℓxk(x)),
..., xn + r
1−ξ/2(yn − xn)) : y ∈ Bx˜j }.
(6.19)
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Thus, explicitly, we have (denoting ℓxk(x)+1 = n + 1)
Bxj := {y ∈ Rnd :∀i < ℓxj+1 : |xi − yi| ≤
1
2
|xℓxj | and
∀l ∈ {j + 1, ..., k(x)}∀i ∈ {ℓxl , ..., ℓxl+1 − 1} :
|xi − yi| ≤ 1
2
|xℓxj |1−ξ/2|xℓxl |ξ/2}.
(6.20)
For technical reasons related to the fact that the symmetry group
of σ(Mn+1) (i.e. L′n+1) is rather different from the one of σ(M2)⊕n we
have to modify our covering {Bxj } a bit, since with our current covering
(2) of Lemma 6.5 would not be true. (It is true however for such L for
which {Lyl = 0} = {yl′ = 0} for some other l′).
First of all, we can concentrate our investigation to a conical neigh-
bourhood C of the degeneration set, since outside such neighbourhood
for |x− y| ≤ ρ|x| we have
(6.21) EnC(x, y) ≤ C|x|−ξ|x− y|2−nd ≤ C ′|x− y|2−ξ−nd,
and this is sufficient by the computation in Phase 1 of the proof of
Theorem 6.1 below.
Therefore, we pick our conical neighbourhood C and ρ > 0 so that
the set
(6.22)
⋃
x∈C
B(x, 3ρ|x|)
does not contain any of the degeneration points of σ(Mn+1) that are
not degeneration points of σ(Mn+1). Then we just intersect each B
x
j
for x ∈ C with
(6.23)
⋃
x∈C
B(x, 2ρ|x|)
thus forcing (2) of Lemma 6.5 to be true.
After this small diversion, we shall now list some basic properties of
EnC on these sets needed to establish (6.3). The statements of Lemmata
6.3, 6.4 and 6.5 clearly scale if for general x we define Bxj to be rB
x/r
j ,
where r := max{|x1|, ..., |xn|}. So we can assume that r = 1 in the
following proofs.
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Lemma 6.3. For every x ∈ C with |x1| ≤ · · · ≤ |xn|, j ∈ {1, ..., k(x)}
and y ∈ Bxj there are some positive numbers aℓxj , ..., an so that
EnC(x, y) ≤C ′
( n∏
i=ℓxj
a
− ξd
2
i
)(ℓxj−1∑
i=1
|xi − yi|2−ξ+
+
n∑
i=ℓxj
a−ξi |(xi − yi|2
)1− ld
2−ξ
−
(n−l)d
2
(6.24)
on Bxj \Bxj−1.
Proof. This is just a straightforward computation by induction on k(x).

Lemma 6.4. There is C ′ <∞ such that
(6.25)
∫
Bx
j
\Bx
j−1
EnC(x, y) dy ≤ C ′(rxj )2−ξ.
Proof. Again by induction on k(x). 
Lemma 6.5. Let L ∈ L′n+1 (L′n+1 was defined in (4.48)). Then there is
C ′ <∞ such that for every x ∈ C, j ∈ {1, · · · , k(x)} and l ∈ {1, ..., n}
the following hold:
(1) If {yi = 0 : 1 ≤ i ≤ ℓxj − 1} ⊆ {Lyl = 0}, then |Lxl| ≤ C ′rxj .
(2) If {yi = 0 : 1 ≤ i ≤ ℓxj − 1} 6⊆ {Lyl = 0}, then Bxj ⊆ {|Lyl| ≥
C ′−1|Lxl|}.
Proof. As before, without loss of generality we may assume that
max{|x1|, ..., |xn|} = 1 and that |x1| ≤ · · · ≤ |xn|.
First we handle (1). Basically it says that if Lyl can be expressed as
a linear combination of yi’s with 1 ≤ i ≤ ℓxj − 1, then |Lxl| is small.
Since maxL∈L′n+1 ||L|| ≤ C for some C <∞, it suffices to show that in
case of L = 1 we have |xl| ≤ rxj . But this is immediate from the fact
that |xl| ≤ |xℓxj−1 | ≤ |xℓxj | = rxj .
Also in the case of (2), we can immediately restrict our attention to
the case L = 1. This is then immediate using (6.20). 
Proof. (of Theorem 6.1) As was said before, it suffices to prove (6.16)
for x ∈ C, since for x 6∈ C the whole thing reduces to Phase 1 below
using (6.21).
Without loss of generality, we may assume that the support of χ is
so small that if (2) applies to y2n−1, then whenever r
x
j ≥ 1, we have
(6.26) L[R(2n−2)d × suppχ] ⊆ {|Ly2n−1| < C ′−1|Lx2n−1|}.
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Our proof goes as follows. First we split the domain of integration
into parts and then we proceed in three phases:
(1) Phase 1: Handle the integral
∫
|x−y|≥ ρ
|
x|
.
(2) Phase 2: Handle the integrals
∫
Bxj \B
x
j−1
with rxj ≤ 1 and
(3) Phase 3: Handle the integrals
∫
Bxj \B
x
j−1
with rxj ≥ 1.
First, phase 1: We know that for |x− y| ≥ 1
2
|x| we have
(6.27) E2n−1C (x, y) ≤ C1(
2n−1∑
i=1
|Lxi − Lyi|)2−ξ−2(n−1)d,
so we can conclude that
∫
|x−y|≥ρ|x|
d(2n−1)dy E2n−1C (x, y)
n−1∏
i=1
(1 + |Ly2i−1|)2−ξ−dχ(|Ly2n−1|)
≤ C1
∫
R(2n−1)d
d(2n−1)dy (
2n−1∑
i=1
|Lxi − Lyi|)2−ξ−(2n−1)d·
·
n−1∏
i=1
(1 + |Ly2i−1|)2−ξ−dχ(|Ly2n−1|) =: (∗)
(6.28)
By a change of variables we see that
∫
R(n−1)d
n−1∏
i=1
ddy2i (
2n−1∑
i=1
|xi − yi|)2−ξ−(2n−1)d
= (
n∑
i=1
|x2i−1 − y2i−1|)2−ξ−nd
∫
R(n−1)d
n−1∏
i=1
ddz2i ·
· (1 +
n−1∑
i=1
|z2i |)2−ξ−(2n−1)d,
(6.29)
so we can conclude that
(∗) ≤ C1
∫
Rnd
n∏
i=1
ddy2i−1 (
n∑
i=1
|Lx2i−1 − Ly2i−1|)2−ξ−nd·
·
n−1∏
i=1
(1 + |Ly2i−1|)2−ξ−dχ(|Ly2n−1|) =: (∗2).
(6.30)
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By Proposition 6.2, we have
(6.31) (∗2) ≤ C2
n∏
i=1
(1 + |Lx2i−1|)2−ξ−d.
Next, some initial preparation for phases 2 and 3: Let x and j ≤ k(x)
be given and let U := {1, 3, ..., 2n− 1}, let U1 be the set of those l ∈ U
for which (2) of Lemma 6.5 applies and let U2 := U \ U1.
Then, phase 2: so suppose rxj ≤ 1. Then by Lemma 6.4 we have
∫
y∈Bx
j
\Bx
j−1
d(n−1)dy E2n−1C (x, y)
n−1∏
i=1
(1 + |Ly2i−1|)2−ξ−dχ(|Ly2n−1|)
≤ C3 sup
y∈Bxj \B
x
j−1
n∏
i=1
(1 + |Ly2n−i|)2−ξ−d =: (∗3)
(6.32)
Since (1 + |yi|)2−ξ−d ≤ 1 for any i ∈ U , we can conclude that
(6.33) (∗3) ≤ C3 sup
y∈Bxj \B
x
j−1
∏
i∈U2
(1 + |Lyi|)2−ξ−d := (∗4)
By (2) of Lemma 6.5 we have
(6.34) (∗4) ≤ C4
∏
i∈U2
(1 + |Lxi|)2−ξ−d =: (∗5)
Since by (1) of Lemma 6.5 we have |Lxi| ≤ C ′ for i ∈ U1 we can
finally conclude that
(6.35) (∗5) ≤ C5
n∏
i=1
(1 + |Lx2i−1|)2−ξ−d.
Finally, phase 3: If rxj ≥ 1 and 2n− 1 ∈ U2, then by (6.26) we have
(6.36) L[R(2n−2)d × supp χ] ∩Bxj = ∅.
by (2) of Lemma 6.5 and thus in this case we have
(6.37)∫
y∈Bxj
d(n−1)dy E2n−1C (x, y)
n−1∏
i=1
(1 + |Ly2i−1|)2−ξ−dχ(|Ly2n−1|) = 0.
So we may assume 2n− 1 ∈ U1. By (2) of Lemma 6.5 we have
(6.38) (1 + |Lyi|)2−ξ−d ≤ C6(1 + |Lxi|)2−ξ−d
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for i ∈ U2. Therefore
∫
y∈Bxj \B
x
j−1
d(2n−1)dy E2n−1C (x, y)
n∏
i=1
(1 + |Ly2i−1|)2−ξ−d
≤ C7
∏
i∈U2
(1 + |Lxi|)2−ξ−d
∫
y∈Bxj \B
x
j−1
d(2n−1)dy EnC(x− y)·
·
∏
i∈U1\{2n−1}
(1 + |Lyi|)2−ξ−dχ(Ly2n−1) = (∗6).
(6.39)
Writing l′ := 2n− 1− l we get
∫
y∈Bxj \B
x
j−1
d(2n−1)dy E2n−1C (x− y)
∏
i∈U1\{2n−1}
(1 + |Lyi|)2−ξ−dχ(Ly2n−1)
≤ C8
∫
R(2n−1)d
d(2n−1)dy
( n∏
i=l+1
a
− ξd
2
i
)( l∑
i=1
|xi − yi|2−ξ+
+
n∑
i=l+1
a−ξi |xi − yi|2
)1− ld
2−ξ
− l
′d
2 ·
·
∏
i∈U1\{2n−1}
(1 + |Lyi|)2−ξ−dχ(Ly2n−1) = (∗7),
(6.40)
Note that by the definition of U1 we have that in the expression
(6.41)
∏
i∈U1\{2n−1}
(1 + |Lyi|)2−ξ−dχ(Ly2n−1)
depends only on the variables y1, ..., yl.
Using a similar change of variables as in (6.29), we get
(∗7) ≤ C8
∫
Rld
l∏
i=1
ddyi (
l∑
i=1
|xi − yi|2−ξ)1−
ld
2−ξ ·
·
∏
i∈U1\{2n−1}
(1 + |Lyi|)2−ξ−dχ(Ly2n−1)
∫
Rl
′d
2n−1∏
i=l+1
ddyi·
· ( 2n−1∏
i=l+1
a
− ξd
2
i
)
(1 +
2n−1∑
i=l+1
a−ξi |xi − yi|2)1−
ld
2−ξ
− l
′d
2 = (∗8).
(6.42)
By substituting y′i = a
−ξ/2
i yi we see that the last integral is ≤ C9.
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Therefore
(∗8) ≤ C10
∫
Rld
l∏
i=1
ddyi (
l∑
i=1
|xi − yi|2−ξ)1−
ld
2−ξ ·
·
∏
i∈U1\{2n−1}
(1 + |Lyi|)2−ξ−dχ(Ly2n−1) =: (∗9).
(6.43)
Noticing that
∑l
i=1 |xi − yi|2−ξ is essentially just |(x1 − y1, ..., xl −
yl)|2−ξ for estimation purposes, using a similar change-of-variables ar-
gument as before, we can conclude that
(6.44) (∗9) ≤ C11
∏
i∈U1
(1 + |Lxi|)2−ξ−d,
so
(6.45) (∗6) ≤ C12
n∏
i=1
(1 + |Lx2i−1|)2−ξ−d.

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Appendix A. Poincare´ and Sobolev inequalities
The following Theorem was proved in [3].
Theorem A.1. Let q > 2 and let w1 and w2 be two weights on Rn and
suppose that w1 is A2 and that w2 is doubling. Suppose also that for
all balls B′ and B with B′ ⊆ 2B
(A.1)
( |B′|
|B|
)1/n(
w2(B
′)
w2(B)
)1/q
≤ c
(
w1(B
′)
w1(B)
)1/2
with c independent of the balls.
Then the Poincare´ and Sobolev inequalities hold for w1, w2 with q.
So in order to conclude that the Harnack inequality holds for Mn, it
suffices to check the assumptions of above Theorem with w1 = d(x, F )
ξ
with F be a finite union of vector subspaces of Rn or just {0} and w2
either |x|ξ or 1.
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Lemma A.2. Let F be a finite union of vector subspaces of Rn or just
{0}. Suppose ξ > −n. Then wξ(x) := d(x, F )ξ satisfies the following:
There is a constant C <∞ such that for every x ∈ Rn we have
(1) If 0 < r < d(x,F )
2
, then 1
C
d(x, F )ξrn ≤ wξ(B(x, r)) ≤ Cd(x, F )ξrn
and
(2) If r ≥ d(x,F )
2
, then 1
C
rn+ξ ≤ wξ(B(x, r)) ≤ Crn+ξ.
Proof. Since for y ∈ B(x, r) ⊆ B(x, d(x,F )
2
) we have
(d(x,F )
2
)ξ ≤ wξ(y) ≤(3d(x,F )
2
)ξ
, the first estimate follows.
For the second estimate, since wξ(x, r) = |x|n+ξwξ(xˆ, r|x|) we see that
by scaling it suffices to prove the inequality for x ∈ Sn−1. To conclude
the proof, it suffices to prove that
(A.2)
0 < lim
r→∞
sup
x∈Sn−1
1
rn+ξ
wξ(B(x, r)) = lim
r→∞
inf
x∈Sn−1
1
rn+ξ
wξ(B(x, r)) <∞.
The computation is omitted. 
Naturally, the choice of the borderline at d(x,F )
2
was arbitrary. We
can and will put the borderline at ǫd(x, F ) with ǫ ∈ (0, 1) depending
on the situation.
Proposition A.3. Let 0 < ξ < 2 and let F be a finite union of vector
subspaces of Rn of codimension ≥ 2 or just {0}. Let w1 = C1d(x, F )ξ
and w2 = C2|x|ξ with 0 < C1, C2 <∞. Then the Poincare´ and Sobolev
inequalities hold for w1, w2 with q :=
2n
n+ξ−2
and for w1, 1 with q.
Proof. By Lemma A.2 both w1 and w2 are A2, so it suffices to prove the
scaling assumption in Theorem A.1 with q. Now Lemma A.2 implies
that there is a constant C < ∞ such that for every x ∈ Rd and r > 0
and every ball B′ := B(x′, r′) ⊆ B(x, 2r) we have
(1) If 0 < r < d(x,F )
4
, then C−1|x|ξr′n ≤ w(B′) ≤ C|x|ξr′n.
(2) If d(x,F )
4
< r, then C−1r′n+ξ ≤ w(B′) ≤ Crξr′n.
Here w stood for either w1 or w2. Thus we have for some C < ∞ the
following:
(1) If 0 < r < d(x,F )
4
, then
(A.3) C−1
(
r′n
rn
)
≤
(
w(B′)
w(B)
)
≤ C
(
r′n
rn
)
.
(2) If d(x,F )
4
< r, then
(A.4) C−1
(
r′n+ξ
rn+ξ
)
≤
(
w(B′)
w(B)
)
≤ C
(
r′n
rn
)
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Therefore, the claim reduces to finding C < ∞ such that for every r
and r′ with r′ ≤ 2r we have:
(1) If 0 < r < d(x,F )
4
, then
(A.5)
(
r′
r
)(
r′n
rn
)n−2+ξ
2n
≤ C
(
r′n
rn
)1/2
and
(A.6)
(
r′
r
)n+ξ
2
≤ C
(
r′
r
)n
2
(2) If d(x,F )
4
< r, then
(A.7)
(
r′
r
)(
r′n
rn
)n−2+ξ
2n
≤ C
(
r′n+ξ
rn+ξ
)1/2
and
(A.8)
(
r′
r
)n+ξ
2
≤ C
(
r′
r
)n+ξ
2
Obviously, such a C exists, so our claim has been proved. 
Appendix B. Proofs for §4.3
Proof. (of Proposition 4.10) Let C1 := inf{〈v, σ(Mn+1)(x)v〉 : |x| =
|v| = 1 and x ∈ A} and C2 := sup{〈v, σ(Mn+1)(x)v〉 : |x| = |v| =
1 and x ∈ A}. Since A is conical with A∩ Snd−1 compact and disjoint
from the degeneration set, we have C1 > 0.
For x ∈ A we have
C1
n∑
i=1
|xi|ξ|vi|2 ≤ C1
n∑
i=1
|x|ξ|vi|2
= C1|x|ξ|v|2
≤ σ(Mn)
≤ C2|x|ξ|v|2
= C2
n∑
i=1
|x|ξ|vi|2
≤ C2
(√n
ǫ
)ξ n∑
i=1
|xi|ξ|vi|2,
(B.1)
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where the last inequality follows from the fact that
|x|ξ = (
n∑
i=1
|xi|2)ξ/2
≤ nξ/2max{|xi|ξ : 1 ≤ i ≤ n})
≤ (√n
ǫ
)ξ
min{|xi|ξ : 1 ≤ i ≤ n}
≤ (√n
ǫ
)ξ|xi|ξ.
(B.2)

Proof. (of Lemma 4.11)We write |〈vi, (d(xi+xi+1)−d(xi)−d(xi+1))vi+1〉| ≤
|〈vi, (d(xi+xi+1)−d(xi+1))vi+1〉|+|〈vi, d(xi)vi+1〉| and estimate the two
terms separately.
Since d is differentiable in the ball B(xi+1,
1
2
|xi+1|) a simple applica-
tion of the mean value theorem of elementary calculus gives
|〈vi, (d(xi + xi+1)−d(xi+1))vi+1〉|
≤ sup
0≤r≤1
〈vi, (xi · ∇)d(xi+1 + rxi)vi+1〉
≤ sup
1
2
≤|y|≤ 3
2
|〈vˆi, (xˆi · ∇)d(y)vˆi+1〉||xi||xi+1|ξ−1|vi||vi+1|
:= C|xi||xi+1|ξ−1|vi||vi+1|
= C
( |xi|
|xi+1|
)1−ξ/2|xi|ξ/2|xi+1|ξ/2|vi||vi+1|
≤ C
2
( |xi|
|xi+1|
)1−ξ/2
(|xi|ξ|vi|2 + |xi+1|ξ|vi+1|2).
(B.3)
Similarly,
|〈vi, d(xi)vi+1〉| ≤ (1 + ξ
d− 1)|xi|
ξ|vi||vi+1|
≤ (1 + ξ
d− 1)
( |xi|
|xi+1|
)ξ/2|xi|ξ/2|xi+1|ξ/2|vi||vi+1|
≤ (1
2
+
ξ
2d− 2)
( |xi|
|xi+1|
)ξ/2
(|xi|ξ|vi|2 + |xi+1|ξ|vi+1|2).
(B.4)
Therefore, by setting E := max{C
2
, 1
2
+ ξ
2d−2
}, we can conclude our
claim. 
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Proof. (of Lemma 4.12) We just estimate |〈vi, (d(vi,j) − d(vi+1,j))vj〉|
and the other part is estimated similarly.
Again an application of mean value theorem gives us
|〈vi, (d(xi,j)−d(xi+1,j))vj〉|
≤ sup
0≤r≤1
〈vi, (xi · ∇)d(xi+1,j + rxi)vj〉
≤ sup
1
2
≤|y|≤ 3
2
|〈vˆi, (xˆi · ∇)d(y))vˆj〉||xi||xi+1,j|ξ−1|vi||vj|
:= C|xi||xi+1,j|ξ−1|vi||vj|
= C
( |xi|
|xi+1,j |
)1−ξ/2( |xi+1,j|
|xj|
)ξ/2|xi|ξ/2|xj |ξ/2|vi||vj|
≤ C
2
( |xi|
|xi+1,j|
)1−ξ/2( |xi+1,j |
|xj |
)ξ/2
(|xi|ξ|vi|2 + |xi+1|ξ|vi+1|2).
(B.5)

Proof. (of Lemma 4.13) First we make a split:
(B.6) |〈vi, (d(xi,j)− d(xi+1,j)− d(xi,j−1) + d(xi+1,j−1))vj〉|
≤ |〈vi, (d(xi,j)−d(xi+1,j)vj〉|+ |〈vi, d(xi,j−1)vj〉|+ |〈vi, d(xi+1,j−1)vj〉|.
Now the first term is estimated exactly as in the previous Lemma
and the latter as follows. (Actually we only estimate the second one,
the third one is handled identically).
|〈vi,d(xi,j−1)vj〉|
≤ (1 + ξ
d− 1)|xi,j−1|
ξ|vi||vj|
≤ (1 + ξ
d− 1)
( |xi,j−1|
|xi|
)ξ( |xi|
|xj|
)ξ/2|xi|ξ/2|xj |ξ/2|vi||vj|
≤ (1
2
+
ξ
2d− 2)
( |xi|+ |xi+1,j−1|
|xi|
)ξ( |xi|
|xj|
)ξ/2
(|xi|ξ|vi|2 + |xj |ξ|vj|2)
≤ (1
2
+
ξ
2d− 2)3
ξ
( |xi|
|xj |
)ξ/2
(|xi|ξ|vi|2 + |xj |ξ|vj |2).
(B.7)

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Proof. (of Lemma 4.14) Two applications of the mean value theorem
give us
|〈vi,(d(xi,j)− d(xi+1,j)− d(xi,j−1) + d(xi+1,j−1))vj〉|
≤ sup
0≤r≤1
〈vi, ((xi · ∇)d(xi+1,j + rxi)− (xi · ∇)d(xi+1,j−1 + rxi)vj〉
≤ sup
0≤r,r′≤1
〈vi, (xi · ∇)(xj · ∇)d(xi+1,j−1 + rxi + r′xj)vj〉
≤ sup
1
3
≤|y|≤ 4
3
|〈vˆi, (xˆi · ∇)(xˆj · ∇)d(y)vˆj〉|xi||xj ||xi+1,j−1|ξ−2|vi||vj|
:= 2E|xi||xj||xi+1,j−1|ξ−2|vi||vj|
≤ E( |xi||xi+1,j−1|
)1−ξ/2( |xj |
|xi+1,j−1|
)1−ξ/2
(|xi|ξ|vi|2 + |xj|ξ|vj|2)
(B.8)

Proof. (of Lemma 4.15) We estimate the terms individually. The mean
value theorem gives us
|〈vi,(d(xi,j)− d(xA))vj〉|
≤ 2ξ/2C(
∑
k∈[i,j]\A
|xk|)|xA|ξ−1|vi||vj|
≤ 2ξ/2C(
∑
k∈[i,j]\A |xk|
|xA|
)1−ξ/2( |xA|
|xj |
)ξ/2
.
(B.9)
Since we assumed that
∑
k∈[i,j]\A |xk| ≤ 12 min{|xk,l| : k, l ∈ A, k ≤ l},
we have
2ξ/2C
(∑k∈[i,j]\A |xk|
|xA|
)1−ξ/2( |xA|
|xj |
)ξ/2
≤ 2ξ/2−1C(
∑
k∈[i,j]\A |xk|
min{|xk,l| : k, l ∈ A, k ≤ l} −
∑
k∈[i,j]\A |xk|
)1−ξ/2( |xA|
|xj|
)ξ/2
· (|xi|ξ|vi|2 + |xj |ξ|vj |2)
≤ C(
∑
k∈[i,j]\A |xk|
min{xk,l : k, l ∈ A, k ≤ l}
)1−ξ/2(∑k∈A |xk|
|xj |
)ξ/2
· (|xi|ξ|vi|2 + |xj |ξ|vj |2)
(B.10)
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Similar estimates hold for the other terms, except when A = {i, j},
which causes modifications to the last pair of terms. Then
|〈vi,d(xi+1,j−1)vj〉|
≤ (1 + ξ
d− 1)|xi+1,j−1|
ξ|vi||vj|
≤ (1
2
+
ξ
2d− 2)
(∑k∈[i,j]\A |xk|
|xj |
)ξ/2
(|xi|ξ|vi|2 + |xj |ξ|vj|2).
(B.11)

Appendix C. Proof of Proposition 6.2
In order to prove Proposition 6.2 we first need a Lemma.
Lemma C.1. Let 2 ≤ l ∈ N. Then there is C <∞ such that
(C.1)∫
Rd
ddy (k + |x− y|)2−ξ−ld(1 + |y|)2−ξ−d ≤ Ck2−ξ−(l−1)d(1 + |x|)2−ξ−d.
Proof. We split the domain of integration into three parts and estimate
these separately:
(C.2)
∫
Rd
ddy (k + |x− y|)2−ξ−ld(1 + |y|)2−ξ−d
=
∫
|x−y|≤|x|/2
+
∫
|y|≤|x|/2
+
∫
|y|,|x−y|≥|x|/2
=: (∗1) + (∗2) + (∗3)
To estimate (∗1) we note that in |x− y| ≤ |x|/2 we have |x|/2 ≤ |y|
which implies that in |x− y| ≤ |x|/2 we have
(C.3) (1 + |y|)2−ξ−d ≤ (1 + |x|/2)2−ξ−d ≤ C1(1 + |x|)2−ξ−d.
Therefore
(∗1) ≤ C1
∫
|x−y|≤|x|/2
ddy (k + |x− y|)2−ξ−ld(1 + |x|)2−ξ−d
= C1k
2−ξ−(l−1)d(1 + |x|)2−ξ−d
∫
|x−y|≤|x|/(2k)
ddy (1 + |x− y|)2−ξ−ld
≤ C1k2−ξ−(l−1)d(1 + |x|)2−ξ−d
∫
Rd
ddy (1 + |x− y|)2−ξ−ld
≤ C2k2−ξ−(l−1)d(1 + |x|)2−ξ−d.
(C.4)
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We make in a similar estimate in (∗2): in |y| ≤ |x|/2 we have |x|/2 ≤
|x− y| which implies that in |y| ≤ |x|/2 we have
(C.5) (k + |x− y|)2−ξ−ld ≤ (k + |x|/2)2−ξ−ld ≤ C3(k + |x|)2−ξ−ld.
Now we can compute:
(∗2) ≤ C3
∫
|y|≤|x|/2
ddy (k + |x|)2−ξ−ld(1 + |y|)2−ξ−d
= C4(k + |x|)2−ξ−ld ·
{
|x|d if |x| ≤ 1 and
|x|2−ξ if |x| ≥ 1.
(C.6)
To treat the case |x| ≤ 1, we compute:
C4(k + |x|)2−ξ−ld|x|d ≤ C4k2−ξ−(l−1)d|x|−d|x|d
≤ C5k2−ξ−(l−1)d(1 + |x|)2−ξ−d.
(C.7)
If |x| ≥ 1 we have
C4(k + |x|)2−ξ−ld|x|2−ξ ≤ C4k2−ξ−(l−1)d|x|−d|x|2−ξ
= C4k
2−ξ−(l−1)d|x|2−ξ−d.(C.8)
Finally, we handle (∗3). When |y|, |x− y| ≥ |x|/2, we have |y|/3 ≤
|x−y|. Since this might not be obvious, we compute: Since B(x, |x|/2) ⊆
B(0, 3|x|/2), we have
|y|/3 = |x|/2 + 1
3
d(y, B(0, 3|x|/2))
≤ |x|/2 + d(y, B(0, 3|x|/2)
≤ |x|/2 + d(y, B(x, |x|/2)
= |x− y|.
(C.9)
Therefore, when |y|, |x− y| ≥ |x|/2, we have
(C.10) (k+|x−y|)2−ξ−ld(1+|y|)2−ξ−d ≤ C6(k+|y|)2−ξ−ld(1+|y|)2−ξ−d
and thus
(C.11) (∗3) ≤ C6
∫
|y|≥|x|/2
ddy (k + |y|)2−ξ−ld(1 + |y|)2−ξ−d =: (∗4)
We split the analysis of (∗4) into two subcases: |x| ≥ 2 and |x| ≤ 2.
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If |x| ≥ 2, then we have
(∗4) ≤ C6
∫
|y|≥|x|/2
(k + |y|)2−ξ−ld|y|2−ξ−d
= C7k
2(2−ξ)−ld
∫
|y|≥|x|/(2k)
ddy (1 + |y|)2−ξ−ld|y|2−ξ−d
= C8k
2(2−ξ)−ld(1 + |x|/k)2(2−ξ)−ld =: (∗5)
(C.12)
If |x| ≤ k, then
(C.13) (∗5) = C8k2(2−ξ)−ld ≤ C9k2−ξ−(l−1)d(1 + |x|)2−ξ−d.
On the other hand, if k ≤ |x|, then
(C.14) (∗5) = C8|x|2(2−ξ)−ld ≤ C10k2−ξ−(l−1)d(1 + |x|)2−ξ−d.
If instead of |x| ≥ 2 we have |x| ≤ 2 in (∗4), we compute
(∗4) ≤ C6
∫
Rd
ddy (k + |y|)2−ξ−ld(1 + |y|)2−ξ−d
≤ C11
∫
|y|≤1
ddy (k + |y|)2−ξ−ld + C11
∫
|y|≥1
(k + |y|)2−ξ−ld|y|2−ξ−d
≤ C12k2−ξ−(l−1)d
∫
Rd
ddy (1 + |y|)2−ξ−ld + C12k2−ξ−(l−1)d
≤ C13k2−ξ−(l−1)d(1 + |x|)2−ξ−d.
(C.15)

Proof. (of Proposition 6.2.) Without loss of generality, we may assume
that χ is the characteristic function of the unit ball. First we integrate
yl out:
Write k :=
∑l−1
i=1 |xi − yi|. Now we have∫
yl∈B(0,1)
ddyl (k + |xl − yl|)2−ξ−ld
≤ C1


(k + |xl|)2−ξ−ld if |xl| ≥ 2,
k2−ξ−(l−1)d if |xl| ≤ 2 and k ≤ 1 and
k2−ξ−ld if |xl| ≤ 2 and k ≥ 1.
(C.16)
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The first case, i.e. |xl| ≥ 2, is computed by a repeated application
of Lemma C.1:
∫
R(l−1)d
l−1∏
i=1
ddyi (|xl|+
l−1∑
i=1
|xi − yi|)2−ξ−ld
l−1∏
i=1
(1 + |yi|)2−ξ−d
≤ C2(1 + |xl−1|)2−ξ−d
∫
R(l−1)d
l−1∏
i=1
ddyi·
· (|xl|+
l−2∑
i=1
|xi − yi|)2−ξ−(l−1)d
l−2∏
i=1
(1 + |yi|)2−ξ−d
≤ ...
≤ Cl
l−1∏
i=2
(1 + |xi|)2−ξ−d
∫
Rd
ddy1·
· (|xl|+ |x1 − y1|)2−ξ−2d(1 + |y1|)2−ξ−d
≤ Cl+1
l∏
i=1
(1 + |xi|)2−ξ−d.
(C.17)
In the second case, i.e. |xl| ≤ 2 and k ≤ 1, we get∫
k≤1
l−1∏
i=1
ddyi k
2−ξ−(l−1)d
l−1∏
i=1
(1 + |yi|)2−ξ−d
≤ sup
k≤1
l−1∏
i=1
(1 + |yi|)2−ξ−d
∫
k≤1
l−1∏
i=1
ddyi k
2−ξ−(l−1)d
≤ C ′
l−1∏
i=1
(1 + |xi|)2−ξ−d.
(C.18)
The third case, i.e. |xl| ≤ 2 and k ≥ 1, uses the following trick:∫
k≥1
l−1∏
i=1
ddy1 k
2−ξ−ld
l−1∏
i=1
(1 + |yi|)2−ξ−d
≤ C ′2
∫
R(l−1)d
l−1∏
i=1
ddyi (1 + k)
2−ξ−ld
l−1∏
i=1
(1 + |yi|)2−ξ−d = (∗)
(C.19)
Now repeating the computation of the first case, we get:
(C.20) (∗) ≤ C ′3
l−1∏
i=1
(1 + |xi|)2−ξ−d ≤ C ′4
l∏
i=1
(1 + |xi|)2−ξ−d.
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