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1 Introduction, summary and acknowledgements
The relevance of three-dimensional quantum field theory — in particular, topological
Chern-Simons gauge theory — to the study of three-manifold invariants, was first elu-
cidated in a seminal paper by Witten [1] in an attempt to furnish a three-dimensional in-
terpretation of the Jones polynomial [2] of knots in three-space. Further developments [3–7]
along this direction culminated in the observation that certain three-manifold invariants
can be expressed as weight systems whose weights depend on the Lie algebra structure
which underlies the gauge group. Since these weights are naturally associated to Feynman
diagrams via their relation to Chern-Simons theory, it meant that such three-manifold in-
variants have an alternative interpretation as Lie algebra-dependent graphical invariants.
This provided a novel and interesting way to analyze them.
It was then asked if there exist other three-manifold invariants that can be expressed
as weight systems whose weights depend on something else other than Lie algebra struc-
ture. This question was answered positively by Rozansky and Witten several years later
in [8], where they formulated a certain three-dimensional supersymmetric topological sigma
model with a hyperka¨hler target space — better known today as the Rozansky-Witten
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sigma model — and showed that one can, from its perturbative partition function, obtain
such aforementioned three-manifold invariants whose weights depend not on Lie algebra
structure but on hyperka¨hler geometry.
Naturally, one may also ask if there exist even more exotic three-manifold invariants
that can be expressed as weight systems whose weights depend on both Lie algebra structure
and hyperka¨hler geometry. Clearly, the quantum field theory relevant to this question
ought to be a hybrid of the Chern-Simons theory and the Rozansky-Witten sigma model
— a topological Chern-Simons sigma model if you will. Motivated by the formulation of
such exotic three-manifold invariants among other things, the first example of a topological
Chern-Simons sigma model — also known as the Chern-Simons-Rozansky-Witten (CSRW)
sigma model — was constructed by Kapustin and Saulina in [9]. Shortly thereafter, a
variety of other topological Chern-Simons sigma models was also constructed by Koh,
Lee and Lee in [10], following which, the CSRW model was reconstructed via the AKSZ
formalism by Ka¨lle´n, Qiu and Zabzine in [11], where a closely-related (albeit non-Chern-
Simons) BF-Rozansky-Witten sigma model was also presented.
In these cited examples, the formulation and discussion of such exotic three-manifold
invariants, if any at all, were rather abstract. Our main goal in this paper is to construct an
appropriate Chern-Simons sigma model1 that would allow us to formulate and discuss, in
a concrete and down-to-earth manner accessible to most physicists, such novel and exotic
three-manifold invariants, their knot generalizations, and beyond. Let us now give a brief
plan and summary of the paper.
A brief plan and summary of the paper
In section 2, we construct from scratch, a topological Chern-Simons sigma model on a
Riemannian three-manifold M with gauge group G whose hyperka¨hler target space X
is equipped with a G-action, where G is a compact Lie group with Lie algebra g. Our
model is a dynamically G-gauged version of the Rozansky-Witten sigma model, and it is
closely-related to the Chern-Simons-Rozansky-Witten sigma model of Kapustin-Saulina:
the Lagrangian of the models differ only by some mass terms for certain bosonic and
fermionic fields. We also present a gauge-fixed version of the action, and discuss the
(in)dependence of the partition function on the various coupling constants of the theory.
In section 3, we compute perturbatively the partition function of the model. This is
done by first expanding the quantum fields around points of stationary phase, and then
evaluating the resulting Feynman diagram expansion of the path integral without operator
insertions. Apart from obtaining new three-manifold invariants which define new weight
systems whose weights are characterized by both the Lie algebra structure of g and the
hyperka¨hler geometry of X, we also find that (i) the one-loop contribution is a topological
invariant of M that ought to be related to a hybrid of the analytic Ray-Singer torsion of
1This model, just like the other CSRW-type models discussed in [9] and [10], can be constructed by
topologically twisting the theories discovered by Gaiotto and Witten in [12]. The theories constructed
in [12] generalize N = 4 d = 3 supersymmetric gauge theories which contain a Chern-Simons gauge field
interacting with N = 4 hypermultiplets, by replacing the free hypermultiplets with a sigma model whose
target space is a hyperKa¨hler manifold.
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the flat and trivial connection on M , respectively; (ii) an “equivariant linking number” of
knots in M can be defined out of the propagators of certain fermionic fields.
In section 4, we canonically quantize the time-invariant model in a neigborhood Σ× I
of M , where Σ is an arbitrary compact Riemann surface. We find that we effectively
have a two-dimensional gauged sigma model on Σ, and that the relevant Hilbert space of
states would be given by the tensor product of the Hilbert space of Chern-Simons theory
on M and the G-equivariant cohomology of the moduli space Mϑ of G-covariant maps
from M to X. On three-manifolds MU which can be obtained from M by a U -twisted
surgery on Σ = T2, where U is the mapping class group of Σ, the corresponding partition
function ZX(M
U ) can be expressed in terms of Chern-Simons knot invariants of M and
the intersection number of certain G-equivariant cycles in Mϑ.
In section 5, we construct supersymmetric Wilson loop operators and compute pertur-
batively their expectation value. In doing so, we obtain new knot invariants of M that also
define new knot weight systems whose weights are characterized by both the Lie algebra
structure of g and the hyperka¨hler geometry of X.
Acknowledgments
We would like to thank D. Bar-Natan, M. Brion, A. Kapustin, L. Rozansky, E. Witten and
J. Yagi, for useful exchanges.
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2 A topological Chern-Simons sigma model
2.1 The fields and the action
We would like to construct a topological Chern-Simons (CS) sigma model that is a dy-
namically G-gauged version of the Rozansky-Witten (RW) sigma model on M with target
space X, where M is a three-dimensional Riemannian manifold with local coordinates xµ,
µ = 1, 2, 3, and X is a hyperka¨hler manifold of complex dimension dimCX = 2n which
admits an action of a compact Lie group G. Let {Va} where a = 1, 2, · · · ,dimG, be the
set of Killing vector fields on X which correspond to this G-action; they can be viewed as
sections of TX ⊗ g∗, where TX is the tangent bundle of X, while g is the Lie algebra of
G. If we denote the local complex coordinates of X as (φI , φI¯), where I, I¯ = 1, · · · , 2n, one
can also write these vector fields as
Va = V
I
a ∂I + V
I¯
a ∂I¯ .
Note that the Va’s satisfy the Lie algebra
[Va, Vb] = f
c
abVc,
where the f cab’s are the structure constants of g. Therefore, φ
I and φI¯ must transform
under the G-action as
δφ
I = aV Ia , δφ
I¯ = aV I¯a .
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In order for G to be a global symmetry of X, it is necessary and sufficient that (i) for
all a, the Va’s are holomorphic or anti-holomorphic; (ii) the symplectic structure of X is
preserved by the G-action associated with the Va’s. If the ka¨hler form on X is also preserved
by the G-action, locally, there would exist moment maps µ+, µ−, µ3 : X → g∗, where
dµ+a = −iVa(Ω), dµ−a = −iVa(Ω¯), dµ3a = −iVa(J). (2.1)
Here, Ω = 12ΩIJdφ
I ∧ dφJ is the holomorphic symplectic form on X; J = igIK¯dφI ∧ dφK¯ is
the ka¨hler form on X; gIK¯ is the metric on X; and iV (ω) stands for the inner product of
the vector field V with the differential form ω. The moment maps µ+, µ−, µ3 are assumed
to exist globally (which is automatically the case if X is simply-connected), and µ+ is
holomorphic while µ− = µ¯+ is antiholomorphic. µ+ also satisfies
{µ+a, µ+b} = −f cabµ+c, (2.2)
where the curly brackets are the Poisson brackets with respect to ΩIJ . Similar formulas
hold for µ− and µ3. We further assume that X is such that
µ+ · µ+ = κabµ+aµ+b = 0, (2.3)
because this condition is necessary for the supersymmetry transformation defined later to
be nilpotent on gauge-invariant obeservables. Note that in (2.3), κab is the inverse of the
G-invariant nondegenerate symmetric bilinear form κab on g, where
κadf
d
bc + κbdf
d
ac = 0. (2.4)
Now, the fields of a G-gauged version of the RW sigma model ought to be given by
bosonic : φI , φI¯ , Aaµ; fermionic : η
I¯ , χIµ, (2.5)
where I, I¯ = 1, · · · , 2n; µ = 1, 2, 3; and a = 1, · · · dimG. The gauge field A is a connec-
tion one-form on a principal G-bundle ε over M . With respect to an infinitesimal gauge
transformation with parameter a(x), it should transform as
δA
a = −(da − fabcAbc) = −Da. (2.6)
Since G acts on X, the bosonic fields φI , φI¯ must be sections of a fiber bundle over
M associated with ε, whose typical fiber is X. Denote this bundle as Xε. Then, the
connection A also defines a nonlinear connection on Xε where locally, it can be thought of
as a one-form on M with values in the Lie algebra of vector fields on X, i.e., A = AaVa.
This means that we can write the covariant differentials of φI and φI¯ as
DφI = dφI +AaV Ia , Dφ
I¯ = dφI¯ +AaV I¯a .
As for the fermionic fields, χIµ are components of a one-form χ
I on M with values in
the pullback φ∗(TXε), where TXε is the (1, 0) part of the fiberwise-tangent bundle of Xε,
while ηI¯ is a zero-form on M with values in the pullback φ∗(T¯Xε) of the complex-conjugate
bundle T¯Xε .
From the above expressions, it is clear that the data of the Lie group G and the
hyperka¨hler geometry of X are inextricably connected. This connection will allow us to
obtain new three-manifold invariants which depend on both G and X, as we will show in
the next section.
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The action
At any rate, let us now construct the action of the model. Let us assign to the fields φ, χ,
η and A, the U(1) R-charge 0,−1, 1 and 0, respectively. Let us also define the following
supersymmetry transformation of the fields under a scalar supercharge Q:
δQAa = χ
K∂Kµ+a,
δQφ
I = 0,
δQφ
I¯ = ηI¯ , (2.7)
δQχ
I = DφI ,
δQη
I¯ = −ξ¯I¯ ,
where
ξI = V I · µ−, ξ¯I¯ = V I¯ · µ+. (2.8)
Here, the scalar supercharge Q is defined to have R-charge +1, while the moment maps
µ± are defined to have R-charge ±2. Notice then that spin and R-charge are conserved in
the above relations, as required.
From (2.7), we find that δ2Q is a gauge transformation with parameter 
a = −κabµ+b:
δ2QA
a = κab(dµ+b + f
d
cbA
cµ+d),
δ2Qφ
I = 0, δ2Qφ
I¯ = −V I¯ · µ+, (2.9)
δ2Qχ
I = −χJ∂JV I · µ+, δ2QηI¯ = −ηJ¯∂J¯V I¯ · µ+.
Note that to compute this, we have used V Ka ΩKJV
J
b = f
c
abµ+c and V
I · µ+ = 0.
Thus, an example of a Q-invariant action S would be
S =
∫
M
(Lcs + L1 + L2), (2.10)
Lcs = Tr(A ∧ dA+ 2
3
A ∧A ∧A),
L1 = δQ(gIK¯χ
I ∧ ∗DφK¯)
= gIK¯(Dφ
I ∧ ∗DφK¯ − χI ∧ ∗DηK¯),
L2 =
1
2
ΩIJ
(
χI ∧DχJ + 1
3
RJKLM¯χ
I ∧ χK ∧ χL ∧ ηM¯
)
,
where ∗ denotes the Hodge star operator on differential forms on M with respect to its
Riemannian metric hµν ; ‘Tr’ denotes a suitably-normalized invariant quadratic form on g;
the covariant derivatives are given by
DφI = dφI +A · V I , DχI = ∇χI +A · ∇KV IχK , DηI¯ = ∇ηI¯ +A · ∇K¯V I¯ηK¯ ;
∇ involves the Levi-Civita connection on X, where
∇χI = dχI + ΓIJKdφJ ∧ χK , ∇ηI¯ = dηI¯ + ΓI¯J¯K¯dφJ¯ ∧ ηK¯ ,
∇KV I = ∂KV I + ΓIKJV J , ∇K¯V I¯ = ∂K¯V I¯ + ΓI¯K¯J¯V J¯ ;
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and RJ
KLM¯
denotes the curvature tensor of the Levi-Civita connection on X, where
RJKLM¯ =
∂ΓJKL
∂φM¯
, ΓIJK = (∂JgKM¯ )g
IM¯ .
2.2 Gauge-fixing
One of our main objectives in this paper is to compute the partition function of the model.
To do so, we need to gauge-fix the model. This can be done as follows.
Define the total BRST transformation
δ
Q̂
= δQ + δFP ,
where δFP is the usual Faddeev-Popov BRST operator with R-charge +1. The total
BRST transformation δ
Q̂
must be nilpotent, while δQ is nilpotent only up to a gauge
transformation.
We then extend the theory by introducing fermionic Faddev-Popov ghost and anti-
ghost fields ca, c¯a, as well as bosonic Lagrangian multiplier fields Ba. c, c¯, B are defined
to have R-charge 1, −1 and 0, respectively. c takes values in g, while c¯ and B take values
in the dual Lie algebra g∗. By conservation of spin and R-charge, the total BRST operator
Q̂ should act on the fields as
δ
Q̂
Aa = dca − fabdAbcd + χK∂Kµ+a,
δ
Q̂
φI = −V I · c,
δ
Q̂
φI¯ = ηI¯ − V I¯ · c,
δ
Q̂
χI = DφI + (∂JV
Ia)χJca, (2.11)
δ
Q̂
ηI¯ = ξ¯I¯ + (∂J¯V
I¯a)ηJ¯ca,
δ
Q̂
ca = −κabµ+b + 1
2
fabcc
bcc,
δ
Q̂
c¯ = B,
δ
Q̂
B = 0.
It’s easy to show that δ2
Q̂
= 0 on the fields. The Q̂-invariant gauge-fixed action S would
then be
S =
∫
M
(Lcs + L1 + L2),
Lcs = Tr
(
A ∧ dA+ 2
3
A ∧A ∧A
)
,
L1 = δQ̂(gIK¯χ
I ∧ ∗DφK¯ + c¯afa) (2.12)
= gIK¯(Dφ
I ∧ ∗DφK¯ − χI ∧ ∗DηK¯) +Bafa − c¯aδQ̂fa,
L2 =
1
2
ΩIJ
(
χI ∧DχJ + 1
3
RJKLM¯χ
I ∧ χK ∧ χL ∧ ηM¯
)
,
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where fa is some g-valued function;
∫
M Lcs and
∫
M L2 are manifestly independent of the
metric of M ; while L1 = {Q̂, . . . } is an exact form of the total BRST operator Q̂. Since
the metric dependence of the action is of the form {Q̂, . . . }, the partition function, and
also the correlation functions of Q̂-closed operators, are metric independent. In this sense,
the theory is topologically invariant.
Notice that the transformation on the ghost field c is not standard. The standard ghost
field transformation just involves the usual δFP variation, while c also gets transformed
by δQ:
δQc
a = κabµ+b. (2.13)
This fact makes the part of the action involving ghost and anti-ghost fields non-standard.
For example, if we choose the Lorentz gauge fa = ∂µAaµ, the action contains the term
c¯a∂µ(χKµ+a) where the anti-ghost field c¯
a is coupled to the ‘matter’ fermion χK .
2.3 About the coupling constants
Before we end this section, let us discuss the coupling constants of the theory as it would
prove useful to do so when we carry out our computation of the partition function and
beyond in the rest of the paper.
To this end, note that the partition function can be written as
Z =
∫
DφDηDχDADcDc¯DB exp
(
−
∫
M
(kcsLcs + k1L1 + k2L2)
√
hd3x
)
, (2.14)
where k1, k2 and kcs are the possible coupling constants of the theory. As
δZ
δk1
= 〈δ
Q̂
O〉 = 0, (2.15)
the partition function should not depend on k1.
Let us now rescale the fields as follows:
η → λη, χ→ λ−1χ, c¯→ λc¯, c→ λ−1c, (2.16)
whence
k1L1 → k1L1, k2L2 → λ−2k2L2. (2.17)
As the field rescaling should not change the theory, the partition function should not depend
on k2 either. Thus, let us just write
k1 = k2 = k. (2.18)
That being said, our partition function does depend on the coupling constant kcs.
Moreover, because of the requirement of gauge invariance [1], kcs ought to be quantized as
kcs =
m
2pi
; m = 1, 2, 3 . . . (2.19)
Hence, we have two physically distinct coupling constants in our theory. This should
come as no surprise since our theory is actually a combination of a Schwarz- and Witten-
type topological field theory.
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3 The perturbative partition function and new three-manifold invariants
3.1 The perturbative partition function
Let us now proceed to discuss the partition function of the gauged sigma model in the
perturbative limit. To this end, recall from the last section that the partition function
depends on the coupling kcs. Hence, the perturbative limit of the (CS part of the) model
is the same as its large kcs limit. Moreover, because the partition function is independent
of k, we can choose k1 = k2 = k as large as we want. Altogether, this means that the
perturbative partition function would be given by a sum of contributions centered around
the points of stationary phase characterized by
δLcs
δA
= dA+ [A,A] = 0, (3.1)
which are the flat connections, and
δS
δφ
= 0→ Dµφ = 0, (3.2)
which are the covariantly constant maps from M to X.
Thus, where the perturbative partition function is concerned, we can expand the gauge
field A around the flat connection Aϑ0 as
Aaµ(x) = A
ϑa
0µ(x) + A˜
a
µ(x), (3.3)
and the bosonic scalar fields φ around the covariantly constant map φ0 as
φI(x) = φI0(x) + ϕ
I(x), φI¯(x) = φI¯0(x) + ϕ
I¯(x), (3.4)
where
DµφI0 = ∂
µφI0 +A
ϑaµ
0 V
I
a (φ0) = 0, D
µφI¯0 = ∂
µφI¯0 +A
ϑaµ
0 V
I¯
a (φ0) = 0. (3.5)
Note that (3.3) means that we can write
Lcs = Lcs(A
ϑ
0 ) + A˜ ∧ dA˜+ A˜ ∧ [Aϑ0 , A˜] +
2
3
A˜ ∧ A˜ ∧ A˜. (3.6)
LetMϑ be the space of physically distinct φ0’s which satisfy (3.5) for some flat connection
Aϑ0 . Assuming that the flat connection A
ϑ
0 is isolated,
2 we can then write our perturbative
partition function as
Z = k2n
∑
Aϑ0
e− ∫M Lcs(Aϑ0 ) ∫
Mϑ
2n∏
I=1
dφI0
2n∏
I¯=1
dφI¯0
∫
DϕDχDηDA˜DcDc¯DB e
−S
Aϑ0 ,φ0
 .
(3.7)
Here, k2n is the normalization factor carried by the 2n bosonic zero modes φ0, and∫
M Lcs(A
ϑ
0 ) + SAϑ0 ,φ0
is the total action expanded around Aϑ0 and φ0.
2This would indeed be the case if H1(M,E) = 0, where E is a flat bundle determined by A0.
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In the total action expanded around the flat gauge field Aϑ0 and the covariantly constant
bosonic scalar fields φI,I¯0 , we have
Dµφ
I = ∂µφ
I
0 + ∂µϕ
I + (Aϑa0µ + A˜
a
µ)
{
V Ia (φ0) + ϕ
J∂JV
I
a (φ0) +
ϕJϕK
2
∂J∂KV
I
a (φ0) + · · ·
}
= ∂µϕ
I +Aϑa0µϕ
J∂JV
I
a + A˜
a
µV
I
a + A˜
a
µϕ
J∂JV
I
a + (A
ϑa
0µ + A˜
a
µ)
(
ϕJϕK
2
∂J∂KV
I
a
)
+ · · · ,
(3.8)
since Dµφ
I
0 = ∂µφ
I
0 +A
ϑa
0µV
I
a (φ0) = 0. We also have
Dµχ
I
ν = ∂µχ
I
ν + ∂µφ
JΓIJKχ
K
ν +A
a
µ∇JV Ia χJν
= ∂µχ
I
ν + Γ
I
JKDµφ
JχKν +A
a
µ∂JV
I
a χ
J
ν
= ∂µχ
I
ν + Γ
I
JKDµφ
JχKν + (A
ϑa
0µ + A˜
a
µ)(∂JV
I
a + ∂K∂JV
I
a ϕ
K + · · · )χJν , (3.9)
where Dµφ
J is as given in (3.8). Similarly, one can compute the expansion of Dµη
I¯ .
Because of (3.8) and (3.9), we can rewrite our Lagrangian as
L = quadratic part + vertices, (3.10)
where
quadratic part = k
(
ϕI ϕI¯ A˜aµ
)
· Lboson ·
ϕJϕJ¯
A˜bρ
+ k( ηI¯ χIµ c¯a ca ) · Lfermion ·

ηJ¯
χJρ
c¯b
cb
 ,
vertices =
kcs
3
µνρfabcA˜
a
µA˜
b
νA˜
c
ρ (3.11)
− k
2
gIK¯
(
ΓK¯M¯N¯∂µϕ
M¯χIµηN¯ +∇P¯V K¯aηP¯χIµA˜µa
)
+
k
2
√
h
ΩIJ
µνρ
(
ΓJMN∂νϕ
MχIµχ
N
ρ +∇PV JaχIµχPρ A˜νa
)
+
k
6
√
h
ΩIJ
µνρRJKLM¯χ
I
µχ
K
ν χ
L
ρ η
M¯ + fabd
(
c¯a∂µA˜bµc
d + c¯aA˜bµ∂
µcd
)
− k
2
∂KΓIM¯N¯∂µϕ
M¯ϕKχI,µηN¯ + · · · . (3.12)
Here,
Lboson =
 0 L
ϕϕ
IJ¯
− 12VIb∂ρ+Aϑρ0b VKa∂IV Kb
Lϕϕ
I¯J
0 − 12VI¯b∂ρ+Aϑρ0b VK¯a∂I¯V K¯b
1
2VJa∂
µ+Aϑµ0b VKa∂JV
Kb 1
2VJ¯a∂
µ+Aϑµ0b VK¯a∂J¯V
K¯b VKaV
K
b δ
µρ+ kcsk 
µνρ(κab∂ν+
1
3fadbA
ϑd
0ν )
,
(3.13)
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where
Lϕϕ
IJ¯
:=
1
2
(gIJ¯∂
2 + gKL¯A
ϑa
0µA
ϑµb
0 ∂IV
K
a ∂J¯V
L¯
b ) + gP J¯∂IV
P
a A
ϑa
0µ∂
µ,
Lϕϕ
I¯J
:=
1
2
(gI¯J∂
2 + gKL¯A
ϑa
0µA
ϑµb
0 ∂JV
K
a ∂I¯V
L¯
b ) + gJP¯∂I¯V
P¯
a A
ϑa
0µ∂
µ; (3.14)
Lfermion =

0 −12(gI¯J∂ρ+gJK¯∂I¯V K¯a Aϑaρ0 ) 0 0
1
2(gIJ¯∂
µ+gIK¯∂J¯V
K¯aAϑµ0a )
ΩIJ
2
√
h
µνρ∂ν+
ΩIK
2
√
h
µνρ∂JV
K
a A
ϑa
0ν −12∂Iµ+b∂µ 0
0 12∂Jµ+a∂
ρ 0 −12δab ∂2
0 0 12δ
a
b ∂
2 0
;
(3.15)
the terms gIK and Γ
K¯
M¯N¯
are evaluated at φ0; and · · · are other terms expanded around φ0.
Also notice that we ignore the multiplier field B in Lboson, for it would just be integrated
out to give the gauge-fixing condition fa = 0, where we have chosen the gauge
fa = ∂µAaµ = 0. (3.16)
We can further separate the integration over the fermion zero modes η0 and χ0 in the
path-integral and write3
Z = k2n
∑
Aϑ0
e− ∫M Lcs(Aϑ0 ) ∫
Mϑ
2n∏
I=1
dφI0
2n∏
I¯=1
dφI¯0
2nb
′
0∏
I¯i=1
2nb
′
1∏
Ij=1
(3.17)
×
∫
dηI¯i0
∫
dχ
Ij
0µ
∫
DϕDχ˜Dη˜DA˜DcDc¯ e
−S
Aϑ0 ,φ0
 ,
where b
′
0 and b
′
1 denote the number of fermionic zero modes η
I¯
0 and χ
I
0, respectively; η˜
and χ˜ are the corresponding nonzero modes; and k2n is the normalization factor carried
by the bosonic zero modes. One should note that the fermionic zero modes ηI¯0 and χ
I
0 are
no longer harmonic forms on M like in RW theory; this is because in our case, the kinetic
operator of the fermionic fields Lfermion in (3.15) is no longer the Laplacian operator but a
covariant version thereof. In the limit A→ 0, b′0, b
′
1 become the respective Betti numbers
of M , while (3.17) becomes the partition function of the RW theory.
3.2 One-loop contribution
As usual, the one-loop contribution to the perturbative partition function is given by
Z0 =
∫
DϕDχ˜Dη˜DcDc¯ e−S0 , (3.18)
3Here, in addition to footnote 2, we assume that H0(M,E) = 0 so that there are no zero modes for the
ghost fields c, c¯ and B.
– 10 –
J
H
E
P02(2014)067
where S0 is quadratic in the fluctuating bosonic fields {A˜µa , ϕi(x)} and the fermionic nonzero
modes {η˜I , χ˜Iµ}:
S0 =
∫
M
k(ϕI ϕI¯ A˜aµ ) · Lboson ·
ϕJϕJ¯
A˜bρ
+ k( η˜I¯ χ˜Iµ c¯a ca ) · Lfermion ·

η˜J¯
χ˜Jρ
c¯b
cb
 . (3.19)
Here, the tensors gIJ¯ ,ΩIJ and Γ
I
JK which appear in Lboson and Lfermion are evaluated at
some φ0 in Mϑ.
To compute (3.18), we first diagonalize Lboson and Lfermion:
P TB · Lboson · PB = L
′
boson, (3.20)
P TF · Lfermion · PF = L
′
fermion,
where L
′
boson and L
′
fermion are diagonal matrices, and PB and PF are orthonormal matrices
(P T = P−1) constructed from the eigenvectors of Lboson and Lfermion. Because PP T = 1,
we can rewrite S0 as
S
′
0 =
∫
M
k(ϕ
′I ϕ
′I¯ A˜
′a
µ ) · L
′
boson ·
ϕ
′J
ϕ
′J¯
A˜
′b
ρ
+ k( η˜′I¯ χ˜′Iµ c¯′a c′a ) · L′fermion ·

η˜
′J¯
χ˜
′J
ρ
c¯
′b
c
′b
 , (3.21)
where ϕ
′J
ϕ
′J¯
A˜
′b
ρ
 := P TB
ϕJϕJ¯
A˜bρ
 , (3.22)
and 
η˜
′J¯
χ˜
′J
ρ
c¯
′b
c
′b
 := P TF

η˜J¯
χ˜Jρ
c¯b
cb
 . (3.23)
Moreover, the Jocabian determinants
det(P ) = det(P T ) = 1 (3.24)
for both the bosonic and fermionic fields. Therefore, the measure of the path integral is
such that
DϕDχ˜Dη˜DcDc¯ = Dϕ
′
Dχ˜
′
Dη˜
′
Dc
′
Dc¯
′
. (3.25)
In all, this means that the one-loop partition function can be rewritten as
Z0 =
∫
Dϕ
′
Dχ˜
′
Dη˜
′
Dc
′
Dc¯
′
eS
′
0 . (3.26)
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Now because L
′
boson and L
′
fermion are diagonal matrices, the path integral becomes a
Gaussian integral which can be directly computed as
Z0 =
(
det
′′
L
′
fermion
det
′′
L
′
boson
) 1
2
, (3.27)
where by using (3.20) and det(P TP ) = 1, we finally get
Z0 =
(
det
′′
Lfermion
det
′′
Lboson
) 1
2
. (3.28)
Here, the superscript ′′ indicates that only nonzero modes are considered, and Lfermion and
Lboson are explicitly given by (3.15) and (3.13), respectively.
As discussed in [4, 5], the (magnitude of the) one-loop contribution to the perturbative
partition function of CS theory on M corresponds to the analytic Ray-Singer torsion of the
flat connection on M , while the (magnitude of the) one-loop contribution to the perturba-
tive partition function of RW theory on M corresponds to the analytic Ray-Singer torsion
of the trivial connection on M . Since our theory is a combination of both these theories,
(the magnitude of) Z0 ought to be related to a hybrid of these aforementioned topological
invariants of M .
3.3 The vacuum expectation value of fermionic zero modes
Notice that we may call the zero modes χI0µ and η
I¯
0 of the covariant Laplacian operator
Lfermion, covariant harmonic one- and zero-forms on M with values in the tangent and
complex-conjugate tangent fibres Vφ0(x) and V¯φ0(x) over Mϑ evaluated at the covariantly
constant map φ0(x). Because
#(zero modes of ηI¯) = 2n× b′0, (3.29)
#(zero modes of χIµ) = 2n× b
′
1,
only a product of 2nb
′
0 fields η
I
0 with 2nb
′
1 fields χ
I
0µ has a nonzero vacuum expectation value.
Notice also that the self-products of ηI¯0 and χ
I
0µ are elements of the space
Hη = ∧max(Ω′0(M)⊗ V¯φ0(x)), (3.30)
Hχ = ∧max(Ω′1(M)⊗ Vφ0(x)),
where Ω
′i(M) is the space of covariant harmonic i-forms on M . There is a lattice inside
Ω
′1(M) which is formed by covariant harmonic one-forms with integer-valued integrals over
dual one-cycles in M ; let ω
(α)
µ , where 1 ≤ α ≤ b′1, be a basis of this lattice. Then, a natural
measure for the fermion zero modes can be defined by normalizing the fermionic vacuum
expectation values as
〈ηI¯10 (x1) · · · η
I¯2nb′0
0 (x2nb′0
)〉 = k−nb
′
0
I¯1···I¯
2nb
′
0
:=
k−nb
′
0
2n
∑
s∈S
2nb
′
0
(−1)|s|I¯s(1)I¯s(2) · · · I¯s(2nb′0−1)I¯s(2nb′0) , (3.31)
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and
〈χI10µ1(x1) · · ·χ
I2nb′1
0µ
2nb
′
1
(x
2nb
′
1
)〉 = k
−nb′1
((2n)!)b
′
1
∑
s∈S
2nb
′
1
(−1)|s| (3.32)
×
b
′
1−1∏
α=0
(
Is(2αn+1)···Is(2αn+2n)ω(α)µs(2αn+1)(xs(2αn+1)) · · ·ω(α)µs(2αn+2n)(xs(2αn+2n))
)
,
say in the Feynman diagrams associated with the computation of the perturbative partition
function, where Sm is the symmetric group of m elements, and |s| is the parity of a
permutation s.
Analogous to RW theory, a choice of an overall sign in (3.31) and (3.32) for the fermionic
expectation values, is equivalent to a choice of orientations on the spaces
Ω
′0(M)⊗ V¯φ0(x), Ω
′1(M)⊗ Vφ0(x). (3.33)
As a result, the whole partition function Z is an invariant of M up to a choice of orientation
on the spaces (3.33), as the sign of Z depends on this choice.
Note that the orientations of the spaces V¯φ0(x) and Vφ0(x) are determined by the nth
power of the two-forms I¯J¯ and IJ on Mϑ, respectively. On the other hand, since V¯φ0(x)
and Vφ0(x) are both even-dimensional, the orientation on the spaces (3.33) does not depend
on the choice of orientation on the spaces Ω
′0(M) and Ω
′1(M), and this is why the sign of
the expectation value (3.32) does not depend on the choice of covariant harmonic one-forms
ω
(α)
µ . Therefore, the choice of orientation of the spaces (3.33) and consequently, the choice
of the sign in (3.31) and (3.32), can always be reduced to a canonical orientation.
In discussing this orientation dependency, we have followed the analysis in [8]. This
is because in the spaces (3.33), Ω
′0(M), Ω
′1(M) and Mϑ (the base space for the fibres
V¯φ0(x) and Vφ0(x)), are just covariant versions of the harmonic forms and space of constant
bosonic maps considered in RW theory, whence the analysis would be the same.
3.4 Feynman diagrams
Let us now analyze the Feynman diagrams associated with the computation of the pertur-
bative partition function. Note that all diagrams which contribute to the partition function
should have (i) the right number of fermionic zero modes in the corresponding vertices to
absorb those that appear in the path integral measure; (ii) a k−2n factor for canceling the
normalization factor k2n that accompanies the partition function in (3.17), because the
partition function should be independent of the coupling constant k.
In RW theory [8], only a finite number of diagrams contribute to the partition function
after (i) and (ii) are satisfied. In our case however, because we have, in our action, a Chern-
Simons part with coupling constant kcs 6= k, there would be an infinite number of diagrams
contributing to our partition function. Fortunately though, the analysis is still tractable
whence we would be able to derive some very insightful and concrete formulas in the end,
as we shall see.
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Canceling the normalization factor of k2n
At any rate, before we proceed to say more about the Feynman diagrams, let us discuss
how one can cancel the aforementioned normalization factor of k2n. To this end, first note
that in the CS part of the action, the gauge field has quadratic term
kcsAD
0A = kcs
µνρAaµ(κab∂ρ +
1
3
fadbA
ϑd
0ρ )A
b
ν . (3.34)
Therefore, the propagator of the gauge field is a priori
4AµAν ∼ 1
kcs
. (3.35)
However, upon expanding the Lagrangian around A0 and φ0, the gauge field will acquire
a mass term
kVKaV
K
b A
νaAbν . (3.36)
As such, the propagator would become
4AµAν = (kcsD0 + kVK · V K)−1. (3.37)
That being said, because the partition function does not depend on k, we can choose
kcs
k
 1. (3.38)
In turn, this means from (3.37) that
4AµAν ∼ 1
kcs
. (3.39)
Hence, in what follows, we will note that 4AµAν ∼ k−1cs , while the other propagators
are ∼ k−1.
Now, let us consider a diagram with V vertices, emanating L legs. Assume that this
diagram contains Vcs vertices
kcs
3 A∧A∧A which therefore contribute a factor of kVcscs ; all the
other V −Vcs vertices therefore contribute a factor of kV−Vcs . Let Lcs be the total number
of legs which are joined together by the propagator 4AµAν , where µ 6= ν; they contribute a
factor of k
−Lcs
2
cs . As the other propagators carry a factor of k−1, while each fermionic zero
mode carries a normalization factor of k−
1
2 , the remaining L−Lcs legs contribute a factor
of k−
L−Lcs
2 . Thus, this diagram contains a factor of
k−(
L−Lcs
2
−(V−Vcs)), (3.40)
but because the partition function is independent of k, it must be that
L− Lcs
2
− (V − Vcs) = 2n. (3.41)
In other words, our diagrams must obey (3.41) so that the normalization factor of k2n can
be cancelled out.
Notice that in the case where A→ 0 whence Lcs = Vcs = 0 and our model reduces to
the RW model, (3.41) would coincide with [8, eq. (3.25)], as expected.
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The structure of the Feynman diagrams
Note that although the computation of the partition function involves summing an infinite
number of Feynman diagrams because there is no constraint on kcs, one can actually classify
the vertices they involve into three types.
(1) The pure gauge field vertex coming from the CS interaction
kcsfabc
µνρAaµA
b
νA
c
ρ. (3.42)
(2) The vertices free of gauge fields, such as
kΩIJ
µνρΓJMN∂νϕ
MχIµχ
N
ρ and kΩIJ
µνρRJKLM¯χ
I
µχ
K
ν χ
L
ρ η
M¯ . (3.43)
(3) The vertices that mix matter fields4 with gauge fields, such as
kΩIJ
µνρ∇PV JaχIµχPρ Aνa and kgIK¯∇P¯V K¯aηP¯χIµAµa . (3.44)
These three types of vertices are illustrated in figure 1.
3.5 The propagator matrices and an equivariant linking number of knots
In order to compute the Feynman diagrams, one would also need to have a knowledge of
the propagators of the bosonic and fermionic fields associated with the kinetic operators
Lboson and Lfermion.
The propagator of the bosonic fields 4boson can be obtained by solving the equation
kLboson(IK,I¯K¯,ad,µρ)(x)×4(KJ,K¯J¯,db,ρν)boson (x− y) =
 δIJ 0 00 δI¯J¯ 0
0 0 δµν δab
 · δ(x− y), (3.45)
where Lboson is given in (3.13). To first order, the 3× 3 matrix 4boson can be written as
4boson ∼
 0 4ϕϕ 4ϕA4ϕϕ 0 4ϕA
4Aϕ 4Aϕ 4AA
 , (3.46)
where its components are spanned by all possible boson propagators:
4(ϕϕ)IJ¯(X,G,M ;φ0, Aϑ0 ) =
1
k
f (ϕϕ)IJ¯(X,G;φ0, A
ϑ
0 )4
′(ϕϕ)(M ;Aϑ0 ),
4(AA)abµν (X,G,M ;φ0, Aϑ0 ) =
1
kcs
f (AA)ab(X,G;φ0, A
ϑ
0 )4
′(AA)
µν (M ;A
ϑ
0 ), (3.47)
4(ϕA)I,aµ (X,G,M ;φ0, Aϑ0 ) =
1
k
f (ϕA)I,a(X,G;φ0, A
ϑ
0 )4
′(ϕA)
µ (M ;A
ϑ
0 ).
Here, the labels φ0 and A
ϑ
0 mean that the corresponding quantities are evaluated at these
values of the covariantly constant map φ0 and flat connection A
ϑ
0 . Notice that we can write
the propagators as a product of two parts. The first part is a function f(X,G;φ0, A
ϑ
0 ) on
the target manifold X that is characterized by the structural information of X and G. The
second part is a function 4′(M ;Aϑ0 ) on M .
4Here, for convenience, we use “matter fields” to mean φ, χ and η.
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Figure 1. The three types of vertices.
Similarly, the propagator of the fermionic fields 4fermion can be obtained by solving
the equation
kLfermion(I¯K¯,IK,ad,µρ)(x)×4(K¯J¯,KJ,db,ρν)fermion (x− y) =

δI¯
J¯
0 0 0
0 δIJδ
µ
ν 0 0
0 0 δab 0
0 0 0 δab
 · δ(x− y), (3.48)
where Lfermion is given in (3.15). To first order, the 4× 4 matrix 4fermion can be written as
4fermion ∼

0 4ηχ 0 0
4χη 4χχ 4χc¯ 0
0 4c¯χ 0 4cc¯
0 0 4c¯c 0
 . (3.49)
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where its components are spanned by all possible fermion propagators:
4(ηχ)I¯Jµ (X,G,M ;φ0, Aϑ0 ) =
1
k
f (ηχ)I¯J(X,G;φ0, A
ϑ
0 )4
′(ηχ)
µ (M ;A
ϑ
0 ),
4(χχ)IJµν (X,G,M ;φ0, Aϑ0 ) =
1
k
f (χχ)IJ(X,G;φ0, A
ϑ
0 )4
′(χχ)
µν (M ;A
ϑ
0 ),
4(χc¯)I,aµ (X,G,M ;φ0, Aϑ0 ) =
1
k
f (χc¯)I,a(X,G;φ0, A
ϑ
0 )4
′(χc¯)
µ (M ;A
ϑ
0 ), (3.50)
4(cc¯)ab(X,G,M ;φ0, Aϑ0 ) =
1
k
f (cc¯)ab(X,G;φ0, A
ϑ
0 )4
′(cc¯)(M ;Aϑ0 ).
Similar to the boson propagators, we can also write these fermion propagators as the
product of two parts.
An equivariant linking number of knots
Notice here that we may regard ∆
′(χχ)
µν (M ;Aϑ0 ) as an equivariant one-form depending on
Aϑ0 . This means that for one-cycles C
′
in M which satisfy the following equivariant Stoke’s
theorem ∫
C′
dAϑ0
F =
∫
∂
Aϑ0
C′
F = 0, (3.51)
the double integral ∮
C
′
1
dxµ
∮
C
′
2
dxν∆
′(χχ)
µν (M ;A
ϑ
0 ) (3.52)
would define an “equivariant linking number” of knots C
′
1 and C
′
2.
3.6 New three-manifold invariants and weight systems
We would now like to show that by computing the perturbative partition function, we
would be able to derive new three-manifold invariants and their associated weight systems
which depend on both G and X. To this end, let us first review the three-manifold in-
variants and their associated weight systems that come from Chern-Simons and Rozansky-
Witten theory.
Three-manifold invariants and weight systems from Chern-Simons theory
The perturbative partition function of Chern-Simons theory can be written as
ZCS(M ;G; kcs) =
∑
m
Z
(m)
CS (M ;G; kcs), (3.53)
where (m) denotes the order of kcs in the indicated term. If the classical solution A0 is
the trivial flat connection over M , the propagators would be independent of A0. Then, the
partition function would take (up to a one-loop contribution) the very simple form
Z
(tr)
CS (M ;G; kcs) = exp
( ∞∑
m=1
SG,m+1(M) k
−m
cs
)
, (3.54)
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where
SG,m+1 =
∑
Γ∈Γ3,m+1
aΓ(G)IΓ(M). (3.55)
Here, the sum runs over all trivalent Feynman graphs Γ3,m+1 with m + 1 loops (and 2m
vertices),5 and IΓ(M) are the integrals over M×M×· · ·×M of the products of propagators.
The Jacobi identity of the Lie algebra of G is used to show that although the individual
integrals IΓ(M) depend on the metric of M , the metric-dependence cancels out of the
sum in (3.55) [4–6]. Thus, SG,m+1 and therefore ZCS(M ;G; kcs), are indeed topological
invariants of the three-manifold M . Furthermore, because the factor aΓ(G) can be regarded
as a weight factor weighting each graph term, SG,m+1 also defines what is called a weight
system. Clearly, this weight system depends on Lie algebra structure.
Three-manifold invariants and weight systems from Rozansky-Witten theory
The perturbative partition function of Rozansky-Witten theory can (up to a one-loop
contribution) be written as
Z(M,X) =
∑
Γ
ZΓ(M,X), (3.56)
where
∑
Γ is a summation over all relevant Feynman graphs of the theory, and
ZΓ(M,X) = bΓ(X)
∑
b
IΓ,b(M), (3.57)
where
∑
b denotes the summation of all possible ways of assigning the vertices to each
Feynman graph. Here, IΓ,b are the integrals over M ×M × · · · ×M of the products of
propagators as well as of the relevant one-form fermionic zero modes. IΓ,b just depends
on the structure of M , while bΓ serves as a weight factor which depends on the curvature
tensor of the target space X that comes from the underlying vertices. Thus, ZΓ(M,X)
defines a weight system. Clearly, this weight system depends on hyperka¨hler geometry.
The Bianchi identity plays the same role here as the Jacobi identity in CS theory [8];
one can use it to show that the dependence on the metric of M cancels out of the sum (3.56),
i.e., Z(M,X) is a topological invariant of the three-manifold M .
Coming back to our theory
Coming back to our theory, we can, after evaluating the path integral, write the perturba-
tive partition function as
Z(M,X,G) =
∑
Aϑ0
e−
∫
M kcsLcs(A
ϑ
0 ) · Z0(Aϑ0 ) · Z(M,X,G;Aϑ0 ; kcs), (3.58)
where e−
∫
M kcsLcs(A
ϑ
0 ) is the topological factor coming from the Chern-Simons part of the
total Lagrangian evaluated at a flat connection Aϑ0 ; Z0(A
ϑ
0 ) is the topological one-loop
contribution given in (3.28); and
Z(M,X,G;Aϑ0 ; kcs) =
∑
Γ
ZΓ(M,X,G;A
ϑ
0 ; k
m
cs), (3.59)
5For a description of a (trivalent) Feynman graph, see [8].
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where
∑
Γ is a sum over all possible Feynman diagrams with two or more loops that (i)
have the right number of fermionic zero modes to absorb those that appear in the path
integral measure, and (ii) are free of the coupling constant k. Here, the label kmcs (where m
may vanish) means that Γ carries with it a factor of kmcs.
In fact, ZΓ can be expressed as
ZΓ(M,X,G;A
ϑ
0 ; k
m
cs) =
∫
Mϑ
√
g d2nφI0 d
2nφI¯0 WΓ(X,G;φ0, A
ϕ
0 )IΓ(M,X,G;φ0, A
ϑ
0 ; k
m
cs),
(3.60)
where IΓ is an integral over M ×M × · · · ×M of the products of propagators as well as of
the one-form fermionic zero modes ωµ(x) in (3.32), while the weight factor WΓ is a product
of terms relevant to Γ that are associated with the vertices in figure 1.
We can characterize the partition function by classifying the Feynman diagrams into
three categories as follows.
(1) Chern-Simons-type diagrams. These diagrams result purely from the vertices A∧
A∧A. Thus, they correspond to diagrams in usual Chern-Simons theory. The topological
property of Chern-Simons-type diagrams has already been verified in earlier works [4–6].
As such, we would have nothing more to add about them.
To discuss the next two types of diagrams, we take, for simplicity, the case where
b
′
1 = 0 and b
′
0 = 1. Then, the nonvanishing Feynman diagrams must contain exactly 2nb
′
0
zero modes ηI0 . For brevity, we will only discuss diagrams whose vertices emanate 4 legs.
(2) Diagrams free of gauge fields. Since these diagrams result from vertices which
are free of the gauge field A, they do not contain the gauge field propagator. Examples of
such diagrams are given by the A pattern and B pattern in figure 2.
The A pattern diagram is formed by the vertex
k∂KΓIM¯N¯∂µϕ
M¯ϕKχI,µηN¯0 ,
and the propagators in the diagram are 4(χχ) and 4(ϕϕ). Therefore for the A pattern
diagram, the terms in (3.60) are
IΓ(M,X,G;φ0, A
ϑ
0 )=
∫
M
n∏
l=1
(4(χχ)IlJlµν ∂µ4(ϕϕ)LlP¯l∂ν4(ϕϕ)KlQ¯l)(xl, yl) d3xld3yl (3.61)
and
WΓ(X,G;φ
I
0) = 
M¯1...M¯2n
n∏
l=1
(∂Kl∂M¯1,lgP¯lIl)(∂Ll∂M¯2,lgQ¯lJl) (3.62)
0where the M¯1...M¯2n factor comes from the expectation value of the zero modes η0 defined
in (3.31). The contribution of this diagram to the partition function can then be evaluated
by substituting the above two expressions in (3.60).
The B pattern diagram is formed by the vertex
kΩIJR
J
KLM¯ 
µνρχIµχ
K
ν χ
L
ρ η
M¯
0 ,
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Figure 2. A, B, C and D pattern diagrams.
and the propagator in the diagram is 4(χχ). Therefore for the B pattern diagram, the
terms in (3.60) are
IΓ(M,G,X;φ
I
0, A
ϑ
0 ) =
∫
M
n∏
l=1
(µ1ν1ρ1µ2ν2ρ24(χχ)I1,lI2,lµ1µ2 4(χχ)K1,lK2,lν1ν2 4(χχ)L1,lL2,lρ1ρ2 )
× (xl, yl) d3xld3yl
(3.63)
and
WΓ(X,G;ϕ
I
0) = 
M¯1...M¯2n
n∏
l=1
(ΩI1,lJ1,lR
J1,l
K1,lL1,lM¯1,l
)(ΩI2,lJ2,lR
J2,l
K2,lL2,lM¯2,l
) (3.64)
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Notice that the A and B pattern diagrams in figure 2 are similar to those in RW theory.
Nevertheless, unlike RW theory, our propagator factor IΓ depends on the flat gauge field
Aϑ0 . If A
ϑ
0 were trivial, the contributions of the A and B pattern diagrams to the partition
function would be as given in RW theory, as expected.
(3) Diagrams mixing gauge and matter fields. Examples of such diagrams are given
by the C pattern and D pattern in figure 2.
The C pattern diagram is formed by the vertices
k∂K(∇M¯V aI )ηM¯0 χIµAµaϕK and k∂K¯(∇M¯V aI )ηM¯0 χIµAµaϕK¯ ,
and the propagators in the diagram are 4(χχ), 4(ϕϕ), 4(AA). Therefore for the C pattern
diagram, the terms in (3.60) are
IΓ(M,X,G;φ
I
0, A
ϑ
0 ; k
−n
cs )=
∫
M
n∏
l=1
(4(χχ)IlJlµν 4(ϕϕ)KlL¯l4(AA)µνalbl )(xl, yl) d3xld3yl (3.65)
and
WΓ(X,G;ϕ
I
0) = 
M¯1...M¯2n
n∏
l=1
∂L¯l(∇M¯1,lV alIl )∂Kl(∇M¯2,lV
bl
Jl
) (3.66)
The D pattern diagram is formed by the vertex
k∂K(∇M¯V aI )ηM¯0 χIµAµaϕK ,
and the propagators in the diagram are4(χχ),4(ϕA). Therefore for the D pattern diagram,
the terms in (3.60) are
IΓ(M,X,G;φ
I
0, A
ϑ
0 )=
∫
M
n∏
l=1
(4(ϕA)K1,lµal 4(ϕA)K2,lνbl 4(χχ)I1,lI2,l,µν)(xl, yl) d3xld3yl (3.67)
and
WΓ(X,G;ϕ
I
0) = 
M¯1...M¯2n
n∏
l=1
∂K1,l(∇M¯1,lV alI1,l)∂K2,l(∇M¯2,lV
bl
I2,l
) (3.68)
New three-manifold invariants and weight systems
As shown in (3.47) and (3.50), the propagators 4 can be expressed as the product of a
function f(X,G) on the target manifold X and a function 4′(M) on the three-manifold
M . Therefore, we can rewrite the above propagator factors as
IΓ(M,X,G;φ0, A
ϑ
0 ; k
m
cs) = fΓ(X,G;φ0, A
ϑ
0 )I
′
Γ(M ;A
ϑ
0 ; k
m
cs) (3.69)
where I
′
Γ is a function on M that depends on the flat gauge field A
ϑ
0 and which carries a
factor of kmcs, and the function fΓ is characterized, among other things, by the structure of
the target space X and the gauge group G. In turn, this means that we can rewrite (3.60) as
ZΓ(M,X,G;A
ϑ
0 ; k
m
cs) = WΓ(X,G;A
ϑ
0 ) I
′
Γ(M ;A
ϑ
0 ; k
m
cs) (3.70)
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where
WΓ(X,G;A
ϑ
0 ) =
∫
Mϑ
√
g d2nφI0 d
2nφI¯0 WΓ(X,G;φ0, A
ϑ
0 )fΓ(X,G;φ0, A
ϑ
0 ) (3.71)
can be regarded as a weight factor which combines the structural information of the hy-
perka¨hler manifold X and the Lie algebra g of the gauge group G.
As in CS and RW theory, I
′
Γ in (3.70) can be expected to depend on the metric of M .
However, since the partition function in (3.58) and therefore
Z(M,X,G;Aϑ0 ; kcs) =
∑
Γ
WΓ(X,G;A
ϑ
0 ) I
′
Γ(M ;A
ϑ
0 ; k
m
cs) (3.72)
are topological on M at the outset, the metric-dependence of I
′
Γ should cancel out in the
sum (3.72). To rigorously show this cancellation, we can use the Jacobi identity of G,
the Bianchi identity of X, and the geometric identities of the moment maps discussed in
section 2.1. However, at each order of kcs, the partition function and consequently, its
variation with respect to the metric of M , contains so many different terms that it would
be a formidable task to demonstrate this cancellation using our purely physical methods.
We hope that in the near future, novel and sophisticated methods would be devised to
facilitate this explicit verification.
In summary, our perturbative partition function furnishes us with a new three-manifold
invariant Z(M,X,G;Aϑ0 ; kcs) which depends on both G and X, that also defines a new
weight system whose weights WΓ(X,G;A
ϑ
0 ) are characterized by both Lie algebra structure
and hyperka¨hler geometry.
4 Canonical quantization and the nonperturbative partition function
4.1 Canonical quantization
Let us now canonically quantize our gauged sigma model on M with target space X. To this
end, first note that the Hamiltonian H = 〈∫ T00〉 = 〈δQ̂O〉 = 0. Next, note that locally,
the Riemannian manifold M can be written as Σ × I, where I is the ‘time’ dimension
and Σ is a compact Riemann surface. Thus, since H = 0 whence the theory should be
time-independent, it would mean that we can just analyze the physics over any Σ×I ⊂M .
This property of H = 0 also means that only ground states contribute to the spectrum
of the theory. Therefore, where the fermions are concerned, only the zero modes contribute
to the physical Hilbert space. Where the gauge field is concerned, only the classical con-
figuration of flat connections A0 contribute to the physical Hilbert space. And where the
bosons are concerned, only the covariantly constant maps φ from M to X which satisfy
Dµφ = ∂µφ+A
a
0µVa = 0, contribute to the physical Hilbert space.
Let τ be the time coordinate. Then, according to the last paragraph, φ would satisfy
∂τφ+A
a
0τVa = 0. In the gauge where Aτ = 0, we would also have
∂τη
I¯ = 0, ∂τχ
I
τ = 0, ∂τχ
I
µ = 0, (4.1)
where ηI¯ , χIτ and χ
I
µ are fermionic zero modes. In other words, the zero modes φ, η
I , χIτ
and χIµ are τ -independent, which means that we effectively have a two-dimensional gauged
sigma model on Σ.
– 22 –
J
H
E
P02(2014)067
The commutation and anticommutation relations
From the Lagrangian, we compute the momentum conjugate of η, χ and A to be
δL
δ∂τηK¯
= gIK¯χ
I
τ ,
δL
δ∂τχIµ
= τµνΩIJχ
J
ν ,
δL
δ∂τχIτ
= gK¯Iη
K¯ , (4.2)
δL
δ∂τAa0µ
= τµνkabA
b
0ν .
Note at this point from (3.15) that the fermionic zero modes χIµ are solutions of the covariant
equation
ΩIJ
τµν∂µχ
J
ν + ΩIK
τµν∂JV
K
a A
a
0µχ
J
ν = 0; µ, ν = 1, 2, (4.3)
which depend on the choice of the flat connection A0; in other words, we can write
χIµ(x) = χ
I
αω
α
µ(A0, x), where ω
α are covariant harmonic one-forms on Σ, and χIα are con-
stant fermionic coefficients. Hence, if
∫
Σ ω
α ∧ ωβ = Lα,β, the relations in (4.2) tell us that
the commutation and anticommutation relations upon quantizing the zero modes must be
{ηI¯ , χJτ } =
1
k
gI¯J ,
{χIα, χJβ} =
1
k
ΩIJ(L−1)α,β, (4.4)[
Aa0µ(x)A
b
0ν(y)
]
=
1
kcs
µνδ
abδ2(x− y),
where g and Ω are evaluated at the covariantly constant map φ.
A relevant digression
Before proceeding any further, let us discuss the following important point. Recall from
section 3 that after gauge-fixing, it is the Q̂-cohomology that is relevant. Nevertheless, the
spectrum of the theory is unchanged by gauge-fixing, and so the Q- and Q̂-cohomology
ought to be equivalent. Let us now verify this claim.
First, recall that we have
Q2 = gauge transformation, (4.5)
and
Q̂ = Q+QFP, where Q̂
2 = 0. (4.6)
Second, by definition, we have
ker(Q̂) = {O|{Q+QFP,O] = 0}. (4.7)
From (2.11), we find that {Q,O] 6= −{QFP,O]. So,
ker(Q̂) = ker(Q) ∩ ker(QFP). (4.8)
– 23 –
J
H
E
P02(2014)067
That is, {Q,O] = 0 and {QFP,O] = 0, which means
{{Q,QFP},O] = 0. (4.9)
Third, from the definition of QFP, we have
{Q2FP,O] = 0. (4.10)
Also, we have
{Q̂2,O] = {Q2 + {Q,QFP}+Q2FP,O] = 0. (4.11)
Thus, from (4.9), (4.10) and (4.11), we have
{Q2,O] = 0. (4.12)
In turn, this means that
ker(Q̂) = ker(Q) ∩ ker(QFP) = ker(Q) ∩ {O|{Q2,O] = 0}. (4.13)
Last, note that in
im(Q̂) = im(Q+QFP), (4.14)
because im(QFP) contains ghost fields, im(QFP) does not contribute to the physical Hilbert
space. Hence,
im(Q̂) ∼= im(Q). (4.15)
Altogether, this means that
O ∈ ker(Q̂)
im(Q̂)
=
ker(Q) ∩ ker(QFP)
im(Q+QFP)
∼= ker(Q) ∩ {O|{Q
2,O] = 0}
im(Q)
, (4.16)
which verifies our claim that the Q̂- and Q-cohomology are equivalent. Therefore, let
us henceforth focus on the Q-cohomology; in particular, let us proceed to ascertain the
relevant Hilbert space of states in the Q-cohomology.
The Hilbert space of states
To this end, note that since we are restricting ourselves to the classical configuration A0
that is free of interacting fluctuations, we can view the total theory as a CS theory plus a
non-dynamically gauged RW theory. As such, any state |Ψ〉 in the Q-cohomology ought to
take the form
|Ψ〉 = |ψ〉 ⊗ Φ˜|0〉 (4.17)
Here, |ψ〉 is a state in the CS theory which is associated with a Q-closed but not Q-exact
wave function ψ(Aϑ0 ) that depends on a flat gauge field A
ϑ
0 along Σ, where [13, 14]
ψ(Aϑ0 ) =
∫
A|Σ=Aϑ0
DAe−Scs , (4.18)
and Φ˜ is a Q-closed but not Q-exact state operator of the non-dynamically gauged RW
theory. Let us now determine Φ˜.
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From (4.4), it is clear that the vacuum state |0〉 would be annihilated by the operators
χIβ and χ
I
τ .
6 Hence, a first-cut construction of an arbitrary state |Φ〉 of the non-dynamically
gauged RW theory would be
|Φ〉 = Φ˜|0〉 = ΦI1···IlI¯1···I¯k(φ)χI1α · · ·χIlα ηI¯1 · · · ηI¯k |0〉. (4.19)
Generically, Φ depends on the covariantly constant map φ; hence, a natural generically-
nonvanishing scalar product of states would be given by
〈Φ(1)|Φ(2)〉 =
∫
Mϑ
√
g d2nφId2nφI¯ I1...I2nI¯1...I¯2n Φ
(1)
I1···Iq I¯1···I¯pΦ
(2)
Iq+1···I2nI¯p+1···I¯2n
=
∫
Mϑ
Φq+p ∧ Φ4n−q−p, (4.20)
where Φm is an m-form on Mϑ, the space of all physically distinct φ’s for some Aϑ0 . In
other words, Φ˜ would correspond to an element of Ωl+k(Mϑ), the space of all (l+k)-forms
on Mϑ.
Now, from (2.7), the fields transform under the supercharge Q as
δQη
I¯i = −V I¯ia µa+,
δQφ
I¯ = ηI¯ , (4.21)
δQχ
I = DφI .
At the level of zero modes, the last equation δQχ
I = DφI = 0. If Φ˜ is d-closed, i.e.,
∂J¯Φ(φ) = ∂JΦ(φ) = 0, we would have
δQΦ˜ =
∑
i
(−1)l+iΦI1···IlI¯1···I¯k V I¯ia µa+ χI1α · · ·χIlα ηI¯1 · · · η̂I¯i · · · ηI¯k
= (−1)l kΦI1···IlI¯1I¯2···I¯k V I¯1a µa+ χI1α · · ·χIlα ηI¯2 · · · ηI¯k (4.22)
6= 0.
Thus, the state operator Φ˜ is not Q-closed, as we would like it to be.
We can try to ‘improve’ it to
Φ˜ = ΦI1···IlI¯1···I¯k(φ)χ
I1
α · · ·χIlα ηI¯1 · · · ηI¯k−µa+ΦaI1···IlI¯1···I¯k−2(φ)χI1α · · ·χIlα ηI¯1 · · · ηI¯k−2 , (4.23)
where now,
δQΦ˜ = (−1)l [k V I¯1a ΦI1···IlI¯1I¯2···I¯k ]µa+ χI1α · · ·χIlα ηI¯2 · · · ηI¯k
− (−1)l [∂K¯ΦaI1···IlI¯1···I¯k−2 ]µa+ χI1α · · ·χIlα ηK¯ηI¯1 · · · ηI¯k−2 (4.24)
− (−1)l(k − 2)µa+µb+V I¯1b ΦaI1···IlI¯1···I¯k−2χI1α · · ·χIlα ηI¯2 · · · ηI¯k−2 ,
after exploiting the fact that µ+ is holomorphic. If moreover, ΦaI1···IlI¯1···I¯k−2 is anti-
holomorphic and
ia(Φ) = dΦa, (4.25)
6For ease of illustration, we henceforth assume that b
′
0 = 1 and b
′
1 = 1.
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where (ia(Φ))I¯2···IlI¯1I¯2···I¯k = k V
I¯1
a ΦI1···IlI¯1I¯2···I¯k is a contraction with Va of Φ ∈ Ωl+k(Mϑ),
and (dΦa)K¯I1···IlI¯1···I¯k−2 = ∂K¯ΦaI1···IlI¯1···I¯k−2 is an exterior derivative of Φa ∈ g∗ ⊗
Ωl+k−2(Mϑ), the second term on the r.h.s. of (4.24) would simply cancel the first one
out, i.e., we would have
δQΦ˜ = (−1)l+1(k − 2)µa+µb+V I¯1b ΦaI1···IlI¯1···I¯k−2χI1α · · ·χIlα ηI¯2 · · · ηI¯k−2 . (4.26)
Hence, by ‘improving’ Φ˜ via (4.23), we have actually made progress: by compar-
ing (4.26) and (4.22), it is clear that we have gone from having k to k− 2 many η fields in
the expression for δQΦ˜.
We can continue to ‘improve’ Φ˜ by adding more terms of lower order in η:
Φ˜ = ΦI1···IlI¯1···I¯k(φ)χ
I1
α · · ·χIlα ηI¯1 · · · ηI¯k − µa+ΦaI1···IlI¯1···I¯k−2(φ)χI1α · · ·χIlα ηI¯1 · · · ηI¯k−2
+µa+µ
b
+ΦabI1···IlI¯1···I¯k−4(φ)χ
I1
α · · ·χIlα ηI¯1 · · · ηI¯k−4 (4.27)
−µa+µb+µc+ΦabcI1···IlI¯1···I¯k−6(φ)χI1α · · ·χIlα ηI¯1 · · · ηI¯k−6 + . . . .
Here, even-valued k is such that 0 < k ≤ dimC(Mϑ), and Φa,Φab,Φabc, · · · ∈ S(g∗)⊗Ω(Mϑ)
are anti-holomorphic, where S(g∗) is the symmetric algebra on g∗. If moreover,
ia(Φ) = dΦa, ib(Φa) = dΦab, ic(Φab) = dΦabc, . . . , (4.28)
one will find that δQΦ˜ = 0.
From the field variations in (4.21) and the comment thereafter, one can see that Q
effectively acts on Φ˜ as d − µa+ia. Together with (4.27) and (4.28), it would mean that
for Φ˜ to be Q-closed but not Q-exact, it must correspond to a class in the G-equivariant
cohomology HG(Mϑ).
It is now clear from (4.17) and the fact that Φ˜ corresponds to a class in HG(Mϑ), that
the relevant Hilbert space H of all states |Ψ〉 in the Q-cohomology can be expressed as
H = HCS(Aϑ0 ,Σ)⊗HG(Mϑ) (4.29)
whereHCS(Aϑ0 ,Σ) is the Hilbert space of states in CS theory associated with wave functions
ψ(Aϑ0 ) in the Q-cohomology that depend on a flat gauge field A
ϑ
0 on Σ.
An example
Before we end this subsection, let us consider the case where Σ = S2, G is some arbitrary
compact simple Lie group, X = T ∗(G/T), and T ⊂ G is a maximal torus. For simply-
connected Σ = S2, we can go to pure gauge on Σ whence we can regard the flat gauge field
Aϑ0 to be trivial in all directions (since A
ϑ
0τ = 0 also). Consequently, HCS is trivial, χµ and
η would become ordinary harmonic forms on Σ, and the φ’s would just be constant maps
whenceMϑ = X = T ∗(G/T). Therefore, the corresponding Hilbert space would simply be
HG = HG(T ∗(G/T)), (4.30)
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which is the G-equivariant cohomology of T ∗(G/T). In other words, via the Cartan model
of equivariant cohomology, we have (cf. [15])
HG ∼= H ([S(g∗)⊗ Ω(T ∗(G/T))]G-invariant) . (4.31)
Here, H(. . . ) is the cohomology of the complex with Cartan differential dG = 1⊗d+F a⊗ia,
where F a is some g-valued function on T ∗(G/T) of degree two.
From our discussion leading up to (4.27), and the fact that b1(S
2) = 0 and b0(S
2) = 1
whence there are no χµ’s but dimC(T
∗(G/T)) many η’s, we find that a generic arbitrary
state in HG would be given by
|Ψ〉 = Φ˜|0〉, (4.32)
where
Φ˜ = ΦI¯1···I¯k(φ)η
I¯1 · · · ηI¯k − µa+ΦaI¯1···I¯k−2(φ)ηI¯1 · · · ηI¯k−2
+µa+µ
b
+ΦabI¯1···I¯k−4(φ)η
I¯1 · · · ηI¯k−4 (4.33)
−µa+µb+µc+ΦabcI¯1···I¯k−6(φ)ηI¯1 · · · ηI¯k−6 + . . . .
Here, even-valued k is such that 0 < k ≤ dimC(T ∗(G/T)), and Φa,Φab,Φabc, · · · ∈ S(g∗)⊗
Ω(T ∗(G/T)) are anti-holomorphic.
That being said, it can be shown [16] that HG = S(t∗), where t is the Lie algebra of
T . In other words, an arbitrary state in HG ought to be given by
|Ψ〉 = (−1)p µa1+ µa2+ · · ·µap+ Φa1a2...ap(φ)|0〉 (4.34)
where 1 ≤ ai ≤ rank(G), and p is any positive integer.
Take for example G = SU(2) and X = T ∗(CP1), where rank(G) = 1 and dimC(X) = 2.
Then, the only state in HSU(2) is
|Ψ(1)〉 = −µ1+Φ1(φ)|0〉. (4.35)
Take as another example G = SU(N) and X = T ∗(SU(N)/U(1)N−1), where rank(G) =
N − 1 and dimC(X) = N(N − 1). Then, the independent states in HSU(N) ought to take
the form
|Ψ(i)〉 = (−1)iµa1+ µa2+ · · ·µai+ Φa1a2...ai(φ)|0〉, (4.36)
where 1 ≤ i ≤ N(N − 1)/2.
One can proceed to compute HG for any G in a similar manner. For brevity, we shall
leave this to the interested reader.
4.2 The nonperturbative partition function
We shall now furnish a general prescription that will allow us to compute, nonperturba-
tively, the partition function of our model on any three-manifold with target space X.
Suppose we have manifolds M1 and M2 whose boundaries are the same compact Rie-
mann surface Σ but with opposite orientations, such that after gluing them along Σ, we get
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a new manifold M . Then, from the axioms of quantum field theory, the partition function
on M with target space X would be given by
ZX(M) = 〈M2|M1〉. (4.37)
Here, |M1〉 ∈ H1 is a state due to the path integral over M1 that is associated with Σ, and
|M2〉 ∈ H2 is a state due to the path integral over M2 that is also associated with Σ, where
the Hilbert spaces H1 and H2 are canonically dual to each other.
We could also twist the boundary of M1 by an element U of the mapping class group
of Σ prior to gluing, whence the partition function on the resulting three-manifold MU
would be given by
ZX(M
U ) = 〈M2|Û |M1〉, (4.38)
where Û is an operator acting in H1 that represents U . In this manner, one can, with
appropriate choices of Σ, M1 and M2, construct any three-manifold M
U , and upon deter-
mining how Û acts on |M1〉 to produce another state in H1, the corresponding partition
function on MU can be determined via a tractable calculation on M . Therefore, let us
determine the action of Û on |M1〉.
For concreteness, let us consider Σ = T2 whence U is an element of SL(2,Z), and M1
is a solid torus. Then, we can conveniently choose on Σ, basic one-forms ξ1,2 and basic
one-cycles C1,2, whereby ∫
Cb
ξa = δab, (4.39)
so that the matrix
U =
(
p q
r s
)
∈ SL(2,Z), ps− qr = 1, (4.40)
transforms the pair of cycles (C1, C2) as
U :
(
C1
C2
)
→
(
p q
r s
)(
C1
C2
)
. (4.41)
Now, from (4.17), we have
|M1〉 = |ψ0〉 ⊗ Φ˜1|0〉, (4.42)
where the subscripts ‘0’ and ‘1’ accompanying |ψ〉 and Φ˜ are just convenient labels to
associate them to |M1〉.
Let us first determine how Û acts on |ψ0〉. From the explanation of CS theory in [1],
since |ψ0〉 is associated with a path integral on M1 with no operator insertions (see (4.18)),
we can regard it as a vector v0 in the Verlinde basis of HCS(Aϑ0 ,T2), the space of integrable
representations of the affine algebra associated with G at level kcs, where the subscript ‘0’
in v0 means that it is associated with the trivial representation of G [1, section 4.3]. As
such, according to loc. cit., we have
Û |ψ0〉 = K0j |ψj〉, (4.43)
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where |ψj〉 corresponds to the vector vj in HCS(Aϑ0 ,T2) that is associated with the Rj
representation of G; the Rj ’s are in one-to-one correspondence with the highest weights of
G; K is the Verlinde matrix [17]; and the underlying wave function is
ψj(A
ϑ
0 ) =
∫
A|T2=Aϑ0
DA Wj(C) e
−Scs , (4.44)
where
Wj(C) = TrRjP exp
(∮
C
Aaµ+a
)
(4.45)
is theQ-closed (and therefore gauge-invariant) trace of the holonomy of the one-form Aaµ+a
along the longitudinal cycle C in M1 taken in the representation Rj .
7
Next, let us determine the action of Û on Φ˜1, where Φ˜1 takes the generic form in (4.27).
As ηI¯ is a (geometrically-trivial) scalar on Σ, we only need to consider the action on χIα.
Recall that we can write
χIµ = χ
I
αω
α
µ(A
ϑ
0 ), (4.46)
where the ωα’s are covariant harmonic one-forms on Σ. This is similar to the case in RW
theory, except that here, the ωα’s also depend on a certain flat connection background Aϑ0 .
Since we are free to choose Aϑ0 , let us choose a background whereby there are two covariant
harmonic forms on Σ, i.e., there are two solutions to (4.3). Then, the fermionic zero modes
can be expressed as
χIβ =
∫
C
′
β
χIαω
α, α, β = 1, 2, (4.47)
since ∫
C
′
β
ωα = δαβ , (4.48)
where C
′
β are a pair of covariant basic one-cycles in T
2. Assuming that our background is
also such that C
′
1,2 is not deformed away from C1,2, we also have
U :
(
C
′
1
C
′
2
)
→
(
p q
r s
)(
C
′
1
C
′
2
)
. (4.49)
Then, according to (4.48) and (4.47),
Û :
(
χI1
χI2
)
→
(
p q
r s
)(
χI1
χI2
)
, (4.50)
7Note that the arguments in [1, section 4.3] involve the Wilson loop operator Wj(C) =
TrRjP exp
(∮
C
AaTa
)
and not Wj(C) = TrRjP exp
(∮
C
Aaµ+a
)
, where the Ta’s are generators of the Lie
algebra g of G. Nevertheless, recall that dµ+a = −iVa(Ω), where the vector fields Va associated with the
G-action on X are generators of g; in other words, like the Ta’s, the µ+a’s can be labeled by represen-
tations of G. Also, under a gauge transformation with parameter Λ, we have δΛ(µ+a) = −fdacΛdµc+ and
δΛTa = f
d
acΛdT
c. Last but not least, we have the Poisson bracket relation (2.2). Altogether, this means
that we can, for all our purposes, regard µ+a as the matrix Ta whence we can also regard Wj as a Wilson
loop operator Wj .
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where we shall regard χI2 to be the annihilation operator. Therefore,
Û : Φ˜1(φ, η, χ
I
1)→ Φ˜1(φ, η, pχI1 + qχI2). (4.51)
We would like to emphasize that the modular transformation will not modify the intrinsic
definition of the zero modes χ, φ and η (which depends on the respective differential
operators covariant with respect to Aϑ0 ).
8 Hence, the (generic) intrinsic definition (4.27) of
Φ˜1 will not be modified either. Thus, there is no ambiguity in the map (4.51).
At any rate, the property that the vacuum |0〉 would be annihilated by χI2 must also
hold after a transformation by Û ; in other words, if
χI2|0〉 = 0, (4.52)
then
Û : |0〉 → |0〉′, (4.53)
where
(rχI1 + sχ
I
2)|0〉′ = 0. (4.54)
Since (4.4) means that we can represent χI1 by multiplication and χ
I
2 by Ω
IJ∂/∂χJ1 , we can
also write (4.54) as (
sΩIJ
∂
∂χJ1
+ rχI1
)
|0〉′ = 0, (4.55)
which implies that
|0〉′ = exp
(
−r
s
ΩIJχ
I
1χ
J
1
)
|0〉. (4.56)
In all, this means that Û acts on |M1〉 as
Û : |M1〉 → |M1〉′, (4.57)
where
|M1〉′ = K0j |ψj〉 ⊗ Φ˜1
(
φ, η, pχI1 + qΩ
IJ ∂
∂χJ1
)
· exp
(
−r
s
ΩIJχ
I
1χ
J
1
)
|0〉. (4.58)
We are now ready to compute the partition function ZX(M
U ). If
〈M2| = 〈0|Φ˜†2(φ, η, χI1)⊗ 〈γ|, (4.59)
8This claim can be justified as follows. First, note that Aϑ0 , being flat, is a covariant harmonic one-form
on Σ, just like χI ; hence, its components Aϑ01 and A
ϑ
02 will transform as in (4.50). Nevertheless, the covariant
equation ΩIJ
τµν∂µχ
J
ν + ΩIK
τµν∂JV
K
a A
a
0µχ
J
ν = 0; µ, ν = 1, 2, which defines χ, is a scalar equation on Σ
(since the µ and ν indices are fully contracted) — it is thus insensitive to the transformation of Σ by U
whence the definition of χ would be unmodified. As for φ and η, they are defined by the following one-form
equations on Σ (since there is a free µ index): ∂µφ + A
a
µVa = 0 and gIJ¯∂
µηJ¯ + gIK¯∂J¯V
K¯
a A
aµ
0 η
J¯ = 0. If
we rewrite these equations as Dµφ = 0 and Dµη = 0, µ = 1, 2, then the action of U on Σ would map the
first equation from D1φ = 0 → pD1φ+ qD2φ = 0 and D2φ = 0 → rD1φ+ sD2φ = 0. But D1φ and D2φ
are independent quantities whence pD1φ+ qD2φ = 0 and rD1φ+ sD2φ = 0 imply that Dµφ = 0, µ = 1, 2,
which is the same as the original equation. The same argument applies for the second equation involving
η. Hence, the definition of φ and η would also be unmodified.
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then ZX(M
U ) = 〈M2|Û |M1〉 = 〈M2|M1〉′ can also be expressed as
ZX(M
U ) = K0
j〈γ|ψj〉 · 〈0|Φ˜†2(φ, η, χI1) Φ˜1(φ, η, pχI1 + qΩIJ∂/∂χJ1 )exp(−rΩIJχI1χJ1 /s)|0〉.
(4.60)
Notice that 〈γ|ψj〉 is just the CS path integral onM with an insertion of the Wilson loop
operator Wj(C) along the trivial knot C, i.e., it is the topologically-invariant expectation
value 〈Wj(C)〉CS of Wj(C) in CS theory on M (see also footnote 7).
Notice also that 〈0|Φ˜†2(φ, η, χI1) Φ˜1(φ, η, pχI1+qΩIJ∂/∂χJ1 )exp(−rΩIJχI1χJ1 /s)|0〉 can be
expressed as the scalar product 〈Φ(2)|Φ(1)〉 of the non-dynamically gauged RW theory on
M with target X, where |Φ(2)〉 = Φ˜2(φ, η, χI1)|0〉, and |Φ(1)〉 = Φ˜1(φ, η, pχI1 + qΩIJ∂/∂χJ1 ) ·
exp(−rΩIJχI1χJ1 /s)|0〉 = Φ˜′1(φ, η, χI1)|0〉. Since Φ˜′1(φ, η, χI1) and Φ˜2(φ, η, χI1) correspond to
classes in HG(Mϑ), the scalar product 〈Φ(2)|Φ(1)〉 = 〈0|Φ˜†2Φ˜′1|0〉 can be computed via G-
equivariant Poinca´re duality as an intersection number (Φ˜2, Φ˜
′
1)Mϑ of G-equivariant cycles
in Mϑ that are dual to Φ˜2 and Φ˜′1, respectively.
Therefore, we can actually write
ZX(M
U ) = K0
j〈Wj(C)〉CS(M) · (Φ˜2, Φ˜′1)Mϑ(M,X) (4.61)
As claimed, the partition function on MU can be calculated in terms of well-defined quan-
tities on M . In fact, it can be expressed as a product of a CS and an equivariant RW
topological invariant of M !
5 New knot invariants from supersymmetric Wilson loops
As mentioned in subsection 4.2, a Q-invariant (and therefore gauge-invariant) Wilson loop
operator along a knot K ⊂M can be constructed as9
WR(K) = TrRP exp
(∮
K
Aaµ+a
)
, (5.1)
where M is an arbitrary Riemannian three-manifold, and R denotes the representation R of
the Lie group G which acts on the hyperka¨hler target space X. The trace Tr is taken over
G whose Lie algebra g is generated by the µ+a’s in the representation R (see footnote 7).
The canonical formalism
In the canonical formalism of section 4, where we restrict ourselves to the zero modes of
the fields in the region Σ× I ⊂ M of interest, we have, in the absence of the Wilson loop
operator WR(K), the “Gauss Law” constraint δL/δAτ = 0:
F aµν = 0, (5.2)
where τ and {µ, ν} are the coordinates on I and Σ, respectively.
9Note that we have used the relation µa+µ+a = 0 to construct the following expression.
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If we include in our theory, multiple copies of the Wilson loop operator
WR1(K1)WR2(K2) · · · in the representations R1, R2, . . . of G, the “Gauss Law” constraint
becomes
F aµν = µν
∑
s
δ2(x− Ps)µa+(s). (5.3)
Here, the Ps’s are the points on Σ that the knots K1,K2, . . . intersect, and they are labeled
by the representations Rs via the µ
a
+(s)’s (see footnote 7).
The physical Hilbert space HΣ,Ps,Rs of our theory can then be obtained by quantiz-
ing the underlying symplectic phase space M determined by the Aµ, η, χτ , χµ fields, their
respective momentum conjugate Aν , χτ , η, χν (computed in (4.2)), the constraint (5.3),
and the conditions Dφ = 0, Dχ = 0 and Dη = 0. Specifically, according to the theory of
geometric quantization [18], HΣ,Ps,Rs would correspond to the space H0(L ,M ) of holo-
morphic sections of a certain line bundle L , where the curvature of L is given by
√−1
times the symplectic two-form of M .
The path integral formalism and new knot invariants
Now that we have furnished, through the canonical formalism perspective, a formal de-
scription of the physical Hilbert space of the theory in the presence of multiple Wilson loop
operators WRj (Kj), let us compute explicitly the expectation value of such Wilson loop
operators which will provide us with new knot invariants of three-manifolds.
To compute the expectation value 〈WR(K)〉 via the path integral, we will need to
replace WR(K) in (5.1) with its gauge-fixed version. To this end, recall that after gauge-
fixing, Q would be replaced by Q̂ = Q + QFP. Of course, WR(K) in (5.1) is no longer
invariant under the field transformations generated by Q̂. Nevertheless, a Q̂-invariant
gauge-fixed replacement can be constructed as
W˜R(K)=TrRP exp
∮
K
A := TrRP exp
(∮
K
(
Aaµ
a
++χ
J∂Jµ
a
+ca −
1
2
fabdA
acbcd
))
. (5.4)
One can show that
δ
Q̂
∮ (
Aaµ
a
+ + χ
J∂Jµ
a
+ca −
1
2
fabdA
acbcd
)
=
∮
d
(
caµ
a
+ −
1
6
fabdc
acbcd
)
= 0, (5.5)
so
δ
Q̂
W˜R(K) = 0, (5.6)
as claimed.
To compute perturbatively the following expectation value of multiple Wilson loops
〈
∏
j
W˜Rj (Kj)〉 =
∫
DφDADηDχDcDc¯ e−S
∏
j
W˜Rj (Kj), (5.7)
(where the Lagrange multiplier field B has already been integrated out to give the gauge-
fixing condition ∂µAaµ = 0), we first expand each W˜j around the flat connection A0 and
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the covariantly constant map φ0 as
W˜Rj (Kj)=TrRjP exp
∫
Kj
A=TrRjP exp
∫
Ki
{
A0aµ
a
+(φ0)+A˜aµ
a
+(φ0) + A˜a∂Jµ
a
+(φ0)ϕ
J+ · · ·
+ χJ∂Jµ
a
+(φ0)ca + χ
J∂K∂Jµ
a
+(φ0)ϕ
Kca + · · ·
− 1
2
(fabdA
a
0c
bcd + fabdA˜
acbcd)
}
, (5.8)
where A˜ and ϕ are fluctuations around A0 and φ0, and ‘· · · ’ denotes all other expansion
terms around φ0. Notice that the above path-ordered exponential can also be expressed as
TrRjP exp
∫
Kj
A = TrRj
(
exp
∫
Kj
A0µ+(φ0)
)
× [1
+ TrRj
∫
Kj
(
A˜µ+(φ0) + A˜∂Jµ+(φ0)ϕ
J + χJ∂Jµ+(φ0)c− 1
2
(A0cc+ A˜cc) + · · ·
)
+ TrRj
∫
Kj×Kj
(
A˜µ+(φ0) + A˜∂Jµ+(φ0)ϕ
J + χJ∂Jµ+(φ0)c− 1
2
(A0cc+ A˜cc) + · · ·
)2
+ · · · ] , (5.9)
where we have and shall henceforth omit the Lie algebra index for notational simplic-
ity. Note that because of (2.3), any term in the correlation function which contains
TrRj
(
µ2+(φ0)
)
is automatically zero.10
After performing the expansion, we can evaluate the correlation function of
∏
j W˜kj (Kj)
by the same method used to evaluate the partition function in section 3. Because of (5.9),
we can, like in (3.58), express the correlation function as
〈
∏
j
W˜Kj (Kj)〉=
∑
Aϑ0
e− ∫M kcsLcs(Aϑ0 ) · Z0(Aϑ0 ) ·∏
j
TrRje
∫
Kj A
ϑ
0µ+(φ0)
W(M,X,G;Aϑ0 ; kcs),
(5.11)
where the first factor in parenthesis is manifestly topologically-invariant — e−
∫
M kcsLcs(A
ϑ
0 )
is the topological factor coming from the Chern-Simons part of the total Lagrangian evalu-
ated at a flat connection Aϑ0 , Z0(A
ϑ
0 ) is the topological one-loop contribution given in (3.28),
and
∏
j TrRje
∫
Kj A
ϑ
0µ+(φ0) is the product of noninteracting topological Wilson loops — and
W(M,X,G;Aϑ0 ; kcs) =
∑
Γ
WΓ(M,X,G;A
ϑ
0 ; k
m
cs). (5.12)
Here,
∑
Γ is a sum over all possible Feynman diagrams with two or more loops that (i)
have the right number of fermionic zero modes to absorb those that appear in the path
10For example, according to (2.3), the correlation function
〈TrRj (A˜µ+(φ0)A˜µ+(φ0))〉 ∼ 〈TrRj (µ2+(φ0))〉 = 0 (5.10)
for the classical configuration φ0.
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integral measure, and (ii) are free of the coupling constant k. The label kmcs (where m may
vanish) means that Γ carries with it a factor of kmcs.
Note that we have two types of Feynman diagrams here. The first type is where the
vertices of W˜kj (Kj) do not contract with the vertices of the Lagrangian L; let us denote
this type of diagrams as Γ∗. The second type is where the vertices of W˜kj (Kj) contract
with the vertices of L; let us denote this type of diagrams as Γ. In other words, we can
write the total expectation value as
〈
∏
j
W˜Kj (Kj)〉 = 〈
∏
j
W˜Rj (Kj)〉Γ∗ + 〈
∏
j
W˜Rj (Kj)〉Γ . (5.13)
Because the total expectation value 〈∏j W˜Kj (Kj)〉 is topologically-invariant at the outset,
we have
δ〈∏j W˜Kj (Kj)〉
δhµν
=
δ〈∏j W˜Kj (Kj)〉Γ∗
δhµν
+
δ〈∏j W˜Kj (Kj)〉Γ
δhµν
= 0, (5.14)
where hµν is the metric of M .
Similar to CS and RW theory, because the propagators are not topologically-invariant,
each diagram in 〈∏j W˜Kj (Kj)〉 is not topologically-invariant by itself. However, the total
expectation value is still topological because the variations (under a change in hµν) of the
diagrams cancel themselves out exactly.
In our case, notice that for the diagrams Γ∗, we only have the propagator factors∫
M×M
d3xld
3yl ∆(xl, yl) (5.15)
and ∫
Ki×Kj
dxldyl ∆(xl, yl), (5.16)
while for the diagrams Γ, we also have the propagator factor∫
M
d3xl
∫
Kj
dyl ∆(xl, yl) (5.17)
coming from the contractions between the vertices of W˜kj (Kj) and that of the Lagrangian
L. This means that the variations of the Γ∗ diagrams cannot cancel out the variations of
the Γ diagrams. In turn, this and (5.14) imply that
δ〈∏j W˜Kj (Kj)〉Γ∗
δhµν
= 0 and
δ〈∏j W˜Kj (Kj)〉Γ
δhµν
= 0 (5.18)
simultaneously. In other words, both 〈∏j W˜Rj (Kj)〉Γ∗ and 〈∏j W˜Rj (Kj)〉Γ are indepen-
dently topologically-invariant.
For brevity, let us henceforth focus our discussion on 〈∏j W˜Kj (Kj)〉Γ∗ . For the dia-
grams Γ∗, we can write
WΓ∗(M,X,G;A
ϑ
0 ; k
m
cs) =
∫
Mϑ
√
g d2nφI0d
2nφI¯0 WΓ∗(X,G;φ0, A
ϑ
0 )
× fΓ∗(X,G;φ0, Aϑ0 )I
′
Γ∗(M ;A
ϑ
0 ; k
m
cs)
∏
j
Γ∗
W˜j
, (5.19)
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where the functions WΓ∗ , fΓ∗ and I
′
Γ∗ are similar to those in (3.71)–(3.72) as they result
solely from contractions among the vertices coming from L, and Γ∗
W˜j
denotes the contri-
bution of W˜Rj (Kj) to each WΓ∗ .
According to the discussion leading up to (3.70), we can also write11
Γ∗Wj = WΓ∗,Wj (X,G;φ0, A
ϑ
0 ) fΓ∗,Wj (X,G;φ0, A
ϑ
0 ) I
′
Γ∗,Wj (M ;A
ϑ
0 ). (5.22)
Thus, we have
WΓ∗(M,X,G;A
ϑ
0 ; k
m
cs) = WΓ∗(X,G;A
ϑ
0 )I
′
Γ∗(M ;A
ϑ
0 ; k
m
cs), (5.23)
where
WΓ(X,G;A
ϑ
0 )=
∫
Mϑ
√
g d2nφI0 d
2nφI¯0
WΓ∗fΓ∗∏
j
WΓ∗,WjfΓ∗,Wj
 (X,G;φ0, Aϑ0 ) (5.24)
can be regarded as a weight factor which combines the structural information of the hy-
perka¨hler manifold X and the Lie algebra g of the gauge group G, and
I
′
Γ∗(M ;A
ϑ
0 ; k
m
cs) = (I
′
Γ∗
∏
j
I
′
Γ∗,Wj )(M ;A
ϑ
0 ; k
m
cs) (5.25)
Therefore,
〈
∏
j
W˜Rj (Kj)〉Γ∗ =
∑
Aϑ0
∑
Γ∗
e− ∫M kcsLcs(Aϑ0 ) · Z0 ·∏
j
TrRje
∫
Kj A
ϑ
0µ+(φ0)

×WΓ∗(X,G;Aϑ0 )I
′
Γ∗(M ;A
ϑ
0 ; k
m
cs), (5.26)
where
〈
∏
j
W˜Rj (Kj)〉Γ∗,Aϑ0 = sumΓ∗ WΓ∗(X,G;A
ϑ
0 )I
′
Γ∗(M ;A
ϑ
0 ; k
m
cs) (5.27)
is a new knot invariant of three-manifolds which depends on both G and X, that also
defines a new knot weight system whose weights WΓ∗(X,G;A
ϑ
0 ) are characterized by both
Lie algebra structure and hyperka¨hler geometry.
11For example, consider the contribution Γ∗
W˜j ,Aϕ
from the term
TrRj
∫
Kj×Kj
A˜∂Iµ+ϕ
IA˜∂Jµ+ϕ
J (5.20)
in (5.9) (assuming that the fermionic zero modes in the measure have been absorbed exactly by the vertices
from L which accompany this term). Performing the contraction, we get
Γ∗W˜j ,Aϕ = TrRj
∫
Kj×Kj
dxµdxν ∂Iµ+∂Jµ+A˜µA˜νϕ
IϕJ
= TrRj
∫
Kj×Kj
dxµdxν ∂Iµ+∂Jµ+∆
(Aϕ)I
µ ∆
(Aϕ)J
ν (5.21)
= TrRj
(
∂Iµ+∂Jµ+ f
I(X,G)fJ(X,G)
∫
Kj×Kj
dxµdxν∆
′(Aϕ)
µ ∆
′(Aϕ)
ν
)
= WΓ∗
Wj,Aϕ
(X,G;φ0, A
ϑ
0 ) fΓ∗Wj,Aϕ
(X,G;φ0, A
ϑ
0 ) I
′
Γ∗
Wj,Aϕ
(M ;Aϑ0 ),
where µ, ν run over all directions in M , and the second-last equality is due to (3.47).
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