Inspired by [20, 28] , a neural network is trained using simulation data from a Runge Kutta discontinuous Galerkin (RKDG) method and a modal high order limiter [14] . With this methodology, we design one and two-dimensional black-box shock detection functions. Furthermore, we describe a strategy to adapt the shock detection function to different numerical schemes without the need of a full training cycle and large dataset. We evaluate the performance of the neural network on a RKDG scheme for validation. To evaluate the domain adaptation properties of this neural network limiter, our methodology is verified on a residual distribution scheme (RDS), both in one and two-dimensional problems, and on Cartesian and unstructured meshes. Lastly, we report on the quality of the numerical solutions when using a neural based shock detection method, in comparison to more traditional limiters, as well as on the computational impact of using this method in existing codes.
Introduction
When dealing with nonlinear conservation laws (1) , it is well known that discontinuous solutions can emerge, even for smooth initial data. The numerical approximation of the discontinuous solution will develop non-physical oscillations around the discontinuity, which in turn will negatively impact the accuracy of the numerical scheme. There are different methods to control these oscillations, for example, adding a viscous term as in (2) or limiting the solution.
∂ ∂t u + ∇ · f (u) = 0 (1)
One can write a stabilisation method as a function f that takes some local properties of the solution (denoted by the map X(u(x))), and returns a modified solution valueũ(x), which has some desired properties, e.g. non-oscillatory, maximum principle preserving, f (u(x), X (u(x))) =ũ(x).
For example, in the context of finite volume schemes, where the usual notation applies:ū j denotes the cell average of the solution u(x) in the interval [x j−1/2 , x j+1/2 ], u j the pointwise solution value at node x j , we can write the Minmod limiter as:
f (u(x), X (u(x))) =ū j + minmod(X(u(x))) (x − x j )
where the map X(u(x)) encodes local properties of the solution around [x j−1/2 , x j+1/2 ]. In this case,
where ∆ +ū j :=ū j+1 −ū j , ∆ −ū j :=ū j −ū j−1 . It is well known that this limiter clips the extrema for smooth solutions.
To minimize the clipping of extrema for smooth solutions, one can consider a TVD limiter [4] :
where the map X(u(x)) again encodes local properties of the solution around [x j−1/2 , x j+1/2 ], and T V D(X(u(x)), M ) = minmod(X(u(x))) else
where M is a user defined parameter that gives an estimate of the smoothness of the solution u(x). It is to note that M can take a value in a large range of positive numbers, and that it is usually a global quantity fixed in the beginning of the numerical experiment. Thus, this can be a drawback if the solution has different smoothness properties across the domain (in space and time).
In the context of discontinuous Galerkin method, we can mention, among many, the high-order limiter [7, 14] , which does the limiting in a hierarchical manner. [14] , in particular, relies on the modal representation of the solution u(x), it is formulated specifically for the modal discontinuous Galerkin method using Legendre polynomials as basis functions, and it does not clip the solution maxima.
Recently, the idea of using artificial neural networks as trouble cell indicators has been explored firstly in [20] , motivated by the objective to find a universal troubled-cell indicator that can be used for general conservation laws. The authors show that this type of approach is promising, beating traditional, parameter-dependent limiters.
Domain adaptation is concerned with using a model from a particular source data distribution on a different (but related) target data distribution [30] . One simple example is the task of spam filtering, where a model is used to discriminate between spam and non-spam emails. A model can be trained on the data of a particular user, and adapted to be used on the data of a new user, who might receive significantly different emails. This can be a strategy to train limiters that work in different numerical schemes, while using only (or the majority of the) labeled data from a particular numerical scheme. This can be useful, for example, in the case where one has access to a solver for which labeled data is easy to obtain. In particular, we are interested in training a shock detection algorithm using data from a simple Runge Kutta discontinuous Galerkin method, and adapting this limiter to different numerical schemes.
In this work we are interested in addressing the following questions:
1. Is it possible to learn a data-driven stabilisation function which requires minimal user input? 2. Can this stabilisation algorithm be used in different numerical schemes, leading to stabilisation methods which are agnostic to the underlying numerical scheme?
The paper is structured as follows: the methodology of training and using a trained limiter is presented in section 2 (as well as the extension to 2-dimensional problems), in section 4 we describe the transfer learning strategy and in section 3 the construction of the dataset is described. In sections 5 and 6, numerical results for 1-dimensional and 2-dimensional problems, respectively, are shown. We conclude the paper with a discussion and outlook, in section 7.
In the spirit of open and reproducible science, all the datasets, trained models and some solvers 1 are made available in a public repository [1] .
Method
In the following section, we focus on the three main aspects of this method:
-The set-up of the learning algorithm (section 2.1), -The integration of a trained model with an existing CFD code (section 2.2), -A description of the performance measures used to validate this method (section 2.3).
Set-up of the learning algorithm
In this section we describe the details of the learning algorithm. We use a multilayer Perceptron (MLP) neural network. A general comprehensive introduction of neural networks can be found in [10] .
We wish to learn a map f : X → Y, where X denotes an arbitrary set containing examples that we wish to label with possible outcomes Y. The task at hand is a binary classification, thus f will be our binary classifier and Y = {0, 1}.
We choose f to be defined by the composition of a sequence of functions g 1 , g 2 , ...g n , yielding
This is known as a deep neural network. There are many different classifiers which can be used, but it has been shown that deep neural networks perform well on a variety of classification tasks, in particular when the classification plane is nonlinear [10] .
Each function g i (w i , b i , h i (·)) is parametrized by a matrix w i , called weights, a vector b i called bias and an activation function h i (·) which introduces the non-linearity on the neural network.
These parameters are tuned through a loss function L(x), which measures how well the mapping f performs on a given dataset D, using the gradient descent and back-propagation algorithms.
The gradient descent [25] is a first-order iterative optimization algorithm for finding the minimum of a function (in this case, the loss function L(x)), relying on the fact that for small enough η: a n+1 = a n − η∇L(a n ) then L(a n+1 ) ≤ L(a n ), for a defined and differentiable loss function L. The size of the update on the opposite direction of the steepest gradient is tuned through η, the learning rate. Instead of using a global learning rate, we use the Adam algorithm [13] , which does not suffer from the problem of choosing the wrong learning rate, by adaptively estimating the size of the update for each parameter (in this case, the weights and biases), using information from the first and second moments of the gradient ∇L(a n ) (with respect to parameter a). The update follows:
where α denotes the stepsize, typically set to α = 0.001,m t denotes the corrected moving first moment of the gradient,v t the corrected moving second moment of the gradient (both with respect to parameter a) and ε a small value to avoid division by zero. For the full algorithm, please refer to appendix 8.2. Finally, the back-propagation algorithm is used, which gives a rule to update the different w i and b i in order to minimize the loss function [9] . Furthermore, two different loss functions are used:
cross-entropy:
weighted cross-entropy:
We consider the weighted cross entropy loss function as one particular property of our problem is that it is expected that there will be a class imbalance on the dataset (both during the training phase and prediction phase). In particular, it is more likely to find cells which are in no need for stabilisation than ones which are in need for stabilisation. Furthermore, it is more desirable to overlimit than to miss a cell that needs limiting, as it might lead to unphysical results and potentially crash the code. To bias the learning towards predicting the less represented class (needing stabilisation), it is common practice to use a weighted cost function, which increases the penalty of mislabeling a positive label [12] . The asymmetry in the loss function is added through the coefficient ω.
Finally, we specify the activation functions used: for the hidden layers 1, ..., n − 1 a Rectified Linear Unit (ReLU) is used:
Although there exist more sophisticated activation functions, typically modifications to ReLU, e.g. leaky ReLU, Parametric ReLU or Randomised leaky ReLU, these require further parameter estimation, add at least one more dependence to the saved model, and the empirical improvement on the performance is not extremely significant [31] . Furthermore, there are theoretical predictions when using ReLU as an activation function, which we make use in the following section to roughly estimate the size of the neural network.
For the last layer (output layer), a sigmoid function is used:
in order to attain a value that can be interpreted as a probability.
Lastly, the datasets (described in section 3) are split into disjoint sets of training, validation and test sets.
The training phase is detailed in algorithm 1. We set the batchsize to be 256, and the number of epochs to be between 4 and 10, the Adam algorithm [13] as the optimizer and use a stopping criteria to avoid overfitting, that is triggered when the empirical generalisation error (measured through the loss on the validation set) increases for several training cycles [19] . 
Architecture
Because a fully connected MLP is used, one can follow the results in [18] , which establish lower bounds for the number of required non-zero weights and layers necessary for a MLP (using ReLU activation functions), to approximate classification maps f :
where f is a piecewise smooth function with N "pieces". Here each X K k denotes an indicator function:
for a compact set K k ⊂ [−1/2, 1/2] d with ∂K k ∈ C β , the set of β times differentiable curves, for all k ≤ N . Namely, β controls the regularity of the boundary of the set K k , d denotes the dimension of the feature map. Theorem 4.2 [18] provides the following lower bound for the minimal number of nonzero weights that a neural network R ρ (Φ f ε ) needs to have in order to approximate any function belonging to a function class C ∈ L 2 ([−1/2, 1/2] d ), up to a L 2 error of at most ε:
where C = C(d, β, B, C 0 ) is a constant, B is an upper bound on the supremum norm of R ρ (Φ f ε ) and C 0 > 0 is related to with the maximum bits needed to encode a weight of the network. Furthermore, Theorem 3.5 [18] provides approximation rates for piecewise constant functions. In particular, the number of required layers depends on the dimension d and for the regularity parameter β:
#Layers ≥ c log 2 (2 + β) · (1 + β/d).
However, the assumptions about the classification function's regularity and desired approximation accuracy (in L 2 norm) change the shape and size of the network dramatically, leading to very different lower bounds for the number of layers and number of neurons. In practice, we choose networks which are deeper and have a small width (#W eights), as we did not observe a large performance degradation and it lead to less computationally expensive models. In appendix 8.1, the explicit architectures are detailed.
Directional invariance
To introduce feature invariance (see figure 1 ), some models tested use an aggregate way to estimate the label. For a given feature vector x, several copies of this vector are generated x 1 , ...x n where permutations between the features are performed and their prediction is evaluated. The final label estimation is given by majority label produced for x, x 1 , ...x n . This ensures the response of the model is does not depend on the orientation of the stencil.
Integration of the method on a CFD code
We assume that exists a neural network which has been trained offline. Each layer g i can be fully characterized by the following information:
where w i the weights matrix, b i a bias vector and h i denotes the activation function. There are two routines necessary to integrate a trained neural network with an existing code:
1. Generation of features: given the local solution u, generate the feature quantities X(u). 2. Prediction routine: Given the features X(u), it is necessary to evaluate the function f . As noted previously, a layer g i is fully specified by parameters w i , b i , h i (·). Once the neural network has been trained offline, the weights and biases can be loaded onto the CFD code. What remains to be implemented are the activation functions for the hidden layers and the activation function for the output layer in order to evaluate f at some given input.
The generic stabilisation algorithm is detailed in 2.
Data: solution at cell i, u i Result: stabilised solutionũ i X = generateFeatures(u i ); label = predict(X); if label = 1 theñ u i = stabilisation(u i ); elseũ i = u i ; end Algorithm 2: Limiting For systems, each variable is limited independently.
Measuring performance of model
In this work we use two sets of performance measures, namely:
1. Label prediction measures 2. L 1 -norm of the numerical solution For the first set of measures, we can use typical metrics used in computational statistics and machine learning communities:
where tp is the number of correctly predicted positive labels, tn the number of correctly predicted negative labels, f p the number of incorrectly predicted positive labels and f n the number of incorrectly predicted negative labels 2 . It is important to consider recall and precision because the distribution of labels can be imbalanced. If only accuracy is measured, it is possible to attain a high accuracy by solely predicting the majority label. These metrics are computed against the test set.
For the second set of measures, we consider the L 1 -norm because it is the relevant measure for a CFD code and we can study the effect of this method on the empirical error of the numerical solution. 
Dataset
The dataset is an integral part of data-driven analysis. It contains the data for which we want to learn a mapping for. The task is to learn a function which indicates whether a discontinuity is present in the solution or not. The dataset is the set containing N samples
, where X i denotes some local properties of the solution u i (features) and y i (labels) indicates the existence (or not) of a discontinuity.
For the 1-dimensional case, the dataset is generated by performing many runs on a 1-dimensional discontinuous Galerkin code solving the advection equation for different initial conditions, orders and mesh sizes (see table 1), and the labels are obtained by running a high-order limiter for discontinuous Galerkin [14] which does hierarchical limiting of the modes (see example in figure 2 ). If the limited solution deviates from the unlimited solution more than ζ, then the cell needs stabilisation, and we get a positive label. We set ζ = 0.01.
The interesting point of generating the labels in this way is that we can learn a black-box function of a limiter which is specific to a particular framework (in this case, discontinuous Galerkin) and integrate the trained model with other numerical methods. Furthermore, the cell which are flagged by the high-order limiter are similar to a well tuned TVD limiter.
Features
The features X i are the different quantities used to describe the local solution u i . For the sake of generalisation, we choose features which are readily available in different numerical methods, such as: cell mean value, values at interface, divided differences between neighbours (see table 2 for the complete description of features).
Furthermore, to introduce some magnitude invariance, we normalise physical values (such as averages or pointwise values) by applying the following map:
where u max = max(ū i ,ū i+1 ,ū i−1 ) and u min = min(ū i ,ū i+1 ,ū i−1 ) (taken only over averages). This is a very important step, as a naive normalisation can lead to a non-informative representation of the feature vector. Clearly, one could consider features which are specific for a particular method, e.g. the modes of the solution when using a discontinuous Galerkin method, or the smoothness parameters for a WENO method.
Extension to 2-dimensional problems
The extension to 2-dimensional problems is done in a straightforward manner. Using the initial conditions detailed in table 3, we generate a dataset. To obtain the labels, the high order limiter [14] is used with a threshold ζ = 0.25% for maximal difference between the limited and unlimited solution. This is necessary as although the high order limiter might not degrade smooth solutions, it is still triggered ( figure 3 ).
Initial condition
Furthermore, the features used are shown on table 4 and the features are normalised in the same manner as in the 1-dimensional case.
ID
Feature Name Description 1 h cell width 2ū i average value of solution at cell i 3ū i+1 average value of solution at cell i + 1 4ū i−1 average value of solution at cell i − 1 5
value of solution at interface i + 1 reconstructed at cell i + 1 With the objective to generate shock detection functions which do not depend on the underlying numerical scheme, we are interested in exploring the idea of using a limiter trained with a particular solver (numerical scheme and mesh type) and observing its performance in a different solver (in particular, for a different numerical scheme and mesh type). Furthermore, we want to explore different strategies which can be used to perform domain adaptation.
Initial condition
Advection speed (−1, −1), (1, 1), (1, 0), (0, 1) Mesh size 16, 32, 64, 128 Order 2, 3 
u max maximum value between the averages in the considered patch 23 u min minimum value between the averages in the considered patch The motivations to study this type of problem are: firstly, for some numerical schemes, there are limiters which are designed to be parameter free which rely on a particular feature of the underlying numerical scheme. It would be desirable if limiters designed for a particular numerical scheme could be generalised to be used for different numerical schemes. Secondly, there might be a particular numerical solver for which it is easy to generate a lot of labeled data.
Traditional supervised machine learning operates the assumption that training and testing data are taken from the same input space and the same data distribution. However, this assumption does not always hold. Transfer learning aims to produce an effective model for a target task with limited or no labeled training data, but using knowledge from a different, but related source domain to predict the true label for an unseen target instance.
Formally, the problem of transfer learning can be written as: let X s be the source instance space. In this space, each instance x s ∈ X s is represented by a feature vector x s ∈ X s , where X s denotes the source feature space. Let X t be the target instance space and similarly, x t ∈ X t is represented by a feature vector x t ∈ X t , where X t denotes the target feature space. In the case of heterogeneous transfer learning, we have that X t = X s .
Most heterogeneous transfer learning solutions involve a transformation of the feature spaces: a symmetric transformation takes both feature spaces X t , X s and learns a feature transformation to project each vector onto a common space for adaptation purposes X c [30] , whereas an assymetric transformation transforms the source feature space to align with the target feature space (or vice versa). This approach is appropriate when the source and target have the same class label space and one can transform between X t and X s .
Concretely, we can consider the problem of transferring a shock detection function trained on a dataset coming from a modal discontinuous Galerkin scheme to be adapted on a dataset generated by a residual distribution scheme ( [2, 22, 21, 3] for a brief introduction). In particular, the source dataset is generated as in 3 and the target dataset is described below, in 4.1. Finally, the end goal is to understand whether a limiter designed for one specific class of numerical schemes (in this work, modal Discontinous Galerkin on Cartesian meshes), can be effective on a different numerical scheme (Residual distribution, both for structured and unstructured meshes).
Residual distribution dataset
In order to generate the dataset, small meshes are constructed (see figure 4 ). We represent the solution in each control volume as linear coefficients of a polynomial basis. Because there is no straightforward way to generate a labeled dataset through simulations, we impose continuous and discontinuous functions, randomly varying different parameters, such as angle of the discontinuity, etc.
Using this method, we can generate a large dataset of examples which is close to the task at hand.
1-dimensional case
We use the trained neural network and we integrate with a 1-dimensional residual distribution code. Note, we must generate similar enough features in order to use the model which was trained on a different numerical solver. The 1-dimensional case is not difficult, in particular, because when designing the feature space for the 1-dimensional limiter, we purposely choose quantities which are readily available in most numerical schemes (specifically, quantities based on nodal values, averages and differences).
2-dimensional case
The two dimensional case is not as simple, as the limiter is trained on Cartesian meshes, and the target problems are defined not only on Cartesian, structured meshes but also on triangular, unstructured meshes.
To this end, we must find a common feature space between these two methods. In particular, we test the two simple strategies:
mapping to feature space of the Cartesian model, followed by a retraining phase.
Mapping to unstructured mesh
While the mapping to structured square meshes is quite straightforward, for unstructured meshes we project a triangular element information to the feature space defined in table 4. The feature transformation can be found in table 5.
Retraining
A model which was trained with the data generated by the discontinuous Galerkin scheme is loaded and retrained using the dataset as described in Section 4.1.
To avoid the phenomena of catastrophic forgetting of neural networks [10] , which describes the lack of ability to learn different tasks in a sequence, in the retraining phase, a hybrid dataset containing elements from the target and source dataset is used, with a parameter λ which determines the ratio to be taken from each dataset.
The retraining algorithm is detailed in algorithm 3. Data: trained classifier C, source dataset S, target dataset T , dataset ratio λ Result: transferred classifier C t T r = remapFeatures(T ); D = get dataset(S,T r ,λ); for nepochs do for nsubsets do training loss = C.predict(D train ); gradients = compute loss (training loss ); C.update weights(gradients); test loss = C.predict(D test ); if (early stopping(test loss)) then C t = C; stop training; end end end Algorithm 3: Retraining phase
Numerical experiments
This section is split in three parts: firstly, we show the performance of several trained neural networks on an unseen validation set by measuring the accuracy, recall and precision. In the second part, we choose a model that performed well and we integrate it with a CFD code. The model runs as a blackbox limiter (denoted as NN) and we compare its performance to the Minmod limiter and hierarchical high order limiter (denoted as HIO) through the L 1 error norm. We perform some tests for the linear advection equation and Euler system of equations. The initial conditions are chosen as different from the ones used for the training. Finally, the transferred limiter is tested in the context of a 1-dimensional residual distribution scheme.
1-dimensional problems

Detection rate
We measure the performance of several models on a unseen validation set (table 6) .
Going forward, we select model 4 as it performs well and the resulting size of the weights matrices per layer is significantly smaller than model 3. It is debatable whether the differences between models 3, 4 and 5 are statistically significant. Furthermore, we note that the weighted loss function did not improve the chosen performance metrics. 
du jūi,1 −ū i,3 undivided difference betweenū i,1 andū i,3 , divided by 2 
and periodic boundary conditions. Case of a Gaussian pulse: We consider the following initial condition:
with advection velocity a = 1. The convergence is shown in table 7 after one full crossing for orders 2 and 3. Furthermore, in figure  5 we show how the maxima is clipped using different methods for a grid size of N = 40 and N = 80. We note that the Minmod limiter clips the maximum value of the solution. The hierarchical high order limiter (denoted as HIO throughout this section) behaves as Minmod for the second order case, but for third order it does not limit the solution. The learned limiter (denoted as NN) behaves similarly for both orders, but it is to note that it seems to outperform the HIO limiter for the second order case. It makes sense that the performance does not depend (as much as the HIO limiter) on the order of the method, as we train the algorithm with only nodal information.
Case of a smooth pulse and square hat: The following initial conditions contain a smooth Gaussian pulse and a hat function: 
again with advection velocity a = 1. The convergence is shown in table 8 after one full crossing for orders 2 and 3. Furthermore, in figure  6 we show how the different limiters perform, for a grid size of N = 40 and N = 80.
Euler equation
Now we consider the 1-dimensional Euler equations, which describe the behavior of an inviscid flow. This system of equations describe the evolution of a density ρ, a velocity v, a pressure p and total energy E. 
The system is closed with equation of state for an ideal gas:
where e = E − 1 2 ρv 2 is the internal energy. The NN limiter is applied sequentially for each variable. Empirically, better results were observed when applying the limiter to primitive variables.
Case of Sod shock tube: We consider the standard Sod shock tube test, given by the initial conditions:
and γ = 1.4 and gradient free boundary conditions. In figures 7 and 8 we show the comparison between different limiters at T = 0.24, for schemes of order 2 and 3 respectively. For the second order results, we note that for the density field (first panel in figure 7 ), the solution produced by the NN limiter seems oscillation free and similar to the solution of the HIO limiter, but for the velocity and pressure fields (second and third panel in figure 7 ) some oscillations were not corrected enough, and clearly the behaviour of the HIO limiter is more desirable. This could be due to the fact that the shock detection is done over the primitive variables. This could be improved by performing the shock detection over the characteristic variables. For third order ( figure  8 ) we see that the performances are comparable between the NN limiter and the HIO limiter.
Case of Blast wave: Next we consider the interacting blast waves test, given by the initial conditions:
with γ = 1.4 and reflexive boundary conditions. In figures 9 and 10 we show the comparison between different limiters at T = 0.038 for different orders. The unlimited solution is not shown because the code crashes due to the pressure becoming negative shortly after the start of the simulation for orders higher than 1. The dashed line denotes a high resolution solution, run with N = 1000, third order with the HIO limiter. We can note that the NN limiter is not as good at suppressing oscillations as Minmod and the HIO limiter, but stabilises the solution enough to finish the run. Furthermore, we note that the peak is better preserved, which means that it looks like the limiting is less strong than Minmod and the HIO limiter.
Case of Shu-Osher problem: Next we consider the Shu-Osher test, given by the initial conditions: 
with γ = 1.4 and at the boundary, the variables are set to their initial values.
In figure 11 we show the comparison between different limiters at T = 0.178 for 3 rd order. The dashed line denotes a high resolution solution, run with N = 1000, third order with the HIO limiter. We can note that the NN limiter does not clip the solution as much as the Minmod, but it performs slighly worse than the HIO limiter.
Transfer learning
In this section, we show the performance of the neural network limiter applied to residual distribution scheme (RDS), and we compare with a state of the art limiting technique, MOOD [5] . Other stabilisation strategies for RDS require parameter tuning which are problem dependent.
Case of Sod shock: The initial conditions are given as in (23) . A qualitative result is shown in figure 12 . It can be noted that the NN limiter is slightly more diffusive than MOOD, but that it seems to detect solution undershoots more accurately.
Case of Blast-wave: The initial conditions are given as in (14) . A qualitative result is shown in figure 13 . In this example, one can see that MOOD is significantly less diffusive than the NN limiter. Fig. 7 : Density, velocity and pressure fields for the Sod shock tube (23) at T = 0.24 for grid size N = 80 and approximation order 2.
Numerical experiments: 2-dimensional problems
Similarly to section 5, we first train a set of neural networks varying the number of neurons and layers, and pick the one with best recall/precision score. The analysis can be found in the repository [1] . In this section, we compare the performance of the black box limiter (denoted as NN) with the Minmod limiter and hierarchical high order limiter (denoted as HIO) through the L 1 error norm. We perform some tests for the linear advection equation Fig. 8 : Density, velocity and pressure fields for the Sod shock tube (23) at T = 0.24 for grid size N = 80 and approximation order 3. different from the ones used for the training. Finally, in section 6.3, we show the results for the transfer to residual distribution, for structured and unstructured meshes. 
and periodic boundary conditions. Smooth initial condition: We consider the following initial conditions, which contain a smooth function: with advection velocity a = (1, 1) and periodic boundary conditions.
Case of smooth pulse and square hat: We consider the following initial conditions, which contain a smooth Gaussian pulse and a hat function, defined in (x, t) ∈ [0, 1] 2 × R + , again with advection velocity a = (1, 1), x 1 = (0.75, 0.5).
Euler equation
Now we consider the 2-dimensional Euler equations, which describe the behaviour of an inviscid flow. This system of equations describe the evolution of a density ρ, a velocity vector v = (v 1 , v 2 ), a pressure p and total energy E. 
The system is closed equation of state for an ideal gas:
where e = E − 1 2 ρ|v| 2 is the internal energy.
Case of the 2-dimensional Sod shock tube: We consider the standard Sod shock tube test, given by the initial conditions: 
where r = x 2 + y 2 , (x, y) ∈ [0, 1] 2 , γ = 1.4 and gradient free boundary conditions. Case of the Riemann problem 12: We consider a 2-dimensional Riemann problem (configuration 12) [16] . The initial data are:
(1, 0.7276, 0, 1) x < 0, y > 0 (0.8, 0, 0, 1)
x < 0, y < 0 (0.5313, 0, 0, 0.4) x > 0, y > 0 (1, 0, 0.7276, 1) x > 0, y < 0 (23) for γ = 1.4 and gradient-free boundary conditions. 
Transfer to residual distribution
In this section we report the results of the neural network limiter applied to a residual distribution scheme. In particular, we report on the performance of the neural based limiter when no retraining phase is performed versus the performance of a neural based limiter that is retrained on a reduced dataset using data from numerical runs using the residual distribution scheme.
2-d Sod shock tube:
In Figures 18 and 17 , we compare the performance of the transferred neural network without and with retraining on residual distribution data, on Cartesian grids and unstructured (triangular) grids, respectively. We can see that the adapted limiter detects troubled cells in the shock fronts, for both grid types, and that additionally, retraining the limiter on a small dataset using examples for the residual distribution scheme appears to make a difference, in particular for the unstructured mesh case. This is better observed in figures 19 and 20, where the performance of the neural network limiter (with varying retraining strategies) is compared to other limiters in the residual distribution context.
Discussion and conclusion
The purpose of this work was primarily to demonstrate the potential of using learning algorithms in CFD codes to automate away some parameter tuning which is typical when using stabilisation methods and to explore the idea of transferring knowledge across numerical schemes. In particular, we detail different stages necessary to train a black box limiter that can be integrated in different codes. To this end, we described how to construct a dataset for the training phase, how to train a multi-layer Perceptron that detects shocks and how to integrate the trained model with existing CFD codes. We performed the usual Fig. 19 : Comparison between different limiters for the RD scheme on a structured mesh Fig. 20 : Comparison between different limiters for the RD scheme on an unstructured mesh validation of the limiter in the context of scalar and systems of equations. Furthermore, we use the model trained on the data generated with the discontinuous Galerkin code and integrate this with a Residual distribution code, exploring different ways to perform domain adaptation.
We showed empirically that in principle it is possible to learn a parameter free limiter (after the training phase) from data. While the performance for the seen functions is relatively good (as observed in 5.1.1), the on-the-fly performance could be improved with the careful design of the loss function during the training phase (for example, to include information on the maximum preserving principle). For the smooth case, we observed that this limiter was by far less diffuse than the minmod limiter. Certain oscillations were corrected but there were other oscillations which were not stabilized enough. When applied to a system of equations, we observed that this method still produced sensible results, slightly better than the unlimited version.
It is to note that the training set used was extremely reduced -we only used data from solving the linear advection equation with different initial conditions and varying mesh sizes. Even so, the direct application of this model to unseen initial conditions, to the Euler system and to differing grid sizes was somewhat successful. In a realistic setting, one would use a much more complete dataset.
While we found that for the exact task of shock detection, a neural based limiter appears to have more several major drawbacks in comparison to some limiters which are both quite agnostic to the underlying numerical method and require minimal parameter tuning (e.g. MOOD [5] ), it is our belief that these ideas can be applied to other problems which depend on certain local properties of the numerical solution, ultimately contributing towards Computational Fluid Dynamics (CFD) codes which are robust to different initial conditions and that require less parameter tuning to produce readily usable results.
The main issues we found were the following: 
Lack of theoretical guarantees and quality of the numerical solution:
Throughout the time we worked on this problem, it became apparent that certain properties of the shock capturing function do not arise without a certain amount of careful considerations. For example, it was particularly concerning the fact that the detection was not symmetric with respect to a defined stencil (see figure 21 ). In order to overcome this problem, the literature typically suggests either a feature transformation which renders a certain property invariant or data augmentation by generating training examples that cover such invariance [17] . We empirically observed that merely performing data augmentation did not perform very well and it lead to longer training times (due to the enlargement of the dataset). We then used an ensemble classification where the stencil is permuted and the prediction is averaged (as detailed in section 2.1.2), such that, for example, a prediction on a particular stencil and the same stencil mirrored along the x-axis yield the same response. Although hack leads to exact invariance with respect to permutations of the neighbours, it adds a some cost to the method during the prediction phase.
Computational performance degradation:
It has been claimed that using a neural network limiter can lead to reduced computational cost because the limiter is activated less times [20] . However, this claim might have neglected the prediction step, which is necessary for each cell and thus, scales as O(N ), N the number of elements for a scalar problem. We verified that, when integrating this method with existing codes, the prediction step is expensive as it entails, at best, a series of matrix multiplications, and at worst, a feature vector computation (this can be stored, at the expense of larger memory requirements). Namely, we are required to compute k matrix multiplications (where k is the number of layers of the neural network) for each individual cell. This is not to say it is always going to be too computationally expensivethere have been some successful examples of learning a reduced network from a larger neural network, and with this, a large computational gain has been observed [11], however, this has not been in the scope of this project, and as such, we verified that the prediction step was overwhelmingly more expensive than applying a limiter, in particular, if the intention is to integrate this methodology with an existing code.
Lack of supporting theory on how to optimize, tune and generate deep neural networks:
To this day, the optimization of hyperparameters (such as architecture, shape, size, learning rates related to the neural network) is approached mostly through trial and error. While several works [18] estimate lower bounds and necessary complexity of the network to capture a given complexity of the function to be learned, these results remain rather far from concrete applications. However, in partice, there exist empirical ways to optimise the hyperparameter space [6] .
The attractive property of this type of shock detector is that, once trained, it can operate as a blackbox, parameter free shock detector. We have verified that both in one and two dimensional problems we were able to attain better results when comparing to limiters which have not been properly hand tuned.
However, in the case of residual distribution, the transferred neural network limiter did not perform as well as the MOOD limiter [8, 29, 5] .
Appendix
MLP architectures
We detail the architectures tested in this work in table 11. For this work we found the lower bound (2 28 ) for the number of weights and fixed the activation functions to be ReLU (as detailed in section 2.1.1). What we observed was that this quantity was not producing very good models. Thus, we used (2 32 ) non-zero weights, which presupposes a constant C of order 10. It is left to specify the distribution of the weights across the different layers. The number of weights and neurons is related by multiplying d through the number of neurons per layers to get the total number of weights.
Adam algorithm
The Adam algorithm [13] is used for stochastic optimisation. The algorithm updates exponential moving averages of the gradient (m t ) and the squared gradients (v t ) where the hyper-parameters β 1 , β 2 ∈ [0, 1) control the exponential decay of these moving averages. These moving averages are estimates of the first and second moment (uncentered variance) of the gradient. Because the quantities m 0 , v 0 are initialised at 0, they are biased towards zero (in particular if the decaying rates β 1 and β 2 are small). Hence, there is an additional correction leading to the unbiased quantitiesm t andv t . The algorithm is detailed in 4.
Model Layers Neurons per layer Description
Model 1 Data: α: stepsize, β 1 , β 2 ∈ [0, 1]: exponential decay rates for the moment estimates, f (θ): stochastic objective function with parameters θ, θ 0 : initial parameter vector Result: θt (resulting parameters) m 0 = 0 (initialise 1st moment vector); v 0 = 0 (initialise 2nd moment vector); t = 0 (initialise timestep); while θt not converged do t = t + 1; gt = ∇ θ ft(θ t−1 ) (Get gradients w.r.t stochastic objective at stepsize t); mt = β 1 · m t−1 + (1 − β 1 ) · gt (Update biased first moment estimate); vt = β 2 · v t−1 + (1 − β 2 ) · g 2 t (Update biased second moment estimate); mt = mt/(1 − β t 1 ) (Biased corrected first moment estimate); vt = vt/(1 − β t 2 ) (Biased corrected second raw moment estimate); θt = θ t−1 − α ·mt/ √v t + (Update parameters); end Algorithm 4: Adam algorithm
