INTRODUCTION
Knowledge regarding how proteins interact with each other and with other molecules is essential in the understanding of cellular processes (Siomi and Dreyfuss 1997; Draper 1999; Lengeler 2000; Downward 2001 ). With the accumulation of sequence information, attention has been paid to the development of methods for the prediction of protein function (Fetrow and Skolnick 1998) and interactions (Dandekar et al. 1998; Overbeek et al. 1999; Bock and Gough 2001 ) from sequence. Several computational methods have been developed for the prediction of proteinprotein interactions using support vector machines (SVM; Bock and Gough 2001) and for the prediction of proteinprotein interaction maps by Rosetta/gene fusion (Enright et al. 1999; Marcotte et al. 1999) , phylogenetic profile , gene neighbor (Dandekar et al. 1998; Overbeek et al. 1999) , and interacting domain profile pair (Eisen et al. 1998 ) methods.
Although progress has been made in the development of predictive methods for protein-protein interactions, insufficient attention has been paid to the development of predictive methods for protein-RNA interactions. Most cellular RNAs work in concert with protein partners, and protein-RNA interactions are critically important in regulation of different steps of gene expression (Siomi and Dreyfuss 1997) . Moreover, binding of proteins to some catalytic RNA molecules is known to activate or enhance the activity of these molecules (Frank and Pace 1998) . Therefore, prediction of protein-RNA interactions is of significance in a more comprehensive understanding of how cellular processes and networks work.
RNA recognition by proteins is primarily mediated by certain classes of RNA binding domains and motifs (Draper 1999; Fierro-Monti and Mathews 2000; Peculis 2000; Perez-Canadillas and Varani 2001) . Hence, as in the case of protein-protein interactions (Casari et al. 1995; Pawson 1995; Elcock and McCammon 2001) , correlated patterns of sequence and substructure in RNA-binding proteins can be recognized to bind to specific RNA sequences and folds. The SVM approach, successfully used for the prediction of protein-protein interactions from primary sequences (Bock and Gough 2001) , is therefore expected to be applicable for recognizing this pattern and thus predicting RNA-binding proteins from protein primary sequence.
In the present study, we explored the use of SVM for the prediction of RNA-binding proteins from protein primary sequence. The SVM method was used for the prediction of individual classes of rRNA-, mRNA-, and tRNA-binding proteins, as well as all RNA-binding proteins. There are other groups of RNA-binding proteins, such as snRNAbinding and snoRNA-binding proteins, with small numbers of proteins and fewer available sequences (Tomasevic and Peculis 1999; Singh 2002) . A search of protein family and sequence databases revealed a total of 60 sequences of snRNA-binding proteins and 21 sequences of snoRNAbinding proteins, which is fewer than the 80-100 sequences typically needed to properly train an SVM protein classification system (Cai et al. 2003a) . Nevertheless, to evaluate its performance on classification of a small protein class, SVM was used for the prediction of snRNA-binding proteins. Proteins of small RNA-binding classes as well as other RNA-binding proteins were included in training and testing the SVM classification of all RNA-binding proteins.
SVM is a relatively new and promising algorithm for binary classification by means of supervised learning which was originally developed by Vapnik and his coworkers (Vapnik 1995; Burges 1998 ) and applied to a wide range of problems including text categorization (Drucker et al. 1999; Kim et al. 2001; de Vel et al. 2001) , hand-written digit recognition (Vapnik 1995) , tone recognition (Thubthong and Kijsirikul 2001) , image classification and object detection (Ben-Yacoub et al. 1999; Karlsen et al. 2000; Papageorgiou and Poggio 2000; Huang et al. 2002) , flood stage forecasting (Liong and Sivapragasam 2002) , cancer diagnosis Ramaswamy et al. 2001; Fritsche 2002) , microarray gene expression data analysis (Brown et al. 2000) , inhibitor classification (Burbidge et al. 2001) , prediction of protein solvent accessibility (Yuan et al. 2002) , protein fold recognition (Ding and Dubchak 2001) , protein secondary structure prediction (Hua and Sun 2001) , prediction of protein-protein interaction (Bock and Gough 2001) and protein functional class classification (Karchin et al. 2002; Cai et al. 2003a ). These studies have demonstrated that SVM is consistently superior to other supervised learning methods including classification methods (Brown et al. 2000; Burbidge et al. 2001; Cai et al. 2002b) . In the present study, SVM was further tested regarding its capability to predict protein-RNA interactions.
RESULTS AND DISCUSSION

Overall prediction accuracy
The numbers and prediction results of specific classes of RNA-binding proteins and non-class members are given in Table 1 . In the able, TP stands for true positive (correctly predicted RNA-binding proteins of a specific class), FN for false negative (specific class of RNA-binding proteins incorrectly predicted as non-class members), TN for true negative (correctly predicted non-class members), and FP for false positive (non-class members incorrectly predicted as a specific class of RNA-binding proteins). The predicted sensitivity (SE) for rRNA-, mRNA-, tRNA-, and snRNA-binding proteins and all RNA-binding proteins, which measures the overall prediction accuracy for each class of RNA-binding proteins, is 94.1%, 79.3%, 94.1%, 41.0%, and 97.8%, respectively. The predicted specificity (SP) for non-rRNA-, non-mRNA-, non-tRNA-, and non-snRNA-binding proteins and all non-RNA-binding proteins, which measures prediction accuracy for each group of non-RNA-binding proteins, is 98. 7%, 96.5%, 99.9%, 99.7%, and 96.0%, respectively. A direct comparison with results from previous protein studies is inappropriate, because of the differences in the (Bock and Gough 2001; Ding and Dubchak 2001; Cai et al. 2002a Cai et al. ,b, 2003a . As a statistical learning method, a sufficient number of samples is needed in order to properly train and test an SVM classification system. Our analysis of SVM classification of a number of protein families (Cai et al. 2003a) suggested that protein classification accuracy is significantly reduced if the number of protein sequences in the positive training set is substantially less than 80-100. Fewer samples in a positive training set tend to be less adequate in representing all types of proteins in a class. As described below, this imbalance also helps to compromise the ability of SVM classification by increasing the imbalance between the number of samples in the positive and negative training sets (for protein classification there are typically hundreds or more samples in the negative training set due to the large number of protein families). The total number of available snRNAbinding protein sequences is only 60, from which a very small training set of 33 sequences was generated in the present study. It is thus not surprising to find that the prediction accuracy for this RNA-binding class is at a very low level of 40%, in contrast to the level of 79.3%-97.8% for other RNA-binding classes.
The prediction accuracy for each group of non-RNAbinding proteins appears to be better than that for the corresponding group of RNA-binding proteins. The higher prediction accuracy for non-RNA-binding proteins likely results from the availability of a sufficiently diverse set of non-RNA-binding proteins compared to that of RNA-binding proteins, which enables SVM to perform better statistical learning for recognition of non-RNA-binding proteins. Based on the statistics provided on the Web page of the Pfam database (Bateman et al. 2002) , there are more than 5000 families of proteins, from which one can generate a diverse set of non-RNA-binding proteins.
Examples of the predicted true positive, false negative, true negative, and false positive protein sequences and their host species for each class are provided in Table 2 . The host species of some protein sequences are not given in Table 2 , because the relevant information is not yet available in the protein sequence database. There is no statistically significant number of incorrectly predicted proteins in one species.
Inspection of individual misclassified protein sequences of different RNA-binding and non-RNA-binding classes, including those false negatives and false positives in Table 2 , shows that a significant portion of these sequences are either a protein fragment or described as hypothetical, probable, or putative. Sequence incompleteness likely contributes to some of the prediction errors in this work. Many of the hypothetical, probable, and putative proteins are so described primarily based on some form of distant sequence similarity relationship with existing proteins of known functions. Our earlier study of SVM classification of protein families suggested that prediction accuracy for distantly related proteins is substantially lower than those of closely related proteins (Cai et al. 2003a) . It is thus possible that the prediction error for some of the sequences in this work may be partly due to their low sequence similarity to other protein sequences in the same class.
A substantial number of incorrectly predicted protein sequences in each non-RNA-binding class, some of which are shown in Table 2 , are DNA-binding proteins and proteins of other RNA-binding classes. Because of the certain degree of common structural features among different classes of ssRNAs and between dsRNAs and dsDNAs, some RNA-binding proteins and DNA-binding proteins might share a certain degree of common structural features that makes it more difficult for a statistical classification system such as SVM to unambiguously distinguish the features between these proteins, which likely contributes to a higher prediction error for some of these sequences.
Because of the differences in the number of RNA-binding proteins and that of non-RNA-binding proteins in each class, there is an imbalance between each data set. SVM based on an unbalanced data set tends to produce feature vectors that push the hyperplane towards the side with a smaller number of data (Veropoulos et al. 1999) , which can lead to a reduced accuracy for the set either with a smaller number of samples or of less diversity. This might partly explain why the prediction accuracy for RNA-binding proteins is lower than that for non-RNA-binding proteins. It is however inappropriate to simply reduce the size of non-RNA-binding proteins to artificially match that of RNAbinding proteins, because this compromises the diversity needed to fully represent all non-RNA-binding proteins. Computational methods for re-adjusting a biased shift of hyperplane have been introduced (Brown et al. 2000) . Application of these methods may help improving SVM prediction accuracy in this and other cases involving unbalanced data.
Classification of proteins with specific characteristics
A number of RNA-binding proteins have a modular structure and contain RNA-binding domains of 70-150 amino acids that mediate RNA recognition (Mattaj 1993; PerezCanadillas and Varani 2001) . Three classes of RNA-binding domains have been documented to bind RNA in a sequence-independent manner: These domains are RNA-recognition motif (RRM), double-stranded RNA-binding motif (dsRM), and K-homology (KH) domain (Perez-Canadillas and Varani 2001) . A fourth class of RNA-binding domain, S1 RNA-binding domain, has also been found in a number of RNA-associated proteins (Bycroft et al. 1997 ). These domains have distinguished structural features responsible for RNA recognition and binding. Thus the performance of SVM classification of RNA-binding proteins can be evaluated by examining whether or not proteins containing one of these domains can be correctly classified as RNA-binding proteins. A search of protein family and sequence databases shows that there are a total of 260, 74, 190, and 41 RNA-binding protein sequences known to contain the RRM, dsRM, KH, and S1 RNA-binding domain, respectively. The majority of these sequences are included in the training and testing set of all RNA-binding proteins. In the corresponding independent evaluation set, there are 35, 16, 93, and 10 sequences containing the RRM, dsRM, KH, and S1 RNA-binding domain, respectively. The prediction status and examples of these protein sequences are given in Table 3 . All but one protein sequence are correctly classified as RNA-binding by SVM, which shows the capability of our trained SVM classification system. The only incorrectly predicted protein sequence is HnRNP-E2 protein fragment in the group that contains KH domain. The incompleteness of this sequence might partially contribute to its incorrect prediction by SVM.
Some proteins bind to RNA in a primarily sequencespecific manner. Typical examples are ribosomal proteins (Draper and Reynaldo 1999 ) and a U8 snoRNA-specific binding protein (Tomasevic and Peculis 1999) . The majority of the ribosomal protein entries are correctly predicted as rRNA-binding proteins. Inspection of the ribosomal protein entries that are incorrectly predicted as a non-rRNAbinding protein shows that some of these entries are protein fragment and some are described as hypothetical, probable, or putative. It is possible that the prediction error for some of these sequences may be partly due to sequence incompleteness or low sequence similarity to those of other protein sequences in each class. Some ribosomal proteins are known to bind to mRNA and tRNA as well as rRNA; examples of these proteins are 30S ribosomal proteins S1, S3, S4. The multiple binding nature of these proteins likely makes it more difficult for a statistical classification system such as SVM to unambiguously distinguish the features between rRNA-binding, mRNA-binding, and tRNA-binding, which is another possible reason for the inaccurate classification of these sequences.
Some proteins, such as dihydrofolate reductase and thymidylate synthase, are known to bind to their own mRNA (Zhang and Rathod 2002) . Not all of these proteins are listed as RNA-binding proteins in protein sequence databases. As a result, these mRNA-binding proteins may not be included in the right protein group, which probably affects prediction accuracy for these proteins. Hence, additional work is needed to search for these proteins and include them in the group of mRNA-binding proteins. 
Contribution of feature properties to the classification of RNA-binding proteins
In this work, a total of nine feature properties was used to describe physicochemical characteristics of each protein, which have been routinely used in previous studies of proteins (Bock and Gough 2001; Ding and Dubchak 2001; Cai et al. 2002a Cai et al. ,b, 2003a . It has been reported that not all feature vectors contribute equally to the classification of proteins; some have been found to play a relatively more prominent role than others in specific aspects of proteins (Ding and Dubchak 2001) . It is therefore of interest to examine which feature properties play more prominent roles in the classification of RNA-binding proteins.
In an earlier study, the contribution of individual feature properties to protein classification was investigated by conducting classifications using each feature property separately (Ding and Dubchak 2001) . The same method was employed here. An analysis of the classification of the group of all RNA-binding proteins seemed to suggest that, in order of prominence, the amino acid composition, charge, polarity, and hydrophobicity play more prominent roles than the other feature properties examined. Amino acid composition and hydrophobicity are important factors for the interaction of a protein with other biomolecules, as well as for structural folding. On the other hand, charge and polarity are important for electrostatic interactions and hydrogen-bonding to RNA. As the backbone of RNA is charged, charge and polarity are expected to be particularly important feature properties for the binding of a protein with its RNA-substrate. A study of the dynamics of protein-RNA interfaces showed that cations condensed around RNA affect the binding of protein to RNA (Hermann and Westhof 1999) , which is indicative of the strong effect of charges and polarity.
Conclusion
SVM appears to be a potentially useful tool for the prediction of various RNA-binding proteins. The prediction accuracy may be further enhanced with the improvement of SVM algorithms, particularly for unbalanced data sets and with expanded knowledge about RNA-binding proteins. The SVM RNA-binding protein classification systems developed in this work have been added to our Web-based protein functional classification software SVMProt (Cai et al. 2003a) which is accessible at http://jing.cz3.nus.edu.sg/ cgi-bin/svmprot.cgi. Thus, SVMProt may be used as one of the Web-based tools in facilitating the prediction of RNAbinding proteins as well as proteins of other functional classes.
MATERIALS AND METHODS
Support vector machine
The theory of SVM has been extensively described in the literature (Vapnik 1995; Burges 1998; Evgeniou and Pontil 2001) . Thus only a brief description is given here. SVM is based on the structural risk minimization (SRM) principle from statistical learning theory (Vapnik 1995) . In linearly separable cases, SVM constructs a hyperplane that separates two different classes of feature vectors. A feature vector represents the structural and physicochemical properties of a protein. There are a number of hyperplanes for an identical group of training data. The classification objective of SVM is to separate the training data with a maximum margin while maintaining reasonable computing efficiency. This is done by finding another vector w and a parameter b that minimizes w 2 and satisfies the following conditions: Only those RNA-binding proteins in the independent evaluation sets are included. Host species of some protein sequences are not provided because the relevant information is not yet available in the protein sequence database. The only incorrectly predicted protein sequence with KH domain is HnRNP-E2 protein fragment.
Prediction of RNA-protein interactions
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In this study, a feature vector corresponds to a protein, and this vector is represented by x i with protein descriptors as its components, y i is the class index, w is a vector normal to the hyperplane, |b|րw is the perpendicular distance from the hyperplane to the origin, and w 2 is the Euclidean norm of w. After the determination of w and b, a given vector x i can be classified by:
The hyperplane determined by w 0 and b 0 is called optimal separating hyperplane (OSH). In nonlinearly separable cases, SVM maps the input variable into a high-dimensional feature space using a kernel function K(x i , x j ) followed by the construction of OSH in the feature space. An example of a kernel function is the Gaussian kernel, which is frequently used by others (Burbidge et al. 2001; Czeminski et al. 2001) :
Earlier studies have indicated that the Gaussian kernel consistently gives better results than other kernel functions (Ding and Dubchak 2001; Cai et al. 2002b) . Hence the Gaussian kernel function was used in the present work. Linear SVM is applied to this feature space, and then the decision function is given by:
where the coefficients ␣ i 0 and b are determined by maximizing the following Langrangian expression:
under the following conditions:
Positive or negative value from Eq. 3 or Eq. 5 indicates that the vector x belongs to the positive or negative class, respectively. To further reduce the complexity of parameter selection, hard-margin SVM with a threshold instead of soft-margin SVM with a threshold was used in our own SVM program SVM૽ (Cai et al. 2003b) . A soft margin is introduced by adding a constraint on ␣ i to simultaneously reduce the training error and maximize the margin (Vapnik 1995) . A hard margin is under the condition that 0Յ␣ i ϱ.
As in the case of all discriminative methods (Baldi et al. 2000; Roulston 2002) Table 4 , and that of each class of RNA-binding proteins is given in Table 5 . From these two tables one finds that these proteins are from a diverse range of species, and all species appear to be fairly adequately represented. Not all of the protein sequences in each of the above-described five RNA-binding classes are specified as such in the protein sequence database. An effort was made to manually check all of the selected RNA-binding protein sequences to determine whether or not some of them belong to each of the five classes. It is expected that some of these proteins may not be selected and thus not (Tomasevic and Peculis 1999; Singh 2002) , and it is substantially below the number of 80-100 sequences needed to properly train an SVM protein classification system (Cai et al. 2003a) . Hence, at present, SVM is expected to be useful only for classification of rRNA-, mRNA-, and tRNA-binding proteins, respectively, as well as for all RNA-binding proteins as a single group. Nevertheless, to evaluate its performance on classification of a small protein class, SVM was applied to the prediction of snRNA-binding proteins. All distinct members in each group were used to construct positive samples for training, testing, and independent evaluation of the SVM classification system. The negative samples for training and testing were selected from seed proteins of the curated protein families in the Pfam database (Bateman et al. 2002) excluding those that belong to the group of RNA-binding proteins under study. For each group of non-rRNA-, non-mRNA-, non-tRNA-, and non-snRNA-binding proteins, distinct members in the other three groups were added to the negative samples of each of the training, testing, and independent evaluation sets. For instance, distinct members of mRNA-, tRNA-, and snRNA-binding proteins were added to the negative samples of the non-rRNA-binding proteins. It is expected that the number of negative samples in each of these three groups may be higher than that in the group of negative samples for all RNA-binding proteins.
Training sets of both positive and negative samples were further screened so that only essential proteins that optimally represent each family were retained. The SVM training system for each group was optimized and tested by using separate testing sets of both positive and negative samples composed of all of the remaining distinct proteins of a group and those outside the group, respectively. The performance of SVM classification was further evaluated by using independent sets of both positive and negative samples composed of all of the remaining proteins of a group and those outside the group, respectively. No duplicate protein was used in the training, testing, or independent evaluation set for each group. For those with a sufficient number of distinct members, multiple entries were assigned to each set. For those with less than three distinct members, the proteins were assigned in the order of priority of training, testing, and independent evaluation set.
The number of positive and negative samples for each of the training, testing, and independent evaluation sets for each group of RNA-binding proteins is given in Table 1 
Feature vector construction
Construction of the feature vector for each RNA-binding or non-RNA-binding protein was based on the formula used in the prediction of protein-protein interaction (Bock and Gough 2001) , protein fold recognition (Ding and Dubchak 2001) , and protein family classification (Cai et al. 2003a ). Details of the formula can be found in the respective publications and references therein. Each feature vector was constructed from encoded representations of tabulated residue properties including amino acid composition, hydrophobicity, normalized Van der Waals volume, polarity, polarizability, charge, surface tension, secondary structure, and solvent accessibility.
Three descriptors-composition (C), transition (T), and distribution (D)-were used to describe the global composition of each of these properties (Dubchak et al. 1995) . C is the number of amino acids of a particular property (such as hydrophobicity) divided by the total number of amino acids in a protein sequence. T characterizes the percent frequency with which amino acids of a particular property is followed by amino acids of a different property. D measures the chain length within which the first, 25%, 50%, 75%, and 100% of the amino acids of a particular property are located, respectively.
A hypothetical protein sequence AEAAAEAEEAAAAAEAEEE AAEEAEEEAAE, as shown in Figure 1 , has 16 alanines (n1 = 16) and 14 glutamic acids (n2 = 14). The composition for these two amino acids is n1×100.00/(n1 + n2) = 53.33 and n2×100.00/ (n1 + n2) = 46.67, respectively. There are 15 transitions from A to E or from E to A in this sequence, and the percent frequency of these transitions is (15/29)×100.00 = 51.72. The first, 25%, 50%, 75%, and 100% of As are located within the first 1, 5, 12, 20, and 29 residues, respectively. The D descriptor for As is thus 1/30 ×100.00 = 3.33, 5/30×100.00 = 16.67, 12/30×100.00 = 40.0, 20/30×100.00 = 66.67, 29/30×100.00 = 96.67. Likewise, the D descriptor for Es is 6.67, 26.67, 60.0, 76.67, 100.0. Overall, the amino acid composition descriptors for this sequence are C = (53. 33, 46.67), T = (51.72), and D = (3.33, 16.67, 40.0, 66.67, 96.67, 6.67, 26.67, 60.0, 76.67, 100.0) .
Descriptors for other properties can be computed by a similar procedure, and all of the descriptors are combined to form the feature vector. In most studies, amino acids are divided into three classes for each property, and thus the three descriptors for each property consist of 21 elements: three for C, three for T, and 15 for D (Bock and Gough 2001; Karchin et al. 2002; Yuan et al. 2002) .
There is some level of overlap in the descriptors for hydrophobicity, polarity, and surface tension. Thus the dimensionality of the feature vectors may be reduced by principle component analysis (PCA). Our own study suggests that the use of PCA-reduced feature vectors only moderately improves the accuracy for some of the families. It is thus unclear to what extent this overlap affects the accuracy of SVM classification. We note that reasonably accurate results have been obtained using these overlapping descriptors in various protein classification studies (Bock and Gough 2001; Ding and Dubchak 2001; Cai et al. 2002a Cai et al. ,b, 2003a .
