Abstract. In this paper, we propose the use of a novel feature set, i.e., modulation spectrogram for fricative classification. Modulation spectrogram gives 2-dimensional (i.e., 2-D) feature vector for each phoneme. Higher Order Singular Value Decomposition (HOSVD) is used to reduce the size of large dimensional feature vector obtained by modulation spectrogram. These features are then used to classify the fricatives in five broad classes on the basis of place of articulation (viz., labiodental, dental, alveolar, post-alveolar and glottal). Four-fold cross-validation experiments have been conducted on TIMIT database. Our experimental results show 89.09 % and 87.51 % accuracies for recognition of place of articulation of fricatives and phoneme-level fricative classification, respectively, using 3-nearest neighbor classifier.
Introduction
The main purpose of this paper is to use modulation spectrogram-based features to distinguish between various fricatives sounds extracted manually from TIMIT database. Consonants are classified in three broad classes based on the manner of articulation, viz., stops, affricates and fricatives. Fricatives class is the largest class of consonants in TIMIT database. In total, there are 10 fricatives divided in five broad classes based on place of articulation, viz., labiodental (/f/, /v/), dental (/th/, /dh/), alveolar (/s/, /z/), post-alveolar (/sh/, /zh/) and glottal (/hh/, /hv/). Fricatives can also be classified as unvoiced and voiced on the basis of voicing activity, i.e., relaxed or vibrating vocal folds. From all the examples of the fricatives mentioned above in pairs, the former in each pair falls under unvoiced fricatives while later falls under voiced fricatives [1] [2] [3] [4] .
Fricatives are generated by a narrow constriction in the vocal tract, giving rise to a steady frication noise. The degree of constriction also plays an important role in spectral characteristics (as secondary effect with vocal tract being the primary one). Place of articulation and the spectral characteristics are influenced on the basis of location of constriction by the tongue (at the back, center, or front of the oral tract, as well as at the teeth or lips) [1] .
Prior work on fricative classification on TIMIT database is based on the knowledge-based, acoustic-phonetic features where Seneff's auditory model is used as front-end processing. An accuracy of 87 % was obtained for the overall classification of fricatives (on training data set) [5] [6] [7] .
In this paper, we introduce the use of 2-D representation of modulation spectrogram based for classification of fricatives. Modulation spectrogram-based feature set integrates the concept of sensory perception with signal processing methodology to achieve a significant improvement in the representation and coding of acoustic signals [8] [9] . Recently, modulation spectrogram has been used in voice quality classification, pathology classification and speech recognition [10] .
Modulation Spectrogram
Modulation spectrogram is the visual representation of the spectrum of the combination of acoustic and modulation frequencies in a speech segment. 
Higher Order Singular Value Decomposition (HOSVD)
Higher Order Singular Value Decomposition (HOSVD) is applied to 3-D feature set. HOSVD theorem is used for dimension reduction of a 3-D tensor as described in [11] . ∈  can be represented in HOSVD form as:
where S is the core tensor with same dimension as A. respectively. Now, using these obtained ˆA U and ˆM U , we get the reduced tensor as,
And finally un-stacking the reduced tensorÂ , reduced feature vector 
Feature Extraction
First of all, find the modulation spectrogram for each phoneme using COG (center of gravity) method [12] . In modulation spectrogram, Y-axis represents acoustic frequency which ranges from 0 to F s /2 (here, F s = 16 kHz) (equally spaced in 54 bins) and X-axis represents modulation frequency which ranges from -100 Hz to +100Hz (equally spaced bins). The modulation frequency dimension varies with respect to phoneme class and phoneme duration. For making the classification task easier, f m dimension is fixed to 140 by zero padding. Since the modulation spectrogram is symmetric around f m = 0, only positive modulation frequencies is considered for analysis. Using the symmetry property of modulation spectrogram the feature size is reduced from 54x140 to 54x71. To further reduce the feature dimension, HOSVD theorem is applied which gives a feature vector of dimension a m f f × . Table 1 and Table 2, respectively. Fig. 2 shows the effect on classification accuracy due to change in acoustic (f a ) and modulation (f m ) frequencies. From Fig. 2 , we can see that initially accuracy increases as the value f a and f m is increased (as the phoneme are more closely related in spectral characteristics, we need relatively higher dimension of feature vector for better classification of data), however, after certain amount of increase in the values of f a and f m , any further increase in the value decreases the classification accuracy (as it introduces more amount of redundancies). It can also be observed that for lower value of f m (i.e., f m = 3 and f m = 4) accuracy is almost constant. We can also infer that change in the value of f m affects the accuracy more significantly as compared to the change in the value of f a . Best classification accuracy is obtained for feature of dimension 3 8 × . However, we have selected the optimum feature vector dimension as 3 3 × since the improvement in the accuracy is approximately 1 % while the dimension is reduced by a factor of approximately 2.67. The reduction in feature vector dimension is advantageous in reducing computational complexity and computation time. 
Experimental Results

Four
Summary and Conclusions
In this paper, we have proposed the use of modulation spectrogram-based features using a simple classifier, i.e., 3-nearest neighbor classifier, for fricative classification. Modulation spectrogram gives good classification accuracy for recognition of place of articulation of fricatives and phoneme-level fricative classification. Feature vector dimension of 3 3 × after applying HOSVD theorem is considered as optimum.
Modulation frequency parameter plays more important role as compared to acoustic frequency parameter, as it affects the classification accuracy more significantly. One of the limitations of present work is that, we have worked on manually segmented fricative segments. In future, we would like to extend this work on continuous speech.
