Abstract
In this paper we propose a new approach to sieve estimation for a general regression function when the dimension of the finite dimensional subspaces is a random quantity depending on the values of the observations.
The technique is introduced with the help of a simulation study on a functional linear model under extremely mild assumptions.
A sketch of the proof concerning the main statements is then given in the more general case when the regression function is not necessarily linear.
Preliminaries
In this work we study the problem of estimating a general regression function in the two different contexts which will be referred to as the functional linear model and the general regression model. The FLM is a well known topic in Statistics and many applications have been developed in different areas, such as chemistry by Frank and Friedman (1993) , finance by Preda and Saporta (2005) and climatology by Besse et al. (2000) . From a statistical point of view, several techniques have been developed to estimate the unknown regression function θ 0 .
Partial least squares and principal components regression were adopted for estimation by Frank and Friedman (1993) ; an estimator was obtained by Cardot et al. (1999) using spectral analysis of the empirical second moment operator of X, and splines estimators were obtained by Cardot et al. (2003) and Cardot et al. (2007) . Cardot and Johannes (2010) considered a threshold rule for the estimation and Reiss and Ogden (2007) interestingly compare several methods, including functional component regression.
Furthermore estimation for generalized functional linear models was proposed by Müller and Stadtmüller (2005) .
The general regression model (GRM) deals with a couple (X, Y ) where X denotes a random element taking values into an arbitrary complete and separable metric space X , having the Borel σ-field B X , and Y denotes a real random variable such that
is an assigned square integrable function belonging to the separable Hilbert space L 2 and P X denotes the probability measure induced by X.
As stated above, in the FLM, several techniques were produced to estimate the regression function θ 0 belonging to an infinite dimensional vector space, through a sequence of finite dimensional vector subspaces S m(n) whose dimension m(n) depends on the sample size n. In all cases an estimateθ n ∈ S m(n) is derived adopting some strategy and the consistency is reached if the dimension m(n) tends to infinity slowly enough when n is divergent to infinity.
Our analysis falls within the above mentioned framework, although we consider a more simplified assumptions system. For example, it may be easily checked that the choice of the subspace dimension, m(n), is typically chosen on the basis of the sample size n (for instance Cardot et al., 1999 , put m(n) = o(log(n))) with no regard to other relevant components. Our point of view may be described by the following question: Is it reasonable to use the same dimension m(n) of the subspace if θ 0 is either a very smooth periodic function or a discontinuous one with unbounded derivatives?
A second problem arises considering the assumptions under which the strong consistency of estimators is proved; the introduced conditions generally define restrictive hypotheses and the proposed simulations concern estimates for regular and smooth functions. Thus it is reasonble to ask: What happens if we check an estimation method using a function θ 0 which is not regular?
The above questions led us to adopt a least squares strategy we introduce here in the case of a FLM, but we may easily generalize in the case of a GRM; in fact we provide the proof of some statements in the more general case of a GRM.
Our estimation procedure is as follows: denoting by {(x i , y i ) : i = 1, 2, . . . , n} the set of n observations and introducing the orthonormal base {b j : j ≥ 1} for the Hilbert space L 2 [0, T ], for each fixed m = 1, 2, . . . , n let us consider the finite dimensional space S m (b j : j = 1, . . . , m) generated by the first m elements of the orthonormal base, thus we denote byθ m n the global minimizer for the random function
over the subspace S m . The estimation procedure consists of a rule that selects an element, denoted byθm n n , within the class of functions Θ n = {θ m n : m = 1, 2, . . . , n} on the basis of the distances {||θ m n −θ m−1 n || ∀m = 2, . . . , n}. The estimation is now obtained takinĝ θ n =θm n n wherem n is the dimension of the subspace selected by the procedure.
Several properties of such a method may be investigated through simulations. Two different kinds of regression functions are considered:
i. the regular smooth and periodic function θ 0 (t) = sin(4πt), ∀t ∈ [0, π] (as in Cardot et al., 1999) ;
ii. the discontinuous unbounded function with unbounded derivatives θ 0 (t) = log |t−1|,
The strong difference between i. and ii., in terms of regularity properties, will produce a meaningful effect on the dimensionm n of the selected subspace. The simulations were performed on the basis of n = 200 observations where the regressor X is a Brownian = 23, 24, 25, 26, 27, 28, 29, 30 , 31} (see Table   3 Table 1 ).
This implies that the subspace dimension needs a good level of accuracy when regu-larity properties of θ 0 are relaxed; thus, if θ 0 is really unknown, the choice for m n based only on the sample size n is a too raw criterion and the only information concerning θ 0 is available in the observation (x i , y i ). This is the reason why we assume that the subspace dimension depends on the observations.
The assumptions introduced in our approach are a relevant argument too; Section 5 deals with some technical results and proofs dealing with the GRM, where only the assumptions A1 and A2 are adopted in order to ensure the strong consistency of estimates.
In the case of a FLM these not restrictive conditions may be rewritten in a simplified version where the main hypothesis is introduced using the error random variable: indeed we require that is a real random variable with finite variance and bounded density function. No assumptions are needed for the regressor X.
Finally some specifications concerning this paper may be useful. All the estimation procedure is built through an example where the regressor is a Brownian motion, following the framework provided by the relevant scholarship supplied above. In any case, using this example does not affect the generality of the method: indeed considering Brownian motion as a regressor X is not strictly required by our assumptions set.
Introduction
In order to introduce the problems studied in this paper and the adopted approach, we first provide a simulation result from an estimation procedure following regression model
where 
an estimation can be derived for θ 0 on the basis of the n observations {(x i (·), y i ) : i = 1, 2, . . . , n}, where x i (·) denotes the i-th observed trajectory for the regressor X. Letθ n denote the global minimizer of the empirical function
which is defined over the m n -dimensional subspace S mn = Sp
: j = i, . . . , m n generated by the first m n elements of the orthonormal base
: j ≥ 1 . Then the strong consistency of theθ n obtained via the sieves method holds if the dimension m n of the subspace S mn increases slowly enough to infinity when the number n of observations diverges. Usually m n is a deterministic quantity which depends on n and tends to infinity at a given rate.
The approach we adopt is based on a different policy about the subspaces dimension m n which is a random quantity depending on the observations {(x i (·), y i ) : i = 1, 2, . . . , n}.
In Section 3 we give a description of our estimation procedure by means of the results of a simulation study.
Definitions and background
This section introduces the definitions and the concepts needed to construct the estimateŝ θ n . In order to explain the intuitive meaning and the reasoning underlying our procedure, from an operative point of view, we anticipate some theoretical results, here denoted as Statements, formally proved in Section 5.
The positive quantity
defines a strictly convex function having the unknown θ 0 as its unique global minimizer.
Denoting by n the number of available observations {(x i , y i ) : i = 1, 2, . . . , n}, as we prefer the simplified notation x i rather than x i (·) to denote the observed trajectories of the regressor, we take the orthonormal base sin(jt)
for the Hilbert space L 2 ([0, π], dt) and then we compute the global minimizersθ m n (for
which is defined over the m-dimensional subspace
generated by the first m elements of the orthonormal base. Thus we obtain the set of Least Square (LS in short) finite dimensional estimates
where m denotes the dimension of the subspace S m and n the number of observations.
The estimation technique described below consists of a rule allowing to choose an element denoted byθ n within the set (7). The simulation study is based on n = 200 observations, when θ 0 (t) = ln |t − 1|, ∀t ∈ [0, π], used to compute the LS estimates θ m 200 : m = 1, . . . , 200 . As an example we give below in Table 1 The estimation procedure is based on the set of distances (8) Let us apply the above statements to our problem. When n is big enough, the LS estimatesθ m n will be close to the respective limits θ(m) and this occurs uniformly for each m belonging to a finite subset. Then there exists a value m 0 (n) such that
where m 0 (n) is a given natural satisfying 1 < m 0 (n) < n.
As a direct consequence of (9) Table 1 . The value of m 0 (n), as well as θ 0 , is completely unknown; nevertheless, when n tends to infinity it is possible to approximate it in a satisfactory way.
Since the estimation is based on the distances ||θ m n −θ m−1 n || it is natural to introduce the notation used for intervals in order to denote the finite sequences of LS estimates.
Definition 1 If a and b are natural numbers (with a < b) it is intuitive to denote the intervals of natural numbers [a, b] as follows:
Since our analysis is based on the sequences of consecutive finite dimensional LS estimatesθ m n ,θ m+1 n , . . . ,θ m+k n it is useful to introduce the intervals of LS estimates
where a, b are naturals not greater than the fixed n. Thus, hereafter [a, b] will be used to denote an interval of LS estimates. For a given [a, b] there are two quantities which characterize such a set
and
which denote respectively the maximum distance of consecutive estimates and the cardi- 
The concept of preferable set has an intuitive meaning: the most interesting finite sequence 
where the two natural numbers m 0 (n), m 1 (n) with m 1 (n) < m 0 (n) define the interval of
Furthermore, a sequence (16) exists in such a way that the following properties are
R5 {m 1 (n)} and {m 0 (n)} are both monotone not decreasing sequences.
The sequence of random variables {V n } introduced below plays an important role in the approximation of values m 0 (n) and then in the estimation procedure.
Definition 3 For a fixed n and any assigned interval [m 1 (n), m 0 (n)] let V n be the random
The meaning of V n is strictly connected with that of preferable set; in fact V n indicates the maximum length of the intervals [a, b] ⊂ [m 0 (n) + 1, n] whose consecutive estimates The asymptotic behaviour of the sequence {V n } is illustrated in the following Statement.
Statement 3 If, for each sequence of observations {(x i , y i ) : i ≥ 1} belonging to a set with probability 1, a sequence of values (16) is fixed in such a way that properties R1-R6 are satisfied, then there exist two naturalsñ andk (depending on the sequence of observations) such that V n ≤k ∀n ≥ñ
Definition of the estimator
In order to define the estimateθ n let us introduce the following finite and increasing sequence of values
and such that [a, b] has no preferable sets}
and such that [a, b] has no preferable sets} and so on for r 3 , r 4 , . . ., in such a way that for u ≥ 1 and let arg(r s ) be the interval of finite dimensional LS estimates where we choose our estimateθ n . Then we defineθ n as follows.
Definition 4
We define asθ n any elementθ m n ∈ arg(r s ) which minimizes the set of the
Examples
Consider again the simulation concerning θ 0 = ln |t − 1| reported in Table 1 ; we are interested in computingθ 200 using the elements given in (18) and (19) as well as the distances available in the second columns of each block in Table 1 . Table 2 .
It is easy to check that arg(r 3 ) ⊂ arg(r 4 ) ⊂ arg(r 5 ) ⊂ arg(r 6 ) ⊂ . . . and therefore r s = Another interesting example is given by θ 0 (t) = sin(4πt); a simulation for n = 200 is included in Table 3 A relevant aspect emerges considering both of the above examples. On one hand, the intervals arg(r s ) contain the optimal estimateθ m n which minimizes the distance with θ 0 , whereas, on the other hand, considering the values in the third column, it is easy to check that immediately after arg(r s ) the distances of the estimatesθ m n from θ 0 assume consistently higher values.
The simulations of θ 0 (t) = sin(4πt) are of particular interest, as we are able to compare the estimates produced by the method presented in this paper and the results given by Cardot et al. (1999 Cardot et al. ( , 2003 , who derived an estimator for θ 0 through a method introduced by Bosq (1991 Bosq ( , 2000 in the case of ARH processes.
The next section is devoted to the main proofs provided in a more general fashion which is suitable for the estimation of a not necessarily linear regression function. To this Table 4 : Some values of r u and arg(r u ) for example 2 aim, we suppose that X is a random element taking values into an arbitrary complete and separable metric space X having the Borel σ-field B X , whereas, Y is a real random variable such that
where T 0 ∈ L 2 (X , B X , P X ) is an assigned square integrable function belonging to the separable Hilbert space L 2 and P X denotes the probability measure induced by X. The analysis given below will be performed following closely the approach developed in Section 3 for the functional linear case and keeping the same notations although with the following exceptions:
i. T 0 (and not θ 0 ) is the unknown parameter to estimate;
ii. the set {φ j : j ≥ 1} is an orthonormal basis of L 2 (X , B X , P X ) and S m = Sp (φ j : j = i, . . . , m)
is the finite dimensional subspace generated by the first m elements of the basis.
is a strictly convex real function having T 0 as its unique global minimizer;
iii. θ(m) is still the global minimizer for the restriction of L(·) to the subspace S m ;
analogously,θ m n denotes the global minimizer for the function
iv. the used norm is the usual L 2 norm to respect to the measure P X , i.e.
.
Technical results
The following two assumptions are the only hypotheses required by the following results.
A1
We assume that the conditional random variable Y |X = x admits a density function f Y |X=x (y) satisfying the boundedness condition
Using A1 and A2 we can prove the following formal properties of the function L(·):
is a strictly convex function having T 0 as its unique global minimizer; furthermore L(·) is a real continuous function over all the domain L 2 (X , B X , P X ) with respect to the L 2 norm || ||.
Our purpose is to prove Statement 1 using the separation property that we now introduce as a preliminary tool.
Definition 5 (Separation property) The real convex function f , defined over the vector space V , and with a unique global minimizer v 0 ∈ V , is said to satisfy the Separation Property (S.P. hereafter) if for each fixed > 0 there exists a corresponding δ( ) > 0 such that for any v ∈ V with
where d denotes the metric defined over V .
The S.P. has an intuitive meaning; choosing any point v such that
The S.P. was introduced by R.T. Rockafellar for a convex function defined over R n (see Theorem 27.2 on page 265 in Rockafellar, 1972) . In the case of a function defined over an infinite dimensional vector space, the S.P. is not easy to obtain. Nevertheless, in the particular case of the strictly convex function L(·) having T 0 as its unique global minimizer, the S.P. holds true over all the domain.
Lemma 1 Given the function, L(·) for each fixed > 0 there exists a corresponding value
Sketch of the proof. Given the half-line having its origin in T 0
and adopting as the first derivative
we have that L(·) has the same behaviour over each half-line.
L 2 (X , B X , P X ), has T 0 as its unique global minimizer; moreover the restriction of L to each finite dimensional subspace S m admits a unique global minimizer θ(m), ∀m ≥ 1 and
Proof. The proof that T 0 is the unique minimizer for L is omitted and then we consider the existence and convergence for the sequence {θ(m)}. 
We consider now the difference L(T )−L(T m ) when T ∈ cl[S m ∩S(T 0 , τ )] and ||T −T m || ≥ :
Applying the inequality (22) to the difference L(T ) − L(T 0 ) we have that Finally, because of the convergence of L n to L uniformly over the compact setS(θ(m), )
it is easy to prove thatθ m n belongs toS(θ(m), ) for n big enough.
Conclusions and remarks
Lastly we observe that the strong consistency ofθ n may be obtained via Statement 3
proving that for each sequence of observations {(x i , y i ) : i ≥ 1} belonging to a set with probability one there existsn (depending on the given sequence of observations) such that the inclusion arg(r s ) ⊂ [m 1 (n), m 0 (n)] ∀n >n is satisfied.
The proposed method shows interesting results also in estimating not regular functions;
for instance, several other simulations show the possibility of detecting the position of discontinuities as well as the jumps size of a regression function.
