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ABSTRACT
In this document I develop a weight function theory of positive order basis function interpolants and smoothers.
In Chapter 1 the basis functions and data spaces are defined directly using weight functions. The data spaces are
used to formulate the variational problems which define the interpolants and smoothers discussed in later chapters.
The theory is illustrated using some standard examples of radial basis functions and two classes of weight functions I
will call the tensor product extended B-splines and the central difference weight functions.
Chapter 2 The goal of Chapter 2 is to derive ‘modified’ inverse-Fourier transform formulas for the basis functions
and the data functions (native spaces) and to use these formulas to obtain bounds for the rates of increase of these
functions and their derivatives near infinity.
Chapter 3 shows how to prove functions are basis functions without using the awkward space of test functions
$S {0,n}$ which are infinitely smooth functions of rapid decrease with several zero-valued derivatives at the origin.
Worked examples include several classes of well-known radial basis functions.
In Chapter 4 we prove the existence and uniqueness of a solution to the minimal seminorm interpolation problem.
We then derive orders for the pointwise convergence of the interpolant to its data function as the density of the data
increases.
In Chapter 5 a well-known non-parametric variational smoothing problem will be studied with special interest in
the order of pointwise convergence of the smoother to its data function. This smoothing problem is the minimal norm
interpolation problem stabilized by a smoothing coefficient.
In Chapter 6 a non-parametric, scalable, variational smoothing problem will be studied, again with special interest
in its order of pointwise convergence to its data function.
In Chapter 7 we study the bounded linear functionals on the data spaces.
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0.1 Introduction
In this document I develop a weight function theory of positive order basis function interpolants and smoothers.
Note that the Appendix of this document contains a list of basic notation, definitions and properties also used in
this document.
This document had its genesis in the development of a scalable algorithm for Data Mining applications. Data
Mining is the extraction of complex information from large databases, often having tens of millions of records.
Scalability means that the time of execution is linearly dependent on the number of records processed and this
is necessary for the algorithms to have practical execution times. One approach is to develop additive regression
models and these require the approximation of large numbers of data points by surfaces. Here one is concerned
with approximating data by surfaces of the form y = f (x), where x ∈ Rd, y ∈ R and d is any dimension.
Smoothing algorithms are one way of approximating surfaces and in particular we have decided to use a class of
non-parametric smoothers called basis function smoothers, which solve a variational smoothing problem over a
semi-Hilbert space of continuous data functions (often called native spaces e.g. Schaback [23], Wendland [28] etc.)
and express the solution in terms of a single basis function. Indeed, several years ago I succeeded in developing a
scalable smoothing algorithm(unpublished) of the basis function type. This algorithmwas derived by approximating
a minimal smoothing problem on a regular rectangular grid. In this document we develop some theoretical tools to
construct and analyze it. This theoretical approach applies in any dimension but the smoothing algorithm is only
practical up to three dimensions. In higher dimensions the matrices are too large to put into computer memory.
I started my Masters degree (supervised by Dr. Markus Hegland and Dr. Steve Roberts at the ANU, Canberra,
Australia) searching for a scalable basis function smoothing algorithm and had the good fortune to devise such an
algorithm by approximating, on a regular grid, the convolution in Definition 38 of the space JG in Dyn’s review
article [8]. For the case of zero order basis functions this algorithm is analyzed in Chapter 4 of the document
Williams [29], and the positive order basis function case is studied in Chapter 6 of this document.
Dr. Hegland was particularly interested in using the tensor product hat(triangular) function as a basis function.
At about this time we had a visit by the late Professor Will Light who showed me his paper [14] which defined basis
functions in terms of weight functions using the Fourier transform. Light and Wayne’s weight function properties,
given in Definition 3 below, were designed for positive order basis functions which excluded the tensor product hat
function. They were designed for the well-known ‘classical’ radial weight functions. I therefore developed a version
of his theory designed to generate zero order basis functions, including both tensor product and radial types. This
theory was developed in Chapter 1 of Williams [29] and requires that the basis functions have Fourier transforms
which can take zero values outside the origin since this is a property of hat functions.
??? Need to add more discussion about the native space approach i.e. relate my work to other’s.
Chapter by chapter:
Chapter 1 Extensions of Light’s class of weight functions The goal of this chapter is to extend the
theoretical work of Light and Wayne in [14] to allow classes of weight functions defined using integrals and which
allow tensor product weight functions. Two weight function definitions are introduced, one designed for the standard
radial weight functions and one designed for tensor product functions. These definitions allow for basis functions
which have Fourier transforms which are zero on a closed set of measure zero and are analogous to the zero order
definitions introduced in Williams [29]. These definitions involve the positive integer order parameter θ and the
smoothness parameter κ which can take any non-negative real value.
The classes of tensor product weight functions are introduced which I call the extended B-splines and the central
difference weight functions.
Both the semi-inner product data spaces
(
Xθw, |·|w,θ
)
and the basis functions G are defined in terms of the
weight function. We then prove some completeness and smoothness properties of the data space as well as some
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smoothness and positive definiteness properties of the basis function. In fact the data space consists of continuous
functions and the basis functions are continuous, and the data space is used to define the variational interpolation
and smoothing problems of later chapters and the basis functions are used to express their (unique) solutions.
The extended B-spline basis functions are shown to be the convolutions of hat (triangle) functions.
Chapter 2More basis function and semi-Hilbert data space theory The goal of this chapter is to derive
‘modified’ inverse-Fourier transform formulas for basis functions and the data functions (often native spaces) and
to use these formulas to obtain bounds for the rates of increase near infinity of these functions and their derivatives.
This will be done by proving a general inverse-Fourier transform formula for a subspace of the distributions and
then applying it to both the basis functions and the data functions. Some other basis function properties are
derived from their weight function properties.
Chapter 3 Calculating the weight function from the basis function without using S∅,2n Shows how to
prove functions are basis functions without using the awkward test functions S∅,2θ = {φ ∈ S : Dαφ (0) = 0, |α| < 2θ}
where S is the C∞ space of rapidly decreasing functions given in Definition 354. Worked examples include several
classes of well-known radial basis functions, the choice here following Dyn [8]: the thin-plate splines, the shifted
thin-plate splines, the multiquadric and inverse multiquadric functions and the Gaussian. In the last section I will
illustrate the method using a non-radial example: the fundamental solutions of homogeneous elliptic differential
operators.
Chapter 4 The basis function interpolant and its convergence to the data function Studies the
minimum seminorm interpolation problem. Topics include unisolvency and Lagrange polynomial interpolation and
related operators and matrices, the existence and uniqueness of the basis function solution, a matrix equation for
the solution and the pointwise convergence of the interpolant to its data function on a bounded region.
We use a data function fd ∈ Xθw and unisolvent independent data X =
{
x(k)
}N
k=1
contained in a bounded data
region Ω to generate N data points
(
x(k), fd
(
x(k)
))
and the interpolation problem requires us to minimize |·|w,θ
over all f ∈ Xθw which interpolate these data points. The seminorm |·|w,θ is converted into a Light norm ‖·‖w,θ and
the problem is reformulated as the minimum norm interpolation problem. Geometric Hilbert space theory using
orthogonal projections shows the solution, denoted IXfd, is unique. Indeed, this solution is identical to that of the
seminorm problem and it lies in the finite dimensional basis function space WG,X (Definition 193). It is called a
basis function solution.
We are now interested in what happens to the interpolant as the data X becomes denser in Ω when we use the
cavity measure of data density
hX = sup
x∈Ω
dist (x,X) .
Theorem 215 establishes an error estimate of order η = min
{
θ, 12 ⌊2κ⌋
}
for the interpolant in the sense that
there are positive constants kI and h such that
|fd (x)− IXfd (x)| ≤ |fd|w,θ kI (hX)η , x ∈ Ω, fd ∈ Xθw, (1)
when hX < h.
Note that in the case of the thin-plate, the shifted thin-plate and the Gaussian radial basis functions the Light
and Wayne weight function definition of [14] yields the same orders of convergence as obtained above. However,
slightly improved orders of convergence are obtained later: see Corollary 221 and examples where an improvement
of 1/2 is obtained for the shifted thin-plate splines.
Chapter 5 The Exact smoother and its convergence to the data function Studies the well-known
Exact smoother problem (our terminology) which stabilizes the interpolant by adding a smoothing coefficient to
the seminorm functional. Topics include the existence and uniqueness of the basis function solution i.e. the Exact
smoother, a matrix equation for the solution and the convergence of the solution to its data function.
Using the same data as the interpolation problem the Exact smoother problem requires us to minimize the
functional
Je [f ] = ρ |f |2w,θ +
1
N
N∑
i=1
∣∣∣f (x(i))− fd (x(i))∣∣∣2 , (2)
for f ∈ Xθw. Note that this smoothing functional is different from that used in Narcowich, Ward and Wendland
[19] which is
ρ ‖f‖2w,0 +
N∑
i=1
∣∣∣f(x(i))− yi∣∣∣2 .
To obtain their error estimates you simply replace ρN by ρ in our error formulas.
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Our proofs will be carried out within a Hilbert space framework by formulating (Definition 235) the smoothing
functional in terms of an inner product (u, v)V = ρ 〈u1, v1〉w,θ + 1N (u˜2, v˜2)CN on the product space V = Xθw ⊗CN
and the continuous operator LX : Xθw → V defined by LXf =
(
f, E˜Xf
)
where E˜Xf =
(
f
(
x(k)
))
. We can now
write Je [f ] =
∥∥∥LXf − (0, E˜Xf)∥∥∥2
V
and using the technique of orthogonal projection it is shown in Theorem 238
that a unique solution to the smoothing problem exists given by se =
1
N (L∗XLX)−1 E˜∗X E˜Xfd. Like the interpolant,
the Exact smoother lies in the finite dimensional basis function space WG,X and a matrix equation 5.20 is derived
for the coefficients of the basis functions.
To derive our estimates for the Exact smoother error |se (x)− fd (x)| on a bounded data region we make use of the
operators LX and L∗X . Now ‖LXf‖V is an equivalent norm to ‖f‖w,θ which implies that Xθw is also a reproducing
kernel Hilbert space under the inner product (LXf,LXf)V . It then follows that there exists a unique RV,x ∈ V such
that f (x) = (LXf,RV,x)V and Rx = L∗XRV,x. Thus, using the geometric properties of the orthogonal projection
|se (x) − fd (x)| =
∣∣(LX (se − fd) , RV,x)V ∣∣ ≤ ‖LX (se − fd)‖V ‖RV,x‖V
≤
∥∥∥LXfd − (0, E˜Xfd)∥∥∥
V
‖RV,x‖V
= |fd|w,θ
√
ρ ‖RV,x‖V .
We then estimate ‖RV,x‖V and show (eq’n 5.45) that there exist positive constants ke, k′e and h′ such that
|se (x) − fd (x)| ≤ |fd|w,θ ke
(
k′e (hX)
η
+
√
Nρ
)
, x ∈ Ω, fd ∈ Xθw,
when hX < h
′. Here X has NX points and kek′e = kI . The latter equation means that when ρ = 0 the smoother
estimate coincides with the interpolant error estimate. As with the interpolant estimates, slightly higher orders of
convergence can be obtained - see Corollary 221 and examples.
Chapter 6 The Approximate smoother and its convergence to the Exact smoother and it’s data
function Studies the scalable Approximate smoother (our suggested name). Topics include the derivation of the
Approximate smoother problem and the existence, uniqueness of its solution i.e. the Approximate smoother, a
matrix equation for the smoother, its scalability and the pointwise convergence of the smoother to the Exact
smoother and to its data function.
Using data generated by a data function fd ∈ Xθw and a fixed set X ′ ⊂ Rd the Approximate smoother problem
requires us to minimize the Exact smoother functional 2 over the finite dimensional space WG,X′ . Using Hilbert
space techniques and then matrix techniques the smoother sa will be shown to exist, be unique and satisfy the
regular matrix equation 6.10 i.e. if sa (x) =
N ′∑
i=1
α′iG (x− x′i) +
M∑
i=1
β′ipi (x) then (2π) d2 NρGX′,X′ +GX′,XGX,X′ GX′,XPX PX′PTXGX,X′ PTXPX OM
PTX′ OM OM
 α′β′
γ′
 =
 GX′,XPTX
OM,N
 y, (3)
where: GX′,X′ = G
(
x′i − x′j
)
, GX′,X = G
(
x′i − x(j)
)
, GX′,X = G
(
x(i) − x′j
)
, PX =
(
pj
(
x(i)
))
, PX′ = (pj (x
′
i))
and {pi} is a basis for the polynomials Pθ−1 of degree less than θ.
The Approximate smoother matrix is N+N ′ square and this dependence on the number of data points N implies
computational scalability i.e. the computational effort required to construct and solve the matrix equation depends
linearly on the number of data points N .
For a bounded data region Ω we first derive some uniform, pointwise convergence results which do not involve
orders of convergence e.g. in Corollary 296 it is shown that as the points in X ′ get closer to those in X the
Approximate smoother converges uniformly to the Exact smoother on Ω.
Orders of pointwise convergence are derived for the convergence of the Approximate smoother to the data
function e.g. estimate 6.39 says that for some constants B,C, r > 0,
|se (x)− sa (x)| ≤ |fd|w,θ
(
1 +
(
1 +K ′Ω,θ
)√
cG,η,σ
(cΩ,θhX′)
ηG
√
ρ
)
×
× (1 +K ′Ω,θ)(√cG,η,σ (cΩ,θhX)ηG +√NXρ) , x ∈ Ω, fd ∈ Xθw,
when hX′ , hX < r. Here hX = sup
ω∈Ω
dist (ω,X) and hX′ = sup
ω∈Ω
dist (ω,X ′) measure the density of the point sets
X and X ′.
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These estimates are then added to the Exact smoother error formulas of Chapter 5 to obtain error estimates for
the Approximate smoother e.g. estimate 6.49.
Chapter 7 The bounded linear functionals on the data space Xθw In this chapter we study the spaces
X−θ1/w where θ ≥ 1. Note that we use the notationX−θ1/w instead ofX−θw so we can distinguish between the spaceX01/w
and the space X0w. The spaces X
−θ
1/w are thus not the negative order versions of X
θ
w but are actually isometrically
isomorphic to the spaces of bounded linear functionals on Xθw, denoted
(
Xθw
)′
. The properties of the spaces
X−θ1/w are established by constructing inverse isometric mappings between X
−θ
1/w and X
θ
w.
Notation 1 Regarding notation for distributions, in [14] Light and Wayne used an operator notation which I feel
significantly reduced the readability of an already difficult paper, especially replacing (ix)
γ
by Vγ (x) and replacing
the exponential eixy by ex (y). For me this turned old mathematical friends into strangers. So I have settled on the
notion of an action variable e.g. in the equations
[ξαf, φ] = [f, ξαφ] ,
[
eiξf, φ
]
=
[
f, eiξφ
]
.
involving a distribution f and a test function φ, ξ will be called the action variable. I will also use the dot notation
e.g. [
|·|2 f, φ
]
=
[
f, |·|2 φ
]
, [f (· − x) , φ] = [f, φ (·+ x)] .
My aim is to retain as much as possible of the form of ‘conventional’ mathematical expressions.
1
Extensions of Light’s class of weight functions
1.1 Introduction
The goal of this chapter is to extend the theoretical work of Light and Wayne in [14] to allow classes of weight
functions analogous to the zero order weight functions developed in Section 1.2 of Williams [29] i.e. weight functions
which can generate positive order tensor product basis functions and the radial basis functions which have Fourier
transforms with zeros outside the origin. A class of weight functions which I call the extended B-splines of positive
order is used to illustrate the weight function properties and the basis function theory. Besides the basis function
theory I have shown Light and Wayne’s semi-Hilbert function spaces (often called native spaces) are still valid
for the expanded weight function class but I give a different proof of completeness that uses single mappings in a
manner analogous to Sobolev space theory.
The material of this chapter can be summarized as:
1. Define the positive order weight function properties and present equivalent properties and relationships
between them. Introduce the extended B-spline weight functions which are tensor product functions with
bounded support.
2. Define the semi-inner product space of continuous data functions (native spaces) and prove its completeness
and smoothness properties.
3. Define the basis distributions of positive order and prove continuity and positive definiteness properties.
Derive convolution formulas for the extended B-spline basis functions.
The theory of this document lays the foundations for the study of the basis function interpolation and smoothing
problems introduced in later chapters.
1.2 An extended class of positive order weight functions
In this section we introduce our extended class of positive order weight functions.
1.2.1 Zero order weight functions and basis functions
In the Chapter 1 of [29] Williams developed a theory of zero order weight functions and basis functions. Here we
shall summarize the relevant parts of this theory which only needs simple L1 Fourier theory e.g. Section 2.2 of
Petersen [20]. However, here we will allow non-integer values of the smoothness parameter κ to match the positive
order weight function definitions below.
Definition 2 Zero order weight functions with smoothness parameter κ
A weight function’s properties are defined with reference to a set A ⊂ Rd which is closed and has measure zero.
A weight function w is a mapping w : Rd → R which has the properties:
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W01 There exists a closed set A with measure zero such that w is continuous and positive outside A i.e. w ∈
C(0)
(
Rd \ A) and w > 0 on Rd \ A.
W02 For some (possibly non-integer) κ ∈ R1, κ ≥ 0,∫ |x|2s
w (x)
dx <∞, 0 ≤ s ≤ κ.
W03 For some κ ∈ Rd, κ ≥ 0, ∫
x2λ
w (x)
dx <∞, 0 ≤ λ ≤ κ. (1.1)
The basis function of order zero is defined by
G =
(
1
w
)∨
. (1.2)
It follows directly from Corollary 2.12 of Petersen [20] that
G ∈ C(⌊2κ⌋)B , (1.3)
and so κ can be called the weight function smoothness parameter.
1.2.2 Motivation for the extended weight function class properties
I will now state the Light and Wayne weight function properties extracted from Section 3 of Light and Wayne
[14]. To this list I have added property B3.5 - not defined by Light and Wayne. The space X of functions
mentioned in this definition were used to define the variational interpolant. The basis function is used to construct
the interpolant.
Definition 3 Light and Wayne’s weight function properties [14]
A weight function w is a mapping w : Rd → R which has properties A3.1 and A3.2 below, as well as
combinations of the other properties. Properties A3.1 and A3.2 are used to define the semi-inner product space X
of distributions.
A3.1 w ∈ C(0)(Rd \ 0).
A3.2 w(x) > 0 on Rd \ 0.
Properties A3.3 and A3.4 are used to prove the completeness of the X space and to allow the definition of a
basis distribution.
A3.3 1/w ∈ L1loc.
A3.4 There exist µ, R > 0 and CR > 0 such that
1
w(x)
≤ CR|x|−2µ, |x| ≥ R.
B3.5 We say that w has property B3.5 for parameters µ and order θ if w satisfies property A3.4 for some µ
satisfying µ+ θ > d/2.
I have constructed Property B3.5 from Light and Wayne [14] and it allows the space X to be embedded
in the continuous functions C(k) where k is the largest integer such that k < µ + θ − d/2 (Theorem 2.18),
and the basis distributions of order θ to be continuous functions C(j) where j is the largest integer such that
j < 2 (µ+ θ) − d (Theorem 3.14). Property B3.5 allows these weight function properties to be more easily
compared with the ‘extended’ properties given below.
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Light and Wayne’s weight function properties were designed to generate the positive order radial basis functions
and the aim of this section is to extend Light and Wayne’s weight function properties so that they can generate
positive order tensor product basis functions and also to formulate the weight function properties in terms of
integrals.
In Subsection 1.2.9 of Williams [29] a class of weight functions, which I called the extended B-spline weight
functions, was used to illustrate the weight function properties and the basis function theory. In this document
a class of weight functions which I will call the extended B-spline weight functions of positive order is used to
illustrate the weight function properties and the basis function theory.
In more detail, the extended weight function properties given below in Definition 4 were formulated by taking
the following considerations into account:
1. I was interested in properties expressed in terms of integrals. Also, these properties should be scalable.
2. When a function w1 defined on R1 has the weight function properties every tensor product
d∏
i=1
w1 (xi) should
also have these properties but perhaps for different parameter values. Now suppose w is a tensor product function
of the 1-dimensional function w1 i.e.
w (x) =
d∏
i=1
w1 (xi) , x ∈ Rd,
and suppose that w1 has Light and Wayne properties A3.1 and A3.2. Now we want w to be a weight function
i.e. satisfy A3.1 and A3.2. In general this is not possible since if w1 is discontinuous at zero then w is discontinuous
on the closed set
d⋃
i=1
{x : xi = 0}. This motivates extended weight function property W1 of Definition 4 i.e. there
exists a closed set A ⊂ Rd of measure zero such that w ∈ C(0) (Rd \ A) and w > 0 on Rd \ A.
3. I want to generalize the zero order extended B-spline weight functions studied in Section 1.2 of Williams
[29] to the positive order case. This will mean allowing basis functions with Fourier transforms which have zeros
outside the origin i.e. weight function with poles (discontinuities) outside the origin. Indeed, the one-dimensional
hat function is defined by
Λ (x) =
{
1− |x| , |x| ≤ 1,
0, |x| > 1, x ∈ R
1, (1.4)
and in higher dimensions it is defined as the tensor product
Λ (x) =
d∏
i=1
Λ (xi) , x ∈ Rd. (1.5)
It is well known that
Λ̂ (ξ) =
d∏
i=1
Λ̂ (ξi) = (2π)
−d/2
d∏
i=1
(
sin (ξi/2)
ξi/2
)2
, ξ ∈ Rd. (1.6)
The zero order extended B-spline weight functions were created by generalizing the right side of 1.6 to the
two-parameter class of functions
1
w (ξ)
=
d∏
i=1
sin2n ξi
ξ2ki
, n, k ≥ 1, (1.7)
and then restricting the choice of parameters l and n. The positive order weight functions will involve a different
choice of these parameters. Here 1/w has zeros outside the origin on a closed set of measure zero.
4. Property A3.4 is 1/w ∈ L1loc and so is already defined by an integral and this becomes extended weight function
property W2.1 of Definition 4. Property A4.4 states: there exists µ ∈ R1 and R,CR > 0 such that 1
w(x)
≤ CR|x|−2µ
for |x| ≥ R. Now Lemma 78 requires that 1/w ∈ S′ i.e. 1/w be a tempered distribution (Appendix A.5) and from
part 2 of Appendix A.5.1 we see that A3.4 and A3.4 imply that 1/w is a regular, tempered distribution. Further
it is clear that extended property W2.2 i.e.
∫
|·|≥r2
1
w|·|2σ < ∞ for some σ > 0 and r2 > 0, combined with property
W2.1 also implies that 1/w ∈ S′. Happily, property W2.2 is a good substitute for property A3.4.
5. Some clarification of the relationship between property B3.5 and the new properties W3.1 and W3.2 will be
provided by Theorem 6 in Subsection 1.2.4.
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1.2.3 The extended class of positive order weight functions
The weight function class of Light and Wayne will be extended as follows:
Definition 4 The weight function properties
The properties are defined with reference to a set A ⊂ Rd which is a closed set of measure zero. The weight
function is a mapping w : Rd → R which has at least property W1:
W1 w ∈ C(0) (Rd \ A) and w > 0 on Rd \ A.
Property W1 will be used to define the semi-inner product distribution space Xθw for positive integer order
θ. This property is identical to the zero order weight function property W01 (Definition 2 above).
W2 Property W2 is satisfied if the following two sub-properties are satisfied:
W2.1 1/w ∈ L1loc.
W2.2
∫
|·|≥r2
1
w|·|2σ <∞ for some σ > 0 and some r2 > 0.
Property W2 is used to prove completeness and C∞ density results regarding the Xθw spaces, as well as
allowing the definition of the basis distributions. Condition W2 is satisfied iff the function λ defined by:
λ (x) =
{
0, |x| ≤ r2,
σ, r2 < |x| , (1.8)
satisfies
∫ dx
w (x) |x|2λ(x)
< ∞. The function λ is useful for the concise expression of integral inequalities
involving weight functions e.g. Lemma 35.
Now to introduce properties W3.1 and W3.2. These will allow the Xθw spaces to be continuously embedded in
the continuous functions and the basis distributions to be continuous functions. Suppose θ ≥ 1 is a positive
integer:
W3.1 w has property W3.1 for order θ and some parameter κ ∈ Rd , κ ≥ 0 if there exists a multi-index α such
that |α| = θ and ∫
x2λ
w (x) x2α
dx <∞, 0 ≤ λ ≤ κ. (1.9)
Here x2λ :=
(
x21
)λ1 × · · · × (x2d)λd = |x1|2λ1 × · · · × |xd|2λd = (|xk|)2λ = x2λ+ .
W3.1* w has property W3.1* for order θ and κ if it has property W3.1 for θ and κ and all α such that |α| = θ.
W3.2 w has property W3.2 for order θ and some κ ∈ R1 , κ ≥ 0 if there exists some r3 ≥ 0 such that∫
|x|≥r3
|x|2κ
w (x) |x|2θ
dx <∞.
W3.3 w has property W3.3 for order θ and some κ ∈ Rd , κ ≥ 0 if∫
x2λ
w (x) |x|2θ
dx <∞, 0 ≤ λ ≤ κ.
W3 w has property W3 if it has either property W3.1 or W3.2 or W3.3.
Remark 5
1. This definition permits the weight function to have discontinuities outside the origin on a closed set
A of measure zero. This allows the Fourier transform of the basis function to have zeros outside the
origin. For example, the extended B-spline tensor product weight functions introduced in Subsection 1.2.10
will generate basis functions which have zeros outside the origin on a set of measure zero.
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2. The extended properties have been framed with a desire to use integrals to formulate properties which
generalize Light and Wayne’s properties.
3. Like the Light and Wayne properties A3.3 and A3.4, the extended properties W2.1 and W2.2 ensure that 1/w
is a regular tempered distribution (or generalized function of slow growth) as per part 2 of Appendix
A.5.1.
4. Property W3.1 is designed for use with tensor product weight functions such as the tensor product
extended B-spline weight functions introduced in Subsection 1.2.10.
With regard to point 2 of Subsection 1.2.2 above, when a weight function w1 defined on R1 has any of the
weight function properties W2.1, W2.2, W3.1, W3.1* etc. then every homogeneous tensor product
d∏
i=1
w1 (xi)
also has the same properties but perhaps for different parameter values.
5. Property W3.2 is designed to handle radial weight functions.
6. In one dimension properties W3.1 and W3.1* are identical but in higher dimensions property W3.1* may be
stronger than property W3.1. However, property W3.1* is easier to handle analytically but W3.1 will give ??
better results?.??
7. The expressions used to define properties W3.1 and W3.2 may look a little strange because we have not
combined the exponents from the denominator and the numerator but these expressions allow direct
comparison of the two definitions and point to important similarities between them. Also, if a weight function
has property W3 for order θ then we will only define the function spaces Xθw and the basis functions for this
order.
8. I turns out that Xθw ⊂ C(⌊κ⌋)B and G ∈ C(⌊2κ⌋)B so we shall sometimes refer to κ as the smoothness param-
eter.
9. Observe that all the weight function properties are scalable w.r.t. both the dependent and independent
variables.
10. If we set θ = 0 in the definition of the extended properties we obtain a set of zero order weight function
properties: property W1 for the positive order weight functions is identical to the zero order weight function
property W01 of Definition 2. Property W3.3 becomes equivalent to zero order property W03. Properties W3.2
and W2 are equivalent to zero order property W02. When θ = 0 positive order property W2 stays the same
and ensures that 1/w is a tempered distribution. It allows the definition of a zero order basis distribution
which corresponds to the positive order distributions of Definition 72.
11. Property W3.3 is used for constructing positive order basis functions from zero order basis functions. The
basis functions have similar differentiability to those associated with W3.1. See Theorem 22.
1.2.4 Relationships between the extended properties and Light and Wayne’s weight function
properties
The next theorem justifies the use of the terminology extended weight function properties.
Theorem 6 Suppose for parameters µ ∈ R1 and R > 0 a weight function w satisfies properties A3.1 to A3.4 of
Light and Wayne’s Definition 3. Then:
1. w satisfies the extended weight function properties W1 and W2 of Definition 4 with A = {0}, when σ > d−2µ,
σ ≥ 0 and r2 = R.
2. Suppose w also satisfies property B3.5 for µ and order θ i.e. µ+ θ > d/2. Then the weight function satisfies
property W3.2 of Definition 4 for order θ and all κ such that 0 ≤ κ < µ+ θ − d/2.
Proof. Part 1 Clearly A = {0} is a closed set of measure zero. It is also clear that w has properties W1 and W2.
Now to prove property W2.2. Property A3.4 requires that for some R > 0
1
w(x)
≤ CR|x|−2µ, when |x| ≥ R.
10 1. Extensions of Light’s class of weight functions
Regarding the definition of property W2.2, choose σ > d− 2µ, σ ≥ 0 and r = R. Then∫
|x|≥r
dx
|x|σ w (x) ≤ CR
∫
|x|≥r
dx
|x|σ+2µ <∞,
since σ + 2µ > d. Thus w has property W2.2.
Part 2 Choose any r′ > 0. Then, since w has property A3.4∫
|x|≥r′
|x|2κ dx
|x|2θ w (x)
=
∫
|x|≥r′
dx
|x|2(θ−κ)w (x)
≤ CR
∫
|x|≥r′
|x|−2µ dx
|x|2(θ−κ)
= CR
∫
|x|≥r′
dx
|x|2(µ+θ−κ)
.
But the condition 0 ≤ κ < µ+ θ − d/2 implies µ+ θ − κ > d/2 and so the last integral exists.
1.2.5 Equivalent criteria for property W3.2
Theorem 7 The following criteria are equivalent to weight function property W3.2 for order θ and κ:
1.
∫
|x|≥r3
|x|2(κ−⌊κ⌋) x2β
|x|2θ w (x)
dx <∞, |β| = ⌊κ⌋ .
2.
∫
|x|≥r3
x
2(κ−⌊κ⌋)
k x
2β
|x|2θ w (x)
dx <∞,
{ |β| = ⌊κ⌋ ,
k = 1, . . . , d.
Proof. Part 1 is proved by using the identity
|x|2κ = |x|2(κ−⌊κ⌋) |x|2⌊κ⌋ = |x|2(κ−⌊κ⌋)
∑
|β|=⌊κ⌋
⌊κ⌋!
β!
x2β =
∑
|β|=⌊κ⌋
⌊κ⌋!
β!
|x|2(κ−⌊κ⌋) x2β ,
and part 2 is proved by applying the inequalities,
1
d
d∑
k=1
x2pk ≤ |x|2p ≤
d∑
k=1
x2pk , 0 ≤ p ≤ 1, with p = κ− ⌊κ⌋ to the criterion of part 1.
1.2.6 Tensor product weight functions and weight function property W3.1
These results are much simpler than results for property W3.1*.
Theorem 8 Suppose w =
n⊗
k=1
wk is a tensor product of weight functions with wk ∈ Rdk and w ∈ Rd. Then:
1. Each wk ∈W2.1 iff w ∈W2.1.
Regarding property W3.1, w ∈ W3.1 iff each wk ∈W3.1. In fact:
2.1 Suppose each wk ∈W3.1 for α(k), θk and κ(k).
Then w ∈W3.1 for α = (α(1), α(2), . . . , α(n)), |α| = θ = θ1 + . . .+ θn and κ = (κ(1), κ(2), . . . , κ(n)).
2.2 Suppose w ∈ W3.1 for α, θ and κ. Write α = (α(1), α(2), . . . , α(n)) and θk = |αk| where α(k) ∈ Rdk . Write
κ =
(
κ(1), κ(2), . . . , κ(n)
)
where κ(k) ∈ Rdk .
Then each wk ∈W3.1 for α(k), θk and κ(k).
Proof. Part 1 Suppose K ⊂ Rd is compact. Set r = max
ξ∈K
|ξ| and let R (a, b) denote the closed (compact) rectangle
which has left-most point a and right-most point b. Then∫
K
1
w
≤
∫
R(−r1d,r1d)
1
w
=
n∏
k=1
∫
R(−r1dk ,r1dk)
1
wk
<∞.
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Conversely, suppose w ∈ W2.1 i.e. ∫
K
1
w < ∞ for any compact K ⊂ Rd. Now choose Kk ⊂ Rdk to be any
compact sets. Then K =
n⊗
k=1
Kk is a compact set and
n∏
k=1
∫
Kk
1
wk
=
∫
K
1
w <∞.
Part 2.1 There exist multi-indexes α(k) such that
∣∣α(k)∣∣ = θk and∫
Rdk
ξ2τ
(k)
dξ
wk (ξ) ξ2α
(k)
<∞,
∣∣∣α(k)∣∣∣ = θk, 0 ≤ τ (k) ≤ κ(k).
Set α =
(
α(1), α(2), . . . , α(n)
) ∈ Rd and τ = (τ (1), τ (2), . . . , τ (n)) ∈ Rd. Then |α| = θ and 0 ≤ τ ≤ κ and∫
Rd
ξ2τdξ
w (ξ) ξ2α
=
n∏
k=1
∫
Rdk
ξ2τ
(k)
dξ
wk (ξ) ξ2α
(k)
<∞.
Part 2.2 ?? FINISH! ??
1.2.7 Relationships between the extended weight function properties
The next result demonstrates some relationships between the weight function properties.
Theorem 9 Suppose w has weight function property W1. Then:
1. Property W3.1 for κ and order θ implies property W3.2 for κ = minκ, order θ and any r3 > 0.
2. Property W3.1 implies property W2 for any σ ≥ θ and any r2 > 0.
3. Property W3.2 implies property W2.2 for σ = θ and any r2 ≥ r3.
4. Property W3.3 for κ and order θ implies property W2.2 and property W3.2 for κ = minκ, order θ and any
r3 > 0.
Proof. Part 1 Choosing any r3 > 0 and 0 ≤ t ≤ minκ we get∫
|x|≥r3
|x|2t dx
w (x) |x|2θ
=
∫
|x|≥r3
|x|2t dx
w (x)
∑
|µ|=θ
θ!
µ!x
2µ
≤
∫
|x|≥r3
|x|2t dx
w (x) θ!α!x
2α
=
α!
θ!
∫
|x|≥r3
|x|2t dx
w (x) x2α
.
But there exist constants at, bt > 0, independent of x, such that
at
d∑
i=1
x2ti ≤ |x|2t ≤ bt
d∑
i=1
x2ti , x ∈ Rd, (1.10)
so that ∫
|x|≥r3
|x|2t dx
w (x) |x|2θ
≤ α!
θ!
∫
|x|≥r3
bt
∑d
i=1 x
2t
i
w (x) x2α
dx =
α!
θ!
bt
d∑
i=1
∫
|x|≥r3
x2ti dx
w (x) x2α
, (1.11)
and the existence of each of these integrals is guaranteed by property W3.1.
Part 2 We prove properties W2.1 and W2.2. Suppose K is compact. Then for some r > 0, K ⊂ B (0; r) and∫
|x|≤r
dx
w (x)
=
∫
|x|≤r
x2αdx
w (x) x2α
≤
∫
|x|≤r
|x|2θ dx
w (x) x2α
≤ r2θ
∫
|x|≤r
dx
w (x)x2α
.
The last integral exists since w has property W3.1. Thus
1
w
∈ L1loc.
We next show that W2.2 is true for σ = 2θ and any r2 > 0. In fact, the identity |x|2θ =
∑
|β|=θ
θ!
β!x
2β implies
|x|2θ ≥ θ!a!x2α, and so ∫
|x|≥r2
dx
w (x) |x|2θ ≤
α!
θ!
∫
|x|≥r2
dx
w (x) x2α
.
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The last integral then exists by property W3.1.
Part 3 By inspection of the integrals defining property W3.2.
Part 4 w has Property W3.3 for order θ and some κ ∈ Rd⊕ if∫
x2λdx
w (x) |x|2θ
<∞, 0 ≤ λ ≤ κ.
The proof of part 1 now implies this part.
Other results:
Theorem 10
1. Suppose a weight function w has property W3.1 for order θ and parameter κ. Then∫
x2λdx
w (x) |x|2θ
<∞, 0 ≤ λ ≤ κ,
and ∫ |x|2s dx
w (x) |x|2θ
<
∫ |x|2s dx
w (x) x2α
<∞, s ≤ κ, |α| = θ,
where κ := minκ.
2. Suppose a weight function w has property W3.2 for order θ and parameter κ. Then∫
|x|≥r3
|x|2t dx
w (x) |x|2θ
<∞, 0 ≤ t ≤ κ.
Proof. Part 1 For the first set of inequalities use the identity A.1 i.e. |x|2k = ∑
|α|=k
k!
α!x
2α.
Regarding the second set of inequalities: set t = κ− ⌊κ⌋. Then∫ |x|2s dx
w (x)x2α
=
∫
|·|≤1
|·|2s
wx2α
+
∫
|·|≥1
|·|2s
wx2α
≤
∫
|·|≤1
1
wx2α
+
∫
|·|≥1
|·|2κ
wx2α
.
Now ∫
|·|≥1
|·|2κ
wx2α
=
∫
|·|≥1
|·|2⌊κ⌋ |·|2t
wx2α
≤
∫
|·|≥1
|·|2⌊κ⌋
(
|x1|2t + . . .+ |xd|2t
)
wx2α
=
∑
|β|=⌊κ⌋
⌊κ⌋!
β!
∫
|·|≥1
x2β
(
|x1|2t + . . .+ |xd|2t
)
wx2α
=
∑
|β|=⌊κ⌋
⌊κ⌋!
β!
d∑
k=1
∫
|·|≥1
ξ2β |ξk|2t
wx2α
=
∑
|β|=⌊κ⌋
⌊κ⌋!
β!
d∑
k=1
∫
|·|≥1
ξ2(β+tek)
wx2α
≤
∑
|β|=⌊κ⌋
⌊κ⌋!
β!
d∑
k=1
∫
ξ2(β+tek)
wx2α
,
but β + tek ≤ ⌊κ⌋1+ tek ≤ κ1 ≤ κ so
∫ ξ2(β+tek)
w |·|2θ
<∞ for all k.
Part 2 ∫
|x|≥r3
|x|2t dx
w (x) |x|2θ
=
∫
|x|≥r3
1
|x|2(κ−t)
|x|2κ dx
w (x) |x|2θ
≤ 1
r
2(κ−t)
3
∫
|x|≥r3
|x|2κ dx
w (x) |x|2θ
<∞.
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1.2.8 Tensor product central difference weight functions
The tensor product central difference weight functions were introduced as zero order weight functions in Chapter
5 of [29]. They are closely related to the tensor product extended B-spline weight functions which were studied in
the same document and are studied below. Here we exhibit necessary and sufficient conditions under which the
tensor product of d identical 1-dimensional central difference weight functions satisfies condition W3.1.
Definition 11 Central difference weight functions
Suppose that q ∈ L1 (R1), q 6= 0, q (ξ) ≥ 0 and l, n ≥ 0 are integers. The univariate central difference weight
function is defined by
w (ξ) =
ξ2n
∆2lq̂ (ξ)
, ξ ∈ R1, (1.12)
where ∆2l is central difference operator
∆2lf (ξ) =
l∑
k=−l
(−1)k ( 2lk+l)f (−kξ) , l = 1, 2, 3, . . . , ξ ∈ R1. (1.13)
In d dimensions the central difference weight function with parameters n and l is the tensor product of the
univariate weight function.
The following results are quoted from the unpublished zero order weight function document Williams [29]. This
next result justifies the central weight function definition.
Theorem 12 Suppose w is the function on R1 introduced in Definition 11. Then w is an even function satisfying
weight function property W1 for A = {0}.
Proof. w is an even function since it is clear from equation 1.13 that ∆2lq̂ is even. Now ∆2l,ξe
−iξt = 22l sin2l (ξt/2)
so that
1
w (ξ)
=
∆2lq̂ (ξ)
ξ2n
= 1√
2pi
1
ξ2n
∫ (
∆2l,ξe
−iξt) q (t) dt
= 2
2l√
2pi
1
ξ2n
∫
sin2l (ξt/2) q (t) dt. (1.14)
Since q ∈ L1 implies q̂ ∈ C(0)B , from the definition of w we have w ∈ C(0)
(
R1 \ 0) and w > 0 on R1 \ 0.
The central difference weight function is related to the extended B-spline weight function as follows: suppose wΛ
is the extended B-spline weight function with parameters n, l. Suppose wc is a central difference weight function
with parameters n, l, q (·). Then 1.14 can be written as
1
w (s)
= 2
2(l−n)√
2pi
∫
R1
t2nq (t)
wΛ (st/2)
dt. (1.15)
1.2.9 Central difference weight functions with property W3.1
Lemma 13 Suppose w is the (homogeneous) tensor product of d identical 1-dimensional functions w1 ∈W1.
Then w ∈ W3.1 for θ = |α| ≥ 1 and parameter κ = κ11 iff for some r > 0,∫
|s|≤r
ds
s2αw1 (s)
<∞,
∫
|s|≥r
s2κ1ds
s2αw1 (s)
<∞, (1.16)
where we have used the multi-index notation
α := max
k
αk, α := min
k
αk. (1.17)
Proof. Property W3.1 requires that
∫
Rd
ξ2τdξ
ξ2αw(ξ) <∞ for 0 ≤ τ ≤ κ11. This is true iff∫
R1
s2tds
s2αkw1 (s)
<∞, 0 ≤ t ≤ κ1, 1 ≤ k ≤ d,
which is true iff for some r > 0,∫
|s|≤r
s2tds
s2αkw1 (s)
<∞ and
∫
|s|≥r
s2tds
s2αkw1 (s)
<∞,
{
0 ≤ t ≤ κ1,
1 ≤ k ≤ d,
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which is true iff ∫
|s|≤r
ds
s2αkw1 (s)
<∞ and
∫
|s|≥r
s2κ1ds
s2αkw1 (s)
<∞, 1 ≤ k ≤ d,
which is true iff ∫
|s|≤r
ds
s2αw1 (s)
<∞ and
∫
|s|≥r
s2κ1ds
s2αw1 (s)
<∞.
Lemma 14 If n+ λ > 1/2 and x > 0, then
1
2(n+λ)−1
2−l
(x+ 5pi4 )
2(n+λ)−1 ≤
∞∫
x
sin2l u
u2(n+λ)
du ≤ 12(n+λ)−1 1x2(n+λ)−1 . (1.18)
If further x ≥ ρ > 0 then
2−l
2(n+λ)−1
1
((1+ 5pi4ρ )x)
2(n+λ)−1 ≤
∫∞
x
sin2l u
u2(n+λ)
du. (1.19)
Finally, if n+ λ 6= l + 1/2 and 0 < x < π/2,
(
2
pi
)2 (pi2 )2(l−n−λ)+1−x2(l−n−λ)+1
2(l−n−λ)+1 ≤
pi
2∫
x
sin2l u
u2(n+λ)
du
≤ (
pi
2 )
2(l−n−λ)+1−x2(l−n−λ)+1
2(l−n−λ)+1
 (1.20)
Proof. Upper bound of 1.18:
∫ ∞
x
sin2l u
u2(n+λ)
du ≤
∫ ∞
x
1
u2(n+λ)
du =
[
1
1− 2 (n+ λ)
1
u2(n+λ)−1
]∞
x
=
1
2 (n+ λ)− 1
1
x2(n+λ)−1
.
Lower bound of 1.18:
∫ ∞
x
sin2l u
u2(n+λ)
du >
∞∑
k=⌈x/pi⌉
∫ pi(k+1)
pik
sin2l u
u2(n+λ)
du
>
∞∑
k=⌈x/pi⌉
∫ pi(k+1)−pi/4
pik+pi/4
sin2l u
u2(n+λ)
du
> sin2l
π
4
∞∑
k=⌈x/pi⌉
∫ pi(k+1)−pi/4
pik+pi/4
du
u2(n+λ)
=
2−l
2 (n+ λ)− 1
∞∑
k=⌈x/pi⌉
[ −1
u2(n+λ)−1
]pi(k+1)−pi/4
pik+pi/4
=
2−l
2 (n+ λ)− 1
1(
π
⌈
x
pi
⌉
+ pi4
)2(n+λ)−1
>
2−l
2 (n+ λ)− 1
1(
π
(
x
pi + 1
)
+ pi4
)2(n+λ)−1
=
2−l
2 (n+ λ)− 1
1(
x+ 5pi4
)2(n+λ)−1 .
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Proof of 1.20: ∫ pi
2
x
sin2l u
u2(n+λ)
du ≤
∫ pi
2
x
du
u2(n+λ)
=
1
1− 2 (n+ λ)
[
1
u2(n+λ)−1
]pi
2
x
=
1
1− 2 (n+ λ)
[
1
u2(n+λ)−1
]pi
2
x
=
1
1− 2 (n+ λ)
(
1
(π/2)
2(n+λ)−1 −
1
x2(n+λ)−1
)
=
1
2 (n+ λ)− 1
(
1
x2(n+λ)−1
− 1
(π/2)
2(n+λ)−1
)
,
and ∫ pi
2
x
sin2l u
u2(n+λ)
du =
∫ pi
2
x
u2l
u2(n+λ)
sin2l u
u2l
du =
∫ pi
2
x
u2(l−n−λ)
sin2l u
u2l
du.
But (
2
π
)2
≤ sin
2 u
u2
≤ 1, |u| ≤ π
2
,
so (
2
π
)2 ∫ pi
2
x
u2(l−n−λ)du ≤
∫ pi
2
x
sin2l u
u2(n+λ)
du
≤
∫ pi
2
x
u2(l−n−λ)du,
and
(
2
π
)2 (pi
2
)2(l−n−λ)+1 − x2(l−n−λ)+1
2 (l − n− λ) + 1 ≤
pi
2∫
x
sin2l u
u2(n+λ)
du
≤
(
pi
2
)2(l−n−λ)+1 − x2(l−n−λ)+1
2 (l − n− λ) + 1 .
Theorem 15 Suppose w is the tensor product of d identical 1-dimensional central difference weight functions
w1. Then:
1. The first condition of 1.16 holds iff for some R > 0,
α ≤ l − n and
∫
|t|≥R
|t|2(n+α)−1 q (t) dt <∞, (1.21)
2. The second condition of 1.16 holds iff
α > κ1 − n+ 1
2
. (1.22)
In other words, w ∈W3.1 for θ = |α| ≥ 1 and parameter κ = κ11 iff 1.21 and 1.22 hold.
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Proof. Part 1 Suppose the first condition of 1.16 holds. Then from 1.15,
∫
|s|≤r
ds
s2αw1 (s)
=
∫
|s|≤r
1
s2α
22(l−n)√
2pi
∫
R1
t2nq (t)
wΛ (st/2)
dt ds
= 2
2(l−n)√
2pi
∫
R1
t2nq (t)
(∫
|s|≤r
ds
s2αwΛ (st/2)
)
dt
= 2
2(l−n)+1√
2pi
∫
R1
t2nq (t)
(∫ r
0
ds
s2αwΛ (st/2)
)
dt
= 2
2(l−n)+1√
2pi
∫
R1
t2nq (t)
(∫ r
0
ds
s2αwΛ (s |t| /2)
)
dt
= 2
2(l−n)+1√
2pi
∫
R1
t2nq (t)
(∫ r
0
ds
s2αwΛ (s |t| /2)
)
dt.
Change of variables: u = |t|2 s, du =
|t|
2 ds yields
∫
|s|≤r
ds
s2αw1 (s)
= 2
2(l−n−α+1)√
2pi
∫
R1
|t|2(n+α)−1 q (t)
r|t|/2∫
0
du
u2αwΛ (u)
dt. (1.23)
Since ∫ r|t|/2
0
du
u2αwΛ (u)
=
∫ r|t|/2
0
sin2l u
u2(α+n)
du,
this integral exists iff
2 (n+ α)− 2l < 1⇔ 2 (n+ α)− 2l ≤ 0⇔ n+ α ≤ l, (1.24)
and, since n ≥ 1 implies 2 (n+ α) ≥ 2, we further have
∫ ∞
0
du
u2αwΛ (u)
=
∫ ∞
0
sin2l v
v2(n+α)
dv <∞.
Thus, if n+ α ≤ l then 1.23 implies∫
|s|≤r
ds
s2αw1 (s)
< 2
2(l−n−α+1)√
2pi
∫
R1
|t|2(n+α)−1 q (t)
∫ ∞
0
du
u2αwΛ (u)
dt
= 2
2(l−n−α+1)√
2pi
∫ ∞
0
du
u2αwΛ (u)
∫
R1
|·|2(n+α)−1 q
= 2
2(l−n−α+1)√
2pi
∞∫
0
du
u2αwΛ (u)
 ∫
|·|≤R
|·|2(n+α)−1 q +
∫
|·|≥R
|·|2(n+α)−1 q

≤ 22(l−n−α+1)√
2pi
∞∫
0
du
u2αwΛ (u)
R2(n+α)−1 ∫
|·|≤R
q +
∫
|·|≥R
|·|2(n+α)−1 q

<∞.
On the other hand, if
∫
|s|≤r
ds
s2αwc(s)
<∞ then 1.23 implies ∫ r|t|/20 duu2αwΛ(u) <∞ for almost all t and so n+α ≤ l.
Thus the first condition of 1.16 holds iff n+ α ≤ l and ∫|t|≥R |t|2(n+α)−1 q (t) dt.
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Part 2 Using 1.15,
∫
|s|≥r
ds
s2αw1 (s)
=
∫
|s|≥r
s2κ1
s2α
22(l−n)√
2pi
(∫
R1
t2nq (t)
wΛ (st/2)
dt
)
ds
= 2
2(l−n)√
2pi
∫
R1
t2nq (t)
(∫
|s|≥r
s2κ1ds
s2αwΛ (st/2)
)
dt
= 2
2(l−n)+1√
2pi
∫
R1
t2nq (t)
(∫ ∞
r
s2κ1ds
s2αwΛ (st/2)
)
dt
= 2
2(l−n)+1√
2pi
∫
R1
t2nq (t)
(∫ ∞
r
s2κ1ds
s2αwΛ (s |t| /2)
)
dt
= 2
2(l−n)+1√
2pi
∫
R1
t2nq (t)
(∫ ∞
r
s2κ1ds
s2αwΛ (s |t| /2)
)
dt.
The change of variables: u = |t|2 s, du =
|t|
2 ds yields
∫ ∞
r
s2κ1ds
s2αwΛ (s |t| /2) =
∫ ∞
2r/|t|
(
2u
|t|
)2κ1
2
|t|du(
2u
|t|
)2α
wΛ (u)
= 22(κ1−α)+1 |t|2(α−κ1)−1
∫ ∞
2|t|r
u2κ1du
u2αwΛ (u)
,
so that
∫
|s|≥r
ds
s2αw1 (s)
= 2
2(l−n)+1√
2pi
∫
R1
t2nq (t)
22(κ1−α)+1 |t|2(α−κ1)−1 ∞∫
2|t|r
u2κ1du
u2αwΛ (u)
 dt
= 2
2(l−n+κ1−α+1)√
2pi
∫
R1
|t|2(n+α−κ1)−1 q (t)
∞∫
2|t|r
u2κ1du
u2αwΛ (u)
dt. (1.25)
Since
∫ ∞
2|t|r
u2κ1du
u2αwΛ (u)
=
∫ ∞
2|t|r
u2κ1 sin2l u
u2αu2n
du =
∫ ∞
2|t|r
sin2l u du
u2(n+α−κ1)
, (1.26)
this integral exists for any |t| > 0 iff
2 (n+ α− κ1) > 1⇔ n+ α > κ1 + 1
2
,
so by assumption this integral exists. Now writing
∫
|s|≥r
ds
s2αw1 (s)
= 2
2(l−n+κ1−α+1)√
2pi
∫
R1
|t|2(n+α−κ1)−1 q (t)
∞∫
2|t|r
sin2l u du
u2(n+α−κ1)
dt,
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an application of inequality 1.19 of Lemma 14 gives∫
|s|≥r
ds
s2αw1 (s)
≤ 22(l−n+κ1−α+1)√
2pi
∫
R1
|t|2(n+α−κ1)−1 q (t) 12(n+α−κ1)−1
dt
(2 |t| r)2(n+α−κ1)−1
= 1√
2pi
1
2(n+α−κ1)−1
22(l−n+κ1−α)+1
(2r)
2(n+α−κ1)−1
∫
R1
q
= 1√
2pi
1
2(n+α−κ1)−1
4l
(4r)
2(n+α−κ1)−1
∫
R1
q
<∞.
Now suppose
∫
|s|≤r
ds
s2αwc(s)
<∞. Then from 1.25 and 1.26 we have∫
|s|≤r
ds
s2αw1 (s)
= lim
ε→0+
22(l−n+κ1−α+1)√
2pi
∫
|t|≥ε
|t|2(n+α−κ1)−1 q (t)
∫ ∞
2|t|r
sin2l u du
u2(n+α−κ1)
dt,
which implies
∫∞
2|t|r
sin2l u
u2(n+α−κ1)
du <∞ for almost all t and so 1.22 must hold.
Corollary 16 Suppose wc is the (homogeneous) tensor product of d identical 1-dimensional central difference
weight functions w1 for which q has bounded support. Then wc ∈W3.1 for θ = |α| ≥ 1 and parameter κ = κ11
iff
κ1 − n+ 1/2 < α ≤ α ≤ l− n.
In fact the statement of Theorem 20 holds if we replace extended B-spline weight function by central
difference weight function.
Remark 17 See Theorem 20 and Remark 21 for information regarding choosing α in order to maximize the
smoothness κ1.
1.2.10 Extended B-spline weight functions with property W3.1*
In this subsection we will introduce the tensor product, extended B-spline weight functions. These are two-
parameter, tensor product weight functions and first we will derive necessary and sufficient conditions for a weight
function to have property W3.1*.
Lemma 18 Now suppose w is the tensor product of 1-dimensional functions {wk} each with property W1. Then:
1. w has property W3.1* for order θ and κ iff for all r, R > 0 and all k,∫
|s|≤r
ds
s2θwk (s)
<∞,
∫
|s|≥R
s2κkds
wk (s)
<∞. (1.27)
2. If κ = κ11 and the wk are identical the conditions 1.27 become∫
|s|≤r
ds
s2θw1 (s)
<∞,
∫
|s|≥R
s2κ1ds
w1 (s)
<∞. (1.28)
Proof. Part 1 From the definition of property W3.1*, w has property W3.1* iff for each k,∫
s2βkds
s2αkwk (s)
<∞, 0 ≤ βk ≤ κk, all |α| = θ.
Near zero:
∫
|s|≤r
s2βkds
s2αkwk (s)
<∞ iff ∫|s|≤r dss2θwk (s) <∞.
Then near ∞: ∫|s|≥R s2βks2αkwk (s)ds <∞ for 0 ≤ βk ≤ κk iff ∫|s|≥R s
2κk
wk (s)
ds <∞.
Part 2 Set k = 1 in 1.27.
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Theorem 19 Tensor product, extended B-spline weight functions Suppose d ≥ 1 and θ ≥ 1 is an integer.
For given integers l, n ≥ 0 the tensor product, extended B-spline weight function w is defined by
w (x) :=
d∏
i=1
x2ni
sin2l xi
. (1.29)
Then:
When d = 1 there exists a closed set A1 of measure zero such that w is a function with properties W1 and W2.
It also has property W3.1* for order θ and scalar κ iff n and l satisfy
κ+ 1/2 < n+ θ, θ ≤ l − n. (1.30)
Consequently
⌊κ⌋ ≤ n+ θ − 1, ⌊2κ⌋ ≤ 2 (n+ θ − 1) . (1.31)
When d ≥ 2 there exists a closed set Ad of measure zero such that w is a function with properties W1 and W2.
It also has property W3.1* for order θ and scalar κ iff n and l satisfy
κ+ 1/2 < n, θ ≤ l − n. (1.32)
Consequently
⌊κ⌋ ≤ n− 1, ⌊2κ⌋ ≤ 2 (n− 1) . (1.33)
Proof. Clearly for each parameter pair l, n there exists a closed set Ad of measure zero such that property W1 is
satisfied. Further, by part 2 of Theorem 9 w has property W2 and so we need only prove property W3.1* which
we do so by using the conditions 1.27 of part 1 Lemma 18 with 1wk(s) =
sin2l s
s2n . Now for given k the integral∫
|s|≤r
ds
s2θwk (s)
=
∫
|s|≤r
sin2l s
s2n
ds
s2θ
=
∫
|s|≤r
sin2l s
s2l
ds
s2(n+θ−l)
,
exists
iff 2 (n+ θ − l) < 1,
iff n+ θ − l < 1/2,
iff n+ θ − l ≤ 0,
iff θ ≤ l − n.
Also the integral ∫
|s|≥r
ds
s2(θ−κk)wk (s)
=
∫
|s|≥r
sin2l s
s2n
ds
s2(θ−κk)
=
∫
|s|≥r
sin2l s ds
s2(n+θ−κk)
,
exists
iff 2 (n+ θ − κk) > 1,
iff n+ θ − κk > 1/2,
iff n+ θ − κ > 1/2 when d = 1, and n− κ > 1/2 when d ≥ 2
iff κ+ 1/2 < n+ θ when d = 1, and κ+ 1/2 < n when d ≥ 2
iff maxκ+ 1/2 < n+ θ when d = 1, and maxκ+ 1/2 < n when d ≥ 2.
1.2.11 Extended B-spline weight functions with property W3.1
We now apply Lemma 13 to the extended B-spline weight functions to obtain necessary and sufficient conditions
that they have property W3.1.
Theorem 20 Suppose w is the extended B-spline weight function 1.29 with parameters l and n. Then:
1. w ∈ W3.1 for θ = |α| and κ = κ11 iff n and l satisfy
κ1 − n+ 1/2 < α ≤ α ≤ l − n. (1.34)
so that
⌊κ1⌋ ≤ n+ α− 1, ⌊2κ1⌋ ≤ 2n+ 2α− 2. (1.35)
When we choose n+ α− 1 ≤ κ1 < n+ α− 1/2 the largest values of ⌊κ1⌋ and ⌊2κ1⌋ are attained.
20 1. Extensions of Light’s class of weight functions
2. There exists α such that w ∈W3.1 for θ = |α| and κ = κ11 iff
κ1 − n+ 1/2 < θ/d ≤ l − n, if rem (θ, d) = 0,
κ1 − n+ 1/2 < ⌊θ/d⌋ ≤ l − n− 1, if 1 ≤ rem (θ, d) ≤ d− 1. (1.36)
If 1.36 holds then we can choose α = β or some permutation of β, where β is given by 1.38 in the proof.
Thus
⌊κ1⌋ ≤ n− 1 + ⌊θ/d⌋ , ⌊2κ1⌋ ≤ 2 (n− 1 + ⌊θ/d⌋) . (1.37)
When we choose n+ θ/d− 1 ≤ κ1 < n− 1/2 + θ/d or n+ ⌊θ/d⌋ − 1 ≤ κ1 < n − 1/2 + ⌊θ/d⌋, whichever is
applicable, the largest values of ⌊κ1⌋ and ⌊2κ1⌋ are attained.
Proof. Part 1We apply Lemma 13. From 1.29, w (x) =
d∏
i=1
x2ni
sin2l xi
so here 1w1(s) =
sin2l s
s2n . Regarding the conditions
of 1.16: ∫
|s|≤r
ds
s2αw1 (s)
=
∫
|s|≤r
sin2l s
s2n
ds
s2α
=
∫
|s|≤r
sin2l s
s2l
ds
s2(n−l+α)
,
which exists iff 2 (n− l + α) < 1 iff α < l− n+ 1/2 iff α ≤ l − n. Also∫
|s|≥r
s2κ1ds
s2αw1 (s)
=
∫
|s|≥r
s2κ1ds
s2αw1 (s)
=
∫
|s|≥r
sin2l sds
s2(n+α−κ1)
,
which exists iff 2 (n+ α− κ1) > 1 iff α > κ1 − n+ 1/2. These two inequalities give 1.34 directly and thus 1.35.
Part 2 Suppose 1.36 holds. Define β = (βi) by
βi =
{
1 + ⌊θ/d⌋ , 1 ≤ i ≤ rem (θ, d) ,
⌊θ/d⌋ , rem (θ, d) < i ≤ d. (1.38)
If d = 1 then ⌊θ/d⌋ = θ and rem(θ, d) = 0, and so
β1 =
{
1 + ⌊θ⌋ , 1 ≤ i ≤ rem (θ, 1) ,
⌊θ⌋ , rem (θ, d) < i ≤ 1,
=
{
1 + θ, 1 ≤ i ≤ 0,
θ, 1 ≤ i ≤ 1,
= θ.
so |β| = θ and β = β = θ = ⌊θ/d⌋.
If d ≥ 2 there are two cases:
Case: rem (θ, d) = 0 Then ⌊θ/d⌋ = θ/d and so
βi =
{
1 + θ/d, 1 ≤ i ≤ 0,
θ/d, 1 ≤ i ≤ d,
β = (θ/d)1, |β| = θ and β = β = ⌊θ/d⌋.
Case: 1 ≤ rem (θ, d) ≤ d− 1 Here θ = ⌊θ/d⌋ d+ rem(θ, d) so that 1.38 implies
|β| = (1 + ⌊θ/d⌋) rem (θ, d) + ⌊θ/d⌋ (d− (1 + rem(θ, d)) + 1)
= (1 + ⌊θ/d⌋) rem (θ, d) + ⌊θ/d⌋ (d− rem (θ, d))
= rem(θ, d) + ⌊θ/d⌋ d
= θ,
and β = ⌊θ/d⌋ and β = 1 + ⌊θ/d⌋.
We have thus shown that if β is given by 1.38 then for all d ≥ 1, |β| = θ and{
β = β = ⌊θ/d⌋ , if rem (θ, d) = 0,
β = β − 1 = ⌊θ/d⌋ , if 1 ≤ rem (θ, d) ≤ d− 1. (1.39)
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Because 1.36 holds, β satisfies 1.39 and |β| = θ which means that 1.34 holds for a = β and part 1 implies that
w ∈W3.1 for θ and κ11.
To prove the converse assume that 1.34 holds for some α such that |α| = θ. We will show that the α = β
solves the problems max
|α|=θ
α and min
|α|=θ
α because this would mean that α ≤ β and β ≤ α and hence that 1.34 and
1.39 imply 1.36.
If ⌊θ/d⌋ = θ/d then these problems are clearly solved by 1.38 i.e. by β = (θ/d)1. Now suppose ⌊θ/d⌋ < θ/d
i.e. rem (θ, d) > 0. If α ≥ 1 + ⌊θ/d⌋ then |α| ≥ d + d ⌊θ/d⌋ = d + θ − rem (θ, d) > θ, and if α ≤ ⌊θ/d⌋ then
|α| < d ⌊θ/d⌋ = θ − rem (θ, d) < θ. Thus α ≤ ⌊θ/d⌋ and α ≥ 1 + ⌊θ/d⌋ and so 1.38 solves both max
|α|=θ
α and min
|α|=θ
α.
Concerning the last two theorems:
Remark 21 Observe that when κ = κ11, max ⌊κ1⌋ and max ⌊2κ1⌋ are sometimes larger when W3.1 is used instead
of W3.1*.
Specifically, under W3.1*,
max ⌊κ1⌋ = n− 1 + θ, max ⌊2κ1⌋ = 2 (n− 1) + 2θ, d = 1,
max ⌊κ1⌋ = n− 1, max ⌊2κ1⌋ = 2 (n− 1) , d ≥ 2,
and under W3.1,
max ⌊κ1⌋ = n− 1 + θ, max ⌊2κ1⌋ = 2 (n− 1) + 2θ, d = 1,
max ⌊κ1⌋ = n− 1 + ⌊θ/d⌋ , max ⌊2κ1⌋ = 2 (n− 1) + 2 ⌊θ/d⌋ , d ≥ 2.
Thus for d = 1, max ⌊κ1⌋ and max ⌊2κ1⌋ are the same for both W3.1* and W3.1, and when θ ≥ d they are larger
for property W3.1.
This has smoothness consequences later in Corollary 69.
In Section 1.7.1 we will derive expressions for the basis functions of positive order generated by the weight
functions of the last theorem.
1.2.12 Constructing positive order weight functions from zero order weight functions.
Zero order weight functions were introduced in Definition 2, and the positive order weight functions in Definition
4.
The next result shows that all the weight functions introduced in the zero order document Williams [29] can be
used to construct weight functions of any positive order. Property W3.3 was motivated by part 2 of this theorem.
Theorem 22 Constructing positive order weight functions from any zero order weight function
1. Suppose the zero order weight function w0 has property W02 of Definition 2 for parameter κ ∈ R1. Then
w = w0|·|2θ is a weight function with property W2 and also property W3.2 for any positive order θ and
parameter κ.
2. Suppose the zero order weight function w0 has property W03 of Definition 2 for parameter κ ∈ Rd. Then
w = w0|·|2θ is a weight function with property W2, and also has property W3.3 for r3 = 0, parameter κ and
any positive order θ.
Proof. Part 1 Property W02 is:
∫ |·|2s
w0
< ∞ for 0 ≤ s ≤ κ. Thus 1/w0 ∈ L1loc and so 1w = |·|
2θ
w0
∈ L1loc which is
property W2.1. Also ∫
|·|≥r3
|·|2κ
w |·|2θ
=
∫
|·|≥r3
|·|2κ
w0
<∞,
so property W3.2 holds and thus by Theorem 9, property W2.2 holds.
Part 2 Property W03 is:
∫ x2λ
w0
<∞ for 0 ≤ λ ≤ κ. Thus 1/w0 ∈ L1loc and so 1w = |·|
2θ
w0
∈ L1loc which is property
W2.1. Also, if 0 ≤ λ ≤ κ, ∫
x2λ
w (x) |x|2θ
dx =
∫
x2λ
w0
<∞,
so property W3.2 holds and thus property W2.2.
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1.3 The spaces S∅,n and related spaces
We now define some key spaces and exhibit some of their properties.
Definition 23 The spaces S∅,n and C∞∅,n
S∅,0 = S, S∅,n = {φ ∈ S : Dαφ (0) = 0, |α| < n} , n = 1, 2, 3, . . . , (1.40)
and we endow S∅,n with the subspace topology induced by the space S. S is the space of C∞ functions of rapid
decrease used as test functions for the tempered distributions. S is endowed with the countable seminorm topology
described in Appendix 354.
C∞∅,0 = C
∞, C∞∅,n =
{
φ ∈ C∞ : Dβφ (0) = 0, |β| < n} , n = 1, 2, 3, . . . ,
so the space C∞∅,n retains the constraints of S∅,n near the origin.
The next result gives a simple upper bound for functions in S∅,n near the origin. This follows directly from the
estimate A.16 (Appendix A.8) of the integral remainder term of the Taylor series expansion.
|u(x)| ≤
∑
|α|=n
‖Dαu‖∞
 |x|n , u ∈ S∅,n, x ∈ Rd. (1.41)
Noting that C∞BP is the space of C
∞ functions for which each derivative is bounded by a polynomial we will
need the following useful results:
Theorem 24
1. If f, g ∈ C∞BP and ψ ∈ S then fψ ∈ S and fg ∈ C∞BP .
2. S∅,k = S ∩ C∞∅,k.
3. For k, l ≥ 0, φ ∈ C∞∅,k and ψ ∈ C∞∅,l implies that φψ ∈ C∞∅,k+l.
4. If |α| = k then xα ∈ C∞∅,k.
5. If k is a non-negative integer then |·|2k ∈ C∞∅,2k.
In Appendix 348 we defined Pn to be the space of polynomials of degree at most n with complex coefficients,
and P to be the space of all polynomials with complex coefficients.
Notation 25 Fourier transforms of polynomial spaces
P̂n = {p̂ : p ∈ Pn} , P̂ = {p̂ : p ∈ P} .
The next theorem proves two relationships between the tempered distributions P̂n−1 and the functions S∅,n.
Theorem 26 Suppose that n is a non-negative integer and u ∈ S′. Then using Notation 25:
1. u ∈ P̂n−1 iff [u, φ] = 0 for all φ ∈ S∅,n.
2. u ∈ P̂n−1 iff φu = 0 for all φ ∈ S∅,n.
Proof. Part 1 Suppose [u, φ] = 0 for all φ ∈ S∅,n. This implies that the suppu ⊂ {0} and by a well known
theorem in distribution theory, u ∈ P̂ . Thus u = p̂ for some polynomial p. Suppose deg p > n. For each |β| > n
choose φβ ∈ S∅,n such that φβ (x) = xβ/β! in a neighborhood of zero. Then we have (Dαφβ) (0) = δα,β and if the
coefficients of p are bα,
0 = [p̂, φβ ] = [p(−D) (φβ)] (0) = (−1)|β| bβ, and thus deg p < n and u ∈ P̂n−1.
Conversely, suppose u ∈ P̂n−1. Then there exists p ∈ Pn−1 such that u = p̂ = (2π)
d
2
p(iD)δ. Hence, if φ ∈ S∅,n
[u, φ] =
[
(2π)
d
2 p(iD)δ, φ
]
= (2π)
d
2
[p(iD)δ, φ] = (2π)
d
2
[p(iD)δ, φ] = (2π)
d
2
[δ, p(−iD)φ]
= (2π)
d
2
[p(−iD)φ] (0)
= 0.
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Part 2 Suppose that φu = 0 for all φ ∈ S∅,n. Then for all ψ ∈ S
[φu, ψ] = [u, φψ] = [ψu, φ] = 0,
Thus [ψu, φ] = 0 for all φ ∈ S∅,n and so by part 1, ψu ∈ P̂n−1. Choose a point x0 ∈ Rd and an open ball containing
x0 but not the origin. Choose ψ ∈ S so that ψ = 1 on this ball. Then u = ψu ∈ P̂n−1 in this neighborhood and so
u = 0 in this neighborhood. Thus u = 0 on Rd \ 0. Choose an open ball containing the origin and choose ψ ∈ S
so that ψ = 1 on this ball. Then u = ψu ∈ P̂n−1 in this neighborhood and so u ∈ P̂n−1 in this neighborhood, say
u = p̂ where p ∈ Pn−1. But then p̂ = 0 on Rd \ 0. Hence u = p̂ on Rd.
Conversely, suppose u ∈ P̂n−1. Then, if φ ∈ S∅,n and ψ ∈ S it follows that φψ ∈ S∅,n. Thus by part 1 of this
theorem [φu, ψ] = [u, φψ] = 0.
1.3.1 The functionals S ′
∅,n
The following lemma will enable us to define the space of continuous functionals S′∅,n which in turn will allow us
to define the basis distributions in Section 1.6 and the operator J of Section 1.4.3.
Lemma 27
1. The space of rapidly decreasing functions S is a locally convex topological space when endowed with the
countable seminorm topology defined in Appendix 354.
2. A linear functional f defined on a subspace M of the space S is continuous iff there exists an integer n ≥ 0
and a constant C such that
|[f, ψ]| ≤ C
∥∥∥∥∥∥
∑
|α|≤m
(1 + |·|)m |Dαψ|
∥∥∥∥∥∥
∞
, φ ∈ M.
We write f ∈ M′.
3. Any continuous linear functional f on a subspace M of a locally convex topological vector space T can be
extended non-uniquely to a continuous linear functional fe on T (fe ∈ T′).
The set of extensions is fe +M⊥ where M⊥ is the set of annihilators of M i.e. the members of T′ which are
zero on each member of M.
Proof. This lemma can be proved, for example, by using the results and definitions of Chapter V., Volume I of
Reed and Simon [21].
Recall Definition 23 of the space S∅,n.
Definition 28 The spaces S′∅,n, n = 1, 2, 3, . . ..
S′∅,n is the space of continuous linear functionals on S∅,n, where S∅,n has the subspace topology induced by S.
The next theorem gives the criterion we shall use to prove that a linear functional on S∅,n is continuous i.e. is a
member of S′∅,n. It also supplies the key extension result needed to define the basis distributions.
Theorem 29
1. A linear functional f on S∅,n is member of S′∅,n iff for some integer m ≥ 0 and some constant C > 0
|[f, ψ]| ≤ C
∥∥∥∥∥∥
∑
|α|≤m
(1 + |·|)m |Dαψ|
∥∥∥∥∥∥
∞
, φ ∈ S∅,n.
2. If f ∈ S′∅,n then there exists fe ∈ S′ such that fe = f on S∅,n. The set of extensions is fe + P̂n−1. We
sometimes say that f can be extended to S as a member fe of S′.
Proof. Part 1 follows from part 2 of Lemma 27 with M = S∅,n.
Part 2We use part 3 of Lemma 27 when M = S∅,n and T = S. In this case the the set of extensions is fe+S⊥∅,n
and g ∈ S⊥∅,n iff g ∈ S′ and [g, φ] = 0 for all φ ∈ S∅,n i.e. g ∈ P̂n−1 by part 1 of Theorem 26.
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1.4 The data (native) spaces Xθw, θ = 1, 2, 3, ..
1.4.1 Introduction
In Section 2 of [14] Light and Wayne introduced the reproducing kernel semi-Hilbert spaces X (native spaces, see
Schaback [23], Wendland [28] etc.) to formulate the minimal seminorm interpolation problem. The space X was
defined using a positive weight function w and had positive order θ. In fact, the spaces X can be described as
Beppo-Levi spaces [6] generalized using a positive weight function. In Section 1.4 we extended the class of weight
functions to include functions which were positive and continuous except on a set of measure zero. In this section
we will use the same definition for our function spaces as Light and Wayne but I will use the notation Xθw for the
X spaces of positive order θ generated by the weight function w. Only weight function property W1 is required to
define Xθw. I will also introduce an alternative definition that I have found quite useful.
By analogy with Sobolev space theory mappings will be constructed between Xθw and L
2 in order to prove
various properties of Xθw. To prove that X
θ
w is a semi-Hilbert space we construct the mappings I : Xθw → L2
and J : L2 → Xθw which are adjoints, inverses and isometric isomorphisms in the seminorm sense. Here weight
function property W2 is also required. Finally we prove some smoothness results for Xθw when the weight function
has properties W2 and W3.
Definition 30 The semi-inner product data (native) spaces Xθw of order θ = 1, 2, 3, . . ..
Suppose w is a weight function i.e. it has property W1. We now define Xθw by
Xθw =
{
f ∈ S′ : D̂αf ∈ L1loc
(
Rd
)
,
∫
w
∣∣∣D̂αf ∣∣∣2 <∞ for all |α| = θ} , (1.42)
and endow Xθw with a semi-inner product and seminorm (part 3 Theorem 34)
〈f, g〉w,θ =
∑
|α|=θ
θ!
α!
∫
wD̂αf D̂αg, |f |w,θ =
√
〈f, f〉w,θ. (1.43)
To prove that Xθw is non-empty we need the following lemma:
Lemma 31 Let F be a set of points in Rd. Then for any η > 0 there exists a function fη such that:
1. fη ∈ C∞,
2. 0 ≤ fη (x) ≤ 1,
3. fη (x) = 1 when x ∈ Fη,
4. fη (x) = 0 when x /∈ F3η.
Here Fη and F3η denote η− and 3η−neighborhoods of the set F , as defined in Appendix 350.
Proof. Choose η > 0. There exists a mollifier ω ∈ C∞0 satisfying
suppω ⊆ B (0; 1) ;
∫
ω = 1; ω ≥ 0.
Now define the scaled function ωη (x) = η
−dω (x/η) and let χ2η be the characteristic function of the set F2η.
Then it can be shown that the function fη (x) =
∫
χ2η (y)ωη (x− y) dy has the required properties.
Theorem 32 Suppose the weight function w has property W1 w.r.t. the set A. Then{(
u |·|−θ
)∨
: u ∈ C∞0 and suppu ⊂ Rd \ (A∪ {0})
}
⊂ Xθw, (1.44)
and the set on the left is non-empty.
Proof. If Ω is an open set we define C∞0 (Ω) = {φ ∈ C∞0 : suppφ ⊂ Ω}. A weight set is a closed set of measure
zero so B = A ∪ {0} is a closed set of measure zero. Then there exists η > 0 such that the open set Rd \ Bη is
non-empty where Bη is the neighborhood set of B defined by η.
We now use Lemma 31 with F = B to show the set on the left of 1.44 is non-empty. Fix η > 0. Then there exists
a function fη with properties 1 to 4 of Lemma 31. Therefore, v ∈ C∞0 implies (1− fη) v ∈ C∞0 and (1− fη) v = 0
on Bη i.e. (1− fη) v ⊂ C∞0
(
Rd \ B). We conclude that the set on the left of 1.44 is non-empty.
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To prove the inclusion 1.44 holds let f =
(
u
|·|θ
)∨
where u ∈ C∞0
(
Rd \ B). Because 0 ∈ B it follows that
1
|·|θ ∈ C∞
(
Rd \ B) and u|·|θ ∈ C∞0 (Rd \ B). Thus f ∈ S′, ξαf̂ = ξα u|·|θ ∈ L1loc and ∫ w |·|2θ ∣∣∣f̂ ∣∣∣2 = ∫
suppu
w |u|2.
But w ∈ C(0) (Rd \ A) so w ∈ C(0) (Rd \ B) and so, w |u|2 = wuu is continuous on suppu. This means that∫
suppu
w |u|2 <∞ and so ∫ w |·|2θ ∣∣∣f̂ ∣∣∣2 <∞. We conclude that f ∈ Xθw.
1.4.2 Some properties of the data spaces Xθw
The space Xθw is obviously contained in the space
Xθ :=
{
f ∈ S′ : D̂αf ∈ L1loc whenever |α| = θ
}
. (1.45)
We will now prove some basic properties of this space of tempered distributions.
Lemma 33 The distributions in the space Xθ of 1.45 have the properties:
1. f̂ (ξ) =
(−i)θ
|ξ|2θ
∑
|α|=θ
θ!
α!
ξαD̂αf (ξ), ξ 6= 0.
2. f̂ ∈ L1loc
(
Rd \ 0).
3.
∣∣∣f̂ (ξ)∣∣∣ ≤ 1|ξ|θ ∑|α|=θ θ!α!
∣∣∣D̂αf (ξ)∣∣∣, ξ 6= 0.
4. Define the function fF a.e. on Rd by: fF = f̂ on Rd \ 0.
Then |·|θ fF ∈ L1loc and ξαfF ∈ L1loc when |α| = θ.
5. Also ξαfF = ξ
αf̂ a.e. when |α| = θ.
Proof. Part 1 is proved by using the second identity of part 5 of Summary 351 to write
|ξ|2θ f̂ (ξ) =
( ∑
|α|=θ
θ!
α!
ξ2α
)
f̂ (ξ). Parts 2 to 4 have easy proofs and these have been omitted. However, some
readers may find the definition of the the function fF in part 4 confusing. The function fF is not a function on Rd
in the distribution sense i.e. it is not an L1loc
(
Rd
)
function. It is a function in the elementary sense which happens
to be a member of L1loc
(
Rd \ 0) and being a member of L1loc (Rd \ 0) defines a function a.e. on Rd \ 0 which defines
a function a.e. on Rd.
Part 5 True since ξαfF ∈ L1loc, ξαf̂ ∈ L1loc, ξαfF = ξαf̂ on Rd \ 0 so ξαfF = ξαf̂ a.e.
The next theorem derives some properties of Xθw and of the function fF defined in part 4 of the previous lemma.
The proof of the formula 1.46 for |f |w,θ reveals the motivation for using the coefficients θ!α! to define the seminorm|f |w,θ. This formula will prove very useful because of its algebraic simplicity. Part 2 of the next theorem provides
a way of verifying that a function is in Xθw by making use of this formula.
Theorem 34 Suppose w is a weight function i.e. w has property W1. If f ∈ Xθw for some integer θ ≥ 1 then
f̂ ∈ L1loc
(
Rd \ 0) and we can a.e. define the function fF : Rd → C by fF = f̂ on Rd \ 0. Further:
1. The seminorm 1.43 satisfies ∫
w |·|2θ |fF |2 = |f |2w,θ . (1.46)
2. An alternative definition of Xθw is:
Xθw =
{
f ∈ S′ : ξαf̂ ∈ L1loc if |α| = θ;
∫
w |·|2θ |fF |2 <∞
}
. (1.47)
This definition actually makes sense because by part 2 of Corollary 33 the condition ξαf̂ ∈ L1loc for all |α| = θ
implies that f̂ ∈ L1loc
(
Rd \ 0), and so fF can be defined a.e. on Rd.
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3. The functional |·|w,θ is a seminorm. In fact null |·|w,θ = Pθ−1 and we also have Xθw ∩ P = Pθ−1.
4. Suppose Xθ is the space defined by 1.45. Then
Xθw =
{
f ∈ Xθ :
∫
w |·|2θ |fF |2 <∞
}
,
where the space Xθw is independent of the weight function.
Proof. Part 1 Since fF is the function defined in part 4 of Lemma 33 we have from part 5 of the same lemma
that ξαfF ∈ L1loc, ξαf̂ ∈ L1loc and ξαfF = ξαf̂ a.e. Hence∫
w |·|2θ |fF |2 =
∫
w
∑
|α|=θ
θ!
α!
ξ2α
 |fF |2 = ∑
|α|=θ
θ!
α!
∫
w |ξαfF |2 =
∑
|α|=θ
θ!
α!
∫
w
∣∣∣ξαf̂ ∣∣∣2
=
∑
|α|=θ
θ!
α!
∫
w
∣∣∣D̂αf ∣∣∣2
= |f |2w,θ <∞,
since f ∈ Xθw.
Part 2 Now let U be the space defined by the right hand side of equation 1.47.
Step 1 Prove that Xθw ⊂ U: By part 1 of this theorem, if f ∈ Xθw then
∫
w |·|2θ |fF |2 = |f |2w,θ < ∞. Also,
f ∈ Xθw implies f̂ ∈ L1loc
(
Rd \ 0) and the other requirements for f to be in U follows from Lemma 33.
Step 2 Prove that U ⊂ Xθw: Assume f ∈ U. We need to show that,
∑
|a|=θ
θ!
α!
∫
w
∣∣∣D̂αf ∣∣∣2 <∞ when |α| = θ.
But from the proof of part 1, ξαf̂ = ξαfF ∈ L1loc and so∑
|a|=θ
θ!
α!
∫
w
∣∣∣D̂αf ∣∣∣2 = ∑
|a|=θ
θ!
α!
∫
w
∣∣∣ξαf̂ ∣∣∣2 = ∑
|a|=θ
θ!
α!
∫
w |ξαfF |2 =
∑
|a|=θ
θ!
α!
∫
wξ2α |fF |2
=
∫
w |·|2θ |fF |2 <∞.
Part 3 Suppose that |f |w,θ = 0. Then f ∈ S′, D̂αf ∈ L1loc for |α| = θ, and so
|f |2w,θ =
∑
|α|=θ
θ!
α!
∫
w
∣∣∣D̂αf ∣∣∣2 = 0.
Now w > 0 a.e. implies that when |α| = θ, D̂αf = 0 a.e. and hence Dαf = 0 a.e. But by a well known result
from distribution theory e.g. corollary to Theorem VI, p.60 Schwartz [25], we can conclude that f ∈ Pθ−1. Finally,
it is clear that f ∈ Pθ−1 implies |f |w,θ = 0. Thus we have proved null |·|w,θ = Pθ−1.
Clearly Pθ−1 ⊂ Xθw ∩ P . To prove the converse, suppose f ∈ Xθw ∩ P and f /∈ Pθ−1. Then |α| = θ implies
Dαf ∈ P \ 0 and D̂αf /∈ L1loc, but f ∈ Xθw which implies D̂αf ∈ L1loc, a contradiction. Thus Xθw ∩ P = Pθ−1.
Part 4 A direct consequence of 1.47.
The function fF , introduced in the previous theorem, is of central importance to the theory of this document.
We now derive some important properties of this function. To do this we need the following lemma:
Lemma 35 Suppose the weight function w has property W2. Then for any integer θ ≥ 1 there exists a constant
cr2,θ independent of φ ∈ S∅,θ such that(∫ |φ|2
w |·|2θ
)1/2
≤ cr2,θ
(∫
1
w |·|2λ(·)
)1/2 ∑
|α|≤n
‖(1 + |·|)nDαφ‖∞ ,
where n = ceil {θ, σ} = ceilmax {θ, σ}. Here λ is the function introduced in the definition of weight function
property W2.
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Proof. Suppose r2 is the parameter in the definition of weight function property W2. Then for φ ∈ S∅,θ we write∫ |φ|2
w |·|2θ
≤
∫
|·|≤r2
|φ|2
w |·|2θ
+
∫
|·|≥r2
|φ|2
w |·|2θ
=
∫
|·|≤r2
|φ|2
|·|2θ
1
w
+
∫
|·|≥r2
|·|2σ |φ|2
|·|2θ
1
w |·|2σ
≤
∥∥∥∥∥ φ2|·|2θ
∥∥∥∥∥
∞;≤r2
∫
|·|≤r2
1
w
+
∥∥∥∥∥ |·|2σ φ2|·|2θ
∥∥∥∥∥
∞;|·|≥r2
∫
|·|≥r2
1
w |·|2σ
=
∥∥∥∥∥ φ|·|θ
∥∥∥∥∥
2
∞;≤r2
∫
|·|≤r2
1
w
+
∥∥∥∥∥ |·|σ φ|·|θ
∥∥∥∥∥
2
∞;≥r2
∫
|·|≥r2
1
w |·|2σ
≤
max

∥∥∥∥∥ φ|·|θ
∥∥∥∥∥
2
∞;≤r2
,
∥∥∥∥∥ |·|σ φ|·|θ
∥∥∥∥∥
2
∞;≥r2

2 ∫ 1
w |·|2λ(·)
. (1.48)
which exists by weight function property W2. Since n = ceil {θ, σ} we can apply the inequality 1.41 (see remark
below) to get ∥∥∥∥∥ φ|·|θ
∥∥∥∥∥
∞;≤r2
≤
∑
|α|=θ
‖Dαφ‖∞ ≤
∑
|α|=θ
‖(1 + |·|)nDαφ‖∞ ≤
∑
|α|≤n
‖(1 + |·|)nDαφ‖∞ .
and, since φ ∈ S∥∥∥∥∥ |·|σ φ|·|θ
∥∥∥∥∥
∞;≥r2
≤ r−θ2 ‖|·|σ φ‖2∞ ≤ r−θ2 ‖(1 + |·|)n φ‖∞ ≤ r−θ2
∑
|α|≤n
‖(1 + |·|)nDαφ‖∞ .
Substituting these inequalities into the right side of 1.48 gives the estimate of this lemma where
cr2,θ = max
{
1, r−θ2
}
. (1.49)
Finally, by part 1 of Theorem 29,
(∫ |φ|2
w|·|2θ
)1/2
∈ S′∅,θ.
Theorem 36 Suppose f ∈ Xθw. We define the function fF by: fF = f̂ on Rd \ 0. Now suppose the weight function
w also has property W2. Then fF has the following properties:
1. fF = 0 iff f ∈ Pθ−1.
2. fF ∈ S′∅,θ with action
∫
fFφ, φ ∈ S∅,θ. Also fF = f̂ on S∅,θ.
3. For any compact set K ∫
K
|·|θ fF ≤
(∫
K
1
w
)1/2
|f |w,θ <∞.
4. If r2 is the parameter in the definition of weight function property W2.2∫
|·|≥r2
|·|θ |fF |
(1 + |·|)σ ≤
(∫
|·|≥r2
1
w |·|2σ
)1/2
|f |w,θ <∞.
5. |·|θ fF is a regular tempered distribution in the sense of Appendix A.5.1. Further, if |α| = θ then ξαfF is also
a regular tempered distribution.
Proof. Part 1 By parts 1 and 3 of Theorem 34, fF = 0 iff |f |w,θ = 0 iff f ∈ Pθ−1.
Part 2 First we show that
∫
fFφ exists for φ ∈ S∅,θ. By part 1 of Theorem 34,
√
w |·|θ fF ∈ L2 and |f |2w,θ =∫
w |·|2θ |fF |2, so for φ ∈ S∅,θ∣∣∣∣∫ fFφ∣∣∣∣ ≤ ∫ |fFφ| = ∫ √w |·|θ |fF | |φ|√
w |·|θ
≤ |f |w,θ
(∫ |φ|2
w |·|2θ
)1/2
,
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having used the Cauchy-Schwartz inequality. By Lemma 35(∫ |φ|2
w |·|2θ
)1/2
≤ cr2,θ
(∫
1
w |·|2λ(·)
)1/2 ∑
|α|≤n
‖(1 + |·|)nDαφ‖∞ ,
where n = ceil {θ, σ} and λ is the function defined in weight function property W2. By Theorem 29 this inequality
implies fF ∈ S′∅,θ.
Now to show that fF = f̂ on S∅,θ. Since fF ∈ S′∅,θ Theorem 29 implies fF has a non-unique extension feF to S′.
Define g = (feF )
∨ ∈ S′. Next we want to show that g ∈ Xθw. In fact if |α| = θ and φ ∈ S then, since ξαφ ∈ S∅,θ,
[ξαĝ, φ] = [ξαfeF , φ] = [f
e
F , ξ
αφ] = [fF , ξ
αφ] = [ξαfF , φ] and so ξ
αĝ = ξαfF . But ξ
αfF ∈ L1loc by part 4 of Lemma
33 which means that ξαĝ ∈ L1loc and hence by part 2 of Lemma 33 that ĝ ∈ L1loc
(
Rd \ 0). We can now define
the function gF by gF = ĝ on Rd \ 0 and gF (0) = 0. Now if φ ∈ C∞0
(
Rd \ 0) then φ ∈ S∅,θ and it follows that
[gF , φ] = [f
e
F , φ] = [fF , φ] i.e. gF = fF a.e. on R
d \ 0 and hence gF = fF a.e. on Rd. Thus |g|w,θ = |f |w,θ and so
g ∈ Xθw. Further (g − f)F = 0 and therefore g−f ∈ Pθ−1 by part 1. Finally, by Theorem 26, u ∈ P̂θ−1 iff [u, φ] = 0
for all φ ∈ S∅,θ. Hence ĝ = f̂ on S∅,θ so that for φ ∈ S∅,θ,
[
f̂ , φ
]
= [ĝ, φ] = [feF , φ] = [fF , φ] so that f̂ = fF on S∅,θ,
as required.
Part 3 If K is compact then by using the Cauchy-Schwartz inequality
∫
K
|·|θ |fF | =
∫
K
1√
w
√
w |·|θ |fF | ≤
∫
K
1
w
1/2∫
K
w |·|2θ |fF |2
1/2 =
∫
K
1
w
1/2 |f |w,θ <∞,
since weight function property W2 implies that w ∈ L1loc.
Part 4 Using the Cauchy-Schwartz inequality∫
|·|≥r2
|·|θ |fF |
(1 + |·|)σ ≤
∫
|·|≥r2
|·|θ |fF |
|·|σ =
∫
|·|≥r2
√
w |·|θ |fF | 1√
w |·|σ
≤
(∫
|·|≥r2
w |·|2θ |fF |2
)1/2(∫
|·|≥r2
1
w |·|2σ
)1/2
≤ |f |w,θ
(∫
|·|≥r2
1
w |·|2σ
)1/2
<∞,
since w has property W3.2.
Part 5 That |·|θ fF is a regular tempered distribution follows immediately from parts 3 and 4. If |α| = θ then
|ξαfF | ≤ |·|θ |fF | and so ξαfF is also a regular tempered distribution.
Corollary 37 Suppose the weight function w has property W2, and suppose f ∈ S′, f̂ ∈ L1loc
(
Rd \ 0) and∫
w |·|2θ |fF |2 <∞, where fF was defined in Theorem 36. Then:
1. fF = 0 iff f ∈ P .
2. fF ∈ S′∅,θ with action
∫
fFφ, φ ∈ S∅,θ.
3. fF has properties 3 and 4 of Theorem 36.
4. fF has property 5 of Theorem 36 i.e. |·|θ fF is a regular tempered distribution and ξαfF is also a regular
tempered distribution when |α| = θ.
Proof. Part 1 Since S′ ⊂ D′, fF = 0 implies f̂ ∈ D′ and supp f̂ = {0} which implies f ∈ P . Conversely, f ∈ P
implies f ∈ S′ and supp f̂ = {0} i.e. fF = 0.
Parts 2 to 4 follow from an examination of the proof of Theorem 36.
The last corollary allows another definition of the space Xθw when the weight function has property W2.
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Corollary 38 Suppose the weight function w has property W2. Then as sets
Xθw =
{
f ∈ S′ : f̂ ∈ L1loc
(
Rd \ 0) , ∫ w |·|2θ |fF |2 <∞, and |α| = θ implies ξαf̂ = ξαfF on S} ,
(1.50)
where fF : Rd → C is the function defined by fF = f̂ on Rd \ 0.
This definition makes sense since by part 4 of Corollary 37 the first two constraints imply that fF ∈ S′∅,θ and
when |α| = θ, ξαfF is a regular tempered distribution in the sense of Appendix A.5.1 with action
∫
ξαfFφ, φ ∈ S.
Proof. Definition 1.47 of Xθw is{
f ∈ S′ : ξαf̂ ∈ L1loc if |α| = θ;
∫
w |·|2θ |fF |2 <∞
}
.
Suppose f is a member of the the right side of 1.50. Since w has property W2, part 4 of Corollary 37 implies
that when |α| = θ, ξαfF is a regular tempered distribution in the sense of Appendix A.5.1 and so ξαfF ∈ L1loc.
But ξαf̂ = ξαfF as distributions so ξ
αf̂ ∈ L1loc and thus f ∈ Xθw.
On the other hand, if f ∈ Xθw then by part 2 of Theorem 34, f̂ ∈ L1loc
(
Rd \ 0). Further, by part 2 of Theorem
36, fF ∈ S′∅,θ and fF = f̂ on S∅,θ. But Theorem 24 implies ξαψ ∈ S∅,θ when |α| = θ so that ξαf̂ = ξαfF on S,
and we have shown that f ∈ Xθw implies f is a member of the right side of 1.50.
Remark 39 1. ?? A word of caution ?? about definition 1.50 of Xθw. It is clear that f ∈ S′ and f̂ ∈ L1loc
(
Rd \ 0)
imply that fF exists. Further, the conditions f ∈ S′, f̂ ∈ L1loc
(
Rd \ 0) and ∫ w |·|2θ |fF |2 <∞ automatically imply
that fF ∈ S′∅,θ and ξαfF ∈ S′.
However, if we prove that f ∈ S′ and f̂ ∈ L1loc
(
Rd \ 0) so that fF is defined, and then try to prove that |α| = θ
implies ξαf̂ = ξαfF on S, we will first have to show that ξ
αfF ∈ S′. There is a question of order here.
2. If w ∈ W2 we define
X˜θ :=
{
f ∈ S′ : f̂ ∈ L1loc
(
Rd \ 0) ; fF ∈ S′∅,θ; |α| = θ implies ξαf̂ = ξαfF on S} , (1.51)
then
Xθw =
{
f ∈ X˜θ :
∫
w |·|2θ |fF |2 <∞
}
.
This follows directly from Corollary 38.
3. The definition of X˜θ in part 2 prompts me to ask the following question: Suppose g ∈ S′∅,θ and ξαg = 0
∀ |α| = θ. What can we conclude about g? NOTE: See the proof of part 2 of Theorem 36.
By part 2 of Theorem 29 there exists a (non-unique) extension ge of g to S′ and all the extensions are given by
the Fourier transform formula ge+ P̂θ−1. Thus by Theorem 24, [ge, ξαφ] = [g, ξαφ] = 0 ∀φ ∈ S and hence ξαge = 0
∀ |α| = θ i.e. Dαĝe = 0 ∀ |α| = θ and by a well-known distribution result this is true iff ĝe ∈ Pθ−1 iff ge ∈ P̂θ−1.
But by part 1 of Theorem 26, P̂θ−1 ⊂ S′∅,θ and so we can conclude that{
g ∈ S′∅,θ : ξαg = 0 ∀ |α| = θ
}
= P̂θ−1. (1.52)
We can now conclude that f ∈ X˜θ implies fF − f̂ ∈ P̂θ−1 and indeed we have
X˜θ =
{
f ∈ S′ : f̂ ∈ L1loc
(
Rd \ 0) ; fF ∈ S′∅,θ; fF − f̂ ∈ P̂θ−1} . (1.53)
Also from part 1 of Theorem 26,
fF − f̂ ∈ P̂θ−1 iff fF = f̂ on S∅,θ,
and consequently
X˜θ =
{
f ∈ S′ : f̂ ∈ L1loc
(
Rd \ 0) ; fF ∈ S′∅,θ; fF = f̂ on S∅,θ} . (1.54)
The results of the previous remark can be summarized as:
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Theorem 40 If w ∈ W2 then
Xθw =
{
f ∈ X˜θ :
∫
w |·|2θ |fF |2 <∞
}
, fF = f̂ on Rd \ 0,
where X˜θ is given by any of 1.51, 1.53 and 1.54 each of which is independent of the weight function w.
??
Remark 41 1. Note that if f ∈ X˜θ then g = (fF )∨ implies ĝ ∈ S′∅,θ and (ĝ)e ∈ L1loc
(
Rd \ 0)∩S′. We thus define
Y˜ θ :=
{
h ∈ S′∅,θ : r0he ∈ L1loc
(
Rd \ 0) , h = r0he on S∅,θ} ,
where
r0g := restriction of g ∈ S′ to Rd \ 0 as a distribution.
If r∅ : S′ → S′∅,θ is the restriction operator then is r∅
((
X˜θ
)∧)
⊂ Y˜ θ? Is this mapping onto, 1-1? How to endow
X˜θ and Y˜ θ with topologies? Show that(
X˜θ
)∧
=
{
g ∈ S′ : r0g ∈ L1loc
(
Rd \ 0) ; r0g = g on S∅,θ} . (1.55)
Note that fF = r0f̂ . Now suppose g ∈
(
X˜θ
)∧
. Clearly r∅g ∈ S′∅,θ. Also r∅g = r0g ∈ L1loc
(
Rd \ 0) so
r∅
((
X˜θ
)∧)
⊂ Y˜ θ. Now prove equality. If h ∈ Y˜ θ then h ∈ S′∅,θ and r0he ∈ L1loc
(
Rd \ 0) and h = r0he on
S∅,θ. By inspection he ∈
(
X˜θ
)∧
. Thus
r∅
((
X˜θ
)∧)
= Y˜ θ.
Is r∅ 1-1? From Theorem 26, r∅g = 0 implies g ∈ P̂θ−1. Thus
ker r∅ = P̂θ−1.
2. ?? RELATE X˜θ and Xθw to
(
S′∅,θ
)∨
=
(
Ŝ∅,θ
)′
. We have a mapping Φ : f → (fF )∨ and f = (fF )∨ on ??
Ŝ∅,θ.??
1.4.3 The operators I : Xθw → L2 and J : L2 → Xθw
In this section, by analogy with the study of Sobolev spaces, we will define inverse, isometric operators (in the
seminorm sense) between Xθw and L
2 for θ ≥ 1. In the next section these operators will be used to prove the
completeness of Xθw, again in the seminorm sense, without referring to any other space such as X
0
w. If the weight
function also has property W2 these mapping will turn out to be, in the seminorm sense, adjoints, inverses and
isometric isomorphisms. It is the properties of these operators that count and the reader can avoid their definitions
and the associated lemmas and just study the properties given in Theorems 43, 45 and 46.
Definition 42 The operator I : Xθw → L2, θ = 1, 2, 3, . . ..
Suppose that the function w has weight function property W1. Using the definition of Xθw given in part 2 of
Theorem 34 we define the linear operator I : Xθw → L2 by
If =
(√
w |·|θ fF
)∨
. (1.56)
where the function fF is defined by: fF = f̂ on Rd \ 0 and fF (0) = {0}.
Theorem 43 Properties of I:
1. I is an isometric mapping from Xθw to L2 in the seminorm sense.
2. nullI = Pθ−1.
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Proof. Property 1 From part 1 of Theorem 34 we have
‖If‖2 =
∥∥∥√w |·|θ fF∥∥∥
2
= |f |w,θ.
Property 2 Now If = 0 iff√w |·|θ fF = 0 iff fF = 0. But fF = 0 iff f ∈ Pθ−1 by part 1 of Theorem 36.
The next step is to construct an inverse of I, which we will denote by J and this will require the theory of the
spaces S∅,θ and S′∅,θ discussed above in Section 1.3. We will be looking for an operator which makes rigorous the
formal operator
(
ĝ√
w|·|θ
)∨
, g ∈ L2. To justify the inverse-Fourier transform we show that ĝ√
w|·|θ ∈ S′∅,θ and then
extend ĝ√
w|·|θ to S as a member of S
′. This operator from L2 to S′ will become our inverse operator J : L2 → Xθw.
We start by showing
(
ĝ√
w|·|θ
)∨
∈ S′∅,θ when g ∈ L2. Choose φ ∈ S∅,θ and apply the Cauchy-Schwartz inequality
to obtain ∣∣∣∣∣
∫
ĝ√
w |·|θ
φ
∣∣∣∣∣ ≤
(∫
|g|2
)1/2(∫ |φ|2
w |·|2θ
)1/2
= ‖g‖2
(∫ |φ|2
w |·|2θ
)1/2
.
Now observe that by Lemma 35,
(∫ |φ|2
w|·|2θ
)1/2
∈ S′∅,θ and so ĝ√w|·|θ ∈ S′∅,θ. Theorem 29 now allows us to extend
the functional ĝ√
w|·|θ to S as a member of S
′. We can now define the operator J .
Definition 44 The operator J : L2 → S′, θ ≥ 1. Suppose that the weight function w has property W2 and
g ∈ L2. Then ĝ√
w|·|θ ∈ S′∅,θ. Hence by Theorem 29, this functional can be extended (up to a member of P̂θ−1) to S
as an element of S′, say f . Now define the class of mappings J : L2 → S′ by
J g =
∨
f.
Note that J is not linear but the next theorem shows it is linear modulo a polynomial in Pθ−1.
Theorem 45 Properties of J :
1. (J g)F = ĝ√w|·|θ , g ∈ L2.
2. J : L2 → Xθw and is an isometry in the seminorm sense.
3. J is linear modulo a polynomial in Pθ−1 i.e.
J (λ1g1 + λ2g2)− λ1J g1 − λ2J g2 ∈ Pθ−1.
4. J g ∈ Pθ−1 iff g = 0.
Proof. Properties 1 & 2 To prove J g ∈ Xθw we use the definition of Xθw given in Corollary 38 i.e. J g ∈ S′,
Ĵ g ∈ L1loc
(
Rd \ 0), and for (J g)F defined by: (J g)F = Ĵ g on Rd \ 0 and (J g)F (0) = {0}, it is required that∫
w |·|2θ |(J g)F |2 <∞ and ξαĴ g = ξα (J g)F on S when |α| = θ.
From the definition of J g we have Ĵ g = ĝ√
w|·|θ on R
d \ 0 and if K ⊂ Rd \ 0 is compact
∫
K
|ĝ|√
w |·|θ
≤
(∫
K
|ĝ|2
)1/2(∫
K
1
w |·|2θ
)1/2
≤ ‖g‖2
(∫
K
1
w |·|2θ
)1/2
.
Since 0 ∈ 0 we have dist (0;K) > 0 and so∫
K
1
w |·|2θ
≤ 1
(dist (0;K))
2θ
∫
K
1
w
<∞,
because 1/w ∈ L1loc by weight function property W2.1. We now have (J g)F = ĝ√w|·|θ which proves property 1.
Next
|J g|2w,θ =
∫
w |·|2θ |(J g)F |2 =
∫
w |·|2θ
∣∣∣∣∣ ĝ√w |·|θ
∣∣∣∣∣
2
= ‖g‖22 <∞,
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so that J is isometric. Now if |α| = θ and ψ ∈ S then ξαψ ∈ S∅,θ by Theorem 24, and since the operator J was
defined by extending ĝ√
w|·|θ ∈ S′∅,θ from S∅,θ to S as a member of S′ it follows that
[
ξαĴ g, ψ
]
=
[
Ĵ g, ξαψ
]
=
[
ĝ√
w |·|θ
, ξαψ
]
= [ξα (J g)F , ψ] ,
so that ξαĴ g = ξα (J g)F on S, confirming that J g ∈ Xθw.
Property 3 If φ ∈ S∅,θ then
[
(J (λ1g1 + λ2g2)− λ1J g1 − λ2J g2)∧ , φ
]
=
[
̂λ1g1 + λ2g2√
w |·|θ
− λ̂1g1√
w |·|θ
− λ̂2g2√
w |·|θ
, φ
]
= 0.
Part 2 of Theorem 26 gives the required result.
Property 4 The details of this proof are very similar to those of the proof of part 2 of Theorem 43. Suppose
J g ∈ Pθ−1. Then (J g)F = 0, |J g|w,θ = 0 and thus ‖g‖2 = 0 which implies g = 0. The argument is easily reversible.
Having proved some properties of I and J we now study how they interact:
Theorem 46 Suppose the weight function w has property W2. Then for θ ≥ 1 the operators I : Xθw → L2 and
J : L2 → Xθw interact as follows:
1. (JIf)F = fF when f ∈ Xθw. Also, J I : Xθw → Xθw is an isometry in the seminorm sense.
2. JIf − f ∈ Pθ−1.
3. For all choices of J , IJ = I on L2.
4. I and J are adjoints in the sense that 〈J g, f〉w,θ = (g, If)2.
Proof. Part 1 From part 1 of Theorem 43 Îf = √w |·|θ fF and from Theorem 45 (J g)F = ĝ√w|·|θ . Hence
(J If)F = Îf√w|·|θ = fF . Further, |J If |
2
w,θ =
∫
w |·|2θ |(JIf)F |2 =
∫
w |·|2θ |fF |2 = |f |2w,θ .
Part 2 From part 1, J If − f ∈ Xθw and (J If − f)F = 0. But by part 1 of Theorem 36 this implies that
J If − f ∈ Pθ−1.
Part 3 Suppose g ∈ L2. Then J g ∈ Xθw and (J g)F = ĝ√w|·|θ . Thus
IJ f =
(√
w |·|θ (J g)F
)∨
= g.
Part 4
〈J g, f〉w,θ =
∫
w |·|2θ (J g)F fF =
∫ √
w |·|θ ĝ fF =
∫
ĝ
√
w |·|θ fF = (g, If)2 .
1.4.4 The completeness of Xθw
In this section, by analogy with Sobolev space theory, we use the operators I : Xθw → L2 and J : L2 → Xθw where
θ ≥ 1, studied in the previous subsection to prove that when w has weight function properties W1 and W2 the
semi-inner product space Xθw is a semi-Hilbert space i.e. it is complete in the seminorm sense.
Light and Wayne [14] do not define the operator J : L2 → Xθw. They only define the operators I and J between
X0w and L
2 and their proof of the completeness of Xθw uses multiple operators and spaces which correspond to each
multi-index α such that |α| = θ. In fact, in Definition 2.11 they define the semi-inner product spaces (Yα, |f |α)|α|=θ
given by
Yα =
{
f ∈ S′ : D̂αf ∈ L1loc and
∫
w
∣∣∣D̂αf ∣∣∣2 <∞} , |f |α =
√∫
w
∣∣∣D̂αf ∣∣∣2,
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and show that Dα : Yα → X0w is onto and an isometric isomorphism, which implies each Yα is complete. Then
in Definition 2.14 they define their positive order semi-inner product space (X, |f |) by
X =
⋂
|α|=θ
Yα, |f |2 =
∑
|α|=θ
1
α!
∫
w
∣∣∣D̂αf ∣∣∣2 ,
and argue in Theorem 2.15 that the completeness of each Yα implies that Y is complete.
So there are two ways to prove completeness and although the definition of J may be difficult, the operators I
and J have nice properties and it is really only these properties that are important.
Definition 47 Completeness in the seminorm sense
Suppose that U is a linear space equipped with a seminorm |·|. We will refer to U as being complete in the
seminorm sense, if to each Cauchy sequence {uj} ⊂ U there corresponds an element u ∈ U such that |u− uj | → 0
as j →∞. Note that u is no longer uniquely defined by the sequence {uj}.
Theorem 48 Suppose the weight function w only has property W2. Then for θ ≥ 1, Xθw is complete in the
seminorm sense of Definition 47.
Proof. First note that the operator J is not linear. Here we use the results of Section 1.4.3 concerning the operators
I and J . Suppose {fk} is Cauchy in Xθw. Then {Ifk} is Cauchy in L2 since I is an isometry. Since L2 is complete,
Ifk → g for some g ∈ L2. But J (Ifk − g) ∈ Xθw and since J is an isometry, |J (Ifk − g)|w,θ = |Ifk − g|2 → 0.
However, by part 2 of Theorem 46, J If − f ∈ Pθ−1. so that
|J (Ifk − g)|2w,θ = |J Ifk − J g|2w,θ = |fk − J g|2w,θ ,
and so fk → J g as k →∞.
The next corollary relates weight function property W3.1 to the completeness of Xθw. Here weight function
property W3.1 replaces property W2.
Corollary 49 Suppose the weight function w only has property W3.1 for order θ and parameter κ. Then Xθw is
complete in the seminorm sense of Definition 47.
Proof. By part 2 of Theorem 9, property W3.1 implies property W2. Thus the conditions of Theorem 48 are
satisfied and Xθw is complete.
1.4.5 The operators T : Xθw → X0w and U : X0w → Xθw
Following my thesis I will construct the operators T : Xθw → X0w and U : X0w → Xθw. These mapping will turn
out to be, in the seminorm sense, adjoints, inverses and isometric isomorphisms. These mappings are indicated on
Figure 1.59.
These operators are not actually used in the sequel but I found them interesting. We start with several lemmas.
Lemma 50 Suppose that the weight function w has properties W1 and W2. If f ∈ Xθw, f̂ ∈ L1loc
(
Rd \ 0) and we
can define the function fF on Rd by fF = f̂ on Rd \ 0 and fF (0) = 0. Then,
1. |·|θ fF ∈ S′ ∩ L1loc i.e. a regular tempered distribution.
2. The mapping f → |·|θ fF is a continuous operator from Xθw to S′. In fact∫
|·|θ |fFφ| ≤ cr2 |f |w,θ
(∫
1
w |·|2λ(·)
)1/2 ∥∥∥(1 + |·|)⌈σ⌉ φ∥∥∥
∞
,
where cr1 = 2
√
2max
{
1, r21
}
and the function λ is given in the definition of property W2.
Proof. Part 1. By part 4 of Lemma 33, |·|θ fF ∈ L1loc so that |·|θ fF is a regular distribution. But by part 4 of
Theorem 36,
∫
|·|≥r2
|·|θ |fF |
(1 + |·|)σ < ∞ where σ and r2 are in the definition of weight function property W2.2. Thus
|·|θ fF is a regular tempered distribution. See, for example, Section 2.3 of Vladimirov [27].
Part 2. To prove the continuity of the mapping f → |·|θ fF we will show that for all φ ∈ S,
∣∣∣[|·|θ fF , φ]∣∣∣ ≤
|f |w,θ |φ|S where |·|S is a finite linear combination of the countable set of seminorms, independent of φ, which define
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the topology of S. Here we use the directed set of seminorms {pn,α : |α| ≤ n, n = 0, 1, 2, . . .} where pn,α (ψ) =
‖(1 + |·|)nDαψ‖∞. This set was introduced in part 1 of Theorem 29. In fact∫
|·|θ |fFφ| ≤
∫
|·|≤r2
(
|·|θ |fF |
)
|φ|+
∫
|·|≥r2
|·|θ |fF |
|·|σ (1 + |·|)
σ |φ|
≤ ‖φ‖∞
∫
|·|≤r2
|·|θ |fF |+
∥∥∥(1 + |·|)⌈σ⌉ φ∥∥∥
∞
∫
|·|≥r2
|·|θ |fF |
|·|σ
≤
(∫
|·|≤r2
|·|θ |fF |+
∫
|·|≥r2
|·|θ |fF |
|·|σ
)∥∥∥(1 + |·|)⌈σ⌉ φ∥∥∥
∞
,
and using the inequalities of parts 3 and 4 of Theorem 36.
∫
|·|θ |fFφ| ≤

 ∫
|·|≤r2
1
w

1/2
|f |w,θ +
 ∫
|·|≥r2
1
w |·|2σ

1/2
|f |w,θ
∥∥∥(1 + |·|)⌈σ⌉ φ∥∥∥∞
≤
√
2 |f |w,θ
(∫
|·|≤r2
1
w
+
∫
|·|≥r2
1
w |·|2σ
)1/2 ∥∥∥(1 + |·|)⌈σ⌉ φ∥∥∥
∞
≤ √2 |f |w,θ
 ∫
|·|≤r2
1
w
+
∫
|·|≥r2
1
w |·|2σ

1/2 ∥∥∥(1 + |·|)⌈σ⌉ φ∥∥∥
∞
≤ √2 |f |w,θ
(∫
1
w |·|2λ(·)
)1/2 ∥∥∥(1 + |·|)⌈σ⌉ φ∥∥∥
∞
,
where the last line follows from the definition of the function λ (weight function property W2).
Remark 51 In the above lemma we use the function fF instead of the tempered distribution f̂ ∈ S′ because
|·|θ /∈ C∞BP and so |·|θ f̂ /∈ S′ on Rd. On the face of it, the product looks rather confusing.
The next lemma is required for the definition of the operator U : X0w → Xθw.
Lemma 52 Suppose w has property W1 and W2. The function |·|−θ ĝ defines a continuous linear functional on
S∅,θ by the action [
|·|−θ ĝ, φ
]
=
∫
|·|−θ ĝφ, φ ∈ S∅,θ.
Proof. By definition, g ∈ X0w implies ĝ ∈ L1loc and hence |·|−θ ĝ ∈ L1loc
(
Rd \ 0). We then have for φ ∈ S∅,θ∫
|·|−θ |ĝφ| =
∫ √
w |ĝ| |φ|√
w |·|θ
≤ ‖g‖w,0
(∫ |φ|2
w |·|2θ
)1/2
.
Now the estimate of
(∫ |φ|2
w|·|2θ
)1/2
derived in Lemma 35 yields this lemma.
We now define the mappings T and U , which we discussed before the previous lemma. The mapping T will be
shown to be an isometry, in the seminorm sense, fromXθw onto X
0
w. This is the analogue of the isometric isomorphic
Sobolev space mapping
(
(1 + |·|)θ/2 f̂
)∨
, between the Hilbert spaces Hθ and H0 = L2. Such a mapping allows
certain properties of Hθ to be proved if the same properties have already been established for the simpler space
L2. Completeness is the property we are concerned with here.
Definition 53 The mapping T : Xθw → S′
Suppose that the weight function w has properties W1 and W2. If f ∈ Xθw then f̂ ∈ L1loc
(
Rd \ 0) and we define
the function fF by: fF = f̂ on Rd \ 0 and fF (0) = 0. From part 1 of Lemma 50, |·|θ fF ∈ S′ and so we can define
the linear operator T : Xθw → S′ by
T f =
(
|·|θ fF
)∨
.
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In the definition above we have used the function fF instead of the tempered distribution f̂ ∈ S′ because
|·|θ /∈ C∞BP and so |·|θ f̂ /∈ S′ on Rd. On the face of it, the product looks rather confusing.
Theorem 54 T : Xθw → X0w and is isometric in the seminorm sense.
Proof. Suppose f ∈ Xθw. From the definition of the operator T , T f =
(
|·|θ fF
)∨
∈ S′ where the function fF is
defined by fF = f̂ on Rd \ 0 and fF (0) = 0. From part 4 of Lemma 33, T̂ f = |·|θ fF ∈ L1loc and so
‖T f‖2w,0 =
∫
w
∣∣∣T̂ f ∣∣∣2 = ∫ w |·|2θ |fF |2 = |f |2w,θ ,
where the last equality is part 1 of Theorem 34.
The next step is to define a continuous mapping U : X0w → Xθw which will turn to be the inverse and adjoint of
T .
Definition 55 The mapping U : X0w → S′
Suppose that the weight function w has properties W1 and W2 and g ∈ X0w. Since |·|−θ ĝ satisfies the inequality
of the proof of Lemma 52, part 1 of Theorem 29 implies that |·|−θ ĝ defines a continuous linear functional on S∅,θ.
Hence, by part 2 of Theorem 29, this functional can be extended (non-uniquely) to S as an element of S′, say f .
Now define the mapping U : X0w → S′ by
Ug =
∨
f.
In general, U is non-linear. However, the next lemma shows that U is linear modulo a polynomial in Pθ.
The operator U has the following properties.
Lemma 56 Suppose the weight function w has properties W1 and W2.
1. Suppose g ∈ X0w. Then Ûg = |·|−θ ĝ on S∅,θ, and Ûg ∈ L1loc
(
Rd \ 0).
2. g ∈ X0w implies D̂αUg ∈ L1loc when |α| = θ.
3. U is linear modulo a polynomial in Pθ i.e. for scalars λ1 and λ2
U (λ1g1 + λ2g2)− λ1Ug1 − λ2Ug2 ∈ Pθ.
4. U : X0w → Xθw and is isometric in the seminorm sense.
Proof. Part 1. That Ûg = |·|−θ ĝ on S∅,θ follows directly from the definition of U .
By definition of X0w, ĝ ∈ L1loc, and so |·|−θ ĝ ∈ L1loc
(
Rd \ 0).
Hence Ûg = |·|−θ ĝ on Rd \ 0, and Ûg ∈ L1loc
(
Rd \ 0).
Part 2. Suppose g ∈ X0w. We have D̂αUg ∈ L1loc
(
Rd \ 0) and so if K is compact∫
K
∣∣∣D̂αUg∣∣∣ = ∫
K
|(−iξ)α ĝ (ξ)|
|ξ|θ
dξ
≤
∫
K
|ĝ|
=
∫
K
1√
w
√
w |ĝ|
≤
(∫
K
1
w
)1/2
‖g‖w,0
<∞,
since weight function property W2 implies 1/w ∈ L1loc.
Part 3. If φ ∈ S∅,θ then by part 1[
(U (λ1g1 + λ2g2)− λ1Ug1 − λ2Ug2)∧ , φ
]
=
[
̂U (λ1g1 + λ2g2)− λ1Ûg1 − λ2Ûg2, φ
]
=
[
|·|−θ ̂λ1g1 + λ2g2 − λ1 |·|−θ ĝ1 − λ2 |·|−θ ĝ2, φ
]
= 0.
36 1. Extensions of Light’s class of weight functions
Part 1 of Theorem 26 gives the required result.
Part 4. Suppose f ∈ Xθw. Then by part 1 of Lemma 56, T̂ f = |·|θ fF ∈ S′ ∩ L1loc and so
‖T f‖2w,0 =
∫
w
∣∣∣T̂ f ∣∣∣2 = ∫ w |·|2θ |fF |2 = |f |2w,θ ,
where the last equality is part 1 of Theorem 34. Thus, by part 3 of Theorem 34, null T = null |·|w,θ = Pθ.
The next theorem shows the mappings T and U are inverses and adjoints.
Theorem 57 Suppose that the weight function w has properties W1 and W2. Then the operators T and U are
related as follows:
1. T U = I on X0w.
2. UT f − f ∈ Pθ for f ∈ Xθw.
3. U and T are adjoints i.e. 〈Ug, f〉w,θ = (g, T f)w,0.
Proof. Part 1. Suppose g ∈ X0w. Then by definition of T , T̂ Ug = |·|θ fF ∈ L1loc where fF = Ûg on Rd \ 0 and
fF (0) = 0. Now by part 2 of Lemma 56, Ûg = |·|−θ ĝ on Rd \ 0, so fF = |·|−θ ĝ on Rd \ 0.
Thus on Rd \0, T̂ Ug = |·|θ fF = ĝ, and since g ∈ X0w implies ĝ ∈ L1loc, it follows that T̂ Ug = ĝ in the distribution
sense. We conclude that T Ug = g.
Part 2. Suppose f ∈ Xθw. By part 2 of Lemma 56, ÛT f = |·|−θ T̂ f , on S∅,θ. But by definition of T , T̂ f = |·|θ f̂
on Rd \ 0. Thus, if φ ∈ S∅,θ [
ÛT f, φ
]
=
∫
|·|−θ T̂ fφ =
∫
f̂φ,
and so ÛT f = f̂ on S∅,θ. An application of part 1 of Theorem 26 gives the result.
Part 3. From part 1, Ûg = |·|−θ ĝ on Rd \ 0. Also, f̂ = fF on Rd \ 0 and T̂ f = |·|θ fF on Rd \ 0. Hence
〈Ug, f〉w,θ =
∫
w |·|2θ ÛgfF =
∫
w |·|2θ |·|−θ ĝfF =
∫
wĝ
(
|·|θ fF
)
=
∫
wĝT̂ f = (g, T f)w,0 .
The operators Tρ : Xθw → X0w and Uρ : X0w → Xθw
Inspired by Light and Wayne’s Lemma 2.16, we will introduce the simple adjoint operators Uρ and Tρ, and use
them to prove the density of various C∞ function subspaces in Xθw. These mappings are indicated on Figure 1.59.
Unlike the operators U and T , which were used to prove the completeness of Xθw and assumed properties W1 and
W2, these operators have simple definitions for arbitrary θ ≥ 1, assuming only the properties W1. However, the
isometry property, which is a key property of U and T , is no longer satisfied by Uρ and Tρ.
From part 3 Theorems 59 and 61 below, it is easy to see that in a sense these operators can be used to approximate
U and T away from the origin, in the Fourier transform space.
Definition 58 The operator Uρ : X0w → S′.
Suppose the weight function w has property W1. Suppose ρ ∈ C∞BP , supp ρ ⊂ Rd \ 0 and ρ is real-valued.
Then for θ ≥ 1, ρ
|·|θ
∈ C∞BP and we can define the linear operator Uρ : X0w → S′ by
Uρg =
(
ρ
|·|θ
ĝ
)∨
, g ∈ X0w.
From the point of view of proving that Xθw∩Ĉ∞0 is dense in Xθw, the mapping Uρ has the following nice properties.
Theorem 59 Suppose that ρ ∈ C∞BP ∩ C(0)B . Then the operator Uρ has the following properties:
1. Uρ : X0w → Xθw is continuous and
|Uρg|w,θ ≤ ‖ρ‖∞ ‖g‖w,0 , f ∈ X0w.
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2. Uρ : X0w ∩ Ĉ∞0 → Xθw ∩ Ĉ∞0 .
3. If w also has properties W2 then, Uρg =
(
ρÛg
)∨
when f ∈ X0w.
Proof. Part 1. Clearly Ûρg ∈ L1loc because ĝ ∈ L1loc. Hence ξαÛρg ∈ L1loc when |α| = θ. Also∫
w |·|2θ
∣∣∣Ûρg∣∣∣2 = ∫ w |·|2θ
∣∣∣∣∣ ρ|·|θ ĝ
∣∣∣∣∣
2
≤ |ρ|2∞
∫
w |ĝ|2
= ‖ρ‖2∞ ‖g‖2w,0 . (1.57)
Thus, by part 2 of Theorem 34, Uρg ∈ Xθw and so by part 1 of the same theorem,∫
w |·|2θ
∣∣∣Ûρg∣∣∣2 = |Uρg|w,θ and we have the desired inequality.
Part 2. Suppose g ∈ X0w ∩ Ĉ∞0 i.e. g ∈ X0w and ĝ ∈ C∞0 . From part 1, Uρg ∈ Xθw. Clearly, since
ρ
|·|θ
∈ C∞BP it
follows that Ûρg = ρ|·|θ
ĝ ∈ C∞0 and Uρg ∈ Xθw ∩ Ĉ∞0 .
Part 3. Choose φ ∈ S. By part 2 of Lemma 56, Ûg = |·|−θ ĝ on S∅,θ. Hence, since ρφ ∈ S∅,θ[
ρÛg, φ
]
=
[
Ûg, ρφ
]
=
[
|·|−θ ĝ, ρφ
]
=
∫
|·|−θ ĝρφ =
∫
ρ
|·|θ
ĝφ
=
[
Ûρg, φ
]
.
Hence Uρg =
(
ρÛg
)∨
.
Definition 60 The operator Tρ : Xθw → S′
Suppose the weight function w has properties W1 for weight set A i.e. w is continuous and positive on Rd \ A.
Suppose ρ ∈ C∞BP , supp ρ ⊂ Rd \ 0 and ρ is real-valued.
Then for θ ≥ 0, ρ |·|θ ∈ C∞BP and we can define the linear operator Tρ : Xθw → S′ by
Tρf =
(
ρ |·|θ f̂
)∨
, f ∈ Xθw.
The mapping Tρ has the following properties.
Theorem 61 Suppose that ρ ∈ C∞BP ∩ C(0)B . Then the operator Tρ has the following properties :
1. Tρ : Xθw → X0w is continuous and
‖Tρf‖w,0 ≤ ‖ρ‖∞ |f |w,θ , f ∈ Xθw.
2. Tρ : Xθw ∩ Ĉ∞0 → X0w ∩ Ĉ∞0 .
3. If w also has property W2 then, Tρf =
(
ρT̂ f
)∨
when f ∈ Xθw.
Proof. Part 1. Clearly T̂ρf ∈ L1loc because f̂ ∈ L1loc. Hence ξαT̂ρf ∈ L1loc when |α| = θ. Also
‖Tρf‖2w,0 =
∫
w
∣∣∣T̂ρf ∣∣∣2 = ∫ w ∣∣∣ρ |·|θ f̂ ∣∣∣2 ≤ ‖ρ‖2∞ ∫ w |·|2θ ∣∣∣f̂ ∣∣∣2 = ‖ρ‖2∞ |f |2w,θ .
Part 2. Suppose f ∈ Xθw ∩ Ĉ∞0 i.e. f ∈ Xθw and f̂ ∈ C∞0 . From part 1, Tρf ∈ X0w. Clearly, since ρ |·|θ ∈ C∞BP it
follows that T̂ρf = ρ |·|θ f̂ ∈ C∞0 and Tρf ∈ Xθw ∩ Ĉ∞0 .
Part 3. Since w has properties W1 and W2 we can define T . From the definition of T , T̂ f = |·|θ f̂ on Rd \0, and
hence supp
(
T̂ f − |·|θ f̂
)
⊂ {0}. But supp ρ ⊂ Rd \ 0, so ρ
(
|·|θ f̂ − T̂ f
)
= 0 i.e. ρ |·|θ f̂ = ρT̂ f . But T̂ρf = ρ |·|θ f̂
so T̂ρf = ρT̂ f , as required.
The mappings Tρ and Uρ are related as follows.
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Theorem 62 . The mappings Tρ and Uρ are related as follows:
1. T̂ρUρg = ρ2ĝ, g ∈ X0w.
2. ÛρTρf = ρ2f̂ , f ∈ Xθw.
3. Tρ and Uρ are adjoints i.e. (Tρf, g)w,0 = 〈f,Uρg〉w,θ, f ∈ Xθw, g ∈ X0w.
4. If f ∈ Xθw and g ∈ X0w then
|f − Uρg|2w,θ +
∫ (
1− ρ2)w |ĝ|2 = ‖Tρf − g‖2w,0 + ∫ (1− ρ2)w |·|2θ ∣∣∣f̂ ∣∣∣2 .
Proof. Part 1. T̂ρUρg = ρ |·|θ Ûρg = ρ |·|θ ρ|·|θ ĝ = ρ2ĝ.
Part 2. ÛρTρf = ρ|·|θ T̂ρf =
ρ
|·|θ ρ |·|
θ
f̂ = ρ2f̂ .
Part 3. Since ρ is real-valued
〈f,Uρg〉w,θ =
∫
w |·|2θ f̂ Ûρg =
∫
w |·|2θ f̂ ρ
|·|θ
ĝ =
∫
w
(
ρ |·|θ f̂
)
ĝ =
∫
wT̂ρfĝ = (Tρf, g)w,0 .
Part 4. Using part 3 of this theorem
|f − Uρg|2w,θ − ‖Tρf − g‖2w,0 = 〈f − Uρg, f − Uρg〉w,θ − (Tρf − g, Tρf − g)w,0
= 〈f, f〉w,θ − 〈f,Uρg〉w,θ − 〈Uρg, f〉w,θ + 〈Uρg,Uρg〉w,θ −
− (Tρf, Tρf)w,0 + (Tρf, g)w,0 + (g, Tρf)w,0 − (g, g)w,0
= 〈f, f〉w,θ + 〈Uρg,Uρg〉w,θ − (Tρf, Tρf)w,0 − (g, g)w,0
= 〈f, f〉w,θ + (TρUρg, g)w,0 − (f,UρTρf)w,θ − (g, g)w,0
= 〈f, f − UρTρf〉w,θ + (TρUρg − g, g)w,0
=
∫
w |·|2θ f̂ ̂(f − UρTρf) +
∫
w ̂(TρUρg − g)ĝ
=
∫ (
1− ρ2)w |·|2θ ∣∣∣f̂ ∣∣∣2 − ∫ (1− ρ2)w |ĝ|2 ,
where the last step used parts 1 and 2 of this theorem.
Dense C∞ subspaces of Xθw
A feature here is the use of the simple mappings Uρ and Tρ of Definitions 60 and 58 and the corresponding results
for X0w to prove the density of various C
∞ function subspaces in Xθw. Unlike the operators U and T these operators
are easily defined for arbitrary θ ≥ 0.
The next theorem corresponds to Theorem 2.17 of Light and Wayne [12]. Because we have used the operators
Uρ and Tρ instead of U and T we will only need to assume weight function properties W1, which correspond to
properties A3.1 and A3.2 of Light and Wayne [14].
Theorem 63 Suppose the weight function w has properties W1 and W2.
Then Xθw ∩ Ĉ∞0 and Xθw ∩ S are dense in Xθw for θ ≥ 1.
Proof. Choose ε > 0 and f ∈ Xθw. Then Tρf ∈ X0w and, since X0w∩Ĉ∞0 is dense in X0w (Subsection 1.3.4 of the zero
order document Williams [29]), there exists gρ ∈ X0w ∩ Ĉ∞0 such that ‖Tρf − gρ‖w,0 ≤ ε/4. Now Uρgρ ∈ Xθw ∩ Ĉ∞0 ,
and it will be shown that we can choose ρ such that |f − Uρgρ|w,θ ≤ ε.
From part 4 of Theorem 62
|f − Uρgρ|w,θ ≤ ‖Tρf − gρ‖w,0 +
(∫ (
1− ρ2)w |·|2θ ∣∣∣f̂ ∣∣∣2)1/2 . (1.58)
At the start of this proof gρ was chosen to satisfy ‖Tρf − gρ‖w,0 ≤ ε/2, so now
|f − Uρgρ|w,θ ≤ ε/2 + 2
(∫ (
1− ρ2)w |·|2θ ∣∣∣f̂ ∣∣∣2)1/2 .
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Because
∫
w |·|2θ
∣∣∣f̂ ∣∣∣2 exists, η > 0 can be selected such that ∫
|·|≤η
w |·|2θ
∣∣∣f̂ ∣∣∣2 ≤ (ε/2)2. Then, if ρ satisfies ρ (x) = 1
when |x| ≥ η ∫ (
1− ρ2)w |·|2θ ∣∣∣f̂ ∣∣∣2 = ∫
|·|≤η
w |·|2θ
∣∣∣f̂ ∣∣∣2 ≤ (ε/2)2 ,
and |f − Uρgρ|w,θ ≤ ε/2 + ε/2 = ε as required.
??? Next we prove that
(
C∞0
(
Rd \ A))∨ is dense in Xθw for θ ≥ 1. Use the above operators and the corresponding
result for X0w proven in Subsection 1.3.4 of the zero order document Williams [29].
1.4.6 The space Xθw:K
Definition 64 If K ⊂ Rd is a closed set then define
Xθw:K :=
(
Xθw
)
K
:=
{
f ∈ Xθw : supp f ⊆ K
}
,
which we endow with the subspace norm.
This notation is analogous to the Sobolev space notation of Petersen [20] following Exercise 3:4.10 on p243.
??? Is Xθw:K a semi-Hilbert space? An attempted proof based on the (zero order) proof for X
0
w:K and which used
the Light norm 4.24 failed.
1.4.7 Summary figure for mappings, completeness and density results
Assuming weight properties W1 and W2 hold, Figure 1.59 and subsequent notes summarizes many of the results
of the previous sections of this chapter concerning the spaces X0w and X
θ
w. One can think of this as a ladder of
mappings going from simple to more complex spaces and from lower to higher order spaces. It is an analogy with
the Sobolev spaces of non-negative order.
L2
(Hilbert)
I
✲
✛
J=I−1
X0w
(Hilbert)
T , Tρ
✲
✛
U , Uρ
Xθw
(semi−Hilbert)
✻
dense embed
✻
dense embed
✻
dense embed
L2 ∩ √wĈ∞0 ✛ I X
0
w ∩ Ĉ∞0
Tρ
✲
✛
Uρ
Xθw ∩ Ĉ∞0
(1.59)
Notes on Figure 1.59:
1. The definition of operators I : Xθw → L2 and J : L2 → Xθw requires weight function properties W1 and W2.
2. In the seminorm sense, I and J are isometric isomorphisms, adjoints and inverses.
3. The definition of operators T : X0w → Xθw and U : Xθw → X0w requires weight function properties W1 and
W2.
4. In the seminorm sense, T and U are isometric isomorphisms, adjoints and inverses
5. The definition of operators Tρ : X0w → Xθw and Uρ : Xθw → X0w only requires weight function property W1.
6. Tρ and Uρ are adjoints.
7. ??? Replace C∞0 by S?
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1.4.8 The smoothness of functions in Xθw
This theorem provides information about the L1 behavior of the Fourier transform of functions in Xθw, θ ≥ 1. This
information will be used to prove smoothness properties for Xθw when the weight function has property W3.1 or
properties W2.1 and W3.2 or W3.3.
Theorem 65 If a weight function w has property W2 then given f ∈ Xθw we can define a.e. the function fF :
Rd → C by fF = f̂ on Rd \ 0. Now we have the following results:
1. If w has property W3.1 for order θ and κ, then ξβfF ∈ L1 when β ≤ κ.
2. Suppose w has property W2.1 and also propertyW3.2 for order θ and κ. Choose ρ ∈ C∞0 such that, 0 ≤ ρ ≤ 1,
ρ (x) = 1 when |x| ≤ r3. Then, (1− ρ) ξβfF ∈ L1 when |β| ≤ κ.
3. Suppose w has property W2.1 and also property W3.3 for order θ and κ, then ξβfF ∈ L1 when β ≤ κ.
Proof. Part 1 First note that by part 2 of Theorem 9 property W3.1 implies property W2 and so fF is defined.
Now by the definition of property W3.1, for all α satisfying |α| = θ,
∫
ξ2λ
w ξ2α
<∞ for 0 ≤ λ ≤ κ. So if β ≤ κ, by
using the Cauchy-Schwartz inequality, we obtain∫ ∣∣ξβfF ∣∣ = ∫ ∣∣ξβ∣∣√
w |ξα|
√
w |ξα| |fF | ≤
∫ ∣∣ξβ∣∣√
w |ξα|
√
w |·|θ |fF | =
(∫
ξ2β
w ξ2α
) 1
2
|f |w,θ ,
where the last step used part 1 of Theorem 34. The term on the last line is finite since w has property W3.1.
Part 2 First note that, by part 3 of Theorem 9, property W3.2 implies property W2.2. Hence w has property
W2 and so fF is defined.
Since f̂ ∈ L1loc
(
Rd \ 0), (1− ρ) fF ∈ L1loc and (1− ρ) ξβfF ∈ L1loc. Further, since ρ (ξ) = 1 when |ξ| ≤ r3 > 0,
we can use the Cauchy-Schwartz inequality to write∫ ∣∣(1− ρ (ξ)) ξβfF (ξ) dξ∣∣ ≤ ∫
|·|≥r3
|·||β| |fF | =
∫
|·|≥r3
|·|κ
|·|(κ−|β|)√w |·|θ
√
w |·|θ |fF |
≤ 1
(r3)
(κ−|β|)
∫
|·|≥r3
|·|κ√
w |·|θ
√
w |·|θ |fF |
≤ 1
(r3)
(κ−|β|)
 ∫
|·|≥r3
|·|2κ
w |·|2θ

1
2
 ∫
|·|≥r3
w |·|2θ |fF |2

1
2
≤ 1
(r3)
(κ−|β|)
 ∫
|·|≥r3
|·|2κ
w |·|2θ

1
2
|f |w,θ .
Since w has property W3.2 for order θ and κ, the last integral is finite.
Part 3 First note that by part 4 of Theorem 9 property W3.3 implies property W2.2. Thus w ∈ W2 and fF
is defined. Now by the definition of property W3.3,
∫
ξ2λ
w |·|2θ < ∞ for 0 ≤ λ ≤ κ. So if β ≤ κ, by using the
Cauchy-Schwartz inequality, we obtain∫ ∣∣ξβfF ∣∣ = ∫ ∣∣ξβ∣∣√
w |·|θ
√
w |·|θ |fF | ≤
(∫
ξ2β
w |·|2θ
) 1
2
|f |w,θ ,
where the last step used part 1 of Theorem 34. The term on the last line is finite since w has property W3.3.
Definition 66 Some spaces of continuous functions: For each multi-index α define:
C(α) :=
{
u ∈ C(0) : Dβu ∈ C(0) for β ≤ α
}
,
C
(α)
B :=
{
u ∈ C(0)B : Dβu ∈ C(0)B for β ≤ α
}
,
1.4 The data (native) spaces Xθw , θ = 1, 2, 3, .. 41
and note that
C(α) ⊂ C(α),
where α = min
i
αi.
This theorem corresponds to Light and Wayne’s [14] Theorem 2.18 and represents our main smoothness result
for Xθw spaces.
Theorem 67 Smoothness of Xθw Suppose the weight function w has properties W2.1 and W3 for order θ and
κ, as described in Definition 4. Then, if ⌊κ⌋ := (⌊κk⌋),
Xθw ⊂ C∞BP + C(⌊κ⌋)B ⊂ C(⌊κ⌋)BP ,
and also
Xθw ⊂ C∞BP + C(⌊κ⌋)B ⊂ C(⌊κ⌋)BP .
Proof. Case 1 w has property W3.1 First observe that property W3.1* implies property W3.1. By part 3 of
Theorem 9 property W3.1 implies property W2.
Now suppose ρ0 ∈ C∞0 , 0 ≤ ρ0 ≤ 1, and ρ0 = 1 on the ball B (0; 1). By part 1 of Theorem 65, f ∈ Xθw implies
ξβfF ∈ L1 when β ≤ κ and so ξβ (1− ρ0) f̂ = ξβ (1− ρ0) fF ∈ L1 when β ≤ ⌊κ⌋. Hence Dβ
(
(1− ρ0) f̂
)∨
∈ C(0)B
for β ≤ ⌊κ⌋ and so
(
(1− ρ0) f̂
)∨
∈ C(⌊κ⌋)B .
We now write f̂ = ρ0f̂ + (1− ρ0) f̂ . Taking the inverse Fourier transform of this equation yields
f =
(
ρ0f̂
)∨
+
(
(1− ρ0) f̂
)∨
.
The first term on the right is the inverse Fourier transform of a tempered distribution with compact support
and so by Appendix A.6.2, it is a C∞BP function. Thus f ∈ C∞BP + C(⌊κ⌋)B ⊂ C(⌊κ⌋)BP and, from Definition 66,
f ∈ C∞BP + C(⌊κ⌋)B ⊂ C(⌊κ⌋)BP .
Case 2 w has properties W2.1 and W3.2 By part 3 of Theorem 9 properties W2.1 and W3.2 imply property
W2. Now suppose ρ0 ∈ C∞0 , 0 ≤ ρ0 ≤ 1, and ρ0 = 1 on the ball B (0; 1). By part 2 of Theorem 65, f ∈ Xθw
implies ξβ (1− ρ0) f̂ = ξβ (1− ρ0) fF ∈ L1 when |β| ≤ ⌊κ⌋. Hence Dβ
(
(1− ρ0) f̂
)∨
∈ C(0)B for |β| ≤ ⌊κ⌋ and so(
(1− ρ0) f̂
)∨
∈ C(⌊κ⌋)B .
We now write f̂ = ρ0f̂ + (1− ρ0) f̂ . Taking the inverse Fourier transform of this equation yields
f =
(
ρ0f̂
)∨
+
(
(1− ρ0) f̂
)∨
.
The first term on the right is the inverse Fourier transform of a tempered distribution with compact support
and so by Appendix A.6.2, it is a C∞BP function. Thus f ∈ C∞BP + C(⌊κ⌋)B ⊂ C(⌊κ⌋)BP and, from Definition 66,
f ∈ C∞BP + C(⌊κ⌋)B ⊂ C(⌊κ⌋)BP .
Case 3 w has properties W2.1 and W3.3 Since w ∈ W2.1 by part 4 of Theorem 9, w ∈ W2. Now suppose
ρ0 ∈ C∞0 , 0 ≤ ρ0 ≤ 1, and ρ0 = 1 on the ball B (0; 1). By part 3 of Theorem 65, f ∈ Xθw implies ξβfF ∈ L1 when
β ≤ κ and so ξβ (1− ρ0) f̂ = ξβ (1− ρ0) fF ∈ L1 when β ≤ ⌊κ⌋. Hence Dβ
(
(1− ρ0) f̂
)∨
∈ C(0)B for β ≤ ⌊κ⌋ and
so
(
(1− ρ0) f̂
)∨
∈ C(⌊κ⌋)B .
We now write f̂ = ρ0f̂ + (1− ρ0) f̂ . Taking the inverse Fourier transform of this equation yields
f =
(
ρ0f̂
)∨
+
(
(1− ρ0) f̂
)∨
.
The first term on the right is the inverse Fourier transform of a tempered distribution with compact support
and so by Appendix A.6.2, it is a C∞BP function. Thus f ∈ C∞BP + C(⌊κ⌋)B ⊂ C(⌊κ⌋)BP and, from Definition 66,
f ∈ C∞BP + C(⌊κ⌋)B ⊂ C(⌊κ⌋)BP .
Remark 68 We could also choose ρ0 ∈ S1;θ and use part 2 of Definition 356.
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The next corollary shows that in the case of the extended B-splines, by enlarging the space of weight
functions from W3.1* to W3.1 we can prove that the data space Xθw has more differentiability for
dimension d > 1 and the order θ ≥ d.
Corollary 69 Suppose w is the extended B-spline weight function 1.29 with parameters l and n. Then:
1. If w has property W3.1 for order θ and κ = κ11 it follows that X
θ
w ⊂ C((n−1+⌊θ/d⌋)1)BP ⊂ C(n−1+⌊θ/d⌋)BP .
2. If w has property W3.1* for order θ and κ = κ11 it follows that X
θ
w ⊂ C(n−1+θ)BP when d = 1 and Xθw ⊂
C
((n−1)1)
BP ⊂ C(n−1)BP when d > 1.
Proof. Part 1 From 1.37 of Theorem 20, max ⌊κ1⌋ = n − 1 + ⌊θ/d⌋ so that Theorem 67 implies Xθw ⊂
C
((n−1+⌊θ/d⌋)1)
BP ⊂ C(n−1+⌊θ/d⌋)BP .
Part 2 Apply Theorem 67 to 1.33 and 1.31.
1.5 The function 1
w|·|2θ
In this section we will prove some properties of the function 1
w|·|2θ , where w is a weight function and θ is a positive
integer, which prepare for the definition of the basis distribution and basis function in the next section. The results
in this section study the functional
∫
φ
w|·|2θ , φ ∈ S∅,2θ, and show how it can be extended to a member of the
tempered distributions S′. Note that the function 1
w|·|2θ was introduced in Subsection 1.4.3 where it was used to
define the operator J : L2 → Xθw.
We now prove some properties of the function 1
w|·|2θ where w is a weight function with property W2. The next
result shows that 1
w|·|2θ ∈ S′∅,2θ and will allow basis distributions to be defined in the next section. Compare this
result with a property of 1
w|·|2θ that was proved in Lemma 35.
Theorem 70 Suppose the weight function w also has property W2. Then the functional
∫
φ
w|·|2θ defined for φ ∈
S∅,2θ is a member of S′∅,2θ. In fact there exists a constant cr2,θ, independent of φ ∈ S∅,2θ, such that∫ |φ|
w |·|2θ
≤ (cr2,θ)2
(∫
1
w |·|2λ(·)
) ∑
|α|≤2n
∥∥∥(1 + |·|)2nDαφ∥∥∥
∞
, (1.60)
where n = ceil {θ, σ}. Here λ is the function 1.8 introduced in the definition of weight function property W2, and
cr2,θ = max
{
1, r−θ2
}
is the constant in the estimate of Lemma 35.
Proof. Suppose r2 is the parameter in the definition of weight function property W2. Then for φ ∈ S∅,2θ we write∫ |φ|
w |·|2θ
=
∫
|·|≤r2
|φ|
w |·|2θ
+
∫
|·|≥r2
|φ|
w |·|2θ
=
∫
|·|≤r2
|φ|
|·|2θ
1
w
+
∫
|·|≥r2
|·|2σ |φ|
|·|2θ
1
w |·|2σ
≤
∥∥∥∥∥ φ|·|2θ
∥∥∥∥∥
∞;≤r2
∫
|·|≤r2
1
w
+
∥∥∥∥∥ |·|2σ φ|·|2θ
∥∥∥∥∥
∞;≥r2
∫
|·|≥r2
1
w |·|2σ
≤ max

∥∥∥∥∥ φ|·|2θ
∥∥∥∥∥
∞;≤r2
,
∥∥∥∥∥ |·|2σ φ|·|2θ
∥∥∥∥∥
∞;≥r2

∫
1
w |·|2λ(·)
(1.61)
where the integrals exist by weight function property W2. Since n = ceil {θ, σ} we can apply inequality 1.41 to
get ∥∥∥∥∥ φ|·|2θ
∥∥∥∥∥
∞;≤r2
≤
∥∥∥∥∥ φ|·|2θ
∥∥∥∥∥
∞
≤
∑
|α|=2θ
‖Dαφ‖∞ ≤
∑
|α|=2θ
∥∥∥(1 + |·|)2nDαφ∥∥∥
∞
≤
∑
|α|≤2n
∥∥∥(1 + |·|)2nDαφ∥∥∥
∞
,
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and, since φ ∈ S,∥∥∥∥∥ |·|2σ φ|·|2θ
∥∥∥∥∥
∞;≥r2
≤ r−2θ2
∥∥∥|·|2σ φ∥∥∥
∞;≥r2
≤ r−2θ2
∥∥∥(1 + |·|)2n φ∥∥∥
∞
≤ r−2θ2
∑
|α|≤2n
∥∥∥(1 + |·|)2nDαφ∥∥∥
∞
.
Substituting these inequalities into the right side of 1.61 gives the estimate 1.60 of this lemma. Finally, part 1
of Theorem 29 implies that the functional
∫
φ
w|·|2θ defined on S∅,2θ is a member of S
′
∅,2θ.
?? NOTE: Theorem 358 is much more suitable for radial functions.?? BUT in general φ ∈ S∅,2θ and is not
radial.
The last theorem now allows us to extend
∫
φ
w|·|2θ to S as a member of S
′.
Corollary 71 Suppose the weight function w has property W2. Then the functional
∫ φ
w|·|2θ of Theorem 70 is a
member of S′∅,2θ and can be extended from S∅,2θ to S as a member of S
′, say χe. The set of extensions is χe+ P̂2θ.
Proof. A direct consequence of Theorem 70 and Theorem 29.
1.6 Basis distributions and basis functions
It is now time to define the (in general complex-valued) basis distributions that are generated by a weight function
with weight property W2. However, it will be shown that if the weight function also has property W3.1 or properties
W2.1 and W3.2 or W3.3 then the basis distribution is a continuous function that will be used in the later chapters
to construct the basis function interpolants and smoothers studied in those documents. Following Light and Wayne
[14] we will define basis distributions directly i.e. without reference to the variational problems which define the
basis function interpolants and smoothers to be studied in later documents.
We will also calculate the basis functions which correspond to the (tensor product) extended B-spline weight
functions.
1.6.1 Definition of a basis distribution
We first define a tempered basis distribution of positive order by only assuming weight function properties W1 and
W2. Later property W3 will be applied and this ensures the basis distributions are continuous basis functions.
Definition 72 Basis distributions and basis functions
Suppose the weight function w also has property W2. Then by Corollary 71, χ =
1
w |·|2θ
∈ S′∅,2θ for each positive
integer θ, and can be extended to S non-uniquely as a member of S′ which we denote by χe.
If G ∈ S′ and satisfies Ĝ = χe, we say G is a (tempered) basis distribution of order θ generated by w.
Thus a basis distribution of order θ is any tempered distribution G which satisfies[
Ĝ, φ
]
=
∫
φ
w |·|2θ
for all φ ∈ S∅,2θ. (1.62)
For the purposes of this series of documents we will call a basis distribution a basis function if it is continuous.
We note that usually we would call a tempered basis distribution a basis function if it were a regular tempered
distribution in the sense of Appendix A.5.1.
From their definition basis distributions of a given order are not unique. In fact:
Theorem 73 Suppose the weight function w also has property W2. Suppose G is a basis distribution of order
θ ≥ 1 generated by w.
Then the set of basis distributions of order θ is G+ P2θ−1.
Proof. This is a direct consequence of the definition of a basis distribution and Corollary 71.
The next theorem will require the following lemma which we give without proof.
Lemma 74 Suppose
{
x(k)
}n
k=1
is a set of distinct points in Rd and {λk}nk=1 is a set of complex numbers. Then
the function f (ξ) =
n∑
j=1
λke
−ix(k)ξ has the properties:
44 1. Extensions of Light’s class of weight functions
1. f (ξ) = 0 a.e. implies λk = 0 for all k.
2. The null space of f is a closed set of measure zero.
Theorem 75 Suppose the points
{
x(k)
}N
k=1
are distinct. Then the translated basis distributions{
G
(· − x(k))}N
k=1
are linearly independent w.r.t. the complex scalars.
Proof. Suppose
n∑
k=1
λkG
(· − x(k)) = 0 and not all λk 6= 0. Then the definition of G implies Ĝ = 1w(ξ)|ξ|2θ on Rd \ 0
and so on taking the Fourier transform
0 =
n∑
k=1
λke
−ix(k)ξĜ =
(
n∑
k=1
λke
−ix(k)ξ
)
Ĝ =
∑n
k=1 λke
−ix(k)ξ
w (ξ) |ξ|2θ
,
a.e. on Rd \ 0. Hence, since w (ξ) > 0 a.e., it follows that
n∑
k=1
λke
−iξx(k) = 0 a.e. and on applying Lemma 74 we
conclude that λk = 0 for all k.
1.6.2 The smoothness of basis distributions; continuous basis functions
In this subsection we look at the smoothness and growth of basis distributions when the weight function has either
property W3.1 or properties W2.1 and W3.2 of Definition 4. In the case of property W3.1 we will also derive a
simple inverse Fourier transform formula for the basis function and its (bounded) derivatives which only uses L1
Fourier transform theory. When the weight function has property W3.2 much more effort is required to obtain a
‘modified’ inverse Fourier transform formula and in Chapter 2 will deal with this.
However, the next theorem will deal with the W3.1 case and it will require a lemma, a standard L1 inverse
Fourier transform result due to Laurent Schwartz. See, for example, Theorem 4.2, p.150 of Malliavin [17].
Lemma 76 If f ∈ S′ and f̂ ∈ L1, then f ∈ C(0)B and
f (x) = (2π)
−d/2
∫
eixξf̂ (ξ) dξ.
Theorem 77 Suppose the weight function w has property W3.1 for order θ and smoothness parameter κ. Then
1
w|·|2θ ∈ L1, G =
(
1
w|·|2θ
)∨
is a basis function of order θ generated by w, and G ∈ C(⌊2κ⌋)B . Further, the set of basis
functions is G+ P2θ−1 and
DγG (x) = (2π)
− d2
∫
eixξ
(iξ)
γ
w (ξ) |ξ|2θ
dξ, γ ≤ ⌊2κ⌋ . (1.63)
Proof. By part 2 of Theorem 9, w has property W2 and so the basis distributions are defined. By Theorem 10,
1
w|·|2θ ∈ L1 ⊂ S′. Hence
(
1
w|·|2θ
)∨
∈ C(0)B ⊂ S′. Set G =
(
1
w|·|2θ
)∨
. Then G ∈ S′ and Ĝ = 1
w|·|2θ a.e., implying
G ∈ C(0)B and so G satisfies [
Ĝ, φ
]
=
∫
φ
w |·|2θ
, φ ∈ S∅,2θ,
and by Definition 72 G is a basis function. By Theorem 73 the set of basis functions is G+ P2θ−1.
Since w has property W3.1, part 1 of Theorem 10 implies that for order θ and κ, x
2γ
w(x)|x|2θ ∈ L1 when 0 ≤ γ ≤ κ.
Hence
D̂γG (ξ) = (iξ)
γ
Ĝ (ξ) =
(iξ)
γ
w (ξ) |ξ|2θ
∈ L1, γ ≤ ⌊2κ⌋ ,
and applying Lemma 76 with f = DγG ∈ S′ we obtain 1.63 and DγG ∈ C(0)B for γ ≤ ⌊2κ⌋ i.e. G ∈ C(⌊2κ⌋)B .
Thus when the weight function has property W3.1 for order θ and κ, the basis distribution of order θ must have
differentiability of at least ⌊2κ⌋ and each derivative is bounded. This is at least twice the minimum smoothness
of the functions in Xθw, which have differentiability of at least ⌊κ⌋. Continuous basis functions will be used to
construct the basis function interpolants and smoothers which are discussed in Chapters 4, 5 and 6.
We will now consider the question of smoothness when a weight function has property W3.2 and then property
W3.3. The next theorem shows that for property W3.2 a basis distribution of order θ is a C
(⌊2κ⌋)
BP basis function.
This is at least twice the minimum smoothness of the functions in Xθw, which were shown to have differentiability
of at least ⌊κ⌋.
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Theorem 78 Property W3.2 and basis functions
1. If a weight function w has property W2 then 1/w ∈ S′ ∩ L1loc.
Now suppose the weight function w has properties W2.1 and W3.2 for order θ and κ. Then:
2. Suppose G is a basis distribution of order θ generated by w. Then |·|2θ Ĝ = 1w as tempered distributions.
3. Any f ∈ S′ such that |·|2θ f̂ = 1w satisfies f ∈ C(⌊2κ⌋)BP .
4. G ∈ C(⌊2κ⌋)BP and we say that G is a basis function of order θ.
5. The set of all basis functions is G+ P2θ−1.
Proof. Part 1 Suppose weight function w has property W2. Noting that property W2 is defined by the conditions
W2.1 : 1/w ∈ L1loc, W2.2 :
∫
|·|≥r2
1
w |·|2σ <∞ for some r2 > 0,
we calculate that ∣∣∣∣∫ φw
∣∣∣∣ ≤ 2max
{∫
|·|≤R2
1
w
,
∫
|·|≤R2
1
w |·|2σ
}∥∥∥(1 + |·|)2⌈σ⌉ φ∥∥∥
∞
, φ ∈ S,
where ⌈σ⌉ denotes the ceiling of σ. Hence 1/w ∈ S′, since
∥∥∥(1 + |·|)2⌈σ⌉ φ∥∥∥
∞
is one of the seminorms used in
Definition 354 to specify the topology of S′.
Part 2 By part 4 of Theorem 9, w has property W2 and so the basis distribution is defined and by part 1,
1/w ∈ S′. If φ ∈ S then by Theorem 24, |·|2θ φ ∈ S∅,2θ and so by 1.62 of the basis distribution definition
[
|·|2θ Ĝ, φ
]
=
[
Ĝ, |·|2θ φ
]
=
[
1
|·|2θ w
, |·|2θ φ
]
=
∫
1
|·|2θ w
|·|2θ φ =
∫
1
w
φ =
[
1
w
, φ
]
.
Part 3 In part 2 it was shown that 1/w ∈ S′ and that there exists f ∈ S′ such that |·|2θ f̂ = 1w . The rest of
this part is based on the fact that g ∈ L1 implies ĝ ∈ C(0)B . Since r3 > 0 there exists a function ψ ∈ C∞0 such that
0 ≤ ψ ≤ 1, ψ = 1 on B (0; r3) and ψ = 0 outside B (0; 2r3). Hence 1− ψ|·|2θ
∈ L1loc ∩ C∞B and since |·|2θ f̂ = 1w ∈ S′
we have
1− ψ
|·|2θ
|·|2θ f̂ = (1− ψ) f̂ = 1− ψ
w |·|2θ
∈ S′ ∩ L1loc. (1.64)
The next step is to prove that xα (1− ψ) f̂ ∈ L1 when |α| ≤ ⌊2κ⌋. But
xα (1− ψ) f̂ = xα 1− ψ
w |·|2θ
, (1.65)
and if |α| ≤ ⌊2κ⌋, ∫ ∣∣∣∣∣xα 1− ψw |·|2θ
∣∣∣∣∣ dx ≤
∫
|·||α| 1− ψ
w |·|2θ
=
∫
|·|≥r3
|·||α| 1− ψ
w |·|2θ
≤
∫
|·|≥r3
|·||α|
w |·|2θ
,
and ∫
|·|≥r3
|·||α|
w |·|2θ
=
∫
|·|≥r3
|·|2κ
|·|2κ−|α| w |·|2θ
≤ 1
(r3)
2κ−|α|
∫
|·|≥r3
|·|2κ
w |·|2θ
<∞,
by property W3.2. Hence xα
1− ψ
w |·|2θ
∈ L1 when |α| ≤ ⌊2κ⌋, and so Dα
(
1− ψ
w |·|2θ
)∨
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∈ C(0)B when |α| ≤ ⌊2κ⌋ i.e. (
1− ψ
w |·|2θ
)∨
∈ C(⌊2κ⌋)B . (1.66)
Also, from equation 1.64 (
1− ψ
w |·|2θ
)∨
=
(
(1− ψ) f̂
)∨
= f −
(
ψf̂
)∨
,
or on rearranging
f =
(
1− ψ
w |·|2θ
)∨
+
(
ψf̂
)∨
. (1.67)
We already know from 1.66 that the first term on the right is a C
(⌊2κ⌋)
B function and since ψ has bounded support
ψf̂ is a distribution with compact support and by Appendix A.6.2 the inverse Fourier transform is a C∞BP function.
Thus f ∈ C(⌊2κ⌋)B + C∞BP ⊂ C(⌊2κ⌋)BP .
Part 4 Follows directly from parts 2 and 3.
Part 5 Follows directly from Theorem 73.
This result is similar to that of Theorem 77 for weight functions with property W3.1.
Theorem 79 Property W3.3 and basis functions Suppose the weight function w has property W2.1 and also
property W3.3 for order θ and smoothness parameter κ.
Then 1
w|·|2θ ∈ L1, G =
(
1
w|·|2θ
)∨
is a basis function of order θ generated by w, and G ∈ C(⌊2κ⌋)B ⊂ C(⌊2κ⌋)B .
Further, the set of basis functions is G+ P2θ−1 and
DγG (x) = (2π)−
d
2
∫
eixξ
(iξ)γ dξ
w (ξ) |ξ|2θ
, γ ≤ ⌊2κ⌋ .
Proof. By part 4 of Theorem 9, w has property W2 and so the basis distributions are defined. By Theorem 10,
1
w|·|2θ ∈ L1 ⊂ S′. Hence
(
1
w|·|2θ
)∨
∈ C(0)B ⊂ S′. Set G =
(
1
w|·|2θ
)∨
. Then G ∈ S′ and Ĝ = 1
w|·|2θ a.e., implying
G ∈ C(0)B and so G satisfies [
Ĝ, φ
]
=
∫
φ
w |·|2θ
, φ ∈ S∅,2θ,
and by Definition 72 G is a basis function. By Theorem 73 the set of basis functions is G+ P2θ−1.
Since w has property W3.1, part 1 of Theorem 10 implies that for order θ and κ, x
2γ
w(x)|x|2θ ∈ L1 when 0 ≤ γ ≤ κ.
Hence
D̂γG (ξ) = (iξ)
γ
Ĝ (ξ) =
(iξ)
γ
w (ξ) |ξ|2θ
∈ L1, γ ≤ ⌊2κ⌋ ,
and applying Lemma 76 with f = DγG ∈ S′ we obtain 1.63 and DγG ∈ C(0)B for γ ≤ ⌊2κ⌋ i.e. G ∈ C(⌊2κ⌋)B .
We summarize our basis function smoothness results in:
Summary 80 Suppose a weight function w has properties W2 and W3 for order θ and smoothness parameter κ.
Suppose G is a basis distribution of order θ generated by w. Then:
1. If w has property W3.1 then G ∈ C(⌊2κ⌋)B (Theorem 77).
2. If w has properties W2.1 and W3.2 then G ∈ C(⌊2κ⌋)BP (part 4 Theorem 78).
3. If w has properties W2.1 and W3.3 then G ∈ C(⌊2κ⌋)B (Theorem 79).
Remark 81 Note that if a weight function has property W2 then basis distributions are defined for all positive
orders. However, if the weight function also has property W3 we have only proved that the basis distribution is
continuous if the order of the basis distribution matches the order of the weight function.
Continuous basis distributions can be used to express the solution of the interpolation and smoothing problems
discussed later.
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1.6.3 Summary diagram
Figure 1.6.3 illustrates the relationships between the weight function properties and the basis distribution properties
proved in the last section.
If w satisfies
W2
✲
1.
Define basis
distribution G ∈ S′,
any order θ ≥ 1,
by[
Ĝ, φ
]
=
∫
φ
w|·|2θ
φ ∈ S∅,2θ
❄
If w also satisfies
W3.1 or W3.3
for θ, κ.
✲
2.1
G ∈ C(⌊2κ⌋)B .
If w also satisfies
W3.2
for θ, κ.
✲
2.2
G ∈ C(⌊2κ⌋)BP .
Box 1 A tempered basis distribution G of order θ ≥ 1 is defined for weight functions w which satisfy property
W2. When θ is positive this coincides with Light and Wayne’s definition.
Box 2.1 Suppose w also has the property W3.1 or W3.3 for order θ ≥ 1 and smoothness parameter κ ∈ Rd. Then
by Theorem 77 or Theorem 79 the basis distribution G of order θ is a basis function in C
(⌊2κ⌋)
B .
Box 2.2 Suppose w also has the property W3.2 for order θ ≥ 1 and scalar smoothness parameter κ ≥ 0. Then by
Theorem 78 the basis distribution G of order θ is a basis function in C
(⌊2κ⌋)
BP . There are no growth estimates
near infinity but see Theorem 120 below.
1.7 The spaces S∅,α and C∞∅,α
We now define some key spaces and exhibit some of their properties.
Definition 82 The spaces S∅,α and C∞∅,α where α ≥ 0 is a multi-index
S∅,0 = S, S∅,α =
{
φ ∈ S : Dβφ (0) = 0, β. < α} , (1.68)
and we endow S∅,α with the subspace topology induced by the space S. Here S is the Schwartz space of C∞
functions of rapid decrease used as test functions for the tempered distributions. S is endowed with the countable
seminorm topology described in Appendix 354.
C∞∅,0 = C
∞, C∞∅,α =
{
φ ∈ C∞ : Dβφ (0) = 0, β. < α} , (1.69)
so the space C∞∅,α retains the constraints of S∅,α near the origin.
We will need the following useful results:
Theorem 83
1. S∅,α = S ∩ C∞∅,α.
2. For α, β ≥ 0, φ ∈ C∞∅,α and ψ ∈ C∞∅,β implies that φψ ∈ C∞∅,α+β.
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3. Regarding monomials: xα ∈ C∞∅,α.
4. S∅,n1 ⊂ S∅,n and C∞∅,n1 ⊂ C∞∅,n.
1.7.1 The extended B-spline basis functions when w ∈ W3.1
Suppose w is an extended B-spline weight function 1.29 which has property W3.1 for order θ and smoothness
parameter κ. Then by Theorem 77,
(
1
w|·|2θ
)∨
is a basis function of order θ. However the formula
(
1
w|·|2θ
)∨
does
not in general lend itself to the calculation of a ‘closed form’ suitable for numeric calculations involving basis
functions e.g. basis function smoothers, so we will derive an alternative convolution form for the basis functions
in Theorem 87. In fact, these basis functions turn out to be derivatives of the zero order extended
B-spline basis function convolved with a thin-plate spline basis function. To show this we will need three
lemmas. The first lemma gives some properties of the zero order extended B-splines proved in Subsection 1.4.4 of
Williams [29].
Lemma 84 Suppose w is the extended B-spline weight function 1.29 and suppose 1 ≤ n ≤ l. Then 1/w ∈ L1
and the basis function G0 =
(
1
w
)∨
of order zero generated by w is the tensor product G0 (x) =
d∏
k=1
H (xk) where
H (t) = (−1)l−n (2pi)l/2
22(l−n)+1
(
D2(l−n) (∗Λ)l
) (
t
2
)
, t ∈ R1,
and (∗Λ)l denotes the convolution of l 1-dimensional hat functions. Here suppH ⊂ [−l, l].
Further, if n < l we have
D2(l−n) (∗Λ)l = (−1)l−n (∗Λ)l−n ∗
l−n∑
k=−(l−n)
(−1)|k| (l−n|k| )Λ (· − k) ,
H ∈ C(2n−2)0
(
R1
)
, D2n−1H is a bounded, piecewise constant function and D2nH is the sum of a finite number
of translated delta functions.
Further G0 ∈ C((2n−2)1)0
(
Rd
)
, the derivatives {DαG0 : (2n− 2)1 < α ≤ (2n− 1)1} are bounded with bounded
support, and D2n1G0 is the finite sum of translated delta functions.
Lemma 85 If w is the extended B-spline weight function 1.29 and 1 ≤ n < l then 1w ∈ C∞∅,2(l−n)1 ∩C∞BP .
Proof. The basis function G0 generated by w is a distribution with bounded support so by Appendix A.6.2,
Ĝ0 =
1
w ∈ C∞BP . Further, if 1 = (1, . . . , 1) ∈ Rd we write
1
w (x)
= (2π)
d
2
d∏
i=1
sin2l xi
x2ni
= (2π)
d
2
d∏
i=1
x
2(l−n)
i
sin2l xi
x2li
= (2π)
d
2 x2(l−n)1
d∏
i=1
sin2l xi
x2li
= (2π)
d
2 x2(l−n)1
(
d∏
i=1
sin2 xi
x2i
)l
= (2π)
d
2 x2(l−n)1
(
(2π)
d
2 Λ̂ (2x)
)l
,
where the last step used property 1.6 of the tensor product hat function defined by 1.4 and 1.5. But by 1.4, Λ
has bounded support so by Appendix A.6.2, Λ̂ ∈ C∞BP . Theorem 83 can now be applied to prove that x2(l−n)1 ∈
C∞∅,2(l−n)1 ∩C∞BP and consequently that 1w ∈ C∞∅,2(l−n)1 ∩ C∞BP .
Lemma 86 Thin-plate spline properties Suppose Tm is the thin-plate spline function with integer order m >
d/2 i.e. from 3.5,
Tm (x) :=
{
(−1)m− d2+1 |x|2m−d log |x| , d is even,
(−1)m− 12 (d−1) |x|2m−d , d is odd, (1.70)
for all x ∈ Rd. Then:
1. If cm = e (m− d/2) where the function e is given by equation 3.7 or 3.9 we have
T̂m =
cm
|·|2m on S∅,2m, (1.71)
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2. and Tm ∈ C(2m−d−1)BP ∩ C∞
(
Rd \ 0).
3. When d is odd
|(âD)n Tm (x)| ≤ kn,2m−d |x|2m−d−n ,
where kn,2m−d = kn,2(m−d+12 )+1 is given by the conjectures B.57. Also, using the Pochhammer symbol,
|D|2n Tm (x) =
{
22n
(− (m− d−12 ))n (− (m− 12))n |x|2m−d−2n , n ≤ m− d−12 ,
0, n > m− d−12 ,
and
(x̂D)n Tm (x) =
{
(−1)n+m− d−12 (− (2m− d))n , n ≤ 2m− d,
0, n > 2m− d,
}
|x|2m−d−n .
4. When d is even, using the Pochhammer symbol,
1
n!
|(âD)n Tm (x)| ≤
kn,2m−d
n!
|log |x||+
n−1∑
j=0
(
2− 1
j
)
kj,2m−d
j!
 |x|2m−d−n , n ≥ 1,
where the kn−j,2m−d are given by the conjectures B.56. Also
|D|2n Tm (x) = (−1)m−
d
2+1 22n
(
−m+ d
2
)
n
(−m+ 1)n |x|2m−d−2n , n ≥ 1,
and for n ≥ 0,
1
n!
(̂·D)n Tm (x) =

((
2m−d
n
)
log |x|+
n∑
j=1
(−1)j+1
j
(
2m−d
n−j
))
, 1 ≤ n ≤ 2m− d,
(−1)n−1B (2m− d+ 1, n− 2m+ d) , n > 2m− d.
 |x|2m−d−n .
Proof. Part 1 From 3.5 and Theorem 154 below we have: the thin-plate spline (or surface spline) function H
defined by
H (x) =
{
(−1)s+1 |x|2s log |x| , s = 1, 2, 3, . . . ,
(−1)⌈s⌉ |x|2s , s > 0, s 6= 1, 2, 3 . . . ,
satisfies
Ĥ =
e (s)
|·|2s+d
on Rd \ 0.
Further, the function
w (ξ) =
1
e (s)
|ξ|−2θ+2s+d , ξ 6= 0.,
is a weight function with order θ and smoothness parameter κ iff 0 ≤ κ < s < θ. In this case H is a basis
function of order θ generated by w.
Now if s = m− d/2 and θ = m then there exists κ such that 0 ≤ κ < m− d/2 < m and we have H = Tm and
T̂m =
cm
|·|2m on S∅,2m.
Part 2 From part 4 Theorem 154,
⌊2κ⌋ ≤
 2s− 1, s = 1, 2, 3, . . . ,2 ⌊s⌋ , n < s ≤ n+ 1/2, n = 0, 1, 2, . . . ,
2 ⌊s⌋+ 1, n+ 1/2 < s < n+ 1, n = 0, 1, 2, . . . .
=
{
2 (m− d/2)− 1, d is even,
2 ⌊m− d/2⌋ , d is odd,
=
{
2m− d− 1, d is even,
2m− d− 1, d is odd,
= 2m− d− 1,
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so by part 4 Theorem 78, Tm ∈ C(2m−d−1)BP ∩ C∞
(
Rd \ 0).
Part 3 d is odd The bound on (âD)
n
Tm (x) follows directly from the conjectures of Corollary 380:
|(âD)n Tm (x)| =
∣∣∣(âD)n (−1)m− 12 (d−1) |x|2m−d∣∣∣ = ∣∣∣(âD)n |x|2m−d∣∣∣ ≤ kn,2m−d |x|2m−d−n ,
where kn,2m−d is given by B.57.
From part 9 of Lemma 385, for integer n, k ≥ 0,
|D|2n
(
|x|2k−1
)
= 22n
(
−k + 1
2
)
n
(
−k − d
2
+
3
2
)
n
|x|2k−1−2n ,
so that
|D|2nTm (x)
= |D|2n |x|2m−d
= |D|2n |x|2m−d
=
{
22n
(− (m− d−12 ))n (− (m− d−12 )− d2 + 1)n |x|2m−d−2n , n ≤ m− d−12 ,
0, n > m− d−12 ,
=
{
22n
(− (m− d−12 ))n (− (m− 12))n |x|2m−d−2n , n ≤ m− d−12 ,
0, n > m− d−12 .
From part 1 of Lemma 386, when d is odd,
(x̂D)
n
Tm (x) = (x̂D)
n
(−1)m− d−12 |x|2m−d
= (−1)m− d−12 (Dns2m−d) (|x|)
=
{
(−1)n+m− d−12 (− (2m− d))n , n ≤ 2m− d,
0, n > 2m− d,
}
|x|2m−d−n .
Part 4 d is even The bound on (âD)
2n
Tm (x) follows directly from the conjectures of Corollary 380.
From part 8 of Lemma 385, when 2n ≤ 2m− d,
|D|2n Tm (x) = (−1)m−
d
2+1 |D|2n
(
|x|2m−d log |x|
)
= (−1)m− d2+1 22n (−k)n
(
−k − d
2
+ 1
)
n
|x|2k−2n
= (−1)m− d2+1 22n
(
−2k
2
)
n
(
−1
2
(2k + d) + 1
)
n
|x|2k−2n
= (−1)m− d2+1 22n
(
−2m− d
2
)
n
(−m+ 1)n |x|2m−d−2n
= (−1)m− d2+1 22n
(
−2m− d
2
)
n
(−m+ 1)n |x|2m−d−2n
= (−1)m− d2+1 22n
(
−m+ d
2
)
n
(−m+ 1)n |x|2m−d−2n .
Finally, the formula for 1n! (x̂D)
n
Tm (x) follows from an application of part 1 of Lemma 386 to part 7 of the
same lemma to give:
Dn
(
sk log s
)
=
 n!
((
k
n
)
log s+
n∑
j=1
(−1)j+1
j
(
k
n−j
))
sk−n, 1 ≤ n ≤ k,
(−1)n−k−1 k! (n− k − 1)!sk−n, n > k,
1
n!
Dn
(
sk log s
)
=

((
k
n
)
log s+
n∑
j=1
(−1)j+1
j
(
k
n−j
))
sk−n, 1 ≤ n ≤ k,
(−1)n−k−1 B (k + 1, n− k) sk−n, n > k,
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so that when k = 2m− d,
1
n!
(x̂D)
n
Tm (x) =
1
n!
(x̂D)
n
(
|x|2m−d log |x|
)
=
1
n!
(
Dn
(
s2m−d log s
))
(s = |x|)
=

(
2m−d
n
)
log |x|+
n∑
j=1
(−1)j+1
j
(
2m−d
n−j
)
, 1 ≤ n ≤ 2m− d,
(−1)n−1B (2m− d+ 1, n− 2m+ d) , n > 2m− d.
 |x|2m−d−n
Theorem 87 Suppose w is an extended B-spline weight function 1.29 which has property W3.1 for order θ and
smoothness κ. Then G0 =
(
1
w
)∨
is the zero order extended B-spline basis function and Gθ =
(
1
w|·|2θ
)∨
is an
order θ basis function. In fact, the basis function Gθ has the form
Gθ =

1
e(θ−d/2)G0 ∗ Tθ, 2θ > d,
(−1) d+12 −θ
e(1/2)
(
|D|2
) d+1
2 −θ (
G0 ∗ T d+1
2
)
, 2θ < d, d odd, d ≥ 3,
(−1) d2 +1−θ
e(1)
(
|D|2
) d
2+1−θ (
G0 ∗ T d
2+1
)
, 2θ ≤ d, d even,
(1.72)
where Tm is the thin-plate spline basis function of integer order m > d/2 given in Lemma 86. Here T d+1
2
= − |·|
when d is odd and T d
2+1
= |·|2 log |·| when d is even. The values of e (·) are given in Remark 153.
The convolutions of 1.72 can be written
(G0 ∗ Tm) (x) = (2π)−d/2
∫
G0 (y)Tm (x− y) dy, 2m > d, (1.73)
where G0 ∗ Tm is the regular tempered distribution defined in Appendix A.5.1.
Proof. Since w has property W3.1 for parameters θ and κ it follows from Lemma 84 that 1w ∈ L1 and that
G =
(
1
w
)∨
is the unique zero order basis function. Also, from Theorem 77 we have that
(
1
w|·|2θ
)∨
is a basis
function of order θ. Now suppose that φ ∈ S. By Lemma 85, 1w ∈ C∞∅,2θ1 ∩ C∞BP , and so by part 4 Theorem 83,
1
w
φ ∈ S∅,2θ1 ⊂ S∅,2θ. (1.74)
Case 2θ > d By Lemma 86, 1cθ T̂θ =
1
e(θ−d/2) T̂θ =
1
|·|2θ on S∅,2θ, and thus for φ ∈ S,
[
Ĝθ, φ
]
=
[
1
w |·|2θ
, φ
]
=
[
1
|·|2θ
,
1
w
φ
]
=
[
1
e (θ − d/2) T̂θ,
1
w
φ
]
=
[
1
e (θ − d/2)
1
w
T̂θ, φ
]
=
[
1
e (θ − d/2)Ĝ0T̂θ, φ
]
=
[
1
e (θ − d/2)Ĝ0 ∗ Tθ, φ
]
,
so that Gθ =
1
e(θ−d/2)G0 ∗ Tθ.
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Case 2θ < d and d is odd By Lemma 86, T̂ d+1
2
= c d+1
2
1
|·|2(
d+1
2 )
= e(1/2)
|·|2(
d+1
2 )
on S∅,d+1, and thus 1.74 implies for
φ ∈ S, [
Ĝθ, φ
]
=
[
1
w |·|2θ
, φ
]
=
[
1
|·|2θ
,
φ
w
]
=
[
|·|d+1−2θ
|·|d+1
,
φ
w
]
=
[
1
|·|2( d+12 )
,
|·|d+1−2θ
w
φ
]
=
[
1
e (1/2)
T̂ d+1
2
,
|·|d+1−2θ
w
φ
]
=
[
1
e (1/2)
|·|d+1−2θ
w
T̂ d+1
2
, φ
]
=
[
1
e (1/2)
|·|d+1−2θ Ĝ0 T̂ d+1
2
, φ
]
=
[
1
e (1/2)
|·|d+1−2θ
(
G0 ∗ T d+1
2
)∧
, φ
]
=
[
(−1) d+12 −θ
e (1/2)
(
|D|d+1−2θG0 ∗ T d+1
2
)∧
, φ
]
,
so that
Gθ =
(−1) d+12 −θ
e (1/2)
|D|d+1−2θG0 ∗ T d+1
2
.
From 1.70, T d+1
2
= (−1)d+12 −d−12 |·|2 d+12 −d = − |·|.
Case 2θ ≤ d and d even In a very similar manner to the previous case we can obtain
Gθ =
(−1) d2+1−θ
e (1)
|D|d+2−2θG0 ∗ T d
2+1
.
From 1.70, T d
2+1
= (−1)d2+1− d−22 |·|2( d2+1)−d log |·| = |·|2 log |·|.
The last three cases combine to prove 1.72.
Since Theorem 84 implies G0 ∈ C((2n−2)1)0
(
Rd
)
and Lemma 86 shows that Tm ∈ C(2m−d−1)BP , 1.73 follows from
the convolution formulas of part 5 of Appendix 356.
Remark 88 In 1.72 we considered the case 2θ < d, d odd, d ≥ 3. From 1.70 of Lemma 86:
Tm (x) = (−1)m−
1
2 (d−1) |x|2m−d , m > d/2,
so that
T d+1
2
(x) = − |x| .
From part 9 of Lemma 385,
|D|2n |x|2k−1 = 22n
(
−k + 1
2
)
n
(
−k − d
2
+
3
2
)
n
|x|2k−1−2n , n, k ≥ 1,
so
|D|2n T d+1
2
= − |D|2n |x| = −22n
(
−1
2
)
n
(
−d− 1
2
)
n
|x|1−2n , n ≥ 1.
Hence
|D|d+1−2θ T d+1
2
= |D|2( d+12 −θ) T d+1
2
= −2d+1−2θ
(
−1
2
)
d+1
2 −θ
(
−d− 1
2
)
d+1
2 −θ
|x|2θ−d
∈ L1loc,
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since 2θ − d > −d. Further
Gθ =
(−1)d+12 −θ
e (1/2)
|D|d+1−2θ
(
G0 ∗ T d+1
2
)
=
(−1)d+12 −θ
e (1/2)
G0 ∗ |D|d+1−2θ T d+1
2
=
(−1)d+12 −θ
e (1/2)
(−1) 2d+1−2θ
(
−1
2
)
d+1
2 −θ
(
−d− 1
2
)
d+1
2 −θ
|x|2θ−d
=
(
(−1)d−12 −θ
e (1/2)
2d+1−2θ
(
−1
2
)
d+1
2 −θ
(
−d− 1
2
)
d+1
2 −θ
)
G0 ∗ 1|·|d−2θ
.
Since D2n1G0 is the finite sum of translated delta functions we have
D2n1Gθ =
(
(−1)d−12 −θ
e (1/2)
2d+1−2θ
(
−1
2
)
d+1
2 −θ
(
−d− 1
2
)
d+1
2 −θ
)(
D2n1G0
) ∗ 1
|·|d−2θ
∈ L1loc.
From Remark 153, since d is odd,
e (1/2) = π
d−1
2 2d
(
d− 1
2
)
!
Remark 89 ?? Can this formula be used to characterize the data space locally?
1.7.2 Convolution formulas for basis functions generated by weight functions with property
W3.1
In this subsection we will develop convolution formulas designed to facilitate the expression of positive order basis
functions in a closed form which can be used for numerical work. Here the weight function has property W3.1.
Lemma 90 Suppose the weight function w has property W3.1 for some |α| = θ and κ. Then:
1. wα (x) = w (x)x
2α is a zero order weight function with property W02 for parameter κ.
2. Gα = (1/wα)
∨ ∈ C(⌊2κ⌋)B is the unique zero order basis function generated by wα.
3. G0 = (1/w)
∨ ∈ S′ and we call this the zero order distribution generated by w.
4. Gθ =
(
1
w|·|2θ
)∨
∈ C(⌊2κ⌋)BP is a basis function of order θ generated by w.
Proof. The properties W01 and W02 of a zero order weight function are given in Subsection 1.2.1. Observe that
the properties W01 and W1 for the zero and positive order cases are identical.
Part 1 Since w has property W1 it has property W01 as a zero order weight function and must be continuous
and positive outside some closed set A with measure zero. Hence wα is continuous and positive outside the closed
set A ∪
d⋃
k=1
{x : xk = 0}. Since this set also has measure zero, wα also has property W01 i.e. it is a zero order
weight function.
Property W3.1 is
∫ x2λ
w (x) x2α
dx < ∞ when 0 ≤ λ ≤ κ and for some |α| = θ, and thus wα has the zero order
weight function property W03 for parameter κ.
Part 2 From Subsection 1.2.1 the zero order basis function is (1/wα)
∨
and it is a function in C
(⌊2κ⌋)
B .
Part 3 By part 1 of Theorem 78, 1/w ∈ S′.
Part 4 By Theorem 77, Gθ =
(
1
w|·|2θ
)∨
∈ C(⌊2κ⌋)BP is a basis function of order θ generated by w.
We begin with the case where Gα has bounded support, which simplifies the convolution.
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Theorem 91 Suppose the weight function w has property W3.1 for some |α| = θ and parameter κ. Assume the
weight function wα, the basis functions Gα, Gθ and the basis distribution G0 are as defined above in Lemma 90.
Then if Gα has bounded support the convolution formulas
Gθ =

(−1)θ
e(θ−d/2)D
2αGα ∗ Tθ, 2θ > d,
(−1) d+12
e(1/2) |D|d+1−2θD2αGα ∗ T d+12 , 2θ < d, d odd,
(−1) d+22
e(1) |D|d+2−2θD2αGα ∗ T d2+1, 2θ ≤ d, d even,
(1.75)
hold. Here Tm is the thin-plate spline basis function of integer order m > d/2 defined in Lemma 86. The values
of the function e are given in Remark 153.
The convolutions of 1.75 can be written
(Gα ∗ Tm) (x) = (2π)−d/2
∫
Gα (y)Tm (x− y) dy, m > d/2, (1.76)
with Gα ∗ Tm being a regular tempered distribution (Appendix A.5.1).
Finally
(−1)θD2αGα = G0. (1.77)
Proof. Since Gα has bounded support it follows from Appendix A.6.2 and Lemma 90 that
Ĝα =
1
wα
∈ C∞BP , (1.78)
and by Theorem 24,
ξ2α
wα (ξ)
φ (ξ) ∈ S∅,2θ, φ ∈ S. (1.79)
Case 2θ > d Thus if ξ is the action variable
[
Ĝθ, φ
]
=
[
1
|·|2θ w
, φ
]
=
[
1
|·|2θ wα
, ξ2αφ
]
=
[
1
|·|2θ
,
ξ2α
wα
φ
]
.
But Lemma 86 tells us that Tθ ∈ C(2θ−d−1)BP and T̂θ = cθ|·|2θ on S∅,2θ. Hence[
1
|·|2θ
,
ξ2α
wα
φ
]
=
[
1
cθ
T̂θ,
ξ2α
wα
φ
]
=
[
1
cθ
ξ2α
wα
T̂θ, φ
]
=
[
1
cθ
ξ2αĜα T̂θ, φ
]
,
and, since Gα has bounded support, by part 4 of Appendix 356[
1
cθ
ξ2αĜα T̂θ, φ
]
=
[
1
cθ
ξ2αĜα ∗ Tθ, φ
]
=
[
(−1)θ
cθ
(
D2αGα ∗ Tθ
)∧
, φ
]
,
so that Ĝθ =
(−1)θ
cθ
(
D2αGα ∗ Tθ
)∧
and Gθ =
(−1)θ
cθ
D2αGα ∗ Tθ.
Finally, from part 1 of Lemma 86, cθ = e (θ − d/2).
Case 2θ < d and d is odd If ξ is the distribution action variable then since 1wα ∈ C∞BP[
Ĝθ, φ
]
=
[
1
|·|2θ w
, φ
]
=
[
1
|·|2( d+12 )w
, |·|2( d+12 −θ) φ
]
=
[
1
|·|2( d+12 )wα
, ξ2α |·|2( d+12 −θ) φ
]
=
[
1
|·|2( d+12 )
,
ξ2α
wα
|·|2( d+12 −θ) φ
]
.
By Theorem 24, ξ2α ∈ S∅,2θ, |·|2(
d+1
2 −θ) ∈ S∅,d+1−2θ, ξ2α |·|2(
d+1
2 −θ) ∈ S∅,d+1 and ξ2α |·|2(
d+1
2 −θ) φ ∈ S∅,d+1.
Thus
ξ2α
wα
|·|2( d+12 −θ) φ ∈ S∅,d+1. (1.80)
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Also by part 1 of Lemma 86,
T̂ d+1
2
= c d+1
2
1
|·|2( d+12 )
= e (1/2)
1
|·|2( d+12 )
on S∅,d+1, (1.81)
so that [
Ĝθ, φ
]
=
[
1
|·|2( d+12 )
,
ξ2α
wα
|·|2( d+12 −θ) φ
]
=
[
1
e (1/2)
T̂ d+1
2
,
ξ2α
wα
|·|2( d+12 −θ) φ
]
=
[
1
e (1/2)
ξ2α |·|2( d+12 −θ) 1
wα
T̂ d+1
2
, φ
]
=
[
1
e (1/2)
ξ2α |·|d+1−2θ Ĝα T̂ d+1
2
, φ
]
=
[
1
e (1/2)
ξ2α |·|d+1−2θ
(
Gα ∗ T d+1
2
)∧
, φ
]
=
[
(−1)d+12
e (1/2)
(
|D|d+1−2θD2αGα ∗ T d+1
2
)∧
, φ
]
,
and hence
Gθ =
(−1) d+12
e (1/2)
|D|d+1−2θD2αGα ∗ T d+1
2
.
Case 2θ ≤ d and d is even This case can be proved in a very similar manner to the previous case.
The last three cases combine to prove 1.75. Equation 1.76 follows directly from part 5 of Appendix 356.
Since Ĝα =
1
wα
∈ L1 we have x2αĜα = 1w = Ĝ0, and hence (−1)θD2αGα = G0 ∈ S′ ∩ E ′.
Remark 92 The reciprocal of an extended B-spline weight function is L1 so the basis function G0 is continuous.
Substituting 1.77 i.e. G0 = (−1)θD2αGα into 1.75 we obtain the equations 1.72 for the extended B-spline basis
functions.
We now will prove a more general result which does not assume that Gα has bounded support. Instead
we assume that Gα ∈ L1 and that
∫
Gα (y)Tm (x− y) dy defines a regular tempered distribution. To prove our
theorem we will use the following result in which we use the function notation - a notational necessity - for the
action of distributions:
Lemma 93 (Theorem 2.7.5 Vladimirov [27]) Suppose f, g ∈ D′ and g has bounded support (g ∈ E ′). Then the
convolution f ∗ g exists and
[f ∗ g, φ] = [f (x) g (y) , η (y)φ (x+ y)] , φ ∈ C∞0 , (1.82)
where η is any test function equal to one in a neighborhood of supp g.
Note: the distribution on the right side of 1.82 is called a tensor or direct product and in the literature it is
variously denoted f ⊗ g, f × g or f · g in ‘operator notation’ and when ‘function notation with action variables’ is
used we can write f (x) g (y) or f (x) · g (y), for example. The tensor product is defined for f, g ∈ D′ (Rd) by
[f ⊗ g, φ] = [f (x) , [g (y) , φ (x, y)]] , φ ∈ C∞0
(
Rd × Rd) , (1.83)
and has the properties you would expect e.g. commutivity, associativity, continuity. See for example Section 2.7
Vladimirov [27].
Theorem 94 Suppose the weight function w has property W3.1 for |α| = θ and κ. Then inequality 1.9 holds
for the multi-index α. Let Gα be the basis function of order zero generated by the zero order weight function
wα (ξ) = ξ
αw (ξ) and assume Gα ∈ L1. Suppose Tm is the thin-plate spline basis function of integer order m > d/2
given in Lemma 86.
We shall show that if Gθ is the basis function
(
1
|·|2θw
)∨
of order θ generated by w, and Hθ is defined by the
convolutions
Hθ =

(−1)θ
e(θ−d/2)D
2αGα ∗ Tθ, θ > d/2,
(−1)d+12
e(1/2) |D|d+1−2θD2αGα ∗ T d+12 , θ < d/2, d odd,
(−1)d+22
e(1) |D|d+2−2θD2αGα ∗ T d+22 , θ ≤ d/2, d even,
(1.84)
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where
(Gα ∗ Tm) (x) = (2π)−d/2
∫
Gα (y)Tm (x− y) dy, m > d/2, (1.85)
then Gθ = Hθ as tempered distributions whenever the convolution integral defines a regular tempered distribution.
The values of the function e (·) are given in 153.
Proof. In this proof we will refer to Lemma 90 for the properties of the zero order weight and basis functions
used in this theorem. Since Gα no longer has bounded support we will use a partition of unity {ψε, 1− ψε}: choose
ψ ∈ C∞0 so that suppψ ⊂ B (0; 2), 0 ≤ ψ ≤ 1 and ψ = 1 on B (0; 1). Now define ψε (ξ) = ψ (εξ) for ε > 0.
Case 2θ > d Since ψεGα has bounded support, ψ̂εGα ∈ C∞BP and if ξ is the action variable
[
Ĝθ, φ
]
=
[
1
|·|2θ w
, φ
]
=
[
1
|·|2θ wα
, ξ2αφ
]
=
[
Ĝα
|·|2θ
, ξ2αφ
]
=
[
ψ̂εGα
|·|2θ
, ξ2αφ
]
+
[
((1− ψε)Gα)∧
|·|2θ
, ξ2αφ
]
=
[
1
|·|2θ
, ψ̂εGαξ
2αφ
]
+
[
ξ2α ((1− ψε)Gα)∧
|·|2θ
, φ
]
.
But Lemma 86 tells us that T̂θ =
cθ
|·|2θ =
e(θ−d/2)
|·|2θ on S∅,2θ, and since ψ̂εGαξ
2αφ ∈ S∅,2θ when φ ∈ S[
1
|·|2θ
, ψ̂εGαξ
2αφ
]
=
[
1
e (θ − d/2) T̂θ, ψ̂εGαξ
2αφ
]
=
[
1
e (θ − d/2)ξ
2αψ̂εGα T̂θ, φ
]
=
[
(−1)θ
e (θ − d/2)
(
D2α (ψεGα) ∗ Tθ
)∧
, φ
]
,
so that
Ĝθ =
(−1)θ
e (θ − d/2)
(
D2α (ψεGα) ∗ Tθ
)∧
+
ξ2α ((1− ψε)Gα)∧
|·|2θ
. (1.86)
We now want to show that the second term on the right converges to zero as a tempered distribution. In fact∣∣∣∣∣
[
ξ2α
((1− ψε)Gα)∧
|·|2θ
, φ
]∣∣∣∣∣ =
∣∣∣∣∣
[
ξ2α
((1− ψε)Gα)∧
|·|2θ
, φ
]∣∣∣∣∣ =
∣∣∣∣∣
∫
ξ2α
((1− ψε)Gα)∧
|·|2θ
φ
∣∣∣∣∣
≤
∫
|·|2θ
∣∣((1− ψε)Gα)∧∣∣
|·|2θ
|φ|
=
∫ ∣∣((1− ψε)Gα)∧∣∣ |φ|
≤
(∫ ∣∣((1− ψε)Gα)∧∣∣) ‖φ‖∞ ,
but since Gα ∈ L1 we have
∣∣((1− ψε)Gα)∧∣∣ ≤ ∫|·|≥ 1ε |Gα| → 0 as ε→ 0+. Thus as a tempered distributions
ξ2α
((1− ψε)Gα)∧
|·|2θ
as ε→ 0+ (1.87)
and so 1.86 implies that (−1)
θ
e(θ−d/2)
(
D2α (ψεGα) ∗ Tθ
)∧
converges to Ĝθ in the sense of tempered distribution i.e.
(−1)θ
e (θ − d/2)D
2α (ψεGα) ∗ Tθ → Gθ as ε→ 0+. (1.88)
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Since ψεGα has bounded support we can use equation 1.82 of Lemma 93 to express the convolution in terms of
the direct product. Thus
(2π)
d
2 [(ψεGα) ∗ Tθ, φ] = [(ψεGα) (x) Tθ (y) , ηε (x)φ (x+ y)] .
for any ηε ∈ C∞0 equal to one in a neighborhood of supp (ψεGα). Now
[(ψεGα) (x) Tθ (y) , ηε (x)φ (x+ y)] =
∫ ∫
ψε (x)Gα (x) Tθ (y)φ (x+ y) dydx
=
∫ ∫
ψε (x
′ − y′)Gα (x′ − y′)Tθ (y′)φ (x′) dy′dx′
=
∫ ∫
ψε (x
′ − y′)Gα (x′ − y′)Tθ (y′) dy′φ (x′) dx′
=
∫ ∫
Gα (x
′ − y′)Tθ (y′) dy′φ (x′) dx′−
−
∫
Rd
∫
|x′−y′|≥1/ε
(1− ψε (x′ − y′))Gα (x′ − y′)Tθ (y′) dy′φ (x′) dx′.
Since we have assumed that
∫
Gα (x
′ − y′)Tθ (y′) dy′ defines a regular tempered distribution the first integral of
the last equation exists and hence the second integral also exists and so converges to zero as ε→ 0 since the region
of integration lies outside the ball B
(
0; 1√
dε
)
. Thus (ψεGα) ∗ Tθ converges to
(2π)
− d2 ∫ Gα (x′ − y′)Tθ (y′) dy′ as ε→ 0. But by 1.88, Hθ = (−1)θe(θ−d/2)D2α (ψεGα) ∗ Tθ → Gθ as ε→ 0+ and we
can conclude that
Gθ = (2π)
− d2 (−1)θ
e(θ−d/2)D
2α
∫
Gα (x
′ − y′)Tθ (y′) dy′.
Case 2θ < d and d is odd If ξ is the action variable
[
Ĝθ, φ
]
=
[
1
|·|2θ w
, φ
]
=
[
1
|·|2( d+12 ) w
, |·|d+1−2θ φ
]
=
[
1
|·|2( d+12 ) wα
, ξ2α |·|d+1−2θ φ
]
=
[
Ĝα
|·|2( d+12 )
, ξ2α |·|d+1−2θ φ
]
=
[
ψ̂εGα
|·|2( d+12 )
, ξ2α |·|d+1−2θ φ
]
+
[
((1− ψε)Gα)∧
|·|2( d+12 )
, ξ2α |·|d+1−2θ φ
]
=
[
ψ̂εGα
|·|2( d+12 )
, ξ2α |·|d+1−2θ φ
]
+
[
ξ2α
|·|2θ
((1− ψε)Gα)∧ , φ
]
, (1.89)
so that by 1.80 and 1.81[
ψ̂εGα
|·|2( d+12 )
, ξ2α |·|d+1−2θ φ
]
=
[
1
|·|2( d+12 )
, ψ̂εGαξ
2α |·|d+1−2θ φ
]
=
[
1
e (1/2)
T̂ d+1
2
, ψ̂εGαξ
2α |·|d+1−2θ φ
]
=
[
1
e (1/2)
ξ2α |·|d+1−2θ ψ̂εGα T̂ d+1
2
, φ
]
=
[
1
e (1/2)
ξ2α |·|d+1−2θ
(
ψεGα ∗ T d+1
2
)∧
, φ
]
=
[
(−1)d+12
e (1/2)
(
D2α |D|d+1−2θ (ψεGα) ∗ T d+1
2
)∧
, φ
]
.
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and 1.89 now becomes
[
Ĝθ, φ
]
=
[
(−1)d+12
e (1/2)
(
D2α |D|d+1−2θ (ψεGα) ∗ T d+1
2
)∧
, φ
]
+
[
ξ2α
|·|2θ
((1− ψε)Gα)∧ , φ
]
,
and thus
Ĝθ =
(−1) d+12
e (1/2)
(
D2α |D|d+1−2θ (ψεGα) ∗ T d+1
2
)∧
+
ξ2α
|·|2θ
((1− ψε)Gα)∧ .
Comparing this equation with equation 1.86 of the previous case we see that the subsequent calculations are
also valid here and we can conclude that 1.87 holds i.e. ξ2α
̂(1−ψε)Gα
|·|2θ converges to zero as a tempered distribution.
Thus as tempered distributions
(−1) d+12
e (1/2)
D2α |D|d+1−2θ (ψεGα) ∗ T d+1
2
→ Gθ as ε→ 0+.
Finally, the calculations of the previous part following 1.88 are valid for this case when θ = (d+ 1) /2 and these
complete the proof of this case.
Case 2θ < d and d is even This case can be proved in a very similar manner to the previous case.
Remark 95 The condition Gα ∈ L1 of the last result can be used to deduce information about wα and w. In fact,
Corollary 3.7 of Petersen [20] implies that
1
wα (ξ)
= (2π)
− d2
∫
eiξxGα (x) dx (1.90)
holds a.e. and that 1wα can be modified on a set of measure zero so that it is a continuous, bounded function
which converges to zero at infinity and is such that 1.90 holds everywhere. Thus
1
wα (ξ)
≤ (2π)− d2 ‖Gα‖1 (1.91)
and so lim
|ξ|→∞
wα (ξ) =∞, wα ∈ C(0)
(
Rd
)
and wα is always positive which implies that wα has property W1 for
the set A = {}.
Further, 1w(ξ) =
ξ2α
wα(ξ)
so that by 1.91, w (ξ) ≥ (2pi)
d
2
‖Gα‖1
1
ξα which implies w is always positive and can only have
discontinuities on the axes ξk = 0. Indeed, w is discontinuous on ξk = 0 iff αk = 0.
The last theorem required that the convolution integral of 1.85 be a regular tempered distribution and that
Gα ∈ L1. We complete this subsection by providing a single condition 1.92 for which those requirements are
satisfied.
Corollary 96 Suppose Gα and Tm are as given in Theorem 94 and suppose Gα also satisfies the inequality
|Gα (y)| ≤ c (1 + |y|)−s , (1.92)
for some s > 2m and constant c. Then Gα ∈ L1 and
(2π)
−d/2
∫
Gα (y)Tm (x− y)dy, m > d/2, (1.93)
is absolutely convergent for all x and defines a continuous function of polynomial increase. It is also a regular
tempered distribution (as defined in Appendix A.5.1).
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Proof. Since Gα satisfies inequality 1.92 and m > d/2 it follows that s > d and so Gα ∈ L1. Further∣∣∣∣∫ Gα (y)Tm (x− y) dy∣∣∣∣ = ∣∣∣∣∫ Gα (x− y)Tm (y) dy∣∣∣∣
≤
∫
|Gα (x− y)Tm (y)| dy
≤ c
∫ |Tm (y)|
(1 + |x− y|)s dy
≤ c
∫
(1 + |x|)s
(1 + |y|)s |Tm (y)| dy
= c (1 + |x|)s
∫ |Tm (y)|
(1 + |y|)s dy
= c (1 + |x|)s
∫
|y|≤1
|Tm (y)|
(1 + |y|)s dy + c (1 + |x|)
s
∫
|y|≥1
|Tm (y)|
(1 + |y|)s dy. (1.94)
Since Tm is continuous the first integral of the last term exists. From 1.70
Tm (y) =
{
(−1)m−(d−2)/2 |y|2m−d log |y| , d even,
(−1)m−(d−1)/2 |y|2m−d , d odd.
Thus if d is odd then ∫
|y|≥1
|Tm (y)|
(1 + |y|)s dy ≤
∫
|y|≥1
|y|2m−d
(1 + |y|)s dy ≤
∫
|y|≥1
|y|(2m−s)−d dy,
which exists since s > 2m. If d is even and s = 2m+ 2ε then∫
|y|≥1
(1 + |y|)−s |Tm (y)| dy ≤
∫
|y|≥1
(1 + |y|)−s |y|2m−d log |y| dy ≤
∫
|y|≥1
|y|2m−s−d log |y| dy
=
∫
|y|≥1
|y|−d−2ε log |y| dy
=
∫
|y|≥1
1
|y|d+ε
log |y|
|y|ε dy
≤ sup
r≥1
log r
rε
∫
|y|≥1
1
|y|d+ε
<∞.
We now know that if s > 2m then for a constant c′ independent of x∫
|Gα (y)Tm (x− y)| dy ≤ c′ (1 + |x|)s , x ∈ Rd, (1.95)
and so 1.93 is absolutely convergent and with polynomial growth at infinity.
To prove that
∫
Gα (y)Tm (x− y)dy is a continuous function of x we use the Lebesgue-dominated convergence
theorem. First note that
∫
Gα (y)Tm (x− y) dy =
∫
Gα (x− y)Tm (y) dy and that in the proof of 1.95 it was shown
that
|Gα (x− y)Tm (y)| ≤ c (1 + |x|)s |Tm (y)|
(1 + |y|)s ,
and that Tm(y)(1+|y|)s ∈ L1. Thus if xk → x is any sequence in the ball B (x; 1) then
|Gα (xk − y)Tm (y)| ≤ c (1 + |xk − x|+ |x|)s |Tm (y)|
(1 + |y|)s ≤ c (2 + |x|)
s |Tm (y)|
(1 + |y|)s ,
and by the Lebesgue-dominated convergence theorem
lim
xk→x
∫
Gα (y)Tm (xk − y) dy = lim
xk→x
∫
Gα (xk − y)Tm (y) dy =
∫
Gα (x− y)Tm (y) dy,
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and so proving continuity. A function f ∈ L1loc for which
∫ |f (x)| (1 + |x|)−λ dx exists for some λ ≥ 0 is called a
regular tempered distribution. Clearly a continuous function of polynomial growth at infinity is a regular tempered
distribution.
1.7.3 Positive definite and conditionally positive definite basis distributions
In his work, Duchon did not mention the concept of conditional positive definite basis functions, but used as his
starting point a weight function. Subsequent to Duchon’s work various other classes of functions were used as basis
functions in numerical work and these were studied from the point of view of (conditional) positive definiteness.
This second major strand to the development of the theory of basis function interpolation has involved the use
of the theory surrounding conditionally positive definite functions to develop the correct setting for a variational
approach. Work on this approach includes papers by Schoenberg [24], Micchelli [18], Madych and Nelson [15], [16],
Wu and Schaback [32] and in a series of papers by Schaback which the reader can find in the survey [22].
In their work Light and Wayne [14] returned to the approach of Duchon and the concept of (conditional) positive
definiteness again plays a peripheral role. In the work of these authors it is only after their basis distributions have
been defined, and their properties elucidated, that it is shown that they are positive definite or conditionally
positive definite. They showed in Theorem 4.3 of [14] that the (integer) order of the basis distribution is the same
as the order of the conditional positive definiteness.
Following Chapter 4 of Light and Wayne [14], the objective of this section is to show that the basis distributions
G of order θ are conditionally positive definite distributions of order θ. The definition of a conditionally positive
definite tempered distribution involves the concept of a homogeneous polynomial over the complex numbers C.
Definition 97 Homogeneous polynomial over C
A homogeneous polynomial p, of degree θ over C, has the form
p (x) =
∑
|β|=θ
aβx
β , x ∈ Rd, aβ ∈ C.
Following Gelfand and Vilenkin [9] and Light and Wayne [14] we define a conditionally strictly positive definite
tempered distribution as follows:
Definition 98 Conditionally strictly positive definite tempered distributions
A distribution F ∈ S′ is said to be conditionally strictly positive definite of order θ ≥ 1 if the inequality[
pp¯F̂ , ψψ¯
]
> 0, holds for all ψ ∈ S, ψ 6= 0 and all homogeneous polynomials p 6= 0, of order θ.
Theorem 99 Assume w is a weight function with property W2. Now suppose G ∈ S′ is a basis distribution of
order θ generated by the weight function w.
Then we show that G is a conditionally positive definite tempered distribution of order θ.
Proof. Suppose p =
∑
|β|<θ
aβx
β is a homogeneous polynomial of order θ and ψ ∈ S, ψ 6= 0.
Then
[
pp¯Ĝ, ψψ¯
]
=
[
Ĝ, pp¯ψψ¯
]
and
pp¯ψψ¯ =
∑
|α|=θ
aαx
α
∑
|β|=θ
aβxβ
ψψ¯ = ∑
|α|=θ
∑
|β|=θ
aαaβx
α+βψψ¯.
Now |α+ β| = 2θ implies xα+βψψ¯ ∈ S∅,2θ and so pp¯ψψ¯ ∈ S∅,2θ.
But G has order θ so,
[
Ĝ, φ
]
=
∫
φ
w|·|2θ for all φ ∈ S∅,2θ. Thus for all ψ ∈ S, pp¯ψψ¯ ∈ S∅,2θ and[
pp¯Ĝ, ψψ¯
]
=
[
Ĝ, pp¯ψψ¯
]
=
∫ (
pp¯ψψ¯
)
w |·|2θ
=
∫ |pψ|2
w |·|2θ
.
Clearly
∫ |pψ|2
w |·|2θ
= 0 implies that pψ = 0 a.e. Does this imply p = 0 or ψ = 0? Certainly, in one dimension p
will have a finite number of zeros, and so ψ = 0. But what about in higher dimensions?
This result will be proved by induction on the number of dimensions. Suppose the result is true for d dimensions,
and that pψ = 0 in d+1 dimensions for some p 6= 0. Thus p (x′, xd)ψ (x′, xd) = 0 for all x = (x′, xd). For fixed xd,
p (x′, xd) is a polynomial in d−1 dimensions and ψ (x′, xd) ∈ S in d−1 dimensions. Thus, for each xd, ψ (x′, xd) = 0
for all x′ and so ψ = 0.
2
More basis function and semi-Hilbert data space theory
2.1 Introduction
This chapter is based on the theory developed in Chapter 1 which extended the work of Light and Wayne [14] The
results given here are also closely related to the work of Madych and Nelson [16] as is indicated in the remarks
to several of our theorems. However, Madych and Nelson deal with the reciprocal of our weight function so that
their Xθw space is formally X
−θ
1/w =
{
u ∈ S′ : ∫ |û|2
w|·|2θ <∞
}
so that in order to calculate their data space they
need to construct a mapping from X−θ1/w to X
θ
w Section 3. In a future document I will discuss the space X
−θ
1/w and
construct isometric isomorphisms from Xθw to X
−θ
1/w which show that X
−θ
1/w is isomorphic to the space of bounded
linear functionals on Xθw i.e.
(
Xθw
)′
= X−θ1/w.
In Chapter 1 smoothness and growth properties were derived for basis functions and smoothness, growth and
completeness properties were exhibited for the data spaces Xθw. It was shown that every weight function generates
a C(⌊2κ⌋) basis function where ⌊·⌋ denotes the floor function. However, the rate of growth of basis functions near
infinity was only determined for a subclass of the weight functions. This subclass generates bounded basis functions
with bounded derivatives. As for the functions in Xθw, it was shown that X
θ
w ⊂ C(⌊κ⌋)BP for all weight functions but
no bounds on growth rates near infinity were obtained.
The goal of this chapter is to derive ‘modified’ inverse-Fourier transform formulas for basis functions and the
data functions Xθw and to use these formulas to obtain bounds for the rates of increase of these functions and their
derivatives near infinity. This will be done by proving a general inverse-Fourier transform formula for a subspace
of the distributions and then applying it to both the basis functions and the data functions. From these formulas
we will be able to show that all basis functions are either bounded or have a rate of increase of at most |·|⌊2θ⌋ near
infinity and that all data functions have a rate of increase of at most |·|⌊κ⌋ near infinity.
We will also show that:
1. There always exists a conjugate-even (complex-valued) basis function.
2. If the weight function is even then there exists an even, real valued basis function.
3. If the weight function is radial then there exists a radial basis function.
The key operators used in this document are the projections P∅,n and Q∅,n which are given by(P∅,nu) (x) = ρ (x) ∑
|α|<n
xα
α!
Dαu (0) , Q∅,n = I − P∅,n,
where ρ ∈ S, ρ (0) = 1, Dβρ (0) = 0 for 1 ≤ |β| < n. Here S is the space of C∞ test functions for the tempered
distributions - see Appendix A.5. Thus they are based on the Taylor series expansion about the origin.
Section by section in brief:
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In Section 2.2 the null spaces and ranges of P∅,n and Q∅,n are derived.
In Section 2.3 the distribution adjoints of P∗∅,n and Q∗∅,n are calculated. These are projections and we calculate
their null spaces and ranges.
In Section 2.4 We derive a tempered distribution Taylor series expansion for several spaces of continuous
functions.
In Section 2.5 we prove some upper bounds for the function
∣∣DγxQ∅,n,ξ (ei(x,ξ))∣∣.
In Section 2.6 an inverse Fourier transform result is derived for a class of distributions which will be applied in
the next two sections.
In Section 2.7 we prove an inverse Fourier transform formula for the basis functions. This is formula is used
to derive the rates of increase of the basis functions near infinity and to derive the properties of a basis function
given various properties of the weight function.
In Section 2.10 an inverse Fourier transform theorem is proved for functions in Xθw and then used to estimate
their rates of increase near infinity.
In Section 2.11 Taylor series expansions of (data) functions in Xθw when w ∈W3.2.
In Section 2.12 Taylor series expansions of (data) functions in Xθw when w ∈W3.1.
2.2 The operators P∅,n and Q∅,n = I −P∅,n
The space S1,n is required to define the operators P∅,n and Q∅,n which are central to this document:
Definition 100 The spaces S1,n
S1,n =
{
S, n = 0,{
φ ∈ S : φ (0) = 1; Dβφ (0) = 0, 1 ≤ |β| < n} , n = 1, 2, 3, . . .
Definition 101 The space ρPn and the operators P∅,n, Q∅,n.
Suppose ρ ∈ S1,n. Then for integer n ≥ 0 we define:
1. The space ρPn = {ρp : p ∈ Pn}.
2. The mappings P∅,n : C(n) → C(n) and Q∅,n = I − P∅,n : C(n) → C(n) are given by
(P∅,nu) (x) = ρ (x) ∑
|α|<n
xα
α!
Dαu (0) = ρ (x)
n−1∑
k=0
(
(xDy)
k
u
)
(y = 0) .
(Q∅,nu) (x) = u (x)− ρ (x) ∑
|α|<n
xα
α!
Dαu (0) .
The next theorem proves some important properties of the operators P∅,n and Q∅,n as well as demonstrating
relationships between S and S∅,n.
Theorem 102 Suppose ρ ∈ S1,n. Then:
1. P∅,n and Q∅,n are continuous linear mappings from S into S.
2. P∅,n and Q∅,n are projections into S which satisfy:
P∅,n : S → ρPn is onto and nullP∅,n = S∅,n,
Q∅,n : S → S∅,n is onto and nullQ∅,n = ρPn.
3. S = S∅,n ⊕ ρPn.
4. S = Ŝ∅,n ⊕ ρ̂Pn = Ŝ∅,n ⊕ {p (D) ρ̂ : p ∈ Pn}.
Proof. Part 1 It needs to be shown that if φk → 0 in S then P∅,nφk → 0 in S
i.e. xαDβ
(P∅,nφk) (x)→ 0 for all x, α, β. Since
P∅,nφk (x) = ρ (x)
∑
|α|<n
xα
α!
(Dαφk) (0) = ρ (x)
∑
|α|<n
[Dαδ, φk]
α!
xα,
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we have using Leibniz’s rule A.7 in the Appendix.
Dβ
(P∅,nφk) (x) = Dβ
ρ (x) ∑
|α|<n
[Dαδ, φk]
α!
xα

=
∑
γ≤β
(
β
γ
)(
Dβ−γρ
)
(x)Dγ
∑
|α|<n
[Dαδ, φk]
α!
xα

=
∑
γ≤β
(
β
γ
)(
Dβ−γρ
)
(x)
∑
|α|<n
[Dαδ, φk]
α!
Dγxα

=
∑
γ≤β
(
β
γ
)(
Dβ−γρ
)
(x)
∑
|α|<n
α≤γ
[Dαδ, φk]
α!
Dγxα
 .
If φk → 0 in S then [Dαδ, φk] → 0 since Dαδ ∈ S′. Hence Dβ
(P∅,nφk) (x) → 0 for all x and consequently
xαDβ
(P∅,nφk) (x)→ 0 for all x, α, β.
Parts 2, 3
P∅,nP∅,nφ = ρ (x)
∑
|β|<n
xβ
β!
(
DβP∅,nφ
)
(0) = ρ (x)
∑
|β|<n
xβ
β!
Dβ
ρ (x) ∑
|α|<n
xα
α!
Dαφ (0)
 (0)
= ρ (x)
∑
|β|<n
xβ
β!
ρ (x)Dβ
∑
|α|<n
xα
α!
Dαφ (0)
 (0) ,
since (Dαρ) (0) = 0 for 1 ≤ |α| < n. Further, ρ (0) = 1 implies
P∅,nP∅,nφ = ρ (x)
∑
|β|<n
xβ
β!
Dβ
∑
|α|<n
xα
α!
Dαφ (0)
 (0) = ρ (x) ∑
|β|<n
xβ
β!
(
Dβ
(
xβ
)
β!
Dβφ (0)
)
(0)
= ρ (x)
∑
|β|<n
xβ
β!
Dβφ (0)
= P∅,nφ (x) ,
and so P∅,n is a projection. Hence Q∅,n is also a projection, S = nullQ∅,n⊕ rangeP∅,n and clearly rangeP∅,n =
ρPn.
Now to show that nullP∅,n = S∅,n. Since ρ (0) = 1 there exists r > 0 such that ρ (x) > 0 for |x| < r. Hence if
P∅,nφ = 0
ρ (x)
∑
|α|<n
xα
α!
Dαφ (0) = φ (x) , |x| < r,
and so
∑
|α|<n
xα
α!
Dαφ (0) = 0 for |x| < r. Thus Dαφ (0) = 0 if |α| < n, and so φ ∈ S∅,n. Conversely, φ ∈ S∅,n
clearly implies P∅,nφ = 0 and since P∅,n = I −Q∅,n we have the results
rangeQ∅,n = nullP∅,n = S∅,n,
nullQ∅,n = rangeP∅,n = ρPn.
Part 4 From part 3, S = S∅,n ⊕ ρPn. Hence
S = Ŝ = Ŝ∅,n ⊕ ρ̂Pn = Ŝ∅,n ⊕ {p (D) ρ̂ : p ∈ Pn} .
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2.3 The tempered distribution adjoints of P∅,n and Q∅,n
The projections P∅,n and Q∅,n were studied in the previous section and here we will derive their tempered dis-
tribution adjoints P∗∅,n and Q∗∅,n. These are projections into S′ and several properties are proved which relate to
their ranges and null spaces.
Definition 103 The distribution adjoints P∗∅,n and Q∗∅,n
The adjoints of P∅,n,Q∅,n : S → S are denoted by P∗∅,n,Q∗∅,n and are defined for u ∈ S′ and ϕ ∈ S by[Q∗∅,nu, ϕ] = [u,Q∅,nϕ] ,[P∗∅,nu, ϕ] = [u,P∅,nϕ] ,
so that P∗∅,n : S′ → S′ and Q∗∅,n : S′ → S′ are continuous.
Theorem 104 The operators P∗∅,n and Q∗∅,n have the following properties:
1. P∗∅,n and Q∗∅,n are projections and P∗∅,n +Q∗∅,n = I.
2. If u ∈ S′ then P∗∅,nu = pn−1;u (−iD) δ where
pn−1;u (ξ) =
∑
|α|<n
bα,u
α!
ξα ∈ Pn−1, bα,u = [u, (−ix)α ρ] . (2.1)
3. nullQ∗∅,n = rangeP∗∅,n = {p (D) δ : p ∈ Pn−1} = P̂n−1.
4. rangeQ∗∅,n = nullP∗∅,n = {u ∈ S′ : [u, xαρ] = 0 when |α| < n}.
5. S′ = P̂n−1 ⊕ {u ∈ S′ : [u, xαρ] = 0 when |α| < n}.
6. ϕu = ϕQ∗∅,nu, where u ∈ S′ and ϕ ∈ C∞∅,n ∩C(0)BP .
Proof. Part 1 is true since P∅,n and Q∅,n are projections.
Part 2 If u ∈ S′ and ϕ ∈ S then
[
u,P∅,nϕ
]
=
u, ρ ∑
|α|<n
xα
α!
Dαϕ (0)
 = ∑
|α|<n
[u, xαρ]
α!
Dαϕ (0)
=
∑
|α|<n
[u, xαρ]
α!
[δ,Dαϕ]
=
∑
|α|<n
[u, xαρ]
α!
(−1)|α| [Dαδ, ϕ]
=
 ∑
|α|<n
[u, xαρ]
α!
(−1)|α|Dα
 δ, ϕ

=
 ∑
|α|<n
[u, (−ix)α ρ]
α!
(−iD)α
 δ, ϕ

=
[P∗∅,nu, ϕ] ,
and thus
P∗∅,nu =
∑
|α|<n
bα,u
α!
(−iD)α
 δ ∈ S′.
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Part 3 From the formulas of part 2 it is clear that P∗∅,n : S′ → P̂n−1 so that rangeP∗∅,n ⊂ P̂n−1. We now show
that nullQ∗∅,n = P̂n−1. If u ∈ P̂n−1 then u = p(D)δ for some p ∈ Pn−1 and, since ϕ ∈ S implies Q∅,nϕ ∈ S∅,n,[Q∗∅,nu, ϕ] = [u,Q∅,nϕ] = [p (D) δ,Q∅,nϕ] = [δ, p (−D) (Q∅,nϕ)]
=
[
p (−D) (Q∅,nϕ)] (0)
= 0,
by the definition of S∅,n. This means Q∗∅,nu = 0 and hence that P̂n−1 ⊂ nullQ∗∅,n.
Part 4 From part 2, P∗∅,nu = pu (D) δ so P∗∅,nu = 0 iff P̂∗∅,nu = 0 iff pu = 0 iff [u, xαρ] = 0 when |α| < n. Here
x was an action variable - see Notation 1.
Part 5 Part 1 implies that S′ = nullQ∗∅,n ⊕ rangeQ∗∅,n.
Part 6 Suppose u ∈ S′ and ϕ ∈ C∞∅,n ∩ C(0)BP . Then ψ ∈ S implies ϕψ ∈ S∅,n and so
[ϕu, ψ] = [u, ϕψ] =
[
u,Q∅,n (ϕψ)
]
=
[Q∗∅,nu, ϕψ] = [ϕQ∗∅,nu, ψ] .
This theorem is used to estimate the polynomial term in 2.119.
Theorem 105 Suppose a, b ∈ Rd are constants. Then:
1. aDx
(bx)k
k! = ab
(bx)k−1
(k−1)! ;
2. (aDx)
j (bx)k
k! = (ab)
j (bx)k−j
(k−j)! ;
3. Suppose pn−1;u is the polynomial described in 2.1. Then (aD)
j
pn−1;u = pn−j−1;vj where vj (x) = (−iax)j u (x).
Proof. Parts 1 and 2 Part 2 follows directly from part 1 and part 1 is an simple calculation.
Part 3 By definition
pn−1;u (ξ) =
∑
|α|<n
[u, (−ix)α ρ]
α!
ξα =
ux, ∑
|α|<n
(−iξ)α xα
α!
ρ (x)
 =
=
ux, n−1∑
k=0
∑
|α|=k
(−iξ)α xα
α!
ρ (x)
 = n−1∑
k=0
[
ux,
(−iξx)k
k!
ρ (x)
]
,
and thus for j = 1, part 2 gives,
aDpn−1;u (ξ) =
n−1∑
k=0
[
u (x) , aDξ
(−iξx)k
k!
ρ (x)
]
=
n−1∑
k=1
[
u (x) ,−iax(−iξx)
k−1
(k − 1)! ρ (x)
]
=
=
n−1∑
k=1
[
v1 (x) ,
(−iξx)k−1
(k − 1)! ρ (x)
]
=
n−2∑
k=0
[
v1 (x) ,
(−iξx)k
k!
ρ (x)
]
=
= pn−2;v1 (ξ) ,
and several more applications of aD proves this part.
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We start by deriving the tempered distribution Taylor series expansion 2.10 with Fourier transform remainder 2.11
by means of the 1-dimensional Taylor series expansion with integral remainder applied to eiaξ. Indeed, for x ∈ R1,
ex =
∑
k≤n
xn
n!
+ (Rn+1ex) (0, x) =
∑
k≤n
xk
k!
+
xn+1
n!
∫ 1
0
(1− t)n (Dn+1es) (tx) dt
=
∑
k≤n
xk
k!
+
xn+1
n!
∫ 1
0
(1− t)n etxdt,
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so that if we define gn by
gn (t) =
 0, t < 0,(1− t)n , 0 ≤ t ≤ 1,
0, t > 1,
n = 0, 1, 2, . . . , (2.2)
it follows that
eix =
∑
k≤n
xk
k!
+
xn+1
n!
∫ 1
0
(1− t)n eitxdt =
∑
k≤n
xk
k!
+
xn+1
n!
∫ 1
0
gn (t) e
itxdt
=
∑
k≤n
xk
k!
+
√
2π
n!
xn+1ĝn (x)
=
∑
k≤n
xk
k!
+
√
2π
n!
xn+1
∨
gn (x) ,
and
∨
gn (x) =
n!√
2π
eix − ∑
k≤n
xk
k!
xn+1
.
Also, for a, ξ ∈ Rd,
eiaξ =
∑
k≤n
(iaξ)
k
k!
+
(iaξ)
n+1
n!
∫ 1
0
(1− t)n eitaξdt
=
∑
k≤n
(iaξ)k
k!
+
√
2π
n!
(iaξ)
n+1
ĝn (aξ) . (2.3)
Clearly
gn (t) = (1− t)n−k gk (t) .
More properties of gn and ĝn are:
Lemma 106 The function gn given by 2.2 has the following properties:
1. ‖gn‖1 = 1n+1 and ‖gn‖2 = 1√2n+1 .
2. ĝn ∈ C∞B and
|ĝn (t)| ≤ 1√
2π
1
n+ 1
, n = 0, 1, 2, . . . (2.4)
3.
Dgn =
{
δ − δ (· − 1) , n = 0,
−ngn−1 + δ, n = 1, 2, 3 . . . ,
and
D̂gn =
{
2i√
2pi
e−it/2 sin t2 , n = 0,
−nĝn−1 + 1√2pi , n = 1, 2, 3 . . . .
(2.5)
4. If we define
cn = 2+
1
n+ 1
, n = 0, 1, 2, . . . , (2.6)
then
|ĝn (t)| ≤ cn√
2π
1
1 + |t| , t ∈ R
1, n = 0, 1, 2, . . . . (2.7)
5. For each a ∈ Rd such that a. 6= 0 we have ĝn (aξ) ∈ C∞B
(
Rd
)
.
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6. Define the tilda operator ˜ by u˜ (x) = u (−x). Then
∥∥∥gn ∗ D˜gn∥∥∥
1
≤
{ 2√
2pi
, n = 0,(
1 + 1√
2pi
)
1
n+1 , n ≥ 1.
7.
|ĝn (t)| ≤
{ 1√
2pi
1
n+1 , |t| ≤ 2 (n+ 1) ,
1√
2pi
(
2 + 1n+1
)
1
1+|t| , |t| ≥ 2 (n+ 1) .
Proof. Part 1 A simple calculation.
Part 2 Since gn is a distribution with bounded support, ĝn ∈ C∞BP and the estimates 2.4 follow directly from
the formula, ĝn (t) =
1√
2pi
∫ 1
0
e−ist (1− s)n ds.
Part 3 If n = 0 then Dg0 = {Dg0}+ δ − δ (· − 1) = 0 + δ − δ (· − 1).
Hence D̂g0 = δ̂ − ̂δ (· − 1) = 1√2pi
(
1− e−it) = 2i√
2pi
e−it/2
(
eit/2−e−it/2
2i
)
= 2i√
2pi
e−it/2 sin t2 .
If n ≥ 1 then Dgn = {Dgn}+ δ = −n (1− t)n−1 g0 + δ = −ngn−1 + δ.
Part 4 Suppose n ≥ 1. Then from part 3 and then part 2:
|t|
∣∣∣ĝn (t)∣∣∣ = ∣∣∣D̂gn (t)∣∣∣ ≤ { 2√2pi , n = 0,n ∣∣ĝn−1 (t)∣∣+ 1√2pi , n ≥ 1,
≤ 2√
2π
,
so that
(1 + |t|)
∣∣∣ĝn (t)∣∣∣ ≤ ∣∣∣ĝn (t)∣∣∣+ 2√
2π
≤ 1√
2π
(
2 +
1
n+ 1
)
=
cn√
2π
.
Part 5 True since ĝn ∈ C∞B
(
R1
)
.
Part 6 From part 3,
Dgn =
{
δ − δ (· − 1) , n = 0,
−ngn−1 + δ, n = 1, 2, 3 . . . .
Hence
∥∥∥g0 ∗ D˜g0∥∥∥
1
= ‖g0 ∗ (δ − δ (− · −1))‖1 =
1√
2π
‖g0 − g0 (·+ 1)‖1
=
1√
2π
(‖g0‖1 + ‖g0 (·+ 1)‖1)
=
1√
2π
(‖g0‖1 + ‖g0 (·+ 1)‖1)
=
2√
2π
‖g0‖1
≤ 2√
2π
,
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and if n ≥ 1, ∥∥∥gn ∗ D˜gn∥∥∥
1
= ‖gn ∗ (−ng˜n−1 + δ)‖1
=
∥∥∥∥−ngn ∗ g˜n−1 + 1√2πgn
∥∥∥∥
1
≤ n ‖gn ∗ g˜n−1‖1 +
1√
2π
‖gn‖1
≤ n ‖gn‖1 ‖g˜n−1‖1 +
1√
2π
‖g˜n‖1
= n ‖gn‖1 ‖gn−1‖1 +
1√
2π
‖gn‖1
≤ n 1
n (n+ 1)
+
1√
2π
1
n+ 1
=
(
1 +
1√
2π
)
1
n+ 1
.
Part 7 Regarding parts 2 and 4, 1√
2pi
1
n+1 =
cn√
2pi
1
1+|t| =
1√
2pi
(
2 + 1n+1
)
1
1+|t| when |t| = 2n+ 2.
Remark 107 From parts 1 and 4,
|ĝn (t)| ≤ 1√
2π
1
n+ 1
min
{
1,
2n+ 3
1 + |t|
}
, t ∈ R1,
and the two bounds intersect when t = 2 (n+ 1).
Thus if f ∈ S′ and ξ is the action variable when a. 6= 0 we can write 2.3 aseiaξ −∑
k≤n
(iaξ)
k
k!
 f̂ = √2π
n!
(iaξ)
n+1
ĝn (aξ) f̂ , (2.8)
or on using the first of the multi-index identities A.1,
(aξ)
k
k!
=
∑
|β|=k
aβξβ
β!
,
dk
k!
=
∑
|β|=k
1
β!
, (2.9)
we get f (·+ a)−∑
k≤n
(aD)k
k!
f
∧ =
f (·+ a)− ∑
|β|≤n
aβ
β!
Dβf
∧ = √2π
n!
(iaξ)
n+1
ĝn (aξ) f̂ ,
which implies the tempered distribution Taylor series expansion
f (·+ a)−
∑
|β|≤n
aβ
β!
Dβf = f (·+ a)−
∑
k≤n
(aD)
k
k!
f = (Rn+1f) (·, a) , f ∈ S′, (2.10)
where
(Rn+1f) (·, a) =
√
2π
n!
(
(iaξ)n+1 ĝn (aξ) f̂
)∨
, f ∈ S′, n = 0, 1, 2, . . . (2.11)
Suppose f ∈ C(n)B and (aD)n+1 f ∈ L1. For clarity set u = (aD)n+1 f where D = (Dk)dk=1, so that
(iaξ)
n+1
ĝn (aξ) f̂ (ξ) = ĝn (aξ) û (ξ) =
1√
2π
∫ 1
0
eisaξgn (s) û (ξ) ds
=
1√
2π
∫ 1
0
gn (s)Fx [u (x+ sa)] (ξ) ds
=
1√
2π
Fx
[∫ 1
0
gn (s)u (x+ sa) ds
]
(ξ) ,
2.5 Bounds for Q∅,n,ξ
(
ei(x,ξ)
)
69
since the Fourier transform can be transposed with the integral because u ∈ L1 allows an application of Fubini’s
theorem. Thus
(Rn+1f) (x, a) = 1
n!
∫ 1
0
gn (s)
(
(aD)
n+1
f
)
(x+ sa) ds, f ∈ C(n)B , (aD)n+1 f ∈ L1,
If, in addition, (âD)n+1 f ∈ L∞ ([x, x+ a]) where â = a/ |a|, then
|(Rn+1f) (x, a)| ≤ 1
n!
∥∥∥(aD)n+1 f∥∥∥
∞
∫ 1
0
gn (s) ds =
|a|n+1
(n+ 1)!
∥∥∥(âD)n+1 f∥∥∥
∞,[x,x+a]
. (2.12)
Thus we have proved:
Lemma 108 Suppose f ∈ C(n)B
(
Rd
)
and in the distribution sense (aD)
n+1
f ∈ L1 (Rd) when |a| = 1.
Then for 0 ≤ k ≤ n,
(Rk+1f) (x, a) = |a|
k+1
k!
∫ 1
0
gk (s)
(
(âD)
k+1
f
)
(x+ sa) ds, a, x ∈ Rd. (2.13)
If, in addition, (âD)
n+1
f ∈ L∞ ([x, x+ a]) then we have the estimate 2.12.
2.5 Bounds for Q∅,n,ξ
(
ei(x,ξ)
)
In Section 2.2 the operator Q∅,n was introduced and now we will derive some upper bounds for the function∣∣Q∅,n,ξ (ei(x,ξ))∣∣, where Q∅,n,ξ acts on the variable ξ in ei(x,ξ). These estimates will be used in Section 2.7 to prove
an explicit formula for a basis function in terms of its weight function, and used again in Section 2.10 to prove an
inverse Fourier transform for a member of Xθw.
Theorem 109 The function Q∅,n,ξ
(
ei(x,ξ)
)
has the following properties:
1. There exist constants {Cm = Cm (ρ)}m≤n, defined by 2.18, independent of x and ξ, such that∣∣∣DγxQ∅,n,ξ (ei(x,ξ))∣∣∣ ≤
{
Cn−|γ| |ξ||γ| (1 + |x|)n−|γ|−1 , |γ| < n,
|ξ||γ| , |γ| ≥ n. (2.14)
This is a useful estimate for large x and large ξ.
2. Given r > 0 there exist constants {Cn,m,r = Cn,m,r (ρ)}m≤n, defined by 2.19, such that for all x and |ξ| ≤ r,∣∣∣DγxQ∅,n,ξ (ei(x,ξ))∣∣∣ ≤
{
Cn,|γ|,r |ξ|n (1 + |x|)n−|γ| , |γ| < n,
|ξ||γ| , |γ| ≥ n. (2.15)
This estimate is useful near ξ = 0.
Proof. We first derive a formula for DγxQ∅,n,ξ
(
ei(x,ξ)
)
. For some ρ ∈ S1,n
Q∅,n,ξ
(
ei(x,ξ)
)
= ei(x,ξ) − ρ(ξ)
∑
|α|<n
i|α|xαξα
α!
= ei(x,ξ) − ρ(ξ)
∑
k<n
∑
|α|=k
i|α|xαξα
α!
= ei(x,ξ) − ρ(ξ)
∑
k<n
(ix, ξ)
k
k!
, (2.16)
so that
DγxQ∅,n,ξ
(
ei(x,ξ)
)
=
{
(iξ)
γ Q∅,n−|γ|,ξ
(
ei(x,ξ)
)
, |γ| < n,
(iξ)γ , |γ| ≥ n. (2.17)
Part 1 If |γ| ≥ n then the inequality is a very simple consequence of the formula
DγxQ∅,n,ξ
(
ei(x,ξ)
)
= (iξ)γ ei(x,ξ).
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On the other hand, if |γ| < n then from equations 2.17 and then 2.16,∣∣∣DγxQ∅,n,ξ (ei(x,ξ))∣∣∣ = ∣∣∣(iξ)γ Q∅,n−|γ|,ξ (ei(x,ξ))∣∣∣
≤ |ξ||γ|
1 + ∑
k<n−|γ|
|ρ(ξ)| |ξ|k |x|k
k!

≤ |ξ||γ|
1 + ∑
k<n−|γ|
|ρ(ξ)| |ξ|k (1 + |x|)k
k!

≤ |ξ||γ|
1 + ∑
k<n−|γ|
|ρ(ξ)| |ξ|k
k!
 (1 + |x|)n−|γ|−1
≤ max
j<n−|γ|
∥∥∥|·|j ρ∥∥∥
∞
|ξ||γ|
1 + ∑
k<n−|γ|
1
k!
 (1 + |x|)n−|γ|−1
≤ max
j<n−|γ|
∥∥∥|·|j ρ∥∥∥
∞
|ξ||γ| (1 + |x|)n−|γ|−1
= Cn−|γ| |ξ||γ| (1 + |x|)n−|γ|−1 ,
where
Cm = max
k<m
∥∥∥|·|k ρ∥∥∥
∞
, (2.18)
as required.
Part 2 If |γ| ≥ n the inequality follows from part 1. There remains the case |γ| < n. Using the Taylor series
expansion about zero (Appendix A.8) we define the ”remainder” function µm by e
it =
∑
k<m
(it)k
k! +(it)
m
µm(t) (note
2.3, 2.2 imply µm =
√
2pi
m! ĝm) and note that ‖µm‖∞ ≤ 1m! . The following calculations
DγxQ∅,n,ξ
(
eixξ
)
= (iξ)γ Q∅,n−|γ|,ξ
(
eixξ
)
= (iξ)
γ
eixξ − ρ(ξ) ∑
k<n−|γ|
(ixξ)
k
k!

= (iξ)
γ
(
eixξ − ρ(ξ)
(
eixξ − (ixξ)n−|γ| µn−|γ|(ixξ)
))
= (iξ)
γ
(
eixξ (1− ρ(ξ)) + ρ(ξ) (ixξ)n−|γ| µn−|γ|(ixξ)
)
,
now imply that when |ξ| ≤ r:
∣∣DγxQ∅,n,ξ (eixξ)∣∣ ≤ |ξ||γ|
(
|1− ρ(ξ)|+ |ρ(ξ)| |ξ|n−|γ| |x|
n−|γ|
(n− |γ|)!
)
= |ξ||γ|
(
|1− ρ(ξ)|+ |ρ(ξ)| |ξ|n−|γ| |x|
n−|γ|
(n− |γ|)!
)
≤
(
|ξ||γ| |1− ρ(ξ)||ξ|n + |ρ(ξ)|
|x|n−|γ|
(n− |γ|)!
)
|ξ|n
≤
(
r|γ|
|1− ρ(ξ)|
|ξ|n + ‖ρ‖∞;≤r |x|
n−|γ|
)
|ξ|n .
But ρ ∈ S1,n implies 1− ρ ∈ C∞∅,n and by Theorem 358 in Appendix A.8, given r > 0,
|1− ρ(ξ)| ≤ kρ;n,r |ξ|n , |ξ| ≤ r.
when
kρ;n;r =
1
n!
‖(̂·D)n ρ‖∞;≤r , n = 0, 1, 2, . . . .
2.5 Bounds for Q∅,n,ξ
(
ei(x,ξ)
)
71
Set
Cn,m,r = max
{
rmkρ;n,r, ‖ρ‖∞;≤r
}
, m ≤ n. (2.19)
Then when x ∈ Rd and |ξ| ≤ r,
∣∣DγxQ∅,n,ξ (eixξ)∣∣ ≤ Cn,|γ|,r |ξ|n (1 + |x|n−|γ|) ≤ Cn,|γ|,r |ξ|n (1 + |x|)n−|γ| .
We modify the proofs of Theorem 109 to obtain the following more delicate estimates:
Theorem 110 The function Q∅,n,ξ
(
eixξ
)
has the following properties:
1. Given r ≥ 0 for all x and |ξ| ≥ r,
∣∣DγxQ∅,n,ξ (eixξ)∣∣ ≤
 C
(ρ)
n−|γ|,r
(
1 +
∑
k<n−|γ|
|xξ̂|k
k!
)
|ξγ | , |γ| < n,
|ξγ | , |γ| ≥ n,
, (2.20)
∣∣DγxQ∅,n,ξ (eixξ)∣∣ ≤
 C
(ρ)
n−|γ|,r
(
1 +
∑
|α|<n−|γ|
|xα|
α!
)
|ξγ | , |γ| < n,
|ξγ | , |γ| ≥ n,
(2.21)
where C
(ρ)
n−|γ|,r is defined by 2.26. This is a useful estimate for large x and large ξ.
2. Given r > 0 for all x and |ξ| ≤ r,
∣∣DγxQ∅,n,ξ (eixξ)∣∣ ≤
 C(ρ)n,r |ξ|n
(
|ξγ |+ |xξ̂|
n−|γ|
(n−|γ|)!
)
, |γ| < n,
|ξγ | , |γ| ≥ n.
(2.22)
∣∣DγxQ∅,n,ξ (eixξ)∣∣ ≤
 C
(ρ)
n,r |ξ|n
(
|ξγ |+ ∑
|α|=n−|γ|
|xα|
α!
)
, |γ| < n,
|ξγ | , |γ| ≥ n.
(2.23)
where C(ρ)n,r is given by 2.27.
Proof. We first derive a formula for DγxQ∅,n,ξ
(
eixξ
)
. For some ρ ∈ S1,n,
Q∅,n,ξ
(
eixξ
)
= eixξ − ρ(ξ)
∑
|α|<n
i|α|xαξα
α!
= eixξ − ρ(ξ)
∑
k<n
∑
|α|=k
i|α|xαξα
α!
= ei(x,ξ) − ρ(ξ)
∑
k<n
(ixξ)
k
k!
, (2.24)
so that
DγxQ∅,n,ξ
(
eixξ
)
=
{
(iξ)
γ Q∅,n−|γ|,ξ
(
eixξ
)
, |γ| < n,
(iξ)γ , |γ| ≥ n. (2.25)
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Part 1 If |γ| ≥ n then clearly ∣∣DγxQ∅,n,ξ (eixξ)∣∣ ≤ |ξγ |. On the other hand, if |γ| < n then from equations 2.25
and then 2.24,
∣∣DγxQ∅,n,ξ (eixξ)∣∣ = ∣∣(iξ)γ Q∅,n−|γ|,ξ (eixξ)∣∣
≤ |ξγ |
1 + ∑
k<n−|γ|
|ρ(ξ)| |xξ|
k
k!

≤ |ξγ |
1 + ∑
k<n−|γ|
1
k!
|ξ|k |ρ(ξ)|
∣∣∣xξ̂∣∣∣k

≤ |ξγ |
1 + ∑
k<n−|γ|
1
k!
∥∥∥|·|k ρ∥∥∥
∞;≥r
∣∣∣xξ̂∣∣∣k

≤ max
{
1, max
j<n−|γ|
∥∥∥|·|j ρ∥∥∥
∞;≥r
}
|ξγ |
1 + ∑
k<n−|γ|
1
k!
∣∣∣xξ̂∣∣∣k

≤ C(ρ)n−|γ|,r |ξγ |
1 + ∑
k<n−|γ|
1
k!
∣∣∣xξ̂∣∣∣k
 ,
where
C
(ρ)
m,r = max
{
1,max
j<m
∥∥∥|·|j ρ∥∥∥
∞;≥r
}
, m ≥ 1. (2.26)
But
∑
k<n−|γ|
1
k!
∣∣∣xξ̂∣∣∣k = ∑
k<n−|γ|
∣∣∣∣∣∣
∑
|α|=k
1
α!
xαξ̂α
∣∣∣∣∣∣ ≤
∑
k<n−|γ|
∑
|α|=k
|xα|
α!
=
∑
|α|<n−|γ|
|xα|
α!
.
Part 2 If |γ| ≥ n the inequality follows from part 1.
There remains the case |γ| < n. Using the Taylor series expansion about zero (Appendix A.8) we define the
”remainder” function µm by e
it =
∑
k<m
(it)k
k! + (it)
m µm(t) (note 2.3, 2.2 imply µm =
√
2pi
m! ĝm) and note that
‖µm‖∞ ≤ 1m! . The following calculations
DγxQ∅,n,ξ
(
eixξ
)
= (iξ)
γ Q∅,n−|γ|,ξ
(
eixξ
)
= (iξ)
γ
eixξ − ρ(ξ) ∑
k<n−|γ|
(ixξ)
k
k!

= (iξ)
γ
(
eixξ − ρ(ξ)
(
eixξ − (ixξ)n−|γ| µn−|γ|(xξ)
))
= (iξ)
γ
(
eixξ (1− ρ(ξ)) + ρ(ξ) (ixξ)n−|γ| µn−|γ|(xξ)
)
,
2.5 Bounds for Q∅,n,ξ
(
ei(x,ξ)
)
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now imply that when |ξ| ≤ r,
∣∣DγxQ∅,n,ξ (eixξ)∣∣ ≤ |ξγ |
|1− ρ(ξ)|+ |ρ(ξ)| |ξ|n−|γ|
∣∣∣xξ̂∣∣∣n−|γ|
(n− |γ|)!

= |ξγ | |1− ρ(ξ)|+ |ρ(ξ)| |ξγ | |ξ|n−|γ|
∣∣∣xξ̂∣∣∣n−|γ|
(n− |γ|)!
≤ |ξγ | |1− ρ(ξ)|+ |ρ(ξ)| |ξ||γ| |ξ|n−|γ|
∣∣∣xξ̂∣∣∣n−|γ|
(n− |γ|)!
= |ξγ | |1− ρ(ξ)|+ |ρ(ξ)| |ξ|n
∣∣∣xξ̂∣∣∣n−|γ|
(n− |γ|)!
≤ |ξ|n
|ξγ | |1− ρ(ξ)||ξ|n + |ρ(ξ)|
∣∣∣xξ̂∣∣∣n−|γ|
(n− |γ|)!
 .
But ρ ∈ S1,n implies 1− ρ ∈ C∞∅,n and by Theorem 358 in Appendix A.8,
|1− ρ(ξ)| ≤ 1
n!
C(ρ)n,r |ξ|n , |ξ| ≤ r,
where
C(ρ)n,r =
1
n!
‖(̂·D)n ρ‖∞;≤r , n = 0, 1, 2, . . . . (2.27)
Thus when |ξ| ≤ r,
∣∣∣DγxQ∅,n,ξ (ei(x,ξ))∣∣∣ ≤ |ξ|n
C(ρ)n,r |ξγ |+ ‖ρ‖∞;≤r
∣∣∣xξ̂∣∣∣n−|γ|
(n− |γ|)!

≤ C(ρ)n,r |ξ|n
|ξγ |+
∣∣∣xξ̂∣∣∣n−|γ|
(n− |γ|)!
 ,
Finally, from the identity A.1 we have∣∣∣xξ̂∣∣∣n−|γ|
(n− |γ|)! =
∣∣∣∣∣∣
∑
|α|=n−|γ|
xαξ̂α
α!
∣∣∣∣∣∣ ≤
∑
|α|=n−|γ|
∣∣∣xαξ̂α∣∣∣
α!
≤
∑
|α|=n−|γ|
|xα|
α!
,
so that ∣∣∣DγxQ∅,n,ξ (ei(x,ξ))∣∣∣ ≤ C(ρ)n,r |ξ|n
|ξγ |+ ∑
|α|=n−|γ|
|xα|
α!
 , |ξ| ≤ r.
Remark 111
1. We use forms involving sums of |xα| instead of |x| because of their simple interaction with the Fourier
transform i.e. |xα| |û| = |xαû| =
∣∣∣D̂αu∣∣∣.
2. The Stirling formula
k! = (2π)
1/2
k1/2
(
k
e
)k
exp
(
1
12k
− 1
360k3
+ . . .
)
> (2π)
1/2
k1/2
(
k
e
)k
>
(
k
e
)k
,
implies that
1 +
|s|k
k!
< 1 +
( e
k
|s|
)k
<
(
1 +
e
k
|s|
)k
. (2.28)
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2.6 A useful inverse Fourier transform theorem
The next theorem will be used in Section 2.7 to derive an inverse Fourier transform formula for a basis function
and in Section 2.10 to derive an inverse Fourier transform formula for any member of Xθw. This theorem will use
the following lemma which shows how, when φ ∈ S, the expressions P∅,nφ and Q∅,nφ can be expressed in terms of
P∅,n,x
(
ei(x,ξ)
)
and Q∅,n,x
(
ei(x,ξ)
)
.
Lemma 112 If ψ ∈ S then:
1.
(
P∅,n
∨
ψ
)
(ξ) = (2π)−
d
2
∫ P∅,n,ξ (ei(x,ξ))ψ (x) dx.
2.
(
Q∅,n
∨
ψ
)
(ξ) = (2π)
− d2 ∫ Q∅,n,ξ (ei(x,ξ))ψ (x) dx.
Proof. If ψ ∈ S then(
P∅,n
∨
ψ
)
(ξ) = ρ (ξ)
∑
|α|<n
ξαDα
∨
ψ(0)
α!
= ρ (ξ)
∑
|α|<n
ξα
α!
((ix)
α
ψ)
∨
(0)
= (2π)
− d2 ρ (ξ)
∑
|α|<n
ξα
α!
∫
(ix)
α
ψ (x) dx
= (2π)
− d2
∫ ∑
|α|<n
ρ (ξ)
(ix)
α
ξα
α!
ψ (x) dx
= (2π)
− d2
∫
P∅,n,ξ
(
ei(x,ξ)
)
ψ (x) dx,
and hence (
Q∅,n
∨
ψ
)
(ξ) =
∨
ψ (ξ)−
(
P∅,n
∨
ψ
)
(ξ)
= (2π)
− d2
∫
eiξxψ (x) dx− (2π)−d/2
∫
P∅,n,ξ
(
ei(x,ξ)
)
ψ (x) dx
= (2π)−
d
2
∫
Q∅,n,ξ
(
ei(x,ξ)
)
ψ (x) dx
= (2π)
− d2
∫
Q∅,n,ξ
(
ei(x,ξ)
)
ψ (x) dx.
To prove the next theorem we will require another lemma concerning differentiation under the integral sign.
Lemma 113 (Prop 7.8.4 of Malliavin [17])Suppose f : Rm+n → C and we write f (ξ, x) where ξ ∈ Rm and
x ∈ Rn. Further suppose that:
1. For each ξ, f (ξ, ·) ∈ C(k) (Rn).
2. For each x,
∫ ∣∣∣Dαξ f (ξ, x) dξ∣∣∣ <∞ for |α| ≤ k.
Then we have
Dαx
∫
f (ξ, x) dξ =
∫
Dαxf (ξ, x) dξ, when |α| ≤ k,
and
∫
f (ξ, ·) dξ ∈ C(k) (Rn).
Theorem 114 Suppose f ∈ S′ and f̂ ∈ L1loc
(
Rd \ 0). Define the function fF : Rd → C a.e. by fF = f̂ on Rd \ 0.
Then:
1. If the action
∫
fFφ on φ ∈ S∅,n defines a member of S′∅,n, and if fF = f̂ on S∅,n, it follows that for all
multi-indexes γ [
D̂γf, ψ
]
=
∫
(iξ)
γ (Q∅,nψ) (ξ) fF (ξ) dξ + (2π)− d2 [p̂D̂γf , ψ] , ψ ∈ S, (2.29)
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where for u ∈ S′, pu ∈ Pn−1 is defined by
pu (x) :=
∑
|α|<n
bα,u
α!
xα, bα,u = [u, (−iξ)α ρ] . (2.30)
Further, D̂γf = (iξ)
γ
fF on S∅,n, and (iξ)
γ
fF ∈ L1loc
(
Rd \ 0).
2. For all γ,
Dγf =
(
Q∗∅,nD̂γf
)∨
+ (2π)
− d2 p
D̂γf
= Dγ
(
Q∗∅,nf̂
)∨
+ (2π)
− d2 Dγpf̂ . f ∈ S′. (2.31)
3. Now also assume that for a given multi-index γ there exist constants sγ ≥ 0 and kγ > 0 such that∫ ∣∣∣DγxQ∅,n,ξ (ei(x,ξ)) fF (ξ)∣∣∣ dξ ≤ kγ (1 + |x|)sγ , x ∈ Rd. (2.32)
Then Dγf ∈ C(0)BP ,
Dγf (x) = (2π)
− d2
∫
DγxQ∅,n,ξ
(
ei(x,ξ)
)
fF (ξ) dξ + (2π)
− d2 Dγpf̂ (x) , (2.33)
and ∫
DγxQ∅,n,ξ
(
ei(x,ξ)
)
fF (ξ) dξ =
{ ∫
(iξ)
γ Q∅,n−|γ|,ξ
(
ei(x,ξ)
)
fF (ξ) dξ, |γ| < n,∫
ei(x,ξ) (iξ)
γ
fF (ξ) dξ, |γ| ≥ n, (2.34)
=
{ ∫ Q∅,n−|γ|,ξ (ei(x,ξ)) (Dγf)F (ξ) dξ, |γ| < n,∫
ei(x,ξ) (Dγf)F (ξ) dξ, |γ| ≥ n,
(2.35)
where the function (Dγf)F : R
d → C is a.e. defined by (Dγf)F = D̂γf on Rd \ 0.
4. Suppose, in addition to the conditions imposed in part 1, we assume that there are constants k′γ > 0 and
s′γ ≥ 0 such that ∫ ∣∣∣(iξ)γ Q∅,n,ξ (ei(x,ξ)) fF (ξ)∣∣∣ dξ ≤ k′γ (1 + |x|)s′γ , x ∈ Rd.
Then
Dγf (x) = (2π)
− d2
∫
(iξ)
γ Q∅,n,ξ
(
ei(x,ξ)
)
fF (ξ) dξ + (2π)
− d2 p
D̂γf
(x) (2.36)
= (2π)
− d2
∫
Q∅,n,ξ
(
ei(x,ξ)
)
(Dγf)F (ξ) dξ + (2π)
− d2 p
D̂γf
(x) .
Proof. Part 1 We first prove equation 2.29. From part 2 of Theorem 102 we know that Q∅,n : S → S∅,n and since
the current theorem assumes that fF = f̂ on S∅,n and that
∫
fFφ on φ ∈ S∅,n defines a member of S′∅,n, we have
for ψ ∈ S and the action variable ξ[
D̂γf, ψ
]
=
[
(iξ)
γ
f̂ , ψ
]
=
[
(iξ)
γ
f̂ ,Q∅,nψ
]
+
[
(iξ)
γ
f̂ ,P∅,nψ
]
.
But [
(iξ)
γ
f̂ ,Q∅,nψ
]
=
[
f̂ , (iξ)
γ Q∅,nψ
]
=
[
fF , (iξ)
γ Q∅,nψ
]
=
∫
(iξ)γ Q∅,nψ (ξ) fF (ξ) dξ,
and [
(iξ)γ f̂ ,P∅,nψ
]
=
[
P∗∅,n
(
(iξ)γ f̂
)
, ψ
]
=
[
P∗∅,nD̂γf, ψ
]
,
so that [
D̂γf, ψ
]
=
∫
(iξ)
γ Q∅,nψ (ξ) fF (ξ) dξ +
[
P∗∅,nD̂γf, ψ
]
. (2.37)
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The next step is to simplify the second term on the right. From part 1 of Theorem 104
P∗∅,nf̂ =
∑
|α|<n
bα,f̂
α!
(−iD)α
 δ, bα,f̂ = [f̂ , (−iξ)α ρ] .
Hence (
P∗∅,nf̂
)∨
(x) = (2π)−
d
2
∑
|α|<n
bα,f̂
α!
xα = (2π)−
d
2 pf̂ (x) ,
so that [
P∗∅,nf̂ , ψ
]
=
[(
P∗∅,nf̂
)∨
, ψ̂
]
= (2π)
− d2
[
pf̂ , ψ̂
]
= (2π)
− d2
[
p̂f̂ , ψ
]
,
and
P∗∅,nD̂γf = (2π)−
d
2 p̂
D̂γf
, (2.38)
so that 2.37 becomes 2.29. It remains to show that D̂γf = (iξ)
γ
fF on S∅,n. In fact, if φ ∈ S∅,n then, since
fF = f̂ on S∅,n,
[
D̂γf, φ
]
=
[
(iξ)γ f̂ , φ
]
=
[
f̂ , (iξ)γ φ
]
= [fF , (iξ)
γ φ] = [(iξ)γ fF , φ] as required. Also, we are given
that fF = f̂ on Rd \ 0 and f̂ ∈ L1loc
(
Rd \ 0) so fF ∈ L1loc (Rd \ 0) and (iξ)γ fF ∈ L1loc (Rd \ 0).
Part 2 From 2.38,
Dγf =
(
D̂γf
)∨
=
(
Q∗∅,nD̂γf
)∨
+
(
P∗∅,nD̂γf
)∨
=
(
Q∗∅,nD̂γf
)∨
+
(
(2π)−
d
2 p̂
D̂γf
)∨
=
(
Q∗∅,nD̂γf
)∨
+ (2π)
−d2 p
D̂γf
.
Thus f =
(
Q∗∅,nf̂
)∨
+ (2π)
− d2 pf̂ and hence
Dγf = Dγ
(
Q∗∅,nf̂
)∨
+ (2π)−
d
2 Dγpf̂ .
Part 3 The next step is to prove equation 2.33. If ψ ∈ S then since Q∅,n + P∅,n = I
[Dγf, ψ] = (−1)|γ| [f,Dγψ] = (−1)|γ|
[
f̂ , (Dγψ)
∨]
= (−1)|γ|
[
f̂ ,Q∅,n
(
(Dγψ)
∨)]
+
+ (−1)|γ|
[
f̂ ,P∅,n
(
(Dγψ)∨
)]
.
By part 2 of Theorem 102 Q∅,n : S → S∅,n and since this theorem assumes that fF = f̂ on S∅,n and that
∫
fFφ
on φ ∈ S∅,n defines a member of S′∅,n, we have[
f̂ ,Q∅,n
(
(Dγψ)
∨)]
=
[
fF ,Q∅,n
(
(Dγψ)
∨)]
=
∫
Q∅,n
(
(Dγψ)
∨)
(ξ) fF (ξ) dξ.
Also by 2.38 with γ = 0[
f̂ ,P∅,n
(
(Dγψ)
∨)]
=
[(
P∗∅,nf̂
)∨
, Dγψ
]
= (2π)
− d2
[
pf̂ , D
γψ
]
= (2π)
− d2
[
(−D)γ pf̂ , ψ
]
,
so that now
[Dγf, ψ] = (−1)|γ|
∫
Q∅,n
(
(Dγψ)∨
)
(ξ) fF (ξ) dξ + (2π)
− d2
[
Dγpf̂ , ψ
]
.
From Lemma 112, for action variable x,
Q∅,n
(
(Dγψ)∨
)
(ξ) = (2π)−
d
2
∫
Q∅,n,ξ
(
ei(x,ξ)
)
Dγψ (x) dx
= (2π)−
d
2
[
Q∅,n,ξ
(
ei(·,ξ)
)
, Dγψ
]
= (2π)
− d2
[
(−D)γ Q∅,n,ξ
(
ei(·,ξ)
)
, ψ
]
= (2π)−
d
2
∫
(−D)γx
(
Q∅,n,ξ
(
ei(x,ξ)
))
ψ (x) dx,
2.6 A useful inverse Fourier transform theorem 77
so that
[Dγf, ψ] = (2π)−
d
2
∫ ∫
Dγx
(
Q∅,ξ
(
ei(x,ξ)
))
ψ (x) dx fF (ξ) dξ + (2π)
− d2
[
Dγpf̂ , ψ
]
= (2π)
− d2
∫ ∫
Dγx
(
Q∅,ξ
(
ei(x,ξ)
))
fF (ξ)ψ (x) dxdξ + (2π)
− d2
[
Dγpf̂ , ψ
]
.
But from the assumptions of this theorem we know the double integral is absolutely integrable. Thus
[Dγf, ψ] = (2π)−
d
2
∫ (∫
DγxQ∅,ξ
(
ei(x,ξ)
)
fF (ξ) dξ
)
ψ (x) dx+ (2π)−
d
2
[
Dγpf̂ , ψ
]
,
and assumption 2.32 implies
∫
DγxQ∅,n,ξ
(
ei(x,ξ)
)
fF (ξ) dξ ∈ L1loc, so we can conclude that
Dγf (x) = (2π)
− d2
∫
DγxQ∅,n,ξ
(
ei(x,ξ)
)
fF (ξ) dξ + (2π)
− d2 Dγpf̂ (x) ,
which proves 2.33. In addition,
DγxQ∅,n,ξ
(
ei(x,ξ)
)
fF (ξ) ∈ C(0) for each ξ, and by inequality 2.32,
DγxQ∅,n,ξ
(
ei(x,ξ)
)
fF (ξ) ∈ L1 for each x. Thus by Lemma 169, Dγf ∈ C(0),
and the upper bound 2.32 applied to the right side of 2.33 implies Dγf ∈ C(0)BP .
Further, from 2.17
DγxQ∅,n,ξ
(
ei(x,ξ)
)
=
{
(iξ)
γ Q∅,n−|γ|,ξ
(
ei(x,ξ)
)
, |γ| < n,
(iξ)
γ
, |γ| ≥ n,
which proves 2.34.
In part 1 it was shown that D̂γf = (iξ)
γ
fF on S∅,n and (iξ)
γ
fF ∈ L1loc
(
Rd \ 0). Thus D̂γf ∈ L1loc (Rd \ 0) and it
is meaningful to define the function (Dγf)F . In fact (D
γf)F = (iξ)
γ fF a.e. on Rd \0 and hence (Dγf)F = (iξ)γ fF
a.e. which means the right side of 2.34 implies the right side of 2.35.
Part 4 From part 2, if ψ ∈ S then
[Dγf, ψ] =
[(
Q∗∅,nD̂γf
)∨
, ψ
]
+
[
(2π)
−d2 p
D̂γf
, ψ
]
.
But by Theorem 102, Q∅,n : S → S∅,n, and since f̂ = fF on S∅,n we continue as:[(
Q∗∅,nD̂γf
)∨
, ψ
]
=
[
Q∗∅,nD̂γf,
∨
ψ
]
=
[
D̂γf,Q∅,n
∨
ψ
]
=
=
[
(iξ)γ f̂ ,Q∅,n
∨
ψ
]
=
[
f̂ , (iξ)γ Q∅,n
∨
ψ
]
=
[
f̂ , (iξ)γ Q∅,n
∨
ψ
]
=
=
[
fF , (iξ)
γ Q∅,n
∨
ψ
]
=
∫
(iξ)
γ
(
Q∅,n
∨
ψ
)
(ξ) fF (ξ) dξ.
and substituting part 2 of Lemma 112 and using 2.32 to change the order of integration by means of Fubini’s
theorem we get
Dγf (x) = (2π)
− d2
∫
(iξ)
γ Q∅,n,ξ
(
ei(x,ξ)
)
fF (ξ) dξ + (2π)
− d2 p
D̂γf
. (x)
=
∫ (
Q∅,n
∨
ψ
)
(ξ) (Dγf)F (ξ) dξ + (2π)
− d2 p
D̂γf
. (x) .
Remark 115
1. Equation 2.29 can be regarded as a modified inverse Fourier transform for a subspace of the tempered
distributions. Equation 2.33 can be regarded as a ‘modified’ inverse Fourier transform for a subspace of C
(0)
BP .
Instead of using the Fourier transform as the argument its L1loc restriction to R
d \ 0 is used, and instead of
the exponential ei(x,ξ), the exponential has a Taylor series-like term subtracted.
2. In part 3 the polynomial term depends on the order of the derivative. In part 4 the polynomial term is in
general always of constant degree n− 1.
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The next corollary will be directly applicable to both basis functions and to functions belonging to Xθw.
Corollary 116 Suppose m and n are positive integers. Further:
1. Suppose f ∈ S′ and f̂ ∈ L1loc
(
Rd \ 0). Define a.e. the function fF : Rd → C by fF = f̂ on Rd \ 0.
2. Assume the action
∫
fFφ on φ ∈ S∅,n defines a member of S′∅,n, and that fF = f̂ on S∅,n.
3. Assume that if |γ| ≤ m there exist sγ ≥ 0 and kγ > 0 independent of ξ such that∫ ∣∣∣DγxQ∅,n,ξ (ei(x,ξ)) fF (ξ)∣∣∣ dξ ≤ kγ (1 + |x|)sγ . (2.39)
Let fρ =
(
Q∗∅,nf̂
)∨
∈ S′ so that
f = fρ + (2π)
− d2 pf̂ , (2.40)
where pf̂ ∈ Pn−1 is defined by 2.30 and the subscript ρ ∈ S1,n is the function used to define the operator P∅,n.
Then fρ ∈ C(m)BP ∩ S′ and if |γ| ≤ m then
Dγfρ (x) = (2π)
− d2
∫
DγxQ∅,n,ξ
(
ei(x,ξ)
)
fF (ξ) dξ (2.41)
=
{
(2π)
−d
2
∫ Q∅,n−|γ|,ξ (ei(x,ξ)) (iξ)γ fF (ξ) dξ, |γ| < n,
(2π)
−d2 ∫ ei(x,ξ) (iξ)γ fF (ξ) dξ, |γ| ≥ n, (2.42)
=
{
(2π)
−d2 ∫ Q∅,n−|γ|,ξ (ei(x,ξ)) (Dγf)F (ξ) dξ, |γ| < n,
(2π)−
d
2
∫
ei(x,ξ) (Dγf)F (ξ) dξ, |γ| ≥ n,
(2.43)
and
|Dγfρ (x)| ≤ kγ (1 + |x|)sγ , |γ| ≤ m. (2.44)
Proof. Equation 2.33 of Theorem 114 can be written
Dγ
(
f (x)− (2π)− d2 pf̂ (x)
)
= (2π)
− d2
∫
DγxQ∅,n,ξ
(
ei(x,ξ)
)
fF (ξ) dξ,
so the definition of fρ implies equations 2.41 to 2.35. Theorem 114 implies D
γf ∈ C(0) for |γ| < m i.e. f ∈ C(m).
Further, the upper bound 2.39 applied to the right side of equation 2.41 implies the upper bound 2.44 and hence
that fρ ∈ C(m)BP .
2.7 An inverse Fourier transform for basis functions
From Theorems 77 and 79 we see that when a weight function has properties W3.1 or W3.3 the basis functions
have bounded derivatives. However, for property W3.2 we only know that G ∈ C(⌊2κ⌋)BP i.e. G has polynomial
growth at infinity but with no upper bound on the rate of growth near infinity. This situation will be rectified in
Theorem 120 where we will use the upper bounds for
∣∣DγxQ∅,2θ,ξ (ei(x,ξ))∣∣ derived in the next lemma to give an
upper bound for the basis function growth near infinity and to prove some inverse Fourier transform formulas for
the basis functions and their derivatives. We then explore some other consequences of these results.
But first we need the lemma which will supply the estimates 2.32 required by Corollary 116.
?? COMPARE WITH SECTION 2.8 BELOW ???
See Theorem 125 below which is the radial version of this lemma.
Lemma 117 Suppose the weight function w has properties W2.1 and W3.2 for order θ and parameter κ. Then if
|γ| ≤ ⌊2κ⌋ there exist constants
{
υ
(w)
k,γ
}2θ−|γ|
k=0
, independent of x, such that
∫ ∣∣DγxQ∅,2θ,ξ (ei(x,ξ))∣∣
w (ξ) |ξ|2θ
dξ ≤

max
{
C
(ρ)
2θ,r3
, C
(ρ)
2θ−|γ|,r3
} ∑
k≤2θ−|γ|
υ
(w)
k,γ
|x|k
k! , |γ| < 2θ,∫ |ξγ |
w|·|2θ , |γ| ≥ 2θ.
(2.45)
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Here the υ
(w)
k,γ are given by 2.47 and only depend on the weight function w and on the parameters θ, κ, r3 which
define weight function property W3.2.
Finally, inequality 2.45 implies that for all multi-indexes γ, there exist constants Cw,γ > 0 such that
∫ ∣∣DγxQ∅,2θ,ξ (ei(x,ξ))∣∣
w (ξ) |ξ|2θ
dξ ≤
{
Cw,γ (1 + |x|)2θ−|γ| , |γ| < 2θ,
Cw,γ , |γ| ≥ 2θ. ,
where Cw,γ =
∫ |ξγ |
w|·|2θ when |γ| ≥ 2θ.
Proof. There are two cases to be considered: |γ| < 2θ and |γ| ≥ 2θ. In both cases we will split the range of
integration into the two concentric regions defined by the sphere S (0; r3).
We use the estimate of part 2 of Theorem 110 for
∣∣DγxQ∅,2θ,ξ (ei(x,ξ))∣∣ in the closed ball B (0; r3) and the estimate
of part 1 of Theorem 110 outside the closed ball.
Case 1 |γ| < 2θ and |γ| ≤ ⌊2κ⌋ Thus
∫
|·|≤r3
∣∣DγxQ∅,2θ,ξ (eixξ)∣∣
w (ξ) |ξ|2θ
dξ ≤
∫
|·|≤r3
C
(ρ)
2θ,r3
|·|2θ
(
|ξγ |+ |xξ̂|
2θ−|γ|
(2θ−|γ|)!
)
w |·|2θ
= C
(ρ)
2θ,r3
 ∫
|·|≤r3
|ξγ |
w
+
1
(2θ − |γ|)!
∫
|·|≤r3
∣∣∣xξ̂∣∣∣2θ−|γ|
w

= C
(ρ)
2θ,r3
 ∫
|·|≤r3
|ξγ |
w
+
|x|2θ−|γ|
(2θ − |γ|)!
∫
|·|≤r3
∣∣∣x̂ξ̂∣∣∣2θ−|γ|
w
 .
and the integrals exist since property W2.1 is 1/w ∈ L1loc. Further
∫
|·|≥r3
∣∣DγxQ∅,2θ,ξ (ei(x,ξ))∣∣
w (ξ) |ξ|2θ
dξ ≤
∫
|·|≥r3
C
(ρ)
2θ−|γ|,r3
(
1 +
∑
k<2θ−|γ|
|xξ̂|k
k!
)
|ξγ |
w |·|2θ
≤ C(ρ)2θ−|γ|,r3
∫
|·|≥r3
(
1 +
∑
k<2θ−|γ|
|xξ̂|k
k!
)
|ξγ |
w |·|2θ
= C
(ρ)
2θ−|γ|,r3
∫
|·|≥r3
|ξγ |
w |·|2θ
+ C
(ρ)
2θ−|γ|,r3
∑
k<2θ−|γ|
1
k!
∫
|·|≥r3
∣∣∣xξ̂∣∣∣k |ξγ |
w |·|2θ
= C
(ρ)
2θ−|γ|,r3
∫
|·|≥r3
|ξγ |
w |·|2θ
+ C
(ρ)
2θ−|γ|,r3
∑
k<2θ−|γ|
|x|k
k!
∫
|·|≥r3
∣∣∣x̂ξ̂∣∣∣k |ξγ |
w |·|2θ
,
80 2. More basis function and semi-Hilbert data space theory
And by Theorem 10 the last integral exists. Adding the two estimates we get∫ ∣∣DγxQ∅,2θ,ξ (eixξ)∣∣
w (ξ) |ξ|2θ
dξ
≤ C(ρ)2θ,r3
 ∫
|·|≤r3
|ξγ |
w
+
|x|2θ−|γ|
(2θ − |γ|)!
∫
|·|≤r3
∣∣∣x̂ξ̂∣∣∣2θ−|γ|
w
+
+ C
(ρ)
2θ−|γ|,r3
∫
|·|≥r3
|ξγ |
w |·|2θ
+ C
(ρ)
2θ−|γ|,r3
∑
k<2θ−|γ|
|x|k
k!
∫
|·|≥r3
∣∣∣x̂ξ̂∣∣∣k |ξγ |
w |·|2θ
=
C(ρ)2θ,r3 ∫
|·|≤r3
|ξγ |
w
+ 2C
(ρ)
2θ−|γ|,r3
∫
|·|≥r3
|ξγ |
w |·|2θ
+ ∑
k<2θ−|γ|
C(ρ)2θ−|γ|,r3 ∫
|·|≥r3
∣∣∣x̂ξ̂∣∣∣k |ξγ |
w |·|2θ
 |x|k
k!
+
+
C(ρ)2θ,r3 ∫
|·|≤r3
∣∣∣x̂ξ̂∣∣∣2θ−|γ|
w
 |x|2θ−|γ|
(2θ − |γ|)!
≤ max
{
C
(ρ)
2θ,r3
, C
(ρ)
2θ−|γ|,r3
}
×
×

( ∫
|·|≤r3
|ξγ |
w + 2
∫
|·|≥r3
|ξγ |
w|·|2θ
)
+
∑
k<2θ−|γ|
( ∫
|·|≥r3
|x̂ξ̂|k|ξγ |
w|·|2θ
)
|x|k
k! +
+
( ∫
|·|≤r3
|x̂ξ̂|2θ−|γ|
w
)
|x|2θ−|γ|
(2θ−|γ|)!
 ,
so that∫ ∣∣DγxQ∅,2θ,ξ (eixξ)∣∣
w (ξ) |ξ|2θ
dξ ≤ max
{
C
(ρ)
2θ,r3
, C
(ρ)
2θ−|γ|,r3
} ∑
k≤2θ−|γ|
υ
(w)
k,γ
|x|k
k!
, |γ| < 2θ, |γ| ≤ ⌊2κ⌋ (2.46)
where
υ
(w)
k,γ =

∫
|·|≤r3
|ξγ |
w + 2
∫
|·|≥r3
|ξγ |
w|·|2θ , k = 0,∫
|·|≥r3
|x̂ξ̂|k|ξγ |
w|·|2θ , 0 < k < 2θ − |γ| ,∫
|·|≤r3
|x̂ξ̂|2θ−|γ|
w , k = 2θ − |γ| .
. (2.47)
Case 2 |γ| ≥ 2θ and |γ| ≤ ⌊2κ⌋ From Theorem 110,∫ ∣∣DγxQ∅,ξ (ei(x,ξ))∣∣
w (ξ) |ξ|2θ
≤
∫ |ξγ |
w |·|2θ
.
If we only assume the weight function has property W2 then part 1 of Theorem 114 allows us to convert the
definition 1.62 of a basis distribution G ∈ S′ i.e.
[
Ĝ, φ
]
=
∫
φ
w|·|2θ for all φ ∈ S∅,2θ, into the explicit formulas 2.48
of the next theorem.
Theorem 118 Suppose the weight function w has property W2 and let G be a basis distribution of order θ ≥ 1
generated by w. Then for any multi-index γ[
D̂γG,φ
]
=
∫
(iξ)
γ Q∅,2θφ (ξ)
w (ξ) |ξ|2θ
dξ + (2π)
− d2
[(
p
D̂γG
)∧
, φ
]
, φ ∈ S, (2.48)
where for u ∈ S′
pu (x) =
∑
|α|<2θ
bu,α
α!
xα, bu,α = [u, (−iξ)α ρ] , (2.49)
and ξ is the action variable.
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Proof. From weight function property W2.1, 1w ∈ L1loc and so by Definition 72 we have G ∈ S′, Ĝ = 1w|·|2θ on S∅,2θ
and 1
w|·|2θ ∈ L1loc
(
Rd \ 0) ∩ S′∅,2θ. Now set GF = Ĝ on Rd \ 0 so that GF = 1w|·|2θ ∈ L1loc (Rd \ 0) ∩ S′∅,2θ. Equation
2.48 now follows from equation 2.29 of Theorem 114 with f = G.
Remark 119 This result is closely related to Theorem 2.1 of Madych and Nelson [16]. Indeed, in the comments
following Theorem 2.1 Madych and Nelson illustrate Theorem 2.1 by choosing dµ (ξ) = w (ξ) dξ where w corresponds
to 1/w in this document i.e. to the reciprocal of our weight function.
If we further assume that the weight function has property W3.2 then we can apply the bounds derived in the
previous lemma to Corollary 116 and show that every basis function G is the sum of a polynomial in P2θ−1 and a
special basis function Gρ which depends only on the choice of a function ρ ∈ S1,n. In turn Gρ satisfies the modified
inverse-Fourier transform equations 2.53 and the growth estimates 2.54.
Theorem 120 Suppose the weight function w has property W2.1 and property W3.2 for order θ and parameter
κ. Further suppose that G is a basis distribution of order θ and the operator P∅,θ is defined using the function
ρ ∈ S1,2θ.
Then G ∈ C(⌊2κ⌋)BP and we define the non-unique basis distribution Gρ by
Gρ := G− (2π)−
d
2 pĜ, (2.50)
where pĜ ∈ P2θ−1 is defined using 2.49. For all |γ| ≤ ⌊2κ⌋:
DγGρ (x) = (2π)
− d2
∫
DγxQ∅,2θ,ξ
(
ei(x,ξ)
)
w (ξ) |ξ|2θ
dξ (2.51)
=
 (2π)
− d2 ∫ Q∅,2θ−|γ|,ξ (ei(x,ξ)) (iξ)γw(ξ)|ξ|2θ dξ, |γ| < 2θ,
(2π)
− d2 ∫ ei(x,ξ) (iξ)γ
w(ξ)|ξ|2θ dξ, |γ| ≥ 2θ,
(2.52)
=
{
(2π)−
d
2
∫ Q∅,n−|γ|,ξ (ei(x,ξ)) (DγGρ)F (ξ) dξ, |γ| < 2θ,
(2π)−
d
2
∫
ei(x,ξ) (DγGρ)F (ξ) dξ, |γ| ≥ 2θ,
(2.53)
and DγGρ satisfies the growth estimate
|DγGρ (x)| ≤
{
Cw,γ (1 + |x|)2θ−|γ| , |γ| < 2θ,
Cw,γ , |γ| ≥ 2θ, (2.54)
where the constant Cw is given in Lemma 117.
Proof. Since pĜ ∈ Pθ−1 the basis distribution Definition 72 implies Gρ is also a basis distribution, and by part 4
of Theorem 78 it lies in C
(⌊2κ⌋)
BP .
We now want to apply Corollary 116 with f = G. However, inspection of the proof of Theorem 118 and the
inequality 2.54 shows that when m = ⌊2κ⌋, n = 2θ, fF = 1w|·|2θ , kγ = Cw and sγ = 2θ − |γ| for |γ| ≤ ⌊2κ⌋, all the
conditions of Corollary 116 are satisfied and we have our result.
The special basis function Gρ defined by 2.50 of the last theorem will enable us to relate various weight function
properties to the corresponding basis function properties e.g. the weight function is radial implies the function Gρ
is radial. But first we need a lemma.
Lemma 121 This lemma will employ the technique of Section 4.1, Stein and Weiss [26] which defines radial
functions in terms of orthogonal transformations.
Stein and Weiss observe that a function f is radial if and only if f (Ox) = f (x) for any linear, orthogonal
transformation O : Rd → Rd and any x ∈ Rd.
Note that an orthogonal transformation O satisfies OT = O−1 where (Ox, y) = (x,OT y) for the Euclidean inner
product. An orthogonal transformation has a Jacobian of one.
Theorem 122 Suppose the weight function w has properties W2.1 and W3.2 for order θ and κ. Then the special
basis function Gρ of order θ introduced in Theorem 120 has the following properties:
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1. If ρ1 and ρ2 are in S1,2θ then ρ2 − ρ1 ∈ S∅,2θ and
Gρ1 (x) −Gρ2 (x) = (2π)−d/2
∑
|α|<2θ
(∫
ρ2(ξ)− ρ1(ξ)
w (ξ) |ξ|2θ
(iξ)α dξ
)
xα
α!
∈ P2θ−1.
2. Gρ (−x) = Gρ (x) i.e. Gρ is conjugate-even.
3. If w and ρ are even functions then Gρ is a real valued even function.
4. If w and ρ are radial functions then Gρ is also a radial function.
5. If w is homogeneous of order s then
Gρ (tx) = t
s+2θ−dGρ(t−1ξ) (x)
= ts+2θ−dGρ (x) +
ts+2θ−d
(2π)
d/2
∑
|α|<2θ
(∫
ρ(ξ)− ρ(t−1ξ)
w (ξ) |ξ|2θ
(iξ)α dξ
)
xα
α!
= ts+2θ−dGρ (x) +
1
(2π)
d/2
∑
|α|<2θ
(∫
ρ(tη)− ρ(η)
w (η) |η|2θ
(iη)
α
dη
)
(tx)
α
α!
.
Proof. Part 1 By part 5 of Theorem 109 the integrands defining Gρ1 and Gρ2 are absolutely integrable. Hence
(2π)
d/2
(Gρ1 (x)−Gρ2 (x)) =
∫ ei(x,ξ) − ρ1(ξ) ∑
|α|<2θ
(ix)
α
ξα
α!
 dξ
w (ξ) |ξ|2θ
−
−
∫ ei(x,ξ) − ρ2(ξ) ∑
|α|<2θ
xα (iξ)
α
α!
 dξ
w (ξ) |ξ|2θ
=
∫ (ρ2(ξ)− ρ1(ξ)) ∑
|α|<2θ
xα (iξ)
α
α!
 dξ
w (ξ) |ξ|2θ
=
∫ ∑
|α|<2θ
ρ2(ξ)− ρ1(ξ)
w (ξ) |ξ|2θ
xα (iξ)
α
α!
dξ
=
∑
|α|<2θ
(∫
ρ2(ξ)− ρ1(ξ)
w (ξ) |ξ|2θ
(iξ)α dξ
)
xα
α!
,
if the integrals on the last line all exist. However, by parts 3 and 4 of Theorem 24, ρ2(ξ) − ρ1(ξ) ∈ S∅,2θ
implies (ρ2(ξ)− ρ1(ξ)) (iξ)α ∈ S∅,2θ. But Theorem 70 showed that if φ ∈ S∅,2θ then
∫ |φ(ξ)|
w(ξ)|ξ|2θ < ∞ and so
ρ2(ξ)−ρ1(ξ)
w(ξ)|ξ|2θ (iξ)
α ∈ L1.
Part 2 From 2.51 and Definition 100,
Gρ (x) = (2π)
−d2
∫ e−i(x,ξ) − ρ(ξ) ∑
|α|<2θ
(−ix)α ξα
α!
 dξ
w (ξ) |ξ|2θ
= Gρ (−x) .
Part 3 Suppose w and ρ are even functions. Then ρ(−x) = ρ(x) and
(2π)
d
2 Gρ (−x) =
∫ e−i(x,ξ) − ρ(ξ) ∑
|α|<2θ
(−ix)α ξα
α!
 dξ
w (ξ) |ξ|2θ
=
∫ e−i(x,ξ) − ρ(−ξ) ∑
|α|<2θ
(ix)α (−ξ)α
α!
 dξ
w (−ξ) |ξ|2θ
=
∫ ei(x,ξ) − ρ(ξ) ∑
|α|<2θ
(ix)α ξα
α!
 dξ
w (ξ) |ξ|2θ
= (2π)
d/2
Gρ (x) .
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Part 2 implies Gρ is real.
Part 4 First note that S1,2θ contains radial functions e.g. the standard example of a distribution test function,
the ‘cap-shaped’ function {
e exp
(
− 1
1−|x|2
)
, |x| ≤ 1,
0, |x| > 1,
lies in
S1,∞ := {φ ∈ S : φ (0) = 1, Dαφ (0) = 0 for all α 6= 0} .
We now use the definition of a radial function given in Lemma 121 to prove that Gρ is radial if ρ is radial. Now
Gρ (x) = (2π)
− d2
∫ (
ei(x,ξ) − ρ(ξ)
2θ∑
k=0
ik (x, ξ)
k
k!
)
dξ
w (ξ) |ξ|2θ
.
Thus
Gρ (Ox) = (2π)−
d
2
∫ (
ei(Ox,ξ) − ρ(ξ)
2θ∑
k=0
ik (Ox, ξ)k
k!
)
dξ
w (ξ) |ξ|2θ
= (2π)
− d2
∫ (
ei〈x,OT ξ〉 − ρ(ξ)
2θ∑
k=0
ik
(
x,OT ξ)k
k!
)
dξ
w (ξ) |ξ|2θ
,
and then making the change of variables η = OT ξ with dη = dξ and ξ = Oη
Gρ (Ox) = (2π)−
d
2
∫ (
ei〈x,η〉 − ρ(Oη)
2θ∑
k=0
ik (x, η)
k
k!
)
dη
w (Oη) |Oη|2θ
= (2π)
− d2
∫ (
ei〈x,η〉 − ρ(η)
2θ∑
k=0
ik (x, η)
k
k!
)
dη
w (Oη) |Oη|2θ
= Gρ (x) ,
since ρ and w are radial. Hence Gρ is also radial.
Part 5 If t ∈ R1+ then
Gρ (tx) = (2π)
− d2
∫ ei(tx,ξ) − ρ(ξ) ∑
|α|<2θ
(itx)
α
ξα
α!
 dξ
w (ξ) |ξ|2θ
= (2π)
− d2
∫ ei(x,tξ) − ρ(ξ) ∑
|α|<2θ
(ix)
α
(tξ)
α
α!
 dξ
w (ξ) |ξ|2θ
= (2π)
− d2
∫ ei(x,η) − ρ(t−1η) ∑
|α|<2θ
(ix)
α
ηα
α!
 t−ddη
w (t−1η) |t−1η|2θ
= ts+2θ−d (2π)−
d
2
∫ ei(x,η) − ρ(t−1η) ∑
|α|<2θ
(ix)
α
ηα
α!
 dξ
w (η) |η|2θ
= ts+2θ−dGρ(t−1·) (x) .
Further, using part 1,
Gρ(t−1·) (x) = Gρ (x) +
(
Gρ(t−1·) (x)−Gρ (x)
)
= Gρ (x) + (2π)
−d/2 ∑
|α|<2θ
(∫
ρ(ξ) − ρ(t−1ξ)
w (ξ) |ξ|2θ
(iξ)
α
dξ
)
xα
α!
,
so that
Gρ (tx) = t
s+2θ−dGρ (x) +
ts+2θ−d
(2π)
d/2
∑
|α|<2θ
(∫
ρ(ξ)− ρ(t−1ξ)
w (ξ) |ξ|2θ
(iξ)α dξ
)
xα
α!
.
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But the change of variables η = t−1ξ, dη = t−ddξ yields∫
ρ(ξ)− ρ(t−1ξ)
w (ξ) |ξ|2θ
(iξ)
α
dξ =
∫
ρ(tη)− ρ(η)
w (tη) |tη|2θ
(itη)
α
tddη
= td+|α|−s−2θ
∫
ρ(tη)− ρ(η)
w (η) |η|2θ
(iη)
α
dη,
so that
Gρ(t−1ξ) (x) = Gρ (x) + (2π)
−d/2 ∑
|α|<2θ
(
td+|α|−s−2θ
∫
ρ(tη)− ρ(η)
w (η) |η|2θ
(iη)
α
dη
)
xα
α!
,
and
Gρ (tx) = t
s+2θ−dGρ(t−1ξ) (x)
= ts+2θ−d
Gρ (x) + (2π)−d/2 ∑
|α|<2θ
(
td+|α|−s−2θ
∫
ρ(tη)− ρ(η)
w (η) |η|2θ
(iη)
α
dη
)
xα
α!

= ts+2θ−dGρ (x) + (2π)
−d/2 ∑
|α|<2θ
t|α|
(∫
ρ(tη)− ρ(η)
w (η) |η|2θ
(iη)
α
dη
)
xα
α!
= ts+2θ−dGρ (x) + (2π)
−d/2 ∑
|α|<2θ
(∫
ρ(tη)− ρ(η)
w (η) |η|2θ
(iη)α dη
)
(tx)
α
α!
.
Corollary 123 Assume the weight function w has properties W2.1 and W3.2 for some order θ and parameter κ.
Then:
1. There always exists a conjugate-even basis function.
2. If w is even then there exists an even, real valued basis function.
3. If w is radial then there exists a radial basis function.
4. If w is homogeneous of order s then there exists a basis function G which is homogeneous of order s+2θ− d
modulo a polynomial of order at most 2θ. More precisely
G (tx)− ts+2θ−dG (x) =
∑
|α|<2θ
qα (t)x
α, x ∈ Rd, t > 0.
Regarding part 4 of the last theorem, we now give explicit formula for the basis function Gρ when w and ρ are
radial.
Theorem 124 If w and ρ are radial, say w (ξ) = w◦ (|ξ|) and ρ (ξ) = ρ◦ (|ξ|), then the basis function Gρ is radial,
say Gρ (x) = (Gρ)◦ (|x|). In fact
Gρ (x) =
∫ (
eixξ − ρ(ξ)
2θ∑
k=0
(ixξ)
k
k!
)
dξ
w (ξ) |ξ|2θ
= Γ
(
d
2
)∫  J d−22 (|x| |ξ|)
(|x| |ξ| /2) d−22
− ρ (ξ)
θ∑
j=0
(−1)j
j!Γ
(
j + d2
) ( |x| |ξ|
2
)2j dξ
w (ξ) |ξ|2θ
,
and
(Gρ)◦ (s) = Γ
(
d
2
)
ωd
∫ ∞
0
 J d−22 (st)
(st/2)
d−2
2
− ρ◦ (t)
θ∑
j=0
(−1)j
j!Γ
(
j + d2
) (st
2
)2j td−1dt
w◦ (t) t2θ
.
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Proof. From the definition in Theorem 120,
Gρ (x) = (2π)
− d2
∫ (
eixξ − ρ(ξ)
2θ∑
k=0
(ixξ)k
k!
)
dξ
w (ξ) |ξ|2θ
= (2π)−
d
2 lim
ε→0+
∫
|ξ|≥ε
(
eixξ − ρ(ξ)
2θ∑
k=0
(ixξ)
k
k!
)
dξ
w (ξ) |ξ|2θ
.
From Theorem 368,
∫
|ξ|≥ε
(
eixξ − ρ(ξ)
2θ∑
k=0
(ixξ)
k
k!
)
dξ
w (ξ) |ξ|2θ
=
∫
|ξ|≥ε
eixξ
w (ξ) |ξ|2θ
−
∫
|ξ|≥ε
ρ (ξ)
2θ∑
k=0
1
k!
(ixξ)k
w (ξ) |ξ|2θ
dξ
=
∫
|ξ|≥ε
eixξ
w (ξ) |ξ|2θ
−
2θ∑
k=0
1
k!
∫
|ξ|≥ε
ρ (ξ) (ixξ)
k
w (ξ) |ξ|2θ
dξ
=
∫
|ξ|≥ε
eixξ
w◦ (ξ) |ξ|2θ
−
2θ∑
k=0
∫
|ξ|≥ε
(ixξ)
k
k!
ρ◦ (|ξ|)
w◦ (|ξ|) |ξ|2θ
dξ
=
∫
|ξ|≥ε
eixξ
w◦ (ξ) |ξ|2θ
−
2θ∑
k=0
1
k!
∫
|ξ|≥ε
(
ixξ̂
)k ρ◦ (|ξ|) |ξ|k
w◦ (|ξ|) |ξ|2θ
dξ.
But from Corollary 363 in the Appendix:∫
|ξ|≥ε
(
xξ̂
)j
f (|ξ|) dξ = 0, j is odd,∫
|ξ|≥ε
(
xξ̂
)2j
f (|ξ|) dξ = |x|2j B
(
d− 1
2
, n+
1
2
)
ωd−1
∫ ∞
ε
f (t) td−1dt.
Hence
∫
|ξ|≥ε
(
eixξ − ρ(ξ)
2θ∑
k=0
(ixξ)k
k!
)
dξ
w (ξ) |ξ|2θ
=
∫
|ξ|≥ε
eixξ
w◦ (ξ) |ξ|2θ
−
θ∑
j=0
1
(2j)!
∫
|ξ|≥ε
(
ixξ̂
)2j ρ◦ (|ξ|) |ξ|2j
w◦ (|ξ|) |ξ|2θ
dξ
=
∫
|ξ|≥ε
eixξdξ
w◦ (ξ) |ξ|2θ
−
θ∑
j=0
|x|2j
(2j)!
B
(
d− 1
2
, j +
1
2
)
ωd−1
∫ ∞
ε
ρ◦ (t) t2j
w◦ (t) t2θ
td−1dt.
From Theorem 368, ∫
|ξ|≤r
eixξf (|ξ|) dξ = Γ (d2)ωd ∫ r
0
J d−2
2
(|x| t)
(|x| t/2)d−22
f (t) td−1dt,
so ∫
|ξ|≥ε
eixξdξ
w (ξ) |ξ|2θ
= Γ
(
d
2
)
ωd
∫ ∞
ε
J d−2
2
(|x| t)
(|x| t/2) d−22
td−1
w◦ (t) t2θ
dt,
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and we get∫
|ξ|≥ε
(
eixξ − ρ(ξ)
2θ∑
k=0
(ixξ)
k
k!
)
dξ
w (ξ) |ξ|2θ
= Γ
(
d
2
)
ωd
∫ ∞
ε
J d−2
2
(|x| t)
(|x| t/2) d−22
td−1
w◦ (t) t2θ
dt−
θ∑
j=0
(−1)j |x|
2j
(2j)!
B
(
d− 1
2
, j +
1
2
)
ωd−1
∫ ∞
ε
ρ◦ (t) t2j
w◦ (t) t2θ
td−1dt
=
∫ ∞
ε
Γ
(
d
2
)
ωd
J d−2
2
(|x| t)
(|x| t/2)d−22
td−1
w◦ (t) t2θ
dt−
∫ ∞
ε
ρ◦ (t)
θ∑
j=0
(−1)j (|x| t)
2j
(2j)!
B
(
d− 1
2
, j +
1
2
)
ωd−1
td−1dt
w◦ (t) t2θ
=
∫ ∞
ε
Γ (d2)ωd J d−22 (|x| t)
(|x| t/2)d−22
− ρ◦ (t)
θ∑
j=0
(−1)j (|x| t)
2j
(2j)!
B
(
d− 1
2
, j +
1
2
)
ωd−1
 td−1dt
w◦ (t) t2θ
= Γ
(
d
2
)
ωd
∫ ∞
ε
 J d−22 (|x| t)
(|x| t/2)d−22
− ρ◦ (t)
θ∑
j=0
(−1)j (|x| t)
2j
(2j)!
B
(
d−1
2 , j +
1
2
)
Γ
(
d
2
) ωd−1
ωd
 td−1dt
w◦ (t) t2θ
= Γ
(
d
2
)
ωd
∫ ∞
ε
 J d−22 (|x| t)
(|x| t/2)d−22
− ρ◦ (t)
θ∑
j=0
(−1)j (|x| t)
2j
(2j)!
B
(
d−1
2 , j +
1
2
)
Γ
(
d
2
) 2pi(d−1)/2Γ((d−1)/2)
2pid/2
Γ(d/2)
 td−1dt
w◦ (t) t2θ
= Γ
(
d
2
)
ωd
∫ ∞
ε
 J d−22 (|x| t)
(|x| t/2)d−22
− ρ◦ (t)
θ∑
j=0
(−1)j (|x| t)
2j
(2j)!
B
(
d−1
2 , j +
1
2
)
π1/2Γ
(
d−1
2
)
 td−1dt
w◦ (t) t2θ
.
But
B
(
d−1
2 , j +
1
2
)
π1/2Γ
(
d−1
2
) = Γ (d−12 )Γ (j + 12)
Γ
(
j + d2
)
π1/2Γ
(
d−1
2
) = 1
Γ
(
j + d2
) Γ (j + 12)
Γ
(
1
2
) = 1
Γ
(
j + d2
) Γ (2j)
22j−1Γ (j)
=
=
1
Γ
(
j + d2
) (2j − 1)!
22j−1 (j − 1)! =
1
Γ
(
j + d2
) (2j)!
22jj!
,
so that ∫
|ξ|≥ε
(
eixξ − ρ(ξ)
2θ∑
k=0
(ixξ)k
k!
)
dξ
w (ξ) |ξ|2θ
= Γ
(
d
2
)
ωd
∫ ∞
ε
 J d−22 (|x| t)
(|x| t/2)d−22
− ρ◦ (t)
θ∑
j=0
(−1)j (|x| t)
2j
(2j)!
1
Γ
(
j + d2
) (2j)!
22jj!
 td−1dt
w◦ (t) t2θ
= Γ
(
d
2
)
ωd
∫ ∞
ε
 J d−22 (|x| t)
(|x| t/2)d−22
− ρ◦ (t)
θ∑
j=0
(−1)j
j!Γ
(
j + d2
) ( |x| t
2
)2j td−1dt
w◦ (t) t2θ
,
and consequently
Gρ (x) =
∫ (
eixξ − ρ(ξ)
2θ∑
k=0
(ixξ)
k
k!
)
dξ
w (ξ) |ξ|2θ
= Γ
(
d
2
)
ωd
∫ ∞
0
 J d−22 (|x| t)
(|x| t/2) d−22
− ρ◦ (t)
θ∑
j=0
(−1)j
j!Γ
(
j + d2
) ( |x| t
2
)2j td−1dt
w◦ (t) t2θ
= Γ
(
d
2
)∫  J d−22 (|x| |ξ|)
(|x| |ξ| /2)d−22
− ρ (ξ)
θ∑
j=0
(−1)j
j!Γ
(
j + d2
) ( |x| |ξ|
2
)2j dξ
w (ξ) |ξ|2θ
.
Thus
G◦ (s) = Γ
(
d
2
)
ωd
∫ ∞
0
 J d−22 (st)
(st/2)
d−2
2
− ρ◦ (t)
θ∑
j=0
(−1)j
j!Γ
(
j + d2
) (st
2
)2j td−1dt
w◦ (t) t2θ
.
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From equation 11.6 of Arfken [5]:
Jv (s) =
∞∑
j=0
(−1)j
j! (j + v)!
(s
2
)v+2j
=
∞∑
k=0
(−1)j
j!Γ (j + v + 1)
(s
2
)v+2j
.
Jv (s)
(s/2)v
=
∞∑
j=0
(−1)j
j!Γ (j + v + 1)
(s
2
)2j
.
J d−2
2
(s)
(s/2)
d−2
2
=
∞∑
j=0
(−1)j
j!Γ
(
j + d2
) (s
2
)2j
.
?? Where to put this theorem? ?? See the general estimate Lemma 117 above.
Theorem 125 Suppose 0 ≤ ρ ≤ 1 and ρ and w are radial. Then, when |γ| < 2θ,
∫ ∣∣DγxQ∅,2θ,ξ (ei(x,ξ))∣∣
w (ξ) |ξ|2θ
dξ
≤ B(
1
2 (γ+1))
B( 121)
(∥∥D2θρ◦∥∥∞;≤r3
(2θ)!
∫
|·|≤r3
1
w
+
∫
|·|≥r3
1
w |·|2θ
)
+
+
|x|2θ−|γ|
(2θ − |γ|+??1)! min
{
B( 12 (γ+1))
B( 121)
,
B( d−12 ,
2θ−|γ|+1
2 )
B( d−12 ,
1
2 )
} ∫
|·|≤r3
1
w
+
∥∥ρ◦ (t) t2θ∥∥∞;≥r3
∫
|·|≥r3
1
w |·|2θ
 .
Proof. From part 2 of the proof of Theorem 110,
DγxQ∅,2θ,ξ
(
eixξ
)
= (iξ)
γ
(
eixξ (1− ρ(ξ)) + ρ(ξ) (ixξ)2θ−|γ| µ2θ−|γ|(ixξ)
)
,
so that
∫ ∣∣DγxQ∅,2θ,ξ (ei(x,ξ))∣∣
w (ξ) |ξ|2θ dξ ≤
∫ |ξγ | (1− ρ(ξ))
w (ξ) |ξ|2θ dξ+
+
√
2π
(2θ − |γ|)!
∫ |ξγ | ∣∣∣(xξ)2θ−|γ| ĝ2θ−|γ|(ixξ)∣∣∣ ρ(ξ)
w (ξ) |ξ|2θ
dξ.
From Theorem 365 and then Theorem 358,
∫ |ξγ | (1− ρ(ξ))
w (ξ) |ξ|2θ
dξ =
B( 12 (γ+1))
B( 121)
∫
1− ρ
w |·|2θ
=
B( 12 (γ+1))
B( 121)
(∫
|·|≤r3
1
w
1− ρ
|·|2θ
+
∫
|·|≥r3
1− ρ
w |·|2θ
)
≤ B(
1
2 (γ+1))
B( 121)
(∫
|·|≤r3
1
w
1− ρ
|·|2θ +
∫
|·|≥r3
1
w |·|2θ
)
≤ B(
1
2 (γ+1))
B( 121)
(∥∥D2θρ◦∥∥∞;≤r3
(2θ)!
∫
|·|≤r3
1
w
+
∫
|·|≥r3
1
w |·|2θ
)
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Using 106 and then Corollary 367,
∫ |ξγ | ∣∣∣(xξ)2θ−|γ| ĝ2θ−|γ|(ixξ)∣∣∣ ρ(ξ)
w (ξ) |ξ|2θ
dξ
≤ 1√
2pi
1
2θ−|γ|+1
∫ |ξγ | |xξ|2θ−|γ| ρ(ξ)
w (ξ) |ξ|2θ
dξ =
= 1√
2pi
|x|2θ−|γ|
2θ−|γ|+1
∫ ∣∣∣ξ̂γ∣∣∣ ∣∣∣x̂ξ̂∣∣∣2θ−|γ| ρ(ξ)
w (ξ)
dξ
≤ 1√
2pi
|x|2θ−|γ|
2θ−|γ|+1 min
{
B( 12 (γ+1))
B( 121)
,
B( d−12 ,
2θ−|γ|+1
2 )
B( d−12 ,
1
2 )
}∫
ρ
w
= 1√
2pi
|x|2θ−|γ|
2θ−|γ|+1 min {. . .}
(∫
|·|≤r3
ρ
w
+
∫
|·|≥r3
ρ
w
)
= 1√
2pi
|x|2θ−|γ|
2θ−|γ|+1 min {. . .}
(∫
|·|≤r3
ρ
w
+
∫
|·|≥r3
ρ |·|2θ
w |·|2θ
)
≤ 1√
2pi
|x|2θ−|γ|
2θ−|γ|+1 min {. . .}
(∫
|·|≤r3
1
w
+
∥∥∥ρ |·|2θ∥∥∥
∞;≥r3
∫
|·|≥r3
1
w |·|2θ
)
= 1√
2pi
|x|2θ−|γ|
2θ−|γ|+1 min {. . .}
(∫
|·|≤r3
1
w
+
∥∥ρ◦ (t) t2θ∥∥∞;≥r3 ∫|·|≥r3 1w |·|2θ
)
,
so that ∫ ∣∣DγxQ∅,2θ,ξ (ei(x,ξ))∣∣
w (ξ) |ξ|2θ
dξ
≤ B(
1
2 (γ+1))
B( 121)
(∥∥D2θρ◦∥∥∞;≤r3
(2θ)!
∫
|·|≤r3
1
w
+
∫
|·|≥r3
1
w |·|2θ
)
+
+
|x|2θ−|γ|
(2θ − |γ|+??1)! min
{
B( 12 (γ+1))
B( 121)
,
B( d−12 ,
2θ−|γ|+1
2 )
B( d−12 ,
1
2 )
} ∫
|·|≤r3
1
w
+
∥∥∥ρ |·|2θ∥∥∥
∞;≥r3
∫
|·|≥r3
1
w |·|2θ
 .
2.8 Taylor expansion of basis functions when w ∈ W3.2
?? ADD BLURB! ??
We begin by using the tempered distribution Taylor series expansion 2.10:
f (·+ a)−
∑
|β|≤n
aβ
β!
Dβf = (Rn+1f) (·, a) , f ∈ S′,
where
(Rn+1f) (·, a) =
√
2π
n!
(
(iaξ)n+1 ĝn (aξ) f̂
)∨
.
Suppose w ∈ W3.2 is a weight function for order θ and smoothness parameter κ. We want to estimate the
remainder of this Taylor series expansion. This makes sense since from part 4 of Theorem 78 we have G ⊂ C(⌊2κ⌋)BP
and accordingly n will satisfy
n ≤ ⌊2κ⌋ .
In this section I develop an analogue of the Taylor series expansions obtained below for data functions in Section
2.11.
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From 2.10, if G ∈ S′ is a basis distribution then,
G (·+ a)−
∑
k≤n
(aD)k
k!
G = (Rn+1G) (·, a) , n ≥ 0,
where
(Rn+1G) (·, a) =
√
2π
n!
(
(iaξ)
n+1
ĝn (aξ) Ĝ
)∨
. (2.55)
Then from part 4 of Theorem 78, G ∈ C(⌊2κ⌋)BP .
Use Theorem 120? which obtains formula 2.50, namely
G = Gρ + (2π)
− d2 p2θ−1,Ĝ,
where p2θ−1,Ĝ ∈ P2θ−1 is defined using 2.49 as
p2θ−1,u (x) =
∑
|α|<2θ
b2θ−1,u,α
α!
xα, b2θ−1,u,α = [u, (−iξ)α ρ] , ρ ∈ S1,2θ, u ∈ S′.
Gρ is given by 2.51 as
Gρ (x) = (2π)
− d2
∫ Q∅,2θ,ξ (ei(x,ξ))
w (ξ) |ξ|2θ
dξ.
Thus
(Rn+1G) (·, a)
=
√
2π
n!
(
(iaξ)
n+1
ĝn (aξ) Ĝρ
)∨
+
(
Rn+1
(
(2π)
− d
2 p2θ−1,Ĝ
))
(·, a)
=
√
2π
n!
(
(iaξ)
n+1
ĝn (aξ) Ĝρ
)∨
+ (2π)
− d2
p2θ−1,Ĝ (·+ a)−∑
k≤n
(aD)k
k!
p2θ−1,Ĝ
 . (2.56)
Estimation of the Gρ term of 2.56 when n ≤ ⌊2κ⌋
Compare Section 2.11 which studies Taylor series expansions of functions in Xθ0 where w ∈W3.2.
We first introduce the partition of unity
1 = φ0 + φ∞, φ0 ∈ S1,2θ, 0 ≤ φ0 ≤ 1,
which implies that
φ∞ ∈ C∞∅,2θ ∩ C∞B , 0 ≤ φ∞ ≤ 1.
Observe that from Theorem 358, for any r > 0,
φ∞ (x) ≤ |x|
2θ
(2θ)!
‖(̂·D)n φ∞‖∞;≤r , x ∈ Br. (2.57)
Set
GF :=
1
w |·|2θ
. (2.58)
Also, since φ∞ ∈ C∞∅,2θ ∩ C∞B implies φ∞φ ∈ S∅,2θ when φ ∈ S, we have
Ĝρ = φ0Ĝρ + φ∞Ĝρ = φ0Ĝρ + φ∞GF ,
Gρ =
∨
φ0 ∗Gρ +
∨
φ∞ ∗Gρ,
so that (
(iaξ)
n+1
ĝn (aξ) Ĝρ
)∨
=
(
(iaξ)
n+1
ĝn (aξ)φ0Ĝρ
)∨
+
(
(iaξ)
n+1
ĝn (aξ)φ∞Ĝρ
)∨
=
(
(iaξ)
n+1
ĝn (aξ)φ0Ĝρ
)∨
+
(
(iaξ)
n+1
ĝn (aξ)φ∞GF
)∨
=
(
ĝn (aξ) (iaξ)φ0 ̂(aD)
n
Gρ
)∨
+
(
(iaξ)
n+1
ĝn (aξ)φ∞GF
)∨
,
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and hence ∥∥∥∥((iaξ)n+1 ĝn (aξ) Ĝρ)∨∥∥∥∥
∞
≤
∥∥∥∥(ĝn (aξ) (iaξ)φ0 ̂(aD)nGρ)∨∥∥∥∥
∞
+
∥∥∥∥((iaξ)n+1 ĝn (aξ)φ∞GF)∨∥∥∥∥
∞
. (2.59)
Estimation of the Gρ term on the RHS of 2.59
From Theorem 120, Gρ ∈ C(⌊2κ⌋)BP and specifically from 2.51,
DγGρ (x) =
 (2π)
−d2 ∫ Q∅,2θ−|γ|,ξ (eixξ) (iξ)γw|·|2θ dξ, |γ| < 2θ,
(2π)
−d2 ∫ eixξ (iξ)γ
w|·|2θ dξ, |γ| ≥ 2θ,
so that
(aD)
n
Gρ (x) =
 (2π)
− d2 ∫ Q∅,2θ−n,ξ (eixξ) (iaξ)nw|·|2θ dξ, n < 2θ,
(2π)
− d2 ∫ eixξ (iaξ)n
w|·|2θ dξ, n ≥ 2θ.
(2.60)
From Lemma 106 ĝn ∈ C∞B
(
R1
)
which means that ĝn ((a, ·)) ∈ C∞B
(
Rd
)
. Define
σa (ξ) :=
√
2pi
n! ĝn (aξ) (iaξ)φ0 (ξ) ∈ S,
φa (ξ) := (iaξ)φ0 (ξ) ∈ S,
φ̂a = aDφ̂0, φa = |a|φâ, â = a/ |a|
 , (2.61)
and, since (aD)nGρ ∈ C(0)BP ⊂ S′, by parts 1 and 2 of Definition 356,
√
2π
n!
(
ĝn (aξ) (iaξ)φ0 ̂(aD)
nGρ
)∨
(x) =
(
σa ̂(aD)
nGρ
)∨
(x)
=
( ∨
σa ∗ (aD)nGρ
)
(x)
= (2π)
−d2
∫
∨
σa (y) ((aD)
n
Gρ) (x− y) dy
= (2π)
−d2
∫
σ̂a (−ξ) ((aD)nGρ) (x− ξ) dξ
= (2π)
−d2
∫
σ̂a (ξ) (aD)
n
Gρ (x+ ξ) dξ
= (2π)−
d
2 |a|n
∫
σ̂a (ξ) (âD)
nGρ (x+ ξ) dξ.
But because of the nice properties of φa and gn and ĝn we can change the order of integration to obtain
σ̂a (ξ) =
√
2π
n!
(2π)
− d2
∫
e−ixξĝn (ax)φa (x) dx
=
√
2π
n!
(2π)
− d2
∫
e−ixξĝn (ax)φa (x) dx
=
√
2π
n!
(2π)−
d+1
2
∫
e−ixξ
∫ 1
0
eisaxgn (s) ds φa (x) dx
=
√
2π
n!
(2π)
− d+12
∫ 1
0
(∫
e−i(ξ−sa)xφa (x) dx
)
gn (s) ds
=
√
2π
n!
(2π)−
1
2
∫ 1
0
φ̂a (ξ − sa) gn (s) ds
=
1
n!
∫ 1
0
φ̂a (ξ − sa) gn (s) ds,
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and so
√
2π
n!
(
ĝn (aξ) (iaξ)φ0 ̂(aD)
n
Gρ
)∨
(x)
= (2π)
− d2
∫ |a|n
n!
∫ 1
0
φ̂a (ξ − sa) gn (s) ds (âD)nGρ (x+ ξ) dξ
= (2π)
− d2 |a|
n
n!
∫ 1
0
∫
φ̂a (ξ − sa) (âD)nGρ (x+ ξ) dξ gn (s) ds
= (2π)
− d2 |a|
n
n!
∫ 1
0
∫
φ̂a (ξ) ((âD)
n
Gρ) (ξ + x+ sa) dξ gn (s) ds
= (2π)
− d2 |a|
n+1
n!
∫ 1
0
∫
φ̂â (ξ) ((âD)
n
Gρ) (ξ + x+ sa) dξ gn (s) ds,
and hence
∣∣∣∣∣
√
2π
n!
(
ĝn (aξ) (iaξ)φ0 ̂(aD)
n
Gρ
)∨
(x)
∣∣∣∣∣
≤ (2π)− d2 |a|
n+1
n!
∫ 1
0
∫
φ̂â (ξ) ((âD)
n
Gρ) (ξ + x+ sa) dξ gn (s) ds. (2.62)
Before proceeding we note that we have actually proved the more general result: if h ∈ C(0)BP then
∣∣∣∣∣
√
2π
n!
(
ĝn (aξ) (iaξ)φ0ĥ
)∨
(x)
∣∣∣∣∣ ≤ (2π)−d2 |a|n+1n!
1∫
0
∫
φ̂â (ξ)h (ξ + x+ sa) dξ gn (s) ds. (2.63)
The next step is to bound |(âD)nGρ (x)| and there are two cases: ⌊2κ⌋ < 2θ and ⌊2κ⌋ ≥ 2θ.
Case 1 ⌊2κ⌋ < 2θ From 2.60,
|(âD)nGρ (x)| ≤ (2π)−
d
2
∫ ∣∣Q∅,2θ−n,ξ (eixξ)∣∣ |âξ|n
w |·|2θ
dξ, n ≤ ⌊2κ⌋ . (2.64)
The next step is obtain an upper bound for the right side of this inequality by first partitioning the domain of
integration using the sphere Sr3 and then using the upper bounds for Q∅,2θ−n,ξ
(
eixξ
)
derived in Theorem 110.
From 2.22 with γ = 0,
∣∣Q∅,m,ξ (eixξ)∣∣ ≤ C(ρ)m,r |ξ|m
1 +
∣∣∣xξ̂∣∣∣m
m!
 , m ≥ 1, |ξ| ≤ r,
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so that
∫
|·|≤r3
∣∣Q∅,2θ−n,ξ (eixξ)∣∣ |âξ|n
w |·|2θ
dξ
≤
∫
|·|≤r3
C
(ρ)
2θ−n,r3 |·|
2θ−n
1 +
∣∣∣xξ̂∣∣∣2θ−n
(2θ − n)!
 |âξ|n
w |·|2θ
= C
(ρ)
2θ−n,r3
∫
|·|≤r3
|·|2θ−n |âξ|
n
w |·|2θ
+ Cρ;2θ−n,r3
∫
|·|≤r3
|·|2θ−n
∣∣∣xξ̂∣∣∣2θ−n
(2θ − n)!
|âξ|n
w |·|2θ
= C
(ρ)
2θ−n,r3
 ∫
|·|≤r3
∣∣∣âξ̂∣∣∣n
w
+
|x|2θ−n
(2θ − n)!
∫
|·|≤r3
∣∣∣x̂ξ̂∣∣∣2θ−n ∣∣∣âξ̂∣∣∣n
w

≤ C(ρ)2θ−n,r3
 ∫
|·|≤r3
∣∣∣âξ̂∣∣∣n
w
+
|x|2θ−n
(2θ − n)! min

∫
|·|≤r3
∣∣∣x̂ξ̂∣∣∣2θ−n
w
,
∫
|·|≤r3
∣∣∣âξ̂∣∣∣n
w

 (2.65)
<∞,
since w ∈ W2.1. Note that the forms 2.134 and indeed 2.65 will be useful when the weight function is radial.
From 2.20,
∣∣Q∅,m,ξ (eixξ)∣∣ ≤ C(ρ)m,r
1 + ∑
k<m
∣∣∣xξ̂∣∣∣k
k!
 , m ≥ 1, |ξ| ≥ r,
so that
∫
|·|≥r3
∣∣Q∅,2θ−n,ξ (eixξ)∣∣ |âξ|n
w |·|2θ
dξ
≤ C(ρ)2θ−n,r3
∫
|·|≥r3
1 + ∑
k<2θ−n
∣∣∣xξ̂∣∣∣k
k!
 |âξ|n
w |·|2θ
= C
(ρ)
2θ−n,r3
 ∫
|·|≥r3
|âξ|n
w |·|2θ
+
∑
k<2θ−n
|x|k
k!
∫
|·|≥r3
∣∣∣x̂ξ̂∣∣∣k |âξ|n
w |·|2θ
 (2.66)
= C
(ρ)
2θ−n,r3
 ∫
|·|≥r3
|âξ|n
w |·|2θ
+
∑
k<2θ−n
|x|k
k!
∫
|·|≥r3
∣∣∣x̂ξ̂∣∣∣k ∣∣∣âξ̂∣∣∣n |·|n
w |·|2θ

≤ C(ρ)2θ−n,r3
 ∫
|·|≥r3
∣∣∣âξ̂∣∣∣n |ξ|n
w |·|2θ
+
∑
k<2θ−n
|x|k
k!
min

∫
|·|≥r3
∣∣∣x̂ξ̂∣∣∣k |·|n
w |·|2θ
,
∫
|·|≥r3
∣∣∣âξ̂∣∣∣n |·|n
w |·|2θ


<∞,
since w ∈ W3.2. Note that the form 2.66 will be useful when the weight function is radial.
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Combining these two estimates with 2.64 yields
|(âD)nGρ (x)|
≤ (2π)−d2
∫ ∣∣Q∅,2θ−n,ξ (eixξ)∣∣ |âξ|n
w |·|2θ
dξ
= (2π)
−d2
∫
|ξ|≤r3
∣∣Q∅,2θ−n,ξ (eixξ)∣∣ |âξ|n
w |·|2θ
dξ + (2π)
− d2
∫
|ξ|≥r3
∣∣Q∅,2θ−n;ξ (eixξ)∣∣ |âξ|n
w |·|2θ
dξ
≤ (2π)−d2 C(ρ)2θ−n,r3
 ∫
|·|≤r3
∣∣∣âξ̂∣∣∣n
w
+
∑
|β|=2θ−n
xβ+
β!
∫
|·|≤r3
∣∣∣ξ̂β∣∣∣ ∣∣∣âξ̂∣∣∣n
w
+
+ (2π)
− d2 C
(ρ)
2θ−n,r3
 ∫
|·|≥r3
|âξ|n
w |·|2θ
+
∑
k<2θ−n
∑
|β|=k
xβ+
β!
∫
|·|≥r3
∣∣∣ξ̂β∣∣∣ |âξ|n
w |·|2θ

≤ (2π)−d2 max
{
C
(ρ)
2θ−n,r3 , C
(ρ)
2θ−n,r3
}
∫
|·|≤r3
|âξ̂|n
w +
∑
|β|=2θ−n
xβ+
β!
∫
|·|≤r3
|ξ̂β||âξ̂|n
w +
∫
|·|≥r3
|âξ|n
w|·|2θ+
+
∑
k<2θ−n
∑
|β|=k
xβ+
β!
∫
|·|≥r3
|ξ̂β||âξ|n
w|·|2θ

= (2π)−
d
2 C
(ρ)
2θ−n,r3

∫
|·|≤r3
|âξ̂|n
w + 2
∫
|·|≥r3
|âξ|n
w|·|2θ +
∑
k<2θ−n
k>0
∑
|β|=k
xβ+
β!
∫
|·|≥r3
|ξ̂β||âξ|n
w|·|2θ +
+
∑
|β|=2θ−n
xβ+
β!
∫
|·|≤r3
|ξ̂β ||âξ̂|n
w

= (2π)
−d2 C(ρ)2θ−n,r3
∑
|β|≤2θ−n
υ
(w)
n,β
xβ+
β!
, (2.67)
where
C
(ρ)
2θ−n,r3 = max
{
C
(ρ)
2θ−n,r3 , C
(ρ)
2θ−n,r3
}
, (2.68)
and
υ
(w)
n,β =

∫
|·|≤r3
|âξ̂|n
w + 2
∫
|·|≥r3
|âξ|n
w|·|2θ , β = 0,∫
|·|≥r3
|ξ̂β ||âξ|n
w|·|2θ , 0 < |β| < 2θ − n,∫
|·|≤r3
|ξ̂β ||âξ̂|n
w , |β| = 2θ − n.
(2.69)
Case 2 ⌊2κ⌋ ≥ 2θ From 2.60,
|(âD)nGρ (x)| ≤ (2π)−
d
2
∫ |âξ|n
w |·|2θ
dξ (2.70)
= (2π)−
d
2
(∫
|·|≤r3
|âξ|n
w |·|2θ
+
∫
|·|≥r3
|âξ|n
w |·|2θ
)
≤ (2π)−d2
(∫
|·|≤r3
|ξ|n
w |·|2θ
+
∫
|·|≥r3
|ξ|n
w |·|2θ
)
= (2π)
−d2
(∫
|·|≤r3
|·|n−2θ
w
+
∫
|·|≥r3
1
|·|2κ−n
|·|2κ
w |·|2θ
)
≤ (2π)−d2
(
rn−2θ3
∫
|·|≤r3
1
w
+
1
r2κ−n3
∫
|·|≥r3
|·|2κ
w |·|2θ
)
<∞.
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This completes our upper bounds for |(âD)nGρ (x)| and now we have for n ≤ ⌊2κ⌋:
|(âD)nGρ (x)| ≤

(2π)
− d2 C(ρ)2θ−n,r3
∑
|β|≤2θ−n
υ
(w)
n,β
|xβ|
β! , ⌊2κ⌋ < 2θ,
(2π)
− d2 ∫ |âξ|n
w|·|2θ , ⌊2κ⌋ ≥ 2θ,
(2.71)
Apply these estimates for |(âD)nGρ (x)| to the right side of 2.62
We adapt Section 2.11 (data functions). There are two cases: ⌊2κ⌋ < 2θ and ⌊2κ⌋ ≥ 2θ.
Case 1 n ≤ ⌊2κ⌋ < 2θ Estimating the right side of 2.62 using 2.71 yields
∣∣∣∣∣
√
2π
n!
(
ĝn (aξ) (iaξ)φ0 ̂(aD)
nGρ
)∨
(x)
∣∣∣∣∣
≤ (2π)− d2 |a|
n+1
n!
∫ 1
0
∫ ∣∣∣φ̂â (ξ)∣∣∣ |((âD)nGρ) (ξ + x+ sa)| dξ gn (s) ds
≤?? (2π)− d2 |a|
n+1
n!
∫ 1
0
∫ ∣∣∣φ̂â (ξ)∣∣∣ (2π)− d2 C(ρ)2θ−n,r3 ∑
|α|≤2θ−n
υ(w)n,α
|(ξ + x+ sa)α|
α!
dξ gn (s) ds
=
C
(ρ)
2θ−n,r3
(2π)d
|a|n+1
n!
∫ 1
0
∫ ∣∣∣φ̂â (ξ)∣∣∣ ∑
|α|≤2θ−n
υ(w)n,α
|(ξ + x+ sa)α|
α!
dξ gn (s) ds
=
C
(ρ)
2θ−n,r3
(2π)
d
|a|n+1
n!
∑
|α|≤2θ−n
υ(w)n,α
∫ 1
0
∫ ∣∣∣∣(ξ + x+ sa)αα! φ̂â (ξ)
∣∣∣∣ dξ gn (s) ds
=
C
(ρ)
2θ−n,r3
(2π)
d
|a|n+1
n!
∑
|α|≤2θ−n
υ(w)n,α
∫ 1
0
∫ ∣∣∣∣(ξ + x+ sa)αα! φ̂â (ξ)
∣∣∣∣ dξ gn (s) ds. (2.72)
From part 9 of Summary 351 i.e. by using the binomial theorem,
(x+ sa+ ξ)
α
α!
=
∑
β+γ+δ=α
xβ (sa)
γ
ξδ
β!γ!δ!
=
∑
β+γ+δ=α
xβaγξδ
β!γ!δ!
s|γ|,
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so by using the notation (ξk)+ = (|ξk|),∫ 1
0
∫ ∣∣∣∣(ξ + x+ sa)αα! φ̂â (ξ)
∣∣∣∣ dξ gn (s) ds
=
∫ 1
0
∫ ∣∣∣∣∣∣
∑
β+γ+δ=α
xβaγξδ
β!γ!δ!
s|γ|φ̂â (ξ)
∣∣∣∣∣∣ dξds
≤
∫ 1
0
∫ ∑
β+γ+δ=α
xβ+a
γ
+ξ
δ
+
β!γ!δ!
s|γ|
∣∣∣φ̂â+ (ξ)∣∣∣ dξ gn (s) ds
=
∑
β+γ+δ=α
xβ+a
γ
+
β!γ!
(∫
ξδ+
δ!
∣∣∣φ̂â (ξ)∣∣∣ dξ)∫ 1
0
s|γ|gn (s) ds
=
∑
β+γ+δ=α
xβ+a
γ
+
β!γ!
(∫
ξδ+
δ!
∣∣∣φ̂â (ξ)∣∣∣ dξ)∫ 1
0
s|γ| (1− s)n ds
≤ 1
n+ 1
∑
β+γ+δ=α
xβ+a
γ
+
β!γ!
∫
ξδ+
δ!
∣∣∣φ̂â (ξ)∣∣∣ dξ
≤ 1
n+ 1
∑
δ≤α
∑
β+γ≤α
xβ+a
γ
+
β!γ!
∫
ξδ+
δ!
∣∣∣φ̂â (ξ)∣∣∣ dξ
=
1
n+ 1
 ∑
β+γ≤α
xβ+a
γ
+
β!γ!
∫ ∑
δ≤α
ξδ+
δ!
∣∣∣φ̂â (ξ)∣∣∣ dξ
=
1
n+ 1
∑
σ≤α
∑
β+γ=σ
xβ+a
γ
+
β!γ!
∫ ∑
δ≤α
ξδ+
δ!
∣∣∣φ̂â (ξ)∣∣∣ dξ
=
1
n+ 1
∑
σ≤α
(x+ + a+)
σ
σ!
∫ ∑
δ≤α
ξδ+
δ!
∣∣∣φ̂â (ξ)∣∣∣ dξ. (2.73)
and thus ∑
|α|≤2θ−n
υ(w)n,α
∫ 1
0
∫ ∣∣∣∣ (ξ + x+ sa)αα! φ̂â (ξ)
∣∣∣∣ dξ gn (s) ds
≤
∑
|α|≤2θ−n
υ
(w)
n,α
n+ 1
∑
σ≤α
(x+ + a+)
σ
σ!
∫ ∑
δ≤α
ξδ+
δ!
∣∣∣φ̂â (ξ)∣∣∣ dξ
≤ 1
n+ 1
∑
|α|≤2θ−n
υ(w)n,α
∑
σ≤α
(x+ + a+)
σ
σ!
max
|δ|≤2θ−n
∫ ∑
δ≤α
ξδ+
δ!
∣∣∣φ̂â (ξ)∣∣∣ dξ
=
1
n+ 1
∑
|α|≤2θ−n
υ(w)n,α
∑
σ≤α
(x+ + a+)
σ
σ!
∫ ∑
|δ|≤2θ−n
ξδ+
δ!
∣∣∣φ̂â∣∣∣
=
1
n+ 1
∑
|α|≤2θ−n
υ(w)n,α
∑
σ≤α
(x+ + a+)
σ
σ!
2θ−n∑
j=0
∫
(ξ+1)
j
j!
∣∣∣φ̂â∣∣∣ . (2.74)
But φâ (ξ) = (iâξ)φ0 (ξ) implies
φ̂â (ξ) = ̂̂axφ0 (ξ) = âDφ̂0 (ξ) , (2.75)
so that ∑
|α|≤2θ−n
υ(w)n,α
∫ 1
0
∫ ∣∣∣∣ (ξ + x+ sa)αα! φ̂â (ξ)
∣∣∣∣ dξ gn (s) ds
≤ 1
n+ 1
 ∑
|α|≤2θ−n
υ(w)n,α
∑
σ≤α
(x+ + a+)
σ
σ!
 2θ−n∑
j=0
∫
(ξ+1)
j
j!
∣∣∣âDφ̂0 (ξ)∣∣∣ . (2.76)
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But the identity of part 5 of Theorem 352 is,
∑
|α|≤m
yα
∑
β≤α
xβ
β!
=
m∑
j=0
(
m−j∑
k=0
hk (y)
)
(xy)j
j!
=
m∑
j=0
hj (y)
m−j∑
k=0
(xy)k
k!
,
and by using 2.69 we get,
∑
|α|≤2θ−n
υ(w)n,α
∑
σ≤α
(x+ + a+)
σ
σ!
=
∑
|α|≤2θ−n−1
∫
|·|≥r3
∣∣∣ξ̂α∣∣∣ |âξ|n
w |·|2θ
∑
σ≤α
(x+ + a+)
σ
σ!
+ . . .
=
∫
|·|≥r3
∑
|α|≤2θ−n−1
ξ̂α+
∑
σ≤α
(x+ + a+)
σ
σ!
|âξ|n
w |·|2θ
dξ + . . .
=
∫
|·|≥r3
2θ−n−1∑
j=0
(
2θ−n−1−j∑
k=0
hk
(
ξ̂+
))
((x++a+)ξ̂+)
j
j!
|âξ|n
w|·|2θ + . . .
=
2θ−n−1∑
j=0
1
j!
2θ−n−1−j∑
k=0
∑
|α|=k
∫
|·|≥r3
|ξ̂α|((x++a+)ξ̂+)j |âξ|n
w|·|2θ + . . .
=
2θ−n−1∑
j=0
(x++a+)
j
j!
2θ−n−1−j∑
k=0
∑
|α|=k
∫
|·|≥r3
|ξ̂α|((x++a+)∧ξ̂+)j|âξ̂|n|·|n
w|·|2θ + . . .
≤
2θ−n−1∑
j=0
(x++a+)
j
j!
2θ−n−1−j∑
k=0
∑
|α|=k
min

∫
|·|≥r3
|ξ̂α||·|n
w|·|2θ ,
∫
|·|≥r3
((x++a+)∧ξ̂+)
j |·|n
w|·|2θ ,
∫
|·|≥r3
|âξ̂|n|·|n
w|·|2θ
+ . . .
= . . .+
 ∫
|·|≤r3
|âξ̂|n
w +
∫
|·|≥r3
|âξ|n
w|·|2θ
+ ∑
|α|=2θ−n
υ(w)n,α
∑
σ≤α
(x+ + a+)
σ
σ!
.
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From 2.69 and then part 3 of Theorem 352,
∑
|α|=2θ−n
υ(w)n,α
∑
σ≤α
(x+ + a+)
σ
σ!
=
∑
|α|=2θ−n
∑
σ≤α
(x+ + a+)
σ
σ!
∫
|·|≤r3
ξ̂α+
∣∣∣âξ̂∣∣∣n
w
=
∫
|·|≤r3
∑
|α|=2θ−n
∣∣∣ξ̂α∣∣∣∑
σ≤α
(x+ + a+)
σ
σ!
∣∣∣âξ̂∣∣∣n
w
=
∫
|·|≤r3
2θ−n∑
j=0
h2θ−n−j
(
ξ̂+
) ((x+ + a+) ξ̂+)j
j!
∣∣∣âξ̂∣∣∣n
w
=
∫
|·|≤r3
2θ−n∑
j=0
∑
|β|=2θ−n−j
∣∣∣ξ̂β∣∣∣
(
(x+ + a+) ξ̂+
)j
j!
∣∣∣âξ̂∣∣∣n
w
=
2θ−n∑
j=0
|x+ + a+|j
j!
∑
|β|=2θ−n−j
∫
|·|≤r3
∣∣∣ξ̂β∣∣∣ ((x+ + a+)∧ ξ̂+)j ∣∣∣âξ̂∣∣∣n
w
=
2θ−n∑
j=0
|x+ + a+|j
j!
∑
|β|=2θ−n−j
min

∫
|·|≤r3
∣∣∣ξ̂β∣∣∣
w
,
∫
|·|≤r3
(
(x+ + a+)
∧
ξ̂+
)j
w
,
∫
|·|≤r3
∣∣∣âξ̂∣∣∣n
w
 .
Thus
∑
|α|≤2θ−n
υ(w)n,α
∑
σ≤α
(x+ + a+)
σ
σ!
≤
∫
|·|≤r3
∣∣∣âξ̂∣∣∣n
w
+
∫
|·|≥r3
|âξ|n
w |·|2θ
+
+
2θ−n−1∑
j=0
|x+ + a+|j
j!
2θ−n−
−1−j∑
k=0
∑
|α|=k
min

∫
|·|≥r3
∣∣∣ξ̂α∣∣∣ |·|n
w |·|2θ
,
∫
|·|≥r3
(
(x+ + a+)
∧
ξ̂+
)j
|·|n
w |·|2θ
,
∫
|·|≥r3
∣∣∣âξ̂∣∣∣n |·|n
w |·|2θ
+
+
2θ−n∑
j=0
|x+ + a+|j
j!
∑
|β|=2θ−n−j
min

∫
|·|≤r3
∣∣∣ξ̂β∣∣∣
w
,
∫
|·|≤r3
(
(x+ + a+)
∧
ξ̂+
)j
w
,
∫
|·|≤r3
∣∣∣âξ̂∣∣∣n
w

=
2θ−n∑
j=0
K
(w)
j,n,r3
|x+ + a+|j
j!
, (2.77)
and so 2.76 becomes,
∑
|α|≤2θ−n
υ(w)n,α
∫ 1
0
∫ ∣∣∣∣ (ξ + x+ sa)αα! φ̂â (ξ)
∣∣∣∣ dξ gn (s) ds
≤ 1
n+ 1
2θ−n∑
j=0
K
(w)
j,n,r3
|x+ + a+|j
j!
 2θ−n∑
j=0
∫
(ξ+1)
j
j!
∣∣∣âDφ̂0 (ξ)∣∣∣ ,
98 2. More basis function and semi-Hilbert data space theory
where
K
(w)
0,n,r3
=
∫
|·|≤r3
∣∣∣âξ̂∣∣∣n
w
+
∫
|·|≥r3
|âξ|n
w |·|2θ
+
+
2θ−n−1∑
k=0
∑
|α|=k
min

∫
|·|≥r3
∣∣∣ξ̂α∣∣∣ |·|n
w |·|2θ
,
∫
|·|≥r3
|·|n
w |·|2θ
,
∫
|·|≥r3
∣∣∣âξ̂∣∣∣n |·|n
w |·|2θ
+
+
∑
|β|=2θ−n
min

∫
|·|≤r3
∣∣∣ξ̂β∣∣∣
w
,
∫
|·|≤r3
1
w
,
∫
|·|≤r3
∣∣∣âξ̂∣∣∣n
w

=
∫
|·|≤r3
∣∣∣âξ̂∣∣∣n
w
+
∫
|·|≥r3
|âξ|n
w |·|2θ
+
2θ−n−1∑
k=0
∑
|α|=k
min

∫
|·|≥r3
∣∣∣ξ̂α∣∣∣ |·|n
w |·|2θ
,
∫
|·|≥r3
∣∣∣âξ̂∣∣∣n |·|n
w |·|2θ
+
+
∑
|β|=2θ−n
min

∫
|·|≤r3
∣∣∣ξ̂β∣∣∣
w
,
∫
|·|≤r3
∣∣∣âξ̂∣∣∣n
w
 , (2.78)
and
K
(w)
j,n,r3
=
2θ−n−1−j∑
k=0
∑
|α|=k
min

∫
|·|≥r3
∣∣∣ξ̂α∣∣∣ |·|n
w |·|2θ
,
∫
|·|≥r3
(
(x+ + a)
∧
ξ̂+
)j
|·|n
w |·|2θ
,
∫
|·|≥r3
∣∣∣âξ̂∣∣∣n |·|n
w |·|2θ
+
+
∑
|β|=2θ−n−j
min

∫
|·|≤r3
∣∣∣ξ̂β∣∣∣
w
,
∫
|·|≤r3
(
(x+ + a+)
∧
ξ̂+
)j
w
,
∫
|·|≤r3
∣∣∣âξ̂∣∣∣n
w
 ,
for 1 ≤ j ≤ 2θ − n− 1, (2.79)
and
K
(w)
2θ−n,n,r3 = min

∫
|·|≤r3
1
w
,
∫
|·|≤r3
(
(x+ + a+)
∧
ξ̂+
)2θ−n
w
,
∫
|·|≤r3
∣∣∣âξ̂∣∣∣n
w

= min

∫
|·|≤r3
(
(x+ + a+)
∧
ξ̂+
)2θ−n
w
,
∫
|·|≤r3
∣∣∣âξ̂∣∣∣n
w
 . (2.80)
Before proceeding we note for future use that we have actually proved but ?? not used yet? ??
∑
|α|≤m
∫ 1
0
∫ ∣∣∣∣(ξ + x+ sa)αα! φ̂â (ξ)
∣∣∣∣ dξ gn (s) ds
≤ 1
n+ 1
 m∑
j=0
Kw;j,n,r3
|x+ + a+|j
j!
 d∑
k=1
m∑
j=0
1
j!
∥∥∥|·|j1Dkφ̂0∥∥∥
1
, m, n ≥ 0. (2.81)
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Thus 2.72 becomes∣∣∣∣∣
√
2π
n!
(
ĝn (aξ) (iaξ)φ0 ̂(aD)
nGρ
)∨
(x)
∣∣∣∣∣
=
Cρ;2θ−n,r3
(2π)
d
|a|n+1
n!
∑
|α|≤2θ−n
υ(w)n,α
∫ 1
0
∫ ∣∣∣∣(ξ + x+ sa)αα! φ̂â (ξ)
∣∣∣∣ dξ gn (s) ds
≤ Cρ;2θ−n,r3
(2π)
d
|a|n+1
(n+ 1)!
2θ−n∑
j=0
K
(w)
j,n,r3
|x+ + a+|j
j!
 2θ−n∑
j=0
∫
(ξ+1)
j
j!
∣∣∣âDφ̂0 (ξ)∣∣∣ , (2.82)
when n ≤ ⌊2κ⌋ < 2θ.
Case 2 ⌊2κ⌋ ≥ 2θ, n ≤ ⌊2κ⌋ By 2.71,
|(âD)nGρ (x)| ≤ (2π)−
d
2
∫ |âη|n
w |·|2θ
dη, x ∈ Rd,
so using 2.75, 2.62 becomes∣∣∣∣∣
√
2π
n!
(
ĝn (aξ) (iaξ)φ0 ̂(aD)
n
Gρ
)∨
(x)
∣∣∣∣∣
≤ (2π)− d2 |a|
n+1
n!
∫ 1
0
∫ ∣∣∣φ̂â (ξ)∣∣∣ |((âD)nGρ) (ξ + x+ sa)| dξ gn (s) ds
= (2π)
−d |a|n+1
n!
(∫ ∣∣∣âDφ̂0∣∣∣)(∫ |âη|n
w |·|2θ
dη
)∫ 1
0
gn (s) ds
= (2π)
−d |a|n+1
(n+ 1)!
(∫ |âη|n
w |·|2θ
)∫ ∣∣∣âDφ̂0∣∣∣ , (2.83)
when 2θ ≤ n ≤ ⌊2κ⌋ ,
Now combining cases 2.83 and 2.82 we get for n ≤ ⌊2κ⌋,∣∣∣∣∣
√
2π
n!
(
ĝn (aξ) (iaξ)φ0 ̂(aD)
n
Gρ
)∨
(x)
∣∣∣∣∣
≤ 1
(2π)
d
|a|n+1
(n+ 1)!
×
×

 Cρ;2θ−n,0,r3
∫
|·|≤r3
|âξ̂|n
w +
+C
(ρ)
2θ−n,r3
∫
|·|≥r3
|âξ|n
w|·|2θ

(
2θ−n∑
j=0
K
(w)
j,n,r3
|x++a+|j
j!
)
2θ−n∑
j=0
∫ (ξ+1)j
j!
∣∣∣âDφ̂0∣∣∣ , n < 2θ,
(∫ |âξ|n
w|·|2θ
) ∫ ∣∣∣âDφ̂0∣∣∣ , n ≥ 2θ,
(2.84)
where C
(ρ)
2θ−n,r3 is given by 2.26, Cρ;n,,r3 is given by 2.27 and the
{
K
(w)
j,n,r3
}2θ−n
j=0
are given by 2.78, 2.79 and 2.80.
Estimate the GF term on RHS of 2.59
Compare Section 2.11 for data functions.
The goal here is to obtain the estimate the GF term of 2.59. Now write
√
2π
n!
(
(iaξ)n+1 ĝn (aξ)φ∞GF
)∨
=
√
2π
n!
(
ĝn (aξ)φ∞
(iaξ)n+1
w |·|2θ
)∨
,
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and observe that ∥∥∥∥∥ĝn (aξ)φ∞ (iaξ)n+1w |·|2θ
∥∥∥∥∥
1
=
∫ ∣∣∣∣∣ĝn (aξ)φ∞ (iaξ)n+1w |·|2θ
∣∣∣∣∣ dξ
=
∫
|·|≤r3
∣∣∣∣∣ĝn (aξ)φ∞ (iaξ)n+1w |·|2θ
∣∣∣∣∣ dξ +
∫
|·|≥r3
∣∣∣∣∣ĝn (aξ)φ∞ (iaξ)n+1w |·|2θ
∣∣∣∣∣ dξ
=
∫
|·|≤r3
|ĝn (aξ)|φ∞ |aξ|
n+1
w |·|2θ
dξ +
∫
|·|≥r3
|ĝn (aξ)|φ∞ |aξ|
n+1
w |·|2θ
dξ
= |a|n+1
 ∫
|·|≤r3
|ĝn (aξ)|φ∞ |âξ|
n+1
w |·|2θ
dξ +
∫
|·|≥r3
|ĝn (aξ)|φ∞ |âξ|
n+1
w |·|2θ
dξ
 . (2.85)
Now to estimate the two terms on the right side of 2.85.
Show
∫
|·|≤r3 |ĝn (aξ)|φ∞
|âξ|n+1
w|·|2θ dξ <∞ From part 2 of Lemma 106,
|ĝn (t)| ≤ min
{
1√
2π
1
n+ 1
,
1√
2π
(
1 +
1
n+ 1
)
1
1 + |t|
}
, t ∈ R1,
and from 2.57,
φ∞ (x) ≤ |x|
2θ
(2θ)!
∥∥∥(̂·D)2θ φ∞∥∥∥∞;≤r , x ∈ Br.
so ∥∥∥∥∥ φ∞|·|2θ
∥∥∥∥∥
∞;Br3
≤ 1
(2θ)!
∥∥∥(̂·D)2θ φ∞∥∥∥∞;≤r3
and ∫
|·|≤r3
∣∣∣∣∣ĝn (aξ)φ∞ (iâξ)n+1w |·|2θ
∣∣∣∣∣ dξ ≤
∫
|·|≤r3
|ĝn (aξ)| φ∞|·|2θ
|âξ|n+1
w
≤ 1√
2π
1
n+ 1
∥∥∥(̂·D)2θ φ∞∥∥∥∞;≤r3
(2θ)!
∫
|·|≤r3
|âξ|n+1
w
(2.86)
<∞.
Show
∫
|·|≥r3 |ĝn (aξ)|φ∞
|aξ|n+1
w|·|2θ dξ <∞.
If n ≤ ⌊2κ⌋ − 1 then n+ 1 ≤ ⌊2κ⌋ ≤ 2κ and so
∫
|·|≥r3
|ĝn (aξ)|φ∞ |aξ|
n+1
w |·|2θ
dξ ≤ 1√
2π
‖φ∞‖∞;≥r3
n+ 1
∫
|·|≥r3
|aξ|n+1
w |·|2θ
dξ
=
|a|n+1√
2π
‖φ∞‖∞;≥r3
n+ 1
∫
|·|≥r3
|âξ|n+1
w |·|2θ
dξ
<∞.
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If n = ⌊2κ⌋ then n+ 1 = ⌈2κ⌉ and
∫
|·|≥r3
|ĝn (aξ)|φ∞ |aξ|
n+1
w |·|2θ
dξ =
∫
|·|≥r3
∣∣ĝ⌊2κ⌋ (aξ)∣∣φ∞ |aξ|⌈2κ⌉
w |·|2θ
dξ
=
∫
|·|≥r3
∣∣ĝ⌊2κ⌋ (aξ)∣∣φ∞ |aξ|⌈2κ⌉
w |·|2θ
dξ
=
∫
|·|≥r3
∣∣ĝ⌊2κ⌋ (aξ)∣∣ |aξ|⌈2κ⌉−2κ φ∞ |aξ|2κ
w |·|2θ
dξ
≤
∫
|·|≥r3
1√
2π
(
1 +
1
⌊2κ⌋+ 1
) |aξ|⌈2κ⌉−2κ
1 + |aξ| φ∞
|aξ|2κ
w |·|2θ
dξ
=
1√
2π
(
1 +
1
⌊2κ⌋+ 1
) ∫
|·|≥r3
|aξ|⌈2κ⌉−2κ
1 + |aξ| φ∞
|aξ|2κ
w |·|2θ
dξ
≤ 1√
2π
(
1 +
1
⌈2κ⌉
)
‖φ∞‖∞;≥r3
∫
|·|≥r3
|aξ|2κ
w |·|2θ
dξ
=
|a|2κ√
2π
(
1 +
1
⌈2κ⌉
)
‖φ∞‖∞;≥r3
∫
|·|≥r3
|âξ|2κ
w |·|2θ
dξ
<∞.
Thus
∫
|·|≥r3
|ĝn (aξ)|φ∞ |aξ|
n+1
w |·|2θ
dξ ≤

|a|n+1√
2pi
‖φ∞‖∞;≥r3
n+1
∫
|·|≥r3
|âξ|n+1
w|·|2θ dξ, n < ⌊2κ⌋ ,
|a|2κ√
2pi
(
1 + 1⌈2κ⌉
)
‖φ∞‖∞;≥r3
∫
|·|≥r3
|âξ|2κ
w|·|2θ dξ, n = ⌊2κ⌋ ,
(2.87)
Substituting the estimates 2.86 and 2.87 into 2.85 yields∥∥∥∥∥
√
2π
n!
ĝn (aξ)φ∞
(iaξ)
n+1
w |·|2θ
∥∥∥∥∥
1
≤
√
2π
n!
|a|n+1
∫
|·|≤r3
|ĝn (aξ)|φ∞ |âξ|
n+1
w |·|2θ
dξ +
√
2π
n!
∫
|·|≥r3
|ĝn (aξ)|φ∞ |aξ|
n+1
w |·|2θ
dξ
≤
√
2π
n!
1√
2π
|a|n+1
n+ 1
∥∥∥(̂·D)2θ φ∞∥∥∥∞;≤r3
(2θ)!
∫
|·|≤r3
|âξ|n+1
w
+
+
√
2π
n!

|a|n+1√
2pi
‖φ∞‖∞;≥r3
n+1
∫
|·|≥r3
|âξ|n+1
w|·|2θ dξ, n < ⌊2κ⌋ ,
|a|2κ√
2pi
(
1 + 1⌈2κ⌉
)
‖φ∞‖∞;≥r3
∫
|·|≥r3
|âξ|2κ
w|·|2θ dξ, n = ⌊2κ⌋ ,
=
|a|n+1
(n+ 1)!
∥∥∥(̂·D)2θ φ∞∥∥∥∞;≤r3
(2θ)!
∫
|·|≤r3
|âξ|n+1
w
+
+

|a|n+1
(n+1)! ‖φ∞‖∞;≥r3
∫
|·|≥r3
|âξ|n+1
w|·|2θ dξ, n < ⌊2κ⌋ ,
|a|2κ
(
1
⌊2κ⌋! +
1
⌈2κ⌉!
)
‖φ∞‖∞;≥r3
∫
|·|≥r3
|âξ|2κ
w|·|2θ dξ, n = ⌊2κ⌋ .
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Thus
√
2pi
n! ĝn (aξ)φ∞
(iaξ)n+1
w|·|2θ ∈ L1 means∥∥∥∥∥
√
2π
n!
(
(iaξ)
n+1
ĝn (aξ)φ∞GF
)∨∥∥∥∥∥
∞
≤ 1
(2π)
d/2
∥∥∥∥∥
√
2π
n!
ĝn (aξ)φ∞
(iaξ)
n+1
w |·|2θ
∥∥∥∥∥
1
,
and so ∥∥∥∥∥
√
2π
n!
(
(iaξ)
n+1
ĝn (aξ)φ∞GF
)∨∥∥∥∥∥
∞
≤ 1
(2π)
d
2
|a|n+1
(n+ 1)!
∥∥∥(̂·D)2θ φ∞∥∥∥∞;≤r3
(2θ)!
∫
|·|≤r3
|âξ|n+1
w
+
+
1
(2π)
d
2

|a|n+1
(n+1)! ‖φ∞‖∞;≥r3
∫
|·|≥r3
|âξ|n+1
w|·|2θ dξ, n < ⌊2κ⌋ ,
|a|2κ
(
1
⌊2κ⌋! +
1
⌈2κ⌉!
)
‖φ∞‖∞;≥r3
∫
|·|≥r3
|âξ|2κ
w|·|2θ dξ, n = ⌊2κ⌋ .
(2.88)
Substituting the estimates 2.88 for GF and 2.84 for Gρ into 2.59 gives for n ≤ ⌊2κ⌋,∣∣∣∣∣
√
2π
n!
(
(iaξ)
n+1
ĝn (aξ) Ĝρ
)∨
(x)
∣∣∣∣∣
≤
∣∣∣∣∣
√
2π
n!
(
ĝn (aξ) (iaξ)φ0 ̂(aD)
n
Gρ
)∨
(x)
∣∣∣∣∣+
∣∣∣∣∣
√
2π
n!
(
(iaξ)
n+1
ĝn (aξ)φ∞GF
)∨
(x)
∣∣∣∣∣
≤

1
(2pi)d
|a|n+1
(n+1)!×
×


Cρ;2θ−n,0,r3
∫
|·|≤r3
|âξ̂|n
w +
+C
(ρ)
2θ−n,r3
∫
|·|≥r3
|âξ|n
w|·|2θ

(
2θ−n∑
j=0
K
(w)
j,n,r3
|x++a+|j
j!
)
2θ−n∑
j=0
∫ (ξ+1)j
j!
∣∣∣âDφ̂0∣∣∣
if ⌊2κ⌋ < 2θ,(∫ |âξ|n
w|·|2θ
) ∫ ∣∣∣âDφ̂0∣∣∣ , if ⌊2κ⌋ ≥ 2θ,

+
+ 1
(2pi)
d
2
|a|n+1
(n+1)!
‖(̂·D)2θφ∞‖
∞;≤r3
(2θ)!
∫
|·|≤r3
|âξ|n+1
w +
+ 1
(2pi)
d
2

|a|n+1
(n+1)! ‖φ∞‖∞;≥r3
∫
|·|≥r3
|âξ|n+1
w|·|2θ dξ, n < ⌊2κ⌋ ,
|a|2κ
(
1
⌊2κ⌋! +
1
⌈2κ⌉!
)
‖φ∞‖∞;≥r3
∫
|·|≥r3
|âξ|2κ
w|·|2θ dξ, n = ⌊2κ⌋ ,

(2.89)
where C
(ρ)
2θ−n,r3 is given by 2.26, C
(ρ)
n,,r3 is given by 2.27 and the
{
K
(w)
j,n,r3
}2θ−n
j=0
are given by 2.78, 2.79 and 2.80.
Remark 126 Concerning the estimates 2.89:
1. When n < ⌊2κ⌋ the order of convergence is n+ 1 ≤ ⌊2κ⌋ but that when n = ⌊2κ⌋ the order of convergence is
(at least) 2κ. The 2κ convergence occurs in the estimate for GF when n = ⌊2κ⌋.
2. The only dependencies on x are the terms |x++a+|
j
j! .
3. The dependency on ρ ∈ S1,2θ is contained in C(ρ)2θ−n,r3 and C
(ρ)
2θ−n,r3 . The constant C
(ρ)
2θ−n,r3 can be made zero
by choosing supp ρ ⊂ Br3..
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4. Expressions involving â e.g. |âξ|n+1 are retained because they allow more precise estimates when the weight
function is radial.
5. We can choose φ0 = ρ.
2.8.1 Radial weight functions and the estimate 2.89
Radial functions can be applied in three situations: to the function φ0, to the the function ρ and to the weight
function w.
Part 1 φ0, φ∞ are radial.
Regarding the term
2θ−n∑
j=0
∫ (1ξ+)j
j!
∣∣∣âDφ̂0 (ξ)∣∣∣ dξ: φ̂0 must be radial, say φ̂0 (ξ) = ψF (|ξ|). Part 2 of Lemma 384
states that
(âD) (f (|x|)) = f ′ (|x|) (âD) |x| = âx̂f ′ (|x|) ,
so that
âDφ̂0 (ξ) = âD (ψF (|ξ|)) = âξ̂ψ′F (|ξ|) ,
and
2θ−n∑
j=0
∫
(1ξ+)
j
j!
∣∣∣âDφ̂0 (ξ)∣∣∣ dξ = 2θ−n∑
j=0
∫
(1ξ+)
j
j!
∣∣∣(âξ̂)ψ′F (|ξ|)∣∣∣ dξ
=
2θ−n∑
j=0
1
j!
∫ (
1ξ̂+
)j ∣∣∣âξ̂∣∣∣ |ξ|j |ψ′F (|ξ|)| dξ
≤
2θ−n∑
j=0
1
j!
∫ (
|1|
∣∣∣ξ̂+∣∣∣)j ∣∣∣âξ̂∣∣∣ |ξ|j |ψ′F (|ξ|)| dξ
=
2θ−n∑
j=0
dj/2
j!
∫ ∣∣∣âξ̂∣∣∣ |ξ|j |ψ′F (|ξ|)| dξ.
From A.40, ∫
|ξ|≤r
|âξ|p f (|ξ|) dξ = B
(
d
2 ,
p+1
2
)
B
(
d+p
2 ,
1
2
) ∫
|ξ|≤r
|ξ|p f (|ξ|) dξ,
which implies ∫ ∣∣∣âξ̂∣∣∣ |ξ|j |ψ′F (|ξ|)| dξ = B (d2 , 1)
B
(
d+1
2 ,
1
2
) ∫ |ξ|1 |ξ|j |ψ′F (|ξ|)| dξ
=
B
(
d
2 , 1
)
B
(
d+1
2 ,
1
2
) ∫ |ξ|j+1 |ψ′F (|ξ|)| dξ,
and so
2θ−n∑
j=0
∫
(1ξ+)
j
j!
∣∣∣âDφ̂0 (ξ)∣∣∣ dξ ≤ 2θ−n∑
j=0
dj/2
j!
∫ ∣∣∣âξ̂∣∣∣ |ξ|j |ψ′F (|ξ|)| dξ
=
2θ−n∑
j=0
dj/2
j!
B
(
d
2 , 1
)
B
(
d+1
2 ,
1
2
) ∫ |ξ|j+1 |ψ′F (|ξ|)| dξ
=
B
(
d
2 , 1
)
B
(
d+1
2 ,
1
2
) 2θ−n∑
j=0
dj/2
j!
∫
|ξ|j+1 |ψ′F (|ξ|)| dξ
=
B
(
d
2 , 1
)
B
(
d+1
2 ,
1
2
)ωd 2θ−n∑
j=0
dj/2
j!
∫ ∞
0
sj+d |ψ′F (s)| ds.
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But ωd =
2pid/2
Γ(d/2) so
B
(
d
2 , 1
)
B
(
d+1
2 ,
1
2
)ωd = Γ (d2)
Γ
(
d+1
2
)
π
1
2
2π
d
2
Γ
(
d
2
) = 1
π
2π
d+1
2
Γ
(
d+1
2
) = ωd+1
π
,
and as a consequence
2θ−n∑
j=0
∫
(1ξ+)
j
j!
∣∣∣âDφ̂0 (ξ)∣∣∣ dξ ≤ ωd+1
π
2θ−n∑
j=0
dj/2
j!
∫ ∞
0
sj+d |ψ′F (s)| ds. (2.90)
Now to consider the expression
∥∥∥(̂·D)2θ φ∞∥∥∥∞;≤r3 . Since φ0 + φ∞ = 1,∥∥∥(̂·D)2θ φ∞∥∥∥∞;≤r3 =
∥∥∥(̂·D)2θ φ0∥∥∥∞;≤r3 ,
and suppose φ0 (x) = (φ0)◦ (|x|). Then∥∥∥(̂·D)2θ φ∞∥∥∥∞;≤r3 = ∥∥D2θ (φ0)◦∥∥∞;[0,r3] . (2.91)
Part 2 ρ is radial
In 2.89 the dependency on ρ ∈ S∅,2θ is encapsulated in the ”constants” C(ρ)2θ−n,r3 and C(ρ)n,,r3 where C
(ρ)
2θ−n,r3 is
given by 2.26, C(ρ)n,r3 is given by 2.27. From 2.26,
C
(ρ)
m,r = max
{
1,max
j<m
∥∥∥|·|j ρ (·)∥∥∥
∞;≥r
}
, m ≥ 1,
so simply
C
(ρ)
m,r = max
{
1,max
j<m
∥∥tjρ◦ (t)∥∥∞;[r,∞)} , m ≥ 1.
From 2.27,
C(ρ)n,r =
1
n!
‖(̂·D)n ρ‖∞;≤r , n ≥ 0.
From part 1 of Lemma 386, if φ (x) = φ◦ (|x|) then
((̂·D)n φ) (x) = (Dnφ◦) (|x|) ,
so that in this case
C(ρ)n,r =
1
n!
‖Dnρ◦‖∞;[0,r] .
Part 3 w is radial
In 2.89 the dependency on the weight function w is encapsulated in the ”constants”
{
K
(w)
j,n,r3
}2θ−n
j=0
given by
2.78, 2.79 and 2.80. From A.38 and A.46, ?? CHECK! ??∫
|x|≤r
∣∣∣ξ̂x̂∣∣∣n f (|x|) dx = B (d2 , n+12 )
B
(
1
2 ,
n+d
2
)ωd ∫ r
0
td−1f (t) dt,
and∫
|x|≥r
|x̂α| f (|x|) dx = 2d+1B
(
α+ 1
2
)
1
ωd
∫
|x|≥r,x≥0
f (|x|) dx
= 2B
(
α+ 1
2
)
1
ωd
∫
|x|≥r
f (|x|) dx
= 2B
(
α+ 1
2
)∫ ∞
r
td−1f (t) dt.
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K
(w)
0,n,r3
=
∫
|·|≤r3
∣∣∣âξ̂∣∣∣n
w
+
∫
|·|≥r3
∣∣∣âξ̂∣∣∣n |·|n
w |·|2θ
+
2θ−n−1∑
k=0
∑
|α|=k
min

∫
|·|≥r3
∣∣∣ξ̂α∣∣∣ |·|n
w |·|2θ
,
∫
|·|≥r3
∣∣∣âξ̂∣∣∣n |·|n
w |·|2θ
+
+
∑
|β|=2θ−n
min

∫
|·|≤r3
∣∣∣ξ̂β∣∣∣
w
,
∫
|·|≤r3
∣∣∣âξ̂∣∣∣n
w

=
B
(
d
2 ,
n+1
2
)
B
(
1
2 ,
n+d
2
)ωd ∫ r3
0
td−1dt
w◦ (t)
+
B
(
d
2 ,
n+1
2
)
B
(
1
2 ,
n+d
2
)ωd ∫ ∞
r3
tn−2θ+d−1
w◦ (t)
dt+
+
2θ−n−1∑
k=0
∑
|α|=k
min {. . .}+
∑
|β|=2θ−n
min {. . .}
=
B
(
d
2 ,
n+1
2
)
B
(
1
2 ,
n+d
2
)ωd (∫ r3
0
td−1dt
w◦ (t)
+
∫ ∞
r3
tn−2θ+d−1
w◦ (t)
dt
)
+ . . .
= . . .+
2θ−n−1∑
k=0
∑
|α|=k
min

∫
|·|≥r3
∣∣∣ξ̂α∣∣∣ |·|n
w |·|2θ
,
∫
|·|≥r3
∣∣∣âξ̂∣∣∣n |·|n
w |·|2θ
+
+
∑
|β|=2θ−n
min

∫
|·|≤r3
∣∣∣ξ̂β∣∣∣
w
,
∫
|·|≤r3
∣∣∣âξ̂∣∣∣n
w

= . . .+
2θ−n−1∑
k=0
∑
|α|=k
min
{
2B
(
α+ 1
2
)∫ ∞
r3
tn−2θ+d−1
w◦ (t)
dt,
B
(
d
2 ,
n+1
2
)
B
(
1
2 ,
n+d
2
)ωd ∫ ∞
r3
tn−2θ+d−1
w◦ (t)
dt
}
+
+
∑
|β|=2θ−n
min
{
2B
(
β + 1
2
)∫ r3
0
tn+d−1
w◦ (t)
dt,
B
(
d
2 ,
n+1
2
)
B
(
1
2 ,
n+d
2
)ωd ∫ r3
0
tn+d−1
w◦ (t)
dt
}
=
B
(
d
2 ,
n+1
2
)
B
(
1
2 ,
n+d
2
)ωd (∫ r3
0
td−1dt
w◦ (t)
+
∫ ∞
r3
tn−2θ+d−1
w◦ (t)
dt
)
+
+
2θ−n−1∑
k=0
∑
|α|=k
min
{
2B
(
α+ 1
2
)
,
B
(
d
2 ,
n+1
2
)
B
(
1
2 ,
n+d
2
)ωd}∫ ∞
r3
tn−2θ+d−1
w◦ (t)
dt+
+
∑
|β|=2θ−n
min
{
2B
(
β + 1
2
)
,
B
(
d
2 ,
n+1
2
)
B
(
1
2 ,
n+d
2
)ωd}∫ r3
0
tn+d−1
w◦ (t)
dt.
ETC. ??? Must consider K
(w)
j,n,r3
. Perhaps leave for now.
Remark 127 Estimating the expression∫
|ξ|≤r3
∣∣∣ĝ⌊2κ⌋ (aξ)∣∣∣ (|aξ|)⌈2κ⌉−2θ dξ
w (ξ)
,
when w is radial.
From Theorem 361, ∫
|ξ|≤r
u (âξ) f (|ξ|) dξ =
∫
|ξ|≤r
u (ξk) f (|ξ|) dξ, 1 ≤ k ≤ d,
so ∫
|ξ|≤r
u (aξ) f (|ξ|) dξ =
∫
|ξ|≤r
u (|a| ξk) f (|ξ|) dξ, 1 ≤ k ≤ d.
and ∫
|x|≤r
u (|a| ξk) f (|ξ|) dξ = ωd−1
∫ r
0
(∫ pi
0
u (|a| ρ cos t) sind−2 tdt
)
f (ρ) ρd−1dρ,
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∫ pi
0
u (|a| ρ cos t) sind−2 tdt =
∫ pi
0
∣∣ĝ⌊2κ⌋ (|a| ρ cos t)∣∣ (|a| ρ |cos t|)⌈2κ⌉−2θ sind−2 tdt,
Set τ = |a| ρ cos t so that sin t =
(
1− τ2
(|a|ρ)2
)1/2
and dt = 1|a|ρ
(
1− τ2
(|a|ρ)2
)−1/2
dτ :∫ pi
0
u (|a| ρ cos t) sind−2 tdt
=
1
|a| ρ
∫ |a|ρ
−|a|ρ
∣∣ĝ⌊2κ⌋ (τ)∣∣ |τ |⌈2κ⌉−2θ
(√
1− τ
2
(|a| ρ)2
)d−3
dτ
≤ 1|a| ρ
(∫ |a|ρ
−|a|ρ
∣∣ĝ⌊2κ⌋ (τ)∣∣2
)1/2∫ |a|ρ
−|a|ρ
|τ |2(⌈2κ⌉−2θ)
(
1− τ
2
(|a| ρ)2
)d−3
dτ
1/2
=??
2.9 Taylor expansion of basis functions when w ∈ W3.1
Assume the weight function w has property W3.1 for order θ and smoothness κ.
From 2.10, if G ∈ S′ is a basis distribution then,
G (·+ a)−
∑
k≤n
(aD)
k
k!
G = (Rn+1G) (·, a) , n ≥ 0,
where
(Rn+1G) (·, a) =
√
2π
n!
(
(iaξ)
n+1
ĝn (aξ) Ĝ
)∨
. (2.92)
Using the expression 2.3 for eiaξ i.e.
eiaξ =
∑
k≤n
(iaξ)k
k!
+
√
2π
n!
(iaξ)n+1 ĝn (aξ) ,
we can write
(Rn+1G) (·, a) =
((
eiaξ −
n∑
k=0
(iaξ)k
k!
)
Ĝ
)∨
.
Thus
|(Rn+1G) (·, a)| ≤
∫ ∣∣∣∣∣
(
eiaξ −
n∑
k=0
(iaξ)
k
k!
)
Ĝ
∣∣∣∣∣
=
∫ ∣∣∣∣∣
(
eiaξ −
n∑
k=0
(iaξ)
k
k!
)√
Ĝ
√
Ĝ
∣∣∣∣∣
⇒ Cauchy − Schwartz inequality⇒
≤
(∫
Ĝ
)1/2∫ ∣∣∣∣∣
(
eiaξ −
n∑
k=0
(iaξ)k
k!
)√
Ĝ
∣∣∣∣∣
2
 12
=
(∫
Ĝ
)1/2∫ ∣∣∣∣∣eiaξ −
n∑
k=0
(iaξ)
k
k!
∣∣∣∣∣
2
Ĝ
1/2
=
(
(2π)
d
2 (2π)−
d
2
∫
Ĝ
) 1
2
∫ ∣∣∣∣∣eiaξ −
n∑
k=0
(iaξ)k
k!
∣∣∣∣∣
2
Ĝ

1
2
= (2π)
d
4
√
G (0)
∫ ∣∣∣∣∣eiaξ −
n∑
k=0
(iaξ)
k
k!
∣∣∣∣∣
2
Ĝ

1
2
.
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This estimate now enables us to directly use the approach of Subsection 2.12.3.
??? FINISH! ??
2.10 An inverse Fourier transform for data functions
We now recall some properties of the semi-Hilbert data spaces Xθw (Definition 30) needed in this section. These
results are taken from Section 1.4 and the relevant theorem is given in brackets.
Summary 128 Suppose w is a weight function with property W2. If f ∈ Xθw then f̂ ∈ L1loc
(
Rd \ 0) and we can
define a.e. the function fF : Rd → C by: fF = f̂ on Rd \ 0. Further:
1. The seminorm and semi-inner product are given by∫
w |·|2θ fF gF = 〈f, g〉w,θ ,
∫
w |·|2θ |fF |2 = |f |2w,θ . (2.93)
An alternative definition of Xθw is
Xθw =
{
f ∈ S′ : ξαf̂ ∈ L1loc if |α| = θ;
∫
w |·|2θ |fF |2 <∞
}
. (2.94)
Note that by part 2 Lemma 33 the condition f̂ ∈ L1loc
(
Rd \ 0) is actually implied by ξαf̂ ∈ L1loc for all |α| = θ.
2. The functional |·|w,θ is a seminorm. In fact, null |·|w,θ = Pθ−1 and P ∩Xθw = Pθ−1 (part 3 Theorem 34).
3. fF ∈ S′∅,θ with action
∫
fFφ on S∅,θ. Also fF = f̂ on S∅,θ (part 2 Theorem 36).
4. Xθw is complete in the seminorm sense (Theorem 48).
5. If w has properties W2.1 and W3 for order θ and smoothness parameter κ then Xθw ⊂ C(⌊κ⌋)BP (Theorem 67).
If a weight function w has properties W2 and W3 for order θ and smoothness parameter κ, we know from part 5
of Summary 128 that Xθw ⊂ C(⌊κ⌋)BP i.e. functions in Xθw have polynomial growth. The next lemma will allow us to
use Corollary 116 to prove an inverse Fourier transform result for the functions in Xθw and to derive upper bounds
for the growth rate of the derivatives near infinity.
Lemma 129 Suppose the weight function w has properties W2.1 and W3 for order θ and smoothness parameter
κ. Then if |γ| ≤ κ,
∫ ∣∣DγxQ∅,θ,ξ (ei(x,ξ))∣∣2
w (ξ) |ξ|2θ
dξ ≤

max
{
C
(ρ)
θ,r4
,
C
(ρ)
θ−|γ|,r4
}2K
(w)
γ,r4
or
L
(w)
|γ|,r4
(1 + ∑
k≤θ−|γ|
|x|2k
k!
)
, |γ| < θ,
∫
ξ2γ
w|·|2θ or
∫ |·|2|γ|
w|·|2θ , |γ| ≥ θ,
(2.95)
where L
(w)
|γ|,r4 is given by 2.101 and K
(w)
γ,r4 is given by 2.101, and both are independent of x.
Proof. There are two cases to be considered: |γ| < θ and |γ| ≥ θ. Define the constant r4 by r4 = 0 if w has
property W3.1 and by r4 = r3 if w has property W3.2. In both cases we will split the range of integration into
the two concentric regions defined by the sphere S (0; r4). We use the estimate of part 2 of Theorem 110 for∣∣DγxQ∅,θ,ξ (ei(x,ξ))∣∣ inside the sphere S (0; r4) and the estimate of part 1 of Theorem 110 outside this sphere.
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Case 1 θ ≥ κ and |γ| ≤ κ By part 2 of Theorem 110,
∫
|ξ|≤r4
∣∣DγxQ∅,θ,ξ (ei(x,ξ))∣∣2 dξ
w (ξ) |ξ|2θ
≤
∫
|·|≤r4
(
C
(ρ)
θ,r4
)2 |·|2θ
w |·|2θ
|ξγ |+
∣∣∣xξ̂∣∣∣θ−|γ|
(θ − |γ|)!

2
=
(
C
(ρ)
θ,r4
)2 ∫
|·|≤r4
1
w
∣∣∣ξ̂γ∣∣∣ |·||γ| + |x|θ−|γ|
∣∣∣x̂ξ̂∣∣∣θ−|γ|
(θ − |γ|)!

2
=
(
C
(ρ)
θ,r4
)2 ∫
|·|≤r4
1
w
∣∣∣ξ̂γ∣∣∣ |·||γ| + |x|θ−|γ|√
(θ − |γ|)!
∣∣∣x̂ξ̂∣∣∣θ−|γ|√
(θ − |γ|)!

2
and the Cauchy − Schwartz inequality implies
≤
(
C
(ρ)
θ,r4
)2 ∫
|·|≤r4
1
w
∣∣∣ξ̂γ∣∣∣2 |·|2|γ| +
∣∣∣x̂ξ̂∣∣∣2(θ−|γ|)
(θ − |γ|)!
(1 + |x|2(θ−|γ|)
(θ − |γ|)!
)
=
(
C
(ρ)
θ,r4
)2 ∫
|·|≤r4
∣∣∣ξ̂2γ∣∣∣ |·|2|γ|
w
+
1
(θ − |γ|)!
∫
|·|≤r4
∣∣∣x̂ξ̂∣∣∣2(θ−|γ|)
w
(1 + |x|2(θ−|γ|)
(θ − |γ|)!
)
(2.96)
≤
(
C
(ρ)
θ,r4
)2 ∫
|·|≤r4
|·|2|γ|
w
+
1
(θ − |γ|)!
∫
|·|≤r4
1
w
(1 + |x|2(θ−|γ|)
(θ − |γ|)!
)
, (2.97)
which exists since property W2.1 is 1/w ∈ L1loc. Set
C(w)γ,r :=
∫
|·|≤r4
∣∣∣ξ̂2γ∣∣∣ |·|2|γ|
w
+
1
(θ − |γ|)!
∫
|·|≤r4
∣∣∣x̂ξ̂∣∣∣2(θ−|γ|)
w
, |γ| < θ.
Further, by part 1 of Theorem 110 when n = θ,
∣∣DγxQ∅,θ,ξ (eixξ)∣∣ ≤ C(ρ)n−|γ|,r
1 + ∑
k<θ−|γ|
∣∣∣xξ̂∣∣∣k
k!
 |ξγ | , |γ| < θ, |ξ| ≥ r,
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so
∫
|ξ|≥r4
∣∣DγxQ∅,θ,ξ (eixξ)∣∣2 1
w |·|2θ
≤
∫
|·|≥r4
(
C
(ρ)
θ−|γ|,r
)21 + ∑
k<θ−|γ|
∣∣∣xξ̂∣∣∣k
k!

2
|ξγ |2
w |·|2θ
=
(
C
(ρ)
θ−|γ|,r4
)2 ∫
|·|≥r4
1 + ∑
k<θ−|γ|
|x|k√
k!
∣∣∣x̂ξ̂∣∣∣k
√
k!

2
|ξγ |2
w |·|2θ
,
and the Cauchy − Schwartz inequality implies
≤
(
C
(ρ)
θ−|γ|,r4
)2 ∫
|·|≥r4
1 + ∑
k<θ−|γ|
|x|2k
k!

1 + ∑
k<θ−|γ|
∣∣∣x̂ξ̂∣∣∣2k
k!
 |ξγ |2
w |·|2θ
=
(
C
(ρ)
θ−|γ|,r4
)2 ∫
|·|≥r4
1 + ∑
k<θ−|γ|
∣∣∣x̂ξ̂∣∣∣2k
k!
 |ξγ |2
w |·|2θ

1 + ∑
k<θ−|γ|
|x|2k
k!

=
(
C
(ρ)
θ−|γ|,r4
)2 ∫
|·|≥r4
∣∣∣ξ̂2γ∣∣∣ |·|2|γ|
w |·|2θ
+
∑
k<θ−|γ|
1
k!
∫
|·|≥r4
∣∣∣ξ̂2γ∣∣∣ ∣∣∣x̂ξ̂∣∣∣2k |·|2|γ|
w |·|2θ
×
×
1 + ∑
k<θ−|γ|
|x|2k
k!
 (2.98)
≤
(
C
(ρ)
θ−|γ|,r4
)2 ∫
|·|≥r4
|·|2|γ|
w |·|2θ
+
∑
k<θ−|γ|
1
k!
∫
|·|≥r4
|·|2|γ|
w |·|2θ

1 + ∑
k<θ−|γ|
|x|2k
k!

=
(
C
(ρ)
θ−|γ|,r4
)21 + ∑
k<θ−|γ|
1
k!
 ∫
|·|≥r4
|·|2|γ|
w |·|2θ
1 + ∑
k<θ−|γ|
|x|2k
k!

<
(
C
(ρ)
θ−|γ|,r4
)2 (
1 + eθ−|γ|−1
) ∫
|·|≥r4
|·|2|γ|
w |·|2θ

1 + ∑
k<θ−|γ|
|x|2k
k!
 , (2.99)
and since w has property W3, the definition of r4 and part 1 of Theorem 9, imply the last integral exists.
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Adding the estimates 2.97 and 2.99 we get∫ ∣∣DγxQ∅,θ,ξ (ei(x,ξ))∣∣2
w (ξ) |ξ|2θ
dξ
≤
(
C
(ρ)
θ,r4
)2 ∫
|·|≤r4
|·|2|γ|
w
+
1
(θ − |γ|)!
∫
|·|≤r4
1
w
(1 + |x|2(θ−|γ|)
(θ − |γ|)!
)
+
+
(
C
(ρ)
θ−|γ|,r4
)2
(1 + e??)
 ∫
|·|≥r4
|·|2|γ|
w |·|2θ

1 + ∑
k<θ−|γ|
|x|2k
k!

≤

(
C
(ρ)
θ,r4
)2 ∫
|·|≤r4
|·|2|γ|
w
+
1
(θ − |γ|)!
∫
|·|≤r4
1
w
 + (C(ρ)θ−|γ|,r4)2 (1 + e??) ∫
|·|≥r4
|·|2|γ|
w |·|2θ
×
×
1 + ∑
k≤θ−|γ|
|x|2k
k!

≤
(
max
{
C
(ρ)
θ,r4
,
C
(ρ)
θ−|γ|,r4
})2 ∫
|·|≤r4
|·|2|γ|
w
+
1
(θ − |γ|)!
∫
|·|≤r4
1
w
+ (1 + e)
∫
|·|≥r4
|·|2|γ|
w |·|2θ
×
×
1 + ∑
k≤θ−|γ|
|x|2k
k!

=
(
max
{
C
(ρ)
θ,r4
,
C
(ρ)
θ−|γ|,r4
})2
C
(w)
|γ|
1 + ∑
k≤θ−|γ|
|x|2k
k!
 ,
where
C(w)m :=
∫
|·|≤r4
|·|2m
w
+
1
(θ −m)!
∫
|·|≤r4
1
w
+ (1 + e)
∫
|·|≥r4
|·|2m
w |·|2θ
, m = 0, 1, 2, . . . ,min {θ − 1, κ} . (2.100)
Adding the estimates 2.96 and 2.98 we get:∫ ∣∣DγxQ∅,θ,ξ (ei(x,ξ))∣∣2
w (ξ) |ξ|2θ
dξ
≤
(
C
(ρ)
θ,r4
)2 ∫
|·|≤r4
∣∣∣ξ̂2γ∣∣∣ |·|2|γ|
w
+
1
(θ − |γ|)!
∫
|·|≤r4
∣∣∣x̂ξ̂∣∣∣2(θ−|γ|)
w
(1 + |x|2(θ−|γ|)
(θ − |γ|)!
)
+
+
(
C
(ρ)
θ−|γ|,r4
)2 ∫
|·|≥r4
∣∣∣ξ̂2γ∣∣∣ |·|2|γ|
w |·|2θ
+
∑
k<θ−|γ|
1
k!
∫
|·|≥r4
∣∣∣ξ̂2γ∣∣∣ ∣∣∣x̂ξ̂∣∣∣2k |·|2|γ|
w |·|2θ

1 + ∑
k<θ−|γ|
|x|2k
k!

≤
(
max
{
C
(ρ)
θ,r4
,
C
(ρ)
θ−|γ|,r4
})2
∫
|·|≤r4
∣∣∣ξ̂2γ∣∣∣ |·|2|γ|w + 1(θ−|γ|)! ∫
|·|≤r4
|x̂ξ̂|2(θ−|γ|)
w +
+
∫
|·|≥r4
∣∣∣ξ̂2γ∣∣∣ |·|2|γ|
w|·|2θ +
∑
k<θ−|γ|
1
k!
∫
|·|≥r4
∣∣∣ξ̂2γ∣∣∣ ∣∣∣x̂ξ̂∣∣∣2k |·|2|γ|
w|·|2θ
×
×
1 + ∑
k≤θ−|γ|
|x|2k
k!

=
(
max
{
C
(ρ)
θ,r4
,
C
(ρ)
θ−|γ|,r4
})2
L(w)γ
1 + ∑
k≤θ−|γ|
|x|2k
k!
 ,
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where
L(w)γ,r4 :=

∫
|·|≤r4
∣∣∣ξ̂2γ∣∣∣ |·|2|γ|w + 1(θ−|γ|)! ∫
|·|≤r4
|x̂ξ̂|2(θ−|γ|)
w +
+
∫
|·|≥r4
∣∣∣ξ̂2γ∣∣∣ |·|2|γ|
w|·|2θ +
∑
k<θ−|γ|
1
k!
∫
|·|≥r4
∣∣∣ξ̂2γ∣∣∣ ∣∣∣x̂ξ̂∣∣∣2k |·|2|γ|
w|·|2θ ,
 , |γ| ≤ min {θ − 1, κ} . (2.101)
Case 2 θ ≤ κ and |γ| ≤ κ. From 2.17,
∫ ∣∣DγxQ∅,θ,ξ (eixξ)∣∣2
w |·|2θ
=
∫ |(iξ)γ |2
w |·|2θ
=
∫
ξ2γ
w |·|2θ
≤
∫ |·|2|γ|
w |·|2θ
=
=
∫
|·|≤r4
|·|2|γ|
w |·|2θ
+
∫
|·|≥r4
|·|2|γ|
w |·|2θ
=
∫
|·|≤r4
|·|2(|γ|−θ)
w
+
∫
|·|≥r4
|·|2|γ|
w |·|2θ
≤ r2(|γ|−θ)4
∫
|·|≤r4
1
w
+
∫
|·|≥r4
|·|2|γ|
w |·|2θ
≤ (1 + r4)2(|γ|−θ)
 ∫
|·|≤r4
1
w
+
∫
|·|≥r4
|·|2|γ|
w |·|2θ

≤ (1 + r4)2κmax
n≤κ
 ∫
|·|≤r4
1
w
+
∫
|·|≥r4
|·|2n
w |·|2θ

= (1 + r4)
2κ
 ∫
|·|≤r4
1
w
+max
n≤κ
∫
|·|≥r4
|·|2n
w |·|2θ
 .
Since property W2.1 requires that 1/w ∈ L1locand property W3 implies Theorem 10, it follows that the last two
integrals exist.
Example 130 Radial functions ??
Lemma 131 Suppose the weight function w has properties W2.1 and W3 for order θ and smoothness parameter
κ. Then if |γ| ≤ κ there exists a constant Cw, independent of x, such that
∫ ∣∣DγxQ∅,θ,ξ (eixξ)∣∣2
w (ξ) |ξ|2θ
dξ ≤
{
(Cw)
2
(1 + |x|)2(θ−|γ|) , |γ| < θ,
(Cw)
2
, |γ| ≥ θ. (2.102)
Cw is given by 2.106 and only depends on the weight function w, the function ρ ∈ S1,2θ used to define Q∅,θ and
on the parameters which define the weight function properties W3.
Proof. There are two cases to be considered: |γ| < θ and |γ| ≥ θ. Define the constant r4 by r4 = 0 if w has
property W3.1 and by r4 = r3 if w has property W3.2. In both cases we will split the range of integration into
the two concentric regions defined by the sphere S (0; r4). We use the estimate of part 2 of Theorem 109 for∣∣DγxQ∅,θ,ξ (ei(x,ξ))∣∣ inside the sphere S (0; r4) and the estimate of part 1 of Theorem ?? 109 outside this sphere.
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Case 1 ?? |γ| < θ and |γ| ≤ κ By part 2 of Theorem 109,
∫
|ξ|≤r4
∣∣DγxQ∅,θ,ξ (ei(x,ξ))∣∣2 dξ
w (ξ) |ξ|2θ
≤
∫
|·|≤r4
(
Cθ,|γ|,r4
)2 |·|2θ (1 + |x|)2(θ−|γ|)
w |·|2θ
=
(
Cθ,|γ|,r4
)2 ∫
|·|≤r4
1
w
 (1 + |x|)2(θ−|γ|)
≤
(
max
m<θ
Cθ,m,r4
)2 ∫
|·|≤r4
1
w
 (1 + |x|)2(θ−|γ|) ,
which exists since property W2.1 is 1/w ∈ L1loc.
Further, by part 1 of Theorem 109,
∣∣∣DγxQ∅,n,ξ (ei(x,ξ))∣∣∣ ≤
{
Cn−|γ| |ξ||γ| (1 + |x|)n−|γ|−1 , |γ| < n,
|ξ||γ| , |γ| ≥ n,
so that
∫
|ξ|≥r4
∣∣DγxQ∅,θ,ξ (ei(x,ξ))∣∣2 dξ
w (ξ) |ξ|2θ
≤
∫
|·|≥r4
(
Cθ−|γ|
)2 |·|2|γ| (1 + |x|)2(θ−|γ|−1)
w |·|2θ
=
(
Cθ−|γ|
)2 ∫
|·|≥r4
|·|2|γ|
w |·|2θ
 (1 + |x|)2(θ−|γ|)
≤
(
max
m<θ
Cm
)2max
n<κ
∫
|·|≥r4
|·|2n
w |·|2θ
 (1 + |x|)2(θ−|γ|) ,
and since w has property W3, the definition of r4 and part 1 of Theorem 9 implies the last integral exists. Adding
the last two estimates we get
∫ ∣∣DγxQ∅,θ,ξ (ei(x,ξ))∣∣2
w (ξ) |ξ|2θ
dξ ≤ (C′w)2 (1 + |x|)2(θ−|γ|) , (2.103)
where
C′w = max
{
max
m<θ
Cm,max
m<θ
Cθ,m,r4
} ∫
|·|≤r4
1
w
+max
n≤κ
∫
|·|≥r4
|·|2n
w |·|2θ

1
2
. (2.104)
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Case 2 ?? |γ| ≥ θ and |γ| ≤ κ
∫ ∣∣DγxQ∅,θ,ξ (ei(x,ξ))∣∣2
w (ξ) |ξ|2θ
dξ =
∫
|·|≤r4
|·|2|γ|
w |·|2θ
+
∫
|·|≥r4
|·|2|γ|
w |·|2θ
=
∫
|·|≤r4
|·|2(|γ|−θ) 1
w
+
∫
|·|≥r4
|·|2|γ|
w |·|2θ
≤ r2(|γ|−θ)4
∫
|·|≤r4
1
w
+
∫
|·|≥r4
|·|2|γ|
w |·|2θ
≤ (1 + r4)2(|γ|−θ)
 ∫
|·|≤r4
1
w
+
∫
|·|≥r4
|·|2|γ|
w |·|2θ

≤ (1 + r4)2κmax
n≤κ
 ∫
|·|≤r4
1
w
+
∫
|·|≥r4
|·|2n
w |·|2θ

= (1 + r4)
2κ
 ∫
|·|≤r4
1
w
+max
n≤κ
∫
|·|≥r4
|·|2n
w |·|2θ
 . (2.105)
Since property W2.1 requires that 1/w ∈ L1locand property W3 implies Theorem 10, it follows that the last two
integrals exist. We now combine both cases by setting
Cw = max
{
max
m<θ
Cm,max
m<θ
Cθ,m,r4 , (1 + r4)
2κ
} ∫
|·|≤r3
1
w
+max
n≤κ
∫
|·|≥r3
|·|2n
w |·|2θ
 (2.106)
so that inequalities 2.103 and 2.105 imply 2.102.
The constants Cm and Cθ,m,r4 are defined in the proof of Theorem 109.
The next theorem is our inverse Fourier transform result for distributions in Xθw when the weight function has
property W2.
Theorem 132 Suppose the weight function w has property W2 and suppose f ∈ Xθw. Summary 128 allows us to
define a.e. the function fF : Rd → C by fF = f̂ on Rd \ 0. Then for all multi-indexes γ,[
D̂γf, ψ
]
=
∫
(iξ)
γ (Q∅,θψ) (ξ) fF (ξ) dξ + (2π)− d2 [p̂D̂γf , ψ] , ψ ∈ S, (2.107)
where for u ∈ S′, pu ∈ Pθ−1 and
pu (x) =
∑
|α|<θ
bu,α
α!
xα, bu,α = [u, (−iξ)α ρ] . (2.108)
Also for all multi-indexes γ,
[Dγf, ψ] =
∫
(iξ)
γ
(
Q∅,θ
∨
ψ
)
(ξ) fF (ξ) dξ + (2π)
− d2
∫
p
D̂γf
ψ, ψ ∈ S, (2.109)
and
(Dγf ∗ ψ) (x) = (2π)− d2
(∫
(iξ)
γ
(
Q∅,θ,·
(
ei(x,·)ψ̂
))
(ξ) fF (ξ) dξ +
(
p
D̂γf
∗ ψ
)
(x)
)
, ψ ∈ S, (2.110)
where f ∗ ψ = [fy, ψ (· − y)] for f ∈ S′ and ψ ∈ S.
Proof. If f ∈ Xθw then by Summary 128 f ∈ S′, f̂ ∈ L1loc
(
Rd \ 0), fF ∈ S′∅,θ with action∫ fFφ and fF = f̂ on
S∅,θ. Hence f satisfies the assumptions of part 1 of Theorem 114 and 2.29 and 2.30 implies 2.107 and 2.108.
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If a weight function also has property W3 for order θ then we have the following modified inverse-Fourier
transform theorem for the (continuous) functions in Xθw as well as an upper bound for the growth rate 2.114 of
the derivatives near infinity. More precisely, a function in Xθw is shown to be the sum of a function fρ ∈ Xθw and a
polynomial in Pθ−1 and the function fρ satisfies the modified inverse-Fourier transform equations 2.113.
To prove 2.109 replace ψ by
∨
ψ in equation 2.107. We start with 2.109 and the convolution definition:
(Dγf ∗ ψ) (x) = (2π)− d2
[
(Dγf)y , ψ (x− y)
]
= (2π)
− d2
∫
(iξ)
γ (Q∅,θ,ξ (F−1y [ψ (x− y)] (ξ))) fF (ξ) dξ+
+ (2π)−d
∫
p
D̂γf
(y)ψ (x− y) dy
= (2π)
− d2
(∫
(iξ)
γ (Q∅,θ,ξFy [ψ (x+ y)] (ξ)) fF (ξ) dξ + (pD̂γf ∗ ψ) (x))
= (2π)
− d2
(∫
(iξ)
γ Q∅,θ,·
(
ei(x,·)ψ̂
)
(ξ) fF (ξ) dξ +
(
p
D̂γf
∗ ψ
)
(x)
)
.
Theorem 133 Now suppose the weight function w also has property W2 or W3 for order θ and smoothing pa-
rameter κ. Set κ = minκ. Then Xθw ⊂ C(⌊κ⌋)BP . Now let fρ =
(
Q∗∅,nf̂
)∨
for f ∈ Xθw so that fρ ∈ Xθw, fF = (fρ)F
and
f = fρ + (2π)
− d2 pf̂ , f ∈ Xθw, (2.111)
where pf̂ ∈ Pθ−1 is given by 2.108 and ρ ∈ S1,n is used to define P∅,θ. Then fρ ∈ C(⌊κ⌋)BP ∩Xθw and for |γ| ≤ ⌊κ⌋:
Dγfρ (x) = (2π)
− d2
∫
DγxQ∅,θ,ξ
(
ei(x,ξ)
)
fF (ξ) dξ
=
{
(2π)
− d2 ∫ Q∅,θ−|γ|,ξ (ei(x,ξ)) (iξ)γ fF (ξ) dξ, |γ| < θ,
(2π)
− d2 ∫ ei(x,ξ) (iξ)γ fF (ξ) dξ, |γ| ≥ θ, (2.112)
=
{
(2π)
− d2 ∫ Q∅,θ−|γ|,ξ (ei(x,ξ)) (Dγfρ)F (ξ) dξ, |γ| < θ,
(2π)−
d
2
∫
ei(x,ξ) (Dγfρ)F (ξ) dξ, |γ| ≥ θ,
(2.113)
and Dγfρ satisfies the growth estimates
|Dγfρ (x)| ≤
{
Cρ,w |fρ|w,θ (1 + |x|)θ−|γ| , |γ| < θ,
Cρ,w |fρ|w,θ , |γ| ≥ θ,
(2.114)
where the constant Cρ,w is independent of x and f .
Proof. This proof is an application of Corollary 116 with n = θ and m = ⌊κ⌋. If f ∈ Xθw then by Summary 128,
f ∈ S′, f̂ ∈ L1loc
(
Rd \ 0), fF ∈ S′∅,θ with action∫ fFφ and fF = f̂ on S∅,θ so f satisfies assumptions 1 and 2 of
Corollary 116. Regarding assumption 3: using the Cauchy-Schwartz inequality∫ ∣∣∣(DγxQ∅,θ,ξ (ei(x,ξ))) fF (ξ)∣∣∣ dξ = ∫
∣∣∣∣∣DγxQ∅,θ,ξ
(
ei(x,ξ)
)√
w (ξ) |ξ|θ
√
w (ξ) |ξ|θ fF (ξ)
∣∣∣∣∣ dξ
≤
(∫ ∣∣DγxQ∅,θ,ξ (ei(x,ξ))∣∣2
w (ξ) |ξ|2θ
dξ
) 1
2
|f |w,θ ,
since |f |2w,θ =
∫
w |·|2θ |fF |2 dξ by part 1 Summary 128. Applying the inequality derived in Lemma 129 we get
(∫ ∣∣DγxQ∅,θ,ξ (ei(x,ξ))∣∣2
w (ξ) |ξ|2θ
dξ
) 1
2
≤

max
{
C
(ρ)
θ,r4
,
C
(ρ)
θ−|γ|,r4
}
√
K
(w)
γ,r4
or√
L
(w)
|γ|,r4

(
1 +
∑
k≤θ−|γ|
|x|2k
k!
) 1
2
, |γ| < θ,
(∫
ξ2γ
w|·|2θ
)1/2
or
(∫ |·|2|γ|
w|·|2θ
)1/2
, |γ| ≥ θ.
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There now exists a constant Cρ,w, independent of x, such that inequality 2.44 of Corollary 116 is satisfied for
kγ = Cρ,w |f |w,θ and sγ = max {0, θ − |γ|} and so the rest of Corollary 116 can be applied to obtain f ∈ C(m)BP
and all equations and estimates for Dγfρ except equation 2.113 where fρ has replaced f . But by 2.111, D
γf =
Dγfρ + (2π)
− d2 Dγpf̂ and since D
γpf̂ is a polynomial we have (D
γfρ)F = (D
γf)F .
Remark 134 This result is closely related to Proposition 2.2 of Madych and Nelson [16]. However, in the com-
ments following Theorem 2.1 Madych and Nelson illustrate Theorem 2.1 by choosing dµ (ξ) = w (ξ) dξ where w
corresponds to 1/w in this document i.e. to the reciprocal of our weight function.
2.11 Taylor series expansions of data functions in Xθw: w ∈ W3.2
We begin with the tempered distribution Taylor series expansion 2.10:
f (·+ a)−
∑
|β|≤n
aβ
β!
Dβf =
√
2π
n!
(
(iaξ)
n+1
ĝn (aξ) f̂
)∨
, f ∈ S′.
We now want to estimate the remainder of the Taylor series expansion when f ∈ Xθw, w ∈W3.2 for order θ and
smoothness κ ∈ R1. This makes sense since from Theorem 133 we have Xθw ⊂ C(⌊κ⌋)BP and accordingly we choose
n ≤ ⌊κ⌋ . (2.115)
As in Theorem 133, set fρ =
(
Q∗∅,θf̂
)∨
so that
fρ = f − (2π)−
d
2 pθ−1;f̂ = (2π)
− d2
∫
Q∅,θ,ξ
(
ei(·,ξ)
)
fF (ξ) dξ, (2.116)
where
pθ−1;u (ξ) =
∑
|β|<θ
bβ;u
β!
ξβ ∈ Pθ−1, bβ;u =
[
u, (−ix)β ρ
]
, (2.117)
and hence
f = fρ + (2π)
− d2 pθ−1;f̂ , deg pθ−1;f̂ < θ, (fρ)F = fF on S∅,θ. (2.118)
We have added a θ to the subscript of pθ−1;f̂ for later convenience.
Write for f ∈ Xθw:
f (·+ a)−
∑
|β|≤n
aβ
β!
Dβf
=
fρ (·+ a)− ∑
|β|≤n
aβ
β!
Dβfρ
+ (2π)−d2
pθ−1;f̂ (·+ a)− ∑
|β|≤n
aβ
β!
Dβpθ−1;f̂

=
√
2π
n!
(
(iaξ)
n+1
ĝn (aξ) f̂ρ
)∨
+ (2π)
− d2
pθ−1;f̂ (·+ a)− ∑
|β|≤n
aβ
β!
Dβpθ−1;f̂
 . (2.119)
Estimation of the polynomial term in 2.119
It will not be necessary to use this estimate in the applications to interpolants and smoothers.
Since
pθ−1;f̂ (·+ a) =
∑
|β|≤deg p
θ−1;f̂
aβ
β!
Dβpθ−1;f̂ =
∑
|β|≤θ−1
aβ
β!
Dβpθ−1;f̂ ,
we have:
If n ≥ θ − 1 then pθ−1;f̂ (·+ a)−
∑
|β|≤n
aβ
β!D
βpθ−1;f̂ = 0.
?? DEL?
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If n < θ − 1, from A.14 and then part 3 of Theorem 105,∣∣∣∣∣∣pf̂ (x+ a)−
∑
|β|≤n
aβ
β!
Dβpθ−1;f̂ (x)
∣∣∣∣∣∣ ≤ |a|
n+1
(n+ 1)!
∥∥∥(âD)n+1 pθ−1;f̂∥∥∥∞;[x,x+a]
=
|a|n+1
(n+ 1)!
‖pθ−n−2;v̂‖∞;[x,x+a] ,
where
v = (−iâD)n+1 f, v̂ = (âξ)n+1 f̂ . (2.120)
Hence ∣∣∣∣∣∣(2π)− d2
pf̂ (x+ a)− ∑
|β|≤n
aβ
β!
Dβpθ−1;f̂ (x)
∣∣∣∣∣∣
≤
{
(2π)
− d2 |a|n+1
(n+1)! ‖pθ−n−2;v̂‖∞;[x,x+a] , n < θ − 1,
0, n ≥ θ − 1. (2.121)
From 2.1,
pθ−n−1;u (ξ) =
∑
|α|<θ−n−1
bα,u
α!
ξα ∈ Pθ−n−2, bα,u = [u, (−ix)α ρ] ,
so
pθ−n−1;v̂ (ξ) =
∑
|α|<θ−n−1
bα,v̂
α!
ξα, bα,v̂ =
[
(−iâη)n+1 f̂ , (−iη)α ρ
]
,
and if
r = max {|x| , |x+ a|} =
(
max
{
|x|2 , |x+ a|2
})1/2
,
then
‖pθ−n−1;v̂‖∞;[x,x+a] ≤
∑
|α|<θ−n−1
|bα,v̂|
α!
‖ξα‖∞;[x,x+a] ≤
∑
|α|<θ−n−1
|bα,v̂|
α!
∥∥∥|ξ||α|∥∥∥
∞;[x,x+a]
≤
≤
∑
|α|<θ−n−1
|bα,v̂|
α!
r|α| ≤
(
max
|α|<θ−n−1
|bα,v̂|
) ∑
|α|<θ−n−1
r|α|
α!
=
=
(
max
|α|<θ−n−1
|bα,v̂|
) θ−n−1∑
k=0
∑
|α|=k
r|α|
α!
=
(
max
|α|<θ−n−1
|bα,v̂|
) θ−n−1∑
k=0
rk
∑
|α|=k
1α1α
α!
=
(
max
|α|<θ−n−1
|bα,v̂|
) θ−n−1∑
k=0
rk
k!
(1,1)k
=
(
max
|α|<θ−n−1
|bα,v̂|
) θ−n−1∑
k=0
(rd)
k
k!
.
Estimating the fρ term in 2.119 when ?? n < θ, n ≤ ⌊κ⌋ We introduce the partition of unity
1 = φ0 + φ∞, φ0 ∈ S1;θ, 0 ≤ φ0 ≤ 1, (2.122)
which implies that
φ∞ ∈ C∞∅,θ ∩ C∞B , 0 ≤ φ∞ ≤ 1. (2.123)
Observe that from the remainder estimates of Theorem 358, for any r > 0,
|φ∞ (x)| ≤ 1
θ!
|x|θ
∥∥∥(̂·D)θ φ∞∥∥∥∞;≤r , x ∈ Br. (2.124)
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Also, since φ∞ ∈ C∞∅,θ ∩ C∞B implies φ∞φ ∈ S∅,θ when φ ∈ S, we have
f̂ρ = φ0f̂ρ + φ∞f̂ρ = φ0f̂ρ + φ∞fF ,
fρ =
∨
φ0 ∗ fρ +
∨
φ∞ ∗ fρ,
and so
fρ (·+ a)−
∑
|β|≤n
aβ
β!
Dβfρ
=
√
2π
n!
(
(iaξ)
n+1
ĝn (aξ) f̂ρ
)∨
=
√
2π
n!
(
(iaξ)n+1 ĝn (aξ)φ0f̂ρ
)∨
+
√
2π
n!
(
(iaξ)n+1 ĝn (aξ)φ∞f̂ρ
)∨
=
√
2π
n!
(
(iaξ)
n+1
ĝn (aξ)φ0f̂ρ
)∨
+
√
2π
n!
(
(iaξ)
n+1
ĝn (aξ)φ∞fF
)∨
=
√
2π
n!
(
ĝn (aξ) (iaξ)φ0 ̂(aD)
n
fρ
)∨
+
√
2π
n!
(
(iaξ)
n+1
ĝn (aξ)φ∞fF
)∨
. (2.125)
Estimating the (aD)
n
fρ term on the RHS of 2.125 From 2.112,
Dγfρ (x) =
{
(2π)−
d
2
∫ Q∅,θ−|γ|,ξ (eixξ) (iξ)γ fF (ξ) dξ, |γ| < θ, |γ| ≤ ⌊κ⌋ ,
(2π)
− d2 ∫ eixξ (iξ)γ fF (ξ) dξ, θ ≤ |γ| ≤ ⌊κ⌋ ,
so that
(aD)n fρ (x) =
{
(2π)
−d2 ∫ Q∅,θ−n,ξ (eixξ) (iaξ)n fF (ξ) dξ, n < θ, n ≤ ⌊κ⌋ ,
(2π)
−d2 ∫ eixξ (iaξ)n fF (ξ) dξ, θ ≤ n ≤ ⌊κ⌋ . (2.126)
From Lemma 106 ĝn ∈ C∞B
(
R1
)
which means that ĝn ((a, ·)) ∈ C∞B
(
Rd
)
. Define
σa (ξ) :=
√
2pi
n! ĝn (aξ) (iaξ)φ0 (ξ) ∈ S,
φa (ξ) := (iaξ)φ0 (ξ) ∈ S,
φ̂a = aDφ̂0, φa = |a|φâ, â = a/ |a| .
 (2.127)
Since (aD)
n
fρ ∈ C(0)BP when n ≤ ⌊κ⌋ we can apply 2.63 to obtain the inequality∣∣∣∣∣
√
2π
n!
(
ĝn (aξ) (iaξ)φ0 ̂(aD)
n
fρ
)∨
(x)
∣∣∣∣∣
≤ (2π)− d2 |a|
n+1
n!
∫ 1
0
∫ ∣∣∣φ̂â (ξ)∣∣∣ |((âD)n fρ) (ξ + x+ sa)| dξ gn (s) ds. (2.128)
The next step is to estimate |(âD)n fρ (x)| and there are two cases:
Case 1 n ≤ ⌊κ⌋ ≤ θ. From 2.126,
|(âD)n fρ (x)| ≤ (2π)−
d
2
∫ ∣∣Q∅,θ−n,ξ (eixξ)∣∣ |âξ|n |fF (ξ)| dξ. (2.129)
Hence
|(âD)n fρ (x)| ≤ (2π)−
d
2
∫ ∣∣Q∅,θ−n,ξ (eixξ)∣∣ |âξ|n√
w |·|θ
√
w |·|θ |fF |
≤ (2π)−d2
(∫ ∣∣Q∅,θ−n,ξ (eixξ)∣∣2 |âξ|2n
w |·|2θ
)1/2 ∥∥∥√w |·|θ fF∥∥∥
2
=
(∫ ∣∣Q∅,θ−n,ξ (eixξ)∣∣2 |âξ|2n
w |·|2θ
)1/2
|f |w,θ
=
 ∫
|ξ|≤r3
∣∣Q∅,θ−n,ξ (eixξ)∣∣2 |âξ|2n
w |·|2θ
+
∫
|ξ|≥r3
∣∣Q∅,θ−n,ξ (eixξ)∣∣2 |âξ|2n
w |·|2θ

1/2
|f |w,θ . (2.130)
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From 2.22 with γ = 0 and n = θ − n,
∫
|·|≤r3
∣∣Q∅,θ−n,ξ (eixξ)∣∣2 |âξ|2n
w |·|2θ
≤
∫
|·|≤r3
C(ρ)θ−n,r3 |ξ|θ−n
1 +
∣∣∣xξ̂∣∣∣θ−n
(θ − n)!


2
|âξ|2n
w |·|2θ
=
(
C
(ρ)
θ−n,r3
)2 ∫
|·|≤r3
|ξ|2θ−2n
1 +
∣∣∣xξ̂∣∣∣θ−n
(θ − n)!

2
|âξ|2n
w |·|2θ
=
(
C
(ρ)
θ−n,r3
)2 ∫
|·|≤r3
1 +
∣∣∣xξ̂∣∣∣θ−n
(θ − n)!

2 ∣∣∣âξ̂∣∣∣2n
w
=
(
C
(ρ)
θ−n,r3
)2 ∫
|·|≤r3
1 + |x|θ−n√
(θ − n)!
∣∣∣x̂ξ̂∣∣∣θ−n√
(θ − n)!

2 ∣∣∣âξ̂∣∣∣2n
w
⇒ Cauchy − Schwartz inequality⇒
=
(
C
(ρ)
θ−n,r3
)2 ∫
|·|≤r3
1 +
∣∣∣x̂ξ̂∣∣∣2(θ−n)
(θ − n)!

∣∣∣âξ̂∣∣∣2n
w
(
1 +
|x|2(θ−n)
(θ − n)!
)
=
(
C
(ρ)
θ−n,r3
)2 ∫
|·|≤r3
∣∣∣âξ̂∣∣∣2n
w
+
1
(θ − n)!
∫
|·|≤r3
∣∣∣x̂ξ̂∣∣∣2(θ−n) ∣∣∣âξ̂∣∣∣2n
w
(1 + |x|2(θ−n)
(θ − n)!
)
(2.131)
≤
(
C
(ρ)
θ−n,r3
)2 ∫
|·|≤r3
1
w
+
1
(θ − n)!
∫
|·|≤r3
1
w
(1 + |x|2(θ−n)
(θ − n)!
)
=
(
C
(ρ)
θ−n,r3
)2(
1 +
1
(θ − n)!
) ∫
|·|≤r3
1
w
(1 + |x|2(θ−n)
(θ − n)!
)
(2.132)
<∞,
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since w ∈ W2.1. Next from 2.20, ∣∣Q∅,θ−n,ξ (eixξ)∣∣ ≤ C(ρ)θ−n,r
(
1 +
∑
k<θ−n
|xξ̂|k
k!
)
, and so
∫
|·|≥r3
∣∣Q∅,θ−n,ξ (eixξ)∣∣2 |âξ|2n
w |·|2θ
≤
∫
|·|≥r3
C(ρ)θ−n,r3
1 + ∑
k<θ−n
∣∣∣xξ̂∣∣∣k
k!


2
|âξ|2n
w |·|2θ
=
(
C
(ρ)
θ−n,r3
)2 ∫
|·|≥r3
1 + ∑
k<θ−n
∣∣∣xξ̂∣∣∣k
k!

2
|âξ|2n
w |·|2θ
=
(
C
(ρ)
θ−n,r
)2 ∫
|·|≥r3
1 + ∑
k<θ−n
|x|k√
k!
∣∣∣x̂ξ̂∣∣∣k
√
k!

2
|âξ|2n
w |·|2θ
⇒ Cauchy − Schwartz inequality⇒
≤
(
C
(ρ)
θ−n,r3
)2 ∫
|·|≥r3
(
1 +
∑
k<θ−n
|x|2k
k!
)1 + ∑
k<θ−n
∣∣∣x̂ξ̂∣∣∣2k
k!
 |âξ|2n
w |·|2θ
=
(
C
(ρ)
θ−n,r3
)2 ∫
|·|≥r3
1 + ∑
k<θ−n
∣∣∣x̂ξ̂∣∣∣2k
k!
 |âξ|2n
w |·|2θ
(1 + ∑
k<θ−n
|x|2k
k!
)
=
(
C
(ρ)
θ−n,r3
)2 ∫
|·|≥r3
1 + ∑
k<θ−n
∣∣∣x̂ξ̂∣∣∣2k
k!
∣∣∣âξ̂∣∣∣2n |·|2n
w |·|2θ
(1 + ∑
k<θ−n
|x|2k
k!
)
=
(
C
(ρ)
θ−n,r3
)2
∫
|·|≥r3
∣∣∣âξ̂∣∣∣2n |·|2n
w|·|2θ+
+
∑
k<θ−n
1
k!
∫
|·|≥r3
∣∣∣x̂ξ̂∣∣∣2k ∣∣∣âξ̂∣∣∣2n |·|2n
w|·|2θ

(
1 +
∑
k<θ−n
|x|2k
k!
)
(2.133)
<
(
C
(ρ)
θ−n,r3
)2(
1 +
∑
k<θ−n
1
k!
) ∫
|·|≥r3
|·|2n
w |·|2θ
(1 + ∑
k<θ−n
|x|2k
k!
)
. (2.134)
From 2.134,
∫
|·|≥r3
∣∣Q∅,θ−n,ξ (eixξ)∣∣2 |âξ|2n
w |·|2θ
≤
(
C
(ρ)
θ−n,r3
)2
(1 + eθ−n−1)
 ∫
|·|≥r3
|·|2n
w |·|2θ
(1 + ∑
k<θ−n
|x|2k
k!
)
, (2.135)
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where em :=
∑
k≤m
1
k! , and from 2.133,
∫
|·|≥r3
∣∣Q∅,θ−n,ξ (eixξ)∣∣2 |âξ|2n
w |·|2θ
≤
(
C
(ρ)
θ−n,r3
)2
∫
|·|≥r3
∣∣∣âξ̂∣∣∣2n |·|2n
w|·|2θ+
+eθ−n−1
∫
|·|≥r3
∣∣∣x̂ξ̂∣∣∣2k ∣∣∣âξ̂∣∣∣2n |·|2n
w|·|2θ

(
1 +
∑
k<θ−n
|x|2k
k!
)
(2.136)
<∞.
since w ∈ W3.2. Substituting the estimates 2.135 and 2.132 into 2.130 yields
|(âD)n fρ (x)|
≤
 ∫
|ξ|≤r3
∣∣Q∅,θ−n,ξ (eixξ)∣∣2 |âξ|2n
w |·|2θ
+
∫
|ξ|≥r3
∣∣Q∅,θ−n,ξ (eixξ)∣∣2 |âξ|2n
w |·|2θ

1/2
|f |w,θ
≤

(
C
(ρ)
θ−n,r3
)2 (
1 + 1(θ−n)!
)( ∫
|·|≤r3
1
w
)(
1 + |x|
2(θ−n)
(θ−n)!
)
+
+
(
C
(ρ)
θ−n,r3
)2
(1 + eθ−n−1)
( ∫
|·|≥r3
|·|2n
w|·|2θ
)(
1 +
∑
k<θ−n
|x|2k
k!
)

1/2
|f |w,θ
≤ max
{
C
(ρ)
θ−n,r3,
C
(ρ)
θ−n,r3
}1 + ∑
k≤θ−n
1
k!
1/2
 ∫
|·|≤r3
1
w
+
∫
|·|≥r3
|·|2n
w |·|2θ

1/2
|f |w,θ
1 + ∑
k≤θ−n
|x|2k
k!
1/2
< max
{
C
(ρ)
θ−n,r3,
C
(ρ)
θ−n,r3
}
√
1 + e
 ∫
|·|≤r3
1
w
+
∫
|·|≥r3
|·|2n
w |·|2θ

1/2
|f |w,θ
1 + ∑
k≤θ−n
|x|2k
k!
1/2 . (2.137)
Substituting the estimates 2.136 and 2.131 into 2.130 yields
|(âD)n fρ (x)|
≤
 ∫
|ξ|≤r3
∣∣Q∅,θ−n,ξ (eixξ)∣∣2 |âξ|2n
w |·|2θ
+
∫
|ξ|≥r3
∣∣Q∅,θ−n,ξ (eixξ)∣∣2 |âξ|2n
w |·|2θ

1/2
|f |w,θ
≤

(
C
(ρ)
θ−n,r3
)2( ∫
|·|≤r3
|âξ̂|2n
w +
1
(θ−n)!
∫
|·|≤r3
|x̂ξ̂|2(θ−n)|âξ̂|2n
w
)(
1 + |x|
2(θ−n)
(θ−n)!
)
+
+
(
C
(ρ)
θ−n,r3
)2
∫
|·|≥r3
∣∣∣âξ̂∣∣∣2n |·|2n
w|·|2θ+
+
∑
k<θ−n
1
k!
∫
|·|≥r3
∣∣∣x̂ξ̂∣∣∣2k ∣∣∣âξ̂∣∣∣2n |·|2n
w|·|2θ

(
1 +
∑
k<θ−n
|x|2k
k!
)

1/2
|f |w,θ
≤ max
{
C
(ρ)
θ−n,r3 ,
C
(ρ)
θ−n,r3
}
∫
|·|≤r3
|âξ̂|2n
w +
1
(θ−n)!
∫
|·|≤r3
|x̂ξ̂|2(θ−n)|âξ̂|2n
w +
+
∫
|·|≥r3
∣∣∣âξ̂∣∣∣2n |·|2n
w|·|2θ +
∑
k<θ−n
1
k!
∫
|·|≥r3
∣∣∣x̂ξ̂∣∣∣2k ∣∣∣âξ̂∣∣∣2n |·|2n
w|·|2θ

1/2
×
×
1 + ∑
k≤θ−n
|x|2k
k!
1/2 |f |w,θ ,
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so we have the estimates
|(âD)n fρ (x)|
≤

max
{
C
(ρ)
θ−n,r3 ,
C
(ρ)
θ−n,r3
}
√
1 + e
( ∫
|·|≤r3
1
w +
∫
|·|≥r3
|·|2n
w|·|2θ
)1/2
|f |w,θ
(
1 +
∑
k≤θ−n
|x|2k
k!
)1/2
,
and
max
{
C
(ρ)
θ−n,r3 ,
C
(ρ)
θ−n,r3
}
∫
|·|≤r3
|âξ̂|2n
w +
1
(θ−n)!
∫
|·|≤r3
|x̂ξ̂|2(θ−n)|âξ̂|2n
w +
+
∫
|·|≥r3
∣∣∣âξ̂∣∣∣2n |·|2n
w|·|2θ +
∑
k<θ−n
1
k!
∫
|·|≥r3
∣∣∣x̂ξ̂∣∣∣2k ∣∣∣âξ̂∣∣∣2n |·|2n
w|·|2θ

1
2
×
× |f |w,θ
(
1 +
∑
k≤θ−n
|x|2k
k!
)1/2
,
(2.138)
which can be written
|(âD)n fρ (x)| ≤ max
{
C
(ρ)
θ−n,r3 , C
(ρ)
θ−n,r3
}
M (w)n,r3 |f |w,θ
1 + ∑
k≤θ−n
|x|2k
k!
1/2 , n ≤ ⌊κ⌋ ≤ θ, (2.139)
where we have the series of ”constants”,
M
(w)
n,r3 (â, x̂) :=

∫
|·|≤r3
|âξ̂|2n
w +
1
(θ−n)!
∫
|·|≤r3
|x̂ξ̂|2(θ−n)|âξ̂|2n
w +
+
∫
|·|≥r3
∣∣∣âξ̂∣∣∣2n |·|2n
w|·|2θ +
∑
k<θ−n
1
k!
∫
|·|≥r3
∣∣∣x̂ξ̂∣∣∣2k ∣∣∣âξ̂∣∣∣2n |·|2n
w|·|2θ

1
2
,
or more weakly
M
(w)
n,r3 (â, x̂) :=

∫
|·|≤r3
|âξ̂|2n
w +
1
(θ−n)! min
{ ∫
|·|≤r3
|x̂ξ̂|2(θ−n)
w ,
∫
|·|≤r3
|âξ̂|2n
w
}
+
+
∫
|·|≥r3
∣∣∣âξ̂∣∣∣2n |·|2n
w|·|2θ+
+
∑
k<θ−n
1
k! min
{ ∫
|·|≥r3
∣∣∣âξ̂∣∣∣2n |·|2n
w|·|2θ ,
∫
|·|≥r3
∣∣∣x̂ξ̂∣∣∣2k |·|2n
w|·|2θ
}

1
2
,
or more weakly
M
(w)
n,r3 (â) :=
√
1 + e
( ∫
|·|≤r3
∣∣∣âξ̂∣∣∣2n 1w + ∫
|·|≥r3
∣∣∣âξ̂∣∣∣2n |·|2n
w|·|2θ
)1/2
,
or more weakly
M
(w)
n,r3 :=
√
1 + e
( ∫
|·|≤r3
1
w +
∫
|·|≥r3
|·|2n
w|·|2θ
)1/2
.

(2.140)
Further, for compactness we will define
C(ρ,w)n := max
{
C
(ρ)
θ−n,r3 , C
(ρ)
θ−n,r3
}
M (w)n,r3 , n ≤ ⌊κ⌋ ≤ θ. (2.141)
NOTE that if w is radial, â and x̂ will be eliminated from all but the strongest bound - see ??.
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Case 2 ⌊κ⌋ ≥ θ and n ≤ ⌊κ⌋ From 2.126,
|(âD)n fρ (x)|
≤ (2π)− d2
∫
|âξ|n |fF |
= (2π)−
d
2
(∫
|·|≤r3
|âξ|n |fF |+
∫
|·|≥r3
|âξ|n |fF |
)
= (2π)
− d2
(∫
|·|≤r3
|âξ|n−θ |âξ|θ√
w |·|θ
√
w |·|θ |fF |+
∫
|·|≥r3
|âξ|n√
w |·|θ
√
w |·|θ |fF |
)
≤ (2π)− d2
(∫
|·|≤r3
|âξ|n−θ |·|θ√
w |·|θ
√
w |·|θ |fF |+
∫
|·|≥r3
|âξ|n√
w |·|θ
√
w |·|θ |fF |
)
= (2π)
− d2
(∫
|·|≤r3
|âξ|n−θ√
w
√
w |·|θ |fF |+
∫
|·|≥r3
|âξ|n√
w |·|θ
√
w |·|θ |fF |
)
≤ (2π)− d2 |fρ|w,θ
(∫
|·|≤r3
|âξ|2(n−θ)
w
) 1
2
+
(∫
|·|≥r3
|âξ|2n
w |·|2θ
) 1
2
 (2.142)
≤ (2π)− d2 |fρ|w,θ
(∫
|·|≤r3
|·|2(n−θ)
w
) 1
2
+
(∫
|·|≥r3
|·|2n
w |·|2θ
) 1
2
 .
<∞.
Also, from the point of view of obtaining a bound
|(âD)n fρ (x)| ≤ (2π)−
d
2
∫
|âξ|n |fF |
= (2π)
− d2
∫ |âξ|n√
w |·|θ
√
w |·|θ |fF |
≤ (2π)− d2
(∫
(âξ)
2n
w |·|2θ
)1/2(∫
w |·|2θ |fF |2
)1/2
= (2π)
− d2
(∫
(âξ)
2n
w |·|2θ
)1/2
|fρ|w,θ
= (2π)−
d
2
(∫ (
âξ̂
)2n |·|2n
w |·|2θ
)1/2
|fρ|w,θ
≤ (2π)− d2
(∫ |·|2n
w |·|2θ
)1/2
|fρ|w,θ
<∞.
This completes our upper bounds for |(âD)n fρ (x)| and we have for n ≤ ⌊κ⌋,
|(âD)n fρ (x)| ≤

max
{
C
(ρ)
θ−n,r3, C
(ρ)
θ−n,r3
}
M
(w)
n,r3 |fρ|w,θ
(
1 +
∑
k≤θ−n
|x|2k
k!
)1/2
, θ > ⌊κ⌋ ,
(2π)
− d2
(∫ (
âξ̂
)2n |·|2n
w|·|2θ
)1/2
|fρ|w,θ , θ ≤ ⌊κ⌋ ,
(2.143)
where the M
(w)
n,r are given by 2.140.
Remark 135 We have 1 +
∑
k≤θ−n
|x|2k
k! < e
|x|2 ,
(
1 +
∑
k≤θ−n
|x|2k
k!
)1/2
< e
1
2 |x|2 and 1 +
∑
k<θ−n
|xξ̂|k
k! < e
|xξ̂|2 etc.
and I recall that the function e|x|
2
was important in the chapter concerning bounded linear functionals on Xθw.
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Apply the estimates for |(âD)n fρ (x)| to the right side of 2.128 There are two cases: n ≤ ⌊κ⌋ < θ and
then θ ≤ ⌊κ⌋ and n ≤ ⌊κ⌋.
Case 1 n ≤ ⌊κ⌋ < θ Apply 2.143 to 2.128:
∣∣∣∣∣
√
2π
n!
(
ĝn (aξ) (iaξ)φ0 ̂(aD)
n
fρ
)∨
(x)
∣∣∣∣∣
≤ |a|
n+1
(2π)
d
2 n!
∫ 1
0
∫ ∣∣∣φ̂â (ξ)∣∣∣ |((âD)n fρ) (ξ + x+ sa)| dξ gn (s) ds
≤ |a|
n+1
(2π)
d
2 n!
∫ 1
0
∫ ∣∣∣φ̂â (ξ)∣∣∣ (2π)− d2 |fρ|w,θ C(ρ,w)n
(
1 +
θ−n∑
k=0
(ξ + x+ sa)
2k
k!
) 1
2
dξ gn (s) ds
= |fρ|w,θ
C
(ρ,w)
n
(2π)
d
2
|a|n+1
n!
∫ 1
0
∫ ∣∣∣φ̂â (ξ)∣∣∣
(
1 +
θ−n∑
k=0
|ξ + x+ sa|2k
k!
) 1
2
dξ gn (s) ds
= |fρ|w,θ
C
(ρ,w)
n
(2π)
d
2
|a|n+1
n!
∫ 1
0
∫ ∣∣∣φ̂â (ξ)∣∣∣ 12 ((1 + θ−n∑
k=0
(|ξ + x+ s|)2k
k!
)∣∣∣φ̂â (ξ)∣∣∣)
1
2
dξ gn (s) ds.
The Cauchy-Schwartz inequality gives
∣∣∣∣∣
√
2π
n!
(
ĝn (aξ) (iaξ)φ0 ̂(aD)
n
fρ
)∨
(x)
∣∣∣∣∣
≤ |fρ|w,θ
C
(ρ,w)
n
(2π)
d
2
|a|n+1
n!
∫ 1
0
∥∥∥φ̂â∥∥∥ 12
1
(∫ (
1 +
θ−n∑
k=0
|ξ + x+ sa|2k
k!
)∣∣∣φ̂â (ξ)∣∣∣ dξ
) 1
2
gn (s) ds
= |fρ|w,θ
C
(ρ,w)
n
(2π)
d
2
|a|n+1
n!
∥∥∥φ̂â∥∥∥ 12
1
∫ 1
0
(∫ (
1 +
θ−n∑
k=0
|ξ + x+ sa|2k
k!
)∣∣∣φ̂â (ξ)∣∣∣ dξ
) 1
2
gn (s) ds
= |fρ|w,θ
C
(ρ,w)
n
(2π)
d
2
|a|n+1
n!
∥∥∥φ̂â∥∥∥ 12
1
∫ 1
0
(∥∥∥φ̂â∥∥∥
1
+
θ−n∑
k=0
∫ |ξ + x+ sa|2k
α!
∣∣∣φ̂â (ξ)∣∣∣ dξ
) 1
2
gn (s) ds
≤ |fρ|w,θ
C
(ρ,w)
n
(2π)
d
2
|a|n+1
n!
∥∥∥φ̂â∥∥∥ 12
1
∫ 1
0
(∥∥∥φ̂â∥∥∥
1
) 1
2
+
(
θ−n∑
k=0
∫ |ξ + x+ sa|2k
k!
∣∣∣φ̂â (ξ)∣∣∣ dξ
) 1
2
 gn (s) ds
= |fρ|w,θ
C
(ρ,w)
n
(2π)
d
2
|a|n+1
n!
∥∥∥φ̂â∥∥∥
1
∫ 1
0
gn (s) ds+
+ |fρ|w,θ
C
(ρ,w)
n
(2π)
d
2
|a|n+1
n!
∥∥∥φ̂â∥∥∥
1
∫ 1
0
(
θ−n∑
k=0
1
k!
∫
|ξ + x+ sa|2k
∣∣∣φ̂â (ξ)∣∣∣ dξ
) 1
2
gn (s) ds
= |fρ|w,θ
C
(ρ,w)
n
(2π)
d
2
|a|n+1
(n+ 1)!
∥∥∥φ̂â∥∥∥
1
+
+ |fρ|w,θ
C
(ρ,w)
n
(2π)
d
2
|a|n+1
n!
∥∥∥φ̂â∥∥∥
1
∫ 1
0
(
θ−n∑
k=0
1
k!
∫
|ξ + x+ sa|2k
∣∣∣φ̂â (ξ)∣∣∣ dξ
) 1
2
gn (s) ds. (2.144)
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Using the Cauchy-Schwartz estimate and then the identity A.3 we get
1
k!
|x+ y + z|2k ≤ 1
k!
(|x|+ |y|+ |z|)2k
=
1
k!
((|x| , |y| , |z|) · (1, 1, 1))2k
=
3k
k!
(
|x|2 + |y|2 + |z|2
)k
= 3k
∑
n1+n2+n3=k
|x|2n1 |y|2n2 |z|2n3
n1!n2!n3!
,
and so
∫ 1
0
(
θ−n∑
k=0
1
k!
∫
|ξ + x+ sa|2k
∣∣∣φ̂â (ξ)∣∣∣ dξ
) 1
2
gn (s) ds
=
∫ 1
0
(
θ−n∑
k=0
3k
∫ ∑
n1+n2+n3=k
|ξ|2n1 |x|2n2 |sa|2n3
n1!n2!n3!
∣∣∣φ̂â (ξ)∣∣∣ dξ
) 1
2
gn (s) ds
≤
∫ 1
0
(
θ−n∑
k=0
3k
∫ ∑
n1+n2+n3=k
|ξ|2n1 |x|2n2 |a|2n3
n1!n2!n3!
∣∣∣φ̂â (ξ)∣∣∣ dξ
) 1
2
gn (s) ds
=
1
n+ 1
(
θ−n∑
k=0
3k
∫ ∑
n1+n2+n3=k
|ξ|2n1 |x|2n2 |a|2n3
n1!n2!n3!
∣∣∣φ̂â (ξ)∣∣∣ dξ
) 1
2
=
1
n+ 1
(
θ−n∑
k=0
3k
∑
n1+n2+n3=k
|x|2n2 |a|2n3
n2!n3!
∫ |ξ|2n1
n1!
∣∣∣φ̂â (ξ)∣∣∣ dξ
) 1
2
≤ 1
n+ 1
θ−n∑
k=0
3k
 ∑
n2+n3≤k
|x|2n2 |a|2n3
n2!n3!
 ∑
n1≤k
∫ |ξ|2n1
n1!
∣∣∣φ̂â (ξ)∣∣∣ dξ
 12
=
1
n+ 1
θ−n∑
k=0
3k
 k∑
j=0
(
|x|2 + |a|2
)j
j!
∑
l≤k
∫ |·|2l
l!
∣∣∣φ̂â∣∣∣

1
2
≤ 1
n+ 1
(
θ−n∑
k=0
3k
) 1
2
θ−n∑
j=0
(
|x|2 + |a|2
)j
j!

1
2 (
θ−n∑
l=0
∫ |·|2l
l!
∣∣∣φ̂â∣∣∣
) 1
2
=
1
n+ 1
(
3θ−n+1 − 1
2
) 1
2
θ−n∑
j=0
(
|x|2 + |a|2
)j
j!

1
2 (
θ−n∑
l=0
∫ |·|2l
l!
∣∣∣φ̂â∣∣∣
) 1
2
.
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so that 2.144 becomes
∣∣∣∣∣
√
2π
n!
(
ĝn (aξ) (iaξ)φ0 ̂(aD)
n fρ
)∨
(x)
∣∣∣∣∣
≤ |fρ|w,θ
C
(ρ,w)
n
(2π)
d
2
|a|n+1
(n+ 1)!
∥∥∥φ̂â∥∥∥
1
+
+ |fρ|w,θ
C
(ρ,w)
n
(2π)
d
2
|a|n+1
n!
∥∥∥φ̂â∥∥∥1/2
1
∫ 1
0
(
θ−n∑
k=0
1
k!
∫
|ξ + x+ sa|2k
∣∣∣φ̂â (ξ)∣∣∣ dξ
) 1
2
gn (s) ds
≤ |fρ|w,θ
C
(ρ,w)
n
(2π)
d
2
|a|n+1
(n+ 1)!
∥∥∥φ̂â∥∥∥
1
+
+ |fρ|w,θ
C
(ρ,w)
n
(2π)
d
2
|a|n+1
(n+ 1)!
∥∥∥φ̂â∥∥∥1/2
1
(
3θ−n+1 − 1
2
) 1
2
θ−n∑
j=0
(
|x|2 + |a|2
)j
j!

1
2 (
θ−n∑
l=0
∫ |·|2l
l!
∣∣∣φ̂â∣∣∣
) 1
2
= |fρ|w,θ
C
(ρ,w)
n
(2π)
d
2
|a|n+1
(n+ 1)!
×
×
∥∥∥φ̂â∥∥∥1 +
(
3θ−n+1 − 1
2
) 1
2
θ−n∑
j=0
(
|x|2 + |a|2
)j
j!

1
2 (∥∥∥φ̂â∥∥∥
1
θ−n∑
l=0
∫ |·|2l
l!
∣∣∣φ̂â∣∣∣
) 1
2
 .
Finally, from 2.75,
φ̂â (ξ) = ̂̂axφ0 (ξ) =
(
(âD) φ̂0
)
(ξ) ,
so that
∣∣∣∣∣
√
2π
n!
(
ĝn (aξ) (iaξ)φ0 ̂(aD)
n
fρ
)∨
(x)
∣∣∣∣∣
≤ |fρ|w,θ
C
(ρ,w)
n
(2π)
d
2
|a|n+1
(n+ 1)!
×
×

∥∥∥(âD) φ̂0∥∥∥
1
+
+
(
3θ−n+1−1
2
) 1
2
(
θ−n∑
j=0
(|x|2+|a|2)j
j!
) 1
2 (∥∥∥(âD) φ̂0∥∥∥
1
θ−n∑
l=0
‖|·|2lâDφ̂0‖
1
l!
) 1
2
 (2.145)
A special case is φ0 radial which will be treated in Subsection 2.11.3.
Case 2 ⌊κ⌋ ≥ θ and n ≤ ⌊κ⌋ By 2.143,
|(âD)n fρ (x)| ≤ (2π)−
d
2
(∫ (
âξ̂
)2n |·|2n
w |·|2θ
) 1
2
|fρ|w,θ ,
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so that by also using 4.15, 2.128 becomes
∣∣∣∣∣
√
2π
n!
(
ĝn (aξ) (iaξ)φ0 ̂(aD)
n fρ
)∨
(x)
∣∣∣∣∣
≤ (2π)− d2 |a|
n+1
n!
∫ 1
0
∫ ∣∣∣φ̂â (ξ)∣∣∣ |((âD)n fρ) (ξ + x+ sa)| dξ gn (s) ds
≤ (2π)− d2 |a|
n+1
n!
∫ 1
0
(∫ ∣∣∣φ̂â (ξ)∣∣∣ dξ) (2π)− d2
(∫ (
âξ̂
)2n |·|2n
w |·|2θ
) 1
2
|fρ|w,θ gn (s) ds
=
|fρ|w,θ
(2π)
d
|a|n+1
n!
(∫ ∣∣∣φ̂â∣∣∣)
(∫ (
âξ̂
)2n |·|2n
w |·|2θ
) 1
2 ∫ 1
0
gn (s) ds
= |fρ|w,θ
1
(2π)
d
(∫ (
âξ̂
)2n |·|2n
w |·|2θ
) 1
2 |a|n+1
(n+ 1)!
∥∥∥φ̂â∥∥∥
1
= |fρ|w,θ
1
(2π)
d
(∫ (
âξ̂
)2n |·|2n
w |·|2θ
) 1
2 |a|n+1
(n+ 1)!
∥∥∥âDφ̂0∥∥∥
1
. (2.146)
Combining 2.145 and 2.146 we get for n ≤ ⌊κ⌋,
∣∣∣∣∣
√
2π
n!
(
ĝn (aξ) (iaξ)φ0 ̂(aD)
n
fρ
)∨
(x)
∣∣∣∣∣
≤ |fρ|w,θ
|a|n+1
(n+ 1)!
×
×

C(ρ,w)n
(2pi)
d
2

∥∥∥âDφ̂0∥∥∥
1
+
+
(
3θ−n+1−1
2
) 1
2
(
θ−n∑
j=0
(|x|2+|a|2)j
j!
) 1
2 (∥∥∥âDφ̂0∥∥∥
1
θ−n∑
l=0
‖|·|2lâDφ̂0‖
1
l!
) 1
2
 , θ ≥ ⌊κ⌋ ,
1
(2pi)d
(∫ (
âξ̂
)2n |·|2n
w|·|2θ
) 1
2 ∥∥∥âDφ̂0∥∥∥
1
, θ ≤ ⌊κ⌋ ,
(2.147)
where C
(ρ,w)
n is given by 2.141.
Estimate the fF term in 2.125 The goal here is to obtain the estimate 2.154. To this end we use the step
function partition of unity {π0, π∞} where suppπ0 = Br3 , suppπ∞ = Rd \ Br3 where r3 was introduced in the
definition of weight function property W3.2. Now write
(
(iaξ)n+1 ĝn (aξ)φ∞fF
)∨
=
(
π0 (iaξ)
n+1
ĝn (aξ)φ∞fF
)∨
+
(
π∞ (iaξ)
n+1
ĝn (aξ)φ∞fF
)∨
=
(
π0
(iaξ)
n+1
√
w
ĝn (aξ)
√
wφ∞fF
)∨
+
(
π∞φ∞
(iaξ)
n+1
√
w |·|θ
ĝn (aξ)
√
w |·|θ fF
)∨
=
(
π0
(iaξ)
n+1
√
w
ĝn (aξ)
)∨
∗ (√wφ∞fF )∨ +(π∞φ∞ (iaξ)n+1√
w |·|θ
ĝn (aξ)
)∨
∗
(√
w |·|θ fF
)∨
,
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so that by Young’s inequality A.9 and Parceval’s theorem,
∥∥∥∥((iaξ)n+1 ĝn (aξ)φ∞fF)∨∥∥∥∥
∞
≤
∥∥∥∥∥
(
π0
(iaξ)n+1√
w
ĝn (aξ)
)∨∥∥∥∥∥
2
∥∥∥(√wφ∞fF )∨∥∥∥
2
+
+
∥∥∥∥∥
(
π∞φ∞
(iaξ)
n+1
√
w |·|θ
ĝn (aξ)
)∨∥∥∥∥∥
2
∥∥∥∥(√w |·|θ fF)∨∥∥∥∥
2
=
∥∥∥∥∥π0 (iaξ)n+1√w ĝn (aξ)
∥∥∥∥∥
2
∥∥√wφ∞fF∥∥2 +
∥∥∥∥∥π∞φ∞ (iaξ)n+1√w |·|θ ĝn (aξ)
∥∥∥∥∥
2
∥∥∥√w |·|θ fF∥∥∥
2
=
∥∥∥∥∥π0 (iaξ)n+1√w ĝn (aξ)
∥∥∥∥∥
2
∥∥√wφ∞fF∥∥2 +
∥∥∥∥∥π∞φ∞ (iaξ)n+1√w |·|θ ĝn (aξ)
∥∥∥∥∥
2
|f |w,θ .
By 2.124,
|φ∞ (x)| ≤ |x|θ
∥∥∥(̂·D)θ φ∞∥∥∥∞;≤r3
θ!
, x ∈ Br3 ,
so
∥∥√wφ∞fF∥∥2 ≤
∥∥∥(̂·D)θ φ∞∥∥∥∞;≤r3
θ!
∥∥∥√w |·|θ fF∥∥∥
2
=
∥∥∥(̂·D)θ φ∞∥∥∥∞;≤r3
θ!
|f |w,θ ,
which means that
∥∥∥∥((iaξ)n+1 ĝn (aξ)φ∞fF)∨∥∥∥∥
∞
≤
∥∥∥∥∥π0 (iaξ)n+1√w ĝn (aξ)
∥∥∥∥∥
2
∥∥∥(̂·D)θ φ∞∥∥∥∞;≤r3
θ!
|f |w,θ +
∥∥∥∥∥π∞φ∞ (iaξ)n+1√w |·|θ ĝn (aξ)
∥∥∥∥∥
2
|f |w,θ
=

∥∥∥(̂·D)θ φ∞∥∥∥∞;≤r3
θ!
∥∥∥∥∥π0 (iaξ)n+1√w ĝn (aξ)
∥∥∥∥∥
2
+
∥∥∥∥∥π∞φ∞ (iaξ)n+1√w |·|θ ĝn (aξ)
∥∥∥∥∥
2
 |f |w,θ
≤

∥∥∥(̂·D)θ φ∞∥∥∥∞;≤r3
θ!
‖ĝn‖∞
∥∥∥∥∥π0 (iaξ)n+1√w
∥∥∥∥∥
2
+
∥∥∥∥∥π∞ (iaξ)n+1√w |·|θ ĝn (aξ)
∥∥∥∥∥
2
 |f |w,θ
=

∥∥∥(̂·D)θ φ∞∥∥∥∞;≤r3
θ!
‖ĝn‖∞
 ∫
|·|≤r3
(aξ)
2(n+1)
w

1
2
+
 ∫
|·|≥r3
(aξ)
2(n+1)
w |·|2θ
|ĝn (aξ)|2

1
2
 |f |w,θ . (2.148)
If n ≤ ⌊κ⌋ − 1 then 2 (n+ 1) ≤ 2 ⌊κ⌋ ≤ 2κ and so
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∞
≤ |f |w,θ

∥∥∥(̂·D)θ φ∞∥∥∥∞;≤r3
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‖ĝn‖∞
 ∫
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(aξ)
2(n+1)
w

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+ ‖ĝn‖∞
 ∫
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(aξ)
2(n+1)
w |·|2θ

1
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
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
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w

1
2
+
 ∫
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w |·|2θ

1
2

≤ |f |w,θ
1√
2π
|a|n+1
n+ 1

∥∥∥(̂·D)θ φ∞∥∥∥∞;≤r3
θ!
 ∫
|·|≤r3
(âξ)
2(n+1)
w

1
2
+
 ∫
|·|≥r3
(âξ)
2(n+1)
w |·|2θ

1
2
 (2.149)
<∞,
since w ∈ W3.2 for order θ and κ, and w ∈W2.1.
If n = ⌊κ⌋ then n + 1 = ⌈κ⌉ and since from Lemma 106, |ĝn (t)| ≤ 1√2pi min
{
1
n+1 ,
2+ 1n+1
1+|t|
}
, we can proceed
from 2.148 as follows:
∥∥∥∥((iaξ)n+1 ĝn (aξ)φ∞fF)∨∥∥∥∥
∞
1
|f |w,θ
≤
∥∥∥(̂·D)θ φ∞∥∥∥∞;≤r3
θ!
∥∥ĝ⌊κ⌋∥∥∞
 ∫
|·|≤r3
(aξ)
2⌈κ⌉
w

1
2
+
 ∫
|·|≥r3
(aξ)
2⌈κ⌉
w |·|2θ
∣∣ĝ⌊κ⌋ (aξ)∣∣2

1
2
(2.150)
=
∥∥∥(̂·D)θ φ∞∥∥∥∞;≤r3
θ!
∥∥ĝ⌊κ⌋∥∥∞
 ∫
|·|≤r3
(aξ)
2⌈κ⌉
w

1
2
+
 ∫
|·|≥r3
(aξ)
2κ
w |·|2θ
|aξ|2(⌈κ⌉−κ) ∣∣ĝ⌊κ⌋ (aξ)∣∣2

1
2
≤
∥∥∥(̂·D)θ φ∞∥∥∥∞;≤r3
θ!
∥∥ĝ⌊κ⌋∥∥∞
 ∫
|·|≤r3
(aξ)2⌈κ⌉
w

1
2
+
 ∫
|·|≥r3
(aξ)2κ
w |·|2θ
∣∣∣∣∣ |aξ|(⌈κ⌉−κ)√2π 2 +
1
⌈κ⌉
1 + |aξ|
∣∣∣∣∣
2

1
2
≤
∥∥∥(̂·D)θ φ∞∥∥∥∞;≤r3
θ!
∥∥ĝ⌊κ⌋∥∥∞
 ∫
|·|≤r3
(aξ)
2⌈κ⌉
w

1
2
+
 ∫
|·|≥r3
|aξ|2κ
w |·|2θ
∣∣∣∣ 1√2π
(
2 +
1
⌈κ⌉
)∣∣∣∣2

1
2
≤
∥∥∥(̂·D)θ φ∞∥∥∥∞;≤r3
θ!
∥∥ĝ⌊κ⌋∥∥∞
 ∫
|·|≤r3
(aξ)2⌈κ⌉
w

1
2
+
1√
2π
(
2 +
1
⌈κ⌉
) ∫
|·|≥r3
|aξ|2κ
w |·|2θ

1
2
≤ |a|⌈κ⌉
∥∥∥(̂·D)θ φ∞∥∥∥∞;≤r3
θ!
1√
2π ⌈κ⌉
 ∫
|·|≤r3
(âξ)
2⌈κ⌉
w

1
2
+
|a|κ√
2π
(
2 +
1
⌈κ⌉
) ∫
|·|≥r3
|âξ|2κ
w |·|2θ

1
2
(2.151)
≤ |a|⌈κ⌉
∥∥∥(̂·D)θ φ∞∥∥∥∞;≤r3
θ!
r
⌈κ⌉
3√
2π ⌈κ⌉
 ∫
|·|≤r3
1
w

1
2
+
|a|κ√
2π
(
2 +
1
⌈κ⌉
) ∫
|·|≥r3
|·|2κ
w |·|2θ

1
2
(2.152)
<∞,
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which means that when n = ⌊κ⌋,
∥∥∥∥∥
√
2π
n!
(
(iaξ)n+1 ĝn (aξ)φ∞fF
)∨∥∥∥∥∥
∞
≤ |f |w,θ × |a|⌈κ⌉⌈κ⌉!
∥∥∥(̂·D)θ φ0∥∥∥∞
θ!
 ∫
|·|≤r3
(âξ)
2⌈κ⌉
w

1
2
+
|a|κ√
2π
(
2
⌊κ⌋! +
1
⌈κ⌉!
) ∫
|·|≥r3
|âξ|2κ
w |·|2θ

1
2
 (2.153)
To summarize:∥∥∥∥∥
√
2π
n!
(
(iaξ)
n+1
ĝn (aξ)φ∞fF
)∨∥∥∥∥∥
∞
≤ |f |w,θ

|a|n+1
(n+1)!
‖(̂·D)θφ∞‖∞;≤r3
θ!
( ∫
|·|≤r3
(âξ)2(n+1)
w
) 1
2
+
( ∫
|·|≥r3
|âξ|2(n+1)
w|·|2θ
) 1
2
 , n ≤ ⌊κ⌋ − 1,
|a|⌈κ⌉
⌈κ⌉!
‖(̂·D)θφ∞‖
∞;≤r3
θ!
( ∫
|·|≤r3
(âξ)2⌈κ⌉
w
) 1
2
+ |a|κ
(
2
⌊κ⌋! +
1
⌈κ⌉!
)( ∫
|·|≥r3
|âξ|2κ
w|·|2θ
) 1
2
, n = ⌊κ⌋ .
(2.154)
2.11.1 Remainder estimate for fρ
We have the following Taylor series remainder estimate for fρ: for n ≤ ⌊κ⌋ the right side of 2.125 can be estimated
by 2.147 and 2.154 respectively as
|Rn+1fρ (x, a)|
≤
∣∣∣∣∣
√
2π
n!
(
ĝn (aξ) (iaξ)φ0 ̂(aD)
n
fρ
)∨
(x)
∣∣∣∣∣+
∥∥∥∥∥
√
2π
n!
(
(iaξ)
n+1
ĝn (aξ)φ∞fF
)∨∥∥∥∥∥
∞
≤ |f |w,θ |a|
n+1
(n+1)!

C(ρ,w)n
(2pi)
d
2

∥∥∥âDφ̂0∥∥∥
1
+(
3θ−n+1−1
2
) 1
2
(
θ−n∑
j=0
(|x|2+|a|2)j
j!
) 1
2 (∥∥∥âDφ̂0∥∥∥
1
θ−n∑
l=0
1
l!
∥∥∥|·|2l âDφ̂0∥∥∥
1
) 1
2

if n ≤ ⌊κ⌋ < θ,
1
(2pi)d
(∫ (
âξ̂
)2n |·|2n
w|·|2θ
)1/2 ∥∥∥âDφ̂0∥∥∥
1
, if θ ≤ n ≤ ⌊κ⌋ ,
+
+ |f |w,θ

|a|n+1
(n+1)!
‖(̂·D)θφ∞‖∞;≤r3
θ!
( ∫
|·|≤r3
(âξ)2(n+1)
w
) 1
2
+
( ∫
|·|≥r3
|âξ|2(n+1)
w|·|2θ
) 1
2
 ,
if n ≤ ⌊κ⌋ − 1,
|a|⌈κ⌉
⌈κ⌉!
‖(̂·D)θφ∞‖
∞;≤r3
θ!
( ∫
|·|≤r3
(âξ)2⌈κ⌉
w
) 1
2
+ |a|κ
(
2
⌊κ⌋! +
1
⌈κ⌉!
)( ∫
|·|≥r3
|âξ|2κ
w|·|2θ
) 1
2
,
if n = ⌊κ⌋ ,

, (2.155)
where C
(ρ,w)
n is given by 2.141.
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2.11.2 Pointwise remainder estimate
For f ∈ Xθw, using 2.119 and then 2.125 we wrote
(Rn+1f) (x, a) =
√
2π
n!
(
ĝn (aξ) (iaξ)φ0 ̂(aD)
n
fρ
)∨
(x) +
√
2π
n!
(
(iaξ)
n+1
ĝn (aξ)φ∞fF
)∨
(x) +
+ (2π)
− d2
pθ−1;f̂ (x+ a)− ∑
|β|≤n
aβ
β!
Dβpθ−1;f̂ (x)
 , (2.156)
and then estimated the first term on the right by 2.84, the second term by 2.154 and the third (polynomial)
term by 2.121.
Remark 136 ?? Base remarks on Remark 126 ??.
If n < ⌊κ⌋ we have an estimate of order n+1 in |a| and when n = ⌊κ⌋ we always have a remainder estimate
of order κ in |a|.
2.11.3 The estimates 2.147 and 2.154 assuming radial functions
Estimate 2.154 In the light of Remark 369 in the Appendix, when the weight function is radial, say
w (ξ) = w◦ (|ξ|), we can use A.40 i.e.
∫
|x|≤r
∣∣∣ξ̂x∣∣∣2p f (|x|) dx = B (d−12 , p+ 12)
B
(
d
2 + p,
1
2
) ∫
|x|≤r
|x|2p f (|x|) dx, p > −1
2
,
where B is the beta function, to as
∥∥∥∥∥
√
2π
n!
(
(iaξ)n+1 ĝn (aξ)φ∞fF
)∨∥∥∥∥∥
∞
≤ |f |w,θ

|a|n+1
(n+1)!
‖(̂·D)θφ∞‖∞;≤r3
θ!
( ∫
|·|≤r3
(âξ)2(n+1)
w
) 1
2
+
( ∫
|·|≥r3
|âξ|2(n+1)
w|·|2θ
) 1
2
 ,
if n ≤ ⌊κ⌋ − 1,
|a|⌈κ⌉
⌈κ⌉!
‖(̂·D)θφ∞‖
∞;≤r3
θ!
( ∫
|·|≤r3
(âξ)2⌈κ⌉
w
) 1
2
+ |a|κ
(
2
⌊κ⌋! +
1
⌈κ⌉!
)( ∫
|·|≥r3
|âξ|2κ
w|·|2θ
) 1
2
,
if n = ⌊κ⌋ .
= |f |w,θ

|a|n+1
(n+1)!
(
B( d2 ,
1
2+n+1)
B( 12 ,
d
2+n+1)
) 1
2
‖(̂·D)θφ∞‖∞;≤r3
θ!
( ∫
|·|≤r3
|ξ|2(n+1)
w
) 1
2
+
( ∫
|·|≥r3
|ξ|2(n+1)
w|·|2θ
) 1
2
 ,
if n ≤ ⌊κ⌋ − 1,
|a|⌈κ⌉
⌈κ⌉!
‖(̂·D)θφ∞‖
∞;≤r3
θ!
(
B( d2 ,
1
2+⌈κ⌉)
B( 12 ,
d
2+⌈κ⌉)
) 1
2
( ∫
|·|≤r3
|ξ|2⌈κ⌉
w
) 1
2
+
+ |a|κ
(
2
⌊κ⌋! +
1
⌈κ⌉!
)(
B( d2 ,
1
2+κ)
B( 12 ,
d
2+κ)
) 1
2
( ∫
|·|≥r3
|ξ|2κ
w|·|2θ
) 1
2
, n = ⌊κ⌋ .
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Further, by A.37, ∫
|·|≤r3
|ξ|2(n+1)
w
= ωd
∫ r3
0
t2n+d+1
w◦ (t)
dt,∫
|·|≥r3
|ξ|2(n+1)
w |·|2θ
= ωd
∫ ∞
r3
t2n+d+1
w◦ (t) |t|2θ
dt,
∫
|·|≤r3
|ξ|2⌈κ⌉
w
= ωd
∫ r3
0
t2⌈κ⌉+d−1
w◦ (t)
dt,
∫
|·|≥r3
|ξ|2κ
w |·|2θ
= ωd
∫ ∞
r3
t2κ+d−1
w◦ (t) |t|2θ
dt.
Radial partition of unity {φ0, φ∞} given by 2.122. Hence φ0 ∈ S1,θ. Here φ∞ (x) = (φ∞)◦ (|x|) and φ0 (x) =
(φ0)◦ (|x|) and by part 1 of Lemma 386,∥∥∥(̂·D)θ φ∞∥∥∥∞;≤r3 =
∥∥∥(̂·D)θ φ0∥∥∥∞;≤r3 = ∥∥Dθ (φ0)◦ (|x|)∥∥∞;≤r3 = maxs∈[0,r3] ∣∣Dθ (φ0)◦ (s)∣∣ . (2.157)
Estimate 2.147 Regarding
∥∥∥âDφ̂0∥∥∥
1
, since φ0 is radial, φ̂0 is also radial, say
φ̂0 (ξ) =
(
φ̂0
)
◦
(|ξ|) := φF (|ξ|) , (2.158)
and (
âDφ̂0
)
(ξ) = âD (φF (|ξ|)) = âξ̂φ′F (|ξ|) ,
so that by A.56, Corollary 367,∥∥∥âDφ̂0∥∥∥
1
=
∫ ∣∣∣âξ̂∣∣∣ |φ′F (|ξ|)| dξ =?? B (d2 , 1)
B
(
1
2 ,
d+1
2
)ωd ∫ ∞
0
td |φ′F (t)| dt =
=??
ωd
π
B
(
d
2
,
1
2
)∫ ∞
0
td |φ′F (t)| dt.
Regarding
θ−n∑
l=0
1
l!
∥∥∥|·|2l âDφ̂0∥∥∥
1
,
∥∥∥|·|2l âDφ̂0∥∥∥
1
=
∫
|·|2l
∣∣∣âDφ̂0∣∣∣ = ∫ âξ̂ |·|2l φ′F (|ξ|) =
=
ωd
π
B
(
d
2
,
1
2
)∫ ∞
0
t2l+d |φ′F (t)| dt,
so that
θ−n∑
l=0
1
l!
∥∥∥|·|2l âDφ̂0∥∥∥
1
=
ωd
π
B
(
d
2
,
1
2
) θ−n∑
l=0
1
l!
∫ ∞
0
t2l+d |φ′F (t)| dt.
Thus (∥∥∥âDφ̂0∥∥∥
1
θ−n∑
l=0
1
l!
∥∥∥|·|2l âDφ̂0∥∥∥
1
) 1
2
=
ωd
π
B
(
d
2
,
1
2
)(∫ ∞
0
td |φ′F (t)| dt
) 1
2
(
θ−n∑
l=0
1
l!
∫ ∞
0
t2l+d |φ′F (t)| dt
) 1
2
. (2.159)
The constants C
(ρ,w)
n are given by 2.141 as
C(ρ,w)n := max
{
C
(ρ)
θ−n,r3 , C
(ρ)
θ−n,r3
}
M (w)n,r3 ,
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where the M
(w)
n,r3 are in turn given by 2.140 as
M
(w)
n,r3 (â, x̂) :=

∫
|·|≤r3
|âξ̂|2n
w +
1
(θ−n)!
∫
|·|≤r3
|x̂ξ̂|2(θ−n)|âξ̂|2n
w +
+
∫
|·|≥r3
∣∣∣âξ̂∣∣∣2n |·|2n
w|·|2θ +
∑
k<θ−n
1
k!
∫
|·|≥r3
∣∣∣x̂ξ̂∣∣∣2k ∣∣∣âξ̂∣∣∣2n |·|2n
w|·|2θ

1
2
,
or more weakly
M
(w)
n,r3 (â, x̂) :=

∫
|·|≤r3
|âξ̂|2n
w +
1
(θ−n)! min
{ ∫
|·|≤r3
|x̂ξ̂|2(θ−n)
w ,
∫
|·|≤r3
|âξ̂|2n
w
}
+
+
∫
|·|≥r3
∣∣∣âξ̂∣∣∣2n |·|2n
w|·|2θ+
+
∑
k<θ−n
1
k! min
{ ∫
|·|≥r3
∣∣∣âξ̂∣∣∣2n |·|2n
w|·|2θ ,
∫
|·|≥r3
∣∣∣x̂ξ̂∣∣∣2k |·|2n
w|·|2θ
}

1
2
,
or more weakly
M
(w)
n,r3 (â) :=
√
1 + e
( ∫
|·|≤r3
∣∣∣âξ̂∣∣∣2n 1w + ∫
|·|≥r3
∣∣∣âξ̂∣∣∣2n |·|2n
w|·|2θ
)1/2
,
or more weakly
M
(w)
n,r3 :=
√
1 + e
( ∫
|·|≤r3
1
w +
∫
|·|≥r3
|·|2n
w|·|2θ
)1/2
.

?? FINISH!
Examples of radial φ0 First we need:
Theorem 137 Construction of C∞1;n functions from C
∞
1;1 functions
Assume n ≥ 2.
1. If ψ ∈ C∞
1;1 and σ ∈ C∞1;n−1 then φ ∈ C∞1;n, where φ is defined by
φ (x) = ψ (x)− σ (x)
n−1∑
|α|=1
Dαψ (0)
α!
xα ∈ C∞1;n.
If ψ ∈ S1;1 and σ ∈ S1;n−1 then φ ∈ S1;n.
2. If ψ and σ are radial then φ is radial.
Proof. ?? Part 1 FINISH! ??
Part 2 From Theorem 357,
∑
|α|=k
Dαψ(0)
α! x
α is radial and so φ is radial.
Using the last theorem we now construct a member of C∞1;n
(
Rd
)
from any function ψ in C∞
1;1
(
Rd
)
. This
construction allows the Fourier transform of this member to be calculated if the Fourier transform of ψ can be
calculated.
Now we know that if ψ ∈ C∞
1;1 then
η(1) (x) = ψ (x)− ψ (x)
∑
|α(1)|=1
Dα
(1)
ψ (0)
α(1)!
xα
(1)
= ψ (x)
1− ∑
|α(1)|=1
Dα
(1)
ψ (0)
α(1)!
xα
(1)
 ∈ C∞1;2.
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Further, η(2) ∈ C∞
1;3 where
η(2) (x) = ψ (x)− η(1) (x)
2∑
|α(2)|=1
Dα
(2)
ψ (0)
α(2)!
xα
(2)
= ψ (x)− ψ (x)
1− ∑
|α(1)|=1
Dα
(1)
ψ (0)
α(1)!
xα
(1)
 2∑
|α(2)|=1
Dα
(2)
ψ (0)
α(2)!
xα
(2)
= ψ (x)
1−
1− ∑
|α(1)|=1
Dα
(1)
ψ (0)
α(1)!
xα
(1)
 2∑
|α(2)|=1
Dα
(2)
ψ (0)
α(2)!
xα
(2)
 .
Continuing, η(3) ∈ C∞
1;4 where
η(3) (x)
= ψ (x)− η(2) (x)
3∑
|α(3)|=1
Dα
(3)
ψ (0)
α(3)!
xα
(3)
= ψ (x)− ψ (x)
1−
1− ∑
|α(1)|=1
Dα
(1)
ψ (0)
α(1)!
xα
(1)
 2∑
|α(2)|=1
Dα
(2)
ψ (0)
α(2)!
xα
(2)
×
×
3∑
|α(3)|=1
Dα
(3)
ψ (0)
α(3)!
xα
(3)
= ψ (x)

1−
1−
1− ∑
|α(1)|=1
Dα
(1)
ψ(0)
α(1)!
xα
(1)
 2∑
|α(2)|=1
Dα
(2)
ψ(0)
α(2)!
xα
(2)
×
×
3∑
|α(3)|=1
Dα
(3)
ψ(0)
α(3)!
xα
(3)

= ψ (x)

1−
3∑
|α(3)|=1
Dα
(3)
ψ(0)
α(3)!
xα
(3)
+
2∑
|α(2)|=1
3∑
|α(3)|=1
Dα
(2)
ψ(0) Dα
(3)
ψ(0)
α(2)!α(3)!
xα
(2)+α(3)−
− ∑
|α(1)|=1
2∑
|α(2)|=1
3∑
|α(3)|=1
Dα
(1)
ψ(0) Dα
(2)
ψ(0) Dα
(3)
ψ(0)
α(1)!α(2)!α(3)!
xα
(1)+α(2)+α(3)

= ψ (x) q(3) (x) ,
where q(3) (x) is the polynomial
q(3) (x) =

1−
3∑
|α(3)|=1
Dα
(3)
ψ(0)
α(3)!
xα
(3)
+
2∑
|α(2)|=1
3∑
|α(3)|=1
Dα
(2)
ψ(0) Dα
(3)
ψ(0)
α(2)!α(3)!
xα
(2)+α(3)−
− ∑
|α(1)|=1
2∑
|α(2)|=1
3∑
|α(3)|=1
Dα
(1)
ψ(0) Dα
(2)
ψ(0) Dα
(3)
ψ(0)
α(1)!α(2)!α(3)!
xα
(1)+α(2)+α(3)
,
with degree deg q(3) ≤ 3. Thus
η̂(3) = q(3) (iD) ψ̂.
In general
η(n) (x) = q(n) (x)ψ (x) ∈ C∞
1;n+1,
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where
q(n) (x)
=

1−
n∑
|α(n)|=1
Dα
(n)
ψ(0)
α(n)!
xα
(n)
+
n−1∑
|α(n−1)|=1
n∑
|α(n)|=1
Dα
(n−1)
ψ(0) Dα
(n)
ψ(0)
α(n−1)!α(n)!
xα
(n−1)+α(n) − . . .
+(−1)k+1 ∑
|α(n−k)|=1
. . .
n−1∑
|α(n−1)|=1
n∑
|α(n)|=1
Dα
(n−k)
ψ(0)...Dα
(n−1)
ψ(0) Dα
(n)
ψ(0)
α(n−k)!...α(n−1)!α(n)!
xα
(n−k)+...+α(n−1)+α(n) + . . .
+(−1)n ∑
|α(1)|=1
. . .
n−1∑
|α(n−1)|=1
n∑
|α(n)|=1
Dα
(1)
ψ(0)...Dα
(n−1)
ψ(0) Dα
(n)
ψ(0)
α(1)!...α(n−1)!α(n)!
xα
(1)+...+α(n−1)+α(n) ,
(2.160)
and for this polynomial deg q(n) ≤ 12n (n+ 1).
We will now use part 3 of Theorem 357 of the Appendix to rewrite q(n) (x) in terms of |x| when ψ is radial.
From A.21, ∑
|β|=m
Dβψ (0)
β!
xβ = cm |x|m ,
so
j∑
|β|=1
Dβψ (0)
β!
xβ =
j∑
m=1
cm |x|m := dj (|x|) , (2.161)
so 2.160 becomes
q(n) (x) = 1− dn (|x|) + dn−1 (|x|) dn (|x|)− . . .
. . .+ (−1)k+1 (dn−k (|x|) . . . dn−1 (|x|) dn (|x|)) + . . . (2.162)
. . .+ (−1)n (d1 (|x|) . . . dn−1 (|x|) dn (|x|)) , (2.163)
and hence when ψ is radial
q
(n)
◦ = 1− dn + dn−1dn − . . .+ (−1)k+1 dn−k . . . dn−1dn + . . .+ (−1)n d1 . . . dn−1dn. (2.164)
?? SEE 2.172 below ??
If cm = 0 when m is odd then
η̂(n) = q(n) (iD) ψ̂
=

1− dn (|iD|) + dn−1 (|iD|) dn (|iD|)−
...
+ (−1)k+1 dn−k (|iD|) . . . dn−1 (|iD|) dn (|iD|)+
...
+ (−1)n d1 (|iD|) . . . dn−1 (|iD|) dn (|iD|)
 ψ̂,
where
dj (|iD|) ψ̂ =
j∑
m=1
m even
cm |iD|m ψ̂ =
j∑
m=1
m even
(−1)m/2 cm
(
|D|2
)m/2
ψ̂.
Calculation of |D|2n (f (|x|)) We can use Lemma 385 i.e.
|D|2n (f (|x|)) = (Lnf) (|x|) ,
where
(Lf) (s) = (d− 1) s−1f (s) +D2f (s) .
(2.165)
Hence |D|2n (f (|x|)) is a radial function. (2.166)
2.11 Taylor series expansions of data functions in Xθw : w ∈ W 3.2 135
Example ψ = e−|·|
2/2 ∈ S1;1 Here ̂e−|x|2/2 = e−|x|2/2 ∈ S; cm = 0 when m is odd;
η(θ−1) (x) = q(θ−1) (x) e−|x|
2/2 ∈ S1;θ, (2.167)
and
η̂(θ−1) = q(θ−1) (iD) ê−|·|2/2 = q(θ−1) (iD) e−|·|
2/2.
Choose
φ0 (x) = η
(θ−1) (x) = q(θ−1)◦ (|x|) e−|x|2/2 ∈ S1;θ. (2.168)
From the Taylor series expansion of e−|x|
2/2 about the origin
j∑
|β|=1
Dβψ (0)
β!
xβ =
⌊j/2⌋∑
k=1
|x|2k
2kk!
= dj (|x|) , (2.169)
so that
cm =
1
2m/2 (m/2)!
, m even,
and hence
dj (s) =
j∑
m=1
cms
m =
j∑
m=1
m even
cms
m =
⌊j/2⌋∑
k=1
c2ks
2k =
⌊j/2⌋∑
k=1
s2k
2kk!
=
⌊j/2⌋∑
k=1
(
s/
√
2
)2k
k!
< es
2/2.
Thus
φ0 (x) =??
Thus
φ̂0 =

1− dθ−1 (|iD|) + dθ−2 (|iD|) dθ−1 (|iD|)−
...
+ (−1)k+1 dθ−1−k (|iD|) . . . dθ−2 (|iD|) dθ−1 (|iD|)+
...
+ (−1)θ−1 d1 (|iD|) . . . dθ−2 (|iD|) dθ−1 (|iD|)
 e
−|·|2/2, (2.170)
and
dj (|iD|) e−|·|2/2 =
j∑
m=1
m even
|iD|m e−|·|2/2
(m/2)!2m/2
=
j∑
m=1
m even
(−1)m/2
(m/2)!2m/2
(
|D|2
)m/2
e−|·|
2/2
=
⌊j/2⌋∑
n=1
(−1)n
2nn!
|D|2n e−|·|2/2. (2.171)
This enables us to write
dk (|iD|) dj (|iD|) e−|·|2/2 = dk (|iD|)
⌊j/2⌋∑
n=1
(−1)n
2nn!
|D|2n e−|·|2/2
=
⌊j/2⌋∑
n=1
(−1)n
2nn!
|D|2n dk (|iD|) e−|·|2/2
=
⌊j/2⌋∑
n=1
(−1)n
2nn!
|D|2n
⌊k/2⌋∑
m=1
(−1)m
2mm!
|D|2m e−|·|2/2

=
⌊j/2⌋∑
n=1
⌊k/2⌋∑
m=1
(−1)n+m
2n+mn!m!
|D|2(n+m) e−|·|2/2
=
⌊(j,k)/2⌋∑
α=12
(−1)|α|
2|α|α!
|D|2|α| e−|·|2/2,
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and if θ(k) := (θ − 1− k, θ − k, . . . , θ − 1) for k = 0, 1, 2, . . . , θ − 2, then
(−1)k+1 dθ−1−k (|iD|) . . . dθ−2 (|iD|) dθ−1 (|iD|) = (−1)k+1
⌊θ(k)/2⌋∑
α=1
(−1)|α|
2|α|α!
|D|2|α| e−|·|2/2. (2.172)
Closed formula for |D|2n e−|·|2/2 in 2.171 The Hermite polynomials Hk on R1 are defined by
Dkt e
−t2 = (−1)kHk (t) e−t2 , t ∈ R1,
and the Hermite polynomials on Rd are defined by
Hβ (x) := Hβ1 (x1) . . . Hβd (xd) , x ∈ Rd.
The generating function is ?? DEL?
g (x, τ) = e−|τ |
2+2τx =
∑
β≥0
Hβ (x)
τβ
β!
, x, τ ∈ Rd.
We have
Dkt e
−t2/2 = (−1)k 2−k/2Hk
(
t/
√
2
)
e−t
2/2,
and so on Rd,
1
n!
|D|2n e−|x|2/2 =
∑
|β|=n
1
β!
D2βe−|x|
2/2
=
∑
|β|=n
1
β!
(
D2β11 e
−x21/2
)
× . . .×
(
D2βdd e
−x2d/2
)
=
∑
|β|=n
1
2β1β!
H2β1
(
x1√
2
)
e−x
2
1/2 × . . .× 2−βdH2βd
(
xd√
2
)
e−x
2
d/2
=
∑
|β|=n
1
2β1β!
H2β
(
x√
2
)
e−|x|
2/2
=
1
2n
∑
|β|=n
1
β!
H2β
( x√
2
)
e−|x|
2/2.
From Wikipedia [??] we have
Hk (t) =
(
e−
1
2D
2
sk
)
(2t) .
Check:
H2k (t) =
(
e−
1
2D
2
s2k
)
(2t) =
(
s2k − 1
2
D2s2k +
1
2!22
D4s2k − . . .
)
(2t) .
Hence ∑
|β|=n
1
β!
H2β (x) =
1
n!
(
e−
1
2 |D|2 |·|2n
)
(2x)
=
1
n!
∞∑
n=0
1
k!
(
−1
2
|D|2
)k
|·|2n
=
1
n!
∞∑
k=0
(−1)k
2kk!
(
|D|2k |·|2n
)
(2x) ,
but from part 8 of Corollary 385,
|D|2k
(
|x|2n
)
=
{
22k (k!)
2 (n
k
)(
n+d/2−1
k
) |x|2n−2k k ≤ n,
0, k > n,
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so that when k ≤ n,
∑
|β|=n
1
β!
H2β (x) =
1
n!
n∑
k=0
(−1)k
2kk!
(
|D|2k |·|2n
)
(2x)
=
1
n!
n∑
k=0
(−1)k
k!2k
22k (k!)
2 (n
k
)(
n+d/2−1
k
) |2x|2n−2k
=
1
n!
n∑
k=0
(−1)k 2kk!(nk)(n+d/2−1k ) |2x|2n−2k
=
n∑
k=0
(−1)k 2k
(n− k)!
(
n+d/2−1
k
) |2x|2n−2k
=
n∑
k=0
(−1)n−k 2n−k
k!
(
n−k+d/2−1
n−k
) |2x|2k
= (−1)n 2n
n∑
k=0
(−1)k
2kk!
(
n−k+d/2−1
n−k
) |2x|2k , (2.173)
and we can conclude that ?? CHECK! ??
1
n!
|D|2n e−|·|2/2 = 2−n
∑
|β|=n
1
β!
H2β
(??x√
2
)
e−|x|
2/2
= 2−n
(
n∑
k=0
(−1)k 2k
(n− k)!
(
n+d/2−1
k
) ∣∣∣∣ x√2
∣∣∣∣2n−2k
)
e−|x|
2/2
= 2−n
(
n∑
k=0
(−1)k 2k
(n− k)!
(
n+d/2−1
k
) 1
2n−k
|x|2n−2k
)
e−|x|
2/2
=
(
n∑
k=0
(−1)k
4n−k
(
n+d/2−1
k
) |x|2n−2k) e−|x|2/2
=
(
n∑
k=0
(−1)n−k
4k
(
n+d/2−1
n−k
) |x|2k) e−|x|2/2
= (−1)n
(
n∑
k=0
(−1)k
4k
(
n+d/2−1
n−k
) |x|2k) e−|x|2/2. (2.174)
?? Check case d = 1: ??
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and from 2.171,
dj (|iD|) e−|·|2/2 =
⌊j/2⌋∑
n=1
(−1)n
2n
1
n!
|D|2n e−|·|2/2
=
⌊j/2⌋∑
n=1
(−1)n
2n
(−1)n
(
n∑
k=0
(−1)k
4k
(
n+d/2−1
n−k
) |x|2k) e−|x|2/2
=
⌊j/2⌋∑
n=1
n∑
k=0
1
2n
(−1)k
4k
(
n+d/2−1
n−k
) |x|2k
 e−|x|2/2
=
⌊j/2⌋∑
k=0
⌊j/2⌋∑
n=k
(−1)k
4k
1
2n
(
n+d/2−1
n−k
) |x|2k
 e−|x|2/2
=
⌊j/2⌋∑
k=0
(−1)k
4k
⌊j/2⌋∑
n=k
1
2n
(
n+d/2−1
n−k
) |x|2k
 e−|x|2/2
=
⌊j/2⌋∑
k=0
(−1)k
4k
⌊j/2⌋−k∑
m=0
1
2m+k
(
m+k+d/2−1
m
) |x|2k
 e−|x|2/2
=
⌊j/2⌋∑
k=0
(−1)k
8k
⌊j/2⌋−k∑
m=0
1
2m
(
m+k+d/2−1
m
) |x|2k
 e−|x|2/2. (2.175)
and so 2.170 can be written
φ̂0 (x) = q
(
|x|2
)
e−|x|
2/2,
where q is a polynomial, and with reference to 2.158,
φF (t) = q
(
t2
)
e−t
2/2.
Application to 2.159
φ′F (t) = 2tq
′ (t2) e−t2/2 − tq (t2) e−t2/2 = t (2q′ (t2)− q (t2)) e−t2/2.
and 2.159 i.e. (∫ ∞
0
td |φ′F (t)| dt
) 1
2
(
θ−n∑
l=0
1
l!
∫ ∞
0
t2l+d |φ′F (t)| dt
) 1
2
,
can be estimated numerically.
Estimate 2.157 i.e. max
s∈[0,r3]
∣∣Dθs (φ0)◦ (s)∣∣ - see 2.167, 2.168, 2.169, 2.163.
We can set ρ = φ0
Remark 138 From Hermite polynomial article in Wikipedia: ?? CHECK! ??(
Hk (t) e
−t2/2
)∧
(s) = (−i)kHk (s) e−s2/2.
??
Remark 139 Part 1 From Exercise 13.1.5 of [5],
H2n (t) = (−1)n
n∑
k=0
(−1)k (2n)!
(2k)! (n− k)! (2t)
2k
,
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so that
H2β (x)
= (−1)β1
∑
α1≤β1
(−1)α1 (2β1)!
(2α1)! (β1 − α1)! (2x1)
2α1 × . . .×
∑
αd≤βd
(−1)αd (2βd)!
(2αd)! (βd − αd)! (2xd)
2αd
= (−1)|β|
∑
α≤β
(−1)|α| (2β)!
(2α)! (β − α)! (2x)
2α
,
and hence ∑
|β|=n
1
β!
H2β (x) =
∑
|β|=n
(−1)|β|
β!
∑
α≤β
(−1)|α| (2β)!
(2α)! (β − α)! (2x)
2α
=
∑
|β|=n
∑
α≤β
(−1)|α|+|β| α! (2β)!
β! (2α)! (β − α)!
(2x)
2α
α!
= (−1)n
∑
|β|=n
∑
α≤β
(−1)|α| α! (2β)!
(2α)!β! (β − α)!
(2x)2α
α!
.
Set b
(β)
α = (−1)|α| α!(2β)!(2α)!β!(β−α)! so that from Theorem 353,
∑
|β|=n
1
β!
H2β (x) = (−1)n
∑
|β|=n
∑
α≤β
b(β)α
(2x)2α
α!
= (−1)n
∑
|γ|≤n
∑
|σ|=n−|γ|
b(γ+σ)γ
(2x)
2γ
γ!
= (−1)n
∑
|γ|≤n
∑
|σ|=n−|γ|
(−1)|γ| (2 (γ + σ))!
(2γ)! (γ + σ)! ((γ + σ)− γ)! (2x)
2γ
= (−1)n
∑
|γ|≤n
∑
|σ|=n−|γ|
(−1)|γ| (2 (γ + σ))!
(γ + σ)!σ!
(2x)
2γ
(2γ)!
= (−1)n
∑
|γ|≤n
(−1)|γ|
 ∑
|σ|=n−|γ|
(2γ + 2σ)!
(γ + σ)!σ!
 (2x)2γ
(2γ)!
= (−1)n
n∑
k=0
(−1)k
∑
|γ|=k
 ∑
|σ|=n−k
(2γ + 2σ)!
(γ + σ)!σ!
 (2x)2γ
(2γ)!
= (−1)n
n∑
k=0
(−1)k 4k
∑
|γ|=k
 ∑
|σ|=n−k
(2γ + 2σ)!
(γ + σ)!σ!
 x2γ
(2γ)!
= (−1)n
n∑
k=0
∑
|γ|=k
(−1)k 4k
 ∑
|σ|=n−k
(2γ + 2σ)!
(γ + σ)!σ!
 x2γ
(2γ)!
.
Now compare with 2.173:
∑
|β|=n
1
β!
H2β (x) = (−1)n 2n
n∑
k=0
(−1)k
2k
(
n−k+d/2−1
n−k
) 1
k!
|2x|2k
= (−1)n 2n
n∑
k=0
(−1)k 2k(n−k+d/2−1n−k ) ∑
|γ|=k
x2γ
γ!
= (−1)n
n∑
k=0
∑
|γ|=k
(−1)k 2n+k(n−k+d/2−1n−k )x2γγ! , (2.176)
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so that
(−1)k 4k
 ∑
|σ|=n−k
(2γ + 2σ)!
(γ + σ)!σ!
 1
(2γ)!
= (−1)k 2n+k(n−k+d/2−1n−k ) 1γ! , |γ| = k, n ≥ k ≥ 0,∑
|σ|=n−k
(2γ + 2σ)!
(γ + σ)!σ!
= 2n−k
(
n−k+d/2−1
n−k
) (2γ)!
γ!
, |γ| = k, n ≥ k ≥ 0,
∑
|σ|=m
(2γ + 2σ)!
(γ + σ)!σ!
= 2m
(
m+d/2−1
m
) (2γ)!
γ!
, γ ≥ 0, m ≥ 0.
Part 2 From Wikipedia the Hermite polynomials can be expressed in terms of Laguerre polynomials as
1
n!
H2n (t) = (−4)n L(−1/2)n
(
t2
)
= 4n
n∑
k=0
(−1)n−k (n− 12
n−k
) t2k
k!
.
so that
1
β!
H2β (x) = 4
β1
∑
α1≤β1
(−1)n−α1 ( β1− 12
β1−α1
)x2α11
α1!
× . . .× 4βd
∑
αd≤βd
(−1)n−αd ( βd− 12
βd−α1
)x2αdd
αd!
= 4|β|
∑
α≤β
(−1)nd−|α| (β− 12
β−α
)x2α
α!
,
and hence ∑
|β|=n
1
β!
H2β (x) =
∑
|β|=n
1
β!
4|β|
∑
α≤β
(−1)nd−|α| (β− 12
β−α
)x2α
α!
= (−1)nd 4n
∑
|β|=n
∑
α≤β
(−1)|α|
β!
(β− 12
β−α
)x2α
α!
,
If b
(β)
α =
(−1)|α|
β!
(β− 12
β−α
)
then from Theorem 353,∑
|β|=n
1
β!
H2β (x) = (−1)n
∑
|β|=n
∑
α≤β
b(β)α
x2α
α!
= (−1)n
∑
|γ|≤n
∑
|σ|=n−|γ|
(−1)|γ|
(γ + σ)!
(
γ+σ− 12
γ+σ−γ
)x2γ
γ!
= (−1)n
∑
|γ|≤n
(−1)|γ|
∑
|σ|=n−|γ|
1
(γ + σ)!
(
γ+σ− 12
σ
)x2γ
γ!
= (−1)n
∑
|γ|≤n
(−1)|γ|
 ∑
|σ|=n−|γ|
1
(γ + σ)!
(
γ+σ− 12
σ
) x2γ
γ!
= (−1)n
n∑
k=0
∑
|γ|=k
(−1)k
 ∑
|σ|=n−k
1
(γ + σ)!
(
γ+σ− 12
σ
) x2γ
γ!
.
Now compare with 2.173 using the form 2.176: ?? NEED 2x instead of x? ??
(−1)n
n∑
k=0
∑
|γ|=k
(−1)k
 ∑
|σ|=n−k
(
γ+σ− 12
σ
)
(γ + σ)!
 (??2x)2γ
γ!
= (−1)n
n∑
k=0
∑
|γ|=k
(−1)k 2n+k(n−k+ d2−1
n−k
)x2γ
γ!
,
∑
|σ|=n−k
1
(γ + σ)!
(
γ+σ− 12
σ
)
= 2n−k
(n−k+ d2−1
n−k
)
, |γ| = k, n ≥ k ≥ 0,
∑
|σ|=m
1
(γ + σ)!
(
γ+σ− 12
σ
)
= 2m
(
m+ d2−1
m
)
, γ ≥ 0, m ≥ 0.
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2.12 Taylor series expansions for functions in Xθw when w ∈ W3.1
2.12.1 Introduction
Approach II below enables us to obtain significantly improved convergence estimates for the extended B-splines
compared to Approach I. In fact ??
2.12.2 Approach 1
We now consider the case when the weight function has property W3.1 (1.9) for order θ and (uniform) parameter
κ. Define
κ = min
k
κk.
The remainder term for the Taylor series for arbitrary f ∈ Xθw is given by 2.119 and the polynomial term was
estimated by 2.121. This means we must estimate
Rn+1fρ (·, a) =
√
2π
n!
(
(iaξ)
n+1
ĝn (aξ) f̂ρ
)∨
, (2.177)
where fρ ∈ Xθw is given by 2.116.
As with the property W3.2 we will consider two cases: ⌊κ⌋ ≥ θ and ⌊κ⌋ < θ. The former case is relatively simple
and we consider that first.
Case: ⌊κ⌋ ≥ θ Of course n ≤ ⌊κ⌋. Since f ∈ Xθw we have ξβ f̂ = ξβfF when |β| = θ so
(aξ)
θ
f̂ =
∑
|β|=θ
aβξβ
β!
f̂ =
∑
|β|=θ
aβξβ
β!
fF = (aξ)
θ
fF ,
and hence (
(iaξ)
n+1
ĝn (aξ) f̂ρ
)∨
=
(
(iaξ)
n−θ+1
ĝn (aξ) (iaξ)
θ
f̂ρ
)∨
=
(
(iaξ)
n−θ+1
ĝn (aξ) (iaξ)
θ
fF
)∨
=
(
(iaξ)
n+1
ĝn (aξ) fF
)∨
=
(
(iaξ)
n+1
ĝn (aξ)√
w |·|θ
√
w |·|θ fF
)∨
=
(
(iaξ)
n+1
ĝn (aξ)√
w |·|θ
)∨
∗
(√
w |·|θ fF
)∨
.
Applying Young’s convolution estimate A.9 and then Parceval’s theorem we get∣∣∣∣((iaξ)n+1 ĝn (aξ) f̂ρ)∨ (x)∣∣∣∣ ≤
∥∥∥∥∥
(
(iaξ)
n+1
ĝn (aξ)√
w |·|θ
)∨∥∥∥∥∥
2
∥∥∥∥(√w |·|θ fF)∨∥∥∥∥
2
(2.178)
=
∥∥∥∥∥ (iaξ)n+1 ĝn (aξ)√w |·|θ
∥∥∥∥∥
2
∥∥∥√w |·|θ fF∥∥∥
2
≤
∥∥∥∥∥ (iaξ)n+1 ĝn (aξ)√w |·|θ
∥∥∥∥∥
2
|fρ|w,θ
=
∫ (aξ)2(n+1)
∣∣∣ĝn (aξ)∣∣∣2
w |·|2θ

1
2
|fρ|w,θ , (2.179)
so that
|Rn+1fρ (x, a)| ≤
√
2π
n!
∫ (aξ)2(n+1)
∣∣∣ĝn (aξ)∣∣∣2
w |·|2θ

1
2
|fρ|w,θ ,
{
θ ≤ ⌊κ⌋ ,
n ≤ ⌊κ⌋ . (2.180)
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Case: ⌊κ⌋ < θ Since n ≤ ⌊κ⌋ we have n < θ, and as above we employ the partition of unity 2.122 to obtain
the sum 2.125.
The first term
√
2pi
n!
(
ĝn (aξ) (iaξ)φ0 ̂(aD)
n
fρ
)∨
in 2.125
In an identical manner to what follows 2.125 (clunky reference) we obtain the estimate 2.128. The next step is
to estimate (âD)
n
fρ (x) by applying the upper bounds for Q∅,θ−n,ξ
(
eixξ
)
given in Theorem 110 to equation 2.126
for (âD)
n
fρ i.e. to the formula
(âD)
n
fρ (x) = (2π)
− d2
∫ ∣∣Q∅,θ−n,ξ (eixξ)∣∣ |âξ|n |fF (ξ)| dξ.
But ∫ ∣∣Q∅,θ−n,ξ (eixξ)∣∣ |âξ|n |fF (ξ)| dξ = ∫ ∣∣Q∅,θ−n,ξ (eixξ)∣∣ |âξ|n√
w |·|θ
√
w |·|θ |fF (ξ)| dξ
⇒ Cauchy − Schwartz inequality⇒
≤
(∫ ∣∣Q∅,θ−n,ξ (eixξ)∣∣2 (âξ)2n
w |·|2θ
)1/2 ∥∥∥√w |·|θ fF∥∥∥
2
=
(∫ ∣∣Q∅,θ−n,ξ (eixξ)∣∣2 (âξ)2n
w |·|2θ
)1/2
|fρ|w,θ ,
and from 2.135 and 2.136 with r3 = 0 we have∫ ∣∣Q∅,θ−n,ξ (eixξ)∣∣2 |âξ|2n
w |·|2θ
≤
(
C
(ρ)
θ−n,0
)2
(1 + eθ−n−1)
(∫ |·|2n
w |·|2θ
)(
1 +
∑
k<θ−n
|x|2k
k!
)
,
and ∫ ∣∣Q∅,θ−n,ξ (eixξ)∣∣2 |âξ|2n
w |·|2θ
≤
(
C
(ρ)
θ−n,0
)2
∫ ∣∣∣âξ̂∣∣∣2n |·|2n
w|·|2θ+
+
∑
k<θ−n
1
k!
∫ ∣∣∣x̂ξ̂∣∣∣2k ∣∣∣âξ̂∣∣∣2n |·|2n
w|·|2θ
(1 + ∑
k<θ−n
|x|2k
k!
)
,
which both exist by part 1 of Theorem 10.
Hence, if n ≤ ⌊κ⌋ < θ,
|(âD)n fρ (x)|
≤ C
(ρ)
θ−n,0
(2π)
d
2
|fρ|w,θ
(
1 +
∑
k<θ−n
|x|2k
k!
) 1
2
×

(1 + eθ−n−1)
1
2
(∫ |·|2n
w|·|2θ
) 1
2
,
and
∫ ∣∣∣âξ̂∣∣∣2n |·|2n
w|·|2θ+
+
∑
k<θ−n
1
k!
∫ ∣∣∣x̂ξ̂∣∣∣2k ∣∣∣âξ̂∣∣∣2n |·|2n
w|·|2θ

1
2
,
We now apply the estimate 2.139 for |(âD)n fρ (x)| to the right side of 2.128. In fact, using the approach of ??,
it is clear that we obtain 2.145 with C
(ρ,w)
n replaced by C
(ρ,w)
n (r3 = 0) i.e. when n ≤ ⌊κ⌋ < θ,∣∣∣∣∣
√
2π
n!
(
ĝn (aξ) (iaξ)φ0 ̂(aD)
n fρ
)∨
(x)
∣∣∣∣∣
≤ |fρ|w,θ
C
(ρ,w)
n (r3 = 0)
(2π)
d
2
|a|n+1
(n+ 1)!
×
×
∥∥∥âDφ̂0∥∥∥1 +
(
3θ−n+1 − 1
2
) 1
2
θ−n∑
j=0
(
|x|2 + |a|2
)j
j!

1
2 ∥∥∥âDφ̂0∥∥∥
1
θ−n∑
l=0
∥∥∥|·|2l âDφ̂0∥∥∥
1
l!

1
2
 (2.181)
2.12 Taylor series expansions for functions in Xθw when w ∈ W 3.1 143
The second term
√
2pi
n!
(
(iaξ)
n+1
ĝn (aξ)φ∞fF
)∨
in 2.125
This corresponds to ?? 2.125 ?? for w ∈W3.2 but the calculations are much simpler:
(
(iaξ)
n+1
ĝn (aξ)φ∞fF
)∨
=
(
φ∞
(iaξ)
n+1
√
w |·|θ
ĝn (aξ)
√
w |·|θ fF
)∨
=
(
φ∞
(iaξ)
n+1
√
w |·|θ
ĝn (aξ)
)∨
∗
(√
w |·|θ fF
)∨
,
so that by Young’s convolution estimate A.9 and Parceval’s theorem we get
∣∣∣∣((iaξ)n+1 ĝn (aξ)φ∞fF)∨ (x)∣∣∣∣
=
∣∣∣∣∣
((
φ∞
(iaξ)n+1√
w |·|θ
ĝn (aξ)
)∨
∗
(√
w |·|θ fF
)∨)
(x)
∣∣∣∣∣
≤
∥∥∥∥∥
(
φ∞
(iaξ)n+1√
w |·|θ ĝn (aξ)
)∨∥∥∥∥∥
2
∥∥∥∥(√w |·|θ fF)∨∥∥∥∥
2
=
∥∥∥∥∥φ∞ (iaξ)n+1√w |·|θ ĝn (aξ)
∥∥∥∥∥
2
∥∥∥√w |·|θ fF∥∥∥
2
=
∥∥∥∥∥φ∞ (iaξ)n+1√w |·|θ ĝn (aξ)
∥∥∥∥∥
2
|f |w,θ
≤
∥∥∥∥∥ (iaξ)n+1√w |·|θ ĝn (aξ)
∥∥∥∥∥
2
|f |w,θ
=
(∫
(aξ)
2(n+1)
w |·|2θ
|ĝn (aξ)|2 dξ
)1/2
|f |w,θ . (2.182)
Applying 2.181 and 2.182 to 2.125 we get for the case n ≤ ⌊κ⌋ < θ :
|Rn+1fρ (x, a)|
≤
√
2π
n!
∣∣∣∣(ĝn (aξ) (iaξ)φ0 ̂(aD)n fρ)∨ (x)∣∣∣∣+ √2πn!
∣∣∣∣((iaξ)n+1 ĝn (aξ)φ∞fF)∨ (x)∣∣∣∣
≤

C(ρ,w)n (r3=0)
(2pi)d/2
|a|n+1
(n+1)!×
×
∥∥∥âDφ̂0∥∥∥
1
+
(
3θ−n+1−1
2
) 1
2
(
θ−n∑
j=0
(|x|2+|a|2)j
j!
) 1
2 (∥∥∥âDφ̂0∥∥∥
1
θ−n∑
l=0
1
l!
∥∥∥|·|2l âDφ̂0∥∥∥
1
) 1
2

 |fρ|w,θ+
+
√
2π
n!
(∫
(aξ)
2(n+1)
w |·|2θ
|ĝn (aξ)|2
)1/2
|f |w,θ . (2.183)
A remainder estimate when w ∈W3.1
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Combining 1.21 and 1.20 we get for n ≤ ⌊κ⌋:
|Rn+1fρ (x, a)|
≤ |fρ|w,θ

√
2pi
n!
(∫ (aξ)2(n+1)|ĝn(aξ)|2
w|·|2θ
) 1
2
, if θ ≤ ⌊κ⌋ ,
√
2pi
n!
(∫ (aξ)2(n+1)|ĝn(aξ)|2
w|·|2θ
) 1
2
+
+
C(ρ,w)n (r3=0)
(2pi)d/2
|a|n+1
(n+1)!×
×
∥∥∥âDφ̂0∥∥∥
1
+
(
3θ−n+1−1
2
) 1
2
(
θ−n∑
j=0
(|x|2+|a|2)j
j!
) 1
2 (∥∥∥âDφ̂0∥∥∥
1
θ−n∑
l=0
‖|·|2lâDφ̂0‖
1
l!
) 1
2


if θ > ⌊κ⌋ .
If n ≤ ⌊κ⌋ − 1 then we have an order of convergence of ⌊κ⌋ because |ĝn (aξ)| ≤ 1√2pi 1n+1 implies,
|Rn+1fρ (x, a)|
≤ |a|
n+1
(n+ 1)!
|fρ|w,θ×
×

√
2pi
n!
(∫ (âξ)2(n+1)
w|·|2θ
) 1
2
, if θ ≤ ⌊κ⌋ ,
√
2pi
n!
(∫ (âξ)2(n+1)
w|·|2θ
) 1
2
+
+
C(ρ,w)n (r3=0)
(2pi)d/2
∥∥∥âDφ̂0∥∥∥
1
+
(
3θ−n+1−1
2
) 1
2
(
θ−n∑
j=0
(|x|2+|a|2)j
j!
) 1
2 (∥∥∥âDφ̂0∥∥∥
1
θ−n∑
l=0
1
l!
∥∥∥|·|2l âDφ̂0∥∥∥
1
) 1
2

if θ > ⌊κ⌋ .
If n = ⌊κ⌋ we use the technique used to prove inequality 2.152, but with r3 = 0 and κ replaced by κ, to obtain
√
2π
(∫
(aξ)
2⌈κ⌉
w |·|2θ
∣∣ĝ⌊κ⌋ (aξ)∣∣2
) 1
2
≤ |a|κ
(
2 +
1
n+ 1
)(∫ |·|2κ
w |·|2θ
) 1
2
,
i.e.
√
2π
(∫
(aξ)
2(n+1)
w |·|2θ
|ĝn (aξ)|2
) 1
2
≤ |a|κ
(
2 +
1
n+ 1
)(∫ |·|2κ
w |·|2θ
) 1
2
,
and this integral exists by Theorem 10. Thus when n = ⌊κ⌋, 1.24 becomes
|Rn+1fρ (x, a)|
≤ |fρ|w,θ

|a|κ
(
2
n! +
1
(n+1)!
)(∫ |·|2κ
w|·|2θ
) 1
2
, if θ ≤ ⌊κ⌋ ,
|a|κ
(
2
n! +
1
(n+1)!
)(∫ |·|2κ
w|·|2θ
) 1
2
+
C(ρ,w)n (r3=0)
(2pi)d
|a|n+1
(n+1)!×∥∥∥âDφ̂0∥∥∥
1
+
(
3θ−n+1−1
2
) 1
2
(
θ−n∑
j=0
(|x|2+|a|2)j
j!
) 1
2 (∥∥∥âDφ̂0∥∥∥
1
θ−n∑
l=0
‖|·|2lâDφ̂0‖
1
l!
) 1
2

if θ > ⌊κ⌋ .
(2.184)
Hence the order of convergence is at least κ = min κ. However, there may be a value of κ, say κ∞, such that as
κ→ κ−∞ we have
∫ |·|2κ
w|·|2θ →∞. Thus the coefficient of the power of |a| varies.
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Remark 140 ?? Regarding 2.178: calculation of
∥∥∥∥( (iaξ)n+1ĝn(aξ)√w|·|θ )∨
∥∥∥∥
2
when w is radial. From Theorem 361,∫
|x|≤r
u (ξx) f (|x|) dx =
∫
|x|≤r
u (|ξ|xk) f (|x|) dx, r ≥ 0.
2.12.3 Approach 2
This approach enables us to obtain significantly improved estimates for the extended splines compared to
approach I above.
Suppose G is the unique basis function given by Ĝ = 1
w|·|2θ (see Theorem 77). Then using the expression 2.3 for
eiaξ we can write the rewrite the estimates 1.21 and 2.182 as,
|Rn+1fρ (x, a)| ≤
√
2π
n!
(∫ ∣∣∣(iaξ)n+1 ĝn (aξ)∣∣∣2 Ĝ) 12 |fρ|w,θ
=
√
2π
n!
∫ ∣∣∣∣∣ n!√2π
(
eiaξ −
n∑
k=0
(iaξ)
k
k!
)∣∣∣∣∣
2
Ĝ
 12 |fρ|w,θ
=
∫ ∣∣∣∣∣eiaξ −
n∑
k=0
(iaξ)k
k!
∣∣∣∣∣
2
Ĝ
 12 |fρ|w,θ , (2.185)
where Rn+1f is defined by 2.11 and fρ is defined before 2.40.
We will next derive the following estimates for the integral in 2.185:
Theorem 141 Suppose the weight function w has property W2 and property W3.1 or W3.3 for order θ and
parameter κ. Set m = ⌊κ⌋. Then if G is the basis function given by Ĝ = 1
w|·|2θ we have G ∈ C
(2m)
B and:
1. for all a ∈ Rd and 0 ≤ n ≤ 2m,
(2π)
− d2
∫ ∣∣∣∣∣eiaξ −
n∑
k=0
(iaξ)
k
k!
∣∣∣∣∣
2
Ĝ (ξ) dξ (2.186)
= 2G (0)−
n∑
k=0
1
k!
(
(aD)
k
G
)
(−a)−
n∑
k=0
1
k!
(−aD)k G (a)+
+
∑
j,k≤n
j+k>n
(−1)j
j!k!
(
(aD)j+k G
)
(0) . (2.187)
2. Suppose further that (aD)
2m+1
G ∈ L1 when |a| = 1. Then
(2π)
−d2
∫ ∣∣∣∣∣eiaξ −
n∑
k=0
(iaξ)
k
k!
∣∣∣∣∣
2
Ĝ (ξ) dξ ≤ R2n+1G (a) , x, a ∈ Rd, (2.188)
where R2n+1G is defined by
(R2n+1G) (a) :=
2n∑
k=n+1
1
k!
{(
R2n+1−k
(
(−aD)k G
))
(0, a) +
(
R2n+1−k
(
(aD)
k
G
))
(0,−a)
}
+
+ (R2n+1G) (a,−a) + (R2n+1G) (−a, a) (2.189)
= 2
∫ 1
0
n−1∑
j=0
(−1)j (1− s)j
j! (2n− j)! −
s2n
(2n)!
((aD)2n+1ReG) (sa) ds. (2.190)
3. Finally, ∫ 1
0
∣∣∣∣∣∣
n−1∑
j=0
(−1)j (1− s)j
j! (2n− j)! −
s2n
(2n)!
∣∣∣∣∣∣ ds = 1(2n+ 1) (n!)2 , n ≥ 1. (2.191)
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Proof. Part 1 Expanding gives∣∣∣∣∣eiaξ −
n∑
k=0
(iaξ)
k
k!
∣∣∣∣∣
2
=
(
eiaξ −
n∑
l=0
(iaξ)
l
l!
)(
eiaξ −
n∑
k=0
(iaξ)
k
k!
)
=
(
e−iaξ −
n∑
l=0
(−iaξ)l
l!
)(
eiaξ −
n∑
k=0
(iaξ)
k
k!
)
= 1− e−iaξ
n∑
k=0
(iaξ)k
k!
− eiaξ
n∑
l=0
(−iaξ)l
l!
+
n∑
k,l=0
(−iaξ)l
l!
(iaξ)k
k!
= 1− e−iaξ
n∑
k=0
(iaξ)k
k!
− eiaξ
n∑
l=0
(−1)l (iaξ)l
l!
+
n∑
l,k=0
(−1)l (iaξ)l+k
k!l!
,
and since we know that eiaξĜ (ξ) = (G (·+ a))∧ (ξ) and (iaξ)k Ĝ (ξ) =
(
(aD)
k
G
)∧
(ξ) it follows that
∣∣∣∣∣eiaξ −
n∑
k=0
(iaξ)
k
k!
∣∣∣∣∣
2
Ĝ
=
1− n∑
k=0
(iaξ)k
k!
e−iaξ −
n∑
l=0
(−iaξ)l
l!
eiaξ +
n∑
l,k=0
(−1)l
k!l!
(iaξ)
l+k
 Ĝ
= Ĝ−
n∑
k=0
(iaξ)
k
e−iaξĜ
k!
−
n∑
l=0
(−iaξ)l eiaξĜ
l!
+
n∑
l,k=0
(−1)l
k!l!
(iaξ)
l+k
Ĝ
= Ĝ−
n∑
k=0
(iaξ)
k ̂G (· − a)
k!
−
n∑
l=0
(−iaξ)l ̂G (·+ a)
l!
+
n∑
l,k=0
(−1)l
k!l!
(iaξ)
l+k
Ĝ
= Ĝ−
n∑
k=0
̂
(aD)
k
G (· − a)
k!
−
n∑
l=0
̂
(−aD)lG (·+ a)
l!
+
n∑
l,k=0
(−1)l
k!l!
̂
(aD)
l+k
G
=
G− n∑
k=0
(
(aD)
k
G
)
(· − a)
k!
−
n∑
l=0
(
(−aD)lG
)
(·+ a)
l!
+
n∑
l,k=0
(−1)l
k!l!
(aD)
l+k
G
∧ ,
and hence
(2π)−
d
2
∫ ∣∣∣∣∣eiaξ −
n∑
k=0
(iaξ)k
k!
∣∣∣∣∣
2
Ĝ (ξ) dξ
= G (0)−
n∑
k=0
(
(aD)kG
)
(−a)
k!
−
n∑
k=0
(
(−aD)kG
)
(a)
k!
+
n∑
l,k=0
(−1)l
k!l!
(
(aD)
l+k
G
)
(0) , (2.192)
which proves 2.187 and this part.
Part 2 Regarding the last term in 2.192:
n∑
l,k=0
(−1)l
k!l!
(
(aD)l+k G
)
(0) =
∑
l+k≤n
(−1)l
k!l!
(
(aD)l+k G
)
(0) +
∑
l+k>n
l,k≤n
(−1)l
k!l!
(
(aD)l+k G
)
(0)
=
n∑
q=0
∑
l+k=q
(−1)l
k!l!
(
(aD)
l+k
G
)
(0) +
∑
l+k>n
l,k≤n
(−1)l
k!l!
(
(aD)
l+k
G
)
(0)
=
n∑
q=0
 ∑
l+k=q
(−1)l
k!l!
 ((aD)q G) (0) + ∑
l+k>n
l,k≤n
(−1)l
k!l!
(
(aD)
l+k
G
)
(0) ,
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and since: when q > 0,
∑
l+k=q
(−1)l
k!l!
=
∑
|α|=q
((−1)α1 1α2) (1α11α2)
α!
=
∑
|α|=q
(−1, 1)α (1, 1)α
α!
=
((−1, 1) · (1, 1))q
q!
=
= 0, (2.193)
we have
n∑
l,k=0
(−1)l
k!l!
(
(aD)l+k G
)
(0) = G (0) +
∑
l+k>n
l,k≤n
(−1)l
k!l!
(
(aD)l+k G
)
(0)
= G (0) +
2n∑
q=n+1
∑
l+k=q
l,k≤n
(−1)l
k!l!
(
(aD)l+k G
)
(0)
= G (0) +
2n∑
q=n+1
 ∑
l+k=q
l,k≤n
(−1)l
k!l!
 ((aD)q G) (0) ,
so that
(2π)−
d
2
∫ ∣∣∣∣∣eiaξ −
n∑
k=0
(iaξ)
k
k!
∣∣∣∣∣
2
Ĝ (ξ) dξ
= 2G (0)−
n∑
k=0
(
(aD)
k
G
)
(−a)
k!
−
n∑
k=0
(
(−aD)kG
)
(a)
k!
+
∑
l+k>n
l,k≤n
(−1)l
k!l!
(
(aD)
l+k
G
)
(0) .
But
∑
l+k>n
l,k≤n
(−1)l
k!l!
(
(aD)
l+k
G
)
=
2n∑
q=n+1
∑
l+k=q
l,k≤n
(−1)l
k!l!
(
(aD)
l+k
G
)
=
2n∑
q=n+1
 ∑
l+k=q
l,k≤n
(−1)l
k!l!
 (aD)q G, (2.194)
so that
(2π)−
d
2
∫ ∣∣∣∣∣eiaξ −
n∑
k=0
(iaξ)
k
k!
∣∣∣∣∣
2
Ĝ (ξ) dξ
= 2G (0)−
n∑
k=0
(
(aD)
k
G
)
(−a)
k!
−
n∑
k=0
(
(−aD)k G
)
(a)
k!
+
+
2n∑
q=n+1
 ∑
l+k=q
l,k≤n
(−1)l
k!l!
 (aD)q G (0) . (2.195)
Since DαG ∈ L1 when |α| = 2m+ 1 we can apply 2.10 with remainder form 2.13 to get
G (0) = G (a− a) =
2n∑
k=0
(
(−aD)kG
)
(a)
k!
+ (R2n+1G) (a,−a) ,
G (0) = G (−a+ a) =
2n∑
k=0
(
(aD)kG
)
(−a)
k!
+ (R2n+1G) (−a, a) ,
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so that 2.195 becomes
(2π)
− d2
∫ ∣∣∣∣∣eiaξ −
n∑
k=0
(iaξ)
k
k!
∣∣∣∣∣
2
Ĝ (ξ) dξ
=
2n∑
k=n+1
(
(−aD)kG
)
(a)
k!
+
2n∑
k=n+1
(
(aD)
k
G
)
(−a)
k!
+
2n∑
q=n+1
 ∑
l+k=q
l,k≤n
(−1)l
k!l!
 (aD)q G (0)+
+ (R2n+1G) (a,−a) + (R2n+1G) (−a, a) . (2.196)
Since DαG ∈ L1 when |α| = 2n + 1 we can apply 2.10 with remainder 2.13 to
(
(−aD)kG
)
(b) about b = 0 to
get (
(aD)
k
G
)
(b) =
2n−k∑
l=0
(
(bD)
l
(aD)
k
G
)
(0)
l!
+R2n+1−k
(
(aD)
k
G
)
(0, b) , 0 ≤ k ≤ 2n.
When b = −a we get
(
(aD)k G
)
(−a) =
2n−k∑
l=0
(−1)l
l!
(
(aD)k+lG
)
(0) +R2n+1−k
(
(aD)k G
)
(0,−a) , 0 ≤ k ≤ 2n, (2.197)
and when a→ −a and b = a we get(
(−aD)k G
)
(a)
=
2n−k∑
l=0
(
(aD)
l
(−aD)k G
)
(0)
l!
+R2n+1−k
(
(−aD)k G
)
(0, a)
=
2n−k∑
l=0
(−1)k
l!
(
(aD)
k+l
G
)
(0) +R2n+1−k
(
(−aD)k G
)
(0, a) , 0 ≤ k ≤ 2n. (2.198)
Now substitute the Taylor series expansions 2.197 and 2.198 into the terms of the first and second summations
of 2.196 to get
2n∑
k=n+1
(
(−aD)kG
)
(a)
k!
=
2n∑
k=n+1
1
k!
(
2n−k∑
l=0
(−1)k
l!
(aD)
k+l
G (0) +R2n+1−k
(
(−aD)kG
)
(0, a)
)
=
2n∑
k=n+1
(−1)k
k!
2n−k∑
l=0
(aD)k+lG (0)
l!
+
2n∑
k=n+1
1
k!
R2n+1−k
(
(−aD)k G
)
(0, a)
=
2n∑
k=n+1
2n−k∑
l=0
(−1)k
k!l!
(aD)k+lG (0) + . . .
=
2n∑
q=n+1
∑
k+l=q
k≥n+1
(−1)k
k!l!
(aD)
k+l
G (0) + . . .
=
2n∑
q=n+1
 ∑
k+l=q
k≥n+1
(−1)k
k!l!
 (aD)q G (0) + . . .
=
2n∑
q=n+1
 ∑
k+l=q
k≥n+1
(−1)k
k!l!
 (aD)q G (0) + 2n∑
k=n+1
1
k!
R2n+1−k
(
(−aD)k G
)
(0, a) , (2.199)
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and so
2n∑
k=n+1
(
(aD)
k
G
)
(−a)
k!
=
2n∑
q=n+1
 ∑
k+l=q
k≥n+1
(−1)k
k!l!
 ((−aD)q G) (0) + 2n∑
k=n+1
1
k!
R2n+1−k
(
(aD)
k
G
)
(0,−a)
=
2n∑
q=n+1
(−1)q
 ∑
k+l=q
k≥n+1
(−1)k
k!l!
 (aD)q G (0) + . . .
=
2n∑
q=n+1
(−1)q
 ∑
k+l=q
k≥n+1
(−1)−k
k!l!
 (aD)q G (0) + . . .
=
2n∑
q=n+1
 ∑
k+l=q
k≥n+1
(−1)q−k
k!l!
 (aD)q G (0) + . . .
=
2n∑
q=n+1
 ∑
k+l=q
k≥n+1
(−1)l
k!l!
 (aD)q G (0) + 2n∑
k=n+1
1
k!
R2n+1−k
(
(aD)
k
G
)
(0,−a) . (2.200)
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Substituting 2.199 and 2.200 into 2.196 gives
(2π)−
d
2
∫ ∣∣∣∣∣∣eiaξ −
∑
k≤n
(iaξ)
k
k!
∣∣∣∣∣∣
2
Ĝ (ξ) dξ
=
2n∑
q=n+1
 ∑
k+l=q
k≥n+1
(−1)k
k!l!
 (aD)q G (0) + 2n∑
k=n+1
1
k!
(
R2n+1
(
(−aD)kG
))
(0, a)+
+
2n∑
q=n+1
 ∑
k+l=q
k≥n+1
(−1)l
k!l!
 (aD)q G (0) + 2n∑
k=n+1
1
k!
(
R2n+1
(
(aD)k G
))
(0,−a)+
+
2n∑
q=n+1
 ∑
l+k=q
l,k≤n
(−1)l
k!l!
 (aD)q G (0) + (R2n+1G) (a,−a) + (R2n+1G) (−a, a)
=
2n∑
q=n+1
 ∑
k+l=q
k≥n+1
(−1)k
k!l!
 (aD)q G (0) + 2n∑
q=n+1
 ∑
k+l=q
k≥n+1
(−1)l
k!l!
 (aD)q G (0)+
+
2n∑
q=n+1
 ∑
l+k=q
l,k≤n
(−1)l
k!l!
 (aD)q G (0)+
+
2n∑
k=n+1
1
k!
(
R2n+1−k
(
(−aD)kG
))
(0, a) +
2n∑
k=n+1
1
k!
(
R2n+1−k
(
(aD)
k
G
))
(0,−a)+
+ (R2n+1G) (a,−a) + (R2n+1G) (−a, a)
=
2n∑
q=n+1
 ∑
k+l=q
k≥n+1
(−1)k
k!l!
+ (−1)q
∑
k+l=q
k≥n+1
(−1)k
k!l!
+
∑
l+k=q
l,k≤n
(−1)l
k!l!
 (aD)q G (0) + (R2n+1G) (a) ,
i.e.
(2π)
− d2
∫ ∣∣∣∣∣∣eiaξ −
∑
k≤n
(iaξ)k
k!
∣∣∣∣∣∣
2
Ĝ (ξ) dξ
=
2n∑
q=n+1
 ∑
k+l=q
k≥n+1
(−1)k
k!l!
+
∑
k+l=q
k≥n+1
(−1)l
k!l!
+
∑
k+l=q
k,l≤n
(−1)l
k!l!
 (aD)q G (0) +R2n+1G (a) , (2.201)
where (R2n+1G) (a) is defined by 2.189 in the statement of part 4.
Using 2.193 we get for n+ 1 ≤ q ≤ 2n,∑
k+l=q
k≥n+1
(−1)k
k!l!
+
∑
k+l=q
k≥n+1
(−1)l
k!l!
+
∑
k+l=q
k,l≤n
(−1)l
k!l!
=
∑
k+l=q
l≥n+1
(−1)l
k!l!
+
∑
k+l=q
k≥n+1
(−1)l
k!l!
+
∑
k+l=q
k,l≤n
(−1)l
k!l!
=
∑
k+l=q
l≥n+1
(−1)l
k!l!
+
∑
k+l=q
k≥n+1
(−1)l
k!l!
+
∑
k+l=q
k,l≤n
(−1)l
k!l!
=
∑
k+l=q
(−1)l
k!l!
= 0,
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so that 2.201 becomes
(2π)−
d
2
∫ ∣∣∣∣∣∣eiaξ −
∑
k≤n
(iaξ)k
k!
∣∣∣∣∣∣
2
Ĝ (ξ) dξ ≤ R2n+1G (a) , (2.202)
which proves 2.188.
Since G ∈ C(2m)B and (aD)2m+1G ∈ L1, Lemma 108 implies that
2n∑
k=n+1
1
k!
(
R2n+1−k
(
(−aD)k G
))
(0, a)
=
2n∑
k=n+1
1
k!
(
1
(2n− k)!
∫ 1
0
g2n−k (s)
(
(aD)2n+1−k (−aD)kG
)
(sa) ds
)
=
2n∑
k=n+1
1
k! (2n− k)!
∫ 1
0
(−1)k g2n−k (s)
(
(aD)
2n+1
G
)
(sa) ds
=
∫ 1
0
2n∑
k=n+1
(−1)k (1− s)2n−k
k! (2n− k)!
(
(aD)
2n+1
G
)
(sa) ds
=
∫ 1
0
n−1∑
j=0
(−1)j (1− s)j
j! (2n− j)!
(
(aD)
2n+1
G
)
(sa) ds
=
∫ 1
0
φ2n (s)
(
(aD)
2n+1
G
)
(sa) ds, (2.203)
where
φ2n (s) :=

0, n = 0,
n−1∑
j=0
(−1)j(1−s)j
j!(2n−j)! , n = 1, 2, 3, . . . ,
(2.204)
and so a→ −a yields
2n∑
k=n+1
1
k!
(
R2n+1−k
(
(aD)
k
G
))
(0,−a) = 1
(2n)!
∫ 1
0
φ2n (s)
(
(−aD)2n+1G
)
(−sa)ds
=
−1
(2n)!
∫ 1
0
φ2n (s)
(
(aD)
2n+1
G
)
(−sa) ds
=
1
(2n)!
∫ 1
0
φ2n (s)
(
(aD)
2n+1
G
)
(sa) ds,
which means that
2n∑
k=n+1
1
k!
{(
R2n+1
(
(−aD)k G
))
(0, a) +R2n+1
(
(aD)
k
G
)
(0,−a)
}
=
1
(2n)!
∫ 1
0
φ2n (s)
(
(aD)
2n+1
G
)
(sa) ds+
1
(2n)!
∫ 1
0
φ2n (s)
(
(aD)
2n+1
G
)
(sa) ds
=
2
(2n)!
∫ 1
0
φ2n (s)
(
(aD)
2n+1
ReG
)
(sa) ds, (2.205)
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Since G ∈ C(2m)B and (aD)2m+1G ∈ L1, Lemma 108 again implies that
(R2n+1G) (a,−a) = 1
(2n)!
∫ 1
0
g2n (s)
(
(−aD)2n+1G
)
(a− sa) ds
=
−1
(2n)!
∫ 1
0
g2n (s)
(
(aD)2n+1G
)
((1− s) a) ds
=
−1
(2n)!
∫ 1
0
(1− s)2n
(
(aD)
2n+1
G
)
((1− s) a) ds
=
1
(2n)!
∫ 0
1
t2n
(
(aD)
2n+1
G
)
(ta) dt
=
−1
(2n)!
∫ 1
0
t2n
(
(aD)
2n+1
G
)
(ta) dt,
and so a→ −a yields
(R2n+1G) (−a, a) = −1
(2n)!
∫ 1
0
t2n
(
(−aD)2n+1G
)
(−ta) dt
=
1
(2n)!
∫ 1
0
t2n
(
(aD)
2n+1
G
)
(−ta)dt (2.206)
=
−1
(2n)!
∫ 1
0
t2n
(
(aDx)
2n+1
(G (−x))
)
(ta) dt
=
−1
(2n)!
∫ 1
0
t2n
(
(aD)
2n+1
G
)
(ta) dt,
and hence
(R2n+1G) (a,−a) + (R2n+1G) (−a, a) = −2
(2n)!
∫ 1
0
t2n
(
(aD)
2n+1
ReG
)
(ta) dt. (2.207)
Now 2.205, 2.207 substituted into 2.189 gives
(R2n+1G) (a) =
2n∑
k=n+1
1
k!
{(
R2n+1−k
(
(−aD)k G
))
(0, a) +
(
R2n+1−k
(
(aD)
k
G
))
(0,−a)
}
+
+ (R2n+1G) (a,−a) + (R2n+1G) (−a, a)
= 2
∫ 1
0
φ2n (s)
(
(aD)
2n+1
ReG
)
(sa) ds− 2
(2n)!
∫ 1
0
s2n
(
(aD)
2n+1
ReG
)
(sa) ds
= 2
∫ 1
0
n−1∑
j=0
(−1)j (1− s)j
j! (2n− j)! −
s2n
(2n)!
((aD)2n+1ReG) (sa) ds,
which is 2.190.
Part 3 We now calculate ∫ 1
0
∣∣∣∣∣∣
n−1∑
j=0
(−1)j (1− s)j
j! (2n− j)! −
s2n
(2n)!
∣∣∣∣∣∣ ds, n ≥ 1.
Clearly
n−1∑
j=0
(−1)j (1− s)j
j! (2n− j)! =
1
(2n)!
n−1∑
j=0
(
2n
j
)
(−1)j (1− s)j ,
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but
n−1∑
j=0
(
2n
j
)
(−1)j (1− s)j =
2n∑
j=0
(
2n
j
)
(−1)2n−j (1− s)j −
2n∑
j=n
(
2n
j
)
(−1)2n−j (1− s)j
= (−1 + 1− s)2n −
2n∑
j=n
(
2n
j
)
(−1)2n−j (1− s)j
= s2n −
2n∑
j=n
(
2n
j
)
(−1)2n−j (1− s)j
= s2n −
0∑
k=n
(
2n
2n−k
)
(−1)k (1− s)2n−k
= s2n −
n∑
k=0
(
2n
k
)
(−1)k (1− s)2n−k
= s2n − (1− s)n
n∑
k=0
(
2n
k
)
(−1)k (1− s)n−k
= s2n − (1− s)n
n∑
k=0
(
2n
n−k
)
(−1)n−k (1− s)k
= s2n + (−1)n+1 (1− s)n
n∑
k=0
(
2n
n−k
)
(−1)k (1− s)k ,
so that
n−1∑
j=0
(−1)j (1− s)j
j! (2n− j)! −
s2n
(2n)!
=
1
(2n)!
n−1∑
j=0
(
2n
j
)
(−1)j (1− s)j − s
2n
(2n)!
=
1
(2n)!
(
s2n + (−1)n+1 (1− s)n
n∑
k=0
(
2n
n−k
)
(−1)k (1− s)k
)
− s
2n
(2n)!
=
(−1)n+1
(2n)!
(1− s)n
n∑
k=0
(
2n
n−k
)
(−1)k (1− s)k ,
and hence ∫ 1
0
∣∣∣∣∣∣
n−1∑
j=0
(−1)j (1− s)j
j! (2n− j)! −
s2n
(2n)!
∣∣∣∣∣∣ ds = 1(2n)!
∫ 1
0
(1− s)n
n∑
k=0
(
2n
n−k
)
(−1)k (1− s)k ds
=
1
(2n)!
∫ 1
0
tn
n∑
k=0
(
2n
n−k
)
(−1)k tkdt.
We consider two cases: n odd and n even.
Case n is odd Regarding the integrand:
tn
n∑
k=0
(
2n
n−k
)
(−1)k tk
= tn
((
2n
n
)− ( 2nn−1)t+ ( 2nn−2)t2 − ( 2nn−3)t3 + . . .+ (2n1 )tn−1 − (2n0 )tn)
= tn
({(
2n
n
)− ( 2nn−1)t}+ {( 2nn−2)t2 − ( 2nn−3)t3}+ . . .+ {(2n1 )tn−1 − (2n0 )tn})
=
{(
2n
n
)
tn − ( 2nn−1)tn+1}+ {( 2nn−2)tn+2 − ( 2nn−3)tn+3}+ . . .+ {(2n1 )t2n−1 − (2n0 )t2n}
≥ 0,
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since 0 ≤ t ≤ 1 implies this expression is the sum of n non-negative terms. Further
1
(2n)!
∫ 1
0
tn
n∑
k=0
(
2n
n−k
)
(−1)k tkds
=
1
(2n)!
 {(2nn ) 1n+1 − ( 2nn−1) 1n+2}+ {( 2nn−2) 1n+3 − ( 2nn−3) 1n+4}+ . . .
+
{(
2n
1
)
1
2n −
(
2n
0
)
1
2n+1
} 
=
{
1
n!n!
1
n+ 1
− 1
(n− 1)! (n+ 1)!
1
n+ 2
}
+
+
{
1
(n− 2)! (n+ 2)!
1
n+ 3
− 1
(n+ 1)! (n+ 3)!
1
n+ 4
}
+ . . .
+
{
1
1! (2n− 1)!
1
2n
− 1
0! (2n)!
1
2n+ 1
}
=
{
1
n! (n+ 1)!
− 1
(n− 1)! (n+ 2)!
}
+
{
1
(n− 2)! (n+ 3)! −
1
(n− 3)! (n+ 4)!
}
+ . . .
+
{
1
1! (2n)!
− 1
0! (2n+ 1)!
}
=
1
(2n+ 1)!
({(
2n+1
n
)− (2n+1n−1 )}+ {(2n+1n−2 )− (2n+1n−3 )}+ . . .+ {(2n+11 )− (2n+10 )})
=
1
(2n+ 1)!
( {(
2n
n
)
+
(
2n
n−1
)}− {( 2nn−1)+ ( 2nn−2)}+ {( 2nn−2)+ ( 2nn−3)}− . . .
+
{(
2n
1
)
+
(
2n
0
)}− (2n0 )
)
=
1
(2n+ 1)!
(
2n
n
)
=
1
(2n+ 1) (n!)2
,
which means that when n is odd:
1
(2n)!
∫ 1
0
∣∣∣∣∣∣
n−1∑
j=0
(−1)j (1− s)j
j! (2n− j)! −
s2n
(2n)!
∣∣∣∣∣∣ ds = 1(2n+ 1) (n!)2 .
.
Case n is even
tn
n∑
k=0
(
2n
n−k
)
(−1)k tk
= tn
((
2n
n
)− ( 2nn−1)t+ ( 2nn−2)t2 − ( 2nn−3)t3 + . . .− (2n1 )tn−1 + (2n0 )tn)
= tn
( {(
2n
n
)− ( 2nn−1)t}+ {( 2nn−2)t2 − ( 2nn−3)t3}+ . . .
+
{(
2n
2
)
tn−2 − (2n1 )tn−1}+ (2n0 )tn
)
=
{(
2n
n
)
tn − ( 2nn−1)tn+1}+ {( 2nn−2)tn+2 − ( 2nn−3)tn+3}+ . . .
+
{(
2n
2
)
t2n−2 − (2n1 )t2n−1}+ (2n0 )t2n
≥ 0,
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since 0 ≤ t ≤ 1 implies this expression is the sum of n+ 1 non-negative terms. Further
1
(2n)!
∫ 1
0
tn
n∑
k=0
(
2n
n−k
)
(−1)k tkds
=
1
(2n)!
 {(2nn ) 1n+1 − ( 2nn−1) 1n+2}+ {( 2nn−2) 1n+3 − ( 2nn−3) 1n+4}+ . . .
+
{(
2n
2
)
1
2n−1 −
(
2n
1
)
1
2n
}
++
(
2n
0
)
1
2n+1

=
{
1
n!n!
1
n+ 1
− 1
(n− 1)! (n+ 1)!
1
n+ 2
}
+
+
{
1
(n− 2)! (n+ 2)!
1
n+ 3
− 1
(n+ 1)! (n+ 3)!
1
n+ 4
}
+ . . .
+
{
1
2! (2n− 2)!
1
2n− 1 −
1
1! (2n− 1)!
1
2n
}
+
1
0! (2n)!
1
2n+ 1
=
{
1
n! (n+ 1)!
− 1
(n− 1)! (n+ 2)!
}
+
{
1
(n− 2)! (n+ 3)! −
1
(n− 3)! (n+ 4)!
}
+ . . .
+
{
1
2! (2n− 1)! −
1
1! (2n)!
}
+
1
0! (2n+ 1)!
=
1
(2n+ 1)!
((
2n+1
n
)− (2n+1n−1 )+ (2n+1n−2 )− (2n+1n−3 )+ . . .+ (2n+12 )− (2n+11 )+ (2n+10 ))
=
1
(2n+ 1)!
( {(
2n
n
)
+
(
2n
n−1
)}− {( 2nn−1)+ ( 2nn−2)}+ {( 2nn−2)+ ( 2nn−3)}− . . .
−{(2n1 )+ (2n0 )}− (2n0 )
)
=
1
(2n+ 1)!
(
2n
n
)
=
1
(2n+ 1) (n!)2
,
which means that when n is even:
1
(2n)!
∫ 1
0
∣∣∣∣∣∣
n−1∑
j=0
(−1)j (1− s)j
j! (2n− j)! −
s2n
(2n)!
∣∣∣∣∣∣ ds = 1(2n+ 1) (n!)2 .
In general a basis function is complex-valued. However, the remainder term of the last theorem can be bounded
using only the real part of the basis function:
Corollary 142 If H = ReG then for all a ∈ Rd,
∫ ∣∣∣∣∣eiaξ −
m∑
k=0
(iaξ)k
k!
∣∣∣∣∣
2
Ĝ (ξ) dξ
=
∫ ∣∣∣∣∣eiaξ −
m∑
k=0
(iaξ)
k
k!
∣∣∣∣∣
2
Ĥ (ξ) dξ
= (2π)
d
2
2H (0)− 2 m∑
k=0
(−1)k
k!
(aD)
k
H (a) +
∑
j,k≤m
j+k>m
(−1)j
j!k!
(aD)
j+k
H (0)
 . (2.208)
Proof. Regarding part 2 of Theorem 141 set
g (a) =
∫ ∣∣∣∣∣eiaξ −
m∑
k=0
(iaξ)
k
k!
∣∣∣∣∣
2
Ĝ (ξ) dξ,
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so that
g (−a) =
∫ ∣∣∣∣∣e−iaξ −
m∑
k=0
(−iaξ)k
k!
∣∣∣∣∣
2
Ĝ (ξ) dξ =
∫ ∣∣∣∣∣eiaη −
m∑
k=0
(iaη)
k
k!
∣∣∣∣∣
2
Ĝ (−η) dη
=
∫ ∣∣∣∣∣eiaη −
m∑
k=0
(iaη)k
k!
∣∣∣∣∣
2
Ĝ (−x) (η) dη
=
∫ ∣∣∣∣∣eiaη −
m∑
k=0
(iaη)
k
k!
∣∣∣∣∣
2
Ĝ (η) dη.
Hence ∫ ∣∣∣∣∣eiaξ −
m∑
k=0
(iaξ)
k
k!
∣∣∣∣∣
2
ÎmG (ξ) dξ = 0, (2.209)
and ∫ ∣∣∣∣∣eiaξ −
m∑
k=0
(iaξ)
k
k!
∣∣∣∣∣
2
Ĝ (ξ) dξ =
∫ ∣∣∣∣∣eiaξ −
m∑
k=0
(iaξ)
k
k!
∣∣∣∣∣
2
R̂eG (ξ) dξ. (2.210)
Because G (−·) = G, we know that as distributions,(
(aD)
k
G
)
(−·) = (−1)k (aD)k G = (−aD)k G, k ≥ 0, a ∈ Rd.
Also ReDαG is an even distribution when |α| is even and an odd distribution when |α| is odd.
Consequently
∑
k≤m
1
k!
(
(aD)
k
G
)
(−a) +
m∑
k=0
1
k!
(−aD)k G (a)
=
m∑
k=0
(−1)k
k!
(
(aD)
k
G
)
(a) +
m∑
k=0
(−1)k
k!
(aD)
k
G (a)
= 2
m∑
k=0
(−1)k
k!
(aD)
k
ReG (a)
and inequalities 2.186 and 2.187 become∫ ∣∣∣∣∣eiaξ −
m∑
k=0
(iaξ)
k
k!
∣∣∣∣∣
2
R̂eG (ξ) dξ
= (2π)
d
2
(
2G (0)− 2Re
m∑
k=0
(−1)k
k!
(aD)
k
G (a)+
+
∑
j,k≤m; j+k>m
(−1)j
j!k!
(
(aD)
j+k
G
)
(0)

= Re (2π)
d
2
(
2G (0)− 2Re
m∑
k=0
(−1)k
k!
(aD)
k
G (a)+
+
∑
j,k≤m; j+k>m
(−1)j
j!k!
(
(aD)j+k G
)
(0)

= (2π)
d
2
(
2ReG (0)− 2
m∑
k=0
(−1)k
k!
(aD)k ReG (a)+
+
∑
j,k≤m; j+k>m
(−1)j
j!k!
(
(aD)
j+k
ReG
)
(0)
 ,
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i.e. if H = ReG then
∫ ∣∣∣∣∣eiaξ −
m∑
k=0
(iaξ)
k
k!
∣∣∣∣∣
2
Ĥ (ξ) dξ
= (2π)
d
2
2H (0)− 2 m∑
k=0
(−1)k
k!
(aD)
k
H (a) +
∑
j,k≤m; j+k>m
(−1)j
j!k!
(aD)
j+k
H (0)
 .
We now want to obtain some upper bounds for R2m+1 (a) given by 2.189.
Corollary 143 Suppose the weight function w has property W2 and property W3.1 or W3.3 for order θ and
parameter κ. Set m = ⌊κ⌋. Regarding the expression R2m+1G defined in part 2 of Theorem 141, a selection of
estimates is:
1.
R2m+1G (a) ≤ 1
(2m+ 1) (m!)
2 max0≤s≤1
∣∣∣((âDx)2m+1ReG (x)) (sa)∣∣∣ |a|2m+1 .
2.
R2m+1G (a) ≤ 1
(2m+ 1) (m!)
2 max0≤s≤1
∣∣∣((̂·D)2m+1ReG) (sa)∣∣∣ |a|2m+1 .
3.
R2m+1G (a) ≤
(
2m
m
) max
0≤s≤1
∑
|β|=2m+1
1
β!
∣∣(Dβ ReG) (sa)∣∣
 |a|2m+1 .
4.
R2m+1G (a) ≤
(
2m
m
) ∑
|β|=2m+1
1
β!
max
0≤s≤1
∣∣(Dβ ReG) (sa)∣∣
 |a|2m+1 .
5.
R2m+1G (a) ≤ d
m+1/2
(2m+ 1) (m!)
2
(
max
|β|=2m+1
max
0≤s≤1
∣∣(Dβ ReG) (sa)∣∣) |a|2m+1 .
If in addition max
|β|=2m+1
∥∥Dβ ReG∥∥∞,Br <∞ then:
6.
R2m+1G (a) ≤
(
2m
m
) ∑
|β|=2m+1
1
β!
∥∥Dβ ReG∥∥∞,Br
 |a|2m+1 .
7.
R2m+1G (a) ≤ d
m+1/2
(2m+ 1) (m!)
2 max|β|=2m+1
∥∥Dβ ReG∥∥∞,Br |a|2m+1 , |a| ≤ r.
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Proof. Part 1 From 2.190 and 2.191,
R2m+1G (a) = 2
∫ 1
0
m−1∑
j=0
(−1)j (1− s)j
j! (2m− j)! −
s2m
(2m)!
((aDx)2m+1ReG (x)) (sa) ds
≤ 2
∫ 1
0
∣∣∣∣∣∣
m−1∑
j=0
(−1)j (1− s)j
j! (2m− j)! −
s2m
(2m)!
∣∣∣∣∣∣
∣∣∣((aDx)2m+1ReG (x)) (sa)∣∣∣ ds
≤ 2
∫ 1
0
∣∣∣∣∣∣
m−1∑
j=0
(−1)j (1− s)j
j! (2m− j)! −
s2m
(2m)!
∣∣∣∣∣∣ ds max0≤s≤1
∣∣∣((aDx)2m+1ReG (x)) (sa)∣∣∣
= 2
∫ 1
0
∣∣∣∣∣∣
m−1∑
j=0
(−1)j (1− s)j
j! (2m− j)! −
s2m
(2m)!
∣∣∣∣∣∣ ds max0≤s≤1
∣∣∣((âDx)2m+1ReG (x)) (sa)∣∣∣ |a|2m+1
=
1
(2m+ 1) (m!)
2 max0≤s≤1
∣∣∣((âDx)2m+1ReG (x)) (sa)∣∣∣ |a|2m+1 .
Part 2 From part 1,
max
0≤s≤1
∣∣∣((âDx)2m+1ReG (x)) (sa)∣∣∣ = max
0≤s≤1
∣∣∣((ŝaD)2m+1ReG) (sa)∣∣∣
= max
0≤s≤1
∣∣∣((̂·D)2m+1ReG) (sa)∣∣∣ .
Part 3 Using the expansion A.1 we get
1
(2m+ 1)!
∣∣∣(aD)2m+1G (x)∣∣∣ = |a|2m+1
(2m+ 1)!
∣∣∣(âD)2m+1G (x)∣∣∣ = |a|2m+1
∣∣∣∣∣∣
∑
|β|=2m+1
âβ
β!
DβG (x)
∣∣∣∣∣∣ ≤
≤ |a|2m+1
∑
|β|=2m+1
∣∣âβ∣∣
β!
∣∣DβG (x)∣∣ ≤ |a|2m+1 ∑
|β|=2m+1
∣∣DβG (x)∣∣
β!
,
so that
R2m+1G (a) ≤
(
2m
m
) 1
(2m+ 1)!
max
0≤s≤1
∣∣∣((aD)2m+1ReG) (sa)∣∣∣
≤ (2mm )
 max
0≤s≤1
∑
|β|=2m+1
∣∣DβG (sa)∣∣
β!
 |a|2m+1 .
Part 4 Clearly
R2m+1G (a) ≤
(
2m
m
) ∑
|β|=2m+1
1
β!
max
0≤s≤1
∣∣(Dβ ReG) (sa)∣∣
 |a|2m+1 .
Part 5 Further,
∑
|β|=2m+1
1
β!
max
0≤s≤1
∣∣(Dβ ReG) (sa)∣∣ ≤
 ∑
|β|=2m+1
1
β!
 max
|β|=2m+1
max
0≤s≤1
∣∣(Dβ ReG) (sa)∣∣
=
 ∑
|β|=2m+1
12β
β!
 max
|β|=2m+1
max
0≤s≤1
∣∣(Dβ ReG) (sa)∣∣
=
|1|2m+1
(2m+ 1)!
max
|β|=2m+1
max
0≤s≤1
∣∣(Dβ ReG) (sa)∣∣
=
dm+1/2
(2m+ 1)!
max
|β|=2m+1
max
0≤s≤1
∣∣(Dβ ReG) (sa)∣∣ ,
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and hence
R2m+1G (a) ≤
(
2m
m
) dm+1/2
(2m+ 1)!
(
max
|β|=2m+1
max
0≤s≤1
∣∣(Dβ ReG) (sa)∣∣) |a|2m+1
=
dm+1/2
(2m+ 1) (m!)
2
(
max
|β|=2m+1
max
0≤s≤1
∣∣(Dβ ReG) (sa)∣∣) |a|2m+1 .
Part 6 If |a| ≤ r then from part 3,
R2m+1G (a) ≤
(
2m
m
) ∑
|β|=2m+1
1
β!
max
0≤s≤1
∣∣(Dβ ReG) (sa)∣∣
 |a|2m+1
≤ (2mm )
 ∑
|β|=2m+1
1
β!
max
|a|≤r
∣∣(Dβ ReG) (a)∣∣
 |a|2m+1
=
(
2m
m
) ∑
|β|=2m+1
1
β!
∥∥Dβ ReG∥∥∞,Br
 |a|2m+1 .
Part 7 If |a| ≤ r then
R2m+1G (a) ≤ d
m+1/2
(2m+ 1) (m!)2
(
max
|β|=2m+1
max
0≤s≤1
∣∣(Dβ ReG) (sa)∣∣) |a|2m+1
≤ d
m+1/2
(2m+ 1) (m!)2
(
max
|β|=2m+1
max
|a|≤r
∣∣(Dβ ReG) (a)∣∣) |a|2m+1
=
dm+1/2
(2m+ 1) (m!)
2 max|β|=2m+1
∥∥Dβ ReG∥∥∞,Br |a|2m+1
Suppose that the weight function has property W3.1 ?? or W3.3 ?? for order θ and parameter κ1d = κ1 where
κ ∈ R1. The weight function assumptions used to obtain part 2 of Theorem 141 imply (Theorem 77) that the basis
function satisfies G ∈ C(⌊2κ1⌋)B ⊂ C(2m1)B ifm ≤ κ < m+1/2, and G ∈ C(⌊2κ1⌋)B ⊂ C((2m+1)1)B ifm+1/2 ≤ κ < m+1.
If m+1/2 ≤ κ < m+1 then G ⊂ C((2m+1)1)B means the additional assumptions of the next corollary are satisfied.
However, ?? Corollary 143 implies that |a| has exponent κ which may be greater that m+ 12 obtained in the next
corollary.
Corollary 144 Suppose that the weight function has property W3.1 ?? or W3.3 ?? for order θ and parameter
κ1d where κ ∈ R1. Set m = ⌊κ⌋ and let (R2n+1G) (a) be the expression defined in part 2 of Theorem 141. Suppose
further that (aD)
2m+1
G ∈ L1 when |a| = 1.
Then the remainder Rm+1fρ (x, a) of 2.185 can be estimated by
|Rm+1fρ (x, a)| ≤
√
R2m+1G (a) |fρ|w,θ , x ∈ Rd. (2.211)
1. We can directly use the estimates of Corollary 143 for R2m+1G (a).
2. If
∥∥∥(âD)2m+1ReG∥∥∥
∞,Br
<∞ for some r ≤ ∞ then
R2m+1G (a) ≤ 1
(2m+ 1) (m!)
2
∥∥∥(âD)2m+1ReG∥∥∥
∞,Br
|a|2m+1 , |a| ≤ r.
3. If
∥∥∥∥ max0≤s≤1 ∣∣∣((̂·D)2m+1ReG) (sa)∣∣∣
∥∥∥∥
∞,Br
<∞ for some r ≤ ∞, then for |a| ≤ r,
R2m+1G (a) ≤ 1
(2m+ 1) (m!)
2
∥∥∥∥ max0≤s≤1 ∣∣∣((̂·D)2m+1ReG) (sa)∣∣∣
∥∥∥∥
∞,Br
|a|2m+1
=
1
(2m+ 1) (m!)
2 max0≤s≤1
∥∥∥((̂·D)2m+1ReG) (sa)∥∥∥
∞,Br
|a|2m+1 .
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4. If max
|β|=2m+1
∥∥DβG∥∥∞,Br <∞ for some 0 < r ≤ ∞ then from parts 5 and 6 of Corollary 143,
|Rm+1fρ (x, a)| ≤ (2π)
d
4
(
2m
m
) 1
2
 ∑
|β|=2m+1
1
β!
∥∥DβG∥∥∞,Br
 12 |a|m+ 12 , |a| ≤ r, x ∈ Rd,
and
|Rm+1fρ (x, a)| ≤ (2π)
d
4
√
dm+
1
2√
2m+ 1m!
(
max
|β|=2m+1
∥∥DβG∥∥∞,Br
) 1
2
|a|m+ 12 , |a| ≤ r, x ∈ Rd.
5. If m+ 1/2 ≤ κ < m+ 1 then G ∈ C(2m+1)B and
|Rm+1fρ (x, a)| ≤ (2π)
d
4
(
2m
m
) 1
2
 ∑
|β|=2m+1
1
β!
∥∥DβG∥∥∞,Br

1
2
|a|m+ 12 , a, x ∈ Rd,
and
|Rm+1fρ (x, a)| ≤ (2π)
d
4
√
dm+
1
2√
2m+ 1m!
(
max
|β|=2m+1
∥∥DβG∥∥∞,Br
) 1
2
|a|m+ 12 , a, x ∈ Rd.
Proof. Since (aD)
2m+1
G ∈ L1 when |a| = 1, part 2 of Theorem 141 holds and can be applied to estimate 2.185
for Rn+1fρ (x, a) to obtain 2.211.
Part 2 Easy ??
Part 3 Easy ??
Part 4 Substitute the estimates for R2m+1G derived in parts 5 and 6 into Corollary 143 into the estimate 2.211.
Part 5 From Theorem 77, G ∈ C(⌊2κ⌋)B ⊂ C(2m+1)B so the additional assumptions of part 2 is satisfied for r =∞.
2.12.4 Example: the Gaussian
?? The Gaussian is a tensor product radial function so part 3 of Corollary 143 seems nice - see part 1 of Lemma
386.
2.12.5 Example: tensor product B-spline weight functions in W3.1
We will use part 2 of Corollary 143 which assumes max
s∈[0,1]
∣∣∣((̂·D)2m+1Gθ) (sa)∣∣∣ <∞. We use this condition because
the differential operators (̂·D)m acts nicely on the radial functions |x|n and |x|n log |x| as shown in part 1 of Lemma
386 and the upper bounds are not based on results which are conjectures such as those of Lemma 384.
Note however that the last corollary relies on part 2 of Theorem 141 which assumes (aD)
2n−1
Gθ ∈ L1 when
a ∈ Rd, so we first prove:
Theorem 145 Suppose w is an extended B-spline weight function 1.29 with parameters n and l and which has
property W3.1 for order θ and smoothness κ. Suppose Gθ =
(
1
w|·|2θ
)∨
is an order θ basis function and G0 =
(
1
w
)∨
.
Then if n > θ we have (aD)2n−1Gθ = |a|2n−1 (âD)2n−1Gθ ∈ L1 for each a ∈ Rd where â = a/ |a|.
Proof. We need a copy of equations 1.72:
Gθ =

1
e(θ−d/2)G0 ∗ Tθ, 2θ > d,
(−1) d+12 −θ
e(1/2)
(
|D|2
) d+1
2 −θ (
G0 ∗ T d+1
2
)
, 2θ < d, d odd, d ≥ 3,
(−1) d2 +1−θ
e(1)
(
|D|2
) d
2+1−θ (
G0 ∗ T d
2+1
)
, 2θ ≤ d, d even.
We use a radial C∞ partition of unity {φ0, φ∞ = 1− φ0} where 0 ≤ φ0, φ∞ ≤ 1, suppφ0 = B1, φ0 = 1 on B1/2.
We consider four cases:
2.12 Taylor series expansions for functions in Xθw when w ∈ W 3.1 161
Case 2θ > d Here
(âD)
2n−1
(G0 ∗ Tθ) = (âD)2n−1 (G0 ∗ φ0Tθ) + (âD)2n−1 (G0 ∗ φ∞Tθ)
=
(
(âD)2n−1G0
)
∗ φ0Tθ +
(
(âD)2n−1−(2θ+1)G0
)
∗ (âD)2θ+1 (φ∞Tθ)
=
(
(âD)
2n−1
G0
)
∗ φ0Tθ +
(
(âD)
2(n−θ−1)
G0
)
∗ (âD)2θ+1 (φ∞Tθ) .
Now if |x| ≥ 1 then by parts 3 and 4 of Lemma 86,∣∣∣(âD)2θ+1 (φ∞Tθ) (x)∣∣∣ = ∣∣∣(âD)2θ+1 Tθ (x)∣∣∣ ≤ k2θ+1,2θ−d |x|2θ−d−(2θ+1)
= k2θ+1,2θ−d |x|−d−1 ,
and this implies that (âD)
2θ+1
(φ∞Tθ) ∈ L1.
Also φ0Tθ = constφ0 |·|2θ−d ≤ constφ0 ∈ L1.
From Lemma 84, (âD)
k
G0 ∈ L1 when k ≤ 2n− 1.
Thus φ0Tθ, (âD)
2θ+1
(φ∞Tθ) , (âD)
2(n−θ−1)
G0, (âD)
2n−1
G0 all lie in L
1 and Young’s convolution estimate with
p = q = r = 1 now implies∥∥∥(âD)2n−1 (G0 ∗ Tθ)∥∥∥
1
≤
∥∥∥((âD)2n−1G0)∥∥∥
1
‖φ0Tθ‖1 +
∥∥∥(âD)2(n−θ−1)G0∥∥∥
1
∥∥∥(âD)2θ+1 (φ∞Tθ)∥∥∥
1
<∞.
Case 2θ < d and d odd From Theorem 87, T d+1
2
= − |·| and if we let
kd,θ =
(−1)d+12 −θ
e (1/2)
,
then
(âD)2n−1Gθ
= kd,θ (âD)
2n−1 (|D|2) d+12 −θ (G0 ∗ T d+1
2
)
= −kd,θ (âD)2n−1
(
|D|2
) d+1
2 −θ
(G0 ∗ |·|)
= −kd,θ
(
|D|2
) d+1
2 −θ
(âD)
2n−1
(G0 ∗ |·|)
= −kd,θ
(
|D|2
) d+1
2 −θ
(âD)
2n−1
(G0 ∗ φ0 |·|)− kd,θ
(
|D|2
) d+1
2 −θ
(âD)
2n−1
(G0 ∗ φ∞ |·|)
= −kd,θ
(
(âD)2n−1G0
)
∗
(
|D|2
) d+1
2 −θ
(φ0 |·|)− kd,θ (âD)2n−1
(
|D|2
) d+1
2 −θ
(G0 ∗ φ∞ |·|) . (2.212)
Part 9 of Lemma 385 with k = 1 implies
|D|2n (|x|) = 22n
(
−k + 1
2
)
n
(
−k − d
2
+
3
2
)
n
|x|2k−1−2n
= 22n
(
−1
2
)
n
(
−d− 1
2
)
n
|x|1−2n .
Regarding the first term in 2.212: near the origin(
|D|2
) d+1
2 −θ
(φ0 |x|) =
(
|D|2
) d+1
2 −θ |x| = 22n
(
−1
2
)
n
(
−d− 1
2
)
n
1
|x|d−2θ
∈ L1loc,
which implies
(
|D|2
) d+1
2 −θ
(φ0 |x|) ∈ L1. Since (âD)2n−1G0 is bounded with compact support (Lemma 84) it
follows that
(
(âD)2n−1G0
)
∗
(
|D|2
) d+1
2 −θ
(φ0 |·|) ∈ L1.
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Regarding the second term of 2.212: since
(âD)2n−1
(
|D|2
) d+1
2 −θ
u =
(
d+ 1
2
− θ
)
! (âD)2n−1
∑
|α|= d+12 −θ
1
α!
D2αu
=
(
d+ 1
2
− θ
)
! (2n− 1)!
∑
|β|=2n−1
1
β!
âβDβ
∑
|α|= d+12 −θ
1
α!
D2αu
=
(
d+ 1
2
− θ
)
! (2n− 1)!
∑
|β|=2n−1
∑
|α|= d+12 −θ
âβ
α!β!
Dβ+2αu,
we have
(âD)
2n−1 (|D|2) d+12 −θ (G0 ∗ φ∞ |·|)
=
(
d+ 1
2
− θ
)
! (2n− 1)!
∑
|β|=2n−1
∑
|α|= d+12 −θ
âβ
α!β!
Dβ+2α (G0 ∗ φ∞ |·|) . (2.213)
But n > θ ⇒ n ≥ θ + 1⇒ 2n ≥ 2θ + 2 so that
|β + 2α| = (2n− 1) + (d+ 1− 2θ) = 2n+ d− 2θ ≥ d+ 2,
and there exists γ ≤ 2α+ β such that |γ| = d+ 2. Now write
Dβ+2α (G0 ∗ (φ∞ |·|)) =
(
D2α+β−γG0
) ∗Dγ (φ∞ |·|) .
Since |β + 2α− γ| = 2n + d − 2θ − d − 2 = 2n − 2θ − 2 and 0 ≤ |β + 2α− γ| ≤ 2n − 4, Lemma 84 implies
Dβ+2α−γG0 ∈ L1. Further, when |x| ≥ 1, by part 1 of Lemma 382, when |x| ≥ 1,
|Dγ (φ∞ |x|)| = |Dγ |x|| ≤ cγ,1 |x|1−|γ| = cγ,1 |x|1−(d+2) = cγ,1 |x|−(d+1) ,
which means that |Dγ (φ∞ |·|)| ∈ L1.
We can now conclude using Young’s convolution estimate that Dβ+2α (G0 ∗ φ∞ |·|) ∈ L1 and consequently from
2.213 that (âD)
2n−1
(
|D|2
) d+1
2 −θ
(G0 ∗ φ∞ |·|) ∈ L1.
Case 2θ < d and d even From the statement of Theorem 87, T d
2+1
= |·|2 log |·|.
(âD)
2n−1 (|D|2) d2+1−θGθ
= (âD)
2n−1 (|D|2) d2+1−θ (G0 ∗ T d
2+1
)
= (âD)
2n−1 (|D|2) d2+1−θ (G0 ∗ (|·|2 log |·|))
= (âD)2n−1
(
|D|2
) d
2+1−θ (
G0 ∗
(
φ0 |·|2 log |·|
))
+ (âD)2n−1
(
|D|2
) d
2+1−θ (
G0 ∗
(
φ∞ |·|2 log |·|
))
=
(
(âD)
2n−1
G0
)
∗
(
|D|2
) d
2+1−θ (
φ0 |·|2 log |·|
)
+
+ (âD)
2n−1 (|D|2) d2+1−θ (G0 ∗ (φ∞ |·|2 log |·|)) . (2.214)
We first consider the first convolution. Since d2 − θ + 1 ≥ 2 we will use part 7 of Lemma 385 i.e.
|D|2n
(
|x|2 log |x|
)
= 22n−1 (n− 2)!
(
−d
2
)
n
1
|x|2n−2 , n ≥ 2.
Thus when n = d2 + 1− θ and |x| ≤ 1/2,(
|D|2
) d
2+1−θ (
φ0 |·|2 log |·|
)
= |D|2n
(
|·|2 log |·|
)
= 22n−1 (n− 2)!
(
−d
2
)
n
1
|x|d−2θ
∈ L1loc,
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which implies
(
|D|2
) d+1
2 −θ (
φ0 |·|2 log |·|
)
∈ L1. Since (âD)2n−1G0 is bounded with compact support (Lemma
84) it follows that
(
(âD)
2n−1
G0
)
∗
(
|D|2
) d+1
2 −θ
(φ0 |·|) ∈ L1.
Regarding the second convolution in 2.214 we again follow the previous case to obtain
(âD)2n−1
(
|D|2
) d
2+1−θ (
G0 ∗ φ∞ |·|2 log |·|
)
=
(
d
2
+ 1− θ
)
! (2n− 1)!
∑
|β|=2n−1
∑
|α|= d2+1−θ
âβ
α!β!
Dβ+2α
(
G0 ∗ φ∞ |·|2 log |·|
)
. (2.215)
But n > θ ⇒ n ≥ θ + 1⇒ 2n ≥ 2θ + 2 so that
|β + 2α| = 2n− 1 + d+ 2− 2θ = 2n+ 1 + d− 2θ ≥ d+ 3,
and there exists γ ≤ β + 2α such that |γ| = d+ 3. Now write
Dβ+2α
(
G0 ∗
(
φ∞ |·|2 log |·|
))
=
(
Dβ+2α−γG0
) ∗Dγ (φ∞ |·|2 log |·|) .
Since |(β + 2α)− γ| = (2n+ 1 + d− 2θ) − (d+ 3) = 2n − 2θ − 2 and 0 ≤ |β + 2α− γ| ≤ 2n − 4, Lemma 84
implies Dβ+2α−γG0 ∈ L1. Noting that |γ| > 2, by part 2 of Lemma 382 there exist constants c′γ,2 such that∣∣∣Dγ (|x|2 log |x|)∣∣∣ ≤ c′γ,2 |x|2−|γ| = c′γ,2 |x|2−(d+3) = c′γ,2 |x|−(d+1) .
Thus, when |x| ≥ 1, ∣∣∣Dγ (φ∞ |x|2 log |x|)∣∣∣ = ∣∣∣Dγ (|x|2 log |x|)∣∣∣ ≤ c′γ,2 |x|−(d+1) ,
which means that
∣∣∣Dγ (φ∞ |·|2 log |·|)∣∣∣ ∈ L1.
We can now conclude using Young’s convolution estimate that Dβ+2α (G0 ∗ φ∞ |·|) ∈ L1 and consequently from
2.213 that (âD)
2n−1 (|D|2) d2+1−θ (G0 ∗ φ∞ |·|) ∈ L1.
Case 2θ = d
(âD)2n−1
(
|D|2
) d
2+1−θ
Gθ = (âD)
2n−1 |D|2Gθ
= (âD)
2n−1 (
G0 ∗ |D|2
(
|·|2 log |·|
))
= (âD)2n−1 (G0 ∗ (1 + 2d log |·|))
= 2d (âD)
2n−1
(G0 ∗ log |·|)
= 2d (âD)
2n−1
(G0 ∗ φ0 log |·|) + 2d (âD)2n−1 (G0 ∗ φ∞ log |·|)
= 2d
(
(âD)2n−1G0
)
∗ (φ0 log |·|) + 2dG0 ∗ (âD)2n−1 (φ∞ log |·|) ,
so that ∥∥∥∥(âD)2n−1 (|D|2) d2+1−θ Gθ∥∥∥∥
1
≤ 2d
∥∥∥(âD)2n−1G0∥∥∥
1
‖φ0 log |·|‖1 + 2d ‖G0‖1
∥∥∥(âD)2n−1 (φ∞ log |·|)∥∥∥
1
= 2d
∥∥∥(âD)2n−1G0∥∥∥
1
∫
|·|≤1
|φ0 log |·||+ 2d ‖G0‖1
∫
|·|≥ 12
∣∣∣(âD)2n−1 (φ∞ log |·|)∣∣∣
≤ 2d
∥∥∥(âD)2n−1G0∥∥∥
1
∫
|·|≤1
|log |·||+ 2d ‖G0‖1
∫
|·|≥ 12
∣∣∣(âD)2n−1 (φ∞ log |·|)∣∣∣ .
But by part 1 of Corollary 364 of the Appendix, changing to spherical coordinates yields∫
|·|≤1
|log |·|| = − 2π
d/2
Γ (d/2)
∫ 1
0
ρd−1 log ρdρ = − 2π
d/2
Γ (d/2)
∫ 1
0
ρd−1 log ρdρ =
2πd/2
Γ (d/2)
1
d2
,
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and by part 9 of Lemma 384, ∣∣∣(âD)2n−1 log |x|∣∣∣ ≤ 2 (2n− 1)! |x|−(2n−1) ,
so the inequality 2n− 1 ≥ 2θ + 1 = d+ 1 implies that ∫|·|≥1 ∣∣∣(âD)2n−1 log |·|∣∣∣ <∞ and hence that∫
|·|≥ 12
∣∣∣(âD)2n−1 (φ∞ log |·|)∣∣∣ <∞.
?? MORE BLURB? ?? In the case of the extended B-spline, part 1 of Corollary 143 will yield a significantly
better order for the Taylor series remainder than the estimates of Approach 1 in Subsubsection 2.12.2 i.e. the
estimate 2.184.
We simply apply part 1 of Corollary 143.
Theorem 146 Suppose w is an extended B-spline weight function 1.29 with parameters n and l and which has
property W3.1 for order θ and smoothness κ. Suppose Gθ =
(
1
w|·|2θ
)∨
is an order θ basis function and G0 =
(
1
w
)∨
.
Also suppose θ < n.
Then (âD)
2n−1
Gθ is bounded on any ball containing suppG0 when 2θ > d, and (âD)
2n−1
Gθ is bounded every-
where when 2θ ≤ d.
Specifically: When 2θ > d and x ∈ BR and R ≥ 12 diamsuppG0:∣∣∣(âD)2n−1Gθ (x)∣∣∣ ≤ (2pi)− d2e(θ−d2 ) minm<2θ−d
∥∥∥(âD)2n−1−mG0∥∥∥
1
(2R)2θ−d−mm!×
×

km,2θ−d
m! logR +
m∑
j=1
(
2− 1j
)
kj,2θ−d
j! , d even,
km,2θ−d
m! , d odd.
When 2θ < d:∥∥∥(âD)2n−1Gθ∥∥∥∞ ≤ (ωd2θ ∥∥∥(âD)2n−1G0∥∥∥∞ + ∥∥∥(âD)2n−1G0∥∥∥1)×
× 2d+1−2θ

1
e(1)
(
d
2 − 1− θ
)
!
∣∣∣(− d2) d
2+1−θ
∣∣∣ , d even,
1
e(1/2)
∣∣∣(− 12) d+1
2 −θ
(− d−12 ) d+1
2 −θ
∣∣∣ , d odd.
When 2θ = d: ∥∥∥(âD)2n−1Gθ∥∥∥∞ ≤ 2ωdd ∥∥∥(âD)2n−1G0∥∥∥∞ + 2d ∥∥∥(âD)2n−2G0∥∥∥1 .
Here ωd =
2pid/2
Γ(d/2) and the values of the function e are given in Remark 153.
Proof. We will consider three cases: 2θ > d, 2θ < d and 2θ = d:
Case 1: 2θ > d Suppose 0 ≤ m ≤ min {2n− 1, 2θ − d− 1} = 2θ − d− 1. Then
(2π)
d
2
∣∣∣(âD)2n−1Gθ (x)∣∣∣ = (2π) d2 ∣∣∣(âD)2n−1 (G0 ∗ Tθ) (x)∣∣∣
≤
∫ ∣∣∣((âD)2n−1−mG0) (x− y)∣∣∣ |(âD)m Tθ (y)| dy
=
∫
|x−y|≤R
∣∣∣((âD)2n−1−mG0) (x− y)∣∣∣ |(âD)m Tθ (y)| dy+
+
∫
|x−y|≥R
∣∣∣((âD)2n−1−mG0) (x− y)∣∣∣ |(âD)m Tθ (y)| dy.
Choose R ≥ 12 diam suppG0 = 12 diam [−l, l]d = 12
√
d (2l)2 = l
√
d ≥ 1.
Then near infinity ∫
|x−y|≥R
∣∣∣((âD)2n−1−mG0) (x− y)∣∣∣ |(âD)m Tθ (y)| dy = 0, x ∈ BR.
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Near the origin ∫
|x−y|≤R
∣∣∣((âD)2n−1−mG0) (x− y)∣∣∣ |(âD)m Tθ (y)| dy
≤
(
max
|y−x|≤R
|(âD)m Tθ|
) ∫
|y−x|≤R
∣∣∣((âD)2n−1−mG0) (x− y)∣∣∣ dy
≤
(
max
|·|≤2R
|(âD)m Tθ|
)∥∥∥(âD)2n−1−mG0∥∥∥
1
,
so that ∣∣∣(âD)2n−1Gθ (x)∣∣∣ ≤ (2π)− d2
e
(
θ − d2
) min
m<2θ−d
(∥∥∥(âD)2n−1−mG0∥∥∥
1
max
|·|≤2R
|(âD)m Tθ|
)
, x ∈ suppG0.
Regarding the expression max
|·|≤2R
|(âD)m Tθ|, the two formulas 1.70 for Tθ lead us to consider d odd and d even.
If d is odd then from part 3 of Lemma 86,
|(âD)m Tθ (x)| ≤ km,2θ−d |x|2θ−d−m ,
and thus when x ∈ BR,∣∣∣(âD)2n−1Gθ (x)∣∣∣ ≤ (2π)− d2
e
(
θ − d2
) min
m<2θ−d
(∥∥∥(âD)2n−1−mG0∥∥∥
1
km,2θ−d |x|2θ−d−m
)
≤ (2π)
− d2
e
(
θ − d2
) min
m<2θ−d
(
km,2θ−d
∥∥∥(âD)2n−1−mG0∥∥∥
1
(2R)2θ−d−m
)
.
If d is even then from part 4 of Lemma 86,
(âD)
m
Tθ (x) ≤ m!
km,2θ−d
m!
|log |x||+
m∑
j=1
(
2− 1
j
)
kj,2θ−d
j!
 |x|2θ−d−m , 1 ≤ m ≤ 2θ − d− 1,
and since R ≥ 1,
max
|·|≤2R
|(âD)m Tθ|
≤ m!
km,2θ−d
m!
max
t∈[0,2R]
{
t2θ−d−m |log t|}+ m∑
j=1
(
2− 1
j
)
kj,2θ−d
j!
(2R)
2θ−d−m

= m!
km,2θ−d
m!
(2R)
2θ−d−m
logR+
m∑
j=1
(
2− 1
j
)
kj,2θ−d
j!
(2R)
2θ−d−m

= m! (2R)
2θ−d−m
km,2θ−d
m!
logR+
m∑
j=1
(
2− 1
j
)
kj,2θ−d
j!

so that when x ∈ BR,∣∣∣(âD)2n−1Gθ (x)∣∣∣
≤ (2pi)−
d
2
e(θ−d2 )
min
m<2θ−d
(∥∥∥(âD)2n−1−mG0∥∥∥
1
max
|x|≤2R
|(âD)m Tθ (x)|
)
≤ (2pi)−
d
2
e(θ−d2 )
min
m<2θ−d
∥∥∥(âD)2n−1−mG0∥∥∥
1
m! (2R)
2θ−d−m
km,2θ−d
m!
logR+
m∑
j=1
(
2− 1
j
)
kj,2θ−d
j!
 . (2.217)
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Case 2: 2θ < d If d is odd then from Theorem 87, T d+1
2
= − |·| and so if bθ := (−1)
d+1
2
−θ
e(1/2) ,
(âD)
2n−1
Gθ = −bθ (âD)2n−1
(
|D|2
) d+1
2 −θ
(G0 ∗ |·|) = −bθ (âD)2n−1G0 ∗
(
|D|2
) d+1
2 −θ |·| .
From part 9 of 385 with k = 1,
|D|2m |x| = 22m
(
−1
2
)
m
(
−d− 1
2
)
m
|x|1−2m ,
so that
(âD)
2n−1
Gθ = bθ2
2( d+12 −θ)
(
−1
2
)
d+1
2 −θ
(
−d− 1
2
)
d+1
2 −θ
(âD)
2n−1
G0 ∗ |·|1−2(
d+1
2 −θ)
= bθ2
d−2θ+1
(
−1
2
)
d+1
2 −θ
(
−d− 1
2
)
d+1
2 −θ
(âD)
2n−1
G0 ∗ |·|−d+2θ .
Let {φ0 (|·|) , φ∞ (|·|)} be the step function radial partition of unity such that φ0 (|x|) = 1 when |x| ≤ 1 and zero
otherwise. Then
(âD)
2n−1
G0 ∗ |·|−d+2θ = (âD)2n−1G0 ∗
(
|·|−d+2θ φ0 + |·|−(d−2θ) φ∞
)
= (âD)2n−1G0 ∗ |·|−d+2θ φ0 + (âD)d−2θG0 ∗ |·|−(d−2θ) φ∞,
so that by using Young’s inequality A.9 and then the spherical coordinate result of part 1 of Corollary 364,∣∣∣((âD)2n−1G0 ∗ |·|−d+2θ) (x)∣∣∣
≤
∣∣∣((âD)2n−1G0 ∗ |·|−d+2θ φ0) (x)∣∣∣+ ∣∣∣((âD)2n−1G0 ∗ |·|−(d−2θ) φ∞) (x)∣∣∣
≤
∥∥∥(âD)2n−1G0∥∥∥∞ ∥∥∥|·|−d+2θ φ0∥∥∥1 + ∥∥∥(âD)2n−1G0∥∥∥1 ∥∥∥|·|−(d−2θ) φ∞∥∥∥∞
=
∥∥∥(âD)2n−1G0∥∥∥∞
∫
|·|≤1
|·|−d+2θ φ0 (|·|) +
∥∥∥(âD)2n−1G0∥∥∥
1
∥∥∥|·|−(d−2θ)∥∥∥
∞;|·|≥1
=
∥∥∥(âD)2n−1G0∥∥∥∞ ωd
∫ 1
0
ρ−d+2θρd−1dρ+
∥∥∥(âD)2n−1G0∥∥∥
1
=
ωd
2θ
∥∥∥(âD)2n−1G0∥∥∥∞ + ∥∥∥(âD)2n−1G0∥∥∥1 ,
where ωd =
2pid/2
Γ(d/2) for d ≥ 1. Thus∣∣∣(âD)2n−1Gθ (x)∣∣∣
≤ |bθ| 2d−2θ+1
∣∣∣∣∣
(
−1
2
)
d+1
2 −θ
(
−d− 1
2
)
d+1
2 −θ
∣∣∣∣∣
(
ωd
2θ − 1
∥∥∥(âD)2n−1G0∥∥∥∞ + ∥∥∥(âD)2n−1G0∥∥∥1
)
=
2d−2θ+1
e (1/2)
∣∣∣∣∣
(
−1
2
)
d+1
2 −θ
(
−d− 1
2
)
d+1
2 −θ
∣∣∣∣∣ (ωd2θ ∥∥∥(âD)2n−1G0∥∥∥∞ + ∥∥∥(âD)2n−1G0∥∥∥1) . (2.218)
If d is even set b′θ =
(−1) d2 +1−θ
e(1) and write d = 2θ+2m where m ≥ 1. Then from Theorem 87, T d2+1 = |·|
2
log |·|
and
(âD)
2n−1
Gθ =
(−1)d2+1−θ
e (1)
(âD)
2n−1 (|D|2) d2+1−θ (G0 ∗ T d
2+1
)
= b′θ (âD)
2n−1 |D|2(m+1)
(
G0 ∗
(
|·|2 log |·|
))
= b′θ
(
(âD)
2n−1
G0
)
∗ |D|2(m+1)
(
|·|2 log |·|
)
.
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By part 7 of Lemma 385 i.e.
|D|2n
(
|x|2 log |x|
)
= 22n−1 (n− 2)!
(
−d
2
)
n
|x|2−2n , n ≥ 2,
so that
|D|2(m+1)
(
|x|2 log |x|
)
= 22m+1 (m− 1)!
(
−d
2
)
m+1
|x|−2m , m ≥ 1,
and hence
(âD)2n−1Gθ = b′θ
(
(âD)2n−1G0
)
∗ 22m+1 (m− 1)!
(
−d
2
)
m+1
|·|−2m
= b′θ2
2m+1 (m− 1)!
(
−d
2
)
m+1
(
(âD)
2n−1
G0
)
∗ |·|−2m
= b′θ2
2m+1 (m− 1)!
(
−d
2
)
m+1
(
(âD)2n−1G0
)
∗ |·|−d+2θ .
Again applying the partition of unity {φ0, φ∞} and then using Young’s inequality to estimate each term we get∥∥∥((âD)2n−1G0) ∗ |·|−2m∥∥∥∞
≤
∥∥∥((âD)2n−1G0) ∗ φ0 |·|−2m∥∥∥∞ + ∥∥∥((âD)2n−1G0) ∗ φ∞ |·|−2m∥∥∥∞
≤
∥∥∥(âD)2n−1G0∥∥∥∞ ∥∥∥φ0 |·|−2m∥∥∥1 + ∥∥∥(âD)2n−1G0∥∥∥1 ∥∥∥φ∞ |·|−2m∥∥∥∞
=
∥∥∥(âD)2n−1G0∥∥∥∞
∫
|·|≤1
|·|−2m +
∥∥∥(âD)2n−1G0∥∥∥
1
sup
|x|≥1
|x|−2m
=
∥∥∥(âD)2n−1G0∥∥∥∞ ωd
∫ 1
0
ρ−2mρd−1dρ+
∥∥∥(âD)2n−1G0∥∥∥
1
=
∥∥∥(âD)2n−1G0∥∥∥∞ ωd
∫ 1
0
ρ−(d−2θ)ρd−1dρ+
∥∥∥(âD)2n−1G0∥∥∥
1
=
∥∥∥(âD)2n−1G0∥∥∥∞ ωd
∫ 1
0
ρ2θ−1dρ+
∥∥∥(âD)2n−1G0∥∥∥
1
=
ωd
2θ
∥∥∥(âD)2n−1G0∥∥∥∞ + ∥∥∥(âD)2n−1G0∥∥∥1 ,
and since 2m = d− 2θ this means that∥∥∥(âD)2n−1Gθ∥∥∥∞
≤ |b′θ| 22m+1 (m− 1)!
∣∣∣∣∣
(
−d
2
)
m+1
∣∣∣∣∣ (ωd2θ ∥∥∥(âD)2n−1G0∥∥∥∞ + ∥∥∥(âD)2n−1G0∥∥∥1)
=
2d−2θ+1
(
d
2 − θ − 1
)
!
e (1)
∣∣∣∣∣
(
−d
2
)
d
2−θ+1
∣∣∣∣∣ (ωd2θ ∥∥∥(âD)2n−1G0∥∥∥∞ + ∥∥∥(âD)2n−1G0∥∥∥1) . (2.219)
Case 2θ = d Here we will use a radial partition of unity {ψ0 (|·|) , ψ∞ (|·|)} which is continuous and piecewise
linear such that
ψ0 (s) =

1, 0 ≤ s ≤ 1/2,
2− 2s, 1/2 ≤ s ≤ 1,
0 1 ≤ s.
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Using part 7 of Lemma 385,
(âD)2n−1Gθ = (âD)
2n−1 |D|2
(
G0 ∗ T d
2+1
)
= (âD)
2n−1 |D|2
(
G0 ∗
(
|·|2 log |·|
))
= (âD)
2n−1 (
G0 ∗ |D|2
(
|·|2 log |·|
))
= (âD)
2n−1
(G0 ∗ (1 + 2d log |x|))
= (âD)2n−1 (G0 ∗ 1 + 2dG0 ∗ log |·|)
= G0 ∗ (âD)2n−1 1 + 2d (aD)2n−1 (G0 ∗ log |·|)
= 2d (âD)
2n−1
(G0 ∗ log |·|)
= 2d (âD)2n−1 (G0 ∗ ψ0 log |·|) + 2d (âD)2n−1 (G0 ∗ ψ∞ log |·|)
= 2d
(
(âD)
2n−1
G0
)
∗ ψ0 log |·|+ 2d
(
(âD)
2n−2
G0
)
∗ (âD) (ψ∞ log |·|) ,
so that ∥∥∥(âD)2n−1Gθ∥∥∥∞
≤ 2d
∥∥∥(âD)2n−1G0∥∥∥∞ ‖ψ0 log |·|‖1 + 2d ∥∥∥(âD)2n−2G0∥∥∥1 ‖(âD) (ψ∞ log |·|)‖∞ , (2.220)
provided these norms exist.
From Lemma 84 the norms relating to G0 are all finite. Also from A.37 and formula 610.9 of Dwight [7],
‖ψ0 log |x|‖1 = −
∫
|x|≤1
log |x| dx = −ωd
∫ 1
0
ρd−1 log ρdρ = −ωd
[
ρd
d
log ρ− ρ
d
d2
]1
0
=
ωd
d2
<∞,
From part 2 of Lemma 384,
âDx (ψ∞ (|x|) log |x|) = âx̂Ds (ψ∞ (s) log s) (s = |x|)
= âx̂
(
ψ′∞ (s) log s+
ψ∞ (s)
s
)
(s = |x|)
= (log |x|) âDψ∞ (x) + ψ∞ (x) âD log |x|
= âx̂ψ′∞ log |x|+
âx̂
|·| ψ∞
= âx̂
(
ψ′∞ (|x|) log |x|+
1
|x|ψ∞ (|x|)
)
,
so that
‖(âD) (ψ∞ log |x|)‖∞ = max
t≥ 12
∣∣∣∣ψ′∞ (t) log t+ 1t ψ∞ (t)
∣∣∣∣
= max
{
max
t∈[ 12 ,1]
∣∣∣∣ψ′∞ (t) log t+ 1t ψ∞ (t)
∣∣∣∣ , maxt∈[1,∞]
∣∣∣∣ψ′∞ (t) log t+ 1t ψ∞ (t)
∣∣∣∣
}
= max
{
max
t∈[ 12 ,1]
∣∣∣∣log t+ 1t (−1 + 2t)
∣∣∣∣ , maxt∈[1,∞] 1t
}
= max
{
max
t∈[ 12 ,1]
∣∣∣∣log t− 1t + 2
∣∣∣∣ , 1
}
= 1.
Thus 2.220 becomes ∥∥∥(âD)2n−1Gθ∥∥∥∞ ≤ 2d ∥∥∥(âD)2n−1G0∥∥∥∞ ωdd2 + 2d ∥∥∥(âD)2n−2G0∥∥∥1
=
2ωd
d
∥∥∥(âD)2n−1G0∥∥∥∞ + 2d ∥∥∥(âD)2n−2G0∥∥∥1 . (2.221)
2.12 Taylor series expansions for functions in Xθw when w ∈ W 3.1 169
Remark 147 Part 1 Recalling that b+ := (|bk|) and |b|1 :=
d∑
k=1
|bk| ≤ |1| |b| = d1/2 |b| we have
1
k!
∥∥∥(âD)kG0∥∥∥ =
∥∥∥∥∥ ∑|β|=k â
β
β!
DβG0
∥∥∥∥∥ ≤ ∑|β|=k â
β
+
β!
∥∥DβG0∥∥ ≤
≤ max
|β|=k
∥∥DβG0∥∥ ∑
|β|=k
∣∣âβ∣∣
β!
= max
|β|=k
∥∥DβG0∥∥ ∑
|β|=k
âβ+
β!
=
= max
|β|=k
∥∥DβG0∥∥ ∑
|β|=k
âβ+1
β
β!
=
(â+1)
k
k!
max
|β|=k
∥∥DβG0∥∥ =
=
|â|k1
k!
max
|β|=k
∥∥DβG0∥∥ ,
so that applying the Cauchy-Schwartz inequality yields∥∥∥(âD)k G0∥∥∥ ≤ |â|k1 max|β|=k ∥∥DβG0∥∥ ≤ dk/2 max|β|=k ∥∥DβG0∥∥ .
Part 2 ∥∥∥(âD)k G0∥∥∥
1
≤ (vol suppG0)
1
2
∥∥∥(âD)k G0∥∥∥
2
,
and ∥∥∥(âD)k G0∥∥∥2
2
=
∫ ∣∣∣(âD)kG0∣∣∣2 = ∫ ∣∣∣∣((âD)k G0)∧∣∣∣∣2 = ∫ ∣∣∣(âξ)k Ĝ0∣∣∣2 = ∫ (âξ)2kw20 .
Thus
1
(2k)!
∥∥∥(âD)k G0∥∥∥2
2
=
∫
(âξ)
2k
w20
2.12.6 ?? Example: The tensor product function Λ2 has order 1?
??
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3
Calculating the weight function from the basis function
without using S∅,2n
3.1 Introduction
In this chapter we will prove some more properties of the basis functions studied in Chapter 1 where these objects
were defined in terms of a weight function w and a positive integer order parameter θ. In Chapter 1 these weight
function properties were used to define reproducing kernel semi-Hilbert spaces of continuous functions Xθw and
continuous basis functions of order θ. In the Chapters 4, 5, 6 these semi-Hilbert spaces will be used to formulate
and study several non-parametric, basis function interpolation and smoothing problems with the basis functions
being used to represent the solutions to these problems.
In this chapter we are only concerned with the basis functions and we prove a result which will enable us to
determine whether a given function is a basis function without recourse to the basis function definition 1.62 used
by Light and Wayne in [14]. In practice their definition is difficult to use and involves a weight function and the
bounded linear functionals on the subspace S∅,2θ = {φ ∈ S : Dαφ (0) = 0, |α| < 2θ} of the test functions of the
tempered distributions S (Appendix A.5). We give a simple test which can be applied to the tempered distribution
Fourier transform of a continuous function.
These results are then applied to several classes of well-known radial basis functions, the choice here following
Dyn [8]: the thin-plate splines, the shifted thin-plate splines, the multiquadric and inverse multiquadric functions
and the Gaussian. These classes of basis functions are well known in the literature and details are given in Figure
3.4 below. In the last section I will illustrate the method using a non-radial example: the fundamental solutions of
homogeneous elliptic differential operators of even order.
3.2 Theory
In this document we will prove that some of the important classes of functions used to define basis function
interpolants and smoothers are basis functions in the Light sense i.e. generated by weight functions, without
recourse to the awkward Definition 72 which uses the spaces S∅,2θ and S′∅,2θ.
Our choice of basis functions is given in Table 3.4 below and follows Dyn [8]. These basis functions are well
known in the literature. Theorem 149 is our main result and it will be applied to the various classes of radial and
non-radial basis functions.
We will need the following basis distribution and weight function properties which were proved in the previous
chapter:
Summary 148 Suppose the weight function w has property W2 i.e. sub-properties W2.1 and W2.2. Then:
1. by part 2 of Appendix A.5.1, 1/w is a regular tempered distribution and thus 1/w ∈ L1loc ∩ S′.
2. We can define a tempered basis distribution G of order θ ≥ 1 generated by w.
3. |·|2θ Ĝ = 1w as tempered distributions (part 2 Theorem 78).
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4. G+ P2θ−1 is the set of all basis distributions generated by w (Theorem 73).
Now suppose the weight function w only has properties W2.1 and W3.2 for order θ and κ. Then:
5. w also has property W2.2 (part 3 Theorem 9).
6. G ∈ C(⌊2κ⌋)BP , where ⌊·⌋ is the floor function (part 4 Theorem 78). We say that G is a basis function of order
θ generated by w.
7. If w is radial then there exists a radial basis function (part 3 Corollary 123).
8. If w is homogeneous of order s then there exists a basis function G which is homogeneous of order s+2θ− d
modulo a polynomial of order at most 2θ (part 4 Corollary 123). More precisely
G (tx)− ts+2θ−dG (x) =
∑
|α|<2θ
qα (t)x
α, x ∈ Rd, t > 0.
The next two theorems are the main results and will allow us to determine when a C
(0)
BP function is a basis
function in the Light sense by only studying its Fourier transform and so avoid the need to use the awkward
Definition 72 of a basis function which uses S∅,2n subspaces. The first theorem deals with radial basis functions
and the second with homogeneous basis functions.
Theorem 149 Radial case Suppose H ∈ S′ is radial and that |·|2θ Ĥ ∈ L1loc. Hence for some B ⊆ {0} we can
define the function HF ∈ L1loc
(
Rd \ B) by HF = Ĥ on Rd \ B.
Suppose further that HF ∈ C(0)
(
Rd \ 0) and HF (ξ) > 0 on Rd \ 0. Now define the function w by
w (ξ) =
1
|ξ|2θHF (ξ)
, ξ ∈ Rd \ 0. (3.1)
Then:
1. w satisfies weight function property W1 w.r.t. the set A = {0}.
2. Suppose w also has weight function properties W2.1 and W3.2 for some order θ and κ. Then H ∈ C(⌊2κ⌋)BP
and H is a basis function of order θ generated by w.
Proof. Part 1 Clearly A is a closed set of measure zero and the properties of H imply that w ∈ C(0) (Rd \ A)
and w (ξ) > 0 on Rd \ A. Hence w has property W1 with w.r.t. the set A = {0}.
Part 2. Since w has properties W2.1 and W3.2, part 5 of Summary 148 implies that w has property W2. Part
1 of Summary 148 then implies that 1/w ∈ L1loc ∩ S′.
By definition ofHF , |·|2θ Ĥ = |·|2θHF as distributions on Rd\0. By 3.1, |·|2θHF = 1/w a.e. so that |·|2θHF ∈ L1loc
and since we have assumed that |·|2θ Ĥ ∈ L1loc it follows that |·|2θHF = |·|2θ Ĥ = 1/w as distributions. But |·|2θ Ĥ ∈
S′ and 1/w ∈ S′ so |·|2θ Ĥ = 1/w, as tempered distributions. If G is a basis distribution of order θ generated by w
then by part 3 of Summary 148, |·|2θ Ĝ = 1/w and the basis (tempered) distribution definition implies Ĝ = HF on
Rd \ 0 as distributions. From the definition of HF , Ĥ = HF on Rd \ 0, and so supp
(
Ĝ− Ĥ
)
⊆ {0}, which implies
G−H = p where p is some polynomial.
However, we have proved that |·|2θ Ĝ = 1/w and |·|2θ Ĥ = 1/w so, 0 = |·|2θ
(
Ĝ− Ĥ
)
= |·|2θ p̂ i.e. |D|2θ p = 0.
Since H is radial it follows from 3.1 that w is radial and hence part 7 of Summary 148 tells us that w has a
radial basis function and so we can assume that G is radial. Thus p is a radial polynomial and hence it must have
the form p =
∑m
k=0 ak |·|2k. But when m ≤ k, |D|2m
(
|·|2k
)
= cm,k |·|2k−2m for some constant cm,k, so that
0 = |D|2θ p =
m∑
k=0
ak |D|2θ
(
|·|2k
)
=
m∑
k=θ
cθ,kak |·|2k−2θ ,
implies ak = 0 for k ≥ θ and hence that p ∈ P2θ−1. Thus H ∈ G + P2θ−1 and parts 4 and 6 of Summary 148
means that H is a basis function and so H ∈ C(⌊2κ⌋)BP .
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Lemma 150 Suppose w is a weight function w.r.t. A = {0} and suppose w is also homogeneous of order s on
Rd \A. Then w has property W2 for σ > 0 and property W3.2 for order θ ≥ 1 and smoothness κ iff the inequalities
d− 2θ + 2κ < s < d, (3.2)
d− 2σ < s,
κ < θ,
hold.
Proof. The homogeneity of w implies w (x) = |x|sw
(
x
|x|
)
on Rd \ 0, and since w
(
x
|x|
)
is continuous and positive
on Rd \ 0, there exist constants Ci > 0 such that C1 ≤ w
(
x
|x|
)
≤ C2 when x 6= 0.
Property W3.2 implies that for 0 ≤ t ≤ κ,
∞ >
∫
|x|≥r3
|x|2t
w |x|2θ
=
∫
|x|≥r3
|x|2t
w
(
x
|x|
)
|x|2θ+s
≥ 1
C2
∫
|x|≥r3
|x|2t
|x|2θ+s
,
which exists iff 2θ + s− 2κ > d.
Property W2 comprises the conditions: 1/w ∈ L1loc and
∫
|·|≥r2
1
w|·|2σ <∞ for some σ > 0 and r2 > 0.
Thus W2 holds iff s < d and s+ 2σ > d. Further d− 2θ + 2κ < s < d implies κ < θ.
Theorem 151 Homogeneous case Suppose H ∈ S′ is homogeneous of order t and that |·|2θ Ĥ ∈ L1loc. Hence
for some B ⊆ {0} we can define the function HF ∈ L1loc
(
Rd \ B) by HF = Ĥ on Rd \ B.
Suppose further that HF ∈ C(0)
(
Rd \ 0) and HF (ξ) > 0 on Rd \ 0. Now define the function w by
w (ξ) =
1
|ξ|2θHF (ξ)
, ξ ∈ Rd \ 0. (3.3)
Then:
1. w satisfies weight function property W1 w.r.t. the set A = {0}.
Suppose w also has weight function properties W2.1 and W3.2 for order θ and smoothness κ. Then:
2. H ∈ C(⌊2κ⌋)BP and H is a basis function of order θ generated by w.
Proof. Part 1 Clearly A is a closed set of measure zero and the properties of H imply that w ∈ C(0) (Rd \ A)
and w (ξ) > 0 on Rd \ A. Hence w has property W1 with w.r.t. the set A = {0}.
Part 2. Since w has properties W2.1 and W3.2, part 5 of Summary 148 implies that w has property W2. Part
1 of Summary 148 then implies that 1/w ∈ L1loc ∩ S′.
By definition ofHF , |·|2θ Ĥ = |·|2θHF as distributions on Rd\0. By 3.1, |·|2θHF = 1/w a.e. so that |·|2θHF ∈ L1loc
and since we have assumed that |·|2θ Ĥ ∈ L1loc it follows that |·|2θHF = |·|2θ Ĥ = 1/w as distributions. But |·|2θ Ĥ ∈
S′ and 1/w ∈ S′ so |·|2θ Ĥ = 1/w, as tempered distributions. If G is a basis distribution of order θ generated by w
then by part 3 of Summary 148, |·|2θ Ĝ = 1/w and the basis (tempered) distribution definition implies Ĝ = HF on
Rd \ 0 as distributions. From the definition of HF , Ĥ = HF on Rd \ 0, and so supp
(
Ĝ− Ĥ
)
⊆ {0}, which implies
G−H = p where p is some polynomial.
However, we have proved that |·|2θ Ĝ = 1/w and |·|2θ Ĥ = 1/w so, 0 = |·|2θ
(
Ĝ− Ĥ
)
= |·|2θ p̂ i.e. |D|2θ p = 0.
Since H ∈ S′ has homogeneity t, Ĥ has homogeneity −d − t and so HF has homogeneity −d − t on Rd \ 0.
Equation 3.3 now implies that w has homogeneity t + d − 2θ on Rd \ 0. But from part 8 of Summary 148 there
exists a basis function G which has homogeneity ts+2θ−d in the sense that
G (µx) = µtG (x) +
∑
|α|<2θ
qα (µ)x
α, x ∈ Rd, µ > 0,
and thus
p (µx) = G (µx)−H (µx) = µtG (x) +
∑
|α|<2θ
qα (µ)x
α − µtH (x)
= µtp (x) +
∑
|α|<2θ
qα (µ) x
α.
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Suppose p (x) =
∑
α pαx
α where pα 6= 0 for some |α| ≥ 2θ. Then∑
|α|≥2θ
pα (µx)
α
= µt
∑
|α|≥2θ
pαx
α.
Comparing the monomial terms xα with |α| ≥ 2θ implies that
pαµ
|α|−t = pα when pα 6= 0, |α| ≥ 2θ, µ > 0.
Since w has homogeneity t+d−2θ the inequalities 3.2 of Lemma 150 imply t < 2θ, and so pα = 0 when |α| ≥ 2θ,
which in turn implies that p ∈ P2θ−1. Thus H ∈ G+ P2θ−1 and part 4 of Summary 148 means that H is a basis
function.
3.3 Examples: radial basis functions generated by weight functions in W3.2
Table 3.4 below gives a list of the radial functions derived from Dyn [8] and which are used as examples. Both types
of splines have been generalized in the sense that the parameter s has been allowed to take non-integer values.
Section 1 of Dyn [8] describes splines for which s has integer values. However, latter in Section 2 after Theorem 4,
more general basis functions are introduced in equations 23 to 26. These are listed in Table 4.1, with a significant
change. The change is to multiply by (−1)⌈s⌉ or (−1)s+1 so that the Fourier transform is positive.
Type Radial basis function
Surface/thin- (−1)⌈s⌉ r2s, s > 0, s 6= 1, 2, 3 . . . .
plate spline (−1)s+1 r2s log r, s = 1, 2, 3 . . . .
(generalized s)
Shifted surface (−1)⌈s⌉ (a2 + r2)s , a > 0, s > −d/2,
/thin-plate s 6= 1, 2, 3 . . . .
spline (−1)
s+1
2
(
a2 + r2
)s
log
(
a2 + r2
)
a > 0,
(generalized s) s = 1, 2, 3, . . . .
Multiquadric − (a2 + r2)1/2 , a > 0, d > 1.
Inverse multi-
(
a2 + r2
)−1/2
, a > 0.
quadric
Gaussian exp
(
− r22
)
.
(3.4)
List of radial basis functions from Dyn [8].
3.3.1 Thin-plate spline or surface spline functions
For arbitrary dimension d the continuous thin-plate spline (or surface spline) function H can be defined by
H (x) =
{
(−1)s+1 |x|2s log |x| , s = 1, 2, 3, . . . ,
(−1)⌈s⌉ |x|2s , s > 0, s 6= 1, 2, 3 . . . . (3.5)
Because H is a regular tempered distribution, Ĥ ∈ S′. In fact, from equations 23 and 24 of Dyn [8] we have
that, as distributions,
Ĥ = e (s) |·|−2s−d on Rd \ 0, (3.6)
where e ∈ C∞BP . Specifically
e (s) =
{
(−1)s+1 c′ (2s) , s = 1, 2, 3, . . . ,
(−1)⌈s⌉ c (2s) , s > 0, s 6= 1, 2, 3 . . . , (3.7)
where c and c′ are defined by
c (t) = πd/22t+dΓ
(
t+ d
2
)
/Γ
(
− t
2
)
, c′ =
dc
dt
. (3.8)
The next theorem will require that Ĥ (ξ) > 0 when ξ 6= 0 so the following lemma will be required.
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Lemma 152 e (s) > 0 when s > 0.
Proof. The proof is an application of the reflection formula
1
Γ (−x) = −
x sinπx
π
Γ (x) .
First suppose that s > 0 and s 6= 1, 2, 3 . . .. Then from 3.7 and 3.8
e (s) = (−1)⌈s⌉ c (2s) = (−1)⌈s⌉ πd/222s+dΓ
(
s+
d
2
)
/Γ (−s)
= (−1)⌈s⌉ πd/222s+dΓ
(
s+
d
2
)
Γ (s) s
− sinπs
π
= πd/222s+dΓ
(
s+
d
2
)
Γ (s) s
(−1)1+⌈s⌉ sinπs
π
> 0.
Next assume s = 1, 2, 3, . . .. Then
e (s) = (−1)s+1 c′ (2s) = (−1)s+1 1
2
d
ds
c (2s)
=
(−1)s+1
2
d
ds
(
πd/222s+dΓ
(
s+
d
2
)
Γ (s) s
− sinπs
π
)
=
(−1)s+1
2
πd/222s+dΓ
(
s+
d
2
)
Γ (s) s (− cosπs)+
+
(−1)s+1
2
d
ds
(
πd/222s+dΓ
(
s+
d
2
)
Γ (s) s
) − sinπs
π
= πd/222s+dΓ
(
s+
d
2
)
Γ (s)
s
2
> 0,
as required.
Remark 153 e (s) > 0 when s > 0 and
e (s) =

π
d
2 22s+d−1Γ
(
s+ d2
)
Γ (s) s, s = 1, 2, 3, . . . ,
π
d
2 22s+dΓ
(
s+ d2
)
Γ (s) s (−1)
1+⌈s⌉ sinpis
pi ,
(−1)⌈s⌉ π d2 22s+dΓ (s+ d2) /Γ (−s)
}
, s > 0, s 6= 1, 2, 3 . . . . (3.9)
Specifically
e
(
1
2
)
= π
d
2 21+dΓ
(
1
2
+
d
2
)
Γ
(
1
2
)
1
2
(−1)1+⌈ 12⌉ sin pi2
π
= π
d
2−12dΓ
(
d+ 1
2
)
Γ
(
1
2
)
= π
d−1
2 2dΓ
(
d+ 1
2
)
=
=
{
π
d−1
2 2d
(
d−1
2
)
!, d odd,
π
d−1
2 2dΓ
(
d+1
2
)
, d even,
=
{
π
d−1
2 2d
(
d−1
2
)
!, d odd,
π
d−1
2 2d1 · 3 · 5 · · · (d− 1) pi
1
2
2
d
2
, d even,
=
{
π
d−1
2 2d
(
d−1
2
)
!, d odd,
(2π)
d
2 (d− 1)!!, d even,
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and
e (1) = π
d
2 2d+2Γ
(
d
2
+ 1
)
Γ (1)
1
2
= π
d
2 2d+1Γ
(
d
2
+ 1
)
=
=
{
π
d
2 2d+1 d2Γ
(
d
2
)
, d odd,
π
d
2 2d+1
(
d
2
)
!, d even.
Theorem 154 Let H be the generalized (radial) thin-plate function defined by equation 3.5. With reference to
Theorem 149, equation 3.6 implies HF (ξ) = e (s) |ξ|−2s−d ∈ L1loc
(
Rd \ B) where B = {0}. For integer order θ ≥ 1
let A = {0} and define the function w by 3.1 i.e.
w (ξ) =
1
|ξ|2θHF (ξ)
=
1
e (s)
|ξ|−2θ+2s+d , ξ 6= 0. (3.10)
Then:
1. w has weight function property W1 for the set A.
2. w also has weight function properties W2.1 and W3.2 for θ and κ ≥ 0 iff 0 ≤ κ < s < θ.
3. If 0 ≤ κ < s < θ then H is a basis function of order θ generated by w.
4. Regarding the smoothness of functions in Xθw,
max ⌊κ⌋ =
{
s− 1, s = 1, 2, 3, . . . ,
⌊s⌋ , s > 0, s 6= 1, 2, 3 . . . ,
=
{
n− 1, s = n,
n, n < s < n+ 1,
and the smoothness of the basis functions
max ⌊2κ⌋ =

2s− 1, s = 1, 2, 3, . . . ,
2 ⌊s⌋ , n < s ≤ n+ 1/2, n = 0, 1, 2, . . . ,
2 ⌊s⌋+ 1, n+ 1/2 < s < n+ 1, n = 0, 1, 2, . . . .
The minimum order is
min θ =
{
s+ 1, s = 1, 2, 3, . . . ,
⌈s⌉ , s > 0, s 6= 1, 2, 3 . . . .
5. If t > 2s there exists a constant ct such that |H (x)| ≤ ct (1 + |x|)t for all x.
Proof. Parts 1-3 This theorem is an application of Theorem 149. From 3.6 Ĥ (ξ) = e (s) |ξ|−2s−d so the condition
|·|2θ Ĥ ∈ L1loc is satisfied iff 2θ − 2s− d > −d i.e.
s < θ. (3.11)
Lemma 152 implies HF ∈ C(0)
(
Rd \ A) and HF (ξ) > 0 on Rd \ A so that if we define the function w by 3.10,
part 1 of Theorem 149 implies w has Property W1 w.r.t. the set A.
Property W2.1 requires that 1/w ∈ L1loc. But
1
w (ξ)
= e (s) |ξ|2θ−2s−d , (3.12)
so that 1/w ∈ L1loc iff 2θ − 2s− d > −d i.e. iff s < θ, which is already implied by 3.11.
Property W3.2 is true for order θ and κ if there exists r3 > 0 such that
∫
|·|≥r3
|·|2κ
w |·|2θ
< ∞. But from 3.12,
∫
|·|≥r3
|·|2κ
w |·|2θ
= 1e(s)
∫
|·|≥r3
1
|·|2s−2κ+d and this exists iff 2s− 2κ+ d > d i.e. iff
κ < s. (3.13)
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Thus w has properties W1, W2.1 and W3.2 for some θ and κ if and only if θ > s and 0 ≤ κ < s < θ. Now by
part 2 of Theorem 149, H is a basis function of order θ generated by w.
Part 4 Follows from the conditions 0 ≤ κ < s < θ and the values of s in 3.5.
Part 5 From 3.5
(1 + |x|)−tH (x) =
 (−1)
s+1 |x|2s log|x|
(1+|x|)t , s = 1, 2, 3, . . . ,
(−1)⌈s⌉ |x|2s
(1+|x|)t , s > 0, s 6= 1, 2, 3 . . . ,
so that t > 2s implies (1 + |x|)−tH (x)→ 0 as |x| → ∞. Thus (1 + |x|)−t |H (x)| is bounded.
3.3.2 Shifted thin-plate spline or shifted surface spline functions
For arbitrary dimension d the shifted thin-plate spline functions H are defined for a > 0 by
H (x) =

(−1)s+1
2
(
a2 + |x|2
)s
log
(
a2 + |x|2
)
, s = 1, 2, 3, . . . ,
(−1)⌈s⌉
(
a2 + |x|2
)s
, s > −d/2, s 6= 1, 2, 3 . . . .
(3.14)
Now H ∈ S′ and from equations 25, 26 and 27 of Dyn [8], as distributions,
Ĥ (ξ) = e˜ (s) K˜s+d/2 (a |ξ|) |ξ|−2s−d on Rd \ 0, s > −d/2, (3.15)
where
e˜ (s) =
{
(−1)s+1 c˜′ (2s) , s = 1, 2, 3, . . . ,
(−1)⌈s⌉ c˜ (2s) , s > −d/2, s 6= 1, 2, 3 . . . ,
with
c˜ (t) = (2π)
d/2
2
t+2
2 /Γ (−t/2) , c˜′ (t) = dc˜ (t)
dt
, t > 0,
and
K˜λ (t) = t
λKλ (t) , t, λ real,
where Kλ is the modified Bessel function of the second kind of order λ. K˜λ has the following properties
K˜λ ∈ C(0) (R) ; K˜λ (t) > 0, t ≥ 0; lim
t→∞ K˜λ (t) = 0 exponentially. (3.16)
See for example Abramowitz and Stegun [2]. The next theorem will require that Ĥ (ξ) > 0 when ξ 6= 0, so we
will need the following lemma.
Lemma 155 e˜ (s) > 0, ξ ∈ Rd, s > −d/2.
Proof. The proof is very similar to the proof that e (s) > 0 when s > 0 (Lemma 152). It is again an application
of the reflection formula 3.26.
First suppose that s > −d/2 and s 6= 1, 2, 3 . . . Then
e˜ (s) = (−1)⌈s⌉ c˜ (2s) = (−1)⌈s⌉ (2π)d/2 2s+1/Γ (−s) = (−1)⌈s⌉ (2π)d/2 2s+1Γ (s) s− sinπs
π
= (2π)
d/2
2s+1Γ (s) s
(−1)1+⌈s⌉ sinπs
π
> 0.
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Next assume s = 1, 2, 3, . . . Then
e (s) = (−1)s+1 c′ (2s) = (−1)s+1 1
2
d
ds
c (2s)
=
(−1)s+1
2
d
ds
(
πd/222s+dΓ
(
s+
d
2
)
Γ (s) s
− sinπs
π
)
=
(−1)s+1
2
πd/222s+dΓ
(
s+
d
2
)
Γ (s) s (− cosπs)+
+
(−1)s+1
2
d
ds
(
πd/222s+dΓ
(
s+
d
2
)
Γ (s) s
) − sinπs
π
=
1
2
πd/222s+dΓ
(
s+
d
2
)
Γ (s) s (3.17)
> 0,
as required.
Theorem 156 Let H be the generalized (radial) shifted thin-plate function defined by equation 3.14. With reference
to Theorem 149, equation 3.15 together with 3.16 imply HF (ξ) = e˜ (s) K˜s+d/2 (a |ξ|) |ξ|−2θ+2s+d ∈ L1loc
(
Rd \ B)
where B = {0}. For integer order θ ≥ 1 let A = {0} and define the function w by 3.1 i.e.
w (ξ) =
1
|ξ|2θHF (ξ)
=
1
e˜ (s) K˜s+d/2 (a |ξ|)
|ξ|−2θ+2s+d , s > −d/2. (3.18)
Then:
1. w has weight function property W1 w.r.t. the set A.
2. w also has weight function properties W2.1 and W3.2 for θ and all κ ≥ 0 iff −d/2 < s < θ. ?? WHAT IF
s ≥ θ? ??
3. If −d/2 < s < θ then H is a basis function of order θ generated by w, and H ∈ C∞BP .
4. If t > 2s there exists a constant ct such that |H (x)| ≤ ct (1 + |x|)t for all x.
Proof. This theorem is an application of Theorem 149. From 3.15,
Ĥ (ξ) = e˜ (s) K˜s+d/2 (a |ξ|) |ξ|−2s−d , ξ 6= 0, s > −d/2, so the condition |·|2θ Ĥ ∈ L1loc is satisfied iff 2θ−2s−d > −d
and s > −d/2 i.e.
− d/2 < s < θ. (3.19)
Lemma 155 and 3.16 imply HF ∈ C(0)
(
Rd \ A) and HF (ξ) > 0 on Rd \ A so that if we define the function w
by 3.18, part 1 of Theorem 149 implies w has Property W1 w.r.t. the set A.
Property W2.1 requires that 1/w ∈ L1loc. But
1
w (ξ)
= e˜ (s) K˜s+d/2 (a |ξ|) |ξ|2θ−2s−d , s > −d/2 (3.20)
and 3.16 implies K˜λ ∈ C(0) (R) and K˜λ (t) > 0 for t ≥ 0, so that 1/w ∈ L1loc iff |ξ|2θ−2s−d ∈ L1loc iff 2θ−2s−d > −d
i.e. s < θ, which is again constraint 3.19.
Property W3.2 is true for order θ and κ if there exists r3 > 0 such that
∫
|·|≥r3
|·|2κ
w |·|2θ
<∞. But by 3.20, when
r3 > 0 ∫
|·|≥r3
|·|2κ
w |·|2θ
= e˜ (s)
∫
|ξ|≥r3
K˜s+d/2 (a |ξ|) |ξ|2κ−2s−d dξ,
and since by 3.16, K˜s+d/2 (a |ξ|) is continuous and lim|ξ|→∞ e˜ (s) K˜s+d/2 (a |ξ|)→ 0 exponentially, this integral always
exists. Thus w has properties W1, W2.1 and W3.2 for some θ and any κ ≥ 0 if and only 3.19 is satisfied. Now by
part 2 of Theorem 149, H is a basis function of order θ generated by w and by Theorem 78, H ∈ C∞BP .
From 3.14
(1 + |x|)−tH (x) =
 (−1)
s+1 (a2+|ξ|2)s log(a2+|ξ|2)
(1+|x|)t , s = 1, 2, 3, . . . ,
(−1)⌈s⌉ (a
2+|ξ|2)s
(1+|x|)t , s > 0, s 6= 1, 2, 3 . . . ,
so that t > 2s implies (1 + |x|)−tH (x)→ 0 as |x| → ∞. Thus (1 + |x|)−t |H (x)| is bounded.
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3.3.3 Multiquadric and inverse multiquadric basis functions
In arbitrary dimension the multiquadric function is defined by:
H (ξ) =
(
a2 + |ξ|2
)1/2
, a > 0.
In dimension d ≥ 2 the inverse multiquadric function is defined by:
H (ξ) =
(
a2 + |ξ|2
)−1/2
, a > 0.
Note that these are clearly specific cases of the shifted surface splines discussed in the previous subsection. These
functions were introduced by Hardy [10] for geophysical applications. See also the review paper by Hardy [11].
3.3.4 The Gaussian
The Gaussian function is
H (x) = exp
(
− |x|2
)
, x ∈ Rd. (3.21)
and has Fourier transform
Ĥ (ξ) =
√
π
2
exp
(
− |ξ|2 /4
)
, ξ ∈ Rd. (3.22)
Theorem 157 Let H be the Gaussian function defined by equation 3.21. With reference to Theorem 149, equation
3.22 implies
HF (ξ) = Ĥ (ξ) ∈ L1loc
(
Rd
)
, (3.23)
so B = {}. For integer order θ ≥ 1 let A = {0} and define the function w by 3.1 i.e.
w (ξ) =
1
|ξ|2θHF (ξ)
=
2√
π
|ξ|−2θ exp
(
|ξ|2 /4
)
, ξ /∈ A. (3.24)
Then:
1. w has weight function property W1 w.r.t. the set A.
2. w also has weight function properties W2.1 and W3.2 for all θ and κ ≥ 0.
3. H is a basis function of order θ generated by w.
4. For any real t there exists a constant ct such that |H (x)| ≤ ct (1 + |x|)t for all x.
Proof. This theorem is an application of Theorem 149. From 3.22 the condition |·|2θ Ĥ ∈ L1loc is always satisfied.
Equations 3.22 and 3.23 imply HF ∈ C(0)
(
Rd \ A) and HF (ξ) > 0 on Rd \ A so that if we define the function w
by 3.10, part 1 of Theorem 149 means that w has Property W1 w.r.t. the set A = {0}.
Property W2.1 requires that 1/w ∈ L1loc. But
1
w (ξ)
=
2√
π
|ξ|2θ exp
(
− |ξ|2 /4
)
, (3.25)
so this is clearly true.
Property W3.2 is true for given order θ and κ if there exists r3 > 0 such that
∫
|·|≥r3
|·|2κ
w |·|2θ
< ∞, but this is
obviously true from 3.25.
Thus w has properties W1, W2.1 and W3.2 for any order θ and κ and by part 2 of Theorem 149, H is a basis
function of order θ generated by w.
Finally, it is clear that (1 + |x|)−t |H (x)| is bounded for any real t..
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3.4 Examples: non-radial basis functions generated by weight functions in
W3.2
3.4.1 Fundamental solutions of homogeneous elliptic differential operators of even order
In Section 2 of [8] Dyn describes a large class of non-radial functions on Rd which are positive definite, namely the
fundamental solutions of homogeneous elliptic differential operators of even order 2θ, where 2θ > d. In the next
result we will use the weight function theory of Theorem 151 to prove that these fundamental solutions are scalar
multiples of basis functions of order θ generated by a weight function.
Theorem 158 Suppose p is a homogeneous polynomial of degree 2θ on Rd, where θ ≥ 1 and 2θ > d. Further,
suppose that p (x) > 0 if x 6= 0, and that f ∈ S′ is a fundamental solution of the differential operator p (D). Then:
1. The function w defined by
w (x) = p
(
x
|x|
)
, x 6= 0, (3.26)
has property W1 of a weight function w.r.t. the set A = {0}. It also has properties W2.1 and W3.2 for order
θ and κ iff 0 ≤ 2κ < 2θ − d.
2. H = (−1)θ (2π)d/2 f satisfies |·|2θ Ĥ = 1w ∈ L1loc as distributions.
3. H ∈ C(2θ−d−1)BP is a basis function of order θ generated by the weight function w.
Proof. Part 1 Since the sphere |x| = 1 is a compact set
c1 = min {p (x) : |x| = 1} , c2 = max {p (x) : |x| = 1} ,
both exist. Also, c1, c2 > 0 since p (x) > 0 if x 6= 0. We conclude that
0 < c1 ≤ w (x) ≤ c2, x 6= 0,
and clearly
w ∈ C(0)B
(
Rd \ 0) ; 0 < 1
c2
≤ 1
w (x)
≤ 1
c1
, x 6= 0, (3.27)
and
1
p (x)
=
1
w (x) |x|2θ
, x 6= 0. (3.28)
Thus w has property W1 of a weight function for the set A = {0}, as well as property W2.1. Property W3.2
holds for order θ and κ iff there exists r3 > 0 such that
∫
|·|≥r3
|·|2κ
w |·|2θ
< ∞ which by 3.27 is true iff 2θ − 2κ > d.
Thus w satisfies properties W1, W2.1 and W3.2 for order θ and κ iff 0 ≤ 2κ < 2θ − d.
Part 2 A tempered distribution f which satisfies the equation p (D) f = δ is said to be a fundamental solution
of the differential operator p (D). Taking the Fourier transform and noting that p is homogeneous of degree 2θ,
p (D) f = p (−iξ) f̂ = (−1)θ pf̂ = δ̂ = (2π)−d/2, so that (−1)θ pf̂ = (2π)−d/2 i.e. pĤ = 1 as tempered distributions.
But 3.27 implies 1w ∈ L1loc and since 1w = |·|
2θ
w|·|2θ =
|·|2θ
p = |·|2θ Ĥ a.e. it follows that 1w = |·|2θ Ĥ as distributions.
Part 3 Here we will make use of Theorem 151. Now H ∈ S′ and by part 2, |·|2θ Ĥ = 1w ∈ L1loc as tempered
distributions so for B = {0} we can define HF ∈ L1loc (B) by HF = Ĥ on Rd \ B. From the proof of part 2, pĤ = 1
as tempered distributions. Thus if we set A = B it follows that HF = 1/p on Rd \ A and HF ∈ C(0)
(
Rd \ A)
and HF (ξ) > 0 on Rd \ A. Equation 3.28 implies the weight function w of part 1 coincides with that of 3.1 in
Theorem 151, and so the results of part 1 allow us to use Theorem 151 to conclude that H ∈ C(⌊2κ⌋)BP and H is a
basis function of order θ generated by w. But 0 ≤ 2κ < 2θ − d implies ⌊2κ⌋ ≤ 2θ − d− 1 so H ∈ C(2θ−d−1)BP .
4
The basis function interpolant and its convergence to the
data function
4.1 Introduction
The goal of this chapter is to derive orders for the pointwise convergence of an interpolant to its data function as
the density of the independent data increases.
Section by section:
Section 4.2 The concept of unisolvent data sets and minimal unisolvent data sets is introduced together with
the Lagrangian interpolation operator P and the operator Q = I−P which are defined using a minimal unisolvent
subset of the data.
Section 4.3 Smoothness results and upper bounds are obtained for the operators DγxQx
(
ei(x,ξ)
)
. These are then
used to estimate an upper bound for
∫ |DγxQx(ei(x,ξ))|2
w(ξ)|ξ|2θ dξ where w is the weight function.
Section 4.4 The properties of the function Qx
(
ei(x,ξ)
)
are used to derive an ‘inverse Fourier transform’ theorem
which expresses the value of a function f ∈ Xθw in terms of its distribution Fourier transform, which is a function
in L1loc
(
Rd \ 0).
Section 4.5 The data function space Xθw is endowed with the Light norm which is based on a minimal unisolvent
set. We then derive explicit formulas for the Riesz representers of the evaluation functionals f → Dγf (x) where
f ∈ Xθw. These formulas are expressed in terms of a basis function. The existence of a Riesz representer of f → f (x)
means that Xθw is a reproducing kernel Hilbert space of continuous functions.
Section 4.6 In this section we define the unisolvency matrix and the cardinal unisolvency matrix, as well as
the basis function matrix and the reproducing kernel matrix. These matrices will be used to construct the matrix
equations for the interpolant as well as the smoothers studied in later chapters.
Section 4.7 The finite dimensional spaceWG,X is introduced and some properties proved. This space will contain
the solution to the interpolation problem of this chapter and to the smoothing problems of later chapters.
Section 4.8 The vector-valued evaluation operator E˜Xf =
(
f
(
x(k)
))
is studied. This operator and its adjoint
will be fundamental to solving the interpolation and the smoothing problems.
Section 4.9 The minimal seminorm and norm interpolants are defined and shown to have the same basis function
solution in WG,X . The concept of a data function is introduced and several matrix equations for the smoother are
derived.
Section 4.10 We obtain estimates for the order of pointwise convergence of the interpolant to its data function.
Section 4.11 The convergence estimates of the previous section are improved using Taylor series expansions of
distributions. These results are applied to the thin-plate splines and the shifted thin-plate splines.
I have not included the results of any numerical experiments concerning the interpolant error estimates.
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4.2 Unisolvency: sets, bases, operators and matrices
The concept of unisolvent sets of data is fundamental to the theory of basis function interpolation for orders θ ≥ 1.
The basic importance of unisolvency is that it ensures that the interpolation problem has a unique solution. Using
minimal unisolvent sets we will then construct the Lagrange polynomial interpolation operator P and the operator
Q = I − P as well as the unisolvency matrices.
In Subsection 4.5.2, following Light and Wayne [14], a unisolvent set of points will be used to define an inner
product on the space Xθw. With this inner product we will show that X
θ
w is a reproducing kernel Hilbert space.
But first we need to define unisolvency and some related concepts.
Definition 159 Unisolvent sets and minimal unisolvent sets
Recall that Pθ−1 is the set of polynomials of degree θ − 1.
Then a finite (ordered) set of distinct points X =
{
x(i)
}
is said to be a unisolvent set with respect to Pθ−1 if:
p ∈ Pθ−1 and p
(
x(i)
)
= 0 for all x(i) ∈ X implies p = 0.
Sometimes we say X is unisolvent of order θ or that X is θ-unisolvent.
It is well known that any unisolvent set has at least M = dimPθ−1 =
(
d+θ−1
d
)
points, and that any unisolvent
set of more than M points has a unisolvent subset with M points. Consequently, a unisolvent set with M points is
called a minimal unisolvent set.
It is convenient to introduce cardinal bases for polynomials and permutations together.
Definition 160 Cardinal bases for polynomials, permutations:
1. A basis {li}Mi=1 for Pθ−1 is a cardinal basis for the minimal unisolvent set A =
{
a(i)
}M
i=1
if li
(
a(j)
)
= δi,j
and the li are polynomials with real valued coefficients.
2. We will call the column vector l˜ = (li) the cardinal basis (column) vector and we will write l˜A to make
the dependency on A explicit. Evaluation at a point x will be indicated by l˜A (x).
3. It is well known that a set is minimally unisolvent iff there exists a (unique) cardinal basis for the set. Also,
re-ordering A re-orders {li}Mi=1 identically i.e. l˜pi(A) = π
(
l˜A
)
= Πl˜A where π is a permutation and Π is the
corresponding permutation matrix. A permutation π can also be thought of as a sequence of indexes such
that if
{
y(i)
}
= π (X) then y(i) = x(pi(i)).
4. When used as a vector an ordered set is regarded as a column vector by default. Re-ordering by columns
involves left-multiplication by Π. Re-ordering a row vector involves right-multiplying by ΠT .
5. The inverse permutation is denoted π−1 and has permutation matrix ΠT . Thus ΠTΠ = ΠΠT = I.
Proposition 161 Translations and dilations of unisolvent sets Suppose Q ⊂ Rd and f : Rd → C. Then we
define translations of sets and functions by: τbQ := Q+ b and τbf (x) := f (τ−b (x)) = f (x− b). Regarding Lemma
211:
1. From Lemma 274 below, translations and dilations of unisolvent sets are unisolvent sets. The θ-unisolvent
subsets of τbΩ are the images of the θ-unisolvent subsets A ⊂ Ω under τb.
2. |τbf |w,θ = |f |w,θ and l˜τbA (τbx) = l˜A (x), x ∈ Ω. Also diam (τbA)τbx = diamAx.
3. ?? MOVE? regarding 4.64 ?? hτbX,τbΩ = hX,Ω. ??
For any b we can ?? choose ?? cτbΩ,θ = cΩ,θ, hτbΩ,θ = hΩ,θ and K
′
τbΩ,θ
= K ′Ω,θ.
4. ?? Finally, the unique circumradius has upper bound
min
b
max
x∈Ω
|x− b| ≤ diamΩ
√
d
2 (d+ 1)
.
5. Any open set contains a minimal unisolvent set.
Proof. Part 1 Proved in Lemma 274.
Part 2 With reference to ??, the first equation is true since (τbf)F = e
−ibξfF . The second ?? FINISH ??
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Part 3 ?? MOVE & FINISH ?? Suppose hτbX,τbΩ < hΩ,θ. Then hτbX,τbΩ = hX,Ω < hΩ,θ and so there exists
a minimal unisolvent set A ⊂ X satisfying diamAx ≤ cΩ,θhX,Ω. This implies that diam (τbA)τbx = diamAx ≤
cΩ,θhX,Ω = cΩ,θhτbX,τbΩ.
Part 4 ?? Use Jung’s theorem. Let b be the centre of the ?? unique? ?? circumball of Ω. Then by Jung’s
theorem [??], max
x∈Ω
|τbx| ≤ diamΩ
√
d
2(d+1) .
Part 5 An immediate consequence of part 1.
4.2.1 The Lagrange interpolation operator P and Q = I − P
Now we have conditions for the continuity of functions in Xθw, we can introduce operators, norms etc. which involve
evaluating these functions at points. Following Light and Wayne, the first step is to introduce the operators P and
Q, which will play a pivotal role in the remainder of this document. Light and Wayne [14] introduced the Lagrange
polynomial interpolation operator P as equation (7) following Lemma 3.4 as well as the operator Q = I − P .
Definition 162 The operators P : C(0) → Pθ−1 and Q : C(0) → C(0). P is the Lagrange interpolation
operator.
Suppose the set A =
{
a(i)
}M
i=1
is a minimal unisolvent set with respect to the polynomials Pθ−1. Suppose {li}Mi=1
is the cardinal basis of Pθ−1 with respect to the unisolvent set of points A.
Then for any continuous function f define the operators P and Q by
Pf =
M∑
i=1
f
(
a(i)
)
li, Qf = f − Pf, (4.1)
where the unisolvent set can be used as a subscript when necessary.
Sometimes we will indicate the dependence on the unisolvent set A by Q??AQ??A, PA, lA;i.
Theorem 163 The operators P and Q have the following properties:
1. p ∈ Pθ−1 implies Pp = p and hence Qp = 0.
2. For all a(i) ∈ A, (Pf) (a(i)) = f (a(i)) and (Qf) (a(i)) = 0. The polynomial Pf interpolates the data{ (
a(i), f
(
a(i)
)) }M
i=1
.
3. P2 = P, PQ = QP = 0 and Q2 = Q, so P and Q are projections.
4. nullQ = rangeP = Pθ−1.
5. P and Q are independent of the order of the points in A.
Proof. Part 1 is true since each member of the cardinal basis satisfies Plj =
M∑
i=1
li
(
a(i)
)
li = lj and part 2 is true
since li
(
a(j)
)
= δi,j . Regarding part 3, P is a projection since
P2f = P
 M∑
j=1
f
(
a(j)
)
lj
 = M∑
j=1
f
(
a(j)
)
P (lj) =
M∑
j=1
f
(
a(j)
)
lj = Pf.
Thus PQ = P (I − P) = P − P2 = 0 = (I − P)P = QP , and so Q2 = Q (I − P) = Q. Finally part 4 is true
since P +Q = I. Part 5 is true since from the definition of unisolvency reordering A reorders {li}Mi=1 identically.
In terms of permutations (recall Definition 160), if we write PA and define the vector-valued evaluation function
by E˜Af =
(
f
(
a(i)
))
then
Ppi(A)f (x) =
(
E˜pi(A)f
)T
l˜pi(A) (x) =
(
ΠE˜Af
)T
Πl˜A (x) =
(
E˜Af
)T
ΠTΠl˜A (x) =
(
E˜Af
)T
l˜A (x)
= PAf (x) .
Theorem 164 Noting Definition 162 we have:
τyQ??Af = QτyAτyf, y ∈ Rd.
Proof. ?? Use Proposition 161. ??
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4.2.2 Unisolvency matrices
This section builds on Section 4.2 which introduced the concepts of unisolvent sets, minimal unisolvent sets and
cardinal bases. In this section we define the unisolvency matrix and the cardinal unisolvency matrix which can be
used to characterize unisolvent sets in a form suitable for studying the interpolation and smoothing problems of
this series of documents.
Definition 165 Unisolvency matrix and cardinal unisolvency matrix.
Suppose {pi}Mi=1 is any basis for the polynomials Pθ−1 and we have an arbitrary ordered set of distinct points
X =
{
x(i)
}N
i=1
⊂ Rd. Clearly we must have N ≥M = dimPθ−1.
The N ×M unisolvency matrix PX is now defined by
PX =
(
pj
(
x(i)
))
. (4.2)
For example, for numerical work we may use the monomials {xα}|α|<θ as a basis for Pθ−1.
Now suppose the subset A ⊂ X is minimally unisolvent and has cardinal basis {lj}Mj=1. Then we use the special
notation
LX =
(
lj
(
x(i)
))
, (4.3)
for the unisolvency matrix which corresponds to the basis {lj}. We call LX a cardinal unisolvency matrix.
As well as proving some elementary properties of unisolvency matrices, the next theorem introduces some matrix
notation which will be used often later. It will be noted that there is an emphasis on characterizing the set nullPTX .
This is because the constraint PTXv = 0 is part of the definition (Definition 193) of the finite dimensional space
WG,X which contains the interpolants studied in this document. We now prove two theorems of properties of the
unisolvency matrices. The first theorem proves results which are true for any minimal unisolvent subset of X . The
second theorem assumes the first M points of X constitute a minimal unisolvent subset.
Theorem 166 Properties of unisolvency matrices Suppose X =
{
x(i)
}N
i=1
is any set of distinct points in
Rd. Then if M = dimPθ−1:
1. The null space of the unisolvency matrix PX can be used to characterize unisolvent sets. In fact, X is
unisolvent if and only if nullPX = {0}.
Now suppose the set X is unisolvent and A =
{
a(i)
}M
i=1
is any minimal unisolvent subset. Then:
2. PTXβ = 0 iff
N∑
j=1
βjp
(
x(j)
)
= 0 for all p ∈ Pθ−1.
3. Suppose PX and QX are the unisolvency matrices generated by the bases p˜ = {pi}Mi=1 and q˜ = {qi}Mi=1 of
Pθ−1. Let R be the regular change of basis matrix i.e. p˜ = Rq˜. Then
PX = QXR
T = QXQ
−1
A PA,
where PA =
(
pj
(
a(i)
))M
i,j=1
and QA =
(
qj
(
a(i)
))M
i,j=1
are regular. Further
PX = LXPA. (4.4)
4. PTXβ = 0 iff L
T
Xβ = 0.
5. dimnullPTX = dimnullL
T
X = N −M .
Proof. Part 1 If p ∈ Pθ−1 then p =
M∑
i=1
βipi for unique βi. Thus the condition p
(
x(j)
)
= 0 for all j = 1, . . . , N is
equivalent to
M∑
i=1
βipi
(
x(j)
)
= 0 for all j = 1, . . . , N which by definition 4.2 is equivalent to PXβ = 0.
Part 2 Since 0 = PTXβ =
N∑
j=1
βjpi
(
x(j)
)
and {pi}Mi=1 is a basis for Pθ−1, it follows that
N∑
j=1
βjp
(
x(j)
)
= 0 for any
p ∈ Pθ−1. Clearly the argument is reversible.
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Part 3 If p˜ = (pi) and q˜ = (qi) are the basis vectors then there is a regular change of basis matrix R such that
~p = R q˜. Then (p˜)
T
= (q˜)
T
RT so that (p˜)
T (
x(j)
)
= (q˜)
T (
x(j)
)
RT i.e. PX = QXR
T which implies PA = QAR
T
and so PX = QXR
T = QXQ
−1
A PA. If we chose (q˜) to be the cardinal basis i.e. qi = li it would follow from
part 1 Definition 160 that QA =
(
lj
(
a(i)
))
= I and so PA would be regular. Thus in general QA is regular and
PX = QXQ
−1
A PA. By definition 4.3 choosing (q˜) to be the cardinal basis would also imply QX = LX and so
PX = LXPA.
Part 4 By part 3, PX = LXPA and the regularity of PA implies P
T
Xβ = 0 iff L
T
Xβ = 0.
Part 5 That dimnullPTX = dimnullL
T
X is clear from part 4. Next observe that dimnullL
T
X = N − rankLTX =
N − rankLX . Now recall the discussion of permutation operators and matrices in Definition 160. Let π permute X
so the first M elements of X lie in A. Then rankLX = rankLpi(X) and since the first M rows of Lpi(X) are li
(
a(j)
)
they compose the unit matrix and we can conclude that rankLpi(X) = M and dimnullL
T
X = N −M , as claimed.
Theorem 167 Properties of unisolvency matrices Suppose X =
{
x(i)
}N
i=1
is a unisolvent set of points in Rd
and X1 =
{
x(i)
}M
i=1
is a minimal unisolvent subset. Set X2 =
{
x(i)
}N
i=M+1
. Then:
1. The cardinal unisolvency matrix w.r.t. X1 is LX =
(
IM
LX2
)
where LX2 =
(
lj
(
x(i)
))
, i > M . Also
PTXβ = 0 iff βk = −
N∑
j=M+1
βj lk
(
x(j)
)
, k = 1, . . . ,M.
2. Suppose β =
(
β′
β′′
)
where β′ ∈ RM , β′′ ∈ RN−M . Then
PTXβ = 0 iff β
′ = −LTX2β′′ iff β =
(−LTX2
IN−M
)
β′′.
3. Define the N ×N matrix LX;0 =
(
LX ON,N−M
)
. Then LX;0LX = LX and (LX;0)
2
= LX;0.
Proof. Parts 1 and 2 Since by definition LX =
(
lj
(
x(i)
))
and by definition lj
(
x(i)
)
= δi,j when i ≤M , we obtain
the block form LX =
(
IM
LX2
)
. The rest of the theorem follows easily by observing that LTXβ = β
′ + LTX2β
′′.
Part 3. LX;0 =
(
LX ON,M−N
)
=
(
IM O
LX2 ON−M
)
, and so
LX;0LX =
(
IM O
LX2 ON−M
)(
IM
LX2
)
= LX .
Further
(LX;0)
2
=
(
IM O
LX2 ON−M
)(
IM O
LX2 ON−M
)
=
(
IM O
LX2 ON−M
)
= LX;0.
4.3 Properties of the function Qx
(
eixξ
)
The operators P and Q were introduced in the previous section and defined using a minimal unisolvent set of points
in Rd. In this section we study the functions DγxQx
(
eixξ
)
and obtain smoothness results and upper bounds, both
near the origin and near infinity. Finally, the function DγxQx
(
eixξ
)
is related to the weight function by an upper
bound for
∫ |DγxQx(ei(x,·))|2
w|·|2θ . These results will be used in the next section to derive an ‘inverse Fourier transform’
theorem which expresses the value of a function f ∈ Xθw in terms of its Fourier transform on Rd \ 0.
The next theorem derives some smoothness properties of the function Qx
(
eixξ
)
.
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Theorem 168 Suppose θ ≥ 1 is an integer and M = dimPθ−1. Let {li}Mi=1 be the cardinal basis polynomials of
Pθ−1 associated with the minimal unisolvent set A =
{
a(i)
}M
i=1
. Then
Qx
(
eixξ
)
= eixξ −
M∑
i=1
li(x)e
ia(i)ξ, ξ, x ∈ Rd,
and Qx
(
eixξ
)
has the following properties.
1. Qx
(
eixξ
)
= 0 when x ∈ A.
2. If |β| < θ, then for each x, DβξQx
(
eixξ
) ∈ C∞∅,θ ∩ C∞B .
3. If |β| < θ, then for each x, DβxQx
(
eixξ
) ∈ C∞∅,θ ∩ C∞BP .
4. If |α| = θ and |β| < θ, then for each x, (iξ)αDβxQx
(
eixξ
) ∈ C∞∅,2θ ∩ C∞BP .
Proof. Part 1 Follows directly from the fact that li (aβ) = δα,β.
Part 2 Clearly, for each x, Qx
(
e−ixξ
) ∈ C∞. Since
DβξQx
(
e−ixξ
)
= (−ix)β e−ixξ −
M∑
i=1
(
−ia(i)
)β
e−ia
(i)ξli(x), (4.5)
when ξ = 0
DβξQx
(
e−ixξ
)
= (−i)|β|
(
xβ −
M∑
i=1
(
a(i)
)β
li(x)
)
= (−i)|β|Q (xβ) = 0,
when |β| < θ. Hence for each x, DβξQx
(
e−ixξ
) ∈ C∞∅,θ.
Part 3 Suppose |β| < θ.
DβxQx
(
e−ixξ
)
= Dβx
(
e−ixξ −
M∑
i=1
e−ia
(i)ξli(x)
)
= (−iξ)β e−ixξ −
M∑
i=1
e−ia
(i)ξ
(
Dβli
)
(x)
= e−ixξ
(
(−iξ)β −
M∑
i=1
ei(x−a
(i))ξ (Dβli) (x)) .
Again noting Theorem 24, since e−ixξ is in C∞∅,0 as a function of ξ, proving that the second factor of the last
term is in C∞∅,θ for any fixed x proves the result. In fact, if |γ| < θ and γ 6= β, at ξ = 0
Dγξ
(
(−iξ)β −
M∑
i=1
ei(x−a
(i))ξ (Dβli) (x)) = −i|γ| M∑
i=1
(
x− a(i)
)γ (
Dβli
)
(x)
= −i|γ| {DβxPx [(y − x)γ ]}y=x
= −i|γ| {Dβx [(y − x)γ ]}y=x
= 0,
since γ 6= β. There remains the case of γ = β, but this follows easily using the same technique.
Part 4 Suppose |α| = θ and |β| < θ. First observe that by theorem 24, (iξ)α ∈ C∞∅,θ and since it was shown in
part 3 that for each x, DβxQx
(
e−ixξ
) ∈ C∞∅,θ, this part is proved.
To prove the next result we will require the following lemma concerning differentiation under the integral sign.
This result is Proposition 7.8.4 of Malliavin [17].
Lemma 169 Suppose f : Rm+n → C and we write f (ξ, x) where ξ ∈ Rm and x ∈ Rn. Suppose that:
1. For each ξ, f (ξ, ·) ∈ C(k) (Rn).
2. For each x,
∫ ∣∣∣Dαξ f (ξ, x)∣∣∣ dξ <∞ for |α| ≤ k.
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Then when |α| ≤ k we have
Dαx
∫
f (ξ, x) dξ =
∫
Dαxf (ξ, x) dξ,
and
∫
f (ξ, ·) dξ ∈ C(k) (Rn).
In the next lemma we elucidate some of the structure of the function Qx
(
eixξ
)
studied in the previous theorem.
??? WHAT ABOUT USING LEMMA 225 below? USE Lemma 225 ??
Lemma 170 ???
Proof. ?? From Lemma 225,
|Qf (x)| ≤
(
M∑
k=1
|lk (x)|
)
M
max
k=1
∣∣∣(Rn+1f)(x, a(k) − x)∣∣∣ , x ∈ Rd,
where Rn+1f is the single point Taylor series remainder ?? 2.156.
Lemma 171 Suppose the operator Q is generated by the minimal θ-unisolvent set A = {a(i)}M
i=1
and the cardinal
basis {li}Mi=1. Then:
1.
Qx
(
eixξ
)
=
∑
|α|=θ
vα (x, ξ)
(iξ)α
α!
, (4.6)
where
να (x, ξ) = Qx (xαµθ (ξx)) ,
and (see ?? )
µθ (t) =
eit
(θ − 1)!
∫ 1
0
e−istsθ−1ds, t ∈ R.
2. µθ ∈ C∞B (R) and
∥∥Dkµθ∥∥∞ < 1θ! for all k.
3. For each x, vα (x, ·) ∈ C∞BP
(
Rd
)
and for each ξ, vα (·, ξ) ∈ C∞BP
(
Rd
)
.
Also, for all |γ| < θ and |α| = θ,
|Dγxvα (x, ξ)| ≤
2|γ|
γ!
(1 + ξ+)
γ |x|θ−|γ| (1 + |x|)|γ| + 1
θ!
M∑
i=1
(
a
(i)
+
)α
α! |Dγli (x)| , x, ξ ∈ Rd.
Proof. Parts 1 and 2 We start by expanding eit, t ∈ R about zero using Taylor’s theorem with remainder, as
given in Appendix A.8, and then substitute t = xξ to obtain
eixξ = pθ−1 (ixξ) +
(ixξ)θ eixξ
(θ − 1)!
∫ 1
0
e−isxξsθ−1ds, (4.7)
where pθ−1 ∈ Pθ−1. For notational compactness set
µθ (t) =
eit
(θ − 1)!
∫ 1
0
e−istsθ−1ds, t ∈ R.
Next observe that µθ ∈ C∞BP , since µθ is eit times the Fourier transform of a bounded L1loc function with compact
support. Further, since the derivatives of the integrand which defines µθ are L
1 functions on R, Lemma 169 enables
us to differentiate under the integral sign and this implies that all the derivatives are bounded i.e. µθ ∈ C∞B . In
fact, for any integer k ≥ 0
Dkµθ (t) = D
k e
it
(θ − 1)!
∫ 1
0
e−istsθ−1ds = Dk
1
(θ − 1)!
∫ 1
0
ei(1−s)tsθ−1ds
=
ik
(θ − 1)!
∫ 1
0
ei(1−s)t (1− s)k sθ−1ds,
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so that by the elementary properties of the beta function
Dkµθ (0) =
ik
(θ − 1)!
k! (θ − 1)!
(k + θ)!
=
ikk!
(k + θ)!
,
and ∣∣Dkµθ (t)∣∣ ≤ 1
(θ − 1)!
∫ 1
0
(1− s)k sθ−1ds < 1
(θ − 1)!
∫ 1
0
sθ−1ds =
1
θ!
,
and more accurately∣∣Dkµθ (t)∣∣ ≤ 1
(θ − 1)!
∫ 1
0
(1− s)k sθ−1ds = 1
(θ − 1)!
k! (θ − 1)!
(k + θ)!
=
k!
(k + θ)!
. (4.8)
We now rewrite 4.7 as
eixξ = pθ−1 (ixξ) + (ixξ)
θ µθ (xξ) . (4.9)
But for given ξ, pθ−1 (ixξ) is a polynomial in x of degree less than θ, so by part 2 of Theorem 163Qx (pθ−1 (ixξ)) =
0 for all x. Thus
Qx
(
eixξ
)
= Qx
(
(iξx)θ µθ (xξ)
)
(4.10)
= Qx
∑
|α|=θ
xα (iξ)
α
α!
µθ (xξ)

=
∑
|α|=θ
1
α!
Qx (xαµθ (xξ)) (iξ)α
=
∑
|α|=θ
vα (x, ξ) (iξ)
α
, (4.11)
where we have defined the functions {vα}|α|=θ by
vα (x, ξ) =
1
α!
Qx (xαµθ (xξ)) , |α| = θ. (4.12)
Part 3 Since µθ ∈ C∞B
(
R1
)
, for each x, vα (x, ·) ∈ C∞BP
(
Rd
)
and for each ξ, vα (·, ξ) ∈ C∞BP
(
Rd
)
. We now
differentiate equation 4.12 of part 1 with respect to x so that for |γ| < θ and |α| = θ,
(Dγxvα) (x, ξ) =
1
α!
DγxQx (xαµθ (xξ))
=
1
α!
Dγx
(
xαµθ (xξ) −
M∑
i=1
(
a(i)
)α
µθ
(
a(i)ξ
)
li (x)
)
=
1
α!
Dγx (x
αµθ (xξ))−
M∑
i=1
(
a(i)
)α
µθ
(
a(i)ξ
)
Dγ li (x)
=
1
α!
∑
β≤γ
β≤α
(
γ
β
)
Dβ (xα)Dγ−βx (µθ (xξ))−
M∑
i=1
(
a(i)
)α
µθ
(
a(i)ξ
)
Dγli (x)
=
1
α!
∑
β≤γ
β≤α
(
γ
β
)
α!
(α− β)!x
α−βξγ−β
(
D|γ−β|µθ
)
(xξ)−
− 1
α!
M∑
i=1
(
a(i)
)α
µθ
(
a(i)ξ
)
Dγ li (x)
=
1
α!
∑
β≤γ
β≤α
(
γ
β
)(
α
β
)
xα−βξγ−ββ!
(
D|γ−β|µθ
)
(xξ)−
− 1
α!
M∑
i=1
(
a(i)
)α
µθ
(
a(i)ξ
)
Dγ li (x) .
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and hence using 4.8,
|(Dγxvα) (x, ξ)|
≤ 1
α!
∑
β≤γ;β≤α
(
γ
β
)(
α
β
)
xα−β+ ξ
γ−β
+ β!
∣∣∣(D|γ−β|x µθ) (xξ)∣∣∣+
+
1
α!
M∑
i=1
∣∣∣(a(i))α∣∣∣ ∣∣∣µθ (a(i)ξ)∣∣∣ |Dγli (x)|
≤ 1
α!
∑
β≤γ;β≤α
(
γ
β
)(
α
β
)
xα−β+ ξ
γ−β
+
β!|γ−β|!
(|γ−β|+θ)! +
1
α!
1
θ!
M∑
i=1
∣∣∣(a(i))α∣∣∣ |Dγli (x)|
≤ 1
α!
∑
β≤γ;β≤α
(
γ
β
)(
α
β
)
xα−β+ ξ
γ−β
+ +
1
α!
1
θ!
M∑
i=1
∣∣∣(a(i))α∣∣∣ |Dγ li (x)| .
Now
1
α!
∑
β≤γ;β≤α
(
γ
β
)(
α
β
)
xα−β+ ξ
γ−β
+
≤ 1
α!
∑
β≤γ;β≤α
(
γ
β
)(
α
β
)
xα−β+ ξ
γ−β
+
≤ 1
α!
 ∑
β≤γ;β≤α
(
γ
β
)2
ξ2(γ−β)

1
2
 ∑
β≤γ;β≤α
(
α
β
)2
x2(α−β)

1
2
≤ 1
α!
∑
β≤γ
(
γ
β
)
ξγ−β+
 ∑
β≤γ;β≤α
(
α
β
)
xα−β+

=
1
α!
∑
β≤γ
(
γ
β
)
ξβ+
 ∑
β≤γ;β≤α
(
α
β
)
xα−β+

= (1 + ξ+)
γ
∑
β≤γ
β≤α
1
α!
(
α
β
)
xα−β+ ≤ (1 + ξ+)γ
∑
β≤γ
β≤α
1
α!
(
α
β
) |x||α|−|β| ≤
≤ (1 + ξ+)γ
∑
β≤γ
β≤α
1
γ!
(
γ
β
) |x|θ−|β| = (1+ξ+)γγ! |x|θ−|γ|∑
β≤γ
β≤α
(
γ
β
) |x||γ|−|β| ≤
≤ (1+ξ+)γγ! |x|θ−|γ|
∑
β≤γ
(
γ
β
) |x||γ|−|β| = (1+ξ+)γγ! |x|θ−|γ|∑
β≤γ
(
γ
β
) |x||β| ≤
≤ (1+ξ+)γγ! |x|θ−|γ|
∑
β≤γ
(
γ
β
)
(1 + |x|)|β| ≤ (1+ξ+)γγ! |x|θ−|γ| (1 + |x|)|γ|
∑
β≤γ
(
γ
β
)
=
= 2
|γ|
γ! (1 + ξ+)
γ |x|θ−|γ| (1 + |x|)|γ| ,
so that
|(Dγxvα) (x, ξ)| ≤
2|γ|
γ!
(1 + ξ+)
γ |x|θ−|γ| (1 + |x|)|γ| + 1
θ!
M∑
i=1
∣∣∣∣ (a(i))αα! ∣∣∣∣ |Dγ li (x)| .
Theorem 172 Suppose the operator Q is generated by the minimal θ-unisolvent set A = {a(i)}M
i=1
and the cardinal
basis {li}Mi=1. Then for x, ξ ∈ Rd:
1. For all γ we have the simple but useful estimate
∣∣DγxQx (eixξ)∣∣ ≤ ξγ+ + M∑
k=1
∣∣(DγlτyA;k) (x+ y)∣∣ , x, y, ξ ∈ Rd.
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2. For all multi-indexes γ and x, y, z, ξ ∈ Rd,
∣∣DγxQx (eixξ)∣∣ ≤
 |ξ|
θ
 (d+θ−1θ ) 2|γ|γ! (1 + ξ+)γ |x+ y|θ−|γ| (1 + |x+ y|)|γ|+
+
|τyA|θ∞
(θ!)2
cτz,γ (1 + |x+ z|)θ−|γ|−1
 , |γ| < θ,
ξγ+, |γ| ≥ θ,
where cA,γ satisfies 4.14 and |τyA|∞ = maxk
∣∣a(k) + y∣∣. This inequality is useful for ξ near the origin.
Also ∣∣DγxQx (eixξ)∣∣ ≤
{
|ξ|θ |τ−xA|θ∞
(θ!)2
cτzA,γ (1 + |x+ z|)θ−|γ|−1 , |γ| < θ,
ξγ+, |γ| ≥ θ.
3. For all γ and all z ∈ Rd,∣∣DγxQx (eixξ)∣∣ ≤ { ξγ+ + cτzA,γ (1 + |x+ z|)θ−|γ|−1 , |γ| < θ,ξγ+, |γ| ≥ θ.
This inequality is useful for all x or for when ξ is large, as the estimates have lower powers than those in
part 2.
Proof. Part 1 By definition of Qx,
DγxQx
(
eixξ
)
= (iξ)
γ
eixξ −
M∑
k=1
(Dγ lk) (x)e
ia(k)ξ,
so it follows that ∣∣DγxQx (eixξ)∣∣ ≤ ξγ+ + M∑
k=1
|(Dγlk) (x)| .
Part 2 Since |γ| < θ, we can apply the estimate of part 3 Lemma 171 to the formula 4.9 for Qx
(
eixξ
)
of part 1
of Lemma 171: ???
|Dγxvα (x, ξ)| ≤
2|γ|
γ!
(1 + ξ+)
γ |x|θ−|γ| (1 + |x|)|γ| + 1
θ!
M∑
i=1
(
a
(i)
+
)α
α! |Dγ li (x)| ,
to get ∣∣DγxQx (eixξ)∣∣
≤
∑
|α|=θ
|Dγxvα (x, ξ) (iξ)α| =
∑
|α|=θ
∣∣Dγxvα (x, ξ) ξα+∣∣ ≤
≤
∑
|α|=θ
(
2|γ|
γ!
(1 + ξ+)
γ |x|θ−|γ| (1 + |x|)|γ| ξα+
)
+
1
θ!
M∑
i=1
∑
|α|=θ
(
a
(i)
+
)α
ξα+
α!
 |Dγ li (x)|
=
2|γ|
γ!
(1 + ξ+)
γ |x|θ−|γ| (1 + |x|)|γ|
∑
|α|=θ
ξα+ +
1
θ!
M∑
i=1
(
a
(i)
+ ξ+
)θ
θ! |Dγli (x)|
≤ 2
|γ|
γ!
(1 + ξ+)
γ |x|θ−|γ| (1 + |x|)|γ| (d+θ−1θ ) |ξ|θ + ( 1θ!
)2 M∑
i=1
∣∣∣a(i)∣∣∣θ |ξ|θ |Dγ li (x)|
= |ξ|θ
((
d+θ−1
θ
)2|γ|
γ!
(1 + ξ+)
γ |x|θ−|γ| (1 + |x|)|γ| +
(
1
θ!
)2 M∑
i=1
∣∣∣a(i)∣∣∣θ |Dγ li (x)|)
= |ξ|θ
((
d+θ−1
θ
)2|γ|
γ!
(1 + ξ+)
γ |x|θ−|γ| (1 + |x|)|γ| + |A|
θ
∞
(θ!)2
M∑
i=1
|Dγ li (x)|
)
. (4.13)
From the translation result Lemma 171,
Qx
(
eixξ
)
= Qx
(
eiyξei(x−y)ξ
)
= eiyξQx
(
ei(x−y)ξ
)
= eiyξQx
(
τye
ixξ
)
.
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(
eixξ
)
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But from Theorem 164 and then part 1 of Lemma 171,
Qx
(
τye
ixξ
)
= QA;x
(
τye
ixξ
)
= τyQτyA;x
(
eixξ
)
=
= τy
∑
|α|=θ
vτyA;α (x, ξ)
(iξ)
α
α!
=
∑
|α|=θ
vτyA;α (x− y, ξ)
(iξ)
α
α!
,
and so
∣∣DγxQx (eixξ)∣∣ =
∣∣∣∣∣∣
∑
|α|=θ
DγxvτyA;α (x+ y, ξ)
(iξ)
α
α!
∣∣∣∣∣∣ .
Thus for all y ∈ Rd, 4.13 becomes
∣∣DγxQx (eixξ)∣∣ ≤ |ξ|θ

(
d+θ−1
θ
)
2|γ|
γ! (1 + ξ+)
γ |x+ y|θ−|γ| (1 + |x+ y|)|γ|+
+
|τyA|θ∞
(θ!)2
M∑
i=1
|Dγxli (x+ y)|
 .
Now {li} is the cardinal basis corresponding to the minimal unisolvent set A =
{
a(i)
}M
i=1
and there exist constants
cA,γ such that ?? WHY? ??
M∑
i=1
|Dγli (x)| ≤ cA,γ (1 + |x|)θ−|γ|−1 , |γ| < θ, x ∈ Rd. (4.14)
But for all x, y, z ∈ Rd,
lτyA;i (x+ y) = lA;i (x) = lτzA;i (x+ z) .
Thus
∣∣DγxQx (eixξ)∣∣ ≤ |ξ|θ
 (d+θ−1θ ) 2|γ|γ! (1 + ξ+)γ |x+ y|θ−|γ| (1 + |x+ y|)|γ|+
+
|τyA|θ∞
(θ!)2
cτzA,γ (1 + |x+ z|)θ−|γ|−1
 .
On the other hand, if |γ| ≥ θ, ∣∣DγxQx (eixξ)∣∣ = ξγ+.
The second set of inequalities is proved by setting y = −x.
Part 3 If |γ| < θ and z ∈ Rd then from part 1,
∣∣DγxQx (eixξ)∣∣ ≤ ξγ+ + M∑
k=1
|(Dγ lk) (x)| ≤ ξγ+ + cτzA,γ (1 + |x+ z|)θ−1−|γ| .
On the other hand, if |γ| ≥ θ, we use the result of part 2.
Theorem 173 Suppose that the weight function w has properties W2.1 and W3 for order θ and κ, and that the
operator Q is defined using a minimal unisolvent set A of order θ. Define r4 by r4 = 0 if w has property W3.1 or
W3.3 and r4 = r3 if w has property W3.2. Then for each x ∈ Rd, D
γ
xQx(ei(x,·))√
w|·|2θ ∈ L2 whenever |γ| ≤ κ. In fact,
there exists a positive constant cw, independent of x, such that:
∫ ∣∣DγxQx (ei(x,·))∣∣2
w |·|2θ
≤
{
(cw,γ)
2
(1 + |x|)2θ , |γ| < θ, |γ| ≤ κ,
(cw,γ)
2
, θ ≤ |γ| ≤ κ.
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Proof. Case 1 |γ| < θ, |γ| ≤ κ From part 2 of Theorem 172 with z = y = 0:
∫
|·|≤r4
∣∣DγxQx (ei(x,·))∣∣2
w |·|2θ
≤ Const
∫
|·|≤r4
(
|·|θ
((
d+θ−1
θ
)
2|γ|
γ! (1 + ξ+)
γ +
|A|θ∞
θ! cA,γ
)
(1 + |x|)θ
)2
w |·|2θ
≤
 ∫
|·|≤r4
((
d+θ−1
θ
)
2|γ|
γ! (1 + ξ+)
γ
+
|A|θ∞
θ! cA,γ
)2
w
 (1 + |x|)2θ (4.15)
≤ 2
 ∫
|·|≤r4
((
d+θ−1
θ
)
2|γ|
γ!
)2
(1 + |ξ|)2|γ| +
( |A|θ∞
θ! cA,γ
)2
w
 (1 + |x|)2θ ,
which exists since property W2.1 is 1/w ∈ L1loc. If w is radial then the formulas of Theorem 365 can be used to
obtain tighter estimates.
Next we use part 3 of Theorem 172 with z = 0:
∫
|·|≥r4
∣∣DγxQx (ei(x,·))∣∣2
w |·|2θ
≤
∫
|·|≥r4
(
ξγ+ + cA,γ (1 + |x|)θ−1−|γ|
)2
w |·|2θ
≤
∫
|·|≥r4
2ξ2γ + 2 (cA,γ)
2
(1 + |x|)2(θ−1−|γ|)
w |·|2θ
≤ 2
∫
|·|≥r4
ξ2γ
w |·|2θ
+ 2 (cA,γ)
2
 ∫
|·|≥r4
1
w |·|2θ
 (1 + |x|)2(θ−1−|γ|)
Thus for some cw,γ > 0, independent of x,∫ ∣∣DγxQx (ei(x,·))∣∣2
w |·|2θ
< (cw,γ)
2
(1 + |x|)2θ ,
Case 2 θ ≤ |γ| ≤ κ Using part 2 of Theorem 172 with z = 0 we obtain∫ ∣∣DγxQx (ei(x,·))∣∣2
w |·|2θ
≤
∫
ξ2γ
w |·|2θ
= (cw,γ)
2
.
4.4 inverse Fourier transform result for functions in Xθw
In this section we use the properties of the function Qx
(
ei(x,ξ)
)
derived in the previous section to derive an inverse
Fourier transform theorem which expresses the value of a function f ∈ Xθw in terms of its distribution Fourier
transform which is a function in L1loc
(
Rd \ 0).
Summary 174 will now recall some results about the semi-Hilbert data space
Xθw =
{
f ∈ S′ : D̂αf ∈ L1loc
(
Rd
)
,
∫
w
∣∣∣D̂αf ∣∣∣2 <∞ for all |α| = θ} ,
with semi-inner product and seminorm
〈f, g〉w,θ =
∑
|α|=θ
θ!
α!
∫
wD̂αf D̂αg, |f |w,θ =
√
〈f, f〉w,θ,
introduced as Definition 30.
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Summary 174 Suppose the weight function w has property W2. If f ∈ Xθw then f̂ ∈ L1loc
(
Rd \ 0) and we can
define the function fF : Rd → C a.e. by fF = f̂ on Rd \ 0. Further:
1. The seminorm |·|w,θ satisfies (part 1 Theorem 34)∫
w |·|2θ |fF |2 = |f |2w,θ . (4.16)
2. The functional |·|w,θ is a seminorm. In fact, null |·|w,θ = Pθ−1 and Xθw ∩ P = Pθ−1 (part 3 Theorem 34).
3. fF = 0 iff f ∈ Pθ−1 (part 1 Theorem 36).
4. fF ∈ S′∅,θ and f̂ = fF on S∅,θ (part 2 Theorem 36).
5. Since the weight function has property W2 we can use the definition of Xθw from Corollary 38, namely
Xθw =
{
f ∈ S′ : f̂ ∈ L1loc
(
Rd \ 0) , ∫ w |·|2θ |fF |2 <∞, |α| = θ implies ξαf̂ = ξαfF on S} .
(4.17)
Note that this definition makes sense because the conditions
f̂ ∈ L1loc
(
Rd \ 0) and ∫ w |·|2θ |fF |2 < ∞ imply (part 2 Corollary 33) that when |α| = θ, ξαfF is a regular
tempered distribution in the sense of part 2 Appendix A.5.1.
6. Xθw is complete in the seminorm sense (Theorem 48).
7. If w also has property W3 for order θ and smoothness parameter κ then Xθw ⊂ C(⌊κ⌋)BP (Theorem 67).
Lemma 175 Suppose the weight function w also has property W2.
Then for all f ∈ Xθw and all multi-indexes γ ≥ 0(
DγxQx
(
ei(x,·)
))
f̂ =
(
DγxQx
(
ei(x,·)
))
fF ∈ S′,
where the function fF : Rd → C is defined a.e. by fF = f̂ on Rd \ 0.
Proof. If |γ| < θ then from part 2 Theorem 168 we have DγxQx
(
ei(x,·)
) ∈ C∞∅,θ ∩ C∞BP .
If |γ| ≥ θ then DγxQx
(
ei(x,ξ)
)
= (iξ)γ ei(x,·) and by part 3 Theorem 24,
DγxQx
(
ei(x,ξ)
) ∈ C∞∅,θ ∩C∞BP for each x. Again by Theorem 24, φDγxQx (ei(x,·)) ∈ S∅,θ if φ ∈ S. In addition, from
part 4 Summary 174, fF ∈ S′∅,θ and f̂ = fF on S∅,θ. So for φ ∈ S we now have[(
DγxQx
(
ei(x,·)
))
f̂ , φ
]
=
[
f̂ , φDγxQx
(
ei(x,·)
)]
=
[
fF , φD
γ
xQx
(
ei(x,·)
)]
=
[(
DγxQx
(
ei(x,·)
))
fF , φ
]
,
which proves this lemma.
The next theorem is an inverse Fourier transform result for functions in Xθw.
Theorem 176 If the weight function w has properties W2.1 and W3 for order θ ≥ 1 and κ ≥ 0 then Xθw ⊂ C(⌊κ⌋)BP .
Further, if f ∈ Xθw, fF = f̂ on Rd \ 0, x ∈ Rd and |γ| ≤ ⌊min κ⌋ then(
DγxQx
(
ei(x,·)
))
fF ∈ L1 and
Dγf (x) = (2π)
− d2
∫ (
DγxQx
(
ei(x,ξ)
))
fF (ξ) dξ + (D
γPf) (x) , (4.18)
and we have the growth estimates
|Dγf (x)| ≤
{
cw,γ |f |w,θ (1 + |x|)θ + |(DγPf) (x)| , |γ| < θ,
cw,γ |f |w,θ , |γ| ≥ θ,
(4.19)
where cw,γ is defined in Theorem 173.
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Proof. First note that fF ∈ L1loc
(
Rd \ 0) implies(
DγxQx
(
ei(x,·)
))
fF ∈ L1loc
(
Rd \ 0). For each x, we apply the Cauchy-Schwartz inequality to obtain∫ ∣∣∣(DγxQx (ei(x,·))) fF ∣∣∣ = ∫ ∣∣DγxQx (ei(x,·))∣∣√
w |·|θ
√
w |·|θ |fF |
≤
(∫ ∣∣DγxQx (ei(x,·))∣∣2
w |·|2θ
) 1
2
|f |w,θ , (4.20)
and the last integral exists by Theorem 173. From Lemma 175, for each x,(
DγxQx
(
ei(x,·)
))
fF =
(
DγxQx
(
ei(x,·)
))
f̂ =
(
(iξ)
γ
ei(x,·) −
M∑
i=1
ei〈a(i),·〉Dγli (x)
)
f̂
=
(
Dγf (·+ x)−
M∑
i=1
f
(
·+ a(i)
)
Dγ li (x)
)∧
.
Now set gx = D
γf (·+ x) −
M∑
i=1
Dγli (x) f
(·+ a(i)) so that for each x, gx ∈ S′ and ĝx = DγxQx (ei(x,·)) f̂ ∈ L1.
But by Lemma 76 Chapter 1, if u ∈ S′ and û ∈ L1, then u ∈ C(0)B and u = (2π)−d/2
∫
ei(·,ξ)û (ξ) dξ. Thus,
Dγf (·+ x)−
M∑
i=1
f
(·+ a(i))Dγli (x) ∈ C(0)B and
Dγf (·+ x)−
M∑
i=1
f
(
·+ a(i)
)
Dγli (x) = (2π)
−d2
∫
ei(·,ξ)DγxQx
(
ei(x,ξ)
)
fF (ξ) dξ,
which implies
Dγf (x) = (2π)
− d2
∫
DγxQx
(
ei(x,ξ)
)
fF (ξ) dξ +D
γPf (x) ,
which proves 4.18. Now we use the Cauchy-Schwartz inequality to get
|Dγf (x)| ≤ (2π)−d2
∫ ∣∣∣DγxQx (ei(x,ξ)) fF (ξ)∣∣∣ dξ + |DγPf (x)|
≤ (2π)−d2
∫ ∣∣DγxQx (ei(x,ξ))∣∣√
w |·|θ
√
w |·|θ |fF (ξ)| dξ + |DγPf (x)|
≤ (2π)−d2
(∫ ∣∣DγxQx (ei(x,·))∣∣2
w |·|2θ
)1/2
|f |w,θ + |DγPf (x)| .
Substituting the inequality of Theorem 173 yields
|Dγf (x)| ≤
{
cγ,w |f |w,θ (1 + |x|)θ + |DγPf (x)| , |γ| < θ,
cγ,w |f |w,θ |γ| ≥ θ,
which proves inequality 4.19.
4.5 Riesz representers for the functionals u→ Dγu (x)
Suppose that the weight function w has properties W2 and W3 for order θ and smoothness κ. Then the functions
in Xθw are continuous. In this section we will derive simple explicit formulas for the Riesz representers of the
evaluation functionals f → Dγf (x) where f ∈ Xθw and |γ| ≤ ⌊minκ⌋ and Xθw is endowed with a special norm
called the Light norm. When γ = 0 the representer is denoted by Rx and D
γ
xRx is shown to be the Riesz representer
for the evaluation functional Dγu (x) when |γ| ≤ ⌊minκ⌋. The formula for Rx is exhibited in equation 4.30 and is
expressed in terms of a basis function and the cardinal polynomial basis used to define the norm. The existence of
Rx ∈ Xθw means that Xθw is a reproducing kernel Hilbert space of continuous functions.
The approach to deriving the Riesz representers is to first introduce a special subspace of Xθw in the next
subsection and then to deduce the form Rx must have from the definition of Rx and its implications for this
subspace of functions. The operators P and Q introduced in Section 4.2.1 are also useful.
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4.5.1 The functions G ∗ Ŝ∅,θ
We will now prove some properties of the space of functions, denoted by G ∗ Ŝ∅,θ, having the form G ∗ ϕ where
ϕ ∈ Ŝ∅,θ. Here Ŝ∅,θ denotes the Fourier transforms of the functions in S∅,θ. In the next section these functions will
help us deduce the precise form of the Riesz representer of the functionals f → Dαf (x).
Corollary 177 Suppose the weight function w has property W2, and suppose G is a basis distribution of order
θ ≥ 1 generated by w. Then ϕ ∈ Ŝ∅,θ implies G ∗ ϕ ∈ Xθw and
|G ∗ ϕ|2w,θ =
∫ |ϕ̂|2
w |·|2θ
=
[
Ĝ, |ϕ̂|2
]
. (4.21)
Also
〈f,G ∗ ϕ〉w,θ = [f, ϕ] , f ∈ Xθw. (4.22)
Proof. The first step is to show that G ∗ ϕ ⊂ Xθw. Let g = G ∗ ϕ where ϕ ∈ Ŝ∅,θ. To prove that g ∈ Xθw we use
definition 4.17 of Xθw i.e. we show that g ∈ S′, ĝ ∈ L1loc
(
Rd \ 0), ∫ w |·|2θ |gF |2 <∞ and ξαĝ = ξαgF on S.
Since G ∈ S′ and ϕ ∈ S, g = G ∗ ϕ ∈ S′ and ĝ = ϕ̂ Ĝ, as distributions. Further, from Definition 72 of the basis
distribution G we know that
[
Ĝ, ψ
]
=
∫
ψ
w|·|2θ for ψ ∈ S∅,2θ, and so [ĝ, ψ] =
∫
ϕ̂ψ
w|·|2θ for ψ ∈ S∅,2θ. But property
W2.1 implies ϕ̂
w|·|2θ ∈ L1loc
(
Rd \ 0) which means that gF = ϕ̂w|·|2θ on Rd \ 0. But by definition ϕ̂ ∈ S∅,θ so that
Theorem 24 implies |ϕ̂|2 = ϕ̂ϕ̂ ∈ S∅,2θ and∫
w |·|2θ |gF |2 =
∫
w |·|2θ |ϕ̂|
2
w2 |·|4θ
=
∫ |ϕ̂|2
w |·|2θ
=
[
Ĝ, |ϕ̂|2
]
<∞. (4.23)
To show ξαĝ = ξαgF on S, we need to show that ξ
αϕ̂Ĝ = ξ
αϕ̂
w|·|2θ on S. But by Theorem 24, ξ
α ∈ C∞∅,θ ∩C∞BP and
hence ξαϕ̂ ∈ S∅,2θ and hence for ψ ∈ S the basis distribution definition implies
[
ξαϕ̂Ĝ, ψ
]
=
[
Ĝ, ξαϕ̂ψ
]
=
∫
ξαϕ̂ψ
w|·|2θ ,
as required. This means that 4.23 is true and so proves 4.21.
Now to prove formula 4.22. From above we know that fF = f̂ on Rd \ 0 then
〈f,G ∗ ϕ〉w =
∫
w |·|2θ fF gF =
∫
w |·|2θ fF ϕ̂
w |·|2θ
=
∫
fF ϕ̂ =
∫
fF ϕ̂∗,
where ϕ∗ (x) = ϕ (−x) and φ̂∗ ∈ S∅,θ. From part 4 of Summary 174 fF ∈ S′∅,θ and f̂ = fF on S∅,θ, so that
〈f,G ∗ ϕ〉w =
[
f̂ , ϕ̂∗
]
= [f, ϕ] ,
as required.
4.5.2 The Light norm for Xθw
Using the results of the previous section, a unisolvent set of points will be used to create an inner product space from
the semi-inner product space Xθw introduced above in Definition 30. This particular inner product was introduced
by Light and Wayne in [14] and involves evaluating functions in Xθw on the unisolvent set, which is OK since
Xθw ⊂ C(⌊κ⌋)BP by part 7 of Summary 174.
Definition 178 Suppose θ ≥ 1 and suppose the set A = {a(i)} is minimally unisolvent with respect to the poly-
nomial space Pθ−1. Then following Light and Wayne [14] we will introduce the following Light norm and inner
product for the space Xθw:
(u, v)w,θ = 〈u, v〉w,θ +
∑
i
u
(
a(i)
)
v
(
a(i)
)
, ‖u‖2w,θ = |u|2w,θ +
∑
i
∣∣∣u(a(i))∣∣∣2 , (4.24)
where |u|w,θ is defined by 4.51. ‖·‖w,θ is actually a norm since ‖·‖w,θ = 0 implies that |u|w,θ = 0 and u
(
a(i)
)
= 0
for all unisolvent a(i). By part 3 of Summary 174, |u|w,θ = 0 means u ∈ Pθ−1 and so from the definition of
unisolvent sets u = 0.
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Theorem 179 Properties of the Light norm.
Suppose the Light norm and the Lagrangian interpolation operator P are defined using the same minimal uni-
solvent set
{
a(i)
}
. Then:
1. (Qu, v)w,θ = (u,Qv)w,θ = 〈u, v〉w,θ.
2. (Pu, v)w,θ = (u,Pv)w,θ =
∑
i
u
(
a(i)
)
v
(
a(i)
)
.
Proof. Define the Light norm using the minimal unisolvent set A =
{
a(i)
}
. Then using results from Theorem 163
concerning the operators P and Q:
Part 1 (Qu, v)w,θ = 〈Qu, v〉w,θ +
∑
i
Qu (a(i)) v (a(i)) = 〈Qu, v〉w,θ, since Qu (a(i)) = 0. But 〈Qu, v〉w,θ =
〈u− Pu, v〉w,θ = 〈u, v〉w,θ and so (Qu, v)w,θ = 〈u, v〉w,θ. Similarly (u,Qv)w,θ = 〈u, v〉w,θ.
Part 2 (Pu, v)w,θ = 〈Pu, v〉w,θ +
∑
i
Pu (a(i)) v (a(i)) =∑
i
Pu (a(i)) v (a(i)) =
=
∑
i
u
(
a(i)
)
v
(
a(i)
)
, since Pu interpolates {a(i), u (a(i))}. Similarly (u,Pv)w,θ =∑
i
u
(
a(i)
)
v
(
a(i)
)
.
4.5.3 Derivation of the Riesz representers DγxRx
In this subsection we derive simple explicit formulas for the Riesz representers for the evaluation functionals where
Dγu ∈ Xθw and |γ| ≤ ⌊minκ⌋. These formulas are exhibited in equation 4.30 below and involve order γ derivatives
of the basis function and the cardinal basis functions associated with the Light norm.
Suppose that the weight function w has properties W2 and W3 for order θ and parameter κ. Then by Summary
174 the functions in Xθw have order ⌊κ⌋ differentiability. We endow the space Xθw with the Light norm generated
by a minimal unisolvent set A =
{
a(i)
}M
i=1
and its corresponding cardinal basis {li}Mi=1 of Pθ−1. We will also make
good use of the Lagrangian interpolation operator P and the operator Q = I − P introduced in Section 4.2.1.
The approach used here is to first assume the Riesz representers exist, and then to derive the form of the
representer by substituting for u two classes of functions. First we use the cardinal basis functions associated with
the unisolvent set used to define the Light norm and then the functions in G ∗ Ŝ∅,θ discussed in Subsection 4.5.1.
By this means we obtain the form of the representers. Once we have the candidates for Riesz representers it will
be shown that they have the properties initially assumed.
We start by assuming that for all x ∈ Rd there exists Rx ∈ Xθw such that (u,Rx)w,θ = u (x) for all u ∈ Xθw.
Now if h ∈ Rd then u (x+ h)− u (x) = (u,Rx+h)w,θ − (u,Rx)w,θ = (u,Rx+h −Rx)w,θ and so we would expect the
formula Dku (x) =
(
u, ∂Rx∂xk
)
w,θ
to hold, and indeed we would expect the formulas
Dγu (x) = (u,DγxRx)w,θ , |γ| ≤ ⌊minκ⌋ , (4.25)
to hold. Next observe that we have the anti-symmetric result
Rx (y) = (Rx, Ry)w,θ = (Ry, Rx)w,θ = Ry (x). (4.26)
By definition the cardinal basis {li}Mi=1 of Pθ−1 has real-valued coefficients and satisfies li
(
a(j)
)
= δi,j . Thus
lj (x) = (lj, Rx)w,θ = 〈lj , Rx〉w,θ +
M∑
i=1
lj
(
a(i)
)
Rx
(
a(i)
)
= Rx
(
a(j)
)
= Rx
(
a(j)
)
,
so that
lj (x) = Rx
(
a(j)
)
. (4.27)
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Next we will substitute functions from the space G∗ Ŝ∅,θ =
{
G ∗ φ : φ ∈ Ŝ∅,θ
}
introduced in Section 4.5.1. Thus,
if φ ∈ Ŝ∅,θ then by Corollary 177 G ∗ φ ∈ Xθw and so
(G ∗ φ) (x) = (G ∗ φ,Rx)w,θ = (Rx, G ∗ φ)w,θ
= 〈Rx, G ∗ φ〉w,θ +
M∑
i=1
Rx
(
a(i)
)
(G ∗ φ) (a(i))
= 〈Rx, G ∗ φ〉w,θ +
M∑
i=1
li (x) (G ∗ φ)
(
a(i)
)
=
[
Rx, φ
]
+
M∑
i=1
li (x) (G ∗ φ)
(
a(i)
)
,
where the last line was derived using equation 4.22. Rearrange this equation to get
[
Rx, φ
]
= (G ∗ φ) (x)−
M∑
i=1
li (x) (G ∗ φ)
(
a(i)
)
.
But
(G ∗ φ) (x) = (G ∗ φ) (x) = (2π)− d2 [G (x− ·) , φ] = (2π)− d2
[
G (x− ·), φ
]
= (2π)−
d
2
[
G (· − x) , φ] ,
so [
Rx, φ
]
= (2π)
− d2 [G (· − x) , φ]− (2π)− d2 M∑
i=1
li (x)
[
G
(
· − a(i)
)
, φ
]
,
or [
Rx, φ
]
= (2π)−
d
2
[
G (· − x)−
M∑
i=1
li (x)G
(
· − a(i)
)
, φ
]
,
for all φ ∈ Ŝ∅,θ. But by part 1 of Theorem 26, u ∈ P̂n iff [u, φ] = 0 for all φ ∈ S∅,n. Hence
(2π)
d
2 Rx ∈ G (· − x)−
M∑
i=1
li (x)G
(
· − a(i)
)
+ Pθ−1,
so that for each x, qx ∈ Pθ−1 and
(2π)
d
2 Rx = G (· − x)−
M∑
i=1
li (x)G
(
· − a(i)
)
+ qx. (4.28)
We now calculate qx by applying the operator P to 4.28. This involves using the result PRx =
M∑
j=1
lj (x) lj and
assuming that qx ∈ Pθ−1, so that Pqx = qx. In this way we obtain
qx =
M∑
i=1
li (x)PG
(
· − a(i)
)
− PG (· − x) + (2π) d2
M∑
j=1
lj (x) lj, (4.29)
so that
(2π)
d
2 Rx (y) = G (y − x)−
M∑
i=1
li (x)G
(
y − a(i)
)
−
M∑
j=1
G
(
a(j) − x
)
lj (y)+
+
M∑
i,j=1
li (x)G
(
a(j) − a(i)
)
lj (y) + (2π)
d
2
M∑
j=1
lj (x) lj (y) . (4.30)
This equation will be used to define Rx (y) and noting 4.25, D
γ
xRx will be our candidate for Riesz representer
for the evaluation functional Dγu (x) when |γ| ≤ ⌊minκ⌋.
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Theorem 180 Suppose G is a basis function of order θ generated by a weight function with properties W2 and
W3. Suppose the operator P is defined with the same minimal unisolvent set used to define Rx in 4.30. Then
Rx (y) = (2π)
−d2 QyQxG (y − x) +
M∑
j=1
lj (x) lj (y) , (4.31)
where Q = I − P.
Proof. The basis function is continuous by Theorems 77 or 78. Expanding Qx and then Qy yields equation 4.30
for Rx.
Theorem 181 QyQx (y + x)α = 0 when |α| < 2θ.
Proof. QyQx (y + x)α = QyQx
∑
β≤α
(
α
β
)
yβ (−x)α−β = ∑
β≤α
(
α
β
) (Qyyβ) (Qxxα−β), and since |α| = |β|+|α− β| < 2θ
it follows that |β| < θ or |α− β| < θ and hence that (Qyyβ) (Qxxα−β) = 0 for all β ≤ α.
Theorem 182 For each x, as a function:
1. Rx is independent of the basis function used to define it.
2. Rx is independent of the order of A.
Proof. Part 1 From Definition 72 of a basis function, any two basis functions differ by a polynomial of order of
at most 2θ. Our result now follows easily from Theorem 180 and Theorem 181.
Part 2 To prove this part we use equation 4.31 for Rx (y). From Theorem 163 the function Q is independent
of the order of the unisolvent set which generates it. Thus (2π)−
d
2 QyQxG (y − x) is also independent of the order
of the unisolvent set which generates it. Further,
M∑
j=1
lj(x)lj (y) is independent of the order of the cardinal basis
functions. Hence Rx is independent of the order of A.
Theorem 183 Suppose the weight function w has properties W2 and W3 for order θ and parameter κ. Suppose
the distribution Rx ∈ S′ is defined by equation 4.30. Then for |γ| ≤ ⌊minκ⌋ we have DγxRx ∈ Xθw and
|DγxRx|2w,θ = (2π)−d
∫ ∣∣DγxQx (e−i(x,·))∣∣2
w |·|2θ
, x ∈ Rd, (4.32)
where Theorem 173 provides an upper bound for the right side of 4.32.
Proof. We prove that DγxRx ∈ Xθw by using definition 4.17 i.e. we show that DγxRx ∈ S′, D̂γxRx ∈ L1loc
(
Rd \ 0),∫
w |·|2θ |(DγxRx)F |2 <∞ and that |α| = θ implies ξαD̂γxRx = ξα (DγxRx)F on S. If these criteria are satisfied then
|DγxRx|2w,0 =
∫
w |·|2θ |(DγxRx)F |2.
From 4.28, for each x ∈ Rd,
(2π)
d/2
D̂γxRx = e
−i(x,·)D̂γG−
M∑
i=1
Dγli (x) e
−i〈a(i),·〉Ĝ+ q̂x
= e−i(x,·) (−iξ)γ Ĝ−
M∑
i=1
Dγ li (x) e
−i〈a(i),·〉Ĝ+ q̂x
=
(
e−i(x,·) (−iξ)γ −
M∑
i=1
Dγ li (x) e
−i〈a(i),·〉
)
Ĝ+ q̂x
= Dγx
(
e−i(x,·) −
M∑
i=1
li (x) e
−i〈a(i),·〉
)
Ĝ+ q̂x
=
(
DγxQx
(
e−i(x,·)
))
Ĝ+ q̂x, (4.33)
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where qx ∈ Pθ−1. Since W2 implies 1/w ∈ L1loc, Definition 72 of a basis distribution implies Ĝ = 1w|·|2θ ∈
L1loc
(
Rd \ 0) and so 4.33 implies that for each x
(DγxRx)F = (2π)
− d
2
DγxQx
(
e−i(x,·)
)
w |·|2θ
∈ L1loc
(
Rd \ 0) . (4.34)
Again by 4.33 and Theorem 173,∫
w |·|2θ |(DγxRx)F |2 = (2π)−d
∫ ∣∣DγxQx (e−i(x,·))∣∣2
w |·|2θ
<∞, (4.35)
Now use ξ as an action variable. It must be shown that ξαD̂γxRx = ξ
α (DγxRx)F on S when |α| = θ, which is
true if ξαR̂x = ξ
α (Rx)F on S when |α| = θ. But from 4.33 it follows that ξαR̂x = ξαQx
(
e−i(x,ξ)
)
Ĝ + ξαq̂x =
ξαQx
(
e−i(x,ξ)
)
Ĝ since qx ∈ Pθ−1. From part 4 of Theorem 168, if |α| = θ then for each x,
(iξ)
αQx
(
ei(x,ξ)
) ∈ C∞∅,2θ ∩ C∞BP and so ψ ∈ S implies (iξ)αQx (ei(x,ξ))ψ ∈ S∅,2θ by Theorem 24. Thus by the
definition of a basis distribution[
ξαR̂x, ψ
]
=
[
ξαQx
(
e−i(x,ξ)
)
Ĝ, ψ
]
=
[
Ĝ, ξαQx
(
e−i(x,ξ)
)
ψ
]
=
∫
ξαQx
(
e−i(x,ξ)
)
w (ξ) |ξ|2θ
ψ (ξ) dξ
=
∫
ξα (Rx)F ψ,
and hence ξαR̂x = ξ
α (Rx)F on S. We can now conclude that D
γ
xRx ∈ Xθw, that 4.35 is true and so 4.32 is
proven.
Corollary 184 Suppose the weight function w has properties W2 and W3 for order θ and smoothness parameter
κ. Then for |δ| , |γ| ≤ ⌊minκ⌋ we have
〈
DδyRy, D
γ
xRx
〉
w,θ
= (2π)
−d
∫
DδyQy
(
e−i(y,·)
)
DγxQx
(
e−i(x,·)
)
w |·|2θ
, x, y ∈ Rd,
Proof. Write
〈
DδyRy, D
γ
xRx
〉
w,θ
=
∫
w |·|2θ (DδyRy)F (DγxRx)F and then use 4.34.
Now we prove the important result that when |γ| ≤ min κ, DγxRx is the Riesz representer for the evaluation
functional u→ Dγu (x).
Theorem 185 If u ∈ Xθw and |γ| ≤ minκ then
Dγu (x) = (u,DγxRx)w,θ , x ∈ Rd,
where Rx and the Light norm 4.24 are defined using the same minimal θ-unisolvent set A =
{
a(k)
}M
k=1
.
Proof. Suppose Rx and the Light norm are defined using the minimal unisolvent set A =
{
a(k)
}M
k=1
and that the
corresponding cardinal basis {lk}Mk=1 of Pθ−1. From the definition of the Light norm
(u,DγxRx)w,θ =
∫
w |·|2θ uF (DγxRx)F +
M∑
k=1
u
(
a(k)
)
(DγxRx)
(
a(k)
)
,
where the function (DγxRx)F is given by 4.34. Hence∫
w |·|2θ uF (DγxRx)F = (2π)−
d
2
∫
w |·|2θ uF
DγxQx
(
ei(x,·)
)
w |·|2θ
= (2π)
− d2
∫
uFD
γ
xQx
(
ei(x,·)
)
,
and by 4.27, Dγ lk (x) = (D
γ
xRx)
(
a(k)
)
so that
M∑
k=1
u
(
a(k)
)
(DγxRx)
(
a(k)
)
=
M∑
k=1
u
(
a(k)
)
Dγlk (x) = (D
γPu) (x) .
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Thus
(u,DγxRx)w,θ = (2π)
− d2
∫
uFD
γ
xQx
(
ei(x,·)
)
+ (DγPu) (x) ,
and comparison with equation 4.18 of Theorem 176 for Dγu implies Dγu (x) = (u,DγxRx)w,θ as required.
Showing that Xθw is a reproducing kernel Hilbert space now becomes very simple.
Corollary 186 Suppose the weight function w has properties W2 and W3 for order θ and parameter κ. Then Xθw
is a reproducing kernel Hilbert space when endowed with the Light norm.
Proof. By Theorem 183 Rx ∈ Xθw. Hence by Theorem 185 with γ = 0 we have |u (x)| ≤
∣∣∣(u,Rx)w,θ∣∣∣ ≤
‖Rx‖w,θ ‖u‖w,θ and ‖Rx‖w,θ is a finite constant for each x. Hence Xθw is a reproducing kernel Hilbert space
e.g. Theorem III.9.1, Yosida [30].
Theorem 187 Properties of DγxRx
Suppose the weight function w satisfies properties W2 and W3 for order θ and κ. Suppose Rx is defined using
the minimal unisolvent set A =
{
a(j)
}M
j=1
. Then for all x, y ∈ Rd and |γ| ≤ ⌊minκ⌋:
1. Rx (y) = Ry (x).
2. For j = 1, . . . ,M , (DγxRx)
(
a(j)
)
= Dγ lj (x), and each cardinal basis polynomial lj has real coefficients.
3. DγQu (x) = 〈u,DγxRx〉w,θ, u ∈ Xθw.
4. PDγxRx =
M∑
j=1
Dγ lj (x) lj = D
γ
xPRx and QDγxRx = DγxQRx.
5. The Riesz representer is unique.
Proof. Parts 1 and 2 By Theorem 185 DγxRx is the Riesz representer of the evaluation functional u→ Dγu (x)
and so equations 4.26 and 4.27 are valid. By Definition 160 the cardinal basis polynomials have real coefficients.
Part 3 If u ∈ Xθw then by part 1 of Theorem 179 DγQu (x) = (Qu,DγxRx)w,θ = 〈u,DγxRx〉w,θ.
Part 4 Using part 2
PDγxRx =
M∑
j=1
(DγxRx)
(
a(j)
)
lj =
M∑
j=1
(Dγ lj) (x) lj = D
γ
x
M∑
j=1
lj (x) lj = D
γ
xPRx,
so that
QDγxRx = DγxRx − PDγxRx = DγxRx −DγxPRx = DγxQRx.
Part 5 Suppose two representers exist, say DγxRx and S
(γ)
x . Then for all u ∈ Xθw and x ∈ Rd, (u,DγxRx)w,θ =(
u, S
(γ)
x
)
w,θ
= Dγu (x) and hence(
u, S
(γ)
x −DγxRx
)
w,θ
= 0 which implies S
(γ)
x = DγxRx.
4.5.4 The semi-Riesz representer rx = QRx
Here we will introduce what I will call the semi-Riesz representer rx = QRx for the evaluation functional u→ u (x).
This terminology is based on the equation Qu (x) = 〈u, rx〉w,θ, u ∈ Xθw, derived in part 7 of the next theorem. A
bound for the the function rx (x) will be obtained in Subsection 4.10.2 which will then be used to estimate the
pointwise rate of convergence of the interpolant.
Theorem 188 Suppose the function rx = QRx is defined using the minimal unisolvent set
{
a(k)
}M
k=1
and corre-
sponding cardinal basis {lk}Mk=1 of Pθ−1. Then rx has the properties:
1. rx (y) = Rx (y)−
M∑
j=1
lj(x)lj (y).
2. rx (y) = ry (x).
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3. rx
(
a(i)
)
= ra(i) (x) = 0 for all i.
4. Prx = 0 and Qrx = rx.
5. rx (y) = 〈rx, ry〉w,θ.
6. rx (y) = (2π)
− d2 QyQxG (y − x).
7. Qu (x) = 〈u, rx〉w,θ when u ∈ Xθw.
Proof. Part 1 Apply Qy to equation 4.31. Part 2 Follows from part 1 since Rx (y) = Ry (x) and the lk are real
valued. Part 3 Part 2 of Theorem 187 with γ = 0 implies Rx
(
a(i)
)
= li (x). Parts 1 and 2 now give this result.
Part 4 Use part 3. Part 5 Part 3 of Theorem 187 with u = rx and γ = 0 gives Qrx (y) = 〈rx, Ry〉w,θ. Since
Qrx = rx, Theorem 179 implies rx (y) = Qrx (y) = 〈rx, Ry〉w,θ = 〈rx,QRy〉w,θ = 〈rx, ry〉w,θ.
Part 6 Apply Qy to formula 4.31. Part 7 follows from part 3 of Theorem 187 with γ = 0, and then use part 4.
Remark 189 The projection properties of the operators P and Q can be used to show that Xθw = Q
(
Xθw
)⊕ Pθ−1
and that Q (Xθw) is a Hilbert space when endowed with the semi-inner product 〈·, ·〉w,θ. In fact, on Q (Xθw), rx is
the Riesz representer of the functional f → f (x) and Q (Xθw) is a reproducing kernel Hilbert space.
4.6 The basis function and reproducing kernel matrices
In this section we will introduce the basis function matrix and the reproducing kernel matrix. Together with the
unisolvency matrices these matrices will be used to construct matrix equations for the basis function interpolants
of this document.
4.6.1 The basis function matrix GX,X
The basis function matrix and the unisolvency matrix will be used to construct the block matrix equation 4.61 for
the variational interpolation in Subsection 4.9.4.
Definition 190 The basis function matrix
Let X =
{
x(n)
}N
n=1
be N distinct points in Rd and suppose G is a (continuous) basis function.
Then the N ×N basis function matrix GX,X is defined by
GX,X =
(
G
(
x(i) − x(j)
))
.
4.6.2 The reproducing kernel matrix RX,X
The reproducing kernel matrix is derived from the Riesz representer of the evaluation functional u→ u (x) discussed
in Section 4.5.3. I call it the reproducing kernel matrix because the existence of this special evaluation functional
means that the space Xθw is a reproducing kernel Hilbert space when endowed with the Light norm. This matrix is
closely linked to the basis function matrix of the previous subsection will be used to construct a matrix equation for
the variational interpolation problems of Section 4.9. In the next chapter we will study the relationships between
the reproducing kernel matrix and the basis function matrix and derive a matrix equation for the Exact smoother
using the reproducing kernel matrix.
Definition 191 The reproducing kernel matrix RX,X
Suppose a basis function has order θ and suppose that Rx(y) is the Riesz representer of the evaluation functional
u→ u (x), u ∈ Xθw defined by 4.30. Also suppose that X =
{
x(n)
}N
n=1
is a set of distinct unisolvent data points in
Rd. Then define the N ×N matrix RX,X by
RX,X =
(
Rx(j)(x
(i))
)
.
Theorem 192 Suppose the conditions imposed in the definition of the reproducing kernel matrix RX,X hold. Then
the following are true:
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1. RX,X = ((Rx(j) , Rx(i))w,θ) so it is a Gram matrix i.e. has inner product elements (ui, uj)w,θ.
2. The matrix RX,X is Hermitian, regular and positive definite.
3. The functions {Rx(i)}Ni=1 are linearly independent.
Proof. Part 1 By definition of Rx, RX,X =
(
Rx(j)
(
x(i)
))
= (Rx(j) , Rx(i))w,θ.
Part 2 These are elementary properties of a Gram matrix.
Part 3 This is a direct consequence of the regularity of RX,X .
4.7 The basis function spaces
·
WG,X and WG,X
The importance of the finite dimensional spaces
·
WG,X and WG,X is that they will contain the basis function
interpolants of this document and the basis function smoothers of the succeeding documents. Here X is the
independent data and will be assumed to be unisolvent. The finite dimensionality of these spaces means that
matrix equations can be constructed for the interpolant and the smoothers.
Definition 193 The basis function spaces WG,X and
·
WG,X
Suppose the weight function w has properties W2 and W3 for order θ and smoothness parameter κ. Then the
basis distributions of order θ are continuous functions and let G be a basis function. Let X =
{
x(i)
}N
i=1
be a
θ-unisolvent set of distinct points in Rd and set M = dimPθ−1. Next choose a (real) basis {pj}Mj=1 of Pθ−1 and
calculate the unisolvency matrix PX =
(
pj
(
x(i)
))
. We can now define
·
WG,X =
{
N∑
i=1
viG
(
x− x(i)
)
: vi ∈ C and PTXv = 0
}
, (4.36)
WG,X =
·
WG,X + Pθ−1.
Clearly
·
WG,X and WG,X are vector spaces. When convenient, functions in spaces of the form
·
WG,X will be
written, fv (x) =
N∑
i=1
viG
(
x− x(i)).
In words,
·
WG,X is a subspace of the complex span of the X−translated basis functions and WG,X is a subspace
of the complex span of the X−translated basis functions plus the polynomials of at most basis function order.
Sometimes we will say data-translated basis functions.
The next theorem shows that the set
·
WG,X is independent of the order of the points in X and of the basis of
Pθ−1 used to calculate PX .
Theorem 194 Let {pi} and {qi} be two bases for the polynomials Pθ−1, and set PX =
(
pj
(
x(i)
))
and QX =(
qj
(
x(i)
))
. Then {
N∑
i=1
viG
(
x− x(i)
)
: PTXv = 0
}
=
{
N∑
i=1
µiG
(
x− x(i)
)
: QTXµ = 0
}
, (4.37)
and
·
WG,X is independent of the basis for Pθ−1 used to define PX .
Proof. From part 3 of Theorem 166 there exists a regular matrix R such that PX = QXR
T . Hence PTX = RQ
T
X
and then equation 4.37 easily follows.
Now recall Definition 160 regarding permutation theory.
Theorem 195 As a set
·
WG,X is independent of the ordering of X and independent of the basis function G used
to define it.
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Proof. Using the notation Gx,X =
(
G
(
x− x(j))) we have
·
WG,X =
{
N∑
i=1
viG
(
x− x(i)
)
: PTXv = 0
}
=
{
Gx,Xv : P
T
Xv = 0
}
,
where PTX =
(
pi
(
x(j)
))
=

p1
(
x(1)
)
p1
(
x(2)
) · · · p1 (x(N))
p2
(
x(1)
)
p2
(
x(2)
) · · · p2 (x(N))
...
...
. . .
...
pM
(
x(1)
)
pM
(
x(2)
) · · · pM (x(N))
.
Suppose re-ordering X uses the permutation π. Then re-ordering a row vector involves right multiplication by
the permutation matrix ΠT so that Gx,pi(X) = Gx,XΠ
T , PTpi(X) = P
T
XΠ
T and hence
·
WG,pi(X) =
{
Gx,pi(X) : P
T
pi(X)v = 0
}
=
{
Gx,pi(X)Π
T v : PTXΠ
T v = 0
}
=
·
WG,X .
Set-wise independence of the basis function will hold if p ∈ Pθ−1 implies∑N
i=1 vip
(
x− x(i)) = 0 and clearly we need only show this for the basis functions {xα}|α|<θ. Since {xα}|α|<θ is
a basis, by Theorem 194 PTXv = 0 iff
∑N
i=1 vi
(
x(i)
)α
= 0 for |α| < θ. Thus
N∑
i=1
vi
(
x− x(i)
)α
=
N∑
i=1
vi
∑
β≤α
(
α
β
)
xβ
(
x(i)
)α−β
=
∑
β≤α
(
α
β
)
xβ
N∑
i=1
vi
(
x(i)
)α−β
= 0,
confirming set-wise independence.
Lemma 196 Suppose X =
{
x(k)
}N
k=1
is θ-unisolvent and PX is a unisolvency matrix of order θ (see Definition
165). Further, suppose v = (vk) ∈ RN satisfies PTXv = 0. Now define the function av : Rd → C by
av (z) =
N∑
k=1
vke
−i(x(k),z), z ∈ Rd. (4.38)
Then the function av has the following properties:
1. av ∈ C∞∅,θ ∩ C∞B .
2. If φ ∈ S then |av|2 φ ∈ S and
|̂av|2 φ =
N∑
j,k=1
vjvkφ̂
(
· −
(
x(k) − x(j)
))
.
3. av (z) = 0 a.e. implies vk = 0 for all k.
Proof. Part 1 Since
Dβav (z) = D
β
N∑
k=1
vke
−i(x(k),z) =
N∑
k=1
vk
(
−ix(k)
)β
e−i(x
(k),z),
it is clear that all derivatives are bounded and hence av ∈ C∞B . If |β| < θ then
Dβav (0) =
N∑
k=1
vk
(
−ix(k)
)β
= (−i)|β|
N∑
k=1
vk
(
x(k)
)β
= 0,
since PTXv = 0.
Part 2
|av (x)|2 φ (x) =
∣∣∣∣∣∣
N∑
j=1
vje
−i(x(j),x)
∣∣∣∣∣∣
2
φ (x) =
 N∑
j=1
vje
−i(x(j),x)
 N∑
k=1
vke
−i(x(k),x)
φ (x)
=
N∑
j,k=1
vjvke
−i(x(j)−x(k),x)φ (x) .
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Therefore
|̂av|2 φ (η) =
N∑
j,k=1
vjvk
[
e−i(x
(j)−x(k),x)φ (x)
]∧
(η) =
N∑
j,k=1
vjvkφ̂
(
x(j) − x(k) + η
)
=
N∑
j,k=1
vjvkφ̂
(
η −
(
x(k) − x(j)
))
.
Part 3 Let ∆ =
{
x(k) − x(j) : 1 ≤ j, k ≤ N, k 6= j}. Then 0 /∈ ∆ and so δ = dist (0;∆) > 0. Next let ωε be the
standard ‘cap-shaped’ distribution test function
ωε (ξ) =
{
Cε exp
(
− ε2
ε2−|ξ|2
)
, |ξ| ≤ ε,
0, |ξ| > ε,
with Cε chosen so that ωε (0) = 1. Now ωε has support B (0; ε) and if we set φ̂ (ξ) = ωδ (ξ) it follows that φ̂ (0) = 1
and φ̂ (ξ) = 0 when ξ ∈ ∆. Thus av = 0 a.e. implies |̂av|2 φ = 0 a.e. and so, 0 =
N∑
j,k=1
vjvkφ̂
(
ξ − (x(k) − x(j))) =
N∑
k=1
v2k and therefore vk = 0 for all k.
Next we obtain expressions for the semi-inner product and seminorm of functions in
·
WG,X .
Theorem 197 Suppose w is a weight function with properties W2.1 and W3 for some order θ ≥ 1. Suppose
v = (vi)
N
i=1 is a complex vector satisfying P
T
Xv = 0 where PX is the unisolvency matrix. Then we have the
following results:
1. If the functions fv and av are defined by
fv (x) =
N∑
k=1
vkG
(
x− x(k)
)
∈
·
WG,X , av (ξ) =
N∑
j=1
vje
−i(x(j),ξ), (4.39)
then fv ∈ Xθw and
|fv|2w,θ =
∫ |av|2
w |·|2θ
= (2π)
d
2
N∑
j,k=1
vjvkG
(
x(j) − x(k)
)
= (2π)
d
2 vTGX,Xv. (4.40)
2. Each f ∈
·
WG,X has a unique representation 4.36 and dim
·
WG,X = N −M .
3. GX,X is conditionally positive definite on nullP
T
X i.e. P
T
Xv = 0 and v 6= 0 implies vTGX,Xv > 0.
4. We have the direct sum WG,X =
·
WG,X ⊕ Pθ−1 and dimWG,X = N .
5. Xθw =WG,X ⊕W⊥G,X where
W⊥G,X =
{
u ∈ Xθw : u
(
x(k)
)
= 0 for all x(k) ∈ X
}
.
Proof. Part 1 The first step is to show that fv ∈ Xθw. Here we use the definition of Xθw given in equation 4.17 i.e.
fv ∈ S′, f̂v ∈ L1loc
(
Rd \ 0), ∫ w |·|2θ |(fv)F |2 <∞ and |α| = θ implies ξαf̂v = ξα (fv)F on S. Clearly since G ∈ S′
we have fv ∈ S′ and
f̂ν =
N∑
j=1
vjFx
[
G
(
x− x(j)
)]
=
N∑
j=1
vje
−i(x(j),ξ)Ĝ =
 N∑
j=1
vje
−i(x(j),ξ)
 Ĝ = av (ξ) Ĝ,
where av is given by 4.39.
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Thus f̂ν =
av
w|·|2θ on R
d \ 0 and since property W2.1 is 1/w ∈ L1loc it follows that f̂ν ∈ L1loc
(
Rd \ 0) and
(fν)F =
av
w |·|2θ
. (4.41)
By Theorem 196, av ∈ C∞∅,θ ∩ C∞B and so by Theorem 24 we have |av|2 ∈ C∞∅,2θ ∩ C∞B . Further
|fν |2w,θ =
∫
w |·|2θ |(fν)F |2 =
∫
w |·|2θ
∣∣∣∣∣ avw |·|2θ
∣∣∣∣∣
2
=
∫ |av|2
w |·|2θ
. (4.42)
From Theorem 9, W3.1 implies property W3.2 and W3.3 implies property W3.2, and by definition, property
W3.2 implies
∫
|·|≥r3
1
w|·|2θ < ∞ for some r3 ≥ 0. Choose φ ∈ C∞0 such that 0 ≤ φ ≤ 1 and φ (x) = 1 in a
neighborhood of 0, and define φε by: φε (ξ) = φ (εξ) for ε > 0. Then∫ |av|2
w |·|2θ
=
∫
φε |av|2
w |·|2θ
+
∫
(1− φε) |av|2
w |·|2θ
, (4.43)
and since φε |av|2 ∈ S∅,2θ we have by the basis function Definition 72 that
∫ φε|av|2
w|·|2θ =
[
Ĝ, φε |av|2
]
< ∞.
Further, for sufficiently small ε the support of (1− φε) |av|2 lies outside the sphere of radius r3 so property W3.2
now ensures that the integral 4.43 exists. To finish the proof that fv ∈ Xθw we must show that ξα (fν)F = ξαf̂ν on
S i.e. ξα av
w|·|2θ = ξ
αavĜ on S.
If |α| = θ then by Theorem 24, ξα ∈ C∞∅,θ, ξαav ∈ C∞∅,2θ ∩ C∞BP and ξαavψ ∈ S∅,2θ when ψ ∈ S so that[
ξα
av
w |·|2θ
, ψ
]
=
[
1
w |·|2θ
, ξαavψ
]
=
[
Ĝ, ξαavψ
]
=
[
ξαavĜ, ψ
]
,
as required. Thus fv ∈ Xθw and 4.42 proves the first equation of 4.40.
We have already shown that |av|2 ∈ C∞∅,2θ ∩C∞B so |av|2 φε ∈ S∅,2θ and by definition of a basis distribution∫ |av|2
w |·|2θ
φε =
[
1
w |·|2θ
, |av|2 φε
]
=
[
Ĝ, |av|2 φε
]
=
[
G, ̂|av|2 φε
]
=
N∑
j,k=1
vjvk
[
G, φ̂ε
(
· −
(
x(k) − x(j)
))]
=
N∑
j,k=1
vjvk
[
G,
∨
φε
((
x(k) − x(j)
)
− ·
)]
,
by part 2 of Theorem 196. By the convolution definition of part 2 Appendix 356,
N∑
j,k=1
vjvk
[
G,
∨
φε
((
x(k) − x(j)
)
− ·
)]
= (2π)
d
2
N∑
j,k=1
vjvk
(
G ∗
∨
φε
)(
x(k) − x(j)
)
.
Now in the tempered distribution sense as ε → 0, φε → 1 and so
∨
φε →
∨
1 = (2π)
d
2 δ and hence G ∗
∨
φε →
G ∗ (2π) d2 δ = G pointwise because by Theorem 77 and 78, if w has properties W2.1 and W3 then G ∈ C(0). Here
∨
φε is called a mollifier e.g. Lemma 2.18 Adams [3]. Thus
lim
ε→0
∫ |av|2
w |·|2θ
φε = (2π)
d
2
N∑
j,k=1
vjvkG
(
x(k) − x(j)
)
,
and finally we note that lim
ε→0
∫ |av |2
w|·|2θ φε =
∫ |av |2
w|·|2θ .
Part 2 Suppose
N∑
k=1
vkG
(
x− x(k)) = 0 for all x and PTXv = 0. Then
0 =
∣∣∣∣∣
N∑
k=1
vkG
(
x− x(k)
)∣∣∣∣∣
2
w,θ
=
∫ |av|2
w |·|2θ
.
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Since w > 0 a.e. we must conclude that av = 0 a.e. and that by part 3 of Lemma 196, vk = 0 for all k. Thus
the operator Φ : nullPTX →
·
WG,X defined by Φv =
∑N
k=1 vkG
(· − x(k)) is an isomorphism and so dim ·WG,X =
dimnullPTX = N −M by part 5 Theorem 166.
Part 3 From part 1, PTXv = 0 implies v
TGX,Xv ≥ 0. Suppose vTGX,Xv = 0 and PTXv = 0. By part 1 of this
theorem
0 = vTGX,Xv =
∣∣∣∣∣
N∑
k=1
vkG
(
x− x(k)
)∣∣∣∣∣
w,θ
,
so that
N∑
k=1
vkG
(
x− x(k)) = 0. Part 2 of this theorem then implies v = 0.
Part 4 We must show that
·
WG,X ∩ Pθ−1 = {0}. Suppose p ∈
·
WG,X ∩ Pθ−1. Then p =
N∑
k=1
vkG
(
x− x(k)) and
PTXv = 0 but by part 1, 0 = ‖p‖w,θ = (2π)
d
2 vTGX,Xv. Part 2 now implies v = 0 and hence that p = 0.
Part 5 Since
{
Rx(k) : x
(k) ∈ X} is a basis for WG,X
W⊥G,X =
{
v ∈ Xθw | (v, u)w,θ = 0 if u ∈ WG,X
}
=
{
v ∈ Xθw | (v,Rx(k))w,θ = 0 if x(k) ∈ X
}
=
{
v ∈ Xθw | v
(
x(k)
)
= 0 if x(k) ∈ X
}
.
A consequence of the last theorem is the following representation result for members of the set WG,X :
Corollary 198 Suppose the definitions and assumptions of Theorem 197 hold. If {pj}Mj=1 is basis for Pθ−1 then
the representation
WG,X =

N∑
i=1
αiG
(
· − x(i)
)
+
M∑
j=1
βjpj : P
T
Xα = 0, α = (αi) , αi, βj ∈ C
 ,
is unique in terms of αi and βj.
Proof. This follows directly from parts 2 and 4 of Theorem 197.
In Subsection 4.9.4 a matrix equation will be derived for the coefficients αi and βj . From Theorem 75 we know
that the data-translated basis functions
{
G
(· − x(i))}N
i=1
are linearly independent and from the last theorem we
know that the dimension of
·
WG,X is N −M . However no subset of the functions
{
G
(· − x(i))}N
i=1
containing
N −M of these functions spans
·
WG,X . The functions
{
G
(· − x(i))}N
i=1
can be called basis functions w.r.t.
·
WG,X
in the sense that linear combinations of these functions can be used to construct a basis for
·
WG,X . In fact, in the
next corollary we will show that provided the minimal unisolvent subset A used to construct the Riesz representer
Rx lies in X and constitutes the first M points of X , it will follow that {Rx(i)}Ni=M+1 is a basis for
·
WG,X .
Theorem 199 Suppose w is a weight function with properties W2 and W3 for order θ. Next let X =
{
x(k)
}N
k=1
be θ-unisolvent and suppose X1 =
{
x(k)
}M
k=1
is a minimal unisolvent set. Define the Riesz representer function Rx
by 4.27 using X1.
Then the spaces WG,X and
·
WG,Xhave the following properties:
1. WG,X has basis {Rx(i)}Ni=1 over the complex numbers.
2.
·
WG,Xhas basis {Rx(i)}Ni=M+1 over the complex numbers.
Proof. It will first be shown that if β = {βk}Nk=M+1 are any complex numbers then
N∑
k=M+1
βkRx(k) ∈ WG,X . Let
gβ =
N∑
k=M+1
βkRx(k) . Then each Rx(k) ∈ Xθw and from equation 4.34
(Rx(k))F = (2π)
−d/2
(Qx (e−i(x,·))) (x = x(k))
w |·|2θ
on Rd \ 0.
4.7 The basis function spaces
·
WG,X and WG,X 207
Thus
(gβ)F =
N∑
k=M+1
βk (Rx(k))F
=
(2π)
−d/2
w |·|2θ
N∑
k=M+1
βk
(
Qx
(
e−i(x,·)
))(
x = x(k)
)
=
(2π)−d/2
w |·|2θ
N∑
k=M+1
βk
e−i(x,·) − M∑
j=1
lj (x) e
−i(x(j),·)
(x = x(k))
=
(2π)−d/2
w |·|2θ
N∑
k=M+1
βk
e−i(x(k),·) − M∑
j=1
lj
(
x(k)
)
e−i(x
(j),·)

=
(2π)−d/2
w |·|2θ
 N∑
k=M+1
βke
−i(x(k),·) −
M∑
j=1
(
N∑
k=M+1
βklj
(
x(k)
))
e−i(x
(j),·)
 .
From 4.41 and 4.39 we see that if fγ =
N∑
k=1
γkG
(· − x(k)) then
(fγ)F =
(2pi)−d/2
w|·|2θ
N∑
k=1
γke
−i(x(k),·) and setting (gβ)F =
(2pi)−d/2
w|·|2θ
N∑
k=1
γke
−i(x(k),·) yields
γj =
 − (2π)
d/2
N∑
k=M+1
lj
(
x(k)
)
βj , j ≤M,
(2π)
d/2
βj , j > M.
(4.44)
The criterion of part 1 of Theorem 167 clearly implies that PTXγ = 0 and thus
fγ = (2π)
−d/2 N∑
j=1
γjG
(
x− x(j)) ∈ ·WG,X and (gβ − fγ)F = 0. But by part 4 Summary 174, gβ − fγ ∈ Pθ−1 and
thus gβ ∈WG,X . Further, gβ =
N∑
k=M+1
βkRx(k) so
N∑
k=1
βkRx(k) ∈WG,X and span {Rx(j)}Nj=1 ⊂WG,X .
To prove the converse choose u ∈ WG,X . Then u =
N∑
j=1
βjG
(· − x(j)) + q for some q ∈ Pθ−1 and β ∈ CN such
that PTXβ = 0. When γ = 0 and x = x
(j) equation 4.28 for Rx can be rearranged to give
G
(
· − x(j)
)
= (2π)d/2Rx(j) +
M∑
i=1
li
(
x(j)
)
G
(
· − x(i)
)
− qx(j) ,
where each qx(j) ∈ Pθ−1. Hence, since 4.29 implies qx(j) = (2π)
d
2 Rx(j) for j ≤M ,
N∑
j=1
βjG
(
· − x(j)
)
= (2π)
d
2
N∑
j=1
βjRx(j) +
N∑
j=1
βj
M∑
i=1
li
(
x(j)
)
G
(
· − x(i)
)
−
N∑
j=1
βjqx(j)
= (2π)
d
2
N∑
j=M+1
βjRx(j) +
M∑
i=1
 N∑
j=1
βj li
(
x(j)
)G(· − x(i))− N∑
j=M+1
βjqx(j) ,
208 4. The basis function interpolant and its convergence to the data function
and so
u =
N∑
j=1
βjG
(
· − x(j)
)
+ q
= (2π)
d
2
N∑
j=M+1
βjRx(j) +
M∑
i=1
 N∑
j=1
βj li(x
(j))
G(· − x(i))− N∑
j=M+1
βjqx(j) + q
= (2π)
d
2
N∑
j=M+1
βjRx(j) +
M∑
i=1
βi + N∑
j=M+1
βj li(x
(j))
G(· − x(i))− N∑
j=M+1
βjqx(j) + q
= (2π)
d
2
N∑
j=M+1
βjRx(j) −
N∑
j=M+1
βjqx(j) + q,
since by part 1 Theorem 167, PTXβ = 0 iff βi = −
N∑
j=M+1
βjli
(
x(j)
)
for each li. Thus WG,X = span
C
{Rx(j)}Nj=1.
Further, by part 2 of Theorem 187, we know that Rx(j) = lj for 1 ≤ j ≤ M and so span
C
{Rx(j)}Mj=1 = Pθ−1.
Therefore the result WG,X =
·
WG,X ⊕ Pθ−1 from Theorem 197 implies that
·
WG,X = span
C
{Rx(j)}Nj=M+1.
The previous theorem assumed that the Riesz representers were constructed from a minimal unisolvent subset
X1 of X which consisted of the first M points of X . The next corollary weakens this assumption by that we can
choose any minimal unisolvent subset of X . Now recall Definition 160 regarding permutation theory.
Corollary 200 Suppose w is a weight function with properties W2 and W3 for order θ. Next let X =
{
x(k)
}N
k=1
be θ-unisolvent and suppose A ⊂ X is any minimal unisolvent subset. Denote its cardinal basis by {lk}Mk=1 and
define the Riesz representer function Rx by 4.30. Then the spaces WG,X and
·
WG,X have the following properties:
1. WG,X has basis {Rx(i)}Ni=1 over the complex numbers.
2.
·
WG,X has basis
{
Rx(i) : x
(i) /∈ A} over the complex numbers.
Proof. Part 1 We want to use Theorem 199 so start by re-ordering X using a permutation π such that the first
M points in πX belong to A. By Theorem 199, WG,piX has basis
{
Ry(i) (πA)
}N
i=1
where y(i) = x(pi(i)). By 4.30
the function Rx only depends on G, A and x and by Theorem 182, Rx is independent of the order of A. Hence
WG,piX has bases
{
Ry(i) (πA)
}N
i=1
=
{
Ry(i) (A)
}N
i=1
= {Rx(i)}Ni=1. By Theorem 195 the set WG,X is independent
of the order of the points in X . Hence WG,piX =WG,X and we have part 1.
Part 2 We know from part 4 Theorem 197 that WG,X =
·
WG,X ⊕Pθ−1, and from part 2 Theorem 187 we know
that
{
Rx(i) : x
(i) ∈ A} is the cardinal basis for Pθ−1 generated by A. Thus ·WG,Xhas basis {Rx(i) : x(i) /∈ A}.
4.8 The vector-valued evaluation operator E˜X
The vector-valued evaluation operator E˜X and its adjoint will be fundamental to the study of the interpolant in
this document and to the smoothers in the later chapters. This function evaluates a function on an ordered set of
points to form a complex vector.
Definition 201 The vector-valued evaluation operator E˜X
Let X =
{
x(i)
}N
i=1
be a set of N distinct points in Rd. Let u be a continuous function. Then the evaluation
operator E˜X is defined by
E˜Xu =
(
u
(
x(i)
))N
i=1
.
Sometimes we will use the more compact notation uX for E˜Xu and when dealing with matrices E˜Xu will be
regarded as a column vector.
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We will now assume that the weight function w satisfies properties W2 and W3 for order θ and smoothness κ.
Then the functions in Xθw are continuous. The Riesz representer Rx of the evaluation functional f → f(z) allows
some important properties of the evaluation operator E˜X to be proved. In the next theorem we assume that the
first M points in X are minimally unisolvent and use these to generate Rx.
Theorem 202 Suppose that X =
{
x(i)
}N
i=1
is a θ-unisolvent set of distinct points in Rd. Assume that A ={
a(i)
}M
i=1
is any minimal unisolvent subset with cardinal basis {lk}Mk=1 which we use to define the Riesz representer
Rx, the Light norm ‖·‖w,θ and the Lagrangian interpolation operator P. Then:
1. The evaluation operator E˜X :
(
Xθw, ‖·‖w,θ
)
→ (CN , |·|) is continuous and onto. Also, null E˜X =W⊥G,X .
2. The adjoint operator E˜∗X : CN → Xθw, defined by
(
E˜Xf, β
)
CN
=
(
f, E˜∗Xβ
)
w,θ
, satisfies
E˜∗Xβ =
N∑
i=1
βiRx(i) , β ∈ CN , (4.45)
and E˜∗X is continuous, 1-1 and maps
(
CN , |·|) onto (WG,X , ‖·‖w,θ).
3.
∥∥∥E˜∗X∥∥∥ = ∥∥∥E˜X∥∥∥ = ‖RX,X‖, where RX,X = (Rx(j)(x(i))) is the (regular) reproducing kernel matrix discussed
in Subsection 4.6.2 and ‖·‖ is the matrix norm corresponding to the Euclidean vector norm.
4. Assuming β is a column vector and E˜X is a column vector we have
E˜X E˜∗Xβ = RX,Xβ, β ∈ CN .
5. Assuming that E˜X and γ are column vectors,
E˜X E˜∗Aγ = LXγ, γ ∈ CM ,
where LX =
(
lj
(
x(i)
))
is the N×M cardinal unisolvent matrix (Definition 165) corresponding to the minimal
unisolvent set A.
6. E˜∗X E˜X : Xθw →WG,X is onto and null E˜∗X E˜X =W⊥G,X. Also, for u ∈ Xθw
(
E˜∗X E˜Xu
)
(x) =
N∑
i=1
u
(
x(i)
)
Rx(i) (x) =
u, N∑
j=1
Rx(j) (x)Rx(j)

w,θ
.
7. For α ∈ CN ,
(
PE˜∗Xα
)
(x) =
(
αTLX
)
l˜ (x) where l˜ (x) = (li (x)).
8. E˜XPf = LX E˜Af .
Proof. Parts 1 and 2 We will first show that E˜X is continuous. In fact
∣∣∣E˜Xu∣∣∣2
CN
=
N∑
i=1
∣∣∣u(x(i))∣∣∣2 = N∑
i=1
∣∣∣(u,Rx(i))w,θ∣∣∣2 ≤ N∑
i=1
‖u‖2w,θ ‖Rx(i)‖2w,θ
=
(
N∑
i=1
‖Rx(i)‖2w,θ
)
‖u‖2w,θ ,
so that E˜X : Xθw → CN is continuous. Next we show that E˜X is onto. The Hilbert space adjoint E˜∗X of E˜X is
defined by (
E˜Xu, β
)
CN
=
(
u, E˜∗Xβ
)
w,θ
. (4.46)
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We now calculate the adjoint by using the representer Rx to good effect.(
E˜Xu, β
)
CN
=
N∑
i=1
u
(
x(i)
)
βi =
N∑
i=1
(u,Rx(i))w,θ βi =
(
u,
N∑
i=1
βiRx(i)
)
w,θ
,
so that
E˜∗Xβ =
N∑
i=1
βiRx(i) , β ∈ CN . (4.47)
In Corollary 200 it was shown that the functions {Rx(i)}Ni=1 form a basis for WG,X . Hence range E˜∗X =WG,X and
null E˜∗X = {0}. We now recall the closed-range theorem e.g. Yosida [31], which states that for a continuous linear
operator S the rangeS is closed iff rangeS∗ is closed. Since range E˜∗X = WG,X is finite dimensional it is closed so
we conclude that range E˜X is closed. Consequently, using the result that rangeS = (nullS∗)⊥ for any continuous
linear operator S, we have
range E˜X = range
(
E˜X
)
=
(
null E˜∗X
)⊥
= {0}⊥ = RN .
Finally, from 4.46, E˜Xu = 0 iff
(
E˜Xu, β
)
CN
= 0 for all β ∈ CN iff
(
u, E˜∗Xβ
)
w,θ
= 0 for all β ∈ CN . But
range E˜∗X =WG,X so E˜Xu = 0 iff (u, f)w,θ = 0 for all f ∈ WG,X i.e. iff u ∈W⊥G,X .
Part 3 That
∥∥∥E˜∗X∥∥∥ = ∥∥∥E˜X∥∥∥ is an elementary property of the adjoint. Now
∥∥∥E˜∗Xβ∥∥∥2
w,θ
=
 N∑
i=1
βiRx(i) ,
N∑
j=1
βjRx(j)

w,θ
=
N∑
i,j=1
βiβj (Rx(i) , Rx(j))w,θ
=
N∑
i,j=1
βiβjRx(i)
(
x(j)
)
=
N∑
i,j=1
βiβjRx(j)
(
x(i)
)
= βTRX,Xβ
= β
T
RX,Xβ,
so that,
∥∥∥E˜∗X∥∥∥ = max
β∈CN
‖E˜∗Xβ‖w,θ
|β| = max
β∈CN
√
β
T
RX,Xβ
|β| = max
β∈CN
√
βTRX,Xβ
|β| and this expression is the largest (positive)
eigenvalue of the Hermitian matrix RX,X . But this is also the value of ‖RX,X‖ so
∥∥∥E˜∗X∥∥∥ = ‖RX,X‖.
Part 4
E˜X E˜∗Xβ = E˜X
 N∑
j=1
βjRx(j)
 =
 N∑
j=1
βjRx(j)
(
x(i)
)
j=1,N
=
(
Rx(j)
(
x(i)
))
β = RX,Xβ.
Part 5 By part 2 Theorem 187, Ra(j) = lj for j ≤M
E˜X E˜∗Aγ = E˜X
 M∑
j=1
γjRa(j)
 = E˜X
 M∑
j=1
γj lj
 =
 M∑
j=1
γj lj
(
x(i)
)
i=1,N
= LXγ.
Part 6 By part 1, E˜X : Xθw → CN is onto and null E˜X = W⊥G,X . By part 2, E˜∗X : CN → WG,X is onto and 1-1.
These facts directly imply E˜∗X E˜X : Xθw→WG,X is onto and null E˜∗X E˜X =W⊥G,X .
(
E˜∗X E˜Xf
)
(x) =
(
E˜∗X E˜Xf,Rx
)
w,θ
=
(
E˜Xf, E˜XRx
)
CN
=
N∑
j=1
f
(
x(j)
)
Rx
(
x(j)
)
=
N∑
j=1
f
(
x(j)
)
Rx(j) (x) ,
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so that
E˜∗X E˜Xf =
N∑
j=1
f
(
x(j)
)
Rx(j) . (4.48)
Also
(
E˜∗X E˜Xf
)
(x) =
(
f, E˜∗X E˜XRx
)
w,θ
, but by 4.48, E˜∗X E˜XRx =
N∑
j=1
Rx(j) (x)Rx(j) , so that
(
E˜∗X E˜Xf
)
(x) =
f, N∑
j=1
Rx(j) (x)Rx(j)

w,θ
.
Part 7 We must show that
(
PE˜∗Xα
)
(x) = αTLX l˜ (x).
(
PE˜∗Xα
)
(x) = P
N∑
j=1
αjRx(j) (x) =
N∑
j=1
αjPRx(j) (x) =
N∑
j=1
αj
M∑
i=1
Rx(j)
(
a(i)
)
li (x)
=
N∑
j=1
αj
M∑
i=1
Ra(i)
(
x(j)
)
li (x)
=
N∑
j=1
αj
M∑
i=1
li
(
x(j)
)
li (x)
= αTLX l˜ (x) .
Part 8 Since LX =
(
lj
(
x(i)
))
E˜XPf = E˜X
M∑
j=1
f
(
a(j)
)
lj =
M∑
j=1
f
(
a(j)
)
E˜X lj = LX E˜Af.
4.9 Variational interpolation with basis functions
The mathematical machinery we have developed above will now be applied to studying two variational interpolation
problems. These will be called the minimal norm and minimal seminorm problems respectively. The minimal
seminorm problem will involve minimizing the seminorm of the spaceXθw over the functions inX
θ
w which interpolate
the data points
{(
x(i), yi
)}N
i=1
. The minimal norm problem will involve minimizing the Light norm of the space
Xθw over the functions in X
θ
w which interpolate the data. We show the minimal norm problem has a unique solution
and then show the minimal seminorm problem has the same, unique solution and that this solution lies in the
finite dimensional space WG,X where G is an order θ basis function of the weight function w and X = {x(i)}Ni=1
i.e. the solution is a basis function interpolant. A matrix equation is also derived for the coefficients of the basis
functions.
To render the interpolation problem meaningful we suppose the weight function w has weight properties W2 and
W3 for order θ and smoothness parameter κ, so that Xθw is a space of continuous functions. Further, the conditions
on w allow us to define a continuous basis function G of order θ.
4.9.1 The minimal seminorm interpolation problem
The scattered data set to be interpolated consists of interpolating the N data points{(
x(i), yi
)}N
i=1
, x(i) ∈ Rd, x(i) distinct, yi ∈ R.
We call X = {x(i)}Ni=1 the independent data and y = {yi}Ni=1 the dependent data, and the data will sometimes
be referred to as [X, y]. The points in X are not completely unconstrained because it will be assumed that X
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is unisolvent with respect to the polynomials Pθ−1 (Definition 159). We now require that a minimal seminorm
interpolant uI satisfies
|uI |w,θ = min
{
|u|w,θ : u ∈ Xθw; uI
(
x(i)
)
= yi, i = 1, . . . , N
}
.
4.9.2 The minimal norm interpolation problem
Since the independent data X is θ-unisolvent, from Definition 159 there is at least one minimal unisolvent subset
of X , say A. Denote by b the dependent data corresponding to A. The Light norm ‖·‖w,θ of 4.24 is now constructed
using A. The scattered data is the same as for the minimal seminorm interpolation problem i.e. the minimal norm
interpolant uI satisfies
‖uI‖w,θ = min
{
‖uI‖w,θ : u ∈ Xθw, uI
(
x(i)
)
= yi for i = 1, . . . , N
}
. (4.49)
Using Hilbert space techniques, we now want to do the following:
1. Show their exists a unique minimal norm interpolant.
2. Show their exists a unique minimal seminorm interpolant.
3. Show these interpolants are identical.
4. Show the interpolant is a basis function interpolant lying in the space WG,X i.e. it can be written as a linear
combination of data-translated basis functions plus a polynomial of degree less than θ.
4.9.3 Solving the minimal interpolation problems
In this subsection we show the minimal norm interpolation problem has a unique solution which we call the
minimal norm interpolant. It is then shown that this solution is also the unique solution to the minimum seminorm
interpolation problem. We then derive a formula for this solution which implies that the solution lies in the finite
dimensional space WG,X introduced in Definition 193. The last result will allow us to derive matrix results for the
interpolant in the next subsection.
Theorem 203 Endow Xθw with the Light norm ‖·‖w,θ defined by 4.24 using A. Then there exists a unique minimal
norm interpolant. In fact, given y ∈ RN there is a unique interpolant uI ∈ Xθw such that
‖uI‖w,θ = min
{
‖u‖w,θ : u ∈ Xθw and E˜Xu = y
}
. (4.50)
If v ∈ Xθw is any other interpolant satisfying E˜Xv = y then
‖uI‖2w,θ + ‖v − uI‖2w,θ = ‖v‖2w,θ , (4.51)
or equivalently
(v − uI , uI)w,θ = 0. (4.52)
Proof. Now by part 2 of Theorem 202 the evaluation operator E˜X : Xθw → RN is continuous and onto, and since
the singleton set {y} is closed, it follows that the set{
u : E˜Xu = y
}
= E˜−1X (y) ,
is a non-empty, proper, closed subspace of the Hilbert space Xθw. Hence this subspace contains a unique element
of smallest norm, say uI , which satisfies equation 4.50. If E˜Xv = y then{
u : u ∈ Xθw and E˜Xu = y
}
=
{
v − s : s ∈ null E˜X
}
.
Now
min
{
‖v − s‖w,θ : s ∈ null E˜X
}
= dist
(
v, null E˜X
)
,
is the distance between v and the closed subspace null E˜X . Therefore there exists a unique sI ∈ null E˜X such that
uI = v − sI , (4.53)
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‖v − sI‖w,θ = min
{
‖v − s‖w,θ : s ∈ null E˜X
}
,
and
‖sI‖2w,θ + ‖v − sI‖2w,θ = ‖v‖2w,θ . (4.54)
Substituting for sI in 4.54 using 4.53 yields 4.51. Equation 4.52 follows since it is a necessary and sufficient
condition for 4.51 to be true.
Theorem 204 The unique minimal norm interpolant uI of Theorem 203 is the unique minimal seminorm inter-
polant. In fact, suppose y ∈ RN . Then
|uI |w,θ = min
{
|u|w,θ : u ∈ Xθw and E˜Xu = y
}
. (4.55)
If v is any other interpolant satisfying E˜Xv = y then
|uI |2w,θ + |v − uI |2w,θ = |v|2w,θ , (4.56)
or equivalently
〈v − uI , uI〉w,θ = 0. (4.57)
Proof. Recall that the Light norm 4.24 for the minimal norm interpolant problem 4.49 was constructed using the
minimally unisolvent subset A of independent data which had corresponding dependent data y′. Since E˜Xf = y
‖f‖2w,θ = |f |2w,θ +
∑
x(i)∈A
∣∣∣f(x(i))∣∣∣2 = |f |2w,θ + |y′|2 ,
By Theorem 203 there exists a unique minimal norm interpolant uI such that
‖uI‖w,θ = min
{
‖u‖w,θ : u ∈ Xθw and E˜Xu = y
}
,
and hence
|uI |2w,θ + |b|2 = min
{
|u|2w,θ + |y′|2 : u ∈ Xθw and E˜Xu = y
}
= min
{
|u|2w,θ : u ∈ Xθw and E˜Xu = y
}
+ |y′|2 ,
so that
‖uI‖w,θ = min
{
|u|w,θ : u ∈ Xθw and E˜Xu = y
}
.
To prove equalities 4.56 and 4.57 first note that if E˜Xf = 0 then ‖f‖2w,θ = |f |2w,θ +
∑M
i=1
∣∣f(x(i))∣∣2 = |f |2w,θ.
Thus, since E˜X (v − uI) = 0,
|uI |2w,θ + |v − uI |2w,θ = |uI |2w,θ + ‖v − uI‖2w,θ = ‖uI‖2w,θ − |y′|2 + ‖v − uI‖2w,θ
= ‖v‖2w,θ − |y′|2 , by 4.51,
= |v|2w,θ ,
which proves 4.56. To prove 4.57 we use equation 4.52 to obtain:
0 = (v − uI , uI)w,θ = 〈v − uI , uI〉w,θ +
M∑
i=1
(v − uI)
(
x(i)
)
uI
(
x(i)
)
= 〈v − uI , uI〉w,θ ,
since v
(
x(i)
)
= uI
(
x(i)
)
for i = 1, . . . , N .
There is a very close connection between the minimal norm interpolants, the space WG,X and the adjoint E˜∗X
4.47 of the evaluation operator E˜X . The next theorem describes this connection and characterizes the space of
minimal norm interpolants associated with a given unisolvent set of independent data points X .
The minimal norm interpolation problem was formulated using a Light norm ‖·‖w,θ 4.24 constructed with a
minimal unisolvent set A ⊂ X and the corresponding cardinal basis of A. In the next theorem we will also
construct the Riesz representer Rx 4.30 using A and its cardinal basis. Then by Definition 191 the reproducing
kernel matrix RX,X is given by RX,X =
(
Rx(j)(x
(i))
)
.
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Theorem 205 We know from Theorem 203 that for given dependent data [X ; y] we can associate a unique minimal
norm interpolant uI ∈ Xθw. In fact
uI = E˜∗X (RX,X)−1 y ∈ WG,X , (4.58)
and the space of all minimal norm interpolants is WG,X . Here RX,X is the reproducing kernel matrix.
Proof. From parts 3 and 4 of Theorem 202 E˜X E˜∗X = RX,X and so
E˜X E˜∗Xy =
((
E˜∗Xy
)(
x(i)
))
= RX,Xy,
where RX,X is regular by part 2 Theorem 192. In general RX,X 6= I so in general E˜X E˜∗Xy 6= y and E˜∗Xy is not an
interpolant of y.
However, E˜X E˜∗X (RX,X)−1 = I, so E˜∗X (RX,X)−1 y is an interpolant and
E˜∗X (RX,X)−1 y ∈ WG,X . For convenience set u = E˜∗X (RX,X)−1 y. We want to show that u = uI . But since both
uI and u interpolate y
(u, uI − u)w,θ =
(
E˜∗X (RX,X)−1 y, uI − u
)
w,θ
=
(
(RX,X)
−1 y, E˜X (uI − u)
)
w,θ
= 0,
and so
‖uI‖2w,θ = ‖uI − u+ u‖2w,θ = ‖uI − u‖2w,θ + ‖u‖2w,θ .
If u 6= uI then ‖u‖w,θ < ‖uI‖w,θ, contradicting the fact that uI is the minimal norm interpolant. Because RX,X
is regular, (RX,X)
−1 is an isomorphism from RN to RN , and because E˜∗X is an isomorphism from RN to WG,X ,
the formula uI = E˜∗X (RX,X)−1 y implies that range
(
E˜∗X (RX,X)−1
)
=WG,X .
4.9.4 Matrix equations for the minimal seminorm interpolant
We now know from Theorem 205 that the minimal seminorm interpolant lies in the finite dimensional spaceWG,X .
Hence we should now be able to derive a matrix equation for the coefficients of the G
(· − x(k)). This equation will
be constructed using the basis function matrix and the unisolvent matrix. This will require the following lemma
which turns out to be very useful since it provides key results for a block matrix which has a structure central to
the study of the matrix equations in both basis function interpolation and basis function smoothing theory.
Lemma 206 Let B be a complex-valued matrix and C be a real-valued matrix. Suppose the block matrix
(
B C
CT O
)
is square.
Suppose further that for complex vectors z
zTBz = 0 and CT z = 0 implies z = 0. (4.59)
1. Then the equation (
B C
CT O
)(
u
v
)
=
(
0
0
)
,
implies u = 0 and v ∈ nullC.
2. If, further to part 1, nullC = {0} then the block matrix is regular.
Proof. Part 1 We proceed by showing that(
B C
CT O
)(
u
v
)
=
(
0
0
)
,
implies u = 0. Expanding this block matrix equation yields Bu+ Cv = 0 and CTu = 0. Thus
0 = uT (Bu+ Cv) = uTBu+ uTCv = uTBu+ (CTu)T v = uTBu,
and so uTBu = 0. Set x = u. Then xTBx = 0 and CTx = 0, and so 4.59 implies x = 0. Hence u = 0 and Bv = 0.
Part 2 Clearly if nullC = {0}, by part 1 the block matrix has null space zero and so is regular.
We now derive the matrix equation for minimal seminorm interpolant:
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Theorem 207 Suppose {pj}Mj=1 is any basis for Pθ−1. The space WG,X contains only one minimal seminorm
interpolant uI to any given data vector y ∈ RN . This minimal seminorm interpolant uI is given uniquely by
uI (x) =
N∑
i=1
viG
(
x− x(i)
)
+
M∑
j=1
βjpj(x), (4.60)
where the coefficient vectors v = (vi) and β = (βj) satisfy the matrix equation(
GX,X PX
PTX O
)(
v
β
)
=
(
y
0
)
. (4.61)
Here PX is the unisolvency matrix
(
pj
(
x(i)
))
and GX,X is the basis function matrix
(
G
(
x(i) − x(j))).
Also, the matrix
(
GX,X PX
PTX O
)
has size (N +M)× (N +M) and is regular.
Proof. By Theorem 205, WG,X contains only one minimal seminorm interpolant. Using equation 4.60 and the
interpolation requirement uI
(
x(i)
)
= yi we obtain the pair of equations
GX,Xv + PXβ = y; P
T
Xv = 0,
or in block matrix form (
GX,X PX
PTX O
)(
v
β
)
=
(
y
0
)
.
By part 3 Theorem 197, vTGX,Xv = 0 and P
T
Xv = 0 implies v = 0, and since X is unisolvent, part 1 Theorem
166 implies nullPX = {0}. Thus, by Lemma 206 above, the matrix of 4.61 is regular and the interpolation problem
has a unique solution
(
vT , βT
)
.
From part 1 Corollary 200 {Rx(i)}Ni=1 is a basis for WG,X . In the next theorem we give the corresponding matrix
equation for the minimal norm interpolant.
Theorem 208 We know from Theorem 203 that for given independent data X =
{
x(i)
}
and dependent data
y ∈ RN we can associate a unique minimal norm interpolant uI ∈ Xθw. In fact, if RX,X =
{
Rx(j)
(
x(i)
)}
is the
reproducing kernel matrix then
uI =
N∑
i=1
viRx(i) , when RX,Xv = y, (4.62)
where Rx is the Riesz representer of the evaluation functional f → f (x).
Proof. uI = E˜∗X (RX,X)−1 y = E˜∗Xv =
∑N
i=1 viRx(i) .
4.9.5 The minimal interpolant mapping and data functions
The last theorem allows us to define the mapping between a data function and its corresponding interpolant. We
call this the minimal interpolant mapping:
Definition 209 Data functions and the minimal interpolant mapping IX : Xθw →WG,X
Given an independent data set X, we shall assume that each member of Xθw can act as a legitimate data function
f and generate the data vector E˜Xf .
Equation 4.58 of Theorem 205 enables us to define the linear mapping IX : Xθw → WG,X from the data functions
to the corresponding unique minimal interpolant IXf = uI given by
IXf = E˜∗X (RX,X)−1 E˜Xf, f ∈ Xθw. (4.63)
The purpose of the minimal interpolant mapping will be to study the pointwise convergence of the interpolant
to its data function.
Theorem 210 The minimal interpolant mapping IX : Xθw →WG,X has the following properties:
1. ‖IXf‖w,θ ≤ ‖f‖w,θ and ‖(I − IX) f‖w,θ ≤ ‖f‖w,θ.
2. |IXf |w,θ ≤ |f |w,θ and |(I − IX) f |w,θ ≤ |f |w,θ.
216 4. The basis function interpolant and its convergence to the data function
3. IX is a continuous projection onto WG,X with null space W⊥G,X .
4. IX is self-adjoint.
Proof. Part 1 Follows from 4.51 since the data function is an interpolant.
Part 2 Follows from part 1 since IX is an interpolant.
Part 3 Part 1 implies continuity. Part 4 of Theorem 202 implies E˜X E˜∗X = RX,X and RX,X is Hermitian and
regular. Hence 4.63 implies IX is a projection and thus onto. Further, E˜∗X is 1-1 by part 2 of Theorem 202 so 4.63
implies IXf = 0 iff E˜Xf = 0 iff f ∈W⊥G,X by part 1 of Theorem 202.
Part 4 By 4.63, (IXf, g)w,θ =
(
E˜∗X (RX,X)−1 E˜Xf, g
)
w,θ
=
=
(
(RX,X)
−1 E˜Xf, E˜Xg
)
w,θ
=
(
f, E˜∗X (RX,X)−1 E˜Xg
)
w,θ
since RX,X is Hermitian.
4.10 Convergence orders for the minimal interpolant
The estimates for the order of pointwise convergence obtained here are derived using similar techniques to those
of Light and Wayne in [12] and [13]. We use the Lagrange interpolation theory from [13] and the function rx (x).
4.10.1 A unisolvency lemma
To study the convergence of the minimal interpolant we will also need the following lemma which supplies some
elementary results from the theory of Lagrange interpolation. These results are stated without proof. This lemma
has been created from Lemma 3.2, Lemma 3.5 and the first two paragraphs of the proof of Theorem 3.6 of Light
and Wayne [13]. The results of this lemma do not involve any reference to weight or basis functions or functions
in Xθw, but consider the properties of the set which contains the independent data points and the order of the
unisolvency used for the interpolation. Thus we have separated the part of the proof that involves weight functions
from the part that uses the detailed theory of Lagrange interpolation operators.
Lemma 211 Assume first that:
1. Ω is a bounded, open, connected subset of Rd having the cone property.
2. X is a unisolvent subset of Ω of order θ.
Suppose (lj)
M
j=1 = l˜A is the cardinal basis of Pθ−1 with respect to a minimal unisolvent set A ⊂ Ω. Using
Lagrange interpolation techniques, it can be shown there exists a constant K ′Ω,θ > 0 such that
M∑
j=1
|lj (x)| =
∣∣∣l˜A (x)∣∣∣
1
≤ K ′Ω,θ, x ∈ Ω,
for all minimal unisolvent subsets A ⊂ Ω. Now define the spherical cavity size by
hX,Ω = sup
ω∈Ω
dist (ω,X) , (4.64)
and fix x ∈ Ω. Using Lagrange interpolation techniques it can be shown there are constants cΩ,θ, hΩ,θ > 0 such
that when hX,Ω < hΩ,θ there exists a minimal unisolvent set A ⊂ X satisfying
diamAx ≤ cΩ,θhX,Ω,
where Ax = A ∪ {x}.
Remark 212 If ω1 is one of the furthest points in Ω from X then hX,Ω = dist (ω1, X). hX,Ω can also be interpreted
as the radius of the largest sphere (cavity) centred in Ω that can be placed between the points in X.
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4.10.2 An upper bound for
√
rx (x)
Theorem 213 Suppose w is a weight function with properties W2 and W3 for order θ and smoothness κ, and
that G is a basis function of order θ. Suppose A =
{
a(k)
}M
k=1
is a minimal θ-unisolvent set and that {lk}Mk=1 is the
corresponding unique cardinal basis for Pθ−1. Now construct P, Q and Rx using A and {lk}Mk=1. Then if rx = QRx:
1. √
rx (x) ≤ d
η/2
(2π)
d
4
(diamAx)
η√
(2η)!
(
1 +
M∑
k=1
|lk (x)|
)
max
|β|=2η
|y|≤diamAx
√
|DβG (y)|, x ∈ Rd,
2. and suitable for radial basis functions:
√
rx (x) ≤ 1
(2π)
d
4
(diamAx)
η√
(2η)!
(
1 +
M∑
k=1
|lk (x)|
)
max
|y|≤diamAx
√∣∣∣((̂·D)2η G) (y)∣∣∣, x ∈ Rd,
where η = min
{
θ, 12 ⌊min 2κ⌋
}
, Ax = A ∪ {x} and ((̂·D) u) (x) =
d∑
k=1
x̂kDku (x), x̂ = x/ |x|. For properties of
the operator ·̂D and its action on radial functions see Lemma 386 in the Appendix.
Proof. From part 4 of Theorem 188, rx (y) = 〈rx, ry〉w,θ so that rx (x) = |rx|2w,θ ≥ 0.
Also from Theorem 188, rx (y) = (2π)
− d2 QyQxG (y − x) when x 6= y.
Now from Theorem 78 or 77 or 79, G ∈ C(⌊2κ⌋)BP ⊂ C(⌊min 2κ⌋)BP and on expanding G about the origin using the
Taylor’s series with integral remainder in the Appendix A.8 we get
G (y − x) =
∑
|β|<2η
(y − x)β
β!
(
DβG
)
(0) +R2η (0, y − x) . (4.65)
To calculate rx (y) apply the operator QyQx to 4.65 and then, noting that 2η ≤ 2θ, use Theorem 181 to eliminate
the power series and obtain
rx (y) = (2π)
− d2 QyQxR2η (0, y − x). Expanding Qy and Qx using Py and Px now gives
(2π)
d
2 rx (y) = R2η (0, y − x)− Px (R2η (0, y − x))− Py (R2η (0, y − x)) + PyPx (R2η (0, y − x))
= R2η (0, y − x)−
M∑
j=1
R2η
(
0, y − a(j)
)
lj (x)−
M∑
k=1
R2η
(
0, a(k) − x
)
lk (y)+
+
M∑
j,k=1
R2η
(
0, a(k) − a(j)
)
lj (x) lk (y) ,
so that
(2π)
d
2 rx (x) ≤
M∑
j=1
∣∣∣R2η (0, x− a(j))∣∣∣ |lj (x)|+ M∑
k=1
∣∣∣R2η (0, a(k) − x)∣∣∣ |lk (x)|+
+
M∑
j,k=1
∣∣∣R2η (0, a(k) − a(j))∣∣∣ |lj (x)| |lk (x)|
≤ 2
(
M∑
k=1
|lk (x)|
)
max
k
∣∣∣R2η (0, x− a(k))∣∣∣+( M∑
k=1
|lk (x)|
)2
max
j,k
∣∣∣R2η (0, a(k) − a(j))∣∣∣ .
The two remainder estimates A.15 and A.18 for the Taylor series in Appendix A.8, namely:
|R2η (0, b)| ≤

dη|b|2η
(2η)! max|β|=2η
s∈[0,1]
∣∣(DβG) (sb)∣∣ ,
|b|2η
(2η)! maxs∈[0,1]
∣∣∣((̂·D)2η G) (sb)∣∣∣ ,
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The first remainder estimate yields
(2π)
d
2 rx (x) ≤ d
η/2
(2η)!
2
(
M∑
k=1
|lk (x)|
)(
max
k
∣∣∣x− a(k)∣∣∣)2η max
|β|=2η
|y|≤diamAx
∣∣DβG (y)∣∣+
+
dη/2
(2η)!
(
M∑
k=1
|lk (x)|
)2 (
max
j,k
∣∣∣a(j) − a(k)∣∣∣)2η max
|β|=2η
|y|≤diamAx
∣∣DβG (y)∣∣
<
dη/2
(2η)!
(
1 +
M∑
k=1
|lk (x)|
)2
(diamAx)
2η
max
|β|=2η
|y|≤diamAx
∣∣DβG (y)∣∣ ,
so that √
rx (x) ≤ d
η/2
(2π)
d
4
(diamAx)
η√
(2η)!
(
1 +
M∑
k=1
|lk (x)|
)
max
|β|=2η
|y|≤diamAx
√
|DβG (y)|.
The second remainder estimate yields
(2π)
d
2 rx (x) ≤ 2
(
M∑
k=1
|lk (x)|
)
max
k
∣∣∣R2η (0, x− a(k))∣∣∣+( M∑
k=1
|lk (x)|
)2
max
j,k
∣∣∣R2η (0, a(k) − a(j))∣∣∣
≤ 2
(
M∑
k=1
|lk (x)|
)
max
k
∣∣x− a(k)∣∣2η
(2η)!
max
s∈[0,1]
∣∣∣((̂·D)2η G)(s(x− a(k)))∣∣∣+
+
(
M∑
k=1
|lk (x)|
)2
max
j,k
∣∣a(k) − a(j)∣∣2η
(2η)!
max
s∈[0,1]
∣∣∣((̂·D)2η G)(s(a(k) − a(j)))∣∣∣
≤ 2
(
M∑
k=1
|lk (x)|
)
max
k
∣∣x− a(k)∣∣2η
(2η)!
max
|y|≤diamAx
∣∣∣((̂·D)2η G) (y)∣∣∣+
+
(
M∑
k=1
|lk (x)|
)2
max
j,k
∣∣a(k) − a(j)∣∣2η
(2η)!
max
|y|≤diamAx
∣∣∣((̂·D)2η G) (y)∣∣∣
≤ 2
(
M∑
k=1
|lk (x)|
)
(diamAx)
2η
(2η)!
max
|y|≤diamAx
∣∣∣((̂·D)2η G) (y)∣∣∣+
+
(
M∑
k=1
|lk (x)|
)2
(diamAx)
2η
(2η)!
max
|y|≤diamAx
∣∣∣((̂·D)2η G) (y)∣∣∣ ,
so that √
rx (x) ≤ (diamAx)
η
(2π)
d
4
√
(2η)!
(
1 +
M∑
k=1
|lk (x)|
)
max
|y|≤diamAx
√∣∣∣((̂·D)2η G) (y)∣∣∣.
4.10.3 The order of pointwise convergence of the interpolant to its data function
The result of the previous subsection now allow us to prove the pointwise convergence of the minimal interpolant
to its data function and to derive an order of convergence. The concept of interpolation error and convergence go
hand in hand. The interpolation error is simply the difference between the interpolant and the data function at a
given point.
Before deriving the interpolation error estimate I will show that there exists a nested sequence of independent
data sets with sparsity tending to zero.
Theorem 214 Suppose Ω is a bounded, open set containing all the independent data sets. Then there exists a
sequence of independent data sets X(k) ⊂ Ω such that X(k) ⊂ X(k+1) and hX(k) → 0 as k →∞.
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Proof. For k = 1, 2, 3, . . . there exists a finite covering of Ω by the balls{
B
(
a
(j)
k ;
1
k
)}Mk
j=1
. Construct X(1) by choosing points from Ω so that one point lies in each ball B
(
a
(j)
k ; 1
)
.
Construct X(k+1) by first choosing the points X(k) and then at least one extra point so that X(k+1) contains
points from each ball B
(
a
(j)
k+1;
1
k+1
)
.
Then x ∈ Ω ∩X(k) implies x ∈ B
(
a
(j)
k ;
1
k
)
for some j and hence dist
(
x,X(k)
)
< 1k .
Hence hX(k) = sup
x∈Ω
dist
(
x,X(k)
)
< 1k and limk→∞
hX(k) = 0.
The next theorem derives an upper bound for the uniform pointwise error of the minimal interpolant in terms
of the product of the seminorm of the data function, a power of the sparsity of the independent data and various
constants derived from the theory of Lagrange interpolation.
The order of uniform pointwise convergence is defined to be the power of the sparsity parameter, in this case
min
{
θ, 12 ⌊min 2κ⌋
}
where θ and κ are the weight function parameters.
Theorem 215 Let w be a weight function with properties W2 and W3 for order θ and smoothness parameter κ.
Set η = min
{
θ, 12 ⌊2κ⌋
}
.
Suppose the notation and assumptions of Lemma 211 hold with the data point sparsity of X in Ω defined by
hX = sup
ω∈Ω
dist (ω;X). Suppose also that IX is the minimal interpolant on X of the data function fd ∈ Xθw.
Then there exist positive constants cΩ,θ, hΩ,θ,K
′
Ω,θ and
kΩ,θ,η =
dη/2
(2pi)d/4
√
(2η)!
(
1 +K ′Ω,θ
)
such that
|fd (x)− IXfd (x)| ≤ |fd − IXfd|w,θ kΩ,θ,η (cΩ,θhX)η max|β|=2η
|y|≤cΩ,θhX
∣∣DβG(y)∣∣ , x ∈ Ω, (4.66)
when 0 < hX ≤ hΩ,θ. The Lagrange interpolation constants cΩ,θ,K ′Ω,θ and hΩ,θ are derived in Lemma 211.
Further, |fd − IXfd|w,θ ≤ |fd|w,θ and the order of convergence is η.
Finally we have the bound
|fd (x)− IXfd (x)| ≤ |fd − IXfd|w,θ kΩ,θ,η (diamΩ)η max|β|=2η
|y|≤diamΩ
∣∣DβG (y)∣∣ , x ∈ Ω.
Proof. Fix x ∈ Ω. Since IX interpolates the data from the function fd it follows that IXf (x) = f (x) when x ∈ X .
Thus P (fd − IXfd) = 0 and hence fd − IXfd = Q (fd − IXfd).
fd (x)− IXfd (x) = (fd − IXfd, Rx)w,θ = (Q (fd − IXfd) ,QRx)w,θ = 〈fd − IXfd, rx〉w,θ .
But by part 4 of Theorem 188, |rx|w,θ =
√
rx (x) and thus
|fd (x)− IXfd (x)| ≤ |fd − IXfd|w,θ |rx|w,θ = |fd − IXfd|w,θ
√
rx (x). (4.67)
The upper bound for
√
rx (x) given by Theorem 213 is
√
rx (x) ≤ 1
(2π)
d
4
dη/2√
(2η)!
(
1 +
M∑
k=1
|lk (x)|
)
(diamAx)
η
max
|β|=2η
|y|≤diamAx
∣∣DβG(y)∣∣ ,
so that by Lemma 211√
rx (x) ≤ d
η/2
(2π)
d
4
√
(2η)!
(
1 +K ′Ω,θ
)
(cΩ,θhX)
η
max
|β|=2η
|y|≤cΩ,θhX
∣∣(DβG)(y)∣∣ , (4.68)
when hX ≤ hΩ,θ. Therefore
|fd (x) − IXfd (x)| ≤ |fd − IXfd|w,θ
d
η
2
(
1 +K ′Ω,θ
)
(2π)
d
4
√
(2η)!
(cΩ,θhX)
η
max
|β|=2η
|y|≤cΩ,θhX,
∣∣(DβG)(y)∣∣
≤ |fd − IXfd|w,θ kΩ,θ,η (cΩ,θhX)η max|β|=2η
|y|≤cΩ,θhX
∣∣(DβG)(y)∣∣ , x ∈ Ω,
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when hX ≤ hΩ,θ. The last inequality can be extended to Ω because the inequality is uniform on Ω, Ω is bounded
and fd − IXfd is continuous on Rd. That |fd − IXfd|w,θ ≤ |fd|w,θ was shown in part 2 of Theorem 210.
The final bound is true since diamAx ≤ diamΩ.
Remark 216 If κi < 1/2 for some i then ⌊min 2κ⌋ = 0 and so η = 0, and the last theorem only shows the inter-
polation error is bounded i.e. zero order of convergence. In the next section we show how to overcome this
limitation and obtain positive convergence orders for these cases and improved orders of convergence otherwise.
In the process we will demonstrate improved order of convergence estimates for almost all thin-plate splines and
shifted thin-plate splines.
4.11 Slightly improved convergence results
??
4.11.1 Results using basis function Taylor series
Noting Remark 216 to the last lemma in the previous section, we will show how to obtain improved interpolant
convergence estimates using a Taylor series expansion result for distributions. Our results will be illustrated using
the thin-plate splines. The improvement in convergence order for these examples is at most 1/2.
To prove Lemma 218 we will require the following result:
Lemma 217 Suppose u ∈ L1loc
(
Rd
)
and φ ∈ C∞0 . Then for all b ∈ Rd,∫ 1
0
∫
|u (x+ tb)| |φ (x)| dxdt <∞. (4.69)
Proof. Suppose suppφ ⊂ B (0;R). Then
1∫
0
∫
|u (x+ tb)| |φ (x)| dxdt =
1∫
0
∫
|u (y)| |φ (y − tb)| dydt =
1∫
0
∫
|y−tb|≤R
|u (y)| |φ (y − tb)| dydt
≤
1∫
0
∫
|y|≤R+|b|
|u (y)| |φ (y − tb)| dydt
≤ ‖φ‖∞
1∫
0
∫
|y|≤R+|b|
|u (y)| dydt
≤ ‖φ‖∞
∫
|y|≤R+|b|
|u (y)| dy
<∞.
Our Taylor series distribution result is:
Lemma 218 This lemma uses the results and notation of Lemmas 386 and 384 which are in the Appendix.
Suppose u ∈ C(n−1) (Rd) and the distributional derivatives {Dβu}|β|=n are L1loc functions. Suppose also that for
each fixed b 6= 0 the integrals ∫ 1
0
(1− t)n−1 ∣∣(Dβu)(z + tb)∣∣ dt, |β| = n; z, b ∈ Rd, (4.70)
have polynomial growth in z. Then
u(z + b) =
∑
|β|<n
bβ
β!
(
Dβu
)
(z) + (Rnu) (z, b) , z, b ∈ Rd, (4.71)
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where Rnu is the integral remainder term
(Rnu) (z, b) = n
∑
|β|=n
bβ
β!
∫ 1
0
(1− t)n−1 (Dβu)(z + tb)dt (4.72)
=
1
(n− 1)!
∫ 1
0
(1− t)n−1 ((bD)n u)(z + tb)dt. (4.73)
In particular, we have
(Rnu) (0, b) = 1
(n− 1)!
∫ 1
0
(1− t)n−1 ((·D)n u) (tb)dt (4.74)
=
|b|n
(n− 1)!
∫ 1
0
(1− t)n−1 ((̂·D)n u) (tb)dt, (4.75)
and the estimate
|(Rnu) (0, b)| ≤ |b|
n
n!
max
t∈[0,1]
|(̂·D)n u (tb)| . (4.76)
Proof. In order to overcome the fact that Dβu may not be C(0)
(
Rd
)
when |β| = n, we will use a Taylor series
expansion with remainder for distributions. Suppose φ ∈ C∞0 . Then the conditions on u allow us to use Lemma
217 to show that the iterated integrals 4.78 and 4.79 are absolutely convergent and thus apply Fubini’s theorem
to swap the orders of integration in the following calculations: using remainder form A.12 we proceed as follows:
[u (z + b) , φ (z)] = [u (z) , φ (z − b)]
=
u (z) , ∑
|β|≤n
(−b)β
β!
Dβφ(z)
+
+
u (z) , n ∑
|β|=n
(−b)β
β!
∫ 1
0
(1− t)n−1 (Dβφ) (z + tb) dt

=
∑
|β|<n
bβ
β!
[
Dβu, φ
]
+
+ n
∑
|β|=n
(−b)β
β!
[
u,
∫ 1
0
(1− t)n−1 (Dβφ) (· − tb) dt] . (4.77)
We now analyze the integral remainder term of 4.77:[
u,
∫ 1
0
(1− t)n−1 (Dβφ) (· − tb) dt]
=
∫
u (z)
∫ 1
0
(1− t)n−1 (Dβφ) (z − tb) dt dz
=
∫ 1
0
(1− t)n−1
∫
u (z)
(
Dβφ
)
(z − tb) dz dt (4.78)
=
∫ 1
0
(1− t)n−1 [u (z) , (Dβφ) (z − tb)] dt
=
∫ 1
0
(1− t)n−1 [u (z + tb) , (Dβφ) (z)] dt
= (−1)|β|
∫ 1
0
(1− t)n−1 [(Dβu) (z + tb) , φ (z)] dt
= (−1)|β|
∫ 1
0
(1− t)n−1
∫ (
Dβu
)
(z + tb)φ (z) dz dt
= (−1)|β|
∫ ∫ 1
0
(1− t)n−1 (Dβu) (z + tb) dt φ (z)dz (4.79)
= (−1)|β|
[∫ 1
0
(1− t)n−1 (Dβu) (z + tb) dt, φ (z)] ,
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so 4.77 now becomes
[u (z + b) , φ (z)] =
∑
|β|<n
bβ
β!
[
Dβu (z) , φ (z)
]
+
+ n
∑
|β|=n
bβ
β!
[∫ 1
0
(1− t)n−1 (Dβu) (z + tb) dt, φ (z)] ,
for φ ∈ C∞0 . Thus
u (z + b) =
∑
|β|<n
bβ
β!
(
Dβu
)
(z) + n
∑
|β|=n
bβ
β!
∫ 1
0
(1− t)n−1 (Dβu) (z + tb) dt
=
∑
|β|<n
bβ
β!
(
Dβu
)
(z) + n
∫ 1
0
(1− t)n−1
∑
|β|=n
bβDβ
β!
u
 (z + tb)dt
=
∑
|β|<n
bβ
β!
(
Dβu
)
(z) + n
∫ 1
0
(1− t)n−1
(
1
n!
(bD)
n
u
)
(z + tb) dt
=
∑
|β|<n
bβ
β!
(
Dβu
)
(z) +
1
(n− 1)!
∫ 1
0
(1− t)n−1 ((bD)n u) (z + tb)dt,
as claimed. In particular, we have
(Rnu) (0, b) = 1
(n− 1)!
∫ 1
0
(1− t)n−1 ((bD)n u) (tb) dt
=
|b|n
(n− 1)!
∫ 1
0
(1− t)n−1
((
b̂D
)n
u
)
(tb) dt
=
|b|n
(n− 1)!
∫ 1
0
(1− t)n−1
((
t̂bD
)n
u
)
(tb) dt
=
|b|n
(n− 1)!
∫ 1
0
(1− t)n−1 ((̂·D)n u) (tb) dt,
and the estimate
|(Rnu) (0, b)| ≤ |b|
n
n!
max
x∈[0,b]
|(̂·D)n u (x)| .
We now consider the radial and homogeneous cases:
Corollary 219 Two special cases of the remainder formula 4.75 are:
1. If u is radial, say u (x) = u◦ (|x|), then from Lemma 386,
(Rnu) (0, b) = |b|
n
(n− 1)!
∫ 1
0
(1− t)n−1 (Dnu◦) (t |b|) dt,
and
|(Rnu) (0, b)| ≤ |b|
n
n!
max
t∈[0,|b|]
|Dnu◦ (t)| .
2. If u ∈ C(n) is homogeneous of order s then
(̂·D)n u (x) = |x|s−n ((̂·D)n u) (x̂) ,
and
((̂·D)n u) (0) = 0, n < s.
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Proof. Part 1 From Lemma 386, ((̂·D)n u) (x) = (Dnu◦) (|x|).
Part 2 Since u (tx) = tsu (x) we have Dαu (tx) = t|α| (Dαu) (tx) = tsDαu (x) and setting t = |x|−1 we get
Dαu (x) = |x|s−|α| (Dαu) (x̂).
Thus
1
k!
(̂·D)k u (x) =
∑
|α|=k
x̂α
α!
Dαu (x) =
∑
|α|=k
x̂α
α!
|x|s−|α| (Dαu) (x̂)
= |x|s−kn
∑
|α|=n
x̂α
α!
(Dαu) (x̂)
=
1
k!
|x|s−k
(
(̂·D)k u
)
(x̂) ,
and thus (̂·D)n u (0) = 0 when n < s.
Using the previous lemma we now modify Theorem 213 to obtain the following estimate for
√
rx (x) which
requires the assumptions 4.80 and 4.81 to hold.
Theorem 220 Suppose w is a weight function with properties W2 and W3 for order θ and κ, and such that
1
2 ⌊2κ⌋ < θ. Set η = 12 ⌊2κ⌋. Also suppose G is a basis function of order θ so we know that G ∈ C(2η)BP .
Now suppose that the distributions
{
DβG
}
|β|=2η+1 are L
1
loc functions and that for each fixed b 6= 0 the integrals
∫ 1
0
(1− t)2η ∣∣(DβG) (z + tb)∣∣ dt, z, b ∈ Rd, |β| = 2η + 1, (4.80)
have polynomial growth in z.
Further, suppose there exist constants rG, cG,η > 0 and δG > 0 such that
∣∣∣∣∫ 1
0
(1− t)2η
(
(·D)2η+1G
)
(tb)dt
∣∣∣∣ ≤ (2π) d2 (2η)!cG,η |b|2(η+δG) , |b| ≤ rG, (4.81)
where ((·D)G) (x) = (x1D1 + . . .+ xdDd)G (x).
Regarding unisolvency, assume A =
{
a(k)
}M
k=1
is a minimal θ-unisolvent set and that {lk}Mk=1 is the corresponding
unique cardinal basis for Pθ−1. Now construct P ,Q, Rx using A and {lk}Mk=1.
Then if rx = QRx we have the estimate
√
rx (x) ≤ √cG,η
(
1 +
M∑
k=1
|lk (x)|
)
(diamAx)
η+δG , diamAx ≤ rG, x ∈ Ω, (4.82)
where Ax = A ∪ {x}.
Proof. The proof will follow that of Theorem 213. From part 4 of Theorem 188, rx (y) = 〈rx, ry〉w,θ so that
rx (x) = |rx|2w,θ ≥ 0. Also from Theorem 188, rx (y) = (2π)−
d
2 QyQxG (y − x) when x 6= y.
Since G ∈ C(2η)BP and the functions
{
DβG
}
|β|=2η+1 are L
1
loc, the conditions 4.80 mean we can use Lemma 218 to
expand G about the origin and get
G (y − x) =
∑
|β|≤2η
(y − x)β
β!
DβG (0) +R2η+1 (0, y − x) . (4.83)
To calculate rx (y) apply the operator QyQx to 4.83 and then noting that η ≤ θ, use Theorem 181 to eliminate
the power series and so obtain
rx (y) = (2π)
− d2 QyQxR2η+1 (0, y − x) .
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Expanding Qy and Qx using Py and Px now gives
(2π)
d
2 rx (y) = R2η+1 (0, y − x) − Px (R2η+1)− Py (R2η+1 (0, y − x))+
+ PyPx (R2η+1 (0, y − (0, y − x) x))
= R2η+1 (0, y − x) −
M∑
j=1
R2η+1
(
0, y − a(j)
)
lj (x)−
−
M∑
k=1
R2η+1
(
0, a(k) − x
)
lk (y)+
+
M∑
j,k=1
R2η+1
(
0, a(k) − a(j)
)
lj (x) lk (y) ,
so that
(2π)
d
2 rx (x) ≤
M∑
j=1
∣∣∣R2η+1 (0, x− a(j))∣∣∣ |lj (x)|+ M∑
k=1
∣∣∣R2η+1 (0, a(k) − x)∣∣∣ |lk (x)|+
+
M∑
j,k=1
∣∣∣R2η+1 (0, a(k) − a(j))∣∣∣ |lj (x)| |lk (x)|
≤ 2
(
M∑
k=1
|lk (x)|
)
max
k
∣∣∣R2η+1 (0, x− a(k))∣∣∣+( M∑
k=1
|lk (x)|
)2
max
j,k
∣∣∣R2η+1 (0, a(k) − a(j))∣∣∣ .
But from 4.74 of Lemma 218,
R2η+1 (0, b) = 1
(2η)!
∫ 1
0
(1− t)2η
(
(·D)2η+1G
)
(tb) dt,
and estimate 4.81 holds i.e.∣∣∣∣∫ 1
0
(1− t)2η
(
(·D)2η+1G
)
(tb)dt
∣∣∣∣ ≤ (2π) d2 cG,η (2η)! |b|2(η+δG) , |b| ≤ rG.
Thus
|R2η+1 (0, b)| ≤ (2π)
d
2 cG,η |b|2(η+δG) .
Hence if diamAx ≤ rG
(2π)
d
2 rx (x) ≤ 2 (2π)
d
2 cG,η
(
M∑
k=1
|lk (x)|
)(
max
k
∣∣∣x− a(k)∣∣∣)2(η+δG)+
+ (2π)
d
2 cG,η
(
M∑
k=1
|lk (x)|
)2(
max
j,k
∣∣∣a(j) − a(k)∣∣∣)2(η+δG)
< (2π)
d
2 cG,η
(
1 +
M∑
k=1
|lk (x)|
)2
(diamAx)
2(η+δG) ,
so that when diamAx ≤ rG,
√
rx (x) ≤ √cG,η
(
1 +
M∑
k=1
|lk (x)|
)
(diamAx)
η+δG ,
as claimed.
We can now prove our improved interpolant convergence estimate.
Corollary 221 Suppose the notation and assumptions of Lemma 211 and Theorem 220 hold. Suppose also that
IX is the minimal interpolant on X of the data function fd ∈ Xθw.
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Then when 0 < hX ≤ min {hΩ,θ, rΩ} we have
|fd (x)− IXfd (x)| ≤ |fd − IXfd|w,θ kΩ,θ,η (cΩ,θhX)η+δG , x ∈ Ω, (4.84)
where kΩ,θ,η =
√
cG,η
(
1 +K ′Ω,θ
)
, the constants η, cG,η, rΩ, δG come from Theorem 220, and the constants
cΩ,θ,K
′
Ω,θ, hΩ,θ come from Lemma 211.
?? Next, since |fd − IXfd|w,θ ≤ |fd|w,θ, the order of convergence is η + δG.
Finally, for all independent data X,
|fd (x)− IXfd (x)| ≤ |fd − IXfd|w,θ kΩ,θ,η (min {diamΩ, rG})η+δG , x ∈ Ω. (4.85)
Proof. If x ∈ Ω and diamAx ≤ rG then from 4.67, 4.82 and Lemma 211
|fd (x)− IXfd (x)| ≤ |fd − IXfd|w,θ
√
rx (x)
≤ |fd − IXfd|w,θ
√
cG,η
(
1 +
M∑
k=1
|lk (x)|
)
(diamAx)
η+δG
≤ |fd − IXfd|w,θ
√
cG,η
(
1 +K ′Ω,θ
)
(diamAx)
η+δG
= |fd − IXfd|w,θ kΩ,θ,η (diamAx)η+δG .
Now by Lemma 211 if hX ≤ hΩ,θ then there exists a minimal unisolvent A ⊂ Ω such that diamAx ≤ cΩ,θhX
which proves 4.84. Finally, the estimate 4.85 is true since diamAx ≤ diamΩ.
We now assume that the weight function has property W3.2.
Lemma 222 Suppose for a given order θ the weight function w has property W3.2 for some κ. Then one of the
following must hold:
Property 1 For some s > κ, w has property W3.2 for all 0 ≤ κ < s and does not have property W3.2 for κ ≥ s;
Property 2 For some s ≥ κ, w has property W3.2 for all 0 ≤ κ ≤ s and does not have property W3.2 for κ > s;
Property 3 w has property W3.2 for all κ ≥ 0 i.e. s =∞.
Proof. This result follows from the fact that if property W3.2 holds for κ = κ0 then W3.2 holds for all 0 ≤ κ ≤ κ0.
The examples of this section will have either property 1 or property 3 of the last lemma and these examples
will be concerned with finding the ‘maximum’ order of convergence given the constraint applied to κ. Now η =
max
0≤κ<s
min
{
θ, 12 ⌊2κ⌋
}
is the maximum order of convergence defined by Theorem 213. To this is added an increment
of convergence order δG defined by Theorem 220. The following result will be used to calculate η and σ when the
weight function has property 1 or 3 of the last lemma.
Theorem 223 Given s > 0 suppose w is a weight function with properties W2 and W3.2 for order θ and all
κ < s. Set η = max
0≤κ<s
min
{
θ, 12 ⌊2κ⌋
}
and σ = max
0≤κ<s
min
{
θ, 12 ⌊2κ+ 1⌋
}
.
Then
η =
{
min
{
θ, 12 ⌊2s⌋
}
, if 2s is not an integer,
min
{
θ, s− 12
}
, if 2s is an integer.
(4.86)
If s ≤ θ then
η =
{
1
2 ⌊2s⌋ , if 2s is not an integer,
s− 12 , if 2s is an integer.
(4.87)
If s > θ then
η = θ. (4.88)
Regarding σ:
σ =
{
min
{
θ, 12 ⌊2s+ 1⌋
}
, if 2s is not an integer,
min {θ, s} , if 2s is an integer, (4.89)
and σ is related to η by
σ =
{
η, ⌊2s⌋ ≥ 2θ,
η + 12 , ⌊2s⌋ ≤ 2θ − 1.
(4.90)
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Proof. Let ηκ = min
{
θ, 12 ⌊2κ⌋
}
. Suppose 2s is not an integer and 0 < ε < 2s− ⌊2s⌋. Then
η = max
{
ηκ :
(
1− ε
2s
)
s ≤ κ < s
}
≥ min
{
θ,
1
2
⌊
2
(
1− ε
2s
)
s
⌋}
= min
{
θ,
1
2
⌊2s− ε⌋
}
≥ min
{
θ,
1
2
⌊2s⌋
}
,
but η = max {ηκ : 0 ≤ κ < s} ≤ max {ηκ : 0 ≤ κ ≤ s} ≤ min
{
θ, 12 ⌊2s⌋
}
so when 2s is not an integer it follows
that η = min
{
θ, 12 ⌊2s⌋
}
.
If 2s is an integer then
η = max {ηκ : 0 ≤ κ < s} = max {ηκ : 0 ≤ 2κ < 2s}
= max {ηκ : 2s− 1 < 2κ < 2s}
= max
{
min
{
θ,
1
2
⌊2κ⌋
}
: 2s− 1 < 2κ < 2s
}
= max
{
min
{
θ,
1
2
(2s− 1)
}
: 2s− 1 < 2κ < 2s
}
= min
{
θ, s− 1
2
}
.
To prove 4.87 suppose s ≤ θ: If 2s is not an integer then by 4.86, η = min{θ, 12 ⌊2s⌋}. But 12 ⌊2s⌋ ≤ 12 ⌊2θ⌋ = θ
so η = 12 ⌊2s⌋. If 2s is an integer then again by 4.86, η = min
{
θ, s− 12
}
= s− 12 .
To prove 4.88 suppose s > θ: If 2s is not an integer then η = min
{
θ, 12 ⌊2s⌋
}
= θ. If 2s is an integer then
η = min
{
θ, s− 12
}
. But 2s > 2θ implies 2s− 1 ≥ 2θ i.e. s− 12 ≥ θ and η = θ.
Let σκ = min
{
θ, 12 ⌊2κ+ 1⌋
}
. Suppose 2s is not an integer and 0 < ε < 2s− ⌊2s⌋. Then
σ = max
{
σκ :
(
1− ε
2s
)
s ≤ κ < s
}
≥ min
{
θ,
1
2
⌊
2
(
1− ε
2s
)
s
⌋
+
1
2
}
= min
{
θ,
1
2
⌊2s− ε⌋+ 1
2
}
≥ min
{
θ,
1
2
⌊2s⌋+ 1
2
}
,
but σ = max {σκ : 0 ≤ κ < s} ≤ max {σκ : 0 ≤ κ ≤ s} ≤ min
{
θ, 12 ⌊2s⌋+ 12
}
so when 2s is not an integer it
follows that η = min
{
θ, 12 ⌊2s⌋+ 12
}
= min
{
θ, 12 ⌊2s+ 1⌋
}
.
If 2s is an integer then
σ = max {σκ : 0 ≤ κ < s} = max {σκ : 0 ≤ 2κ < 2s}
= max {σκ : 2s− 1 < 2κ < 2s}
= max
{
min
{
θ,
1
2
⌊2κ⌋+ 1
2
}
: 2s− 1 < 2κ < 2s
}
= max
{
min
{
θ,
1
2
(2s− 1) + 1
2
}
: 2s− 1 < 2κ < 2s
}
= min {θ, s} ,
which proves 4.89.
Finally, 4.90 is proved by using 4.89 and 4.86 to calculate σ and η for ⌊2s⌋ ≥ 2θ and ⌊2s⌋ ≤ 2θ − 1.
Next we will illustrate the theory of this subsection by using as the example of the radial thin-plate splines
which were among the positive order basis functions studied in Chapter 3.
Example: The thin-plate splinesWe will derive the combinations of η and δG for which the thin-plate spline
basis functions satisfy the requirements of Theorem 220.
Corollary 221 then tells us the orders of convergence of the interpolant are η + δG, which is an improvement of
δG.
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The thin-plate spline weight and basis functions were studied in Subsection 3.3.1 of Chapter 3. By Theorem 154
the equation
w (ξ) =
1
e (s)
|ξ|−2θ+2s+d , (4.91)
defines a thin-plate spline weight function with properties W2.1 and W3.2 with positive integer order θ and
non-negative κ ∈ R1 iff κ < s < θ. The corresponding basis functions are defined by
G (x) =
{
(−1)s+1 |x|2s log |x| , s = 1, 2, 3, . . . ,
(−1)⌈s⌉ |x|2s , s > 0, s 6= 1, 2, 3, . . . . (4.92)
Now suppose κ < s < θ.
Case 1: κ < s < θ, s /∈ Z By 4.92, G (x) = (−1)⌈s⌉ |x|2s. This is a homogeneous function of degree 2s and thus∣∣DβG (x)∣∣ ≤ ks,|β| |x|2s−|β| , β ≥ 0, (4.93)
where ks,n = max|β|=n
max
|x|=1
∣∣DβG (x)∣∣ <∞. Hence DβG ∈ L1loc iff
− d < 2s− |β| , (4.94)
which implies that for all β ≥ 0,∫ 1
0
(1− t)2η ∣∣(DβG) (z + tb)∣∣ dt ≤ ks,|β| ∫ 1
0
|z + tb|2s−|β| dt. (4.95)
We want to apply Theorem 220 which assumes |β| = 2η + 1 = ⌊2κ⌋+ 1 = ⌈2κ⌉. From 4.87 of Theorem 223,
η =
1
2
⌊2s⌋ , (4.96)
so 2s− |β| = 2s− 2η − 1 = 2s− ⌊2s⌋ − 1 i.e. −1 < 2s− |β| ≤ 0, which means 4.94 is satisfied. Hence
1∫
0
|z + bt|2s−|β| dt ≤
1∫
0
||z| − |b| t|2s−|β| dt = |b|2s−|β|
1∫
0
∣∣∣∣ |z||b| − t
∣∣∣∣2s−|β| dt
= |b|2s−|β|
|z||b|−1∫
|z||b|−1−1
|u|2s−|β| du
< 2 |b|2s−|β|
1+|z||b|−1∫
0
u2s−|β|du
≤ 2 |b|
2s−|β|
2s− |β|+ 1
(
1 +
|z|
|b|
)2s−|β|+1
<∞,
and 4.95 implies ∫ 1
0
(1− t)2η ∣∣(DβG) (z + tb)∣∣ dt ≤ 2ks,|β|
2s− |β|+ 1
(
1 +
|z|
|b|
)2s−|β|+1
≤ 2ks,|β|
2s− |β|+ 1
(
1 +
|z|
|b|
)
,
which in turn implies polynomial growth in |z|.
Condition 4.81 is∣∣∣∣∫ 1
0
(1− t)2η
(
(·D)2η+1G
)
(tb) dt
∣∣∣∣ ≤ (2π) d2 cG,η (2η)! |b|2(η+δG) , |b| ≤ rG.
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But
R2η+1 (0, b) = 1
(2η)!
∫ 1
0
(1− t)2η
(
(·D)2η+1G
)
(tb) dt,
and G (x) = (−1)⌈s⌉ |x|2s. Thus by part 2 of Corollary 219,
(
(̂·D)k G
)
(0) = 0 when 0 < k < 2s i.e. when
0 < k ≤ ⌊2s⌋ = 2η and this implies R2η+1 (0, b) = G (b) = (−1)⌈s⌉ |b|2s. Consequently∣∣∣∣∫ 1
0
(1− t)2η
(
(̂·D)2η+1G
)
(tb) dt
∣∣∣∣ = (2η)! |b|2s , b ∈ Rd,
For |b| ≤ rG we want
(2π)
d
2 cG,η (2η)! |b|2(η+δG) ≤ (2η)! |b|2s ,
(2π)
d
2 cG,η |b|2(η+δG) ≤ |b|2s ,
cG,η ≤ (2π)−
d
2 |b|2s−2(η+δG) .
But from 4.96, η = 12 ⌊2s⌋ so 2s = 2η + (2s− ⌊2s⌋) and we can write 2s = 2η + 2δG where δG = s− 12 ⌊2s⌋ < 12 .
Hence we have
cG,η = (2π)
−d2 (rG)
2s−⌊2s⌋−2δG = (2π)−
d
2 ,
and
rG =∞; δG = s− 1
2
⌊2s⌋ ; cG,η = (2π)−
d
2 . (4.97)
Note that s− 12 ⌊2s⌋ = 0 iff s = n or n+ 12 for some integer n ≥ 0. Hence if s = n+ 12 for some integer n then
δG = 0 and there is no improvement.
Case 2: κ < s < θ, s ∈ Z. To apply Theorem 220 we need to estimate the derivatives {DβG}|β|=2η+1. Now
η = 12 ⌊2κ⌋ so 2η + 1 = ⌈2κ⌉. But from 4.87 of Theorem 223,
η = s− 1
2
so that |β| = 2η + 1 = 2s = ⌈2κ⌉.
Next, 4.92 implies G (x) = (−1)s+1 |x|2s log |x|. But any first order derivative of log |x| is a homogeneous function
of order −1 so there exist constants ks,|β| and k′s,|β| such that∣∣DβG (x)∣∣ ≤ ks,|β| |x|2s−|β| |log |x||+ k′s,|β| |x|2s−|β| , 0 ≤ |β| ≤ 2s,
and when |β| = 2s ∣∣DβG (x)∣∣ ≤ ks,2s |log |x||+ k′s,2s, |β| = 2s. (4.98)
Now |log |x|| ∈ L1loc iff
∫
|·|≤1 |log |x|| dx <∞ and by using the spherical polar coordinates (r, φ) of Section A.10
it is straight forward to show that this integral exists because rd |log r| ∈ L1loc
(
R1
)
.
Further, the integrals 4.80 satisfy the inequalities∫ 1
0
(1− t)2η ∣∣(DβG) (z + tb)∣∣ dt ≤ ∫ 1
0
∣∣(DβG) (z + tb)∣∣ dt
≤ ks,2s
∫ 1
0
|log |z + tb|| dt+ k′s,2s |b|2s
∫ 1
0
dt
= ks,2s
∫ 1
0
|log |z + tb|| dt+ k′s,2s |b|2s . (4.99)
Suppose d = 1. Then if |z + b| ≤ 1 and |z| ≤ 1 then ∫ 1
0
|log |z + tb|| dt = 1b
∫ z+b
z
|log |τ || dτ ≤ 1b
∫ 1
−1 |log |τ || dτ = 2b .
Otherwise, if |z + b| ≥ 1 or |z| ≥ 1 then set a1 = max {|z + b| , |z|} so that∫ 1
0
|log |z + tb|| dt = 1
b
∫ z+b
z
|log |τ || dτ ≤ 1
b
∫ 1
−1
|log |τ || dτ + 2
b
∫ a1
1
|log |τ || dτ ≤ 2
b
+
2
b
∫ a1
1
a1dτ
≤ 2
b
+
2
b
|a1|2
≤ 2
b
+
2
b
|z + b|2 ,
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proving that when d = 1 the integrals 4.80 have polynomial increase in z for any given b 6= 0.
Now assume d > 1. To evaluate
∫ 1
0
|log |z + tb|| dt first observe that the interval [z, z + b] can be rotated so that
b1 > 0 and bi = 0 for i ≥ 2. To this end set z = (z1, z′) so that∫ 1
0
|log |z + tb|| dt =
∫ 1
0
|log |(z1 + b1t, z′)|| dt = 1
2
∫ 1
0
∣∣∣log((z1 + b1t)2 + |z′|2)∣∣∣ dt.
=
1
2
∫ 1
0
∣∣∣log((z1 + b1t)2 + |z′|2)∣∣∣ dt. (4.100)
If |z′| ≥ 1 then z and z + b both lie outside the unit sphere and∫ 1
0
|log |z + tb|| dt ≤ 1
2
∫ 1
0
(
(z1 + b1)
2
+ z22
)
dt =
1
2
(
(z1 + b1)
2
+ z22
)
≤ |z|2 + |b|2 . (4.101)
If |z′| < 1 and z and z + b both lie inside the unit sphere we have (z1 + b1t)2 + |z′|2 < 1 and∫ 1
0
|log |z + tb|| dt ≤ − 1
2b1
∫ 1
0
log
(
|z1 + b1t|2
)
dt = − 1|b|
∫ z1+b1
z1
log |s| ds
≤ − 2|b|
∫ 1
0
log sds
=
2
|b| . (4.102)
If |z′| < 1 and z and z + b do not both lie inside the unit sphere set a1 = max {|z1| , |z1 + b1|} ≥ 1 so that by
4.100 ∫ 1
0
|log |z + tb|| dt ≤ 1
2
∫ 1
0
∣∣∣log((z1 + b1t)2 + |z′|2)∣∣∣ dt
≤ 1
2b1
∫ z1+b1
z1
∣∣∣log(τ2 + |z′|2)∣∣∣ dτ
= − 1|b|
∫ √1−z22
0
log
(
τ2 + |z′|2
)
dτ +
1
|b|
∫ a1
√
1−z22
log
(
τ2 + |z′|2
)
dτ
≤ − 2|b|
∫ 1
0
log τdτ +
1
|b|
∫ a1
√
1−z22
(
a21 + |z′|2
)
dτ
≤ − 2|b|
∫ 1
0
log τdτ +
1
|b|
∫ a1
0
(
a21 + |z′|2
)
dτ
=
2
|b| +
1
|b|a1
(
a21 + |z′|2
)
,
and since
∫ 1
0
log τdτ = 1, a1 ≤ |z|+|b| and |z′|2 ≤ |z|2 it follows that
∫ 1
0
|log |z + tb|| dt has polynomial increase
in z. Indeed, combining this result with the estimates 4.102 and 4.101 we can conclude that the integrals 4.80 have
polynomial increase in z when d > 1.
Next, condition 4.81:∣∣∣∣∫ 1
0
(1− t)2η
(
(·D)2η+1G
)
(tb) dt
∣∣∣∣ ≤ (2π) d2 cG,η (2η)! |b|2(η+δG) , |b| ≤ rG,
must be satisfied and here we use same technique as Case 1 i.e. show
(
(̂·D)k G
)
(0) = 0 when 0 < k ≤ 2η = 2s−1.
??
From part 1 of Lemma 386, (
(·D)k G
)
(x) = (−1)s+1 (̂·D)k
(
|x|2s log |x|
)
= (−1)s+1 (Dkt (t2s log t)) (|x|) ,
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and from part 7 of Lemma 386,
Dkt
(
t2s log t
)
= k!
(2s
k
)
log t+
k∑
j=1
(−1)j+1
j
(
2s
k−j
) t2s−k,
we means that (
(·D)k G
)
(x) = (−1)s+1 k!
(2s
k
)
log |x|+
k∑
j=1
(−1)j+1
j
(
2s
k−j
) |x|2s−k ,
and
(
(̂·D)kG
)
(0) = 0 when 0 < k ≤ 2s− 1. Thus
R2η+1 (0, b) = G (b) = (−1)s+1 |b|2s log |b| ,
and hence ∣∣∣∣ 1(2η)!
∫ 1
0
(1− t)2η
(
(·D)2η+1G
)
(tb) dt
∣∣∣∣ = |b|2s |log |b|| = |b|2η+1 |log |b|| ,∣∣∣∣∫ 1
0
(1− t)2η
(
(·D)2η+1G
)
(tb) dt
∣∣∣∣ = (2η)! |b|2η+1 |log |b|| ,
For |b| ≤ rG we want
(2π)
d
2 cG,η (2η)! |b|2(η+δG) ≤ (2η)! |b|2η+1 |log |b|| ,
(2π)
d
2 cG,η |b|2(η+δG) ≤ |b|2η+1 |log |b|| ,
cG,η ≤ (2π)−
d
2 |b|1−2δG |log |b|| ,
which is true when
rG > 0; 0 ≤ δG < 1
2
; cG,η = (2π)
− d2 max
r∈[0,rG]
{
r1−2δG |log r|} , η = s− 1
2
. (4.103)
Note that as δG → 12 , cG,η →∞.
Conclusion 224 From 4.97 and 4.103:
1. If κ < s < θ, s /∈ Z then we can choose rG =∞, δG = s− 12 ⌊2s⌋ and cG,η = (2π)−
d
2 .
2. If κ < s < θ, s ∈ Z then we can choose rG > 0, 0 ≤ δG < 12 and (2π)−
d
2 max
r∈[0,rG]
{
r1−2δG |log r|}.
4.11.2 Using data function Taylor series
We use the Taylor series expansions of functions in Xθw derived in Sections 2.11 and 2.12.
The pointwise convergence estimates of this section will be obtained by modifying those of Subsection 4.2 which
used multipoint Taylor series expansions and Lagrange interpolation using minimal unisolvent sets of independent
data points. Recall that the operator Q was introduced in Definition 162.
Lemma 225 Multipoint Taylor series expansion Suppose w ∈ W2 and also w ∈ W3.2 or w ∈ W3.1 i.e.
w ∈W3.3, for order θ and parameter κ. Set n = min {θ − 1, ⌊κ⌋}. Suppose A = {a(k)}Mθ
k=1
is a minimal unisolvent
set of order θ with cardinal basis (lk). Then f ∈ Xθw implies f ∈ C(⌊κ⌋)BP and
Qf (x) = −
M∑
k=1
(Rn+1f)
(
x, a(k) − x
)
lk (x) , x ∈ Rd,
and we have the upper bound
|Qf (x)| ≤
(
M∑
k=1
|lk (x)|
)
M
max
k=1
∣∣∣(Rn+1f)(x, a(k) − x)∣∣∣ , x ∈ Rd,
where Rn+1f is the single point Taylor series remainder 2.156.
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Proof. From Definition 162 of the operators P and Q,
Qf (x) = f (x)− Pf (x) = f (x) −
M∑
k=1
f
(
a(k)
)
lk (x) = f (x)−
M∑
k=1
f
(
x+
(
a(k) − x
))
lk (x) .
Using the single point Taylor series expansion formula with remainder 2.156 we have for each k
f
(
x+
(
a(k) − x
))
=
∑
|β|≤n
Dβf(x)
β!
(
a(k) − x
)β
+ (Rn+1f)
(
x, a(k) − x
)
,
so that
M∑
k=1
f
(
x+
(
a(k) − x
))
lk (x) =
M∑
k=1
∑
|β|≤n
Dβf(x)
β!
(
a(k) − x
)β
+ (Rn+1f)
(
x, a(k) − x
) lk (x)
=
M∑
k=1
∑
|β|≤n
Dβf(x)
β!
(
a(k) − x
)β
lk (x) +
M∑
k=1
(Rn+1f)
(
x, a(k) − x
)
lk (x) .
But by part 1 of Theorem 163 the operator P preserves polynomials of degree < θ. Hence
M∑
k=1
∑
|β|≤n
Dβf(x)
β!
(
a(k) − x
)β
lk (x) =
∑
|β|≤n
Dβf(x)
β!
Py
(
(y − x)β
)
(y = x)
=
∑
|β|≤n
Dβf(x)
β!
(
(y − x)β
)
(y = x)
= f (x) ,
leaving us with
M∑
k=1
f
(
x+
(
a(k) − x
))
lk (x) = f (x) +
M∑
k=1
(Rn+1f)
(
x, a(k) − x
)
lk (x) ,
and
Qf (x) = −
M∑
k=1
(Rn+1f)
(
x, a(k) − x
)
lk (x) ,
so that
|Qf (x)| ≤
(
M∑
k=1
|lk (x)|
)
M
max
k=1
∣∣∣(Rn+1f)(x, a(k) − x)∣∣∣ ,
as claimed.
To obtain the highest order of convergence from our results we assume
n = min {θ − 1, ⌊κ⌋} . (4.104)
Since Qf = Qfρ and IXp = p when p ∈ Pθ−1,
IXf − f = Q (IXf − f) = Q (IX (fρ + p)− (fρ + p)) = Q (IXfρ − fρ) .
But by Lemma 225,
|Qg (x)| ≤
(
M∑
k=1
|lk (x)|
)
M
max
k=1
∣∣∣(Rn+1g)(x, a(k) − x)∣∣∣ , g ∈ Xθw, x ∈ Rd,
so that
|IXf (x)− f (x)| = |Q (IXfρ − fρ) (x)|
≤
(
M∑
k=1
|lk (x)|
)
M
max
j=1
∣∣∣(Rn+1fρ)(x, a(j) − x)∣∣∣
=
∣∣∣l˜A (x)∣∣∣
1
M
max
j=1
∣∣∣(Rn+1fρ)(x, a(j) − x)∣∣∣ , (4.105)
232 4. The basis function interpolant and its convergence to the data function
where l˜A = (lk). We estimate (Rn+1fρ)
(
x, a(j) − x) using 2.155 i.e.
|Rn+1fρ (x, a)|
≤ |f |w,θ |a|
n+1
(n+1)!

C(ρ,w)n
(2pi)
d
2
(∥∥∥âDφ̂0∥∥∥
1
+
+
(
3θ−n+1−1
2
) 1
2
(
θ−n∑
j=0
(|x|2+|a|2)j
j!
) 1
2 (∥∥∥âDφ̂0∥∥∥
1
θ−n∑
l=0
1
l!
∥∥∥|·|2l âDφ̂0∥∥∥
1
) 1
2
 ,
if n ≤ ⌊κ⌋ < θ,
1
(2pi)d
(∫ (
âξ̂
)2n |·|2n
w|·|2θ
) 1
2 ∥∥∥âDφ̂0∥∥∥
1
, if θ ≤ n ≤ ⌊κ⌋ ,

+
+ |f |w,θ

|a|n+1
(n+1)!
‖(̂·D)θφ∞‖∞;≤r3
θ!
( ∫
|·|≤r3
(âξ)2(n+1)
w
) 1
2
+
( ∫
|·|≥r3
|âξ|2(n+1)
w|·|2θ
) 1
2
 , n ≤ ⌊κ⌋ − 1.
|a|⌈κ⌉
⌈κ⌉!
‖(̂·D)θφ∞‖
∞;≤r3
θ!
( ∫
|·|≤r3
(âξ)2⌈κ⌉
w
) 1
2
+ |a|κ
(
2
⌊κ⌋! +
1
⌈κ⌉!
)( ∫
|·|≥r3
|âξ|2κ
w|·|2θ
) 1
2
, n = ⌊κ⌋ .
(4.106)
and we may be able to simplify our calculations by choosing ρ and/or φ0 to be radial, as discussed in Subsection
2.11.3.
Noting the form of 4.106, we now assume an estimate of the form
|Rn+1fρ (x, a)| ≤ |f |w,θ Φ (|x| , |a|) , a, x ∈ Rd,
where
Φ (s, t) ≤ Φ (s+ ε, t+ η) when s, t, ε, η ≥ 0.
Set Ax = A ∪ {x} and note that
∣∣a(j) − x∣∣ ≤ diam Ax.
Next we use Proposition 161 to write for any b ∈ Rd,
|IXf (x)− f (x)| = |IτbX (τbf) (τbx) − (τbf) (τbx)|
≤ |τbf |w,θ
∣∣∣l˜τbA (τbx)∣∣∣
1
Φ
(
|τbx| ,
∣∣∣τba(j) − τbx∣∣∣)
= |f |w,θ
∣∣∣l˜A (x)∣∣∣
1
M
max
j=1
Φ
(
|τbx| ,
∣∣∣a(j) − x∣∣∣)
≤ |f |w,θ
∣∣∣l˜A (x)∣∣∣
1
Φ (|τbx| , diamAx) .
By Lemma 211 there exist constants hΩ,θ and cΩ,θ such that for each x ∈ Ω there exists Ax such that diamAx ≤
cΩ,θhX,Ω when hX,Ω < hΩ,θ. Also there exists K
′
Ω,θ such that
∣∣∣l˜A (x)∣∣∣
1
≤ K ′Ω,θ for all Ax.Thus
|IXf (x)− f (x)| ≤ |f |w,θK ′Ω,θΦ (|τbx| , cΩ,θhX,Ω) , x ∈ Ω, b ∈ Rd.
Finally, by part 4 of Proposition 161, if we choose b to be the centre cΩ of the smallest ball containing Ω then
the circumradius has upper bound
|x− cΩ| ≤ diamΩ
√
d
2 (d+ 1)
, x ∈ Ω,
and so hX,Ω < hΩ,θ implies
|IXf (x)− f (x)| ≤ |f |w,θK ′Ω,θΦ
(
diamΩ
√
d
2 (d+ 1)
, cΩ,θhX,Ω
)
, x ∈ Ω.
To summarize:
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Theorem 226 With reference to 4.104: Set n = min {θ − 1, ⌊κ⌋} and suppose
|Rn+1fρ (x, a)| ≤ |f |w,θ Φ (|x| , |a|) , a, x ∈ Rd,
where Φ has property:
Φ (s, t) ≤ Φ (s+ ε, t+ η) when s, t, ε, η ≥ 0. (4.107)
Then when hX,Ω < hΩ,θ,
|IXf (x)− f (x)| ≤ |f |w,θK ′Ω,θΦ
(
diamΩ
√
d
2 (d+ 1)
, cΩ,θhX,Ω
)
, x ∈ Ω. (4.108)
??
Remark 227 More estimates Since κ ≤ n+ 1 and κ < ⌈κ⌉ we write
(hX,Ω)
⌈κ⌉ = (hX,Ω)
⌈κ⌉−κ (hX,Ω)
κ ≤ (hΩ,θ)⌈κ⌉−κ (hX,Ω)κ ,
and so
(hX,Ω)
n+1
= (hX,Ω)
n+1−κ
(hX,Ω)
κ
≤ (hΩ,θ)n+1−κ (hX,Ω)κ .
4.11.3 Improved convergence using basis function Taylor series
?? Basis function Taylor series expansions were discussed in Subsection 2.9 ??.
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5
The Exact smoother and its convergence to the data
function
5.1 Introduction
5.1.1 In brief
Section 5.2 Some results from previous chapters.
Section 5.3 Existence and uniqueness of the solution to the Exact smoothing problem. Derivation of several
well-known identities. Some properties of the Exact smoother mapping.
Section 5.4 We derive equations which express the reproducing kernel matrix in terms of the basis function
matrix.
Section 5.5 Matrices, vectors and bases derived from the semi-Riesz representer.
Section 5.6 Matrix equations are derived for the Exact smoother.
Section 5.7 Estimates the order of pointwise convergence of the Exact smoother to its data function on a
bounded region.
Section 5.8 We derive a slightly improved order of convergence.
5.1.2 In more detail
Given independent data
{
x(i)
}N
i=1
and dependent data {yi}Ni=1 the Exact smoothing problem involves minimizing
the functional ρ |f |2w,θ+ 1N
∑N
i=1
∣∣f(x(i))− yi∣∣2 over the semi-Hilbert space Xθw of continuous functions. Here ρ > 0
is termed the smoothing parameter. The descriptor Exact is ours. Note that this smoothing functional is different
from that used in Narcowich, Ward and Wendland [19] which is
ρ ‖f‖2w,0 +
N∑
i=1
∣∣∣f(x(i))− yi∣∣∣2 .
To obtain their error estimates you simply replace ρN by ρ in our error formulas.
We first prove the existence and uniqueness of a solution to this problem using the theory of basis functions
and semi-Hilbert spaces generated by weight functions. We then derive orders for the pointwise convergence of the
smoother to its data function as the density of the data increases. Each function in Xθw is considered a legitimate
data function.
Section 5.2 summarizes some of the theory needed from previous chapters.
The weight function can be considered to have two parameters, the integer order parameter θ ≥ 1 and the
smoothness parameter κ ≥ 0. Such a weight function will generate the spaces Xθw and the basis functions of order
θ. We next state the results we require from Chapter 4 where we studied the minimum seminorm interpolation
problem. These results were adapted from Light and Wayne. These results start with the fundamental concept of a
unisolvent set of points. Using a minimal unisolvent set we define the Lagrange polynomial interpolation operator
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P and Q = I − P as well as the unisolvency matrices and the Light norm which makes Xθw a reproducing kernel
Hilbert space. Thus the Riesz representer Rx of the evaluation functional f → f (x) exists and can be expressed
in terms of any basis function. In fact, the Riesz representer of the evaluation functional f → Dγf (x) is DγxRx
for |γ| ≤ min κ. In this document we follow Light and Wayne and instead of using the reproducing kernel we use
the Riesz representer of the evaluation functional f → f (x) which can be readily generalized to the evaluation of
derivatives.
We next present two types of matrix, the basis function matrix and the reproducing kernel matrix. The basis
function, reproducing kernel and unisolvency matrices will be used to construct the block matrix equations for
the basis function smoother of this document. It will turn out that the Exact smoother will lie in the same finite
dimensional basis function space WG,X as the minimum seminorm interpolant. Here X =
{
x(i)
}N
i=1
denotes a
unisolvent set of independent data points and G is a basis function. A function in WG,X has the form
N∑
i=1
φiG
(
x− x(i)
)
+ p : φi ∈ C, PTXφ = 0, p ∈ Pθ−1, (5.1)
where PX is a unisolvency matrix andG
(
x− x(i)) is termed a data-translated basis function. Since the interpolant
will be shown to be in WG,X its finite-dimensionality allows the matrix equations to be derived for the φi and
the coefficients of a basis for Pθ−1. The vector-valued evaluation operator E˜Xf =
(
f
(
x(i)
))
is introduced. This
operator and its adjoint under the Light norm will be fundamental to solving the Exact smoothing problem.
In Sections 5.3, 5.4, 5.5 and 5.6 we will use this mathematical machinery to define the Exact smoothing problem
and then solve it using the Hilbert space technique of orthogonal projection based on the vector-valued evaluation
operator E˜X and its adjoint. The Exact smoothing problem involves minimizing a functional over the space Xθw.
More specifically, a special Hilbert space is constructed based on the smoothing functional and then the Exact
smoothing problem is expressed as one of minimizing the distance between a point generated by the dependent
data and a hyperplane generated by the independent data. Standard orthogonal projection results then yield the
existence of a unique solution to the Exact smoothing problem which lies in the finite dimensional subspaceWG,X .
Using the unisolvency matrix and the reproducing kernel matrix a block matrix equation is derived for the values
of the Exact smoother on X , assuming the Riesz representer basis {Rx(i)} for WG,X . Then using this equation and
relationships between the basis function matrix and the unisolvency matrix a block matrix equation is derived for
the Exact smoother, assuming the data-translated basis function basis for WG,X . The block matrix is constructed
from a basis function matrix and a unisolvency matrix.
The estimates for the order of pointwise convergence will use the Riesz representer and the operators which were
used to solve the smoothing problem. We also employ a special lemma derived from the Lagrange interpolation
theory from Light and Wayne [13]. The dependent data y is generated using the data functions in the data space
Xθw so that y = E˜Xf for some f ∈ Xθw. Given a bounded open set Ω, we are interested in the behavior of
maxx∈Ω |uI (x)− f (x)| as some measure hX of the ‘density’ of the data points X increases. Following Light and
Wayne [13] we have used the measure hX = supω∈Ω dist (ω,X).
In Theorem 256 we show that if the weight function has order θ and smoothness parameter κ then we have the
smoother error estimate
|se (x)− fd (x)| ≤ |fd|w,θ
(
1 +K ′Ω,θ
) (√
cG (cΩ,θhX)
η +
√
NXρ
)
, x ∈ Ω,
where η = min
{
θ, 12 ⌊min 2κ⌋
}
. This assumes
√
rx (x) satisfies the bound 5.44. Here cG, cΩ,θ,K
′
Ω,θ are constants
independent of X and when ρ = 0 we have an estimate for the interpolant derived in Chapter 4.
In Section 5.8, Theorem 258 demonstrates the slightly improved estimate
|se (x) − fd (x)| ≤ |fd|w,θ
(
1 +K ′Ω,θ
) (√
cG (cΩ,θhX)
η+δG +
√
Nρ
)
, x ∈ Ω, (5.2)
and some δG ≥ 0. This result assumes that
√
rx (x) satisfies the weaker bound 5.49 which is 5.44 with an
additional exponent δG. This result is illustrated using the radial thin-plate and surface thin-plate splines.
Unfortunately, for given hX , N = |X | can be arbitrarily large so to obtain an order of pointwise convergence
a relationship between N and hX is obtained by numerically constructing several X in [−1.5, 1.5] ⊂ R1 using a
uniform statistical distribution and then using a least squares fit to obtain hX ≃ 3.09N−0.81. Substituting for N
in 5.2 and minimizing the right side using ρ we show that given hXk → 0 there is a sequence ρk → 0 such that∣∣∣s(k)e (x) − fd (x)∣∣∣ ≤ C1 (hXk)η+δG → 0. We say the order of convergence is at least (hXk)η+δG .
For special data functions that are linear combinations of Riesz representers Rx′i a doubled order of convergence
of 2η + 2δG is demonstrated.
I have not included the results of any numerical experiments concerning the smoother error estimates derived
in this chapter.
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5.2 Preparation
We will require the following results from previous chapters concerning the data spaces Xθw, the Riesz representer
Rx and the spaces WG,X .
5.2.1 The data spaces Xθw
Summary 228 Suppose the weight function w has property W2. If f ∈ Xθw then f̂ ∈ L1loc
(
Rd \ 0) and we can
define the function fF : Rd → C a.e. by: fF = f̂ on Rd \ 0. Further:
1. The seminorm 1.43 of Xθw satisfies (Theorem 34)∫
w |·|2θ |fF |2 = |f |2w,θ . (5.3)
2. An alternative definition of Xθw is (Theorem 34):
Xθw =
{
f ∈ S′ : ξαf̂ ∈ L1loc if |α| = θ;
∫
w |·|2θ |fF |2 <∞
}
. (5.4)
Note that the condition f̂ ∈ L1loc
(
Rd \ 0) is implied by ξαf̂ ∈ L1loc for all |α| = θ.
3. The functional |·|w,θ is a seminorm and null |·|w,θ = Pθ−1. Also P ∩Xθw = Pθ−1 (Theorem 34).
4. Xθw is complete in the seminorm sense for all orders θ ≥ 1 (Theorem 48).
5. Suppose w also has property W3 for order θ and κ. Then Xθw ⊂ C(⌊κ⌋)BP (Theorem 67).
5.2.2 The Riesz representer Rx of u→ u (x)
This summary combines results from Section 4.5.
Summary 229 Properties of the Riesz representer Rx of the evaluation functional u→ u (x) on Xθw:
1. Given any minimal θ-unisolvent set of points A =
{
a(i)
}M
i=1
we endow the semi-Hilbert space Xθw with the
Light inner product (·, ·)w,θ defined using the cardinal basis {li}Mi=1 that corresponds to A. Then the representer
is given by 4.30 where G is any basis function of order θ generated by the weight function w with properties
W2 and W3 for order θ.
2. For all u ∈ Xθw, u (x) = (u,Rx)w,θ.
3. Rx is unique and is independent of the basis function used to define it.
4. Rx (y) = Ry (x).
5. Rx
(
a(i)
)
= li (x).
6. Qu (x) = 〈u,Rx〉w,θ when u ∈ Xθw.
7. PRx =
M∑
i=1
li (x) li.
5.2.3 The basis function spaces
·
WG,X and WG,X
The importance of the finite dimensional spaces
·
WG,X andWG,X is that they contain the solutions to the variational
interpolation and smoothing problems studied in this document.
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Definition 230 (Copy of Definition 193)The basis function spaces WG,X and
·
WG,X
Suppose the weight function w has properties W2 and W3 for order θ ≥ 1 and κ. Then the basis distributions
of order θ are continuous functions and we let G be a basis function. Let X =
{
x(i)
}N
i=1
be a θ-unisolvent set of
distinct points in Rd and set M = dimPθ−1. Next choose a real-valued basis {pj}Mj=1 of Pθ−1 and calculate the
unisolvency matrix PX =
(
pj
(
x(i)
))
. We can now define
·
WG,X =
{
N∑
i=1
viG
(
x− x(i)
)
: (vi) ∈ CN and PTXv = 0
}
,
WG,X =
·
WG,X + Pθ−1.
Summary 231 From Section 4.7 we know that set-wise:
1. WG,X is independent of the basis function of order θ used to define it (Theorem 195).
2.
·
WG,X and WG,X are independent of the basis used to define Pθ−1 (Theorem 194).
3. WG,X is independent of the ordering of the points in X (Theorem 195).
The next theorem restates more results from Section 4.7.
Remark 232 Summary 233 The spaces
·
WG,X and WG,X have the following properties: from Theorem 197:
1. If fv (x) =
N∑
k=1
vkG
(
x− x(k)) then |fv|2w,θ = (2π) d2 vTGX,Xv.
2. GX,X is conditionally positive definite on nullP
T
X i.e. when P
T
Xv = 0 and v 6= 0 we have vTGX,Xv > 0.
3. WG,X =
·
WG,X ⊕ Pθ−1, dim
·
WG,X = N −M and dimWG,X = N .
4. Xθw =WG,X ⊕W⊥G,X where
W⊥G,X =
{
u ∈ Xθw : u
(
x(k)
)
= 0 for all x(k) ∈ X
}
.
From Corollary 198:
5. If {pj}Mj=1 is basis for Pθ−1 then the representation
WG,X =

N∑
i=1
αiG
(
· − x(i)
)
+
M∑
j=1
βjpj : P
T
Xα = 0, α = (αi) , αi, βj ∈ C
 , (5.5)
is unique in terms of αi and βj.
From Corollary 200:
6. Suppose A ⊂ X is a minimal unisolvent set and suppose Rx is the Riesz representer of the functional
f → f (x) w.r.t. the Light norm, both being defined using A. Then
·
WG,X has basis
{
Rx(i) : x
(i) /∈ A} and
WG,X has basis {Rx(i)}Ni=1.
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5.3 Solution of the Exact smoothing problem and its properties
The Exact smoothing problem involves minimizing a functional over the space of continuous functions Xθw. The
functional is constructed using a smoothing parameter ρ > 0, the seminorm |·|w,θ of Xθw and a set of distinct,
scattered data points
{(
x(i), yi
)}N
i=1
, x(i) ∈ Rd and yi ∈ R. As with the interpolation problem we require the x(i)
to be distinct. The data will sometimes be specified using the notation [X, y] where X =
{
x(i)
}N
i=1
is termed the
independent data and y = {yi}Ni=1 is termed the dependent data. The functional to be minimized is
Je [f ] = ρ |f |2w,θ +
1
N
N∑
i=1
∣∣∣f (x(i))− yi∣∣∣2 , f ∈ Xθw. (5.6)
The Exact smoothing problem is now stated as:
Definition 234 The Exact smoothing problem and the Exact smoother
Minimize the Exact smoothing functional Je on the space X
θ
w.
A solution to this problem will be called an Exact smoother of the data [X, y].
The first component ρ |f |2w,θ of the functional can be regarded as a global smoothing component and the second
component as the localizing least squares component.
It is clear that when ρ = 0 any interpolant of the data minimizes the Exact smoother functional. Thus, from
part 4 Theorem 233 the set of solutions is uI +W
⊥
G,X where uI is the minimal seminorm interpolant studied in
Chapter 4. In Remark 251 we will note that as ρ→ 0 the matrix equation representing the solution to this problem
becomes that of the minimal norm interpolation problem so the limit ”seeks out” one particular interpolant.
5.3.1 Existence, uniqueness and formulas for the smoother
Using the technique of orthogonal projection it will be shown below that a solution to the smoothing problem
exists and is unique. The proof will be carried out within a Hilbert space framework by formulating the smoothing
functional in terms of a special inner product on the Hilbert product space V = Xθw ⊗ CN . To this end I will
introduce the following definitions:
Definition 235 For order θ ≥ 1:
1. Suppose ρ > 0. Let V = Xθw ⊗ CN be the Hilbert product space with inner product
((u1, u˜2) , (v1, v˜2))V = ρ 〈u1, v1〉w,θ +
1
N
(u˜2, v˜2)CN ,
and ‖f‖2V = (f, f)V .
2. Let LX : Xθw → V be defined by LXf =
(
f, E˜Xf
)
where E˜X is the evaluation operator of Definition 201.
Remark 236 The smoothing functional can be expressed in terms of LX and the data as follows: set ς = (0, y) ∈ V
where y = (yi) is the dependent data given in the Exact smoothing problem. Then for f ∈ Xθw
‖LXf − ς‖2V =
∥∥∥(f, E˜Xf)− (0, y)∥∥∥2
V
=
∥∥∥(f, E˜Xf − y)∥∥∥2
V
= ρ |f |2w,θ +
1
N
∣∣∣E˜Xf − y∣∣∣2
= Je [f ] .
The operator LX : Xθw → V and its adjoint L∗X : V → Xθw have the following properties:
Theorem 237 Suppose X is a θ-unisolvent set and A ⊂ X is a minimal unisolvent set. Use A to define the Light
norm ‖·‖w,θ and the Lagrange interpolation operator P. Then when ρ > 0:
1. ‖LXf‖V and ‖f‖w,θ are equivalent norms on Xθw.
2. LX : Xθw → V is continuous and 1-1.
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3. L∗X : V → Xθw is continuous w.r.t. the Light norm and if u = (u1,u˜2) ∈ V then
L∗Xu = ρQu1 +
1
N
E˜∗X u˜2,
with rangeL∗X = Xθw.
4. L∗XLX : Xθw → Xθw and
L∗XLX = ρQ+
1
N
E˜∗X E˜X .
5. L∗XLX is 1-1 on Xθw. Also, (L∗XLX)−1 is continuous on rangeL∗XLX .
Proof. Part 1 From the definition of LX , if f ∈ Xθw
‖LXf‖2V =
∥∥∥(f, E˜Xf)∥∥∥2
V
= ρ |f |2w,θ +
1
N
∣∣∣E˜Xf ∣∣∣2
CN
≤ const ‖f‖2w,θ ,
since E˜X : Xθw → RN is continuous by part 1 of Theorem 202. Also
‖f‖2w,θ = |f |2w,θ +
∣∣∣E˜Af ∣∣∣2
CM
≤
(
min
{
ρ,
1
N
})−1(
ρ |f |2w,θ +
1
N
∣∣∣E˜Xf ∣∣∣2
CN
)
=
(
min
{
ρ,
1
N
})−1
‖LXf‖2V ,
since ρ > 0.
Part 2 Part 1 implies LX is continuous and that LX is 1-1 is clear from its definition.
Part 3 Since LX is a continuous operator the adjoint L∗X : V → Xθw exists and is continuous. Further, if f ∈ Xθw
and u = (u1,u˜2) ∈ V then by the properties of the Light norm given in Theorem 179
(LXf, u)V =
((
f, E˜Xf
)
, (u1, u˜2)
)
V
= ρ 〈f, u1〉w,θ +
1
N
(
E˜Xf, u˜2
)
RN
= ρ (f,Qu1)w,θ +
1
N
(
f, E˜∗X u˜2
)
w,θ
=
(
f, ρQu1 + 1
N
E˜∗X u˜2
)
w,θ
.
Hence L∗Xu = ρQu1 + 1N E˜∗X u˜2.
Part 4
L∗XLXf = ρQ ((LXf)1) +
1
N
E˜∗X ((LXf)2) = ρQf +
1
N
E˜∗X E˜Xf.
Part 5 Suppose L∗XLXf = 0. Then 0 = (L∗XLXf, f)w,θ = (LXf,LXf)w,θ = ‖LXf‖2w,θ so that LXf = 0 and
f = 0 since LX is 1-1. Hence L∗XLX is 1-1.
Since L∗XLX is continuous it has closed range. By the bounded inverse theorem (L∗XLX)−1 is also continuous
on rangeL∗XLX .
Using the Hilbert space technique of orthogonal projection the next theorem shows that when ρ > 0 the Exact
smoothing problem of Definition 234 has a unique solution in Xθw.
Theorem 238 Fix y ∈ RN and let ς = (0, y) ∈ V . Then for ρ > 0 there exists a unique function se ∈ Xθw which
solves the Exact smoothing problem with data [X, y]. This solution has the following properties:
1. ‖LXse − ς‖V < ‖LXf − ς‖V for all f ∈ Xθw − {se}.
2. (LXse − ς,LXse − LXf)V = 0 for all f ∈ Xθw.
3. ‖LXse − ς‖2V + ‖LXse − LXf‖2V = ‖LXf − ς‖2V for all f ∈ Xθw.
This equality is equivalent to that of part 2.
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4. se =
1
N (L∗XLX)−1 E˜∗Xy.
5. Since θ ≥ 1, p ∈ Pθ−1 implies p = 1N (L∗XLX)−1 E˜∗X E˜Xp. We say the Exact smoother preserves polynomials
up to order θ.
Proof. Parts 1,2,3 Since LX is continuous, we know that the hyperspace LX
(
Xθw
)
is closed and hence that the
translated hyperspace LX
(
Xθw
)−ς is also closed. But from the remark following Definition 235 Je [f ] = ‖LXf − ς‖2V
and the Exact smoothing problem becomes minimize ‖LXf − ς‖V over Xθw. Thus by a well-known orthogonal
projection result concerning the distance between a point and a closed subspace, there exists a unique element of
LX(Xθw)− ς , call it LXse − ς such that se satisfies parts 1, 2 and 3 of this theorem.
Part 4 Using the equation proved in part 2
0 = (LXse − ς,LXse − LXf)V = (LXse − ς,LX (se − f))V = (L∗X (LXse − ς) , se − f)w,θ ,
for all f ∈ Xθw. Thus
L∗X (LXse − ς) = 0, (5.7)
and therefore
L∗XLXse = L∗Xς = L∗X (0, y) =
1
N
E˜∗Xy.
But by part 5 of Theorem 237, L∗XLX is one-to-one and so se = 1N (L∗XLX)−1 E˜∗Xy.
Part 5 Substituting y = E˜Xp into the result proved in the previous part gives
se =
1
N (L∗XLX)−1 E˜∗X E˜Xp, or equivalently NL∗XLXse = E˜∗X E˜Xp. But from part 4 of Theorem 237, L∗XLX−ρQ =
1
N E˜∗X E˜X .
Substituting this as an expression for E˜∗X E˜X into the last equation we get
NL∗XLXse = N (L∗XLXp− ρQp) = NL∗XLXp,
since Qp = (I − P) p = 0. Finally, by part 5 of Theorem 237, L∗XLX is one-to-one and hence se = p.
5.3.2 Various identities
The last theorem showed that the Exact smoothing problem has a unique minimizer in Xθw. In the next corollary
we prove that the smoother lies in the space WG,X introduced in Subsection 5.2.3. In the next two corollaries we
will also prove several well-known identities which involve all the data points. These identities relate the Hilbert
space properties and the pointwise properties of the data and the Exact smoother.
Corollary 239 Suppose X =
{
x(k)
}N
k=1
is θ-unisolvent so that X contains a minimal unisolvent subset A. Use
this subset to define the operators P, Q and the Light norm. Then the unique solution se ∈ Xθw of the Exact
smoothing problem with data [X, y] has the following properties:
1. se ∈ WG,X and se = Pse − 1Nρ E˜∗X
(
E˜Xse − y
)
.
2. For all f ∈ Xθw we have
ρ |se|2w,θ +
1
N
N∑
k=1
∣∣∣se (x(k))− yk∣∣∣2 + ρ |se − f |2w,θ + 1N
N∑
k=1
∣∣∣se (x(k)) − f (x(k))∣∣∣2 (5.8)
= ρ |f |2w,θ +
1
N
N∑
k=1
∣∣∣f (x(k))− yk∣∣∣2 ,
or
Je [se] + ρ |se − f |2w,θ +
1
N
N∑
k=1
∣∣∣se (x(k))− f (x(k))∣∣∣2 = Je [f ] . (5.9)
3. PTX ((se)X − y) = 0.
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Proof. Part 1
0 = L∗X (LXse − ς) = L∗XLXse −
1
N
E˜∗Xy = ρQse +
1
N
E˜∗X E˜Xse −
1
N
E˜∗Xy
= ρse − ρPse + 1
N
E˜∗X
(
E˜Xse − y
)
,
so that
se = Pse − 1
Nρ
E˜∗X
(
E˜Xse − y
)
,
and se ∈WG,X by part 2 of Theorem 202.
Part 2 By part 3 of Theorem 238
‖LXse − ς‖2V + ‖LXse − LXf‖2V = ‖LXf − ς‖2V , f ∈ Xθw.
Using Remark 236 and the definition of LX this equation becomes
ρ |se|2w,θ +
1
N
∣∣∣E˜Xse − y∣∣∣2 + ρ |se − f |2w,θ + 1N ∣∣∣E˜X (se − f)∣∣∣2 = ρ |f |2w,θ + 1N ∣∣∣E˜Xf − y∣∣∣2 ,
for all f ∈ Xθw and y ∈ RN , which proves this part.
Part 3 If p ∈ Pθ−1, then from part 1
1
Nρ
(
E˜∗X ((se)X − y) , p
)
w,θ
=
1
Nρ
(
E˜∗X
(
E˜Xse − y
)
, p
)
w,θ
= (Pse − se, p)w,θ
= − (Qse, p)w,θ
= −〈se, p〉w,θ
= 0.
But
0 =
(
E˜∗X ((se)X − y) , p
)
w,θ
=
(
(se)X − y, E˜Xp
)
=
N∑
i=1
((se)X − y)i p
(
x(i)
)
,
so by part 2 of Theorem 166, PTX ((se)X − y) = 0.
We next prove some standard results which express the smoothing functional and the seminorm of the smoother
in terms of the dependent data and the values taken by the smoother on the independent data.
Corollary 240 Suppose
{(
x(k), yk
)}N
k=1
is the data to be smoothed. Then the Exact smoothing function se has the
following properties:
1. For all p ∈ Pθ−1
2ρ |se|2w,θ +
1
N
N∑
k=1
∣∣∣se (x(k))− yk∣∣∣2 + 1
N
N∑
k=1
∣∣∣se (x(k))− p(x(k))∣∣∣2 = 1
N
N∑
k=1
∣∣∣p(x(k))− yk∣∣∣2 .
2. 2ρ |se|2w,θ + 1N
N∑
k=1
∣∣se (x(k))− yk∣∣2 + 1N N∑
k=1
∣∣se (x(k))∣∣2 = 1N N∑
k=1
|yk|2 .
3. |se|2w,θ = 1Nρ Re
N∑
k=1
se
(
x(k)
) (
yk − se
(
x(k)
))
.
4. Je [se] =
1
N Re
N∑
k=1
(
yk − se
(
x(k)
))
yk.
Proof. Part 1 Substitute f = p ∈ Pθ−1 in the equation of part 2 of Corollary 239 and use the fact that
|g + p|w,θ = |g|w,θ when g ∈ Xθw.
Part 2 Substitute f = 0 in the equation of part 2 of Corollary 239.
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Part 3 Substitute the expansion∣∣∣se (x(k))− yk∣∣∣2 = ∣∣∣se (x(k))∣∣∣2 − 2Re se (x(k)) yk + |yk|2 ,
in part 2 of Corollary 239 so that
2ρ |se|2w,θ =
1
N
N∑
k=1
|yk|2 − 1
N
N∑
k=1
∣∣∣se (x(k))− yk∣∣∣2 − 1
N
N∑
k=1
∣∣∣se (x(k))∣∣∣2
=
1
N
N∑
k=1
|yk|2 − 1
N
N∑
k=1
(∣∣∣se (x(k))∣∣∣2 − 2Re se (x(k)) yk + |yk|2)
− 1
N
N∑
k=1
∣∣∣se (x(k))∣∣∣2
=
2
N
N∑
k=1
Re se
(
x(k)
)
yk − 2
N
N∑
k=1
∣∣∣se (x(k))∣∣∣2
=
2
N
Re
N∑
k=1
(
se
(
x(k)
)
yk − se
(
x(k)
)
se
(
x(k)
))
=
2
N
Re
N∑
k=1
se
(
x(k)
)(
yk − se
(
x(k)
))
=
2
N
Re
N∑
k=1
se
(
x(k)
) (
yk − se
(
x(k)
))
.
Part 4 Substitute the formula for |se|2w,θ of part 3 into the definition of Je [se] to get
Je [se] = ρ |se|2w,θ +
1
N
N∑
k=1
∣∣∣se (x(k))− yk∣∣∣2
=
1
N
Re
N∑
k=1
se
(
x(k)
)(
yk − se
(
x(k)
))
+
+
1
N
N∑
k=1
(∣∣∣se (x(k))∣∣∣2 − 2Re se (x(k)) yk + |yk|2)
=
1
N
N∑
k=1
|yk|2 − 1
N
Re
N∑
k=1
se
(
x(k)
)
yk
=
1
N
Re
N∑
k=1
(
yk − se
(
x(k)
))
yk.
5.3.3 Data functions and the Exact smoother mapping
Part 4 of Theorem 238 allows us to define the mapping between a data function and its corresponding Exact
smoother. We call this the Exact smoother mapping:
Definition 241 Data functions and the Exact smoother mapping
Given an independent data set X, we shall assume that each member of Xθw can act as a legitimate data function
f and generate the data vector E˜Xf . By part 5 of Theorem 237 the linear operator (L∗XLX)−1 exists and is
continuous. Thus part 4 of Theorem 238 enables us to define the continuous linear mapping SeX : Xθw → WG,X
from the data functions to the corresponding unique Exact smoother by
SeXf =
1
N
(L∗XLX)−1 E˜∗X E˜Xf, f ∈ Xθw. (5.10)
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We will now prove some properties of the operator L∗XLX which in turn will be used to prove some basic
properties of the Exact smoother mapping.
Theorem 242 Properties of L∗XLX and SeX
When ρ > 0 the composition L∗XLX : Xθw → Xθw is a homeomorphism and L∗XLX : WG,X → WG,X is also a
homeomorphism. Regarding the properties of SeX :
SeXf = f − ρ (L∗XLX)−1Qf, f ∈ Xθw, (5.11)
and the operator SeX is continuous. Further:
1. |SeXf |w,θ ≤ |f |w,θ and |(I − SeX) f |w,θ ≤ |f |w,θ when f ∈ Xθw i.e. SeX and I − SeX are contractions in the
seminorm sense.
2. SeXf = f iff f ∈ Pθ−1.
3. SeX : Xθw →WG,X is onto and nullSeX =W⊥G,X .
4. The adjoint of the Exact smoother w.r.t. the Light norm is given by:
(SeX)∗ g =
1
N
E˜∗X E˜X (L∗XLX)−1 g = g − ρQ (L∗XLX)−1 g, g ∈ Xθw.
5. SeX is self-adjoint iff X is a minimal unisolvent set iff SeX = P i.e. the Lagrange polynomial interpolation
function 4.1.
Proof. Suppose f ∈ Xθw and let se = SeXf . From part 5 of Theorem 237 is is known that L∗XLX is 1-1. From part
4 of Theorem 238, L∗XLXse = 1N E˜∗X E˜Xf and from part 4 of Theorem 237, L∗XLXf = ρQf + 1N E˜∗X E˜Xf so thatL∗XLXf = ρQf + L∗XLXse. Clearly this equation implies equation 5.11 and also
Qf = L∗XLX
(
f − se
ρ
)
, f ∈ Xθw. (5.12)
This last equation proves Q (Xθw) ⊂ L∗XLX (Xθw) and if we can show that Pθ−1 ⊂ L∗XLX (Xθw) then it follows
that L∗XLX
(
Xθw
)
= Xθw and so by the open mapping theorem L∗XLX is a homeomorphism. Suppose p ∈ Pθ−1 and
for some f ∈ Xθw
p = L∗XLXf = ρQf +
1
N
E˜∗X E˜Xf. (5.13)
By Theorem 202, E˜∗X E˜X : Xθw → WG,X is onto and so it follows that a solution g to 1N E˜∗X E˜Xg = p exists. Now
try a solution to 5.13 of the form f = g+u so that p = L∗XLX (g + u) and u must satisfy L∗XLXu = p−L∗XLXg =
p −
(
ρQg + 1N E˜∗X E˜Xg
)
= −ρQg ∈ Q (Xθw). But we already know that Q (Xθw) ⊂ L∗XLX (Xθw) so a there exists
u such that L∗XLXu = −ρQg and hence a solution f = g + u to 5.13. Consequently Pθ−1 ⊂ L∗XLX
(
Xθw
)
and
L∗XLX : Xθw → Xθw is a homeomorphism.
By part 3 of Theorem 233, WG,X =
·
WG,X ⊕ Pθ−1 and hence P (WG,X) = Pθ−1, WG,X = Q (WG,X)⊕ Pθ−1 and
Q (WG,X) =
·
WG,X .
Thus 1.89 implies
·
WG,X = Q (WG,X) ⊂ L∗XLX (WG,X) and so L∗XLX (WG,X) = WG,X . The open mapping
theorem then implies that L∗XLX :WG,X →WG,X is a homeomorphism.
Part 1 In equation 5.8 let f be the data function and note that the data function interpolates the data.
Part 2 Since L∗XLX is a homeomorphism, from 5.11 SeXf = f iff (L∗XLX)−1Qf = 0 iff Qf = 0 iff f ∈ Pθ−1,
where the last implication follows from part 4 of Theorem 163.
Part 3 By part 6 of Theorem 202, SeXf = 0 iff E˜∗X E˜Xf = 0 iff f ∈W⊥G,X .
From 5.10, SeXf = 1N (L∗XLX)−1 E˜∗X E˜Xf and since we know from earlier in the proof that E˜∗X E˜X : Xθw → WG,X
and (L∗XLX)−1 :WG,X →WG,X are both onto we have our result.
Part 4 A standard Hilbert space result is that if K is a homeomorphism then (K−1)∗ = (K∗)−1. Thus, since
E˜∗X E˜X and L∗XLX are self-adjoint and by Theorem 179 Q is self-adjoint, taking the adjoint of equations 5.11 and
5.12 easily yields the claimed formulas for (SeX)∗.
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Part 5 Starting with the formulas of 5.11 and part 4 we have the equivalences:
(SeX)∗ = SeX iff Q (L∗XLX)−1 f = (L∗XLX)−1Qf , f ∈ Xθw,
iff P (L∗XLX)−1 f = (L∗XLX)−1 Pf , f ∈ Xθw.
Since L∗XLX : Xθw → Xθw is a homeomorphism, if we set g = (L∗XLX)−1 f then
(SeX)∗ = SeX iff L∗XLXPg = PL∗XLXg, g ∈ Xθw.
Further, by Theorem 237, L∗XLX = ρQ+ 1N E˜∗X E˜X and since PQ = 0
(SeX)∗ = SeX iff E˜∗X E˜XPg = PE˜∗X E˜Xg, g ∈ Xθw.
Recall the properties of the Riesz representer Rx given in Subsection 4.5.3. Next suppose X =
{
x(k)
}N
k=1
is not
minimally unisolvent and that the minimal unisolvent set A ⊂ X was used to construct the smoother, P , Q etc.
Then PE˜∗X E˜Xg ∈ Pθ−1 and so E˜∗X E˜XPg = Pg +
∑
x(i)∈X\A
(Pg) (x(i))Rx(i) ∈ Pθ−1 with the independence of the
functions {Rx(i)}Ni=1 implying that (Pg)
(
x(i)
)
= 0 when x(i) ∈ X \ A and g ∈ Xθw. Therefore, given x(i) ∈ X \ A
we have p
(
x(i)
)
= 0 when p ∈ Pθ−1 which is a contradiction. We conclude that (SeX)∗ 6= SeX or X is minimally
unisolvent.
If X is a minimal unisolvent set and f is a data function then Pf (x(k)) = f (x(k)) and Pf ∈ Pθ−1 so that the
Exact smoother functional satisfies Je [Pf ] = 0 and thus SeXf = Pf i.e. SeX = P . Finally, if SeX = P then SeX is
self-adjoint w.r.t. the Light norm by Theorem 179.
5.4 Expressing RX,X in terms of GX,X
In this section we will derive equations expressing the reproducing kernel matrix in terms of the basis function
matrix. I start with some notation:
Definition 243 Matrices and vectors derived from the Riesz representer Rx and the basis function
G.
If X =
{
x(k)
} ⊂ Rd and y ∈ Rd then Ry,X = (Rx(j) (y)) is a row vector and Gy,X = (G (y − x(j))) is a row
vector.
Also RX,y =
(
Ry
(
x(i)
))
is a column vector and GX,y =
(
G
(
x(i) − y)) is a column vector.
Using the notation of Definition 243 this theorem derives some of the relationships between the matrices RX,X
and GX,X .
Theorem 244 Suppose A is any minimal unisolvent set and let the corresponding cardinal basis be {li}Mi=1. Define
the Riesz representer Rx using A and {li}Mi=1. Then for any finite set X ⊂ Rd and y ∈ Rd
Ry,X = (2π)
− d2
(
Gy,X − l˜ (y)T GA,X −Gy,ALTX + l˜ (y)T GA,ALTX
)
+ l˜ (y)
T
LTX .
The reproducing kernel matrix RX,X =
(
Rx(j)
(
x(i)
))
and the basis function matrix GX,X =(
G
(
x(i) − x(j))) are related by the formulas
RX,X = (2π)
− d2 (GX,X − LXGA,X −GX,ALTX + LXGA,ALTX)+ LXLTX , (5.14)
and
RX,X = (2π)
−d2 (IN − LX;0)GX,X (IN − LX;0)T + LXLTX , (5.15)
where LX =
(
lj(x
(i))
)
and LX;0 =
(
LX ON,N−M
)
.
Proof. From 4.30
(2π)
d
2 Rx (y) = G (y − x)−
M∑
j=1
lj (y)G
(
x(j) − x
)
−
M∑
i=1
G
(
y − x(i)
)
li (x) +
+
M∑
i,j=1
lj (y)G
(
x(j) − x(i)
)
li (x) + (2π)
d
2
M∑
j=1
lj(x)lj (y) ,
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or in the notation introduced in Definition 243
Rx (y) = (2π)
− d2
(
G (y − x)− l˜ (y)T GA,x −Gy,A l˜ (x) + l˜ (y)T GA,A l˜ (x)
)
+ l˜ (y)
T
l˜ (x) ,
Now Ry,X is the row vector (Rx(j) (y)) and LX =
(
lj
(
x(i)
))
so
Ry,X = (2π)
− d2
(
Gy,X − l˜ (y)T GA,X −Gy,ALTX + l˜ (y)T GA,ALTX
)
+ l˜ (y)
T
LTX ,
and hence, since LX;0 = (LX ON,N−M ),
RX,X =
(
Rx(i),X
)
= (2π)
− d2
(
Gx(i),X − l˜
(
x(i)
)T
GA,X −Gx(i),ALTX + l˜
(
x(i)
)T
GA,AL
T
X
)
+ l˜
(
x(i)
)T
LTX
= (2π)
− d2 (GX,X − LTXGA,X −GX,ALTX + LXGA,ALTX)+ LXLTX
= (2π)
− d2 (GX,X − LX;0GX,X −GX,XLTX;0 + LX;0GX,XLTX;0)+ LX;0LTX;0
= (2π)
− d2 (IN − LX;0)GX,X (IN − LX;0)T + LX;0LTX;0.
5.5 Matrices, vectors and bases derived from the semi-Riesz representer rx
The semi-Riesz representer rx = QRx was introduced in Chapter 4 where rx (x) was used to estimate the conver-
gence of the interpolant. In this document rx (x) will be used to estimate the convergence of the Exact smoother.
Some basis properties of rx were proved in Theorem 188 and we will need these to prove the following result:
Corollary 245 Suppose X =
{
x(i)
}N
i=1
is unisolvent and A =
{
a(i)
}M
i=1
is a minimal unisolvent subset. If rx is
defined using this set then the functions
{
rx(i) : x
(i) /∈ A} are independent and form a basis for ·WG,X.
Proof. Firstly, by part 2 Theorem 188, ra(i) = 0 for i = 1, . . . ,M . Next we prove independence. If
∑
x(i) /∈A
βirx(i) = 0
thenQ ∑
x(i) /∈A
βiRx(i) = 0 so that
∑
x(i) /∈A
βiRx(i) = P
∑
x(i) /∈A
βiRx(i) ∈ Pθ−1. By part 6 of Summary 233,
∑
x(i) /∈A
βiRx(i) ∈
·
WG,X . But by part 3 of Summary 233, WG,X =
·
WG,X ⊕ Pθ−1 so all the βi are zero. Also by part 3 of Summary
233,
·
WG,X has dimension N −M and so the N −M functions
{
rx(i) : x
(i) /∈ A} form a basis.
Definition 246 Matrices and vectors derived from rx
If X =
{
x(k)
} ⊂ Rd and y ∈ Rd then rX,X = (rx(j) (x(i))), rX,y = (ry (x(i))) is a column vector and ry,X =
(rx(j) (y)) is a row vector.
Theorem 247 Suppose X =
{
x(i)
}N
i=1
is unisolvent and A is a minimal unisolvent subset with cardinal basis
{li}Mi=1. Then if rx = QRx is defined using A we have:
1. rX,y = RX,y − LX l˜ (y).
2. rX,X = RX,X − LXLTX .
3. The matrix rAc,Ac is positive definite, regular and Hermitian where A
c = X \A.
Proof. Parts 1 and 2 The definition of the cardinal unisolvency matrix is LX =
(
lj
(
x(i)
))
and by part 6 Theorem
188, Ry = ry +
M∑
j=1
lj (y) lj . Parts 1 and 2 then follow easily from the definitions of rX,y and rX,X .
Part 3 From Theorem 188, rx(j)
(
x(i)
)
= 〈rx(j) , rx(i)〉w,θ and rx(j)
(
a(i)
)
= 0 for a(i) ∈ A. Now let (·, ·)w,θ be
the Light inner product 1.32: (u, v)w,θ = 〈u, v〉w,θ +
M∑
i=1
u
(
a(i)
)
v
(
a(i)
)
constructed using A. It now follows that
rx(j)
(
x(i)
)
= (rx(j) , rx(i))w,θ for all i and j, and so the matrix rAc,Ac =
(
rx(j)
(
x(i)
))
is a Gram matrix and the
properties stated in this theorem are well-known properties of Gram matrices.
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5.6 Matrix equations for the Exact smoother
In Corollary 239 it was shown that the unique solution of the Exact smoothing problem of the data [X, y] lies in
the finite dimensional space WG,X which has a unique representation given by 5.5 i.e.
N∑
i=1
αiG
(
· − x(i)
)
+
M∑
j=1
βjpj, αi, βj ∈ C,
where X =
{
x(i)
}N
i=1
. The goal of this section is to derive a matrix equation for the coefficients αi, βj of the
basis functions of the space WG,X . We start by deriving a (singular) matrix equation for the values taken by the
Exact smoother at its independent data points X . Now recall the notation fX for E˜Xf introduced in Definition
201.
Theorem 248 Let X =
{
x(i)
}N
i=1
be a unisolvent set of independent data with a minimally unisolvent subset A.
Construct Rx using A and its cardinal basis {li}Mi=1, and denote the Exact smoother of the data [X, y] by s. Then
(Nρ (IN − LX;0) +RX,X) sX = RX,Xy, (5.16)
and
LTX (sX − y) = 0, (5.17)
where LX =
(
lj
(
x(i)
))
, LX;0 =
(
LX ON,N−M
)
and RX,X =
(
Rx(j)(x
(i))
)
is the reproducing kernel matrix.
Proof. From parts 4 and 8 of Theorem 202 we have E˜X E˜∗Xβ = RX,Xβ and E˜XPs = LX E˜As. From part 1 of
Corollary 239 we have s = Ps− 1Nρ E˜∗X
(
E˜Xs− y
)
. Applying E˜X to the last equation to get
sX = E˜XPs− 1
Nρ
E˜X E˜∗X (sX − y) = LX E˜As−
1
Nρ
RX,X (sX − y)
= LX;0sX − 1
Nρ
RX,XsX +
1
Nρ
RX,Xy,
or on rearranging
(Nρ (IN − LX;0) +RX,X) sX = RX,Xy,
which is the desired matrix equation in E˜Xs. Finally 5.17 follows from part 3 Corollary 239 and equation 4.4 of
part 3 Theorem 166.
Corollary 239 established that the Exact smoother has a unique solution in the finite dimensional space WG,X .
By Definition 193, WG,X is independent of the basis function G, the order of the points in X and the basis of Pθ−1
used to define PX . The next theorem derives the corresponding matrix equation for the coefficients of the basis
functions. This matrix equation is deduced using the relationships between the reproducing kernel matrix RX,X
and the basis function matrix GX,X derived in Theorem 244. However, to prove the next (well-known) result we
need Lemma 206 from Chapter 4:
Lemma 249 (Lemma 206)Let B be a complex-valued matrix and C be a real-valued matrix. Suppose the block
matrix
(
B C
CT O
)
is square and that for complex vectors z
zTBz = 0 and CT z = 0 implies z = 0. (5.18)
1. Then the equation (
B C
CT O
)(
u
v
)
=
(
0
0
)
,
implies u = 0 and v ∈ nullC.
2. If, in addition to 5.18 nullC = {0}, then the block matrix is regular.
Theorem 250 Suppose [X, y] is the data for the Exact smoothing problem of Definition 234 where X =
{
x(i)
}N
i=1
is θ-unisolvent and y = {yi}Ni=1. Then given a real-valued basis {pj}Mj=1 for Pθ−1 and a basis function G of order
θ, the Exact smoothing problem has a unique solution s ∈ WG,X of the form
s(x) =
N∑
i=1
viG
(
x− x(i)
)
+
M∑
j=1
βjpj (x) , (5.19)
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where the coefficients v = (vi) ∈ CN and β = (βj) ∈ CN satisfy the Exact smoothing matrix equation(
(2π)
d
2 NρIN +GX,X PX
PTX OM
)(
v
β
)
=
(
y
0
)
. (5.20)
Here PX =
(
pj
(
x(i)
))
is a unisolvency matrix and GX,X =
(
G
(
x(i) − x(j))) is the basis function matrix.
The matrix equation 5.20 is independent of the ordering of the data [X, y].
Finally, the Exact smoothing matrix is regular and positive definite but in general it is not Hermitian. However,
there always exists a basis function such that the Exact smoothing matrix is Hermitian.
Proof. Step 1 Since X =
{
x(i)
}N
i=1
is θ-unisolvent there exists a minimal unisolvent subset, say X1. Assume that
X1 =
{
x(i)
}M
i=1
. Now construct P , Q, the Light norm and the Riesz representer Rx using X1 and its cardinal basis
{li}Mi=1 for Pθ−1.
Initially we will derive the Exact smoother matrix equation using the cardinal basis associated with X1 so that
PX = LX =
(
lj
(
x(i)
))
. Consequently, by the interpolation result Theorem 207 of Chapter 4, for given dependent
data sX =
(
s
(
x(i)
))N
i=1
there exist unique vectors v and γ such that(
GX,X LX
LTX OM
)(
v
γ
)
=
(
sX
0
)
,
This matrix equation is equivalent to the two equations
GX,Xv + LXγ = sX (5.21)
LTXv = 0. (5.22)
Multiplying equation 5.21 by NρR−1X,X (IN − LX;0) + IN and using equation 5.16 gives(
NρR−1X,X (IN − LX;0) + IN
)
(GX,Xv + LXγ) =
(
NρR−1X,X (IN − LX;0) + IN
)
sX = y.
From part 3 Theorem 167, (IN − LX;0)LX = O so the last equation simplifies to
NρR−1X,X (IN − LX;0)GX,Xv +GX,Xv + LXγ = y. (5.23)
We now require an equation that expresses RX,X in terms of GX,X . To this end we use equation 5.15, namely
RX,X = (2π)
−d2 (IN − LX;0)GX,X (IN − LX;0)T + LXLTX .
Multiplying this equation on the left by R−1X,X and by v on the right, and noting that L
T
Xv = 0, yields
v = (2π)
− d2 R−1X,X (IN − LX;0)GX,X (IN − LX;0)T v +R−1X,XLXLTXv
= (2π)
− d2 R−1X,X (IN − LX;0)GX,Xv,
and thus 5.23 reduces to (
(2π)
d
2 NρIN +GX,X
)
v + LXγ = y, (5.24)
constrained by equation 5.22 i.e. LTXv = 0.
Since PX =
(
pj
(
x(i)
))
and LX =
(
lj
(
x(i)
))
, where {pj} and {lj} are both real-valued bases for Pθ−1, it follows
from part 3 Theorem 166 that there exists a regular matrix C such that LX = PXC. Substituting for LX in 5.24
and 5.22 and then setting β = Cγ yields the Exact smoothing matrix equation 5.20.
Step 2 We now show that re-ordering the data does not change the equation for the smoother. Re-ordering
a vector involves a permutation π. Re-ordering a column vector involves left-multiplication by the permutation
matrix Π and re-ordering a row vector involves right-multiplication by the transpose of the permutation matrix.
Thus the new matrix equation is(
(2π)
d
2 NρIN +Gpi(X),pi(X) Ppi(X)
PTpi(X) OM
)(
v′
β′
)
=
(
Πy
0
)
.
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Thus Gpi(X),pi(X) = ΠGX,XΠ
T , Ppi(X) = ΠPX and π (y) = Πy, or since ΠΠ
T = IN . Under the last set of
transformations the Exact smoothing matrix equation becomes(
(2π)
d
2 NρΠΠT +ΠGX,XΠ
T
)
v′ +ΠPXβ′ = Πy, PTXΠ
T v′ = 0,
or (
(2π)
d
2 Nρ+GX,X
)
ΠT v′ + PXβ′ = y, PTXΠ
T v′ = 0, (5.25)
and so the matrix equation is unchanged by re-ordering the data.
Step 3 The next step is to show that the Exact smoothing matrix is regular. To do this we use Lemma 249 with
B = (2π)
d
2 NρIN + GX,X , C = PX , and then show that z
T
(
(2π)
d
2 NρIN +GX,X
)
z = 0 and PTXz = 0 implies
z = 0. Now
zT
(
(2π)
d
2 NρIN +GX,X
)
z = (2π)
d
2 zTNρINz + z
TGX,Xz
= (2π)
d
2 Nρ |z|2 + zTGX,Xz.
But by part 2 Theorem 233, GX,X is conditionally positive definite on nullP
T
X i.e. z ∈ nullPTX implies that
zTGX,Xz > 0 except when z = 0. Thus z ∈ nullPTX and zT
(
(2π)
d
2 NρIN +GX,X
)
z = 0 implies z = 0 and the
Approximate smoother matrix is regular.
Finally, part 2 Theorem 122 from Chapter 2 allows the basis function G to be chosen so that G (x) = G (−x)
and this implies GX,X is Hermitian.
Remark 251
1. When ρ = 0 the matrix equation for the Exact smoother becomes the matrix equation for the minimal norm
interpolant - see Theorem 207.
2. The matrix 5.20 is N × N i.e. its size depends on the number of data points, so this algorithm is not
scalable i.e. the time of execution is not linearly dependent on the number of data points. The Approximate
smoother, which overcomes this problem, will be derived in Chapter 6.
The basis function form of the Exact smoother matrix equation can also be derived using Lagrange multipliers.
The next result shows that the algebra can be significantly simplified by assuming the basis function is real valued.
Corollary 252 If the dependent data y is real-valued and the basis function is real-valued, then the Exact smoother
is real-valued. Also, the smoother lies in the subspace of WG,X defined using the real scalars instead of the complex
scalars.
Proof. By Theorem 244, if the basis function G is real-valued then the reproducing kernel matrix RX,X is real-
valued. Hence, since the cardinal unisolvency matrix LX is real-valued, equations 5.19 and 5.20 imply that the
smoother is real-valued.
5.7 Convergence to the data function - smoother error
In this section we will prove that in the sense of Corollary 257 below the Exact smoother converges uniformly
pointwise to its data function on a bounded set. The rates of convergence are shown to be the same as those
obtained for the minimal seminorm interpolant.
5.7.1 Convergence to the data function
In Section 5.3 the Exact smoother problem of Definition 235 was studied using the Hilbert space V = Xθw ⊗ CN
endowed with the inner product
(
(f, α˜) ,
(
g, β˜
))
V
= ρ 〈f, g〉w,θ + 1N
(
α˜, β˜
)
CN
, and the operator LX : Xθw → V
defined by LXf =
(
f, E˜Xf
)
for a set of N independent data points X .
In Theorem 237 it was proven that ‖LXf‖V is an equivalent norm to ‖f‖w,θ which implies that Xθw is also a
reproducing kernel Hilbert space under the norm ‖LXf‖V . The space V induces on Xθw the inner product
(f, g)V,w,θ = (LXf,LXg)V , f, g ∈ Xθw.
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Under this inner product Xθw is a reproducing kernel Hilbert space with a unique reproducing kernel function,
and consequently there is a unique Riesz representer of the functional f → f (x) which we denote by RV,x i.e.
f (x) = (f,RV,x)V,w,θ , f ∈ Xθw, x ∈ Rd. (5.26)
The equations
(f,Rx)w,θ = f (x) = (f,RV,x)V,w,θ = (LXf,LXRV,x)V = (f,L∗XLXRV,x)w,θ , (5.27)
imply that L∗XLXRV,x = Rx and by Theorem 242 the operator L∗XLX : Xθw → Xθw is a homeomorphism so we
have
RV,x = (L∗XLX)−1Rx. (5.28)
The equations 5.27 also imply there exists a unique RV,x ∈ V such that
f (x) = (LXf,RV,x)V , RV,x = LXRV,x, Rx = L∗XRV,x. (5.29)
As mentioned above we are interested in estimating the pointwise error of the Exact smoother se with respect
to its data function fd, where the independent data is X and the dependent data is y = E˜Xfd. By 5.29 the error
is se (x)− fd (x) = (LX (se − fd) , RV,x)V and
|se (x)− fd (x)| =
∣∣(LX (se − fd) , RV,x)V ∣∣ ≤ ‖LX (se − fd)‖V ‖RV,x‖V .
From part 3 of Theorem 238
‖LXse − ς‖2V + ‖LX (se − f)‖2V = ‖LXf − ς‖2V , f ∈ Xθw,
where ζ = (0, y) =
(
0, E˜Xfd
)
. Thus when f = fd
‖LX (se − fd)‖V ≤
∥∥∥LXfd − (0, E˜Xfd)∥∥∥
V
= |fd|w,θ
√
ρ,
and
|se (x)− fd (x)| ≤ |fd|w,θ
√
ρ ‖RV,x‖V .
Finally, using 5.27 we have
‖RV,x‖2V = (RV,x, RV,x)V = (LXRV,x,LXRV,x)V = RV,x (x) .
The above analysis is summarized as:
Theorem 253 Suppose se is the Exact smoother generated by the independent data X and the data function
fd ∈ Xθw. Then
|se (x)− fd (x)| ≤ |fd|w,θ
√
ρ ‖RV,x‖V , x ∈ RN , (5.30)
where ρ > 0 is the smoothing coefficient, RV,x ∈ V is given by 5.28 and 5.29 and satisfies
‖RV,x‖2V = RV,x (x) . (5.31)
It is clear from Definition 234 of the Exact smoothing problem that the Exact smoother is independent of the
order of the points in the unisolvent independent data X . This allows the convenient definition of a special minimal
unisolvent set X1 ⊂ X : we assume that X1 =
{
x(i)
}M
i=1
is a minimal unisolvent subset and let X2 =
{
x(i)
}N
i=M+1
.
The setX1 is then used to construct the Riesz representerRx, the semi-Riesz representer rx = QRx, the Lagrangian
operators P , Q, the basis function spaces WG,X and
·
WG,X , and the Light norm (·, ·)w,θ. This section will also use
the ‘prime-double-prime’ notation to denote components related to X1 and X2 e.g. α = (α
′, α′′) with α′ ∈ CM
and α′′ ∈ CN−M .
The next step is to calculate ‖RV,x‖V using 1.91. From 5.28, L∗XLXRV,x = Rx and from part 4 Theorem 237,
L∗XLX = ρQ+ 1N E˜∗X E˜X so that
ρQRV,x + 1
N
E˜∗X E˜XRV,x = Rx. (5.32)
We will solve equation 5.32 for RV,x by solving the equivalent system
Qvx + E˜∗Xαx = Rx, (5.33)
1
Nρ
E˜Xvx = αx, (5.34)
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for αx ∈ CN and vx ∈ Xθw, so that
ρRV,x = vx, RV,x = LXRV,x =
(
1
ρ
vx, Nαx
)
. (5.35)
We first apply the operator P to 5.33: by part 7 of Theorem 202, PE˜∗Xαx = αTxLX l˜ and applying P to 4.31 gives
PRx = l˜ (x)T l˜ so
P
(
Qvx + E˜∗Xαx
)
= αTxLX l˜ = l˜ (x)
T l˜,
which implies the equivalent equations
LTXαx = l˜ (x) , α
′
x = l˜ (x)− LTX2α′′x. (5.36)
Next apply the operator Q to 5.33: since QRx = rx
Q
(
vx + E˜∗Xαx
)
= Qvx +Q
N∑
k=1
(αx)k Rx(k) = Qvx +
N∑
k=M+1
(αx)k rx(k) = rx,
and thus
Qvx = rx −
N∑
k=M+1
(αx)k rx(k) . (5.37)
We now left-compose E˜X2 with 5.37. From part 8 Theorem 202, E˜X2Pf = LX E˜X1f so that applying E˜X2 to the
left of 5.37 and then using 1.56 gives
E˜X2Qvx = E˜X2 (vx − Pvx) = E˜X2vx − LX2 E˜X1vx = Nρ (α′′x − LX2α′x) .
Next left-compose E˜X2 with 5.37 and use the notation described in Definition 246 to obtain
E˜X2Qvx = E˜X2
(
rx −
N∑
k=M+1
(αx)k rx(k)
)
= rX2,x − rX2,X2α′′x.
The last two sequences of equations yield
(NρI + rX2,X2)α
′′
x = NρLX2α
′
x + rX2,x,
so that substituting for α′x in the last equation using 5.36 and then rearranging gives(
Nρ
(
I + LX2L
T
X2
)
+ rX2,X2
)
α′′x = NρLX2 l˜ (x) + rX2,x. (5.38)
We know from Theorem 247 that rX2,X2 is positive definite and since the cardinal unisolvency matrix LX2 is
real-valued it follows that Nρ
(
I + LX2L
T
X2
)
+rX2,X2 is also positive definite and hence regular. Thus 5.38 and 5.36
define αx uniquely and which means 5.33 defines v up to a polynomial of order θ. However 5.34 actually supplies
the information which defines vx uniquely. Indeed, from 5.34, E˜X1vx = Nρα′x so that
Pvx (y) = Nρ (α′x)T l˜ (y) = Nρ
(
l˜ (x)− LTX2α′′x
)T
l˜ (y) = Nρ
(
l˜ (x)
T − (α′′x)T LX2
)
l˜ (y)
= Nρl˜ (x)
T
l˜ (y)−Nρ (α′′x)T LX2 l˜ (y) ,
and as a consequence of 5.37
vx (y) = Pvx (y) +Qvx (y)
= Nρl˜ (x)
T
l˜ (y)−Nρ (α′′x)T LX2 l˜ (y) +Qvx (y)
= Nρl˜ (x)
T
l˜ (y)−Nρ (α′′x)T LX2 l˜ (y) + rx (y)−
N∑
k=M+1
(αx)k rx(k) (y)
= rx (y) +Nρl˜ (x)
T
l˜ (y)−Nρ (α′′x)T LX2 l˜ (y)− (α′′x)T rX2,y
= rx (y) +Nρl˜ (x)
T
l˜ (y)− (α′′x)T
(
NρLX2 l˜ (y) + rX2,y
)
= rx (y) +Nρl˜ (x)
T
l˜ (y)− (α′′x)T
(
Nρ
(
I + LX2L
T
X2
)
+ rX2,X2
)
α′′y (5.39)
= rx (y) +Nρl˜ (x)
T
l˜ (y)−
−
(
NρLX2 l˜ (x) + rX2,x
)T (
Nρ
(
I + LX2L
T
X2
)
+ rX2,X2
)−1 (
NρLX2 l˜ (y) + rX2,y
)
, (5.40)
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where the last two equations were derived using 5.38. Since Nρ
(
I + LX2L
T
X2
)
+ rX2,X2 is positive definite, its
complex conjugate inverse is positive definite and when y = x equations 5.31, 5.39 and 5.35 imply
ρ ‖RV,x‖2V = ρRV,x (x) = vx (x) ≤ rx (x) +Nρ
∣∣∣l˜ (x)∣∣∣2 ,
The next theorem summarizes these results:
Theorem 254 Suppose se is the Exact smoother generated by the independent data X and the data function
fd ∈ Xθw. Then
ρ ‖RV,x‖2V ≤ rx (x) +Nρ
∣∣∣l˜ (x)∣∣∣2 , (5.41)
and
|se (x)− fd (x)| ≤ |fd|w,θ
√
rx (x) +Nρ
∣∣∣l˜ (x)∣∣∣2, x ∈ RN .
To study the convergence of the Exact smoother we will also need Lemma 211 which supplies some elementary
results from the theory of Lagrange interpolation and was used in Chapter 4 to derive orders of convergence for
the interpolant. These results are stated without proof. This lemma has been created from Lemma 3.2, Lemma
3.5 and the first two paragraphs of the proof of Theorem 3.6 of Light and Wayne [13]. The results of this lemma
do not involve any reference to weight or basis functions or functions in Xθw, but consider the properties of the set
which contains the independent data points and the order of the unisolvency used for the interpolation. Thus we
have separated the part of the proof that involves weight functions from the part that uses the detailed theory of
Lagrange interpolation operators.
Lemma 255 (Copy of Lemma 211) Suppose that:
1. Ω is a bounded, open, connected subset of Rd having the cone property.
2. X is a unisolvent subset of Ω of order θ.
3. {lj}Mj=1 is the cardinal basis of Pθ−1 with respect to a minimal unisolvent set of Ω.
Then by using Lagrange interpolation techniques it can be shown there exists a constant K ′Ω,θ > 0 such that∣∣∣l˜ (x)∣∣∣
1
=
M∑
j=1
|lj (x)| ≤ K ′Ω,θ, x ∈ Ω, (5.42)
and all minimal unisolvent subsets of Ω. Now define
hX = sup
ω∈Ω
dist (ω,X) ,
and fix x ∈ X. Again using Lagrange interpolation techniques it can be shown there are constants cΩ,θ, hΩ,θ > 0
such that when hX < hΩ,θ there exists a minimal unisolvent set A ⊂ X satisfying
diamAx ≤ cΩ,θhX , (5.43)
where Ax = A ∪ {x}.
We will now prove our first Exact smoother error estimate Theorem 256 which implies an order of convergence
η. In Theorem 213 conditions on the basis function G were supplied in order that the semi-Riesz representer
rx (y) = QyRx (y) satisfy a condition of the form 5.44 required below by Theorem 256. Then in Theorem 215 an
estimate for the interpolant error was derived which is just the Exact smoother error estimate 5.45 with ρ = 0.
Theorem 256 Let w be a weight function with properties W2 and W3 for order θ and parameter κ and set
η = min
{
θ, 12 ⌊min 2κ⌋
}
. Suppose the notation and assumptions of Lemma 255 hold. Assume there exist constants
cG, rG > 0, independent of A and x ∈ Ω such that√
rx (x) ≤
(
1 +
∣∣∣l˜ (x)∣∣∣
1
)√
cG (diamAx)
η , diamAx < rG, x ∈ Ω, (5.44)
where Ax = A ∪ {x}.
Then there exist constants cΩ,θ, hΩ,θ,K
′
Ω,θ > 0 such that
|se (x)− fd (x)| ≤ |fd|w,θ
(
1 +K ′Ω,θ
) (√
cG (cΩ,θhX)
η
+
√
NXρ
)
, x ∈ Ω, (5.45)
when hX ≤ min {hΩ,θ, rG}. Here NX = |X | and the constants cΩ,θ, hΩ,θ,K ′Ω,θ only depend on Ω, θ, κ and d.
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Proof. From 5.41 of Theorem 254
√
ρ ‖RV,x‖V ≤
√
rx (x) +
∣∣∣l˜ (x)∣∣∣
1
√
NXρ, x ∈ Rd. (5.46)
Fix x ∈ 
 and let A be any minimal unisolvent subset of X . Define rx using A so that by 5.44 and Lemma 255
we have √
rx (x) ≤ √cG
(
1 +
∣∣∣l˜ (x)∣∣∣
1
)
(diamAx)
η ≤ (1 +K ′Ω,θ)√cG (diamAx)η+δG , (5.47)
when diamAx ≤ rG. But hX ≤ hΩ,θ so that by Lemma 255 there exists A such that diamAx ≤ cΩ,θhX and 5.47
implies √
rx (x) ≤
(
1 +K ′Ω,θ
)√
cG (cΩ,θhX)
η
.
Applying this estimate and the inequality 5.42 for
∣∣∣l˜ (x)∣∣∣
1
to the inequality 5.46 for RV,x we get
√
ρ ‖RV,x‖V ≤
(
1 +K ′Ω,θ
) (√
cG (cΩ,θhX)
η +
√
NXρ
)
, x ∈ Ω,
and the smoother error estimate 5.30 now becomes
|se (x)− fd (x)| ≤ |fd|w,θ
√
ρ ‖RV,x‖V
≤ |fd|w,θ
(
1 +K ′Ω,θ
) (√
cG (cΩ,θhX)
η +
√
NXρ
)
, x ∈ Ω.
Since se and fd are continuous on Rd the last inequality actually holds for x ∈ Ω and 5.45 is true.
The next result shows that in a certain sense the Exact smoother converges to its data function.
Corollary 257 The Exact smoother converges to its data function fd in the sense that given ε > 0 there exists
a positive integer K (fd; ε), a nested sequence of independent data sets X
(k) ⊂ X(k+1) ⊂ Ω and a sequence of
smoothing parameters ρk > 0 such that the corresponding sequence of Exact smoothers s
(k)
e satisfies∣∣∣s(k)e (x) − fd (x)∣∣∣ ≤ ε, x ∈ Ω, (5.48)
when k ≥ K (fd; ε).
Proof. From Theorem 214 there exists a nested sequence of independent data sets X(k) such that X(k) ⊂ X(k+1) ⊂
Ω and hX(k) → 0 as k→∞. To derive the bound 5.48 we start with inequality 5.45 so that∣∣∣s(k)e (x)− fd (x)∣∣∣ ≤ |fd|w,θ (1 +K ′Ω,θ) (√cG (cΩ,θhX(k))ηG +√NX(k)ρk) , x ∈ Ω,
when hX(k) < min {hΩ,θ, rG}. Now observe that for some positive integerK0 (fd), hX(k) < hΩ,θ when k ≥ K0 (fd).
Next, choosing ρk such that
√
cG (cΩ,θhX(k))
ηG =
√
NX(k)ρk implies∣∣∣s(k)e (x)− fd (x)∣∣∣ ≤ 2 |fd|w,θ (1 +K ′Ω,θ)√cG (cΩ,θhX(k))ηG , x ∈ Ω,
and as hX(k) → 0, se → fd uniformly on Ω. The statement of this corollary now follows directly.
5.8 Improved error estimates
In this section we start by deriving an estimate which has a slightly improved order of convergence: for the example
of the shifted thin-plate spline this is 1/2. Then a double rate of convergence will be demonstrated for data functions
that are linear combinations of Riesz representers. As a function of the smoothing parameter ρ these convergence
estimates are unbounded and we end this chapter by deriving some error estimates bounded in ρ.
5.8.1 A slightly increased order of convergence
Our slightly improved Exact smoother error estimate will be Theorem 258. In Theorem 220 conditions on the basis
function G were supplied in order that the semi-Riesz representer rx (y) = QyRx (y) satisfy a condition of the
form 5.49 (below) which allows for an improved order of convergence of η+ δG. Then in Corollary 221 an estimate
for the interpolant error was derived which is just the improved Exact smoother error estimate 5.50 (below) with
ρ = 0.
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Theorem 258 Let w be a weight function with properties W2 and W3 for order θ and parameter κ and set
η = min
{
θ, 12 ⌊min 2κ⌋
}
. Suppose the notation and assumptions of Lemma 255 hold. Assume there exist constants
cG, rG > 0 and δG ≥ 0, independent of A and x ∈ Ω, such that√
rx (x) ≤
(
1 +
∣∣∣l˜ (x)∣∣∣
1
)√
cG (diamAx)
η+δG , diamAx < rG, x ∈ Ω, (5.49)
where Ax = A ∪ {x}.
Then there exist constants cΩ,θ, hΩ,θ,K
′
Ω,θ > 0 such that
|se (x) − fd (x)| ≤ |fd|w,θ
(
1 +K ′Ω,θ
) (√
cG (cΩ,θhX)
η+δG +
√
NXρ
)
, x ∈ Ω, (5.50)
when hX ≤ min {hΩ,θ, rG}. Here NX = |X | and the constants cΩ,θ, hΩ,θ,K ′Ω,θ only depend on Ω, θ, κ and d.
Proof. The will follow closely that of Theorem 256. From 5.41 of Theorem 254
√
ρ ‖RV,x‖V ≤
√
rx (x) +
∣∣∣l˜ (x)∣∣∣
1
√
NXρ, x ∈ Rd. (5.51)
Fix x ∈ 
 and let A be any minimal unisolvent subset of X . Define rx using A so that by 5.49 and Lemma 255
we have √
rx (x) ≤ √cG
(
1 +
∣∣∣l˜ (x)∣∣∣
1
)
(diamAx)
η+δG ≤ (1 +K ′Ω,θ)√cG (diamAx)η+δG , (5.52)
when diamAx ≤ rG. But hX ≤ hΩ,θ so that by Lemma 255 there exists A such that diamAx ≤ cΩ,θhX and 5.52
implies √
rx (x) ≤
(
1 +K ′Ω,θ
)√
cG (cΩ,θhX)
η+δG . (5.53)
Applying this estimate and the inequality 5.42 for
∣∣∣l˜ (x)∣∣∣
1
to the inequality 5.51 for RV,x we get
√
ρ ‖RV,x‖V ≤
(
1 +K ′Ω,θ
) (√
cG (cΩ,θhX)
η+δG +
√
NXρ
)
, x ∈ Ω, (5.54)
and the smoother error estimate 5.30 now becomes
|se (x) − fd (x)| ≤ |fd|w,θ
√
ρ ‖RV,x‖V
≤ |fd|w,θ
(
1 +K ′Ω,θ
) (√
cG (cΩ,θhX)
η+δG +
√
NXρ
)
, x ∈ Ω.
Since se and fd are continuous on Rd the last inequality actually holds for x ∈ Ω.
In the examples below, to maximize the rate of convergence, we define η = max
0≤κ<s
min
{
θ, 12 ⌊min 2κ⌋
}
.
Example 259 Thin plate spline basis functions By Theorem 154 the thin-plate spline weight functions are
given by
w (ξ) =
1
e (s)
|ξ|−2θ+2s+d , ξ ∈ Rd, (5.55)
and have properties W2.1 and W3.2 with positive integer order θ and non-negative κ iff κ < s < θ.
Now η = max
0≤κ<s
min
{
θ, 12 ⌊2κ⌋
}
= 12 ⌊2κ⌋ and from the conclusion of Example 1 of Section 4.11 Chapter 4,
equation 5.49 is satisfied for rG = 1 and δG =
1
2 (2s− ⌊2s⌋) when s > 0, s 6= 1, 2, 3, . . . and for rG = 1 and any
0 ≤ δG < 12 when s = 1, 2, 3, . . ..
Example 260 Shifted thin plate spline basis functions By Theorem 156 the shifted thin-plate spline weight
functions are given by
w (ξ) =
1
e˜ (s) K˜s+d/2 (a |ξ|)
|ξ|−2θ+2s+d , s > −d/2,
and have properties W2.1 and W3.2 for θ and all κ ≥ 0 iff −d/2 < s < θ.
Now η = max
κ≥0
min
{
θ, 12 ⌊2κ⌋
}
= θ and from the conclusion of Example 2 of Section 4.11 Chapter 4, 5.49 is
satisfied for arbitrary rG > 0 and δG =
1
2 .
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1. Relating hX to NX and the convergence of the smoother
Theorem 258 derives the smoother error estimate 5.50:
|se (x)− fd (x)| ≤ |fd|w,θ
(
1 +K ′Ω,θ
) (√
cG (cΩ,θhX)
η+δG +
√
NXρ
)
,
when hX ≤ min {hΩ,θ, rG}; with the awkward term NX which is linked to hX in an indirect manner. In order
to have a meaningful concept of the convergence of a smoother a relationship between hX and NX needs to
be introduced. This situation did not arise with interpolant.
2. In general the data X is scattered and for a given value of hX the number of points NX can be arbitrarily
large. However, for data on a regular, rectangular grid we have the relation
dd/2 vol (grid) = NX (hX)
d
. (5.56)
3. In Williams [29] several 1-dimensional numerical experiments were run to compare the convergence of
the zero order Exact smoother with the predicted convergence. One-dimensional data sets were constructed
using a uniform distribution on the interval Ω = [−1.5, 1.5]. Each of 20 data files were exponentially sampled
using a multiplier of approximately 1.2 and a maximum of 5000 points, and then log10 hX was plotted against
log10N where N = |X |. It then seemed quite reasonable to use a least-squares linear fit and in this case we
obtained the relation
hX ≃ 3.09N−0.81. (5.57)
For ease of calculation let
hX = h1 (NX)
−a , h1 = 3.09, a = 0.81. (5.58)
4. A barrier to the use of such a formula as 5.57 in higher dimensions is the difficulty of actually calculating
hX for a given data set. If a sequence of independent test data sets was generated by a uniform distribution
in each dimension then the constants a and h1 might be defined as the upper bound of the confidence interval
of a statistical distribution. Also, noting regular grid formula 5.56 we might hypothesize a relationship of the
form
hX = hd (NX)
−add ,
for higher dimensions.
5. The order of convergence Assuming 5.58 we will now show that for a sequence of independent data points
Xk of increasing density there exists a sequence ρk of smoothing coefficients such that the smoother error is
of order ηG = η + δG in hXk .
By Theorem 258∣∣fd (x)− SeXkfd (x)∣∣ ≤ |fd|w,θ (1 +K ′Ω,θ) (√cG (cΩ,θhXk)ηG +√NXkρk) , x ∈ Ω,
when hXk < min {hΩ,θ, rG}. For clarity define the constants
A = |fd|w,θ
(
1 +K ′Ω,θ
)√
cG (cΩ,θ)
ηG , B = |fd|w,θ
(
1 +K ′Ω,θ
)
, (5.59)
so that ∣∣fd (x)− SeXkfd (x)∣∣ ≤ A (hXk)ηG +B√ρk√NXk , x ∈ Ω.
Then condition 5.58 implies
∣∣fd (x) − SeXkfd (x)∣∣ ≤ A (hXk)ηG +B√ρk (hXkh1
)− 12a
, x ∈ Ω, (5.60)
and we want to minimize the right side as a function of hXk . This is easily done by setting the derivative to
zero so that
Dx
(
AxηG +B
√
ρk
(
x
h1
)− 12a)∣∣∣∣∣
x=hXk
= AηG (hXk)
ηG−1 − 1
2ah1
B
√
ρk
(
hXk
h1
)− 12a−1
= 0,
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and a unique minimum is obtained when
√
ρk =
A
B
2aηG
(h1)
1
2a
(hXk)
ηG+
1
2a . (5.61)
By substituting for
√
ρk in the right side of 5.60 we find that the corresponding minimum error value is
given by
∣∣fd (x)− SeXkfd (x)∣∣ ≤ A (hXk)ηG +B√ρk (hXkh1
)− 12a
= A (hXk)
ηG +B
(
A
B
2aηG
(h1)
1
2a
(hXk)
ηG+
1
2a
)(
hXk
h1
)− 12a
= A (hXk)
ηG + 2aηGA (hXk)
ηG
= (1 + 2aηG)A (hXk)
ηG
= (1 + 2aηG) |fd|w,θ
(
1 +K ′Ω,θ
)√
cG (cΩ,θhXk)
ηG .
Thus if hXk → 0 and ρk is chosen to satisfy 5.61 then the Exact smoother error always converges uniformly
to zero and the order of convergence is at least (hXk)
η+δG . Note also that the minimum error is independent
of h1.
6. From 5.61 the convergence of ρk to zero is of order 2ηG +
1
a in hX . One might consider saying that the
smaller this order is the better in order to avoid stability problems when ρ is small?
7. Error behavior in terms of ρ The ρ error curve is well known, always becoming constant with large ρ and
decreasing as ρ decreases and then it may increase again to the interpolant error value. Its observed slope
behavior depends on the basis function: with decreasing ρ:
• Thin-plate spline slope increases like 5.50 then levels out.
• Shifted thin-plate spline slope keeps increasing like 1.47.
• Gaussian slope oscillates with increasing positive amplitude.
• B-splines - when n = l = 1 the slope tends to zero. For other splines it doe not.
Note that observing the behavior of the smoother for small ρ may run into stability problems and the limita-
tions of accuracy.
If we assume our X data lies in R1 and that hX and NX satisfy 5.58 then we obtain the error estimate 5.60:
∣∣fd (x)− SeXkfd (x)∣∣ ≤ A (hXk)ηG +B√ρ(hXkh1
)− 12a
, x ∈ Ω.
Clearly the slope always tends to infinity for small ρ and always tends to infinity for large ρ, which leaves
much to be desired. However, in Subsection 5.8.3 we will establish error estimates that, for given X, are
constant for large ρ.
5.8.2 Doubled order of convergence
In this subsection a double rate of convergence in terms of hX will be demonstrated for data functions that are
linear combinations of Riesz representers. We will again use the assumptions and notation of Lemma 255 regarding
the open set which contains the independent data points. The convergence results will be applied to the case of
semi-regular sequences of independent data points.
The operator LX of Definition 235 is not onto but by Theorem 237 it is 1-1, and since LX
(
Xθw
)
is not dense in
V the usual definition of the adjoint does not apply to L−1X . However, by Theorem 242, L∗XLX : Xθw → Xθw is 1-1
and onto and this property is used in the next lemma to extend L−1X to V as a continuous operator and allows a
definition of
(L−1X )∗:
Lemma 262 The operator
(L−1X )∗: The operator (L∗XLX)−1 L∗X : V → Xθw is a continuous extension of L−1X to
V . Define the operator
(L−1X )∗ by (L−1X )∗ = ((L∗XLX)−1 L∗X)∗. Then (L−1X )∗ has the following properties:
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1.
(L−1X )∗ = LX (L∗XLX)−1.
2. (L∗XLX)−1 = L−1X
(L−1X )∗.
3. L∗X
(L−1X )∗ = I.
4.
(L−1X )∗∗ = (L∗XLX)−1 L∗X .
Proof. The operator (L∗XLX)−1 L∗X : Xθw → V is a continuous extension of L−1X to V because
(L∗XLX)−1 L∗XLX = I.
Part 1 Since L∗XLX : Xθw → Xθw is 1-1 and onto,
(
(L∗XLX)−1
)∗
=
(
(L∗XLX)∗
)−1
= (L∗XLX)−1 and so,(L−1X )∗ = ((L∗XLX)−1 L∗X)∗ = LX (L∗XLX)−1.
Part 2 Left-compose L−1X with the equation of part 1.
Part 3 Left-compose L∗X with the equation of part 1.
Part 4 By definition
(L−1X )∗∗ = ((L∗XLX)−1 L∗X)∗∗ = (L∗XLX)−1 L∗X .
The next result gives more properties of the function vx studied in the previous subsection, as well as defining
and studying the object rV,x′ =
(L−1X )∗ rx′ ∈ V which is used to derive the double order convergence estimates.
Theorem 263 Suppose SeX is the Exact smoother mapping and fd ∈ Xθw is a data function. Then:
1. L∗XRV,x = Rx and RV,x =
(L−1X )∗Rx.
2. fd (x)− SeXfd (x) = ρ
((L−1X )∗Qfd, RV,x)
V
= 〈fd, vx〉w,θ.
3. Rx′ (x) − SeXRx′ (x) = ρ (rV,x′ , RV,x)V = Qx′vx′ (x), where rV,x′ =
(L−1X )∗ rx′ and the subscript on the
operator Qx′ indicates the action variable.
4. ρ ‖rV,x‖2V ≤ rx (x).
Proof. Part 1 From 5.28 and 5.29, Rx = L∗XRV,x, RV,x = (L∗XLX)−1Rx and RV,x = LXRV,x. Thus by part 1
Lemma 262, RV,x = LX (L∗XLX)−1Rx =
(L−1X )∗Rx.
Part 2 From 5.11, SeXfd = fd − ρ (L∗XLX)−1Qfd. Hence
fd (x)− SeXfd (x) = (LX (I − SeX) fd, RV,x)V = ρ
(
LX (L∗XLX)−1Qfd, RV,x
)
V
= ρ
((L−1X )∗Qfd,L∗XRV,x)
w,θ
= ρ
〈
fd, (L∗XLX)−1 L∗XRV,x
〉
w,θ
.
But the equations 5.29 imply RV,x = (L∗XLX)−1 L∗XRV,x and by 5.35, ρRV,x = vx so it follows that
fd (x) − SeXfd (x) = ρ 〈fd,RV,x〉w,θ = 〈fd, vx〉w,θ .
Part 3 Substitute fd = Rx′ in part 2 so that
Rx′ (x) − SeXRx′ (x) = ρ (rV,x′ , RV,x)V = Qvx (x′) = Qx′vx′ (x).
Part 4 From part 3, rV,x =
(L−1X )∗ rx so that from part 1 Lemma 262
‖rV,x‖2V = (rV,x, rV,x)V =
((L−1X )∗ rx, (L−1X )∗ rx)
V
=
(
LX (L∗XLX)−1 rx,LX (L∗XLX)−1 rx
)
V
=
(
(L∗XLX)−1 rx, rx
)
w,θ
.
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Now let zx = (L∗XLX)−1 rx so that Theorem 179 and part 7 Theorem 188 imply
‖rV,x‖2V = Qzx (x) . (5.62)
But by part 4 Theorem 237
L∗XLXzx = ρQzx +
1
N
E˜∗X E˜Xzx = rx,
which is equivalent to the system
Qwx + E˜∗Xβx = rx, (5.63)
1
Nρ
E˜Xwx = βx, (5.64)
where
ρzx = wx. (5.65)
We now want to calculate ‖rV,x‖V by solving the system 5.63, 5.64, 5.65 and then using 5.62. To do this we
use the analogue of the method used to calculate ‖RV,x‖V = RV,x (x) subsequent to Theorem 253. This involved
solving the system 5.33, 5.34, 5.35 for RV,x. Using this technique yields
wx (y) = rx (y)− rTX2,x
(
Nρ
(
I + LX2L
T
X2
)
+ rX2,X2
)−1
rX2,y,
so that
ρ ‖rV,x‖2V = ρQzx (x) = Qwx (x) = wx (x)
= rx (x)− rTX2,x
(
Nρ
(
I + LX2L
T
X2
)
+ rX2,X2
)−1
rX2,x
≤ rx (x) ,
since it was shown after 5.38 that
(
Nρ
(
I + LX2L
T
X2
)
+ rX2,X2
)−1
is positive definite.
We can now derive our double order convergence estimates.
Theorem 264 Suppose SeX is the Exact smoother mapping of Definition 209, se = SeXfd and Rx is the Riesz
representer of the functional f → f (x) defined using a minimal unisolvent subset A. Set ηG = η + δG. Then:
1. If x, x′ ∈ Ω and hX < min {hΩ,θ, rG} we have the double order of convergence estimate
|Rx′ (x)− SeXRx′ (x)| ≤
(
1 +K ′Ω,θ
)2√
cG (cΩ,θhX)
ηG
(√
cG (cΩ,θhX)
ηG +
√
Nρ
)
.
2. If X ′ = {x′k}N
′
k=1 ⊂ Ω, hX < min {hΩ,θ, rG} and the data function has the form fd =
N ′∑
k=1
βkRx′
k
for some
βk ∈ C then
|fd (x)− se (x)| ≤
 N ′∑
k=1
|βk|
(1 +K ′Ω,θ)2√cG (cΩ,θhX)ηG (√cG (cΩ,θhX)ηG +√Nρ) , x ∈ Ω.
3. If A ⊂ X ′ then the data function of part 2 lies in WG,X′ .
Proof. Part 1 If x, x′ ∈ Rd then by first using the Cauchy-Schwartz inequality and then the estimates 5.41 and
part 4 Theorem 263 for ‖RV,x‖V and ‖rV,x′‖V we obtain
|Rx′ (x) − SeXRx′ (x)| = ρ
∣∣(rV,x′ , RV,x)V ∣∣ ≤ ρ ‖rV,x′‖V ‖RV,x‖V
≤ ρ
√
rx′ (x′)
ρ
√√√√rx (x) +Nρ ∣∣∣l˜ (x)∣∣∣2
ρ
≤
√
rx′ (x′)
√
rx (x) +Nρ
∣∣∣l˜ (x)∣∣∣2
≤
√
rx′ (x′)
(√
rx (x) +
√
Nρ
∣∣∣l˜ (x)∣∣∣)
≤
√
rx′ (x′)
(√
rx (x) +
√
Nρ
∣∣∣l˜ (x)∣∣∣
1
)
. (5.66)
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Regarding the last inequality, if x, x′ ∈ Ω and hX < hΩ,θ then we can uniformly estimate
√
rx′ (x′) and√
rx (x)using 5.53 and uniformly estimate
∣∣∣l˜ (x′)∣∣∣
1
using 5.42. Hence
|Rx′ (x) − SeXRx′ (x)| ≤
√
rx′ (x′)
(√
rx (x) +K
′
Ω,θ
√
Nρ
)
≤ (1 +K ′Ω,θ)√cG (cΩ,θhX)ηG ((1 +K ′Ω,θ)√cG (cΩ,θhX)ηG +K ′Ω,θ√Nρ)
=
(
1 +K ′Ω,θ
)2√
cG (cΩ,θhX)
ηG
(√
cG (cΩ,θhX)
ηG +
√
Nρ
)
.
Part 2 The proof proceeds by applying the uniform estimate of part 1 to each term of fd =
N ′∑
k=1
βkRx′k . Thus
|fd (x)− SeXfd (x)| ≤
∣∣∣∣∣∣
N ′∑
k=1
βk
(
Rx′
k
(x) − SeXRx′k (x)
)∣∣∣∣∣∣
≤
 N ′∑
k=1
|βk|
 max
x∈Ω
1≤k≤N ′
∣∣∣Rx′
k
(x)− SeXRx′k (x)
∣∣∣
≤
 N ′∑
k=1
|βk|
(1 +K ′Ω,θ)2√cG (cΩ,θhX)ηG (√cG (cΩ,θhX)ηG +√Nρ) .
Part 3 If A ⊂ X ′ then by part 6 Theorem 233, Rx′k ∈WG,X′ for each k, and so fd ∈WG,X′ .
Remark 265 Following the approach of Remark 261 we will now show that if we assume hX and N are related
by 5.58 then for a sequence of independent data sets Xk in R1 there exists a sequence ρk of smoothing coefficients
such that the smoother error is of order 2ηG in hXk .
By part 1 Theorem 264, when hXk < min {hΩ,θ, rG}∣∣fd (x)− SeXkfd (x)∣∣ ≤ (1 +K ′Ω,θ)2√cG (cΩ,θhX)ηG (√cG (cΩ,θhX)ηG +√Nρ) , x ∈ Ω.
For clarity define the constants
A =
(
1 +K ′Ω,θ
)√
cG (cΩ,θ)
ηG , B = 1 +K ′Ω,θ, (5.67)
so that ∣∣fd (x)− SeXkfd (x)∣∣ ≤ A2 (hXk)2ηG +AB√ρ (hXk)ηG√NXk , x ∈ Ω.
The condition 5.58 implies∣∣fd (x) − SeXkfd (x)∣∣ ≤ A2 (hXk)2ηG +AB√ρ (h1) 12a (hXk)ηG− 12a , x ∈ Ω, (5.68)
and we want to minimize the right side as a function of hXk . This is easily done by setting the derivative to zero
so that
DhXk
(
A2 (hXk)
2ηG +AB
√
ρ (h1)
1
2a (hXk)
ηG− 12a
)
= 2ηGA
2 (hXk)
2ηG−1+
+
(
ηG − 1
2a
)
AB
√
ρ (hXk)
ηG− 12a−1
= 0,
and a unique minimum is obtained if ηG <
1
2a . In this case hXk satisfies
2ηGA (hXk)
ηG+
1
2a =
(
1
2a
− ηG
)
B
√
ρ, (5.69)
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which can be written √
ρk =
2ηG
1
2a − ηG
A
B
(hXk)
ηG+
1
2a . (5.70)
By substituting for ρ in the right side of 5.68 we find that the corresponding minimum error value is given by
A2 (hXk)
2ηG +AB
√
ρ (h1)
1
2a (hXk)
ηG− 12a = A2 (hXk)
2ηG +
+AB
(
2ηG
1
2a − ηG
A
B
(hXk)
ηG+
1
2a
)
(hXk)
ηG− 12a
= A2 (hXk)
2ηG +A2
2ηG
1
2a − ηG
(hXk)
2ηG
=
1
2a + ηG
1
2a − ηG
A2 (hXk)
2ηG ,
so that ∣∣fd (x)− SeXkfd (x)∣∣ ≤ 12a + ηG1
2a − ηG
A2 (hXk)
2ηG , x ∈ Ω.
Thus if ηG <
1
2a and hXk → 0 and ρk is chosen to satisfy 5.70, then the Exact smoother error will converge
uniformly to zero and the order of convergence will be at least (hXk)
2ηG .
On the other hand if ηG ≥ 12a then noting 5.68 choose ρk so that
√
ρk (hXk)
ηG− 12a = (hXk)
2ηG i.e. so that
√
ρk = (hXk)
ηG+
1
2a ,
and hence 5.68 becomes ∣∣fd (x)− SeXkfd (x)∣∣ ≤ (A2 +AB (h1) 12a) (hXk)2ηG , x ∈ Ω,
and again the Exact smoother error converges uniformly to zero and the order of convergence is at least (hXk)
2ηG .
5.8.3 Error estimates bounded in the smoothing parameter
As a function of the smoothing parameter ρ the convergence estimates of the previous two subsections tend to
infinity as ρ→∞. However, numerical experiments indicate that the error is a bounded function of ρ and we will
now derive some convergence estimates with this property. The first step is to derive an estimate for the Exact
smoother error which involves the Exact smoother functional Je. First recall the notation of Lemma 255.
Theorem 266 Let w be a weight function with properties W2 and W3 for order θ and parameter κ and set
η = max
κ
min
{
θ, 12 ⌊min 2κ⌋
}
. Assume G is a basis function of order θ such that there exist constants cG > 0 and
δG ≥ 0 such that 5.49 holds. Set ηG = η + δG.
Suppose se is the Exact smoother of the data function fd on the unisolvent independent data X with NX points.
Suppose A ⊂ X is a minimal θ-unisolvent set and that {lk}Mk=1 is the corresponding unique cardinal basis for Pθ−1.
Set Ax = A ∪ {x}.
Then if x ∈ Ω and diamAx ≤ rG then
|fd (x) − se (x)| ≤ |fd|w,θ
(
1 +K ′Ω,θ
)√
cG (diamAx)
ηG +K ′Ω,θ
√
NXJe [se], (5.71)
and further if hX ≤ {hΩ,θ, rG} then
|fd (x) − se (x)| ≤ |fd|w,θ
(
1 +K ′Ω,θ
)√
cG (cΩ,θhX)
ηG +K ′Ω,θ
√
NXJe [se]. (5.72)
Here Je is the Exact smoother functional.
Proof. Fix x ∈ Ω and suppose A = {a(k)}M
k=1
. Then
fd (x)− se (x) = (fd − se, Rx)w,θ = 〈fd − se, rx〉w,θ +
M∑
k=1
(
fd
(
a(k)
)
− se
(
a(k)
))
lk (x) ,
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so that
|fd (x)− se (x)| ≤
∣∣∣〈fd − se, rx〉w,θ∣∣∣+ M∑
k=1
∣∣∣fd (a(k))− se (a(k))∣∣∣ |lk (x)|
≤ |fd − se|w,θ |rx|w,θ +
(
max
k
∣∣∣fd (a(k))− se (a(k))∣∣∣) M∑
k=1
|lk (x)|
= |fd − se|w,θ
√
rx (x) +
(
max
k
∣∣∣fd (a(k))− se (a(k))∣∣∣) M∑
k=1
|lk (x)| .
Since x ∈ Ω the estimates 5.42 and 5.52 imply
|fd (x)− se (x)| ≤ |fd − sa|w,θ
(
1 +K ′Ω,θ
)√
cG (diamAx)
ηG +K ′Ω,θ
(
max
k
∣∣∣fd (a(k))− se (a(k))∣∣∣) .
From 5.29, fd (x)− se (x) = (LX (fd − se) , RV,x)V so that∣∣∣fd (a(k))− se (a(k))∣∣∣ ≤ ‖LX (fd − se)‖V ∥∥RV,a(k)∥∥V ,
but Remark 236 with f = se and part 3 of Theorem 238 with f = fd yields ‖LX (fd − se)‖V ≤
√
Je [se] so that
|fd (x)− se (x)| ≤ |fd − se|w,θ
(
1 +K ′Ω,θ
)√
cG (diamAx)
ηG +K ′Ω,θ
√
Je [se] max
k
∥∥RV,a(k)∥∥V .
From 5.41,
∥∥RV,a(k)∥∥V ≤ √NX and by 5.8 with f = fd, |fd − se|w,θ ≤ |fd|w,θ so that
|fd (x) − se (x)| ≤ |fd|w,θ
(
1 +K ′Ω,θ
)√
cG (diamAx)
ηG +K ′Ω,θ
√
NXJe [se], (5.73)
which proves 5.71. Finally, since hX ≤ {hΩ,θ, rG}, Lemma 255 implies diamAx ≤ cΩ,θhX and so 5.73 implies
5.72.
Next we estimate the term Je [se] which occurs in both inequalities of the last theorem.
Theorem 267 Let w be a weight function with properties W2 and W3 for order θ and parameter κ and set
η = max
κ
min
{
θ, 12 ⌊2κ⌋
}
. Assume G is a basis function of order θ such that there exist constants cG > 0 and
δG ≥ 0 such that 5.49 holds. Set ηG = η + δG.
Suppose se is the Exact smoother of the data function fd on the independent data X.
Then if Ω is a bounded, open, connected subset of Rd having the cone property:√
Je [se] ≤ |fd|w,θmin
{√
ρ,
(
1 +K ′Ω,θ
)√
cG (diamΩ)
ηG
}
, (5.74)
where ρ > 0 is the smoothing parameter.
Proof. Choose a unisolvent set A ⊂ X to define the operators P and Q.
From the definition of the smoother problem Je [se] ≤ Je [fd] = ρ |fd|2w,θ . Also
Je [se] ≤ Je [Pfd] = ρ |Pfd|2w,θ +
1
N
N∑
k=1
∣∣∣Pfd (x(k))− fd (x(k))∣∣∣2 = 1
N
N∑
k=1
∣∣∣Qfd (x(k))∣∣∣2
≤ max
x∈Ω
|Qfd (x)|2 .
Fix x ∈ Ω and using the properties of Q given in Theorem 179 and the properties of the semi-Riesz representer
rx given in Theorem 188 we have
|Qfd (x)| =
∣∣∣〈fd, rx〉w,θ∣∣∣ ≤ |fd|w,θ |rx|w,θ = |fd|w,θ√rx (x).
But from 5.49 √
rx (x) ≤
(
1 +
∣∣∣l˜ (x)∣∣∣
1
)√
cG (diamAx)
ηG ≤ (1 +K ′Ω,θ)√cG (diamΩ)ηG ,
so that √
Je [se] ≤ max
x∈Ω
|Qfd (x)| ≤ |fd|w,θmax
x∈Ω
√
rx (x) ≤ |fd|w,θ
(
1 +K ′Ω,θ
)√
cG (diamΩ)
ηG .
We now combine the last two results to obtain our improved error estimates which are bounded in ρ.
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Theorem 268 Let w be a weight function with properties W2 and W3 for order θ and parameter κ and set
η = min
{
θ, 12 ⌊min 2κ⌋
}
. Assume G is a basis function of order θ such that there exist constants cG > 0 and
δG ≥ 0 such that 5.49 holds. Set ηG = η + δG.
Suppose se is the Exact smoother of the data function fd on the unisolvent independent data X with NX points.
Suppose the notation and assumptions of Lemma 255 hold so that the data point density is hX = sup
ω∈Ω
dist (ω;X).
Then there exist constants cΩ,θ, hΩ,θ,K
′
Ω,θ > 0 such that
|fd (x)− se (x)| ≤ |fd|w,θ
(
1 +K ′Ω,θ
)√
cG (diamAx)
ηG +
+ |fd|w,θ
√
NX min
{√
ρ,
(
1 +K ′Ω,θ
)√
cG (diamΩ)
ηG
}
, (5.75)
and
|fd (x)− se (x)| ≤ |fd|w,θ
(
1 +K ′Ω,θ
)√
cG (cΩ,θhX)
ηG +
+ |fd|w,θK ′Ω,θ
√
NX min
{√
ρ,
(
1 +K ′Ω,θ
)√
cG (diamΩ)
ηG
}
,
for x ∈ Ω.
Here the constants cΩ,θ, hΩ,θ,K
′
Ω,θ only depend on Ω, θ, κ and d.
Proof. The inequalities of this theorem are obtained by applying the estimates for
√
Je [se] proved in Theorem
267 to the estimates of Theorem 266.
Remark 269 For a given independent data set X the bound 5.75 is a bounded function of ρ. However, numerical
experiments indicate that there should be a bound that is also independent of NX .
6
The Approximate smoother and its convergence to the
Exact smoother and it’s data function
6.1 Introduction
The Approximate smoother problem is derived from the Exact smoother problem by restricting the range of the
minimizing functions from Xθw to a space WG,X′ , where X
′ is an arbitrary set of unisolvent points in Rd.
The Approximate smoother problem is solved twice, first using Hilbert space methods and then using matrix
methods. A matrix equation is derived and the construction and solution of this equation is shown to be scalable
w.r.t. the number of data points i.e. it depends linearly on the number of data points.
Estimates are first derived for the pointwise convergence of the Approximate smoother to the Exact smoother
and these are then added to the Exact smoother error estimates to obtain the error of the Approximate smoother.
These estimates involve uniform pointwise convergence and derive orders of convergence. However they are basically
unsatisfactory and are very rough estimates when compared with numerical results. I have not included the results
of any numerical experiments in this chapter.
Section by section:
Section 6.2 The convolution spaces
·
JG and JG: A study of the convolution spaces JG = G ∗ Ŝ∅,θ ⊕ Pθ−1
and
·
JG = G ∗ Ŝ∅,θ. The hat indicates the Fourier transform.
Section 6.3 Formulation of the Approximate smoothing problem The Approximate smoother problem is
derived from the Exact smoother problem studied in Chapter 5 by restricting the range of the minimizing functions
from Xθw to a space WG,X′ , where X
′ is an arbitrary set of θ-unisolvent points in Rd. The first step is to assume
that X ′ is a regular grid containing the Exact smoother data and to approximate or discretize the functions in
Xθw using this grid. This leads to the finite dimensional subspace WG,X′ and the Approximate smoother problem,
namely min
f∈WG,X′
Je [f ], where Je is the Exact smoothing functional. We then generalize this problem to an arbitrary
unisolvent X ′.
Section 6.4 Studying the Approximate smoothing problem using Hilbert space techniques We now
know the Approximate smoother exists, is unique and is a member of WG,X′ . The next step is to derive a matrix
equation for the coefficients of the X ′-translated basis functions and the basis polynomials. This proof is quite
similar to that of Theorem 250 which derives the Exact smoother matrix equation.
Hilbert space techniques are used to show that the Approximate smoothing problem has a unique solution. We
obtain a matrix equation for the Approximate smoother.
Section 6.5 Solving the Approximate smoothing problem using matrix techniques Matrix techniques
are used to derive the matrix equation. We write f =
N ′∑
i=1
αiG (· − x′i) +
M∑
j=1
βjpj ∈ WG,X′ and calculate J [f ] as a
quadratic form in terms of
(
αT βT
)
restrained by PTX′α = 0. We next show the quadratic component is is positive
definite and then obtain the matrix equation for the Exact smoother using Lagrange multipliers.
Section 6.6 Convergence of the Approximate smoother to the Exact smoother For a bounded data
region Ω we first derive some uniform, pointwise convergence results which do not involve orders of convergence e.g.
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in Corollary 296 it is shown that as the points in X ′ get closer to those in X the Approximate smoother converges
uniformly to the Exact smoother on Ω. We next derive some orders of pointwise convergence for the Approximate
smoother to the Exact smoother and then add these to the Exact smoother estimates of Chapter 5 to obtain the
Approximate smoother error.
Section 6.7 A numerical implementation of the Approximate smoother ???
6.2 The convolution spaces
·
JG and JG
In this section we define the convolution spaces JG which will be used to discretize the space X
θ
w in the derivation
of the Approximate smoothing problem in Section 6.3. The notation JG comes from Section 3 of Nira Dyn’s review
paper [8] and similar results are proved here.
Theorem 270 Suppose the weight function w has property W2, and suppose G is a basis distribution of order
θ ≥ 1 generated by w. Then ϕ ∈ Ŝ∅,θ implies G ∗ ϕ ∈ Xθw and if ψ ∈ Ŝ∅,θ
〈G ∗ ϕ,G ∗ ψ〉w,θ =
∫
ϕ̂ψ̂
w |·|2θ
=
[
G,ϕ ∗ ψ] , (6.1)
where ϕ (x) = ϕ (−x). Also, if f ∈ Xθw then
〈f,G ∗ ϕ〉w,θ = [f, ϕ] . (6.2)
Proof. Corollary 177 implies that ϕ ∈ Ŝ∅,θ implies G ∗ ϕ ∈ Xθw for θ ≥ 1 and that 6.2 is true for θ ≥ 1. It remains
to prove 6.1.
From Corollary 177, |G ∗ ϕ|2w,θ =
∫ |ϕ̂|2
w|·|2θ when ϕ ∈ Ŝ∅,θ. Since Xθw is a semi-inner product vector space with
complex scalars the semi-inner product can be recovered from the seminorm by
〈G ∗ ϕ,G ∗ ψ〉w,θ =
1
4
(
|G ∗ (φ+ ψ)|2w,θ − |G ∗ (φ− ψ)|2w,θ
)
+
+
i
4
(
|G ∗ (ψ − iφ)|2w,θ − |G ∗ (ψ + iφ)|2w,θ
)
=
∫
f (φ, ψ)
w |·|2θ
,
where
f (φ, ψ) =
1
4
(∣∣∣ϕ̂+ ψ̂∣∣∣2 − ∣∣∣ϕ̂− ψ̂∣∣∣2)+ i
4
(∣∣∣ψ̂ − iφ̂∣∣∣− ∣∣∣ψ̂ + iφ̂∣∣∣) = ϕ̂ψ̂,
and so the first equation of 6.1 holds.
Now if ϕ, ψ ∈ Ŝ∅,θ then by part 2 of Theorem 24, ϕ̂ψ̂ ∈ S∅,2θ. Thus by Definition 72 of a basis distribution of
order θ we have
〈G ∗ ϕ,G ∗ ψ〉w,θ =
∫
ϕ̂ψ̂
w |·|2θ
=
[
Ĝ, ϕ̂ψ̂
]
=
[
G,
(
ϕ̂ψ̂
)∧]
=
[
G,ϕ ∗ ψ] ,
where we have used the Fourier transform and convolution identities listed in the Appendix.
Definition 271 The spaces
·
JGand JG. Suppose the weight function w has property W2. Suppose G is a basis
distribution of order θ ≥ 0 generated by a weight function w. Then the spaces
·
JGand JG are defined by:
·
JG = G ∗ Ŝ∅,θ, JG =
·
JG ⊕ Pθ−1.
Here Ŝ∅,θ denotes the Fourier transform of the functions in S∅,θ and G ∗ Ŝ∅,θ denotes the convolution of the
tempered distribution G with the functions in Ŝ∅,θ.
The use of the direct product ⊕ in the definition of JG must be justified and we must show that the definition
is independent of the particular basis function chosen.
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Theorem 272 Suppose the weight function w has property W2. Suppose G is a basis distribution of order θ ≥ 1
generated by a weight function w. Then:
1.
·
JG ∩ P = {0} .
2. P2θ−1 ∗ Ŝ∅,θ ⊂ Pθ−1.
3.
·
JG1 =
·
JG2 iff G1 −G2 ∈ Pθ−1.
4. Set-wise, JG is independent of the basis function G of order θ used to define it.
5.
·
JG is dense in X
θ
w in the seminorm sense and JG is dense in X
θ
w when endowed with the Light norm.
Proof. Part 1 Suppose
·
JG ∩ P 6= {0}. Then we can choose p ∈ P , p 6= 0 and ϕ ∈ Ŝ∅,θ such that p = G ∗ ϕ. But
p ∈ Xθw implies p ∈ Pθ−1 so from equation 6.1
0 = |p|2w,θ = |G ∗ ϕ|2w,θ =
∫ |ϕ̂|2
w |·|2θ
,
which implies ϕ̂ = 0, and so ϕ = 0 and p = 0.
Part 2 Suppose q ∈ P2θ−1. Then by part 1 of Definition 72 q = G1−G2 for some basis distributions G1 and G2.
Thus by Theorem 270, q∗ Ŝ∅,θ = G1 ∗ Ŝ∅,θ−G2∗ Ŝ∅,θ ⊂ Xθw. But q∗ Ŝ∅,θ is a space of polynomials so q∗ Ŝ∅,θ ⊂ Pθ−1.
Part 3 Suppose
·
JG1 =
·
JG2 . Then given φ ∈ S∅,θ there exists ψ ∈ S∅,θ such that G1 ∗ φ̂ = G2 ∗ ψ̂.
Thus G2 ∗
(
ψ̂ − φ̂
)
= (G1 −G2) ∗ φ̂ = q ∗ φ̂ ∈ P , for some q ∈ P2θ−1.
Part 1 of this theorem now implies that ψ = φ and q ∗ φ̂ = 0. Indeed, we can conclude that q ∗ φ̂ = 0 for
all φ ∈ S∅,θ, or equivalently, φq̂ = 0 for all φ ∈ S∅,θ. But part 2 of Theorem 26 implies that q ∈ Pθ−1 and so
G1 −G2 ∈ Pθ−1.
Conversely, if G1 −G2 ∈ Pθ−1 and φ ∈ S∅,θ then φ (G1 −G2)∨ = 0 for all φ ∈ S∅,θ, or (G1 −G2) ∗ φ = 0 for all
φ ∈ S∅,θ. Hence
·
JG1 =
·
JG2 .
Part 4 By Definition 72, G1 −G2 ∈ P2θ−1. Set q = G1 −G2. Now suppose u ∈ JG1 , so that u = G1 ∗ φ+ p for
some φ ∈ Ŝ∅,θ and p ∈ Pθ−1. Consequently
u = G1 ∗ φ+ p = G2 ∗ φ+ (G1 −G2) ∗ φ+ p = G2 ∗ φ+ q ∗ φ+ p,
and by part 2 the last two terms are members of JG2 . Repeating the argument for u ∈ JG1 proves this part.
Part 5 ?? ADD proof of first part of this proof.??
A standard result is that a subspace of a Hilbert space is dense iff its orthogonal complement is {0}.
Suppose (f,G ∗ φ+ p)w,θ = 0 for all φ ∈ Ŝ∅,θ and p ∈ Pθ−1. Now when p = −P (G ∗ φ)
0 = (f,G ∗ φ+ p)w,θ = 〈f,G ∗ φ+ p〉w,θ +
∑
k
f
(
a(k)
)
(G ∗ φ+ p) (a(k))
= 〈f,G ∗ φ〉w,θ
=
[
f, φ
]
,
where the last step used 6.2. Hence
[
f, φ
]
= 0 for all φ ∈ Ŝ∅,θ and by Theorem 26 f ∈ Pθ−1. Now we have
(f, p)w,θ = 0 for all p ∈ Pθ−1, which implies ‖f‖2w,θ = 0 and so f = 0.
6.3 Formulation of the Approximate smoothing problem
The Approximate smoother problem is derived from the Exact smoother problem studied in Chapter 5 by restricting
the range of the minimizing functions from Xθw to a space WG,X′ , where X
′ is an arbitrary set of θ-unisolvent
points in Rd. The first step is to assume that X ′ is a regular grid containing the Exact smoother data and to
approximate or discretize the functions in Xθw using this grid. This leads to the finite dimensional subspace WG,X′
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and the Approximate smoother problem, namely min
f∈WG,X′
Je [f ], where Je is the Exact smoothing functional. We
then generalize this problem to an arbitrary unisolvent X ′.
In this section we will provide some justification for approximating the infinite dimensional Hilbert space Xθw by
a finite dimensional subspace WG,X′ , where X
′ is a regular, rectangular grid of points in Rd. The space WG,X′ will
be used to define the Approximate smoothing problem. The set X ′ will then be generalized to include any finite
set of distinct points.
Definition 273 A regular, rectangular grid in Rd
Let the grid occupy a rectangle R (a; b), which has left-most point a ∈ Rd and right-most point b. Suppose the
grid has N ′ = (N ′1, N ′2, . . . , N ′d) points in each dimension and let h ∈ Rd denote the grid sizes.
Then X ′ =
{
x′α = a+ hα | α ∈ Zd and 0 ≤ α < N ′
}
is the set of grid points.
Let N
′
be the number of grid points so that N
′
= (N ′)1 = N ′1N ′2 . . .N ′d, and of course we have the constraint
N ′h = b − a.
The definition of the space WG,X′ requires that X
′ is unisolvent. If X ′ is a regular, rectangular grid the next
theorem shows that if the grid is made finer in all dimensions the grid eventually becomes unisolvent, no matter
what order of unisolvency is required. We will need the following lemma:
Lemma 274 We have the following unisolvency results:
1. The set
{
γ ∈ Zd : 0 ≤ γ < n} is unisolvent w.r.t. Pn.
2. Translations of minimal unisolvent sets are minimal unisolvent sets.
3. Dilations of minimal unisolvent sets are minimal unisolvent sets.
Proof. Part 1. From the definition of unisolvency, Definition 159, we must show that for each p ∈ Pn, p (γ) = 0
for 0 ≤ γ < n implies p = 0. The proof will be by induction on the order of the polynomial.
Clearly the lemma is true for n = 1 since P1 is the constant polynomials.
Now assume that n ≥ 2 and that if p ∈ Pn and p (γ) = 0 for 0 ≤ γ < n then p = 0. Set p (x) =
∑
|β|<n
cβx
β . Then
if γk = 0 and γi = 1 when i 6= k then 0 =
∑
|β|<n
cβγ
β implies cβ = 0 when βk = 0. Thus p (γ) = 0 for 0 ≤ γ < n
implies cβ = 0 when βi = 0 for some i. Consequently, p = 0 if n ≤ d else p (x) =
∑
|β|<n
β>0
cβx
β . If n > d we can write
p (x) = x1q (x) where q ∈ Pn−1, so that q (γ) = 0 for 1 ≤ γ < n must imply q = 0. Finally, if we define r ∈ Pn−1
by r (x) = q (x+ 1) then r (γ) = 0 for 0 ≤ γ < n − 1 must imply r = 0, and so the truth of our lemma for n − 1
implies the truth of the lemma for n, and the lemma is proved.
Parts 2 and 3. From the definition of a cardinal basis, Definition 160, there is a unique cardinal basis {li} of
Pn associated with a set A =
{
a(i)
}
iff A is minimally unisolvent of order n. Now by definition li
(
a(j)
)
= δi,j .
Hence, if τ, δ ∈ Rd and δ has positive components, then the cardinal basis associated with the translation A+ τ is
{li (· − τ)} and the cardinal basis associated with the dilation δA is {li (·/δ)}.
Theorem 275 Suppose X ′ =
{
x′α = a+ hα | α ∈ Zd and 0 ≤ α < N ′
}
is the regular, rectangular grid introduced
in Definition 273. Then X ′ is θ-unisolvent if N ′ ≥ θ.
Proof. Since (X ′ − a) /h = {α | α ∈ Zd and 0 ≤ α < N ′} and N ′ ≥ θ, part 1 of the lemma implies (X ′ − a) /h
is θ-unisolvent and thus from the definition of unisolvency, Definition 159, (X ′ − a) /h must contain a minimal
unisolvent subset. Parts 2 and 3 of the lemma imply that X ′ contains a minimal unisolvent subset and so X ′ is
unisolvent.
By Theorem 272 the space JG = G ∗ Ŝ∅,θ + Pθ−1 is dense in Xθw under the Light norm sense. So we will
approximate functions in S∅,θ using the grid X ′ defined above. Our analysis will be matrix-based so order the grid
points and write X
′
= {x′n}N
′
n=1. We will approximate integrals on the grid region using the trapezoidal rule i.e.
∫
grid
f (x) dx ≃ h1
N
′∑
n=1
f (x′n) , (6.3)
where h1 = h1h2 × . . .× hd.
6.4 Solving the Approximate smoothing problem using Hilbert space techniques 267
Step1 Approximation of the functions in
·
JG = G ∗ Ŝ∅,θ by functions in
·
WG,X′ .
We now need a basis for Pθ−1, say {ql}Ml=1 where M = dimPθ−1. Then Ŝ∅,θ has the following characterization
which we will not prove here:
Ŝ∅,θ =
{
φ ∈ S :
∫
ql (x)φ (x) dx = 0, for all l
}
. (6.4)
Suppose φ ∈ Ŝ∅,θ. Then the trapezoidal approximation 6.3 on the grid X ′ we have
G ∗ φ =
∫
Rd
G (x− y)φ (y)dy ≃
N ′∑
n=1
G (x− x′n)
(
h1φ (x′n)
)
, (6.5)
and ∫
Rd
ql (x)φ (x) dx ≃
N
′∑
n=1
ql (x
′
n)
(
h1φ (x′n)
)
. (6.6)
Considering the equations and approximations 6.4, 6.5 and 6.6 we will approximate the spaceG∗Ŝ∅,θ by functions
of the form
N ′∑
n=1
G (x− x′n)αn, αn ∈ C constrained by
N
′∑
n=1
ql (x
′
n)αn = 0 for l = 1, . . . ,M . In matrix terms these
constraints become PTX′α = 0, where α = (αn) and PX′ = (qj (x
′
i)) is the unisolvent matrix introduced in Definition
165. But noting Definition 230 we see that our approximating space is just
·
WG,X′ , provided X
′ is unisolvent. But
by Lemma 275 this is true if N ′ > dimPθ−1.
Step 2 Approximate JG = G ∗ Ŝ∅,θ + Pθ−1 by WG,X′ =
·
WG,X′ + Pθ−1.
Step 3 With this motivation we could now specify a smoothing problem, which we will call an Approximate
smoothing problem, which involves minimizing the Exact smoothing functional Je given by 5.6 over WG,X′ where
X ′ is a rectangular grid. However, since the space WG,X′ is defined when X ′ is any θ-unisolvent set of distinct
points we will define the following more general problem:
Definition 276 The Approximate smoothing problem
Minimize the Exact smoothing functional Je [f ] for f ∈ WG,X′ , where X ′ is a θ-unisolvent set of distinct points
in Rd. More concisely we can write min
f∈WG,X′
Je [f ].
The Exact smoothing functional Je [f ] is given by 5.6 and is defined using the scattered data [X, y] where X ={
x(i)
}N
i=1
is the θ-unisolvent independent data and y = {yi}Ni=1 is termed the dependent data.
6.4 Solving the Approximate smoothing problem using Hilbert space
techniques
In this section Hilbert space techniques are used to show the Approximate smoothing problem has a unique solution
in the finite dimensional space WG,X′ . We then prove several identities satisfied by the smoothing function and
obtain a matrix equation for the coefficients of the basis functions of the space WG,X′ .
6.4.1 Summary of Exact smoother properties
To start with we will require the following properties of the mapping LX and the Exact smoother which were
proved in Section 5.3:
Summary 277 Suppose [X, y] is the data for the Exact smoothing problem and X is a θ-unisolvent set. Assume
the operators P, Q and the Light norm ‖·‖w,θ are all constructed using the same minimal unisolvent subset of X.
Then:
1. If ζ = (0, y) then ‖LXf − ς‖2V = Je[f ] for f ∈ Xθw (Remark 236).
From Theorem 237:
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2. LX : Xθw → V is continuous and 1-1.
3. If u = (u1,u˜2) ∈ V then L∗Xu = ρQu1+ 1N E˜∗X u˜2 w.r.t. the Light norm constructed from a minimal unisolvent
subset of X.
4. L∗XLXf = ρQf + 1N E˜∗X E˜Xf when f ∈ Xθw. Also, L∗XLX : Xθw → Xθw is a homeomorphism and L∗XLX :
WG,X →WG,X is a homeomorphism.
From Theorem 238:
5. ‖LXse − ς‖2V + ‖LXse − LXf‖2V = ‖LXf − ς‖2V for all f ∈ Xθw.
6. The Exact smoother problem has a unique solution se in WG,X and this preserves polynomials in Pθ−1.
7. The Exact smoother of the data [X, y] is given by se =
1
N (L∗XLX)−1 E˜∗Xy.
6.4.2 The existence and uniqueness of the Approximate smoother
The geometric Hilbert space technique of orthogonal projection is used to show the Approximate smoothing
problem has a unique solution in WG,X′ .
Theorem 278 The Approximate smoothing problem of Definition 276 has a unique solution in WG,X′ , say
sa, which satisfies:
1. Je [sa] < Je [f ] for all f ∈WG,X′ and f 6= sa.
2. (LXsa − ς,LXsa − LXf)V = 0 for all f ∈ WG,X′ , where ς = (0, y) ∈ V .
3. ‖LXsa − ς‖2V + ‖LXsa − LXf‖2V = ‖LXf − ς‖2V for all f ∈ WG,X′ . This is equivalent to part 2.
4.
(
L∗XLXsa − 1N E˜∗Xy, f
)
w,θ
= 0 for all f ∈WG,X′ . This is equivalent to part 2.
5. The Approximate smoother is independent of the basis function G chosen to construct WG,X′ .
6. If se is the Exact smoother of the data y then sa − se = (L∗XLX)−1 g for some unique g ∈ W⊥G,X′ .
7. ρ |se − sa|2w,θ + 1N
N∑
k=1
∣∣se (x(k))− sa (x(k))∣∣2 = Je [sa]− Je [se] .
Proof. Part 1 From part 1 of Summary 277 Je[f ] = ‖LXf − ς‖2V . So now we want to show that there is a unique
function f ∈ WG,X′ which minimizes the functional ‖LXf − ς‖2V over WG,X′ . By part 3 Theorem 233, WG,X′
is a finite dimensional subspace of Xθw so LX (WG,X′) must be a finite dimensional subspace of V and hence a
closed subspace of V . Consequently there exists a unique element of LX (WG,X′), say v, which is the orthogonal
projection of ζ onto LX (WG,X′) such that ‖v − ς‖V < ‖LXf − ς‖V for all f ∈ WG,X′ and LX (f) 6= v.
Since LX is 1-1 on Xθw there exists a unique element of WG,X′ , call it sa, such that v = LX (sa).
In terms of Je we have Je [sa] < Je [f ] for all f ∈WG,X′ and f 6= sa.
Parts 2 and 3 Since v is the projection of ζ onto LX (WG,X′) we have the equivalent equations of parts 2 and
3.
Part 4 We study the equation of part 2 using the properties of the operators LXf =
(
f, E˜Xf
)
∈ V and L∗X
given in Theorem 277. In fact, for all g ∈ WG,X′
0 = (LXsa − ς,LXsa − LXg)V = (LXsa − ς,LX (sa − g))V = (L∗XLXsa − L∗Xς, sa − g)w,θ
=
(
L∗XLXsa −
1
N
E˜∗Xy, sa − g
)
w,θ
.
But sa ∈WG,X′ so (
L∗XLXsa −
1
N
E˜∗Xy, f
)
w,θ
= 0, f ∈WG,X′ ,
and this is clearly equivalent to part 2.
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Part 5 From part 1 of Definition 230 we know that the setWG,X′ is independent of the basis function used in its
construction, and since the Exact smoother functional 5.6 is independent of the basis function the result follows.
Part 6 Part 4 implies directly that L∗XLXsa− 1N E˜∗Xy ∈W⊥G,X′ , say L∗XLXsa− 1N E˜∗Xy = g, and this part follows
since by part 7 of Summary 277, se =
1
N (L∗XLX)−1 E˜∗Xy.
Part 7 Substitute f = sa in the identity 5.9:
Je [se] + ρ |se − f |2w,θ +
1
N
N∑
k=1
∣∣∣se (x(k))− f (x(k))∣∣∣2 = Je [f ] .
Remark 279 In part 4 above we proved that L∗XLXsa − 1N E˜∗Xy ∈W⊥G,X′ . It was necessary to assume that X was
θ-unisolvent and that X ′ was θ-unisolvent. However, the minimal unisolvent subsets of X and X ′ used to construct
E˜∗X , P, WG,X′ etc. are not required to have any points in common. We must be careful to avoid any calculations
which are dependent on both X and X ′ but which may only be valid when it is assumed that X and X ′ share a
minimal unisolvent subset and this set is used to calculate P, Q, the Light norm etc. For example, consider the
equation E˜X′ E˜∗Xα = RX′,Xα. What minimal unisolvent subset is used to calculate Rx? In this example a minimal
unisolvent subset of X is used to construct Rx which is then evaluated using X
′ and X.
6.4.3 Various identities
The identities of this subsection are similar to the Exact smoother identities of Corollary 239 and Corollary 240.
They relate the Hilbert space properties and the pointwise properties of the data and the Approximate smoother.
Corollary 280 Suppose sa is the Approximate smoother of the data X =
{
x(i)
}
and y = {yi} induced by the
points X ′, and fd ∈ Xθw is a data function for the Exact smoother. Then for all f ∈ WG,X′ :
1.
ρ |sa|2w,θ +
1
N
N∑
i=1
∣∣∣sa (x(i))− yi∣∣∣2 + ρ |sa − f |2w,θ + 1N
N∑
i=1
∣∣∣sa (x(i))− f (x(i))∣∣∣2
= ρ |f |2w,θ +
1
N
N∑
i=1
∣∣∣f (x(i))− yi∣∣∣2 .
2. If fd ∈ WG,X′ then
|sa|2w,θ +
2
Nρ
N∑
i=1
∣∣∣sa (x(i))− fd (x(i))∣∣∣2 + |sa − fd|2w,θ = |fd|2w,θ .
Proof. Part 1 Expand the equation of part 3 of Theorem 278 using the formula ‖LXu‖2V = ρ |u|2w,θ+ 1N
N∑
i=1
∣∣u (x(i))∣∣2
implied by the definition of LX and V (Definition 235).
Part 2 Set f = fd in part 1.
The result of part 4 of Theorem 278 is used to prove the next corollary.
Corollary 281 Suppose sa ∈ WG,X′ is the (unique) Approximate smoother of the data [X, y] induced by the points
X ′. Then:
1. 〈sa, f〉w,θ = 1Nρ (y − (sa)X)T fX , f ∈WG,X′ .
2. PTX (y − (sa)X) = 0 where PX is any unisolvency matrix defined using X.
3. |s|2w,θ = 1Nρ (y − (sa)X)T (sa)TX .
4. Je (sa) =
1
N (y − (sa)X)T y.
5. |(sa)X |2 ≤ (sa)TX y = (sa)TX y ≤ |y|2.
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Proof. Part 1 By part 4 Summary 277, L∗XLXsa = ρQsa+ 1N E˜∗X E˜Xsa and by part 1 Theorem 179, (Qsa, f)w,θ =〈sa, f〉w,θ so that if f ∈ WG,X′ ,
0 =
(
L∗XLXsa −
1
N
E˜∗Xy, f
)
w,θ
=
(
ρQsa + 1
N
E˜∗X E˜Xsa −
1
N
E˜∗Xy, f
)
w,θ
=
(
ρQsa + 1
N
E˜∗X
(
E˜Xsa − y
)
, f
)
w,θ
= ρ 〈sa, f〉w,θ +
1
N
(
E˜Xsa − y, E˜Xf
)
CN
(6.7)
= ρ 〈sa, f〉w,θ +
1
N
(s− y, fX)CN
= ρ 〈sa, f〉w,θ +
1
N
((sa)X − y)T fX ,
and hence
〈sa, f〉w,θ =
1
Nρ
(y − (sa)X)T fX .
Part 2 Suppose {pi} is a basis for Pθ−1. Then if f = pi ∈ Pθ−1 the equation proved in part 1 becomes
(pi)
T
X (y − (sa)X) = 0 and so (PX)T ((sa)X − y) = 0 since PX =
(
pj
(
x(i)
))
.
Part 3 Let f = sa in the equation proved in part 1.
Part 4 By part 3, |sa|2w,θ = 1Nρ (y − (sa)X)T (sa)TX so
Je (sa) = ρ |sa|2w,θ +
1
N
|(sa)X − y|2
= ρ |sa|2w,θ +
1
N
(
(sa)X − yT
) (
(sa)
T
X − y
)
= ρ |sa|2w,θ +
1
N
(
(sa)
T
X (sa)
T
X − (sa)TX y − yT (sa)TX + yT y
)
=
1
N
(y − (sa)X)T (sa)TX +
1
N
(
(sa)
T
X (sa)
T
X − (sa)TX y − yT (sa)TX + yT y
)
=
1
N
(
yT (sa)
T
X − (sa)TX (sa)TX + (sa)TX (sa)TX − (sa)TX y − yT (sa)TX + yT y
)
=
1
N
(
− (sa)TX y + yT y
)
=
1
N
(y − (sa)X)T y.
Part 5 Part 3 implies |(sa)X |2 ≤ (sa)TX y = (sa)TX y and part 4 implies (sa)TX y ≤ |y|2.
6.4.4 Matrices and vectors derived from the Riesz representer and the basis function
The interpolation and Exact smoother problems only involve a single independent data set X and this leads
to matrix equations which only use matrices of the form RX,X =
(
Rx(j)
(
x(i)
))
and GX,.X =
(
G
(
x(i) − x(j))).
However, the Approximate smoother problem (Definition 276) involves two independent data sets X and X ′ which
will require the following definitions:
Definition 282 Matrices and vectors derived from the Riesz representer Rx and the basis function
G
Suppose Y =
{
y(k)
}
and Z =
{
z(k)
}
are arbitrary sets of points in Rd and y, z ∈ Rd. Then:
1. RY,Z =
(
Rz(j)
(
y(i)
))
and GY,Z =
(
G
(
y(i) − z(j))).
2. RY,z =
(
Rz
(
y(i)
))
and GY,z =
(
G
(
y(i) − z)).
3. Ry,Z = (Rz(j) (y)) and Gy,Z =
(
G
(
y − z(j))).
RY,Z is called a (asymmetric) reproducing kernel matrix and GY,Z is called a (asymmetric) basis func-
tion matrix.
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The next result derives an important relationship between the reproducing kernel matrix and the basis function
matrix.
Theorem 283 Suppose now that A is a minimal unisolvent set with cardinal basis by {li}Mi=1. Define the Riesz
representer Rx using A and {li}Mi=1. Then if Y =
{
y(k)
}
and Z =
{
z(k)
}
are arbitrary sets of points in Rd:
1.
RY,Z = (2π)
− d2 (GY,Z − LYGA,Z −GY,ALTZ + LYGA,ALTZ)+ LY LTZ . (6.8)
2. If Y and Z are sets of distinct points in Rd then E˜Y E˜∗Z = RY,Z .
Proof. Part 1 From 4.30
(2π)
d
2 Rz (y) = G (y − z)−
M∑
j=1
lj (y)G
(
a(j) − z
)
−
M∑
i=1
G
(
y − a(i)
)
li (z)+
+
M∑
i,j=1
lj (y)G
(
a(j) − a(i)
)
li (z) + (2π)
d
2
M∑
j=1
lj(z)lj (y) ,
or in the notation introduced in Definition 282
Rz (y) = (2π)
− d2
(
G (y − z)− l˜ (y)T GA,z −Gy,Al˜ (z) + l˜ (y)T GA,A l˜ (z)
)
+ l˜ (y)
T
l˜ (z) ,
Now Ry,X is the row vector (Rx(j) (y)) and LX =
(
lj
(
x(i)
))
so
Ry,Z = (2π)
− d2
(
Gy,Z − l˜ (y)T GA,Z −Gy,ALTZ + l˜ (y)T GA,ALTZ
)
+ l˜ (y)
T
LTZ ,
and hence
RY,Z = (2π)
− d2 (GY,Z − LYGA,X −GY,ALTZ + LYGX,XLTZ)+ LY LTZ
Part 2 Suppose Y =
{
y(i)
}
, Z =
{
z(j)
}
and β = (βj). Then from Definition 201 and 4.45,
E˜Y E˜∗Zβ =
N∑
j=1
βj E˜YRz(j) =
N∑
j=1
βj
(
Rz(j)
(
y(i)
))
= RY,Zβ,
where the last step used the definition of RY,Z from Definition 282.
6.4.5 The Approximate smoother matrix equation
We now know the Approximate smoother exists, is unique and is a member of WG,X′ . The next step is to derive
a matrix equation for the coefficients of the data-translated basis functions and the basis polynomials. This proof
makes good use of the identities of Subsection 6.4.3 and the properties of unisolvency matrices, and is quite similar
to the proof of Theorem 250 which derives the Exact smoother matrix equation. This proof will require notation
to deal with inner products, Riesz representers etc. which are generated by two minimal unisolvent sets A and A′:
Notation 284 Suppose A and A′ are two minimal unisolvent sets and A is the ”default” notation. Let (·, ·)′w,θ be
the Light inner product generated by A′, R′x be the Riesz representer generated by A′ and E˜∗A′;X be the adjoint of
E˜X w.r.t. (·, ·)′w,θ.
Regarding unisolvency matrix notation, if the Pθ−1 basis used for PX′ is different to that used for PX then use
the notation P ′X′ instead of PX′ . In contrast, no ‘prime’ notation is required for the cardinal unisolvency matrix
LX′ because the (cardinal) basis used to calculate LX′ is uniquely determined by A
′.
Theorem 285 The Approximate smoother matrix equation
Fix a basis function G of order θ. Choose a minimal unisolvent set A′ ⊂ X ′ and a Pθ−1 basis {pi} to define the
unisolvency matrix PX′ , the Riesz representer R
′
x and the space WG,X′ . Choose a minimal unisolvent set A ⊂ X
and the Pθ−1 basis {pi} to define the unisolvency matrix PX , the Riesz representer Rx and WG,X . Now suppose
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s ∈WG,X′ is the (unique) Approximate smoother of the data
[
X =
{
x(i)
}N
i=1
, y = (yi)
]
induced by the set of points
X ′ = {x′i}N
′
i=1. Since s ∈WG,X′
s (x) =
N ′∑
i=1
α′iG (x− x′i) +
M∑
i=1
β′ipi (x) , (6.9)
for some α = (α′i) ∈ CN and β′ = (β′i) ∈ CM . In fact, α′ and β′ satisfy the Approximate smoother matrix
equation  (2π) d2 NρGX′,X′ +GX′,XGX,X′ GX′,XPX PX′PTXGX,X′ PTXPX OM
PTX′ OM OM
 α′β′
γ′
 =
 GX′,XPTX
OM,N
 y, (6.10)
where GX′,X′ = G
(
x′i − x′j
)
, GX′,X = G
(
x′i − x(j)
)
, GX′,X = G
(
x(i) − x′j
)
are basis function matrices and
PX =
(
pj
(
x(i)
))
and PX′ = (pj (x
′
i)) are unisolvency matrices (Definition 165).
The matrix on the left of this equation will be called the Approximate smoother matrix and will usually be
denoted by the symbol Ψ.
Proof. From part 3 of Definition 230 the space WG,X′ is independent of the ordering of the points in X
′. Thus
the Approximate smoothing problem is also independent of the ordering of the points in X ′ and we now take
advantage of this to order X ′ so that the first M points of X ′ lie in A′. Equation 6.7 of the proof of Corollary 281
is
〈s, f〉w,θ =
1
Nρ
(
y − E˜Xs, E˜Xf
)
, f ∈WG,X′ ,
so the Light norm 4.24 corresponding to A′ is
(s, f)
′
w,θ =
1
Nρ
(
y − E˜Xs, E˜Xf
)
+
(
E˜A′s, E˜A′f
)
=
1
Nρ
(
E˜∗A′;X
(
y − E˜Xs
)
, f
)′
w,θ
+
(
E˜∗A′;A′ E˜A′s, f
)′
w,θ
,
where we have used Notation 284. By part 6 Theorem 233 the Riesz representer R′x ∈ WG,X′ when x ∈ X ′ so
the last equation implies
E˜X′
(
s− E˜∗A′;A′ E˜A′s+
1
Nρ
E˜∗A′;X
(
s− E˜Xy
))
= 0,
or
NρE˜X′s−NρE˜X′ E˜∗A′;A′ E˜A′s+ E˜X′ E˜∗A′;X E˜Xs− E˜X′ E˜∗A′;Xy = 0.
By part 5 Theorem 202 and Definition 282, E˜X′ E˜∗A′;A′ = LX′ and E˜X′ E˜∗A′;X = R′X′;X so
NρE˜X′s−NρLX′EA′s+R′X′;X E˜Xs−R′X′;Xy = 0,
and for clarity we revert to the subscript notation for evaluations:
NρsX′ −NρLX′sA′ +R′X′;XsX −R′X′;Xy = 0,
or
Nρ (IN ′ − LX′:0) sX′ +R′X′,X (sX − y) = 0 (6.11)
where the augmented square matrix LX′:0 =
(
LX′ ON,N−M
)
was introduced in part 3 Theorem 167. Setting
Y = X ′ and Z = X in formula 6.8 and using the special ordering of X ′ mentioned at the start of the proof we
obtain
(2π)
d
2 R′X′,X = GX′,X − LX′GA′,X −GX′,A′LTX + LX′GA′,A′LTX + (2π)
d
2 LX′L
T
X . (6.12)
Part 2 of Corollary 281 implies LTX (sX − y) = 0. Using this equation and 6.12, 6.11 becomes
0 = (2π)
d
2 Nρ (IN ′ − LX′:0) sX′ + (2π)
d
2 R′X′,X (sX − y)
= (2π)
d
2 Nρ (IN ′ − LX′:0) sX′ +
(
GX′,X − LX′GA′,X −GX′,A′LTX + LX′GA′,A′LTX
)
(sX − y)+
+ (2π)
d
2 LX′L
T
X (sX − y)
= (2π)
d
2 Nρ (IN ′ − LX′:0) sX′ + (GX′,X − LX′GA′,X) (sX − y)
= (2π)
d
2 Nρ (IN ′ − LX′:0) sX′ + (GX′,X − LX′:0GX′,X) sX − (GX′,X − LX′:0GX′,X) y
= (2π)
d
2 Nρ (IN ′ − LX′:0) sX′ + (IN ′ − LX′:0)GX′,XsX − (IN ′ − LX′:0)GX′,Xy. (6.13)
6.4 Solving the Approximate smoothing problem using Hilbert space techniques 273
The next step is to express the factors sX′ and sX in basis function terms. But from the statement of this
theorem, s (x) =
N ′∑
i=1
α′iG (x− x′i) +
M∑
j=1
β′jpj (x) constrained by
PTX′α
′ = 0, (6.14)
so that
sX = GX,X′α
′ + PXβ′, sX′ = GX′,X′α′ + PX′β′. (6.15)
From part 3 of Theorem 166 we know that PX′ = LX′PA′ , where PA′ is regular. Also from part 3 Theorem 167
LX′:0LX′ = LX′ . Hence
(2π)
d
2Nρ (IN ′ − LX′:0) sX′ + (IN ′ − LX′:0)GX′,XsX
= (2π)
d
2 Nρ (IN ′ − LX′:0) (GX′,X′α′ + PX′β′) + (IN ′ − LX′:0)GX′,XsX
= (2π)
d
2 Nρ (IN ′ − LX′:0) (GX′,X′α′ + LX′PA′β′) + (IN ′ − LX′:0)GX′,XsX
= (2π)
d
2 Nρ (IN ′ − LX′:0)GX′,X′α′ + (IN ′ − LX′:0)GX′,XsX
= (2π)
d
2 Nρ (IN ′ − LX′:0)GX′,X′α′ + (IN ′ − LX′:0)GX′,X (GX,X′α′ + PXβ′)
= (IN ′ − LX′:0)
((
(2π)
d
2 NρGX′,X′ +GX′,XGX,X′
)
α′ +GX′,XPXβ′
)
=
(
(2π)
d
2 NρGX′,X′ +GX′,XGX,X′
)
α′ +GX′,XPXβ′−
− LX′:0
(
(2π)
d
2 NρGX′,X′α
′ +GX′,XGX,X′α′ +GX′,XPXβ′
)
,
and 6.13 becomes
0 =
(
(2π)
d
2 NρGX′,X′ +GX′,XGX,X′
)
α′ +GX′,XPXβ′−
− LX′:0
(
(2π)
d
2 NρGX′,X′α
′ +GX′,XGX,X′α′ +GX′,XPXβ′
)
− (IN ′ − LX′:0)GX′,Xy
=
(
(2π)
d
2 NρGX′,X′ +GX′,XGX,X′
)
α′ +GX′,XPXβ′ −GX′,Xy−
− LX′:0
(
(2π)
d
2 NρGX′,X′α
′ +GX′,XGX,X′α′ +GX′,XPXβ′ +GX′,Xy
)
=
(
(2π)
d
2 NρGX′,X′ +GX′,XGX,X′
)
α′ +GX′,XPXβ′ −GX′,Xy−
− LX′
(
(2π)
d
2 NρGA′,X′α
′ +GA′,XGX,X′α′ +GA′,XPXβ′ +GA′,Xy
)
,
From part 3 of Theorem 166 we know that LX′ = PX′P
−1
A′ , where PA′ is regular, so
0 =
(
(2π)
d
2 NρGX′,X′ +GX′,XGX,X′
)
α′ +GX′,XPXβ′ −GX′,Xy−
− PX′P−1A′
(
(2π)
d
2 NρGA′,X′α
′ +GA′,XGX,X′α′ +GA′,XPXβ′ +GA′,Xy
)
,
which we write as (
(2π)
d
2 NρGX′,X′ +GX′,XGX,X′
)
α′ +GX′,XPXβ′ + PX′γ′ = GX′,Xy, (6.16)
where
γ′ = P−1A′
(
(2π)
d
2 NρGA′,X′α
′ +GA′,XGX,X′α′ +GA′,XPXβ′ +GA′,Xy
)
.
Finally, from part 2 of Corollary 281 it follows that PTX (sX − y) = 0 and thus substituting for sX from 6.15 we
obtain
PTXGX,X′α
′ + PTXPXβ
′ = PTXy. (6.17)
Equations 6.14, 6.16 and 6.17 now combine to give the Approximate smoother (block) matrix equation 6.10.
274 6. The Approximate smoother and its convergence to the Exact smoother and it’s data function
At the start of this proof we assumed a special order for the points in the ordered set X ′. To prove that the
Approximate smoother is unchanged by reordering the points X ′ we use the permutation matrix approach. In fact
we will show that for the permutation π of X ′
(2π)
d
2 NρGpi(X′),pi(X′)+
+Gpi(X′),XGX,pi(X′)
Gpi(X′),XPX Ppi(X′)
PTXGX,pi(X′) P
T
XPX OM
PTpi(X′) OM OM

 π (α′)β′
γ′
 =
 Gpi(X′),XPTX
OM,N
 y, (6.18)
and
s (x) = Gx,pi(X′)π (α
′) +
M∑
i=1
βipi (x) . (6.19)
Denote the permutation matrix of π by Π. To reorder the rows of a matrix we left-multiply by Π and to reorder
the columns we right-multiply by ΠT . Also ΠTΠ = ΠΠT = I. Hence, Gpi(X′),pi(X′) = ΠGX′,X′Π
T , GX,pi(X′) =
GX,X′Π
T , Gpi(X′),X = ΠGX′,X and Ppi(X′) = ΠPX′ . The left side of the equation of the first row of 6.18 now
becomes (
(2π)
d
2 NρGpi(X′),pi(X′) +Gpi(X′),XGX,pi(X′)
)
π (α′) +Gpi(X′),XPXβ′ + Ppi(X′)γ′
=
(
(2π)
d
2 NρΠGX′,X′Π
T +ΠGX′,XGX,X′Π
T
)
Πα′ +ΠGX′,XPXβ′ +ΠPX′γ′
= Π
((
(2π)
d
2 NρGX′,X′ +GX′,XGX,X′
)
ΠTΠα′ +GX′,XPXβ′ + PX′γ′
)
= Π
((
(2π)
d
2 NρGX′,X′ +GX′,XGX,X′
)
α′ +GX′,XPXβ′ + PX′γ′
)
= ΠGX′,Xy
= Gpi(X′),X ,
where the last line is implied by 6.10. Thus the equation of the first row of 6.18 is true, and the other equations
are proved in a similar manner.
Using the notation of Definition 282 we can write 6.9 as
s (x) = Gx,X′α
′ +
M∑
i=1
β′ipi (x) = Gx,X′Π
TΠα′ +
M∑
i=1
β′ipi (x) = GX,pi(X′)π (α
′) +
M∑
i=1
β′ipi (x) ,
which proves 6.19 and finishes the proof.
Remark 286 A different basis for Pθ−1, say
{
p′j
}
, could be used to define the unisolvency matrix PX′ , the Riesz
representer R′x and the space WG,X′ . Using the conventions of Notation 284 we would write P
′
X′ instead of PX′ .
All the results proved below would still hold.
Recall from Definition 72 that the set of basis functions of order θ is G + P2θ−1, where G is a particular basis
function. However, from part 5 of Theorem 278 we know that the Approximate smoother function is independent
of the basis function chosen. The next corollary tells us that we can always choose a basis function such that the
Approximate smoother matrix is Hermitian and indeed this particular matrix allows a simple proof of regularity
which is given in Theorem 288.
Corollary 287 Suppose the weight function w has properties W2 and W3 for parameter θ.
Then a (possibly complex-valued) basis function G of order θ can always be chosen so that GTY,Z = GZ,Y for all
finite subsets Y and Z of Rd i.e. so that G (−x) = G (x) for x ∈ Rd. For such a basis function the Approximate
smoother matrix Ψ of 6.10 is Hermitian and we can write
Ψ =
 (2π) d2 NρGX′,X′ +GTX,X′GX,X′ GTX,X′PX PX′PTXGX,X′ PTXPX OM
PTX′ OM OM
 , (6.20)
where M = dimPθ−1.
Proof. From part 2 Theorem 122 there exists a basis function G which satisfies G (−x) = G (x) for x ∈ Rd. The
condition GTY,Z = GZ,Y implies that G
T
X′,X′ = GX′,X′ and G
T
X,X′ = GX′,X and since PX and PX′ are real valued
it follows that Ψ has the required Hermitian form 6.20.
In the next theorem we will prove the Approximate smoother matrix 6.20 is regular.
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Theorem 288 The Approximate smoother matrix Ψ specified in Corollary 287 has the following properties:
1. Ψ is a regular Hermitian matrix.
2. Ψ is square with N ′ + 2M rows. Hence the size of Ψ is independent of the number N of (scattered) data
points.
Proof. Part 1 We first write Ψ in the form.
Ψ =
 (2π) d2 NρGX′;0 +GTPGP PX′OM,N ′
PTX′ ON ′,M OM
 ,
where
GX′;0 =
(
GX′,X′ O
O OM
)
, GP =
(
GX,X′ PX
)
.
Since GX,X is Hermitian Ψ is Hermitian. To prove that Ψ is regular we use Lemma 206. To this end set
B = (2π)
d
2 NρGX′;0 +GTPGP ,
C =
(
PX′
OM,N ′
)
.
It must be shown that nullC = {0} and that zTBz = 0 and CT z = 0 implies z = 0.
Firstly, Cλ = 0 implies PX′λ = 0 which implies λ = 0 since nullPX′ = {0}. Therefore nullC = {0}. Next, set
zT =
(
vT , βT
)
. Hence, since
CT z =
(
PTX′ O
)( v
β
)
= PTX′v,
we conclude that CT z = 0 implies PTX′v = 0. Now assume that C
T z = 0. Then
zTBz = zT
(
(2π)
d
2 NρGX′;0 +GTPGP
)
z = (2π)
d
2 NρvTGX′,X′v
T + zTGTPGP z
= (2π)
d
2 NρvTGX′,X′v + |GP z|2CN .
By part 4 of Theorem 233, GX′,X′ is conditionally positive definite on nullP
T
X′ i.e. P
T
X′v = 0 and v 6= 0 implies
vTGX′,X′v > 0. Therefore, z
TBz = 0 implies v = 0.
In addition, we have GP z = 0 i.e. 0 = GX,X′v + PXβ = PXβ, so that β = 0 since nullPX = {0} by part 1
Theorem 166. We conclude that z = 0.
Part 2 We observe that GX′,X′ has size N
′ ×N ′, GX,X′ has size N ×N ′,
PX has size N ×M , and PX′ has size N ′ ×M . From the block sizes it is clear that Ψ is square with N ′ + 2M
rows. Hence the size of Ψ is independent of the number of (scattered) data points N .
Our next result shows the Approximate smoother algorithm is scalable i.e. the time of execution of construction
and solution is linearly dependent on the number of data points. This is in contrast with the Exact smoother which
is not scalable but which has quadratic dependency on the number of data points.
Corollary 289 The Approximate smoother algorithm is scalable.
Proof. The Hermitian matrix equation 6.20 is (2π) d2 NρGX′,X′ +GTX,X′GX,X′ GTX,X′PX PX′PTXGX′,X PTXPX OM
PTX′ OM OM
 αβ
λ
 =
 GTX,X′PTX
OM,N
 y,
where GX′,X′ is N
′ ×N ′, GX,X′ is N ×N ′, PX′ is N ′ ×M and PX is N ×M .
Suppose the evaluation cost for G (x) is mG multiplications and that N ≫ N ′, N ≫ M and N ≫ mG. The
construction costs for component matrices and matrix multiplications are:
Construction costs for Approximate smoother matrix
GX′,X′ GX,X′ GTX,X′GX,X′ P
T
XGX′,X Ψ
 αβ
λ
  GTX,X′PTX
OM,N
 y
(N ′)2mG N ′NmG (N ′)
2
N N ′NM (N ′ + 2M)2 N (N ′ + 2M)
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From the table the dominant construction costs are N ′N (N ′ +mG +M). The solution cost of an N ′ × N ′
matrix equation is 13 (N
′)3 multiplications for a dense matrix. Thus the total cost is
N ′N (N ′ +mG +M) +
1
3
(N ′)3 =
(
(mG +M)N
′ + (N ′)2
)
N +
1
3
(N ′)3
≫
(
(mG +M)N
′ + (N ′)2
)
N,
which is linearly dependent on the number of data points. However, by the use of a basis function with support
containing only several points in X ′ e.g. the extended natural spline basis functions of Lemma 84, the construction
and solution costs can be reduced significantly. However we still have linear dependency on N .
6.5 Solving the Approximate smoothing problem using matrix techniques
In the last section, by using Hilbert space orthogonal projection techniques, the Approximate smoother matrix
equation was derived for complex data and all conjugate-even basis functions. In this section we present an
alternative derivation which uses matrix techniques. A key step in the Hilbert space approach was to choose
a congugate-even basis function. This was sufficiently general and enabled us to prove that the Approximate
smoother matrix was regular. This derivation is less general and imposes the extra conditions that the basis
function and data are real valued. This is to simplify the use of the method of Lagrange multipliers and we
note that the Approximate smoother matrix will now be symmetric and the basis function will be even.
The Approximate smoothing problem is min
f∈WG,X′
Je [f ] where Je [f ] is the Exact smoother functional. The first
step will be to calculate Je [f ] for f ∈ WG,X′ . The result is that Je [f ] is a constrained quadratic form 6.21 in
terms of the coefficients of the data-translated basis functions and the polynomial basis functions. Then it is shown
that if the data is real and the basis function is real valued then the solution is unique and real valued. Finally,
Lagrange multipliers are used to minimize the constrained quadratic form and derive the matrix equation as well
as the identities derived using the Hilbert space method.
6.5.1 The Exact smoother functional for functions in WG,X′
In this subsection we will calculate the Exact smoothing functional Je [f ] for f ∈WG,X′ .
Theorem 290 Suppose the basis function G is a real valued even function and f ∈WG,X′ , where X ′ = {x′i}N
′
i=1
is unisolvent. Then if
f =
N ′∑
i=1
αiG (· − x′i) +
M∑
j=1
βjpj ∈WG,X′ , αi, βj ∈ C,
we have
Je [f ] =
(
αT βT
)(
(2π)
d
2 ρGX′;0 +
1
N
GTPGP
)(
α
β
)
− 1
N
yTGP
(
α
β
)
−
− 1
N
yTGP
(
α
β
)
+
1
N
|y|2 . (6.21)
where Je[·] is the Exact smoother functional 5.6 and
GX′;0 =
(
GX′,X′ O
O OM
)
, GP =
(
GX,X′ PX
)
.
Proof. The Exact smoothing functional is
Je [f ] = ρ |f |2w,θ +
1
N
N∑
i=1
∣∣∣f (x(i))− y(i)∣∣∣2 ,
and from part 1 of Theorem 233
ρ |f |2w,θ = ρpiαTGX′,X′α = ρpi
(
αT βT
)
GX′;0
(
α
β
)
. (6.22)
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The next step is to approximate the second ‘least squares’ term
N∑
i=1
∣∣f (x(i))− y(i)∣∣2. Let fX = (f (x(i)))Ni=1.
Then
N∑
i=1
∣∣∣f(x(i))− y(i)∣∣∣2 = (fX − y)T (fX − y) = fTXfX − yT fX − yT fX + |y|2 . (6.23)
But in matrix form
fX = GX,X′α+ PXβ,
where GX,X′ =
(
G
(
x(i) − x′j
))
and PX =
(
pj
(
x(i)
))
, or in block form
fX =
(
GX,X′ PX
)( α
β
)
= GP
(
α
β
)
,
where GP =
(
GX,X′ PX
)
. Thus
fTXfX =
(
αT βT
)
GTPGP
(
α
β
)
,
and by 6.23
N∑
i=1
∣∣∣f (x(i))− y(i)∣∣∣2 = (αT βT )GTPGP ( αβ
)
− yTGP
(
α
β
)
− yTGP
(
α
β
)
+ |y|2 , (6.24)
so that combining 6.22 and 6.24
Je [f ] = ρ |f |2w,θ +
1
N
N∑
i=1
∣∣∣f (x(i))− y(i)∣∣∣2
= ρpi
(
αT βT
)
GX′;0
(
α
β
)
+
1
N
(
αT βT
)
GTPGP
(
α
β
)
−
− 1
N
yTGP
(
α
β
)
− 1
N
yTGP
(
α
β
)
+
1
N
|y|2
=
(
αT βT
)(
ρpiGX′;0 +
1
N
GTPGP
)(
α
β
)
−
− 1
N
yTGP
(
α
β
)
− 1
N
yTGP
(
α
β
)
+
1
N
|y|2 .
6.5.2 Proof that the smoother is unique
We will now supply another proof, this time based on matrices, that there exists a unique solution in WG,X′ for
the Approximate smoother problem. After that we will obtain a matrix equation for this solution.
Theorem 291 The Approximate smoothing problem has a unique solution in WG,X′ .
Proof. The Approximate smoother problem involves minimizing the quadratic form 6.21 constrained by PTX′α = 0.
But from part 2 of Theorem 167 the null space of PTX′ has the form α =
(−LTX′2
IN ′−M
)
α′′ where α′′ = (αi)
N ′
i=M+1 ∈
R(N
′−M) and X ′2 = {x′i}N
′
i=M+1. Set A =
(−LTX′2
IN ′−M
)
so that
(
α
β
)
=
(
A O
O IN ′
)(
α′′
β
)
and the first term on
the right of 6.21 becomes
(
αT βT
)(
ρpiGX′;0 +
1
N
GTPGP
)(
α
β
)
(6.25)
=
(
α′′T βT
)(AT O
O IN ′
)(
ρpiGX′;0 +
1
N
GTPGP
)(
A O
O IN ′
)(
α′′
β
)
.
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Thus the Approximate smoother problem is equivalent to minimizing 6.25 for all α′′ ∈ R(N ′−M) and β ∈ RN ′ .
But if the matrix (
AT O
O IN ′
)(
ρpiGX′;0 +
1
N
GTPGP
)(
A O
O IN ′
)
, (6.26)
is positive definite then the quadratic form 6.25 has a unique stationary point and this is a minimum point.
Indeed (
α′′T βT
)(AT O
O IN ′
)(
ρpiGX′;0 +
1
N
GTPGP
)(
A O
O IN ′
)(
α′′
β
)
=
(
αT βT
)(
ρpiGX′;0 +
1
N
GTPGP
)(
α
β
)
= ρpiα
TGX′,X′α+
1
N
∣∣∣∣( GX,X′ PX )( αβ
)∣∣∣∣2
CN
= ρpiα
TGX′,X′α+
1
N
|GX,X′α+ PXβ|2CN , (6.27)
where PTX′α = 0. So the matrix 6.26 is positive definite if the matrix 6.27 is conditionally positive definite on
nullPTX′ . So suppose
ρpiα
TGX′,X′α+
1
N
|GX,X′α+ PXβ|2CN = 0, PTX′α = 0. (6.28)
Now by part 2 of Theorem 233, GX′,X′ is conditionally positive definite on P
T
X′α = 0 i.e. when P
T
X′α = 0 we have
αTGX′,X′α ≥ 0, and PTX′α = 0 and αTGX′,X′α = 0 implies α = 0. Thus αTGX′,X′α = 0 and GX,X′α+ PXβ = 0
i.e. α = 0 and PXβ = 0. But from part 1 of Theorem 166 nullPX = {0}, and this implies β = 0.
The next result will simplify the use of Lagrange multipliers to solve the Approximate smoothing problem.
Theorem 292 Suppose the basis function G is real-valued with order θ ≥ 1. Then the solution to the Approximate
smoothing problem with real valued data [X, y] induced by the points X ′ = {x′i}N
′
i=1 lies in the subspace of WG,X′
defined by the real scalars.
Proof. The Approximate smoothing problem is min
f∈WG,X′
Je [f ] and by the previous theorem this problem has a
unique solution. Now let f =
N ′∑
i=1
αiG (· − x′i) +
M∑
j=1
βjpj ∈WG,X′ , where αi, βj ∈ C. Then by Theorem 290
Je [f ] =
(
αT βT
)(
ρpiGX′;0 +
1
N
GTPGP
)(
α
β
)
− 1
N
yTGP
(
α
β
)
− 1
N
yTGP
(
α
β
)
+
1
N
|y|2 ,
and so
Je
[
f
]
=
(
αT β
T
)(
ρpiGX′;0 +
1
N
GTPGP
)(
α
β
)
− 1
N
yTGP
(
α
β
)
− 1
N
yTGP
(
α
β
)
+
+
1
N
|y|2
=
(
αT βT
)(
ρpiGX′;0 +
1
N
GTPGP
)T (
α
β
)
− 1
N
yTGP
(
α
β
)
− 1
N
yTGP
(
α
β
)
+
+
1
N
|y|2
=
(
αT βT
)(
ρpiGX′;0 +
1
N
GTPG
T
P
)(
α
β
)
− 1
N
yTGP
(
α
β
)
− 1
N
yTGP
(
α
β
)
+
+
1
N
|y|2
= Je [f ] .
Thus, if s is the Approximate smoother then Je [s] = Je [s] and s is also a solution to the Approximate smoothing
problem. But the solution is unique so s = s and s is real-valued. Hence if s =
N ′∑
i=1
αiG (· − x′i) +
M∑
j=1
βjpj then
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s = s =
N ′∑
i=1
αiG (· − x′i) +
M∑
j=1
βjpj and so
N ′∑
i=1
(αi − αi)G (· − x′i)+
M∑
j=1
(
βj − βj
)
pj = 0. The unique representation
result of part 5 Theorem 233 now implies that for all i and j, αi = αi and βj = βj i.e. αi and βj are real. This
means that
M∑
j=1
βjpj ∈ Pθ−1 and we are done.
6.5.3 The Approximate smoother matrix equation - a Lagrange multiplier derivation
Recall that the Approximate smoothing problem is min
f∈WG,X′
Je [f ] and so this involves minimizing the quadratic form
6.21 constrained by PTX′α = 0. In Theorem 291 it was proved that a solution to the Approximate smoothing problem
exists and is unique. The proof also demonstrated that the constrained problem only has one stationary point which
means the technique of Lagrange multipliers will always yield the Approximate smoother. For convenience denote
the quadratic form 6.21 by Qa (α, β) and denote the Lagrange multiplier by the vector λ with length N
′. Since
we have assumed the basis function is real-valued Theorem 292 tells us that the Approximate smoother can be
expressed in terms of real α and β.
In preparation we expand the matrix equation 6.21 for Qa (α, β) to include λ and for algebraic simplicity we will
minimize NQa instead of Qa. Thus for real vectors α and β, and ρpi = (2π)
d
2 ρ
NQa (α, β) =
(
αT βT
...λT
)(
NρpiGX′;0 +G
T
PGP O
O ON ′
)
α
β
· · ·
λ
−
− 2yT ( GP ON,N ′ )

α
β
· · ·
λ
+ |y|2 , α ∈ RN ′ , β ∈ RM .
Let the Lagrangian be denoted by L(α, β, λ) so that
L(α, β, λ) = NQa (α, β) + 2λ
TPTX′β
= NQa (α, β) +
(
αT βT λT
) O O PX′O O O
PTX′ O ON ′
 αβ
λ

=
(
αT βT
...λT
)(
NρpiGX′;0 +G
T
PGP O
O ON ′
)
α
β
· · ·
λ
−
− 2yT ( GP ON,N ′ )

α
β
· · ·
λ
 + |y|2+
+
(
αT βT λT
) ON ′ O PX′O OM O
PTX′ O ON ′
 αβ
λ

=
(
αT βT
...λT
) NρpiGX′;0 +GTPGP PX′O
PTX′ O ON ′


α
β
· · ·
λ
−
− 2yT ( GTP ON,N ′ )
 αβ
λ
+ |y|2 (6.29)
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A necessary condition for a minimum is that the derivative is zero i.e. DL(α, β, λ) = 0. Differentiating equation
6.29 gives
DL =
(
αT βT
...λT
) NρpiGX′;0 +GTPGP PX′O
PTX′ O ON ′
+
+
(
αT βT
...λT
) NρpiGTX′;0 +GTPGP PX′O
PTX′ O ON ′
T − 2yT ( GP O )
= 2
(
αT βT
...λT
) NρpiGX′;0 +GTPGP PX′O
PTX′ O ON ′
− 2yT ( GP O )
At the minimum, (DL)T = 0 NρpiGX′;0 +GTPGP PX′O
PTX′ O ON ′


α
β
· · ·
λ
 = ( GTPO
)
y, (6.30)
and since GP =
(
GX,X′ PX
)
,
NρpiGX′;0 +G
T
PGP = NρpiGX′;0 +
(
GX,X′ PX
)T (
GX,X′ PX
)
= NρpiGX′;0 +
(
GTX,X′
PTX
)(
GX,X′ PX
)
= NρpiGX′;0 +
(
GTX,X′GX,X′ G
T
X,X′PX
PTXGX,X′ P
T
XPX
)
=
(
NρpiGX′,X′ O
O O
)
+
(
GTX,X′GX,X′ G
T
X,X′PX
PTXGX,X′ P
T
XPX
)
=
(
NρpiGX′,X′ +G
T
X,X′GX,X′ G
T
X,X′PX
PTXGX,X′ P
T
XPX
)
Thus  NρpiGX′;0 +GTPGP PX′O
PTX′ O ON ′
 =
 NρpiGX′,X′ +GTX,X′GX,X′ GTX,X′PX PX′PTXGX,X′ PTXPX OM
PTX′ OM OM
 , (6.31)
and noting that ρpi = (2π)
d
2 ρ, equation 6.30 becomes (2π) d2 NρGX′,X′ +GTX,X′GX,X′ GTX,X′PX PX′PTXGX,X′ PTXPX OM
PTX′ OM OM
 αβ
λ
 =
 GTX,X′PTX
O
 y,
which matches the Approximate matrix equation 6.20 which was derived using Hilbert space techniques and
assumed a complex valued basis function.
6.6 Convergence of the Approximate smoother to the Exact smoother
In this section we will study the uniform pointwise convergence on a bounded region of the Approximate smoother
sa to the Exact smoother se and to the data function fd.
In Subsection 6.6.1 we study the uniform convergence of the Approximate smoother to the Exact smoother.
Here we make no use of Lagrange interpolation theory and obtain no order of convergence results.
In Subsection 6.6.2 we again consider the convergence of the Approximate smoother to the Exact smoother but
here we use Lagrange interpolation theory and order of convergence results are derived.
Subsection 6.6.3 deals with the convergence of the Approximate smoother to the data function using the simple
inequality
|fd (x) − sa (x)| ≤ |fd (x)− se (x)|+ |se (x)− sa (x)| ,
which combines the results of the previous subsection with those derived for the convergence of the Exact
smoother to the data function in Section 5.7.
6.6 Convergence of the Approximate smoother to the Exact smoother 281
6.6.1 Convergence results not involving order
The convergence results of this subsection do not involve data functions and the dependent data is just given as
an arbitrary vector. Also, no data densities are estimated and no orders of convergence are calculated, as will be
done in Subsection 6.6.2. We simply establish uniform pointwise convergence on a bounded data region. To start
with we will introduce a concept of convergence for finite subsets of Rd.
Definition 293 Convergence of finite sets A sequence of finite sets Xn =
{
x
(i)
n
}Nn
i=1
is said to converge to the
finite set X =
{
x(i)
}N
i=1
, denoted Xn → X, if there exists an integer K such that when n ≥ K, Nn = N and for
each i,
∣∣∣x(i)n − x(i)∣∣∣→ 0 as n→∞.
When n ≥ K, Xn and X can be regarded as members of RNd and convergence as convergence in RNd under the
Euclidean norm.
Theorem 294 Suppose G is a basis function and se is the Exact smoother generated by the data [X, y].
Suppose X ′n is a sequence of independent data sets which converges to X0 in the sense of Definition 293 and
that s
(n)
a is the Approximate smoother generated by X ′n and [X, y].
Then the Approximate smoothers satisfy Je
[
s
(n)
a
]
→ Je [se] as n→∞, where Je is the functional used to define
the Exact smoother.
Proof. We first note that the definition of the convergence of independent data sets allows us to assume that the
X ′n have the same number of points as X .
Now suppose X ′ is an arbitrary independent data set with the same number of points as X0 and let sa = sa (X ′)
be the corresponding Approximate smoother. If it can be shown that as a function of X ′, Je [sa (X ′)] is continuous
everywhere this theorem holds since Je [se] = Je [sa (X)]. In fact, by Theorem 285
sa (X
′) (x) =
N∑
i=1
αiG (x− x′i) +
M∑
j=1
βjpj (x) ,
where α = (αi) and β = (βj) satisfy the matrix equations αβ
λ
 = Ψ−1
 GTX,X′PTX
O
 y.
and the Approximate smoothing matrix is given by
Ψ =
 (2π) d2 NρGX′,X′ +GTX,X′GX,X′ GTX,X′PX PX′PTXGX,X′ PTXPX OM
PTX′ OM OM
 .
Also, from part 4 Corollary 281 and then 6.15 we have
Je [sa (X
′)] =
1
N
yT (y − (sa (X ′))X)
=
1
N
yT
(
y − (GX,X′ PX)( αβ
))
=
1
N
yT
y − (GX,X′ PX O)
 αβ
λ

=
1
N
yT
IN − (GX,X′ PX O)Ψ−1
 GTX,X′PTX
O
 y.
If we can show that GX,X′ and Ψ
−1
X′ are continuous functions of X
′ in a neighborhood of X0 then Je [sa (X ′)]
is a continuous function of X ′. But GX′,X′ and GX,X′ are clearly continuous for all X ′ so ΨX′ and detΨX′ are
continuous for all X ′. Further, since by Theorem 288, ΨX′ is positive definite and regular for all X ′, detΨX′ > 0
for all X ′ and it is clear from Cramer’s rule that Ψ−1X′ is continuous everywhere. Thus Je [sa (X
′)] is continuous
everywhere and the proof is complete.
The next corollary shows that for given data the Approximate smoother converges uniformly to the Exact
smoother on Rd for the case that X ′ is a grid containing a data region and the grid size goes to zero.
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Corollary 295
1. Suppose se is the Exact smoother generated by the data [X, y] and that we have a sequence of regular,
rectangular grids with grid nodes X ′n, grid sizes h
′
n and a fixed common grid region R - a closed rectangle -
containing X.
2. Let sa (X
′
n) denote the Approximate smoother generated by X
′
n and data [X, y].
3. Assume that X ⊂ Ω ⊆ R for all n, where the data region Ω is a bounded, open, connected subset of Rd having
the cone property.
4. Assume that the conditions of Theorem 299 hold.
Then |h′n| → 0 implies ‖sa (X ′n)− se‖w,θ → 0 and also that sa (X ′n) converges uniformly pointwise to se on Ω.
Proof. For each data point x(k) ∈ X there exists a sequence of distinct points
(
z
(k)
n
)∞
n=1
such that z
(k)
n ∈ X ′n and
z
(k)
n → x(k) in Rd as n→∞.
Set Zn =
{
z
(k)
n
}N
k=1
and let s (Zn) be the Approximate smoother generated by Zn. Then Zn → X as independent
data and by Theorem 294, Je [sa (Zn)]→ Je [se].
But since Zn ⊂ X ′n we have Je [sa (X ′n)] ≤ Je [sa (Zn)].
Also from the definition of se we have Je [se] ≤ Je [sa (X ′n)].
Thus
Je [se] ≤ Je [sa (X ′n)] ≤ Je [sa (Zn)] ,
and so Je [sa (X
′
n)]→ Je [se].
To establish the convergence of sa (X
′
n) we use part 2 of Corollary 239, namely that
Je [se] + ρ |se − f |2w,θ +
1
N
N∑
k=1
∣∣∣se (x(k))− f (x(k))∣∣∣2 = Je [f ] ,
for all f ∈ Xθw. Clearly f = sa (X ′n) implies that as n→∞, |se − sa (X ′n)|w,θ → 0 and sa (X ′n)
(
x(k)
)→ se (x(k))
for each k, and so
‖se − sa (X ′n)‖2w,θ = |se − sa (X ′n)|2w,θ +
M∑
m=1
|se (am)− sa (X ′n) (am)|2 → 0,
where the minimally unisolvent set of points A = {am}Mm=1 ⊂ X define the Light norm ‖·‖w,θ. Finally, if Rx is
the Riesz representer of the functional f → f (x) defined by A then for x ∈ Ω
|se (x)− sa (X ′n) (x)| =
∣∣∣(se − sa (X ′n) , Rx)w,θ∣∣∣
≤ ‖se − sa (X ′n)‖w,θ ‖Rx‖w,θ
= ‖se − sa (X ′n)‖w,θ
√
|rx|2w,θ +
∣∣∣l˜ (x)∣∣∣2
≤ ‖se − sa (X ′n)‖w,θ
(
|rx|w,θ +
∣∣∣l˜ (x)∣∣∣
1
)
= ‖se − sa (X ′n)‖w,θ
√rx (x) + M∑
j=1
|lj (x)|
 .
Our assumptions now allow us to choose A such that we can estimate
√
rx (x) and
M∑
j=1
|lj (x)| using 6.33 and
6.37, and so obtain
|se (x)− sa (X ′n) (x)| ≤
√
cG,η,σ
(
1 +K ′Ω,θ
)
(diamΩ)η+δG ‖se − sa (X ′n)‖w,θ , x ∈ Ω,
where cG,η,σ and K
′
Ω,θ are independent of x ∈ Ω. Finally, since se and sa are continuous on Rd the estimate is
actually valid on Ω. Hence sa (X
′
n)→ se uniformly, pointwise on Ω as n→∞.
The next corollary replaces the rectangular grids by scattered sets of points and thus it can be applied to sparse
grids, for example. This corollary shows that for given data the Approximate smoother converges to the Exact
smoother on Rd if the scattered sets converge to the independent data in the sense of Definition 293.
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Corollary 296
1. Suppose se is the Exact smoother generated by the data [X, y] and that X ⊂ Ω where the data region Ω is a
bounded, open, connected subset of Rd having the cone property.
2. Suppose that X ′n is a sequence of finite sets and that there exist a sequence of data sets X
′′
n such that X
′′
n ⊂ X ′n
and X ′′n → X in the sense of Definition 293.
3. Assume that the conditions of Theorem 299 hold.
Then, if sa (X
′′
n) is the Approximate smoother generated by [X, y] and X
′′
n , it follows that
‖sa (X ′′n)− se‖w,θ → 0 and sa (X ′′n) converges uniformly pointwise to se on Ω.
Proof. A simple modification of the proof of the previous Corollary 295.
6.6.2 Convergence to the Exact smoother
In Subsection 5.7.1 we proved results concerning the pointwise convergence of the Exact smoother to its data
function using results from Lagrange interpolation theory and the ‘cavity’ measure of independent data set density
hX = sup
ω∈Ω
dist (ω;X). In this subsection we will employ the same techniques to derive conditions under which the
Approximate smoother converges pointwise to the Exact smoother - conditions expressed in terms of the smoothing
coefficient ρ and the densities of the data sets X and X ′.
We will require the following lemma which is derived from equation 5.29 and Theorem 254 of Chapter 5.
Lemma 297 Suppose X =
{
x(i)
}N
i=1
is a θ-unisolvent set and let A =
{
a(i)
}M
i=1
be a minimally θ-unisolvent
subset. Construct Rx, P and Q = I − P using A.
Then for each x ∈ Rd there exists a unique element RV,x ∈ V such that
f (x) = (LXf,RV,x)V , f ∈ Xθw,
and
ρ ‖RV,x‖2V ≤ rx (x) +NXρ
∣∣∣l˜ (x)∣∣∣2 . (6.32)
We will also need the following lemma which supplies some results from the theory of Lagrange interpolation.
This lemma has been created from Lemma 3.2, Lemma 3.5 and the first two paragraphs of the proof of Theorem
3.6 of Light and Wayne [13]. The results of this lemma do not involve any reference to weight or basis functions or
to functions in Xθw, but consider the properties of the region Ω which contains the independent data points X and
the order of the unisolvency used for the interpolation. Thus we have separated the part of the proof that involves
basis functions from the part that uses the detailed theory of Lagrange interpolation operators.
Lemma 298 (A copy of Lemma 211) Assume first that:
1. Ω is a bounded, open, connected subset of Rd having the cone property.
2. X is a unisolvent subset of Ω of order θ.
Suppose {lj}Mj=1 is the cardinal basis of Pθ−1 with respect to a minimal unisolvent set of Ω. Using Lagrange
interpolation techniques, it can be shown there exists a constant K ′Ω,θ > 0 such that
M∑
j=1
|lj (x)| ≤ K ′Ω,θ, x ∈ Ω, (6.33)
and all minimal unisolvent subsets of Ω. Now define
hX = sup
x∈Ω
dist (x,X) ,
and fix x ∈ X. Using Lagrange interpolation techniques it can be shown there are constants cΩ,θ, hΩ,θ > 0 such
that when hX < hΩ,θ there exists a minimal unisolvent set A ⊂ X satisfying
diamAx ≤ cΩ,θhX , (6.34)
where Ax = A ∪ {x}.
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The next result supplies conditions on the basis function which may yield a higher order estimate for
√
rx (x)
than Theorem 213.
Theorem 299 (Copy of Theorem 220) Suppose w is a weight function with properties W2 and W3 for order θ and
κ. Set η = min
{
θ, 12 ⌊2κ⌋
}
. Also suppose G is a basis function of order θ such that the distributions
{
DβG
}
|β|=2η+1
are L1loc functions such that for each fixed b 6= 0 the integrals∫ 1
0
(1− t)2η ∣∣(DβG) (z + tb)∣∣ dt, z, b ∈ Rd, |β| = 2η + 1, (6.35)
have polynomial growth in z.
Further, there exist constants rG, cG,η > 0 and δG ≥ 0 such that∣∣bβ∣∣ ∫ 1
0
(1− t)2η ∣∣(DβG) (tb)∣∣ dt ≤ cG,η
2σ
|b|2(η+δG) , |b| ≤ rG, |β| = 2η + 1. (6.36)
Regarding unisolvency, assume A =
{
a(k)
}M
k=1
is a minimal θ-unisolvent set and that {lk}Mk=1 is the corresponding
unique cardinal basis for Pθ−1. Now construct P ,Q, Rx using A and {lk}Mk=1.
Now if rx = QRx we have the estimate√
rx (x) ≤ √cG,η,σ
(
1 +
M∑
k=1
|lk (x)|
)
(diamAx)
η+δG , diamAx ≤ rG, x ∈ Ω, (6.37)
where σ = min
{
θ, 12 ⌊min 2κ+ 1⌋
}
, Ax = A ∪ {x} and cG,η,σ = d⌈σ⌉(2pi)d/2⌈σ⌉!cG,η.
Remark 300 In Section 4.11, η and δG were calculated for the thin-plate and shifted thin-plate splines by way of
examples.
We now derive our estimates for the pointwise convergence of the Approximate smoother to the Exact smoother.
Theorem 301 We will need the following assumptions and notation:
(a) Suppose w is a weight function with properties W2 and W3 for order θ and κ, and set η = min
{
θ, 12 ⌊min 2κ⌋
}
.
Assume G is a basis function of order θ such that there exist constants cG, rG > 0 and δG ≥ 0 satisfying
6.37. Set ηG = η + δG.
(b) Denote by se the Exact smoother generated by the the smoothing parameter ρ, the independent data X and
data function fd ∈ Xθw.
(c) Assume X ⊂ Ω where the data region Ω has the properties given in the Lagrange interpolation Lemma 298
and the constants hΩ,θ, cΩ,θ,K
′
Ω,θ are as given in Lemma 298. Regarding Theorem 299 set
cG,η,σ =
d⌈σ⌉
(2π)
d/2 ⌈σ⌉!
cG,η. (6.38)
(d) Denote by sa the Approximate smoother generated by the unisolvent set of points X
′ ⊂ Ω. Let hX =
sup
ω∈Ω
dist (ω,X), hX′ = sup
ω∈Ω
dist (ω,X ′) measure the density of the point sets X and X ′.
Then when hX , hX′ ≤ min {hΩ,θ, rG} we have for x ∈ Ω:
1. If fd ∈ WG,X′
|se (x)− sa (x)| ≤ |fd|w,θ
(
1 +K ′Ω,θ
)(√
cG,η,σ (cΩ,θhX)
ηG +
√
NXρ
)
.
2. If fd ∈ Xθw
|se (x)− sa (x)| ≤ |fd|w,θ
(
1 +
(
1 +K ′Ω,θ
)√
cG,η,σ
(cΩ,θhX′)
ηG
√
ρ
)
×
× (1 +K ′Ω,θ) (√cG,η,σ (cΩ,θhX)ηG +√NXρ) . (6.39)
??? Note: The term
√
ρ in the denominator does not appear in the zero order case - suspicious.
Two similar bounds on the error for large ρ are:
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3. If fd ∈ Xθw
|se (x)− sa (x)| ≤ |fd|w,θ
√
cG,η,σ
(
1 +K ′Ω,θ
)2
(diamΩ)ηG
(√
cG,η,σ
(cΩ,θhX)
ηG
√
ρ
+
√
NX
)
.
4. If fd ∈ Xθw
|se (x)− sa (x)| ≤
(
max
ω∈Ω
|fd (ω)|
)(
1 +K ′Ω,θ
)(√
cG,η,σ
(cΩ,θhX)
ηG
√
ρ
+
√
NX
)
.
5. If fd ∈ Pθ−1 then fd = se = sa.
Proof. Fix x ∈ Ω and construct rx = QRx, se and sa from a minimal θ-unisolvent set A ⊂ X . From Lemma 297
|se (x) − sa (x)| =
∣∣(LX (se − sa) , RV,x)V ∣∣ ≤ ‖LX (se − sa)‖V ‖RV,x‖V .
But from part 5 Summary 277, ‖LX (se − f)‖V ≤ ‖LXf − ς‖V for all f ∈ WG,X′ . Choose f = sa so that by
part 1 Summary 277
‖LX (se − sa)‖2V ≤ ‖LXsa − ς‖2V = Je [sa] ,
and hence
|se (x)− sa (x)| ≤
√
Je [sa] ‖RV,x‖V .
But by 6.32
ρ ‖RV,x‖2V ≤ rx (x) +NXρ
∣∣∣l˜ (x)∣∣∣2 ,
so that
|se (x)− sa (x)| ≤
√
Je [sa]
1√
ρ
(√
rx (x) +
√
NXρ
∣∣∣l˜ (x)∣∣∣) , x ∈ Rd.
By Lemma 298 there exists a constant K ′Ω,θ, independent of x ∈ Ω, such that
∣∣∣l˜ (x)∣∣∣ ≤ M∑
k=1
|lk (x)| ≤ K ′Ω,θ so
that
|se (x)− sa (x)| ≤
√
Je [sa]
1√
ρ
(√
rx (x) +K
′
Ω,θ
√
NXρ
)
, x ∈ Ω,
and the estimate 6.37 for
√
rx (x) on Ω implies
√
rx (x) ≤ √cG,η,σ
(
1 +
M∑
k=1
|lk (x)|
)
(diamAx)
ηG ≤ √cG,η,σ
(
1 +K ′Ω,θ
)
(diamAx)
ηG ,
provided diamAx ≤ rG. But an assumption of this theorem is hX ≤ min {hΩ,θ, rG} so by Lemma 298, A can be
chosen so that diamAx ≤ cΩ,θhX so that√
rx (x) ≤ √cG,η,σ
(
1 +K ′Ω,θ
)
(cΩ,θhX)
ηG , (6.40)
and
|se (x)− sa (x)| ≤
√
Je [sa]√
ρ
(
1 +K ′Ω,θ
) (√
cG,η,σ (cΩ,θhX)
ηG +
√
NXρ
)
=
(
1 +K ′Ω,θ
) √Je [sa]√
ρ
(√
cG,η,σ (cΩ,θhX)
ηG +
√
NXρ
)
.
Thus when f ∈WG,X′ and f 6= sa, the definition of sa implies Je [sa] < Je [f ] and
|se (x) − sa (x)| ≤
(
1 +K ′Ω,θ
)√
Je [f ]
(√
cG,η,σ
(cΩ,θhX)
ηG
√
ρ
+
√
NX
)
. (6.41)
The estimates for |se (x)− sa (x)| stated in the theorem will be proved by substituting various f ∈ WG,X′ into
6.41.
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Part 1 We choose f = fd ∈WG,X′ . Then Je [f ] = ρ |fd|2w,θ and 6.41 implies
|se (x)− sa (x)| ≤ |fd|w,θ
(
1 +K ′Ω,θ
) (√
cG,η,σ (cΩ,θhX)
ηG +
√
NXρ
)
, x ∈ Ω,
the extension to Ω being valid since both se and sa are continuous on Rd.
Part 2 Choose f = I ′X′fd where I ′X′fd is the minimal seminorm interpolant of fd on the unisolvent set X ′.
Then by Corollary 221, when hX′ < min {hΩ,θ, rG} it follows that
|fd (x)− I ′X′fd (x)| ≤ |fd − I ′X′fd|w,θ
(
1 +K ′Ω,θ
)√
cG,η,σ (cΩ,θhX′)
ηG , x ∈ Ω,
and so, by using the properties: |I ′X′f |w,θ ≤ |f |w,θ and |(I − I ′X′) f |w,θ ≤ |f |w,θ, of part 2 Theorem 210
Je [f ] = Je [I ′X′fd]
= ρ |I ′X′fd|2w,θ +
1
N
N∑
k=1
∣∣∣(I ′X′fd)(x(k))− fd (x(k))∣∣∣2
≤ ρ |I ′X′fd|2w,θ + |fd − I ′X′fd|2w,θ
(
1 +K ′Ω,θ
)2
cG,η,σ (cΩ,θhX′)
2ηG
≤ ρ |fd|2w,θ + |fd|2w,θ
(
1 +K ′Ω,θ
)2
cG,η,σ (cΩ,θhX′)
2ηG
= |fd|2w,θ
(
ρ+
(
1 +K ′Ω,θ
)2
cG,η,σ (cΩ,θhX′)
2ηG
)
,
i.e. √
Je [f ] ≤ |fd|w,θ
(√
ρ+
(
1 +K ′Ω,θ
)√
cG,η,σ (cΩ,θhX′)
ηG
)
.
Hence by 6.41
|se (x)− sa (x)|
≤ (1 +K ′Ω,θ)√Je [f ](√cG,η,σ (cΩ,θhX)ηG√ρ +√NX
)
≤ |fd|w,θ
(√
ρ+
(
1 +K ′Ω,θ
)√
cG,η,σ (cΩ,θhX′)
ηG
) (
1 +K ′Ω,θ
)(√
cG,η,σ
(cΩ,θhX)
ηG
√
ρ
+
√
NX
)
= |fd|w,θ
(
1 +
(
1 +K ′Ω,θ
)√
cG,η,σ
(cΩ,θhX′)
ηG
√
ρ
)(
1 +K ′Ω,θ
) (√
cG,η,σ (cΩ,θhX)
ηG +
√
NXρ
)
.
Part 3 Suppose P ′, Q′ are r′x are defined using a minimal unisolvent subset A′ ⊂ X ′. Choose f = P ′fd. Then
Je [f ] = Je [P ′fd] = ρ |P ′fd|2w,θ +
1
N
N∑
k=1
∣∣∣(P ′fd)(x(k))− fd (x(k))∣∣∣2
=
1
N
N∑
k=1
∣∣∣(Q′fd)(x(k))∣∣∣2
=
1
N
N∑
k=1
∣∣∣〈fd, r′x(k)〉w,θ∣∣∣2
≤ 1
N
N∑
k=1
|fd|2w,θ
∣∣r′x(k)∣∣2w,θ
= |fd|2w,θ
1
N
N∑
k=1
∣∣r′x(k)∣∣2w,θ
≤ |fd|2w,θmax
ω∈Ω
|r′ω|2w,θ
= |fd|2w,θmax
ω∈Ω
r′ω (ω) .
From 6.37 √
rx (x) ≤ √cG,η,σ
(
1 +K ′Ω,θ
)
(diamΩ)
ηG , x ∈ Ω,
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and since this is still true with A replaced by A′ we have√
Je [f ] ≤ |fd|w,θmax
ω∈Ω
√
r′ω (ω) ≤ |fd|w,θ
√
cG,η,σ
(
1 +K ′Ω,θ
)
(diamΩ)
ηG ,
and substitution into 6.41
|se (x)− sa (x)| ≤
(
1 +K ′Ω,θ
)√
Je [f ]
(√
cG,η,σ
(cΩ,θhX)
ηG
√
ρ
+
√
NX
)
≤ |fd|w,θ
√
cG,η,σ
(
1 +K ′Ω,θ
)2
(diamΩ)
ηG
(√
cG,η,σ
(cΩ,θhX)
ηG
√
ρ
+
√
NX
)
,
which proves this part for x ∈ Ω. Continuity on Ω is valid since se and sa are continuous on Rd.
Part 4 Choose f = 0 so that Je [f ] = Je [0] ≤
(
max
ω∈Ω
|fd (ω)|
)2
and substitution into 6.41 yields this part for
x ∈ Ω. Continuity on Ω is valid since se and sa are continuous on Rd.
Part 5 If fd ∈ Pθ−1 then by part 4, Je [sa] = 0 and so |sa|w,θ = 0 and sa
(
x(k)
)
= fd
(
x(k)
)
for all x(k) ∈ X .
Thus sa ∈ Pθ−1 and so sa = fd. But by property 2 of Theorem 242, SeXf = f iff f ∈ Pθ−1 and consequently
se = fd, proving this part.
Remark 302
1. The error formula of part 1 above is the same as the general Exact smoother error estimate of Theorem
303 Chapter 5. However, here it only applies to the special finite-dimensional subspace of data functions
WG,X′ . Thus a sequence of independent data points X and smoothing coefficients ρ can be chosen so that
the corresponding sequence of Approximate smoothers converges uniformly pointwise to the sequence of Exact
smoothers, independently of the chosen X ′.
2. The right-most factor of the estimate derived in part 2 of Theorem 301 is the estimate for the Exact smoother
given below in Theorem 303. If we choose ρ such that
√
NXρ =
√
cG,η,σ (cΩ,θhX)
ηG i.e.
√
ρ =
√
cG,η,σ (cΩ,θhX)
ηG
√
NX
, (6.42)
and then require that
(
1 +K ′Ω,θ
)2
cG,η,σ
(cΩ,θhX′ )
ηG√
ρ = 1 we get
(cΩ,θhX′)
ηG =
√
ρ(
1 +K ′Ω,θ
)2
cG,η,σ
=
√
cG,η,σ(cΩ,θhX )
ηG√
NX(
1 +K ′Ω,θ
)2
cG,η,σ
=
(cΩ,θhX)
ηG(
1 +K ′Ω,θ
)2√
cG,η,σNX
.
So if in addition
hX′ ≤ hX((
1 +K ′Ω,θ
)2√
cG,η,σNX
)1/ηG , (6.43)
then
|sa (x)− se (x)| ≤ 4 |fd|w,θ
(
1 +K ′Ω,θ
)√
cG,η,σ (cΩ,θhX)
ηG , x ∈ Ω. (6.44)
Hence if the sequences Xk and X
′
k are such that hXk → 0 and hX′k → 0 and ρk is constrained by 6.42
then there is a subsequence X ′Ik of X
′
k such that hX′Ik
≤ hXk(
(1+K′Ω,θ)
2√
cG,η,σNXk
)1/ηG and the sequence of
Approximate smoothers converges to the sequence of Exact smoothers in the sense implied by 6.44.
If X ′ is a regular grid then hX′ can be calculated exactly:
d
d
2 vol (grid) = NX′ (hX′)
d
. (6.45)
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3. The approach of part 2 can be augmented by assuming a relationship between NX and hX . This was done in
Section ?? 4.8 of Williams [29] for the zero order Exact smoother and in Remark 261 for the positive order
Exact smoother. Several 1-dimensional numerical experiments were run to compare the convergence of the
zero order Exact smoother with the predicted convergence. 1-dimensional test data sets were constructed
using a uniform distribution on the interval Ω = [−1.5, 1.5]. Each of 20 data files were exponentially sampled
using a multiplier of approximately 1.2 and a maximum of 5000 points, and then log10 hX was plotted against
log10NX where NX = |X |. It then seemed quite reasonable to use a least-squares linear fit and in this case
we obtained the relation
hX ≃ 3.09N−0.81. (6.46)
For ease of calculation let
hX = h1 (NX)
−a , h1 = 3.09, a = 0.81. (6.47)
A barrier to the use of such a formula as 6.46 in higher dimensions is the difficulty of calculating hX for
such data sets. If a sequence of independent test data sets was generated by a uniform distribution in each
dimension then the constants a and h1 might be defined as the upper bound of the confidence interval of a
statistical distribution. Also, noting the regular grid formula 6.45, we might hypothesize a relationship of the
form
hX = hd (NX)
−add ,
for higher dimensions.
4. A similar approach, following Chapter 4 and Chapter 5 for the Exact smoother, is to substitute for NX and
NX′ in 6.39 and minimize the estimator for ρ.
6.6.3 Convergence to the data function
In the previous subsection we studied the convergence of the Approximate smoother to the Exact smoother. In
this subsection we will combine these results with the Exact smoother error and thus estimate the error of the
Approximate smoother. The relevant result concerning the Exact smoother error is Theorem 258 and our next
result combines this result with Theorem 299 above:
Theorem 303
1. The notation and assumptions of the Lagrange interpolation lemma (Lemma 298) hold.
2. Let w be a weight function with properties W2 and W3 for order θ and parm. κ and set η = min
{
θ, 12 ⌊min 2κ⌋
}
.
Assume G is a basis function of order θ such that there exist constants cG, rG > 0 and δG ≥ 0 such that the
estimate of the form 6.37 holds i.e.
√
rx (x) ≤ √cG
(
1 +
M∑
k=1
|lk (x)|
)
(diamAx)
ηG , diamAx ≤ rG, x ∈ Ω,
where ηG = η + δG.
3. Denote by se the Exact smoother generated by the the smoothing parameter ρ, the unisolvent independent
data X ⊂ Ω and data function fd ∈ Xθw.
Then when hX ≤ min {hΩ,θ, rG},
|se (x)− fd (x)| ≤ |fd|w,θ
(
1 +K ′Ω,θ
) (√
cG (cΩ,θhX)
ηG +
√
NXρ
)
, x ∈ Ω. (6.48)
?? We now present our main result for the convergence of the Approximate smoother to the data function.
However, the estimate 6.49 has a factor of
√
ρ in the denominator which is not in the corresponding zero order
result. Perhaps this factor can be eliminated?
Theorem 304 We will use the assumptions and notation of Theorem 303 and Lemma 298. Now denote by sa
the Approximate smoother of the data function fd generated by the data set X and the points X
′. Let hX′ =
sup
ω∈Ω
dist (ω,X ′) measure the density of the point set X ′.
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Then when hX , hX′ ≤ min {hΩ,θ, rG}, x ∈ Ω and fd ∈ Xθw the estimate
|fd (x)− sa (x)|
≤ |fd|w,θ
(
1 +K ′Ω,θ
) (√
cG (cΩ,θhX)
ηG +
√
NXρ
)(
2 +
(
1 +K ′Ω,θ
)2
cG
(cΩ,θhX′)
ηG
√
ρ
)
, (6.49)
holds.
Proof. From 6.39,
|se (x)− sa (x)| ≤ |fd|w,θ
(
1 +
(
1 +K ′Ω,θ
)√
cG
(cΩ,θhX′)
ηG
√
ρ
)
×
× (1 +K ′Ω,θ) (√cG (cΩ,θhX)ηG +√NXρ) , x ∈ Ω,
and from 6.48
|fd (x)− se (x)| ≤ |fd|w,θ
(
1 +K ′Ω,θ
) (√
cG (cΩ,θhX)
ηG +
√
NXρ
)
, x ∈ Ω,
so that
|fd (x)− sa (x)|
≤ |fd (x)− se (x)|+ |se (x)− sa (x)|
≤ |fd|w,θ
(
1 +K ′Ω,θ
) (√
cG (cΩ,θhX)
ηG +
√
NXρ
)
+
+ |fd|w,θ
(
1 +
(
1 +K ′Ω,θ
)√
cG
(cΩ,θhX′)
ηG
√
ρ
)(
1 +K ′Ω,θ
) (√
cG (cΩ,θhX)
ηG +
√
NXρ
)
= |fd|w,θ
(
1 +K ′Ω,θ
) (√
cG (cΩ,θhX)
ηG +
√
NXρ
)(
2 +
(
1 +K ′Ω,θ
)√
cG
(cΩ,θhX′)
ηG
√
ρ
)
.
Remark 305
1. Comparison of the Approximate smoother error estimate proved in the last theorem with that of the estimate
of part 2 of Theorem 301 shows that the convergence analysis given in Remark 302 can be applied to the
estimate 6.49.
2. The Approximate smoother error estimate 6.49 is not bounded in ρ near zero or near infinity. However,
estimates that are bounded in ρ near infinity can be derived as follows: First estimate |se (x) − sa (x)| by
combining the estimate 6.39 with those of either part 3 or part 4 of the same theorem. Then add an Ex-
act smoother error estimate from Theorem 268 to obtain the Approximate smoother error bounded in the
smoothing parameter.
3. We now show that there exist sequences X ′k, Xk and ρk such that
∣∣∣fd (x)− s(k)a (x)∣∣∣→ 0 uniformly on Ω:
The estimator 6.49 has the form (A+Bx) (C +D/x) where x =
√
ρ, A =
√
cG (cΩ,θhX)
ηG , B =
√
NX ,
C = 2 and D =
(
1 +K ′Ω,θ
)√
cG (cΩ,θhX′)
ηG .
The estimator is minimized to
(√
AC +
√
BD
)2
when ρ = AD/BC i.e.
|fd (x)− sa (x)| ≤
(√
AC +
√
BD
)2
≤ AC +BD
= 2
√
cG (cΩ,θhX)
ηG +
(
1 +K ′Ω,θ
)√
cG (cΩ,θhX′)
ηG
√
NX ,
when
ρ =
√
cG (cΩ,θhX′)
ηG
(
1 +K ′Ω,θ
)√
cG (cΩ,θhX)
ηG
2
√
NX
=
1
2
(
1 +K ′Ω,θ
)√
cG
(cΩ,θhX′)
ηG (cΩ,θhX)
ηG
√
NX
.
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Hence if
(
hX′
k
)ηG√
NXk → 0 then
∣∣∣fd (x)− s(k)a (x)∣∣∣→ 0.
6.7 A numerical implementation of the Approximate smoother
6.7.1 The SmoothOperator software (freeware)
In this section we discuss a numerical implementation for the construction and solution of the positive order
Approximate smoother matrix equation 6.10 i.e. (2π) d2 NρGX′,X′ +GX′,XGX,X′ GX′,XPX PX′PTXGX,X′ PTXPX OM
PTX′ OM OM
 α′β′
γ′
 =
 GX′,XPTX
OM,N
 y.
I called this software SmoothOperator. In Corollary 289 it was shown that the construction and solution of this
matrix equation is a scalable process and thus worthy of numerical implementation. This software also implements
the positive order version of equation derived above and the tutorials concentrate on the positive order basis
functions.
The algorithm has been implemented inMatlab 6.0 with a GUI interface but has only been tested on Windows.
SmoothOperator can be obtained by emailing the author. However there is a short user document (4 pages) and
the potential user can read this document first to decide whether they want the software. The top-level directory
of the software contains the file read me.txt which can also be downloaded separately. A full user manual comes
with the software. The main features of the full user manual are:
1 Tutorials and data experiments To learn about the system and the behavior of the algorithm, I have
prepared three tutorials and five data experiments.
2 Context-sensitive help Each dialog box incorporates context-sensitive help which is invoked using the
right mouse button. An F1 key facility could be implemented. The actual help text is contained in the text file
\Help\ContextHelpText.m that can be easily edited.
3 Matlab diary facility When the system is started the Matlab diary facility is invoked. This means that
most user information generated by SmoothOperator and written to the Matlab command line is also written to
the text diary file. Each dialog box has a drop-down diary menu which allows the user to view the diary file using
Notepad. There is also a facility for you to choose another editor/browser. The file can also be emptied, if, for
example, it gets too big. It can also be disabled.
4 Tools for viewing data files Before generating a smoother you can view the contents of the data file.
For ASCII delimited text data files, use the (slow) View records facility to display records and the file header,
and then with this information you can use the high speed Study records facility to check the records and then
obtain detailed information about single fields e.g. a histogram, and multiple fields e.g. correlation coefficients and
scatter plots.
For binary test data files only the View records facility is needed. The parameters which generated the file
can also be viewed using the Make or View data option.
5 The output data The output from the experiments and tutorials mentioned in point 1 above consists of
well-documented Matlab one and two-dimensional plots, command line output and diary output. There is currently
no file output, but this can be implemented on request.
6 Reading delimited text files A MEX C file allows ASCII delimited text files to be read very quickly. You
can specify:
6.1 that the file be read in chunks of records, and not in one go.
6.2 The ids of the fields to be read. This means that the file can contain non-numeric fields.
6.3 Fields can be checked to ensure they are numeric.
The tutorials which create smoothers allow the data, smoothed data, and related functions to be viewed using
scatter plots and plots along lines and planes.
7 Please note that there is no explicit suite of functions - application programmer interface or API - supplied
by SmoothOperator for immediate use by the user. After reflecting on how I would create such an API, I decided
that I lacked the experience to produce it, and that, anyhow, there were too many possibilities to anticipate. I
would expect that possible users of this software, designed to be applied to perhaps millions of records, would
need to familiarize themselves thoroughly with how this system works. I urge them to contact me and discuss their
application.
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6.7.2 Algorithms
The following three algorithms are used in the SmoothOperator software package to calculate the Approximate
smoother.
Algorithm 1 uses data generated internally according to specifications supplied by the user using the interface.
The smoothing parameter can be either specified or calculated using an error grid. This algorithm is scalable.
Algorithm 2 uses a ‘small’ subset of actual data to get an idea of a suitable smoothing parameter to use for
the full data set. This algorithm is not scalable.
Algorithm 3 uses all the actual data. The smoothing parameter can be either specified or calculated using an
error grid. This algorithm is scalable.
We will now explain these algorithms in more detail.
Algorithm 1: using experimental data
1. Generate the experimental data [X, y]. The independent data X is generated by uniformly distributed random
numbers on X . The dependent data y is generated by uniformly perturbing an analytic data function gdat.
2. Choose a smoothing grid X ′ whose boundary contains X . Choose an error grid X ′err which will be used to
estimate the optimal smoothing parameter ρ.
3. Read the data [X, y] and construct the matrix equation. If the matrix GX,X′ is dense, the matrix G
T
X,X′GX,X′
is constructed using a Matlab MEX file (a compiled C file). If GX,X′ is sparse the usual matrix multiplication
is used.
4. Given a value for the smoothing parameter ρ we can solve the matrix equation and evaluate the smoother.
We want to estimate the value of ρ which minimizes the ‘sum of squares’ error between the smoother and
the data function
δ1 (ρ) =
∑
x′′∈X′err
(σρ (x
′′)− gdat (x′′))2 , ρ > 0.
Empirical work indicates a standard shape for δ1 (ρ), namely decreasing from right to left, reaching a minimum
and then increasing at a decreasing rate. To find the minimum we basically use the standard iterative
algorithm of dividing and multiplying by a factor e.g. 10 and choosing the smallest value. The process is
stopped when the percentage change of one or both of δ1 (ρ) and ρ are less than prescribed values.
Algorithm 2: using a ‘test’ subset of actual data
1. Perhaps based on results using Algorithm 1, choose an initial value for smoothing parameter ρ and choose a
smoothing grid X ′.
2. Step 2 of Algorithm 1. Denote the data by [X, y] where X =
(
x(i)
)
and y = (yi).
3. This is the same as step 4 of Algorithm 2 except we now minimize
δ2 (ρ) =
N∑
i=1
(
σρ
(
x(i)
)
− yi
)2
, ρ > 0, (6.50)
because we do not have a data function.
Algorithm 3: using all the actual data
1. Choose a value for smoothing parameter ρ, based on experiments using Algorithm 2. Choose a smoothing
grid X ′.
2. Read all the data [X, y] and construct the matrix equation. If the matrix GX,X′ is dense, the matrix
GTX,X′GX,X′ is constructed using a Matlab MEX file (a compiled C file). If GX,X′ is sparse the usual multi-
plication is used.
3. Solve the matrix equation to obtain the basis function coefficients and evaluate the smoother at the desired
points.
292 6. The Approximate smoother and its convergence to the Exact smoother and it’s data function
6.7.3 Features of the smoothing algorithm and its implementation
1 The Short user manual and the User manual contains a lot of detail regarding the SmoothOperator system and
algorithms. So we will content ourselves here with just some key points.
2 Although the algorithm is scalable there can still be a problem with rapidly increasing memory usage as the
grid size decreases and the dimension increases. The classical radial basis functions, such as the thin plate spline
functions, have support everywhere. Hence the smoothing matrix is completely full. To significantly reduce this
problem we do the following :
a) We use basis functions with bounded support.
b) We shrink the basis function support to the magnitude of the grid cells. This makes GTX,X′GX,X′ a very
sparse banded diagonal matrix, and GX′,X′ +G
T
X′,X′ has a small number of non-zero diagonals. We say this basis
function has small support.
3 Instead of using the memory devouring Matlab repmat function to calculate GX,X′ and GX′,X′ , we directly
calculate the arguments of the Matlab function sparse. This function takes three arrays, namely the row ids, the
column ids and the corresponding matrix elements, as well as the matrix dimensions, and converts them to the
Matlab sparse internal representation. I must mention that although this is quick and space efficient, the algorithm
is much more complicated than using repmat.
Matlab’s sparse multiplication facility is then used to quickly and efficiently calculate GTX,X′GX,X′ .
4 This software has implemented the above techniques for the smoothing matrix, and a selection of basis functions
is supplied.
5 ?? The tutorials and exercises are based around the zero order tensor product hat (triangle) function,
denoted by Λ. The hat function, also known as the triangle function, is used because of its simplicity and its
analytic properties. The higher dimensional hat functions are defined as the tensor product of the one dimensional
hat function : Λ (x1) = 1 − |x1|, when |x1| ≤ 1, and zero otherwise. This function has zero order so that the
smoothing matrix simplifies to
ΨG = ρNGX′,X′ +G
T
X,X′GX,X′ , GX′,X′ = I, (6.51)
with matrix equation
ΨGα = GX′,Xy.
Smoothers constructed from the hat function are continuous but not smooth. I have also included the B-spline
of order 3, namely Λ ∗ Λ, which is a basis function of order zero or one. This can be used when a smoother is
required to be smooth i.e. continuously differentiable.
6 Note that this software was written before I embarked on the error analysis contained in this
document so SmoothOperator concentrates on the Approximate smoother and the user cannot study the error of
the Exact smoother or the Approximate smoother or compare the Approximate smoother with the Exact smoother.
6.7.4 An application - predictive modelling of forest cover type
In this section we demonstrate how the method developed in the previous sections can be used in data mining for
predictive modelling. This application smooths binary-valued data - I was unable to obtain a large ‘continuous-
valued’ data set for distribution on the web. The source of our data is the web site file:
http://kdd.ics.uci.edu/databases/covertype/covertype.html,
in the UCI KDD Archive, Information and Computer Science, University of California, Urvine.
The data gives the forest cover type in 30×30 meter cells as a function of the following cartographic parameters:
Forest cover type is the dependent variable y and it takes on one of seven values:
The data file
In this study we will use the data to train a model predicting on the presence or absence of the Ponderosa
pine forest cover (id = 3), but the results will be similar for the other forest types. To this end we have created
from the full web site file a file called \UserData\forest 1 to 10 pondpin.datwhich contains the ten independent
variables of Table 6.1 and then a binary dependent variable derived from the variable Ponderosa pine of Table
6.2. This variable is 1 if the cover is Ponderosa pine and zero otherwise.
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Id Independent variable Description
1 ELEVATION Altitude above sea level
2 ASPECT Azimuth
3 SLOPE Inclination
4 HORIZ HYDRO Horizontal distance to water
5 VERT HYDRO Vertical distance to water
6 HORIZ ROAD Horizontal distance to roadways
7 HILL SHADE 9 Hill shade at 9am
8 HILL SHADE 12 Hill shade at noon
9 HILL SHADE 15 Hill shade at 3pm
10 HORIZ FIRE Horizontal distance to fire points
TABLE 6.1.
Forest cover type Id
Spruce fir 1
Lodge-pole pine 2
Ponderosa pine 3
Cottonwood/Willow 4
Aspen 5
Douglas fir 6
Krummholtz 7
TABLE 6.2.
Methodology
We recommend you first use the user interface of the SmoothOperator software to construct artificial data sets to
understand the behavior of the smoother and run the experiments to get a feel for the influence of the parameters.
1 We chose a small subset of the forest-cover data and selected various smoothing parameters and smoothing
grid sizes to study the performance of the smoother using plots and the value of the error.
Note that two subsets of data could be used here, often called the training set and the test set. The training set
would be used to calculate the smoother for the initial value of the smoothing coefficient, and then the test set
could be used to determine the smoothing coefficient which minimizes the least squares error.
2 Having chosen our parameters we run the smoother program on the full data set.
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7
The bounded linear functionals on the data space Xθw
In this chapter we study the spacesX−θ1/w where θ ≥ 1. Note that we use the notationX−θ1/w instead ofX−θw so we can
distinguish between the space X01/w and the space X
0
w. The spaces X
−θ
1/w are thus not the negative order versions
of Xθw but are actually isometrically isomorphic to the spaces of bounded linear functionals on X
θ
w, denoted
(
Xθw
)′
.
The properties of the spaces X−θ1/w are established by constructing inverse isometric mappings between X
−θ
1/w and
Xθw. These mapping is intimately related to the basis distribution of order θ.
We start by constructing X−θ1/w as a space of tempered distributions S
′ and construct isometric mappings L and
M which are 1-1 and onto in the seminorm sense - see the figure below.
X−θ1/w
L
←−
−→
M
L2
I
←−
−→
J
Xθw
Mappings between X−θ1/w, L
2 and Xθw.
To define M conditions are placed on the weight function which are only satisfied by the thin-plate spline basis
functions discussed in Section 3.3 - ??? SHOW THIS!. To overcome this limitation the space S′ is replaced by the
bounded linear functionals on a subspace of S defined by the weight function.
??? I need to ADD some examples as was done for the zero order case. Examples should include the central
difference and extended B-spline weight functions.
7.1 The space X−θ1/w, θ ≥ 1
This result will be needed to show that the space X−θ1/w defined below is not empty.
Lemma 306 Let B be a closed set of measure zero. Define
C∞0
(
Rd \ B) = {ψ ∈ C∞0 : suppψ ⊂ Rd \ B} .
Then C∞0
(
Rd \ B) ⊂ L1loc (Rd \ B) ∩ Sw,θ and ∫ |φ̂|2w|·|2θ <∞ when φ ∈ C∞0 (Rd \ B).
Note that the space Sw,θ is introduced in Definition 317 below.
Proof. Since B is a closed set C∞0
(
Rd \ B) ⊂ L1loc (Rd \ B).
If φ ∈ C∞0
(
Rd \ B) then (∫ w |·|2θ |φ|2)1/2 <∞ and so φ ∈ Sw,θ from the Definition 317 of Sw,θ.
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Since w |·|2θ > 0 on Rd \ B we have w |·|2θ > 0 on the compact set suppφ and hence
∫ ∣∣∣φ̂∣∣∣2
w |·|2θ
≤ 1
min
suppφ
w |·|2θ
∫
|φ|2 <∞.
Definition 307 The spaces X−θ1/w, θ ≥ 1.
Suppose w is a weight function i.e. it has property W1. Since w ∈ C(0) (Rd \ A) we have w |·|2θ ∈ C(0) (Rd \ B)
where B = A or B = A \ 0, whichever is the smallest valid set. We want B to be a closed set so if B = A \ 0 we
assume 0 is an isolated point. This is because A \ 0 is a closed set iff 0 is an isolated point. Clearly w |·|2θ > 0 on
B.
Now define the semi-inner product space
X−θ1/w =
{
u ∈ S′ : uF ∈ L1loc
(
Rd \ B) and ∫ |uF |2
w |·|2θ
<∞
}
, (7.1)
where uF = û on Rd \ B and uF = 0 on B. We endow X−θ1/w with the semi-inner product
〈u, v〉1/w,−θ =
(∫
uF vF
w |·|2θ
)1/2
,
and the norm will be denoted by |u|1/w,−θ. Observe that the seminorm has null space (S′B)∨ where
S′B = {u ∈ S′ : suppu ⊂ B} .
Also note that Lemma 306 implies
(
C∞0
(
Rd \ B))∨ ⊂ X−θ1/w, and so X−θ1/w is not empty.
7.2 The operator M : X−θ1/w → L2
In this section we study the analogue of the mapping J : L2 → Xθw from X−θ1/w to L2, which we denote by M.
Definition 308 The operator M : X−θ1/w → L2
Suppose the weight function w has property W1. From the definition of X−θ1/w, u ∈ X−θ1/w implies uF√w|·|θ ∈ L2.
We can now define the linear mapping M : X−θ1/w → L2 by
Mu =
(
uF√
w |·|θ
)∨
, u ∈ X−θ1/w. (7.2)
The operator M : X−θ1/w → L2 has the following properties:
Theorem 309 The linear operator M : X−θ1/w → L2 is isometric with null space (S′B)∨.
Proof. That M is an isometry is clear from the definition of X−θ1/w. Since M is an isometry the null space of M
is the null space of the seminorm |u|1/w,θ, namely (S′B)∨.
7.3 The operator L : L2 → X−θ1/w
Making certain assumptions about the weight function we introduce the operator L : L2 → S′. This is the analogue
of the mapping I : Xθw → L2. We show that L : L2 → Xθ1/w and that it has nice properties in the seminorm sense.
7.3 The operator L : L2 → X−θ
1/w
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Lemma 310 Suppose the weight function w has property W1. Suppose also that w satisfies the conditions
w |·|2θ ∈ L1loc and
∫
|·|≥r
w |·|2θ
|·|2τ <∞ for some τ ≥ 0 and r > 0. (7.3)
Then g ∈ L2 implies √w |·|θ g ∈ L1loc ∩ S′.
Proof. Suppose K is compact. Then by the Cauchy-Schwartz inequality
∫
K
√
w |·|θ |g| ≤
∫
K
w |·|2θ
1/2 ‖g‖2 <∞.
Also ∫
|·|≥r
√
w |·|θ |g|
|·|τ ≤
(∫
|·|≥r
w |·|2θ
|·|2τ
)1/2
‖g‖2 <∞.
Together, these two inequalities imply that
√
w |·|θ ĝ ∈ L1loc ∩ S′.
Theorem 311 Weight function condition 7.3 implies that X−θ1/w is an inner product space.
Proof. Suppose u ∈ X−θ1/w. Then, if K is compact
∫
K
|uF | =
∫
K
√
w |·|θ |uF |√
w |·|θ
≤
∫
K
w |·|2θ
1/2 |u|1/w,−θ <∞,
and û = uF ∈ L1loc. Thus
X−θ1/w =
{
u ∈ S′ : û ∈ L1loc and
∫ |û|2
w |·|2θ
<∞
}
,
and |u|1/w,−θ = 0 implies u = 0.
We now define the operator L : L2 → S′. It will then be shown that L : L2 → X−θ1/w and that L is an inverse of
M. This will allow us to prove that M is onto and hence that X−θ1/w is complete.
Definition 312 The operator L : L2 → S′
Suppose the weight function w has the properties assumed in Lemma 310. Then we can define the operator
L : L2 → S′ by
Lg =
(√
w |·|θ ĝ
)∨
, g ∈ L2.
The next theorem shows that L maps L2 to X−θ1/w.
Theorem 313 Suppose the weight function w has the properties assumed in Lemma 310.
Then L : L2 → X−θ1/w, L is an isometry and 1-1.
Proof. From Lemma 310 we know that if g ∈ L2 then Lg ∈ S′, L̂g ∈ L1loc. From the definition of L
|Lg|21/w,−θ =
∫ ∣∣∣L̂g∣∣∣2
w |·|2θ
=
∫ ∣∣∣√w |·|θ ĝ∣∣∣2
w |·|2θ
= ‖g‖22 <∞.
and so Lg ∈ X−θ1/w and L is an isometry. Clearly Lg = 0 implies g = 0.
Theorem 314 Suppose the weight function w has the properties 7.3 assumed in Lemma 310.
Then ML = I and LM = I.
Proof. From the proof of Theorem 313, u ∈ X−θ1/w implies û = uF . HenceMu =
(
û√
w|·|θ
)∨
for u ∈ X−θ1/w and, since
Lg =
(√
w |·|θ ĝ
)∨
for g ∈ L2, it follows immediately that ML = I and LM = I. Also, we know from Theorems
313 and 309 that L and M are isometries.
Since L2 is complete, the mappings of the previous theorem directly yield the following important result.
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Corollary 315 Suppose the weight function w has the properties assumed in Lemma 310. Then X−θ1/w is a semi-
Hilbert space.
In Section 3.3 weight functions were generated by the power function |·|2θ and three standard types of radial
basis function: the Gaussian, the thin-plate splines and the shifted thin-plate splines (the multiquadrics are specific
cases of the shifted thin-plate splines). Conditions were placed on the order θ and the parameters which defined
each basis function so that they were basis functions in the sense of Light and Wayne. In fact, from the definition
of a basis function, we have 1
Ĝ
= w |·|2θ outside the set B. Thus the conditions of Lemma 310 are satisfied for
a weight function generated by a thin-plate spline function. Here 1
Ĝ
= w |·|2θ increases at a polynomial rate so∫
|·|≥r
w|·|2θ
|·|2τ < ∞ is satisfied for some τ . But for the Gaussian basis function w |·|
2θ = 2√
pi
e
1
4 |·|2 , and for a shifted
thin-plate spline basis function w |·|2θ = eβ|·| where β > 0, so the conditions of Lemma 310 are not satisfied.
The extended natural spline weight functions have powers of sines in the denominator and clearly do not satisfy
property 7.3.
We summarize these observations in:
Theorem 316 Regarding the radial basis functions discussed in Section 3.3 and the extended natural spline weight
functions of Theorem 19:
1. The thin-plate spline weight functions satisfy property 7.3.
2. The Gaussian weight functions satisfy w |·|2θ = e 14 |·|2 and do not satisfy property 7.3.
3. The shifted thin-plate splines weight functions satisfy w |·|2θ = eβ|·| for some β > 0 and do not satisfy property
7.3.
4. The extended natural spline weight functions do not satisfy property 7.3.
In the next section we tackle these difficulties with the Gaussian, the shifted thin-plate splines and the extended
natural splines weight functions by replacing S′ by a larger space and then enlarging the space X−θ1/w. This will
cope with all weight functions which have property W1.
7.4 The space Sw,θ and the operator L2 : L2 → S ′
We start by defining a special subspace of S and denote it by Sw,θ, where w is a weight function with θ ≥ 1. Then
we construct analogues of L and M which we denote by L2 and M2 respectively.
Definition 317 The spaces Sw,θ, θ ≥ 1.
Suppose the weight function w has property W1. Then
Sw,θ =
{
φ ∈ S :
∫
w |·|2θ |φ|2 <∞
}
.
We note that Sw,θ is not empty because w |·|2θ ∈ C(0)
(
Rd \ B) implies C∞0 (Rd \ B) ⊂ Sw,θ.
Remark 318 ?? Denote the inverse Fourier transforms of functions in Sw,θ by
∨
Sw,θ. Then
∨
Sw,θ = X
θ
w ∩ S. If w
also has property W2 then by Theorem 63,
∨
Sw,θis dense in X
θ
w.
Definition 319 The space WS;θ and the operator L2, θ ≥ 1.
Suppose the weight function w satisfies property W1.
Suppose the non-linear functional
(∫
w |·|2θ |φ|2
)1/2
defined on Sw,θ is a member of S
′
w,θ with respect to S i.e.
(∫
w |·|2θ |φ|2
)1/2
≤ |φ|σ , φ ∈ Sw,θ, (7.4)
where |·|σ is a finite, positive linear combination of the seminorms used to define the topology on S.
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We say w ∈WS;θ if there exists some positive, linear combination |·|σ of seminorms used to define the topology
on S such that the non-linear functional
(∫
w |·|2θ |φ|2
)1/2
satisfies(∫
w |·|2θ |φ|2
)1/2
≤ |φ|σ , φ ∈ Sw,θ.
Then for φ ∈ Sw,θ and g ∈ L2∣∣∣∣∫ √w |·|θ ĝφ∣∣∣∣ = ∣∣∣∣∫ (√w |·|θ φ) ĝ∣∣∣∣ ≤ (∫ w |·|2θ |φ|2)1/2 ‖g‖2 ,
so that
√
w |·|θ ĝ ∈ S′w,θ. We can then (non-uniquely) extend
√
w |·|θ ĝ to S as a member of S′. Denote such an
extension by
(√
w |·|θ ĝ
)e
∈ S′. We can now define the class of operators L2 : L2 → S′ by
L2g =
((√
w |·|θ ĝ
)e)∨
, g ∈ L2.
In general L2 is not unique and not linear.
Remark 320 ???
When the basis function is the Gaussian or a shifted thin-plate spline the functional
(∫
w |·|2θ |φ|2
)1/2
defined on
Sw,θ is not a member of S
′
w,θ with respect to S (Prove this remark - see Subsection 9.3.6 of zero order document
Williams [29]).
Also show that the extended natural spline weight functions introduced in Theorem 19 satisfy property 7.4.
The operator L2 has the following properties analogous to those of the operator J - see Theorem 45.
Theorem 321 The operator L2 has the following properties:
1. L2 : L2 → X−θ1/w.
2. L2 is an isometry in the seminorm sense.
3. L2 is 1-1.
4. L2 is linear in the sense that
L2 (λ1g1 + λ2g2)− L2 (λ1g1)− L2 (λ2g2) ∈ (S′B)∨ .
Proof. Part 1. From the definition of L2, L̂2g = √w |·|θ ĝ on Sw,θ. Next observe that because w |·|2θ ∈ C(0)
(
Rd \ B)
we have C∞0
(
Rd \ B) ⊂ Sw,θ and hence[
L̂2g, φ
]
=
[√
w |·|θ ĝ, φ
]
, φ ∈ C∞0
(
Rd \ B) .
If we can show
√
w |·|θ ĝ ∈ L1loc
(
Rd \ B) it follows that L̂2g ∈ L1loc (Rd \ B).
But if K ⊂ Rd \ B is compact, w |·|2θ ∈ C(0) (Rd \ B) implies∫
K
√
w |·|θ |ĝ| ≤
(∫
K
w |·|2θ
)1/2
‖g‖2 ≤ maxK
(
w |·|2θ
)(∫
K
1
)
‖g‖2 .
Thus L̂2g ∈ L1loc
(
Rd \ B) and (L2g)F = √w |·|θ ĝ.
Part 2. |L2g|1/w,−θ =
(∫ |(L2g)F |2
w|·|2θ
)1/2
= ‖g‖2.
Part 3. Follows directly from isometry.
Part 4. Since
(L2 (λ1g1 + λ2g2)− L2 (λ1g1)− L2 (λ2g2))F = 0,
we have
|L2 (λ1g1 + λ2g2)− L2 (λ1g1)− L2 (λ2g2)|21/w,−θ = 0.
The following theorem shows how the operators L2 : L2 → X−θ1/w and M : X−θ1/w → L2 interact.
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Theorem 322 Suppose the weight function w has the properties assumed in Definition 319. Then M and L2 are
inverses in the following sense: ML2 = I on X−θ1/w and L2Mu− u ∈ (S′B)∨ when u ∈ L2.
Proof. By definition,Mu =
(
uF√
w|·|θ
)∨
when u ∈ X−θ1/w.
From the proof of Theorem 321 (L2g)F =
√
w |·|θ ĝ. Thus from the definition of M, for g ∈ L2
(ML2g)∧ = (L2g)F√
w |·|θ =
√
w |·|θ ĝ√
w |·|θ = ĝ,
and thus ML2 = I.
Next we show L2Mu− u ∈ (S′B)∨ when u ∈ X−θ1/w. In fact, on Sw,θ L̂2Mu =
√
w |·|θ M̂u = uF so that
|L2Mu− u|21/w,−θ =
∫ |(L2Mu− u)F |2
w |·|2θ
= 0,
and L2Mu− u ∈ (S′B)∨.
Since L2 is complete, the mappings of the previous theorem will yield the following important result.
Corollary 323 If the weight function has property 7.4 then X−θ1/w is a semi-Hilbert space.
Proof. If {uk} is Cauchy in X−θ1/w then {Muk} is Cauchy in the Hilbert space L2. ThusMuk → f for some f ∈ L2
and so there is a sequence {wk} in (S′B)∨ such that L2Muk = uk + wk → L2f ∈ X−θ1/w and so uk → L2f .
7.5 The general case: the space X˜−θ1/w
7.6 Overview
For the cases of the shifted thin-plate functions and the Gaussian,
(∫
w |φ|2
)1/2
/∈ WS;θ (??? Prove this: see
Subsection 9.3.6 of the zero order document Williams [29]).
To handle this case we try defining the space Xθ1/w using the space
(
Ŝw,θ
)′
instead of S′, where
(
Ŝw,θ
)′
will
denote the continuous linear functionals on the space Ŝw,θ of Fourier transforms of functions in Sw,θ. The space
Sw,θ was introduced in Definition 317. Here Sw,θ will be considered not as a subspace of S but as a space in itself
and will be endowed with the topology using the S seminorms and the norm
∫
w |·|2θ |φ|2. We will call the modified
space X˜θ1/w so that
X˜θ1/w =
{
u ∈
(
Ŝw,θ
)′
: û ∈ L1loc
(
Rd \ B) and ∫ |uF |2
w |·|2θ
<∞
}
,
where uF = û on Rd \ B and uF (B) = {0}.
The space
∧
Sw,0will be endowed with the topology that makes the inverse-Fourier transform a homeomorphism.
Now if g ∈ L2 we have Lg =
(√
w |·|θ g
)∨
∈
(
Ŝw,θ
)′
and so it must be shown that Lg ∈ L1loc
(
Rd \ A). But if
K ⊂ Rd \ B is compact then √w |·|θ ∈ C(0) (Rd \ B) and∫
K
√
w |·|θ |ĝ| ≤
∥∥∥√w |·|θ∥∥∥
∞
∫
K
|ĝ| ≤ max
K
(√
w |·|θ
)
‖g‖2
∫
K
1,
proving
√
w |·|θ ĝ ∈ L1loc
(
Rd \ B).
But what implications does this have for the ‘old’ operator M : X−θ1/w → L2? It is the ‘same’ operator i.e. if
u ∈ X˜−θ1/w then Mu = uF√w|·|θ . Clearly it isometric since ‖Mu‖2 = |u|1/w,θ.
The space Sw,θ was introduced in Definition 317.
Definition 324 The spaces Ŝw,θ,
∨
Sw,θand the spaces of functionals S
′
w,θ,
(
Ŝw,θ
)′
and
(∨
Sw,θ
)′
.
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The space Sw,θ ⊂ S was introduced in Definition 317 where it had the subspace topology induced by S. Now we
will topologize Sw,θ using the usual seminorms used to topologize S as well as the seminorm used to define Sw,θ,
namely
(∫
w |·|2θ |φ|2
)1/2
. Thus f ∈ S′w,θ iff f is a linear functional on Sw,θ and |[f, φ]| is bounded by a finite,
positive linear combination of the norm
(∫
w |·|2θ |φ|2
)1/2
and the seminorms which define the topology of S. Of
course the linear combination is independent of φ.
Next, the spaces Ŝw,θ and
∨
Sw,θ are defined by
Ŝw,θ = (Sw,θ)
∧ ;
∨
Sw,θ = (Sw,θ)
∨ .
Ŝw,θ is topologized by composing the seminorms which define the topology of Sw,θ with the Fourier transform.
∨
Sw,θ
is topologized by composing the seminorms which define the topology of Sw,θ with the inverse-Fourier transform.
With these topologies the Fourier transform is now a homeomorphism from Sw,θ to Ŝw,θ and the inverse-Fourier
transform is now a homeomorphism from Sw,θ to
∨
Sw,θ.
Now define S′w,θ,
(
Ŝw,θ
)′
and
(∨
Sw,θ
)′
to be the spaces of continuous, linear functionals on Sw,θ, Ŝw,θ and
∨
Sw,θ
respectively.
We define the Fourier transform on S′w,θ and inverse-Fourier transform on S
′
w,θ by[
f̂ , φ
]
=
[
f, φ̂
]
, f ∈ S′w,θ, φ ∈
∨
Sw,θ,[∨
f, φ
]
=
[
f,
∨
φ
]
, f ∈ S′w,θ, φ ∈ Ŝw,θ,
so that
(
S′w,θ
)∨
=
(
Ŝw,θ
)′
and
(
S′w,θ
)∧
=
(∨
Sw,θ
)′
. These definitions imply that the Fourier transform is a
homeomorphism from S′w,θ to
(∨
Sw,θ
)′
, and that the inverse-Fourier transform is a homeomorphism from S′w,θ to(∧
Sw,θ
)′
.
We now ‘officially’ define our more general version of X−θ1/w where S
′ is replaced by
(
Ŝw,θ
)′
.
Definition 325 The space X˜−θ1/w, θ = 1, 2, 3, . . ..
Suppose the weight function w satisfies property W1. Then for each integer θ ≥ 1
X˜−θ1/w =
{
u ∈
(
Ŝw,θ
)′
: û ∈ L1loc
(
Rd \ B) and ∫ |uF |2
w |·|2θ
<∞
}
,
where uF = û on Rd \ B and uF (B) = {0}.
Note that u ∈
(
Ŝw,θ
)′
implies û ∈ S′w,θ and so û ∈ L1loc
(
Rd \ B) means there exists f ∈ L1loc (Rd \ B) such that
[û, φ] =
∫
fφ for all φ ∈ Sw,θ.
Also observe that Lemma 306 implies
(
C∞0
(
Rd \ B))∨ ⊂ X˜−θ1/w and so X˜−θ1/w is not empty.
Endow X˜−θ1/w with semi-inner product 〈u, v〉1/w,−θ =
∫
uF vF
w|·|2θ and seminorm |u|1/w,−θ =
(∫ |uF |2
w|·|2θ
) 1
2
.
Clearly
null |·|1/w,−θ =
(
S˜′B
)∨
,
where we have defined S˜′B by
S˜′B =
{
v ∈ S′w,θ : supp v ⊂ B
}
. (7.5)
Theorem 326 X˜−θ1/w = X
−θ
1/w if inequality 7.4 holds i.e. w |·|2θ ∈ S′w,θ when Sw,θ has the subspace topology induced
by S.
Proof. Suppose w |·|2θ ∈ S′w,θ when Sw,θ has the subspace topology induced by S. Then the topology on Sw,θ used
to define X˜−θ1/w is identical to the topology on Sw,θ used to define X
−θ
1/w. Thus X˜
−θ
1/w and X
−θ
1/w are identical.
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7.7 The operators L˜ and M˜
We now construct the equivalent of the mappings L and L2.
Definition 327 The linear operator L˜ : L2 → S′w,θ, θ ≥ 1.
To be consistent with previous definitions for g ∈ L2 we try L˜g =
(√
w |·|θ ĝ
)∨
∈
(
Ŝw,θ
)′
i.e.
√
w |·|θ ĝ ∈ S′w,θ.
So suppose φ ∈ Sw,θ. Then∣∣∣∣∫ √w |·|θ ĝφ∣∣∣∣ ≤ ∫ (√w |·|θ |φ|) |ĝ| ≤ (∫ w |·|2θ |φ|2)1/2 ‖g‖2 ,
and the topology of S′w,θ means
√
w |·|θ ĝ ∈ S′w,θ.
So we define L˜ by
L˜g =
(√
w |·|θ ĝ
)∨
, g ∈ L2.
We now prove some properties of L˜ which relate to the space X˜−θ1/w. This theorem accounts for the condition
û ∈ L1loc
(
Rd \ B) in the definition of X−θ1/w. Here we need to prove that L˜g ∈ X˜−θ1/w and this requires that(
L˜g
)∧
∈ L1loc
(
Rd \ B) instead of the possibly stronger (L˜g)∧ ∈ L1loc (Rd \ 0).
Theorem 328 We have L˜ : L2 → X˜−θ1/w, and L˜ is a linear isometry.
Also,
(
L˜g
)
F
=
√
w |·|θ ĝ.
Proof. From the definition of L˜,
(
L˜g
)∧
=
√
w |·|θ ĝ ∈ S′w,θ. Next observe that because w |·|2θ ∈ C(0)
(
Rd \ B) we
have C∞0
(
Rd \ B) ⊂ Sw,θ and hence that[(
L˜g
)∧
, φ
]
=
[√
w |·|θ ĝ, φ
]
, φ ∈ C∞0
(
Rd \ B) .
If we can show
√
w |·|θ g ∈ L1loc
(
Rd \ B) it follows that (L˜g)∧ ∈ L1loc (Rd \ B). Indeed, if K ⊂ Rd \B is compact,
w |·|2θ ∈ C(0) (Rd \ B) implies∫
K
√
w |·|θ |g| ≤
(∫
K
w |·|2θ
)1/2
‖g‖2 ≤ maxK
(
w |·|2θ
)(∫
K
1
)
‖g‖2 .
Thus
(
L˜g
)∧
∈ L1loc
(
Rd \ B) and (L˜g)
F
=
√
w |·|θ g a.e.
Finally,
∣∣∣L˜g∣∣∣
1/w,−θ
=
(∫ |(L˜g)
F
|2
w|·|2θ
)1/2
= ‖g‖2.
Our definition of the operator M˜ : X˜−θ1/w → L2 will formally the same as M of Definition 308.
Definition 329 The operator M˜ : X−θ1/w → L2
Suppose the weight function w has property W1. From the definition of X˜−θ1/w, u ∈ X˜−θ1/w implies uF√w|·|θ ∈ L2.
We can now define the linear mapping M˜ : X˜−θ1/w → L2 by
M˜u =
(
uF√
w |·|θ
)∨
, u ∈ X˜−θ1/w.
M˜ has the following properties:
Theorem 330 The operator M˜ : X˜−θ1/w → L2 is linear and isometric with null space
(
S˜′B
)∨
.
Proof. That M˜ is an isometry is clear from the definition of X˜−θ1/w. Since M˜ is an isometry the null space of M˜
is the null space of the seminorm |·|1/w,θ, namely
(
S˜′B
)∨
.
The following theorem indicates how the operators L˜ and M˜ interact.
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Theorem 331 Suppose the weight function w has the properties assumed in Definition 319. Then the operators
L˜ : L2 → X˜−θ1/w and M˜ : X˜−θ1/w → L2 satisfy:
1. M˜L˜ = I on L2; L˜M˜u− u ∈
(
S˜′B
)∨
when u ∈ X˜−θ1/w.
Thus M˜ and L˜ are inverses in the seminorm sense.
2. L˜ is 1-1. L˜ is also onto in the seminorm sense.
3. M˜ is onto. It is also 1-1 in the seminorm sense.
4. M˜ and L˜ are adjoints in the sense that
〈
L˜g, f
〉
1/w,−θ
=
(
g,M˜f
)
2
.
Proof. Property 1. From the definition of L˜,
(
L˜g
)
F
=
√
w |·|θ ĝ. Thus, from the definition of M˜ and Theorem
328, for g ∈ L2 (
M˜L˜g
)∧
=
(
L˜g
)
F√
w |·|θ
=
√
w |·|θ ĝ√
w |·|θ
= ĝ,
and thus M˜L˜ = I.
Next we show L˜M˜u− u ∈
(
S˜′B
)∨
on X˜−θ1/w.
In fact by Theorem 328, u ∈ X˜−θ1/w implies
(
L˜M˜u
)
F
=
√
w |·|θ
(
M˜u
)∧
= uF so that
∣∣∣L˜M˜u− u∣∣∣2
1/w,−θ
=
∫
w |·|2θ
∣∣∣(L˜M˜u− u)
F
∣∣∣2 = 0,
so that L˜M˜u− u ∈
(
S˜′B
)∨
i.e. L˜M˜u− u ∈
(
S˜′B
)∨
, where S′B was defined in 7.5.
Since
(
S˜′B
)∨
is the null space of the seminorm on X˜−θ1/w, M˜ and L˜ are inverses in the seminorm sense.
Property 2. That L˜ is 1-1 follows from M˜L˜ = I. That L˜ is onto follows from L˜M˜u − u ∈
(
S˜′B
)∨
when
u ∈ X˜−θ1/w.
Property 3. That M˜ is onto follows from M˜L˜ = I. That L˜ is onto follows from L˜M˜u − u ∈
(
S˜′B
)∨
when
u ∈ X˜−θ1/w.
Property 4. If g ∈ L2 and f ∈ X˜−θ1/w,
〈
L˜g, f
〉
1/w,−θ
=
∫ (L˜g)
F
fF
w |·|2θ
=
∫ √
w |·|θ ĝfF
w |·|2θ
=
∫
ĝ
fF√
w |·|θ
=
(
ĝ,
(
M˜f
)∧)
2
=
(
g,M˜f
)
2
.
Since L2 is complete, the mappings of the previous theorem will yield the following important result.
Corollary 332 Suppose the weight function w has the properties assumed in Definition 319 for some order θ ≥ 1.
Then X˜−θ1/w is a semi-Hilbert space.
Proof. If {uk} is Cauchy in X˜−θ1/w then
{
M˜uk
}
is Cauchy in L2 since M˜ is isometric. Thus M˜uk → u for some
u ∈ L2 and since M˜L˜ = I by Theorem 331∣∣∣uk − L˜u∣∣∣
1/w,−θ
=
∥∥∥M˜(uk − L˜u)∥∥∥
2
=
∥∥∥M˜uk − u∥∥∥
2
→ 0.
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7.8 The operator V˜ : X˜−θ1/w → Xθw
In this section the operator V˜ = JM˜ will be studied and used to prove various properties of X˜−θ1/w, including that
X˜−θ1/w is a semi-Hilbert space and that Ŝ∅,θ is dense in X˜
−θ
1/w.
Definition 333 The operator V˜ : X˜−θ1/w → Xθw.
Suppose the weight function w has properties W1 and W2. These conditions ensure that both M˜ and J are
defined.
The operator V˜ is now defined by V˜ = JM˜.
Amongst other things the next result shows V˜ and L˜I are inverses in the seminorm sense.
Theorem 334 Suppose the weight function w has properties W1 and W2 for order θ ≥ 0. In the seminorm
sense:
1. V˜ : X˜−θ1/w → Xθw is an isometry but is in general non-linear.
2. L˜I : Xθw → X˜−θ1/w is a linear isometry.
3. V˜ and L˜I are inverses.
4. V˜ and L˜I are onto.
5. V˜ and L˜I are 1-1.
6. V˜ and L˜I are adjoints.
7. If f ∈ Xθw then L˜If =
(
w |·|2θ fF
)∨
, where fF = f̂ on Rd \ 0.
Proof. Parts 1 and 2. True since I, J , L˜ and M˜ are isometric.
Part 3. From Theorem 331 M˜L˜ = I and Theorem 46 J If − f ∈ Pθ. Hence V˜L˜I = JM˜L˜I = J I and so
V˜L˜If − f ∈ Pθ.
From Theorem 46 IJ = I and from Theorem 331 L˜M˜g − g ∈
(
S˜′B
)∨
. Hence L˜IV˜ = L˜IJ M˜ = L˜M˜ and
L˜IV˜g − g ∈
(
S˜′B
)∨
.
Parts 4 and 5. follow directly from part 3.
Part 6. Theorem 331 and Theorem 46 imply L˜, M˜ are adjoints and I, J are adjoints. Thus〈
g, L˜If
〉
1/w,−θ
=
(
M˜g, If
)
2
=
〈
JM˜g, f
〉
w,θ
=
〈
V˜g, f
〉
w,θ
.
Part 7. If f ∈ Xθw then
̂˜LIf = √w |·|θ Îf = √w |·|θ (√w |·|θ fF) = w |·|2θ fF .
The next result evaluates V˜∗ (DγRx) where Rx is the Riesz representer of the evaluation functional f → f (x)
discussed in Section 4.5.
Theorem 335 Suppose the weight function w has properties W1, W2 and W3 for parameters θ and κ. Then
(2π)d/2 V˜∗ (DγRx) = (−1)|γ|Dγδ (· − x)−
M∑
i=1
Dγ li(x)δ (· − ai) , |γ| ≤ κ.
7.8 The operator V˜ : X˜−θ
1/w
→ Xθw 305
Proof. From the proof of Theorem 183
(2π)
d/2
D̂γRx =
DγxQx
(
e−i〈x,·〉
)
w |·|2θ ∈ L
1
loc
(
Rd \ 0) .
Thus by parts 6 and 7 of Theorem 334, for fixed x
(2π)
d/2 V˜∗ (DγRx) =
(
DγxQx
(
e−i〈x,ξ〉
))∨
=
(
Dγx
(
e−i〈x,·〉 −
M∑
i=1
li(x)e
−i〈ai,ξ〉
))∨
=
(
(−iξ)γ e−i〈x,ξ〉 −
M∑
i=1
(Dγ li) (x)e
−i〈ai,ξ〉
)∨
= (−1)|γ|Dγ
(
e−i〈x,ξ〉
)∨
−
M∑
i=1
(Dγ li) (x)
(
e−i〈ai,ξ〉
)∨
= (−1)|γ|Dγδ (· − x)−
M∑
i=1
Dγ li(x)δ (· − ai) .
The next result shows that the operator V˜ behaves very nicely on the subspace Ŝ∅,θ.
Theorem 336 Suppose the weight function w satisfies properties W1, W2.
Then V˜φ = G ∗ φ when φ ∈ Ŝ∅,θ and so V˜ : Ŝ∅,θ → G ∗ Ŝ∅,θ. Indeed, the restriction of V˜ to Ŝ∅,θ is 1-1 and onto
G ∗ Ŝ∅,θ.
Proof. From the definitions of I and L˜
̂I (G ∗ φ) = √w |·|θ (G ∗ φ)F =
φ̂√
w |·|θ
, (7.6)
and
L˜I (G ∗ φ) =
(√
w |·|θ (I (G ∗ φ))F
)∨
=
(
√
w |·|θ
(
φ̂√
w |·|θ
))∨
= φ.
Since JM˜L˜I = I we have G ∗ φ = JM˜φ = V˜φ. Clearly V˜ is onto. Since V˜ is isometric V˜φ = 0 implies∣∣∣V˜φ∣∣∣
w,θ
= |φ|1/w,−θ =
(∫ |φ̂|2
w|·|2θ
)∨
= 0 which implies φ = 0.
We now prove a density result for X−θ1/w.
Corollary 337 Suppose the weight function w has properties W1 and W2 for order θ.
Then Ŝ∅,θ is dense in X˜
−θ
1/w and X˜
−θ
1/w is the completion of Ŝ∅,θ.
Proof. Choose u ∈ X˜−θ1/w so that V˜u ∈ Xθw. Since by Theorem 272 G ∗ Ŝ∅,θ is dense in Xθw in the seminorm sense,
given ε > 0 there exists φε ∈ G ∗ Ŝ∅,θ such that
∣∣∣V˜u− φε∣∣∣
w,θ
< ε. But V˜ : Ŝ∅,θ → G ∗ Ŝ∅,θ is an isomorphism so
V˜−1φε ∈ Ŝ∅,θ. Since V˜ : X−θ1/w → Xθw is an isometry∣∣∣u− V˜−1φε∣∣∣
1/w,−θ
=
∣∣∣V˜ (u− V˜−1φε)∣∣∣
w,θ
=
∣∣∣V˜u− φε∣∣∣
w,θ
< ε,
which proves this density result.
Since X˜−θ1/w is complete and Ŝ∅,θ is dense in X˜
−θ
1/w it follows that X˜
−θ
1/w is the completion of Ŝ∅,θ.
Theorem 338 Suppose the weight function w has properties W1 and W2 for order θ ≥ 1.
Denote by
(
Xθw
)′
the space of bounded linear functionals on Xθw.
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Then there exists a isomorphic linear operator Φ : X˜−θ1/w →
(
Xθw
)′
defined by
(Φu) (g) =
〈
g, V˜u
〉
w,θ
, g ∈ Xθw, u ∈ X˜−θ1/w,
which is 1-1 and onto in the seminorm sense.
Proof. Since V˜ : X˜−θ1/w → Xθw is an isometry, given u ∈ X˜−θ1/w and g ∈ Xθw we have∣∣∣∣〈g, V˜u〉w,θ
∣∣∣∣ ≤ |g|w,θ ∣∣∣V˜u∣∣∣w,θ = |g|w,θ ‖u‖1/w,−θ ,
and for each u ∈ X˜−θ1/w, the expression
〈
g, V˜u
〉
w,θ
, g ∈ Xθw defines a bounded linear functional on Xθw. Denote
this functional by Φu so that
(Φu) (g) =
〈
g, V˜u
〉
w,θ
, g ∈ Xθw, (7.7)
and the operator norm is
‖Φu‖op = sup
g∈Xθw
∣∣∣∣〈g, V˜u〉w,θ
∣∣∣∣
|g|w,θ
≤ |u|1/w,−θ .
Thus Φ : X˜−θ1/w →
(
Xθw
)′
. In fact, we can easily prove that ‖Φu‖op = |u|1/w,−θ by noting that when g = V˜u,∣∣∣〈g,V˜u〉
w,θ
∣∣∣
|g|w,θ =
∣∣∣V˜u∣∣∣
w,θ
= |u|1/w,−θ. Clearly Φu = 0 implies |u|1/w,−θ = 0 so Φ is 1-1.
To prove Φ is onto choose Y ∈ (Xθw)′. Since Xθw is an inner product space there exists v ∈ Xθw such that
Yg = 〈g, v〉w,θ when g ∈ Xθw. But by Theorem 334 Yg = 〈g, v〉w,θ =
〈
g, V˜V˜∗v
〉
w,θ
and comparison with 7.7 yields(
Φ
(
V˜∗v
))
(g) = Yg and Φ
(
V˜∗v
)
= Y.
7.9 The operators I, J , J±and the spaces
∧
S∅,θ and G ∗
∧
S∅,θ
The spaces Ŝ∅,θ and G ∗ Ŝ∅,θ =
·
JG were introduced and discussed in Section 6.2. The operators I and the class
of operators J were introduced in Subsection 1.4.3 and it was shown that I : Xθw → L2 and J : L2 → Xθw
are isometries and adjoints in the seminorm sense. It was also shown that I is linear and J is linear modulo a
polynomial in Pθ. From Corollary 337 Ŝ∅,θ is dense in X˜−θ1/w and from Theorem 272, G ∗ Ŝ∅,θ is dense in Xθw in the
seminorm sense.
We start by showing that
(
S∅,θ√
w|·|θ
)∨
⊂ Xθw ∩ L2 and then restrict I to
(
S∅,θ√
w|·|θ
)∨
and also to G ∗ Ŝ∅,θ ⊂ Xθw.
Next, inverses J− and J+ of these restrictions are constructed which are restrictions of members of the class J .
We will then show that I = L˜ on
(
S∅,θ√
w|·|θ
)∨
and J− = M˜ on Ŝ∅,θ. Finally it is demonstrated that I2 : G∗ Ŝ∅,θ →
Ŝ∅,θ has inverse J+J− and I2 = V˜ . Figure 7.8 below summarizes these results.
X˜−θ1/w
L˜
←− −
− −→
M˜
L2
I
←− −
− −→
J
Xθw
↑ d ↑ d ↑ d
Ŝ∅,θ
I
←− −
− −→
J−
isomet, isom
(
S∅,θ√
w|·|θ
)∨ I←− −
− −→
J+
isomet, isom
G ∗ Ŝ∅,θ
(7.8)
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Lemma 339 Suppose the weight function w has properties W1 and W2 for order θ ≥ 1. Then(
S∅,θ√
w |·|θ
)∨
⊂ Xθw ∩ L2,
and
(I (G ∗ φ))∧ = φ̂√
w |·|θ
, φ ∈ Ŝ∅,θ. (7.9)
Proof. If ψ ∈ S∅,θ then |ψ|2 ∈ S∅,2θ and so by Theorem 70,
∫ ∣∣∣∣∣ ψ√w |·|θ
∣∣∣∣∣
2
=
∫ |ψ|2
w |·|2θ
<∞.
Thus ψ√
w|·|θ ∈ L2 ⊂ S′ and hence
(
S∅,θ√
w|·|θ
)∨
∈ L2 ⊂ S′.
To show that
(
S∅,θ√
w|·|θ
)∨
⊂ Xθw we will use the definition of Xθw given by equation 1.47 i.e.
Xθw =
{
g ∈ S′ : ξαĝ ∈ L1loc if |α| = θ;
∫
w |·|2θ |gF |2 <∞
}
.
Set g =
(
ψ√
w|·|θ
)∨
. Then gF = ĝ =
ψ√
w|·|θ and so
∫
w |·|2θ |gF |2 =
∫ |ψ|2 < ∞. Finally, if K ⊂ Rd is a compact
then ∫
K
|ξαĝ| =
∫
K
|ξαψ|√
w |·|θ
≤
∫
K
|ψ|√
w
≤
(∫
K
|ψ|2
)1/2(∫
K
1
w
)1/2
<∞,
since property W1 requires 1/w ∈ L1loc.
By the Definition 42 of I : Xθw → L2, f ∈ Xθw implies If =
(√
w |·|θ fF
)∨
where fF ∈ L1loc
(
Rd \ 0), fF = f̂ on
Rd \ 0 and fF (0) = 0.
Suppose φ ∈ Ŝ∅,θ. Then G ∗ Ŝ∅,θ ⊂ Xθw implies I (G ∗ φ) ∈ L2 and
(I (G ∗ φ))∧ = √w |·|θ (G ∗ φ)F =
φ̂√
w |·|θ
∈ S∅,θ√
w |·|θ
.
Definition 340 The linear operator J− : Ŝ∅,θ →
(
S∅,θ√
w|·|θ
)∨
.
If φ ∈ Ŝ∅,θ then φ̂ ∈ S∅,θ ⊂ L2 and by the previous lemma
(
φ̂√
w|·|θ
)∨
∈ Xθw. We define J− by:
J−φ =
(
φ̂√
w |·|θ
)∨
, φ ∈ Ŝ∅,θ. (7.10)
We now introduce the linear operator J+ : L2 → Xθw.
Theorem 341 The operator J+ If φ ∈ Ŝ∅,θ then
(
φ̂√
w|·|θ
)∨
∈ L2 and there exists a linear member J+ of the
class of operators J : L2 → Xθw of Definition 44 which satisfies
J+
((
φ̂√
w |·|θ
)∨)
= G ∗ φ, φ ∈
∧
S∅,θ. (7.11)
Proof. Suppose g =
(
φ̂√
w|·|θ
)∨
. It is sufficient to show that ĝ√
w|·|θ = G ∗ φ on S∅,θ, since this would imply that
ĝ√
w|·|θ ∈ S′∅,θ.
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But ĝ√
w|·|θ =
φ̂
w|·|2θ so for ψ ∈ S∅,θ[
ĝ√
w |·|θ
, ψ
]
=
[
φ̂
w |·|2θ
, ψ
]
=
∫
φ̂
w |·|2θ
∨
ψ =
∫
1
w |·|2θ
φ̂
∨
ψ
=
[
Ĝ, φ̂
∨
ψ
]
, φ̂
∨
ψ ∈ S∅,2θ,
=
[
Ĝ ∗ φ,
∨
ψ
]
= [G ∗ φ, ψ] .
By the Hahn-Banach theorem we can extend the linear operator defined by 7.11 to a linear operator J+ in the
class J .
Definition 342 The linear operator J+ : L2 → Xθw
Let J+ be the operator introduced in Theorem 341.
We next establish our results of Figure 7.8 concerning I, J+ and J−.
Theorem 343 Suppose the weight function w has properties W1 and W2, and suppose G is a basis distribution
of order θ generated by w.
Then we have:
1. As tempered distributions
I (G ∗ φ) =
(
φ̂√
w |·|θ
)∨
= J−φ, φ ∈ Ŝ∅,θ.
2. As tempered distributions
I
((
φ̂√
w |·|θ
)∨)
= φ, φ ∈ Ŝ∅,θ.
3. I : G ∗ Ŝ∅,θ →
(
S∅,θ√
w|·|θ
)∨
and J+ :
(
S∅,θ√
w|·|θ
)∨
→ G ∗ Ŝ∅,θ.
I : G∗ Ŝ∅,θ →
(
S∅,θ√
w|·|θ
)∨
is an isometric isomorphism with inverse J+when G∗ Ŝ∅,θ is regarded as a subspace
of Xθw and
(
S∅,θ√
w|·|θ
)∨
is regarded as a subspace of L2. I has inverse J+.
4. I :
(
S∅,θ√
w|·|θ
)∨
→ Ŝ∅,θ and J− :
∧
S∅,θ →
(
S∅,θ√
w|·|θ
)∨
.
I :
(
S∅,θ√
w|·|θ
)∨
→ Ŝ∅,θ is an isometric isomorphism with inverse J− when
∧
S∅,θ is regarded as a subspace of
X−θ1/w and
(
S∅,θ√
w|·|θ
)∨
is regarded as a subspace of L2.
Proof. Part 1. The first equation of part 2 follows immediately from expression 7.9 of Lemma 339. The second
equation of this part follows from the definition of J−.
Part 2. Apply I to the second equation of part 1.
Part 3. The first line follows from part 1 and the definition of J+.
Applying J+ to the first equation of part 1 and then using 7.11 gives J+I = I. We already know that IJ + = I
so it follows that I is an isomorphism with inverse J+. Since I : Xθw → L2 is isometric this part is true.
Part 4. The first line follows from part 2 and the second equation of part 1. It is also clear that J−I = I = IJ −
and so I is an isomorphism with inverse J+. From part 2, I
((
φ̂√
w|·|θ
)∨)
= φ when φ ∈ Ŝ∅,θ. Using definition 325
of the semi-inner product vector space X−θ1/w and setting g =
(
φ̂√
w|·|θ
)∨
∈ L2, we get the isometry
|Ig|21/w,−θ =
∫ ∣∣∣φ̂∣∣∣2
w |·|2θ
= ‖g‖22 .
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Corollary 344
(
S∅,θ√
w|·|θ
)∨
is dense in L2.
Proof. Use Theorem 343 and Corollary 337.
Corollary 345 I = L˜ on
(
S∅,θ√
w|·|θ
)∨
; J− = M˜ on Ŝ∅,θ; J+ = J on
(
S∅,θ√
w|·|θ
)∨
.
Proof. If f ∈
(
S∅,θ√
w|·|θ
)∨
⊂ L2 then f̂ = φ̂√
w|·|θ for some φ ∈ Ŝ∅,θ.
Then Ĵφ = φ̂√
w|·|θ = Ĵ−φ.
Corollary 346 The class J contains a linear operator which equals J+ on
(
S∅,θ√
w|·|θ
)∨
.
Proof. Apply the Hahn-Banach theorem.
Corollary 347 I2 and J+J− have the following properties:
1. I2 (G ∗ φ) = φ, φ ∈ Ŝ∅,θ.
2. I2 : G ∗ Ŝ∅,θ → Ŝ∅,θ is an isometric isomorphism with inverse J+J− when G ∗ Ŝ∅,θ is regarded as a subspace
of the Hilbert space Xθw and Ŝ∅,θ is regarded as a subspace of the Hilbert space X
−θ
1/w.
3. V = J+J−.
Proof. Part 1. Apply operator I to the first equation of part 1 of Theorem 343 and then use part 2 of the same
theorem.
Part 2. Direct consequence of parts 3 and 4 of Theorem 343.
Part 3. From Theorem 336 Vφ = G ∗ φ when φ ∈ Ŝ∅,θ. From equations 7.10 and 7.11 J+J−φ = G ∗ φ when
φ ∈ Ŝ∅,θ.
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Appendix A
Basic notation, definitions and symbols
A.1 Basic function and distribution spaces
Definition 348 Basic function and distribution spaces
All spaces below consist of complex-valued functions:
1. P0 = {0}. For n ≥ 1, Pn denotes the polynomials of degree at most n. These polynomials have the form∑
|α|<n
aαξ
α, where aα ∈ C and ξ ∈ Rd. The space of all polynomials will be denoted by P .
2. C(0) is the space of continuous functions.
C
(0)
B is the space of bounded continuous functions.
C
(0)
BP is the space of continuous functions bounded by a polynomial.
C(m) =
{
f ∈ C(0) : Dαf ∈ C(0), when |α| = m}.
C
(m)
B =
{
f ∈ C(0)B : Dαf ∈ C(0)B , when |α| ≤ m
}
.
C
(m)
BP =
{
f ∈ C(0)BP : Dαf ∈ C(0)BP , when |α| ≤ m
}
.
C∞ =
⋂
m≥0
C(m); C∞B =
⋂
m≥0
C
(m)
B ; C
∞
BP =
⋂
m≥0
C
(m)
BP .
3. L1loc is the space of measurable functions which are absolutely integrable on any compact set i.e. any closed,
bounded set.
L1 is the Hilbert space of measurable functions f such that
∫ |f | < ∞. Norm is ‖f‖1 = ∫ |f | and inner
product is (f, g)1.
L2 is the Hilbert space of measurable functions f such that
∫ |f |2 < ∞. Norm is ‖f‖2 = (∫ |f |2)1/2 and
inner product is (f, g)2.
L∞ is the space of a.e. bounded functions. Norm is ‖f‖∞.and inner product is (f, g)∞.
4. C∞0 is the space of C
∞ functions that have compact support. These are the test functions for the space of
distributions defined on Rd, sometimes denoted by D.
S is the C∞ space of rapidly decreasing functions. A function f ∈ C∞ is in S if given any multi-index α
and integer n ≥ 0, there exists a constant kα,n such that, |Dαf (x)| ≤ kα,n (1 + |x|)−n, x ∈ Rd. These are
the test functions for the tempered distributions of Definition 354 below.
D′ is the space of distributions (generalized functions).
E ′ is the space of distributions with compact (bounded) support.
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A.2 Vector notation
Definition 349 Vector notation
Suppose v, w ∈ Rd. Then:
• 0 = (0, 0, . . . , 0) = 0d and 1 = (1, 1, . . . , 1) = 1d.
• Suppose ˜ is one of the binary operations <,≤,=, >,≥.
Then we write v˜w if vi˜wi for all i.
For x ∈ R we write v˜x if vi˜x for all i.
• vw = (v1)w1 (v2)w2 . . . (vd)wd .
• If s ∈ R then vs = vs1.
A.3 Topology
Definition 350 Topology on Rd
• The Euclidean norm an inner product are denoted by |x| and (x, y).
• |x|∞ = maxi |xi|, |x|1 =
∑
i
|xi| and in general for p ≥ 1: |x|p =
(∑
i
|xi|p
)1/p
.
Note that |x|∞ = limp→∞ |x|p and |x| = |x|2.
• Ball B (x; r) = {y : |x− y| < r}.
• ε−neighborhood of a set - for ε > 0, the ε−neighborhood of a set S is denoted Sε and Sε =
⋃
x∈S
B (x; ε).
A.4 Multi-indexes
Summary 351 Multi-indexes, definitions and identities
1. Multi-indexes are vectors with non-negative integer components.
Let α = (α1, α2, . . . , αd) and β = (β1, β2, . . . , βd) be multi-indexes.
Suppose ˜ is one of the binary operations <, ≤, =, >, ≥.
Write β˜a if βi˜αi for all i.
For x ∈ R write β˜x if βi˜x for all i.
2. Denote |α| =
d∑
i=1
αi. Then D
αf (x) is the derivative of the function f of degree α
D0f (x) = f (x) , Dαf (x) =
D|α|f (x1, x2, . . . , xd)
Dα11 x1D
α2
2 x2 . . . D
αd
d xd
.
1
β!
Dβxα =
{ (α
β
)
xα−β , β ≤ α,
0, otherwise.
3. We shall also use the notation
monomial xα = xα11 x
α2
2 . . . x
αd
d ,
factorial α! = α1!α2! . . . αd! and 0! = 1,
binomial
(
α
β
)
=
α!
(α− β)!β! , if β ≤ α,
and we have
α! ≤ |α|!
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4. The inequalities |xα| ≤ |x||α| and |(1 + x)α| ≤ (1 + |x|)|α| are used often. These are proved using the fact that
weighted geometric mean ≤ weighted arithmetic mean.
Similarly one can prove, using the generalized means of §4.6 Archbold [4], that for 0 < p ≤ ∞,
|xα| ≤
(
α
|α|x
p1
+
)|α|/p
≤
( |α|max
|α|
)|α|/p
|x||α|p ≤ |x||α|p ,
|(1 + x)α| ≤
(
1 + |x|p
)|α|
,
|(1 + x)α| ≤
(
1 +
α
|α|x
p1
+
)|α|
≤
(
1 +
|α|max
|α| |x|p
)|α|
≤
(
1 + |x|p
)|α|
.
5. Important identities are
1
k!
(x, y)k =
∑
|α|=k
1
α!
xαyα,
1
k!
|x|2k =
∑
|α|=k
1
α!
x2α. (A.1)
and a direct consequence is ∑
β≤α
(
α
β
)
= 2|α|.
Also
1
k!
(
|x|2 + |y|2
)k
=
∑
|α+β|=k
x2αy2β
α!β!
, (A.2)
1
k!
∣∣∣|x|2 + |y|2 + |z|2∣∣∣k = ∑
|α+β+γ|=k
x2αy2βz2γ
α!β!γ!
. (A.3)
6. If
(
k
α
)
= k!α!(k−|α|)! then
(1 + xy)
k
=
∑
|α|≤k
(
k
α
)
xαyα. (A.4)
7. Useful identities are ∑
|α|=k
1 =
(
d+ k − 1
k
)
, k ≥ 1, (A.5)
and the dimension of a polynomial of degree k is given by∑
|α|≤k
1 =
(
d+ k
d
)
, k ≥ 0. (A.6)
8. Leibniz’s rule is formally
Dα (uv) =
∑
β≤α
(
α
β
)
DβuDα−βv. (A.7)
Examples are: u ∈ D, v ∈ C∞0 and u ∈ S′, v ∈ C∞BP and u, v ∈ C(α) =
{
f ∈ C(0) : Dβf ∈ C(0) β ≤ α}.
9. Binomial expansions
(x+ y)
γ
=
∑
α≤γ
(
γ
α
)
xαyγ−α,
or equivalently
1
γ!
(x+ y)
γ
=
∑
α+β=γ
xαyβ
α!β!
.
In the same vein
1
δ!
(x+ y + z)δ =
∑
α+β+γ=δ
xαyβzγ
α!β!γ!
.
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We will need:
Theorem 352 ??
1. ∑
|α|≤m
∑
β≤α
xβ
β!
=
∑
|γ|≤m
(
d+m−|γ|
d
)xγ
γ!
=
m∑
k=0
(
d+m−k
d
) (x1)k
k!
,
and ∑
|α|≤m
∑
β≤α
(x. ∗ y)β
β!
=
m∑
k=0
(
d+m−k
d
) (xy)k
k!
.
Also, if xy ≥ 0, ∣∣∣∣∣∣
∑
|α|≤m
∑
β≤α
(x. ∗ y)β
β!
∣∣∣∣∣∣ ≤ (d+md ) (1 + xy)m .
2. ∑
|α|=k
∑
β≤α
xβ
β!
=
∑
|γ|≤k
(d+k−|γ|−1
k−|γ|
)xγ
γ!
=
k∑
j=0
(
d+k−j−1
k−j
) (x1)j
j!
,
and ∑
|α|=k
∑
β≤α
(x. ∗ y)β
β!
=
k∑
j=0
(
d+k−j−1
k−j
) (xy)j
j!
.
Also, if xy ≥ 0, ∑
|α|=k
∑
β≤α
(x. ∗ y)β
β!
≤ (d+k−1d−1 ) (1 + xy)k .
3. ∑
|α|=k
yα
∑
β≤α
xβ
β!
=
k∑
j=0
hk−j (y)
(xy)
j
j!
=
k∑
j=0
hk−j (ŷ) |y|k−j (xy)
j
j!
= |y|k
k∑
j=0
hk−j (ŷ)
(xŷ)
j
j!
,
where hk−j (y) =
∑
|γ|=k−j
yγ is the complete homogeneous symmetric polynomial of order k − j.
4. If xŷ ≥ 0 then ∑
|α|=k
yα
∑
β≤α
xβ
β!
≤
(
d+ k − 1
k
)
|y|k (1 + xŷ)k .
5. ?? CHECK! ??
∑
|α|≤m
yα
∑
β≤α
xβ
β!
=
m∑
j=0
(
m−j∑
k=0
hk (y)
)
(xy)j
j!
=
m∑
j=0
hj (y)
m−j∑
k=0
(xy)k
k!
.
6. If y ≥ 0d then ??
hk (ŷ) ≤ hk
(
1√
d
1
)
= d−k/2
(
d+k−1
k
)
.
Proof. Part 1 Since |β| ≤ |α|, there exist constants µγ such that
∑
|α|≤m
∑
β≤α
xβ
β!
=
∑
|γ|≤m
µγ
xγ
γ!
.
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In fact ?? OBSCURE - FIX! ??
µγ = # {δ : |δ| ≤ m and γ ≤ δ}
= # {γ + σ : |γ + σ| ≤ m} =
= # {σ : |γ + σ| ≤ m}
= # {σ : |σ| ≤ m− |γ|}
=
∑
|σ|≤m−|γ|
1.
But by A.6, µγ =
(
d+m−|γ|
d
)
and so∑
|α|≤m
∑
β≤α
xβ
β!
=
∑
|γ|≤m
(
d+m−|γ|
d
)xγ
γ!
=
m∑
k=0
∑
|γ|=k
(
d+m−|γ|
d
)xγ
γ!
=
=
m∑
k=0
∑
|γ|=k
(
d+m−k
d
)xγ
γ!
=
m∑
k=0
(
d+m−k
d
) ∑
|γ|=k
xγ
γ!
=
=
m∑
k=0
(
d+m−k
d
) ∑
|γ|=k
xγ1γ
γ!
=
m∑
k=0
(
d+m−k
d
) (x1)k
k!
.
m∑
k=0
(
d+m−k
d
) (xy)k
k!
=
m∑
k=0
(
d+m−k
d
) (xy)k
k!
=
m∑
k=0
(
d+m−k
d
) ∑
|γ|=k
xγyγ
γ!
=
=
m∑
k=0
∑
|γ|=k
(
d+m−k
d
)xγyγ
γ!
=
m∑
k=0
∑
|γ|=k
(
d+m−|γ|
d
)xγyγ
γ!
=
=
∑
|γ|≤m
(
d+m−|γ|
d
) (x. ∗ y)γ
γ!
=
∑
|α|≤m
∑
β≤α
(x. ∗ y)β
β!
.
m∑
k=0
(
d+m−k
d
) (xy)k
k!
=
m∑
k=0
(d+m− k)!
d! (m− k)!
1
k!
(xy)
k
=
m∑
k=0
(d+m− k)!
m!d!
m!
(m− k)!k! (xy)
k ≤
≤ (d+m)!
m!d!
m∑
k=0
m!
(m− k)!k! (xy)
k
=
(
d+m
d
)
(1 + xy)
m
.
Part 2 Since |β| ≤ |α|, there exist constants ηγ such that∑
|α|=k
∑
β≤α
xβ
β!
=
∑
|γ|≤k
ηγ
xγ
γ!
.
In fact
ηγ = # {δ : |δ| = k and γ ≤ δ} = # {γ + σ : |γ + σ| = k} = # {σ : |γ + σ| = k} =
= # {σ : |σ| = k − |γ|} =
∑
|σ|=k−|γ|
1.
But from A.5, ηγ =
(d+k−|γ|−1
k−|γ|
)
so
∑
|α|=k
∑
β≤α
xβ
β!
=
∑
|γ|≤k
(
d+k−|γ|−1
k−|γ|
)xγ
γ!
=
k∑
j=0
∑
|γ|=j
(
d+k−|γ|−1
k−|γ|
)xγ
γ!
=
=
k∑
j=0
∑
|γ|=j
(
d+k−j−1
k−j
)xγ
γ!
=
k∑
j=0
(
d+k−j−1
k−j
) ∑
|γ|=j
xγ
γ!
=
=
k∑
j=0
(
d+k−j−1
k−j
) ∑
|γ|=j
xγ1γ
γ!
=
k∑
j=0
(
d+k−j−1
k−j
) (x1)j
j!
.
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Part 3 We first write ∑
|α|=k
yα
∑
β≤α
xβ
β!
=
∑
|α|=k
∑
|β|≤k
qα,β
yαxβ
β!
,
where
qα,β =
{
1, β ≤ α,
0, otherwise,
and then change the order of summation so that∑
|α|=k
yα
∑
β≤α
xβ
β!
=
∑
|β|≤k
xβ
β!
∑
|α|=k
qα,βy
α.
Now given a value of β for what values of α is qα,β = 1? This is answered by the calculation
{α : qα,β = 1} = {α : |α| = k, α ≥ β} = {β + γ : |β + γ| = k} =
= {β + γ : |β|+ |γ| = k} = {β + γ : |γ| = k − |β|} =
= β + {γ : |γ| = k − |β|} ,
so that ∑
|α|=k
yα
∑
β≤α
xβ
β!
=
∑
|β|≤k
xβ
β!
∑
|γ|=k−|β|
yβ+γ =
∑
|β|≤k
xβyβ
β!
∑
|γ|=k−|β|
yγ =
∑
|β|≤k
xβyβ
β!
hk−|β| (y) .
Further∑
|β|≤k
xβyβ
β!
hk−|β| (y) =
k∑
j=0
∑
|β|=j
xβyβ
β!
hk−|β| (y) =
k∑
j=0
hk−j (y)
∑
|β|=j
xβyβ
β!
=
k∑
j=0
hk−j (y)
(xy)
j
j!
,
and so ∑
|α|=k
yα
∑
β≤α
xβ
β!
=
k∑
j=0
hk−j (y)
(xy)
j
j!
.
Part 4 If xŷ ≥ 0 then from part 3
∑
|α|=k
yα
∑
β≤α
xβ
β!
= |y|k
k∑
j=0
hk−j (ŷ)
(xŷ)
j
j!
≤ |y|k
k∑
j=0
 ∑
|α|=k−j
1
 (xŷ)j
j!
= |y|k
k∑
j=0
(
d+ k − j − 1
k − j
)
(xŷ)
j
j!
= |y|k
k∑
j=0
(d+ k − j − 1)!
(d− 1)! (k − j)!
(xŷ)
j
j!
= |y|k
k∑
j=0
(d+ k − j − 1)!
(d− 1)!k!
k!
(k − j)!j! (xŷ)
j
≤ |y|k
k∑
j=0
(d+ k − 1)!
(d− 1)!k!
k!
(k − j)!j! (xŷ)
j
=
(
d+ k − 1
k
)
|y|k
k∑
j=0
(
k
j
)
(xŷ)
j
=
(
d+ k − 1
k
)
|y|k (1 + xŷ)k .
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Part 5 From part 3, ∑
|α|≤m
yα
∑
β≤α
xβ
β!
=
m∑
k=0
∑
|α|=k
yα
∑
β≤α
xβ
β!
=
m∑
k=0
k∑
j=0
hk−j (y)
(xy)
j
j!
=
m∑
j=0
m∑
k=j
hk−j (y)
(xy)
j
j!
=
m∑
j=0
m∑
k=j
hj (y)
(xy)
k−j
(k − j)! .
Thus ∑
|α|≤m
yα
∑
β≤α
xβ
β!
=
m∑
j=0
(
m−j∑
k=0
hk (y)
)
(xy)
j
j!
=
m∑
j=0
hj (y)
m−j∑
k=0
(xy)
k
k!
.
Part 6 ?? No component of ŷ dominates so intuitively. . .
Theorem 353 ?? CHECK! ∑
|α|=k
∑
β≤α
b
(α)
β
x2β
β!
=
∑
|γ|≤k
 ∑
|σ|=k−|γ|
b(γ+σ)γ
 x2γ
γ!
.
Proof. Since |β| ≤ |α|, there exist constants ηγ such that∑
|α|=k
∑
β≤α
b
(α)
β
x2β
β!
=
∑
|γ|≤k
ηγ
x2γ
γ!
.
Now
{α : |α| = k and γ ≤ α} = {α : |α| = k and α ≥ γ}
= {γ + σ : |γ + σ| = k}
= γ + {σ : |γ + σ| = k}
= γ + {σ : |γ|+ |σ| = k}
= γ + {σ : |σ| = k − |γ|} ,
and so ∑
|α|=k
∑
β≤α
b
(α)
β
x2β
β!
=
∑
|γ|≤k
 ∑
|σ|=k−|γ|
b(γ+σ)γ
 x2γ
γ!
,
which implies that
ηγ =
∑
|σ|=k−|γ|
b(γ+σ)γ .
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Definition 354 Tempered distributions S′ (also temperate or generalized functions of slow growth)
1. S is the space of rapidly decreasing functions. We endow S with the topology defined using the countable set
of seminorms pn,α given by
pn,α (ψ) = ‖(1 + |·|)nDαψ‖∞ , n = 0, 1, 2, . . . ; α ≥ 0. (A.8)
2. S′ is the space of tempered distributions or generalized functions of slow growth. It is the set of all continuous
linear functionals on S under the seminorm topology of part 1 of this definition.
3. A linear functional on S is continuous if its absolute value is bounded by a finite positive linear combination
of seminorms.
4. If f ∈ S′ and φ ∈ S then [f, φ] ∈ C will represent the action of f on the test function φ.
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A.5.1 Properties
1. The continuous embeddings S ⊂ C∞BP ⊂ S′ ⊂ D′ are dense.
2. If f ∈ L1loc and,
∫ |f (x)| (1 + |x|)−λ dx or ∫|·|≥r |f (x)| |x|−λ dx exist for some λ, r ≥ 0, then f ∈ S′ with
action [f, φ] =
∫
f (x)φ (x) dx, φ ∈ S. We call f a regular tempered distribution (function) e.g. Example
2.8.3(a) Vladimirov [27].
3. If f ∈ S′ and a ∈ C∞BP then af ∈ S′ e.g. Example 2.8.3(e) Vladimirov [27] but note that Vladimirov denotes
C∞BP by θM .
A.6 Fourier Transforms
Definition 355 Fourier and Inverse transforms on S and S′.
1. If f ∈ S then let the Fourier transform be
f̂(ξ) = (2π)−d/2
∫
Rd
e−ixξf(x)dx.
Where convenient the alternative notation F [f ] = f̂ will be used.
The mapping f → f̂ is continuous from S → S.
The inverse Fourier transform is
∨
f(ξ) = (2π)
−d/2
∫
Rd
eixξf(x)dx.
Where convenient the alternative notation F−1 [f ] =
∨
f will be used.
We have the important property that
(
f̂
)∨
= f .
2. If f ∈ S′ and φ ∈ S then
[
f̂ , φ
]
=
[
f,
∨
φ
]
and
[∨
f, φ
]
=
[
f,
∨
φ
]
.
The mappings f → f̂ and f →
∨
f are continuous from S′ → S′.
We have the important property that
(
f̂
)∨
= f .
A.6.1 Fourier transform properties on S and S ′
1. If b is a complex constant then (f (x+ b))
∧
= eibξ f̂ .
2.
∨
f(ξ) = f̂(−ξ), f̂(ξ) =
∨
f¯(ξ) and
̂̂
f(ξ) = f (−ξ).
3. If b is a complex constant then
(
eibx
)∧
= (2π)
d/2
δ (ξ + b).
4. Dαf̂ = (−i)|α| x̂αf and Dα
∨
f = i|α| (xαf)∨.
5. x̂αf = i|α|Dαf̂ .
6. D̂αf = i|α|ξαf̂ = (iξ)α f̂ .
7. ξαf̂ = (−i)|α| D̂αf .
8. δ̂ = (2π)
−d/2
and 1̂ = (2π)
d/2
δ.
9. x̂α = (2π)
d/2
(iD)
α
δ and D̂αδ = (2π)
−d/2
(−i)|α| ξα.
10. If p is a polynomial then p̂ = (2π)
d/2
p(iD)δ, and p̂ (D) f = p (−iξ) f̂ .
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A.6.2 Fourier transform properties on E ′
1. Suppose f ∈ E ′, η ∈ C∞0 and η = 1 in a neighborhood of the support of f - denoted supp f . Then f can be
extended uniquely to S′ by [f, φ] = [f, ηφ], where φ ∈ S. e.g. Example 2.8.3(b) Vladimirov [27] but note that
Vladimirov denotes C∞BP by θM .
2. If f ∈ E ′ then f ∈ S′ in the sense of part 1and f̂ ∈ C∞BP e.g. Theorem 2.9.4 Vladimirov [27].
A.7 Convolutions
Definition 356 Convolution
1. If f ∈ C(0)BP and φ ∈ S then f ∗ φ ∈ C∞BP where
(f ∗ φ) (x) = (φ ∗ f) (x) = (2π)− d2
∫
f (x− y)φ (y) dy = (2π)− d2
∫
f (y)φ (x− y) dy.
2. The previous definition can be extended to S′ by the formulas
f ∗ φ = φ ∗ f =
(
φ̂f̂
)∨
= (2π)
−d
2 [fy, φ (· − y)] , f ∈ S′, φ ∈ S.
Here f ∗ φ ∈ C∞BP . Further, if f ∈ S′ is defined by the seminorms
{
pnk,α(k)
}
then (Theorem 6.2 Petersen
[20])
|(φ ∗ f) (x)| ≤ C (1 + |x|)maxnk , φ ∈ S, x ∈ Rd.
3. Noting parts 1 and 3 of Appendix A.5.1, the following definition is consistent with parts 1 and 2:
f ∗ g = g ∗ f =
(
ĝf̂
)∨
, f ∈ S′, g ∈ (C∞BP )∧ .
Here f ∗ φ ∈ S′.
4. Also, noting the results of Appendix A.6.2
f ∗ g = g ∗ f =
(
ĝf̂
)∨
, f ∈ S′, g ∈ E ′.
Here f ∗ g ∈ S′.
5. If f ∈ C(0)BP and g ∈ C(0)0 then f ∗ g is a regular tempered distribution and
(f ∗ g) (x) = (g ∗ f) (x) = (2π)− d2
∫
f (x− y) g (y) dy = (2π)− d2
∫
f (y) g (x− y) dy.
This can be proved using Theorem 2.7.5 of Vladimirov [27].
6. If f ∈ Lp, g ∈ Lq satisfy 1p + 1q = 1 + 1r and 1 ≤ p, q, r ≤ ∞, then f ∗ g ∈ Lr where the convolution is given
by the formulas of part 5.
Further we have Young’s inequality
‖f ∗ g‖r ≤ ‖f‖p ‖g‖q . (A.9)
A.7.1 Convolution properties
For the convolutions defined in parts 2 and 4 above:
1. f ∗ g = g ∗ f .
2. Dα (f ∗ g) = f ∗Dαg = Dαf ∗ g for all α.
3. (f ∗ g)∧ = ĝf̂ , where f̂ ∈ S′.
4. The mapping f → f ∗ g is continuous from S′ to S′.
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A.8 Taylor series expansion
Suppose u : Rd → C and u ∈ C(n) (Rd) for some n ≥ 1. Then the Taylor series expansion about z ∈ Rd is given
by |b|
n
n!
u (z + b) =
∑
|β|<n
bβ
β!
(
Dβu
)
(z) + (Rnu) (z, b) (A.10)
=
∑
k<n
1
k!
(
(bD)
k
u
)
(z) + (Rnu) (z, b)
=
∑
k<n
|b|k
k!
((
b̂D
)k
u
)
(z) + (Rnu) (z, b) ,
where b̂ = |b|−1 b and Rnu is the integral remainder term
(Rnu) (z, b) = n
∑
|β|=n
bβ
β!
∫ 1
0
sn−1
(
Dβu
)
(z + (1− s) b) ds (A.11)
= n
∑
|β|=n
bβ
β!
∫ 1
0
(1− s)n−1 (Dβu) (z + sb)ds (A.12)
=
1
(n− 1)!
∫ 1
0
(1− s)n−1 ((bD)n u) (z + sb) ds
=
|b|n
(n− 1)!
∫ 1
0
(1− s)n−1
((
b̂D
)n
u
)
(z + sb) ds. (A.13)
We have the estimates
|(Rnu) (z, b)| ≤ |b|
n
n!
max
|β|=n
y∈[z,z+b]
∣∣∣(b̂D)n u (y)∣∣∣ , (A.14)
|(Rnu) (z, b)| ≤ |b|
n
1
n!
max
|β|=n
y∈[z,z+b]
∣∣(Dβu) (y)∣∣ ≤ dn2 |b|n
n!
max
|β|=n
y∈[z,z+b]
∣∣(Dβu) (y)∣∣ , (A.15)
|(Rnu) (z, b)| ≤
∑
|β|=n
∣∣bβ∣∣
β!
max
y∈[z,z+b]
∣∣(Dβu) (y)∣∣ ≤ |b|n ∑
|β|=n
1
β!
max
y∈[z,z+b]
∣∣(Dβu) (y)∣∣ , (A.16)
where we have used the notation [z, z + b] = {z + sb : s ∈ [0, 1]}.
Theorem 357 Regarding A.13:
1. When z = 0 we can write
(Rnu) (0, b) = |b|
n
(n− 1)!
∫ 1
0
(1− s)n−1 ((̂·D)n u) (sb) ds, (A.17)
with the bound
|(Rnu) (0, b)| ≤ |b|
n
n!
max
s∈[0,1]
|((̂·D)n u) (sb)| . (A.18)
When u is radial (Rnu) (0, ·) is also radial. In fact, if u⊙ (|·|) = u (·) then
(Rnu) (0, b) = |b|
n
(n− 1)!
∫ 1
0
(1− s)n−1 (Dnu⊙) (s |b|) ds, (A.19)
with upper bound
|(Rnu) (0, b)| ≤ |b|
n
n!
max
s∈[0,1]
|(Dnu⊙) (sb)| . (A.20)
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2. If u is radial then 1n! ((bD)
n
u) (0) =
∑
|α|=n
bα
α!D
αu (0) is a radial function of b for n ≥ 0.
3. In fact, if u is radial then ∑
|α|=n
bα
α!
Dαu (0) =
|b|n
n!
Dnu⊙ (0) =
|b|n
n!
((̂·D)n u) (0) . (A.21)
Proof. Part 1 When z = 0 A.13 becomes
(Rnu) (0, b) = |b|
n
(n− 1)!
∫ 1
0
(1− t)n−1
((
b̂D
)n
u
)
(tb) ds
=
|b|n
(n− 1)!
∫ 1
0
(1− s)n−1
((
ŝbD
)n
u
)
(sb) ds
=
|b|n
(n− 1)!
∫ 1
0
(1− s)n−1 ((̂·D)n u) (sb) ds.
Now suppose u (·) = u⊙ (|·|). Then from B.106, ((̂·D)n u) (x) = (Dnu⊙) (|x|) and so
(Rnu) (0, b) = |b|
n
(n− 1)!
∫ 1
0
(1− s)n−1 (Dnu⊙) (s |b|) ds
Part 2 From A.10 we have
u (b) =
∑
|α|≤n−1
bα
α!
(Dαu) (0) + (Rnu) (0, b) ,
u (b) =
∑
|α|≤n−1
bα
α!
(Dαu) (0) +
∑
|α|=n
bα
α!
(Dαu) (0) + (Rn+1u) (0, b) ,
so that by inspection ∑
|α|=n
bα
α!
(Dαu) (0) = (Rnu) (0, b)− (Rn+1u) (0, b) . (A.22)
This result follows since from part 1 we know that (Rn+1u) (0, b) and (Rnu) (0, b) are both radial.
Part 3 Equation A.22 can be written as
1
n!
((bD)n u) (0) = (Rnu) (0, b)− (Rn+1u) (0, b) ,
and using A.19 and applying integration by parts gives
(Rnu) (0, b)− (Rn+1u) (0, b)
=
1
(n− 1)!
∫ 1
0
(1− s)n−1 (Dnu⊙) (s) ds− 1
n!
∫ 1
0
(1− s)n (Dn+1u⊙) (s) ds
=
1
(n− 1)!
∫ 1
0
(1− s)n−1 (Dnu⊙) (s) ds−
− 1
n!
(
[(1− s)nDnu⊙ (s)]10 −
∫ 1
0
(Ds (1− s)n)Dnu⊙ (s) ds
)
=
1
(n− 1)!
∫ 1
0
(1− s)n−1 (Dnu⊙) (s) ds−
− 1
n!
(
−Dnu⊙ (0) +
∫ 1
0
(1− s)n−1Dnu⊙ (s) ds
)
=
1
n!
Dnu⊙ (0) .
The second equality of A.21 follows from part 1 of Lemma 386.
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Theorem 358 Suppose u ∈ C(n)B
(
Rd
)
and Dαu (0) = 0 when |α| < n. Then for all r > 0,
|u (x)| ≤ |x|
n
n!
‖(̂·D)n u‖∞;Br , |x| ≤ r, (A.23)
where ((̂·D)u) (x) :=
d∑
k=1
x̂kDku (x) =
1
|x|
d∑
k=1
xkDku (x). Further
|u (x)| ≤ |x|
n
n!
‖(̂·D)n u‖∞ , x ∈ Rd. (A.24)
Things are especially nice when u is radial. In fact, if u (x) = u⊙ (|x|) then (̂·D)n u is radial and
((̂·D)n u) (x) = (Dnu⊙) (|x|) . (A.25)
Proof. Inequality A.18 with b = x and |x| ≤ r gives
|u (x)| ≤ |x|
n
n!
max
t∈[0,1]
|((x̂D)n u) (tx)| = |x|
n
n!
max
t∈[0,1]
∣∣∣((t̂xD)n u) (tx)∣∣∣ =
=
|x|n
n!
max
t∈[0,1]
|((̂·D)n u) (tx)| ≤ |x|
n
n!
max
z∈Br
|((̂·D)n u) (z)| ≤
=
|x|n
n!
‖(̂·D)n u‖∞;≤r ≤
|x|n
n!
‖(̂·D)n u‖∞ .
Equation A.25 follows directly from B.106.
The next result may or may not be useful.
Theorem 359 Set
fn (β) = max
y∈[z,z+b]
∣∣(Dβu) (y)∣∣ .
Then
|(Rnu) (z, b)| ≤ |b|n (χnd)
n
n!
,
where
χn = max|β|=n
max
k
|fn (β)|
1
dβk =
(
max
|β|=n
max
k
|fn (β)|
1
βk
) 1
d
.
Proof. From A.16,
|(Rnu) (z, b)| ≤ |b|n
∑
|β|=n
1
β!
max
y∈[z,z+b]
∣∣(Dβu) (y)∣∣ = |b|n ∑
|β|=n
1
β!
fn (β) =
= |b|n
∑
|β|=n
1
β!
1β
(
|fn (β)|
1
dβk
)β
≤ |b|n
∑
|β|=n
1
β!
1β (χn1)
β
=
= |b|n (χn)n
∑
|β|=n
12β
β!
= |b|n (χn)n 1
n!
|1|2n = |b|n dn (χn)
n
n!
=
= |b|n (χnd)
n
n!
.
A.9 Approximating the gamma function
A well known gamma function approximation is
√
2πe−x+
1
1+12xxx+
1
2 < Γ (x+ 1) <
√
2πe−x+
1
12xxx+
1
2 , x ≥ 0, (A.26)
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1 ≤ sinx
x
≤ 2
π
, 0 ≤ x ≤ π/2.
1− 1
6
x2 ≤ sinx
x
≤ 1− 1
7
x2, 0 ≤ x ≤ π/2.
and also that
Γ (x) Γ (1− x) = π
sinπx
, Γ (1/2) =
√
π. (A.27)
Now Γ (x+ 1) = xΓ (x) so A.26 becomes
√
2πe−x+
1
1+12x xx−
1
2 < Γ (x) <
√
2πe−x+
1
12x xx−
1
2 , x > 0. (A.28)
The estimates A.28 are OK for x ≥ 1/2 ?? SUPPLY NUM EVIDENCE?.
For 0 < x < 1/2 we can use A.27. In fact
xΓ (x) =
πx
sinπx
1
Γ (1− x) ≤
π
2
1
Γ (1− x) ≤
π
2
1
Γ (1)
=
π
2
.
xΓ (x) =
πx
sinπx
1
Γ (1− x) ≥
1
Γ (1− x) ≥
1√
π
.
From A.28,
1
Γ (1− x) ≤
1√
2πe−(1−x)+
1
1+12(1−x) (1− x)(1−x)− 12
≤ e
1−x
√
2π (1− x) 12−x
Numerically
xΓ (x) ≤ (xΓ (x)) (0)− (xΓ (x)) (0)− (xΓ (x)) (1/2)
1/2
x = 1− 1−
√
π/2
1/2
x
= 1− (2−√π)x.
Also, by adjusting the formula
1− γx+ 0.5
(
1
2
γ2 +
π2
12
)
x2 ≤ xΓ (x) ≤ 1− γx+
(
1
2
γ2 +
π2
12
)
x2,
by numerical observation we obtain the tighter
1− γx+ 0.7
(
1
2
γ2 +
π2
12
)
x2 ≤ xΓ (x) ≤ 1− γx+
(
1
2
γ2 +
π2
12
)
x2 − 0.525x3.
A.10 Application of general multivariate spherical coordinates
In this section multivariate spherical coordinates are applied to obtain one-dimensional integrals for
∫
|x|≤r f (|x|) dx
(see A.37) and
∫
|x|≤r |xk|p f (|x|) dx (see A.32) and then derive the formula A.38 i.e.∫
|x|≤r
∣∣∣ξ̂x∣∣∣p f (|x|) dx = B (d2 , 1+p2 )
B
(
1
2 ,
d+p
2
) ∫
|x|≤r
|x|p f (|x|) dx, p > −1,
and then obtain the upper bounds A.64 and A.65 for
B( d2 ,
1+p
2 )
B( 12 ,
d+p
2 )
. These results are useful for obtaining upper
bounds of certain expressions involving radial weight functions e.g. Subsection 2.11.3.
Following Section 5.44 of Adams [3] we will first describe spherical polar coordinates and then give two applica-
tions that will be used in this document.
Suppose x ∈ Rd and d ≥ 2. The spherical polar coordinate representation is
x = x (ρ, φ) = x (ρ, φ1, φ2, . . . , φd−1) ,
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where
x1 = ρ sinφ1 sinφ2 . . . sinφd−1,
x2 = ρ cosφ1 sinφ2 . . . sinφd−1,
x3 = ρ cosφ2 . . . sinφd−1,
...
...
xd = ρ cosφd−1,
(A.29)
and on Rd,
ρ ≥ 0, − π ≤ φ1 ≤ π, 0 ≤ φ2, . . . , φd−1 ≤ π.
The volume element is
dx = dx1dx2 . . . dxd = ρ
d−1d−1∏
j=1
sinj−1 φjdρdφ,
where dφ = dφ1 · · · dφd−1.
Integration in the ball Br:∫
|x|≤r
g (x) f (|x|) dx
=

r∫
−r
g (ρ) f (|ρ|) dρ, d = 1,
∫ pi
−pi
∫ r
0 g (ρ sinφ1, ρ cosφ1) f (ρ) ρdρdφ1, d = 2,
pi∫
0
pi∫
−pi
r∫
0
g (ρ sinφ1 sinφ2, ρ cosφ1 sinφ2, ρ cosφ2) f (ρ) ρ
2dρ sinφ2dφ1dφ2, d = 3,
pi∫
0︸︷︷︸
d−2×
pi∫
−pi
r∫
0
g (x) f (ρ) ρd−1dρ
d−1∏
j=1
sinj−1 φjdφ1 . . . dφd−1, d ≥ 3,
(A.30)
where
0 ≤ ρ ≤ r, − π ≤ φ1 ≤ π, 0 ≤ φ2, . . . , φd−1 ≤ π.
Integration in the portion of the orthant Br ∩ {x : x ≥ 0}:∫
|x|≤r;x≥0
g (x) f (|x|) dx
=

∫ r
0 g (ρ) f (|ρ|) dρ, d = 1,∫ pi/2
0
∫ r
0
g (ρ sinφ1, ρ cosφ1) f (ρ) ρdρdφ1, d = 2,
pi/2∫
0
pi/2∫
0
r∫
0
g (ρ sinφ1 sinφ2, ρ cosφ1 sinφ2, ρ cosφ2) f (ρ) ρ
2dρ sinφ2dφ1dφ2, d = 3,
∫ pi/2
0︸ ︷︷ ︸
d−1×
∫ r
0
g (x) f (ρ) ρd−1dρ
d−1∏
j=1
sinj−1 φjdφ1 . . . dφd−1, d ≥ 2,
0 ≤ ρ ≤ r, 0 ≤ φ1, φ2, . . . , φd−1 ≤ pi2 .
(A.31)
?? MOST OF THE RESULTS OF THIS SECTION can be proved using this result stated in Prudnikov [1]:
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Theorem 360 When d ≥ 2, from Prudnikov [1],∫
|x|≤r
Φ (ξx, |x|) dx = ωd−1
∫ r
0
ρd−1
∫ pi
0
Φ (|ξ| ρ cos θ, ρ) sind−2 θdθdρ,
ωt =
2πt/2
Γ (t/2)
, t > 0.
Formula 858.515 of Dwight [7] is
pi/2∫
0
sinp θ cosq θdθ = 12
Γ( p+12 )Γ(
q+1
2 )
Γ( p+q2 +1)
= 12B
(
p+1
2 ,
q+1
2
)
,
any real p, q > − 12 .
so that ∫ pi
0
sind−2 θdθ =
ωd
ωd−1
.
Also from Prudnikov [1],
∫
|x|≤r
Φ
(
|x|2 , ξx, ηx
)
dx = ωd−2
r∫
−r
√
r2−t2∫
−√r2−t2
√
r2−t2−u2∫
0
vd−3Φ
(
t2 + u2 + v2, |ξ| t, βt+ γu) dvdudt,
where
β = ξ̂η = |η| ξ̂η̂,
γ =
|ξ|2 |η|2 − |ξη|2
|ξ|2 = |η|
2
(
1−
∣∣∣ξ̂η̂∣∣∣2) = |η|2 − β2.
Basic result:
Theorem 361 Suppose ξ, x ∈ Rd and ξx = (ξ, x) denotes the Euclidean inner product. Then:
1.
∫
|x|≤r u (ξx) f (|x|) dx is a radial function of ξ and∫
|x|≤r
u (ξx) f (|x|) dx =
∫
|x|≤r
u (|ξ|xk) f (|x|) dx, 1 ≤ k ≤ d. (A.32)
2. When d ≥ 2, s ∈ R1 and 1 ≤ k ≤ d,∫
|x|≤r
u (sxk) f (|x|) dx = ωd−1
∫ r
0
(∫ pi
0
u (sρ cos t) sind−2 tdt
)
f (ρ) ρd−1dρ, (A.33)
where ωk =
2pik/2
Γ(k/2) for k ≥ 1.
Proof. Part 1 This lemma will employ the same technique as the previous lemma: Section 4.1 Stein and Weiss [26]
which defines radial functions in terms of orthogonal transformations. Stein and Weiss observed that a function g
is radial if and only if g (Ox) = g (x) for any linear, orthogonal transformation O : Br → Br and any x ∈ Rd. Now
an orthogonal transformation O satisfies OT = O−1 where Oxy = xOT y for the Euclidean inner product, and an
orthogonal transformation has a Jacobian of one.
Now ∫
|x|≤r
u (Oξx) f (|x|) dx =
∫
|x|≤r
u
(
ξO−1x) f (|x|) dx = ∫
|y|≤r
u (ξy) f (|Oy|)
∣∣∣∣J(xy
)∣∣∣∣ dy
=
∫
|y|≤r
u (ξy) f (|y|) dy,
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and so
∫
|x|≤r u (ξx) f (|x|) dx is a radial function of ξ and we can define the radial function
µ (|η|) =
∫
|x|≤r
u (ηx) f (|x|) dx.
Set η = (01,k−1, |ξ| ,0k+1,d) so that
µ (|ξ|) =
∫
|x|≤r
u (|ξ|xk) f (|x|) dx =
∫
|x|≤r
u (|ξ|x) f (|x|) dx.
Part 2 From formula 858.515 of the tables [7], so noting that ωk =
2pik/2
Γ(k/2) we get∫ pi
0
sinj θdθ =
Γ
(
j+1
2
)
Γ
(
1
2
)
Γ
(
j+2
2
) = √πΓ ( j+12 )
Γ
(
j+2
2
) = ωj+2
ωj+1
, (A.34)
so that when d ≥ 3:
d−2∏
j=1
∫ pi
0
sinj θdθ =
ωd
ω2
, (A.35)
and
2
d−2∏
j=0
∫ pi
0
sinj θdθ = 2π
ωd
ω2
= ωd. (A.36)
Case: d = 2 From A.30,∫
|x|≤r
u (sx2) f (|x|) dx =
∫ pi
−pi
∫ r
0
u (sρ cosφ1) f (ρ) ρdρdφ1
=
∫ r
0
(∫ pi
−pi
u (sρ cos t) dt
)
f (ρ) ρdρ
= 2
∫ r
0
(∫ pi
0
u (sρ cos t) dt
)
f (ρ) ρdρ
= ω1
∫ r
0
(∫ pi
0
u (sρ cos t) dt
)
f (ρ) ρdρ.
Case: d ≥ 3 From A.30,
∫
|x|≤r
u (sxd) f (|x|) dx =
pi∫
0︸︷︷︸
d−2×
pi∫
−pi
r∫
0
u (sxd) f (ρ) ρ
d−1dρ
d−1∏
j=1
sinj−1 φjdφ1 . . . dφd−1
= 2
pi∫
0︸︷︷︸
d−1×
r∫
0
u (sρ cosφd−1) f (ρ) ρd−1dρ
d−1∏
j=1
sinj−1 φjdφ1 . . . dφd−1
=
∫ r
0
(∫ pi
0
u (sρ cosφd−1) dφd−1
)
f (ρ) ρd−1dρ×
× 2
∫ pi
0︸︷︷︸
d−2×
d−2∏
j=1
sinj−1 φjdφ1dφ2 . . . dφd−2.
But using A.36: 2
d−3∏
j=0
∫ pi
0
sinj θdθ = ωd−1,
2
∫ pi
0︸︷︷︸
d−2×
d−2∏
j=1
sinj−1 φjdφ1dφ2 . . . dφd−2 = 2
d−3∏
j=0
∫ pi
0
sinj θdθ = ωd−1,
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so ∫
|x|≤r
u (sxd) f (|x|) dx = ωd−1
∫ r
0
(∫ pi
0
u (sρ cosφd−1) dφd−1
)
f (ρ) ρd−1dρ.
Now apply a permutation to x.
??
Theorem 362 ?? Suppose ξ, x ∈ Rd and ξx = (ξ, x) denotes the Euclidean inner product. Then:
1.
∫
|x|≤r u (ξx) f (|x|) dx is a radial function of ξ and∫
|x|≤r
u (ξx̂) f (|x|) dx =
∫
|x|≤r
u (|ξ| x̂k) f (|x|) dx, 1 ≤ k ≤ d.
2. When d ≥ 2, s ∈ R1 and 1 ≤ k ≤ d,∫
|x|≤r
u (sx̂k) f (|x|) dx =??ωd−1
(∫ pi
0
u (s cos t) sind−2 tdt
)∫ r
0
f (ρ) ρd−1dρ,
where ωk =
2pik/2
Γ(k/2) for k ≥ 1.
Proof. ?? ADD proof.
Corollary 363
??
∫
|x|≤r
(ξx)k f (|x|) dx = 0, k is odd,
and ∫
|x|≤r
(ξx)
2n
f (|x|) dx = |ξ|2nB
(
d− 1
2
, n+
1
2
)
ωd−1
∫ r
0
f (t) t2n+d−1dt
= |ξ|2nB
(
d− 1
2
, n+
1
2
)∫ r
0
|x|2n f (|x|) dx.
Proof. ?? FINISH! Prove first equation. ??
If u (s) = s2n then from A.32,∫
|x|≤r
u (ξx) f (|x|) dx =
∫
|x|≤r
u (|ξ|xk) f (|x|) dx.∫
|x|≤r
(ξx)
2n
f (|x|) dx =
∫
|x|≤r
(|ξ|xd)2n f (|x|) dx
= |ξ|2n
∫
|x|≤r
x2nd f (|x|) dx.
From A.33, ∫
|x|≤r
x2nd f (|x|) dx = ωd−1
∫ r
0
(∫ pi
0
(t cos θ)
2n
sind−2 θdθ
)
f (t) td−1dt
= ωd−1
∫ r
0
(∫ pi
0
cos2n θ sind−2 θdθ
)
f (t) t2n+d−1dt
=
(∫ pi
0
cos2n θ sind−2 θdθ
)
ωd−1
∫ r
0
f (t) t2n+d−1dt,
and from A.43,
∫ pi
0
cos2n θ sind−2 θdθ = B
(
d−1
2 , n+
1
2
)
, so∫
|x|≤r
x2nd f (|x|) dx = B
(
d− 1
2
, n+
1
2
)
ωd−1
∫ r
0
f (t) t2n+d−1dt,
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which implies ∫
|x|≤r
(ξx)2n f (|x|) dx = |ξ|2nB
(
d− 1
2
, n+
1
2
)
ωd−1
∫ r
0
f (t) t2n+d−1dt
= |ξ|2nB
(
d− 1
2
, n+
1
2
)∫ r
0
|x|2n f (|x|) dx.
Corollary 364 If the integral exists then for r ≥ 0 and d ≥ 2:
1. ∫
|x|≤r
f (|x|) dx = ωd
∫ r
0
td−1f (t) dt, (A.37)
where ωd =
2pid/2
Γ(d/2) .
2. Assuming p > −1/2, ∫
|x|≤r
∣∣∣ξ̂x∣∣∣p f (|x|) dx = ∫
|x|≤r
|xk|p f (|x|) dx
=
B
(
d−1
2 ,
p+1
2
)
B
(
d−1
2 ,
1
2
) ωd ∫ r
0
tp+d−1f (t) dt (A.38)
=
B
(
d
2 ,
p+1
2
)
B
(
d+p
2 ,
1
2
)ωd ∫ r
0
tp+d−1f (t) dt, (A.39)
when 1 ≤ k ≤ d.
3. ∫
|x|≤r
∣∣∣ξ̂x∣∣∣p f (|x|) dx = B (d2 , p+12 )
B
(
d+p
2 ,
1
2
) ∫
|x|≤r
|x|p f (|x|) dx. (A.40)
4. If x+ := (|xk|) for x ∈ Rd then∫
|x|≤r
(
ξ̂+x+
)m
f (|x|) dx = 2d
∫
|x|≤r;x≥0
(
ξ̂+x
)m
f (|x|) dx.
Proof. Part 1 When u = 1, noting A.34, part 2 of Theorem 361 becomes∫
|x|≤r
f (|x|) dx =
∫
|x|≤r
u (sxk) f (|x|) dx
= ωd−1
∫ r
0
(∫ pi
0
sind−2 tdt
)
f (ρ) ρd−1dρ
= ωd−1
∫ r
0
(∫ pi
0
sind−2 tdt
)
f (ρ) ρd−1dρ
= 2
(∫ pi/2
0
sind−2 tdt
)
ωd−1
∫ r
0
f (ρ) ρd−1dρ
= 2
√
π
2
Γ
(
d−1
2
)
Γ
(
d
2
) ωd−1 ∫ r
0
f (ρ) ρd−1dρ
=
√
π
Γ
(
d−1
2
)
Γ
(
d
2
) 2π d−12
Γ
(
d−1
2
) ∫ r
0
f (ρ) ρd−1dρ
= ωd
∫ r
0
f (ρ) ρd−1dρ.
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Part 2 Set u (t) = |t|p. Then from Theorem 361, for any k,∫
|x|≤r
|ξx|p f (|x|) dx =
∫
|x|≤r
(|ξ| |xk|)p f (|x|) dx,
and ∫
|x|≤r
|ξx|p f (|x|) dx = ωd−1
∫ r
0
(∫ pi
0
||ξ| ρ cos t|p sind−2 tdt
)
f (ρ) ρd−1dρ
= |ξ|p
(∫ pi
0
|cos t|p sind−2 tdt
)
ωd−1
∫ r
0
f (ρ) ρp+d−1dρ,
so that ∫
|x|≤r
∣∣∣ξ̂x∣∣∣p f (|x|) dx = ∫
|x|≤r
|xk|p f (|x|) dx
=
(∫ pi
0
|cos θ|p sind−2 θdθ
)
ωd−1
∫ r
0
f (ρ) ρp+d−1dρ.
Formula 858.515 of Dwight [7] is
pi/2∫
0
sinp θ cosq θdθ = 12
Γ( p+12 )Γ(
q+1
2 )
Γ( p+q2 +1)
= 12B
(
p+1
2 ,
q+1
2
)
=
pi/2∫
0
cosp θ sinq θdθ,
where p, q > − 12 ,
(A.41)
so that ∫ pi/2
0
cosp θ sind−2 θdθ =
1
2
Γ
(
d−1
2
)
Γ
(
p+1
2
)
Γ
(
p+d
2
) = 1
2
B
(
d− 1
2
,
p+ 1
2
)
. (A.42)
Thus ∫ pi
0
|cos θ|p sind−2 θdθ =
∫ pi/2
0
|cos θ|p sind−2 θdθ +
∫ pi
pi/2
|cos θ|p sind−2 θdθ
=
∫ pi/2
0
cosp θ sind−2 θdθ +
∫ pi/2
0
sinp θ cosd−2 θdθ
= 2
∫ pi/2
0
cosp θ sind−2 θdθ
= B
(
d− 1
2
,
p+ 1
2
)
, (A.43)
and ∫
|x|≤r
∣∣∣ξ̂x∣∣∣p f (|x|) dx = ∫
|x|≤r
|xk|p f (|x|) dx
= B
(
d− 1
2
,
p+ 1
2
)
ωd−1
∫ r
0
f (ρ) ρp+d−1dρ.
But
ωd =
2π
d
2
Γ
(
d
2
) = 2π d−12
Γ
(
d−1
2
)π 12 Γ (d−12 )
Γ
(
d
2
) = 2π d−12
Γ
(
d−1
2
) Γ ( 12)Γ (d−12 )
Γ
(
d
2
) =
= ωd−1B
(
d− 1
2
,
1
2
)
, (A.44)
so ∫
|x|≤r
∣∣∣ξ̂x∣∣∣p f (|x|) dx = B (d−12 , p+12 )
B
(
d−1
2 ,
1
2
) ωd ∫ r
0
f (ρ) ρp+d−1dρ.
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Finally
B
(
d−1
2 ,
p+1
2
)
B
(
d−1
2 ,
1
2
) = Γ (d−12 )Γ (p+12 )
Γ
(
d+p
2
) Γ (d2)
Γ
(
1
2
)
Γ
(
d−1
2
) = Γ (p+12 )
Γ
(
d+p
2
) Γ (d2)
Γ
(
1
2
) =
=
B
(
d
2 ,
p+1
2
)
B
(
d+p
2 ,
1
2
) . (A.45)
Part 3 Apply part 1 to part 2.
Part 4 The first equation is obtained by splitting the domain of integration |x| ≤ r into the 2d orthants and
then reflecting each orthants into the orthant x ≥ 0.
??
Theorem 365 For d ≥ 2:
1. ∫
|x|≤r
|x̂α| f (|x|) dx = 2d
∫
|x|≤r;x≥0
x̂αf (|x|) dx, α ≥ 0.
2. ∫
|x|≤r;x≥0
x̂αf (|x|) dx = B
(
1
2 (α+ 1)
)
B
(
1
21
) ∫
|x|≤r;x≥0
f (|x|) dx, (A.46)
where the multivariate beta function B (·) is defined by:
B (x) :=
Γ (x1) Γ (x2) Γ (x3) . . .Γ (xd)
Γ (x1 + x2 + . . .+ xd)
, x ∈ Rd. (A.47)
3.
B
(
1
2 (α+ 1)
)
B
(
1
21
) ≤ 1, α ≥ 0; ∑
|α|=n
B
(
α+ 121
)
α!
=
B
(
1
21
)
n!
.
4. ∫
|x|≤r;x≥0
(ax̂)
m
f (|x|) dx = m!Γ
(
d
2
)
2mΓ
(
m+d
2
)
 ∑
|β|=m
aβ
(β/2)!
 ∫
|x|≤r;x≥0
f (|x|) dx. (A.48)
5. ∫
|x|≤r
(â+x̂+)
m
f (|x|) dx = m!Γ
(
d
2
)
2mΓ
(
m+d
2
)
 ∑
|β|=m
aβ+
(β/2)!
 ∫
|x|≤r
f (|x|) dx.
See remark to this theorem: specifically inequality A.53.
6. ?? ∣∣∣∣∣∣∣
∫
|x|≤r
(âx̂)
m
f (|x|) dx
∣∣∣∣∣∣∣ ≤
m!Γ
(
d
2
)
2mΓ
(
m+d
2
)
 ∑
|β|=m
aβ+
(β/2)!
 ∫
|x|≤r
|f (|x|)| dx.
?? ∫
|x|≤r
(âx̂)
m
f (|x|) dx =??ωd−1B
(
m+ 1
2
,
d− 2
2
)∫ r
0
f (ρ) ρd−1dρ.
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Proof. Part 1 By splitting the domain of integration |x| ≤ r into the 2d orthants and reflecting each orthants
into the orthant x ≥ 0 we easily obtain∫
|x|≤r
|x̂α| f (|x|) dx = 2d
∫
|x|≤r;x≥0
x̂αf (|x|) dx.
Part 2 From A.31 the relevant formula is∫
|x|≤r;x≥0
g (x) f (|x|) dx =
∫ pi/2
0︸ ︷︷ ︸
d−1×
∫ r
0
g (x) f (ρ) ρd−1dρ
d−1∏
j=1
sinj−1 φjdφ1 . . . dφd−1,
and here g (x) = x̂α. From A.29,
x̂α =
(
x
|x|
)α
=
xα
|x||α|
=
xα
ρ|α|
=
= (ρ sinφ1 sinφ2 . . . sinφd−1)
α1 (ρ cosφ1 sinφ2 . . . sinφd−1)
α2 ×
× (ρ cosφ2 . . . sinφd−1)α3 × . . .× (ρ cosφd−1)αd /ρ|α|
= sinα1 φ1 sin
α1+α2 φ2 × . . .× sinα1+α2+...+αd−1 φd−1×
× (cosα2 φ1 cosα3 φ2 cosα4 φ3 × . . .× cosαd φd−1) ,
and hence ∫
|x|≤r
x≥0
x̂αf (|x|) dx =
(∫ r
0
ρd−1f (ρ) dρ
)∫ pi/2
0︸ ︷︷ ︸
×d−1
x̂α
d−1∏
j=1
sinj−1 φjdφ1 · · · dφd−1.
Regarding the angular term∫ pi
2
0
. . .
∫ pi
2
0︸ ︷︷ ︸
×d−1
x̂α
d−1∏
j=1
sinj−1 φjdφ1 · · · dφd−1
=
pi
2∫
0
. . .
pi
2∫
0︸ ︷︷ ︸
×d−1
(
sinα1 φ1 sin
α1+α2 φ2 × . . .× sinα1+α2+...+αd−1 φd−1×
× cosα2 φ1 cosα3 φ2 cosα4 φ3 × . . .× cosαd φd−1
)
d−1∏
j=1
sinj−1 φjdφ1 . . . dφd−1
=

pi
2∫
0
sinα1 φ1 cos
α2 φ1dφ1

pi
2∫
0
. . .
pi
2∫
0︸ ︷︷ ︸
×d−2
(
sinα1+α2 φ2 × . . .× sinα1+α2+...+αd−1 φd−1×
× cosα3 φ2 cosα4 φ3 × . . .× cosαd φd−1
)
×
×
d−1∏
j=2
sinj−1 φjdφ2 . . . dφd−1
=

pi
2∫
0
sinα1 φ1 cos
α2 φ1dφ1


pi
2∫
0
sinα1+α2+1 φ2 cos
α3 φ2dφ2
×
×

pi
2∫
0
sinα1+α2+α3+2 φ3 cos
α4 φ3dφ3
× . . .
. . .×

pi
2∫
0
sinα1+...+αk+k−1 φk cosαk+1 φkdφk
 × . . .×

pi
2∫
0
sinα1+...+αd−1+d−2 φd−1 cosαd φd−1dφd−1
 .
From A.41, ∫ pi
2
0
sinp θ cosq θdθ =
1
2
Γ
(
p+1
2
)
Γ
(
q+1
2
)
Γ
(
p+q
2 + 1
) , p, q > −1
2
,
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so that∫ pi/2
0
. . .
∫ pi/2
0︸ ︷︷ ︸ x̂α
×d−1
d−1∏
j=1
sinj−1 φjdφ1 · · · dφd−1
=

pi
2∫
0
sinα1 φ1 cos
α2 φ1dφ1


pi
2∫
0
sinα1+α2+1 φ2 cos
α3 φ2dφ2


pi
2∫
0
sinα1+α2+α3+2 φ3 cos
α4 φ3dφ3
× . . .
. . .×

pi
2∫
0
sinα1+...+αk+k−1 φk cosαk+1 φkdφk
× . . .×

pi
2∫
0
sinα1+...+αd−1+d−2 φd−1 cosαd φd−1dφd−1

=
1
2d−1
Γ
(
α1+1
2
)
Γ
(
α2+1
2
)
Γ
(
α1+α2
2 + 1
) Γ (α1+α22 + 1)Γ (α3+12 )
Γ
(
α1+α2+α3+1
2 + 1
) × . . .
. . .×
Γ
(
α1+...+αk+k
2
)
Γ
(
αk+1+1
2
)
Γ
(
α1+...+αk+1+k−1
2 + 1
) × . . .× Γ
(
α1+...+αd−1+d−1
2
)
Γ
(
αd+1
2
)
Γ
(
α1+...+αd−1+αd+d−2
2 + 1
)
=
1
2d−1
Γ
(
α1+1
2
)
Γ
(
α2+1
2
)
. . .Γ
(
αd+1
2
)
Γ
(
α1+...+αd−1+αd+d−2
2 + 1
)
=
1
2d−1
Γ
(
α1+1
2
)
Γ
(
α2+1
2
)
. . .Γ
(
αd+1
2
)
Γ
(
|α|+d
2
)
=
1
2d−1
B
(
α+ 1
2
)
,
Since ωd =
2pid/2
Γ(d/2)
(
= 2B
(
1
21
))
we can now write∫
|x|≤r;x≥0
x̂αf (|x|) dx = 1
2d−1
B
(
α+ 1
2
)∫ r
0
ρd−1f (ρ) dρ
=
1
2d−1
B
(
α+ 1
2
)
1
ωd
∫
|x|≤r
f (|x|) dx
= 2B
(
α+ 1
2
)
1
ωd
∫
|x|≤r;x≥0
f (|x|) dx
=
B
(
1
2 (α+ 1)
)
B
(
1
21
) ∫
|x|≤r;x≥0
f (|x|) dx.
Part 3 Choose f such that f (x) > 0. Then from part 1 and part 2,
B
(
1
2 (α+ 1)
)
B
(
1
21
) ∫
|x|≤r
x≥0
f (|x|) dx =
∫
|x|≤r
x≥0
x̂αf (|x|) dx ≤
∫
|x|≤r
x≥0
|x̂||α| f (|x|) dx
=
∫
|x|≤r
x≥0
f (|x|) dx,
so
B
(
1
2 (α+ 1)
)
B
(
1
21
) ≤ 1.
From part 2 ∫
|x|≤r
x̂2α
α!
f (|x|) dx = B
(
1
2 (2α+ 1)
)
α!B
(
1
21
) ∫
|x|≤r
f (|x|) dx.
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The result follows since
∑
|α|=n
∫
|x|≤r
x̂2α
α!
f (|x|) dx =
∫
|x|≤r
∑
|α|=n
x̂2α
α!
 f (|x|) dx = 1
n!
∫
|x|≤r
f (|x|) dx,
and
∑
|α|=n
B
(
1
2 (2α+ 1)
)
α!B
(
1
21
) ∫
|x|≤r
f (|x|) dx =
∑
|α|=n
B
(
α+ 121
)
α!B
(
1
21
) ∫
|x|≤r
f (|x|) dx
=
∑
|α|=n
B
(
α+ 121
)
α!
 1
B
(
1
21
) ∫
|x|≤r
f (|x|) dx.
Part 4 Using part 2,
∫
|x|≤r,
x≥0
(ax̂)
m
m!
f (|x|) dx =
∫
|x|≤r,
x≥0
∑
|α|=m
aαx̂α
α!
f (|x|) dx =
∑
|α|=m
aα
α!
∫
|x|≤r
x≥0
x̂αf (|x|) dx =
=
2 ∑
|α|=m
aα
α!
B
(
α+ 1
2
) 1
ωd
∫
|x|≤r;x≥0
f (|x|) dx. (A.49)
Next we use the duplication formulas
Γ (x) Γ
(
x+
1
2
)
= 21−2x
√
πΓ (2x) , (A.50)
Γ
(x
2
)
Γ
(
x+ 1
2
)
= 21−x
√
πΓ (x) , (A.51)
to write
1
α!
B
(
α+ 1
2
)
=
1
α!
Γ
(
α1+1
2
)
Γ
(
α2+1
2
)
. . .Γ
(
αd+1
2
)
Γ
(
|α|+d
2
)
=
Γ
(
α1+1
2
)
Γ
(
α2+1
2
)
. . .Γ
(
αd+1
2
)
Γ (α1 + 1)Γ (α2 + 1) . . .Γ (αd + 1)
1
Γ
(
|α|+d
2
)
=
21−2(
α1+1
2 )
√
π
Γ
(
α1
2 + 1
) 21−2(α2+12 )√π
Γ
(
α2
2 + 1
) . . . 21−2
(
αd+1
2
)√
π
Γ
(
αd
2 + 1
) 1
Γ
(
|α|+d
2
)
= πd/2
2−α1
Γ
(
α1
2 + 1
) 2−α2
Γ
(
α2
2 + 1
) . . . 2−αd
Γ
(
αd
2 + 1
) 1
Γ
(
|α|+d
2
)
=
πd/2
2|α|
1
Γ
(
α1
2 + 1
) 1
Γ
(
α2
2 + 1
) . . . 1
Γ
(
αd
2 + 1
) 1
Γ
(
|α|+d
2
) ,
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so that if we use the factorial (or pi) function
2
∑
|α|=m
aα
α!
B
(
α+ 1
2
)
=
∑
|α|=m
πd/2
2|α|−1
aα
1
Γ
(
α1
2 + 1
) 1
Γ
(
α2
2 + 1
) . . . 1
Γ
(
αd
2 + 1
) 1
Γ
(
|α|+d
2
)
=
πd/2
2m−1Γ
(
m+d
2
) ∑
|α|=m
aα
1
Γ
(
α1
2 + 1
) 1
Γ
(
α2
2 + 1
) . . . 1
Γ
(
αd
2 + 1
)
=
πd/2
2m−1Γ
(
m+d
2
) ∑
|α|=m
aα
Γ
(
α
2 + 1
)
=
πd/2
2m−1Γ
(
m+d
2
) ∑
|α|=m
aα
(α/2)!
,
and because ωd =
2pid/2
Γ(d/2) , A.49 becomes∫
|x|≤r;x≥0
(ax̂)
m
m!
f (|x|) dx = 2
∑
|α|=m
aα
α!
B
(
α+ 1
2
)
1
ωd
∫
|x|≤r;x≥0
f (|x|) dx
=
πd/2
2m−1Γ
(
m+d
2
)
 ∑
|α|=m
aα
(α/2)!
 1
ωd
∫
|x|≤r;x≥0
f (|x|) dx
=
πd/2
2m−1Γ
(
m+d
2
)
 ∑
|α|=m
aα
(α/2)!
 1
2pid/2
Γ(d/2)
∫
|x|≤r;x≥0
f (|x|) dx
=
Γ
(
d
2
)
2mΓ
(
m+d
2
)
 ∑
|α|=m
aα
(α/2)!
 ∫
|x|≤r;x≥0
f (|x|) dx,
which proves part 4.
Part 5 From part 4 of Corollary 364 and then part 4,∫
|x|≤r
(â+x̂+)
m
f (|x|) dx = 2d
∫
|x|≤r;x≥0
(â+x̂)
m
f (|x|) dx
=
m!Γ
(
d
2
)
2mΓ
(
m+d
2
)
 ∑
|β|=m
aβ+
(β/2)!
 ∫
|x|≤r
f (|x|) dx.
Part 6 ?? From part 5,∣∣∣∣∣∣∣
∫
|x|≤r
(âx̂)
m
f (|x|) dx
∣∣∣∣∣∣∣ ≤
∫
|x|≤r
|âx̂|m |f (|x|)| dx ≤
∫
|x|≤r
(â+x̂+)
m |f (|x|)| dx =
=
m!Γ
(
d
2
)
2mΓ
(
m+d
2
)
 ∑
|β|=m
aβ+
(β/2)!
 ∫
|x|≤r
|f (|x|)| dx.
*****************************
Since ∫
|x|≤r
u (ξx) f (|x|) dx = ωd−1
∫ r
0
(∫ pi
0
u (|ξ| ρ cos t) sind−2 tdt
)
f (ρ) ρd−1dρ. (A.52)
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∫
|x|≤r
(âx̂)
m
g (|x|) dx =
∫
|x|≤r
(âx)
m g (|x|)
|x|m dx
= ωd−1
∫ r
0
(∫ pi
0
(ρ cos θ)
m
sind−2 θdθ
)
g (ρ)
ρm
ρd−1dρ
= ωd−1
∫ r
0
(∫ pi
0
cosm θ sind−2 θdθ
)
g (ρ) ρd−1dρ
= ωd−1
(∫ pi
0
cosm θ sind−2 θdθ
)∫ r
0
g (ρ) ρd−1dρ.
If m even then∫ pi
0
cosm θ sind−2 θdθ =
∫ pi/2
0
cosm θ sind−2 θdθ +
∫ pi
pi/2
cosm θ sind−2 θdθ
=
∫ pi/2
0
cosm θ sind−2 θdθ +
∫ pi/2
0
cosm
(
φ+
π
2
)
sind−2
(
φ+
π
2
)
dφ
=
∫ pi/2
0
cosm θ sind−2 θdθ + (−1)m
∫ pi/2
0
sinm φ cosd−2 φdφ
= 2
∫ pi/2
0
cosm θ sind−2 θdθ
= B
(
m+ 1
2
,
d− 2
2
)
,
so that ∫
|x|≤r
(âx̂)m g (|x|) dx = ωd−1B
(
m+ 1
2
,
d− 2
2
)∫ r
0
g (ρ) ρd−1dρ.
Remark 366 ?? CHECK! ?? We use the estimates A.26 i.e.
√
2πe−xxx+
1
2 <
√
2πe−x+
1
1+12xxx+
1
2 < Γ (x+ 1) <
√
2πe−x+
1
12xxx+
1
2 , x ≥ 0.
Hence
βk!
(βk/2)!
=
Γ (βk + 1)
Γ
(
βk
2 + 1
) < √2πe−βk+ 112βk ββk+ 12k√
2πe
−βk/2+ 11+6βk
(
βk
2
) βk
2 +
1
2
=
=
e
−βk+ 112βk ββk+
1
2
k
e
−βk/2+ 11+6βk
(
βk
2
) βk
2 +
1
2
=
e
−βk+ 112βk ββk+
1
2
k 2
βk
2 +
1
2
e
−βk/2+ 11+6βk β
βk
2 +
1
2
k
=
=
(
e
−βk+ 112βk ββk+
1
2
k 2
βk
2 +
1
2
)(
e
βk/2− 11+6βk β−
βk
2 − 12
k
)
= 2
βk
2 +
1
2 ×
(
e
−βk+ 112βk eβk/2−
1
1+6βk
)(
β
βk+
1
2
k β
− βk2 − 12
k
)
= 2
βk
2 +
1
2 e
−βk2 + 112βk−
1
1+6βk β
βk
2
k
<
√
22
βk
2 e−
βk
2 β
βk
2
k when βk ≥ 1.
Inequality also holds when βk = 0 so
βk!
(βk/2)!
≤
√
22
βk
2 e−
βk
2 β
βk
2
k when βk ≥ 0,
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and so again from A.26,
β!
(β/2)!
< 2
d
2 2
|β|
2 e−
|β|
2 |β| |β|2 = 2
d
2 2|β|√
2π
√|β| /2√2πe− |β|2 (|β| /2) |β|2 (|β| /2) 12
<
2
d
2+|β|√|β|π (|β| /2)! = 2
d
2+|β|√|β|π (|β| /2)!.
Thus
∑
|β|=m
aβ+
(β/2)!
=
∑
|β|=m
β!
(β/2)!
aβ+
β!
<
2
d
2+m√
mπ
(m/2)!
∑
|β|=m
aβ+
β!
=
=
2
d
2+m√
mπ
(m/2)!
∑
|β|=m
aβ+1
β
β!
=
2
d
2+m√
mπ
(m/2)!
m!
|a|m1
m!Γ
(
d
2
)
2mΓ
(
m+d
2
) ∑
|β|=m
aβ+
(β/2)!
<
m!Γ
(
d
2
)
2mΓ
(
m+d
2
) 2 d2+m√
mπ
(m/2)!
m!
|a|m1
=
Γ
(
d
2
)
Γ
(
m+d
2
) 2 d2√
mπ
(m
2
)
! |a|m1
=
Γ
(
d
2
)
Γ
(
m+d
2
) 2 d2√
mπ
Γ
(m
2
+ 1
)
|a|m1
=
Γ
(
d
2
)
Γ
(
m+d
2
) 2 d2√
mπ
m
2
Γ
(m
2
)
|a|m1
= B
(
m
2
,
d
2
)
2
d
2−1√
mπ
m |a|m1
=
√
2d−2m
π
B
(
m
2
,
d
2
)
|a|m1 .
Finally note that |a|1 = 1a+≤ |1| |a| = d1/2 |a| so that
m!Γ
(
d
2
)
2mΓ
(
m+d
2
) ∑
|β|=m
aβ+
(β/2)!
<
√
2d−2mdm
π
B
(
m
2
,
d
2
)
|a|m . (A.53)
?? Examine this inequality numerically? ??
??
Corollary 367 Assuming p > −1,
∫
|x|≤r
∣∣∣ξ̂x∣∣∣p |η̂x|q f (|x|) dx ≤ B
(
d−1
2 ,
max{p,q}+1
2
)
B
(
d−1
2 ,
1
2
) ∫
|x|≤r
|x|p+q f (|x|) dx, (A.54)
and ∫
|x|≤r
∣∣xβ ∣∣ ∣∣∣ξ̂x∣∣∣p |η̂x|q f (|x|) dx
≤ min
 2ωdB
(
β + 1
2
)
,
B
(
d−1
2 ,
max{p,q}+1
2
)
B
(
d−1
2 ,
1
2
)

∫
|x|≤r
|x||β|+p+q f (|x|) dx,
where B
(
β+1
2
)
is defined by A.47.
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Proof. We prove A.54 as follows: from A.40,∫
|x|≤r
(
ξ̂x̂
)s
f (|x|) dx = B
(
d−1
2 ,
s+1
2
)
B
(
d−1
2 ,
1
2
) ∫
|x|≤r
f (|x|) dx,
so ∫
|x|≤r
∣∣∣ξ̂x∣∣∣p |η̂x|q f (|x|) dx
=
∫
|x|≤r
∣∣∣ξ̂x̂∣∣∣p |η̂x̂|q |x|p+q f (|x|) dx
≤ min

∫
|x|≤r
∣∣∣ξ̂x̂∣∣∣p |x|p+q f (|x|) dx, ∫
|x|≤r
|η̂x̂|q |x|p+q f (|x|) dx

= min
B
(
d−1
2 ,
p+1
2
)
B
(
d−1
2 ,
1
2
) ∫
|x|≤r
|x|p+q f (|x|) dx, B
(
d−1
2 ,
q+1
2
)
B
(
d−1
2 ,
1
2
) ∫
|x|≤r
|x|p+q f (|x|) dx

=
B
(
d−1
2 ,
max{p,q}+1
2
)
B
(
d−1
2 ,
1
2
) ∫
|x|≤r
|x|p+q f (|x|) dx.
Next ∫
|x|≤r
∣∣xβ∣∣ ∣∣∣ξ̂x∣∣∣p |η̂x|q f (|x|) dx
=
∫
|x|≤r
∣∣x̂β∣∣ ∣∣∣ξ̂x̂∣∣∣p |η̂x̂|q |x||β|+p+q f (|x|) dx
≤ min

∫
|x|≤r
∣∣x̂β∣∣ |x||β|+p+q f (|x|) dx, ∫
|x|≤r
∣∣∣ξ̂x̂∣∣∣p |η̂x̂|q |x||β|+p+q f (|x|) dx

≤ min
 2ωdB
(
β + 1
2
) ∫
|x|≤r
|x||β|+p+q f (|x|) dx,
B
(
d−1
2 ,
max{p,q}+1
2
)
B
(
d−1
2 ,
1
2
) ∫
|x|≤r
|x||β|+p+q f (|x|) dx

≤ min
 2ωdB
(
β + 1
2
)
,
B
(
d−1
2 ,
max{p,q}+1
2
)
B
(
d−1
2 ,
1
2
)

∫
|x|≤r
|x||β|+p+q f (|x|) dx
Corollary 368 Suppose d ≥ 2. Then for ξ ∈ Rd and 1 ≤ k ≤ d,∫
|x|≤r
eiξxf (|x|) dx =
∫
|x|≤r
ei|ξ|xkf (|x|) dx
= Γ
(
d
2
)
ωd
∫ r
0
J d−2
2
(sρ)
(sρ/2)
d−2
2
f (ρ) ρd−1dρ
= Γ
(
d
2
) ∫
|x|≤r
J d−2
2
(|ξ| |x|)(
|ξ||x|
2
) d−2
2
f (|x|) dx,
where ωd =
2pid/2
Γ(d/2) .
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Proof. Here we apply both parts of Theorem 361 with u (µ) = eiµ and s = |ξ|. Indeed∫
|x|≤r
eisxdf (|x|) dx = 2π
d−1
2
Γ
(
d−1
2
) ∫ r
0
(∫ pi
0
eisρ cos t sind−2 tdt
)
f (ρ) ρd−1dρ. (A.55)
But the change of variables: q = cos t, dt = − (1− q2)−1/2 dq we obtain,∫ pi
0
eisρ cos t sind−2 tdt = −
∫ −1
1
eisρp
(
1− p2) d−22 (1− p2)−1/2 dp
=
∫ 1
−1
eisρp
(
1− p2) d−22 − 12 dp.
From Exercise 11.7.3 of [5]:
Jv (x) =
(x/2)v√
πΓ
(
v + 12
) ∫ 1
−1
eixp
(
1− p2)v− 12 dp, v > 1
2
, x ∈ R1,
so when v = d−22 and x = sρ,∫ 1
−1
eisρp
(
1− p2) d−22 − 12 dp = √πΓ (d−12 )
(sρ/2)
v J d−2
2
(sρ) =
√
πΓ
(
d−1
2
)
(sρ/2)
v J d−2
2
(sρ) ,
which implies ∫ pi
0
eisρ cos t sind−2 tdt =
√
πΓ
(
d−1
2
)
(sρ/2)v
J d−2
2
(sρ) ,∫
|x|≤r
eisxdf (|x|) dx = 2π
d−1
2
Γ
(
d−1
2
) ∫ r
0
√
πΓ
(
d−1
2
)
(sρ/2)
d−2
2
J d−2
2
(sρ) f (ρ) ρd−1dρ
= 2π
d
2
∫ r
0
J d−2
2
(sρ)
(sρ/2)
d−2
2
f (ρ) ρd−1dρ
= Γ
(
d
2
) 2π d2
Γ
(
d
2
) ∫ r
0
J d−2
2
(sρ)
(sρ/2)
d−2
2
f (ρ) ρd−1dρ
= Γ
(
d
2
)
ωd
∫ r
0
J d−2
2
(sρ)
(sρ/2)
d−2
2
f (ρ) ρd−1dρ.
Finally, using a permutation change of variables that only swaps xk and xd, we have∫
|x|≤r
eisxkf (|x|) dx =
∫
|x|≤r
eisxdf (|x|) dx, 1 ≤ k ≤ d.
Remark 369 If B is the beta function, noting Corollary 364 we define the function C by
C (d, p) :=
B
(
d−1
2 ,
p+1
2
)
B
(
d−1
2 ,
1
2
) = B (d2 , p+12 )
B
(
1
2 ,
p+d
2
) , d ≥ 1, p > −1.
We have:
1. 0 < C (d, p) ≤ 1 and C (1, p) = 1 for all p ≥ 0.
2. When d > 1, C (d, p) ≤ 1 with equality iff p = 0.
3. ∂∂dC (d, p) < 0 and
∂
∂pC (d, p) < 0 when d > 1 and p ≥ 0.
4. lim
p→∞C (d, p) = 0 and limd→∞
C (d, p) = 0.
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Regarding the equation ??A.38, when p > − 12 and d ≥ 2 it is clear that∫
|x|≤r
∣∣∣ξ̂x∣∣∣p f (|x|) dx < ∫
|x|≤r
(∣∣∣ξ̂∣∣∣ |x|)p f (|x|) dx = ∫
|x|≤r
|x|p f (|x|) dx,
so A.38 is always better.
Remark 370 ?? What about the approximation:∣∣∣∣∣∣∣
∫
|x|≤r
u (xk) f (|x|) dx
∣∣∣∣∣∣∣ ≤
∫
|x|≤r
|u (xk)| |f (|x|)| dx ≤
∫
|x′|≤r; |xk|≤r
|u (xk)| |f (|x|)| dx =
=
∫ r
−r
|u (xk)|
∫
|x′|≤r
|f (|x|)| dx′dxk
=
∫ r
−r
|u (xk)|
∫
|x′|≤r
∣∣∣∣f (√x2k + |x′|2)∣∣∣∣ dx′dxk
= ωd−1
∫ r
−r
|u (xk)|
∫ r
0
ρd−2
∣∣∣∣f (√x2k + ρ2)∣∣∣∣ dρdxk
= ωd−1
∫ r
0
(|u (xk)|+ |u (−xk)|)
∫ r
0
ρd−2
∣∣∣∣f (√x2k + ρ2)∣∣∣∣ dρdxk
= ωd−1
∫ r
0
∫ r
0
(|u (y1)|+ |u (−y1)|) (y2)d−2 |f (|y|)| dy1dy2
≤ ωd−1
∫
|y|≤r
(|u (y1)|+ |u (−y1)|) (y2)d−2 |f (|y|)| dy1dy2
= ωd−1
∫ r
0
∫ 2pi
0
(|u (ρ cosφ)|+ |u (−ρ cosφ)|) (ρ sinφ)d−2 |f (ρ)| ρ dρdφ
= ωd−1
∫ r
0
∫ 2pi
0
(|u (ρ cosφ)|+ |u (−ρ cosφ)|) (ρ sinφ)d−2 |f (ρ)| ρdφdρ
= ωd−1
∫ r
0
∫ 2pi
0
ρd−1 |f (ρ)| |u (ρ cosφ)| sind−2 φdφdρ+
+ ωd−1
∫ r
0
∫ 2pi
0
ρd−1 |f (ρ)| |u (−ρ cosφ)| sind−2 φdφdρ?
?? Application: ∫
|·|≤r
|aξ|2(n+1)
w◦ (|·|) |ĝn (aξ)|
2
=
∫
|ξ|≤r
1
w◦ (|·|)
(
ξk
|a|
)2(n+1) ∣∣∣∣ĝn( ξk|a|
)∣∣∣∣2 dξ
=
∫
|ξ|≤r
dξ′
w◦ (|·|)
(
ξk
|a|
)2(n+1) ∣∣∣∣ĝn( ξk|a|
)∣∣∣∣2 dξk
≤
∫
|ξk|≤r
∫
|ξ′|≤r
dξ′
w◦ (|·|)
(
ξk
|a|
)2(n+1) ∣∣∣∣ĝn( ξk|a|
)∣∣∣∣2 dξk
ETC.??
A.10.1 Expressions for C (d, 1)
C (d, 1) =
B
(
d
2 ,
2
2
)
B
(
1
2 ,
1+d
2
) = B (d2 , 1)
B
(
1
2 ,
1+d
2
) = Γ (d2)Γ (1)
Γ
(
1
2
)
Γ
(
1+d
2
) = (A.56)
=
Γ
(
d
2
)
Γ
(
1
2
)
Γ
(
1
2
)2
Γ
(
1+d
2
) = 1
π
B
(
d
2
,
1
2
)
.
Also
C (d, 1) =
Γ
(
d
2
)
Γ (1)
Γ
(
1
2
)
Γ
(
1+d
2
) = 1√
π
Γ
(
d
2
)
Γ
(
1+d
2
) .
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From A.53,
Γ
(
1 +m
2
)
Γ
(m
2
)
=
√
π
(m− 1)!
2m−1
,
so
C (d, 1) =
1√
π
Γ
(
d
2
)
Γ
(
1+d
2
) = (d− 1)!
2d−1
1
Γ
(
1+d
2
)2 ,
and
C (d, 1) =
1√
π
Γ
(
d
2
)
Γ
(
1+d
2
) = 1
π
2d−1
(d− 1)!Γ
(
d
2
)2
.
Thus when d is even
C (d, 1) =
1
π
2d−1
(d− 1)!Γ
(
d
2
)2
=
1
π
2d−1
(d− 1)!
((
d
2
− 1
)
!
)2
=
=
1
π
2d−1
(d− 1)!
((
d− 2
2
)
!
)2
=
1
π
2d−1
d− 1
1
(d− 2)!
((
d− 2
2
)
!
)2
=
=
1
π
2d−1
d− 1
1(d−2
d−2
2
) .
and when d is odd
C (d, 1) =
(d− 1)!
2d−1
1
Γ
(
1+d
2
)2 = (d− 1)!2d−1 1(( 1+d
2 − 1
)
!
)2 =
=
1
2d−1
(d− 1)!((
d−1
2
)
!
)2 = 12d−1 (d−1d−12 ).
A.10.2 Upper bounds for C (d, p) when p ≥ 0
C (d, p) =
B
(
d
2 ,
p+1
2
)
B
(
1
2 ,
p+d
2
) = Γ (d2)Γ (p+12 )
Γ
(
1
2
)
Γ
(
p+d
2
) , p ≥ 0. (A.57)
Two cases: d even and d odd.
Case d even Set d = 2n ≥ 2. Then
C (d, p) =
Γ (n) Γ
(
p+1
2
)
Γ
(
1
2
)
Γ
(
p
2 + n
) .
But if n ≥ 2,
Γ
(
d
2
)
= Γ (n) = (n− 1)!
Also
Γ
(
2 +
p
2
)
=
(
1 +
p
2
)
Γ
(
1 +
p
2
)
,
Γ
(
1 +
p
2
)
=
p
2
Γ
(p
2
)
,
and in general
Γ
(
n+
p
2
)
=
(
n− 1 + p
2
)
. . .
(
1 +
p
2
)
Γ
(
1 +
p
2
)
, n ≥ 2, p ≥ 0, (A.58)
and
Γ
(
n+
p
2
)
=
(
n− 1 + p
2
)
. . .
(
1 +
p
2
) p
2
Γ
(p
2
)
, n ≥ 1, p > 0, (A.59)
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so that
C (d, p) =
Γ (n) Γ
(
1+p
2
)
Γ
(
1
2
)
Γ
(
n+ p2
)
=
(n− 1)!(
1 + p2
)
. . .
(
n− 1 + p2
) Γ ( 1+p2 )
Γ
(
1
2
)
Γ
(
1 + p2
) (A.60)
=
(n− 1)!(
1 + p2
)
. . .
(
n− 1 + p2
) 1
Γ
(
1
2
)2 Γ
(
1
2
)
Γ
(
1+p
2
)
Γ
(
1 + p2
)
=
{
1, n = 1,
1
1+ p2
2
2+ p2
. . . n−1n−1+ p2 , n ≥ 2,
}
1
π
B
(
1
2
,
1 + p
2
)
. (A.61)
The function
f (x) =
x
x+ p2
has positive, decreasing slope so
f (1) + f (2) + . . .+ f (m)
m
< f
(
m+ 1
2
)
.
But GeomMean ≤ ArithMean so
f (1) f (2) . . . f (m) ≤
(
f (1) + f (2) + . . .+ f (m)
m
)m
<
(
f
(
m+ 1
2
))m
,
and thus
1
1 + p2
2
2 + p2
. . .
m
m+ p2
<
( m+1
2
m+1
2 +
p
2
)m
=
1(
1 + pm+1
)m = 1 + pm+1(
1 + pm+1
)m+1 .
Numerical experiments show that for s ≥ 1,
1(
1 + qs
)s ≤ e−q (1 + qs)1/2 , 0 ≤ q ≤ 1,
so that
1
1 + p2
2
2 + p2
. . .
m
m+ p2
<
 e
−p
(
1 + pm+1
)3/2
, 0 ≤ p ≤ 1,(
1 + pm+1
)−m
, p ≥ 1,
and
C (d, p) <

{
e−p
(
1 + pn
)3/2
, 0 ≤ p ≤ 1,
1
(1+ pn )
n−1 , p ≥ 1,
}
, n ≥ 2,
1, n = 1.
 1πB
(
1
2
,
1 + p
2
)
. (A.62)
From numerical experiments:
1.5708√
1
4 + p
< B
(
1
2
,
1 + p
2
)
<
1.7725√
1
4 +
p
2
,
and I suspect that
π/2√
1
4 + p
< B
(
1
2
,
1 + p
2
)
<
√
π√
1
4 +
p
2
.
Thus
1/2√
1
4 +
p
2
<
1
π
B
(
1
2
,
1 + p
2
)
<
1/
√
π√
1
4 +
p
2
, (A.63)
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and A.62 becomes
C (d, p) <

{
e−p
(
1 + pn
)3/2
, 0 ≤ p ≤ 1,
1
(1+ pn)
n−1 , p ≥ 1,
}
, n ≥ 2,
1, n = 1.
 1/
√
π√
1
4 +
p
2
=

 e−p
(
1 + 2pd
)3/2
, 0 ≤ p ≤ 1,
1
(1+ 2pd )
d
2
−1
, p ≥ 1,
 , d = 4, 6, 8, . . . ,
1, d = 2.

√
4/π√
1 + 2p
. (A.64)
Case d odd Set d = 2n+ 1. Then from A.59, Γ
(
n+ p2
)
=
(
n− 1 + p2
)
. . .
(
1 + p2
)
p
2Γ
(
p
2
)
when n ≥ 1, p > 0,
C (d, p) =
Γ
(
d
2
)
Γ
(
1
2 +
p
2
)
Γ
(
1
2
)
Γ
(
d
2 +
p
2
) = Γ (n+ 12)Γ ( 12 + p2)
Γ
(
1
2
)
Γ
(
n+ 12 +
p
2
) =
=
(
n− 1 + 12
)
. . .
(
1 + 12
)
1
2Γ
(
1
2
)
Γ
(
1
2 +
p
2
)
Γ
(
1
2
) (
n− 1 + 12 + p2
)
. . .
(
1 + 12 +
p
2
) (
1
2 +
p
2
)
Γ
(
1
2 +
p
2
)
=
(
n− 1 + 12
)
. . .
(
1 + 12
)
1
2(
n− 1 + 12 + p2
)
. . .
(
1 + 12 +
p
2
) (
1
2 +
p
2
)
=
1
2
1
2 +
p
2
3
2
3
2 +
p
2
. . .
n− 32
n− 32 + p2
n− 12
n− 12 + p2
.
Following the case of d even:
C (d, p) = f
(
1
2
)
f
(
3
2
)
. . . f
(
n− 1
2
)
≤
(
f
(
1
2
)
+ f
(
3
2
)
+ f
(
5
2
)
+ . . .+ f
(
n− 12
)
n
)n
<
<
(
f
(n
2
))n
=
( n
2
n
2 +
p
2
)n
=
(
1
1 + pn
)n
=
(
1 +
p
n
)−n
≤
≤
{
e−p
(
1 + pn
)1/2
, 0 ≤ p ≤ 1,(
1 + pn
)−n
, p ≥ 1,
=

e−p
(
1 + 2pd−1
)1/2
, 0 ≤ p ≤ 1,(
1 + 2pd−1
)− d−12
, p ≥ 1,
so that
C (d, p) <

e−p
(
1 + 2pd−1
)1/2
, 0 ≤ p ≤ 1,(
1 + 2pd−1
)− d−12
, p ≥ 1,
 , d = 3, 5, 7, . . . . (A.65)
A.10.3 The convolution of radial functions
?? THE PROOF OF THIS theorem is wrong! FIX! USE Theorem 360 by writing:
Since
|y − x| =
√
|y|2 − 2yx+ |x|2,
we can write ∫
|x|≤R
f (|x|) g (|y − x|) dx =
∫
|x|≤R
f (|x|) g
(√
|y|2 − 2yx+ |x|2
)
dx,
and apply Theorem 360:∫
|x|≤R
Φ (yx, |x|) dx = ωd−1
∫ R
0
ρd−1
∫ pi
0
Φ (|y| ρ cos θ, ρ) sind−2 θdθdρ,
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with
Φ (u, v) = f (v) g
(√
|y|2 − 2u+ v2
)
,
to obtain
∫
|x|≤R
f (|x|) g (|y − x|) dx = ωd−1
∫ R
0
ρd−1
∫ pi
0
f (ρ) g
(√
|y|2 − 2 |y| ρ cos θ + ρ2
)
sind−2 θdθdρ
= ωd−1
∫ R
0
ρd−1f (ρ)
∫ pi
0
g
(√
|y|2 − 2 |y| ρ cos θ + ρ2
)
sind−2 θdθdρ.
Theorem 371 Convolution of radial functions The expression
∫
|x|≤R
f (|x|) g (|y − x|) dx, is an even function
of y when d = 1 and a radial function of y when d > 1. In fact,
∫
|x|≤R
f (|x|) g (|y − x|) dx
=

R∫
0
f (x) (g (||y|+ x|) + g (||y| − x|)) dx, d = 1,
ωd−1
pi∫
0
R∫
0
ρd−1f (ρ) g
(√
|y|2 − 2 |y| ρ cos θ + ρ2
)
sind−2 θ dρdθ,
ωd−1
1∫
−1
R∫
0
ρd−1f (ρ) g
(√
|y|2 − 2 |y| ρt+ ρ2
)
dρ
(
1− t2) d−32 dt,
ωd−1 |y|d
∫ 1
−1
∫ R/|y|
0
ρd−1f (|y| ρ) g
(
|y|
√
1− 2ρt+ ρ2
)
dρ
(
1− t2) d−32 dt,
d ≥ 2.
where
ωk =
2πk/2
Γ (k/2)
, k ≥ 1.
Proof. ?? PROOF IS WRONG! It obtains ωdpi instead of ωd−1.??
??
If d = 1 use the change of variables y → −y. If d ≥ 2 an orthogonal transformation argument (see the proof of
part 1 Theorem 361) shows that
∫
|x|≤r
f (|x|) g (|y − x|) dx is a radial function. Thus we can set
r := |y| ,
κ (r) :=
∫
|x|≤R
f (|x|) g (|y − x|) dx,
and choosing y = (0′, r), r ≥ 0 we have
κ (r) :=
∫
|x|≤R
f (|x|) g
(√
|(0′, r)− x|2
)
dx =
∫
|x|≤R
f (|x|) g
(√
r2 − 2rxd + |x|2
)
dx.
We consider three cases:
Case d = 1
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∫
|x|≤R
f (|x|) g (|y − x|) dx =
R∫
−R
f (|x|) g (||y| − x|) dx
=
0∫
−R
f (|x|) g (||y| − x|) dx+
R∫
0
f (x) g (||y| − x|) dx
=
R∫
0
f (x) g (||y|+ x|) dx+
R∫
0
f (x) g (||y| − x|) dx
=
R∫
0
f (x) {g (||y|+ x|) + g (||y| − x|)} dx.
Case d = 2
κ (r) =
∫ pi
−pi
∫ R
0
f (ρ) g
(√
r2 − 2rρ cosφ1 + ρ2
)
ρdρdφ1
= 2
∫ pi
0
∫ R
0
ρf (ρ) g
(√
r2 − 2rρ cos θ + ρ2
)
dρdθ
= 2
∫ 1
−1
∫ R
0
ρf (ρ)
g
(√
r2 − 2rρt+ ρ2
)
√
1− t2 dρdt.
Now apply the change variables ρ′ = ρr , dρ = rdρ
′ to get
κ (r) = 2r
∫ 1
−1
∫ R/r
0
ρ′f (rρ′)
g
(
r
√
1− 2ρ′t+ (ρ′)2
)
√
1− t2 dρ
′dθ.
Case d ≥ 3 Changing to spherical coordinates using B.20:
κ (r) =
pi∫
0︸︷︷︸
d−3×
pi∫
−pi
R∫
0
f (ρ) g
(√
r2 − 2rρ cosφd−1 + ρ2
)
ρd−1
d−1∏
j=1
sinj−1 φjdρdφ
=
pi∫
0
R∫
0
ρd−1f (ρ) g
(√
r2 − 2rρ cosφd−1 + ρ2
)
dρ sind−2 φd−1dφd−1×
×
∫ pi
0︸︷︷︸
d−3×
∫ pi
−pi
d−2∏
j=1
sinj−1 φjdφ′
=
∫ pi
0
∫ R
0
ρd−1f (ρ) g
(√
r2 − 2rρ cos θ + ρ2
)
sind−2 θdρdθ×
× 2
∫ pi
0︸︷︷︸
d−2
d−2∏
j=1
sinj−1 φjdφ′.
From A.35, ∫ pi
0︸︷︷︸
d−2
d−2∏
j=1
sinj−1 φjdφ′ =
ωd
ω2
=
ωd
2pi
Γ(1)
=
ωd
2π
,
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so
κ (r) =
ωd
π
∫ pi
0
∫ R
0
ρd−1f (ρ) g
(√
r2 − 2rρ cos θ + ρ2
)
sind−2 θdρdθ
=
ωd
π
∫ 1
−1
∫ R
0
ρd−1f (ρ) g
(√
r2 − 2rρt+ ρ2
) (
1− t2) d−32 dρdt
=
ωd
π
∫ 1
−1
∫ R
0
ρd−1f (ρ) g
(
r
√
1− 2ρ
r
t+
(ρ
r
)2)(
1− t2) d−32 dρdt.
Now apply the change variables ρ′ = ρr , dρ = rdρ
′ to get
κ (r) =
ωd
π
rd
∫ 1
−1
∫ R/r
0
(ρ′)d−1 f (rρ′) g
(
r
√
1− 2ρ′t+ (ρ′)2
)(
1− t2) d−32 dρ′dt.
Corollary 372 Under the assumptions of Theorem 371, if f, g ≥ 0 then∫
|x|≤R
f (|x|) g (|y − x|) dx
=
ωd
2d−3π
1
|y|d−2
×

R∫
0
ρf (ρ)
(|y|+ρ)2∫
(|y|−ρ)2
g (
√
s)
(
s− (|y| − ρ)2
) d−3
2
(
(|y|+ ρ)2 − s
) d−3
2
ds dρ,
R∫
0
ρf (ρ)
|y|+ρ∫
||y|−ρ|
g (u)
(
u2 − (|y| − ρ)2
) d−3
2
(
(|y|+ ρ)2 − u2
) d−3
2
udu dρ.
Proof. Because f, g ≥ 0 we can change the order of integration if the new integral exists:
∫
|x|≤R
f (|x|) g (|y − x|) dx = ωd
π
1∫
−1
R∫
0
ρd−1f (ρ) g
(√
r2 − 2rρt+ ρ2
) (
1− t2) d−32 dρdt
=
ωd
π
R∫
0
ρd−1f (ρ)
1∫
−1
g
(√
r2 − 2rρt+ ρ2
) (
1− t2) d−32 dt dρ (A.66)
Set aρ = r
2 + ρ2 and bρ = 2rρ. Then aρ + bρ = (r + ρ)
2
and aρ − bρ = (r − ρ)2 so that the change of variables:
s = aρ − bρt, t = aρ−sbρ , dt = − 1bρ ds, yields∫ 1
−1
g
(√
r2 − 2rρt+ ρ2
) (
1− t2) d−32 dt
=
∫ 1
−1
g
(√
aρ − bρt
) (
1− t2) d−32 dt
=
∫ (r−ρ)2
(r+ρ)2
g
(√
s
)(
1−
(
aρ − s
bρ
)2) d−32 (
−ds
bρ
)
=
1
bd−2ρ
∫ (r+ρ)2
(r−ρ)2
g
(√
s
) (
b2ρ − (aρ − s)2
) d−3
2
ds
=
1
(2rρ)
d−2
∫ (r+ρ)2
(r−ρ)2
g
(√
s
) (
b2ρ − (aρ − s)2
) d−3
2
ds
=
1
(2rρ)
d−2
∫ (r+ρ)2
(r−ρ)2
g
(√
s
)
(bρ − aρ + s)
d−3
2 (bρ + aρ − s)
d−3
2 ds
=
1
(2rρ)
d−2
∫ (r+ρ)2
(r−ρ)2
g
(√
s
) (
s− (r − ρ)2
) d−3
2
(
(r + ρ)
2 − s
) d−3
2
ds. (A.67)
346 Appendix A. Basic notation, definitions and symbols
Applying the change of variables u =
√
s, s = u2, ds = 2udu gives∫ 1
−1
g
(√
r2 − 2rρt+ ρ2
) (
1− t2) d−32 dt
=
2
(2rρ)d−2
∫ r+ρ
|r−ρ|
g (u)
(
u2 − (r − ρ)2
) d−3
2
(
(r + ρ)2 − u2
) d−3
2
udu. (A.68)
× ∫
|x|≤R
f (|x|) g (|y − x|) dx
=
ωd
π
R∫
0
ρd−1f (ρ)
(2rρ)
d−2
(r+ρ)2∫
(r−ρ)2
g
(√
s
) (
s− (r − ρ)2
) d−3
2
(
(r + ρ)
2 − s
) d−3
2
ds dρ
=
ωd
2d−3π
1
|y|d−2
R∫
0
ρf (ρ)
(|y|+ρ)2∫
(|y|−ρ)2
g
(√
s
) (
s− (|y| − ρ)2
) d−3
2
(
(|y|+ ρ)2 − s
) d−3
2
ds dρ.
Substituting A.68 into A.66 we get∫
|x|≤R
f (|x|) g (|y − x|) dx
=
ωd
π
R∫
0
2ρd−1f (ρ)
(2rρ)
d−2
r+ρ∫
|r−ρ|
g (u)
(
u2 − (r − ρ)2
) d−3
2
(
(r + ρ)
2 − u2
) d−3
2
udu dρ
=
ωd
π
R∫
0
2ρd−1f (ρ)
(2 |y| ρ)d−2
|y|+ρ∫
||y|−ρ|
g (u)
(
u2 − (|y| − ρ)2
) d−3
2
(
(|y|+ ρ)2 − u2
) d−3
2
udu dρ
=
ωd
2d−3π
1
|y|d−2
R∫
0
ρf (ρ)
|y|+ρ∫
||y|−ρ|
g (u)
(
u2 − (|y| − ρ)2
) d−3
2
(
(|y|+ ρ)2 − u2
) d−3
2
udu dρ.
Appendix B
Estimates for Dαf , (âD)n f , |D|2n f , (̂·D)n f where
f = |·|t, |·|t log |·|
B.1 Introduction
1. Motivated by some examples of formulas for (âD)
k |x|−s we will first derive the equations B.8, B.9 and B.15,
B.14 which have the form
(âD)
2n |x|−s = 2n
(s
2
)
n
p2ns (âx̂) |x|−(s+2n) ,
(âD)2n+1 |x|−s = 2n+1
(s
2
)
n+1
(âx̂) p2n+1s (âx̂) |x|−s−(2n+1) ,
where p2ns and p
2n+1
s are polynomials and â = a/ |a|. We make extensive use of the pochhammer or rising
factorial notation (s)k introduced in Definition 373. Iterative formulas are derived for the coefficients of the
polynomials, some involve matrices and are suitable for numerical use.
2. Matlab experiments suggested several conjectures concerning the properties of the polynomials pks e.g. Con-
jecture 378, and this enables us to conjecture the bounds for (âD)
m |x|k, where m, k = 0, 1, 2, . . ., described
in Theorem 379.
3. Estimates of Dmk |x|−s follow from those obtained for (âD)m |x|k.
4. Motivated by more Matlab experiments, further conjectures in Subsubsection B.5.2 finally enable us to
obtain (conjectures for) the upper bounds B.93 and then B.96 for
∣∣∣Dα |x|−s∣∣∣ when |α|+ s > 0.
B.2 Upper bounds for (âD)k |x|−s
??
B.2.1 Some expansions of (âD)k |x|−s
We know that
(âD) |x|−t = −t (âx) |x|−(t+2) , (âD) âx = 1. (B.1)
Hence
(âD) |x|−s = −s (âx) |x|−(s+2) .
(âD)
2 |x|−s = −s |x|−(s+2) + s (s+ 2) (âx)2 |x|−(s+4)
= s
(
−1 + (s+ 2) (âx̂)2
)
|x|−(s+2) .
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(âD)
3 |x|−s = 3s (s+ 2) (âx) |x|−(s+4) − s (s+ 2) (s+ 4) (âx)3 |x|−(s+6)
= s (s+ 2) (âx̂)
{
3− (s+ 4) (âx̂)2
}
|x|−(s+3) .
(âD)
4 |x|−s = 3s (s+ 2) |x|−(s+4) − 6s (s+ 2) (s+ 4) (âx)2 |x|−(s+6)+
+ s (s+ 2) (s+ 4) (s+ 6) (âx)
4 |x|−(s+8)
= s (s+ 2)
{
3− 6 (s+ 4) (âx̂)2 + (s+ 4) (s+ 6) (âx̂)4
}
|x|−(s+4) .
(âD)
5 |x|−s
= 3s (s+ 2) (âD) |x|−(s+4) − 6s (s+ 2) (s+ 4) (âD)
(
(âx)
2 |x|−(s+6)
)
+
+ s (s+ 2) (s+ 4) (s+ 6) (âD)
(
(âx)
4 |x|−(s+8)
)
= −3s (s+ 2) (s+ 4) (âx) |x|−(s+6) − 12s (s+ 2) (s+ 4) (âx) |x|−(s+6)+
+ 6s (s+ 2) (s+ 4) (s+ 6) (âx)
3 |x|−(s+8)+
+ 4s (s+ 2) (s+ 4) (s+ 6) (âx)
3 |x|−(s+8)−
− s (s+ 2) (s+ 4) (s+ 6) (s+ 8) (âx)5 |x|−(s+10)
= −15s (s+ 2) (s+ 4) (âx) |x|−(s+6) + 10s (s+ 2) (s+ 4) (s+ 6) (âx)3 |x|−(s+8)−
− s (s+ 2) (s+ 4) (s+ 6) (s+ 8) (âx)5 |x|−(s+10)
= s (s+ 2) (s+ 4) (âx̂)
{
−15 + 10 (s+ 6) (âx̂)2 − (s+ 6) (s+ 8) (âx̂)4
}
|x|−(s+6) .
(âD)
6 |x|−s
s (s+ 2) (s+ 4)
= −15 (âD)
{
(âx) |x|−(s+6)
}
+ 10 (s+ 6) (âD)
{
(âx)
3 |x|−(s+8)
}
−
− (s+ 6) (s+ 8) (âD)
{
(âx)
5 |x|−(s+10)
}
= −15 (âD)
{
(âx) |x|−(s+6)
}
+ 10 (s+ 6) (âD)
{
(âx)
3 |x|−(s+8)
}
−
− (s+ 6) (s+ 8) (âD)
{
(âx)5 |x|−(s+10)
}
= −15
{
|x|−(s+6) − (s+ 6) (âx)2 |x|−(s+8)
}
+
+ 10 (s+ 6)
{
3 (âx)
2 |x|−(s+8) − (s+ 8) (âx)4 |x|−(s+10)
}
−
− (s+ 6) (s+ 8)
{
5 (âx)4 |x|−(s+10) − (s+ 10) (âx)6 |x|−(s+12)
}
= −15 |x|−(s+6) + 15s (s+ 2) (s+ 4) (s+ 6) (âx)2 |x|−(s+8) + 30 (s+ 6) (âx)2 |x|−(s+8)−
− 10 (s+ 6) (s+ 8) (âx)4 |x|−(s+10) − 5 (s+ 6) (s+ 8) (âx)4 |x|−(s+10)+
+ (s+ 6) (s+ 8) (s+ 10) (âx)
6 |x|−(s+12)
= −15 |x|−(s+6) + 45 (s+ 6) (âx)2 |x|−(s+8) − 15 (s+ 6) (s+ 8) (âx)4 |x|−(s+10)+
+ (s+ 6) (s+ 8) (s+ 10) (âx)
6 |x|−(s+12)
= −15 |x|−(s+6) + 45 (s+ 6) (âx)2 |x|−(s+8) − 15 (s+ 6) (s+ 8) (âx)4 |x|−(s+10)+
+ (s+ 6) (s+ 8) (s+ 10) (âx)6 |x|−(s+12)
=
{ −15 + 45 (s+ 6) (âx̂)2 − 15 (s+ 6) (s+ 8) (âx̂)4+
+(s+ 6) (s+ 8) (s+ 10) (âx̂)
6
}
|x|−(s+6) .
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(âD)7 |x|−s
s (s+ 2) (s+ 4) (s+ 6)
= − 15
s+ 6
(âD)
{
|x|−(s+6)
}
+ 45 (âD)
{
(âx)
2 |x|−(s+8)
}
−
− 15 (s+ 8) (âD)
{
(âx)
4 |x|−(s+10)
}
+
+ (s+ 8) (s+ 10) (âD)
{
(âx)6 |x|−(s+12)
}
= 15 (âx) |x|−(s+8) + 45
{
2 (âx) |x|−(s+8) − (s+ 8) (âx)3 |x|−(s+10)
}
−
− 15 (s+ 8)
{
4 (âx)
3 |x|−(s+10) − (s+ 10) (âx)5 |x|−(s+12)
}
+
+ (s+ 8) (s+ 10)
{
6 (âx)5 |x|−(s+12) − (s+ 12) (âx)7 |x|−(s+14)
}
= 15 (âx) |x|−(s+8) + 90 (âx) |x|−(s+8) − 45 (s+ 8) (âx)3 |x|−(s+10)−
− 60 (s+ 8) (âx)3 |x|−(s+10) + 15 (s+ 8) (s+ 10) (âx)5 |x|−(s+12)+
+ 6 (s+ 8) (s+ 10) (âx)
5 |x|−(s+12) − (s+ 8) (s+ 10) (s+ 12) (âx)7 |x|−(s+14)
= 105 (âx) |x|−(s+8) − 105 (s+ 8) (âx)3 |x|−(s+10) + 21 (s+ 8) (s+ 10) (âx)5 |x|−(s+12)−
− (s+ 8) (s+ 10) (s+ 12) (âx)7 |x|−(s+14)
= (âx̂)
{
105− 105 (s+ 8) (âx̂)2 + 21 (s+ 8) (s+ 10) (âx̂)4−
− (s+ 8) (s+ 10) (s+ 12) (âx̂)6
}
|x|−(s+8) .
B.2.2 General form of (âD)m |x|−s and related polynomials p(m)s
We first introduce the Pochhammer or rising factorial symbol:
Definition 373 Pochhammer or rising factorial symbol (s)k It is convenient to define the symbol
(s)k := s (s+ 1) (s+ 2) . . . (s+ k − 1) , k = 1, 2, 3, . . . ; s ∈ R1, (B.2)
and observe that since the gamma function satisfies Γ (z + 1) = zΓ (z) we have
(s)k :=
Γ (s+ k)
Γ (s)
. (B.3)
This suggests we define
(s)0 = 1.
Indeed, we might use B.3 to extend the definition of (s)k to negative integer k. In this case we have
(s)−k :=
1
(s− 1) (s− 2) . . . (s− k) , k = 1, 2, 3, . . . ; s 6= 1, 2, 3, . . . , k, (B.4)
which leads to the identity
(s)−k (1− s)k = (−1)k . (B.5)
We note the important identity
Γ (s) Γ (1− s) = π
sinπs
.
Finally we have the further generalization
(s)t :=
Γ (s+ t)
Γ (s)
, s, t ∈ R1, s 6= 0,−1,−2,−3, . . . . (B.6)
From these calculations we hypothesize that for some constants
{
b2n2k
}n
k=0
,
(âD)
2n |x|−s =
(
n∑
k=0
b2n2ks (s+ 2) . . . (s+ 2n+ 2k − 2) (âx̂)2k
)
|x|−s−2n , n = 1, 2, 3, . . . , (B.7)
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which can be written
(âD)2n |x|−s = s (s+ 2) (s+ 4) . . . (s+ 2n− 2) p2ns (âx̂) |x|−(s+2n)
= 2n
(s
2
)
n
p2ns (âx̂) |x|−(s+2n) , (B.8)
where
p(2n)s (t) = b
2n
0 +
n−1∑
k=1
b2n2k {(s+ 2n) (s+ 2n+ 2) . . . (s+ 2n+ 2k − 2)} t2k+
+ b2n2n {(s+ 2n) (s+ 2n+ 2) . . . (s+ 4n− 2)} t2n
= b2n0 +
n−1∑
k=1
b2n2k2
k
{(s
2
+ n
)(s
2
+ n+ 1
)
. . .
(s
2
+ n+ k − 1
)}
(âx̂)
2k
+
+ b2n2n
{(s
2
+ n
)(s
2
+ n+ 1
)
. . .
(s
2
+ n+ n− 1
)}
t2n
= b2n0 +
n∑
k=1
b2n2k2
k
(s
2
+ n
)
k
t2k
=
n∑
k=0
b2n2k2
k
(s
2
+ n
)
k
t2k, (B.9)
We also hypothesize that for some constants
{
b2n+12k+1
}n
k=0
,
(âD)2n+1 |x|−s =
(
n∑
k=0
b2n+12k+1 {s (s+ 2) . . . (s+ 2n+ 2k)} (âx̂)2k+1
)
|x|−s−(2n+1) , n = 0, 1, 2, . . . , (B.10)
so that when n = 0,
(âD) |x|−s = b11s (âx̂) |x|−s−1 , (B.11)
and when n ≥ 0,
(âD)2n+1 |x|−s
=
(
n∑
k=0
b2n+12k+1 {s (s+ 2) . . . (s+ 2n+ 2k)} (âx̂)2k+1
)
|x|−s−(2n+1) (B.12)
= {s (s+ 2) (s+ 4) . . . (s+ 2n)} (âx̂)×
×
(
b2n+11 +
n∑
k=1
b2n+12k+1 {(s+ 2n+ 2) (s+ 2n+ 4) . . . (s+ 2n+ 2k)} (âx̂)2k
)
|x|−s−(2n+1)
= 2n
s
2
(s
2
+ 1
)
. . .
(s
2
+ n
)
(âx̂)×
×
(
b2n+11 +
n∑
k=1
b2n+12k+12
k
{(s
2
+ n+ 1
)(s
2
+ n+ 2
)
. . .
(s
2
+ n+ k
)}
(âx̂)2k
)
|x|−s−(2n+1)
= 2n+1
(s
2
)
n+1
(âx̂)
(
b2n+11 +
n∑
k=1
b2n+12k+12
k
(s
2
+ n+ 1
)
k
(âx̂)
2k
)
|x|−s−(2n+1)
= 2n+1
(s
2
)
n+1
(âx̂)
(
n∑
k=0
b2n+12k+12
k
(s
2
+ n+ 1
)
k
(âx̂)
2k
)
|x|−s−(2n+1) , (B.13)
and we define the polynomial
p2n+1s (t) =
n∑
k=0
b2n+12k+12
k
(s
2
+ n+ 1
)
k
t2k, n = 0, 1, 2, . . . , (B.14)
so that
(âD)
2n+1 |x|−s = 2n+1
(s
2
)
n+1
(âx̂) p2n+1s (âx̂) |x|−s−(2n+1) . (B.15)
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From the calculations at the start of this subsection:
p1s (t) = −1, b1 = −1,
p2s (t) = −1 + (s+ 2) t2, b2even = −1, 1,
p3s (t) = 3− (s+ 4) t2, b3odd = 3,−1,
p4s (t) = 3− 6 (s+ 4) t2 + (s+ 4) (s+ 6) t4, b4even = 3,−6, 1,
p5s (t) = −15 + 10 (s+ 6) t2 − (s+ 6) (s+ 8) t4, b5odd = −15, 10,−1,
p6s (t) = −15 + 45 (s+ 6) t2 − 15 (s+ 6) (s+ 8) t4+
+(s+ 6) (s+ 8) (s+ 10) t6,
}
b6even = −15, 45,−15, 1,
p7s (t) = 105− 105 (s+ 8) t2 + 21 (s+ 8) (s+ 10) t4−
− (s+ 8) (s+ 10) (s+ 12) t6,
}
b7odd = 105,−105, 21,−1.

(B.16)
B.2.3 Calculating pms (0)
From the equations B.16 we guess that:
Conjecture 374 For n = 1, 2, 3, . . .,
p2ns (0) = p
2n−1
s (0) .
p2n+1s (0) = − (2n+ 1) p2n−1s (0) .
which is equivalent to
b2n0 = b
2n−1
1 .
b2n+11 = − (2n+ 1) b2n−11 .
Also, we include here
b2n2 = − (n− 1) b2n0 , n ≥ 2. (B.17)
This conjecture implies
p2n+1s (0) = (2n+ 1) (2n− 1) p2n−3s (0) = . . . =
= (−1)n (2n+ 1) (2n− 1) . . . (3) (1) p1s (0)
= (−1)n+1 (2n+ 1) (2n− 1) . . . (3) (1)
= (−1)n+1 (2n+ 1)!
(2n) (2n− 2) . . . 2
= (−1)n+1 (2n+ 1)!
2nn!
= (−1)n+1 (2n+ 1)!!,
or better numerically,
p2n+1s (0) = (−1)n+1 (1) (1 + 2) . . . (1 + 2n− 2) (1 + 2n)
= (−1)n+1 2n+1
(
1
2
)(
1
2
+ 1
)
. . .
(
1
2
+ n− 1
)(
1
2
+ n
)
= (−1)n+1 2n+1
(
1
2
)
n+1
, (B.18)
and so we guess that
p2ns (0) = p
2n−1
s (0) = (−1)n 2n
(
1
2
)
n
, n ≥ 1; s ∈ R1. (B.19)
I have no proof of B.19 but this implies that
b2n0 = b
2n−1
1 = (−1)n 2n
(
1
2
)
n
, n ≥ 1. (B.20)
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and so guess B.17 implies
b2n2 = (−1)n+1 2n (n− 1)
(
1
2
)
n
, n ≥ 2.
b2n2k = b
2n−2
2k−2 − (4k + 1) b2n−22k + (2k + 1) (2k + 2) b2n−22k+2 ,⇒
b2n+22 = b
2n
0 − 5b2n2 + 12b2n4 ,
−nb2n+20 = b2n0 + 5 (n− 1) b2n0 + 12b2n4 ,
−nb2n+20 = (5n− 4) b2n0 + 12b2n4
(−1)n 2n+1n
(
1
2
)
n+1
= (−1)n 2n (5n− 4)
(
1
2
)
n
+ 12b2n4
(−1)n 2nn (2n+ 1)
(
1
2
)
n
= (−1)n 2n (5n− 4)
(
1
2
)
n
+ 12b2n4
(−1)n 2n (2n2 − 4n+ 4)(1
2
)
n
= 12b2n4
B.2.4 A bound for (âD)2n+1 |x|−s, s ≥ −4.
For s ≥ −4 we will obtain the bounds B.28 and B.27 which have the form
∣∣∣(âD)2n+1 |x|−s∣∣∣ ≤ Cs,n |âx̂| |x|−s−(2n+1) .
We will need the identities:
(âD) (âx̂) =
(
1− (âx̂)2
)
|x|−1 ,
(âD) (âx̂)
k
= k
(
(âx̂)
k−1 − (âx̂)k+1
)
|x|−1 ,
(âD) |x|−t = −t (âx̂) |x|−(t+1) ,
(âD)
(
(âx̂)
k |x|−t
)
=
(
(âD) (âx̂)
k
)
|x|−t + (âx̂)k (âD) |x|−t
= k
(
(âx̂)
k−1 − (âx̂)k+1
)
|x|−(t+1) − (âx̂)k t (âx̂) |x|−(t+1)
=
{
k
(
(âx̂)k−1 − (âx̂)k+1
)
− t (âx̂)k+1
}
|x|−(t+1)
=
{
k (âx̂)
k−1 − (t+ k) (âx̂)k+1
}
|x|−(t+1) .
i.e. (âD)
(
(âx̂)
k |x|−t
)
=
{
k (âx̂)
k−1 − (t+ k) (âx̂)k+1
}
|x|−(t+1) . (B.21)
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Then from B.7 and then the identity B.21,
(âD)
2n+1 |x|−s
= (âD) (âD)
2n |x|−s
=
n∑
k=0
b2n2ks (s+ 2) . . . (s+ 2n+ 2k − 2) (âD)
{
(âx̂)
2k |x|−s−2n
}
= b2n0 s (s+ 2) . . . (s+ 2n− 2) (âD) |x|−(s+2n)+
+
n∑
k=1
b2n2ks (s+ 2) . . . (s+ 2n+ 2k − 2) (âD)
(
(âx̂)
2k |x|−(s+2n)
)
=
 −b2n0 s (s+ 2) . . . (s+ 2n− 2) (s+ 2n) (âx̂)+
+
n∑
k=1
b2n2ks (s+ 2) . . . (s+ 2n+ 2k − 2)
{
2k (âx̂)
2k−1 − (s+ 2n+ 2k) (âx̂)2k+1
}  |x|−(s+2n+1)
=

−b2n0 s (s+ 2) . . . (s+ 2n− 2) (s+ 2n) (âx̂)+
+
n∑
k=1
b2n2ks (s+ 2) . . . (s+ 2n+ 2k − 2) 2k (âx̂)2k−1−
−
n∑
k=1
b2n2ks (s+ 2) . . . (s+ 2n+ 2k) (âx̂)
2k+1
 |x|−(s+2n+1)
=

n−1∑
k=0
(2k + 2) b2n2k+2s (s+ 2) . . . (s+ 2n+ 2k) (âx̂)
2k+1−
−
n∑
k=0
b2n2ks (s+ 2) . . . (s+ 2n+ 2k) (âx̂)
2k+1
 |x|−(s+2n+1)
=

n−1∑
k=0
(2k + 2) b2n2k+2s (s+ 2) . . . (s+ 2n+ 2k) (âx̂)
2k+1−
−
n−1∑
k=0
b2n2ks (s+ 2) . . . (s+ 2n+ 2k) (âx̂)
2k+1−
−b2n2ns (s+ 2) . . . (s+ 4n− 2) (s+ 4n) (âx̂)2n+1
 |x|−(s+2n+1)
=
 n−1∑
k=0
s (s+ 2) . . . (s+ 2n+ 2k)
(−b2n2k + (2k + 2) b2n2k+2) (âx̂)2k+1−
−b2n2ns (s+ 2) . . . (s+ 4n) (âx̂)2n+1
 |x|−(s+2n+1) ,
but from B.10,
(âD)
2n+1 |x|−s =
(
n∑
k=0
b2n+12k+1 {s (s+ 2) . . . (s+ 2n+ 2k)} (âx̂)2k+1
)
|x|−s−(2n+1) ,
so comparing powers of âx̂ we get
b2n+12k+1 = −b2n2k + (2k + 2) b2n2k+2, k = 0, 1, 2, . . . , n− 1.
b2n+12n+1 = −b2n2n.
b2n+11 = −b2n0 + 2b2n2 .
(B.22)
From B.14 and B.16,
p(2n+1)s (t) =
 b
1
1 = −1, n = 0,
b2n+11 +
n∑
k=1
b2n+12k+12
k
(
s
2 + n+ 1
)
k
t2k, n ≥ 1, (B.23)
and from B.15,
(âD)
2n+1 |x|−s = 2n+1
(s
2
)
n+1
(âx̂) p(2n+1)s (âx̂) |x|−s−(2n+1) , n ≥ 0, (B.24)
so that when x = a,
(x̂D)
2n+1 |x|−s = 2n+1
(s
2
)
n+1
p(2n+1)s (1) |x|−s−(2n+1) , n ≥ 0.
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But part 5 of Lemma 386 means that
(x̂D)2n+1 |x|−s = − (s)2n+1 |x|−s−(2n+1) , n = 0, 1, 2, 3, . . . ,
so that
2n+1
(s
2
)
n+1
p(2n+1)s (1) |x|−s−(2n+1) = − (s)2n+1 |x|−s−(2n+1) ⇒
2n+1
(s
2
)
n+1
p(2n+1)s (1) = − (s)2n+1 ⇒
p(2n+1)s (1) = −
(s)2n+1
2n+1
(
s
2
)
n+1
,
and we simplify the right side as follows:
(s)2n+1
2n+1
(
s
2
)
n+1
=
1
2n+1
s (s+ 1) (s+ 2) . . . (s+ 2n)(
s
2
) (
s
2 + 1
)
. . .
(
s
2 + n
)
=
s (s+ 1) (s+ 2) . . . (s+ 2n)
s (s+ 2) . . . (s+ 2n)
= (s+ 1) (s+ 3) . . . (s+ 2n− 1)
= (s+ 1) (s+ 1 + 2) . . . (s+ 1 + 2k) . . . (s+ 1 + 2n− 2)
= 2n
(
s+ 1
2
)(
s+ 1
2
+ 1
)
. . .
(
s+ 1
2
+ k
)
. . .
(
s+ 1
2
+ n− 1
)
= 2n
(
s+ 1
2
)
n
,
so that
p(2n+1)s (1) = −
(s)2n+1
2n+1
(
s
2
)
n+1
= 2n
(
s+ 1
2
)
n
. (B.25)
We now need:
Conjecture 375 From the results of Matlab numerical experiments up to n = 20 we conjecture that for n ≥ 0,
0 ∈ argmax
t∈[−1,1]
∣∣∣p(2n+1)s (t)∣∣∣ , −4 ≤ s ≤ 2,
and
1 ∈ argmax
t∈[−1,1]
∣∣∣p(2n+1)s (t)∣∣∣ , s ≥ 2.
Provided this conjecture is true and in the light of B.25 and B.18,
max
t∈[−1,1]
∣∣∣p(2n+1)s (t)∣∣∣ =

∣∣∣p(2n+1)s (0)∣∣∣ , −4 ≤ s ≤ 2,∣∣∣p(2n+1)s (1)∣∣∣ , s ≥ 2,
=
 2
n+1
(
1
2
)
n+1
, −4 ≤ s ≤ 2,
2n
(
s+1
2
)
n
=
(s)2n+1
2n+1( s2 )n+1
, s ≥ 2. (B.26)
Regarding B.26, we note that when s = 2:(
s+ 1
2
)
n
=
(
2 + 1
2
)
n
= 2
(
2 + 1
2
)(
2 + 1
2
+ 1
)
. . .
(
2 + 1
2
+ n− 1
)
= 2
(
1
2
+ 1
)(
1
2
+ 2
)
. . .
(
1
2
+ n
)
= 2
(
1
2
)
n+1
,
which is consistent.
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We now apply our conjecture to B.24 using B.26,
∣∣∣(âD)2n+1 |x|−s∣∣∣ = 2n+1 ∣∣∣∣(s2)n+1
∣∣∣∣ |âx̂| ∣∣∣p(2n+1)s (âx̂)∣∣∣ |x|−s−(2n+1)
≤ 2n+1
∣∣∣∣(s2)n+1
∣∣∣∣ ∣∣∣p(2n+1)s (âx̂)∣∣∣ |âx̂| |x|−s−(2n+1)
≤ 2n+1
∣∣∣∣(s2)n+1
∣∣∣∣ maxt∈[−1,1] ∣∣∣p(2n+1)s (t)∣∣∣ |âx̂| |x|−s−(2n+1)
=
{
22n+2
∣∣∣( s2)n+1∣∣∣ ( 12)n+1 , −4 ≤ s ≤ 2,
22n+1 (s)2n+1 , s ≥ 2,
}
|âx̂| |x|−s−(2n+1) (B.27)
=
{
22n+2
∣∣∣( s2)n+1∣∣∣ ( 12)n+1 , −4 ≤ s ≤ 2,
22n+1
(
s
2
)
n+1
(
s+1
2
)
n
, s ≥ 2,
}
|âx̂| |x|−s−(2n+1) (B.28)
for n ≥ 0.
?? Equality when a = λx? ??
B.2.5 Estimating (âD)2n |x|−s, s ≥ −2.
For s ≥ −2 we will obtain the bounds B.36 and B.35 which have the form
∣∣∣(âD)2n |x|−s∣∣∣ ≤ C′s,2n |x|−s−2n.
From B.10 and then employing the identity B.21,
(âD)
2n |x|−s
= âD (âD)
2n−1
(
|x|−s
)
= âD
((
n−1∑
k=0
b2n−12k+1 {s (s+ 2) . . . (s+ 2n+ 2k − 2)} (âx̂)2k+1
)
|x|−s−(2n−1)
)
=
n−1∑
k=0
b2n−12k+1 {s (s+ 2) . . . (s+ 2n+ 2k − 2)} âD
(
(âx̂)2k+1 |x|−(s+2n−1)
)
=
n−1∑
k=0
b2n−12k+1 ×
(
(s (s+ 2) . . . (s+ 2n+ 2k − 2))×
×
(
(2k + 1) (âx̂)
2k − (s+ 2n+ 2k) (âx̂)2k+2
) ) |x|−(s+2n)
=

n−1∑
k=0
(2k + 1) b2n−12k+1 {s (s+ 2) . . . (s+ 2n+ 2k − 2)} (âx̂)2k−
−
n−1∑
k=0
b2n−12k+1 {s (s+ 2) . . . (s+ 2n+ 2k)} (âx̂)2k+2
 |x|−(s+2n)
=

n−1∑
k=0
(2k + 1) b2n−12k+1 {s (s+ 2) . . . (s+ 2n+ 2k − 2)} (âx̂)2k−
−
n∑
k=1
b2n−12k−1 {s (s+ 2) . . . (s+ 2n+ 2k − 2)} (âx̂)2k
 |x|−(s+2n)
=

b2n−11 {s (s+ 2) . . . (s+ 2n− 2)}+
+
n−1∑
k=1
(2k + 1) b2n−12k+1 {s (s+ 2) . . . (s+ 2n+ 2k − 2)} (âx̂)2k −
−
n−1∑
k=1
b2n−12k−1 {s (s+ 2) . . . (s+ 2n+ 2k − 2)} (âx̂)2k −
−b2n−12n−1 {s (s+ 2) . . . (s+ 4n− 2)} (âx̂)2n
 |x|
−(s+2n)
=

b2n−11 {s (s+ 2) . . . (s+ 2n− 2)}+
+
n−1∑
k=1
{−b2n−12k−1 + (2k + 1) b2n−12k+1} {s (s+ 2) . . . (s+ 2n+ 2k)} (âx̂)2k −
−b2n−12n−1 {s (s+ 2) . . . (s+ 4n− 2)} (âx̂)2n
 |x|−(s+2n) ,
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but from B.7,
(âD)2n |x|−s =

b2n0 {s (s+ 2) . . . (s+ 2n− 2)}+
+
n−1∑
k=1
b2n2k {s (s+ 2) . . . (s+ 2n+ 2k − 2)} (âx̂)2k +
+b2n2n {s (s+ 2) . . . (s+ 4n− 2)} (âx̂)2n
× |x|−(s+2n) ,
so comparing powers of âx̂ we conclude that
b2n0 = b
2n−1
1 ,
b2n2k = −b2n−12k−1 + (2k + 1) b2n−12k+1 ,
b2n2n = −b2n−12n−1.
 (B.29)
Now define
p(2n)s (t) = b
2n
0 +
n−1∑
k=1
b2n2k {(s+ 2n) (s+ 2n+ 2) . . . (s+ 2n+ 2k − 2)} t2k+
+ b2n2n {(s+ 2n) (s+ 2n+ 2) . . . (s+ 4n− 2)} t2n
= b2n0 +
n−1∑
k=1
b2n2k2
k
{(s
2
+ n
)(s
2
+ n+ 1
)
. . .
(s
2
+ n+ k − 1
)}
(âx̂)2k +
+ b2n2n
{(s
2
+ n
)(s
2
+ n+ 1
)
. . .
(s
2
+ n+ n− 1
)}
t2n
= b2n0 +
n∑
k=1
b2n2k2
k
(s
2
+ n
)
k
t2k
=
n∑
k=0
b2n2k2
k
(s
2
+ n
)
k
t2k, (B.30)
so that
(âD)
2n |x|−s
= {s (s+ 2) . . . (s+ 2n− 2)}×
×
(
b2n0 +
n−1∑
k=1
b2n2k
( {(s+ 2n) . . . (s+ 2n+ 2k − 2)} (âx̂)2k +
+b2n2n {(s+ 2n) . . . (s+ 4n− 2)}
)
(âx̂)
2n
)
|x|−(s+2n)
= {s (s+ 2) (s+ 4) . . . (s+ 2n− 2)} p(2n)s (âx̂) |x|−(s+2n)
= 2n
{ s
2
(s
2
+ 1
)(s
2
+ 2
)
. . .
(s
2
+ n− 1
)}
p(2n)s (âx̂) |x|−(s+2n)
= 2n
(s
2
)
n
p(2n)s (âx̂) |x|−(s+2n) , (B.31)
and hence when a = x,
(x̂D)
2n |x|−s = 2n
(s
2
)
n
p(2n)s (1) |x|−s−2n . (B.32)
Now from part 5 of Lemma 386 (below),
(x̂D)
2n |x|−s = (s)2n |x|−s−2n , n = 0, 1, 2, . . . , (B.33)
and comparing B.32 with B.33 we get
p(2n)s (1) =
(s)2n
2n
(
s
2
)
n
.
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Also, when n ≥ 0,
(s)2n
2n
(
s
2
)
n
=
s (s+ 1) . . . (s+ 2n− 1)
2n s2
(
s
2 + 1
)
. . .
(
s
2 + n− 1
) = s (s+ 1) . . . (s+ 2n− 1)
2s (s+ 2) . . . (s+ 2n− 2) =
= (s+ 1) (s+ 3) . . . (s+ 2n− 3) (s+ 2n− 1)
= (s+ 1) (s+ 1 + 2) (s+ 1 + 4) . . . (s+ 1 + 2n− 4) (s+ 1 + 2n− 2)
= 2n
(
s+ 1
2
)(
s+ 1
2
+ 1
)(
s+ 1
2
+ 2
)
. . .
(
s+ 1
2
+ n− 2
)(
s+ 1
2
+ n− 1
)
= 2n
(
s+ 1
2
)
n
,
so that
p(2n)s (1) =
(s)2n
2n
(
s
2
)
n
= 2n
(
s+ 1
2
)
n
, n = 0, 1, 2, . . . (B.34)
Now we need:
Conjecture 376 From the results of Matlab numerical experiments up to n = 20 we conjecture that for n ≥ 1,
argmax
t∈[−1,1]
∣∣∣p(2n)s (t)∣∣∣ = { 0, −2 ≤ s ≤ 0,1, s ≥ 0.
This conjecture can be used as follows: clearly if −2 ≤ s ≤ 0 then max
t∈[−1,1]
∣∣∣p(2n)s (t)∣∣∣ = ∣∣∣p(2n)s (0)∣∣∣, and if s ≥ 0
then max
t∈[−1,1]
∣∣∣p(2n)s (t)∣∣∣ = ∣∣∣p(2n)s (1)∣∣∣. Hence by B.19 and B.34,
max
t∈[−1,1]
∣∣∣p(2n)s (t)∣∣∣ =
{
2n
(
1
2
)
n
, −2 ≤ s ≤ 0,
(s)2n
2n( s2 )n
= 2n
(
s+1
2
)
n
, s ≥ 0,
and from B.31, ∣∣∣(âD)2n |x|−s∣∣∣ ≤ 2n ∣∣∣(s
2
)
n
∣∣∣ max
t∈[−1,1]
∣∣∣p(2n)s (t)∣∣∣ |x|−s−2n
=
{
2n
∣∣( s
2
)
n
∣∣ 2n ( 12)n , −2 ≤ s ≤ 0,
2n
(
s
2
)
n
(s)2n
2n( s2 )n
, s ≥ 0,
}
|x|−s−2n
=
{
22n
∣∣( s
2
)
n
∣∣ ( 1
2
)
n
, −2 ≤ s ≤ 0,
(s)2n , s ≥ 0,
}
|x|−s−2n (B.35)
=
{
22n
∣∣( s
2
)
n
∣∣ ( 1
2
)
n
, −2 ≤ s ≤ 0,
22n
(
s
2
)
n
(
s+1
2
)
n
, s ≥ 0,
}
|x|−s−2n (B.36)
for n ≥ 0.
B.2.6 Summary - upper bounds for (âD)k |x|−s
From B.36, ∣∣∣(âD)2n |x|−s∣∣∣ ≤ { 22n ∣∣( s2)n∣∣ ( 12)n , −2 ≤ s ≤ 0,
22n
(
s
2
)
n
(
s+1
2
)
n
, s ≥ 0,
}
|x|−s−2n ,
and from B.28,
∣∣∣(âD)2n+1 |x|−s∣∣∣ ≤ { 22n+2
∣∣∣( s2)n+1∣∣∣ ( 12)n+1 , −4 ≤ s ≤ 2,
22n+1
(
s
2
)
n+1
(
s+1
2
)
n
, s ≥ 2,
}
|âx̂| |x|−s−(2n+1) .
B.2.7 Calculating p
(2n)
s - for numerical use
This subsection is needed to calculate the iterative formulas B.38 for the constants b2n2k of the polynomials p
(2n)
s
and so obtain Conjecture 376 above. These results can be also used to prove B.10 and B.7 by induction.
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From B.29,
b2n0 = b
2n−1
1 , k = 0,
b2n2k = −b2n−12k−1 + (2k + 1) b2n−12k+1 , 1 ≤ k ≤ n− 1,
b2n2n = −b2n−12n−1. k = n.
and from B.22,
b2n−12k−1 = −b2n−22k−2 + (2k) b2n−22k , 1 ≤ k ≤ n− 2,
b2n−12n−1 = −b2n−22n−2, k = n− 1.
so we have
b2n2k = −b2n−12k−1 + (2k + 1) b2n−12k+1
= b2n−22k−2 − (2k) b2n−22k + (2k + 1)
(−b2n−22k + (2k + 2) b2n−22k+2)
= b2n−22k−2 − (4k + 1) b2n−22k + (2k + 1) (2k + 2) b2n−22k+2 .
which for n ≥ 2 can be expressed as
b2n2k = b
2n−2
2k−2 − (4k + 1) b2n−22k + (2k + 1) (2k + 2) b2n−22k+2 , 1 ≤ k ≤ n− 1,
b2n0 = −b2n−20 ,
b2n2n = b
2n−2
2n−2.
(B.37)
In particular
b40 = b
3
1,
b42 = −b31 + 3b33,
b44 = −b33.
and
b31 = −b20 + 2b22,
b33 = −b22.
so
b40 = −b20 + 2b22,
b42 = b
2
0 − 2b22 − 3b22
= b20 − 5b22,
b44 = b
2
2,
which can be written (
b42k
)
=
−1 21 −5
0 1
(b22k) .
In general, for n ≥ 1: b00 = 1 and(
b2n2k
)
=
−1 2 0
1 −5 12
0 1 −9
. . .
. . .
1 − (4k + 1) (2k + 1) (2k + 2)
. . .
. . .
− (4n− 7) (2n− 4) (2n− 3) 0
1 − (4n− 3) (2n− 2) (2n− 1)
0 1 − (4n+ 1)

×
(
b2n−22k
0
)
. (B.38)
Numerically we create the square matrix B.38 and then remove the last column.
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B.2.8 Calculating p
(2n+1)
s - for numerical use
This subsection is needed to calculate iterative formulas B.38 for the constants b2n+12k+1 of the polynomials p
(2n+1)
s
and so obtain Conjecture 375 above. These results can be also used to prove the representations B.10 and B.7 by
induction.
From B.22,
b2n+12k+1 = −b2n2k + (2k + 2) b2n2k+2, k = 0, 1, 2, . . . , n− 1.
b2n+12n+1 = −b2n2n.
and from B.29,
b2n0 = b
2n−1
1 ,
b2n2k = −b2n−12k−1 + (2k + 1) b2n−12k+1 ,
b2n2n = −b2n−12n−1,
so that
b2n+12k+1 = −b2n2k + (2k + 2) b2n2k+2
= − (−b2n−12k−1 + (2k + 1) b2n−12k+1)+ (2k + 2) (−b2n−12k+1 + (2k + 3) b2n−12k+3)
= b2n−12k−1 − (2k + 1) b2n−12k+1 − (2k + 2) b2n−12k+1 + (2k + 2) (2k + 3) b2n−12k+3
= b2n−12k−1 − (4k + 3) b2n−12k+1 + (2k + 2) (2k + 3) b2n−12k+3 ,
b2n+11 = −3b2n−11 + 6b2n−13 ,
b2n+12n−1 = b
2n−1
2n−3 − (4n− 1) b2n−12n−1,
b2n+12n+1 = b
2n−1
2n−1.
i.e. for n ≥ 3,
b2n+11 = −3b2n−11 + 6b2n−13 , (B.39)
b2n+13 = b
2n−1
1 − 7b2n−13 + 20b2n−15 ,
b2n+15 = b
2n−1
3 − 11b2n−15 + 42b2n−17 ,
...
b2n+12k+1 = b
2n−1
2k−1 − (4k + 3) b2n−12k+1 + (2k + 2) (2k + 3) b2n−12k+3 , k = 1, 2, . . . , n− 2,
...
b2n+12n−1 = b
2n−1
2n−3 − (4n− 1) b2n−12n−1,
b2n+12n+1 = b
2n−1
2n−1,
i.e.
b2n+11 = −3b2n−11 + 6b2n−13 , k = 1,
b2n+12k+1 = b
2n−1
2k−1 − (4k + 3) b2n−12k+1 + (2k + 2) (2k + 3) b2n−12k+3 , k = 1, 2, . . . , n− 2,
b2n+12n+1 = b
2n−1
2n−1, k = 2n+ 1,
(B.40)
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so in matrix form the iterations B.39 become for n ≥ 2,
b2n+11
b2n+13
b2n+15
...
b2n+12k+1
...
b2n+12n−3
b2n+12n−1
b2n+12n+1

=

−3 6 0
1 −7 20
0 1 −11 . . .
. . .
. . .
1 − (4k + 3) (2k + 2) (2k + 3)
. . .
. . .
. . . − (4n− 5) (2n− 2) (2n− 1) 0
1 − (4n− 1) 2n (2n+ 1)
0 1 − (4n+ 3)

×

b2n−11
b2n−13
b2n−15
...
b2n−12k+1
...
b2n−12n−3
b2n−12n−1
0

, (B.41)
b11 = 1.
Check: from B.16 we know that
b11 = 1
b3odd = (3,−1)′ ,
b5odd = (−15, 10,−1)′ ,
b7odd = (105,−105, 21,−1)′ .
and we check that
b3odd =
(−3
1
)
b11, b
5
odd =
−3 61 −7
0 1
 b3odd, b7odd =

−3 6 0
1 −7 20
0 1 −11
0 0 1
 b5odd.
Numerically, we create the square matrix B.41 and then remove the last column.
B.2.9 Calculating b2n+12k+1/b
2n+1
1 and b
2n
2k/b
2n
0
The values of b2n+12k+1/b
2n+1
1 and b
2n
2k/b
2n
0 are much, much smaller than b
2n+1
2k+1 and b
2n
2k . Accordingly define
g2n+12k+1 := b
2n+1
2k+1/b
2n+1
1 , g
2n
2k := b
2n
2k/b
2n
0 . (B.42)
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From B.20,
b2n0 = b
2n−1
1 = (−1)n 2n
(
1
2
)
n
, n ≥ 1, (B.43)
so that
b2n0 = (−1)n 2n
(
1
2
)
n
= (−2) (−1)n−1 2n−1
(
1
2
)
n−1
(
1
2
+ n− 1
)
=
= (−2) (−1)n−1 2n−1
(
1
2
)
n−1
(
n− 1
2
)
= − (2n− 1) (−1)n−1 2n−1
(
1
2
)
n−1
=
= − (2n− 1) b2n−20 ,
and
b2n+11 = (−1)n+1 2n+1
(
1
2
)
n+1
= (−2)
(
1
2
)
n
(
1
2
+ n
)
= − (2n+ 1) b2n−11 ,
and we have shown that
b2n0 = − (2n− 1) b2n−20 , b2n+11 = − (2n+ 1) b2n−11 . (B.44)
From B.37,
b2n2k = b
2n−2
2k−2 − (4k + 1) b2n−22k + (2k + 1) (2k + 2) b2n−22k+2 , 1 ≤ k ≤ n− 1,
b2n0 = −b2n−20 ,
b2n2n = b
2n−2
2n−2,
so
g2n2k = b
2n
2k/b
2n
0 = b
2n−2
2k−2/b
2n
0 − (4k + 1) b2n−22k /b2n0 + (2k + 1) (2k + 2) b2n−22k+2/b2n0
= − 1
2n− 1
(
b2n−22k−2/b
2n−2
0 − (4k + 1) b2n−22k /b2n−20 + (2k + 1) (2k + 2) b2n−22k+2/b2n−20
)
= − 1
2n− 1
(
g2n−22k−2 − (4k + 1) g2n−22k + (2k + 1) (2k + 2) g2n−22k+2
)
,
and
g2n2k =
1
2n−1g
2n−2
2k−2 − 4k+12n−1b2n−22k + (2k+1)(2k+2)2n−1 g2n−22k+2 , 1 ≤ k ≤ n− 1,
g2n0 =
1
2n−1g
2n−2
0 ,
g2n2n = − 12n−1g2n−22n−2 .
(B.45)
Hence we can use the same iterative matrix that was used to calculate the b2n2k in B.38, except that we now have
the scalar multiplier − 12n−1 i.e.(
g2n2k
)
= − 1
2n− 1×
−1 2 0
1 −5 12
0 1 −9
. . .
. . .
1 − (4k + 1) (2k + 1) (2k + 2)
. . .
. . .
− (4n− 7) (2n− 4) (2n− 3) 0
1 − (4n− 3) (2n− 2) (2n− 1)
0 1 − (4n+ 1)

×
(
g2n−22k
0
)
, (B.46)
g00 = −1.
For numerical purposes we first multiply each element of the matrix by − 12n−1 and then multiply by
(
g2n−22k
0
)
:
this involves much smaller numbers.
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Similarly, from B.44 b2n+11 = − (2n+ 1) b2n−11 so the iteration B.40 and its matrix form B.41 become,
g2n+11 = − 12n+1
(−3c2n−11 + 6c2n−13 ) , k = 1,
g2n+12k+1 = − 12n+1
(
g2n−12k−1 − (4k + 3) g2n−12k+1 + (2k + 2) (2k + 3) g2n−12k+3
)
, k = 1, 2, . . . , n− 2,
g2n+12n+1 = − 12n+1g2n−12n−1 , k = 2n+ 1,
(B.47)
and (
g2n+12k+1
)
= − 1
2n+ 1
× (B.48)
−3 6 0
1 −7 20
0 1 −11 . . .
. . .
. . .
1 − (4k + 3) (2k + 2) (2k + 3)
. . .
. . .
. . . − (4n− 5) (2n− 2) (2n− 1) 0
1 − (4n− 1) (2n) (2n+ 1)
0 1 − (4n+ 3)

×
(
g2n−12k−1
0
)
,
g11 = −1.
B.3 Bounds for (âD)m |x|k , m, k = 0, 1, 2, . . .
The conjectured bounds are stated in Theorem 379. Several conjectures concerning the polynomials p
(k)
s , inspired
by Matlab experiments, are required to obtain this theorem. We have two conjectures about p
(2n)
s when s =
−1,−2,−3, . . .:
Conjecture 377 When s = −2k for k = 1, 2, 3, . . . From Matlab experiments we conjecture that
argmax
t∈[−1,1]
∣∣∣p(2n)s (t)∣∣∣ = { ±1, 2 ≤ 2n ≤ −s,0, 2n > −s,
and
argmax
t∈[−1,1]
∣∣∣p(2n+1)s (t)∣∣∣ =
 ±1, 1 ≤ 2n+ 1 < −s− 1.[−1, 1] , 2n+ 1 = −s− 1,
0, 2n+ 1 > −s,
and:
Conjecture 378 When s = − (2k + 1) for k = 1, 2, 3, . . . From Matlab experiments we conjecture that
argmax
t∈[−1,1]
∣∣∣p(2n+1)s (t)∣∣∣ = { ±1, 3 ≤ 2n+ 1 < −s,0, 2n+ 1 ≥ −s,
and
argmax
t∈[−1,1]
∣∣∣p(2n)s (t)∣∣∣ = { ±1, 3 ≤ 2n < −s,0, 2n > −s,
We consider four cases:
Bound for (âD)
2n |x|2k From B.31,
(âD)
2n |x|−s = 2n
(s
2
)
n
p(2n)s (âx̂) |x|−(s+2n) ,
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so that
(âD)
2n |x|2k = 2n (−k)n p(2n)−2k (âx̂) |x|2k−2n ,
and from Conjecture 377,∣∣∣(âD)2n |x|2k∣∣∣ ≤ { 2n |(−k)n| p(2n)−2k (1) |x|2k−2n , 2 ≤ 2n ≤ 2k,
2n |(−k)n| p(2n)−2k (0) |x|2k−2n , 2n > 2k,
=
{
2n |(−k)n| p(2n)−2k (1) |x|2k−2n , 1 ≤ n ≤ k,
2n |(−k)n| p(2n)−2k (0) |x|2k−2n , n > k.
But (âD)
2n |·|2k = 0 when n > k so∣∣∣(âD)2n |x|2k∣∣∣ ≤ { 2n |(−k)n| p(2n)−2k (1) |x|2k−2n , 1 ≤ n ≤ k,
0, n > k.
From B.34,
p
(2n)
−2k (1) =
(−2k)2n
2n (−k)n
= 2n
(
1
2
− k
)
n
, n = 0, 1, 2, . . . ,
so
(âD)2n |x|2k = 0, n > k,∣∣∣(âD)2n |x|2k∣∣∣ ≤ |(−2k)2n| |x|2k−2n , n ≤ k. (B.49)
Bound for (âD)
2n+1 |x|2k From B.24,
(âD)
2n+1 |x|−s = 2n+1
(s
2
)
n+1
(âx̂) p(2n+1)s (âx̂) |x|−s−(2n+1) , n ≥ 0,
so that when s = −2k,
(âD)
2n+1 |x|2k = 2n+1 (−k)n+1 (âx̂) p(2n+1)−2k (âx̂) |x|2k−(2n+1) , n, k ≥ 0.
From Conjecture 377,∣∣∣(âD)2n+1 |x|2k∣∣∣
≤ 2n+1 ∣∣(−k)n+1∣∣ (âx̂) |x|2k−(2n+1)

p
(2n+1)
−2k (0) , 2n+ 1 > 2k,
p
(2n+1)
−2k (t) , t ∈ [−1, 1] , 2n+ 1 = 2k − 1,
p
(2n+1)
−2k (1) , 1 ≤ 2n+ 1 < 2k − 1,
= 2n+1
∣∣(−k)n+1∣∣ (âx̂) |x|2k−(2n+1)

p
(2n+1)
−2k (0) , n ≥ k,
p
(2n+1)
−2k (t) , t ∈ [−1, 1] , n = k − 1,
p
(2n+1)
−2k (1) , 0 ≤ n ≤ k − 2,
= 2n+1
∣∣(−k)n+1∣∣ (âx̂) |x|2k−(2n+1)
{
p
(2n+1)
−2k (0) , n ≥ k,
p
(2n+1)
−2k (1) , 0 ≤ n ≤ k − 1,
= 2n+1
∣∣(−k)n+1∣∣ (âx̂) |x|2k−(2n+1){ 0, n ≥ k,p(2n+1)−2k (1) , 0 ≤ n ≤ k − 1.
From B.25, p
(2n+1)
s (1) = − (s)2n+1
2n+1( s2 )n+1
, so p
(2n+1)
−2k (1) = −
(−2k)2n+1
2n+1(−k)n+1 and∣∣∣(âD)2n+1 |x|2k∣∣∣ ≤ ∣∣(−2k)2n+1∣∣ (|(âx̂)| |x|2k−(2n+1)) , n ≤ k,
(âD)
2n+1 |x|2k = 0, n > k.
(B.50)
Bound for (âD)
2n |x|2k+1 From B.31,
(âD)
2n |x|−s = 2n
(s
2
)
n
p(2n)s (âx̂) |x|−(s+2n) ,
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so that when s = − (2k + 1),
(âD)
2n |x|2k+1 = 2n
(
−k − 1
2
)
n
p
(2n)
−(2k+1) (âx̂) |x|2k+1−2n ,
From Conjecture 378,
∣∣∣(âD)2n |x|2k+1∣∣∣ ≤ 2n ∣∣∣∣(−k − 12
)
n
∣∣∣∣ |x|2k+1−2n ×

∣∣∣p(2n)−(2k+1) (1)∣∣∣ , 3 ≤ 2n < 2k + 1,∣∣∣p(2n)−(2k+1) (0)∣∣∣ , 2n > 2k + 1,
= 2n
∣∣∣∣(−k − 12
)
n
∣∣∣∣ |x|2k+1−2n ×

∣∣∣p(2n)−(2k+1) (1)∣∣∣ , 3/2 ≤ n < k + 1/2,∣∣∣p(2n)−(2k+1) (0)∣∣∣ , n > k + 1/2,
= 2n
∣∣∣∣(−k − 12
)
n
∣∣∣∣ |x|2k+1−2n ×

∣∣∣p(2n)−(2k+1) (1)∣∣∣ , 2 ≤ n ≤ k,∣∣∣p(2n)−(2k+1) (0)∣∣∣ , n ≥ k + 1.
From B.34,
p(2n)s (1) = 2
n
(
s+ 1
2
)
n
, n = 0, 1, 2, . . . ,
so that
p
(2n)
−(2k+1) (1) = 2
n (−k)n , n = 0, 1, 2, . . . ,
and from B.19,
p(2n)s (0) = (−1)n 2n
(
1
2
)
n
, n = 1, 2, 3, . . . ; s ∈ R1,
so that
p
(2n)
−(2k+1) (0) = (−1)n 2n
(
1
2
)
n
.
Thus ∣∣∣(âD)2n |x|2k+1∣∣∣ ≤ 2n ∣∣∣∣(−k − 12
)
n
∣∣∣∣{ |2n (−k)n| , 2 ≤ n ≤ k,2n ( 12)n , n ≥ k + 1,
}
|x|2k+1−2n
=
{
22n
∣∣(−k − 12)n∣∣ |(−k)n| , 2 ≤ n ≤ k,
22n
∣∣(−k − 12)n∣∣ ( 12)n , n ≥ k + 1.
}
|x|2k+1−2n (B.51)
Bound for (âD)
2n+1 |x|2k+1 From B.24,
(âD)
2n+1 |x|−s = 2n+1
(s
2
)
n+1
(âx̂) p(2n+1)s (âx̂) |x|−s−(2n+1) , n ≥ 0,
so that when s = − (2k + 1),
(âD)2n+1 |x|2k+1 = 2n+1
(
−k − 1
2
)
n+1
(âx̂) p
(2n+1)
−(2k+1) (âx̂) |x|2k−2n , n, k ≥ 0.
From Conjecture 378,
∣∣∣(âD)2n+1 |x|2k+1∣∣∣ ≤ 2n+1 ∣∣∣∣∣
(
−k − 1
2
)
n+1
∣∣∣∣∣
{
p
(2n+1)
−(2k+1) (1) , 3 ≤ 2n+ 1 < 2k + 1,
p
(2n+1)
−(2k+1) (0) , 2n+ 1 ≥ 2k + 1,
}
|âx̂| |x|2k−2n
≤ 2n+1
∣∣∣∣∣
(
−k − 1
2
)
n+1
∣∣∣∣∣
{
p
(2n+1)
−(2k+1) (1) , 1 ≤ n < k,
p
(2n+1)
−(2k+1) (0) , n ≥ k.
}
|âx̂| |x|2k−2n
But from B.19,
p(2n+1)s (0) = (−1)n+1 2n+1
(
1
2
)
n+1
, n = 0, 1, 2, . . . ; s ∈ R1,
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and from B.25, p
(2n+1)
s (1) = 2n
(
s+1
2
)
n
so
p
(2n+1)
−(2k+1) (1) = 2
n (−k)n ,
and these two equations imply∣∣∣(âD)2n+1 |x|2k+1∣∣∣ ≤ 2n+1 ∣∣∣∣∣
(
−k − 1
2
)
n+1
∣∣∣∣∣
{
2n |(−k)n| , 1 ≤ n < k,
2n+1
(
1
2
)
n+1
, n ≥ k.
}
|âx̂| |x|2k−2n
=
 2
2n+1
∣∣∣(−k − 12)n+1∣∣∣ |(−k)n| , 1 ≤ n < k,
22n+2
∣∣∣(−k − 12)n+1∣∣∣ ( 12)n+1 , n ≥ k.
 |âx̂| |x|2k−2n (B.52)
In summary, if the Conjectures 378 and 378 are true then from B.49, B.50, B.52 and B.51 we have:
Theorem 379 CONJECTURES for upper bounds for (âD)m |x|j when m, j = 0, 1, 2, . . .
Assume k, n,m ≥ 0 are integers and suppose a, x ∈ Rd and â = a/ |a|.
For even powers of |x|:∣∣∣(âD)2n |x|2k∣∣∣ ≤ |(−2k)2n| |x|2k−2n , n ≤ k,∣∣∣(âD)2n+1 |x|2k∣∣∣ ≤ ∣∣(−2k)2n+1∣∣ |âx̂| |x|2k−(2n+1) , n ≤ k, (B.53)
and
(âD)
m |x|2k = 0, m > 2k. (B.54)
For odd powers of |x|:∣∣∣(âD)2n |x|2k+1∣∣∣ ≤ { 22n ∣∣(−k − 12)n∣∣ |(−k)n| |x|2k+1−2n , 0 ≤ n ≤ k,
22n
∣∣(−k − 12)n∣∣ ( 12)n |x|2k+1−2n , n ≥ k + 1,∣∣∣(âD)2n+1 |x|2k+1∣∣∣ ≤

(
22n+1
∣∣∣(−k − 12)n+1∣∣∣ |(−k)n|) |âx̂| |x|2k−2n , 0 ≤ n < k,(
22n+2
∣∣∣(−k − 12)n+1∣∣∣ ( 12)n+1) |âx̂| |x|2k−2n , n ≥ k.
(B.55)
By applying the approximation |âx̂| ≤ 1, these inequalities are weakened to:
Corollary 380 CONJECTURES for upper bounds for (âD)
m |x|j when m, j = 0, 1, 2, . . ..
Assume k, n,m ≥ 0 are integers and suppose a, x ∈ Rd and â = a/ |a|. Then
|(âD)m |x|n| ≤ km,n |x|n−m ,
where for even powers of |x|:
km,2k =
{
|(−2k)m| |x|2k−m , m ≤ 2k,
0, m > 2k,
(B.56)
and for odd powers of |x|:
k2n,2k+1 = 2
2n
∣∣(−k − 12)n∣∣×{ |(−k)n| , 0 ≤ n ≤ k,( 1
2
)
n
, n ≥ k + 1,
k2n+1,2k+1 = 2
2n+1
∣∣∣(−k − 12)n+1∣∣∣×{ |(−k)n| , 0 ≤ n < k,2 (12)n+1 , n ≥ k.
(B.57)
B.4 Estimating Dmk |x|−s
We have the following simple consequences of B.28 and B.36. From B.28,∣∣∣(âD)2n+1 |x|−s∣∣∣ = { 22n+2
∣∣∣( s2)n+1∣∣∣ ( 12)n+1 , −4 ≤ s ≤ 2,
22n+1
(
s
2
)
n+1
(
s+1
2
)
n
, s ≥ 2,
}
|âx̂| |x|−s−(2n+1)
for n ≥ 0,
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so letting â = ek gives∣∣∣D2n+1k |x|−s∣∣∣ =
{
22n+2
∣∣∣( s2)n+1∣∣∣ ( 12)n+1 , −4 ≤ s ≤ 2,
22n+1
(
s
2
)
n+1
(
s+1
2
)
n
, s ≥ 2,
}
|x̂k| |x|−s−(2n+1) (B.58)
for n ≥ 0.
From B.36, ∣∣∣(âD)2n |x|−s∣∣∣ ≤ { 22n ∣∣( s2)n∣∣ ( 12)n |x|−s−2n , −2 ≤ s ≤ 0,
22n
(
s
2
)
n
(
s+1
2
)
n
|x|−s−2n , s ≥ 0,
for n ≥ 1.
so letting â = ek gives ∣∣∣D2nk |x|−s∣∣∣ ≤ { 22n ∣∣( s2)n∣∣ ( 12)n , −2 ≤ s ≤ 0,22n ( s2)n ( s+12 )n , s ≥ 0,
}
|x|−s−2n (B.59)
for n ≥ 1.
B.5 Upper bounds for Dα |x|−s
We want to obtain meaningful upper bounds for Dα |x|−s. When maxα ≤ 1 we prove the formula B.60 for Dα |x|.
When |α| + s > 0 we conjecture the bounds B.96 and B.93 for Dα |x|−s when |α| + s > 0; this is achieved using
the integral formula B.73 for the gamma function.
B.5.1 A bound for Dα |x| when maxα ≤ 1.
Permute the multi-index α, if necessary, to write:
α = β1,d′0d′+1,d,
where β1,d′ = 1, βd′+1,d = 0.
Concerning Dβ |x|
D1 |x| = x1 |x|−1 ,
D2D1 |x| = x1D2 |x|−1 = (1) (−1)x1x2 |x|−3 ,
D3D2D1 |x| = −x1x2D3 |x|−3 = (1) (−1) (−3)x1x2x3 |x|−5 ,
D4D3D2D1 |x| = (1) (1− 2) (1− 4) (1− 6)x1x2x3x4 |x|−7 ,
...
Dk . . . D3D2D1 |x| = (1) (1− 2) (1− 4) (1− 6) . . . (1− (2k − 2)) x1x2 . . . xk |x|−(2k−1)
= (1) (−1) (−3) (−5) . . . (3− 2k)x1x2 . . . xk |x|−(2k−1)
= (−1)k−1 (1) (1) (3) (5) . . . (2k − 3)x1x2 . . . xk |x|−(2k−1)
= (−1)k−1 1.1.2.3.4.5. . . . (2k − 4) (2k − 3) (2k − 2)
2.4.6. . . . (2k − 4) (2k − 2) x1x2 . . . xk |x|
−(2k−1)
= (−1)k−1 (2k − 2)!
2k−1 (k − 1)!x1x2 . . . xk |x|
−(2k−1)
,
if we define 0! := 1. Now a permutation argument implies
Dα |x| = (−1)|α|−1 (2 |α| − 2)!
2|α|−1 (|α| − 1)! x̂
α |x|1−|α| , 0 ≤ α ≤ 1, α 6= 0, (B.60)
and so
|Dα |x|| ≤ (2 |α| − 2)!
2|α|−1 (|α| − 1)! |x|
1−|α|
, 0 ≤ α ≤ 1, α 6= 0. (B.61)
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B.5.2 Conjectured bounds for Dα |x|−s when maxαi ≥ 2 and |α|+ s > 0.
Using a permutation argument we can assume without loss of generality that ?? NEEDED? ??
α1 ≥ 2, αi ≥ 1 when i ≤ d′ and αi = 0 when i > d′. (B.62)
From B.10, for n = 0, 1, 2, . . .,
(âD)
2n+1 |x|−s =
(
n∑
k=0
b2n+12k+1 {s (s+ 2) . . . (s+ 2n+ 2k)} (âx̂)2k+1
)
|x|−s−(2n+1)
=
(
n∑
k=0
b2n+12k+12
n+k+1
{ s
2
(s
2
+ 1
)
. . .
(s
2
+ n+ k
)}
(âx̂)2k+1
)
|x|−s−(2n+1)
=
(
n∑
k=0
b2n+12k+12
n+k+1
(s
2
)
n+k+1
(âx̂)
2k+1
)
|x|−s−(2n+1)
=
n∑
k=0
b2n+12k+12
n+k+1
(s
2
)
n+k+1
(
â
x
|x|
)2k+1
|x|−s−(2n+1)
=
n∑
k=0
b2n+12k+12
n+k+1
(s
2
)
n+k+1
(âx)
2k+1 |x|−2k−1 |x|−s−(2n+1)
=
n∑
k=0
b2n+12k+12
n+ 12+k+
1
2
(s
2
)
n+ 12+k+
1
2
(âx)
2k+1 |x|−(s+2n+1+2k+1) ,
which we can now write as
(âD)
m |x|−s =
m∑
j=0
cmj (s) (âx)
j |x|−(s+m+j) , m = 1, 3, 5, . . . , (B.63)
where
cmj (s) =
{
bmj 2
m+j
2
(
s
2
)
m+j
2
, j odd,
0, j even.
(B.64)
From B.7, for n = 1, 2, 3, . . .,
(âD)
2n |x|−s =
(
n∑
k=0
b2n2ks (s+ 2) . . . (s+ 2n+ 2k − 2) (âx̂)2k
)
|x|−s−2n
=
(
n∑
k=0
b2n2k2
n+k
{ s
2
(s
2
+ 1
)
. . .
(s
2
+ n+ k − 1
)}
(âx̂)
2k
)
|x|−s−2n
=
(
n∑
k=0
b2n2k2
n+k
(s
2
)
n+k
(âx̂)2k
)
|x|−s−2n
=
n∑
k=0
b2n2k2
n+k
(s
2
)
n+k
(
â
x
|x|
)2k
|x|−s−2n
=
n∑
k=0
b2n2k2
n+k
(s
2
)
n+k
(
â
x
|x|
)2k
|x|−(s+2n)
=
n∑
k=0
b2n2k2
2n+2k
2
(s
2
)
2n+2k
2
(âx)
2k |x|−(s+2n+2k) ,
which we can now write in the form
(âD)m |x|−s =
m∑
j=0
cmj (s) (âx)
j |x|−(s+m+j) , m = 0, 2, 4, . . . , (B.65)
where
cmj (s) =
{
bmj 2
m+j
2
(
s
2
)
m+j
2
, j even,
0, j odd.
(B.66)
368 Appendix B. Estimates for Dαf , (âD)n f , |D|2n f , (̂·D)n f where f = |·|t, |·|t log |·|
Equations B.63 to B.66 can be written more concisely as:
(âD)
m |x|−s =
m∑
j=0
cmj (s) (âx)
j |x|−(s+m+j) , m ≥ 0, (B.67)
where
cmj (s) =

bmj 2
m+j
2
(
s
2
)
m+j
2
, j,m both odd or even,
0,
 j even and m oddor
j odd and m even,
.
(B.68)
See estimates of Subsection B.5.3.
Using the gamma function form B.3 i.e. (s)k =
Γ(s+k)
Γ(s) , we can simplify B.68 by generalizing (s)m to:
(s)r =
Γ (s+ r)
Γ (s)
, r, s ∈ R1, (B.69)
so that
cmj (s) = b
m
j 2
m+j
2
(s
2
)
m+j
2
= bmj 2
m+j
2
Γ
(
m+s+j
2
)
Γ
(
s
2
) , j = 0, 1, . . . ,m. (B.70)
When a = ek, B.67 becomes
Dmk |x|−s =
m∑
j=0
cmj (s)x
j
k |x|−(s+m+j) , k = 1, . . . , d,
implies that
Dαkk |x|−sk =
∑
βk≤αk
cαkβk (sk)x
βk
k |x|−(sk+αk+βk) =
∑
βk≤αk
cαkβk (sk)x
βk
k |x|−sk+1 ,
where we have defined
s1 = s,
s2 = s1 + α1 + β1
= s+ α1 + β1,
s3 = s2 + α2 + β2
= s+ (α1 + α2) + (β1 + β2) ,
...
sk+1 = s+ (α1 + α2 + . . .+ αk) + (β1 + β2 + . . .+ βk) < s+ 2 (α1 + α2 + . . .+ αk) ,
...
sd′+1 = s+ (α1 + α2 + . . .+ αd′) + (β1 + β2 + . . .+ βd′) = s+ |α|+ |β| .
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so that
Dα11 |x|−s =
∑
β1≤α1
cα1β1 (s1)x
β1
1 |x|−(s1+α1+β1) =
∑
β1≤α1
cα1β1 (s1)x
β1
1 |x|−s2 ,
Dα22 |x|−s2 =
∑
β2≤α2
cα2β2 (s2)x
β2
2 |x|−(s2+α2+β2) =
∑
β2≤α2
cα2β2 (s2)x
β2
2 |x|−s3 ⇒
Dα22 D
α1
1 |x|−s =
∑
β1≤α1
cα1β1 (s1)x
β1
1 D
α2
2 |x|−s2
=
∑
β1≤α1
cα1β1 (s1)x
β1
1
∑
β2≤α2
cα2β2 (s2)x
β2
2 |x|−s3
=
∑
β1≤α1
∑
β2≤α2
cα1β1 (s1) c
α2
β2
(s2)x
β1
1 x
β2
2 |x|−s3 ,
and in general
Dα |x|−s =
∑
β≤α
cα1β1 (s1) c
α2
β2
(s2) . . . c
αd′
βd′
(sd′)x
β |x|−sd′+1
=
∑
β≤α
cα1β1 (s1) c
α2
β2
(s2) . . . c
αd′
βd′
(sd′)x
β |x|−(s+|α|+|β|)
=
∑
β≤α
cα1β1 (s1) c
α2
β2
(s2) . . . c
αd′
βd′
(sd′) x̂
β |x|−s−|α|
=
∑
β≤α
cα1β1 (s1) c
α2
β2
(s2) . . . c
αd′
βd′
(sd′) x̂
β
 |x|−s−|α| .
Using B.70 i.e. cmj (s) = b
m
j 2
m+j
2
Γ(m+s+j2 )
Γ( s2 )
, we have
cαkβk (sk) = b
αk
βk
2
αk+βk
2
Γ
(
αk+βk+sk
2
)
Γ
(
sk
2
) = bαkβk 2 sk+1−sk2 Γ
( sk+1
2
)
Γ
(
sk
2
) ,
so that
Dα |x|−s =
 ∑
β′≤α′
bα1β1 2
s2−s1
2
Γ
(
s2
2
)
Γ
(
s1
2
)bα2β2 2 s3−s22 Γ
(
s3
2
)
Γ
(
s2
2
) × . . .× bαd′βd′ 2 sd′+1−sd′2 Γ
(sd′+1
2
)
Γ
( sd′
2
) x̂β
 |x|−s−|α|
=
∑
β≤α
2
s
d′+1−s1
2
Γ
( sd′+1
2
)
Γ
(
s1
2
) bα1β1 bα2β2 . . . bαd′βd′ x̂β
 |x|−s−|α|
=
∑
β≤α
2
s+|α|+|β|−s
2
Γ
(
s+|α|+|β|
2
)
Γ
(
s
2
) bα1β1 bα2β2 . . . bαd′βd′ x̂β
 |x|−s−|α|
= 2
|α|
2
∑
β≤α
2
|β|
2
Γ
(
s+|α|+|β|
2
)
Γ
(
s
2
) bα1β1 bα2β2 . . . bαd′βd′ x̂β
 |x|−s−|α|
= 2
|α|
2
∑
β≤α
2
|β|
2
Γ
(
s+|α|+|β|
2
)
Γ
(
s
2
) bα1β1 bα2β2 . . . bαdβd x̂β
 |x|−s−|α|
= 2
|α|
2
∑
β≤α
2
|β|
2
(s
2
)
|α|+|β|
2
bα1β1 b
α2
β2
. . . bαdβd x̂
β
 |x|−s−|α| ,
Note that if |α| is even then |β| is even and if |α| is odd then |β| is odd. Next define
bαβ := b
α1
β1
bα2β2 . . . b
αd
βd
, (B.71)
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so that
Dα |x|−s = 2 |α|2
∑
β≤α
2
|β|
2
(s
2
)
|α|+|β|
2
bαβ x̂
β
 |x|−s−|α| . (B.72)
Now when |α|+ s > 0,(s
2
)
|α|+|β|
2
=
1
Γ
(
s
2
)Γ( |α|+ |β|+ s
2
)
=
1
Γ
(
s
2
) ∫ ∞
0
e−tt
|α|+|β|+s
2 −1dt, (B.73)
and hence ∑
β≤α
2
|β|
2
(s
2
)
|α|+|β|
2
bαβ x̂
β =
∑
β≤α
2
|β|
2
1
Γ
(
s
2
) ∫ ∞
0
e−tt
|α|+|β|+s
2 −1dt bαβ x̂
β
=
1
Γ
(
s
2
) ∫ ∞
0
e−t
∑
β≤α
2
|β|
2 t
|α|+|β|+s−2
2 bαβ x̂
βdt
=
1
Γ
(
s
2
) ∫ ∞
0
e−tt
|α|+s−2
2
∑
β≤α
2
|β|
2 t
|β|
2 bαβ x̂
β
 dt
=
1
Γ
(
s
2
) ∫ ∞
0
e−tt
|α|+s−2
2
∑
β≤α
(2t)
|β|
2 bαβ x̂
β
 dt
=
1
Γ
(
s
2
) ∫ ∞
0
e−tt
|α|+s
2 −1
d∏
k=1
 αk∑
βk=0
bαkβk (2t)
βk
2 x̂βkk
 dt
=
1
Γ
(
s
2
) ∫ ∞
0
e−tt
|α|+s
2 −1
d∏
k=1
 αk∑
j=0
bαkj (2t)
j
2 x̂jk
 dt.
We can assume that x > 0 so x̂ > 0 and
∑
β≤α
2
|β|
2
(s
2
)
|α|+|β|
2
bαβ x̂
β =
1
Γ
(
s
2
) ∫ ∞
0
e−tt
|α|+s
2 −1
d∏
k=1
αk∑
j=0
bαkj
(
2t (x̂k)
2
)j/2
dt. (B.74)
Define
fn (u) :=
n∑
j=0
bnj u
j/2, u ≥ 0,
i.e.
f2m (u) =
m∑
j=0
b2m2j u
j,
f2m+1 (u) = u
1/2
m∑
j=0
b2m+12j+1 u
j,
 u ≥ 0. (B.75)
Thus ∑
β≤α
2
|β|
2
(s
2
)
|α|+|β|
2
bαβ x̂
β =
1
Γ
(
s
2
) ∫ ∞
0
e−tt
|α|+s
2 −1
d∏
k=1
fαk
(
2t (x̂k)
2
)
dt. (B.76)
The next step is to estimate the fαk .
Bounding fn
There are two cases:
Case f2m Using Matlab we calculate ln (|f2m (u)| / |f2m (0)|) and conjecture that for each m ≥ 1 there
is a unique straight line l2m which is tangent to all the peaks and such that ln (|f2m (u)| / |f2m (0)|) ≤ l2m (u)
when u ≥ 0. We also conjecture that this line also passes through (0, |f2m (0)|). Denote the slope of the line
corresponding to 2m by v2m. We next conjecture that v2m+2 > v2m > . . . > v2. Experiments show that
0.2784 < v2 < 0.2785. (B.77)
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Observe that from B.75 and B.20,
f2m (0) = b
2m
0 = b
2m−1
1 = (−1)m 2m
(
1
2
)
m
. (B.78)
So we have
ln
(|f2m (u)| / ∣∣b2m0 ∣∣) ≤ v2u, u ≥ 0.
i.e.
|f2m (u)| ≤ 2m
(
1
2
)
m
ev2u, u ≥ 0, (B.79)
or equivalently
|fn (u)| ≤ 2n2
(
1
2
)
n
2
ev2u, n even, u ≥ 0 (B.80)
Case f2m+1 We start by considering the situation when n ≥ 3.
Using Matlab we calculate ln
(|f2m+1 (u)| / ∣∣b2m+11 ∣∣) and conjecture that for each m ≥ 1 there is a unique
straight line l2m+1 which is tangent to all the peaks and such that ln
(|f2m+1 (u)| / ∣∣b2m+11 ∣∣) ≤ l2m+1 (u) when
u ≥ 0 with equality only at the tangents. Suppose now that l2m+1 has slope v2m+1 and y-intercept b2m+1. We also
conjecture that v2m+1 < v2m−1 < . . . < v3 and b2m+1 < b2m−1 < . . . < b3. Experiments show that
v3 ≃ 0.273358, b3 ≃ −0.6351, (B.81)
which gives a vertical distance between the curves of less than 10−3. It is now clear that
ln
(|f2m+1 (u)| / ∣∣b2m+11 ∣∣) ≤ l3 (u) , u ≥ 0, m ≥ 1. (B.82)
Now when n = 1 we have m = 0 and f1 (u) =
√
u
∣∣b11∣∣ = √u. Graphically we see that l3 can be moved upwards
so that it is tangential to f1 and that in this case B.82 also holds when m = 0. However, using Matlab we can
conjecture that there is a line l1, tangential f1, that has smaller slope than l3 and which satisfies
ln
(|f2m+1 (u)| / ∣∣b2m+11 ∣∣) ≤ l1 (u) , u ≥ 0, m ≥ 0, (B.83)
where
v1 ≃ 0.247, b1 ≃ −0.144. (B.84)
Thus from B.78 and B.83,
|f2m+1 (u)| ≤
∣∣b2m+11 ∣∣ el1(u),
i.e.
|f2m+1 (u)| ≤ 2m+1
(
1
2
)
m+1
eb1+v1u, u ≥ 0, m ≥ 0, (B.85)
or equivalently
|fn (u)| ≤ 2n+12
(
1
2
)
n+1
2
eb1+v1u, u ≥ 0, n odd. (B.86)
The key property of the estimates B.79 and B.85 is that the exponent of e is a linear function of u.
We now bound the right side of B.76. First some definitions: suppose u ∈ Rd and u ≥ 0; no (α) is the number
of odd-valued α and ne (α) is the number of even-valued α; α
!
o =
∏
αk odd
αk; |u|1 =
∑
k
uk, |u|1,e =
∑
αk odd
uk and
|u|1,e =
∑
αk even
uk. Then using the estimates B.80 and B.86,∣∣∣∣∣
d∏
k=1
fαk (uk)
∣∣∣∣∣ = ∏
αj even
∣∣fαj (uj)∣∣ ∏
αk odd
|fαk (uk)|
≤
∏
αj even
2
αj
2
(
1
2
)
αj
2
ev2uj
∏
αk odd
2
ak+1
2
(
1
2
)
ak+1
2
eb1+v1uk
<
∏
αj
even
2
αj
2
∏
αk
odd
2
ak+1
2

∏
αj
even
(
1
2
)
αj
2
∏
αk
odd
(
1
2
)
αk+1
2

∏
αj
even
ev2uj
∏
αk
odd
eb1+v1uk

= 2
|α|
2 2
no(α)
2 eno(α)b1
 ∏
αj even
(
1
2
)
αj
2
∏
αk odd
(
1
2
)
αk+1
2
 ev2|u|1 .
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But (
1
2
)
αk+1
2
=
Γ
(
αk+2
2
)
Γ (1/2)
=
Γ
(
αk
2 + 1
)
Γ (1/2)
=
αk
2
Γ
(
αk
2
)
Γ (1/2)
=
αk
2
(
1
2
)
αk
2
,
so we can write ∣∣∣∣∣
d∏
k=1
fαk (uk)
∣∣∣∣∣ < 2 |α|2 2no(α)2 eno(α)b1
 ∏
αj even
(
1
2
)
αj
2
∏
αk odd
αk
2
(
1
2
)
αk
2
 ev2|u|1
= 2
|α|
2 2
no(α)
2 eno(α)b1
( ∏
αk odd
αk
2
)(
1
2
)
α
2
ev2|u|1
= 2
|α|
2 2−
no(α)
2 eno(α)b1α!o
(
1
2
)
α
2
ev2|u|1 ,
where
(s)β := (s)β1 (s)β2 . . . (s)βd , β = (βi) . (B.87)
Further
2−
no(α)
2 eno(α)b1 = exp
(
−no (α)
2
ln 2
)
exp (no (α) b1)
= exp
((
b1 − 1
2
ln 2
)
no (α)
)
≤ 1,
since
b1 − 1
2
ln 2 ≃ −0.144− 0.3466 ≃ −0.490,
so now we have ∣∣∣∣∣
d∏
k=1
fαk (uk)
∣∣∣∣∣ ≤ 2 |α|2 e−(−b1+ 12 ln 2)no(α)α!o
(
1
2
)
α/2
ev2|u|1 . (B.88)
Thus B.76 can be estimated by∣∣∣∣∣∣
∑
β≤α
2
|β|
2
(s
2
)
|α|+|β|
2
bαβ x̂
β
∣∣∣∣∣∣
≤ 1
Γ
(
s
2
) ∫ ∞
0
e−tt
|α|+s
2 −1
∣∣∣∣∣
d∏
k=1
fαk
(
2t (x̂k)
2
)∣∣∣∣∣ dt
≤ 1
Γ
(
s
2
) ∫ ∞
0
e−tt
|α|+s
2 −12
|α|
2 e−(−b1+
1
2 ln 2)no(α)α!o
(
1
2
)
α/2
ev2|2t(x̂k)2|1dt
= 2
|α|
2 e−(−b1+
1
2 ln 2)no(α)α!o
(
1
2
)
α/2
Γ
(
s
2
) ∫ ∞
0
e−tt
|α|+s
2 −1ev2|2t(x̂k)2|1dt
= 2
|α|
2 e−(−b1+
1
2 ln 2)no(α)α!o
(
1
2
)
α/2
Γ
(
s
2
) ∫ ∞
0
e−tt
|α|+s
2 −1e2v2tdt
= 2
|α|
2 e−(−b1+
1
2 ln 2)no(α)α!o
(
1
2
)
α/2
Γ
(
s
2
) ∫ ∞
0
e−(1−2v2)tt
|α|+s
2 −1dt. (B.89)
Noting that B.77 implies 0 < 2v2 < 1, the next step is to express the integral in B.89 as a gamma function using
the change of variables r = (1− 2v2) t, dr = (1− 2v2) dt:∫ ∞
0
e−(1−2v2)tt
|α|+s
2 −1dt =
∫ ∞
0
e−r
(
r
1− 2v2
) |α|+s
2 −1 dr
1− 2v2
= (1− 2v2)−
|α|+s
2
∫ ∞
0
e−rr
|α|+s
2 −1dr
= (1− 2v2)−
|α|+s
2 Γ
( |α|+ s
2
)
, (B.90)
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so that
∣∣∣∣∣∣
∑
β≤α
2
|β|
2
(s
2
)
|α|+|β|
2
bαβ x̂
β
∣∣∣∣∣∣
≤ 2 |α|2 e−(−b1+ 12 ln 2)no(α)α!o
(
1
2
)
α/2
Γ
(
|α|+s
2
)
Γ
(
s
2
) (1− 2v2)− |α|+s2
= 2
|α|
2 e−(−b1+
1
2 ln 2)no(α)α!o
(
1
2
)
α/2
(s
2
)
|α|/2
(1− 2v2)−
|α|+s
2 , (B.91)
where from B.77,
0.4430 < 1− 2v2 < 0.4432. (B.92)
Thus we can now estimate B.72 by
∣∣∣Dα |x|−s∣∣∣ ≤ 2 |α|2
∣∣∣∣∣∣
∑
β≤α
2
|β|
2
(s
2
)
|α|+|β|
2
bαβ x̂
β
∣∣∣∣∣∣ |x|−s−|α|
≤ 2|α|e−(−b1+ 12 ln 2)no(α)α!o
(
1
2
)
α/2
(s
2
)
|α|/2
(1− 2v2)−
|α|+s
2 |x|−s−|α| (B.93)
when |α|+ s > 0.
A bound for
(
1
2
)
α/2
Write
(
1
2
)
α/2
=
d∏
k=1
Γ
(
αk+1
2
)
Γ
(
1
2
) = 1
Γ
(
1
2
)d d∏
k=1
Γ
(
αk + 1
2
)
=
1
πd/2
d∏
k=1
Γ
(
αk + 1
2
)
. (B.94)
Now
d∏
k=1
Γ
(
αk + 1
2
)
=
d∏
k=1
∫ ∞
0
e−t
2
kt
2
(
αk+1
2
)
−1
k dtk =
d∏
k=1
∫ ∞
0
e−t
2
ktαkk dtk =
∫
Rd+
e−|τ |
2
ταdτ,
so that clearly ∣∣∣∣∣
d∏
k=1
Γ
(
αk + 1
2
)∣∣∣∣∣ ≤
∫
Rd+
e−|τ |
2 |τ ||α| dτ,
and hence (
1
2
)
α/2
≤ 1
πd/2
∫
Rd+
e−|τ |
2 |τ ||α| dτ, (B.95)
so we use the spherical polar coordinates change of variables e.g. Section 5.43 of Adams [3]:
dτ = dτ1dτ2 . . . dτd−1 = rd−1
d∏
j=1
sinj−1 φjdrdφ1 . . . dφd−1,
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to obtain for d ≥ 2,∫
Rd+
e−|τ |
2 |τ ||α| dτ =
pi∫
0
. . .
pi∫
0︸ ︷︷ ︸
(d−2)×
pi∫
−pi
∞∫
0
e−ρ
2
r|α|rd−1
d−1∏
j=1
sinj−1 φjdrdφ1 . . . dφd−1
= 2π
d−1∏
j=2
pi∫
0
sinj−1 θdθ
 ∞∫
0
e−r
2
r|α|+d−1dr
= 2π
d−2∏
j=1
pi∫
0
sinj θdθ
 ∞∫
0
e−r
2
r2(
|α|+d
2 )−1dr
= 2π
d−2∏
j=1
pi∫
0
sinj θdθ
 ∞∫
0
e−r
2
r2(
|α|+d
2 )−1dr
= 2π
2d−2 d−2∏
j=1
pi/2∫
0
sinj θdθ
Γ( |α|+ d
2
)
.
From exercise 10.4.9 (b) of Arfken [5],
pi/2∫
0
sinj θdθ =
√
π
2
((j − 1) /2)!
(j/2)!
,
so that
d−2∏
j=1
pi/2∫
0
sinj θdθ =
(√
π
2
)d−2
0!
((d− 2) /2)! =
(√
π
2
)d−2
1(
d
2 − 1
)
!
=
(√
π
2
)d−2
1
Γ
(
d
2
) ,
and hence ∫
Rd+
e−|τ |
2 |τ ||α| dτ ≤ 2π2d−2
(√
π
2
)d−2
1
Γ
(
d
2
)Γ( |α|+ d
2
)
= 2π
(
√
π)
d−2
Γ
(
d
2
) Γ( |α|+ d
2
)
=
2πd/2
Γ
(
d
2
)Γ( |α|+ d
2
)
= 2πd/2
(
d
2
)
|α|/2
.
From B.95, (
1
2
)
α/2
≤ 1
πd/2
∫
Rd+
e−|τ |
2 |τ ||α| dτ ≤
(
d
2
)
|α|/2
,
and the right side depends on |α|. As a consequence B.93 now becomes∣∣∣Dα |x|−s∣∣∣ ≤ 2|α|e−(−b1+ 12 ln 2)no(α)α!o(12
)
α/2
(s
2
)
|α|/2
(1− 2v2)−
|α|+s
2 |x|−s−|α|
≤ 2|α|e−(−b1+ 12 ln 2)no(α)α!o2
(
d
2
)
|α|/2
(s
2
)
|α|/2
(1− 2v2)−
|α|+s
2 |x|−s−|α|
= 2|α|+1e−(−b1+
1
2 ln 2)no(α)α!o
(
d
2
)
|α|/2
(s
2
)
|α|/2
(1− 2v2)−
|α|+s
2 |x|−s−|α| (B.96)
when |α|+ s > 0.
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Further
∣∣∣Dα |x|−s∣∣∣ ≤ 2|α|+1α!o(d2
)
|α|/2
(s
2
)
|α|/2
(1− 2v2)−
|α|+s
2 |x|−s−|α|
≤ 2|α|+1α!
(
d
2
)
|α|/2
(s
2
)
|α|/2
(1− 2v2)−
|α|+s
2 |x|−s−|α| .
But from A.26
√
2πe−u+
1
1+12uuu+
1
2 < Γ (u+ 1) <
√
2πe−u+
1
12u uu+
1
2 , u > 0,
so that
α! = α1!α2! . . . αd!
<
(√
2πe−α1+
1
12α1 α
α1+
1
2
1
)(√
2πe−α2+
1
12α2 α
α2+
1
2
2
)
. . .
(√
2πe
−αd+ 112αd ααd+
1
2
d
)
≤
(√
2π
)d
e
d
12 e−|α|αα1+
1
2
1 α
α2+
1
2
2 . . . α
αd+
1
2
d
≤
(
e
1
12
√
2π
)d
e−|α| |α|α1+ 12 |α|α2+ 12 . . . |α|αd+ 12
=
(
e
1
12
√
2π
)d
e−|α| |α||α|+ d2 ,
and hence we conjecture: when |α|+ s > 0,
∣∣∣Dα |x|−s∣∣∣ ≤ (e 112√2π)d 2|α|+1e−|α| |α||α|+ d2 (d
2
)
|α|/2
(s
2
)
|α|/2
(1− 2v2)−
|α|+s
2 |x|−s−|α| . (B.97)
B.5.3 Estimating (âD)m |x|−s using integral form of the Γ function
?? Condition on s? ?? Negative result
From B.67 and B.70,
(âD)m |x|−s =
m∑
j=0
cmj (s) (âx)
j |x|−(s+m+j) , m ≥ 0,
and
cmj (s) = b
m
j 2
m+j
2
(s
2
)
m+j
2
.
But from A.26,
(s
2
)
m+j
2
=
1
Γ
(
s
2
)Γ(m+ j + s
2
)
=
1
Γ
(
s
2
) ∫ ∞
0
e−tt
m+j+s
2 −1dt.
Now write
(âD)
m |x|−s =
m∑
j=0
cmj (s) (âx)
j |x|−(s+m+j) =
 m∑
j=0
cmj (s) (âx̂)
j
 |x|−(s+m) ,
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and we consider the polynomial
∑m
j=0 c
m
j (s)u
j:
m∑
j=0
cmj (s)u
j =
m∑
j=0
bmj 2
m+j
2
(s
2
)
m+j
2
uj
=
m∑
j=0
bmj 2
m+j
2
uj
Γ
(
s
2
) ∫ ∞
0
e−tt
m+j+s
2 −1dt
=
2m/2
Γ
(
s
2
) ∫ ∞
0
e−t
m∑
j=0
bmj 2
j
2 t
m+j+s
2 −1ujdt
=
2m/2
Γ
(
s
2
) ∫ ∞
0
e−t
m∑
j=0
bmj 2
j
2 t
m+j+s
2 −1ujdt
=
2m/2
Γ
(
s
2
) ∫ ∞
0
e−tt
m+s
2 −1
m∑
j=0
bmj 2
j
2 t
j
2 ujdt
=
2m/2
Γ
(
s
2
) ∫ ∞
0
e−tt
m+s
2 −1
m∑
j=0
bmj 2
j
2 t
j
2 ujdt
=
2m/2
Γ
(
s
2
) ∫ ∞
0
e−tt
m+s
2 −1
m∑
j=0
bmj
(
2tu2
)j/2
dt
=
2m/2
Γ
(
s
2
) ∫ ∞
0
e−tt
m+s
2 −1fm
(
2tu2
)
dt.
using definition A.25 of fm.
If m = 2n then this equation becomes
2n∑
j=0
c2nj (s)u
j =
2n
Γ
(
s
2
) ∫ ∞
0
e−tt(n+
s
2 )−1f2n
(
2tu2
)
dt, 2n+ s > 0,
and from B.79,
|f2n (τ)| ≤ 2n
(
1
2
)
n
ev2τ , τ ≥ 0,
so that ∣∣∣∣∣∣
2n∑
j=0
c2nj (s)u
j
∣∣∣∣∣∣ ≤ 2
n∣∣Γ ( s2)∣∣
∫ ∞
0
e−tt(n+
s
2 )−12n
(
1
2
)
n
ev22tu
2
dt
= 22n
(
1
2
)
n
1∣∣Γ ( s2)∣∣
∫ ∞
0
e−(1−2v2u
2)tt(n+
s
2 )−1dt.
From B.90, ∫ ∞
0
e−(1−2v2)tt
|α|+s
2 −1dt = (1− 2v2)−
|α|+s
2 Γ
( |α|+ s
2
)
,
so now ∣∣∣∣∣∣
2n∑
j=0
c2nj (s)u
j
∣∣∣∣∣∣ ≤ 22n
(
1
2
)
n
1∣∣Γ ( s2)∣∣
(
1− 2v2u2
)−(n+ s2 ) Γ(n+ s
2
)
= 22n
∣∣∣(s
2
)
n
∣∣∣ (1
2
)
n
(
1− 2v2u2
)−(n+ s2 )
≤ 22n
∣∣∣(s
2
)
n
∣∣∣ (1
2
)
n
(1− 2v2)−(n+
s
2 ) ,
when s > −2n.
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From B.92, 0.4430 < 1− 2v2 < 0.4432, so∣∣∣∣∣∣
2n∑
j=0
c2nj (s)u
j
∣∣∣∣∣∣ ≤ 22n
∣∣∣(s
2
)
n
∣∣∣ (1
2
)
n
1
(0.4430)
n+ s2
.
Compare this result with: from B.35 and B.36,
∣∣∣(âD)2n |x|−s∣∣∣ ≤ {{ 22n ∣∣( s2)n∣∣ ( 12)n , −2 ≤ s ≤ 0,
(s)2n , s ≥ 0,
}
|x|−s−2n
=
{
22n
∣∣( s
2
)
n
∣∣ ( 1
2
)
n
, −2 ≤ s ≤ 0,
22n
(
s
2
)
n
(
s+1
2
)
n
, s ≥ 0.
}
|x|−s−2n .
We conclude that using the integral form of the gamma function does not provide a sufficiently good estimate.
Also from B.43 and B.42,
b2n2k = b
2n
0 g
2n
2k = (−1)n 2n
(
1
2
)
n
g2n2k , n ≥ 1,
so
2n∑
j=0
c2nj (s)u
j =
2n
Γ
(
s
2
) ∫ ∞
0
e−tt(n+
s
2 )−1
n∑
k=0
(−1)n 2n
(
1
2
)
n
g2n2k
(
2tu2
)k
dt
= (−1)n 22n
(
1
2
)
n
1
Γ
(
s
2
) ∫ ∞
0
e−tt(n+
s
2 )−1
n∑
k=0
g2n2k
(
2tu2
)k
dt
B.6 More properties of the bnk
For values of bnk see B.16.
Plotting log |bnk | gives a very nice plot which suggests:
Conjecture 381 For n ≥ 2, ∣∣b2n−12k+1 ∣∣ < ∣∣b2n2k ∣∣ < ∣∣b2n+12k+1 ∣∣ , 1 ≤ k ≤ n− 1,∣∣b2n2n∣∣ = ∣∣b2n+12n+1∣∣ ,∣∣b2n−11 ∣∣ = ∣∣b2n2 ∣∣ .
?? What to do next? Corresponding formula for the constants gjk? ??
B.7 Orthonormal transform
From B.24,
(âD)2n+1 |x|−s = 2n+1
(s
2
)
n+1
(âx̂) p(2n+1)s (âx̂) |x|−s−(2n+1) .
If O is an orthonormal transformation then |Oy| = |y| and xOT y := (x,OT y) = (Ox, y) = Oy x.
Note that an orthogonal transformation O satisfies OT = O−1 where (Ox, y) = (x,OT y) for the Euclidean inner
product.
Note that O : Rd → Rd is an isometric isomorphism.
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Note that Ôa = Oâ.((
ÔaD
)2n+1
|·|−s
)
(x) =
(
ÔaD
)2n+1
|x|−s
= 2n+1
(s
2
)
n+1
(
Ôax̂
)
p2n+1s
(
Ôax̂
)
|x|−s−(2n+1)
= 2n+1
(s
2
)
n+1
(Oâ, x̂) p2n+1s ((Oâ, x̂)) |x|−s−(2n+1)
= 2n+1
(s
2
)
n+1
(
â,OT x̂) p2n+1s ((â,OT x̂)) |x|−s−(2n+1)
= 2n+1
(s
2
)
n+1
(
â, ÔTx
)
p2n+1s
((
â, ÔTx
)) ∣∣OTx∣∣−s−(2n+1)
=
(
(âD)
2n+1 |·|−s
) (OTx) .
(âD)
2n+1 |x|−s =
((
ÔaD
)2n+1
|·|−s
)
(Ox) .
B.8 ?? Estimating Dβ |x|−s - matrix approach
∑
|β|=n
aβ
β!
Dβf =
1
n!
(aD)n f, a ∈ Rd.
In := {β : |β| = n} , #In =
(
n+ d− 1
n
)
.
Approach Choose
(
n+d−1
n
)
values of a such that we have
(
n+d−1
n
)
linear equations for
{
Dβf
}
|β|=n and the
matrix is regular.
What about choosing ∑
|β|=n
αβ
β!
Dβf =
1
n!
(αD)
n
f, α ∈ In?
Is the matrix Mn =
(
αβ
β!
)
|α|,|β|=n
regular?
B.9 Another idea - unfinished ??
1
m!
((a.D) · (a.D))m |x|−s =
∑
|β|=m
aβDβaβDβ
β!
|x|−s =
∑
|β|=m
a2β
β!
D2β |x|−s ,
implies
D2γa
1
m!
|a.D|2m |x|−s = (2γ)!
γ!
D2γ |x|−s , |γ| = m.
1
m!
D2γa |Dx|2m |a.x|−s =
(2γ)!
γ!
D2γ |x|−s , |γ| = m.
Di (u (|x|)) = u′ (|x|)Di |x| = |x|−1 u′ (|x|)xi
and so
a2iD
2
i (u (|x|)) = a2i |x|−1 u′ (|x|) + |x|−2 u′′ (|x|) a2ix2i − |x|−3 u′ (|x|) a2ix2i .
Hence
|â.D|2 (u (|x|)) = |âiDi|2 (u (|x|))
=
(
|x|−1 − |â.x|2 |x|−3
)
u′ (|x|) + |â.x|2 |x|−2 u′′ (|x|)
=
(
|x|2 − |â.x|2
)
|x|−3 u′ (|x|) + |â.x|2 |x|−2 u′′ (|x|)
= Lâu.
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When u (t) = t−s:
|â.D|2 (u (|x|)) =
(
|x|2 − |â.x|2
)
|x|−3
(
−s |x|−s−1
)
+ |â.x|2 |x|−2 s (s+ 1) |x|−s−2
=
(
−s
(
|x|2 − |â.x|2
)
+ s (s+ 1) |â.x|2
)
|x|−s−4
= s
(
− |x|2 + |â.x|2 + (s+ 1) |â.x|2
)
|x|−s−4
= s
(
− |x|2 + (s+ 2) |â.x|2
)
|x|−s−4 ,
and so
|a.D|2 (u (|x|)) = s
(
− |a|2 |x|2 + (s+ 2) |a.x|2
)
|x|−s−4 .
|b.D|2
(
|b.x|2
)
=
∑
k
b2kD
2
k
(
. . .+ b2kx
2
k + . . .
)
= 2
∑
k
b4k.
|b.D|2
(
|b.x|2 |x|−s
)
=??
B.10 Bounds for Dα |x|k and Dα
(
|x|k log |x|
)
??
Lemma 382 For α ≥ 0, t ∈ R1 there exist constants cα,t and c′α,t such that:
1.
∣∣∣Dα |x|t∣∣∣ ≤ cα,t |x|t−|α|.
2.
∣∣∣Dα |x|t log |x|∣∣∣ ≤ c′α,t |x|t−|α|.
Proof. Since |x|t and |x|t log |x| are both homogeneous of order t it follows that the derivative of order α is
homogeneous of order t− |α|.
Put bounds using constants depending on |α| in this lemma.
Lemma 383 :
1. CONJECTURE There exist positive constants
{
cm,t : t ∈ R1, m = 0, 1, 2, . . .
}
such that∣∣∣Dα |x|t∣∣∣ ≤ c|α|,t |x|t−|α| , α ≥ 0, t ∈ R1.
Also cα,t = 0 when t > 0 is an even integer and |α| > k.
2. For all α,
|Dα log |x|| ≤ c′|α| |x|−|α| ,
where
c′|α| :=
{
2|α| |α|!, α ≤ 1,
c|α|−1,−2 + (|α| − 1) c|α|−2,−2, α 
 1.
Now define
bn,k := max
m≤n
cm,k, b
′
n := max
m≤n
c′m. (B.98)
3. For all α and integer k > 0,∣∣∣Dα (|x|k log |x|)∣∣∣ ≤ b|α|,k ((2|α| − 1) b′|α| + |log |x||) |x|k−|α| .
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4. If k > 0 is even then
∣∣∣Dα (|x|k log |x|)∣∣∣ ≤ { b|α|,k
((
2|α| − 1) b′|α| + |log |x||) |x|k−|α| , |α| ≤ k,(
2|α| − 1) b|α|,kb′|α| |x|k−|α| , |α| > k.
5. For k = 0, 1, 2, . . ., ∣∣∣Dβ |x|2k∣∣∣ ≤ 22kπ−d/2d2k−|β| (k!)2
(2k − |β|)! |x|
2k−|β|
, |β| ≤ 2k.
6. For k = 0, 1, 2, . . ., ∣∣∣Dβ |x|2k+1∣∣∣ ≤ 22k+|β|π−d/2d2k (k!)2 b|β|,1 |x|2k+1−|β| , |β| ≤ 2k + 1.
Proof. Part 1 From the conjecture B.97 there MAY exist such constants c|α|,t.
Part 2 Case α ≤ 1 Suppose αkj = 1 for j = 1, 2, . . . , d′ ≤ d.
Then
Dk1 log |x| = |x|−1Dk1 |x| = |x|−2 xk1 ,
Dk2Dk1 log |x| = −2 |x|−4 xk1xk2 ,
so that
Dα log |x| = (−1)|α|+1 2× 4× . . .× (2 |α|) |x|−2|α| xα
= (−1)|α|+1 2|α| |α|! |x|−2|α| xα.
Hence
|Dα log |x|| ≤ 2|α| |α|! |x|−2|α| |x||α| = 2|α| |α|! |x|−|α| ,
so choose c′|α| = 2
|α| |α|!.
Case α 
 1 Since D1 log |x| = |x|−1D1 |x| = |x|−2 x1 we have
Dα11 log |x| = Dα1−11
(
|x|−2 x1
)
=
∑
j≤α1−1
(
α1−1
j
)
Dα1−1−j1
(
|x|−2
)
Dj1x1
=
1∑
j=0
(
α1−1
j
)
Dα1−1−j1
(
|x|−2
)
Dj1x1
=
(
α1−1
0
)
Dα1−1−01
(
|x|−2
)
D01x1 +
(
α1−1
1
)
Dα1−1−11
(
|x|−2
)
D11x1
= x1D
α1−1
1
(
|x|−2
)
+ (α1 − 1)Dα1−21
(
|x|−2
)
,
so
Dα log |x| = x1Dα−e1
(
|x|−2
)
+ (α1 − 1)Dα−2e1
(
|x|−2
)
.
Now from part 1,
|Dα log |x|| ≤ |x1|
∣∣∣Dα−e1 (|x|−2)∣∣∣+ (|α| − 1) ∣∣∣Dα−2e1 (|x|−2)∣∣∣
≤ c|α−e1|,−2 |x1| |x|−|α|−1 + (α1 − 1) c|α−2e1|,−2 |x|−|α|
= c|α|−1,−2 |x1| |x|−|α|−1 + (α1 − 1) c|α|−2,−2 |x|−|α|
≤ c|α|−1,−2 |x| |x|−|α|−1 + (|α| − 1) c|α|−2,−2 |x|−|α|
=
(
c|α|−1,−2 + (|α| − 1) c|α|−2,−2
) |x|−|α| ,
so choose c′|α| := c|α|−1,−2 + (|α| − 1) c|α|−2,−2.
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Part 3 If k > 0 then
Dα
(
|x|k log |x|
)
=
∑
γ≤α
(
α
γ
)(
Dα−γ |x|k
)
Dγ log |x|
=
∑
0<γ≤α
(
α
γ
)(
Dα−γ |x|k
)
Dγ log |x|+
(
Dα |x|k
)
log |x| .
Thus from parts 1 and 2,
∣∣∣Dα (|x|k log |x|)∣∣∣ ≤ ∑
0<γ≤α
(
α
γ
) ∣∣∣Dα−γ |x|k∣∣∣ |Dγ log |x||+ ∣∣∣(Dα |x|k) log |x|∣∣∣
≤
∑
0<γ≤α
(
α
γ
)
c|α−γ|,k |x|k−|α−γ| c′|γ| |x|−|γ| + c|α|,k |x|k−|α| |log |x||
=
 ∑
0<γ≤α
(
α
γ
)
c|α|−|γ|,kc′|γ| + c|α|,k |log |x||
 |x|k−|α|
≤
 ∑
0<γ≤α
(
α
γ
)(
max
m<|α|
cm,k
)(
max
0<m≤|α|
c′m
)
+ c|α|,k |log |x||
 |x|k−|α|
≤
(
max
m≤|α|
cm,k
) ∑
0<γ≤α
(
α
γ
)(
max
0<m≤|α|
c′m
)
+ |log |x||
 |x|k−|α|
=
(
max
m≤|α|
cm,k
) ∑
0<γ≤α
(
α
γ
)
1γ1α−γ
(
max
0<m≤|α|
c′m
)
+ |log |x||
 |x|k−|α|
=
(
max
m≤|α|
cm,k
)(
((1+ 1)α − 1)
(
max
0<m≤|α|
c′m
)
+ |log |x||
)
|x|k−|α|
=
(
max
m≤|α|
cm,k
)((
2|α| − 1
)
max
0<m≤|α|
c′m + |log |x||
)
|x|k−|α|
= b|α|,k
((
2|α| − 1
)
b′|α| + |log |x||
)
|x|k−|α| .
Part 4 Apply part 1 to part 3.
Part 5 If |β| ≤ 2k then Dβ |x|2k = k! ∑
|α|=k
Dβx2α
α! . But
1
β!D
βx2α =
(
2α
β
)
x2α−β if β ≤ 2α so
Dβ |x|2k = k!
∑
|α|=k
2α≥β
Dβx2α
α!
= k!
∑
|α|=k
2α≥β
β!
α!
(
2α
β
)
x2α−β
= k!
∑
|α|=k
2α≥β
β!
α!
(2α)!
(2α− β)!β!x
2α−β
= k!
∑
|α|=k
2α≥β
1
α!
(2α)!
(2α− β)!x
2α−β .
Thus
∣∣∣Dβ |x|2k∣∣∣ ≤
k! ∑
|α|=k
2α≥β
1
α!
(2α)!
(2α− β)!
 |x|2k−β .
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Now
∑
|α|=k
2α≥β
1
α!
(2α)!
(2α− β)! ≤
max
|α|=k
2α≥β
(2α)!
α!
 ∑
|α|=k
2α≥β
1
(2α− β)!
=
max
|α|=k
2α≥β
α!
(2α)!
α!α!
 ∑
|α|=k
2α≥β
1
(2α− β)!
≤
(
max
|α|=k
α!
)max
|α|=k
2α≥β
(2α)!
α!α!
 ∑
|α|=k
2α≥β
1
(2α− β)!
=
(
max
|α|=k
α!
)max
|α|=k
2α≥β
(
2n
n
) ∑
|α|=k
2α≥β
1
(2α− β)! .
But max
|α|=k
α! ≤ k! and
(
2n
n
)
< 22nπ−1/2 =⇒ (2αα ) < 22|α|π−d/2 = 22kπ−d/2,
so
(
max
|α|=k
α!
)
max
|α|=k
2α≥β
(
2n
n
) ≤ 22kπ−d/2k! and hence
k!
∑
|α|=k
2α≥β
1
α!
(2α)!
(2α− β)! ≤ 2
2kπ−d/2 (k!)2 .
Further
∑
|α|=k
2α≥β
1
(2α− β)! ≤
∑
|γ|=2k−|β|
1
γ!
=
∑
|γ|=2k−|β|
12γ
γ!
=
|1|2(2k−|β|)
(2k − |β|)! =
d2k−|β|
(2k − |β|)! ,
so
k!
∑
|α|=k
2α≥β
1
α!
(2α)!
(2α− β)! ≤ 2
2kπ−d/2d2k−|β|
(k!)2
(2k − |β|)! .
∣∣∣Dβ |x|2k∣∣∣ ≤ (22kπ−d/2d2k−|β| (k!)2
(2k − |β|)!
)
|x|2k−|β| .
B.11 Bounds for (aD)n
(
|x|t
)
and (aD)n
(
|x|t log |x|
)
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Part 6 Using the estimates of part 5 and part 1:
∣∣∣Dβ |x|2k+1∣∣∣ = ∣∣∣Dβ |x|2k |x|∣∣∣ =
∣∣∣∣∣∣
∑
α≤β
(
β
α
)
Dα
(
|x|2k
)
Dβ−α (|x|)
∣∣∣∣∣∣ ≤
≤
∑
α≤β
|α|≤2k
(
β
α
) ∣∣∣Dα (|x|2k)∣∣∣ ∣∣Dβ−α (|x|)∣∣
≤
∑
α≤β
|α|≤2k
(
β
α
)(
22kπ−d/2d2k−|α|
(k!)2
(2k − |α|)!
)
|x|2k−|α| c|β−α|,1 |x|1−|β−α|
= 22kπ−d/2d2k (k!)2
 ∑
α≤β
|α|≤2k
(
β
α
) d−|α|
(2k − |α|)!c|β|−|α|,1
 |x|2k+1−|β|
≤ 22kπ−d/2d2k (k!)2
 max|α|≤|β|
|α|≤2k
c|α|,1

 ∑
α≤β
|α|≤2k
(
β
α
) d−|α|
(|β| − |α|)!
 |x|2k+1−|β| .
But if |β| ≤ 2k then using the identity: if |xy| < 1
(1 + xy)
m
=
∑
|α|≤m
(
m
α
)
xαyα,
(
m
α
)
=
m!
α! (m− |α|)! .
we obtain ∑
α≤β
(
β
α
) d−|α|
(|β| − |α|)! =
∑
α≤β
1
(β − α)!
β!
α! (|β| − |α|)!
(
1
d
1
)α
1α
≤
∑
|α|≤|β|
(|β|
α
)(
1
d
1
)α
1α
=
(
1 +
(
1
d
1,1
))|β|
= 2|β|,
we means that when |β| ≤ 2k + 1,∣∣∣Dβ |x|2k+1∣∣∣ ≤ 22k+|β|π−d/2d2k (k!)2 b|β|,1 |x|2k+1−|β| , .
B.11 Bounds for (aD)n
(|x|t) and (aD)n (|x|t log |x|)
??
Lemma 384 Define the operator aD = a1D1 + . . .+ adDd where D = (Di). Hence, noting identity A.1,
1
n!
((aD)n u) (x) =
∑
|α|=n
aα
α!
Dαu (x) ,
and:
1. (aD) |x| = ax |x|−1,
2. (aD) f (|x|) = f ′ (|x|) (aD) |x| = ax̂f ′ (|x|),
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3. (aD) |x|−k = −k (ax) |x|−k−2,
4. (aD) ax = |a|2,
5. (aD)
2 |x|−k = k (k + 2) (ax)2 |x|−(k+4) − k |x|−(k+2).
CONJECTURES for upper bounds:
1. For m,n = 0, 1, 2, . . .,
|(âD)m |x|n| ≤ km,n |x|n−m ,
where the constants km,n is given in Corollary 380.
2. For n ≥ 1, ∣∣∣(âD)2n |x|−s∣∣∣ ≤ c2n (−s) |x|−s−2n , s ≥ −2,
where
c2n (−s) :=
{
22n
∣∣( s
2
)
n
∣∣ ( 1
2
)
n
, −2 ≤ s ≤ 0,
22n
(
s
2
)
n
(
s+1
2
)
n
, s ≥ 0. (B.99)
3. For n ≥ 0, ∣∣∣(âD)2n+1 |x|−s∣∣∣ ≤ c2n+1 (−s) |x|−s−(2n+1) , s ≥ −4,
where
c2n+1 (−s) =
{
22n+2
∣∣∣( s2)n+1∣∣∣ ( 12)n+1 , −4 ≤ s ≤ 2,
22n+1
(
s
2
)
n+1
(
s+1
2
)
n
, s ≥ 2. (B.100)
4. For all a ∈ Rd,
âD log |x| = (âx̂) |x|−1 ,
(âD)
m
log |x| = (âx̂) |x| (âD)m−1 |x|−2 + (m− 1) (âD)m−2 |x|−2 , m ≥ 2,
and we have the estimates
1
m!
|(âD)m log |x|| ≤
(
2− 1
m
)
|x|−m , m ≥ 1.
5. For all t ∈ R1 and n ≥ 1,
1
n!
∣∣∣(âD)n (|x|t log |x|)∣∣∣ ≤ 1
n!
∣∣∣(âD)n |x|t∣∣∣ |log |x||+ n−1∑
j=0
(
2− 1
n− j
)
1
j!
∣∣∣(âD)j |x|t∣∣∣ |x|−m .
6. For n ≥ 1 and s ≥ −2,
1
(2n)!
∣∣∣(âD)2n (|x|−s log |x|)∣∣∣ ≤
c2n (−s)
(2n)!
|log |x||+
2n−1∑
j=0
(
2− 1
2n− j
)
cj (−s)
j!
 |x|−s−2n .
7. For i = 0, 1, 2, . . . and n ≥ 0,
1
n!
∣∣∣(âD)n (|x|i log |x|)∣∣∣ ≤
kn,i
n!
|log |x||+
n−1∑
j=0
(
2− 1
n− j
)
kj,i
j!
 |x|i−n .
where the constants kj,i are defined in Corollary 380. Further
1
n!
∣∣∣(âD)n (|x|2i log |x|)∣∣∣ ≤
 2i∑
j=0
(
2− 1
n− j
)
kj,2i
j!
 |x|2i−n , n > 2i.
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Proof. Parts 1 to 5
(aD) f (|x|) =
d∑
i=1
aiDif (|x|) =
d∑
i=1
aif
′ (|x|)Di |x| = f ′ (|x|)
d∑
i=1
aiDi |x|
= f ′ (|x|) (aD) |x| .
(aD) |x| =
d∑
i=1
aiDi |x| = |x|−1
d∑
i=1
aixi = ax |x|−1 ,
(aD) |x|−1 = − |x|−2 (aD) |x| = −ax |x|−3 ,
(aD) |x|−k = −k |x|−k−1 (aD) |x| = −kax |x|−k−2 ,
(aD) ax =
d∑
i=1
aiDi (ax) =
d∑
i=1
a2i = |a|2 .
(aD)2 |x| = |x|−1 − (ax)2 |x|−3 .
(aD)
3 |x| = −2ax |x|−3 − ax |x|−3 + 3 (ax)3 |x|−5
= −3ax |x|−3 + 3 (ax)3 |x|−5 .
(aD)4 |x| = −3 |x|−3 + 9 (ax)2 |x|−5 + 9 (ax)2 |x|−5 − 15 (ax)4 |x|−7
= −3 |x|−3 + 18 (ax)2 |x|−5 − 15 (ax)4 |x|−7
(aD)
5 |x| = 36ax |x|−5 + 9ax |x|−5 − 60 (ax)3 |x|−7 − 90 (ax)3 |x|−7 + 105 (ax)5 |x|−9
= 45ax |x|−5 − 150 (ax)3 |x|−7 + 105 (ax)5 |x|−9 ,
which strongly suggest the general equations of part 6.
Part 6 Restatement of Corollary 380.
Part 7 This is inequality B.36 which is a consequence of Conjecture 376.
Part 8 This is inequality B.28 which is a consequence of Conjecture 375.
Part 9 When k = 1,
âD log |x| = |x|−1 âD |x| = (âx) |x|−2 = (âx̂) |x|−1 , (B.101)
and when k ≥ 2, since (âD) (âx) = 1,
(âD)
k
log |x| = (âD)k−1 âD log |x| = (âD)k−1
(
(âx) |x|−2
)
=
=
k−1∑
j=0
(
k−1
j
)
(âD)
j
(âx) (âD)
k−1−j |x|−2
= (âx) (âD)
k−1 |x|−2 +
∑
j=1
(
k−1
j
)
(âD)
j
(âx) (âD)
k−1−j |x|−2
= (âx) (âD)km−1 |x|−2 + (k−11 ) (âD (âx)) (âD)k−2 |x|−2
= (âx̂) |x| (âD)k−1 |x|−2 + (k − 1) (âD)k−2 |x|−2 ,
i.e.
(âD)
k
log |x| = (âx̂) |x| (âD)k−1 |x|−2 + (m− 1)
∣∣∣(âD)k−2 |x|−2∣∣∣ , k ≥ 2.
From part 7 ∣∣∣(âD)2k |x|−2∣∣∣ ≤ c2k (−2) |x|−2k−2 ,
and so ∣∣∣(âD)2k−2 |x|−2∣∣∣ ≤ c2k−2 (−2) |x|−2−(2k−2) = c2k−2 (−2) |x|−2k ,
and from part 8 ∣∣∣(âD)2k+1 |x|−2∣∣∣ ≤ c2k+1 (−2) |x|−2k−3 ,
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so that ∣∣∣(âD)2k−1 |x|−2∣∣∣ ≤ c2k−1 (−2) |x|−2k−1 .
Hence ∣∣∣(âD)2k log |x|∣∣∣ ≤ ∣∣∣(âD)2k−1 |x|−2∣∣∣+ (2k − 1) ∣∣∣(âD)2k−2 |x|−2∣∣∣
≤ c2k−1 (−2) |âx̂| |x|−2k−1 + (2k − 1) c2(k−1) (−2) |x|−2k
= (c2k−1 (−2) + (2k − 1) c2k−2 (−2)) |x|−2k , (B.102)
and ∣∣∣(âD)2k+1 log |x|∣∣∣ ≤ ∣∣∣(âD)2k |x|−2∣∣∣+ 2k ∣∣∣(âD)2k−1 |x|−2∣∣∣
≤ c2k (−2) |x|−2k−1 + 2kc2k−1 (−2) |x|−2k−1
= (c2k (−2) + 2kc2k−1 (−2)) |x|−2k−1 , (B.103)
so that
|(âD)m log |x|| ≤
{ |x|−1 , m = 1,
(cm−1 (−2) + (m− 1) cm−2 (−2)) |x|−m , m ≥ 2,
But
c2k (−2) = 22k (1)k
(
3
2
)
k
= k! (2k+1)!k! = (2k + 1)!, k ≥ 1,
c2k+1 (−2) = 22k+1 (1)k+1
(
3
2
)
k
= (2k + 2)!, k ≥ 0,
so that
cm (−2) = (m+ 1)!, m ≥ 0, (B.104)
and
|(âD)m log |x|| ≤
{ |x|−1 , m = 1,
(m! + (m− 1) (m− 1)!) |x|−m , m ≥ 2,
=
{ |x|−1 , m = 1,
(2m− 1) (m− 1)! |x|−m , m ≥ 2,
=
(
2− 1
m
)
m! |x|−m , m ≥ 1.
Part 10 For n ≥ 1, all t ∈ R1 and x 6= 0,
(âD)
n
(
|x|t log |x|
)
=
n∑
m=0
(
n
m
) (
(âD)
n−m |x|t
)
(âD)
m
log |x|
=
(
(âD)n |x|t
)
log |x|+
n∑
m=1
(
n
m
) (
(âD)n−m |x|t
)
(âD)m log |x| ,
and from part 9
∣∣∣(âD)n (|x|t log |x|)∣∣∣ ≤ ∣∣∣(âD)n |x|t∣∣∣ |log |x||+ n∑
m=1
(
n
m
) ∣∣∣(âD)n−m |x|t∣∣∣ |(âD)m log |x||
≤
∣∣∣(âD)n |x|t∣∣∣ |log |x||+ n∑
m=1
(
n
m
) ∣∣∣(âD)n−m |x|t∣∣∣ (2− 1
m
)
m! |x|−m
=
∣∣∣(âD)n |x|t∣∣∣ |log |x||+ n! n∑
m=1
2− 1m
(n−m)!
∣∣∣(âD)n−m |x|t∣∣∣ |x|−m
=
∣∣∣(âD)n |x|t∣∣∣ |log |x||+ n! n−1∑
j=0
(
2− 1
n− j
)
1
j!
∣∣∣(âD)j |x|t∣∣∣ |x|−(n−j) ,
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so that
1
n!
∣∣∣(âD)n (|x|t log |x|)∣∣∣ ≤ 1
n!
∣∣∣(âD)n |x|t∣∣∣ |log |x||+ n−1∑
j=0
(
2− 1
n− j
)
1
j!
∣∣∣(âD)j |x|t∣∣∣ |x|−(n−j) .
Part 11 From part 10 and then parts 7 and 8, when s ≥ −2,∣∣∣(âD)2n (|x|−s log |x|)∣∣∣
≤
∣∣∣(âD)2n |x|−s∣∣∣ |log |x||+ (2n)! 2n−1∑
j=0
2− 12n−j
j!
∣∣∣(âD)j |x|−s∣∣∣ |x|−(2n−j)
≤ c2n (−s) |x|−s−2n |log |x||+ (2n)!
2n−1∑
j=0
2− 12n−j
j!
cj (−s) |x|−s−j |x|−(2n−j)
= c2n (−s) |x|−s−2n |log |x||+ (2n)!
2n−1∑
j=0
2− 12n−j
j!
cj (−s) |x|−s−2n
=
c2n (−s) |log |x||+ (2n)! 2n−1∑
j=0
2− 12n−j
j!
cj (−s)
 |x|−s−2n ,
the cj are given by B.99 and B.100. Finally
1
(2n)!
∣∣∣(âD)2n (|x|−s log |x|)∣∣∣ ≤
c2n (−s)
(2n)!
|log |x||+
2n−1∑
j=0
(
2− 1
2n− j
)
cj (−s)
j!
 |x|−s−2n
Part 12 Part 10 with t = i and then using part 6 gives
1
n!
∣∣∣(âD)n (|x|i log |x|)∣∣∣ ≤ 1
n!
∣∣∣(âD)n |x|i∣∣∣ |log |x||+ n−1∑
j=0
(
2− 1
n− j
)
1
j!
∣∣∣(âD)j |x|i∣∣∣ |x|−(n−j)
≤ 1
n!
kn,i |x|i−n |log |x||+
n−1∑
j=0
(
2− 1
n− j
)
1
j!
kj,i |x|i−j |x|−(n−j)
=
kn,i
n!
|log |x||+
n−1∑
j=0
(
2− 1
n− j
)
kj,i
j!
 |x|i−n .
From part 6, kn,2i = 0 when n > 2i so
1
n!
∣∣∣(âD)n (|x|2i log |x|)∣∣∣ ≤
n−1∑
j=0
(
2− 1
n− j
)
kj,2i
j!
 |x|2i−n .
B.12 Bounds for |D|2n (|x|t) and |D|2n (|x|t log |x|)
Lemma 385 The action of iterated Laplacian |D|2n on |x|k, |x|−k and |x|2 log |x|:
1.
|D|2 (u (|x|)) = (d− 1) |x|−1 u′ (|x|) + u′′ (|x|)
=
(
(d− 1) s−1u′ (s) + u′′ (s)) (s = |x|) .
388 Appendix B. Estimates for Dαf , (âD)n f , |D|2n f , (̂·D)n f where f = |·|t, |·|t log |·|
If
Lu := (d− 1) s−1u′ + u′′,
then
|D|2n (u (|x|)) = (Lnu) (|x|) .
These formulas will be used to prove:
2. |D|2
(
|x|2
)
= 2d.
3. |D|2 log |x| = (d− 2) |·|−2.
4. |D|2
(
|x|2 log |x|
)
= d+ 2 + 2d log |x|.
5. For all n and real s,
|D|2n
(
|x|−s
)
= 22n
(s
2
)
n
(
s
2
− d
2
+ 1
)
n
|x|−s−2n ,
and |D|2n (|x|s) = 0 iff s ∈ {0, 2, 4, . . . , 2n− 2} ∪ {0, 2, 4, . . . , 2n− 2}+ 2− d.
6. |D|2n
(
|·|−k
)
= 0 iff k ∈ {d− 2, d− 4, . . . , d− 2n}.
7. If 0! := 0 then
|D|2n
(
|x|2 log |x|
)
=

d+ 2 + 2d log |x| , n = 1,
2d (d− 2) |x|−2 , n = 2,
22n−1 (n− 2)! (− d2)n |x|2−2n , n ≥ 2.
8. For integer n, k ≥ 0, using the generalized binomial coefficient notation
|D|2n
(
|x|2k
)
=
{
22n (n!)2
(
k
n
)(
k+d/2−1
n
) |x|2k−2n n ≤ k,
0, n > k.
9. For all integer n, k ≥ 1,
|D|2n
(
|x|2k−1
)
=??22n
(
−k + 1
2
)
n
(
−k − d
2
+
3
2
)
n
|x|2k−1−2n .
Proof. Part 1 Di (u (|x|)) = u′ (|x|)Di |x| = |x|−1 u′ (|x|)xi and so
D2i (u (|x|)) = |x|−1 u′ (|x|) + |x|−2 u′′ (|x|)x2i − |x|−3 u′ (|x|)x2i .
Hence |Di|2 (u (|x|)) = d |x|−1 u′ (|x|) + u′′ (|x|)− |x|−1 u′ (|x|) = (d− 1) |x|−1 u′ (|x|) + u′′ (|x|).
Part 2 u = s2 so Lu = (d− 1) s−1u′ (s) + u′′ (s) = 2 (d− 1) + 2 = 2d.
Part 3 u = log s so Lu = (d− 1) s−1u′ (s) + u′′ (s) = (d− 1) s−2 − s−2 = (d− 2) s−2.
Part 4 u = s2 log s so u′ = 2s log s+ s and u′′ = 2 log s+ 2 + 1 = 3 + 2 log s so
Lu = (d− 1) s−1u′ (s) + u′′ (s) = (d− 1) s−1 (s+ 2s log s) + (3 + 2 log s)
= (d− 1) (1 + 2 log s) + (3 + 2 log s) = d+ 2 + 2d log s.
Part 5 For convenience we start by assuming that u (t) = ts then change s to −s.
Lu = (d− 1) t−1u′ + u′′ = (d− 1) t−1 (sts−1)+ s (s− 1) ts−2
=
(
(d− 1) s+ s2 − s) ts−2
= s (s+ d− 2) ts−2,
B.12 Bounds for |D|2n
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so that when x 6= 0,
|D|2n (|x|s)
= (Lnu) (|x|)
= s (s+ d− 2) (s− 2) (s+ d− 4) . . . (s− 2n+ 2) (s+ d− 2n) |x|s−2n
= {s (s− 2) . . . (s− 2n+ 2)} {(s+ d− 2) (s+ d− 4) . . . (s+ d− 2n)} |x|s−2n , (B.105)
for all s.
Thus if s ∈ {0, 2, 4, . . . , 2n− 2} ∪ {2− d, 4− d, . . . , 2n− d} then |D|2n (|x|s) = 0.
Further
|D|2n
(
|x|−s
)
= {−s (−s− 2) . . . (−s− 2n+ 2)}×
× {(−s+ d− 2) (−s+ d− 4) . . . (−s+ d− 2n)} |x|−s−2n
= {s (s+ 2) . . . (s+ 2 (n− 1))} {(s− d+ 2) (s− d+ 4) . . . (s− d+ 2n)} |x|−s−2n
= 22n
{ s
2
(s
2
+ 1
)
. . .
(s
2
+ n− 1
)}
×
×
{(
s− d+ 2
2
)(
s− d+ 2
2
+ 1
)
. . .
(
s− d+ 2
2
+ n− 1
)}
|x|−s−2n
= 22n
(s
2
)
n
(
s− d+ 2
2
)
n
|x|−s−2n .
Part 6 From part 5
|D|2n
(
|·|−k
)
= 0 iff k − d+ 2j = 0 for some integer 1 ≤ j ≤ n
iff j = d−k2 for some integer 1 ≤ j ≤ n
iff d−k2 ∈ {1, 2, . . . , n}
iff k ∈ {d− 2, d− 4, . . . , d− 2n}
Part 7 Using part 4 and then part 3 we get
|D|2n
(
|x|2 log |x|
)
= |D|2n−2 |D|2
(
|x|2 log |x|
)
= |D|2n−2 (d+ 2 + 2d log |x|) =
= 2d |D|2n−2 log |x|
= 2d |D|2n−4 |D|2 log |x|
= 2d |D|2(n−2)
(
(d− 2) |x|−2
)
= 2d (d− 2) |D|2(n−2)
(
|x|−2
)
,
and from part 5, when n ≥ 3,
|D|2m
(
|x|−k
)
= 22m (k/2)m (k/2− d/2 + 1)m |x|−(k+2m) ,
|D|2m
(
|x|−2
)
= 22mm! (2− d/2)m |x|−2−2m ,
|D|2(n−2)
(
|x|−2
)
= 22(n−2) (n− 2)! (2− d/2)n−2 |x|2−2n ,
so that when n ≥ 3,
|D|2n
(
|x|2 log |x|
)
= d (d− 2) 22n−3 (n− 2)!
(
2− d
2
)
n−2
|x|2−2n
= 22
d
2
(
1− d
2
)
22n−3 (n− 2)!
(
2− d
2
)(
3− d
2
)
. . .
(
n− 1− d
2
)
|x|2−2n
= 22n−1 (n− 2)!
(
−d
2
)
n
|x|2−2n .
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Parts 8 From B.105,
|D|2n
(
|x|2m
)
= {2m (2m− 2) (2m− 2n+ 2)}×
× {(2m+ d− 2) (2m+ d− 4) . . . (2m+ d− 2n)} |x|2m−2n
= 22n {m (m− 1) . . . (m− n+ 1)}×
×
{(
m+
d
2
− 1
)(
m+
d
2
− 2
)
. . .
(
m+
d
2
− n
)}
|x|2m−2n
= 22n (n!)
2 (m
n
)(
m+d/2−1
n
) |x|2m−2n .
Parts 9 ??
B.13 Bounds for (̂·D)n (|x|t log |x|) and (̂·D)n (|x|t)
Lemma 386 The action of the operator ·̂D on |·|t and |·|t log |·|:
The operators ·D and ·̂D will be defined by
((·D)u) (x) =
d∑
k=1
xkDku (x) ,
((̂·D)u) (x) =
d∑
k=1
x̂kDku (x) ,
where x̂ = x/ |x|. Hence
((·D)n u) (x) =
d∑
k=1
xα
α!
Dαu (x) ,
((̂·D)n u) (x) =
d∑
k=1
(x̂)
α
α!
Dαu (x) .
1. If ψ (x) = ψ◦ (|x|) then ((̂·D)ψ) (x) = (Dψ◦) (|x|) and
((̂·D)n ψ) (x) = (Dnψ◦) (|x|) . (B.106)
This result allows us to use the following 1-dimensional results:
2. For k = 1, 2, 3, . . .,
Dnsk =
{
(−1)n (−k)n sk−n, n ≤ k,
0, n > k.
3. For any t ∈ R1,
Dns−t = (−1)n (t)n s−t−n, n ≥ 0.
4. If n and k are non-negative integers:
Dn
(
skφ (s)
)
=

k!
n∑
j=0
(
n
j
)
sk−n+j
(k−(n−j))!D
jφ (s) , 1 ≤ n ≤ k,
k!
n∑
j=n−k
(
n
j
)
sk−n+j
(k−n+j)!D
jφ (s) , n > k,
= k!
n∑
j=max{0,n−k}
(
n
j
) sk−n+j
(k − n+ j)!D
jφ (s) .
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5.
Dn
(
stφ (s)
)
=
n∑
j=0
(−1)j (nj) (−t)j st−jDn−jφ (s) .
6.
Dj log s = (−1)j−1 (j − 1)!s−j , j ≥ 1,
and
Dn
(
st log s
)
= (−1)n
(
(−t)n log s−
n∑
l=1
(−1)l
l
(−n)l (−t)n−l
)
st−n, t ∈ R1.
7.
Dn
(
sk log s
)
=
 n!
((
k
n
)
log s+
n∑
j=1
(−1)j+1
j
(
k
n−j
))
sk−n, 1 ≤ n ≤ k,
(−1)n−k+1 k! (n− k − 1)!sk−n, n > k.
Proof. Part 1
(̂·D)ψ◦ (|x|) =
d∑
i=1
x̂iDiψ◦ (|x|) =
d∑
i=1
x̂i (Dψ◦) (|x|)Di |x| =
=
d∑
i=1
x̂′iψ◦ (|x|) x̂i = ψ′◦ (|x|)
d∑
i=1
(x̂i)
2
= ψ′◦ (|x|) .
Part 2 Expand Dn
(
skψ◦ (s)
)
by differentiating using Leibniz’s theorem.
Part 3.
Ds−t = −ks−(t+1),
D2s−t = t (t+ 1) s−(t+2),
and in general
Dns−t = (−1)n t (t+ 1) . . . (t+ n− 1) s−(t+2)
= (−1)n (t)n s−t−n
= (−1)n n!(t+n−1n )s−t−n.
Part 4 ??
Part 5 ??
Part 6 Examples: D log s = s−1, D2 log s = −s−2, D3 log s = 2!s−3 etc. so
Dj log s = (−1)j+1 (j − 1)!s−j.
392 Appendix B. Estimates for Dαf , (âD)n f , |D|2n f , (̂·D)n f where f = |·|t, |·|t log |·|
Thus
Dn
(
st log s
)
=
n∑
j=0
(−1)j (nj) (−t)j st−jDn−j log s
= (−1)n (−t)n st−n log s+
+
n−1∑
j=0
(−1)j (nj) (−t)j st−j (−1)n−j−1 (n− j − 1)!sj−n
= (−1)n (−t)n st−n log s− (−1)n
n−1∑
j=0
(
n
j
)
(−t)j (n− j − 1)!st−n
= (−1)n
(−t)n log s− n−1∑
j=0
(
n
j
)
(−t)j (n− j − 1)!
 st−n
= (−1)n
(−t)n log s− n−1∑
j=0
1
n− j
n!
j!
(−t)j
 st−n
= (−1)n
(
(−t)n log s−
n−1∑
l=0
1
l + 1
n!
(n− l − 1)! (−t)n−l−1
)
st−n
= (−1)n
(
(−t)n log s−
n−1∑
l=0
(−1)l+1
l + 1
(−n)l+1 (−t)n−l−1
)
st−n
= (−1)n
(
(−t)n log s−
n∑
l=1
(−1)l
l
(−n)l (−t)n−l
)
st−n.
Part 7 ?? But from part 4,
Dn
(
sk log s
)
= k!
n∑
j=0
(
n
j
) sk−n+j
(k − n+ j)!D
j log s, 1 ≤ n ≤ k,
so
Dn
(
sk log s
)
= k!
n∑
j=0
(
n
j
) sk−n+j
(k − n+ j)!D
j log s
= k!
 sk−n
(k − n)! log s+
n∑
j=1
(
n
j
) sk−n+j
(k − n+ j)! (−1)
j+1 (j − 1)!s−j

= k!sk−n
 1
(k − n)! log s+
n∑
j=1
(−1)j+1 (nj) (j − 1)!(k − (n− j))!

= sk−n
 k!
(k − n)! log s+
n∑
j=1
(−1)j+1 n!
(n− j)!j!
k! (j − 1)!
(k − (n− j))!
 ,
so that
1
n!
Dn
(
sk log s
)
= sk−n
(k
n
)
log s+
n∑
j=1
(−1)j+1
j
1
(n− j)!
k!
(k − (n− j))!

= sk−n
(k
n
)
log s+
n∑
j=1
(−1)j+1
j
(
k
n−j
) .
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On the other hand, if n > k,
1
n!
Dn
(
sk log s
)
=
1
n!
Dn−kDk
(
sk log s
)
=
1
n!
Dn−ksk−k
(k
k
)
log s+
k∑
j=1
(−1)j+1
j
(
k
k−j
)
=
1
n!
Dn−k log s
= (−1)n−k+1 (n− k − 1)!
n!
s−(n−k).
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