We prove unsolvability of the analogue of Hilbert's Tenth Problem for rings of exponential polynomials. The technique of proof consists of an interaction between Arithmetic, Analysis, Logic, and Functional Transcendence.
Introduction
By the work of Davis-Putnam-Robinson [DPR61] and Matijasevich [M70] we know that Hilbert's tenth problem is unsolvable. More generally, let A be a ring and let A 0 be a recursive subring of A. The analogue of Hilbert's tenth problem for A with coefficients in A 0 asks for an algorithm which decides the solvability in A of polynomial equations with coefficients in A 0 . See the surveys [Ph94] , [PhZ00] , [Po08] , and [Koe14] for a presentation of results and open problems in the context of extensions of Hilbert's tenth problem.
Let R be the ring of complex entire functions in one variable z of the form n j=1 p j exp(q j ), where p j , q j ∈ C[z] for each j. Holomorphic functions of this type are usually called exponential polynomials (of finite order) and there is considerable interest in their value distribution properties going back at least to [Ri29] ; see [HITW18] for some recent results and an overview of this topic.
Our main result is a negative solution to Hilbert's tenth problem on R with coefficients in Z[z].
Theorem 1.1. Let R ′ be a subring of R containing the variable z. The ring Z is positive existentially interpretable in the ring R ′ over the language L z = {0, 1, z, +, ×, =}. In particular, the analogue of Hilbert's tenth problem for R ′ with coefficients in Z[z] has a negative answer.
In favorable circumstances, we also have a strengthening of the previous result.
Theorem 1.2. Let R ′ be a subring of R containing the variable z. If the ring of constants R ′ cst = C ∩ R ′ is positive existentially definable in R ′ over L z , then Z is positive existentially definable in R ′ over L z . Furthermore, this is the case if R ′ cst = C. In particular, Z is positive existentially definable in R over the language L z , since C ⊆ R. Theorems 1.1 and 1.2 lie in the context of the study of model-theoretic aspects of rings which may be constructed by arithmetic operations and composition from the usual functions one encounters in elementary algebra and calculus; this topic dates back at least to Tarski's high school algebra problem, see [Wi00] . An important case is the ring C[z] E obtained from R by closing under composition of functions; see for instance [Dr84] , [HR84] , and [HRS89] . Elements of C[z] E are a more general kind of exponential polynomials, and R is precisely the subring of C[z] E consisting of those holomorphic functions f ∈ C[z] E of finite order (in the sense of growth in complex analysis).
One of the major open problems in the area is the analogue of Hilbert's Tenth Problem for the ring H C of entire holomorphic functions in one variable z with coefficients in Z[z]. Equivalently, the problem is whether the positive existential theory of the ring H C over the language L z is decidable. In more geometric terms, the question is equivalent to asking for an algorithm that takes as input algebraic varieties fibred over the afine line π : X → A 1 (all defined over Q) and decides whether there is a complex holomorphic section of π.
Let us briefly recall some related results. The first order theory of H C over L z is undecidable [Ro51] . If instead of H C one considers the ring of rigid analytic functions in one variable z over a non-archimedean field k, then undecidability of the positive existential theory over L z is proved in [LP95] when k has characteristic 0, and in [GP15] when k has positive characteristic. A negative solution to the analogue for Hilbert's tenth problem for rings of complex holomorphic functions in at least two variables is proved in [PhV18] over a language including the variables and a predicate for evaluation. Regarding (possibly transcendental) meromorphic functions, much less is known and we refer the reader to [V03, P17, PhV18] . See also [PhZ08] for connections between these problems and questions in number theory.
The positive existential theory of the ring of complex polynomials C[z] over L z is undecidable [De78] , and there is abundant literature on analogues of Hilbert's tenth problem for algebraic function fields and their subrings (which we will not attempt to survey here), but the case of H C offers additional difficulties.
From a technical point of view, the difficulties in approaching Hilbert's tenth problem for H C with coefficients in Z[z] can be attributed to the exponential function exp ∈ H C , which does not exist in the case of algebraic function fields or non-archimedean rigid entire functions, see [PhZ00] for details. Theorems 1.1 and 1.2 can be regarded as a step forward in the direction of Hilbert's tenth problem for H C with coefficients in Z[z], for a subring containing the exponential function.
The proofs of Theorems 1.1 and 1.2 involve an interaction between Arithmetic, Analysis, Logic, and Functional Transcendence. Let us briefly outline the structure of the argument.
First, the logical side builds on work of [De78] which concerns rings of polynomials and uses Pell equations; see [PhZ00] and the references therein for other cases where these ideas are used. However, in our case additional technical difficulties arise, essentially because f (1) = 0 is not the same as (z − 1)|f in R.
The functional Pell equation that we study is
(in the unknowns x and y) over R. The following theorem is our key technical result. Functional Pell equations with polynomial coefficients are those of the form X 2 −DY 2 = 1, where D ∈ C[z] is a polynomial without multiple zeros. They are some of the oldest studied functional polynomial equations since Abel, see [Z14] , [Z14b] , and [Kol19] for some recent developments.
Equation (1.1) has an infinite number of polynomial solutions, which can be given the structure of an abelian group isomorphic to Z ⊕ (Z/2Z). These polynomial solutions are used in [De78] and elsewhere to approach Hilbert's tenth problem over various rings of functions. Roughly speaking, Theorem 1.3 allows us to approach Hilbert's tenth problem for R using the Pell equation method, but there are some serious technical complications (as mentioned before). We explain the details in Section 5.
The proof of Theorem 1.3 is given in Section 4 and it has three main ingredients. First, we prove a theorem that gives a complete description of all solutions of Equation (1.1) in H C in terms of functions in a suitable quadratic extension of H C (Theorem 2.4). Secondly, we prove an analogue of the Borel-Carathéodory theorem for an auxiliary Riemann surface (Lemma 3.1) which, together with Theorem 2.4, allows us to severely restrict the kind of functions in R that can appear as solutions of Equation (1.1) -see Theorem 3.4. Finally, we use results from functional transcendence (namely, the Ax-Schanuel theorem) to show that the solutions of Equation (1.1) in R after the restrictions imposed by Theorem 3.4, have a trivial transcendental part (Proposition 4.3).
Notation and basic facts.
• B is the Riemann surface associated to the curve w 2 = z 2 − 1. Points in B will be written in coordinates (z, w), and π will denote the projection π(z, w) = z. So, B is a connected Riemann surface and π : B → C is a surjective, proper holomorphic map of degree 2. • M C is the quotient field of H C , namely, the field of meromorphic functions on C.
• M B is the field of complex of meromorphic functions on B. It is a quadratic extension of M C by means of the inclusion π * :
• Given a holomorphic function h ∈ H C , we define the maximum modulus function
Analytic solutions of Pell's Equation
Let t be the standard variable on the Riemann surface C × and let H C × be the ring of complex holomorphic functions on C × .
The exponential exact sequence of sheaves on C × gives the exact sequence in cohomology
So we can conclude with Lemma 2.1.
For f, g ∈ H C , the norm map Nr :
Lemma 2.3. We have ker(Nr : 
where n is a rational integer and h ∈ H C .
Growth
We first prove a Borel-Carathéodory theorem for B. After some initial adjustments, the proof is very similar to the classical case for C. We give full details. Here, ℜ denotes the real part, and we recall that points in B are written in coordinates (z, w).
Proof. We can assume that F is not identically zero. The map φ : C × → B given by z = (t + t −1 )/2 and w = (t − t −1 )/2 is an isomorphism and satisfies φ(1) = (1, 0). Given 0 < r 1 < r 2 , we write A(r 1 , r 2 ) = {z ∈ C : r 1 ≤ |z| ≤ r 2 } for the corresponding closed annulus. For ρ > 0 let ρ * = max{ρ, ρ −1 } and define the circle γ(ρ) = {t ∈ C × : |t| = ρ}. Note that
Our assumptions on r and R allow us to choose 1 < ρ 1 < ρ 2 satisfying
Let X = sup t∈A(ρ −1 2 ,ρ 2 ) ℜF (φ(t)) and observe that π φ(A(ρ −1 2 , ρ 2 )) ⊆ {z ∈ C : |z| ≤ R}. The maximum modulus principle for harmonic functions on B gives
On A(ρ −1 2 , ρ 2 ) we define the meromorphic function
.
By definition of X and the fact that F is not identically zero we deduce that the factor (2X−F (φ(t))) does not vanish, as it has non-zero real part. Hence, the assumption F (1, 0) = F (−1, 0) = 0 implies that f is holomorphic on
We also have that for every
From this estimate and (3.2) we obtain that for all t 0 ∈ A(ρ −1 1 , ρ 1 ) we have
We observe that {z ∈ C : |z| ≤ r} ⊆ π(φ(A(ρ −1 1 , ρ 1 ))) because r < (ρ 1 − 1)/2. This gives
The estimates (3.1) give
and the result follows.
In particular, we get the following consequence: Then for all r > 6 we have
Proof. First of all, we note that
from which we deduce exp max
Using this, Lemma 3.1 with r > 3, R = 2r, and F = hw gives r − 3 2r + 3 M B (hw, r) ≤ log max{M C (f, 2r), M C (g, 2r)} + log(2 4r 2 + 1).
We note that for r > 1 we have Therefore, for r > 6 we have Proof. This is immediate from Cauchy's estimate for Taylor coefficients.
We recall that a holomorphic function f ∈ H C is said to have finite order if for some real number α > 0 one has M C (f, r) = O(exp(r α )). The infimum of all such numbers α is the order of f . From the previous two lemmas we deduce: 
Functional transcendence and proof of Theorem 1.3
In this section we will be concerned with the (2-valued) algebraic function h 1 (z) = 1 − √ 1 − z 2 and the related functions h n (z) = h 1 (nz) for n a positive integer. At z = 0, all these functions have two branches determined by h n (0) = 0 and h n (0) = 2. The branch with h n (0) = 0 will be called the principal branch.
The principal branch of h n (z) has a power series expansion at z = 0 whose coefficients are easily computed using the extended binomial theorem. This power series will be denoted byh n and we observe thath n ∈ z · C[[z]].
We associate to h n the Riemann surface B n defined by w 2 = n 2 z 2 −1, with projection π n : B n → C on the z-axis. Of course, for n = 1 we get B 1 = B and π 1 = π. The rule w → ih n − i defines a M C -isomorphism M Bn ≃ M C (h n ). Thus, h n corresponds to the function 1 − iw ∈ M Bn . We note that π −1 n (0) = {(0, −i), (0, i)} and the point (0, −i) determines the principal branch of h n under the previous isomorphism.
The algebraic functions h n are quadratic over the field of complex rational functions C(z).
Lemma 4.1. The functions h 1 , h 2 , . . . are linearly independent over C(z).
Proof. For the sake of contradiction, assume this is not the case. In particular, there is a finite set J of positive integers and some positive integer n / ∈ J such that h n ∈ F where F = C(z, {h j : j ∈ J}). Since F /C(z) is a finite extension, it is an algebraic function field over C containing C(z) as a subfield. We observe that C(z, h n ) is an intermediate field of the extension F /C(z). 
Interpretability and definability
For n ∈ Z, we let x n , y n ∈ C[z] be defined by x n + y n √ z 2 − 1 = (z + √ z 2 − 1) n . Let us recall from [De78] that (D1) x n , y n ∈ Z[z] for each n ∈ Z.
(D2) The value of y n at z = 1 is equal to n.
(D3) The pairs (±x n , y n ) for n ∈ Z are precisely all the solutions of Equation (1.1) in C[z].
In this section we let R ′ ⊆ R be a subring containing the variable z. We remark that Z[z] ⊆ R ′ ⊆ R. As in the introduction, we consider the language L z = {0, 1, z, +, ×, =} and we view R ′ as an L z -structure in the obvious way.
Let us make a slight abuse of notation to simplify formulas: When we write a positive existential L z -formula to define a set or relation on R ′ , we can use symbols that stand for functions or relations that are already known to be positive existentially definable on R ′ over L z .
Let us define the set
, ∃u ∈ R ′ such that f − p = (z − 1)u}. The main reason to work with this slightly technical definition is that it is not clear whether the binary relation f (1) = g(1) is positive existentially definable in R ′ over L z , but in R ′ Z such difficulties are manageable. Proof. Consider the following positive existential L z -formula on the free variable T :
Then n = f (1) = p(1) ∈ Z and we can take h = x n and g = y n , which belong to R ′ by (D1). With this choice h 2 − (z 2 − 1)g 2 = 1 holds by (D3), and g(1) = n by (D2). Furthermore, p − g ∈ Z[z] satisfies (p − g)(1) = 0, so there is
Conversely, assume that R ′ satisfies φ(f ) and choose h, g, u ∈ R ′ with h 2 − (z 2 − 1)g 2 = 1 and f − g = (z − 1)u. By Theorem 1.3 we have h, g ∈ Z[z]. Since f − g = (z − 1)u, we get f ∈ R ′ Z . Finally, we claim that Val(f, g) is defined by f, g ∈ R ′ Z ∧ ∃h, f − g = (z − 1)h. Indeed, if the formula holds then f (1) = g(1). Conversely, if f, g ∈ R ′ Z and f (1) = g(1) let us take p, q ∈ Z[z] and u, v ∈ R ′ such that f −p = (z−1)u and g−q = (z−1)v. Then p(1) = f (1) = g(1) = q(1) and there is h ∈ R ′ (in fact, in Z[z]) with p−q = (z−1)h. Hence, f −g = p−q+(z−1)(u−v) = (z−1)(h+u−v), and the formula holds.
Let us recall that an interpretation of a structure (M 1 , L 1 ) in a structure (M 2 , L 2 ) is a function θ :
It is a standard fact that if there is an interpretation of (M 1 , L 1 ) in (M 2 , L 2 ) and if the first order theory of (M 1 , L 1 ) is undecidable, then so is the first order theory of (M 2 , L 2 ).
The interpretation is said to be positive existential if the L 2 -formulas used in (Int2) and (Int3) are positive existential. In this case, if the positive existential theory of (M 1 , L 1 ) is undecidable, then so is the positive existential theory of (M 2 , L 2 ).
For short, we write "p.e." instead of "positive existential".
Proof of Theorem 1.1. Let us check that the function θ : R ′ Z → Z given by θ(f ) = f (1) gives a p.e. interpretation of (Z; 0, 1, +, ×, =) in the L z -structure R ′ .
Since Z ⊆ R ′ Z , (Int1) holds. As R ′ Z is p.e. L z -definable in R ′ (by Lemma 5.2) we get (Int2) with a p.e. L z -formula. The pre-images of 0 Z and 1 Z are defined by Val(f, 0) and Val(f, 1) respectively. The pre-image of = Z is defined by Val(f, g) . The pre-image of + Z is defined by (f, g, h ∈ R ′ Z ) ∧ Val(f + g, h), and the case of × Z is similar since R ′ Z is a ring. By Lemma 5.2, we obtain (Int3) with p.e. L z -formulas.
Finally, undecidability of the p.e. L z -theory of R ′ follows from the fact that the positive existential theory of (Z; 0, 1, +, ×, =) is undecidable.
Proof of Theorem 1.2. Assume first that R ′ cst is p.e. L z -definable in R ′ . We note that Z = R ′ cst ∩ R ′ Z , so Z is p.e. L z -definable in R ′ by Lemma 5.2. In the special case when C ⊆ R ′ we note that for v ∈ R ′ , we have v ∈ C if and only if R ′ satisfies the formula ∃f, (v 2 = f 5 + 1). This is because the curve y 2 = x 5 + 1 has geometric genus 2, so it admits no non-constant meromorphic parametrizations by Picard's theorem.
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