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MARTINGALE PROPERTY IN TERMS OF SEMIMARTINGALE PROBLEMS
DAVID CRIENS AND KATHRIN GLAU
ABSTRACT. Starting from the seventies mathematicians face the question whether a non-
negative local martingale is a true or a strict local martingale. In this article we answer this
question from a semimartingale perspective. We connect the martingale property to exis-
tence, uniqueness and topological properties of semimartingale problems. This not only leads
to valuable characterizations of the martingale property, but also reveals new existence and
uniqueness results for semimartingale problems. As a case study we derive explicit condi-
tions for the martingale property of stochastic exponentials driven by infinite-dimensional
Brownian motion.
1. TRUE OR STRICT LOCAL MARTINGALE
1.1. Introduction. The question whether a non-negative local martingale is a strict local or
a true martingale is of fundamental probabilistic nature. It relates to existence of solutions to
stochastic differential equations and martingale problems, as well as to absolute continuity
of laws.
The question has been tackled in different settings most prominently by integrability con-
ditions of Novikov- and Kazamaki-type, c.f. [27, 36, 39, 41, 49, 56, 60]. A series of papers
further explored the one-dimensional diffusion setting that thanks to the work [48] is partic-
ularly well understood. Their main result relates martingality, i.e. the martingale property, of
a generalized stochastic exponential driven by a solution (X ,W) to an SDE of the type
dXt = b(Xt)dt +a(Xt)dWt (1.1)
to exit times of a solution to a modified SDE
dYt = b˜(Yt)dt +a(Yt)dBt . (1.2)
In particular, the result distinguishes at which end of the state space (l,r) the modified so-
lution exits. A remarkable observation is that there are examples where the generalized sto-
chastic exponential is a martingale while both the solution of the driving and the modified
SDE exit their state space. In the case where it is the real line, this means that both SDEs
may be explosive.
Already the topology of multidimensional state spaces does not allow a direct generaliza-
tion of this subtle observation to higher dimensions. In finite-dimensional diffusion settings
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[24, 64] connect the martingality of a non-explosive stochastic exponential driven by a so-
lution to an SDE to existence properties of a related modified SDE. [61] starts in a possibly
explosive diffusion setting and gives a condition for martingality, which is in the spirit of
absolute continuity conditions for laws of semimartingales as given by [29]. The proof of
his condition is based on the Dambis-Dubins-Schwarz theorem and hence restricted to a
continuous path setting.
A condition for martingality in a jump-diffusion setting can be deduced from the main
result of [4]. [34, 44] provide conditions for affine processes. Based on an extension of
probability measures [38] provide techniques to construct strict local martingales. [3] study
martingality from a perspective of weak convergence.
In this article we raise the question how martingality of non-negative local martingales
driven by Hilbert-space valued semimartingales on stochastic intervals relates to path proper-
ties of their driving processes. Building our framework on semimartingale problems (SMPs)
in the sense of [27] allows us to connect martingality with several interesting properties of
semimartingales. To briefly describe the concept let us be given a filtered space, a process
and a triplet, which serves as a candidate for semimartingale characteristics. A probability
measure under which the process is a semimartingale with the candidate triplet as charac-
teristics is called a solution to the SMP. We particularly allow for infinite-dimensions and
stochastic lifetimes.
Let Z be a non-negative local martingale (usually) defined on a filtered probability space
equipped with a solution to a given SMP. In the diffusion setting this boils down to the
assumption that Z is driven by (1.1). We now summarize our main contributions.
Firstly, we prove under mild topological assumptions that if Z is a martingale then a mod-
ified SMP, comparable to the modified SDE (1.2), has a solution, c.f. Theorem 3.1. This is
not only an existence result for solutions to SMPs, but also provides a condition for strict
local martingality via contradiction.
Secondly, we replace the topological assumption by a uniqueness condition on the mod-
ified SMP and assume existence of a solution. Our uniqueness condition is related to the
definition of local uniqueness used by [29] in their study of absolute continuity of laws. In
Markovian settings it is implied by well-posedness of the SMP. If the SMP corresponds to
a not necessarily Markovian SDE the uniqueness is implied by pathwise-uniqueness. In this
setting we formulate abstract convergence conditions in terms of a sequence of stopping
times, c.f. Proposition 3.4 and 3.5. We use these results to formulate a boundedness condi-
tion of local type that also can be verified in cases where the conditions of Novikov- and
Kazamaki-type are too strict, c.f. Section 3.1.3. In Section 3.1.4 we investigate stochastic
exponentials as explicit examples.
To illustrate these claims in a non-Markovian and infinite-dimensional setting let
W ∗ := sup
s<·
Ws and N :=W ∗ ·W,
where W is an (infinite-dimensional) Brownian motion. In the one-dimensinal case, we have
E[exp{(W∗)2/2 · It}] ≥ E[exp{W 2/2 · It}] = ∞, for t large enough, where It = t denotes the
identity process. This implies that Novikov’s condition is violated. We will see in Section 4
that Z is in fact a true martingale.
3Thirdly, we show that under appropriate mild assumptions existence of a solution to the
modified SMP implies martingality even if the original SMP has no global solution, c.f.
Corollary 3.19. This can be interpreted as a type of explosion condition as given by [48], but
now in an infinite-dimensional and discontinuous setting.
Fourthly, we impose additional topological assumptions on the underlying filtered space.
This setting traces back to ideas employed by [18, 52] in the context of the Fo¨llmer measure.
Thanks to an extension result for probability measures these conditions guarantee uniqueness
and existence properties of the modified SMP, which lead to an explosion-type condition for
martingality, c.f. Section 3.2.
Martingale criteria for non-negative local martingales driven by semimartingales are also
interesting from an applications point of view. The class of semimartingales lies at the heart
of financial modeling as it plays a fundamental role for stochastic integration, c.f. [1, 13, 53]
and [12], Chapter 7.3. In a semimartingale setting the seminal work [9, 11] relates absense
of arbitrage to existence of an equivalent martingale measure (EMM). The existence of an
EMM or more generally of changes of probability measures is deeply connected to the ques-
tion when a candidate density process is a true martingale. Typically candidate processes
are already non-negative local martingales. On a more practical side, changes of measures
frequently lead to a substantial reduction of computational complexity. In mathematical fi-
nance for instance they arise as changes of numeraire and simplify the computation of option
prices as highlighted in the influential work [20]. In the context of utility maximization, [35]
connects the martingality of a local martingale with optimal terminal wealth. In all these
cases, criteria for martingality of non-negative local martingales are substantial.
Recently also strict local martingales have attracted more attention and are used to model
financial bubbles, c.f. [6, 30, 31, 38, 50, 54]. Examples of strict local martingales are given
by [5, 10, 14, 40, 48, 55].
Martingality of local martingales is also interesting from a purely probabilistic point of
view, as it determines absolute continuity or singularity of laws. This observation was ex-
ploited in the seminal work [21], c.f. also [28, 32, 33] for a semimartingale perspective. Such
absolute continuity results are valuable tools to study the statistics of stochastic processes,
c.f. [25], and existence properties of SDEs and martingale problems, c.f. [8, 37, 57].
Let us shortly summarize the structure of the article. In Section 1.2 we present simple char-
acterizations of martingality of a non-negative local martingale. These observations prove
useful for establishing our main results. In Section 2 we introduce our mathematical setting.
The main results are given in Section 3. Finally, in Section 4, we deduce explicit martingale
conditions for stochastic exponentials driven by infinite-dimensional Brownian motion.
A Short Remark Concerning Notations: All non-explained notations can be found in
the monograph of [29]. Moreover, we usually skip the terminology up to indistinguishability.
Equality of processes as well as uniqueness of processes should be read up to indistinguisha-
bility.
1.2. A Simple Description of Martingality. We start with a characterization of the mar-
tingality of non-negative local matingales, which is as elementary as useful. Fatou’s lemma
implies that a non-negative local martingale is a supermartingale, which itself is a martingale
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if and only if it has constant expectation. Therefore, the martingality of non-negative mar-
tingales is a property that only depends on the expectation. The following two consequences
take advantage of this important observation.
We fix a filtered probability space (Ω,F ,F,P), where F= (Ft)t≥0 is a right-continuous
filtration, and a one-dimensional non-negative local (F,P)-martingale Z with P-a.s. Z0 = 1.
The assumption that Z0 is P-a.s. constant can be relaxed to the case where Z0 is a positive
F0-measurable and P-integrable random variable by replacing Z with Z/Z0.
The following lemma is in the spirit of Theorem 1.3.5 in [66], Lemma III.3.3 in [29], and
Corollary 2.1 in [3].
Lemma 1.1. The following is equivalent:
(i) Z is an (F,P)-martingale.
(ii) There exists an (F,P)-localization sequence (ρn)n∈N of Z such that
lim
n→∞ Qn(ρn > t) = 1 for all t ≥ 0, (1.3)
where Qn := Zρn ·P, i.e. Qn(dω) = Zρn(ω)P(dω), for n ∈ N.
(iii) For all (F,P)-localizing sequences (ρn)n∈N of Z the convergence (1.3) holds.
Proof: The implication (iii) =⇒ (ii) is trivial. We show that (ii) =⇒ (i) =⇒ (iii). Z is an
(F,P)-martingale if and only if for all t ≥ 0 we have E[Zt ] = E[Z0] = 1. Let (ρn)n∈N be an
arbitrary (F,P)-localizing sequence. Due to monotone convergence, Doob’s stopping theo-
rem and {ρn > t} ∈Ft∧ρn , we have
E[Zt ] = E
[
Zt lim
n→∞ 1{ρn>t}
]
= lim
n→∞E
[
Zt∧ρn1{ρn>t}
]
= lim
n→∞E
[
E
[
Zρn |Ft∧ρn
]
1{ρn>t}
]
= lim
n→∞E
[
E
[
Zρn1{ρn>t}|Ft∧ρn
]]
= lim
n→∞ Qn(ρn > t).
This finishes the proof. 
If we relinquish on an equivalence statement we can relax the assumption in Lemma 1.1
that (ρn)n∈N is a localizing sequence.
Lemma 1.2. Assume that (ρn)n∈N is a increasing sequence of F-stopping times such that
for all n ∈ N the process Zρn is an uniformly integrable (F,P)-martingale.
(i) If (1.3) holds for all t ≥ 0, then Z is an (F,P)-martingale.
(ii) If
lim
n→∞ Qn(ρn = ∞) = 1, where Qn = Zρn ·P,
then Z is a uniformly integrable (F,P)-martingale.
Proof: We first prove (i) and obtain that
1≥ E[Zt ]≥ E[Zt lim
n→∞1{ρn>t}] = limn→∞ E[Zt1{ρn>t}] = limn→∞ Qn(ρn > t) = 1,
by the same argumentation as in the proof of Lemma 1.1. Therefore, as Z is an (F,P)-
supermartingale, Z is an (F,P)-martingale.
5We now turn to (ii). Z is a uniformly integrable (F,P)-martingale if E[Z∞] ≥ 1, where
Z∞ := limt→∞ Zt exists due to the supermartingale convergences theorem. We obtain that
E[Z∞]≥ lim
n→∞E[Z∞1{ρn=∞}] = limn→∞E[E[Z∞|Fρn]1{ρn=∞}] = limn→∞ Qn(ρn = ∞) = 1,
thanks to {ρn = ∞} ∈Fρn and Doob’s stopping theorem. This finishes the proof. 
Our main results introduce more structure for these conditions and thereby increase their
applicability. In order to identify a promising structure, let us observe the following: If there
exists a probability measure Q such that
Q = Qn = Zρn ·P on Fρn, for all n ∈ N,
then (1.3) boils down to
lim
n→∞Q(ρn > t) = 1, for all t ≥ 0. (1.4)
Moreover, if (1.4) holds and P-a.s. ρn ↑ ∞ as in Lemma 1.1, then Lemma III.3.3 in [29]
yields that Q ≪loc P with density process Z. To use this observation and identify a structure
of Q, let us introduce an additional player, an (F,P)-semimartingale X . It is well-known that
Q ≪loc P implies that X is also an (F,Q)-semimartingale and its characteristics are related
to X and Z via Girsanov’s theorem. Therefore Q is a probability measure under which X
is a semimartingale with known characteristics. This observation leads us to the concept of
semimartingale problems.
2. HILBERT-SPACE-VALUED SEMIMARTINGALES AND
SEMIMARTINGALE PROBLEMS ON STOCHASTIC INTERVALS
Throughout this section we fix a filtered probability space (Ω,F ,F,P), where F=(Ft)t≥0
is a right-continuous filtration. For the first part of Section 2.1 the probability measure P does
not play a role.
2.1. Processes on Stochastic Intervals. In this first section we introduce the concept of
stochastic processes on stochastic intervals, which build the mathematical background to
study possibly explosive processes. We partially follow [23, 27, 29]. Related topics were
also studied by [15, 62, 63]. We fix a Polish space E, which serves as the state space. Recall
that for two F-stopping times τ and ρ we set
[[τ,ρ ]] :=
{
(ω, t) ∈ Ω×R+ : τ(ω)≤ t ≤ ρ(ω)},
and [[τ,ρ [[, ]]τ,ρ ]], ]]τ,ρ [[ analogeously. Moreover, we denote [[τ,τ]] =: [[τ]].
Definition 2.1. We call a random set A a set of interval type, if there exists an increasing
sequence of F-stopping times (τn)n∈N such that
A =
⋃
n∈N
[[0,τn]].
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Sets of interval type are F-predictable. With a little abuse of terminology, we call the
sequence (τn)n∈N announcing sequence for A. The set of all random sets of interval type is
denoted by I (F). Let C be a class of E-valued processes. For A ∈I (F) we set
C
A :=
{
X : A→ E : ∃ announcing sequence (τn)n∈N for A s.th. X τn ∈ C ∀n ∈ N
}
.
Since (ω, t ∧ τn(ω)) ∈ A for all (ω, t) ∈ [[0,∞[[, we have X τn : [[0,∞[[→ E for all X ∈ C A.
Proposition 2.2. Let C be stable under stopping and localization, X ∈ C A, and ρ an F-
stopping time such that [[0,ρ ]]⊆ A. Then Xρ ∈ C .
Proof: The claim follows identically to [23], Theorem 8.20. 
Examples of classes which are stable under stopping and localization are the class of E-
valued local (F,P)-martingales, denoted by Mloc(E,F,P), and the class of E-valued (F,P)-
semimartingales, denoted by S (E,F,P), where E is a real separable Hilbert space. More
generally, if C is stable under stopping, then its localized class Cloc is stable under stopping
and localization, c.f. [29], Lemma I.1.35. We obtain two obvious consequences of Proposi-
tion 2.2:
Corollary 2.3. Let C be stable under stopping and localization.
(i) Y ∈ C A if and only if for all F-stopping times ρ such that [[0,ρ ]]⊆ A, Y ρ ∈ C .
(ii) C [[0,∞[[ = C .
To construct non-negative local martingales from semimartingale on sets of interval type
the following extension due to [27] proves itself useful in the Sections 3.1.3 and 3.1.4. For
X ∈ C A, where C is a class of [−∞,∞]-valued processes, we define the extension X˜ by
X˜t :=

Xt on {t < τ},
Xτ , on {t ≥ τ}∩Gc,
liminfs↑τ,s∈A∩Q×Ω Xs, on {t ≥ τ}∩G,
(2.1)
where τ := limn→∞ τn and G :=
⋂
n∈N{τn < τ < ∞} for an arbitrary announcing sequence
(τn)n∈N for A.
Remark 2.4. If [[0,ρ ]]⊆ A for an F-stopping time ρ , then X˜ρ = Xρ .
Clearly, in general X˜ 6∈ C , however, if X ∈ M Aloc(R,F,P), non-negativity implies X˜ ∈
Mloc(R,F,P), c.f. Proposition B.1 in Appendix B.
2.2. Characteristics of Hilbert-space-valued Semimartingales on Sets of Interval Type.
In what follows it is of little additional cost to proceed directly with Hilbert-space-valued
processes. We are following closely the monographs [47, 45]. For the definition Hilbert-
space-valued semimartingales, which can be done parallel to the finite-dimensional case, we
refer to Appendix C. Let H be a real separable Hilbert space and denote by N (H,H) the
space of nuclear operators from H into H.1 Let A ∈I (F).
1
N (H,H) is a separable Banach space, c.f. [22], p.106
7Definition 2.5. Let X ∈S A(H,F,P) and assume that (B(h),C,ν) is a triplet consisting of
the following:
(i) an F-predictable H-valued process B(h) on A,
(ii) an F-predictable N (H,H)-valued process C on A,
(iii) an F-predictable random measure ν on R+×H such that
ν(ω,dt,dx) = 1A×H(ω, t,x)ν(ω,dt,dx). (2.2)
If there exists an announcing sequence (τn)n∈N for A such that (B(h)τn,Cτn,ντn), where
ντn(ω,dt,dx) := 1[[0,τn]]×H(ω, t,x)ν(ω,dt,dx),
is P-indistinguishable of the (F,P)-characteristics of X τn ∈ S (H,F,P) for all n ∈ N, then
we call the triplet (B(h),C,ν) the (F,P,A)-characteristics of X.
The most important consistency observations concerning the A-characteristics, such as
existence and uniqueness, and some additional notations, such as the continuous local mar-
tingale part on A, are given in Appendix C.4.
2.3. Semimartingale Problems on Stochastic Invervals. We denote the Borel σ -field ofH
by H . In order to deal with possibly explosive processes we introduce the notion of a grave.
For a Polish space E, i.e. in particular for H and for N (H,H),2 let ∆ be a point outside of
E and denote E∆ = E ∪{∆}. We define DE∆ as the space of all functions α : R+→ E∆, such
that α(s) = ∆, for all s ∈ [ξ (α),∞), where ξ (α) := inf(t ≥ 0 : α(t) = ∆), which are ca`dla`g
on (0,ξ (α)). We assume that we are given the following:
(i) an F-adapted process X with paths in DH∆ , which we call candidate process,
(ii) a triplet (B(h),C,ν), called a candidate triplet, consisting of
– an F-predictable process B(h) with paths in DH∆,
– an F-predictable process C with paths in DN (H,H)∆ ,
– an F-predictable random measure ν on R+×H,
(iii) a probability measure η on (H,H ), which is called initial law.
The process B(h) may depend on the truncation function h.
Definition 2.6. We call a probability measure P on (Ω,F ) a solution to the SMP associated
with (H;ρ;η;X ;B(h),C,ν), where ρ is an F-stopping time, η is an initial law, X a candi-
date process and (B(h),C,ν) a candidate triplet, if
(i) Xρ is P-indistinguishable from an H-valued (F,P)-semimartingale,
(ii) the (F,P)-characteristics of Xρ are P-indistinguishable from (Bρ(h),Cρ ,νρ),
(iii) P◦X−10 = η .
2since separable Banach spaces are Polish spaces
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We call P a solution to the SMP associated with (H;A;η;X ;B(h),C,ν), where A ∈I (F), if
there exists an announcing sequence (τn)n∈N for A, such that for all n ∈N, P is a solution to
the SMP associated with (H;τn;η;X ;B(h),C,ν).
Remark 2.7. P is a solution to the SMP associated with (H;A;X ;η;B(h),C,ν) if and only if
(i) X |A is P-indistinguishable from a process in S A(H,F,P),
(ii) (B(h),C,ν)|A is P-indistinguishable from the (F,P,A)-characteristics of X |A,
(iii) P◦X−10 = η .
Proposition 2.8. P is a solution to the SMP associated with (H;A;η;X ;B(h),C,ν) if and
only if for all F-stopping times ρ such that [[0,ρ ]]⊆ A, P is a solution to the SMP associated
with (H;ρ;η;X ;B(h),C,ν).
Proof: The implication ⇐= is trivial. The implication =⇒ follows from Corollary 2.3 and
Proposition C.10 in Appendix C.4. 
As an immediate consequence we obtain the following corollary.
Corollary 2.9. If P is a solution to the SMP associated with (H;A;η;X ;B(h),C,ν), and
I (F) ∋ A∗ ⊆ A, then P is also a solution to the SMP associated with (H;A∗;η;X ; B∗(h),
C∗,ν∗) for any candidate triplet (B∗(h),C∗,ν∗) which coincides on A∗ with (B(h),C,ν).
Our next goal is to introduce a concept of uniqueness which is in the spirit of the local
uniqueness concept introduced by [27], Section 12.3.e).
Definition 2.10. (i) We say that the SMP associated with (H;ρ;η;X ;B(h),C,ν) satis-
fies uniqueness, if all solutions coincide on Fρ−.
(ii) Let Λ be a set of F-stopping times such that for all ρ ∈Λ we have [[0,ρ ]]⊆ A. We say
that the SMP associated with (H;A;η;X ;B(h),C,ν) satisfies Λ-uniqueness if for all
ρ ∈ Λ the SMP associated with (H;ρ;η;X ;B(h),C,ν) satisfies uniqueness.
Remark 2.11. To hope for uniqueness we usually have to assume that (F ,F) is generated
by the candidate process X , i.e. that
F = σ(Xt, t ≥ 0), F 0t = σ(Xs,s≤ t) and Ft =
⋂
s>t
F
0
s .
The choice of the σ -field Fρ− in the definition of uniqueness has its origin in classical
Markovian settings. More precisely, standard techniques show that all solutions coincide on
F 0ρ instead of Fρ . However, for a large class of stopping times ρ it holds that Fρ− ⊆F 0ρ .
In a finite dimensional Markovian setting a related concept of uniqueness is well-studied,
c.f. [27], Section 13.3. In a non-Markovian setting we derive explicit conditions implying
uniqueness in Appendix G. The following remark is an immediate consequence of the defi-
nition of uniqueness.
Remark 2.12. Let Λ be a set of F-stopping times such that [[0,ρ ]]⊆ A∗ ∈I (F) for all ρ ∈Λ,
let A ∈I (F) such that A∗ ⊆ A, and let (B(h),C,ν), (B∗(h),C∗,ν∗) be two candidate triplets
which coincide on A∗. Then the following is equivalent:
(i) The SMP associated with (H;A;η;X ;B(h),C,ν) satisfies Λ-uniqueness.
(ii) The SMP associated with (H;A∗;η;X ;B∗(h),C∗,ν∗) satisfies Λ-uniqueness.
93. MAIN RESULTS
Let (Ω,F ,F,P) be a given filtered probability space with right-continuous filtration F=
(Ft)t≥0. We are interested in the martingality of an R+-valued local (F,P)-martingale Z
with P-a.s. Z0 = 1. Later we will assume that Z is driven by a Hilbert-space-valued semi-
martingale. We describe the martingality of Z by convergence properties of sequences of
stopping times satisfying the following convention which we impose from now on.
Convention 1. Let (ρn)n∈N be an increasing sequence of F-stopping times such that Zρn is
a uniformly integrable (F,P)-martingale for all n ∈ N.
A sequence as in Convention 1 always exists, namely any localizing sequence of Z. It is
important to note that the sequence in Convention 1 need not to increase P-a.s. to infinity. In
Appendix D we present an integrability condition to identify such sequences, c.f. [4] for a
related approach based on a Novikov-type condition. In Section 3.1, we relate martingality to
existence and uniqueness properties of SMPs. In Section 3.2, under topological assumptions
on the underlying filtered space, we derive sufficient conditions for the martingality of Z in
terms of an almost sure convergence of (ρn)n∈N.
3.1. Martingality in Terms of SMPs. We consider five situations: Firstly, we derive a
condition for the strict local martingality of Z in terms of existence properties of SMPs.
Secondly, we impose the assumption of Λ-uniqueness for a modified SMP. This additional
structure enables us to investigate the martingality of Z by examining the limit behavior of
the sequence of stopping times (ρn)n∈N under a solution to an SMP. Thirdly, we construct
an explicit sequence (ρn)n∈N driven solely by Z. This results in martingality conditions only
depending on the path of Z. Fourthly, we consider the situation where Z is an generalized
stochastic exponential. In this case the previously established integrability condition boils
down to a localized Novikov-type condition, which is suitable for applications also when
classical Novikov-type conditions fail to hold. Fifthly, we present another application of our
abstract results which starts with the explicit choice of (ρn)n∈N to be exit times of compacta.
Thanks to this assumption, we derive an explosion-type condition in the spirit of [48]. We
impose the following additional assumption.
Standing Assumption 1. We assume that the probability measure P is a solution to the
SMP associated with (H;A;η;X ;B(h),C,ν). We denote the unique decomposition of X(h)
by X(h) = X0 +M(h)+B(h), c.f. (C.3) in Appendix C.2.
All following standing assumptions are only assumed to hold in the particular subsection.
3.1.1. A Condition for Strict Local Martingality. We now consider the situation where the
underlying filtered space allows an extension of every consistent family. This topological
property is called fullness, c.f. Definition E.2 in Appendix E, and is for instance possessed
by all standard path spaces. It enables us to extend the consistent family (Qt ,Ft)t≥0 where
Qt := Zt · P to a measure Q which is locally absolutely continuous w.r.t. P with density
process Z. An application of Girsanov’s theorem then yields the existence of a solution to
a modified SMP. In view of this observation a contradiction argument yields a sufficient
condition for strict local martingality. In the following we formalize this idea.
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Theorem 3.1. Assume that (Ω,F ,F) is full. If Z is an (F,P)-martingale, there exists a
solution Q to the SMP associated with (H;A;η;X ; ˙B(h),C, ν˙), where on A
˙B(h) = B(h)+1/Z−1{Z−>0} · 〈〈Z,M(h)〉〉P and ν˙ = Y ·ν,
with Y = 1/Z−1{Z−>0}M
P
µX (Z|P˜(F)),
(3.1)
for the notation c.f. Appendix C.3. Additionally we have Q≪loc P with density process Z.
Proof: Thanks to the assumption that (Ω,F ,F) is full, there exists a probability measure Q
such that for all t ≥ 0 we have Q = Qt = Zt ·P on Ft . Since for all t ≥ 0 it holds that Qt ≪ P
on Ft , we conclude that Q≪loc P with density process Z. Denote by (τn)n∈N an announcing
sequence for A. Then X τn is an (F,P)-semimartingale with characteristics (B(h)τn,Cτn,ντn),
since P solves the SMP associated with (H;A;η;X ;B(h),C,ν). Proposition C.3 in Appendix
C yields that the unique decomposition (C.3) of X(h)τn is given by X(h)τn = X0 +M(h)τn +
B(h)τn. Moreover, the identity [Z,M(h)τn]P = [Z,M(h)]P·∧τn and again Proposition C.3 in
Appendix C imply that
〈〈Z,M(h)τn〉〉P = 〈〈Z,M(h)〉〉P·∧τn,
where 〈〈Z,M(h)τn〉〉P is the unique ca`dla`g F-predictable process of finite variation such that
the process [Z,M(h)τn]P− 〈〈Z,M(h)τn〉〉P is a local (F,P)-martingale, c.f. Theorem C.8 in
Appendix C.3. Furthermore, Proposition II.1.30 in [29] yields that
MPµXτn (Z|P˜(F)) = 1[[0,τn]]MPµX (Z|P˜(F)).
Therefore, the Girsanov-type theorem given by Theorem C.8 in Appendix C.3 yields that
X τn is also an (F,Q)-semimartingale with (F,Q)-characteristics ( ˙B(h)τn,Cτn, ν˙τn). Now the
identity Q ◦X−10 = Q0 ◦X−10 = P ◦X−10 = η , as P-a.s. Z0 = 1, yields that Q is a solution to
the SMP associated with (H;τn;η;X ; ˙B(h),C, ν˙). Since this holds for all n ∈ N, the claim is
proven. 
As a corollary we obtain the following sufficient condition for strict local martingality.
Corollary 3.2. Let (Ω,F ,F) be full. If the SMP associated with (H;A;η;X ; ˙B(h),C, ν˙),
where ˙B(h) and ν˙ are given by (3.1) on A, has no solution, then the process Z is a strict local
(F,P)-martingale.
Remark 3.3. In the one-dimensional diffusion setting the Feller test for explosion, c.f. [17]
or [37], Section 5.5.C, provides a technique to apply Corollary 3.2. A comprehensive dis-
cussion is given by [48].
3.1.2. The Martingale Property under Uniqueness Assumptions. In this section we impose
existence and uniqueness assumptions on the modified SMP and derive sufficient conditions
for the martingality of Z. We denote by (τn)n∈N an arbitrary announcing sequence for A and
set ¯A :=
⋃
n∈N[[0,τn∧ρn]] ∈I (F) and τ := limn→∞ τn.
Conditions 3.1. We define the following conditions:
(I) The SMP associated with (H; ¯A;η;X ; ˙B(h),C, ν˙), where ˙B(h) and ν˙ are given by
(3.1) on ¯A, has a solution Q and satisfies {τn∧ρm,n,m ∈ N}-uniqueness.
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(II) For all n ∈ N and t ≥ 0 we have {ρn > t} ∈F(τ∧ρn)−.
(III) For all n ∈ N we have {ρn = ∞} ∈F(τ∧ρn)−.
Note that (II) and (III) are structural assumptions which relate the sequences (ρn)n∈N and
(τn)n∈N. Now we are in the position to give the main results of this section.
Proposition 3.4. Assume (I) and (II) in Conditions 3.1.
(i) If we have
lim
n→∞Q(ρn > t) = 1, for all t ≥ 0, (3.2)
then Z is an (F,P)-martingale.
(ii) If P-a.s. ρn ↑n→∞ ∞ and Z is an (F,P)-martingale, then (3.2) holds.
Proposition 3.5. Assume (I) and (III) in Conditions 3.1.
(i) If we have
lim
n→∞Q(ρn = ∞) = 1, (3.3)
then Z is a uniformly integrable (F,P)-martingale.
(ii) If ⋃n∈N{ρn = ∞} is a P-a.s. event and Z is a uniformly integrable (F,P)-martingale,
then (3.3) holds.
The proofs of these two results are based on the following two lemmata.
Lemma 3.6. For all m,n ∈ N, the probability measure Qm,n := Zτm∧ρn ·P solves the SMP
associated with (H;τm∧ρn;η;X ; ˙B(h),C, ν˙), where ˙B(h) and ν˙ are given by (3.1) on ¯A.
Proof: Since P-a.s. Z0 = 1, it holds that
Qm,n ◦X−10 = η. (3.4)
Moreover, since X τm∧ρn is an (F,P)-semimartingale and Qm,n ≪ P with density process
Zτm∧ρn , the Girsanov-type theorem as given in Theorem C.8 in Appendix C.3 implies that
X τm∧ρn is an (F,Q)-semimartingale with (F,Q)-characteristics ( ¯B(h),Cτm∧ρn, ¯ν), where
¯B(h) = B(h)τm∧ρn +1{Zτm∧ρn− >0}/Z
τm∧ρn
− · 〈〈Zτm∧ρn,M(h)τm∧ρn〉〉P
= B(h)τm∧ρn +1{Z−>0}/Z−1[[0,τm∧ρn]] · 〈〈Z,M(h)〉〉P
= ˙B(h)τm∧ρn,
¯ν(dt,dx) =
1{Zτm∧ρnt− >0}
Zτm∧ρnt−
MPµXτm∧ρn (Z
τm∧ρn|P˜(F))(t,x)1[[0,τm∧ρn]]×H(·, t,x)ν(dt,dx)
=
1{Zt−>0}
Zt−
MPµX (Z|P˜(F))(t,x)1[[0,τm∧ρn]]×H(·, t,x)ν(dt,dx)
= ν˙τm∧ρn(dt,dx).
This and (3.4) implies that Qm,n is a solution to the SMP (H;τm∧ρn;η;X ; ˙B(h),C, ν˙). 
Lemma 3.7. Assume part (I) of Conditions 3.1, then
Q = Zτ∧ρn ·P on F(τ∧ρn)−.
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Proof: Due to the assumption of {τm∧ρn,n,m ∈ N}-uniqueness and Lemma 3.6 we have
Q = Zτm∧ρn ·P on F(τm∧ρn)−
Let F ∈F(τm∧ρn)−, then
Q(F) = E[Zτm∧ρn1F ] = E[E[Zτ∧ρn|Fτm∧ρn]1F ] = E[Zτ∧ρn1F ],
due to Doob’s stopping theorem. This proves that Q = Zτ∧ρn ·P on
⋃
m∈NF(τm∧ρn)−. Then a
monotone class argument yields
Q = Zτ∧ρn ·P on
∨
m∈N
F(τm∧ρn)−.
Finally, thanks to [13], Theorem IV.56, ∨m∈NF(τm∧ρn)− = F(τ∧ρn)−, which finishes the
proof. 
Proof of Proposition 3.4: (i). Due to part (II) of Conditions 3.1, Lemma 3.7 and Doob’s
stopping theorem we obtain
Q(ρn > t) = E
[
Zτ∧ρn1{ρn>t}
]
= E
[
E
[
Zρn |Fτ∧ρn
]
1{ρn>t}
]
= E
[
Zρn1{ρn>t}
]
. (3.5)
Therefore, Lemma 1.2 (i) yields the claim.
(ii). Since P-a.s. ρn ↑n→∞ ∞, Lemma 1.1 and (3.5) yield the claim. 
Proof of Proposition 3.5: (i). The claim follows identically to the proof of Proposition 3.4 (i).
(ii). Part (III) of Conditions 3.1, Lemma 3.7, Doob’s optional stopping theorem, domi-
nated convergence and the assumption that
⋃
n∈N{ρn = ∞} is a P-a.s. event yield
lim
n→∞ Q(ρn = ∞) = limn→∞ E[Zρn1{ρn=∞}] = limn→∞E[Z∞1{ρn=∞}] = E[Z∞] = 1.
This finishes the proof. 
Remark 3.8. For explicit conditions implying existence of a solution to the modified SMP
we refer to Theorem 3.25 below.
3.1.3. A first explicit definition of (ρn)n∈N. In this section we benefit from a boundedness
condition implying uniformly integrable martingality due to [27] in order to construct an
explicit sequence (ρn)n∈N.
Let (σn)n∈N be a sequence of F-stopping times, denote A′ =
⋃
n∈N[[0,σn]], and let Z ∈
M A
′
loc(R,F,P) be non-negative. We extend Z as in (2.1) and denote the extension by Z˜. Due
to Proposition B.1 in Appendix B, Z˜ is a non-negative local (F,P)-martingale. We set
C(Z˜) := 〈〈Z˜c, Z˜c〉〉P +∑
s≤·
(
Z˜s−−
√
Z˜sZ˜s−
)2
. (3.6)
Thanks to Lemma 8.5 in [27] it holds that C(Z˜) ∈ A +loc(F,P), implying that C(Z˜)p, the
(F,P)-compensator of C(Z˜), is well-defined. Moreover, we define the sequence (ρn)n∈N of
F-stopping times by
ρn := inf
(
t ≥ 0 : 1{Z˜−>0}/Z˜
2
− ·C(Z˜)pt ≥ n
)
. (3.7)
Conditions 3.2. We define the following conditions:
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(I) We have A′ ⊆ A.
(II) The random time σ := limn→∞ σn is an F-predictable time.
(III) For each n ∈ N there exists a constant cn > 0 such that
∆C(Z˜)pρn
Z˜2ρn−
1{Z˜ρn−>0} ≤ cn. (3.8)
The main result of this section is the following:
Proposition 3.9. Assume that the Part (I) of Conditions 3.1 and 3.2 hold.
(i) If for all t ≥ 0 we have
Q
(
1{Z˜−>0}
Z˜2−
·C(Z˜)pt < ∞
)
= 1, (3.9)
then Z˜ is an (F,P)-martingale.
(ii) If we have
Q
(
1{Z˜−>0}
Z˜2−
·C(Z˜)p
∞
< ∞
)
= 1,
then Z˜ is a uniformly integrable (F,P)-martingale.
Before the give a proof we shortly discuss an example.
Example. We now consider a finite-dimensional continuous and Markovian setting to il-
lustrate an application of Proposition 3.9. Let β = (β i)i≤d :R+×Rd →Rd and b = (bi)i≤d :
R+×Rd → Rd be Borel functions which are locally bounded, i.e. for each n ∈ N bounded
on [0,n]×{x ∈ Rd : |x| ≤ n}, and a = (ai j)i, j≤d : R+×Rd → Sd+ be continuous, where Sd+
denotes the space of positive definit symmetric d× d matrices. Next we specify the SMP
of Standing Assumption 1. We assume that A = [[0,∞[[, that the underlying filtered space
(Ω,F ,F) is the path space (Cd,C d ,Cd) and that X is the coordinate process Xt(ω) = ω t .
Moreover, for ω ∈ Cd we set
B(ω) = b(ω) · I, C(ω) = a(ω) · I, ν = 0,
where b(ω)t := b(t,ω t) and a(ω)t := a(t,ω t). Due to the local boundedness assumptions
on a and b, the SMP associated with (Rd;A;εx0;X ;B,C,0) is equivalent to the classical
martingale problem of [66] associated to the operator
Lt f (x) = ∑
i≤d
bi(t,x)∂i f (x)+ 12 ∑i, j≤d a
i j(t,x)∂ 2i j f (x),
and the initial law εx0 for x0 ∈Rd , c.f. Theorem 13.55 in [27] and Proposition 5.4.11 in [37].
Sufficient conditions for the existence of a solution can for instance be found in [26, 27, 66].
Now we are interested in the martingality of the local (Cd,P)-martingale
Z = E (β (X) ·X c) ,
where β (X)t := β (t,Xt). The local martingality follows immediately from the local bound-
edness assumption of β .
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Corollary 3.10. Z is a (Cd,P)-martingale if and only if the SMP (Rd;A;εx0;X ; ˙B, ˙C,0),
where
˙B(ω) = b(ω) · I+(βa)(ω) · I and (βa)(ω)t := β (t,ω t)a(t,ω t), (3.10)
has a solution.
Proof: Since (Cd,C d,Cd) is full, c.f. Remark E.3 in Appendix E, the implication =⇒ fol-
lows from Theorem 3.1. We now show the converse implication. Note that the Conditions 3.2
are trivially satisfied and that
1{Z−>0}
Z2−
·C(Z)pt = (βcβ ∗)(X) · It, where (βcβ ∗)(X) := ∑
i, j≤d
β i(X)ci j(X)β j(X),
which is clearly finite for each t ≥ 0 if X is a continuous process. Hence (3.9) is satisfied
and the claim follows from Proposition 3.9 if the SMP associated with (Rd;A;εx0; ˙B,C,0)
satisfied ϒ := {n∧ ρm,n,m ∈ N}-uniqueness, where ρm = inf(t ≥ 0 : (βcβ ∗)(X) · It ≥ m).
Due to Exercise 13.12 in [27] the SMP associated with (Rd;A;εx0;X ; ˙B,C,0) satisfies P-
uniqueness, where P denotes the set of Cd-predictable times. Thanks to Proposition I.2.13
in [29] it holds that ϒ⊆P and the proof is finished. 
In a one-dimensional setting this corollary is contained in Corollary 2.2 in [48]. We shortly
give a simple example where Corollary 3.10 implies martingality and Novikov’s and Kaza-
maki’s conditions fail. Let d = 1 and set x0 = 0,β (x) = x,b = 0 and a = 1, i.e. let X be a
one-dimensional standard Brownian motion and Z = E (X ·X). Then the SMP associated to
(R;A;ε0;X ;β (X) · I, I,0) has a solution due to classical Lipschitz conditions. Hence Z is a
(Cd,P)-martingale. However, for large enough t ≥ 0 it holds that E[exp(X/2 ·Xt)] =∞ which
implies that Novikov’s and Kazamaki’s conditions fail.
The invertibility assumptions on a may be exchanged by a global uniqueness assumption.
More precisely, it follows from Theorem 12.73 in [27] and Exercise 6.7.4 in [66] that well-
posedness, i.e. the existence of a unique global solution, and locally bounded coefficients
imply P-uniqueness. We state this observation in the following corollary.
Corollary 3.11. Assume that β and b are as above and a : R+×Rd → Sd is a locally
bounded Borel function, where Sd denotes the set of non-negative definite symmetric d×d-
matrices. If the SMP associated with (Rd;A;εx0;X ; ˙B,C,0), where ˙B is given as in (3.10), is
well-posed, then Z is a (Cd,P)-martingale.
For an extension beyond Markovianity and finite dimensions we refer to Section 4 below.
We now turn to the proof of Proposition 3.9 which is based on the following lemma.
Lemma 3.12. If Conditions 3.2 (II), (III) hold, then for all n ∈ N the process Z˜ρn is a uni-
formly integrable (F,P)-martingale. Moreover, we have for all t ≥ 0,
{ρn > t} ∈F(σ∧ρn)− and {ρn = ∞} ∈F(σ∧ρn)−.
Proof: Note that
1{Z˜−>0}
Z˜2−
·C(Z˜)pρn ≤ n+ cn,
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c.f. part (III) of Conditions 3.2. Hence it follows from Lemma D.1 in Appendix D that Z˜ρn is
a uniformly integrable (F,P)-martingale. Due to construction we have Z˜ = Z˜σ . This yields
1{Z˜−>0}
Z˜2−
·C(Z˜)p =
1{Z˜−>0}
Z˜2−
·C(Z˜)p·∧σ =: U.
Since U is F-predictable, Proposition I.2.4 in [29] yields that for all t ≥ 0, the random vari-
able Ut is Fσ−-measurable. Each ρn is F-predictable thanks to part (III) of Conditions 3.2
and Proposition I.2.13 in [29]. Therefore, since σ is also F-predictable, c.f. part (II) of Con-
ditions 3.2, we have
F(σ∧ρn)− = Fσ−∩Fρn−, (3.11)
c.f. [13], p. 119. Therefore, since U is an increasing process, we obtain {ρn > t} = {Ut <
n} ∈Fσ−. This, together with (3.11) and {ρn > t}∈Fρn−, yields that {ρn > t}∈F(σ∧ρn)−.
Since Uσ 1{σ<∞} is Fσ−-measurable, c.f. Proposition I.2.4 in [29], and {σ < ∞} ∈Fσ−,
we also obtain that
{σ < ∞}∩{ρn = ∞}= {σ < ∞}∩{Uσ 1{σ<∞} < n} ∈Fσ−.
This, together with
{σ = ∞}∩{ρn = ∞}= {σ ∧ρn = ∞} ∈F(σ∧ρn)− ⊆Fσ−
yields that {ρn = ∞} ∈Fσ−. Employing again (3.11) and {ρn = ∞} ∈Fρn−, we conclude
that {ρn = ∞} ∈F(σ∧ρn)−. This finishes the proof. 
Proof of Proposition 3.9: Part (I) of Conditions 3.2 implies σ ≤ limn→∞ τn = τ . Therefore
F(σ∧ρn)− ⊆F(τ∧ρn)−. Note that
{ρn > t}=
{
1{Z˜−>0}/Z˜
2
− ·C(Z˜)pt < n
}
,
{ρn = ∞}=
{
1{Z˜−>0}/Z˜
2
− ·C(Z˜)p∞ < n, ∀t ≥ 0
}
.
Now the claim of (i) follows from Lemma 3.12 and Proposition 3.4, and the claim of (ii)
follows from Lemma 3.12, Proposition 3.5, and the identity⋃
n∈N
{ρn = ∞}=
{
1{Z˜−>0}/Z˜
2
− ·C(Z˜)p∞ < ∞
}
.
This finishes the proof. 
3.1.4. Martingality of Generalized Stochastic Exponentials. Let us now expand the setting
considered by [33] in their study of local absolute continuity of laws of semimartingales by
allowing for stochastic lifetimes. The continuous case was studied by [61]. Here we derive
condition for a general semimartingale setting. We assume the following:
(I) H= Rd for d ∈ N.
(II) For any announcing sequence (τn)n∈N for A, the random time τ := limn→∞ τn is an
F-predictable time.
(III) We choose a good version of C, i.e. we assume that C = c · c¯, where c is F-predictable
and c¯ is real-valued, continuous and increasing.
(IV) We have identically at := ν({t}×Rd)≤ 1 for all t ≥ 0.
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(V) We are given a positive P(F)⊗Bd-measurable function U such that
Ût :=
∫
Rd
U(t,x)ν({t}×dx)≤ 1,
for all t ≥ 0, and {a = 1} ⊆ {Û = 1}.
(VI) We are given an F-predictable Rd-valued process K. The transposed of K is denoted
by K∗.
We define by R a process on A such that
Rτn = KcK∗ · c¯·∧τn +
(
1−
√
U
)2 ∗ν·∧τn + ∑
s≤·∧τn
(√
1−as−
√
1−Û
)2
, (3.12)
and denote its extension (2.1) by R˜. We furthermore set
U ′ :=U −1+ Û −a
1−a and ρn := inf(t ≥ 0 : R˜t ≥ n).
Standing Assumption 2. Assume that R˜ does not jump to infinity, i.e. R˜ρ−=∞ on {ρ <∞},
where ρ := inf(t ≥ 0 : R˜t = ∞).
Remark 3.13. Standing Assumption 2 implies that R˜ is right-continuous and hence that
(ρn)n∈N is a sequence of F-stopping times. Moreover, for all n ∈N we have ρn < ρ on {ρ <
∞}. Therefore ρ is an F-predictable time as it can be fortelled by the sequence (ρn∧n)n∈N
and {ρ = 0}= /0, c.f. [13], Theorem IV.71.
Next we define the process
Nτn∧ρn := K1[[0,τn∧ρn]] ·X c+U ′1[[0,τn∧ρn]]×Rd ∗ (µX −ν),
whose well-definedness is established in the following lemma.
Lemma 3.14. For all n ∈ N the process Nτn∧ρn is a local (F,P)-martingale. Moreover, it
holds that ∆Nτn∧ρn >−1.
Proof: Since ρn < ρ on {ρ < ∞} we obtain
∆R˜τn∧ρn = 2
(
1−√̂Uτn∧ρn −√(1−aτn∧ρn)(1−Ûτn∧ρn) )≤ 2, (3.13)
where we denote √̂
Uτn∧ρn :=
∫
Rd
√
U(τn∧ρn,x)ν({τn∧ρn}×dx).
Hence it holds that
R˜τn∧ρn ≤ n+2. (3.14)
This yields K1[[0,τn∧ρn]] ∈ L2(X c·∧τn,F,P). Note that for (ω, t) ∈ [[0,τn∧ρn]] we have
U˜ ′t (ω) :=U ′(ω, t,∆Xt(ω))1{∆Xt(ω) 6=0}−
∫
Rd
U ′(ω, t,x)ν(ω,{t}×dx)
= (U(ω, t,∆Xt(ω))−1)1{∆Xt(ω) 6=0}−
Ût(ω)−at(ω)
1−at(ω) 1{∆Xt(ω)=0},
(3.15)
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with the convention that 0/0 = 0. Since U is positive, we have U˜ ′ > −1 on [[0,τn∧ ρn]]∩
{∆X 6= 0}. The assumption that identically Û ≤ 1 implies Û − a ≤ 1− a, where equality
holds on {Û = 1}. Thanks to the assumption that {a = 1} ⊆ {Û = 1} and the convention
that 0/0 = 0, we obtain that U˜ ′ >−1 on [[0,τn∧ρn]]∩{∆X = 0}, from which we deduce that
U˜ ′ >−1 on [[0,τn∧ρn]]. Due to Equation 12.41 in [27] we have on [[0,τn∧ρn]](
1−
√
1+U ′−Û ′
)2
∗ν +∑
s≤·
(1−as)
(
1−
√
1−Û ′
)2
=
(
1−
√
U
)2 ∗ν +∑
s≤·
(√
1−as−
√
1−Û
)2
.
(3.16)
Thanks to Theorem II.1.33 in [29] and the bound (3.14) we conclude that U ′1[[0,τn∧ρn]]×Rd ∈
Gloc(µX
τn
,F,P). This implies that Nτn∧ρn is a well-defined local (F,P)-martingale. Due
to the definition of the integral process U ′1[[0,τn∧ρn]]×Rd ∗ (µX − ν), we have ∆Nτn∧ρn =
U˜ ′·∧τn∧ρn >−1. This finishes the proof. 
In view of this lemma we can define a non-negative local (F,P)-martingale on ¯A :=⋃
n∈N[[0,τn∧ρn]] by Z := E (N). Now we extend Z to Z˜ in the same manner as in (2.1). The
extension Z˜ is a non-negative local (F,P)-martingale, c.f. Proposition B.1 in Appendix B.
Remark 3.15. In the notation of the previous section we have σn = τn ∧ ρn. Since τ =
limn→∞ τn is assumed to be F-predictable, and ρ is F-predictable due to Standing Assump-
tion 2, c.f. Remark 3.15, the random time limn→∞ σn = τ ∧ρ is F-predictable.
The following corollary generalizes one direction of Theorem 3.3 in [61]. For another
generalization we refer to Section 3.2 below.
Corollary 3.16. Assume that the SMP associated with (Rd; ¯A;η;X ; ˙B(h),C, ν˙), where on ¯A
˙B(h) = B(h)+KcK∗ · c¯+h(x)(U −1)∗ν and ν˙ =U ·ν, (3.17)
has a solution Q and satisfies {τn∧ρm,n,m ∈ N}-uniqueness.
(i) If for all t ≥ 0 we have
Q(R˜t∧ρ < ∞)= 1
then Z˜ is an (F,P)-martingale.
(ii) If we have
Q(R˜ρ < ∞)= 1
then Z˜ is a uniformly integrable (F,P)-martingale.
The proof of this corollary is based on the following lemma and Proposition 3.9.
Lemma 3.17. We have
R˜ρ =
1{Z˜−>0}
Z˜2−
·C(Z˜)p. (3.18)
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Proof: For each n ∈ N we obtain that on [[0,τn∧ρn]]
1{Z˜−>0}/Z˜
2
− ·C(Z˜)p = 1{E (Nτn∧ρn)−>0}/E (Nτn∧ρn)2− ·C(E (Nτn∧ρn))p = R˜,
where we used that identically E (Nτn∧ρn)− > 0, c.f. Theorem I.4.61 in [29], Lemma 8.8 in
[27], and (3.16). Therefore the identity (3.18) holds on ¯A. Due to construction, we have
R˜ρ = R˜τ∧ρ and 1{Z˜−>0}/Z˜
2
− ·C(Z˜)p = 1{Z˜−>0}/Z˜
2
− ·C(Z˜)p·∧τ∧ρ .
Therefore it remains to study (3.18) on
(
¯A ∪ ]]τ ∧ρ ,∞[[)c =

[[τ]] on {τ < ρ}∩(⋂n∈N{τn < τ < ∞})×R+,
[[ρ ]] on {ρ ≤ τ}∩({ρ < ∞}×R+),
/0 otherwise.
(3.19)
In the first two cases the definition of the extension (2.1) and the ca`dla`g paths of Z˜ imply
Z˜τ∧ρ = Z˜(τ∧ρ)−. Hence ∆C(Z˜)
p
τ∧ρ = 0, using I.3.21 and Theorem I.2.28 (ii) in [29]. In the
first case of (3.19), this implies that the identity (3.18) holds due to the definition of R˜,
which yields that ∆R˜τ∧ρ = 0. In the second case of (3.19), Standing Assumption 2 yields
that ∆R˜τ∧ρ = 0. This finishes the proof. 
Proof of Corollary 3.16: We set σn = τn∧ρn, then part (I) of Conditions 3.2 holds obviously,
and part (II) of Conditions 3.2 holds due to Remark 3.15. It follows by the same arguments
as in the proof of Theorem III.3.24 and Lemma III.5.27 in [29], that on ¯A we have
1/Z˜−1{Z˜−>0}M
P
µX (Z˜|P˜(F)) =U,
1/Z˜−1{Z˜−>0} · 〈〈Z˜,M(h)〉〉
P = KcK∗ · c¯+h(x)(U −1)∗ν.
(3.20)
Moreover, it follows similarly to (3.13), that for all n,m ∈ N, ∆R˜τm∧ρn ≤ 2. Therefore,
∆R˜ρn = ∑
m∈N
∆R˜τm∧ρn1]]τm−1,τm]](·,ρn)≤ 2,
where τ0 := 0. Hence, in view of Lemma 3.17 and noting that
ρn = inf(t ≥ 0 : R˜ρ ≥ n),
we conclude that part (III) of Conditions 3.2 holds. Now the claim follows from the identities
(3.20), Lemma 3.17 and Proposition 3.9. 
3.1.5. An Explosion Condition. In this section we derive an explosion-type condition. Let
(mn)n∈N be an increasing sequence of non-negative real numbers. We define
ρn := inf(t ≥ 0 : ‖Xt‖ ≥ mn or ‖Xt−‖ ≥ mn)∧n, (3.21)
and impose the following condition:
Standing Assumption 3. Assume that for all n∈N we have ρn ≤ limm→∞ τm, where (τn)n∈N
is an arbitrary announcing sequence for A, and that (ρn)n∈N satisfies Convention 1.
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Remark 3.18. If for all n ∈ N there exists a positive constant cn such that
1{Z−>0}
Z2−
·C(Z)pρn ≤ cn,
where C(Z) is defined as in (3.6), then the sequence (ρn)n∈N satisfies Convention 1, c.f.
Lemma D.1 in Appendix D.
Standing Assumption 3 has a local character, c.f. Remark 3.18, and therefore a broad
scope. The following result gives a sufficient condition for the martingality of Z. In the one-
dimensional diffusion setting a similar result may be deduced from Theorem 2.1 in [48].
Corollary 3.19. (i) Assume part (I) of Conditions 3.1. If we have for all t ≥ 0
lim
n→∞Q
(
sup
s≤t
‖Xs‖< mn
)
= 1, (3.22)
then Z is an (F,P)-martingale. If P-a.s. ρn ↑n→∞ ∞ and Z is an (F,P)-martingale,
then (3.22) holds.
(ii) Let ( ¯B(h),C, ¯ν) be a candidate triplet which coincides with ( ˙B(h),C, ν˙) from (3.1) on
¯A. If the SMP associated with (H; [[0,∞[[;η;X ; ¯B(h),C, ¯ν) has a solution Q and satis-
fies {ρn∧τm,n,m∈N}-uniqueness and if mn ↑n→∞ ∞ then Z is an (F,P)-martingale.
Proof: (i). Due to Standing Assumption 3, part (II) of Conditions 3.1 is satisfied. Moreover,
note that for all t ≥ 0 we have {ρn > t}= {sups≤t ‖Xs‖< mn}∩{n > t}. Therefore, Propo-
sition 3.4 implies that (3.22) is sufficient for Z to be an (F,P)-martingale. If Z is an (F,P)-
martingale and P-a.s. ρn ↑n→∞ ∞, then Lemma 1.1, Lemma 3.7 and Standing Assumption 3
imply that (3.22) is satisfied.
(ii). Corollary 2.9 and Remark 2.12 yield that part (I) of Conditions 3.1 is satisfied. More-
over, since mn ↑n→∞ ∞ and Q-a.e. path of X is in DH we obtain that
lim
n→∞Q
(
sup
s≤t
‖Xs‖< mn
)
= Q
(
sup
s≤t
‖Xs‖< ∞
)
= 1.
Therefore part (i) yields the claim. 
Note that the condition (3.22) only depends on the process X under Q. The condition
may even imply that Z is a true martingale, while X explodes under P, c.f. Example 3.1 in
[48]. It is fascinating and surprising that such a condition not only holds in the well-studied
one-dimensional diffusion setting, but also in our general infinite dimensional setting which
allows for discontinuities.
In the case where A= [[0,∞[[ and (Ω,F ,F) is full we obtain a classical explosion condition
which we state in the following corollary.
Corollary 3.20. Assume that mn ↑n→∞ ∞, A= [[0,∞[[, that (Ω,F ,F) is full, and that the SMP
(H;A;η;X ; ˙B(h),C, ν˙), where ˙B(h) and ν˙ are given by (3.1) on A, satisfies {ρn∧ τm,n,m ∈
N}-uniqueness. Then the following is equivalent:
(i) Z is an (F,P)-martingale.
(ii) The SMP associated with (H;A;η;X ; ˙B(h),C, ν˙) has a solution.
Proof: The claim follows immediately from Theorem 3.1 and Corollary 3.19 (ii). 
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3.2. Martingality on Standard Systems. The following approach depends on topological
properties of the underlying filtered space and is related to the setting of the Fo¨llmer measure,
c.f. [18, 52]. In particular, the result applies if the underlying filtered space is given by
(DE∆,DE∆ ,DE∆) where E is an arbitrary Polish space. Hence we even allow Z to be driven
by E∆-valued processes. Connecting the approach to the SMP setting of the previous sections
allows us to drop the uniqueness assumptions of Conditions 3.1. For the terminology used
in this section we refer to the Appendix F. We recall the notation ρ = limn→∞ ρn, where
(ρn)n∈N is given as in Convention 1.
Proposition 3.21. Assume that (Ω,Fρn−)n∈N is a standard system. Then there exists a
unique probability measure Q on (Ω,Fρ−) such that for all n ∈ N, Q(F) = E[Zρn1F ] for
all F ∈ Fρn−. If in addition (Ω,F∞−) is a standard Borel space and Fρ− is countably
generated, then Q has an extension to (Ω,F∞−).
Proof: Denote Qn := Zρn ·P and note that for all A ∈Fρn− we have
Qn+1(A) = E[E[Zρn+11A|Fρn]] = E[Zρn1A] = Qn(A),
where we use Doob’s optional stopping theorem. Hence the first claim of the proposition is
an immediate consequence of Parthasarathy’s extension theorem, c.f. Theorem F.5 in Ap-
pendix F, and the identity
∨
n∈NFρn− = Fρ−. The second claim follows from Theorem F.6
in Appendix F. 
As an immediate consequence of Proposition 3.21, Lemma 1.1 and Lemma 1.2 we obtain
the following condition for the martingality of Z.
Proposition 3.22. Assume that (Ω,Fρn−)n∈N is a standard system and denote by Q the
probability measure as given in Proposition 3.21.
(i) If (3.2) holds, then Z is an (F,P)-martingale. If P-a.s. ρn ↑n→∞ ∞ and Z is an (F,P)-
martingale, then (3.2) holds.
(ii) If (3.3) holds, then Z is a uniformly integrable (F,P)-martingale.
In general, due to the lack of information on Q, these conditions are difficult to check.
However, (3.2) holds if ρn(ω) ↑n→∞ ∞ for all ω ∈ Ω. This path-wise condition is stated in
the following corollary, which generalizes Corollary 3.4 in [61].
Corollary 3.23. Assume that (Ω,Fρn−)n∈N is a standard system. If {ρn > t} ↑n→∞ Ω for
all t ≥ 0, then Z is an (F,P)-martingale. If even {ρn = ∞} ↑n→∞ Ω, then Z is a uniformly
integrable (F,P)-martingale.
Remark 3.24. On the path-space (CE ,C E ,CE), the pathwise condition {ρn > t} ↑n→∞ CE
from Corollary 3.23 is not sufficient for Z to be a (CE ,P)-martingale, c.f. [61] for a coun-
terexample.
We now assume a setting comparable to the previous section, which enables us to derive
structural properties of Q. These allow us to express Q in Proposition 3.22 as a solution to a
SMP:
Conditions 3.3. (I) Assume that (Ω,Fρn−)n∈N is a standard system, that Fρ− is count-
ably generated and that (Ω,F∞−) is a standard Borel space.
21
(II) Assume that F = F∞− and that for each n ∈ N there exists an mn > n such that
ρn∧ τn < ρmn ∧ τmn on {ρn∧ τn < ∞}.
(III) Assume that (τn∧ρn)n∈N is a sequence of F-predictable times, and that F is quasi-
left continuous.
Theorem 3.25. Assume Standing Assumption 1, part (I) of Conditions 3.3, and additionally
part (II) or (III) of Conditions 3.3. Moreover, denote by Q the extension of the probability
measure as given in Proposition 3.21. Then Q is a solution to the SMP associated with
(H; ¯A;η;X ; ˙B(h),C, ν˙), where ¯A = A∩ (⋃n∈N[[0,ρn]]), and ˙B(h) and ν˙ are given by (3.1).
Proof: Lemma 3.6 yields that the probability measure Qn,n = Zτn∧ρn ·P is a solution to the
SMP associated with (H;τn ∧ ρn;η;X ; ˙B(h),C, ν˙). Due to the construction of Q we have
Qn,n = Q on F(τn∧ρn)−. If we assume part (III) of Conditions 3.3, then Qn,n = Q on Fτn∧ρn
which yields the claim. Now assume part (II) of Conditions 3.3. Following the proof of
Proposition 3.1 in [61], we obtain for all F ∈Fτn∧ρn
Q(F) = E[Zτmn∧ρmn 1F∩{τn∧ρn<∞}]+E[Zτn∧ρn1F∩{τn∧ρn=∞}] = E[Zτn∧ρn1F ],
where we used [13], Theorem V.56, and Doob’s optional stopping theorem. This finishes the
proof. 
Combining Proposition 3.22 and Theorem 3.25 leads to a martingale condition similarly
to the Propositions 3.4 and 3.5.
Remark 3.26. If the underlying filtered space is given by (DH∆ ,DH∆ ,DH∆), the topological
assumptions of Theorem 3.25, part (I) of Conditions 3.3, are satisfied, c.f. Appendix F.
4. A CASE STUDY - MARTINGALITY IN TERMS OF INFINITE-DIMENSIONAL SDES
The generality of our setting allows us to derive sufficient conditions for the martingality
of stochastic exponentials driven by Hilbert-space-valued Brownian motion. The main result
of this section is in the spirit of Theorem 3.1.1 in [3].
Let us first introduce some additional terminology. As in the previous section let H be
a real separable Hilbert space. Moreover, we fix a filtered probability space (Ω,F ,F,P)
with right-continuous filtration F and a non-negative and self-adjoint nuclear operator Q ∈
N (H,H).
Definition 4.1. An H-valued process W is called an (H,Q,F,P)-Brownian motion, if the
following holds:
(i) P-a.s. W0 = 0.
(ii) W has P-a.s. continuous paths.
(iii) For all s < t the random variable Wt −Ws is P-independent of Fs;
(iv) For all s< t and all h∈H the (real-valued) random variable (Wt−Ws)•h is centered
Gaussian with variance (t− s)(Qh•h).
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The operator Q is usually called covariance of W . Moreover, as in the finite-dimensional
case we have a Le´vy characterization theorem: An H-valued continuous F-adapted pro-
cess W with P-a.s. W0 = 0 is an (H,Q,F,P)-Brownian motion if and only if it is a square-
integrable (F,P)-martingale with 〈〈W,W 〉〉P = IQ, where It = t denotes the identity process,
c.f. Proposition 4.11 in [47] or Theorem 4.6 in [8].
It is also well-known that Q has a decomposition of the form Q = Q1/2Q1/2, where Q1/2
is a non-negative and self-adjoint Hilbert-Schmidt operator.
We denote byCH0 the set of continuous functionsR+→Hwhich start at 0. The coordinate
process is denoted by X̂ . We equip CH0 with the σ -field C H0 := σ(X̂t, t ≥ 0) and define the
filtrations CH,00 := (C
H,0
0,t )t≥0 := (σ(X̂s,s≤ t))t≥0 and CH0 := (CH0,t)t≥0 := (
⋂
s>t C
H,0
0,s )t≥0.
Let P be a solution to the SMP on (CH0 ,CH0 ,CH0 ) associated with (H; [[0,∞[[;ε0; X̂ ;0, IQ,0).
In other words, we assume that the coordinate process is an (H,Q,CH0 ,P)-Brownian motion.
Moreover, let ϕ : R+×CH0 → H be CH0 -predictable such that ϕ(·,0) is constant. We use the
notation ϕ(·,ω) =: ϕ·(ω). Next we formulate the main result of this section, which states
that under a local Lipschitz and a linear growth condition the stochastic exponential
Z := E
(
ϕ(X̂) · X̂
)
is a true martingale. For details concerning stochastic integration w.r.t. Hilbert-space-valued
processes we refer to the monographs of [45, 47]. To clarify the notation of ϕ(X̂) · X̂ , we
note that we identify ϕ with v ϕ • v.
Theorem 4.2. Assume the following:
(i) For all α ∈ (0,∞) there exists a positive ca`dla`g increasing function Lα such that
‖Qϕ(t,ω)−Qϕ(t,ω∗)‖H ≤ Lαt sup
s<t
‖ω(s)−ω∗(s)‖H
for all t ≥ 0, and all ω,ω∗ ∈ {ω¯ ∈ CH0 : sups<t ‖ω¯(s)‖H ≤ α}.
(ii) There exists a constant λ > 0 such that
‖Q1/2ϕ(t,ω)‖2H ≤ λ
(
1+ sup
s<t
‖ω(s)‖2H
)
,
for all (t,ω) ∈ R+×CH0 .
Then the process Z = E (ϕ(X̂) · X̂) is an (CH0 ,P)-martingale.
4.1. Proof of Theorem 4.2. We assume the notation of Section 3.1.3. Then A′ = A = [[0,∞[[
and we may set σn = τn = n, and define
ρn := inf
(
t ≥ 0 : ‖X̂t‖ ≥ n
)∧n. (4.1)
Let us first show that Z is a local (CH0 ,P)-martingale with (CH0 ,P)-localizing sequence
(ρn)n∈N. Due to Assumption (ii) in Theorem 4.2 we have identically(
ϕ(X̂)•Qϕ(X̂)
)
· Iρn ≤ λn
(
1+ sup
s<ρn
‖X̂s‖2H
)
≤ λn(1+n2).
Hence Theorem 2.3 in [19] yields that ϕ(X̂) · X̂·∧ρn is a square-integrable (CH0 ,P)-martingale,
implying that Z is a local (CH0 ,P)-martingale. This furthermore implies that (ρn)n∈N satisfies
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Convention 1. Now the claim of Theorem 4.2 is an immediate consequence of Corollary 3.19
(ii) and Lemma 4.3 below.
Lemma 4.3. Under the assumptions of Theorem 4.2, the SMP on (CH0 ,CH0 ,CH0 ) associated
with (H;A;ε0; X̂ ; ˙B, IQ,0), where
˙B =
1{Z−>0}
Z−
· 〈〈Z,M(h)〉〉P, (4.2)
has a solution and satisfies {ρn∧ τm,n,m ∈ N}-uniqueness.
Proof: First we compute 〈〈Z,M(h)〉〉P = 〈〈Z, X̂〉〉P. In view of Equation 4.1.4 in [47], 〈〈Z, X̂〉〉P
is the unique CH0 -predictable process of finite variation such that ZX̂ − 〈〈Z, X̂〉〉P is a local
(CH0 ,P)-martingale. Since H is assumed to be separable, weak and strong measurability are
equivalent. Therefore ZX̂ −〈〈Z, X̂〉〉P is an H-valued local (CH0 ,P)-martingale if and only if
for all v ∈ H the process ZX̂ • v−〈〈Z, X̂〉〉P • v is an R-valued local (CH0 ,P)-martingale, c.f.
[19], p. 21. Define L±v : H→ R by L±vw = (ϕ(X̂)± v) •w, and note that the adjoint of
L±v is given by w (ϕ(X̂)± v)w. Employing the polarization identity, the formula for the
quadratic variation of Brownian integrals, c.f. Theorem 4.27 in [8], and Proposition A.2.2 in
[43], we obtain
〈Z, X̂ • v〉P = Z−/4 ·
(〈
L+v · X̂,L+v · X̂〉P +〈L−v · X̂,L−v · X̂〉P)
= Z−/4 ·
(
L+vQ(ϕ(X̂)+ v) · I+L−vQ(ϕ(X̂)− v) · I)
=
(
Z−Qϕ(X̂) · I
)• v.
Therefore we conclude 〈〈Z,M(h)〉〉P = Z−Qϕ(X̂) · I, which implies that
1{Z−>0}
Z−
· 〈〈Z,M(h)〉〉P = Qϕ(X̂) · I.
Now we note that
‖Qϕ(t,ω)‖2H ≤ ‖Q1/2‖2HS‖Q1/2ϕ(t,ω)‖2H ≤ λ‖Q1/2‖2HS
(
1+ sup
s<t
‖ω(s)‖2H
)
,
for all (t,ω) ∈ R+×CH0 , where ‖ · ‖HS denotes the Hilbert-Schmidt norm. Hence we may
apply Proposition G.1 in Appendix G with F(t,ω) = Qϕ(t,ω) and G(t,ω) = Id, which
yields that the SMP on (CH0 ,CH0 ,CH0 ) associated with (H; [[0,∞[[;η; X̂; ˙B,C,0) has a solution
and satisfies T ∗-uniqueness. The continuity of X̂ and Lemma 74.2 in [59] imply that for all
n,m ∈ N, ρn∧τm = ρn∧m are positive CH,00 -stopping times, i.e. ρn∧τm ∈T ∗. This implies
the claim. 
APPENDIX A. REMARKS ON THE Usual Conditions
Girsanov’s theorem is at the core of our proofs. As pointed out by [2] on the infinite time
horizon some formulations of Girsanov’s theorem may be false if the underlying filtered
space is complete. Our framework therefore requires incompleteness of filtrations. Since
the usual conditions, and therewith completeness of filtrations, are frequently imposed in the
literature we summarize some results which allow us to lift results from completed filtrations
to uncompleted filtrations.
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Let (Ω,F ,F,P) be a filtered probability space with right-continuous filtration F, and let
H be a real separable Hilbert space. This notation stays in force throughout all appendices.
We denote F P the P-completion of the σ -field F and FP the P-completion of the filtration
F, i.e. FP = (F Pt )t≥0.
Lemma A.1 (Lemma I.1.19 in [29]). Any FP-stopping time is P-a.s. equal to an F-stopping
time.
Lemma A.2 (Lemma I.2.17 in [29], Lemma A.2 in [52]). Any FP-predictable, resp. FP-
optional, process is P-indistinguishable from an F-predictable, resp. F-optional, process.
Lemma A.3. An H-valued F-adapted process Z is a local (F,P)-martingale if and only if it
is a local (FP,P)-martingale. Moreover, each local (FP,P)-martingale is P-indistinguishable
from a local (F,P)-martingale.
Proof: Due to Lemma A.1, for the first claim it is sufficient to show that Z is an (F,P)-
martingale if and only if it is an (FP,P)-martingale. This follows immediately from the fact
that for all t ≥ 0 any set in F Pt are P-a.s. equal to a set in Ft . The second claim follows from
the first one and Lemma A.2. 
APPENDIX B. EXTENSIONS OF NON-NEGATIVE LOCAL MARTINGALES
As pointed out at the end of Section 2.1, X ∈C A does not imply that the extension X˜ ∈C .
In this appendix we show that this claim, however, is true if X is non-negative and C is the
class of real-valued local martingales.
Proposition B.1. For A ∈ I (F) let X ∈ M Aloc(R,F,P) be non-negative, then we have X˜ ∈
Mloc(R,F,P), where X˜ is defined as in (2.1).
Proof: Let (τn)n∈N be an announcing sequence for A. Then X τn is a non-negative (F,P)-
supermartingale and Lemma 5.17 in [27] yields that X˜ is a non-negative (F,P)-supermartin-
gale. We follow main parts of the proof of [27], Lemma 12.43. Since X˜ is a non-negative
(F,P)-supermartingale, the Doob-Meyer decomposition of X˜ , c.f. [42], Theorem 3.9, is
given by
X˜ = M−U, M ∈Mloc(R,F,P), U ∈P(F)∩A +(F,P).
Since X˜ τn ∈Mloc(R,F,P) it follows from [29], Corollary I.3.16, that U τn = 0. Hence U = 0
on [[0,τ[[∪([[τ,∞[[∩(Gc×R+)), where G = ⋂n∈N{τn < τ < ∞}. Moreover, since X˜ = X˜ τ ,
we have that U = ∆Uτ1[[τ,∞[[∩(G×R+). We obtain from [29], Corollary I.2.31 and Proposition
I.2.6, that
p(∆X˜) = p(∆M)− p(∆U) =− p(∆U) =−∆U. (B.1)
Next we define the F-stopping time
τ¯ := (τ)G :=
{
τ on G,
+∞ on Gc.
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By construction we have on G = {τ¯ < ∞} that τ¯ = τ and
∆X˜τ¯ = X˜τ − X˜τ− = 0. (B.2)
Note that the sequence ((τn){τn<τ} ∧ n)n∈N of F-stopping times foretells τ¯ in the sense of
[13], Definition IV.70. Since {τ¯ = 0} = /0, Theorem IV.71 in [13] yields that τ¯ is an F-
predictable time. Therefore, thanks to (B.1), (B.2) and Theorem I.2.28 in [29], we obtain
that on G we have P-a.s.
−∆Uτ =−∆Uτ¯ = E[∆X˜τ¯ |Fτ¯−] = 0. (B.3)
This yields U = 0 and hence X˜ = M ∈Mloc(R,F,P), which finishes the proof. 
APPENDIX C. ON HILBERT-SPACE-VALUED SEMIMARTINGALES
Hilbert-space-valued semimartingales have been studied since the 1980s, c.f. [45, 47].
In this appendix we define Hilbert-space-valued semimartingales, recall the most important
results and transfer them to the setting of incomplete filtrations. Moreover, we generalize
the Girsanov theorem for semimartingales as given in [29], Theorem III.3.24, to the infinite-
dimensional setting. We also give the most important structural results for Hilbert-space
valued semimartingales on stochastic intervals as defined in Section 2. The definitions and
most of the proofs are similar to the real-valued case.
Let H be a real separable Hilbert space, denote its scalar product by • and its induced
norm by ‖ · ‖. Thanks to the separability of H, strong measurability is equivalent to weak
measurability.3
Definition C.1. We call a ca`dla`g H-valued process X an (F,P)-semimartingale, if
X = X0 +M+V,
where X0 is F0-measurable and H-valued, M is an H-valued local (F,P)-martingale with
M0 = 0, and V is an F-adapted ca`dla`g H-valued process of finite variation with V0 = 0. We
call X a special (F,P)-semimartingale, if V is F-predictable.
In the next section we show that many usual facts onRd-valued semimartingales also hold
for H-valued semimartingales. Although the monographs [45, 47] usually assume the usual
conditions, in view of Lemma A.2 and Lemma A.3 the claims can readily be transferred to
an uncompleted filtration
C.1. Decompositions of Hilbert-space-valued Semimartingales. Let X ∈S (H,F,P). We
first collect important basic assertions on the semimartingale decomposition.
Proposition C.2 (Exercise 5.11 in [45]). If ‖∆X‖ is bounded, then X is a special (F,P)-
semimartingale.
Proposition C.3. AllH-valued F-predictable local (F,P)-martingales of finite variation are
0 up to P-indistinguishability.
3 f is strongly measurable if the real-valued function f •h is measurable (in the ordinary sense) for all h∈H,
c.f. [7], Lemma A.5.2
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Proof: Due to Exercise 5.13 in [45] all locally square-integrable (F,P)-martingales of finite
P-variation are 0 up to P-indistinguishability. Due to Corollary 13.8 in [45] all F-predictable
local (F,P)-martingales are continuous and hence locally (F,P)-square integrable. This
yields the claim. 
We call two square-integrable (F,P)-martingales N,M to be (F,P)-strongly orthogonal, if
for all F-stopping times τ it holds that E[(N •M)τ ] = 0. This definition extends readily to lo-
cally square-integrable (F,P)-martingales. The following is a consequence of Theorem 20.2,
Theorem 23.6 and Exercise 5.13 in [45].
Proposition C.4. Each H-valued (F,P)-semimartingale X has a decomposition
X = X0 +X c+Md +V,
where X0 is F0-measurable, X c is a continuous local (F,P)-martingale with X0 = 0, Md is a
locally square-integrable (F,P)-martingale, strongly orthogonal to X c, with Md0 = 0, and V
is of finite variation with V0 = 0. Moreover, X c is unique (up to P-indistinguishability), and
called the continuous local (F,P)-martingale part of X.
Proposition C.5. Assume that X has (F,P)-characteristics (B(h),C,0). Then B(h) = B, and
X = X0 +B+X c.
Proof: Since ν = 0, it follows that P(µX (R+ ×H) ≥ 1) ≤ E[µX (R+×H)] = 0, which
implies ∆X = 0. The uniqueness of X c yields the claim. 
C.2. Semimartingale Characterstics. Our next step is to define semimartingale character-
istics of Hilbert-space-valued semimartingales, similar to [27, 29], c.f. also [67].
In the following we denote by ‖ · ‖1 the trace-norm on H⊗H, and by H ⊗ˆ1H the com-
pletion of H⊗H w.r.t. ‖ · ‖1, c.f. [46], Section 11. Let M be an H-valued square-integrable
(F,P)-martingale with M0 = 0. Due to Theorem 14.3 in [47] there exists a unique ca`dla`g
F-predictable H ⊗ˆ1H-valued process 〈〈M,M〉〉P of finite variation with 〈〈M,M〉〉P0 = 0, such
that M⊗M−〈〈M,M〉〉P is an H ⊗ˆ1H-valued (F,P)-martingale.
In the more general case where M is a locally square-integrable (F,P)-martingale with
(F,P)-localizing sequence (τn)n∈N we may set
〈〈M,M〉〉P := ∑
n≥1
〈〈Mτn,Mτn〉〉P1]]τn−1,τn]], (C.1)
with the convention τ0 := 0. Clearly, 〈〈Mτn,Mτn〉〉P·∧τm = 〈〈Mτm,Mτm〉〉P for m ≤ n, due to
uniqueness. Therefore
M⊗M−〈〈M,M〉〉P ∈Mloc(H ⊗ˆ1H,F,P),
and Proposition C.3 yields that 〈〈M,M〉〉P is the unique ca`dla`g F-predictable process of finite
variation such that M⊗M−〈〈M,M〉〉P is anH ⊗ˆ1H-valued local (F,P)-martingale. Thanks to
the uniqueness, the definition (C.1) is independent of the localizing sequence. It is convenient
to associate to each element b in H ⊗ˆ1H a nuclear operator ˜b : H→ H which is uniquely
defined by
˜bh•g = b•2 (h⊗g), (h,g) ∈H×H,
27
where •2 denotes the usual scalar product (h1⊗g1)•2 (h2⊗g2) = (h1 •h2)(g1 •g2), hi,gi ∈
H, c.f. [46], Section 11. With a slight abuse of notation we denote the nuclear operator
associated to 〈〈M,M〉〉P again by 〈〈M,M〉〉P.
Now let X be an H-valued (F,P)-semimartingale. We associate to X the integer-valued
random measure
µX (ω,dt,dx) := ∑
s>0
1{‖∆Xs‖6=0}ε(s,∆Xs)(dt,dx),
and denote by νX ,P, or simply by ν , the (F,P)-compensator of µX defined as in [29], Theo-
rem II.1.8.
Next we define the modified H-valued semimartingale X(h) by
X(h) := X −∑
s≤·
(∆Xs−h(∆Xs)), (C.2)
where h : H→ H is a truncation function, i.e. a bounded function with h(x) = x on {x ∈
H : ‖x‖ ≤ ε} for some ε > 0. We note that the sum ∑s≤·(∆Xs − h(∆Xs)) is well-defined
due to the ca`dla`g paths of X . Since X(h) has obviously bounded jumps, X(h) is a special
(F,P)-semimartingale, c.f. Proposition C.2 in Appendix C, and hence admits a unique de-
composition
X(h) = X0 +M(h)+B(h), (C.3)
where X0 is F0-measurable, M(h) is a local (F,P)-martingale with M(h)0 = 0, and B(h) is
a F-predictable process of finite variation with B(h)0 = 0. We finally are in the position to
define the semimartingale characteristics of X :
Definition C.6. The (F,P)-semimartingale characteristics of X are given by (B(h),C,ν)
consisting of
(i) the ca`dla`g F-predictable process B(h) of finite variation as given in (C.3).
(ii) C = 〈〈X c,X c〉〉P, where X c is the continuous local (F,P)-martingale part of X.4
(iii) ν is the (F,P)-compensator of µX .
Remark C.7. For each truncation function h, the characteristics are unique.
C.3. Girsanov’s Theorem for Hilbert-space-valued Semimartingales. In this appendix
we give a generalization of Girsanov’s theorem for semimartingales as stated in [29], The-
orem III.3.24, to Hilbert-space-valued semimartingales. Since this result is fundamental for
our main assertions we provide a detailed proof.
We introduce additional notation. Let X ∈S (H,F,P) and let K be a further real separa-
ble Hilbert space with Y ∈ S (K,F,P). Moreover, denote Πn := {0 ≤ t0 < ... < tk < ...} a
partition of R+ such that limn→∞ supti∈Πn |ti+1− ti| = 0. Then, c.f. Section 4.1 in [47], for
every t ≥ 0 the following limit exists
[X ,Y ]Pt := P - lim
n→∞ ∑
ti∈Πn
(
Xti+1∧t −Xti∧t
)⊗(Yti+1∧t −Yti∧t). (C.4)
4〈〈X c,X c〉〉P is obviously well-defined since all continuous local (F,P)-martingales are locally square-
integrable (F,P)-martingales
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The process [X ,Y ]P is called tensor quadratic variation of X and Y . Similar to [29], Section
III.3c), we denote by MPµX (Z|P˜(F)) the P(F)⊗H =: P˜(F)-conditional MPµX -expectation,
where
MPµX (W ) = E[W ∗µX∞ ],
for P˜(F)-measurable functions W .5
Theorem C.8 (Girsanov’s Theorem). Let Q ≪loc P with density process Z, and X be an H-
valued (F,P)-semimartingale with (F,P)-characteristics (B(h),C,ν). Moreover, let M(h)
be as in (C.3). Then there exists a unique ca`dla`g F-predictable process 〈〈Z,M(h)〉〉P of finite
variation such that ZM(h)− 〈〈Z,M(h)〉〉P is a local (F,P)-martingale. Moreover, X is an
(F,Q)-semimartingale such that its (F,Q)-characteristics are given by
B′(h) = B(h)+
1{Z−>0}
Z−
· 〈〈Z,M(h)〉〉P, C′ =C and ν ′(dt,dx) = Y (t,x)ν(dt,dx),
where Y = 1{Z−>0}/Z−MPµX (Z|P˜(F)).
Proof: We mimic the proofs of Theorem III.3.11 and Lemma III.3.14 in [29], and Theorem
4.7 in [47]. The theorem on p.208 in [45] yields that X is an (F,Q)-semimartingale. We
define τn = inf(t ≥ 0 : Zt < 1/n) and note that 1/Z− is well-defined on [0,τn] . Recall that
‖∆M(h)‖ is bounded by some constant m, due to construction. Moreover, due to Corollary
I.4.55 in [29], U = (∑t≥0(∆Zt)2)1/2 is F-locally P-integrable. Denote an (F,P)-localizing
sequence by (ρn)n∈N and set A := [Z,M(h)]P. Define γn := inf(t ≥ 0 : ‖At‖ ≥ n) and note
that P-a.s. γn ↑n→∞ ∞. Since
‖At∧ρn∧γn‖ ≤ n+‖∆At∧ρn∧γn‖ ≤ n+m|∆Zt∧ρn∧γn| ≤ n+mUρn,
the stopped process Aρn∧γn is an (F,P)-quasi-martingale of class [D], c.f. Definitions 8.6 and
13.1 in [45]. Theorem 13.3 in [45] and Proposition 9.14 in [47] imply that a unique ca`dla`g
F-predictable process 〈〈Z,M(h)〉〉P of finite variation exists, such that A−〈〈Z,M(h)〉〉P is a
local (F,P)-martingale. We define an F-predictable process G of finite variation by
G =
1{Z−>0}
Z−
· 〈〈Z,M(h)〉〉P.
Now, due to Equation 4.1.4 in [47], we have
ZτnGτn = Z−1[[0,τn]] ·G+G−1[[0,τn]] ·Z+[Z,G]P·∧τn
= 〈〈Z,M(h)〉〉P·∧τn +G1[[0,τn]] ·Z,
where we use that, due to the fact that G is ca`dla`g, F-predictable and of finite variation,
[Z,G]P·∧τn = (G−G−)1[[0,τn]] ·Z,
c.f. the proof of Proposition I.4.49 in [29]. Hence the process ZτnGτn −〈〈Z,M(h)〉〉P·∧τn is a
local (F,P)-martingale. Therefore we obtain that the process
(ZτnM(h)τn −〈〈Z,M(h)〉〉P·∧τn)− (ZτnGτn −〈〈Z,M(h)〉〉P·∧τn) = Zτn(M(h)τn −Gτn)
5this terminology has its origin in the Russian literature where M is used for the (mathematical) expectation
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is a local (F,P)-martingale. It follows similarly to the proof of Proposition III.3.8 (ii) in
[29] that M(h)τn −Gτn is a local (F,Q)-martingale. Since the class of local martingales is
stable under localization and Q-a.s. τn ↑n→∞ ∞, which holds due to the fact that Q(Zt =
0) = E[Zt1{Zt=0}] = 0 for all t ≥ 0, we conclude that M(h)−G is a local (F,Q)-martingale.
Hence, in view of (C.3), the representation of B′(h) follows from Proposition C.3. A sim-
ilar argumentation as above yields that X c + 1{Z−>0}/Z− · 〈〈Zc,X c〉〉P is a continuous local
(F,Q)-martingale, where 〈〈Zc,X c〉〉P is the unique continuous F-predictable process of finite
variation such that ZcX c− 〈〈Zc,X c〉〉P is a local (F,P)-martingale. Hence, Proposition 4.3
in [47] implies [X c,Q,X c,Q]Q = [X c,X c]Q, where X c,Q denotes the continuous local (F,Q)-
martingale part of X , and X c denotes the continuous local (F,P)-martingale part of X . The
assumption that Q ≪loc P implies readily that [X c,X c]Q = [X c,X c]P. Due to Theorem 22.8
in [45], it holds that [X c,X c]P = 〈〈X c,X c〉〉P = C. The last remaining claim concerns the
(F,Q)-compensator of the jump measure associated with X . This claim follows from an
application of the Girsanov-type theorem for random-measures as given in [29], Theorem
III.3.17. This finishes the proof. 
Remark C.9. In the case where H = Rd , Theorem C.8 boils down to the classical version
of Girsanov’s Theorem for semimartingales given in [29], Theorem III.3.24.
C.4. Hilbert-space-valued Semimartingales on Stochastic Intervals. Next we collect the
most important consistency facts on semimartingales on stochastic intervals.
Proposition C.10. Let X ∈S A(H,F,P). Then the following holds:
(i) The (F,P,A)-characteristics of X exist and are unique.
(ii) Let (B(h),C,ν) be (F,P,A)-characteristics of X, and let ρ be an F-stopping time
such that [[0,ρ ]] ⊆ A. Then the (F,P)-characteristics of Xρ ∈ S (H,F,P) are P-
indistinguishable from (Bρ(h),Cρ ,νρ).
(iii) (B(h),C,ν) are the (F,P,A)-characteristics of X if and only if for all F-stopping
times ρ such that [[0,ρ ]]⊆ A the triplet (Bρ(h),Cρ ,νρ) is P-indistinguishable of the
(F,P)-characteristics of Xρ .
Proof: (i). We first prove existence. Denote by (τn)n∈N an arbitrary announcing sequence for
A. Then for each n∈N the (F,P)-characteristics of the stopped process X τn exist. We denote
them by (Bn(h),Cn,νn). Now we stick them together by setting
B(h) = ∑
n≥1
1]]τn−1,τn]]B
n(h), C = ∑
n≥1
1]]τn−1,τn]]C
n and ν = ∑
n≥1
1]]τn−1,τn]]×H ·νn,
with τ0 := 0. Obviously, B(h),C and ν are F-predictable, and
B(h)τn = ∑
i≤n
1]]τi−1,τi]]B
i(h)+Bn(h)τn1]]τn,∞[[ = B
n(h),
Cτn = ∑
i≤n
1]]τi−1,τi]]C
i +Cnτn1]]τn,∞[[ =C
n,
1[[0,τn]]×H ·ν = ∑
i≤n
1]]τi−1,τi]]×H ·ν i = νn,
(C.5)
where we used that Bn(h)·∧τi = Bi(h),Cn·∧τi =C
i and 1[[0,τi]]×H ·νn = ν i for all i≤ n. Now, in
view of (C.5), it is obvious that the triplet (B(h)τn,Cτn,ντn) is P-indistinguishable from the
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(F,P)-characteristics of X τn, i.e. that (B(h),C,ν) are (F,P,A)-characteristics of X . Once we
have shown part (ii), the uniqueness of the (F,P,A)-characteristics is a consequence of the
uniqueness of the (ordinary) semimartingale characteristics and Proposition I.2.18 in [29].
Therefore we now turn to the proof of (ii). Denote by (τn)n∈N an arbitrary announcing
sequence for A, and by ( ¯B(h), ¯C, ¯ν) the (ordinary) (F,P)-characteristics of Xρ . Due to the
uniqueness we have for all n ∈ N
(Bτn∧ρ(h),Cτn∧ρ ,ντn∧ρ) = ( ¯Bτn∧ρ(h), ¯Cτn∧ρ , ¯ντn∧ρ).
Now, since [[0,ρ ]] ⊆ A, letting n → ∞ and employing Proposition I.2.18 in [29] yields the
claim.
Part (iii) is an immediate consequence of parts (i) and (ii). 
Proposition C.11. Let X ∈S A(H,F,P), then there exists a unique continuous local (F,P)-
martingale X c on A such that for all F-stopping times ρ with [[0,ρ ]]⊆ A the stopped process
X c·∧ρ is the continuous local (F,P)-martingale part of Xρ . X c is called continuous local
(F,P)-martingale part of X on A.
Proof: Denote by (τn)n∈N an arbitrary announcing sequence for A. Then let X c,n be the
unique continuous local (F,P)-martingale part of X τn, which exists due to Proposition C.4.
We now stick them together by setting
X c := ∑
n∈N
X c,n1]]τn−1,τn]], where τ0 := 0.
Due to uniqueness we have X c·∧τn = X
c,n
, i.e. X c is a continuous local (F,P)-martingale on
A. Now let ρ be an F-stopping time with [[0,ρ ]]⊆ A and denote the continuous local (F,P)-
martingale part of Xρ by ¯X . Uniqueness yields that we have for all F-predictable times γ
with [[0,γ]]⊆ A, P-a.s. ¯Xτn∧ρ∧γ = X cτn∧ρ∧γ for all n ∈ N. Now letting n → ∞ and employing
Proposition I.2.18 in [29] yields that ¯X = X c·∧ρ . This finishes the proof. 
APPENDIX D. AN INTEGRABILITY CONDITION TO INDENTIFY (ρn)n∈N
This section provides an integrability condition to identify a sequence (ρn)n∈N of stopping
times which satisfy Convention 1. Let Z˜ be a non-negative local (F,P)-martingale and set
C(Z˜) as in (3.6).
Lemma D.1. Let σ be an F-stopping time. Assume that there exists a non-negative con-
stant c, such that
1{Z˜−>0}
Z˜2−
·C(Z˜)pσ ≤ c.
Then Z˜σ is a uniformly integrable (F,P)-martingale.
Proof: We first show that P-a.s.
1
Z˜2−
·C(Z˜)p =
1{Z˜−>0}
Z˜2−
·C(Z˜)p. (D.1)
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Due to Lemma III.3.6 in [29] we have P-a.s. Z˜t = 0 for all t ≥ ξ := inf(t ≥ 0 : Z˜t = 0 or Z˜t−=
0). Due to Theorem I.3.18 in [29], this implies
1{Z˜−=0} ·C(Z˜)
p =
(
1{Z˜−=0} ·C(Z˜)
)p
=
(
1{Z˜ξ−=0}1[[ξ ]]∆C(Z˜)ξ
)p
= 0,
which readily yields (D.1). Since Z˜σ is a non-negative local (F,P)-martingale, the claim
follows thanks to Theorem 8.25 in [27]. 
Further localization conditions can be deduced from other integrability conditions in
Chapter 8 of the monograph of [27].
APPENDIX E. CLASSICAL PATH-SPACES
Particularly important underlying filtered spaces for SMPs are path spaces: Let E be a
Polish space, then the classical path spaces (DE ,DE ,DE), respectively (CE ,C E ,CE), are
defined as follows: DE , respectively CE , is defined as the space of all ca`dla`g, respectively
continuous, mappings R+ → E. DE equipped with the Skorokhod topology is a Polish
space, c.f. [16], Chapter 3. For ω ∈ DE ,ω ∈ CE or ω ∈ DE∆ we denote by X̂t(ω) = ω(t)
the so-called coordinate process. Denote by DE ,C E ,DE∆ respectively, the σ -fields gener-
ated by the coordinate process of DE ,CE ,DE∆ respectively. Moreover, we define the filtra-
tions DE,0 = (DE,0t )t≥0 and DE = (DEt )t≥0 = (
⋂
s>t D
E,0
s )t≥0 with DE,0t = σ(X̂s,s ≤ t) on
(DE ,DE), CE,0 = (C E,0t )t≥0 and CE = (C Et )t≥0 = (
⋂
s>t C
E,0
s )t≥0 with C E,0t = σ(X̂s,s≤ t)
on (CE ,C E), and analogously, we define DE∆,0t = σ(X̂s,s ≤ t), DE∆t =
⋂
s>t D
E∆,0
s , D
E∆ =
(DE∆t )t≥0 and DE∆,0 = (D
E∆,0
t )t≥0 on (DE∆,DE∆).
Remark E.1. The σ -field DE is the topological Borel σ -field on DE , c.f. [16], Proposition
3.7.1.
We borrow the following definition from [2].
Definition E.2. We say that a filtered space (Ω,F ,F), where F is not necessarily right-
continuous, is full, if the following holds:
(i) F = F∞− :=
∨
t≥0 Ft .
(ii) If whenever (Ft ,Pt)t≥0 is a consistent family, i.e. for all s < t we have
Pt
∣∣
Fs
= Ps,
there exists a probability measure P on (Ω,F ) such that for all t ≥ 0
P
∣∣
Ft
= Pt .
Remark E.3. (i) Due to [2], p. 167, if (Ω,F ,F) is full, then so is (Ω,F ,F+), where
F+ := (Ft+)t≥0 and Ft+ :=
⋂
s>t
Ft .
(ii) Proposition 3.9.17 in [2] yields that (DE ,DE ,DE,0) and (CE ,C E ,CE,0) are full.
Therefore, due to part (i) of this remark, (DE ,DE ,DE) and (CE ,C E ,CE) are also
full.
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Remark E.4. We have to impose a small warning concerning the usual conditions. Let
(Ω,F ,F) be full and let P be a probability measure on (Ω,F ,F). Then, in general, the
completed space (Ω,F P,FP) is not full, c.f. [2], Warning 3.9.20. However, a more careful
enlargement, called the natural enlargement in [2], Definition 1.3.38, has many advantages
of the usual completion and preserves the property of fullness, c.f. [2], Proposition 3.9.18
(ii).
APPENDIX F. EXTENSION OF PROBABILITY MEASURES
In this appendix we shortly discuss extensions of probability measures. We call a set
A ∈ X an atom of a measurable space (X ,X ), if the relation A′ ⊆ A, A′ ∈ X implies
A′ = A or A′ = /0.
Definition F.1 ([18], Appendix). Let T⊆R+ be an index set. We call a system (Ω,Ft)t∈T a
standard system, if the following holds:
(i) For all t, t ′ ∈ T such that t ≤ t ′ we have Ft ⊆Ft ′ .
(ii) For all t ∈ T the measurable space (Ω,Ft) is a standard Borel space, c.f. Defini-
tion V.2.2. in [51].
(iii) For any increasing sequence (tn)n∈N in T, and for any decreasing sequence (An)n∈N,
where An is an atom of (Ω,Ftn), we have
⋂
n∈NAn 6= /0.
Remark F.2. Although one might expect that (DR,DR,0t )t≥0 and (CR,C
R,0
t )t≥0 are standard
systems, this is not the case as the following fact shows: The function
ω(t) = sin(1/(t−1))
is a continuous real-valued function on [0,1), but not on [0,1], c.f. [66] p.17 for a related
discussion.
Lemma F.3 ([18], Appendix, [52], Lemma E.1). The space (DE∆,DE∆) is a standard Borel
space, and for all DE∆-stopping times τ , the σ -field DE∆τ− is countably generated.
Remark F.4. (i) Let F = (Ft)t≥0 be a (not-necessarily right-continuous) filtration on
(Ω,F ), such that (Ω,Ft)t≥0 is a standard system, and let (ρn)n∈N be a sequence of
F+-stopping times, then (Ω,F+ρn−)n∈N is a standard system, c.f. [18], Remark 6.1.1.
(ii) (DE∆,DE∆,0t )t≥0 is a standard system, c.f. [18], Example 6.3.2.
Standard systems are the key element in Parthasarathy’s extension theorem, which reads
as follows:
Theorem F.5 ([51], Theorem V.4.2). Let (Ω,Ft)t∈T be a standard system and denote the
measurable space (Ω,∨t∈TFt) =: (Ω,F ). Then for each family (µt)t∈T of probability mea-
sures µt on (Ω,Ft) such that
µt(A) = µs(A) for all A ∈Fs and s≤ t,
there exists a unique probability measure µ on (Ω,F ) such that µ(A) = µt(A) for all A∈Ft
and t ∈ T.
For the discussion in Section 3.2 it is convenient that measures on countably generated
sub σ -fields have an extension as stated in the following theorem.
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Theorem F.6 ([52], Theorem D.4). Let (Ω,F ) be a standard Borel space and G ⊆ F be
countably generated. If µ is a measure on (Ω,G ), then there exists a measure µ¯ on (Ω,F ),
such that µ¯ |G = µ .
Note that (Ω,F ,F) may be full, whereas (Ω,Ft)t≥0 is no standard system. However, a
converse statement holds as we show next.
Lemma F.7. If (Ω,Ft)t≥0 is a standard system, then (Ω,F∞−,F) is full. In particular, the
filtered spaces (DE∆,DE∆ ,DE∆,0) and (DE∆,DE∆ ,DE∆) are full.
Proof: The first claim is an immediate consequence of Parthasarathy’s extension theorem.
The second claim follows from the fact that (DE∆ ,DE∆,0t )t≥0 is a standard system, c.f. Re-
mark F.4 and Remark E.3. 
APPENDIX G. EXPLICIT CONDITIONS FOR UNIQUENESS AND EXSISTENCE
Let K and H be real separable Hilbert spaces and denote by L (K,H) the space of all
continuous linear operators fromK toH equipped with the usual norm of bounded operators.
Let F :R+×CH0 →H and G : R+×CH0 →L (K,H) be CH0 -predictable processes such that
F(·,0) and G(·,0) are constant. We again use the notation F(·,ω) =: F·(ω) and G(·,ω) =:
G·(ω), and denote the adjoint of G by G∗. Moreover, let Q ∈N (K,K) be non-negative and
self-adjoint. We assume that GQ1/2 is a Hilbert-Schmidt operator. Define T ∗ as the set of all
C
H,0
0 -stopping times ρ such that for all R ∈ CH0,ρ− we have R∩{ρ = 0} ∈ CH,00,ρ . Obviously,
all positive CH,00 -stopping times are included in T ∗.
Proposition G.1. Assume the following:
(i) For all α ∈ (0,∞) there exists a positive ca`dla`g increasing function Lα such that
‖F(t,ω)−F(t,ω∗)‖H+‖G(t,ω)−G(t,ω∗)‖L (K,H) ≤ Lαt sup
s<t
‖ω(s)−ω∗(s)‖H
for all t ≥ 0 and all ω,ω∗ ∈ {ω¯ ∈ CH0 : sups<t ‖ω¯(s)‖H ≤ α}.
(ii) There exists a constant λ > 0 such that
‖F(t,ω)‖2H+‖G(t,ω)‖2L (K,H) ≤ λ
(
1+ sup
s<t
‖ω(s)‖2H
)
,
for all (t,ω) ∈ R+×CH0 .
Then the SMP on (CH0 ,CH0 ,CH0 ) associated with (H; [[0,∞[[;ε0; X̂ ;B,C,0), where
B = F(X̂) · I, C = G(X̂)QG∗(X̂) · I, (G.1)
has a solution and satisfies T ∗-uniqueness.
The proof of this proposition is based on the connection of SMPs and SDEs, which is well-
established in the finite-dimensional case, c.f. [27]. From now on let ρ be a CH,00 -stopping
time. The following definition is in the spirit of [58].
Definition G.2. A triplet ((Ω,F ,F,P);W ;X) is called solution to the SDE associated with
(Q,F,G,ρ), if (Ω,F ,F,P) is a filtered probability space which satisfies the usual conditions,
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supporting a (K,Q,F,P)-Brownian motion W and an F-adapted process X taking values in
CH0 , such that for all t ≥ 0, P-a.s.
‖F(X)‖H1[[0,ρ(X)]] · It +Tr(G(X)QG∗(X))1[[0,ρ(X)]] · It < ∞, (G.2)
and P-a.s.
X = F(X)1[[0,ρ(X)]] · I +G(X)1[[0,ρ(X)]] ·W. (G.3)
We call (Ω,F ,F,P;W) the driving system of the solution X.
Next we define two types of uniqueness, where the first concept is in the spirit of the
monograph of [47].
Definition G.3. (i) We say that pathwise uniqueness holds for the SDE associated with
(Q,F,G,ρ), if whenever X and Y are two solutions on the same driving system, we
have Xρ(X)∧ρ(Y ) = Y ρ(X)∧ρ(Y ) up to indistinguishability.
(ii) We say that uniqueness in law holds for the SDE associated with (Q,F,G,ρ), if
whenever X and Y are two solutions on possibly different driving systems, the laws,
seen as probability measures on (CH0 ,CH0 ), of X and Y coincide.
Lemma G.4. The SDE associated with (Q,F,G,ρ) satisfies pathwise uniqueness if and only
if all solutions on the same driving system are indistinguishable.
Proof: The implication ⇐= is trivial. We prove the implication =⇒. Let X and Y be two
solutions on the same driving system. Since ρ is a CH,00 -stopping time, Exercise 7.1.21 in
[65] implies that
ω,ω∗ ∈ CH0 : ωs = ω∗s for all s≤ t =⇒ for all A ∈ CH,00,t , ω ∈ A⇔ ω∗ ∈ A. (G.4)
Let ω∗ ∈ CH0 such that t := ρ(ω∗) < ∞. Since ω∗ ∈ {ω ∈ CH0 : ρ(ω) = t} ∈ CH,00,t , (G.4)
yields that
ω,ω∗ ∈ CH0 : ωs = ω∗s for all s≤ ρ(ω∗) =⇒ ρ(ω) = ρ(ω∗).
If ρ(ω∗) = ∞ the same conclusion holds trivially. Now symmetry yields
ω,ω∗ ∈ CH0 : ωs = ω∗s for all s≤ ρ(ω)∧ρ(ω∗) =⇒ ρ(ω) = ρ(ω∗).
Hence we obtain that Xρ(X)∧ρ(Y ) = Y ρ(X)∧ρ(Y ) up to indistinguishability yields that a.s.
ρ(X) = ρ(Y ), i.e. X =Y up to indistinguishability. This finishes the proof. 
It is known that in this setting a result in the spirit of [68] holds, i.e. that pathwise unique-
ness implies uniqueness in law, c.f. [58].
It is no surprise that the following relation of SMPs and SDEs, which is well-known to be
true in the finite dimensional setting, also holds in the infinite dimensional setting.
Lemma G.5. Let P be a solution to the SMP on (CH0 ,CH0 ,CH0 ) associated with (H;ρ;
ε0; X̂ ;B,C,0), where B,C are given as in (G.1), then P coincides on CH,00,ρ with the law of
a solution to the SDE associated with (Q,F,G,ρ).
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Proof: In view of Proposition C.5 we have
X̂·∧ρ(X̂) = F(X̂)1[[0,ρ(X̂)]] · I + X̂ c·∧ρ(X̂),
where X̂ c·∧ρ(X̂) is a continuous local (C
H
0 ,P)-martingale with
〈〈X̂ c·∧ρ(X̂), X̂
c
·∧ρ(X̂)〉〉
P = G(X̂)QG∗(X̂)1[[0,ρ(X̂)]] · I.
Hence, a classical representation theorem, c.f. Theorem 8.2 in [8], yields that we can find an
extension (Ω∗×CH0 ,F ∗⊗C H0 , ¯F∗⊗CH0 ,P∗⊗P =: ¯P), such that
X̂·∧ρ(X̂) ◦ϕ = F(X̂)1[[0,ρ(X̂)]] ◦ϕ · I+G(X̂)1[[0,ρ(X̂)]] ◦ϕ ·W,
where ϕ : Ω∗×CH0 → CH0 with ϕ(ω∗,ω) = ω , and W is a (K,Q, ¯F∗⊗CH0 , ¯P)-Brownian
motion, denoting by ¯F∗⊗CH0 the ¯P-completion of F∗⊗CH0 . From Exercise 7.1.21 in [65] we
deduce that
X̂·∧ρ(X̂) ◦ϕ = F(X̂·∧ρ(X̂) ◦ϕ)1[[0,ρ(X̂·∧ρ(X̂)◦ϕ)]] · I +G(X̂·∧ρ(X̂) ◦ϕ)1[[0,ρ(X̂·∧ρ(X̂)◦ϕ)]] ·W. (G.5)
Moreover, the integrability condition (G.2) is satisfied due to the well-definedness of the
(CH0 ,P)-characteristics of X̂ and the definition of ¯P. Since ¯P◦ (X̂0 ◦ϕ)−1 = P◦ X̂−10 = η , by
definition, we conclude from (G.5) that X̂ρ(X̂) ◦ϕ is a solution to the SDE associated with
(Q,F,G,ρ) on the driving system (Ω∗×CH0 ,F ∗⊗CH0 , ¯F∗⊗CH0 , ¯P;W ). Due to Exercise
7.1.21 in [65] we have for G ∈ CH,00,ρ that
¯P◦ (X̂ρ(X̂) ◦ϕ)−1(G) = P◦ X̂−1·∧ρ(X̂)(G) = P(G).
This finishes the proof . 
Corollary G.6. Let ρ ∈ T ∗. If the SDE associated with (Q,F,G,ρ) satisfies uniqueness
in law, then the SMP on (CH0 ,CH0 ,CH0 ) associated with (H;ρ;ε0; X̂ ;B,C,0), where B,C are
given by (G.1), satisfies uniqueness.
Proof: First note that for all R ∈ CH0,ρ− we have R∩{ρ > 0} ∈ CH,00,ρ , c.f. [29], III.2.36. Now
the claim follows from the definition of the set T ∗ and Lemma G.5. 
Proof of Proposition G.1: Due to Theorem 7.2 of [47] there exists a solution to the SDE
associated with (Q,F,G,∞). Then transporting the solution onto the space (CH0 ,CH0 ,CH0 )
equipped with the law of the solution as done in the proof of Theorem 14.80 in [27] yields
the existence of the claimed solution to the SMP. We fix an arbitrary ρ ∈ T ∗. Proposition
6.11 in [47] yields that the SDE associated with (Q,F,G,ρ) satisfies pathwise uniqueness. In
view of Lemma G.4, thanks to the assumption that GQ1/2 is a Hilbert-Schmidt operator, we
may apply the classical Yamada-Watanabe-type result given as in Remark 1.10 and Theorem
2.1 in [58]. This yields that the SDE associated with (Q,F,G,ρ) satisfies uniqueness in law.
Hence Corollary G.6 yields the claimed uniqueness of the SMP. This finishes the proof. 
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