Introduction.
One of the purposes of this paper is to prove asymptotic expansions of heat traces g. Dirac-type operators) on a manifold X with pseudodi erential boundary conditions: B(uj X 0) = 0 at the boundary @X = X 0 . In (1.1), ' denotes a compactly supported morphism. The coe cients without primes are locally determined, the primed coe cients global.
Such realizations were considered rst by Atiyah, Patodi and Singer in APS75] who showed an interesting index formula in the so-called product case, when X is compact. We say that D is of Dirac-type when D = (@ x n + A 1 ) on a collar neighborhood of X 0 , with a unitary morphism and a rst-order di erential operator A 1 such that A 1 = A+x n P 1 +P 0 with A selfadjoint on X 0 and constant in x n and the P j of order j; the product case is where P 1 = P 0 = 0. B was in APS75] taken equal to the orthogonal projection onto the eigenspace for A associated with eigenvalues 0.
For Dirac-type operators on compact manifolds, nite expansions (1.1) (up to k = 0, with ' = 1 and a i;0 = 0) were shown in G92], implying the index formula (1.2) index D B = a 0 1;0 ? a 0 2;0 ; when ' = 1 and X is compact:
Full expansions were established in Grubb and Seeley GS95] , with precisions for the product case in GS96]. Here B = + B 0 with special nite rank perturbations B 0 .
Booss-Bavnbek and Wojciechowski studied, for the compact product case, the index of D B in BW93] and other works with B = C + + S, where C + is the Calder on projector for D (having the same principal part as ) and S is a pseudodi erential operator ( do) of order ?1. One of our motivations for the present work was to establish (1.1) for such problems too. A di erent type of boundary condition was introduced by Br uning and Lesch in BL97] (in a study of the gluing problem for the eta invariant), where they showed heat trace expansions in the product case but with B principally di erent from (Example 4.2 below). For this type, we obtain (1.1) without the product assumption.
Actually, we nd that there are many more boundary conditions, di erent from the above, for which (1.1) can be obtained. In fact, D need not even be of Dirac-type, but can 2 GERD GRUBB be any rst-order elliptic di erential operator. B need not be closely linked to the Calder on projector but can be any do that is well-posed for D in the sense de ned by Seeley in S69, Ch. VI]. We obtain (1.1) and (1.2) in all these cases (including those previously known) for compact X, and generalize (1.1) to suitable noncompact situations.
The freedom to choose more general B seems to be useful e.g. for variational studies. It is also interesting to allow general D that are not tied, by the requirement of (principal) selfadjointness of the tangential part, to a speci c choice of Hermitian structures.
In our method to establish (1.1), we imbed D B and D B , which are in themselves only injectively elliptic, into a truly elliptic system D B , which we treat by use of the Calder on projector for D + and by an elaboration of the calculus of weakly polyhomogeneous do's introduced in GS95] . This treatment works also for general elliptic systems P of order d 1 with appropriate pseudo-normal do boundary conditions S%u = 0 (%u = f(D j in the rst formula, ! 1 on a ray in C , and the second formula follows, when (P S ? ) ?1 exists and the expansion holds for ! 1 in an obtuse keyhole region W = f j j j r or j arg ? j 2 + "g, from the formula Such expansions were shown in cases where S is a di erential operator by Seeley S69a] and Greiner Gre71]; then there are no logarithmic terms and all the coe cients are locally determined. The crucial step in the analysis is to nd the symbol structure of the resolvent. We do this not only for compact manifolds but also in noncompact situations with global estimates; here we use the calculi established in GK93] (with Kokholm), G95], G96].
The plan of the paper is as follows: The hypotheses on general systems fP; S%g are explained in Section 2. Well-posed rst-order problems are introduced in Section 3, with examples in Section 4 and the imbedding into elliptic systems in Section 5. In Section 6 we show a technical result on spectral invariance of the weakly polyhomogeneous calculus from GS95] (drawing on G95]), and in Section 7 we establish the necessary results on Calder on projectors. In Section 8 we determine the structure of the resolvent, and in Section 9 we derive the trace estimates by use of GS95].
2. The general set-up.
On an n-dimensional C 1 manifold X with boundary @X = X 0 we consider an elliptic di erential operator of order d, P : C 1 (X; E 1 ) ! C 1 (X; E 2 ), between sections of Hermitian C 1 vector bundles E 1 and E 2 of dimension N. X is provided with a smooth volume element v(x)dx de ning a Hilbert space structure on the sections. TRACE EXPANSIONS 3 In order to include noncompact manifolds such as R n , R n + and exterior domains R n nY , R n + n Y (Y smooth compact), we take X to be admissible as de ned in GK93] , G96];
this means that X is the union of a compact piece and nitely many conical pieces of the form fx = tx 0 j x 0 2 M S n?1 ; t > rg. X is covered by a nite system of local coordinate patches di eomorphic to either bounded or conical open subsets of R n . We denote E i j X 0 by E 0 i . We assume that a normal coordinate x n has been chosen in a neighborhood U of the boundary X 0 such that the points are represented as x = (x 0 ; x n ) there with x 0 2 X 0 , x n 2 0; c(x 0 ) , the E i are isomorphic to the pull-backs of the E 0 i there, and there is a normal derivative @ x n . X 0 is provided with the volume element v(x 0 ; 0)dx 0 induced by v(x 0 ; x n )dx 0 dx n on U. For a compact manifold, we take U as a collar neighborhood X c = X 0 0; c ; more generally this is used for the compact part and extended conically in the conical parts (cf. G96, Sect. A.5]).
Let % = f 0 ; : : :; d?1 g with j u = (?i@ x n ) j uj x n =0 (i denotes the imaginary unit p ?1). For We shall study boundary conditions that are pseudo-normal in the following sense: 4 GERD GRUBB Assumption 2.1. (Pseudo-normality) S is a matrix of admissible classical do's S jk going from E 0 1 to admissible bundles F j over X 0 such that (2.4) S = (S jk ) j;k=0;:::;d?1 ; with S jk of order j ? k; S jk = 0 for j < k; S jj surjective and uniformly surjectively elliptic. For convenience of notation, we here include bundles F j of dimension 0. We denote L 0 j<d F j = F. It will often be tacitly understood in the following that symbols and operators are taken admissible when the manifolds and bundles are so.
The new generality in comparison with the normal boundary conditions considered in G96] (for compact manifolds, the information is found also in G86], this will not be repeated), is that the S jj are now allowed to be do's; this is needed in our application to rst-order operators. The normal boundary conditions have just surjective morphisms as the S jj , hence regularity > 0, whereas the present boundary conditions have regularity = 0, in the sense of the regularity concept from G96]. (There is a discussion in G96, Remark 1.5.8]. In other ways the conditions in the book are more general.)
Our basic hypothesis for the resolvent analysis is the following: Remark 2.5. There do exist boundary conditions other than those satisfying the assumption of pseudo-normality, for which the resolvent is O( ?1 ) on rays in C . One example is the condition 0 ?1 D x 1 1 u + 0 0 u = 0 for on R n + studied in G96, Ex. 1.7.17] (here 0 = (I ? x 0) 1 2 ); the coe cient of 1 is not surjective. For another type of example containing negative-order do's on X 0 and de ning a realization P S that is skew-selfadjoint and hence has many rays where the resolvent is O( ?1 ), see Remark 5.2 later. We expect that such cases may still be handled by variants of the present methods, but will give extra log terms at some of the negative powers of t in (1.3).
A third example is D B D B considered below; here the surjectiveness is missing in the boundary condition B 0 u = 0, (I ? B ) 0 (@ x n + A 1 )u = 0; but the questions for this operator are dealt with in a di erent way, as will be shown. TRACE EXPANSIONS 7 3. First order well-posed boundary problems.
For rst-order operators (and odd-order operators more generally) it may not be possible to ful ll Assumptions 2.1 and 2.2 that lead to good resolvents | already the condition in Assumption 2.2, that Nd be even, needs not hold. However, for compact manifolds it is known that there exist do boundary conditions (not pseudo-normal) A 1 = A + x n P 1 + P 0 on U;
where A is an elliptic rst-order di erential operator in C 1 (E 0 1 ) which is selfadjoint with respect to the Hermitian metric in E 0 1 , and the P j are di erential operators of order j.
2 The product case is the case where D is of Dirac-type and, moreover, v(x)dx = v(x 0 ; 0)dx 0 dx n on U, is constant in x n , and P 1 = P 0 = 0. As explained in G92, p. 2036], unitarity of in (3.2) can be obtained by a simple homotopy near X 0 , whereas the assumption on A 1 in 1 is an essential restriction in comparison with arbitrary rst-order elliptic systems; it means that the principal symbol a 0 1 (x 0 ; 0 ) of A 1 at x n = 0 is Hermitian symmetric. P 1 and P 0 can be taken arbitrary near X 0 , but for larger x n , P 1 is subject to the requirement that D be elliptic.
To begin with, let X be compact. When 1 holds, a 0 1 (x 0 ; 0 ) equals the principal symbol a 0 (x 0 ; 0 ) of A. Since A is selfadjoint and elliptic of order 1, it has a discrete spectrum consisting of eigenvalues of nite multiplicity going to 1. Along with A one considers the orthogonal projections ; > ; ; < and onto the closed spaces V ; V > ; V ; V < and V spanned by the eigenvectors belonging to eigenvalues of A that are 0; > 0; 0; < 0 resp. = . These operators are classical do's of order 0; is of order ?1.
Atiyah, Patodi and Singer considered in APS75] the product case. It is also studied e.g., in GS96], BW93], BL97], whereas the case where only 1 holds is studied in G92], GS95] and other works. Cases where not even 1 holds, have to our knowledge not been studied for the purpose of heat trace expansions for boundary problems before.
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We shall study boundary problems satisfying the condition of well-posedness introduced by Seeley in S69]. This uses the Calder on projector C + associated with D (as de ned in S69]). The reader is kindly asked to consult Section 7 for notation and a general explanation of Calder on projectors. this lack of surjective ellipticity holds when dim N + (x 0 ; 0 ) < N.) Therefore, the system fD; B 0 g is not elliptic in the standard terminology, and, for example, its range does not have a smooth complement. The word \well-posed" does not con ict with this and was well chosen by Seeley. (Some authors use the dangerous notation \globally elliptic" for these boundary problems | sometimes even abbreviated to \elliptic".) When De nition 3.3 holds, one can replace (3.1) by an equivalent condition Here if H = L 2 (F), where F is an admissible vector bundle over a manifold X 0 , and R is an admissible classical do of order 0 in F, then the same holds for R ort , and the principal symbol is determined by a formula similar to (3.10) on the principal symbol level. Proof. The formulas are veri ed in detail in BW93, Lemma 12.8]. For the last statement, the invertibility of ] implies, by the spectral invariance shown in G95] (and in the proof of Theorem 6.5 below), that it is uniformly elliptic and its inverse is likewise admissible, classical and uniformly elliptic of order 0. Then since the principal symbol of R is a projection, the formulas likewise hold on the principal symbol level.
Remark 3.5. Since the range of R in H s (F) equals the nullspace of I ?R there, it follows from the fact that I ? R and I ? R ort have the same nullspace in L 2 (F) that they also have the same nullspace in H s (F), s 0. Hence
for s 0. This property extends to negative s by consideration of the adjoint R , which is likewise a projection and a classical do of order 0, when one uses that the nullspace of I ? R in H ?s (F) (s 0) is the annihilator of the range of R 0 = I ? R in H s (F). Only the orthogonal projection de ning a boundary condition is uniquely determined from it; without the orthogonality there can be many choices of projection that give the same condition.
Examples of well-posed problems.
We here give examples with increasing generality, still taking X compact. Clearly, the choice B = C + is well-posed, and so is B = when D is of Dirac-type, in view of Remark 3.2. The rst situation that was considered for index questions, in APS75], was the choice B = in the product case. This choice is convenient because it permits construction of the heat operators (in a good approximation) by easy functional calculus for the selfadjoint operator A. Before leaving the case (4.1) we observe that (3.7) can be sharpened in the product case; this is of interest for the trace estimates (cf. Corollary 9.5 below).
Proposition 4.1. In the product case, when X is compact, For the analysis it is useful to observe that the hypotheses imply a spectral symmetry of A; in fact (as well as ) de nes isometries of the eigenspaces V + j for positive eigenvalues Here B 1 = I?R ort is principally di erent from = I 0 0 0 as soon as S 12 has nonvanishing principal symbol, which is the generic case (when 0 < dim N + (x 0 ; 0 ) < N, in particular when n 3). One can also allow lower order perturbations. | Let us remark that if there is a spectral symmetry: A = ? A for some zero-order do with 2 = I, then the choice B = + < , for some 2 R, is of the above type with S = , since < = < < = > < . The condition de ned by this B is similar to that de ned by (4.5); in fact the nullspace of B in V ? 0 equals (4.6) with tan = ? . Remark 5.2. The trick of considering the \doubled-up" system (5.2) will be restricted to rst-order operators in this paper. Well-posed boundary conditions can also be de ned for higher order systems, cf. S69]. But here when one takes the example of B = C + , one gets an operator on the boundary with entries of negative order that are generally nontrivial, and these exist also in the doubled-up version and violate the requirement concerning order 0 in Assumption 2.1. Manipulations with order-reducing operators do not seem to help; they cannot at the same time remove a singularity in 0 and be strongly polyhomogeneous in ( 0 ; ). (See also Remark 2.5 and the calculations after (8.2) .)
The analysis of (5.4){(5.6) moreover tells us how to include admissible manifolds in the study of rst-order systems. Here we need a uniformity in x 0 in the well-posedness condition. We restrict the attention to projections B.
De 1 Let p(x; ; ) 2 S 0;0 (R R n ; ?) L(C N ; C N ) be such that p = p 0 + p ?1 with p ?1 2 S ?1;0 and with p ?1 0 2 C 1 bounded uniformly in (x; ; ) 2 R n R n ? 0 1 , for any closed subsector ? 0 of ? and ? 0 1 = f 2 ? 0 j j j 1g. Then there exists a parametrix symbol q(x; ; ) 2 S 0;0 (R R n ; ?) such that p q I in S 0;0 ; here In 1 {3 , if p is weakly resp. strongly polyhomogeneous, so is q. Proof. For 1 , the proof of GS95, Th. 1.23] extends readily; it is in fact simpli ed because the compositions can be carried out directly, without cut-o functions, in the global calculus. 2 and 3 follow from 1 , when we note that p p in case 2 , resp. p p in case 3 , satis es the hypotheses of 1 . The last statement is seen from the formulas.
We shall not introduce a general ellipticity de nition but just say that the operators with symbol satisfying the hypotheses of Theorem 6.4 1 , 2 resp. 3 are uniformly parameterelliptic, uniformly surjectively parameter-elliptic, resp. uniformly injectively parameterelliptic, in the sense of Theorem 6.4.
For our application to the resolvent analysis we need to show spectral invariance of our calculus (brie y expressed this means that when a do has an inverse in some operator sense, then the inverse belongs to the calculus, and both operators are elliptic). We even need a one-sided version. In the earlier work G95], results were shown both for parameter-independent do's and for parameter-dependent do's of a slightly di erent type than here. The following proof uses the parameter-independent results. Theorem 6.5. Let E 1 and E 2 be admissible vector bundles of dimension N over an admissible boundaryless manifold e X, and let P (depending on in a sector ? of C ) be a weakly polyhomogeneous do with symbol in S 0;0 in admissible coordinate systems.
1 Assume that for some l 2 Z, P : H l; (E 1 ) ! H l; (E 2 ) (which is bounded uniformly for in closed truncated subsectors ? 0 r ) has an inverse P ?1 that is likewise H l; -bounded uniformly for in subsectors ? 0 r . Then P ?1 is a weakly polyhomogeneous do with symbol in S 0;0 . Moreover, P and P ?1 are uniformly parameter-elliptic in the sense of Theorem 6.4. If P is strongly polyhomogeneous, so is P ?1 . If P is special parameter-dependent of order 0 (cf. De nition 6.3), so is P ?1 .
inverse R 0 that is a weakly polyhomogeneous do with symbol in S 0;0 . If P is strongly polyhomogeneous, so is R 0 . If P is special parameter-dependent of order 0, so is R 0 .
3 A similar statement holds with \right" replaced by \left." Proof. 1 . Consider a ? 0 r . First let l = 0, so that H l; is simply L 2 . Consider a xed . Here we can draw on G95, Th. 1.14], which shows that P ?1 is a classical elliptic do with globally estimated symbol. The details in G95] are given for a Green operator; for a do on e X, the proof is a simpler variant: Using that the essential spectrum of B equals the union over x and j j 1 of the spectra of (x) 2 b 0 (x; ; ).) Now I ? B is elliptic and has the inverse P k2N B k (converging in norm); it belongs to the globally estimated calculus by G95, Th. 1.12] (using also the localization worked out in Th. 1.7 there). Finally, This shows that P ?1 is in the calculus with symbols in S 0 (R n R n ) L(C N ) in admissible coordinates, for each 2 ? 0 r . We now study the -dependence. Here we use that the constants c and C can be taken independent of 2 ? 0 r and the S 0 -estimates for P hold uniformly in . Then the whole analysis of the inverse works uniformly in 2 ? 0 r , so we can conclude that the S 0 -estimates for P ?1 are likewise uniform in 2 ? 0 r . Thus the requirement for j = 0 in (6.2) is satis ed. For derivatives @ j z we use successively the formulas (6.13) @ j z P ?1 = ?P ?1 X l<j ? j l @ j?l z P @ l z P ?1 ; j > 0; that follow from @ j z (P P ?1 ) = 0 by the Leibniz formula; they lead to the conclusion that @ j z P ?1 has symbol in S j uniformly in 2 ? 0 r , and thus nally P ?1 has symbol in S 0;0 .
Inspection of the construction shows that strong polyhomogeneity of P carries over to P ?1 . The preservation of special parameter-dependence follows by a version of (6.13) with @ z replaced by @ .
If l 6 = 0, we reduce to the preceding case as follows: For any admissible vector bundle well-de ned when =2m; for ?m one takes the inverse.) Now we replace P and P ?1 on suitable subsectors by (6.14) P 1; = l E 2 ; P ?l E 1 ; ; P ?1 1; = l E 1 ; P ?1 ?l E 2 ; :
Here P 1; and P ?1 1; are uniformly bounded with respect to L 2 norms. Assume e.g. that l > 0. In view of (6.5) and (6.8), P ?l E 1 ; has symbol in S ?l;0 \ S 0;?l ; subsequently P 1; = l E 2 ; P ?l E 1 ; has symbol in (6.15) (S l;0 + S 0;l ) (S ?l;0 \ S 0;?l ) (S 0;0 \ S l;?l ) + (S ?l;l \ S 0;0 ) S 0;0 : It is seen in a similar way that the m'th -derivative of P 1; has symbol in S ?m;0 \S 0;?m . This P 1; satis es the hypotheses with l = 0, so the already proved part of the theorem shows that P ?1 1; is as asserted. We get back to P ?1 by considerations as in (6.15). This completes the proof of 1 .
2 . One can reduce to the case l = 0 in the same way as in the preceding proof. The identity P R = I implies R P = I. Since R is uniformly L 2 -bounded for 2 ? 0 r , its adjoint R has norm C 1 for some xed C 1 > 0. Insertion of u = P v for an arbitrary
This shows that the selfadjoint operator P P in L 2 (F) has lower bound C ?2 1 , so it has an inverse (P P ) ?1 with L 2 -operator norm C ?2 1 for 2 ? 0 r . Now 1 applies to P P , since it has symbol in S 0;0 by the composition rules (cf. (6.8)). Then (P P ) ?1 is a weakly polyhomogeneous do with symbol in S 0;0 , and since P P (P P ) ?1 = I, R 0 = P (P P ) ?1 is a right inverse of P ; it is likewise a do with symbol in S 0;0 . Also strong polyhomogeneity and special parameter-dependence is preserved. This shows 2 .
Finally, 3 follows by obvious modi cations of the proof of 2 . Note that 2 does not say anything about the structure of R itself. However, we shall use it in Section 8 in a situation where we can also infer that the given right inverse is a weakly polyhomogeneous do.
Calder on projectors and their construction for resolvents.
We recall, and extend to admissible manifolds, the de nition and application of the Calder on projector C + for an elliptic di erential operator P : C 1 (X; E 1 ) ! C 1 (X; E 2 ) of order d, as introduced by Calder on C63], Seeley S66] , S69], see also H ormander H66], Boutet de Monvel BM66], Grubb G77] . It is used in the discussion of well-posed boundary conditions for rst-order operators in Sections 3{5, and a parameter-dependent version enters as a tool in the resolvent analysis in Section 8.
The manifold X is taken to be compact or, more generally, admissible as de ned in GK93], G96], see the introduction to Section 2; P is assumed to be admissible and uniformly elliptic. We can assume that X is smoothly imbedded in an n-dimensional admissible boundaryless manifold e X such that X 0 is an (n ? 1)-dimensional hypersurface in e X and E 1 and E 2 are restrictions to X of N-dimensional bundles e E 1 and e E 2 over e X; one 20 GERD GRUBB such choice is to double up the neighborhood U (cf. Section 2) along X 0 , augmenting X by the re ected piece U ? . In U U ? we write x = (x 0 ; x n ), where jx n j < c(x 0 ), c(x 0 ) c > 0.
In the compact case one can add another piece to X U ? to get a compact e X. If P extends to a uniformly elliptic operator (also denoted P) from 1 ) onto N s along N s , respectively. In particular, C + + C ? = I; (C + ) 2 = C + ; (C ? ) 2 = C ? ; C + C ? = 0:
Proof. The proof is a generalization of the deduction in S66], S69] for the invertible case with e X compact. In fact, the proof given in G96, Ex. 1.3.5] carries over verbatim to the present admissible manifolds, when the operators are admissible and one allows the range bundle for P to be di erent from the initial bundle E. To save space, we refrain from repeating the details here.
When P merely satis es (7.1), one can still de ne operators K by formulas as in (7.5) supplied with smoothing terms, setting The Calder on projectors are used to treat boundary value problems for P: Theorem 7.2. Assume that P is invertible on e X. 1 If SC + has a right inverse S 1 , then P S% has the right inverse (7.8) ( R S K S ) = ( Q + ? K + S 1 S%Q + K + S 1 ) :
Conversely, if P S% has a right inverse ( R S K S ), then SC + has the right inverse (7.9) S 1 = %K S :
2 If S C ? has a left inverse ( S 1 S 2 ), then P S% has the left inverse (7.8). Conversely, if P S% has a left inverse ( R S K S ), then S C ? has the left inverse (7.10) ( S 1 S 2 ) = ( %K S I ? %K S S ) :
Proof. We rst observe some auxiliary formulas: The rst formula holds since PQ = I on e X and P is local. Next, we note that Green's formula (2.1) can be written in distributional form: (7.12) e + r + Pũ = Pe + r +ũ + e % (A%u) forũ 2 H s+d ( e E 1 ); u = r +ũ ; s > ? 1 2 : The second formula follows from this by composition with r + Q, using (7.5) and QP = I; it holds on H s+d (E 1 ), s > ? 1 2 . Now the third formula follows from a calculation using also that %K + = C + , PK + = 0: Thus %K S is a right inverse of SC + . This proves 1 .
For 2 , we check the composition of (7.8) to the left with P S% as follows, using (7.11) and the fact that C ? C + = 0: It follows that %K S SC + ' = %w = C + ' for ' 2 C 1 (E 0d 1 ). Then the expression in (7.14) equals I. This ends the proof of 2 .
The statements have generalizations where the word \inverse" is replaced by \parame-trix", also when Q is merely a parametrix of P (here one can keep track of the smoothing terms as in G77]). Moreover, the statements hold on the principal symbol level, i.e., for the model operator fp 0 (x 0 ; 0; 0 ; D x n ); s 0 (x 0 ; 0 )%g de ned on R + R from the principal symbols at a boundary point; its Calder on projectors c (x 0 ; 0 ) are the principal symbols of The range spaces N (x 0 ; 0 ) for c (x 0 ; 0 ) in C Nd have dimensions m (x 0 ; 0 ) (with sum Nd). By (7.15), the injectively resp. surjectively elliptic problems can also be characterized by injectiveness resp. surjectiveness of s 0 (x 0 ; 0 ) from N + (x 0 ; 0 ) to C Nd for all x 0 , j 0 j = 1.
In particular, this requires M m + (x 0 ; 0 ) resp. M m + (x 0 ; 0 ). Thus for two-sided elliptic problems, M must equal m + (x 0 ; 0 ) (which must be constant in (x 0 ; 0 ) then). It is well-known that when n 3, m + (x 0 ; 0 ) = m ? (x 0 ; 0 ) = Nd=2 (the properly elliptic case).
Note that injective ellipticity holds if and only if Example 7.3. The systems P % and P C + % are injectively elliptic; they both have the left inverse ( Q + K + ) (parametrix when Q is merely a parametrix of P). In fact, by (7.11), Q + P + K + % = I; Q + P + K + C + % = I:
This left inverse is also found from (7.8), when we use that I C ? and C + C ? both have the left inverse ( C + C ? ). The case S = C + is studied in Section 4 when d = 1.
(7.11) also shows that Q + is a right inverse of P without boundary condition; i.e., in the case F = 0. This is also con rmed by the formulas in the theorem.
Although an elliptic operator P cannot always be extended to a boundaryless manifold e X X such that the extension is invertible, we do have such a fact for the P ? satifying Assumption 2.2 1 ; this is essential for the resolvent analysis in Section 8.
Theorem 7.4. Let P be such that Assumption 2.2 1 is satis ed. Let e X be an admissible boundaryless n-dimensional manifold in which X is smoothly imbedded, the bundle E being extended to an admissible bundle e E there; take e X compact when X is compact.
Each ray re i 0 in ? has a neighborhood ? 0 = f = re i j j ? 0 j "; r > 0 g in ? so that for 2 ? 0 , there is an extension e P of P ? to e E (acting like P ? on X), which is a uniformly parameter-elliptic strongly polyhomogeneous do of degree d with respect to 2 e ? 0 = (?? 0 ) 1=d and has a parametrix e Q for 2 ? 0 which is an inverse for j j r 0 (some r 0 0). Then when we de ne (7.17) K = r e Q e % A; C = % K ; the assertions in Theorem 7.1 hold with Z s ;+ = f z 2 H s (X; E) j (P ? )z = 0 on Xg, Z s ;? = f z 2 H s (X ? ; e Ej X? ) j e P z = 0 on X ? g, N s ; = % Z s ; .
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Here C is a matrix of do's (C ;jk ) j;k=0;:::;d?1 with C ;jk strongly polyhomogeneous of order j ? k w.r. Q 0 = I + S where S is strongly polyhomogeneous of order ?1, hence has an L 2 operator norm going to 0 for j j ! 1 in ?? (") , I + S can be inverted within the calculus (by a Neumann series) for su ciently large ; here e Q 0 can be modi ed to the true inverse e Q = e Q 0 (I +S ) ?1 . This is strongly polyhomogeneous with global spatial estimates, by Theorem 6.5.
We now simply de ne K and C by (7.17); then the veri cation that they have the mentioned mapping properties goes exactly as in Theorem 7.1. The resulting operators are strongly polyhomogeneous by GS95, Lemma A.1, Th. It is used here that Qe + Pu 2 H d ( e E 1 ) so that e % and %r + give the same result, and that P K 0 + = 0. Taking this together with (7.21), we nd: (C + '; ) X 0 = ('; ) ? ('; A C 0 + (A ) ?1 ) X 0; for all '; ; this implies (7.20).
For systems without the invertibility assumption there are similar formulas with smoothing terms. For rst order systems, the orthogonalized Calder on projector for P was investigated earlier by Booss and Wojciechowski in BW87] (see also Example 5.1 above), playing an essential role in their analysis of the index.
Analysis of the resolvent.
Consider P S as de ned in Section 2; in particular it can be equal to D B as introduced in Section 5. We shall nd a constructive expression of its resolvent in a form that allows showing asymptotic expansions of traces. The strategy in GS95] for characterizing the resolvent ( 1 + 2 ) ?1 associated with a Dirac-type problem with a boundary condition ( + B 0 ) 0 u = 0 was essentially to express the general resolvent as a suitable perturbation of the product case resolvent, by a term that is of lower order at the boundary. When P is not of Dirac-type, we do not have a simpler reference problem (like the product case) to depart from, so a new strategy is needed. Here we establish the analysis directly by use of a Calder on projector for P ? . We would like to use Theorem 6.5 to show that S 0 is weakly polyhomogeneous in terms of = (? ) 1=d . One di culty in this is that S 0 is just a right inverse of SC + , not a twosided inverse (and such right inverses are not uniquely determined). Another di culty is that S and C + are multi-order systems.
To eliminate the e ects of the multi-order, we conjugate the operators (in each subsector ? 0 r ) with t 1 2 , in view of (8.1), (2.10) and the mapping properties of the l F j ; . In particular, the continuity holds with t = 1. We can then apply Theorem 6.5 2 with l = 1, which shows the existence of a right inverse e S 00 that is special parameter-dependent of order 0. In terms of = (? ) 1=d , K + resp. % e Q ;+ are a strongly polyhomogeneous Poisson resp. trace operator, and E 0d ; S 0 ?1 F; and E 0d ; S 0 S ?1 F; are special parameter-dependent do's of order 0. In particular, we can write (8.6) G = K S T with K = K + ?1 E 0d ; ; S = E 0d ; S 0 S ?1 E 0d ; ; T = E 0d ; % e Q ;+ ; where K is a strongly polyhomogeneous Poisson operator of order 1 ? d, S is a special parameter-dependent do on X 0 of order 0, and T is a strongly polyhomogeneous trace operator of order ?1 and class 0.
Here S 0 and S 0 S are covered by the analysis in Theorem 8.2, whereas K + and % e Q ;+ were described in Theorem 7.4 . 9. Trace formulas.
We can nally obtain trace formulas, by the methods of GS95].
Theorem 9.1. Let P S be the realization (2.3) de ned from a di erential operator P of order d in a bundle E over a manifold X together with a boundary condition (2.2) (all admissible), such that Assumptions 2.1 and 2.2 are satis ed. When (m+1)d > n = dim X, the resolvent R = (P S ? ) ?1 satis es for any compactly supported morphism ' in E: c k (x 0 )dx 0 , of densities a j locally determined by the symbols of P, resp. b j and c k locally determined by the symbols of P and S at X 0 ; here X 1 is a smooth compact neighborhood of supp ' in X such that X 0 1 = X 1 \ X 0 is a neighborhood of supp ' \ X 0 in X 0 . The c 0 k are in general globally determined. By the construction of e P in Theorem 7.4, the restriction ( e Q m+1 ) + of e Q m+1 is the restriction of a strongly polyhomogeneous parametrix of (P ? In view of (8.6), the terms in the polynomials pol k contain S as one or several factors.
Here we use the invariance of the trace under cyclic permutation of the operators, to reduce to the study of an operator on X 0 . Since e Q ;+ composes with strongly polyhomogeneous Poisson and trace operators to give Poisson resp. trace operators that are again strongly polyhomogeneous, each term in pol k has the structure In the case with X compact and a product structure near X 0 , the Calder on projector di ers from by an operator of order ?1 by Proposition 4.1, so for B = C + , the expansions (9.9){(9.11) only di er in the primed coe cients from the expansions known for B = , by (9.13). Here it was shown in GS96] that all the logarithmic terms vanish when n = dim X is odd; when n is even, the logarithmic terms with k even > 0 vanish, and the logarithm at the power zero vanishes if in addition ' = I (exact formulas were also given). So we nd:
Corollary 9.5. Consider the product case with X compact, B = C + . Then the expansions (9.9){(9.11) di er from those known for B = only in the primed coe cients. In particular: When n is odd, all the logarithmic terms vanish. When n is even, the logarithmic terms with k even > 0 vanish in (9.9){(9.10); also theã i;0 and a i;0 vanish if ' = I. The same holds for smooth perturbations of or C + .
Note that it is the global coe cients that may be changed when we replace by C + in the product case, whereas the locally determined coe cients are unchanged. Their values are in principle determined from the precise formulas in GS96].
Remark 9.6. Our results show that the boundary conditions considered in BL97] give heat operators with trace expansions (9.10) also when the structure is not of product type near X 0 ; this is a new result. Comparison with perturbations as in Theorem 9.4 .
Let us nally observe the resulting index formula:
Corollary 9.7. Let X be compact and let B be well-posed for D. Let ' = 1 in (9.10).
Then the index of D B equals (9.14)
index D B = a 0 1;0 ? a 0 2;0 :
Furthermore, all the other coe cents coincide for i = 1 and 2: a 1;k = a 2;k for all k ?n and a 0 1;k = a 0 2;k for all k > 0.
Proof. This follows from the well-known fact (cf. e.g. G96, Sect. 
