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There has been a recent reviual of interest in the register insertion (ZU) protocol because of its high throughput 
and low delay characteristics. Several variants of the protocol have been investigated with a view to integrating 
uoice and data applications on a single local area network (LAN). In this paper the performance of an RZ ring 
with a variable size buffer is studied by modelling and simulation. The chief advantage of the proposed scheme 
is that an efficient but simple bandwidth allocation scheme is easily incorporated. Approximate formulas are 
derived for queue lengths, queueing times, and total end-to-end transfer delays. The results are compared with 
previous analyses and with simulation estimates. The effectiveness of the proposed protocol in ensuring 
fairness of access under conditions of hea y and unequal loading is investigated. 0 1997 by Ekrevier Science 
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1. Introduction 
The register insertion (RI) protocol was first proposed in 
1973’ and was implemented in a few experimental2,3 and 
commercial4 networks. It never gained the wide accep- 
tance achieved by other local area network (LAN) proto- 
cols such as the token ring, token bus, CSMA/CD, or 
even the slotted ring.’ However there has been a recent 
revival of interest in the RI protocol owing to its high 
performance characteristics. Several authors6-‘* have 
considered the suitability of the basic protocol, with suit- 
able enhancements, for the next generation of high-speed 
LAN’s. Several of these investigations have been carried 
out for integrated voice-data environments. 
The main advantages of the RI protocol are: (a) all 
network nodes can be transmitting simultaneously and 
asynchronously, providing maximum parallelism and en- 
hanced throughput; and (b) data packets are removed by 
the destination node, rather than having to return to the 
source node, thus reducing unnecessary network traffic. 
This is in contrast to other LAN protocols such as token 
passing systems where only one node can be transmitting 
at a time, and the packet has to traverse the whole 
network before being removed by the source node. The 
destination removal policy does impose an extra delay for 
address checking at transit nodes, but recent studies6x’* 
Address reprint requests to Dr. McKenzie at the University of 
Greenwich, Department of Computing and Mathematical Sciences, 
Wellington Street, London SE18 6PF, UK. 
Received 5 December 1994; accepted 21 March 1997. 
Appl. Math. Modelling 1997, 21:293-299, May 
0 1997 by Elsevier Science Inc. 
655 Avenue of the Americas, New York, NY 10010 
have shown that such delays can be minimised or circum- 
vented altogether. 
A potential problem with the RI ring is that of starva- 
tion. This is where one node is prevented from accessing 
the ring owing to excessive transmission from upstream 
neighbors. This is addressed in Ref. 7 by enhancing the 
basic protocol with extra control messages to enable a 
starved node to request its upstream neighbors to reduce 
their transmission. While such enhancements are effective 
in preventing starvation, they do add to the complexity of 
the protocol and increase implementation costs. 
Related to the question of fair bandwidth allocation is 
that of allocating bandwidth according to traffic priority, 
either on a station or packet basis. This is especially 
important in integrated (multimedia) environments where 
real-time traffic such as voice should be given higher 
priority to ensure an acceptable level of service. A mes- 
sage-based priority scheme is discussed by Pietrzyk and 
Shaout’ where the packets are sorted by priority before 
transmission. This again requires substantial enhancement 
to the adaptor hardware. A hybrid slotted-ring RI proto- 
col is studied by Yang et al.” where data packets are 
restricted to using the conventional slots while voice pack- 
ets can be inserted into the ring at slot boundaries, and 
thus they get almost immediate access to the ring. 
The protocol studied in this paper adheres fairly closely 
to the basic version. The chief difference is that each node 
is provided with a common buffer where all packets (lo- 
cally generated and transit) are queued and served on a 
first-come-first-serve (FCFS) basis. There is no distinction 
made between station priority and ring priority access 
policies. l3 The use of bandwidth by any given node is 
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regulated by allowing local packets to be added to the 
buffer only if the queue size does not exceed a preset 
threshold. Incoming ring (transit) packets are always guar- 
anteed access. The queue limit can be adjusted to prevent 
congestion and ensure fair access. Nodes generating 
high-priority data can be assigned a higher threshold, 
giving them a greater share of the available bandwidth. 
The performance of the proposed protocol is analyzed 
by modelling and simulation. For the special case of 
symmetric loading and single-packet messages, approxi- 
mate formulas are derived for average queue length, 
queueing times for local and transit packets, and total 
waiting time in the network. A simulation program has 
been implemented to estimate these quantities, and the 
simulation results are compared with those obtained from 
the formulas. The expression for total waiting time is 
compared with those derived by other workers.6*13 The 
effectiveness of the proposed bandwidth allocation scheme 
is studied next. Two situations are considered. In the first 
case, all stations generate the same amount of traffic and 
the total network loading is close to 100%. The use of a 
queue-size threshold in controlling congestion is investi- 
gated. The other situation is where one station is responsi- 
ble for generating a relatively high proportion of the 
network load. The effect on neighboring nodes is exam- 
ined. It is shown that a reasonable service can be provided 
for all stations by setting the queue threshold at an 
appropriate value. 
This analysis has been confined to data traffic. Inte- 
grated voice/data applications will be addressed in a 
future paper. 
The rest of the paper is organized as follows. A brief 
description of the basic RI protocol together with the 
proposed modifications is given in Section 2. Time delay 
analysis and numerical results can be found in Sections 3 
and 4, respectively. The issue of fairness is addressed in 
Section 5. Section 6 concludes the paper. 
2. Protocol 
The protocol adopted here is based on the RI Ring’ with 
a few minor modifications. The network consists of N 
stations connected by point-to-point links to form a ring. 
Each station has a network interface referred to as a 
“node.” Data flow is unidirectional. Each node is respon- 
sible for transmitting station traffic onto the ring and for 
forwarding transit ring traffic to the next node. In the 
original implementation of RI,’ two shift registers, the 
receive (RSR) and transmit (TSR) are used to buffer 
messages (“blocks”) awaiting transmission (see Figure I). 
Both registers are of the same size and are large enough 
to accommodate the largest permitted message. In the 
absence of locally generated station traffic, both registers 
are bypassed (position A). When the station has a message 
to transmit it is placed in the TSR, which is then switched 
into the ring when transmission of the incoming transit 
message is complete (position B). While the contents of 
the TSR are being transmitted, any transit message arriv- 
ing from the ring is stored in the RSR, to be switched into 
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Figure 1. Basic register ring-a single node. 
the ring when transmission of the TSR contents is com- 
plete (position 0. The RSR remains part of the ring until 
its contents have been emptied, when the switch reverts to 
position A. Only one station message can be in transit at a 
given time, and the ring must revert to the passive state 
(position A) before another local message can be trans- 
mitted. A destination removal policy is adopted, whereby, 
each node checks the destination address of each passing 
message and removes those addressed to its own station. 
There is a possibility of contention when there is a station 
message awaiting transmission at the same time as a 
transit packet is arriving from the previous node. This is 
resolved using either “station priority” or “ring priority.“‘3 
Performance studiesh*13 do not reveal any significant dif- 
ference between the two schemes as far as total network 
queueing delays or end-to-end transfer delays are con- 
cerned. 
A slightly different access scheme is used in this study. 
Only one buffer is provided at each node to store both 
station and ring data. When a station has a message to 
send it breaks it up into fixed-size packets and writes them 
to the buffer immediately behind existing packets. Any 
packets arriving from the ring are buffered after the 
station packets. A possible implementation is to have a 
circular buffer with a read pointer (RP) and two write 
pointers, one (WPl) for station packets and the other 
(WP2) for ring packets. The actual size of the buffer is 
variable and is governed by the distance between the 
pointers. Packets are transmitted from the RP end and 
are added to the buffer at the WP end. When a locally 
generated message is to be added WP2 is advanced by the 
required amount, so that the local packets can be written 
to the buffer at the same time as any arriving ring packets. 
This is illustrated in Figure 2. Voice traffic is readily 
incorporated since voice encodes generate fixed-size pack- 
ets at regular intervals. 
Buffer overflow is prevented by requiring that locally 
generated packets may only be written if there is enough 
space in the buffer. Otherwise the entire message is 
blocked and is queued at the station until space is avail- 
able. 
In the absence of station traffic the buffer is serviced at 
the same rate as transit packets arriving from the previous 
node. Thus a node that is not generating any packets will 
have an empty buffer, and packets will “cut through” the 
buffer with only a small delay for address checking. The 
queue size at a node is a measure of locally generated 
traffic relative to capacity available, and by controlling the 
number of outstanding packets at a node it is possible to 
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Figure 2. Operation of the node buffer. (a) Transit packets al 
lo a4 are in the buffer. Message “B.” consisting of four packets, 
is generated locally. (b) The write pointer WP2 is moved back 
four places. (c) 81-84 are written to the buffer; a5 is received 
from the ring, while al is transmitted lo the next node. 
allocate bandwidth to the node. By having different 
thresholds at different nodes a priority scheme can be 
provided. A locally generated message may interrupt a 
transit message in transmission, but packets already in the 
buffer will not be affected. 
As stated previously a destination removal policy is 
adopted here. This is necessary because the length of the 
ring is variable, and a source node has no way of knowing 
when its packet is going to return.“’ It also has the 
advantage that a packet on average is only traversing half 
the extent of the ring, resulting in an increase in through- 
put. Recent studies 6*‘2 have shown that by suitable choice 
of address formats any additional address-checking delays 
at transit nodes can be circumvented. 
3. Performance analysis 
The system studied consists of N stations, each with a 
network interface or node. All stations generate the same 
amount of traffic, and destinations are chosen at random. 
Thus a data message travels an average of N/2 hops from 
source to destination. Each node has a single insertion 
buffer, assumed to be infinite for purposes of this analysis. 
Both locally generated packets and transit packets re- 
ceived from the previous node are queued in the buffer 
and are served on an FCFS basis. Ring packets reaching 
their destination are assumed to leave the system and are 
not considered in this analysis. 
The whole system may be modelled as an open cyclic 
network of queues, i.e., tandem queues with interference. 
Each node (Figure 3) can be viewed as a single server 
queue with two streams of incoming traffic-locally gen- 
Figure 3. Queueing model at node i. 
erated (station) traffic (s-stream) and transit (ring) traffic 
(r-stream). The main problem is to take the statistical 
dependencies of the queues into account. The s-stream is 
modelled as a straightforward Poisson arrival process and 
presents no problems. The r-stream, however, is the de- 
parture process from the previous node, and it is not SO 
easily characterised. 
Earlier analyses of the RI protoco16*1”*14 address the 
problem in different ways. Bux and Schlatter” include in 
their model of node i not only the queueing at node i but 
also that at node i - 1. They derive explicit expressions for 
queueing delays for s- and r-packets, for both station 
priority and ring priority service disciplines. The total 
queueing time expressions for the two priority schemes, 
however, are the same. Rubin14 adopts a different ap- 
proach. The waiting time contribution of the two streams 
is calculated separately. Thus when the r-stream is ana- 
lyzed, the effect of the s-stream is estimated in a deter- 
ministic manner and is used to “correct” the service time 
for r-packets. The s-stream is treated in the same way. An 
average waiting delay is obtained by adding the two con- 
tributions. A more recent analysis” due to Bahaa-El-Din 
and Liu adopts the same approach, but with a different 
correction factor at low loads. 
The approach adopted here is similar to Bux and 
Schlatter,” in that separate waiting time expressions are 
derived for station and ring packets. The delay for ring 
packets is calculated in the same way, but in keeping with 
the service discipline adopted here no priority scheme is 
used. The waiting time for station packets is calculated 
differently, as will be discussed shortly. The total network 
queueing delay expression is very similar to those in Refs. 
6 and 13. The calculated waiting times are in very good 
agreement with simulation results. They are closer to Ref. 
13 at low loads, and they approach Ref. 6 at high loads. 
We assume that each station generates messages at the 
rate of A, per unit time. The time unit here is the packet 
transmission time E(ts), referred to as a “time slot” or 
simply slot. Single-packet, constant-length messages are 
assumed for simplicity, but the analysis is readily extended 
to multipacket messages and variable size packets. Denot- 
ing the total network load by p, and contributions from 
station and ring traffic by ps and p,, respectively, we 
define (for symmetric traffic), 
p= A,xN/2, P, = 2 P/N, Pr = P - Ps (1) 
The mean end-to-end delay E(tq) is composed of three 
parts: transmission time (1 slot); waiting time at the local 
node (n~s); and waiting time at intermediate or transit 
nodes (twi at each such node). Address checking delays at 
transit nodes will only contribute a constant additive term 
to the hvi, and have not been included. Normalising all 
delays with respect to the packet transmission time, we 
obtain, 
E(rq)=1+1ws+(N/2-l)rwi (2) 
The only problem now is to calculate hvs and fwi. 
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An approximate expression for the queue size at a 
node, E(nw), may be obtained by noting that in the 
absence of local traffic ring packets are serviced immedi- 
ately on arrival, with no queueing. Thus the queue size at 
a node is governed by the locally generated load ( p,) and 
the “spare capacity” at the node (1 - p,). The standard 
M/G/l formulaI is adapted to give, 
P PS 
E(nw) =D- x ~ 
(1 -p) [ 1 (1 -/I$) ’ 
D = (1 + C2>/2 (3) 
where C2 is the squared coefficient of variation of the 
message service time. For single-packet messages of fixed 
size D = 0.5. 
while the analysis in Bahaa-El-Din and Liu’ gives 
The term in square brackets replaces p in the M/G/l 
formula, and it represents the “local load” responsible for 
queueing. 
The (normalised) mean waiting time for local packets 
(h~.s) is derived using,16 
The notation used in this section is summarised in Table 2 
for convenience. 
tws = E( nw) + pTRs = E( nw) + pD (4) 
where TRs represents the residual service time of the 
message being serviced. Normalised with respect to mes- 
sage service time this is simply D as defined in equation 
(3). 
4. Numerical results 
The waiting time for transit ring packets (n-vi) is ob- 
tained using the approach in Bux and Schlatter.13 Since 
there is no priority scheme in operation the corresponding 
expression is 
The simulation model was developed using ModSim (from 
CACI Inc.), an object-oriented simulation language. The 
network nodes are modelled as objects with associated 
buffers represented by queues of packets (records). The 
node objects incorporate methods to generate, packetise, 
and queue messages, to receive and process (remove, 
queue, or forward) ring packets from their predecessors, 
and to service the queue. In addition each node collects 
statistics of the relevant performance measures-number 
of packets processed, average utilization, mean queue 
length, mean queueing time for ring and station packets, 
and overall end-to-end delay. The simulations were run 
over 2-3 million packet generation times, and the first 
10% of each run was disregarded (transient removal”). 
Ten to twenty reports were generated over the remaining 
time. Each run was replicated using different random 
number streams, and the results were averaged to obtain 
the final estimates. 
P P, ~_~ 
(1 -p) (1 -p,> 1 (5) 
again normalized with respect to packet transmission time. 
The first term on the right-hand side of equation (5) 
represents the waiting time in a M/G/l queue,15 if the 
whole load p were generated locally. Since a contribution 
p, comes from the previous node, the time spent queueing 
there must be subtracted. This is done by the second term. 
It is interesting to note that equations (3) and (5) are 
consistent with Little’s law,15 i.e., twi is obtained by divid- 
ing the expression for E(nw) by p, which in units of time 
slots also represents the total message arrival rate. 
The expression for fws (equation [4]) may also be 
expressed in the form 
P, ___ 
p(1 - PJ I 
The total waiting time EC&v) is given by 
+&i-P)] 
(7) 
again normalized with respect to packet transmission time. 
To compare this analysis with earlier work6,13 we have 
recomputed their waiting time expressions for the system 
studied here. The approach adopted in Bux and Schlatter l3 
yields 
P, 1 ~ ___ 
+ (1 -p,> x (1 -p> I 
(8) 
The first set of simulations was carried out using sin- 
gle-packet messages (D = 0.5) and a mean message inter- 
Table 1. Glossary of notation 
N Number of network nodes. 
LB Message batch size (packets). 
Efta) Mean message interarrival time. 
P Total network utilisation. 
PS Load generated by local packets. 
iitw, 
Load generated by transit packets. 






End-to-end delay for packets. 
Queueing time at source node. 
Queueing time at transit node. 
Queue size at a node. 
Squared coefficient of variation of 
message service time 
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arrival time of 53 time slots. The number of nodes was 
varied from 6 to 80, and separate estimates were obtained 
for E(nw), tws, twi, and E(Q). The results are shown in 
Figures 4-6. The queue sizes (Figure 4) are in reasonable 
agreement with equation (3) given the fact that the num- 
bers are very small and difficult to estimate accurately. 
The waiting times (bvs,twi) in Figure 5 are in excellent 
agreement with equations (4) and (5) as are the total 
end-to-end delays (Figure 6, equation [7]). 
Figure 7 compares the total waiting time E(m) ob- 
tained from equations (7)-(9) with the simulation esti- 
mates for the same system. The simulation results are in 
better agreement with the present analysis, though the 
difference is admittedly small. 
Though the analysis was confined to single-packet, 
constant-length messages the total waiting time expression 
(equation [7]) also applies to multipacket messages mod- 
elled as Poisson arrivals with geometrically distributed 
batch size (D = 1). This is shown in Figure 8 for a 40-sta- 
tion ring with a mean batch size of 10. Again the same 
general trends are observed. 
II.70 utl ll”llO” 
0 81.ullt10” - c.tC”late 
Figure 4. Mean queue size, comparison of simulation esti- 
mates and calculated values (equation [31). Single-packet mes- 
sages with a mean interarrival time of 53 slots are shown. The 
number of nodes is varied from 6 to 80. 
'1 % 
4 -I / 
0 
0 1 .2 .3 .4 .I .6 .7 .B 
1)1rw ut11,-t,a 
= t.m f 0, - e,cu,.tti 
Figure 5. Normalised queueing time for station and ring pack- 
ets and a comparison of simulation estimates with equations (4) 
and (5) is shown. (Single-packet messages with mean interar- 
rival time = 53 slots. 
0 1 .z .3 .a .5 B .7 .* 
e1m YIlllYIlD” 
0 SINI~tlon - m,cu,ata4 
Figure 6. Total end-to-end transfer delay and a comparison of 
simulation estimates with equations (2) and (7). Same network 
as in Figures 4 and 5. 
Figure 7. Total queueing delay with a comparison of simula- 
tion estimates with equations G’-(9). Same network as in Fig- 
ures 4-6. 
0 .51w11at1011 (a- Rc.lea7 7 (U- FTama.4”. I) cc)- Frc.lsq” s 
Figure 8. End-to-end transfer delay for a network of 40 sta- 
tions and Poisson batch arrivals with a mean batch size of 10, 
having geometric distribution. Comparison of simulation esti- 
mates and equations (2) and f7)-(9) is shown. 
5. Bandwidth allocation and fairness of access 
This section investigates the use of a queue threshold to 
control the amount of bandwidth that a node may use. It 
proves a convenient means of congestion control at high 
loads. In case of unequal loading from different nodes the 
problem node(s) can be prevented from “starving” their 
neighbors. High-priority stations can be assigned a higher 
threshold. 
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The results reported in this section are for a network of 
8 stations, generating single-packet messages. Delays are 
normalised with respect to packet transmission time. 
Figure 9 shows end-to-end delays for a network at 80% 
symmetric loading, for different queue thresholds. When 
the threshold is set to 5 for all nodes, the average delay is 
4.8, a 13% improvement over having unlimited buffers. 
Only 1.4% of messages are blocked. A throughput of 79% 
is achieved. When the first node is assigned a higher 
threshold (10 as compared to 5 for the others) it does not 
suffer any blocking, while the other nodes see a slight 
increase in blocking. Node 1 and its upstream neighbor 
(node 8) suffer slightly higher delays, but the other nodes 
are not affected significantly. The average delay is compa- 
rable to the equal threshold case. The third curve (node 1 
is 50, the rest is 5) is similar. 
Figure 10 represents an even more extreme case where 
the network is 100% loaded. Again restricting the queue 
threshold to 5 has the effect of blocking about 8% of the 
packets, but the average end-to-end delay is 8.7. A 
throughput of 92% is obtained. The effect of giving node 
1 a higher priority is also shown. 
An example of unequal loading (node 1 generates four 
times as much traffic as the others, with a total load of 
68.75%) is shown in Figures 11 and 12. Setting the queue 
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Figure 9. A network of eight nodes, symmetric traffic with 
80% loading, and a comparison of different queue thresholds is 
shown. 
77 
I 3 . I 6 7 B 
- 
0 3 WI -, 0 3? CNI,. . cr..0 
Figure 10. A network of eight nodes, symmetric traffic with 
100% loading, and a comparison of different queue thresholds. 
25, I I 
1 2 3 4 5 6 I 8 
*m 
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Figure 11. Network of eight nodes, The mean interarrival time 
for node 1 is two slots, and for nodes 2-8 is eight slots. The 
effect of different queue thresholds on mean end-to-end mes- 
sage delay is shown. 
1 2 a 1 5 5 7 
NI* 
0 4.1 I, + ICCH,,. 4r..t, 0 1oI*1,. XCr”<, A CNV. 3cirnT3 
Figure 12. The same network and traffic as in Figure 17. The 
fraction of messages blocked with different queue thresholds. 
E(tq) is 3.4, comparable to the equal-loading situation. 
Node 1 suffers higher delay and blocking than the others. 
For a threshold of 50 (unlimited for all practical purposes), 
no packets are blocked, but nodes 1 and 6-8 to a lesser 
extent suffer excessive delays. The best overall perfor- 
mance is obtained when node 1 is assigned a higher 
threshold than the others (10/S, and 8/3 are shown). In 
all cases, node 1 and its upstream neighbors suffer higher 
delays. The downstream neighbors suffer a slightly higher 
blocking rate, but less delay. 
The capacity allocation scheme seems to have the 
required features, provided the queue thresholds are cho- 
sen “sensibly.” More work needs to be done on this point. 
A dynamic assignment whereby each node adjusts its 
threshold according to perceived delay might prove more 
efficient. 
6. Conclusions 
An RI ring with a variable size insertion buffer is studied 
by modelling and simulation. The ring incorporates a 
single buffer for queueing both ring and station packets. A 
fair allocation of bandwidth to all stations can be ensured 
by setting a queue limit threshold above which locally 
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generated messages are blocked. A priority scheme is 
easily included by setting the threshold at different levels 
according to node priority. 
An approximate time-delay analysis for the proposed 
protocol is presented and is compared with other related 
work and simulation results. The present analysis is found 
to give better agreement with simulation. 
The bandwidth allocation scheme is investigated and is 
found to be effective in controlling congestion, ensuring 
an acceptable level of service to all stations even under 
unequal loading. It allows higher priority stations to re- 
ceive a greater share of the bandwidth. 
Future work will address the question of voice/data 
integration and the effectiveness of the priority scheme in 
providing an acceptable level of service for voice users. 
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