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Abstract. The goal of this paper is to establish fundamental properties of queueing systems. A 
single-server queue is considered in which the usual probabilistic assumptions are not assumed 
to hold. Only the existence of long-term averages of inter-arrival times and service times is assumed. 
Based on these minimal assumptions, stability conditions are established. The asymptotic behavior 
of the unstable queue is determined. In addition, an investigation of the stable queue is undertaken. 
.Topics include queues with failures and asymptotic birth-and-death equations. 
1. Introduction 
This paper is part of a general program to develop a deterministic theory of 
systems with a discrete state space. In this paper we consider the single-server queue. 
We do not make the usual probabilistic assumptions about arrivals and service in 
the system. We assume only that the relevam t * “ong-term averages exist. Based on 
these assumptions, we establish a number of basic tri$orems, including stability 
conditions and we establish conditions under which Little’s Law applies to our 
system, and derive a formula for the proportion of time the system is busy. 
To the best of our knowledge, the results obtained in this paper are derived under 
the most general and weakest conditions available to date in the literature. Indeed 
we assume only the existence of the asymptotic averages of inter-arrival and service 
times as the basic premises. 
The theoretical motivation for this study is to establish fundamental properties 
of these systems under minimal assumptions. The practical motivation comes from 
the area of computer-system performance analysis; specifically, we seek to under- 
stand which performance-analysis results remain valid when the usual probabilistic 
assumptions are violated. 
* Supported in part by the National Scienc m Foundation under Grant No. DCR-8602301. 
0304-3975/87/$3,50 @ 198’7, Elsevier Science Publishers B.V. (North-Holland) 
270 E. Gelenbe 
In a sense, this paper is in the spirit of the classic paper of Stidham [5], in which 
he proved Little’s Law based only on the existence of long-term averages. Further 
work on sample-path analysis of queues can be found in [6]. More specifically, we 
continue the work begun in [3] in which general systems are considered. Our work 
differs from operational analysis, wh:ch also avoids probabilistic assumptions, in 
that operational analysis considers finite observations periods, rather than long-term 
averages, and makes further assumptions about the operation of the system. 
In Section 2, we will set out the basic assumptions about the systems under study. 
In Section 3 we will establish our basic results for the unstable case, when the 
average inter-arrival time is less than the average service time. In Sections 4 and 5 
we will discuss tire stable case. In Section 4, we will establish basic results, proving 
the stability conditions and analysing the behavior of the system in terms of busy 
periods. In Section 5, we will consider more advanced topics, including asymptotic 
birth-and-death equations and systems with failures. Finally., in Section 6 we will 
discuss some directions for future work. 
2. The single-server queue 
The state of our system at any time t 2 0 is given by a function M(t), taking on 
nonnegative integer values, representing the number of customers in the system. 
State changes occur at instants { Ui} for i = 0, 1,2, . . . , 
i=l,2,..., representing arrival and departure instants 
the system at any time t is given by 
N(t)= C [I(ais t)--l(dis t)], 
with a0 = 0, and {di} for 
respectively. The state of 
(I) 
i=l 
where 1 is the indicator function, with l( ) = 0 or 1 depending on whether the 
statement is fa!se or true respectively. 
Two sequences of nonnegative, finite real numbers characterize the behavior of 
the system: the inter-arrival times {A,}, and the service times {Si}, for i = 1,2, . . . . 
e assume that the long-term averages exist; that is, that finite positive real numbers 
A and S exist such that 
1 i 
lim: 1 Ak=A and lim-: 
i+0c, l k-1 
e arrival instants satisfy 
ao=O and ai=ai-l+A, forial. 
or a single-server system, the departure instants satisfy 
(293) 
(4) 
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We note that Si and di refer to t e ith customer served, and not necessarily the 
same customer as ai. Thus we make no assumptions about the order of service. 
We note that equations (2) and (3) respectively are equivalent to the followin 
for any42 1: 
We will use these conditions below. They are also of some practical interest, 
indicating that the determination of t y begin at any point 
in the sequence. 
We also note that (2) and (3) imply that 
A- 
lim-!= 
S 
0 and lim’=O. 
idO0 i i+oO i 
To see this, we define P(i)=(l/i)zi=, Ak. Then (2) says that the sequence {P(i)} 
converges. Thus it must be Cauchy; in particular, we must have 
lim[P(i)-P(i-1)]=0. 
i-00 
But 
(9) 
Now, since 
i-1 1 i-l 
lim - i+oO i 
~~~IAl=lim&%imL i< Ak=A, 
i+aO 1 i+ooi-_l kzl 
taking limits in (9) implies ‘lim,,, Ai/ i = 0. The second assertion of (8) follows 
similarly. 
We require that all the Ai and Si be finite. owever, we permit Ai and Si to equal 
zero, allowing bulk arriva!s and bulk service. 
xmn .l. Consider the following simple case: 
A*--: 2, AZ=l, AJ=O, 
and, for i > 3, 
Furthermore, 
Si = 
i-1 if Ai>O, 
i+ 
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Clearly, we have 
1 i 1 i 2 
lima- C Ak= 1 and lim: C &=i. 
i-+00 i k=] ?‘+a3 2 kc1 
Thus, this system may be analysed by our methods. We note that this system does 
not satisfy the usual probabilistic assumptions of independence within the sequences 
{Ai) and {Si}, or of the mutual independence of the two sequences. 
ask results for the unstable case 
In this section and the next, we will establish a number of basic results concerning 
the system described in Section 2. 
Our assumption about the long-term average inter-arrival time, equation (2), is 
equivalent to 
limQ’=A. 
i-+00 i 
We now show that, in the case when S > A, 
(10) 
d- 
lim L = S. 
i-b00 i 
In the next section, we will show that if S c A, then this limit equals A. 
3.1. If S < A, then limi+a dil i = S. 
f. From our assumption, there exists an integer i0 such that, for all i > io, 
i Sk 2 ii* A,‘. 01) 
k=l k=l 
If not, then, for all io, there exists an i > i. such that 
(12) 
or 
03) 
Now 
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and 
Thus, (12) implies S c A, contrary to assumption. 
From equation (5) we have di 2 Ci k= 1 Sk and from equation (4) we have Qi+* = 
x2, Ak. Thus, ( 11) yields, for ah i > io, 
di 3 ki, Sk 3 ‘c Ak = ai+,. 
= k=l 
(14) 
Therefore, for all i > iO, 
di=di-,+Si 
di=db+ i Sk. 
k=r,+l 
Hence, 
completing the proof. Cl 
We note that (14) says that, in the case S > A, from some point onward, the queue 
is always nonempty. 
In the unstable case, the number in the system grows without bound. The following 
theorem proves that, and describes precisely the limit rate of that growth. We first 
need the following lemma, proved in [3;. 
Lemma 3.2. Let (Xi} be a monotonic increasing sequence of real numbers atisfying 
x0=0 and limxi=a 
i+aO 
and 
lrim 
Xi 
-=H, 
i+oO i 
where H<oQ. 
Then its counting function X(t) = CE, 1(X, < t), t 2 0, satis$es 
lim X(t) 1 -=- 
I+00 t H’ 
If S > A, then 
Bim 
(0 -= 
I+00 t 
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N(t)= f I(ai< t)- $ I(d,C t), 
i=l i=l 
the theorem follows from (2), Theorem 3.1 and Lemma 3.2. Cl 
asic results for the stable case 
?2e now turn to the stable case, where S < A. The following lemma shows that, 
in the stable case, all busy periods involve a finite number of customers. 
. If S < A, then there exists a strictly increasing infinite sequence of integers 
q1, q2,- . . , such that arlk+ l > d,, for all k 3 1. 
roof. We define the qk as follows: 
41~ inf{ i : ai+l> di} 
and 
(15) 
qk+l = inf{ i : ai+1 > di and i > qk}. 
Also, to simplify notation, we define 
(16) 
40 = 0. (17) 
Thus the departures dqk end successive busy periods. 
‘We musi: show that all the qk are finite. The proof is by contradiction. Suppose 
the statement is false. Then there exists some i. such that, for all i > io, ai+1 s di, 
and so, from (5), we have 
i+P 
d i+l= di +&+-I =db+ C 4. 
j=i,+l 
Therefore, by the definitions of S and A, we have 
‘=f~~ i+lLdi+,alimL i-coi+l ai+l = A, 
*Nhich contradicts the assumption that S < A. Cl 
The following theorem is analogous to Theorem 3.1 lCor the unstable case. 
. S< , then 
di lim:=A. 
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roof. Because of equations (2), (3), and (8), for any positive real number E, there 
exists an integer M so that, for all i> M, 
and 
Si I I -y- <&. I 
(1% 19) 
For any i, let i = k(i) + Z(i), where k(i) S., 62 gh xitst integer s i for which d&l < &. 
Then 
di = Qk(i)+Sk(i)+Sk(i)+l+. ’ ‘+sk(i)+l(i) 
and so 
di (A,+. 
-= 
’ ’ + A/c(i)) + (Sk(i)+ ’ ’ ’ + Sk(i)+!(i)) 
i k(i)+l(i) 
[ 
A,+. “+Ak(i) S,+. * ‘+‘sk(i) 
I 
k(i) 
= 
SkIi) -_ .____ 
k(i) k(i) k(i)+Z(i)+k(i)+I(i) 
+ sI + * ’ ’ + Sk(i)+J(i) 
k(i)+Z(i) ’ 
Now, let N be the smallest integer 3 M for which d,_, d aN. We note that such 
an IV exists by Lemma 4.1, thus making use of our stability assumption S < A. Then, 
for all i> IV, we have k(i) > M, and so, by using (18)-(20), we get 
d. 
+-(A+&)-(S-E)](~)+E+S+E=A+~E. 
i 
Also, 
~,~=A~+*. *+AiBA_E 
i i i 
Thus we have shown that, for any E > 0, there exists a positive integer N so that, 
for all i > IV, we have 
I I 4-A <4~. i 
Thus we have shown limj_,, d,/i = A, completing the proof of the theorem. Cl 
We can now establish the following result, which describes the growth of N(r) 
in the stable case. 
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roof. The proof 
place of Theorem 
is the same as the proof of Theorem 3.3, using Theorem 4.2 in 
3.1. Cl 
When the waiting time is finite, we may apply Little’s Law [5], stating that the 
average number in the system equals the arrival rate multiplied by the average wait 
in the system. 
We denote the waiting time of the ith customer (in the order of arrival) as Wi, 
and let 
1 i 
W==lim- 1 Wi. 
ido0 ij,l 
We note that, even in the stable case, W is not necessarily finite. With these 
definitions, we have the following theorem. 
Theorem 4.4. If S < A, then the proportion of time the server is busy is given by S/A. 
If, in addition, W is finite, then the average number in the system is given by W/A. 
Proof. To prove the first statement, we use the standard method of applying Little’s 
Law to the system consisting of only the server, and not the queue. One can show 
from Theorem 4.2 that the average inter-arrival time to the server is A. The average 
wait at the server is S, which is finite by assumption. Then Little’s Law yields that 
the average number at the server, which equals the proportion of time the server is 
busv is S/A. 
The second statement follows from Little’s Law applied to the entire system. Cl 
We now describe some additional resu!ts for the case S < A, some of which were 
previously known in other settings. In some cases, the proofs carry over into our 
general setting with only minor modifications. 
We first show that the birth-and-death equations for the usual Markovian queueing 
systems till holds asymptotically for our general system. 
. We define, for all n, t 2 0, 
I( h’(o) = n) dcr, 
C” l(ai<t,lV(Lli)Z=n) 
h(n, t) =-IT;’ 
ScpzO 1WW = 4 du 
Stationary deterministic POWS 277 
and 
p(n? t)= 
~~=I I(di < t, N(di) = n) 
I:=0 l(N(4 = n) da l 
We note that Q(n, t) represents the proportion of time up to time t that the system 
spends in state n. -41~0 h(n, t) and y (n; t) represent he average rates up to time t 
of arrivals into state n and departures out of state n, respectively. 
Theorem 5.1. I$ S < A, then, for call n 2 0, 
lim(h(n, t)Q(n, t)-p(n+l, t)Q(n+l, t))=O. 
t+O 
Proof. S,ee [3]. Cl 
We now turn to considering queues in which failures or service interruptions can 
occur. We assume that there are two sequences of nonnegative real numbers {Fi} 
and (Ri}, SO that fi = RI and J+l =A + F’+ Ri+l. Then J represents the instant at 
which the ith failure occurs, F;- represents the duration of the ith failure, and Ri 
the time during which the system operates normally between the ith failure and the 
(i + 1)st failure. 
We also assume the existence 
positive real numbers F and R 
1 i 
lim- Y Rj=R and 
i+oO ijt* 
This implies of course that 
f liml= R+E i-+00 i (21) 
Finally, we define the system failure state s(t) to be 0 if the system is failed, and 
of long-term averages. We assume there exist finite 
so that 
1 if the system is operating normally. Specifically, 
s(t)= I 0 if 1 if j+t<J+fi, ial, t<fi orfi:+FiSt<J;-+I, ial. 
We can now state the classical reliability formula. Note, however, that it holds here 
without the usual probabilistic assumptions. 
The long-term average reliability of the system is given by 
s(a) da = 
R 
R+F’ 
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roof. We consider the failures to be customers in the system. Then, from equation 
(21), the average inter-arrival time for these customers is R + E, and the average 
service time is F. It then follows from Theorem 4.4 that the long-term average 
proportion of time during which the system is occupied with failures is F/( R + F), 
and the result follows. Cl 
To analyse systems with failures further, we use the standard method for such 
systems, and construct a modified time-scale in which all times during which the 
original system was failed are eliminated. This modified system can then bc analysed 
using the methods of Sections 3 and 4, and these results can then be translated to 
give results concerning the original system with failures. 
We define the new time scale as follows: for each time t (in the original system), 
we define 
I 
t 
T(t)= s(a) do 
0 
which is the total normal operating time, excluding failure time, up to time t. Then, 
for each arrival instant Qi of the original system, we define an arrival instant bi to 
the modified system by bi = T( ai) and we define the inter-arrival times of the modified 
system Bi by Bi = bi - bi_.l. Vms, if two arrivals to the original system ai and ai 
occur &uing the same failure period, then the corresponding arrivals to the modified 
system will occur at the salme time: bi = !+. Thus the modified process may have 
bulk arrivals, even if the original system did not. Also we note .hat if we denote 
the number in the modified system at time T by fi( T), then we have 
fi(T(t))= N(t) for all tM. 
We can now state a theorem relating 
the arrival rate of the original system. 
02) 
the arrival rate of the modified system to 
5.3. The inter-arrival times of the modified process atisfy 
where q = R/(R + F). 
e note that 
1 i -c . 
I j=l 
T(ai) 
1 a1 
=- I i 1 s(u) do .= (23) 
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Taking limits as i + CO, we see that 
lim%=A 
i-tcw i (24) 
and since we have assumed that A > 0, we have ai + 00 as i + co and so 
5 R 
s(a) do = - 
R+F (25) 
by Theorem 5.2. Taking limits in (23), and substituting (24) and (25) gives the 
result. Ei 
We may now apply the results of Sections 3 and 4 to the modified system, and 
draw conclusions about the original system, the queue with failures. 
Theorem 5.4. Consider the queue with failures. 
(i) ZfS>cpA, then 
lim N(r)=L_L and lim!!= fJ 
S QA 
. 
r-+m t i-s0 j 
(ii) If S < pA, then 
I(N(rr)=O)dg=l-5 and 
d. 
lim _I = QA. 
i+m i 
Proof. Consider the modified queueing system without failures. Its inter-arrival 
times are {Bi} and its service times are {Si}. Clearly, this modified system satisfies 
the assumptions of Section 2. Then, applying the results of Sections 3 and 4 and 
using the fact that A( T( t)) = N(t), the result follows. q 
6. Conclusions 
We. have shown that, ev-en under minimal assumptions, namely the existence of 
the long-term averages of inter-arrival and service times, a number of strong results 
concerning the single-server queue can be proved. We have established general 
conditions for the stability of the system. In the unstable case, we have described 
the asymptotic behavior of the system. In the stable case, we have established results 
on the duration of the busy periods. From these we have given conditions for Little’s 
Law to bold, and have found the proportion of time the server is busy. We also 
established asymptotic birth-and-death equations and analysed queues iia which 
failures may occur. 
The usual approach to these questions is ba,sed on much more restrictive assump- 
tions. Thus, this paper makes a contribution to understanding the fundamental 
nature of single-server queueing systems. 
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This approach can potentially be applied to more complex queueing systems as 
well. We are currently considering applications to networks of queues. 
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