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Z usammenfass ung 
Dieser Aufsatz beschreibt das interdisziplinare Forschungsgebiet Generierung na-
ttirlicher Sprache und gibt einen Uberblick tiber den gegenwartigen Stand der Kunst. 
Behandelt werden Ansatze aus der Psycholinguistik, Planungs- und Entscheidungs-
verfahren aus der sprachverarbeitenden KI und Verfahren auf der Grundlage moder-
ner Grammatikformalismen. Die jeweiligen Forschungsziele und -methoden werden 
dargestellt. 
This report describes the interdisciplinary research field of natural language ge-
neration and gives an overview of the current state of the art. The paper presents 
psycholinguistic approaches, AI planning and decision-making processes, and gene-
rators based on modern grammar formalisms. For each case, the research goals and 
methods are described. 
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1 Einleitung 
Generierung von natiirlicher Sprache (NL)l ist ein interdisziplinares Forschungsgebiet im 
Schnittbereich von Informatik, KI, Linguistik und Psychologie/Kognitionswissenschaft, das 
durch zahlreiche verschiedene Stromungen gekennzeichnet ist. Die zentrale Fragestellung 
lautet: 
• Wie wird aufgrund eines zugrundeliegenden Ziels eines Sprechers2 ein fUr den Horer 
kommunikativ adaquater, natiirlichsprachlicher Diskurs maschinell erzeugt? 
Nicht nur unterschiedliches Erkenntnisinteresse der Forscher, sondern auch unterschiedliche 
Randbedingungen und Zwecke fiir Computersysteme zur Generierung natiirlicher Sprache 
fUhren zu einer zunehmenden Divcn;ifi;"ierung des Gebiets. Andererseits werden neuerdings 
Briicken geschlagen, urn Ideen aus unterschiedlichen Ansatzen miteinander zu verbinden. 
Ziel dieses Beitrags ist es, diese Entwicklungen strukturiert zu beschreiben und einen 
Uberblick iiber den gegenwartigen Stand der Kunst zu geben. Dabei wird besonderer 
Wert auf die verschiedenen Forschungsziele und -methoden sowie die unterschiedlichen 
Grundannahmen gelegt. 
Natiirlich ist diese Arbeit durch unsere Rezeption des Forschungsgebiets gepragt. In-
sofern wird im Unterschied zu friiheren Ubersichtsartikeln [McDonald, 1987; McKeown 
und Swartout, 1988] zum einen der interd.isziplinare Charakter des Gebiets starker be-
tont und zum andern den kognitiven und den linguistischen Aspekten ein hoheres Gewicht 
beigemessen.3 
1.1 Entwicklung des Forschungsgebiets 
Friihe Arbeiten zur Generierung blieben abseits der Hauptforschungsstromungen. 1m Ver-
gleich zum Aufwand im Bereich Analyse, die seit den friihen Sechziger Jahren systematisch 
erforscht wird, wurde Generierung bis Anfang der Achtziger Jahre vernachlassigt. Verschie-
dene Griinde lassen sich hierfiir anfiihren: 
• Vielfach waren friihe NL Systeme so ausgelegt, daB sie ohne ocler mit geringen Sprach-
generierungsfahigkeiten auskamen. Die Dialog-Initiative liegt dann ausschlieBlich 
beim Benutzer und nicht auch beim System. 
• Die noch recht niedrigen Anforderungen konnten mithilfe einfacher Techniken (Mu-
sterabgleich) erfiillt werden. 
1 Wir bevorzugen die international gebrauchliche Abkiirzung NL fUr natural language und bezeichnen 
damit sowohl natiirliche Sprache als auch natiirlichsprachlich (in den verschiedenen Flexionsformen) . 
21m folgenden werden mannliche und weibliche Personen sowie Maschinen als Sprecher bezeichnet, 
wenn sie gesprochene oder geschriebene sprachliche Information absenden und als Horer, wenn sie sie 
empfangen. 
3Wir danken Katharina Morik, Hans Uszkoreit und Michael Zock fUr wertvolle Anregungen und 
Hinweise. 
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• Von Menschen werden auch qualitativ schlechte Systemaufierungen verstanden und 
akzeptiert, weshalb die Sprachgenerierungskomponenten nur soweit entwickelt waren, 
wie es fiir die Performanz des Gesamtsystems unbedingt notig war . 
Diese Situation hat sich seit etwa einem Jahrzehnt drastisch geandert. Mit Beginn der 
Achtziger Jahre wurde Generierung zu einem eigenstandigen Teilgebiet der sprachorien-
tierten KI. Damit ist es jung im Vergleich zum Bereich del' Analyse von NL, und noch 
immer arbeiten weitaus weniger Wissenschaftler an Generierung als an Analyse. Doch 
tragen regelmafiige Generierungsworkshops zum gegenseitigen Kennenlernen der Wissen-
schaftler und ihrer Ideen bei, so daB das Gebiet sich noch immer schnell entwickelt. 
Aus den Beitragen zu diesen Workshops4 gehen regelmafiig Sammelbande hervor, die 
einen Uberblick iiber die aktuelle Forschung bieten [Kempen, 1987b; Paris et al., 1991; 
Zock und Sabah, 1988; Dale et at., 1990; Horacek und Zock, 1992; Dale et al., 1991]; vgl. 
auBerdem [McDonald und Bole, 1988] . 
Seit 1990 gibt es eine special inte1'est g1'OUp on NL generation (S1GGEN) in der ACL, 
womit nach der faktischen nun auch die formelle Etablierung des Gebiets feststebt. 
Was wurde bisher erreicht? Fast vor einem Jahrzehnt hatten fiihrende FOl·scher in der 
sprachorientierten K1 die Anforderungen a.n das Wissen eines leistungsl"ahigen und fiexiblen 
Generierungssystems formuliert [Mann et al. , 1982]. Bcnotigt wird demzufolge 
• eine umfassende, linguistisch fundierte Grammatik, 
• ein Wissensreprasentationsformalismus, der unterschiedliche Arten von Wissen dar-
stellen kann, 
• ein Modell des intendierten Lesers eines Texts und 
• ein Modell fiir Diskursstruktur und Kontrolle. 
In den vergangenen Jahren wurde auf jedem dieser Teilgebiete Beachtlicbes geleistet und 
in Generierungssystemen nutzbar gemacht. Jedoch ist uns kein System bekannt, das alle 
genannten Bereiche in gleichermaBen tief ausgepragter Weise beriicksichtigt . N ach wie vor 
besteht der Bedarf, Einzelanstrengungen in ein umfassenderes System zu integrieren . Dies 
ist auBerordentlich schwierig, da die theoretischen Grundlagen nur Teilbereiche abdecken 
und miihsam aufeinander abgestimmt werden miissen. 
Ein wichtiger Fortschritt bestiinde in der Moglichkeit, Generierungssysteme evaluierend 
zu vergleichen. Dies stoBt auf die Schwierigkeit, daB den Systemen unterschiedliche Aus-
gangsstrukturen zugrundeliegen. Ein wei teres Problem besteht in der Tatsache, daB eine 
theoretisch saubere Modellierung nicht unmittelbar zu einer guten Performanz des Sy-
stems fiihrt. Umgekehrt konnen ad hoc-Methoden ein erstaunlich gutes Systemverhalten 
erzeugen. 
41985 auf Burg Stettenfels bei Stuttgart, 1986 in Nijmegen, 1987 auf Catalina Island (California), 
1988 in der Abbeye de Royaumont bei Paris, 1989 in Edinburgh, 1990 Dawson (Pennsylvania), 1991 in 
J udenstein bei Innsbruck, 1992 in Trento, 1993 in Pisa. 
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Fur eme Evaluation mussen Ma13e definiert werden, die dies alles berucksichtigen. 5 
Diese Ma13e mussen schlieI3lich gewichtet werden, urn zu einer Gesamtbewertung zu gelan-
gen. Uberlegungen hierzu werden gegenwartig auf Workshops in den USA angestellt. Ais 
Ergebnis erhofft man sich u.a. Hinweise, wie eine allgemeine Technologie entwickelt werden 
mu13te, die sich Anwender zunutze machen konnten. 
1.2 Die Modularisierung des Generierungsprozesses 
Die sprachliche Au13erung eines Gedankens kann als komplexer EntscheidungsprozefJ auf-
gefa13t werden [McDonald, 1983]. Der Sprecher muJ3 einerseits entscheiden, was gesagt 
werden soIl und andererseits, wie etwas zu sagen ist. Zum ersten Bereich gehort die Aus-
wahl des Redethemas und der Aufbau einer argumentativen StruHur (etwa bei Erklarun-
gen). Zum zweiten Bereich zahlen u.a. Wahl des Verbgenus, Verwendung von Proformen, 
Bestimmung von Topikalisierung oder Extraposition. 
Die Dichotomie geht auf [Thompson , 1977] zuruck (dort: strategische vs. taktische 
Generierung) und findet sich in den meisten heutigen Ansatzen, allerdings in unterschied-
lichen Auspragungen, was auf die andauernde theoretische Unklarheit bezliglich des Gene-
rierungsprozesses schlieJ3en laJ3t, und in unterschiedlicher Terminologie. So unterscheidet 
Kempen zwischen Konzeptualisierer und Formulierer [Kempen und Hoenkamp, 1987] oder 
McDonald zwischen Sprecherkomponente und Sprachkomponente [McDonald, 1983]. 
Die intuitiv naheliegende Aufteilung in inhaltsbestimmende und formbestimmende Ge-
nerierung hat in vielen Generierungssystemen zu einer zweistufigen Architektur geflihrt 
(vgl. etwa TEXT [McKeown, 1985]). Die damit verbundene Modularisierung in zwei von-
einander getrennte Prozesse (Sprachgebrauch: What-to-Say- bzw. How-to-Say-It-Kompo-
nente) erwies sich als nutzlich; sie ermoglicht grundsatzlich die Arbeit an der einen Seite, 
ohne sich mit der vollen Komplexitat der Fragen auf der anderen Seite auseinandersetzen 
zu miissen. Andererseits erwies sich die Modularisierung aus theoretischen Grunden als 
iiberaus problematisch, wie im folgenden ersichtlich wird. 
Die Menge der getroffenen Entscheidungen flihrt zu einer oberflachennahen Darstellung 
der Bedeutung einer AuJ3erung, aus der aber erst noch eine Endkette erzeugt werden mu13. 
Diesen ProzeJ3, der selbst keine Entscheidungen mehr erfordert, nennen wir Realisierung.6 
(siehe Abb. 1). Zur Realisierung zahlen Etablierung von Kongruenzrelationen, Wortstel-
lung und Wortflexion. 
1.3 Zentrale Fragestellungen und Forschungsrichtungen 
Wir betrachten nun drei zentra.le Fragestellungen bzw. Zielsetzungen im Bereich Gene-
rierung, urn die verschiedenen Motivationen herauszuarbeiten. Allen gemeinsam ist die 
5Dies ist keine triviale Allfgabe; nach welch en Kriterien mif3t man z.B. die Leistung einer konkreten 
Grammatik, so daB verschiedene Ansatze vergleichbar werden? . 
6Viele englischsprachige Autoren verstehen unter linguistic realization die formbestimmende Generie-
rung einschlief31ich Realisierung. Dies liegt fur gering f1ektierende Sprachen wie das Englische durchaus 
nahe. 
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"What to say" 
inhaltsbestimmende 
Generierung 
"How to 
say It" 
Realisierung 
formbestimmende Generierung 
Abbildung 1: Die Unterteilung des Generierungsprozesses. 
Verwendung informatischer Mittel insofern, als die theoretischen Ergebnisse stets imple-
mentiert werden, wenn auch wiederum mit unterschiedlichen Zielen. Die erste Frage 
• Wie funktioniert del' menschliche Sprachproduktionsproze13? 
ist psycholinguistisch und kognitionswissenschaftlich beeinfluBt. Gegenstand dieser Frage 
ist der Mensch. Forschungsziel ist die kognitiv adiiquate Modellierung der menschli-
chen Sprachproduktion, die Phiinomene wie Pausen, Selbstkorrekturen und Ergiinzungen 
erkliiren kann. Der Zusammenhang zwischen Inhaltsbestimmung ("Denken") und Formbe-
stimmung ("Sprechen") steht im Zentrum vieler psycholinguistischer Untersuchungen an 
Probanden. Offensichtlich liegt eine Verzahnung beider Aktivitiiten vor. Kennzeichnend 
fiir diese Ansiitze ist ein inkrementelles Vorgehen, bei dem bereits formbestimmende Ent-
scheidungen getroffen und Teile der Au13erung produziert werden, nachdem erst ein Teil 
der inhaltsbestimmenden Entscheidungen gefallen ist. Das inkrementelle Vorgehen legt 
eine parallele, kaskadierte Architektur nahe. Die Stufen del' Kaskade bestehen z.B. aus del' 
inhaltsbestimmenden, der formbestimmenden und del' artikulatorischen Ebene [De Smedt, 
1990J. Eine zentrale Frage bei diesem Ansatz betrifft die GroBe der Segmente, die auf 
die jeweils niichste Kaskadenstufe flieBen. Sind sie zu klein, lassen sich keine fundierten 
Entscheidungen hinsichtlich ihrer sprachlichen Form treffen; sind sie zu groB, geht der Ef-
fekt der fliissigen Rede verloren, da unerwtinschte Pausen zwischen den TeiliiuBerungen 
auftreten. Interessant ist u.a., welche linguistischen Kategorien eine psychologische Rele-
vanz haben. Ferner wird der Einflul3 beschriinkter Ressourcen (z .B. beschriinkte Zeit bei 
Reportagen) untersucht. 
Ein weiterer, kognitionswissenschaftlicher Aspekt betrifft die Verwendung analoger Re-
priisentationen, etwa bei der Modellierung von Wegbeschreibungen. Der Sprecher vollzieht 
eine imaginiire Wanderung vor dem Sprechen, benutzt also neben propositionalen auch 
depiktionale (bildhafte) Repriisentationen. 
Meistens wird die Produktion gesp1'ochener Sprache modelliert, auch wenn in Compu-
tersystemen Tastatur und Bildschirm als Ein-/ Ausgabe-Medien verwendet werden. Im-
plementationen erfolgen vorwiegend zum Zweck der Theorievalidierung und beanspruchen 
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psychologische Adaquatheit. 
Die zweite Fragestellung 
• Durch welche Planungs- und Entscheidungsprozesse kann Generierung modelliert 
werden? 
dominiert bei Sprachgenerierungsansatzen in der KI. Ahnlich wie bei der psycholingui-
stisch motivierten Fragestellung steht der komplexe InformationsverarbeitungsprozeB des 
Menschen Pate fUr Computermodelle. Er wird jedoch in der KI nicht durch aufgrund 
von empirischen Untersuchungen postulierte Gehirnaktivitaten modelliert, sondern durch 
Verarbeitung von explizit reprasentiertem Wissen gepaart mit Inferenzmechanismen. Die 
Modellierung erfolgt auf verschiedenen Granularitatsebenen und schlieBt oft die Ebene 
der Referenzsemantik ein, d.h. den expliziten Bezug sprachlicher A usdriicke zu einem Dis-
kursbereich. Linguistische Arbeiten vor allem in den Bereichen der Textstrukturierung, 
der Dialogfiihrung und der Sprechakttheorie betonen den interdisziplinaren Charakter des 
Gebiets. 
Das theoretisch orientierte Interesse findet in der KI seinen Niederschlag in einer anwen-
dungsorientierten Richtung, die die Implementation von Systemen mit guter Performanz 
anstrebt. Hier zeigt sich ein Spektrum hochgradig verschiedener Anwendungssituationen 
fiir Generierungssysteme, die unterschiedliche Leistungen erfordern: 
NL Dialogsysteme. Generierung beriicksichtigt die Ziele des Dialogpartners und erzeugt 
kommunikativ adaquate Antworten. Vielfach kommen kurze, oft elliptische Satze 
vor. In einem Dialogschritt generiert ein Sprecher Beziige auf friihere AuBerungen 
von Dialogpartnern und von ihm selbst. Entscheidungen werden oft aufgrund einer 
semantischen Reprasentation, eines Benutzermodells sowie von Wissen iiber Dialog-
struktur und Dialogkontext getroffen. 
Maschinelle Ubersetzung. Texte werden unter Beriicksichtigung einer anderssprach-
lichen Formulierung generiert. Ausgangsstrukturen sind entweder einzelsprachun-
abhangige Resultate des ausgangssprachlichen Analyseprozesses oder die Ergebnisse 
eines Transferprozesses, der bereits zielsprachliche Aspekte beriicksichtigt. In beiden 
Fallen besteht die Aufgabe in der Formbestimmung, denn die Inhaltsbestimmung 
erfolgt durch vorangehende Teilprozesse. Deren Ergebnis liegt in Form einer lingui-
stisch motivierten Reprasentation VOT. 
Textgenerierung. Ausgehend von Reprasentationen des propositionalen Gehalts des Tex-
tes und der Argumentationsabsicht des Sprechers werden Texte in Absatzlange ge-
neriert, die oft mithilfe von semantischen und rhetorischen Relationen strukturiert 
sind. Beziige auf vorangegangene Textteile und Beriicksichtigung von auBersprachli-
chern Wissen sichern die Koharenz des Gesamttextes. Solche Texte werden in sehr 
verschiedenen Szenarios generiert, z.B. Verbalisierung von SchluBfolgerungen in Ex-
pertensystemen, Reportagen bei beschrankten zeitlichen Ressourcen, Zusammenfas-
sungen von Arbeitsmarktberichten oder Wetterberichte. 
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Die dritte Fragestellung entstand relativ spat (Mitte der Achtziger Jahre) zusammen 
mit der Entwicklung von unifikations- bzw. constraintbasierten Grammatikformalismen: 
• Gegeben sei eine semantische Reprasentation und eine Grammatik. Welche sind die 
gemaB der Grammatik zulassigen Endketten? 
Gegenstand der Forschung ist die Verarbeitung von NL unter der Maf3gabe, daf3 die Ko-
dierung von sprachlichem Wissen linguistisch-theoretischen Anspriichen geniigen muf3. 1m 
Unterschied zu den oben skizzierten Fragen steht weniger der Mensch und seine Umge-
bung im Mittelpunkt als vielmehr die Sprache selbst sowie die linguistischen Methoden, 
grammatisch wohlgeformte Satze (selten: Texte) zu beschreiben.7 
Die Entwicklung moderner Grammatikformalismen (z.B. Lexikalisch-Funktionale Gram-
matik (LFG), generalisierte Phrasenstruktur-Grammatik (GPSG), Head-gesteuerte Phra-
senstruktur-Grammatik (HPSG)) hat die Beschreibung der Syntax und der logisch-seman-
tischen Beziehungen von NL Satzen zum Schwerpunkt. Die Verwendung solcher Formalis-
men bei der Generierung erlaubt eine linguistisch angemessenere Behandlung syntaktischer 
und syntaktisch-semantischer Phanomene, als dies in der sprachverarbeitenden KI bisher 
angestrebt wurde. 8 Linguistische Methoden bewirken eine breite Abdeckung von sprach-
lichen Konstrukten, da die gesamte Bandbreite sprachlicher Phanomene betrachtet wird, 
ohne diskursbereichsspezifische Einschrankungen zu machen. 
Die constraintbasierte Herangehensweise ist eine Voraussetzung daflir, daB die Gram-
matiken non-direktional sind: sie verhalten sich neutral beziiglich Parsing oder Generierung 
(haufig wird auch von reversiblen oder bidirektional verwendbaren Grammatiken gespro-
chen) . Infolge der deklarativen Reprasentationsweise besteht Sprachverarbeitung in dem 
Problem, eine Relation zwischen wohlgeformten Endketten und den ihnen durch die Gram-
matik zugeordneten logischen Formen (LF) zu definieren. Generierung und Parsing werden 
hier formal als zueinander inverse Abbildungen definiert. Die Suche nach effizienten Kon-
trollstrategien stellt eine wichtige Aufgabe dar. 
1m Rahmen der dritten Fragestellung dienen Implementationen vorrangig der Theo-
rievalidierung und dem Test von Grammatiken. Der Computer fungiert als "Testbett" 
und als Entwicklungswerkzeug. Unter wachsendem Anwendungsdruck werden constraint-
basierte Generatoren oft als Realisierungskomponente eines Generierungssystems imple-
mentiert. Erst in jiingster Zeit wird der Gegenstandsbereich auf semantisch-pragmatische 
Phanomene (anaphorische Beziige) und Diskursphanomene ausgedehnt. 
1.4 Uberblick 
Der Rest des Aufsatzes gliedert sich in drei Hauptabschnitte, die sich den im vorigen 
Abschnitt genannten drei Fragen widmen. Abschnitt 2 beschreibt die Teilaufgaben beim 
Sprechen und diskutiert psycholinguistisch motivierte Sprachproduktionsmodelle. Er ver-
mittelt auf3erdem einen Einblick in die Zusammenhange zwischen dem Ziel des Sprechers, 
7 Auf Verschmelzungen mit der sprachorientierten KI wird weiter unten eingegangen. 
8Polemische Stimmen in der KI-Szene halten syntaktische Probleme fUr "weitgehend gel6st" und die 
Bearbeitung der "wesentlichen Fragen" (d.h. der pragmatischen Probleme) fUr vordringlich. 
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dem vermuteten Wissensstand und den Zielen des Horers und den sprachlichen Mitteln, 
die dem Sprecher zur Verfiigung stehen. 
In Abschnitt 3 gehen wir zuerst auf verschiedene Architekturen von Generierungssyste-
men ein. Danach betrachten wir Fragen der Inhaltsbestimmung, der Formbestimmung, der 
Realisierung und der Wortwahl. Am Ende dieses Abschnitts gehen wir kurz auf systemische 
Grammatiken ein, die in der Sprachgenerierung eine besondere Rolle spielen. 
In Abschnitt 4 stehen Kontrollstrategien im Zentrum, die eine effiziente Realisierung 
mithilfe moderner linguistischer Grammatikformalismen erlauben. Dabei werden einige 
subtile Abhangigkeiten zwischen dem jeweiligen Formalismus, der Kontrollstrategie und 
der Art der Wissenskodierung aufgezeigt. 
2 Ein Modell menschlicher Sprachproduktion 
In der folgenden Darstellung beschranken wir uns auf den Bereich der Produktion gespro-
chener Sprache. 
In [Levelt, 1989]9 wird ein ProzeBmodell eines Sprechers vorgestellt, das auf dem Infor-
mationsverarbeitungsparadigma beruht. Die komplexe Aufgabe, eine AuBerung zu produ-
zieren, wird in Teilprozesse zerlegt, von denen jeder bestimmte Eingabestrukturen verarbei-
tet und Ausgabestrukturen erzeugt, die als Eingabe fUr den nachfolgenden Proze13 dienen. 
Levelt schHigt drei gro13e ProzeBblocke vor: 
1. den Konzeptualisierer; 
2. den Formulator; 
3. den Artikulator. 
Die Aufgabe des Konzeptualisierers besteht darin, unter Zugriff auf ein Diskursmodell, 
Wissen iiber die Sprechsituation, enzyklopadisches Wissen, etc. den Inhalt einer Au13erung 
festzulegen. Diese Inhaltsbestimmung ist ein komplexer Vorgang, der eine Intention des 
Sprechers erfordert, die Auswahl der relevant en Information, die Linearisierung der aus-
gewahlten Information sowie permanente Buchfiihrung dariiber, was bereits gesagt wurde. 
Weiterhin beobachtet der Sprecher permanent Inhalt und Form seiner eigenen A.u13erungen, 
ein Proze13, den Levelt monitoring nennt. Das Ergebnis aller dieser Prozesse des Konzep-
tualisierers ist eine vorsprachliche Bedeutungsstruktur (engl. preverbal message). Bei der 
Erstellung dieser Ausgabestruktur werden zwei Planungsphasen unterschieden: Makropla-
nung und Mikroplanung. Makroplanung betrifft die Ebene der kommunikativen Intention 
des Sprechers, z.B. Aufspalten des Kommunikationsziels in mehrere Teilziele und Bestim-
mung der zum Erreichen der Teilziele relevanten Information. Mikroplanung hingegen 
legt die Form der zu au13ernden Propositionen fest. Es ist also Aufgabe der Makropla-
nung festzulegen, daB die Assertion eines Sachverhalts (z.B. Peter gab Maria das Buch) 
9Die Darstellung des ProzeBmodells folgt im wesentlichen dem Buch von Levelt, das dem interessierten 
Leser empfohlen wird. 
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der kommunikativen Intention, diesen Sachverhalt mitzuteilen, entspricht. Die Festlegung 
der Form (Peter gab Maria das Buch versus Das Buch gab Peter Maria), d.h. auch der 
Perspektive, ist Aufgabe der Mikroplanung. 
Die Aufgabe des Formulators besteht darin, die konzeptuelle Struktur des J( onzeptua-
lisierers in eine linguistische Struktur zu iibersetzen. Diese Ubersetzung erfolgt in zwei 
Schritten: 
1. grammatische Kodierung der konzeptuellen Struktur deren Ergebnis eine OberfHi-
chenstruktur (eine lineare Abfolge korrekt flektierter Worter) ist; 
2. phonologische Kodierung der Oberflachenstruktur deren Ergebnis ein Artikulations-
plan 10 ist, der die Eingabe zur letzten Komponente, zum A rtikulator darstellt. 
Die grammatische Kodierung geschieht durch Zugriff auf das mentale Lexikon und 
durch Prozesse zur Erzeugung syntaktischer Strukturen. Es wird davon ausgegangen, 
daB die Information, die im mentalen Lexikon mit einer lexikalischen Einheit assoziiert 
ist, aus einem phonologischen, morphologischen, syntaktischen und einem semantischen 
Teil besteht. Die semantische Information zu einer lexikalischen Einheit assoziiert das 
Wort mit dem Konzeptll , das seine Bedeutung ausdruckt. Die syntaktische Information 
enthalt Kategorien (Artikel, Nomen, Verb, etc.) und Subkategorisierungen (das Verb geben 
nimmt einen Agens, ein Objekt und einen Rezipienten). Ein lexikalischer Eintrag wird 
aktiviert, wenn seine Bedeutung (d.h. das mit dem Eintrag assoziierte Konzept) mit einem 
Teil der konzeptuellen Bedeutungsstruktur der Eingabe ubereinstimmt. Dadurch kann 
auch sofort auf die syntaktische Information des Eintrags zugegriffen werden, die ihrerseits 
Prozesse zur Erzeugung syntaktischer Strukturen anstoBt. Syntaktische Prozesse betreffen 
den Aufbau von Nominalphrasen, Prapositionalphrasen, Verbalphrasen, etc. Das Ergebnis 
der grammatischen Kodierung ist eine Oberflachenstruktur. 
Aufgabe der phonologischen Kodierung ist es nun, fUr jedes Wort der Oberflachenstruk-
tur und fur die Struktur als Ganzes einen Artikulationsplan zu erstellen. Dies geschieht 
zum einen durch Zugriff auf die morphologische und phonologische Information, die eben-
falls im mentalen Lexikon mit den lexikalischen Einheiten assoziiert ist und zum anderen 
durch phonologische Prozesse, die Informationen aus dem Lexikon modifizieren und naher 
spezifizieren (z.B. Bestimmung der Betonung in einem Satz). Das Ergebnis dieser Teil-
komponente ist die Eingabe fur die nachste Komponente: der A rtikulationsplan. 
Die tatsachliche Artikulation einer AuBerung ist die Durchfuhrung des A rtikulations-
plans durch die Muskulatur unserer Atmung und der Sprechwerkzeuge12. 
Eine wesentliche Eigenschaft eines Sprechers (weiter oben bereits kurz erwahnt) ist seine 
Fahigkeit zur Selbstbeobachtung (engl. self-monitoring). Ein Sprecher ist auch immer sein 
eigener Zuhorer und zwar auf zwei Ebenen: Er kann sich selbst zuhoren, so wie er auch 
anderen Sprechern zuhort. Er kann aber auch seiner intern en Sprache zuhoren, d.h. bevor 
lODer Artikulationsplan wird auch als interne Sprache (eng!. internal speech) bezeichnet. 
llWie ublich verwenden wir das Wort Konzept im Sinne von Begriff (eng!. concept). 
12In den weiteren Ausfiihrungen gehen wir auf die phonologische Kodierung und den Artikulator nicht 
weiter ein, da sich die meisten heutigen Systeme auf die Ausgabe geschriebener Sprache beschriinken. 
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sie tatsachlich geauBert wird. In beiden Fallen nimmt Levelt an, daB die Sprachverste-
henskomponenten dafUr eingesetzt werden, die eigenen AuBerungen wieder zu verstehen. 
Somit kann ein Sprecher Probleme bei Elementen seiner internen Sprache entdecken, bevor 
die Elemente tatsachlich geauBert werden. Durch Selbstbeobachtung ist der Sprecher also 
in der Lage, das bereits Gesagte und das intern fUr eine AuBerung Vorbereitete mit dem 
Intendierten zu vergleichen und zu korrigieren. Aus weiteren Experimenten und Daten zur 
Selbstkorrektur kann man schlieBen, daB Selbstbeobachtung auBer der Uberpriifung der 
intendierten Bedeutung auch linguistische Wohlgeformtheit einschlieBt, z.B. (1) (aus [Fay, 
1980]): 
(1) How long does that has to - have to simmer? 
Weiterhin ist der Sprecher ebenfalls in der Lage, den Aufbau der vorsprachlichen Bedeu-
tungsstruktur (die Eingabe an den Formulator) selbst zu beobachten, bevor sie an den 
Formulator gegeben wird. Damit liegt die Hauptaufgabe beim J( onzeptualisierer, der so-
wohl bereits erzeugte Bedeutungsstrukturen als auch interne und geauBerte Sprache beim 
Aufbau neuer Bedeutungsstrukturen beriicksichtigt. 
2.1 Inkrementelle Sprachproduktion 
In diesem Teilabschnitt gehen wir der Frage nach, ob mit dem bisher vorgestellten Spre-
chermodell zwangslaufig auch eine sequeptielle A bfolge der einzelnen Prozesse gegeben ist. 
Gesprochene Sprache wird mit einer Rate von zwei bis drei Wortern pro Sekunde pro-
duziert. Jedes Wort wird aus mehreren 10 000 Wortern des mentalen Lexikons mit dieser 
Geschwindigkeit ausgewahlt. Artikulation findet mit einer Geschwindigkeit von ca. fiinf-
zehn Phonemen pro Sekunde statt. Wenn wir davon ausgehen, daB aIle Schritte sequentiell 
durchgefiihrt werden, bedeutet dies, daB die langsamste Komponente die Geschwindig-
keit der Verarbeitung bestimmt, in unserem Fall der Konzeptualisierer. Erst wenn eine 
Bedeutungsstruktur aufgebaut ist, fangt der Formulator an zu arbeiten und danach der 
Artikulator. Das wiirde zu bedeutenden Pausen zwischen einzelnen AuBerungen fUhren, 
die jedoch nicht beobachtet werden. Weiterhin konnen Pausen wahrend der Verarbeitung 
eines Satzes psychologisch nicht plausibel erklart werden, da ja angenommen werden muB, 
daB die gesamte Information im Artikulationsplan kodiert ist. 
Durch das Sprechermodell ist jedoch nicht per se eine serielle Verarbeitung vorgegeben. 
Obwohl der Formulator ohne Konzeptualisierer keine Eingabe zur Verarbeitung hatte und 
der Artikulator ohne Artikulationsplan nicht arbeiten kann, konnen die Komponenten doch 
teilweise parallel arbeiten. [Garret, 1976] schlagt vor, daB einzelne Komponenten wie eine 
Kaskade arbeiten konnen. Fiir den vorliegenden Fall bedeutet das: der Formulator beginnt 
mit der Verarbeitung der praverbalen Bedeutungsstruktur bevor diese vollstandig erstellt 
ist und gibt sein Teilergebnis an den Artikulator weiter. Auf diese Weise konnen alle 
drei Komponenten parallel arbeiten, jede jedoch an verschiedenen Teilen der AuBerung. 
[Kempen, 1978] nennt diese Art der Verarbeitung inkrementelle Generierung (siehe auch 
Abb.2). 
Trotz der parallelen Verarbeitung durchlauft jedes Element einer AuBerung die unter-
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Zeit----
Konzeptualisierer Zeit Ort Ereignis 
I ---'-----,1 1 
Formulator I 
Artikulator Gestern pause arbeitete Hans zuhause 
Abbildung 2: Inkrementelle Generierung. 
schiedlichen Komponenten sequentiell. Abb. 2 verdeutlicht auch, daB der Formulator in 
gewissen Fallen auf Grund syntaktischer Beschrankungen die Reihenfolge der yom Kon-
zeptualisierer bereitgestellten Einheiten vertauschen muB. Das Schema der inkrementellen 
Generierung erlaubt in einfacher Weise die Erklarung von Hesitationsphanomenen sowohl 
innerhalb eines Satzes als auch zwischen Siitzen. Ebenso konnen Abbruche und Korrek-
turen erklart werden, die oft dadurch entstehen, daB ein Sprecher wegen syntaktischer 
Beschrankungen kein neues Material in einen bereits teilweise geiiuBerten Satz einfugen 
kann. In [De Smedt, 1990] wird eine vollsUindig implementierte Computersimulation in-
krementeller Satzgenerierung vorgestellt . . 
In Abb. 3 sind die Teilkomponenten des skizzierten Sprachproduktionsmodells mit ihren 
Aufgaben nochmals im Uberblick dargestellt. 
2.2 Die praverbale Bedeutungsstruktur 
Aus Abb. 3 geht hervor, daB die praverbale Bedeutungsstruktur die einzige Eingabe an den 
Formulator ist (abgesehen yom mentalen Lexikon mit dessen Informationen die syntakti-
sche Struktur aufgebaut wird). Daher muB diese Struktur aile Informationen enthalten, 
die eine Ubersetzung in eine sprachliche Oberfiachenstruktur erlauben. 
Die praverbale Bedeutungsstruktur wird als eine propositional dargestellte semanti-
sche Reprasentation angesehen, die bestimmte Anforderungen erfUllen muB, damit sie in 
natiirlicher Sprache ausgedriickt werden kann. Zwei Gesichtspunkte spielen bei der Be-
urteilung einer semantischen Reprasentation eine wesentliche Rolle: VollsUindigkeit und 
Verarbeitung. Vollstandigkeit bezieht sich darauf, ob in der Reprasentation aile semanti-
schen Unterschiede ausgedruckt werden konnen, die ein Sprecher in seiner Muttersprache 
trifft. Verarbeitung betrifft die algorithmische Verwendung der Reprasentation. Bisher 
wurde kaum eine Reprasentationssprache mit einem psychologisch realistischen Algorith-
mus zur Generierung von Auf3erungen benutzt ([Levelt, 1989, S. 78]), so daB Aussagen 
iiber Vor- und Nachteile anhand eines funktionsfahigen Computermodells nicht getroffen 
werden konnen. Ohne uns nun auf die eine oder andere Reprasentation festzulegen, wollen 
wir hier allgemeine Anforderungen an die praverbale Bedeutungsstruktur aus der Sicht der 
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Konzeptuallslerer (Was soli gesagt werden?) 
Makroplanung (kommunikative Absicht --> Sprechakt) 
olnformationsauswahl (Diskursplane, rhetorische Struktur) 
°Gruppierungs- und Linearisierungsinformation 
Mlkroplanung (Sprechakt --> praverbale Bedeutungsstruktur) 
oReferenz (konzeptuelle Auftalligkeit) 
oBestimmung des propositionalen Formats und der Perspektive 
Formulator (Wie soli es gesagt werden?) 
Grammatlsche Kodlerung (praverbale Bedeutungsstruktur --> Oberflachenstruktur) 
oWortwahl und Aufbau syntaktischer Strukturen 
Phonologlsche Kodlerung (Oberflachenstruktur --> Artikulationsplan) 
oAuswahl lexikalischer Formen (interne Wortstruktur) 
oProsodieplanung (Intonation, Metrik) 
Artlkulator (Sage es!) 
oAusfOhrung des Artikulationsplans oSteuerung der Sprechwerkzeuge 
Sprachverstehenskomponente (Was wurde gesagt?) 
ostellt dem Konzeptualisierer selbstproduzierte interne und geauBerte Sprache 
zur VerfOgung (Selbstbeobachtung; engl. self-monitoring) 
A bbildung 3: Die Prozesse im Uberblick 
Psycholinguistik vorstellen. 
Nach Levelt kann eine praverbale Bedeutungsstruktur eine einfache Kategorie (PER-
SON, EREIGNIS) sein, eine Funktor/ Argument-Struktur und eine Head/Modifikator-Struk-
tur. Damit ist jedoch eine AuBerung fur den Formulator noch nicht vollstandig spezifiziert. 
Dazu mussen zusatzlich noch die thematische Funktion der Argumente festgelegt werden 
(thematische RoUen), und die Perspektive des Sprechers (d.h. Topic und Fokus seiner 
AuBerung) muB markiert werden. 
Diejenigen Komponenten des Formulators, die fur die Wortstellung und Flektionsmor-
phologie sorgen, benotigen entsprechende Markierungen in der praverbalen Bedeutungs-
struktur fUr Modus (deklarativ, interrogativ, imperativ), Tempus und Deixis. Deixis 
betrifft Ausdrucke wie hier, dort, heute, etc. die unmittelbar yom Sprecher und seiner 
Sprechsituation abhangen. Urn diese Ausdrucke korrekt verwenden zu konnen, muB die 
Sprechsituation ebenfalls reprasentiert sein. 
Allgemein kann ma.n sagen, daB die Kodierung einer praverbalen Bedeutungsstruktur 
fur Sprecher verschiedener Sprachen unterschiedlich ist, da Sprachen sich in ihren gramma-
tisch relevant en semantischen Merkmalen unterscheiden. Wir haben insbesondere gesehen, 
daB nicht nur kommunikationsrelevante Einheiten in der praverbalen Bedeutungsstruktur 
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kodiert werden, sondern a11e Merkmale, die zur Erzeugung einer AuBerung notwendig sind. 
2.3 Die Konstruktion der praverbalen Bedeutungsstruktur 
Aus Abb. 3 geht hervor, daB die praverbale Bedeutungsstruktur in zwei Schritten erzeugt 
wird. 1m ersten Schritt, der Makroplanung, wird die kommunikative Absicht des Sprechers 
in einen Sprechakt uberfiihrt (z.B. informiere, frage, befehle). Eine kommunikative Absicht 
eines Vaters V seiner Tochter T gegenuber kann z.B. (2) sein. 
(2) (KNOW (T, INTEND (V, BELIEVE (T, HAUPTSTADT-VON(FRANKREICH, PARIS))))) 
(3) (INFORMIERE (T, HAUPTSTADT-VON(FRANKREICH, PARIS))) 
(4) (DEKLARATIV (HAUPTSTADT-VON (FRANKREICH, PARIS))) 
Dies bedeutet: die Absicht besteht darin, daB die Tochter nach der AuBerung weiB, daB der 
Vater beabsichtigt, daB sie glaubt, daB Paris die Hauptstadt von Frankreich ist. Der Sprech-
akt, der diesen Zustand bei der Tochter hervorruft, kann z.B. (3) sein. Dieser Sprechakt 
muB nun wiederum in eine praverbale Bedeutungsstruktur ubersetzt werden, die wie (4) 
aussehen kann. 
1m ersten Schritt mussen also mithilfe von Regeln kommunikative Absichten in Sprech-
akte ubersetzt werden. Dabei kann oft mehr als ein Schritt notwendig sein . Bei der 
Erzeugung einer Wegbeschreibung z.B. weiB der Sprecher oft den Anfangs- und den Zielort. 
Urn den Weg zu beschreiben, wird er das Gesamtziel in mehrere Unterziele aufspalten: 
Beschreibe zuerst wie sie zur Autobahn kommt, dann wo sie runterfahren muB, danach 
wie sie zur Stadtmitte kommt, etc. Fur jedes dieser U nterziele mussen dann entsprechende 
Sprechakte und darauf folgend pdiverbale Bedeutungsstrukturen generiert werden. Das 
Ergebnis der Makroplanung ist eine Sequenz von Sprechakten, bei denen der zu auBernde 
lnhalt und der Modus (deklarativ, interrogativ, imperativ) festgelegt sind. 
Unabhangig davon, ob ein Dialog gefiihrt oder ein langerer Text generiert wird, ob 
Sprecher und Harer koopcrieren odcr cntgegengesetzte Ziele verfolgen, will ein Sprecher 
stets einen Effekt durch seine AuBerungbeim Harer erreichen. Der Effekt kann z.B. darin 
bestehen, daB der Harer sein Wissen erweitert (siehe obiges Beispiel), daB er von einem 
Argument uberzeugt wird oder daB er eine Handlung ausfiihrt. In jedem Fall muB der 
Sprecher den Harer mit seinem Wissensstand, seinen Uberzeugungen und seinen Zielen 
einbeziehen, kurz, er muB seine AuBerung planen. Weiterhin muB der Sprecher sorgfaitig 
abwagen, was explizit gesagt werden solI und was implizit vermittelt wird (also yom Harer 
erschlossen werden kann). 
Die Auswahl der sprachlichen Mittel zum Erreichen des Ziels13 wird in der KI oft als 
Planungsproblem behandelt. Wissensstand, Uberzeugungen und Ziele des Horers sowie 
der sprachliche und auf3ersprachliche Kontext beeinflussen die Planung. Der sprachliche 
Kontext erlaubt (oder verbietet) z.B. anaphorische Referenzierungen. Der EinfluB des 
13 Ein kommunikatives Ziel kann nicht nur durch sprachliche, sondern auch durch au6ersprachliche Mittel 
(Gestik, Mimik, Handlungen) erreicht werden. Wir beschranken uns hier auf sprachliche Mittel, was 
allerdings eine wesentliche Einschrankung bei der Modellierung realer Kommunikation bedeutet. 
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auBersprachlichen Kontexts solI an folgendem Beispiel erHiutert werden. Die Frage (5) 
kann auf viele verschiedenen Weisen interpretiert werden. Sie kann eine indirekte Auffor-
derung sein, die Zeit zu sagen (6). Die direkte Antwort ja ware dann nicht kommunikativ 
adaquat. Die Frage kann einen Vorwurf beinhalten, auf den der Sprecher z.B. mit (7) rea-
giert. Hier wiirde die Antwort ja die Konfrontation wahrscheinlich verstarken. SchlieBlich 
kann die Frage auch direkt interpretiert werden, wenn z.B. A sichergehen will, daB B die 
Voraussetzung hat, eine Verabredung zu einem spateren Zeitpunkt einzuhalten. Dann ist 
eine Antwort wie (8) angemessen. 
(5) A: Wissen Sie, wie spat es ist? 
(6) B: Es ist viertel vor drei. 
(7) B: Tut mir leid, ich bin aufgehalten worden. 
(8) B: Ja, ich habe eine Uhr dabei. 
Die Planerkennung und -generierung beruht auf gemeinsamen Uberzeugungen (engl. 
shared beliefs). Wenn ~.n. n die Frage (5) von A in der ersten Version interpretiert hat, 
so glaubt B, daB A keine Uhr dabei hat (sonst . konnte A sich die Frage nach der Zeit 
leicht selbst beantworten). AuBerdem glaubt B, daB A weiB, daB A keine Uhr dabei hat 
(sonst hatte A nicht gefragt) . SchlieBlich glaubt Bauch, daB A glaubt, daB B glaubt, daB A 
keine Uhr dabei hat. Daher wurde die Antwort (9) gegen beider Uberzeugungen verstoBen . 
(9) B: Wenn Sie die Zeit wissen wollen, so schauen Sie doch auf Ihre Uhr. 
Nachdem der Sprecher die einzel~en Sprechakte bestimmt hat, muB er nun fiir jeden 
einzelnen Sprechakt die genaue Informationsstruktur festlegen: Perspektive, Topic und 
Fokusstruktur sowie aIle weiteren Angaben, die in der praverbalen Bedeutungsstruktur 
notwendig sind. 
Beide Planungsebenen sind extrem kontextabhangig. Dem eigenen Chef gegeniiber 
kann z.B. eine Handlungsaufforderung als informiere-Sprechakt iiberbracht werden, wo-
hingegen das bei einem Untergebenen als befehle moglich ist. Welche Perspektive einer 
AuBerung gegeben wird, hangt auch von dem Glaubens- und Wissenszustand des Rorers 
abo Wenn man weiB, daB der Horer gerade das Gegenteil des sen glaubt, was man ihm sagen 
mochte, wird nicht nur die Tatsache als soIches genannt, sondern auch versucht, weitere 
Begriindungen dafiir anzufiihren. 14 
Die Notwendigkeit der sprechcrintcrnen Buchfiihrung iiber den Verlauf des bisherigen 
Diskurses, die Diskurshistorie, und des sprecherinternen mentalen Modells des Diskurses 
von dem der Sprecher glaubt, daB es von der Horerin geteilt wird, des Diskursmodells, ist 
in der Psycholinguistik unbestritten. Wir gehen hier nicht weiter auf die Problematik von 
Diskurshistorie und Diskursmodell ein, sondern stellen einige weitere EinfluBgroBen bei der 
Planung von AuBerungen vor, denen gemeinsam ist, daB sich der Sprecher ihrer bewuBt 
sein muB. 
14Einen guten Uberblick liber Forschungen auf dem Gebiet der Formalisierung von Intentionen und 
Sprechakten sowie der Modellierung von Glaubens- und Wissenszustanden gibt [Cohen et al., 1990J. 
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Diskurstyp und Diskursthema 
Als erstes ist der Disku 'rslyp zu nenncn, besonders inform.clle allliighch e [\·olwe1'salion. 
Diese zeichnet sich dadurch a us, daB sich dc r Spreche r des informell cn C ha rakters bewuBt 
ist , daB die Gesprachspa rtner di esclben Rechte habe n und di e Fre iheit , das Themajede rzcit 
zu andel'll. Weite rhin herrscht we itgehe nd Einigkcit da rlibcr , nach wc lchc ll Rcgc lll di e 
Dia logfUhrung (eng!. tum-taking) wcchscln ka ll n. 
Verschiedene Diskursty pen silld bishcr unte rsucht wordcn: Erza,hlungcn, Vorl csungcll, 
Wegbeschreibungen.15 Den unterschiedli che n Diskurstype n gemcinsam ist, daB dc r Sprc-
cher sich des Typs bewuBt sein muB, um di e cntsprcchende Rolle c innehmcll zu kOIlIl C!\. 
Kategorienfehler auf der Sprecherseite kannen folge nschwer SCill , wcnn m a n z.8. an FlInk-
gesprache de l' Flugs icherung dc nk t. Um wclche n Di skursty p cs sich akt.lI c ll I 1i·\.Ild c lt. , wiro 
ent weder ex pli zit verh a ndelt, ist durch di c Sit.uat.i on vorgegcbcll o(le-r wirel illlpli zit. dllrch 
die Art und Weise eines Sprechcrs, cill Gcs priich ZlI Iwg illll c ll, vorgcgcbc ll [S chcglorr, 1987] . 
Ein wei teres Merkmal eines Diskllrses, dCSSCll sich c in Sprecher st.ets bcwul.1t. se ill lllUB, 
worliber e r a lso buchflih rc ll l11uB , ist das Th rlllil dcs Di sklil'scs, cl as , woni:bc1' gcs prochcll 
wird. Weicht e r vom Thcma a b , so triig t. c r lli cld, zlIr I\: oha.rcnz des Diskurscs bei. Es 
gibt jedoch sprachli che Magi ich kei tcn, e i ne gc wl'1 nschtc Thcmaii.lldcrllllg (cng!. topic shifl) 
explizit zu signa li sieren. Eine Unterbrechllng kann z.D. durch Das niichsle Th cma, daft ich 
diskul ie1'en mochle, is l ... dirckt dckl ar ic rt we rd cn. Wcitc re Mogli chke it.c ll sind Dabci 
faW mir ein, .. . , um eine Abweichung vom T hema an zuklindigc n, nach dc r mcistc llS das 
ursprungli che Thema wiedera ufgc ll omlll c ll wird, ode I' /fall , ich habe vcrgcsscn Z7l s agcn, 
dafJ ... , um ein fri.ih ercs Them a nochlll a is Clllfzunel1ll1 en. Viclc Alltoren gchcn VOll cill c r 
Hiera rchie von Them en a us, di e sie mit Di skllrsz iclc ll idclltiG zicrell. Wird e in Ulltc rzicl 
angesprochen , so wird in der Hiera rchi c CillC Ebe ne nach un ten gcg(l.ll gcn. 1st. das U nt.c rzicl 
erfullt , kann a uf eine hahe re Ebene zuri.i ckgega ngc ll wcrd cn. 
Informationsauswahl: empirische Befunde 
Was der Sprecher sagt, ha ngt vallig von seinen Intentionen und dem gegenwartigcn 
Status seines Diskursmodell s abo Flir komplexe I3 eschreibungcn ist die Zc it zur Auswahl 
geeigneter Information haher a.l s fur einfache, bckannte Aufgaben. Dics wurde in eincm Ex-
periment von [Good und Bu t terworth , 1980] zur Wcgbeschreibung gezeigt. Die Probanden 
sollten einen ihnen bekannten Weg (von zlIh a use zur Arbeitss te ll e) und einen ihnen unbe-
kannten Weg beschreiben. Die Beschrc ibung des bekannten Weges e nthielt weniger Pausen 
(Zeiten, in denen nichts gea,uBel' t wurde) a ls di e Beschl'eibung dcs unbekannten Wcges, 33 
Prozent bzw. 37 Prozent. Bei de l' wiederholten I3eschreibung des bekannten Weges fiel der 
Prozentsatz auf 27 Prozent . Die Annahme ist, daB die Auswahl der Information im Wie-
derholungsfall einfacher ist, da die Information im Langzeitgedachtnis prasent und leicht 
zugreifbar ist. Es wil'd ve rmutet, daB Sprecher fiussige AuBerungen anstreben und vel'su-
chen, Pausen in Satzen zu minimieren. 1m Experiment von [Good und Butterworth, 1980] 
wurde gezeigt , daB Pausen in Sa,tzen (von mehr als 250 msec Lange) im Wiederholungsfall 
del' Beschreibung wesentli ch weniger haufig auftraten als in den Originalbeschreibungen, 
15Einen guten Uberblick tiber verschiedene Diskurstypen gibt [Van Dijk, 1985]. 
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28 Prozent bzw. 41 Prozent der Gesamtanzahl der Pausen. Daraus kann man schlieilen, 
dail bei einer Aufgabe, die keinen hohen Aufwand fUr die Informationsauswahl erfordert, 
mehr Aufmerksamkeit fUr die fliissige AuBerung eines Satzes aufgewendet wird, d.h. fUr 
die Mikroplanung. 
Als nachstes gehen wir auf die Frage ein: Nach welchen J(rilerien wird Information aus-
gewiihlt} um sprachlich allf Objekte zu refe7'ieren? Von [Olson, 1970J stammt die Beobach-
tung, dail Referenz auf Objekte von den wahrgenommenen und inferierbaren Alternativen 
abhangt. Liegt von vielen Notizzetteln auf einem Schreibtisch nur einer auf einem Buch 
und es liegt nur ein Buch auf dem Tisch, kann man der Zettel auf dem Bueh sagen. 1st ein 
weiiles und ein rotes Buch auf dem Tisch und der Zettelliegt auf dem weiilen, sagt man: 
der Zettel auf dem weifJen Buch. Das Prinzip der Erzeugung re~erierender Ausdriicke liegt 
in der eindeutigen Kennzeichnung der Objekte, so daB sie yom Harer ebenfalls eindeutig 
identifiziert werden konnen. 
Generell kann man sagen, daB referierende A usdriicke immer ei ndeu tig si nd, aber oft 
redundant. [Pechmann, 1984J fand in einem Experiment, daB mehr als 60 Prozent der refe-
rierenden Ausdriicke Erwachsener redundant waren. Es gibt wenigstens zwei gute Griinde 
fUr die Uberspezifizierung. [Deutsch, 1976J und [Mangold, 1986J zeigen z.B., daB es fur 
einen Harer einfacher ist, einen iiberspezifizierten Referenten zu finden als einen minimal 
spezifizierten. Es ist leichter ein weifJes Bueh zu identifizieren als etwas WeifJes. Die Ver-
mutung ist, daB durch die Verbalisierung der Art der Objekte dem I-Iorer die Bildung einer 
Gestalt moglich ist, nach der er dann sucht. Der zweite Grund liegt in den inferierbaren 
Alternativen. Ein Sprecher kann ein neues Objekt nicht nur gegenuber visuell wahrge-
nommene Alternativen abgrenzen, sondern auch zu Alternativen in seinem Diskursmodell 
kontrastieren. 
In dem Experiment von [Pechmann, 1984J wurden dem Sprecher z.B. zwei aufeinander-
folgende Dias gezeigt. Auf dem ersten war ein blauer und ein roter Vogel sowie eine blaue 
und eine rote Tasse zu sehen. An einem der vier Objekte war ein Sternchen (dem blauen 
Vogel). Dieses sollte dem Harer, der dasselbe Dia nur ohne das Sternchen sah, beschrieben 
werden. Beim ersten Dia sagte der Sprecher, der blaue Vogel, .eine eindeutige, minimale 
Kennzeichnung. Auf dem folgenden Dia waren eine blaue und eine rote Tasse, sowie ein 
roter Vogel zu sehen. Der rote Vogel some beschrieben werden und wurde als der rote 
Vogel verbalisiert, was redundant ist, zumindest bezogen auf die visuell prasenten Alterna-
tiven. Bezogen auf das Diskursmodell ist vor dieser AuBerung sicherlich der blaue Vogel im 
Fokus, und die AuBerung der Tote Vogel ist im Kontrast dazu, obwohl kein anderer Vogel 
visuell prasent ist . Perzeptuell ist also 7'ot die redundante Information , bezogen auf das 
Diskursmodell jedoch Vogel. Pechmann nennt das exophorische Redundanz (perzeptuell 
gegeben) und endophorisehe Redundanz (vom Diskursmodell stammend). 
Die Vermutung ist, daB endophorische Referenz besonders kooperativ ist, da sie dem 
Harer gestattet, mit minimalem Aufwand eine neue Gestalt zu bilden, wenn der Unterschied 
zwischen den beiden Objekten nur gering ist. 1st der Unterschied zu groB, wird exophorisch 
referiert. 
Weitere Experimente zur Auswahl und Formulierung der zu iibermittelnden Informa-
tion wurden u.a. von [Herrmann, 1983J und [Brown und Dell, 1987J durchgefiihrt. Herr-
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mann fand, daf3 bei der A uf3erung ei ner A nfrage oder Forderung (engl. 1'equest) die vom 
Sprecher vermutete Legitimitat seiner Anfrage eine wesentliche Rolle spielt. In einem Expe-
riment forderte der Sprecher von seinem Partner eine Pistole, die dem Partner gehorte und 
formulierte die Forderung folgendermaf3en: I{onntest Du miT" die Pistole geben, Wurdest 
Du mi, die Pistole geben, Ich wurde gerne die Pistole benutzen. War jedoch del' Sprecher 
Besitzer del' Pistole, wurde die Forderung anders verbalisiert: Gib mi, die Pistole, Du mujJt 
mi, die Pistole geben, Ich bratlChe die Pistole. Gencrell nahm die Hoflich keit der Anfrage 
bei zunehmenden Rechten des Sprechers abo 
Brown und Dell baten Probanden Geschichten nachzuerza.hlen [Drown und Dell, 1987]. 
In jeder Geschichte kam eine Handlung vor, die mit einem Instrument ausgeflihrt wurde 
(z.B. erstechen, Instrument: Messer oder Eispickel). Wenn drts Instrument das typische 
fur die Handlung war (Messer), so wurde es von den meisten Probanden nicht explizit 
erwahnt. War das Instrument jedoch der Eispickel, war die IIaufigkeit der Erwahnung 
groBer. Insbesondere wurde das untypische Instrument in demselben Satz kodiert wie 
die Handlung (DeT" Dieb ersiach den Mann mit einem Eispickel) wohingegcn das typische 
Instrument in einem separaten Satz kodiert wurde (De.,. Dieb e1,!}nj] ein Messer- und erslach 
den Mann). 
Linearisierung 
Eine weitere Aufgabe, die Linearisiel'ung del' ausgewiihlten Information, ist ebenfalls 
von der Makroplanung zu leisten. Wir gehen hier nicht auf aIle Experimente ein, sondern 
stellen einige wichtige Prinzipien vor, die sich aus den Experimenten ergeben und die 
teilweise auch auf die menschliche Geda.chtnisstruktur zuruckzuftihren sind. Zwei Faktoren 
beeinflussen die Linearisierung: inhaltliche Kriterien und prozef3bezogene Kriterien. 
Inhaltliche Kriterien betreffen clie natiirliche Ordnung der zu ubermittelnclcn Informa-
tion. Beim Geschichtenerzahlen kann cler Sprecher clem Verlauf bzw. der Entwicklung der 
Geschichte folgen. Bei cler Verbalisierung von Bildrolgen [Novak, 1987] ist die zeitliche 
Abfolge del' einzelnen Ereignisse eine nattirliche Ordnung. Bei der Aufgabe, eine Wegbe-
schreibung zu geben, folgen Sprecher in einem mentalen Spaziergang der Route yom Start 
zum Zielpunkt. 
ProzeBbezogene Kriterien werclen clann am auffalligsten, wenn keine naturliche Ordnung 
vorhanden ist. [Levelt, 1982] filhrte verschiedene Linearisierungsexperimente durch und 
entwarf ein Moclell cler Linearisierung. Wir gehen hier nur auf clie wesentlichen Prinzipien 
ein. Levelt zeigte den Probanclen ein Netzwerk, bestehend aus runden, farbigen Knoten, 
clurch vertikale odeI' horizonta.le Linien mit ancleren Knoten verbunclen. Nun gab er einen 
Startpunkt vor, von clem aus clie Beschreibung begonnen werclen sollte. Die Prinzipien, 
nach clenen diese Linearisierungsaufgaben clurchgefUhl;t werden, lauten: 
Prinzip der Konnektivitat: Wenn moglich, wahle als nachsten Knoten denjenigen aus, 
der eine direkte Verbinclung zum gegenwartigen Knoten hat. 
Stapelprinzip: Nachclem Du in eine Verzweigung gegangen bist, kehre zum Jetzten Ent-
scheidungspunkt zuruck. 
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Prinzip des minimalen Aufwandes: Ol'dne a lternat ive Fol'tsetzungen so an, da!) del' 
Aufwand fi.ir die Ri.ickkehr zum letzten Entscheidungspunkt minimal ist. 
:"Iach der Linearisierung der zu tibermittelnden Informat ion muB ihr noch eine E'ntspre-
chende Informationsstruktur gegeben werden. Dies geschieht in del' schon erwiihnten l\1i-
kroplanung. 1m folgenden gehen wir auf das mentale Lexikon und den Zugriff darauf ein. 
Lexikalische Eintdige 
Bei der \ "orstellung des Formulators (siehe oben) wurde bereits darauf eingegangen, 
daB die Ubersetzung der praverbalen Bedeutungsstruktur in die Obel'flachenstruktur durch 
Zugriff auf die Lexikoneintdige erfolgt. Jeder Lexikoneintrag enthalt phonologische, mor-
phologische, syntaktische und semantische Infol'm ationen, die man sich als l\[engen von 
~lerkmal-Wert Paal'en \'ol'stellen kann. Del' A ull)au syntaktischel' Stl'ukturen wil'd durch 
diejenigen Elemente der pra\'erbalen Bedeutungsstruktur ausgelost, die mit der seman-
tischen Information eines Lexikoneintrags i.ibereinstimmen. Es wird a lso angenommen, 
daB das Lexikon zwi schen konzeptueller und grammatischer und phonologischer Kodie-
rung vermittelt. Diese Annahme wird auch als lel·il.:alislische Hypothese bezeichnet. Sie 
bedeutet insbesondere, daB nichts in der pra\'erbalen Bedeutungsstruktur per se syntakti-
sche Strukturen erzeugt (\Vie z.B. aktiv oder passiv, Dativobjekt, etc.), sondern daB diese 
Entscheidungen erst durch einen Lexikonzligl'iff getroffen werden konnen . 
\Vie kann man sich die interne Struktur eines Lexikoneintrags vorstellen? Aufgrund 
verschiedener Sprachproduktionsphanomene (Sprech feh ler, "es Ii egt mir auf der Zunge"-
Phanomene; fur einen OberbIick siehe [Fromkin , 1980]) geht die PsychoIinguistik von zwei 
Organisationsformen des Lexikons aus: einer nach der Bedeutung und einer nach der Form 
(vgl. Abb. 4, nach [Levelt, 1989, S. ISS]). Die semantische und syntaktische Information, 
Lemma 
lexika lischer Zeiger -+-
morpho-
phonologische Form 
I Semantik Syntax 
I Morphologie Phonologie 
AbbiIdung 4: Ein IexikaIischer Eintrag 
die mit einem lexikalischen Eintrag assoziiert ist, wird als Lemma bezeichnet , die phonolo-
gische und morphologische Information aIs morphophonologische Form. Die Frage, ob fUr 
den Zugriff auf die Forminformation zuerst die Lemmainformation gefunden werden muB, 
ist gegenwartig ungeklart. 
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Ulltcrschicdliche FlexiollclI cines \VorL<'s werdcll lIield, als verschicdellc I':illt.r~i ,ge allge-
sehen, sondern als ein Eintrag. Die kOlTcktc Flexioll winl dureh Mcrkillalswcrtc ges!.euer!., 
die in der pra,verbalen I3edeutungsstrukLm allgcgclH'1I silld. ZlI dell vier b(~r<~i!.s crw~i, hll­
ten Merkmalsmellgen zur I3eschreibung cillcr lcxikaiischcli Eillhcit. kOllllllCIl sieherlich 1I0ch 
weitere hinzu, wie z.8. praglllatisehc, stilist.ische ulld kOliliotat.ivc Mcrklllalc, die die Ver-
wendung VOIl vVortern m it iihlllieher Bedeutulig in illl!.erselticdlichcli I\ollt.cxt.ell stellCrJl. 
Weiterhin wird aligenOIl1Jl1en, daB auch gi\.lIze PhrasclI, 7..B. i<iiolll<l,t.ische Allsdriickc, illl 
Lexikon abgclegt sind. 
Ocr Zugriff auf das Lex ikon und c1amit verbundclle Probleille werdell illl Absehnitt iibcr 
Wortwahl diskutierL 
3 Planungs- und Entscheidungsprozesse 
3.1 Verschiedene Architekturen 
Drei verschiedene Arch i tekt men l"ii r GCllerierllngssyst.elllc ki)IIIICIl lin t.erselt ieden werdell: 
sequentiell, intemgie1'end, inlegried. 
Sequentiell bedeutet hier, daB der Datenflul3 nm ill einer I~ichtllng best.eht., VOlll inhalt.s-
bestimmenden ZUI1l formbestimmenclen Teil. Viele Syst.eme folgell dieselll seqllcn!.iellell Mo-
dell, z.B. MUMBLE [McDona.ld , 1983], TEXT [McI~cown, 1985], N AOS [NOVil.k, 1987] ulld 
SEMTEXjGEOTEX [Rosner, 1987]. Zuerst wird der IlIha.lt vollstiilldig festgclcg!. und da-
nach in eine sprachliche Oberfliiche liberflihrt. Inhalt bedeutet hier soviel wie die im Ictzten 
Abschnitt eingeftihrte priiverbale 13edeutllllgsstrllkt.lIr, a.lso Festlegllllg der kOllzept.uellen 
Struktur und der Informationsperspektive (Thcma, F'okus, Topikalisierung). 1m Ullter-
schied zur priiverba.len I3edeutungsstruktllr wird jedoeh davon ausgcgallgell, da.13 Wortwald 
bereits stattgefunden hat. 
Bei interagierenden Architekturen nndet a.n definierten Schllittstcllcn cine bidirek-
tionale Kommunikation statt. PAULINE [llovy, 1988b] und POPEL [Reithingcr, 1992] 
sind Beispiele fUr Systeme mit Rikkwirkllngen. I3ei PAULINE erfolgen Interaktionen an 
fUnf Entscheidungspunkten: Themawahl, Satzinhalt, Satzorganisation, Satzteilorganisa-
tion und Wortwahl. Der inha.ltsbestimmende Teil plant ein Teil der A.uBerung und gibt ihn 
an den formbestimmenden Teil weiter. Trifft er auf einen der Entscheidungspllnkte, geht 
die Kontrolle zuruck an die Inhaltsplanung. 
Bei integrierlen Architekturen wird die Trennung in Inhalts- und Formbestimmung 
fallengelassen. Entscheidungen, was und wie etwas zu iiuBern ist, werden a ls Teile eines 
einzigen, hierarchischen Planungsprozesses angesehen, wobei dieser ProzeB gleichermaBen 
Zugriff auf kontextuelles und sprachliches Wissen hat. KAMP [Appelt, 1985] ist ein Beispiel 
eines integrierten Systems. 
Ein Nachteil des integrierten Ansatzes ist, daB eine explizite Trennung von linguisti-
schem und kontextuellem Wissen nicht mehr moglich ist. Es gab z.B. bei KAMP (in der 
ersten Version) keine explizite Grammatik. Weiterhin muB ein einziger PlanungsprozeJ3 mit 
sehr verschiedenartigem Wissen umgehen. 
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Ein Nachteil des sequentiellen Ansatzes ist, daB stillschweigend davon ausgegangen 
wird, daB jede Bedeutungsstruktur auch in del' angestrebten Form und Sprache verbali-
siert werden kann. Die Bestimmung des Inhalts erfolgt ohne Berucksichtigung der Sprach-
struktur. Falls aus syntaktischen Grunden eine Umsetzung des Inhalts in einen Text eine 
Umstellung des Inhalts notig macht, kann das nicht modelliert werden. Z.B. restringieren 
in einem bereits teilweise geauBerten Satz die noch moglichen syntaktischen Leerstellen die 
weitere Reihenfolge der Argumente. 
Die interagierende Architektur scheint keine Nachteile aufzuweisen. Das Problem be-
steht hier in der Festlegung der Schnittstellen, an denen die Interaktion stattfinden S011.16 
An dieser Stelle ist ein erster Vergleich del' obigen Vorstellungen mit dem bereits vorge-
stell ten Sprachproduktionsmodell angebracht. Dort wurde argumentiert, daB keine direkte 
Ruckkopplung zwischen Formulator und Konzeptua.lisierer vorliegt. Es wurde jedoch die 
Moglichkeit del' Ruckkopplung uber die Selbstbeobachtung eingeraumt. Keine der drei vor-
gestellten Architekturen widerspricht der Idee der inkrementellen Generierung (mit POPEL 
liegt sogar ein inkrementeller Generator vor). 
Eine Fra,ge, die bisher nicht diskutiert wurde und a.uf die es nur tentative Antworten 
gibt, ist: Unterliegt die Produktion gesprochener Spmche dense/ben lIfechanismen wie die 
P1'Oduktion von Texten? Intuitiv ist die Antwol't: Nein! Bei del' Pl'oduktion von Texten 
spielen syntaktisch zu realisierende Koharenzrelationen eine groBere Rolle als bei gesproche-
ner Sprache. Textproduktion findet meistens ohne direkten Kontakt mit dem Rezipienten 
des Textes statt, sondern nur bezogen auf den gedachten Horer, wohingegen bei der Pro-
duktion gesprochener Sprache immer das stillschweigende Ubereinkommen vorhanden ist, 
daB der Horer zuruckfragen kann, wenn ihm etwas unverstandlich ist. Von einigen Auto-
ren wird fur die Textproduktion auch eine Revisionskomponente angenommen [Mann und 
Moore, 1982; Meteer, 1988]. Damit solI modelliert werden, dafi zuel'st eine Bedeutungs-
struktur spontan verbalisiert wird und danach iiberpruft wird, ob und wie sie zu andern 
ist, urn sie an den Vorgangertext lind den gedachten Nachfolgetext optimal anzupassen. 
3.2 Inhaltsbestimmung: Das Auswahlproblem 
Die Frage Wann sagt man was? beschl'eibt das Problem kurz und btindig. Was sind 
die Anforderungen an die Aufierungen eines Systems? Eine sprachliche Aufierung solI 
kommunikativ adaquat und koha1'ent sein. Eine Aufierung ist kommunikativ adaquat, wenn 
sie in ihrer Funktion den Erwartungen des Horers entspricht. Koharent ist eine Aufierung 
dann, wenn sie in die" Umgebung" des bisherigen Textes/Dialogs hineinpafit, d.h. wenn 
es eine Aufierung zum Thema ist oder zumindest Thema- bzw. Fokuswechsel sprachlich 
markiert wird, alle Referenzen yom Horer aufgelost werden konnen , etc. 
Anhand der Graphik zur Architektur eines Generierungssystems in Abb. 5 wollen wir 
einige Probleme zuerst allgemein und dann vertieft diskutieren. Die Ovale stehen fur 
Datenstrukturen und die Rechtecke fUr Prozesse. Der Pfeil in der Mitte der Graphik stellt 
den Hauptdatenflufi dar, yom kommunikativen Ziel zur Aufierung. Die Pfeile an den Seiten 
16[Danlos, 1987] zeigt, wie schwer es ist, konzeptuelle von linguistischen Entscheidungen zu trennen. 
20 
Wissens-
basis 
Begriffiiches 
Wissen 
Assertionales 
Wissen 
Kommunikatives 
Ziel (Intention) 
Auswahll+----....,---... 
Interne Repdisentation 
der Auf3erun 
FOrIllUlierung 
der Auf3erun 
natiirlichsprachliche 
Auf3erun 
Dialog/Text 
KONTEXT 
Partnermodell 
Ziele, Plane 
Vorwisscn 
Textstruktur-
regeln 
Generierungs-
grammatik 
LEXIKON 
Abbildung 5: Architektur eines Generierungssystems 
zeigen den jeweiligen Einflu13 der Daten a.uf die Prozesse. 
Der Auswahlproze13 hangt VOl' all en Dingen vom zur Verfugung stehenden Wissen des 
Systems ab, der Wissensbasis. In der Graphik ist diese als aus zwei Teilen bestehend dar-
gestellt: dem begriffiichen Wissen und dem assertionalen Wissen. Fur assertionales Wis-
sen sagt man auch referentielles Wissen. Das begriffiiche Wissen enthalt die Definitionen 
und Zusammenhange der Begriffe, die clem System bekannt sind. In heutigen Systemen 
wird dieses Wissen mithilfe formal wohldefinierter Reprasentationssprachen dargestellt, 
fur die man eine eindeutige Semantik angeben kann. Das assertionale Wissen reprasen-
tiert die tatsachlichen Objekte im Diskursbereich. Dies geschieht dadurch, da13 Instanzen 
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von Objekten im begrifflichen Wissen gebildet werden. Del' A uswahlproze13 selbst wird im 
wesentlichen yom Dialog/Text Kontext beeinfiul3t; man denke hier an die ·bereits disku-
tierten Fragen der thematischen Progression und del' Fokusstrukturen. Die Abhangigkeit 
yom Partnermodell ist auf Grund des bisher Gesagten selbstverstandlich. Der Einflul3 von 
Textstrukturregeln hingegen ist noch nicht diskutiert worden und wird im Abschnitt Form-
bestimmung vertieft. An dieser Stelle nur soviel, wir haben bereits gezeigt, dal3 es verschie-
dene Texttypen (auch genannt Textsorten, Diskurstypen) gibt, die sich durch unterschied-
lichen Textaufbau, Detaillierungsgrad, etc. auszeichnen. Bei der Erzeugung solcher Texte 
ist es selbstverstandlich, dal3 Regeln zur Textstruktur den Auswahlprozel3 beeinflussen. 
Das Ergebnis des Auswahlprozesses ist eine Reprasentation der zu erzeugenden Aul3erun-
gen, das, was wir aus psycholingllistischer Sicht praverbale Bedeutungsstruktur nann-
ten. Diese Struktur wird durch einen Prozel3, in der Graphik 'Forrnulierung genannt, in 
eine naturlichsprachliche Auf3erung, bzw. rnehl'ere AuBerungen liberfClhrt. Bei mehl'eren 
Aufierungen liben wiederurn Textstrukturregeln einen rnaf3gebenden EinfluB aus. Die For-
mulierung selbst erfo lgt rnithilfe einer expiiziten Grarnrnatik und unter Zugriff auf das 
Lexikon. 
1m folgenden gehen wir zuerst auf Probleme und Losungen bei Dialogauf3erungen ein 
und betrachten dann Fragen del' Textgenel'ierung. 
DialogauBerungen 
Sowohl bei Dialogsystemen a\s auch bei Textgenerierungssystemen werden die Grice'schen 
Konversationsmaxirnen a.ls Heuristik zul' Dehancllung des Auswahlproblems herangezogen. 
Sie beruhen auf einer allgemeinen Analyse von Konversationen und daraus abgeleiteten 
Maximen, an die sich ein Sprecher halten sollte, del' eine Konversation koharent gestalten 
mochte. Grice [Grice, 1975] geht yom Prinzip kooperierender Partner aus, das er fol-
gendermal3en definiert: "Leiste deinen BeilTflg so, wie er vom gegenwiirtigen Stadium des 
Dialoges und vom Dialogziel gefordert wird". 
Akzeptiert man dieses Prinzip, so ergeben sich nach [Grice, 1975] speziellere Maximen, 
die unter die folgenden vier Kategorien fallen: 
QuantiUit: 
Qualitat: 
Beziehung: 
Art und Weise: 
mache deinen Beitrag so infol'rnativ wie gefordert; 
mache ibn nicht infol'mativer cils gefordert; 
achte darallf, daB dein Beitrag wahr ist; 
sage nichts, wovon elu glaubst, es sei falsch; 
sage nicbts, woflir du keine Beweise hast; 
sei relevant; 
fasse dich kurz; 
vermeide umstanelliche Au13erungen; 
vermeide Mehreleu tigkei ten. 
Ohne Beschrankung der Allgemeinheit betrachten wlr am Beispiel eines Zugangssy-
stems zu einem Datenbanksystern einige A llswahlprozesse, die sich aus del' Anforderung, 
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kooperierende Antworten zu erzeugen, ergcbCll. Dazu unterscheiclcn wir zwischen di'/'ekten 
und indirekten Antworten auf eine Frage. Direkte Antworten enthalten genau die erfragte 
Information, wobei diese nicht unbedingt naturlichsprachlich ausgegeben werden muB. Fra-
gen an ein Datenbanksystem, wie z.13. Welche Ziige fahen von Stuttgart nach Hamburg? 
sollten auch nicht naturlichsprachlich beantwortet werden, wenn die Anzahl der Antworten 
groB ist, da in diesem Fall eine tabellenartige Ausgabe fur den 13enutzer viel versUindlicher 
und ubersichtlicher ist. Bei direkten Antworten wircl in der Regel das Fragewort durch die 
entsprechende Information ersetzt und in angemesscner Form, z.13. a.ls Ellipse, ausgegeben. 
Beispiel (10) stammt aus dem Dialogsystem IIAM-ANS [Hoeppner et ai., 1984]. 
(10) Ben: Welcher PKW ist abgebogen? 
Sys: Der grune. 
Ein herausforderndes Problem stcllcn indirekte Antworten dar, die nicht die yom 13e-
nutzer erfragte Information ent halten, aber IIinweise darauf, warum die Fragc nicht be-
antwortet werden konnte. (ll) gibt ein 13eispicl eines Dialogs mit einem System, das keine 
indirekten Antworten erzeugen kann (im Englischen wird dieser Effekt stonewalling effect 
genannt). Eine indirekte Antwort auf die crste Frage des Benutzers ware (12) gewesen. 
Man beachte, daB diese Antwort des Systems impliziert, daB, Restaurants sehr wohl be-
kannt ~ein konnen, nur keine italieniscben. 
(11) Ben: Welche italienischen Resta.urants bietcn Menus unter 20 DM a.n? 
Sys: Keine Antwort gefunden. 
Ben: Bei welch en italienischen Restaurants kostet das Menu mehr als 20 DM? 
Sys: Keine Antwort gefunden. 
Ben: Welche italienischen Restaurants bieten Mentis an? 
Sys: Keine Antwort gefunden. 
Ben: Kennst Du italienische Restaura.nts? 
Sys: Nein. 
(12) Sys: Mir sind keine italienischen Restaurants bekannt. 
Linguistisch gesehen, haben wir es hier mit dem Problem der Priisuppositionsverietzung 
zu tun. Unter Prasupposition versteht man, vereinfacht gesagt, diejenigen Teile einer 
AuBerung, die implizit fur wahr gehalten werden. In unserem Beispiel (ll) prasupponiert 
der Benutzer, daB es italienische Restaurants gibt, die Menus anbieten. 
Kaplan hat in seinem System COOP die Technik realisiert, die Gesamtanfrage in ein-
zelne Anfragen aufzuspa.lten, um kooperative Antworten zu erzeugen [Kaplan, 1983]. In 
unserem Beispiel waren das: 
1. Gibt es Restaurants? 
2. Sind sie italienische Restaurants? 
3. Bieten sie Menus an? 
4. Kosten die Menus weniger als 20 DM? 
Je nachdem, welche Teilfrage bzw. Kombination von Teilfragen nicht beantwortet werden 
kann, werden unterschiedliche Antworten erzeugt. Weiterfuhrende indirekte Antworten 
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konnen erzeugt werden, indem obige vier Teilfragen in jedem Fall intern beantwortet wer-
den und dann versucht wird, Alternativen zu verbalisieren (13). 
(13) Sys: rch kenne keine italienischen Restaurants, bei den en das Menu weniger als 20 
DM kostet, aber es gibt griechische und turkische Restaurants die Menus unter 
20 DM anbieten. 
Urn weiterfuhrende Antworten generieren zu konnen, mull das System liber Fokusinfor-
mation verfugen oder versuchen, den neuen Fokus aus vorangegangenen A uf3erungen zu 
bestimmen (14). 
(14) Ben: Welche EUREKA Projekte leitet Peter? 
Sys: Keine. 
Sys: Keine, aber er leitet ein DFG Projekt. 
Fur eine andere Art kooperativer Antworten ist es notig, auf eine explizite Zuordnung von 
Attributen und Attributwerten zugreifen zu konnen und Zll markieren, daB diese Zuord-
nung verbalisiert werden mul3 (15). 
(15) Ben: Welche Telefonnummern haben die HKC Mitarbeiter? 
Sys: 447,547,488 
Sys: Maier, H.-J.: 447, Korb, U.: 547, Willers, B.: 488 
Wesentlich komplexere Anforderungen an das Verfahren zur A uswahl und Erzeugung ko-
operativer Antworten werden gestellt, wenn das System auf Fehlannahmen des Benutzers 
reagieren soIl [McCoy, 1986J. Die typische Situation, die zu dies~m Problem fuhrt, ist eine 
NL Eingabe des Benutzers, die auf Objekte weist, die das System nicht oder anders kennt. 
Das Beispiel (16) stammt von McCoy. 
(16) Ben: Give me the HULLNO of all Destroyer whose MAST_HEIGHT is above 190. 
Sys: All Destroyers that I know about have a MAST _Height between 85 and 90. 
Were you thinking of the Aircraft-Carriers? 
Urn korrigierende Aul3erungen erzeugen zu konnen, untersuchte McCoy, ob falsche Auffas-
sungen uber Objekte unabhangig vom Diskursbereich klassifiziert werden konnen, ob sich 
Antwortstrategien aus einer Klassifikation ableiten lassen und wie die Auswahl zwischen 
mehreren Antwortstrategien gesteuert werden kann. McCoy unterscheidet im wesentlichen 
zwei Arten von Fehlannahmen, wobei es flil' beicle Arten je drei Subtypen mit entsprechen-
den Reaktionsstrategien gibt (siehe [McCoy, 1986]): 
• falsche Objektklassifikation (engl. super-onlinate misconception) 
• falsche Eigenschaftszuordnung (eng!. aitr-ibute misconception) 
Ein weiterer Ansatz zur Erzeugung kooperativer Antworten beruht auf der Erkennung 
von Benutzerzielen und Benutzerplanen. 1m System TRACK [Carberry, 1983J werden auf 
Grund von Benutzerzielen bestimmte Klassen von IrrtUmern cle.s Benutzers (engl. miscon-
ceptions) erkannt und korrigierende Anworten erzeugt. Das System ARGOT [Allen, 1983J 
hat drei Hauptziele: Uberbeantwortung (eng!. ovemnswaing), Beantwortung fragmenta-
rischer Eingaben und Erkennung clirekter und indirekter Sprechakte. Die Erkennung der 
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Sprechakte ist dabei die Vol'aussetzung fiir die anderen Ziele. Die Intel'aktionen in (17) 
und (18) sollen im Rahmen von Zugauskunften moglich sein. 
(17) Ben: When does the Montreal train leave? 
Sys: 4 o'clock at gate 7. 
(18) Ben: The 3:15 to Windsor? 
Sys: Gate 4. 
Urn solche Antworten erzeugen zu konnen, verfUgt ARGOT liber vol'gefel'tigte Plane, die 
ein Benutzel' sinnvollerweise verfolgen kann, wenn er sich auf einem Bahnhof befindet. Eine 
Skizze des Algorithmus, der die erste der obigen Antworten ermoglicht, ist die folgende: 
1. Interpretiere durch syntaktisch/sel11antische Ana.lyse die Eingabe wortlich 
2. Versuche durch Inferenzen zw ischen der Interpretation und einem erwartbaren Ziel, 
einen Plan des Benutzers zu erkennen 
3. Versuche zusatzliche Ziele des 13enutzers zu erkennen 
4. Plane fur die in 3. ermittelten Ziele des Benutzers e ine Antwort 
1m ersten Schritt wird auf Grund der obigen Einga.ben yom System ermittelt, daB del' Be-
nutzer einen REQUEST an das System stellt, damit das System e in INFORM Libel' die Ab-
fahl'tszeit erzeugt. Nun kann im zweiten Schritt abgeleitet werden, daB die Durchfuhrung 
des INFORM dazu fi.ihrt, daB der Horer die A bfahrtszeit kennt. Dies ist eine der Voraus-
setzungen daJur, daB der Benutzer den Zug besteigen kann. Als Plan wird a lso das Errei-
chen des Zuges inferiert. 1m dritten SchriLt wird erkannt, daB eine weitere Voraussetzung 
zur ErfLiliung des Plans die I<enntnis des Abrahrtsol'tes ist. Dieser wird daraufhin im 
vierten Schritt mitgena.nnt COberbea.ntwortung). 
Bei (18), es handelt sich um ein transkribiertes Beispiel, liegt die I-Iauptschwierigkeit 
darin, the 3:15 als eindeutige Referenz aufzufassen und mithilfe der weiteren Eingabe to 
Windsor den Benutzerplan zu erkennen. 
Die Beispiele zeigen, daB fi.ir viele kooperative Antworten das Erkennen bzw. Inferieren 
von Zielen und Pla,nen des Dialogpartners notwendig ist. 1m System HAM-ANS wurde 
kein planbasierter Ansatz fLir Uberbeantwortung verwendet, sondern durch Verbalisierung 
zusatzlicher Tiefenkasusrollen des yom Benutzer verwendeten Verbs wahrscheinliche Fol-
gefragen antizipiert [Wahlster et al., 1983]. In (19) verbalisiert das System zusatzlich die 
Rollen SOURCE und GOAL die bei der Identifizierung des infrage kommenden Abbiegen-
Ereignisses quasi als Seiteneffekt gefi.illt wurden. 
(19) Ben: 1st ein PKW abgebogen? 
Sys: Ja, einer von der HartungstraBe in die Schli.iterstraBe. 
In jedem Fall ist die Uberbeantwortung sinnvoll zu beschrii.nken; weitere Angaben in (17) 
liber Wagenklassen, Speisewagen, Zugtelefon und mogliche Anschli.isse wi.irden liber das 
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Ziel hinausschiefien (engl. pragmatic ove1'shot). Die Beschdinkung erfolgt in ARGOT im-
plizit durch die Definition des Plans und in HAM-ANS implizit durch den vorgegebenen 
Kasusrahmen. 
Textgenerierung 
Textgenerierungssysteme zielen auf die Erzeugung von mehreren zusammenhangenden 
Aufierungen hin, meist in der Lange eines Paragraphen. Dazu mlissen zwei Entschei-
dungen getroffen werden: was und wie es gesagt werden soIl. Man kann die bisherigen 
Ansatze grob in zwei Klassen einteilen: die schemabasierten und die planbasierten. Bei den 
schemabasierten Ansatzen werden auf Grund empirischer Untersuchungen von Textsorten 
(Diskurstypen) Schemata aufgebaut, die die typische Struktur eines Textes der jeweiligen 
Sorte darstellen. Bei den planbasierten A nsatzen wird versucht, auf Grund elementa-
rer Relationen zwischen Sa.tzen Textstrukturen aufzubauen, die einen bestimmten Zweck 
erflillen. 
1m folgenden stellen wir zuerst einen schemabasierten Ansatz (TEXT, [McKeown, 
1985]) vor. Danach gehen wir auf planungsba,sierte Ansatze zul' Textgenerierung ein. 
Das System TEXT wurde zur Beantwortung von Anfl'agen libel' die Struktur einer 
Datenbank entwickelt. Ais Datenbank wurden Teile del' Datenbank des ONR (Office of 
Naval Research) liber militarische Fahrzeuge und Waffen benutzt. McKeown beschrankte 
sich dabei auf drei unterschiedliche Fragetypen: 
1. Definitionsfragen: What ist a frigate? 
2. Informationsfragen: What do you know about submarines? 
3. Fragen nach dem Unterschied zwischen zwei Objekten: What is the difference between 
an ocean escort and a cruiser? 
Flir diese Fragetypen hat sie untersllcht, wie Menschen diese Fragen beantworten. Als 
Ergebnis dieser Untersuchung stellt sie eine Menge rhetorischer Pradikate vor. Ein rhe-
torisches Priidikat klassifiziert eine Aufierung auf zwei Ebenen: es gibt den Typ einer 
Pradikation an und ihre Funktion in Dezug auf benachbarte Auf3erungen. Zwei Beispiele 
fUr rhetorische Pradikate verdeutlichen das: 
specification 
evidence 
Mary is quite heavy. She weighs 200 pounds. 
The audience recognized the difference. They started laughing 
right fTOm the very first frame of the film. 
Mithilfe dieser rhetorischen Pradikate hat sie Schemata aufgebaut, die typischerweise zur 
Beantwortung von bestimmten Fragen herangezogen werden und die Struktur einer Ant-
wort (in Paragraphenlange) beschreiben. In TEXT werden vier Schemata verwendet: Iden-
tification, Constituency, Attributive und Contmstive (Compare fj Contrast). (20) zeigt das 
Identification Schema. 
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(20) Identification (class & attribute / function) 
{Analogy / Consistency / Attribute / Renaming }* 
Particular-illustration / Evidence + 
{Amplification / Analogy / Attributive} 
{Particular-illustration / Evidence} 
Dabei sind Elemente in geschweiften Klammern optional; solche mit einem Stern konnen 
fehlen oder n mal auftreten; solche mit einem Pluszeichen treten 1 bis n mal auf; ferncr 
steht & fur eine Konjunktion und j flir eine Disjunktion von Elementen. 
Die Schemata werden den drei verschicdenen Fragetypcn zugeordnct: Definitionsfragen 
werden mit Identification und Constituency behandelt, Informationsfragen mit Attributive 
und Constituency und Fragen nach dem UnLerschied von Objekten werden mit Compare & 
Contrast beantwortet. Wann wird welches Schema ausgewa.hlt? Das Constituency-Schema 
wird gewahlt, wenn in der Datenbasis viele InformaLionen tiber die Objekte vorhanden sind, 
ansonsten wird Identification bzw. AttribliLive gewaldt. 
Die Instantiierung eines TexLschcmas geschicht in ftinf Schritten: 
l. Instantiiere das erste rhetorische Pr~i.dikat und sammIe die Propositioncn ein; wahle 
die relevanten Propositioncn auf Grund von Pokusinl'ormation aus; 
2. fuhre dies auch flir aile alternativcn Pra.dikate dllJ'ch und flige die neu cntstehenden 
Propositionen zu den bereits existierenden hinzu; wahle die relevanten Propositionen 
auf Grund von Fokusinformation aus; 
3. flihre Schritt 2 auch flir aile optionalen Propositionen aus; 
4. markiere diejenigen Propositionen, die Teil des Antworttextes sind (sie werden somit 
nicht wiederholt geauBert); 
5. ubergebe die Sequenz von Propositionen an die taktische Komponente. 
Fokusinformation wird in TEXT in zweierlei Hinsicht berticksichtigt: zum einen bei 
del' Auswahl del' Propositionen, die geauBert werden sollen, und zum anderen bei der 
Formbestimmung. Bei der Auswahl der Propositionen wird so vorgegangen, daB flir jedes 
instantiierte Pradikat den einzelnen Propositionen der Fokus mitgegeben wird. Der Fokus 
ist dabei immer das Objekt, liber das eine Aussage gema.cht wird. Um in dem obigen Algo-
rithmus die Menge der Propositionen zu ordnen, benutzt McKeown Fokusanderungsregeln, 
die auf Untersuchungen von Sidner basieren [Sidner, 1983]. 
TEXT wurde als ein Beispiel eines schemaba.sierten Ansatzes vorgestellt. Andere Sy-
steme, bei denen auch Schemata in der einen oder anderen Form eingesetzt werden, deren 
eigentlicher Schwerpunkt jedoch anderen Fragestellungen gilt, sind z.B. SEMTEXjGEO-
TEX [Rosner, 1987] und NAOS [Novak, 1987]. 
Das System KAMP (Knowledge And Modalities Planner) von Appelt [Appelt, 1985] 
verdeutlicht den planbasierten Ansatz am extremsten .. KAMP ist ein integriertes System, 
bei dem die Trennung von was-sage-ich und wie-sage-ich-es aufgegeben wird, zugunsten ei-
nes einzigen hierarchischen Planungsprozesses. Appelt geht davon aus, daB Agenten sowohl 
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physikalische als auch linguistische I-Iandilingen planen mussen, um ihre Ziele zu erreichen 
und, dafi eine Interaktion zwischen diesen beiden Handlungstypen stattfindet. Ein Beispiel 
fUr mehrere Ziele, die ein Agent mit einer einzigen A ufierung erfUllen kann, ist in der Si-
tuation gegeben, in der zwei Agenten eine Aufgabe lOs en sollen und der Sprecher auf ein 
Werkzeug deutet und sagt (21). 
(21) Use the wheelpuller to remove the flywheel. 
Damit fordert er den Harer auf, eine bestimmte Handlung auszufUhI'en und informiert ihn 
gleichzeitig daruber, mit welchem Werkzeug er vorgehen solI, unter del' Annahme, dafi er 
es nicht weifi. In KAMP werden die Uberzeugungen des Horers explizit in den Planungs-
prozefi einbezogen. 
Appelt geht von einer Hierarchie linguistischer Handlungen aus, die aus vier Ebenen be-
steht: Auf oberster Ebene sind die illokutiona,ren Akte (die kommunikativen Intentionen) 
angesiedelt, wie informieren oder auffordem. Danach kommen die Oberflachensprechakte, 
wie Aussage, Befehl oder Fmge, dann Handlungen zur Konzeptaktivierung, wie Beschrei-
ben oder auf einen Gegenstand zeigen und schlieJ3lich die Aufierungsakte, die konkreten 
grammatischen Formen. Spezifisches linguistisches Wissen wird erst auf der Ebene der 
Oberflachensprechakte bedeutsam, da sie abstrakte Reprasentationen von Satzen mit spezi-
ellen syntaktischen Stl'uktllren entha.lt. Ullt.er del' dritten Ebene, Handlungen zur J(onzep-
taktivierung, versteht Appelt folgendes: Vollzieht ein Sprecher einen Oberflachensprechakt, 
beabsichtigt er, dafi der Harer den propositionalen Gehalt del' Aufierung erkennt. Zu die-
sem Zweck mufi der Harer eine Proposition konstruieren, deren Terme Objekte bezeichnen, 
an die der Sprecher gerade denkt und auf die er mit seiner Aufierung refel'iert. Erkennt der 
Harer die Terme, so sind die entsprechenden Konzepte aktiviert. KAMP beschrankt sich 
auf die Planung von Handlungen, deren Konzepte zum gemeinsamen Wissen von Sprecher 
und Harer gehoren. Auf del' letzten Ebene werden die Handlungen zur Konzeptaktivierung 
in Aufierungsakte uberfuhrt, indem die Deskriptoren aus del' K<;>nzeptaktivierung in Form 
von Wortern und syntaktischen Strukturen realisiel't werden. 
Da Appelt das Wissen und die Uberzeugungen des Horers explizit in die Planung mit-
einbezieht, wahlte er als Reprasentationssprache Moores Modallogik, die Inferenzen uber 
Uberzeugungen (engl. beliefs) und Handlungen erlaubt und formalisiert [Moore, 1980]. Die 
Semantik der intensionalen Operatoren wird in Form moglichel' Welten axiomatisiel't. Die 
mogliche Welten Semantik del' Modallogik selbst wird mithilfe von Axiomen del' Logik 
erster Stufe dargestellt. Dadurch ergibt sich die Moglichkeit Inferenzen mit einem Theo-
rembeweiser fur die Pradikatenlogik auszll fli hren. 
KAMP plant nur einzelne Aufierllngen und keine Texte. Es stellt einen wichtigen Bei-
trag zur Formalisierung von Sprechakten dar, jedoch werden die logikbasierten Planungen 
von Texten aus Effizienzgrunden gegenwa,rtig wenig verfolgt. 
Aus del' Sicht del' Textgenerierung stellen TEXT und KAMP zwei Extrempunkte dar. 
TEXT beschreibt den Aufbau eines ganzen Textes mithilfe von Schemata und KAMP plant 
einzelne Aufierungen beginnend mit del' Intention des Sprechers. 
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3.3 Formbestimmung 
Die Form einer Aul3erung wird dul'ch zwei Aspekte bestimmt: Festlegung der syntaktischen 
Struktur eines Satzes und Festlegung der Struktur eines Textes, der aus mehreren Satzen 
besteht. 1m folgenden wenden wir uns zuerst der Textstruktur zu. 
Ein Ansatz, der seine Wurzeln in del' Textlinguistik hat und eine Verbindung von 
schema- und planbasierten Ansatzen hersl,ellt, ist die Rhetorical Structure Theory (RST) 
von Mann und Thompson [Mann und Thompson, 1988].17 
Die Grundidee bei der Entwicklung von RST, die als empirisch fundierte deskriptive 
Theorie entwickelt wurde, besteht darin, Relationen zwischen den Satzen eines Textes 
zu beschl'eiben. In der RST gibt es vier vel'schiedcne Arten von Objekten: Relationen, 
Schemata, Schemaanwendungen und St.rukturen. 
Relationen sind zwischen zwei nicltt Clberlappenden Textteilen definiel't, die Nukleus 
(N) und Satellit (S) genannt werden. Die Definition einer Relation besteht aus vier Teilen. 
Sie werden im folgenden anhand del' Rela.tion PURPOSE vel'de.utlicht: 
Definition 
1. Constraints fur N 
2. Constraints fur S 
3. Constraints fur die Kombina.tion 
von N und S 
4. Intendierter Effekt 
Beispiel PURPOSE 
N stellt eirte Halldlullg dar 
S stellt nicht vel'wirklichte Situation dar 
S stellt eine Situa.tion da.r, die durch die 
Handlung in N verwirk licht wird 
Harer erkennt, daB die Handlung in N 
initiiert wurde, urn S zu verwirklichen 
Schemata definieren den strukturellen Aufbau eines Textes. Sie bestehen aus Textteilen 
(mehreren Satzen), der Relation zwischen den Teilen und einer Spezifikation der Relation 
del' Teile zum gesamten Text. Schemaanwendungen sind nichts anderes a.ls Instanzen von 
Schemata. 
Strukturen entstehen durch wiederholte Schemaanwendungen. Ziel ist es, ein Schema zu 
finden, daB den gesamten Text uberspannt. Wenn dies gelingt, wird der Text als koharent 
angesehen. RST wurde als Methode zur Ana.lyse von Texten entwickelt. Die Definitionen 
der einzelnen Relationen verlangen vom Analysierenden ein Urteil libel' die Anwendung der 
Relation und sind nicht fur maschinelle Vel'arbeitung angelegt. Die Hauptkritik an diesem 
Ansatz betrifft daher auch die Bedeutung und die Formalisicrbarkeit del' Relationen. 
Inzwischen sind jedoch Formalisierungen dieses Ansatzes entstanden und erfolgreich 
in hierarchischen Planungssystemen eingesetzt worden. Fur die Generierung von Texten 
werden die RST-Re1ationen als Plane aufgefaBt und die Bedingungen als Beschrankungen, 
die erfi.illt sein mussen, urn den Plan zu instantiieren. Aus elementaren Planen (RST-
Relationen) kannen gral3ere Plane aufgcbaut werden. Der Planungsalgorithmus fuhrt 
groBere Plane wieder auf ihre elementaren Bestandteile zuruck und versucht, diese zu 
instantiieren, wenn die Bedingungen erfu llt sind. Als Beispiel zeigen wir hier die Formali-
sierung der oben angegebenen PURPOSE-Relation (nach [Hovy, 1988a]): 
17Einen direkten Vergleich von TEXT-Schemat.a lind RST findet man in [Mann, 1988]. 
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Constraints fur Nukleus: 
1. (BMB S H (ACTION ?act-l)) 
2.(BMB S H (ACTOR ?act-l ?agt-l)) 
Constraints ftir Satellit: 
1. (BMB S H (STATE ?state-l)) 
2.(BMB S H (GOAL ?agt-l ?state-l)) 
3.(BMB S H (RESULT ?act-l ?act-2)) 
4.(BMB S H (OBJ ?act-2 ?state-l)) 
Intendierter Effekt : 
1.(BMB S H (BEL ?agt-l (RESULT ?act-l ?state-l))) 
2.(BMB S H (PURPOSE ?act-l ?state-l)) 
Hovy benutzt Opera.toren zur Formalisierung von Sprechakten. Der Operator (BMB 
S H p) bedeutet: die Proposition P folgt aus den Uberzeugungen des Sprechers uber die 
gemeinsamen Uberzeugungen von Sprecher und Horer. (BEL S p) bedeutet: P folgt aus 
den Uberzeugungen des Sprechers. Mithi][e dieser Formalisierung konnen Sprechakte wie 
inform direkt als Plane auftreten (siehe [Moore und Paris, 1989]), da auch die Effekte auf 
den Horer modelliert werden konnen. 
Wit haben schon erwalmt, daB komplexe Plane aus einer Menge von RST-Relationen 
aufgebaut werden konnen. Dadurch erg ib t sich die · Moglichkeit, mit dem allgerrieinen 
Planungsmechanismus auch Schemata, wie sie von McKeown benutzt werden, aufzubauen 
und gleichzeitig uber die Flexibilitat des Pla.nungsansatzes zu verftigen. 
RST-Planung sol1 nun nicht als die Losung del' Probleme im Bereich Textgenerierung 
angesehen werden. I8 RST -Relationen betreffen die Beziehungen zwischen Satzen. Bei 
der Auswahl mussen aber die Einheiten, die von einem RST-Planer geeignet angeordnet 
werden, erst bestimmt werden. Ein generelles Problem bei del' Textplanung besteht darin, 
sicherzuste11en, daB die A usgabe des Planers auch syntaktisch realisierbar ist (die Kluft zwi-
schen Planergebnis und syntaktischer Form wird auch als "generation gap" bezeichnet [Me-
teer, 1990]). Wie sowohl fur die Auswahl als auch fur die anschlieBende Formbestimmung 
RST-basierte Planungsverfahren eingesetzt werden konnen, beschreiben [Dobes und Novak, 
1991J. Diese Kluft ist bei den meisten Systemen vorprogrammiert, was daran liegt, daB die 
Planung sich auf den konkreten Zustand der Welt bezieht, wie er im assertionalen Teil 
der konzeptuellen Reprasentation ausgedruckt ist, del' nicht primar fur die Verbalisierung 
entworfen wurde. Bei einer zu engen Kopplung del' konzeptue11en Reprasentation an die 
sprachliche Rea.lisierung enthebt man sich grammatischer Auswahlmoglichkeiten. Ein Aus-
weg aus diesem Problem ist eine explizite, linguistisch motiviei,te semantische Reprasen-
tation, die aus der konzeptue11en aufgebaut wird und besser fUr eine sprachliche Reali-
sierung geeignet ist (fur zwei Herangehensweisen an dieses Problem vgl. [Bateman, 1990; 
18 Fiir eine Analyse der Probleme bei cler Planung von Paragraphen siehe [Hovy, 1990b], fur Probleme 
die Anzahl der verschiedenen Relationen betreITencl [Hovy, 1990al). 
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Iordanskaja et al., 1991]). 
Die Bestimmung der Form einer AuJ3erung (d.h. welche syntaktische Struktur gewiihlt 
wird, wann koordinierte Phrasen benutzt werden, welche Wortstellung gewiihlt wird) ist 
ein wichtiges Forschungsthema. In den meisten Systemen werden zur Bestimmung der 
syntaktischen Struktur Heuristiken eingesetzt oder das Problem wird dadurch umgangen, 
daB die zugrundeliegende Wissensrepriisentation, aus der generiert wird, ereigniszentriert 
aufgebaut ist. Das bedeutet, das Genericrungssystem bekommt als elementare Einheiten 
Ereignisse, mit denen Verben und ibre zllgeborigen Rollen assoziiert sind. Daraus kann in 
einfacher Weise ein Aussagesatz formuliert werden. Komplexe Aufierungen entstehen durch 
entsprechende Verfahren zur NP-Generierllng, deren Ziel die eindelltige Kennzeichnllng von 
Objekten ist. Dieses Ziel kann zur Erzellgung restriktiver Relativsiitze flibren. 
1m TEXT-System z.B. wird del' Fokllsmechanismus, der die Auswahl steuert auch zur 
Festlegung der syntaktischen Strllktllr benlltzt. 1st z.B. die Objektrolle eines Verbs im 
Fokus, wird ein Passivsatz erzellgt, damit die Objektrolle in Sllbjektposition erzellgt werden 
kann. Bei konversen Verben (z.B . kauJen und verkauJen) stellert der Fokus die Verbwahl. 
In der systemischen Grammatik (siehe Abschnitt 3.6) wird die konkrete OberAachen-
form und die Wortwahl dllrch Merkmale gestellert, deren Werte von den Anwendungs-
program men bestimmt werden mlisseJl. In diesem Grammatikmodell wird explizit ver-
sucht, die Intention des Sprechers und die Kommunikationssituation als Einfiuf3grof3en del' 
Oberfliichenform zu repriiscntiercn. 
3.4 Sprachliche Realisierung 
In der KI sind mehrere Realisierungssysteme entstanden, deren Gemeinsamkeit darin be-
steM, daB sie Repriisentationen einer formalen Satzbeschreibungssprache in korrekt fiek-
tierte Oberfiiichensiitze liberflihren. Dabei wird davon ausgegangen, daf3 die Wortwahl 
bereits stattgefunden hat. Motiviert sind diese Systeme dadllrch, daB es durch sie moglich 
wird, Fragen der Auswahl und Textstruktur zu untersuchen, ohne auf die tatsiichliche 
Ausgabe einer korrekt fiektierten OberAa.che verzichten zu mlissen. 
Beim Entwurf des Systems MUMBLE [McDonald, 1983] lieB sich McDonald von Be-
obachtungen liber menschliches Verhalten lei ten. Sein wichtigstes Ziel ist es, der Ge-
schwindigkeit menschlicher Sprecher nabezllkommen, was in MUMBLE, zumindest flir die 
angegebenen Beispiele, allch erreicht wird. Weiterhin arbeitet das System ohne Back-
tracking, d.h., daB einmal getroffene Entscheidllngen zur Realisierung interner Strukturen 
durch Sprache nicht mehr zuruckgenommen werden konnen, sondern nur durch weitere 
sprachliche AuBerungen erweiterbar sind. Dieses Determinismusprinzip hilft ihm, den Ver-
arbeitungsaufwand zur Erzeugung einer Auf3erung gering zu halten. 
MUMBLE geht von einer Datenstrllktur, der sog. message, aus, die ein Anwendllngs-
programm (ein Experte in einer Domane) ohne sprachliches Wissen erzeugt hat. Es wird 
gefordert, daB die messages disambiglliert sinc1. 19 MUMBLE besteht aus einem Lexikon 
19Die Ebene der message entspricht der praverbalen 13edeutungsstruktur, die im Abschnitt 2 vorgestellt 
worden ist. 
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und einer linguistischen J(omponente. Das Lexikon ist domanenabhangig und enthalt In-
formationen daruber, wie messages zu interpretieren sind, insbesondere, welche Worter 
benutzt werden sollen. 
Der Generierungsprozefi ist zweistufig. In der ersten Phase wird aus der message ein 
Syntaxbaum aufgebaut, der die Struktur des Oberfliichensatzes reprasentiert . In der zwei-
ten Stufe wird dieser Baum von links nach rechts traversiert, wobei die kategorialen Blatter 
des Baumes rekursiv durch Lexikoneintdige ersetzt werden und somit die Oberflachenstruk-
tur erzeugt wird. Als Seiteneffekt der Abarbeitung des Baumes werden ein grammatischer 
Kontext aufgebaut und eine Liste der Diskurselemente erstellt, die zur Erzeugung von 
Anaphern notwendig ist, und es werden grammatische Restriktionen propagiert. 
Eine Erweiterung, MUMBLE-86 [Meteel: et o.l., 1987], erleichtert den Zugang zu unter-
schiedlichen Anwendungsprogrammen durch eine Schnittstelle, an del' fUr jede zu erzeu-
gende .Aufierung folgende Information erwartet werden: 
• Die Abbildung jeder zu generierenden Einheit auf die zu erzeugende Struktur; 
• die funktionalen Beziehungen zwischen den Einheiten z.B. Pradikation, Head, item 
Modifikator, Thema, etc., die die Organisation der Einheit im Text einschranken; 
• die konkreten Worter. 
Damit obliegt allerdings dem Benutzer, die moglichen syntaktischen Strukturen zu 
kennen und die Abbildungsvorschriften von Konzepten seiner Wissensreprasentation in 
Worter festzulegen. 
Das modulare und anpafibare System SUTRA (Surface Transformations) [Busemann, 
1988], das speziell fUr die deutsche Sprache entwickelt wurde, geht von Satzreprasentatio-
nen aus, die durch einen vorgeschalteten beliebigen Verbalisierungsprozefi erzeugt werden. 
Zur Verbalisierung zahlen Wortwahl, Wahl der Kennzeichnung, der Verbzeit, von Aktiv 
bzw. Passiv, des Satzmodus etc. Die Ausgangsstruktllr von SUTRA wird in der Reprasen-
tationssprache VS (Verbalisierte S trll k t ur) dargestell t, deren Syntaxdefini tion direkt zur 
Verarbeitung herangezogen wird. VS-A usdrlicke enthalten folgende Information: 
• aIle Wortstamme 
• Genus, Modus und Tempus des Verbs 
• thematische Rolle oder syntaktische Funktion eines Satzglieds 
• Numerus der Nominalphrase 
• Formulierung von Satzgliedern als Personal- oder Relativpronomen 
• Komparation bei Acljektiven 
• ggf. Elision von Satzgliedern 
• ggf. Elision des Nomens einer Nominalphrase. 
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Urn eine Ausgangsstruktur In elllcn OberOa.chensatz zu transformieren, werden drei 
Wissensquellen benutzt: 
• ein Wortlexikon 
• eine Menge von Regeln zur Satzgliedstellung, sowie 
• Flexionsparadigmen . 
SUTRA wurde im Dialogsystem HAM-ANS und in anderen Systemen eingesetzt. Eine 
Erweiterung des Leistungsumfangs erfolgte im System FREGE, das objektorientiert im-
plementiert wurde [Emele, 1987]. 
MUMBLE-86, SUTRA und FREGE sind Front-End-Genel'atol'en, die von volisUindig 
spezifizierten Eingabestruktul'en ausgclten. MUMBLE untel'scheidet sich von den ande-
ren Systemen VOl' allem dadurch, daB cs keine linguistisch motivierten Eingabestrukturen 
voraussetzt. Daflir ist del' Anpassungsaufwand des Lexikons sehr hoch. Durch allgemein 
gehaltene Schnittstellen wie VS kann eine weitestgehende Unabhangigkeit von vorzuschal-
tendenen Generierungskomponenten sowie von Anwendungsprogl'ammen erzielt werden. 
Keiner der obigen Generatoren verfligt libel' eine linguistisch fundierte Grammatik wie 
z.B. LFG, HPSG oder GPSG. Die jeweiligen Gra.mmatiken sind prozedural kodiert und 
erheben keinen theoretischen Anspruch. Die Implementation der Systeme begann auch vor 
der Entwicklung dieser Grammatiktheorien. 
3.5 Wortwahl 
Die Wahl von Inhaltswortern (eng!. open class words), bei der es sich um Abbildungen kon-
zeptueller Strukturen auf lexikalische Semantik handelt, lauft beim Menschen mit extremer 
Geschwindigkeit ab. 1m Durchschnitt auBern Menschen ca. 150 Worter pro Minute, wobei 
diese Geschwindigkeit unter Zeitdruck verdoppelt werden kann. Vermutlich gibt es keinen 
anderen kognitiven ProzeB mit einer soleh hohen Entscheidungsrate. Erstaunlich ist auch, 
daB diese Rate liber lange Zeit gehalten werden kann und der ProzeB anscheinend sehr 
genau ist. Es wird angenommen, daB dieser schnelle Zugriff nur durch parallele Prozesse 
geleistet werden kann. Psycholinguistische Ergebnisse und theoretische Ansatze werden in 
[Levelt, 1989, Kap. 6] zusammengefaBt. 
Dieser Abschnitt befaBt sich mit del' Frage, nach welehen Kriterien und mit welchen 
Verfahren ein Generierungssystem Lexeme auswa.hlen konnte, um eine gegebene Bedeutung 
in geschriebener Sprache zu verbalisieren. Dei allen Theorien der Wortwahl (eng!. lexical 
choice) muB das f{ onvergenzproblem gelost werden: es wird stets eine Entscheidung fUr 
genau eine Alternative getroffen. Wir unterscheiden folgende Aspekte der Wortwahl: 
Definite Kennzeichnungen, Proformen: Mit welch en Wort ern kann ein Ereignis oder 
Objekt beschrieben werden, so daB es flir den Horer eindeutig identifizierbar ist? 
Wann ist die Verwendung von Proformen angemessen? (Hierauf wurde in Abschnitt-
2 (S. 15ff) berei ts ei ngegangen.) 
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Soziale Bewertungen: Welche AssoziaLionen ruft die Verwendung eines Wortes beim 
Horer hervor? Am Unterschied zwischen Putzjrau und Raumpflegerin lassen sich 
Bewertungen und deren Konventiona.lisierung ersehen. 
Kollokationen: Welche Kookkurrenzbeschrankungen zwischen Wortern sind zu beruck-
sichtigen? 
Wahl von Inhaltswortern (engl. open class words): 1st ein bestimmtes Transferereignis 
(Waren gegen Geld) durch verkaujen, bezahlen, ka1Ljen odeI' einnehmen am besten zu 
beschreiben? Kennzeichnet man ein bestimmtes Lebewesen z.B. als /(nolienbZiitte1'-
piZz, gijtigen Pilz oder einfach als Pilz? 
Wir gehen im folgenden zunachst auf Kollokationen und danach auf die Wahl von In-
haltswortern ein. Kollokationen sind rein lexikalische Relationen zwischen einer Basis und 
einem Kollokator, wobei die Basis die Wahl des Kollokators beschrankt. Welche Kollokato-
ren moglich sind, wird in den Lexikoneintri:i.gen del' Basis mithilfe lexikalischer Funktionen 
(vgl. etwa [Iordanskaja et 0,1., 1991]) dargcstellt. In (22) beschrankt das Nomen als Basis 
das Verb; solI das Verb zuerst festgelegt werden, ist zu beachten, ob es als Kollokator fun-
gieren kann, falls eines seiner Argumente die Basis einer Kollokation ist. 
(22) Plane schmieden - Vorhaben * schmieelen 
Dieser Ansatz unterscheidet sich von dem im System DIOGENES [Nirenburg und Niren-
burg, 1988] durch die explizite Trennung von Basis und Kollokator. In DIOGENES kann 
andererseits del' lexikalische Kopf (z.B. elas Verb) unabhangig von der Realisierung seiner 
Komplemente bestimmt werden. 
Wir skizzieren nun die wichtigstell Techniken flir die Bestimmung von Inhaltswortern. 
Zwar wird in vielen Generiel'ungssystemen konzeptuelles Wiss'en benutzt; die Modellie-
rungskriterien fur dieses Wissen sind abel' unterschiedlich. Von einem theoretischen Stand-
punkt aus kann man das konzeptuelle Wissen anhand einel' TheOl'ie mentaler Kategorien 
hierarchisch darstellen. Anstelle diesel' theoretischen Sicht tritt in del' Praxis gewohnlich 
eine am Zweck des jeweiligen Systems (u. U. ist dies gerade Verarbei tung von NL) orien-
tierte Modellierungsweise. Es ist offensichtlich, da.J3 die jeweilige Aufgabenstellung bei del' 
Wahl von Inhaltswortern von del' jeweiligen Struktur des konzeptuellen Wissens abhangt. 20 
Direkte Ersetzung: Diese oft verwenclet.e Technik geht von einer Konzeptrepriisentation 
aus, die eine eineindeutige Beziehung zu Lexemen gestattet (s.o.). Fur ein gegebenes 
Konzept (z.B. PILZ) ist das Lexem (Pilz) eincleutig bestimmbar. Diesel' Ansatz 
umgeht eigentlich das Wortwahlproblell1. 
Strukturersetzung: In der semantischen Ausgangsstruktur werden Teilstrukturen ge-
sucht, die mit lexikalischen Einheiten in bestimmter Hinsicht ubereinstimmen, und 
die gefundenen Lexeme ersetzen die Teilstruktul'en. Das Verfahren ist beendet, wenn 
aIle Elemente der Ausgangsstruktur dul'ch lexikalische Einheiten ersetzt sind. 
20Zur Modellierung der Wissensbasis im LlLOG-System siehe den Erfa.hrungsbericht von [Klose et al., 
1992]. 
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Klassifikation: Das Ziel ist, das Lexem zu tinden, das dem zu verba.lisierenden Konzept 
am nachsten kommt. Bekannt sind Entscheidungsbaume [Goldman, 1975], in denen 
die moglichen Verbalisierungen eines Konzepts (z.B. INGEST) an den Blattknoten 
kodiert sind. Je nach Belegung verschiedener Merkmale der Rollenfuller (Etwa: 1st 
Agens ein Mensch? 1st del' Aggregatzllstano von Patiens "fhissig"?) erha.lt man 
unterschied liche Lexeme (z.13. essen/fressen, t'l'inken/sauJen, atmen). 
Strukturersetzung und Klassifikation konncn kombiniert werden, indem man die Klassifi-
kationstechnik bei der Suche innerhalb des Strukturersetzungsverfahrens verwendet. Aile 
vorgestellten Verfahren berucksichtigen nicht, daB die Wahl von Inhaltswortern nicht nur 
yom propositionalen Gehalt der semant ischen Reprasentation abhangt, sondern auch von 
dem vermuteten Wissen des Horers, den Zielcn des Sprechers, clem T\ontext unci clen Kon-
versationsmaximen. 
Betrachten wir naher, wie diese Faktoren die Wortwahl bceinnllssen. Um ein Objekt 
KBP-2 mit dem Ziel zu beschreiben, clas Obj ekt a lsgefahrli chen Pilz zu kennzeichnen, 
stehen dem Sprecher verschiedene Alternativen zu r Verfi.igung. Sie ergeben sich aus dem 
Konzept des Objekts, KBP , und seinen Oberbegrirren, etwa PILZ und GIFTIGES-OBJEKT, 
sowie den diesen Konzepten assozi iert.en \N ortern (z.13. Knollenblii tterp£lz, Pilz, giJlig). 
Der Sprecher kann also KBP-2 z.D. wie in (23) oder wie in (24) kennzeichnen. Die Ange-
messenheit del' ersten Moglichkeit h~ingt davon ab, ob del' Sprecher glaubt, daB del' Horer 
KnollenbHitterpilze als gift ig klassifiziert. Glaubt der Sprecher dies nicht, wi.irde er mit (23) 
sein Ziel nicht en'eichen und muf3te aliI' (24) zu ruckgreifen. Glaubt er es abel', so muB er 
moglicherweise (23) verwenden, um falsche konversa.tiona.le Implikat uren [Grice, 1975] zu 
vermeiden: Del' Horer fo lgert vielleicht (ab ha,ngig yom Kontext), daB KBP-2 kein Knol-
lenblatterpilz ist, denn sonst ha,tte del' Sprecher ihn als solchen gekennzeichnet . Grund-
legende Vorschlage fur eine Operationalisierung diesel' Inferenzen nnden sich bei [Reiter, 
1990]. 
(23) Da ist ein Knollenblatterpilz, 
(24) Da ist ein giftiger Pilz. 
(25) Da steht ein Pilz. 
Bei einem anderen Sprecherziel, etwa dem, den Horer auf KBP-2 aufmerksam zu machen, 
erscheint keine der beiden obigen Varianten optimal Naheliegend ware eine AuBerung wie 
(25), bei der der Oberbegriff PILZ verbalisiert wurde. Psychologische Untersuchungen ha-
ben gezeigt, daB Menschen oft Worter verwenden, die a uf Basislevel-Kategorien (eng!. basic 
level classes) verweisen [Rosch, 1978]. 13asisJeveJ-Kategorien werden von Kindern fruh ge-
lernt, auf sie reagieren Menschen in Reaktionszeit-Experimenten am schnellsten und sie 
werden von Menschen in "Nullkontexten" verba.lisiert. In unserem Beispiel ist PILZ die 
speziellste Basislevel-Kategorie, nicht abel' KBP . 
Weitere Kontextinformation, libel' Thema und Fokus, geht in die Wortwahl ein. Ein 
Autokauf etwa kann durch lexikalisch konverse Verben beschrieben werden (26)-(29). Bei 
allen Verben konnen samtliche Mitspieler am Autokauf (Kaufer, Verkaufer, Auto, Geld) 
verbalisiert werden, aber nicht aile sind obligatorisch. Auch wenn ein Mitspieler nicht 
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verbalisiert wird, kann seine Existenz im beschriebenen Ereigilis gefolgert werden. Die 
Verben bringen unterschiedliche Mitspieler in Perspektive. Die Verbbestimmung muil also 
berucksichtigen, welche Objekte im Diskurs in Perspektive sind. [Jacobs, 1987] zeigt, wie 
in diesem Zusammenhang lexikalisches und konzeptuelles Wissen in ein- und demselben 
Wissensreprasentationsformalismus aufeinander bezogen werden kann. 
(26) Hans hat ein Auto von Peter fur 800 DM gekauft. 
(27) Peter hat ein Auto an Hans fur 800 DM verkauft. 
(28) Hans hat 800 DM fUr ein Auto all Peter gezahlt. 
(29) Peter hat 800 DM fur ein Auto von Peter eingenomrnen. 
Kontextwissen wird ebenfalls fur die Wa.hl VOll Dimensionsadjektiven erforderlich. AI-
lein aufgrund der definitorischen Merkma.le der Dimensionen etwa einer Stange kann man 
deren Maximale nicht beschreiben. Ob (30) oder (31) angemessen ist, hangt von ihrer 
kontextuell gegebenen Lage ab; nul' wenn die Stange au fl'echt steht, kann man (30) sagen . 
(30) Die Stange ist 10 m hoch. 
(31) Die Stange ist 10 m lang. 
[Lang et al., 1991] schlagen eine zweistufige propositionale semantische Reprasentation vor, 
bei der sprachunabhangige konzeptuelle und lexikalisch-semantische Entitaten aufeinan-
der bezogen werden. U.a. werden die konzeptuellen Mel'kmale von raumlichen Objekten 
(STANGE hat eine maxima.le Achse) mit lexikali schen Restl'iktionen der Dimensionsadjektive 
kombiniert (hoch verlangt eine vel'tika.le Orientierung del' maximalen Achse, lang nicht). 
In die Auswahl von Dimensionsadjektiven geht ebenfalls die raumliche Lokalisierung 
des Sprechel's ein. Dies trifft ebenso fur riiumliche Pra,positionen zu. (32) ist mehrdeutig: 
in seiner deiktischen Lesal't ist die Relation zum Sprecher odeI' Horer ausschlaggebend, in 
der intrinsischen Lesart die ausgezeichnet.c Seite des Referenzobjekts (hier: die Frontseite 
des Autos). Der Gebrauch raumlicher Prapositionen wurde im System CITYTOUR un-
tersucht; den theoretischen Hintergrund und die Realisierung im System beschreibt [Retz-
Schmidt, 1988]. 
(32) Der Ball ist vor dem Auto. 
Wir wollen abschlieBend erwa,hnen, da.B Wortwahl von anderen Entscheidungen abhangt. 
[Dan10s, 1987, Kap. 3] zeigt den Zusamrnenhang mit der Reihenfolge der Informationsprasen-
tation, der Satzsegmentierung und del' Verwendung von Aktiv bzw. Passiv. Die Stellung 
eines Wortwahlsystems im Generierungsprozeil ist derzeit kontrovers. 
3.6 Systemische Grammatik 
Viele Beispiele zeigen, daB die Bestimmung der Form nicht unabhangig von der Bestim-
mung des Inhalts einer Aui3erung gesehen werden kann. Auch die oben erwahnten mo-
dernen linguistisch fundierten Grammatiktheorien gehen von einer eindeutigen semanti-
schen Reprasentation del' A uilerung aus, del' logi schen Form, und erzeugen daraus einen 
OberfHichensatz. Pragmatische Merkmalc werden derzeit nicht berucksichtigt, wie z.B. die 
Tatsache, daB ein Sprecher, der Untergebener des Horers ist, eine Aufforderung eher als 
Bitte denn als Befehl auf3ert. Ein im Bereich Sprachgenerierung sehr einfluBreiches Gram-
clause 
_
__ [ positive 
POLARITY 
negative 
_
____ [ imperat ive 
MOOD 
TYPE 
indi cative 
_
__ [ declarative 
INDIC. 
TYPE 
i nlerrogati ve 
INTER. [ wh-
--TYPE 
polarity 
Abbildung 6: Ein Tcil des Modus Netzwerkes 
matikmodell ist die systemische Grallllllatik [Halliday, 198.5J. Diese Grammatik beruht 
nicht auf der Mathematik oder der forlllalen Logik sondern auf der Anthropologie und 
Soziologie. Ihre Entwicklung wurde weniger c1urch fragen der Grammatikalitat oder des 
Erwerbs linguistischer Kompetenz vorangetrieben, sondern durch die Frage nach der Funk-
tion von Sprache als sozialer Aktivita.t: Was si'nd die sozialen Funklionen von Sprache? 
und Wie erfiillt Sprache diese sozialen F1lnklionen? 
In der systemischen Grammatik gibt es fUr die drei grundlegenden sprachlichen Mit-
tel, Bedeutung zu konstruieren, verschiedene Ebenen del' Beschreibung: Klassifikation 
(z.B. Wortart), Gruppierung (z.B. Wortsequenzen zu Konstituenten), Funktion (z.B. Be-
ziehung von Elementen untereinander). Mit c1iesen Beschreibungsmitteln wird Sprache 
entlang verschiedener Dimensionen beschrieben: del' Erfahrung/Erfassung der Welt (expe-
riential), del' logischen Zusammenhi:i.nge (logi cal), del' person ellen Beziehungen (interperso-
nal) und der textuellen Beziehungen (textual). Diese Dimensionen werden durch abstrakte 
Merkmale beschrieben und eine OberOa,chen form ist das Ergebnis del' A uswahl aus diesen 
abstrakten funktionalen Merkmalen. 
Systemische Grammatiken werden durch Systemnetzwerke reprasentiert, die Merkmale 
und ihre moglichen Werte, sowie konjllnktive (geschweifte Klammer) oder disjunktive 
Verkniipfungen (das U mi t dem Pfeil) darsl.ellcn (siehe Abb. 6). Ein Satz wird z.B. dadurch 
bestimmt, daB sowohl ein Wert fur die Polflriliil a ls auch ein Wert fur den Modus angegeben 
wird. Polaritiil kann die Werte posiliv, negaliv annehmen und Modus die Werte imperaliv, 
indikativ. Fur jeweils einen diesel' \Velte n1uf3 man sich entscheiden. Die Grammatikalitat 
einer A.uBerung wird durch das Traversieren derartiger Netzwerke sichergestellt, die del' 
Mel'kmalsauswahl dienen. 
In der systemischen Linguistik wurde von vornherein vel'sucht, aile Aspekte, die fur die 
Erzeugung einer A.ufierung von Bedeutung sind, mithilfe von Merkmalen und ihren mogli-
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chen Werten zu beschreiben. Eine sehr groRe Grarnmatik des Englischen ist die NIGEL 
Grammatik, die am Information Sciences Institute entwickelt wurde und im PENMAN 
Generierungssystem eingesetzt wird [MaLLhiessen, 1985J. Die Generierung folgt dem gram-
matikgetriebenen Ansatz, d.h. eine AuRerung entsteht als Seiteneffekt der Traversierung 
der systemischen Netzwerke. Die Werte der einzelnen Merkmale werden von der Umgebung 
bestimmt. Wenn z.B. entschieden werden muJ3, ob der Wert des Merkmals Modus impera-
tiv odeI' indikativ ist, so wird eine An[rage an die semantische Repriisentation gestellt, ob 
es sich urn einen Befehl handelt oder nicld,. Fur jedes Auswahlsystem sind derartige Aus-
wahlpradikate definiert, die Tests anhalld des Ilintergrundprogramms durchfuhren, urn 
die Merkmalswerte zu bestimmen. Wellil ein solches Priidikat zwischen definitem und 
indefinitem Artikel wahlen muR, wircl gdragL, ob c1er Kopf del' NP auf ein generisches 
oder ein individuelles Konzept der Wisscnsbasis verweist und ob das Diskursrnodell zeigt, 
daJ3 das Objekt bereits vorerwaJmL isL. Diese Art del' l\'Ierkmalsbestimmung wird "in-
quiry semantics" genannt und ermoglicht es del' Gra.mmatik, mit den \Vissensquellen des 
Hintergrundprogramms zu kommunizieren. 
Den vier Dimensionen systemischer Ucschreibung cntsprecben vcrschicdene Wissens-
quellen eines sprachverarbeitenden Systems: 
experiential - Welt-, Hintergrundwissell 
logical - semantische RcpriiscnLaLion 
interpersonal - DiskLlrs-, Benutzcrmodcll 
textual - TextstrukLurregcln 
1m System PENMAN ist das WelLwisscn und die semantische Repriisentation in KL-
ONE bzw. einer Erweiterung (LOOM) e!argesLellt und die inquiry semantics vennittdt 
zwischen Grammatik und del' Wissensrepr~l.selltaLion. Insgesamt zeichnen sich systemische 
Grammatiken durch eine holistische Siehl, allf Sprache aus, wie sie von anderen Gramma-
tikmoclellen (noch?) nicht geteilt wire!. 
4 Generierung mit modernen Grammatikformalis-
men 
Die linguistischen Syntaxtheorien del' frCthcn AchLziger Jahre leiteten 13estrebungen zu ihrer 
Modularisierung und zu ihrer Unabh~l,ngigkeit von Verarbeitungsstrategien ein. 
M odularis ie rung: Die deskriptive DefiniLionsweise del' Linguistik spiegclt sich in einer 
deklarativen Repriisentationsweise von sprachlicbem Wissen wider. Kontrollwissen 
(Parsing, Generierung), linguistiscber Formalismus und Grammatik sollten vonein-
ander getrennt definiert sein. Dies stellt eine Voraussetzung fur den Austausch von 
Grammatiken dar, ohne die KonLrollsLrategie zu veriindern . Dies ermoglicht u.a. mul-
tilinguale Generierung, indem dasse lbe Vcrfahren mit Grammatiken hir Fragmente 
verschiedener Sprachen verwenclet wircl. 
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Bidirektionalitat: Generierung und Parsing sollten mit demselben Jinguistischen For-
malismus und derselben Grammatik realisiert werden konnen. Neben psycholingui-
stischen Argumenten sprechen okonomische Gesichtspunkte gegen eine Duplizierung 
des grammatischen Wissens in einem NL Syst<'m. Damit die Grammatik bidirek-
tional verwendbar ist , muf3 sie modular im obigen Sinne scin. Man nennt sie dann 
oft reversibel oder non-direktional. Eine reversible Grammatik beschreibt genau die 
in einer naturlichen Sprache zulassigen syntaktischen Strukturen und die ihnen zu-
geordneten Bedeutungen. Eine weitergehende Frage ist, ob allch die Verfahren sich 
als Parametrisi erllngen eines f'im;igcn, bidirektionalen Kontrollmechanismus effiz ient 
beschreiben lassen. 
Effizienz: Zu einem Formalismus werden laufzeitefTiziente Verarbeitungsstrategicn gc-
sucht. Entscheidenden Einfluf3 ubt die Formlllicrung der Grammatiken ails. In den 
meisten Fiillen erweist sich die dirckte Interpretation einer grof3ercn, nach linguisti-
schen Kriterien form ulierten Grammatik als zu allfwendig. Daher werden die Gram-
matikcn in dC'l' Vorv('rari>ci t. llllp; so komrilicrt., daB sie fur g<'gcbene Verfahren opti-
mal verarbeitet werden konnen . Dies ergibt unterschiedliche Objektgrammatiken fiir 
Parser und Generator, wobei die jeweils zllgrundeliegenden linguisti sc.h mot.ivicrtcn 
Grammatiken identisch sein konnen. 
1m folgenden befasscn wir uns mit Gencricrungsverfahrcn fur sehr vcrschiedcnc Gramma-
tikformalismen. Gegenwiirtig stehen constraintbasie rte Ansiitze im Mittelpunkt der For-
schung und unter ihnen bildet die Head-Driven Phrase Structure Grammar (IIPSG) eincn 
Schwerpunkt. Mit der Entwicklung von HPSG [Pollard und Sag, 1987] verstiirkt sich der 
bereits mit LFG vorhandene Trend zu lex ikonzent rierten Theorien. Die meiste Inform at ion 
wird in den Lexikoneintriigen kodiert, wiihrend nur wenige Phrasenstrukturregeln verblei-
ben (HPSG sieht vier fur das Englische vor). Lexikonzentrierte Theorien beruhen auf einer 
integrierten Semantikdarstellung (zu getrennter vs. integrierter S<'mantik vgl. 5.3). 
Aile diese linguistischen Formalismen beschreiben die Syntax und ggf. eine oberOiichen-
nahe Semantik fiir NL Siitze. Die Generatoren konnen som it die Funktion der Realisie-
rungskomponente in einem umfassenderen Generierungssystem ausfUllen. 
Die Implementat ion als constraintbasiertes System ist nicht an dicse durch linguistische 
Theorien induzierte Grenze gebunden; vielmehr wird neuerd ings versllcht, constraintba-
sierte Ansiitze allch nir sf'lllantischc lind pragmatischc Prozesse Zll entwickeln. 
1m folgendell Abschllitt 4.1 wird illkrementelle Realisierung (mit Daumadjunktions-
grammatiken und Segmentgrammatiken) skizziert. Danach gehen wir in Abschnitt 4.2 
ausfUhrlich auf Generierung von GPSG-Strukturen aus e iner getrennten Semantikdarstel-
lung ein. Zwei weitere Abschnitte befassen sich mit integrierten Semantikdarstellungen; 
4.3 beschreibt Generierung aus f-Strukturen in LFG und 4.4 die Steuerung durch den "se-
mantischen Kopf", die u.a fUr HPSG eingesetzt wird. Wir schlieBen mit einer Betrachtung 
uber bidirektionale Verfahren (Abschnitt 4.5). 
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a. b. c. 
S 
s /~ 
/~ NP NP VP 
NP VP /"'" /'" I I I Det NP Det NP V 
N V J, 
Abbildung 7: Initialer Ballm (a), auxiliarer Ballm (b) und Adjunktion beider (e). 
4.1 Inkrementelle Generierung mit Baumadjunktionsgramma-
tiken (TAG) 
Baumadjunktionsgrammatiken (eng!. Tree Adjoining Grammars (TAG)) waren lIrsprung-
lieh nieht als eine linguistisehe TheOl'ie, SO il del'll als e in Formalismus zur Baumerzellgung 
gedaeht. Viele formale und lingllist iseh releva.llte Eigensehaften wurden inzwisehen unter-
sueht und in unterseh iedliehen Dialekten von TAGs implementiert (einen Uberbliek gibt 
etwa [Joshi, 1986]). 
Bei TAGs unterseheidet man zwei Mengen von elementa1'en Baumen, initiale und auxi-
liare Baume. Initiate Ballme konnen a.ls konLextfreie Ableitungsbaume aufgefaf3t werden. 
Auxiliare Baume haben als Wurzel ein NonLerminal X, das aueh an einer Toehter, dem 
Fuf3knoten, vorkommt. Sie konnen in einen iniLi alen oder abgeleiteten Baum T eingesetzt 
werden, indem ein Nonterminal X in T ersetzt wird. Diese Operation heiJ3t Adjunktion; 
vgl. Abb . 7. Um Endlosrekursionen zu vermeiden, mussen auxiliare Baume mindestens ein 
Terminalsymbol einfUhren. 
Infolge der Adj llnktionsoperation ist TA G sehwaeh kontextsensi tiv, was als angemessen 
zur Besehreibung von NL gilt. 
Linguistiseh motiviert ist die Ein[i.ihrllng von Merkmalsllnifikation in TAG. Dies erleieh-
tert die Darstellung z.B. von Kongruenzphiinomenen. Bei Adjunktion mussen Wurzel und 
FuJ3 des auxiliaren Baumes bezuglieh del' vorher bestehenden Kospezifikationen unifizieren. 
Die Sehwierigkeit besteht darin, unerwllnschte FehlsehUige von Unifikationen innerhalb des 
adjungierten auxiliaren Baumes Zll vermeiden. 
Analog zu GPSG wird zur flexiblen Dehandlung von Wortstellung mit Varianten des 
ID/LP-Konzepts21 experimentiert. Ferner werden oft lexikalisie1'le TAGs benutzt, bei 
denen aIle elementaren Baume mindestens ein Terminalsymbol, den lexikalisehen Head, 
einfuhren. Dadureh, daJ3 in TAG element.are Baume eine Tiefe groJ3er als 1 haben durfen, 
21 Darunter wird die Aufteilung der in kontexLfre ien Regeln enthaltenen Information auf zwei verschiedene 
Regelarten verstanden: ID-Regeln (ID = immediate dominance) driicken die Dominanzbeziehung zwischen 
der Mutter und den Tochtern aus; di e LP-A llssagen (LP = linear precedence) definieren die grammatisch 
zuliissigen Abfolgen der Tochter, 
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Abbildung 8: Konkatenation (a) und Gabelung (b) in Segmentgrammatiken. 
lassen sieh manebe spraehliehen Hegu lari Ul.ten dureh einen e inzigen Ballin darstellen (z.D. 
Verb mit allen subkategol'isierten I\onstitllcntcn). Dies ist komp'aktel' als etwa bei Biiumen 
aufgrund von kontextfreien Phrasenstrukt.ur- Regeln, nihrt aber zu Redundanz im Lexikon, 
faUs die Biiume direkt kodiert werden. 
Eine weitgehend redundanzfreie lexikalisehe Reprasentation in einem hierarehiseh struk-
turierten Lexikon mit Vererbung wi.irde eine Segmentation elementarer Bii,ume in gemein-
same und untersehiedliche Anteile erfordern. 1m unifikationsbasierten Formalismus der 
Segmentgrammatik [Kempen, 19S7a; De Smedt, 1990] werden solche Segmente in del' Form 
unarer lokale r Baume (lokal h e i13L: del' Tide L) a.ls Da,s isclcmente angcseLzL Sic bcstchen 
aus einer Wurzel- und einer Fu13kategorie sm-vic aus ei ll er beide verb indenden Relation. Seg-
mente werden auf zwei Arten m iteinandcr kombiniert (vg l. A bb. 8): durch Konkatenation 
(Unifikation des Funes des einen mit del' Wurzel des andcrn Segments) und Gabelung (eng!. 
furcation, Unifikation beider Wurzeln). Subkategorisierungsinformation wird dureh kom-
plexe Ausdrueke im Lexikon dargestellt, die die Gabclung entspreehender Segmenttypen 
verlangen. 
Segmentgrammatiken werden fur inkrcmentelle Realisierungsverfahren eingesetzt [De 
Smedt, 1990], desgleiehen unifikationsbasierte, lexikali sierte ID /LP-TAGs [Harbusch et ai., 
1991]. Die Verfahren kannen in eine Kaskade versebiedener Generierungskomponenten 
nach der Inhaltsplanung und dem Textdesign als dritte Sture integriert werden. Zum 
Vergleieh von Segmentgra.mmatiken mit TAGs siehe [De Smedt~ 1990, S. 51ff]. 
Als Eingabe fur die Realisierung mit TAGs werden Lemmata (z.B. Pete?', Ma7'ia, he/-
fen) und funktionale Beziehungen zwischen ihnen (z.B. agens(helfen) = Peter) erwarteL 
Infolge del' Lexikalisierung ist es unmittelbal' maglieh, zu jedem eintreffenden Lemma die 
Menge initialer Biiume zuzuordnen, die das entsprechende Lexem als lexi kalisehen Kopf 
besitzen. Die partiellen St ruktu ren werden miteinander kombiniert, wobei Rea.lisierungen 
weiterer Lemmata dureh Adjunktion eingefugt werden. Die resultierenden Strukturen wer-
den danaeh dureh LP-Regeln geordnet. Absehlief3end werden die Terminalsymbole dureh 
eine Flexionskomponente flektiert und ausgegeben . Kombination, Anordnung und Flexion 
laufen ebenfalls inkrementell ab o 
1m Untersehied hierzu besehreiben [McDonald und Pustejovsky, 1985] eine Verzahnung 
von Entseheidungs- und Realisierungsprozessen, indem sie, wie bei MUMBLE, deter mini-
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stische Generierung zugrundelegen, die aussch li e13lich durch die Eingabestruktur gesteuert 
wird (Emgl. message-driven). Die Eingabestruktur spezifiziert u.a. rhetorische und prag-
matische Kriterien, nach denen del' Generator uber die Formulierungen aus einer Menge 
semantisch aquivalenter Alternativen entscheidet. Er bestimmt, an welchen zulassigen 
Expansionsstellen (engl. attachment points) der syntaktischen Struktur wei teres Material 
eingefugt werden soil. Dort leitet er eine geeignete Adjunktionsoperation ein . 
Lexikalisierte TAGs sind fur inkrementelle Generierung gut geeignet. Die lexikalische 
Information wird bei Zugriff in die syntaktische Struktur integriert, da wei teres Material 
ggf. durch Adjunktion "zwischengeschoben" werden kann. Durch die relativ komplexen 
elementaren Baume werden oft genugend Constraints flir die deterministische Ausfuhrung 
nachfolgender Schri t te erzeugt. 
4.2 Generalisierte Phrasenstruktur-Grammatiken (G PSG) 
GPSG ist keine lexikonzentrierte Theorie. 1m Mittelpunkt steht die Definition eines zulassi-
gen kontextfreien Ableitungsbaums. Eine Vielzahl unterschiedlicher Komponenten wirken 
gemeinsam, indem sie die Zulassigkeit lokaler Da,ume beschranken. Die von einer GPS-
Grammatik beschriebenen Satze sind diejenigen, zu denen Ableitungsbaume aus zulassigen 
lokalen Baumen zusammengesetzt werden konnen. Mit GPSG wurde zum ersten Mal del' 
Versuch unternommen, die Regelformate lind die ElTekte von Regeln eines Grammatikfor-
malismus streng formalund deklarativ zu definieren [Gazdar et ai., 1985]. Wir skizzieren 
im folgenden die Wirkungsweise von einigen GPSG-Komponenten. 
Zu den Komponenten in GPSG zahlen ID-Regeln und LP-Aussagen. Ein Lexikon-
eintrag la13t sich als unare Regel auffassen, deren rechte Seite aus einem Terminalsymbol 
besteht. Jeder zulassige lokale Baum ist durcb einen Lexikoneintrag odeI' eine ID-Regel 
projiziert (d.h. er enthalt mindestens ebensovie l Information wie diese). Knotenbezeichner 
sind kompiexe J(ategorien, d.h. Mengen ails Merkmal-Wert-Paaren, wobei Werte wiederum 
komplexe Kategorien sein durfen (auf dicse Weise kann Information tiber andere Katego-
rien dargestellt werden).22 Zulassige loka.le 13allme gehorchen schlie13lich drei universellen 
(d.h. einzelsprachunabhangig gultigen) Me1'kmal-Instanliie 'rungs-Prinzipien (im folgenden 
kurz: Prinzipien), die die Kospezifikation von bestimmten Merkmalen an bestimmten Ka-
tegorien im Baum verlangen. Es folgen l3eispiele ftil' einen Lexikoneintrag eines transitiven 
Verbs, (33), eine ID-Regel, die transitive Verben einft:dut (34) und eine LP-Aussage, die 
das Verb im Nebensatz ans Ende rl'lckt (35) .23 
(33) V[subcat : trans] ---4 verabschied 
(34) S ---4 V[subcat : trans]' NP[cas : nom], NP[cas : acc] 
(35) NP --< V[mainclause:- ] 
22Durch geeignete Beschrankungen bleibt die Menge del' Kategorien endlich, was fur die Kontextfreiheit 
von GPSG notwendig ist. 
23Man beachte, daB die Kategoriensymbole (S, V, NP) nicht monadisch sind wie in i.iblichen kontextfreien 
Grammatiken sondern Abki.irzungen fur komplcxe Katcgorien. 
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Wie ublich wird strikt zwischen dem F'ormali smus (Syntax und Semantik von ID, LP 
und Prinzipien) und der Grammatik (Mengen von ID-Regeln, LP-Aussagen und Lexikon-
eintragen) unterschieden. Eine GPS-Grammatik ist deklarativ dargestellt, kann also im 
Prinzip bidirektional verwendet werden, und e in Generator kann mit beliebigen Gramma-
tiken arbeiten. Ein Beispiel fur einen Strukturbaum zeigt Abb. 9b. 24 
Um den linguistischen Formalismus fell' Generierung und Parsing zuganglich zu ma-
chen, war eine partielle Redefinition zwingend notwendig (Naheres siehe [Busemann, 1992, 
Kap. 4]). Mit dem modifizierten Formalislllus stell en sich einem Generierungsverfahren 
zwei Aufgaben: 
• Konstruktion der syntaktischen Struktur nach Mal3gabe der ID-Regeln 
• Spezifizierung der Struldur aufg runcl del' Prinzipien und LP-AlIssagen 
Die Konstruktion erro lgt durch sukzessives 8rweitern eines partiellen 13aums um einen 
neuen Teilbaum durch Unifikat.ion zweicr Katcgoricn. Die Unifikat.ion kann die Information 
in beiden Teilbaumen vermehren. Da (J)-Regeln ill ihren Kategorien gewohn li ch stark 
unterspezifiziert sind , kann die so aufgebaute Struktur a ls Skelett bctrachtet werden, zu 
dem das Fleisch noch hinzugefijgt werden mllf3. Dies erfolgt durch die Prinzipien, die die 
Kategorien eines lokalen Baums weitgehend speziflzieren und diesen zusammen mit den 
LP-Aussagen zulassig im Sinne del' GPSG-Theoric ma.chen. 
Ein Generierungsverfahren kann die beiden A ufgaben nach folgender Strategie ausfi.ih-
ren: Hat ein lokaler 13aum noch nicht terminierte Tochter, wird er top-down durch eine 
ID-Regel expandiert, wobei die Kontrolle den neu eingefi.igten lokalen Baum fokussiert. 
Hat der fokussierte lokale 13aum nul' tcrminicrte Bli-i,tter, wird er durch die Prinzipien 
weiterspezifiziert und durch die LP-A lIssagen geordnet. Die Kontrolle fokussiert danach 
bottom-up den nachsten lokalen 13aum. 
An dieser Stelle ist auf das grundsatzliche Problem der Endlosrekursion bei der Top-
Down-Generierung hinzuweisen. Eine strikte Links-Rechts- Verarbeitung wird bei einer 
Regel wie (36) nicht terminieren, cia sie rckursiv a.nwenclba.r ist. 
(36) VP ----+ VP, AP 
(37) AP ----+ VP, AP 
Eine verfeinerte Top-Down-Strategie winl die Expansion rekursiver Tochter erst nach der 
Verbalisierung der i.ibrigen vornehmen. Dies genijgt, um die in der Praxis haung auftre-
tende lokale Rekursion abzufangen; enth;i.lt die Grammatik jedoch nichtlokale Rekursion 
(z.B. Regeln (36) und (37), ist das Problem gravierend. 
Mit der genannten Strategie ist keine inkrementelle Verarbeitung moglich, da LP-
Aussagen erst angewandt werden konncn, wenn die sie betreffenden Merkmale im Baum 
instantiiert sind. Dies ist erst nach A bschluf3 des Gesa.mtprozesses sichergestellt. Hierin 
24Das Zeichen ' /' ki.irzt in G PSG das kategorienwertige Merkmal slash ab, das hier dazu dient, Cons-
traints fi.ir die erste Konstituente des Deklarativsatzes (die Akkusativ-NP) gemiiB Eigenschaften einer 
yom Hauptverb subkategorisierten Konstituente zu spezifiz ieren . Zur exakten Wirkungsweise und zum 
linguistischen Hintergrund verweisen wir auf [Gazdar el al., 1985) und [Busemann, 1992). 
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(a) FAS -Ausdruck: 
fas 
/~ 
illoc clausefin 
I fin~se 
assertion I perf : + 
pres_ind /\~ 
vJ)red term term 
voice: active role: agent role: affected 
conf : ag_af 
I ~ 
verab-
schieden 
det 
num: sing 
I 
def_sing 
nom 
I 
nJlred 
sam: inst 
rat 
det 
num: plur 
I 
dies 
nom 
nJlred 
sem: plan 
I 
vorschlag 
(b) GPSG -Struktur: 
S[fin. -plu] 
/~ 
NP [acc. +plu] S [fin. -plu] , NP [acc. +plu) 
/\ /~ 
Det N1 V [fin. -plu) S [psp. -plu] , N P [acc. +plu] 
I I I ~ 
dies N hab NP (nom. -plu) V (trans. psp) 
I /\ I 
vorschlag Det N1 verabschied 
I I 
d- N 
I 
rat 
diese vorschliige hat der Rat verabschiedet 
Abbildung 9: FAS-Ausdruck (a) ulld daraus generierte GPSG-Struktur (b). 
liegt ein wichtiger Unterschied zur Verarbcitung mit TAGs, wo alle Kospezifikationen von 
Merkmalen in den Baumen zur Definitionszeit festgelegt werden, was die lokale Entscheid-
barkeit von LP-Aussagen garantiert. 
Die getrennte Semantikrepriisentation ist nicht Bestandteil der GPSG-TheOl'ie, sondern 
hangt i.a. von moglichen Anwendungssituat.ionen abo Fur das Berliner System fur maschi-
nelle Ubersetzung (MU) wurde eine semantische Reprasentationssprache mit Namen FAS 
(Funktor-Argument-Strukturen) entworfen, die als (einzige) Transferebene zwischen aus-
gangsspraehlieher und zielspraehlieher Satzrepra.sentation fungiert und insofern der Aus-
gangspunkt del' Generierung ist. FAS umfal3t U.i'l .. Funktor-Argument-Beziehungen, Argu-
mentrollen und semantisehe Merkmale. Ein Beispiel fur eine FAS-Struktur gibt Abb. ga. 
Die Syntax von FAS ist dureh eine kontextfreie Grammatik mit komplexen Kategorien25 
definiert. 
Mit vollstandig spezifizierten FAS-Ausdrucken stehen dem Generator aile notwendigen 
Informationen zur eindeutigen Erzeugung eines Satzes zur Verfugung. Allerdings passen sie 
nieht direkt in den GPSG-Kontext, sondern mussen interpretiert und "ubersetzt" werden. 
Merkmale fUr den Satztyp (Hauptsatz, Deklarativsatz), Oberflaehenkasus oder Numerus 
mussen noeh bereehnet und Hilfsverben auf der Grundlage von FAS-Merkmalspezifikatio-
nen als GPSG-Strukturteile eingefuhrt werden. 
Die Abbildung von lokalen FAS-Bi:lumen in GPSG-Strukturen erfolgt dureh eine fest 
vorgegebene Traversion des FAS-Ausdrucks (top-down, Tiefe zuerst, von links naeh reehts), 
wobei zum einen die benotigte Information gesammelt und ubersetzt wird und zum andern 
25FAS-Kategorien sind analog zu Prolog-Termen aurgebaut, unterscheiden sich also erheblich von der 
Syntax der GPSG-Kategorien. 
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die syntaktische Struktur nach Maf3gabe der ID-Regeln a ufgebaut .wird. Die Konstruktion 
der syntaktischen Struktur terminiert auch bei rekursiven Regeln, da sie durch den (end-
lichen) FAS-Ausdruck gesteuert wird. Die Abbildung beruht auf Pattern-Action-Regeln, 
die separat definiert sind als Tripel, bestehend aus einem FAS-Paitern der Tiefe 1, einer 
Menge von injormationsgene1'ie1'en den Aklionen und einer Menge von stntkturbildenden 
Aktionen. 
Informationsgenerierende Aktionen benutzen einen Zwischenspeicher, urn zeitweise FAS-
Informat ion abzuspeichern und diese zu cinem spateren Zeitpunkt in di e GPSG-Struktur 
einzubringen. So ist z.B. di e Information, aus der der Oberfliichenkasus berechnet wird, 
am Lexikoneintrag des Verbs zuganglich, das fur bes timmte kas ustragende Konstituenten 
subkategorisiert. Diese Konst ituenten werden jedoch erst generi ert, wenn die betreITenden 
FAS-Teilausdrticke bei del' Traversierllllg elTeicht sind . 
Strukturbildende Aktionen w~i.lllen cine von sehr wenigen ill del' Pattcrn-Action-Regel 
aufgefuhrten ID-Regeln . Somit werden nm di e lokal re levantcn ID-Regcln bctrachtct, was 
die Anzahl der a uszuprobierenden ID-Rcgcln ma l3gerecht und drastisch beschra.nkt. Der 
syntaktische Teilbaum wird von der st rukturbildcnde Aktion in di e GPSG-Struktur ein-
gefUgt. 
Das Beispiel (38) zeigt e ine Pattern-AcLion-Regcl (in Prolog-Notat ion) mit e inem Pat-
tern, das auf lex ikalische lokale PAS-13a.llmc paf3t, die eine Konfi gurat ion scmanti scher 
Rollen des Typs [agent, affected] a.ufwcisc' ll unci a.kti ves Verbgcnus haben. In dicscm Fall 
soli die Agens-Rolle durch den Kas us NOll1inativ rC!a li siert werden und die AITected-Rolie 
durch Akkusativ. Dieses wird mithilfe del' informaLionsgener ierenden Aktion put_store 
zwischengespeichert. Schlief3lich wird cin G PSG-Lex ikoneinLrag erzeugt und in die GPSG-
Struktur eingefugt. 
(38) pa_rule([v_pred(conf:ag-af,voice:active), [verabschieden]], 
[put_store(agent,nom),put~tore(affected,acc)] , 
[calLlex ("V(subcat: trans) --) verabschied")]). 
In (39) wird auf die zwischengespeicherLe Inform at ion wieder zugcgriffen (remove_store 
loscht sie gleichzeitig). Das Pattern paf3L auf eincn term miteiner semanti schen Roll e, 
die an die Variable Role geb unden wird, und ei ner An zahl von Tochtern, deren erste ein 
definiter Determiner im P lural ist. Die crsLe inform ationsgeneri erende Aktion holt die zur 
Rolle entsprechende Kasus informat ion aus dem Zwischenspeicher und bindct sie an die 
Variable Case. Die informat ionsgeneriercnde Aktion seLgpsg_features libersetzt Kasus-
und Numerusinformation in eine GPSG-Katcgorie, di e durch die st rukturbildende Aktion 
in die GPSG-Struktur eingebracht wird. Die strukturbildende Aktion ruft eine ID-Regel 
a uf, die eine NP erzeugt und fuhr t den lokalcn GPSG-Baum in die syntakt ische Struktur 
em . 
(39) pa_rule ( [term (role: Role) , [det (def : +, num: plur) IJ] , 
[remove_store(Role, Case), 
set_gpsg_features([plu,cas] ,[+,Case])], 
[caILid("NP --) Det, Nl")]). 
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Offenbar setzt dieses Verfahren eine strikte Reihenfolge voraus, in der die lokalen FAS-
Biiume verarbeitet werden. In FAS stehen Funktoren (z.B. v_preds) stets links von ihren 
Argumenten (z.B. term). Daher ist die Links-Rechts-Traversierung des FAS-Ausdrucks 
geeignet, diese Voraussetzung zu schaffen. 
Dieser Ansatz kann auf andere Sernantikdarstellungen iibertragen werden. Zu beriick-
sichtigen ist, daE jede Anderung der ID-Regeln in der GPS-Grammatik eine Anpassung 
del' Pattern-Action-Regeln erfordert, und cbenso jede Anderung an FAS. Das Verfahren ist 
detailliert in [Busemann, 1992] beschrieben. 
4.3 Lexikalisch-Funktionale Grammatik (LFG) 
LFG gehort zu den ersten lexikonzentrierten Grammatiktheorien. NL Siitze werden durch 
eine kontextfreie Grammatik beschrieben (c-Struktur), deren Kategorien mit einer Menge 
von Gleichungen annotiert sind. Diese definieren eine Abbildung auf eine funktionale Ebene 
(f-Struktur), die Funktor- Argument-Beziehu ngen expliziert . 
Oftmals erweist sich aufgrund von Verarbeitllngsgesichtspunkten eine Reformulierung 
des verwendeten Formalismus als llnumga.lIglich. Fur LFG in del' Fassung von [Kaplan und 
Bresnan, 1982] stellt sich als theoriespezifisches Problem, aus einer f-Struktur, die in der 
Form eines gerichteten, azyldischen Grapllcn (DAG) u.a. relationale syntaktische und se-
mantische Information enthiilt, einen synta.ktischen Konstituentenstrukturbaum (c-Struk-
tur) zu erzeugen, der die Endkette beschreibt. Da die TheOl'ie der LFG keine Abbildung 
von f-Strukturen in c-Strukturen vorsicht, sondern nur von c-Strukturen in f-Strukturen, 
erscheint nach [Block, 1987] LFG bessel' flir Parsing geeignet als fur Generierung: Urn 
eine Endkette zu generieren, muE eine c-SLru ktur erst erzeugt und danach getestet werden, 
ob sie mit der Ausgangs-f-Struktur vertrbi.g li ch ist. Ein solches Verfahren ist zwar theo-
riekonform, aber grundsiitzli ch ineffizient, cIa zum einen die Ge~eriere-und-Teste-Strategie 
unvermeidbar ist und zum andern nicht zu jeder c-Struktur eine f-Struktur existieren muE. 
Block kommt zu dem SchluE, daB die in [Kapla.n und Bresnan, 1982] beschriebene Theorie 
del' LFG fUr Generierung inadiiquat sei . 
[Wedekind, 1986] gibt ein Ableitungskonzept fur LFG an, das die simultane Beschrei-
bung von c- und f-Strukturen errnogli cht und insofern neutral bezuglich der Verarbei-
tungsrichtung ist. Eine Ableitung ist bei Wedekind eine Folge von Tripeln bestehend aus 
einer partiellen c-Struktur, einer partiellen f-Struktur und einer Abbildung von Knoten 
der c-Struktur in Teil-DAGs del' f-Struktur (vgl. Abb. 10). Die c-Struktur des Starttripels 
besteht aus dem Knoten miL EtikeLt S; die c-St ruktur des letzten Tripels einer Ableitung 
beschreibt die Endkette. 
Auf dieser Grundlage konnen aus f-StrukLuren durch Unifikation deterrninistisch End-
ketten generiert werden. Die Grundidee (vgl. [Momma und Dorre, 1988; Wedekind, 1988]) 
besteht in der simultanen Erzeugung von f- und c-Strukturen auf der Grundlage von Re-
geln, die Korrespondenzen zwischen beidcn Strukturen definieren. Um eine effiziente Kon-
trollstrategie zu verwirklichen, muE die Konstruktion der c-Strllktur durch die Ausgangs-
f-Struktur bestimmt werden. Ziel des Generierungsverfahrens ist die Rekonstruktion der 
Ausgangs-f-Struktur, womit quasi als "Seiteneffekt" eine c-Struktur (und eine Endkette) 
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Abbildung 10: c-Struktur (a) , entfalteLe f-Struktur (b) und Ausgangs-f-Struktur (c) 
generiert wird. Bei der Rekonstruktion ist c1arauf zu achten, da.B 
• alle Information in del' Ausgangs-f-Strllktllr erzeugt wircl ("comp leteness") und 
• keine weitere Information hin zlIkolllll1t ("coherence") . 
Die erste Bedingung ist erfLillt, wenn aile mehrfa,chen Dominanzen von Teil-DAGs ("reen-
trancies") und ferner all e Pfade der Ausga,ngs-f-Struktur abgeleitet werden. Dazu wird 
der DAG del' Ausgangs-f-Struktur entfalt.ct, d.h. in einen Baum transformiert, wobei aile 
mehrfachen Dominanzen durch gleiche Tcilstrukturen ersetzt werden (Abb. lOb). Ferner 
werden aIle bereits abgeleiteten Pfade diesel' Struktur nach Ma,13gabe der Regeln mar-
kiert. Die zweite Bedingung wird erfLi IIL , wenn die Ausgangs-f-Struktur die rekonstruierte 
f-Struktur subsumiert. 
Die Ableitung der c-Struktur erfolgt dem A bleitungskonzept zufolge top-down. Da 
das Verfahren strukturgetrieben arbeitet und die A usgangs-f-Struktur zusammenhangend 
rekonstruiert wird, ist sichergestellt , c1aB keine Endlosrekursion auftr itt. 
Das LFG-System ist modular in dem Sinne, daB mit verschiedenen Grammatiken gene-
riert werden kann ([Momma und Dorre, 1988] nennen Grammatiken fur deutsch, franzosisch 
und englisch) . Ursprunglich wurde nicht angestrebt, ein- und di.eselbe Grammatik fur Ge-
nerierung und Parsing Zll verwenden, abe l' doch ein en gemeinsamen Kern an Regeln. 
4.4 Steuerung durch den "semantischen Kopf' 
In lexikonzentrierten linguistischen Theorien kommen in jedem Lexikoneintrag und jeder 
Grammatikregel komplexe Kategorien mit orthographischer, syntaktischer und semanti-
scher Information vor, die mittels I<oreferenz zlleinander in Beziehung stehen. Koreferenz 
zweier Strukturen ist in den folgenden l3eispielen durch Gleichheit der in Kastchen ge-
schriebenen Zahlen dargestellt. 
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Das subcat-Merkmal ist, anders als in GPSG, eine Liste. Auf der tiefsten Ebene im 
Strukturbaum, der lexikalischen, enthiilt sie Kategorien fur aile Komplemente ("ungesiittig-
ter" Zustand), wiihrend auf jeder hoheren Ebene, auf der ein Komplement eingefuhrt wird 
(in Regeln, vgl. (40) und (41)), die betreffcnde Kategorie aus der Liste entfernt ist. An der 
hochsten Kategorie im Strukturbaum ist die Liste leer ("gesiittigter" Zustand). 
( 40) 
(41) 
ORTH concat ([TI, [2]) 
SYN [VFORM 0] 
SUB CAT 8] 
SEM 0 
DTRS 
ORTH [TI 
SYN [VFORM ° ] 
SUBCAT (0,O) 
SEM 0 
ORTH concat([2] , [TI) 
SYN [VFORM 0] 
SUBCAT ( ) 
SEM ° 
DTRS 
ORTH [TI 
SYN [VFORM IT] ] 
SUBCAT (0) 
SEM GJ 
1m Unterschied zu Lexikoneintriigen haben Regeln ein DTRS-Attribu t, in dem die Tochter 
gelistet sind. In Regeln wird im wesentlichen festgelegt, wie die subkategorisierten Elemente 
als Konstituenten auftreten. Fast alle Information uber die Komplemente stammt aus den 
lexikalischen Kategorien. Daher konnen die Regeln so a.llgemein formuliert werden. Re-
gel (40) erwartet eine Tochter mit nichtlcerer subcat-Liste, deren erstes Element koreferent 
ist zur zweiten Tochter der Regel (Index 0 ). Del" Funktionsaufruf von concat unter ORTH 
bewirkt, daJ3 die Endkette der ersten Tochter vor der der zweiten geiiuJ3ert wird. Diese 
Regel dient etwa zur Realisierung von Verb lind Objekt. Regel (41) erwartet eine Tochter 
mit einelementiger subcat-Liste, deren Element zur zweiten Tochter koreferent ist. Das 
ORTH-Merkmal fordert hier jedoch eine andere Wortstellung. Diese Regel wird z.B. benutzt, 
urn Subjekts-NP und VP zu erzeugen. 
Anhand dieser beiden Regeln kann mit den Lexikoneintriigen in (42) und (43) durch 
Unifikation die Ableitung fUr den Satz Peler helps Mary in (44) konstruiert werden. 
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( 42) 
ORTH (helps) 
VFORM fin 
SUBCAT \1 SEM 0] ,[SYN [:~: ~g l1 ) 
SEM 0 
SYN 
SEM help(0,0 ) 
ORTH (peter) ORTH (nl,ary) 
(43) a. SYN [:: ~gl b. SYN [:~: ~gl 
( 44) 
SEM p 
ORTH (peter, helps, mary) 
SYN [VFORM fin] 
SEM help(p, m) 
ORTH (helps, 111a1'Y) 
SYN [VFORM fin] 
SUBCAT (0) 
DTRS ( 
SEM help(p , m) 
SEM m 
VFORM fin 
[ORTH (help,) 
( SYN [SUBCAT (0,0)] DTRS 
SEM help(p, m) 
ORTH (mary) 
,0 SYN [PER 3] NUM sg 
SEM m 
ORTH (peter) 
) 
,0 SYN [PER 3] ) 
NUM sg 
SEM P 
Das listenbasierte Subkategorisierungskonzept ma.eht eine stl'ikte Top- Down-Verarbei-
tung sehwierig. Man mi.iBte mit einer leeren Liste beginnen, deren endgultige Lange 
zunaehst nieht bekannt ist. Bei Einfiihrung von I{onstituenten dureh die Regeln wer-
den entspreehende Kategorien an die Lisle a.ngehi:i.ngt, bis der lexika.lisehe Kopf eingefuhrt 
wird. Dann erst stellt sieh hera.us, ob die eingcfi.ihrten Konstituenten in den Subka.tego-
risierungsrahmen des lexika.lisehen Kopfcs passell. Dieses Verfahren ist auf Versueh und 
Irrtum gegri.indet und daher ineffizient. 
Das listenbasierte Subkategorisierungskollzept erlaubt durehaus eine bottom-up vorge-
hende Generierungsstrategie, die von der Subka.tegorisierungsspezifika.tion des lexikalisehen 
Kopfes ausgeht und kontrolliert, welche Konstituente auf der naehsthoheren Ebene der 
syntaktisehen Struktur eingefi.ihrt werden da.rf. Dabei wird jedoeh nieht die Semantik in 
der vorgegebenen Ausga.ngsstruktur beriieksiehtigt, so daB bei einem seh li eI3lieh falligen 
Abgleieh Indeterminismus auftritt. 
Diesem Mangel kann man dureh den Begriff des semantischen I{opjes abhelfen. Auf ihm 
beruht die sogenannte "semantic-head-driven strategy" [Shieber et al., 1990], die fur den 
integrierten Semantikansatz als die fortgesehrittenste gilt. Sie zielt darauf ab, daB vom ak-
tuellen Startknoten ein Pfad im Analysebaum zu e inem Knoten K existiert derart, daB alle 
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Knoten auf dem Pfad mit derselben semantischen Information etikettiert sind, nicht aber 
die Tochter von K. K wird als "semantischer Kopf" bezeichnet. Von ihm ausgehend, werden 
sowohl Top-Down-Schritte als auch Bottom-Up-Schritte vorgenommen. Zunachst werden 
seine Tochter rekursiv top-down expandicrt; danach wird bottom-up entlang des Pfades 
durch Einfiihrung von Grammatikregeln die Reduktion zur Wurzel hin vorgenommen, wo-
bei auf jeder Ebene wiederum die restlichcn Tochter der Regeln top-down expandiert wer-
den. 
Der Algorithmus beruht auf einer Untcrteilung der Grammatikregeln in zwei Mengen. 
Die sogenannten J(ettenregeln zeichnen sich durch gleiche semantische Information an der 
Mutter und mindestens einer Tochter aus. Bei den restlichen Regeln und insbesondere bei 
den Lexikoneintriigen ist das nicht der Fall. Bei den Regeln auf S. 48 handelt es sich urn 
Kettenregeln, wahrend der Lexikoneintrag (42) keine Kettenregel ist. 
Ein Bottom-Up-Schritt erfolgt ausschlieBlich aufgrund einer Kettenregel, wahrend ein 
Top-Down-Expansionsschritt mit einer dcr ubrigen Regeln bewerkstelligt wird. 26 Anhand 
der Ausgangsstruktur (45) bestimmt sich dcr Pfad zum semantischen Kopf aufgrund der 
Kategorien in den Kettenregeln. Ein semant.ischer I\:opf mit gleicher semantischer Infor-
mation ist die Mutter in (42). Von clicscm Knoten ausgehend wird zuerst top-down das 
Terminalsymbol helps generiert. Danll wird bottom-up die Regel (40) angewandt. Die 
zweite Tochter wird top-clown als Objckt gCllcricrt. Danach folgt clie Recluktioll zur Wur-
zelkategorie mit Regel (41), und dercn rcstlichc Tochter wird als Subjekt generiert. Als 
Resultat erhalt man den Satz Pele·r helps !I1(L1'Y (vgl. auch (44)). 
( 45) 
[
SYN[SUBCAT ( )]] 
SEM help(p, m) 
Damit dieses Verfahren mogJichst dcterministisch arbeitet, kommt es clarauf an, se-
mantische Kopfe eindeutig zu identifiziel'en. 1m vorliegcnden Fa'!l wird von einem Vollfor-
menlexikon ausgegangen, so daB noch weitere Formen von help infrage kamen. Bei einer 
"falschen" Wahl wiirde Backtracking erst bei del' Generierung der Subjekts-NP einsetzen, 
da Peter lexikalisch als NP in der dritten Person Singular markiert ist. [Shieber et ai., 
1990] mer ken an, daB dieses Problem durch die Verwendung eines Stammformenlexikons 
und einer getrennt operierenden Flexionskom ponente gelost werden kann. 
Eine weitere Voraussetzung fur Determinismus ist ein moglichst beschranktes Spektrum 
an Reduktionsmoglichkeiten. Die Gefahr von Sackgassen, aus denen keine weitere Redukti-
onsmoglichkeit mehr zur \¥urzel fuhrt, kalln clurch geeignete Kodierung der Grammatiken 
in der Praxis vermieden oder beschriinkt werden. Urn cliese Quelle des Nondeterminismus 
grundsatzlich auszuschlieI3en, mu B das Vcrf ah ren vor jcdem Recl u ktionsschri t t priifen, ob 
es anschlieBend noch einen Pfad zur Wurzel gibt. 
26Bei einer Kettenregel ware die Expansiollsst.elle per definitionem nicht der semantische Kopf. 
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4.5 Bidirektionale Verarbeitung 
Wie zu Beginn des Abschnitts 4 erwahnt wurde, unterscheidet man die Reversibilitats-
eigenschaft von Grammatiken von der Bidirektionalitat der Verarbeitungsprozesse. 1m 
einzelnen nennt [Neumann, 1991] vier Stufen von Bidirektionalitat, die ein NL System 
aufweisen kann (siehe auch [Reithinger, 1992, S. 43f]): 
1. Aus einer gemeinsamen Wissensquelle werden verarbeitungsspezifische Repriisenta-
tionen kompiliert. Die Prozesse sind durch unterschiedliche Verfahren implementiert. 
2. Die Prozesse verwenden eine gemeinsame Wissensquelle und sind durch unterschied-
liche Verfahren implementiert. 
3. Die Prozesse verwenden eine gemeinsame Wissensquelle und gemeinsame Basisope-
rationen. Sie sind durch unterschiedliche Verfahren implcmentiert. 
4. Die Prozesse verwenden eine gemeinsame Wissensquelle und sind durch ein einziges, 
je nach Verarbeitungsrichtung paramctrisierbares Verfahren implementiert. 
Es ist zu beachten, daB diese Beschreibungen auf verschiedenartige Wissensquellen und 
Prozesse eines (komplexen) NL Systems verweisen konnen. Wir beschdinken uns hier 
auf die Grammatik und die sie betreffenden Prozesse, d.h. aus Generierungssicht auf die 
Systemleistungen, die wir unter Realisierung subsumieren. Ein weitergefaBter, aktueller 
Uberblick findet sich in [Strzalkowski, 1992]. 
Ais Beispiel fur die erste Stufe dient die Kompilation von LFG-ahnlichen Grammati-
ken in spezielle Parsing- bzw. Generierungsgrammatiken, wie z.B. von [Horacek und Pyka, 
1988] vorgeschlagen. Ohne Kompilation der Grammatik verfahrt das Berliner MU-System 
(vgl. Abschnitt 4.2). Da die Prozesse fUr die GPSG-Prinzipien einen gemeinsamen Teil-
prozeB verwenden, ist das System bidirektional gemaB der dritten Stufe. 
Wir wenden uns nun der Frage zu, wie Parsing- und Generierungsverfahren in einer 
einheitlichen Systemarchitektur als Auspragungen einer einzigen Verarbeitungsstrategie 
betrachtet werden konnen (Bidirektionalitat der vierten Stufe). Die an der Universitat 
Stuttgart entwickelte Sprache TFS (fur Typed Feature Structures) erlaubt die Definition 
getypter Grammatiken (insbesondere von HPSG) [Emele und Zajac, 1990]. Eine Merk-
malsstruktur yom Typ sign-type etwa ist durch eine bestimmte Menge von Attributen 
definiert, deren Wcrtc wicdcrum gct.ypt.(~ Mcrkmalsstrukturen sind (vgl. (46)). Ein speziel-
lerer Typ wie phrasal-sign-type nutzt Vererbung im Typverband aus, indem die Definition 
von sign-type mit den lokalen Attributen unifizieren muB. 
ORTH orth-type[ ] 
(46) sign-type = SYN syntax-type[ 
SEM semantics-type[ 
( 47) phrasal-sign-type ==. [DTRS daughters-type[ 1] 
szgn-type 
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In TFS ist als einzige Verarbeitungsstrategie die vollstandige Typexpansion durch Uni-
fikation definiert. Wenn als Eingabe eine Merkmalsstruktur vom Typ phrasal-sign-type 
vorliegt, werden samtliche uninstantiierten Attribute durch Typexpansion erganzt. 1st in 
der Eingabe ORTH spezifiziert, nicht abcr SYN und SEM, so handelt es sich urn eine Par-
singaufgabe. 1st andererseits in der Eingabe SEM spezifiziert, nicht aber SYN und ORTH, 
so erfolgt Generierung. In jedem Fall wird die gleiche, vollstandig spezifizierte Merkmals-
struktur erzeugt. Fur das System ist folglich irrelevant, ob es parst oder generiert. 
Wie viele Systeme, die moderne Formalismen verwenden, geht auch TFS davon aus, 
daB Grammatikwissen unabhangig vom Diskurskontext einer AuBerung verarbeitet wer-
den kann. Die Adaquatheit dieser Annahme fur diskursbasierte NL Systeme stellt [Appelt, 
1987] infrage. [Neumann und van Noord, 1992] schlagen vor, Parsing und Generierung 
als zwei ineinander verzahnte Aufgaben zu betrachten, die auf einer einzigen parametri-
sierbaren Deduktionsmaschine basieren. Die Verzahnung ermoglicht es, den Parser zur 
Unterstutzung der Generierung heranzuziehen und umgekehrt. Dieser Vorschlag wird ge-
genwartig im Projekt "Bidirektionale Linguistische Deduktion" an der Universitat des Saar-
landes ausgearbeitet. 
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