Abstract. This paper discusses a new algorithm for solving the assignment problem. This algorithm, called the Approximate Dual Projective algorithm for assignment (ADP/A), is a variant of the Karmarkar interior point algorithm for LPs, specialized to solve the assignment problem. Computational results are reported on various classes of assignment problems. These results indicate that this method, holds promise for solving large assignment problems.
Introduction
In 1984, Karmarkar proposed a new polynomial time algorithm for solving linear programming problems 11]. This algorithm, the Karmarkar projective algorithm, and many of its variants are known as interior point methods. These methods have been studied and found to be e ective solution techniques for solving large general LP problems 1, 13, 16] . The purpose of the study presented here is to evaluate the performance of one variant of the interior point method for solving a simple class of LPs, namely, the assignment problem. The variant we study is called the approximate dual projective (ADP) method. The ADP method computes good discrete approximations to the continuous trajectory of the Karmarkar projective method. Asymptotically, ADP trajectory approaches the Karmarkar projective trajectory. We have implemented the ADP method using the preconditioned Conjugate Gradient(CG) technique to solve the linear system that arises in computing the improving direction. Our research software that implements the ADP method has been found to be e ective in solving large general LPs arising in many diverse areas of engineering 13].
We have adapted the ADP method to solve large assignment problems. This adapted algorithm, the Approximate Dual Projective algorithm for assignment problems (to be referred to as ADP/A hereafter) is identical to our general purpose ADP method except for the stopping criterion; we simply terminate the dual iterates by identifying the optimal assignment . This identi cation of Figure 1 . Structure of ADP/A Algorithm inside the rst box is our ADP method. We give as input to the ADP method, the assignment problem formulated as an LP, and optionally an initial dual solution. After the ADP method has made su cient progress towards optimality, we begin checking, at a set frequency, whether we can identify the optimal assignment from the current solution. If this heuristic succeeds, we terminate the ADP method; otherwise the ADP method continues with the LP solution. It should be noted that the ADP method has no knowledge that it is solving an assignment problem; in particular, no attempt is made to perform integer arithmetic. There are only two modules that exploit the special structure of the assignment problem, the initial solution evaluation module and the stopping heuristic. These two modules are outside the main ADP algorithm. This is an example of how interior point methods can exploit the special nature of the problem without sacri cing the ability to solve general LPs. Applications of assignment problems which involve side constraints can be directly solved by our algorithm, unlike specialized combinatorial algorithms for assignment problems.
We report computational results for randomly generated dense assignment problems having as many as 30 thousand nodes and 900 million arcs. We also report on the 4 classes of DIMACS problem generators. We compare our results with a version of the auction algorithm. Section 2 gives an overview of the ADP method. Section 3 discusses the stopping heuristic. Section 4 contains the computational results, followed by a discussion of the results in Section 5. Finally, Section 6 discusses the conclusions of this study.
An Overview of the Approximate Dual Projective Algorithm
In this section, we give a brief overview of the Approximate Dual Projective (ADP) algorithm for linear programming. For a complete description of the algorithm please see 13]. As the name implies, ADP method is an approximation to the projective algorithm of Karmarkar 11] applied to the dual. The projective algorithm has very nice stability properties, since the iterates of the projective algorithm always stay on the central trajectory 3]. The ADP method makes discrete approximations to the continuous central trajectory. Asymptotically, after a large number of iterations, the discrete approximations converge to the central trajectory. The discrete approximation consists of two steps; the objective step, and the reciprocal-estimates-improvement (REI) step. Figure 2 depicts the ADP method. In the gure, the optimal vertex is shown as a solid
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Step Central Trajectory Figure 2 . Pictorial View of the Approximate Dual Projective(ADP) algorithm bullet at the top, and the central trajectory is shown as a double solid line. The objective step is the dual a ne scaling step 1, 13] that improves the objective function. The REI step has the e ect of bringing the iterate closer to the central trajectory. The name reciprocal estimates improvement comes from the fact that on the central trajectory of the dual polytope, the reciprocals of slack variables are exact primal feasible solutions upto a multiple 13]. Thus if we take a step in the dual polytope that improves the primal feasibility of the reciprocals of slacks, then this necessarily implies that the step brings the iterate closer to the central trajectory. The approach of improving reciprocal estimates is an interesting interpretation of the traditional way of centering, i.e., that of minimizing the potential function ?
P lns i , where s i is the dual slack variable. In fact, the linear systems solved by the newton-method-based minimization of the potential function and the REI step are identical. The ADP/A algorithm is similar to the BLCA algorithm of Todd 18] , the a ne scaling algorithms of Gonzaga 9],Barnes, Chopra, and Jensen 2], and many others. All these algorithms use a ne scaling with centering on the primal problem. Recently, dual a ne scaling algorithm with centering was studied by Hipolito 10] .
Generally the ADP method consists of two phases. In Phase 1, the dual phase, the dual of the LP problem is solved; and in phase 2, a primal solution is obtained, starting with the estimates from the converged dual solution. At the end of execution of both phases, a primal-dual pair with a small relative duality gap is obtained. For the ADP/A algorithm for solving the assignment problems, since we terminate the dual iterates by identifying the optimal assignment, only Phase 1 of the ADP method is executed.
We now give a brief overview of the ADP method. Consider the LP problem, with upper bounds in standard primal form:
Here A 2 R m n ; c; x; u 2 R n , and b 2 R m . Introducing dual variables y and z, corresponding to (2.2) and (2.3) respectively, the dual of (2.1){(2. 
END WHILE
Several observations about ALGORITHM A are worth making.
The reciprocal estimates applied in step 2.3.a is based on an elegant mathematical relationship between the dual slacks and the primal variables of the LP. The relationship is that, on the central trajectory 3], the reciprocals of dual slacks are primal feasible, up to a scalar multiple. This property is exploited in ADP to perform approximate centering using the reciprocal estimates improvement (REI) algorithm. The details of this algorithm can be found in 13].
The termination criterion in step 2.2 is the normal termination criterion. This step checks whether the relative improvement in the objective function value is less than . For the ADP/A method, we have to replace this step by the following step.
(a) call ALGORITHM ASSIGN, after su cient progress is made on the dual iterates. (b) if ALGORITHM ASSIGN succeeds, stop; else check relative improvement in objective function value (identical to step 2.2 in ALGORTIHM A). In all our computational experiments ALGORITHM ASSIGN always succeeded in nding the optimal assignment. Of course, the number of dual iterations that have to be performed before ALGORITHM ASSIGN succeeds depends on the nature of the assignment problem; sometimes we had to perform many iterations of the ADP method before ALGO-RITHM ASSIGN succeeded while at other instances the algorithm succeeded on its rst try (after 10 dual iterations). The computationally intensive step is the solution of the positive de nite linear system of equations encountered in evaluating the ascent direc-tion. For this step, we have used the preconditioned conjugate gradient method, with a dynamically adaptive preconditioner.
Adapting ADP Algorithm for solving the Assignment Problem
We now discuss the ADP/A method, the adapted ADP method to solve the assignment problems. Basically, two items of adaptation are incorporated in ADP/A method; the stopping heuristic and the initial solution. We discuss both of these topics below.
It is well-known that the assignment problem can be formulated as a linear programming problem 17]. In a symmetric assignment problem, we are given n source nodes and n destination nodes. A source node i maybe connected to a destination node j by an edge with cost c ij . Let E be the set of all edges in the problem.
The primal problem can be easily formulated as follows. We associate a 0-1 variable x ij with each edge. Since at least one edge emanating from a source has to be selected, we get the constraint X j;(i;j)2E
We get similar constraints for the destination node. It may be easily veri ed that this is a feasible starting point for the ADP algorithm. For our computational experiments, was set at .1 times the maximum of the absolute value of costs. This usually resulted in the ratio of maximum to minimum s ij to be about 10.
3.2. Identi cation of Optimal Assignment from Dual Solution (Stopping Heuristic). As mentioned earlier, we can identify the optimal assignment and prove its optimality from the state of the dual variables by using the complementary slackness principle. Hence there is no need to switch to the primal phase for nding the optimal assignment. The method for identifying the optimal assignment from the dual variables can be described as follows. Assign each source node i to a sink node j, i.e., select edge (i,j), such that j is not yet assigned to any source node s ij is minimum slack among all sink nodes satisfying above condition. If the above scheme fails to assign every source node then we quit the stopping heuristic. On the other hand, if we get a feasible assignment with the above scheme then we check the assignment for optimality. For optimality checking, we de ne temporary dual variables (z;w) as follows. For each edge (i,j) selected above, setz i = z i + s ij =2, andw j = w j + s ij =2 (note that if we have a feasible assignment then all the temporary dual variables (z;w) will be set). We then check whetherz andw are feasible solutions of the dual. If they are feasible then we have found the optimal solution and we have also proved optimality (by enforcement of complementary slackness) The optimal dual solution is (z;w) and the optimal primal solution isx wherex ij is 1 if the edge (i,j) was selected above and 0 otherwise. If (z;w) is not feasible, the assignment is declared not optimal and we continue with our ADP algorithm using (z; w) as the current iterate. It can be shown that eventually, the dual phase will converge to a solution from which we can identify the optimal assignment using the scheme described above.
The stopping heuristic discussed above assumes a symmetric feasible assignment problem. The heuristic is guaranteed to nd the optimal assignment, if it is unique. This is because the slack variables corresponding to the edges in the optimal assignment converge to zero as the dual iterates converge to the optimal solution. When there are multiple optimal assignments, i.e., a facet of the primal polytope is optimal, the ADP/A algorithm goes to the center of the facet. In this case, the heuristic may fail to nd an optimal assignment. In all our experiments, we have perturbed the objective vector randomly in the last few bits, to guarantee a unique optimal solution ( since ADP/A works with double precision cost coe cients, it is easy to perturb the mantissa of a double precision variable). Of course, the nal optimality check is done on the original objective vector. ALGORITHM ASSIGN shows the pseudocode for the stopping heuristic.
ALGORITHM ASSIGN:.
Input:
(1) m, the number of nodes in each partition of the bipartite graph. 
Computational Results
We now describe the computational results of the ADP/A method. ADP/A algorithm always takes as input an LP posed in standard primal form; i.e., min c T x subject to Ax = b ; x 0. By changing the sign on the objective vector coe cients, we converted the maximum assignment problem returned by the generator to an equivalent minimum assignment problem. Ofcourse the optimal solution of the minimum assignment problem is identical to the optimal solution of the maximum assignment problem. Also, the optimal objective value of the maximum assignment problem is equal to the negative of the optimal objective value of the minimum assignment problem.
Our implementation of ADP/A uses a preconditioned conjugate gradient algorithm to solve the linear system at each iteration. The preconditioned conjugate gradient method has a set of parameters which determine its behaviour. Parameters for CG and the range over which the values were varied for the di erent problem classes are given below in Prof. D. Castañon. Originally, we ran a version of auction code obtained from Prof. Bertsekas, but found that this code had integer over ows because of initial scaling of costs and a large cost range. When we communicated this problem to Prof. Castañon during the DIMACS conference, he supplied us with a modi ed auction code that uses double precision locations to store dual variables. Another feature of this auction code is the absence of initial cost scaling. This new auction code is what we have used in our comparisons. This code is written in fortran and was compiled using the f77 compiler, with the optimization ag set to -O2.
The parameters that are hardcoded in the program are as follows ( all the parameters are de ned as real and N is the number of nodes in the bipartite graph): BEGEPS = 1.0 / (N + 1) ENDEPS = 1.0 / (N + 1) STARTINCR = 1.0 / (N + 1) FACTOR = 10.0 All runs were carried out on a Silicon Graphics Machine, having a Risc-based architecture with 25MHZ clock. The Silicon Graphics(r) uses a variant of the unix 1 Operating System, called the IRIX(r) Operating System. The ADP/A algorithm is implemented in fortran and c. In our experiments, the code was compiled using the f77 and cc compilers with optimization ag -O2. All times reported are user times given by the system call times(). First, a call to times() is made just before the call to the actual solver. This gives us the user cpu time consumed by the program so far. After the call to the solver returns, another call to times() is made to obtain the user cpu time. The di erence between the two times is reported as the cpu time consumed by the solver. Thus, all problem generation and problem read times are excluded from the reported times. This remark applies to both the ADP/A and auction experiments.
To benchmark the cpu speed of the SGI machine, the benchmark experiments from pub/net ow/benchmarks were run on the machine. Since the ADP/A implementation uses both C and F77, both sets of benchmarks were run. Tables 2  and 3 show the results of the benchmark experiments. The mean and standard There are ve assignment problem classes we have studied. The problem classes di er in the cost range and sparsity of the bipartite graphs. The ve problem classes are given below. with the costs uniformly distributed between 0,1000] or 0-10000]. The rst four problem classes are from the DIMACS problem set. For the problems from these four classes, Appendix A gives the seeds we used to generate the problems along with the optimal objective function value for the problem instances. The fth problem class (CDG) is generated by our generator. This problem class is similar to the Assign-Xhi-degree problem set in DIMACS. Thus we did not run the Assign-Xhi-degree problem class. Also, Assign-two-cost problem class from DIMACS proved to be too trivial for both ADP/A and auction algorithms. Therefore we do not report on this problem class in this paper. Now we will describe the computational results. this problem class have a degree of N/16, where N is the number of nodes in the graph. Thus these problems are moderately dense. ADP/A is again seen to perform one order of magnitude better than auction. Interestingly, ADP/A starts performing better than auction after 512 nodes, whereas for AGM class the ADP/A performs better even on smaller problems. One explanation is that problems in AGM class are completely dense. The interior point code is able to quickly isolate interesting edges from this dense problem. Since AFX class is only moderately dense, this nice property of the interior point method takes e ect on bigger problems. This phenomenon also happens in CDG class, as discussed below. Now we describe the CDG class of problems. As mentioned before, this is our own generator for dense assignment problems. To be able to solve very large dense problems, we need to perform some sifting during the generation phase. We give as input to the random instance generator the number of source and destination nodes m, the range of the costs (L; U) and an additional parameter called degree d which we describe below. Though we generate dense assignment problems, we drop many unviable edges, in the generation phase. The degree parameter is used to specify how many edges per node have to be retained on an average. Good estimates for degree, such that the resulting reduced graph has a high probability of containing the optimal assignment of the original dense graph, can be derived from the theory of random graphs 7]. The sifting gives us a reduced linear programming problem which can t into the virtual memory limits of our machine. However, on obtaining the optimal solution, we regenerate all the edges and verify the optimality of the solution for the entire dense assignment problem. A similar approach of dropping low cost edges and later verifying optimality of solution for the entire dense problem was adopted for the auction algorithm. For both algorithms, the generation time is excluded from the running times reported. Table 6 . Performance comparison with Auction on Dense Assignment Problems here the timings for two di erent cost distributions -one in which the costs vary from 0 to 1000 and the second in which the cost distribution is from 0-10000. It should be noted that for both the algorithms, the times include the time spent in verifying the optimality of the solution for the entire dense assignment problem.
The results seem to indicate the following. ADP/A is slower than auction on smaller instances. This is again the same phenomenon we observed in AFX problem class. For moderately dense problems, auction is faster on small size problems. However for larger instances ADP/A seems to be faster than auction with a speedup of more than 40 times in one instance of the thirty thousand node assignment problem. Observe that even though we are generating completely dense problems, we sift out many edges resulting in a very sparse problem. In fact the average degree for all the problems upto 5000 nodes was less than 30. The key word here is the average degree. There were some minor variations between degrees of various nodes. This is di erent from the xed degree sparse graphs of the AHC and ALC problem classes discussed below. In these latter problem classes, every source node has the same xed degree. Thus the graphs are somewhat regular. As discussed below, auction performs much better than ADP/A on such graphs.
The change in ADP/A timings with increase in cost range is almost negligible. Tables 7 and 8 Table 8 . Performance comparison with Auction on AssignLow-Cost(ALC) Assignment Problems degree of 2log 2 N. Thus these graphs are somewhat regular and sparse. For these classes of problems auction does extremely well. It performs an order of magnitude faster than ADP/A. It appears that the overhead involved in isolating important dual slacks in ADP/A is too excessive and cannot be justi ed for sparse problems since the number of edges being eliminated is too small.
Discussion
The computational results discussed above demonstrate some interesting behavior of the ADP/A algorithm. Firstly, we notice that the coe cient of variation of cpu times (standard deviation / mean) for ADP/A is small. Among all the results presented above, the largest coe cient of variation is .2. This indicates that ADP/A has little sensitivity to the problem instances.
Secondly, the cpu time of ADP/A grows almost linearly with the number of edges in the graph for each of the ve problem classes we have studied. For instance, for the Assign-Fixed-Cost problem class (Table 5 ) the mean cpu time increases by a factor of 4 as you double the number of nodes; i.e., as you increase the number of edges by a factor of 4. Moreover, cpu time taken by ADP/A for a problem instance is roughly proportional to the number of edges regardless of the problem structure. For example, consider the 1024 node problems in di erent problem classes. The cpu time for Assign-Geometric is 21m56s (Table  4 ). The number of edges in this problem is about 1 million. In Assign-FixedCost the cpu time is 4m36s (Table 5 ) and the number of edges is about 1/8 of a million. Also, the cpu time for Assign-High-Cost is 17s (Table 7 ) and the number of edges is about 20,000. The ratios of cpu times correspond roughly to the ratios of number of edges. This demonstrates uniformity in the behaviour of the ADP/A algorithm over the problem classes studied here. Not only does it show little dependence on the range of costs but also little dependence on the problem structure.
Thirdly, another point we notice is that ADP/A is able to solve very large problems without degradation in performance . Thus we expect ADP/A to asymptotically outperform other algorithms; e.g., for the Assign-Geometric problem class, the speedup of ADP/A increases with problem size (Table 4 ) and for the Assign-Low-Cost problem class the speedup of auction over ADP/A steadily decreases with increase in problem size (Table 8 ).
Conclusions
We have applied a general purpose approximate dual projective variant of the interior point method to solve large assignment problems. We have made minor adaptations in the code that help early identi cation of the optimal assignment from the dual iterate.
This general purpose approach for solving assignment problems has some bene ts:
ADP/A method can be directly applied to an assignment problem with side constraints. We simply add these additional constraints to the LP and invoke ADP/A. No special algorithmic modi cation of ADP/A is required. ADP/A method can be directly applied to assignment problems with real (nonintegral) costs since ADP/A makes no assumptions about costs being integers. The ADP/A method can be easily extended to assignment problems with convex costs. This is because of the general purpose nature of interior point method. This study has illustrated how one can exploit the special nature of an LP problem without sacri cing the generality of the algorithm. We are currently
