An experiment investigating flow around a single complex building was performed in 2000. Sonic anemometers were placed around the building, and two-dimensional wind velocities were recorded. An energy-budget and wind-measuring station was located upstream to provide stability and inflow conditions. In general, the sonic anemometers were located in a horizontal plane around the building at a height of 2.6 m above the ground. However, at the upwind wind station, two levels of the wind were measured. The resulting database can be sampled to produce mean wind fields associated with specific wind directions such as 210Њ, 225Њ, and 240Њ. The data are available generally and should be useful for testing computational fluid dynamical models for flow around a building. An in-house Reynolds-averaged Navier-Stokes approach was used to compare with the mean wind fields for the predominant wind directions. The numerical model assumed neutral flow and included effects from a complex array of trees in the vicinity of the building. Two kinds of comparisons are presented: 1) direct experimental versus modeled vector comparisons and 2) a numerical metric approach that focuses on wind magnitude and direction errors. The numerical evaluation generally corroborates the vector-to-vector inspection, showing reasonable agreement for the mean wind fields around the building. However, regions with special challenges for the model were identified. In particular, recirculation regions were especially difficult for the model to capture correctly. In the 240Њ case, there is a tendency for the model to exaggerate the turning effect in the wind caused by the effect of the building. Two different kinds of simulations were performed: 1) predictive calculations with a reasonable but not high-fidelity representation of the building's architectural complexity and 2) postexperiment calculations in which a large number of architectural features were well represented. Although qualitative evidence from inspection of the angles of the vectors in key areas such as around the southeast corner of the building indicated an improvement from the higher-fidelity representation of the building, the general numerical evaluation indicated little difference in the quality of the two solutions.
Introduction
Experiments were performed to characterize the airflow around a complex building. Several sets of experiments were performed that can be described in terms of ''characterization of the wind field'' and ''releases of an inert gas.'' In this paper, we report on the mean wind field and the modeling of the mean wind field with a Reynolds-averaged Navier-Stokes (RANS) approach.
Wind fields are important in both the wind engineering/building design literature and the literature on dispersion of atmospheric releases. Background reading on building aerodynamics can be found in a recent book by Lawson (2001) . Becker et al. (2002) investigated experimentally the flow around blocks in a wind tunnel. Detailed quantitative information of turbulence in the vicinity of the obstacle was obtained. Hort and Robbins (2002) performed laboratory experiments of dispersion and flow downwind of cylindrical buildings, with the presence of bunds, which significantly alter the flow patterns. Zhang et al. (1996) performed both numerical and physical modeling of stable atmospheric flow around a cubical building. They suggest that because the Froude number will rarely be less than 3 in the nighttime stable boundary layer, stratification will rarely be a significant factor influencing the flow structure in the near vicinity of a building. Smith et al. (2001) studied numerically the flow around a cubical building with radiatively induced thermal effects. They propose that because shading a building exerts local cooling, flows downstream from the building can be significantly affected. Higson et al. (1995) studied flow around somewhat more complicated model building shapes both in the free atmosphere and in a wind tunnel. They report that experiments in the wind tunnel tend to give higher estimates of mean concentrations as compared with the C A L H O U N E T A L .
FIG. 1.
The form of the computational model of the building-predictive simulations. The northerly direction is oriented toward the top. A subsection of the grid is shown. The whole grid extends beyond the domain pictured. Note that both of the architectural alcoves on the north side of the building, the building's two-level structure, and the inner courtyard are represented.
FIG. 2. Geometry for the building-postexperiment simulations. The northerly direction is
oriented toward the top. field data. This result presumably is due to the larger range of turbulent scales that are present in the atmosphere. Sagrado et al. (2002) numerically and experimentally studied dispersion in a street canyon. They found that increasing the height of the downstream building decreased concentrations in the street canyon. Interest in flow around buildings can also be seen in recent conference proceedings. For example, Brown et al. (2000 Brown et al. ( , 2001 and Calhoun et al. (2000) demonstrate modeling systems developed at U.S. Department of Energy national laboratories. Field studies using idealized layouts and representation of buildings have also been performed; see, for example, the Mock Urban-Setting Test field campaign using arrays of transportation containers to represent buildings (Zajic et al. 2002) . Another important experiment that has direct relevance for flow around buildings is the Vertical Transport and Mixing/ Urban Dispersion Experiment in Salt Lake City in autumn of 2000 (Allwine et al. 2002) . The focus of this experiment was somewhat larger than a single building. The urban dispersion component of the experiment focused on dispersion from a gas release through multiple building blocks in the downtown area. A review of the literature shows an increasing interest in flow around buildings. However, whereas there has been a large amount of modeling and laboratory experiments performed, there have been relatively few full-scale wind and dispersion field experiments performed around single, complex buildings.
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Plan and motivation
The first part of the experiment for flow around the building was concerned with measuring mean wind fields. As part of this study, the results of computersimulated wind fields are compared with field measurements. This is the first stage of a larger effort to assess the ability of computational models to predict atmospheric dispersion scenarios around building complexes. This paper is focused on the simulation of the velocity field by a computational fluid dynamics (RANS) model. Two kinds of RANS simulations were performed: predictive and postexperiment. Predictive simulations were performed before the experiment primarily to provide initial guidance for the planning. By developing an approximate understanding of the major features of the flow field, the sensors could be more effectively deployed. The postexperiment runs were performed for two reasons:
1) The largest amount of experimental data was available for slightly different wind directions than the directions used in the initial calculations. The predictive runs simulated three wind directions-200Њ, 225Њ, and 250Њ measured from true north. Although the winds did blow generally from the southwest (typical summer conditions for this site), the most appropriate data available were for 210Њ, 225Њ, and 240Њ.
2) The sensitivity of the predictions to various levels Figures 1 and 2 show the level of idealization of the building for the predictive and postexperiment cases.
The following sections will discuss the model setup and solution techniques, the experimental methods, and detailed comparisons of modeled versus experimental data.
Model setup and numerical methods
a. Neutral flow
The flow was assumed to be neutral, and no heat flux was imposed at the ground, a criterion that represents cloudy, morning, or higher-wind conditions. As a consequence, only the experimental data that also represented neutral flow conditions were used in the following comparisons. The time of the year and conditions of the experiment were chosen so that neutral flow scenarios dominated for most of the duration of the experiment.
b. Canopy effects
Canopy effects (trees) were modeled with the addition of a drag term in the momentum equations. We follow, for example, Yamada (1982) and add the following term to the mean momentum equations:
where is the fraction covered by the canopy, C d is the drag coefficient for the trees, a(z) is the plant area density, and U is the x component of mean wind speed. An analogous term is used in the y direction.
In the predictive case, the canopy was modeled according to our conjecture that the major canopy effects were caused by a line of eucalyptus trees to the east of the building. To test this hypothesis, more-detailed canopy effects were included in the postexperiment runs. For example, in Fig. 3 , the shaded circular areas sur- rounding the building represent ornamental trees that surround the building and the shaded rectangular regions to the right of the building represent the row of eucalyptus trees, including major gaps in the row. In the vertical direction, the canopy is modeled as a two-layered structure in which a larger drag coefficient is assigned above the canopy base height and a lower drag is specified in the trunk area below the bulk of the limbs and leaves.
c. Wind directions
The wind directions used in the predictive study were 200Њ, 225Њ, 250Њ measured clockwise from true north (the prevailing winds at the building are from the southwest in the summer). The wind directions in the postexperiment cases were redone to match better the analysis of the measurements centered on the wind directions of 210Њ, 225Њ, and 240Њ.
d. Initialization, averaging, and duration of runs
To produce an initial field, a logarithmic profile modeled from data obtained at the upwind instrument station was assumed across the domain and a mass consistency requirement was enforced. The incoming wind profile was modeled as logarithmic with height with a maximum of about 3 m s Ϫ1 at the upwind height of 3 m. The averaging process in the equations of motions solved numerically is ensemble. The numerical procedure followed the traditional RANS approach. The duration of the run-time of a typical RANS simulation on local supercomputing platforms was less than 1 h.
e. Grid points and resolution
Approximately 1 ϫ 10 6 grid points were utilized for the predictive run, and 2.5 ϫ 10 6 were used for the postexperiment run. Grid stretching allowed the finest grid spacings near the building for the postexperiment case to be approximately 1 m. The computational domain spans 400 m ϫ 400 m ϫ 80 m, where the smaller dimension is in the vertical direction. 
f. Numerics and turbulence model
The computational fluid dynamics code utilizes a finite-element method (Chan 1987; Gresho and Chan 1998; Lee 1994; Chan and Lee 1999) and has been adapted for use on massively parallel computer platforms through message-passing interface. The simulations performed here used 128 processors of the Advanced Simulation and Computing Program (ASCI) Blue-Pacific machine. A variety of different turbulent closures have been implemented and are available in the massively parallel code (see, e.g., Gresho and Chan 1998 ). The turbulence model used is the similarity-k turbulence model; that is, the turbulent fluxes are parameterized as proportional to gradients of mean variables. By changing an input option, our code may also be utilized in large-eddy simulation (LES) mode, whereby some of the turbulence is explicitly resolved and only the subgrid turbulence is modeled.
g. Why RANS?
The RANS solution procedure was evaluated for several reasons. This method is practical and should be tested for building scenarios because it is frequently used. Our experience is that the RANS approach uses about an order of magnitude less cpu time than the LES approach. In our view, each of these methods has an important place in the simulation of flows around buildings. RANS is adept at relatively cheaply calculating mean fields; LES is more expensive but allows information about the transient fields to be obtained. In short, if the level of information required involves the transient structure of the turbulent field, then LES would be the expected choice-because the large-scale motions are calculated rather than parameterized. However, RANS represents an effective compromise between cost and accuracy, a midpoint between extremely high resolution, 
Experiment and data collection a. Goals and experimental strategies
The goal of the experiment was to provide airflow data around the exterior of the building that could be used to validate the computer models under development. One strategy was to make an estimate of the flow field using the predictive RANS calculations to determine placement locations for the wind sensors. Because a limited number of sonic anemometers were available, we employed a scheme that allowed us to, in effect, multiply the number of monitored locations. Measurements of velocity around the building were obtained by moving an array of eight sonic anemometers to a set of locations around the building-allowing the array to collect data for 5-7 days at each location for a total of 54 locations. Data from the resulting database can be chosen within a 15Њ window centered around a specified wind direction. The wind speeds are also normalized by dividing by the upwind wind speed observed at the same time. With this sorting and normalizing process, one mean field with the equivalent of 54 spatially distributed sonic anemometers can be obtained for that wind direction. This scheme is repeated for several ranges of wind direction. The mean field comparisons presented later used a sampling of the database into 210Њ, 225Њ, and 240Њ wind directions. Although these values were representative of the major wind directions seen in the data, other ways of sampling the database would be possible. 
12. The same as in Fig. 10 but for the north side only and no background shading. The upwind reference station was an energy budget system that measured wind speed and direction as well as the sensible heat flux to the ground surface. Additional wind information was provided by an anemometer on top of the building and a permanent weather tower with wind measured at 10-and 40-m heights.
Because of normal variability in wind data, criteria were set up to determine which data would be rejected and which would be used for model validation. The long-term weather records from the permanent weather tower showed that at the 10-m height the median wind speed is 2.6 m s Ϫ1 and the 95th percentile is 6 m s Ϫ1 in annually compiled data (i.e., 5% of the wind speeds are greater than 6 m s Ϫ1 ). During the summer months at the building site, the prevalent wind is from the southwest (SW), with recurrence frequencies of more than 60%. These recurrence frequencies reduce to about 20% by November. The first criterion was that the wind data should be retained when the wind direction was approximately from the SW; in practice all data were retained from the quadrant 195Њ-285Њ. The second criterion was that with the above-mentioned definition of ''upwind,'' the wind data should be retained when the wind speed exceeded 2 m s Ϫ1 and the atmospheric stability conditions were neutral at the energy budget reference station. The latter criteria provided assurance that the Monin-Obukhov length scale would be practically infinite for the inflow air upstream of the building.
It was decided to acquire the data in 1-s polls and to process them immediately into 10-min averages and standard deviations. The 10-min averages were to represent, in a time-averaged sense, meteorologically relevant mean variations of the winds at the measurement locations. The sonic anemometers (Vaisala, Inc., model 425) measured horizontal wind components only and were programmed to provide a pulse type of squarewave output sampled by the data acquisition system (Campbell Scientific, Inc., model CR-10). These dataloggers with two sonic anemometers each were normally able to operate in the averaging mode for 5-10 days without overwriting the memory buffers. In a special wind-variability study, the sonic anemometers were operated continuously at 1-s polls without preprocessing to average states. In these special cases, the dataloggers would overwrite the memory buffers in about 2 h. Quality assurance was provided by a quality-control procedure of inspection of sonic-anemometer performance in a slow-speed wind tunnel (1-2.5 m s Ϫ1 ) and by the periodic quality-control normalization of placing all sonic anemometers at the same height and approximate location as the upwind energy budget station over 3-5 days (400-700 ten-minute periods). These quality-as- Fig. 13 but for the north side only.
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surance procedures give us confidence that the measurements were within 0.1 m s Ϫ1 when the speed was greater than 1 m s Ϫ1 . The only problems encountered were with one anemometer that proved to have a nontrivial calibration zero offset, two anemometers that required output span adjustments, and one failure caused by corrosion within the sonic-anemometer case. Because a spare sonic anemometer was retained, there was only a trivial amount of data lost.
b. Experimental dataset
Sonic anemometers were deployed eight at a time in arrays denoted as ''stations.'' Each station was allowed to acquire data for approximately 1 week. Reduction of the data in a spreadsheet allowed the data to be sorted according to the retention criteria, converted from conventional wind direction and speed to wind speed components, and then sorted by 10-min upwind wind direction. At this stage the component speed data were graphed according to upwind wind direction and were inspected. In this manner, wind speed components were seen to undergo a smooth transition in a continuous curve along the independent variable of upwind wind direction. This analysis showed that each 10-min period was representative and repeatable and was definitely not a random occurrence. Then data were combined into 5Њ bins to provide smoothing. These speed components make up the dataset for 53 locations (one location was lost because of instrument failure). In addition, the same locations provided standard deviations of the wind direction for optional determination of turbulence intensity or approximate turbulent kinetic energy. A special study was undertaken to obtain a minimum of wind variability data for 6 of the 54 locations. In that study, six sonic anemometers were operated for 1 week with no 10-min summary, so that the memory buffers retained the 1-s data but filled up in about 2 h. Several 2-h periods that met the criteria were retained. From these periods, data collected for 1 h during the most persistent SW wind were retained as a benchmark dataset.
c. Strategy of sensor placement and divisions of data
The strategy of the sensor placement was to characterize as well as possible with a limited amount of sonic anemometers the flow field relatively near the building. The focus was on the deviation in the upwind flow caused by the building. We expected that each side of the building would have flow patterns unique to its location because of wind direction, blocking of the building, and canopy effects. Predictive RANS calculations supported this expectation. Second, we were well aware of the importance of capturing strong shears that occur near solid boundaries such as the building surface. Fig. 13 but for the east side only. The white vector field is the modeled wind not at measurement points (but at the same height). When numerically simulating fluid-flow problems, our experience is that it is usually crucial to place a large number of grid resources near solid boundaries. Much of the turbulent kinetic energy, for example, is created in these areas. As a consequence, the sensor placement strategy reflected the importance of the regions near the building surface. The sonic anemometers were placed increasingly closer together (following a modified logarithmic distribution) in a line approaching the building for a region of interest.
FIG. 16. The same as in
The north and east sides of the building were expected to provide a chance to test models with recirculating flow conditions, and the south side represented angled flow toward a complex building surface-flowing, in addition, through a gap between a storage shed and the main building and also between a gap in the main tree line. The inner courtyard was also instrumented, because flow patterns over and into the courtyard determine whether it might be a safe haven or a potentially more dangerous area in the advent of an atmospheric release in front of the building. These divisions, ''north,'' ''south,'' and ''east'' of the building help to group the data into categories that represent convenient ways to test computational approaches.
d. Data availability
The format of the data is in Microsoft, Inc., Excel spreadsheets and is generally available for researchers. At the time of writing, it could be obtained by contacting Frank Gouveia by e-mail at gouveia2@llnl.gov. By writing different conditional statements in Excel, the data could be sampled in ways other than we have described in this paper.
RANS model-Experimental comparisons
In the following, graphical and numerical comparisons between the experimental data and model results are given. The simplest and most illuminating method of comparison is to overlap experimental and model vectors at the sensor locations. It is more challenging to interpret numerical comparisons because one cannot see and easily evaluate the cause and importance of errors. For example, near a corner of the building there may be strong gradients and a recirculation zone where
strong positive velocities exist near small negative velocities. In addition to model errors, there may be small errors in the sensor locations that could potentially be important in regions of strong gradients. In these cases, it is important to see that the mean dynamics are well represented. Are the mean structures present with approximately the correct magnitudes and directions of rotation? We will provide this kind of analysis when needed to support numerical comparisons provided below.
a. Numerical measures of comparison
We compare magnitudes of the velocity vectors with mean absolute deviations. These deviations are defined as
dev mod exp N In Eq. (2), N represents the number of sensor locations being compared and U represents the magnitudes of the experiment or the model depending on the subscript. This formula will be applied globally and by regions to the domain. The regions are defined as north, south, and east, where north is the top of the figures. There are not enough data to define a separate ''west'' region. Angles will be compared by using scaled average angle differences, defined as
where i is the angle between measured and modeled velocity vectors and N is the number of samples being averaged. The angle difference is scaled by the magnitude of the modeled velocity vector | U i | and then is normalized by the average of the magnitudes over the sample space. The purpose behind scaling the angles by the magnitudes is to weight the angles of the larger vectors more strongly. The justification for this approach is twofold: 1) the errors associated with the small vectors are relatively larger and 2), for transport purposes, angles associated with smaller vectors are less important than angles of larger vectors. Figure 4 shows sensor locations and the corresponding wind vectors for both the experimental data and the predictive model for 225Њ winds. Most of the sensor locations are on the south side of the building, and, in general, the agreement here is very good in terms of both velocity magnitude and direction. The major challenges remaining for this model in this area are to capture correctly the turning angle of the vectors as wind moves around the southeast corner of the building. The model predicted a stronger turning around the corner than is observed in the experiment. We hypothesized that the over-turning of the modeled winds was a result of modeling the eucalyptus trees as a single, unbroken canopy region. In fact, there are large gaps in the tree line in several locations, one of them located near the southeast corner. Therefore, in the postexperiment runs, we test this hypothesis by including the gap in the trees. Notice that, on the north and east sides of the building, the mean dynamics are well represented. The direction of the recirculation on the east side is correct, and the vectors on the north side agree reasonably well. The model prediction for the courtyard was a helical pattern with flow exiting the northeast corner of the courtyard. A conclusive evaluation of the dynamics for the courtyard is not possible with the data available. It is clear, however, that the experimental vectors are larger in parts of the courtyard than the model anticipated. The discrepancy may in part be attributable to the ornamental vine-supporting structure in the center of the courtyard that was not included in the simulation. Table 1 is distilled from a spreadsheet comparison of modeled and experimental data. The middle column describes how the angles compare and the last column compares magnitudes scaled by the magnitude of the ambient vector (the upstream wind vector). Notice that the angles (in degrees) compare well for the global, south, and north regions. The larger error in the angles on the east side is due to the difficulty of precisely modeling the position of features in the lee of the building. We elaborate on this discussion for the 240Њ case later. The errors in the magnitudes are less for the south side and are highest, relative to the ambient, near the north side.
b. Predictive case-225Њ wind direction
c. Postexperiment case-225Њ wind direction
Notice in this case (Fig. 5; Table 2 ) that channeling between the gaps in the trees has developed and that this channeling has improved the angles on the south side of the building near the eastern corner. The recirculation on the east side displays the same counterclockwise rotating mean circulation that is found in the experimental data. The northern side shows a correct clockwise rotation, although experimental results show a recirculation tighter to the building than do the model results. Figures 6, 7 , and 8 show magnified views of each of the regions. Lighter-shaded vectors are the experimental values; black vectors represent the model results. Surprisingly large values for the experimental results exist near the eastern side of the courtyard. These values are likely a result of additional ornamental structures in the courtyard. Higher-than-ambient velocities are present around the northwest corner of the building, and the model correctly predicts these values (although a larger value is predicted than is found in the experiment: 3.5 vs 3.1 m s Ϫ1 ). A higher-than-ambient jet is not found near the southeast corner of the building (for either model or experiment at the sensor locations). Fig-ure 9 shows the coefficient of pressure on the building surface. Notice that there are potentially significant pressure differences between various levels of the building. The intakes for this building are on the roof of the second level. A pressure difference of about 3 Pa exists across the building in the west-east direction. As in the predictive case, the south region shows good overall accuracy in both angle and magnitudes. As before, positioning of the north-side recirculation is somewhat more difficult to capture. Note that the overall level of accuracy is comparable to the predictive case at the current positions of the sensors. It is likely that improvements in the postexperiment model run may be found at other locations; for example, at higher locations or near the gaps of the trees.
d. Postexperiment case-210Њ wind direction
Figures 10, 11, and 12 compare vectors for the 210Њ case (Table 3) . As in the previous case, the model agrees well with the experiment on the south side. The eastside recirculation is nearly as accurate, capturing reasonably well the correct mean circulation and approximate location. The challenge for this wind direction is on the north side. Both model and experiment find similar types of circulations, but the close proximity of very small recirculation values and nearly ambient velocities means that a small positioning error causes a large error in the vectors. The experiment does not find higherthan-ambient velocities near the northwest corner. The model does predict stronger-than-ambient velocities, but uncertainty in sensor location may be partially responsible. Near the southeast corner, the experiment does find wind speeds that are slightly higher than ambient. Peak model values at the sensor locations near the southeast corner are close, nearly reaching the ambient level.
e. Postexperiment case-240Њ wind direction
Figures 13, 14, 15, and 16 allow analysis of 240Њ winds (Table 4) . In this case, the south side has generally good agreement, although there is a tendency for the model to exaggerate the turning effect of the building. For the north side, the model does better than in the previous case. Some discrepancies exist on the east side. A magnification of this area with surrounding model vectors in white (lighter shade is experiment and black vectors represent model results at sensor location as in previous cases) shows that there is a mean eddy with the same direction in both the experiment and the model. However, the limited number of velocity vectors from the experiment seems to suggest an eddy larger in size and shifted farther to the south by about one-fourth of the building's width. Therefore, even in this area where agreement is not on par with other regions, both the model and the experiment agree that there will be an area on the east side of the building that will experience west-flowing winds. The winds in the courtyard are more nearly matched by the model vectors, perhaps because the ornamental features obstruct the flow along the line of sensors to a lesser degree. The two sensor locations along the west side of the building indicate that the model solution overextends the turning effect of the building (farther out into the flow field). Of interest, for this wind direction, the experiment does not show a higher-than-ambient jet near either the northwest or southeast corners of the building. Model results, however, predict a higher-than-ambient jet around the northwest corner.
Conclusions
A RANS computer model has been compared with experimental mean wind vectors for several wind directions. The model solution generally captures the mean dynamics of the flow field, and errors, when significant, can usually be at least partially attributed to features, such as recirculations vortices, that, although present, are shifted in space. However, the experiment has illuminated several areas in which the model solution might be improved. Especially challenging are regions of the flow where large velocities are near small recirculations; in these cases, uncertainty in the location of the sensors may be partially responsible for discrepancies. In addition, perturbations (caused by the building) in the angle of the vectors (relative to ambient winds) tend to attenuate more rapidly away from the building than the model predicts. The numerical metrics corroborate the impressions gained by inspection of the vector fields that most of the discrepancies between the modeled and experimental wind fields are small relative to the ambient winds. When considering the inherent level of uncertainty in atmospheric flows of this kind, the overall agreement between the modeled and experimental fields is good in most areas of the flow field, with the greatest challenges in the recirculations zones. The more detailed architectural version of the building and the surrounding trees did qualitatively appear to improve specific features of the flow field-most notably the improvement in the angle of the wind on the southeast corner of the building just before the air flows through the gap in the line of trees. However, according to the quantitative measures, the differences do not appear to be significant.
