I. Introduction
In the U.S. economy we see transactions being carried out in a wide variety of ways. At one extreme we pay for goods with fiat money, and at the other extreme we obtain goods with only a promise to pay out of our wealth by some specified date (such as when we use a credit or charge card). Between these two extremes, we pay for goods with a check drawn on a bank demand deposit or a check drawn on a money market mutual fund. Evidently many assets other than narrowly defined money play a special role in facilitating transactions. This feature has long ago been recognized in the literature; for exam-1138 JOURNAL OF POLITICAL ECONOMY the existence and uniqueness of an equilibrium to this economy and show how to compute this equilibrium.
The remainder of this paper is structured as follows. In Section II we develop the model with one-period bonds and equities, and in Section III we use the model to price multiperiod bonds. In Section IV we estimate the model's parameters using the generalized method of moments estimation technique of and Hansen and Singleton (1982) . In Section V we compare some of the model's predictions to corresponding features of U.S. data. In Section VI we provide some concluding remarks.
II. The Model

A. The Aggregate Supply of Money and Bonds
Denote by s the economy's exogenous state variables, which evolve according to a stationary first-order Markov process. Given a value of the current period's state variables equal to s, denote by Es the conditional expectation over next period's value. Denote by A the aggregate amount of currency in circulation at the beginning of a period, which includes government bonds that are redeemed for cash and any lump-sum monetary transfer by the monetary authority. Denote by q(s) the price of a one-period, pure-discount government bond, denote by r(s) the one-period interest rate (so r = [l/q] -1), and denote by B the amount of one-period bonds issued this period. These bonds are purchased with currency, so the amount of currency in circulation after such an open-market operation is M = A -qB. The aggregate stock of fiat money M evolves according to some statedependent function h: M' = h(s, s')M. To attain this monetary growth rate, the monetary authority relies in part on lump-sum monetary transfers; denote by x(s, s')M the lump-sum monetary transfer issued at the beginning of the next period. Suppose also that the government chooses to issue a value of bonds, qB, according to some statedependent function g: qB = g(s)M. The government is free to choose h and g independently since it has two independent instruments: open-market operations and lump-sum monetary transfers.
Given a choice for g > 0, we assume that the monetary authority chooses h to attain state-contingent targets for the interest rate and inflation rate. We assume that the interest rate is always strictly positive, so q < 1. Denote the gross inflation rate from this period to the next by A' = 7T(s, s'), which we also assume is strictly positive. The model will provide a relationship between the interest rate and the inflation rate that must be satisfied, and we assume that the monetary authority's choices for the interest rate and inflation rate are consis-EQUITY PREMIUM 1139 tent with this relationship. This technique was also used in Coleman (1996) .
B. The Household's Problem
Each household receives an endowment y = y(s) of a perishable consumption good. Households cannot consume their own endowment, but rather must purchase consumption goods from other households. In terms of money, the price of the endowment is given by P = p(s)M. For the remainder of this paper, we measure all nominal aggregates relative to the aggregate stock of money M.
Consider a representative household that ranks stochastic consumption streams {cj} according to the utility function E E 3tu(c)] t=o Assume that 0 < ,B < 1; that the period utility function u is bounded, strictly increasing, and strictly concave; and that lim.o u (c) = mc. The household begins each period with money balances, denoted by a, which includes the current lump-sum monetary transfer by the government (as above, next period's monetary transfer is given by x'). During the period the household purchases consumption goods c using cash, checks, and credit and one-period, pure-discount bonds b using cash.
Denote goods that are purchased with cash by cl, goods purchased with checks by c2, and goods purchased on credit by C3. Goods and bonds purchased using cash must satisfy the currency constraint pc + qb ' a.
(1)
Denote the household's cash holdings after it purchases bonds by m = a -qb. Note that in equilibrium m = 1 (recall that M is measured after an open-market operation). Households deposit their bond holdings qb with a financial intermediary, which allows them to write checks on these deposits. These checks come due at the beginning of the next period; we assume that checks must clear before interest is paid on checkable deposits. A household's purchase of goods with checks must not exceed its checking account balance, so its checking constraint is pC2'qb.4
4 In Sec. III we allow for checkable deposits to be backed by risky securities. In that section we also bring out the special role of short-term government debt in backing checkable deposits. The constraint in eq. (2) is a special case of the more elaborate setup discussed in that section. The simplification here captures, in essence, the special role of short-term government debt in backing checkable deposits.
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Finally, to capture a feature of credit and charge card usage in actual economies, goods purchased on credit must be nonnegative, pC3 0, (3) and must satisfy the household's budget constraint.
Purchasing goods, whether they are purchased with cash, with checks, or on credit, incurs a transaction cost in terms of forgone output (or in terms of time devoted to the production of consumption goods). Purchasing a larger fraction of goods with cash reduces this transaction cost, and purchasing a larger fraction of goods with checks or on credit increases this transaction cost. Denote this transaction cost by + (c1 + C2 + C3, C1, C2), where P is homogeneous of degree one in all three arguments. Assume Pj > 0, 42 < 0, and 43 < 0 (4i is the derivative of p with respect to its ith argument). To ensure that some goods are always purchased with cash and checks, assume 42(c, 0, c2) = -oc and 433(C, C1, 0) = -o. We shall impose some additional assumptions on 4 later in this section, at which point it will be clear what role these additional restrictions play.
The traditional approach taken in the transaction cost literature, such as in Feenstra (1986), Marshall (1992) , and Bansal et al. (1995) , enters real money balances m/p instead of cl directly as the second argument of 4. Hence, the traditional approach does not impose the nonnegativity restriction on credit purchases and does not distinguish purchases of goods with checks, that is, c2 = 0. With this specification, all the money in the economy indeed circulates each period, but only because households can directly sell goods on credit (in those economies, m/p > y -41(c, mlp, 0) is possible). In this event, one should define transaction costs on gross transactions IcIl + Ic31 instead of net transactions c; alternatively, one should prohibit households from directly selling goods on credit. We take the latter approach. With this approach, however, it is possible that not all the money in the economy circulates each period. To avoid attributing liquidity services to money that is not used for goods transactions, we enter only goods purchased with money, c1, as the second argument in the transaction cost function P.
Goods purchased on credit this period must be paid for in cash at the beginning of the next period, so next period's cash balances before any government monetary transfer must equal a = py -4(PC,PCIPC2) + (a -pc- 
C. The Equilibrium
When we derive first-order and envelope conditions, it is straightforward to characterize the equilibrium as satisfying the following equations:
pc + I (PC,PC19PC2) = PY,
pcl , 1 with equality if up > 0,
Pc2 9 g with equality if t > 0, 
and X = 3Es2x $ hi
Given y, h, and g, these 10 equations determine the 10 functions c, C1, C2, c3, p, q, X, Ap, t, and A; all functions depend on s. Alternatively, as we describe here, given y, g, q, and a function 'r' = p'h'lp that satisfies equation (14), the nine equations (5)-(13) determine the nine functions c, C1, C2, C3, p, X, Ap, , and R; h is determined as h' = IT'p/p'. We search for an equilibrium in which all three modes of payment are used; the general case is handled in Appendix A. The first result to be established is that if some goods are purchased on credit, then both the currency and checking constraints hold with equality. If pC3 > 0, then it follows from equation (9) 
It follows that up > 0 and > 0, and thus equations (7)- (8) These assumptions ensure that pc > 1 + g, which is consistent with our search for an equilibrium in which all three modes of payment are used.
To interpret these assumptions, note that as v rises, relatively fewer goods are purchased with cash and checks, although the proportion of goods purchased with cash to goods purchased with checks remains constant (at 1Ig which falls below one if checkable deposits begin to offer a transaction service return (-t3(pc) > 0). A higher transaction service return offered on checkable deposits will lower both sides of equation (22) for a given nominal interest rate, which is consistent with higher inflation and hence a lower real interest rate.
E. The Return to Risky Assets
To consider the effect of a transaction service return to riskless assets on the equity premium, we must first derive the price of a risky asset. This equation is formally identical to one in Lucas and Stokey (eq. 5.13), which is motivated by equating the marginal rate of transformation between cash and credit goods (q) to the marginal rate of substitution between these two types of goods (1/[l -U2(pc)]). In our model, the term t2 (pC) is part of the technology, and not preferences, so our interpretation of this relationship is somewhat different. Here, the interest rate equals the transaction service return to using money.
Our model with cash, checks, and credit is also formally identical to one that distinguishes among three types of goods in household preferences, where the marginal rates of substitution depend on the transaction cost function *. Here, though, interpreting the relationship between the interest rate and marginal rates of substitution is not so clear, since purchasing fewer goods with cash and more on credit also relaxes the checking constraint.
III. An Extension to Multiperiod Bonds
In the data, term premia and maturity are positively related. However, standard models produce an essentially flat relationship between maturity and average term premia. In this section we explore the ability of our model to resolve this term premium puzzle.
Addressing this puzzle requires pricing multiperiod bonds in our model, which is not as straightforward as pricing multiperiod bonds in standard models. At issue is the capital risk inherent in multiperiod bonds other than one-period bonds and how this risk interacts with the ability of risky bonds to facilitate transactions. In particular, one would wish to ensure that checks do not bounce because of a drop in the value of risky assets backing checkable deposits. In what follows we extend our model to allow checkable deposits to be backed by multiperiod government bonds, and we ensure that checks do not bounce.
Suppose that households consider using longer-term bonds to back up their checking deposits. In particular, suppose that households can purchase two-period government bonds, b2, at a price of q2 and three-period government bonds, b3, at a price of q3. Households initially choose a portfolio of one-, two-, and three-period bonds, which has a current value of qb + q2 b2 + q3 b3. They 
This approach can be extended to include any maturity of government bonds.7 We feel that this extension of our model can resolve some empirical puzzles concerning the term structure. The bond prices q, q2, and q3 must satisfy the Euler equations Note that the equilibrium we considered in Section II is unaltered by these equations if one assumes that all government bonds of maturity greater than one are in zero net supply.8 Intuitively, the values of 82 7 Note that, because of the possibility of default, conceptually, privately issued assets should have a 8 of zero. Hence, primarily government bonds would be used to back checkable deposits. A useful extension of our model would be to consider a fixed but finite cost to violating the checking constraint in eq. (27). This would allow for the possibility of privately issued securities, in addition to government-issued securities, to back checkable deposits.
8 This assumption avoids an explosion of the state space. Without this assumption, the state space would include the supplies of each maturity of government debt. Note, however, the following equivalence result. Consider two economies, one that issues only one-period bonds and another that issues bonds of various maturities. For the first economy denote the bond/money ratio by gi, and for the second economy denote the n-period bond/money ratio by kn. As is evident from eqq. (8) and (27), if g, = E 2 n, then these two economies are otherwise identical. and 83 would crucially depend on the volatility of the asset (8 would fall as volatility rises), and on average the values of 82 and 83 should be less than one. Since 1 -t2 + 82A3, for example, is a decreasing function of 82, the average term structure should slope upward.
Because of the dependence of the 8's on volatility, neither longterm bonds nor equities play a role in facilitating transactions; hence primarily short-term bonds (and money) facilitate transactions. This result of our model seems consistent with certain observed features of money market mutual funds and bank checkable deposits. Money market mutual funds that offer a check writing feature have their funds invested in short-term government bonds. Bank checkable deposits also offer a fixed interest rate and are not subject to any capital risk. Evidently one buys the convenience of check writing at the expense of investing in nominally riskless assets.9 Moreover, many accounts require that they be collateralized by short-term government securities, such as a margin account on organized securities exchanges across the United States (e.g., the Chicago Board of Trade and the New York Stock Exchange [NYSE]). These examples corroborate our result that there is a special role for short-term government bonds that is intimately related to managing accounts that are used for transaction purposes.
IV. Estimation of the Structural Parameters
A. The Data
The monthly data set we use runs from January 1959 to June 1991, which gives us 390 observations. The macroeconomic time series are taken from Citibase (using seasonally adjusted data). We identify the real consumption series with the consumption of nondurables (GMCN82) plus services (GMCS82), and we identify the implicit deflator on this series as the price series. Fiat currency in the model is identified with the series FMSCU, which consists of currency in circulation. We equate the quantity of riskless assets with the series FML (net of currency in circulation), which consists of M3 plus the nonbank public holdings (net of money market mutual fund holdings) of U.S. savings bonds, short-term (less than 12 months to maturity) Treasury securities, commercial paper, and banker's acceptances. Since the series FML contains securities with a maturity in excess of 1 month, this series is not strictly nominally riskless at a 1-month horizon. We nevertheless use FML since the monthly capital risk for these securities is relatively small. Since currency and riskless assets are used to purchase more than just nondurables and services, we scaled down our measure of currency and riskless assets by the average ratio of nondurables and services to gross national product over this time period, which equals .55. As in the model, all nominal aggregates are deflated by the stock of fiat currency. Value-weighted equity returns for the NYSE and monthly holding period returns for bonds with 1 and 6 months left to maturity are taken from data distributed by the Center for Research in Security Prices.
B. Estimation Procedure
With this data set we exploit the restrictions imposed by the model to estimate the structural parameters using the generalized method of moments (GMM) procedure developed by where Re denotes the gross return to equity. As long as real consumption growth, v, and g are stationary, the forecast errors will be stationary as well. In the model we assume that consumption growth and g are stationary, and the stationarity of v follows from equation (18) and our assumption that nominal interest rates are stationary. We construct 10 orthogonality conditions by multiplying each forecast error by five instruments. The five instruments consist of a constant and one-period lagged values of real consumption growth, inflation, the gross nominal risk-free return, and the gross nominal monthly holding period return on a 6-month bond. Table 1 estimated parameters is .014, implying that 1.4 percent of the endowment is lost in transaction costs. The average value of t3, which influences the average equity premium, is -.0028.
C. Estimation Results
Note that the estimate of the risk aversion parameter is similar to the value used by Mehra and Prescott as well as the value estimated by Hansen and Singleton. Moreover, we estimate ,3 to be less than one, whereas many studies that estimate a relatively low risk aversion parameter also estimate ,3 to be greater than one (e.g., Dunn and Singleton 1986; Kocherlakota 1988).
We also evaluate the hypotheses that K = 0 or K = 2. Under the null that K = 0, only cash provides a transaction service. This hypothesis is tested by reestimating the structural parameters at the null of K = 0 using the optimal weighting matrix of the unrestricted model. The difference in the value of the restricted and unrestricted GMM criterion function is then distributed as a x2 with one degree of freedom. In our case this difference was 19.45, implying a strong rejection of the null that K = 0. In this sense, this test rejects the Lucas and Stokey special case of our model. On the other hand, the model could not reject the hypothesis that K = 2: the difference in the GMM criterion function was .09. This suggests that the transaction service return to riskless assets is an important feature of the data.
It is important to note that equation (18) implies a stochastic singularity among r, v, and g in the model. Clearly one should expect this exact relationship to be violated in the data. We would like to make two observations regarding this issue. First, to provide a sense of the degree to which this relationship is violated in the data, at the estimated parameter values the mean and standard deviation of r -W3(V; g) + U2(v; g) are -.0018 and .0021, respectively, in the data (these values are zero in the model)." Also, at the estimated parameter values the correlation between r and WV(v; g) -U2(v; g) is .38 in the data (it is one in the model). Second, it is possible to break the stochastic singularity in the model by introducing shocks to the transaction cost function. Equation (18) could then be used to identify these shocks in the data. As these shocks should not substantially affect average transaction service returns, we suspect that the results of such an exercise would not alter the main conclusions of this paper.
V. A Comparison of the Model's Predictions to the Data
In this section we compare the model's predicted distribution for asset returns, velocity, inflation, money growth, riskless assets, and 11 The variables r, v, and g are measured on a monthly basis (not annualized).
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consumption growth to the corresponding distribution estimated from U.S. data.
A. Procedure for Solving the Model
To solve the model we require the parameter estimates from the previous section, a specification of the stochastic process for the exogenous variables, and an inflation process that satisfies equation (21).
The process for the log interest rate, log riskless assets, and endowment growth is modeled as a first-order vector autoregression (VAR(1)). The gross inflation process is modeled as log[Ir(s, s')] = log[-7r(s)] + -i(s'),
where the forecast error -r is normally distributed, has mean zero, and is correlated with the innovations in the other exogenous variables. Hence, the forecast errors for inflation are exogenous (and chosen by us) and the model determines the conditional mean log(fr) to satisfy equation (21). Given this specification of our model,, the details of the algorithm for solving the model are described in Appendix B. Table 2 reports summary statistics for a restricted VAR(1) fitted to U.S. data on the log of the interest rate, the log of riskless assets, consumption growth, and inflation.'2 The restriction we impose is that lagged inflation does not enter the first three equations. In the model, the VAR coefficients on the log interest rate, log riskless assets, and endowment growth are those reported in table 2. Since the correlations among the forecast errors for the interest rate, riskless assets, and consumption growth are quite small, for the model we simply impose a diagonal covariance matrix for these innovations. The diagonal entries are chosen so that the variances of these innovations match those reported in table 2. We choose the forecast error ri to have the same variance as the forecast error of inflation and the same covariance with the remaining three forecast errors as reported in table 2.
B. The Risk-Free and the Equity Premium
Mehra and Prescott (1985) documented that standard representativeagent models, reasonably restricted, are unable to simultaneously ex- 
-Standard errors are in parentheses. Definition of variables: r is the net nominal interest rate (1-month Treasury bill); g is the log of riskless assets (M3 plus nonbank public holdings of U.S. savings bonds, short-term Treasury securities, commercial paper, and banker's acceptances; c is the consumption growth rate (nondurables plus services); p is the inflation rate (implicit consumption deflator); residual refers to the one-step-ahead forecast errors. All variables are measured on a monthly basis (not annualized).
plain the low average risk-free rate and the high equity premium observed in the data. Table 3 reports the behavior of the real interest rate and the equity premium in the data and in simulations of our model with the parameter estimates in tables 1 and 2. Equity in our model corresponds to a claim on aggregate consumption (i.e., d = c). In the data the average ex post real interest rate is 1.12 percent at an annual rate, and the average equity premium is 5.02 percent at an annual rate. In the estimated model these two rates are 4.00 percent and 2.42 percent, respectively, so at the point estimate of the model's parameters, the model captures about 50 percent of the equity premium. This is a substantial improvement over previous models (as documented, e.g., by Mehra and Prescott [1985] ).
A key parameter that determines the average risk-free rate and equity premium is K. Recall that K = 2 could not be rejected whereas K = 0 was strongly rejected. A variety of papers have attempted to explain the observed negative relationship between inflation and real equity returns and between inflation and real interest rates. For example, Marshall (1992) is able to explain these relationships using a related transaction cost model. Table 5 documents the relationship between inflation, real equity returns, and the real interest rate observed in the data and in simulations of our estimated model with K = 2. The correlation between inflation and real equity returns is -.17 in the data and -.36 in the estimated model. Moreover, the correlation between forecast errors for inflation and real equity returns is -.12 in the data and -.29 in the estimated model. This model evidently does quite well in explaining the negative relationship between inflation and real equity returns. Note also that the estimated model matches reasonably well the negative correlation between inflation and the ex post real interest rate.
D. Term Structure Implications
Backus et al. (1989) documented that the model considered by Mehra
and Prescott is unable to generate an upward-sloping term structure that quantitatively matches the one observed in the data. This implies that in these models the relationship between average holding period returns and maturity is essentially flat. In the data (see table 6 ) there is a positive relationship between average holding period returns and maturity. Qualitatively, as we argued above, it seems clear that our model can generate an upward-sloping term structure and a positive relationship between average bond holding period returns and maturity. To explore whether or not this model can quantitatively match this feature of the observed term structure, we simulated prices of multiperiod bonds under the following assumptions. First, we assume that all bonds but one-period bonds are in zero net supply. Second, we use the data to estimate the 6j's that we use to generate simulation of our model. We assume a parametric relationship among It's such that = i 'l/q1. A value of 6 = .98 is consistent with the minimum prices for all bonds of maturity from 1 to 11 months observed in the data, which are reported in table 6.14 Table 6 reports average simulated monthly holding period returns (annualized) for 1-11-month bonds for two versions of the model, one with K = 0 and one with K = 2, as well as for U.S. data. Note that, for both the model with K = 2 and the data, average holding period returns rise with maturity, whereas they do not vary with maturity for the model with K = 0. In particular, for the data there is a 90-basis-point spread between the average 1-and 1 -month holding period returns, for the model with K = 2 there is a 74-basis-point spread, and for the model with K = 0 there is a four-basis-point spread. Note also that for all three cases the standard deviation of holding period returns rises with maturity. These results show that our model is capable of explaining some important features of the term structure that standard models (such as ours with K = 0) have had considerable difficulty with.'5 One thing that our model does not explain, however, is why the term structure is so steeply sloped at very short maturities (2-6 months). Figure 1 displays the ability of our model to match some features of the observed average term premium, as well as the average real interest rate and equity premium.
Given the high positive correlation among bond yields that is observed for various maturities, the assumption that allows us to use equation (27) is very attractive. We numerically verified that this assumption is valid for the model with the just mentioned values of bP 15 There are a variety of other term structure related puzzles that we do not explore and that this model may explain, such as the different behavior of the short and long ends of the term structure, and the relationship between spot and forward interest rates for all maturities (see, e.g., Backus et al. 1989; Mishkin 1990 ). An in-depth analysis of these issues is a full-length project in itself. Hansen and Jagannathan (1991) develop nonparametric variance bounds that provide an alternative characterization of the excess return puzzles.'6 Using these bounds, Hansen and Jagannathan and Cochrane and Hansen (1992) document the failure of a variety of models in explaining asset market puzzles. In this subsection we explore the implications of these bounds for our model.
As shown in Hansen and Jagannathan (1991), the ratio of average asset returns in excess of the risk-free interest rate to the standard deviation of this excess return (the Sharpe ratio) must satisfy the following bound: a(k), E(7;),(9 E(k) ar(4)'(9 where 4 is any excess return and k is the intertemporal marginal rate of substitution of a given model. The excess return puzzle associated with equity and bond returns implies that the ratio u(k)/E(k) in many models is much lower than observed Sharpe ratios for equities and bonds. Note that this way of confronting asset return puzzles leads one to consider the mean relative to the standard deviation of the -asset's excess return. An alternative characterization of the failure of a variety of models is that they generate Sharpe ratios (constructed in the usual way) that are too low relative to those observed in the data. Sharpe ratios in our model can easily be computed from simulations of the model. With K = 0,17 the model generates a Sharpe ratio for equities equal to .01 and for 6-month bonds equal to .01. Indeed, the Sharpe ratios for 2-1 1-month bonds are all roughly equal to .01. These values are very low compared to those observed in the data. As K is increased from zero to two, the Sharpe ratio for equities rises from .01 to .92 and for 2-11-month bonds rises from roughly .01 to roughly .12.
As mentioned above, the equity premium at K = 2 in the model is close to that observed in the data. However, at this value of K, the Sharpe ratio for equities is much higher than that observed in the data. This is an outcome of the rather low variability of the equity return in the model. At K = 2, the Sharpe ratio on 2-11-month bonds in our model equals roughly .12, which is the value observed for 11-month bonds in the data but is about a third of the value observed for 2-month bonds. In terms of the term structure, these results reflect a substantial improvement over standard models. These results suggest that increasing the variability of equity returns without affecting average equity and bond returns or variability of bond returns is required to explain observed risk premia and Sharpe ratios.
As just mentioned, our model, as well as the model of Mehra and Prescott (see Cecchetti, Lam, and Mark 1993), generates a standard deviation of the equity return that is much lower than that observed in the data. This failure of these models presents a substantial challenge. A potential explanation for this low-variance puzzle may be related to the appropriate measure of payoffs to equity. Recent results of Ackert and Smith (1993) show that the variance bounds tests of LeRoy-and Porter (1981) and Shiller (1981) are satisfied if one identifies the price process with the market value of firms and the dividend process with the sum of ordinary dividends, share repurchases, and takeover distributions. This suggests that a model that matches the properties of such a dividend process may also match the standard deviation of equity returns. As in Mehra and Prescott, we identify the dividend process on equity with aggregate consumption, which may have properties quite different from those of the dividend process constructed by Ackert and Smith. For the transaction velocity of currency, table 7 reports summary statistics from the data and from simulations of the model with the parameter estimates in tables 1 and 2, but with K = 2 and * = .35. The average value of log velocity in the data is 3.10, and the average value of log velocity in the model is 3.05. The standard deviation of velocity in the data is .11, which is somewhat higher than the value of .07 predicted by the model. The correlation between velocity and nominal interest rates is .74 in the data, which is somewhat lower than .94 observed in the model. An examination of forecast errors, however, reveals more significant mismatches between the data and the model. In particular, the model predicts a standard deviation of the forecast error of velocity equal to .0245, which is substantially higher than .0044 observed in the data. The model predicts a correlation between the forecast errors of velocity and the nominal interest rate equal to .9944, which is much higher than -.0133 observed in the data. The high correlation in the model is due to the contemporaneous relationship between the interest rate and velocity as a consequence of equation (18). These failures of the model should not be surprising since both the model in Lucas and Stokey (1987) and this model are designed so that velocity reacts to the interest rate in roughly the same way. In these models velocity reacts immediately to changes in the nominal interest rate, but evidently a more delayed response is required to match the behavior of velocity observed in the data.
G. Money Growth
In solving the model, we determined endogenously that money growth was consistent with the behavior of interest rates and inflation. It seems particularly important, then, to compare the behavior of money growth in the data to that in the model. For both the data and the model, table 8 documents the relationship between money growth and interest rates, consumption growth, inflation, and velocity. In the data, the forecast error correlation between money growth and interest rates is .11 and the forecast error correlation between money growth and velocity is -.41. In the model with K = 2, these correlations are -.98 and -.99, respectively. As discussed in the previous section, in the model the forecast error correlation between the interest rate and velocity is almost one; hence the forecast errors for velocity and interest rates are almost identical. This explains why, in the model, the forecast error correlations between money growth and interest rates are almost the same as the forecast error correlations between money growth and velocity. To explain the large discrepancy in the forecast error correlations between money growth and interest rates, note that in the model money growth is determined by lnh' = lni -ln(Lv) + ln(L) Recall also that the forecast error correlations between the interest rate and inflation and consumption growth were chosen to match those in table 2. These correlations are fairly small. Hence the forecast error correlation for money growth and interest rates, to satisfy this functional relationship, is negative. As it turns out, in the model the variance of the forecast error for velocity far exceeds that for inflation or consumption growth, which explains the high magnitude of the correlation. To summarize, as in the previous section, the anomalous behavior of money in the model seems due to the tight contemporaneous relationship between interest rates and velocity.
VI. Concluding Remarks
In this paper we extended a well-understood monetary model (such as Lucas and Stokey [1987] 
Appendix B
This Appendix describes the algorithm we used to compute an equilibrium and simulate time series. This algorithm is essentially the one described in Coleman (1990) and used in Coleman (1996) , but applied to an economy without an endogenous state variable (in this paper, all state variables are exogenous). The exogenous state variables consist of the nominal interest rate, r, the ratio of the supply of risk-free assets to the supply of currency, g, and the gross growth rate of the endowment, y. Denote the vector of the logs of these variables by x, which is assumed to follow a first-order vector autoregression: x' = Ax + BE. The innovations Ei, i = 1,..., 3, are independent of each other and over time and are drawn from a discrete distribution that approximates a mean-zero, unit-variance normal distribution. This is done by choosing five values and associated probabilities for each E from a five-point Hermite-Gauss quadrature rule (normalized appropriately so that they each have a unit variance). 
