The influence of device geometry on many-body effects in quantum point
  contacts: Signatures of the 0.7 anomaly, exchange and Kondo by Koop, E. J. et al.
The influence of device geometry
on many-body effects in quantum point contacts:
Signatures of the 0.7 anomaly, exchange and Kondo
E. J. Koop,1, ∗ A. I. Lerescu,1 J. Liu,1 B. J. van Wees,1 D. Reuter,2 A. D. Wieck,2 and C. H. van der Wal1
1Physics of Nanodevices Group, Zernike Institute for Advanced Materials,
University of Groningen, Nijenborgh 4, 9747 AG Groningen, The Netherlands
2Angewandte Festko¨rperphysik, Ruhr-Universita¨t Bochum, D-44780 Bochum, Germany
(Dated: October 25, 2018)
The conductance of a quantum point contact (QPC) shows several features that result from many-
body electron interactions. The spin degeneracy in zero magnetic field appears to be spontaneously
lifted due to the so-called 0.7 anomaly. Further, the g-factor for electrons in the QPC is enhanced,
and a zero-bias peak in the conductance points to similarities with transport through a Kondo
impurity. We report here how these many-body effects depend on QPC geometry. We find a clear
relation between the enhanced g-factor and the subband spacing in our QPCs, and can relate this
to the device geometry with electrostatic modeling of the QPC potential. We also measured the
zero-field energy splitting related to the 0.7 anomaly, and studied how it evolves into a splitting
that is the sum of the Zeeman effect and a field-independent exchange contribution when applying a
magnetic field. While this exchange contribution shows sample-to-sample fluctuations and no clear
dependence on QPC geometry, it is for all QPCs correlated with the zero-field splitting of the 0.7
anomaly. This provides evidence that the splitting of the 0.7 anomaly is dominated by this field-
independent exchange splitting. Signatures of the Kondo effect also show no regular dependence on
QPC geometry, but are possibly correlated with splitting of the 0.7 anomaly.
I. INTRODUCTION
A quantum point contact (QPC) is a short channel
that carries ballistic one-dimensional electron transport
between two reservoirs. Its conductance as a function
of channel width is quantized [1, 2] and shows plateaus
at integer multiples of 2e2/h, where e is the electron
charge and h Planck’s constant. This quantization of
the conductance can be understood with a noninteract-
ing electron picture. However, there are several features
in the conductance that result from many-body inter-
action effects between electrons. The effective electron
g-factor is enhanced and almost all semiconductor QPCs
show an additional plateau at ∼ 0.7(2e2/h), the so-called
0.7 anomaly. Further, electron transport through QPCs
tuned to conditions where the 0.7 anomaly appears has
similarities with transport through a Kondo impurity.
These many-body effects are not yet fully understood,
and in particular understanding the 0.7 anomaly has been
the topic of on-going research for more than a decade now
[3, 4]. A consistent picture of these effects is of interest
for spintronics and quantum information proposals where
QPCs are a key element, and QPCs are now also a key
model system for studies of many-body physics in nan-
odevices.
Several models have been proposed that relate the 0.7
anomaly to a spontaneous spin splitting in zero mag-
netic field [5, 6, 7, 8, 9, 10, 11], since the 0.7 plateau
evolves continuously into the spin-resolved plateau at 0.5
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(2e2/h) when an in-plane magnetic field is applied. A re-
cent theory paper [12] presented spin-density functional
calculations of realistic QPC geometries that show that a
localized state can exist near pinch-off in a QPC, provid-
ing a theoretical background for the Kondo-like physics
that was found experimentally [13]. Other studies have
proposed electron-phonon scattering [14], Wigner crystal
formation [15], or a dynamical Coulomb blockade effect
[16] as the microscopic origin of the 0.7 anomaly. Gra-
ham et al. reported evidence that many-body effects also
play a role in magnetic fields at crossings between Zee-
man levels of different subbands [17], and at crossings of
spin-split subbands with reservoir levels [18].
We report here how these many-body effects in QPCs
depend on the QPC geometry. We study the energy
spacing between the one-dimensional subbands and spin-
splittings within one-dimensional subbands, both in zero
field and high magnetic fields. While this type of data
from individual devices has been reported before [6, 19],
we report here data from a set of 12 QPCs with identical
material parameters. Our measurements show a clear
correlation between the subband spacing ~ω12 and the
enhancement of the effective g-factor |g∗|. Both also de-
pend in a regular manner on the geometry of the QPC,
and we can understand this behavior using electrostatic
modeling of the QPC potential.
The appearance of the 0.7 anomaly and signatures
of the Kondo effect do not show a regular dependence
on QPC geometry. Intriguingly, however, we find that
in high magnetic fields there is a field-independent ex-
change contribution to the spin-splitting for the lowest
one-dimensional subband in addition to the regular Zee-
man splitting, and this exchange contribution is clearly
correlated with the zero-field splitting of the 0.7 anomaly.
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2FIG. 1: (a) The differential conductance G as a function of
gate voltage Vg at 200 mK, for a QPC with L = 300 nm
and W = 400 nm. The in-plane magnetic field is increased
from B = 0 T to B = 9 T. The first three spin-degenerate
plateaus at integer multiples of 2e2/h for B = 0 T split into
six spin-resolved plateaus integer multiples of e2/h for B =
9 T. (b) Micrograph of a device containing 8 QPCs. From
left to right the width W is increased, where W is defined as
the spacing between the gate electrodes as shown in (c). L
is the length of the channel. Table I contains all values for L
and W of the measured devices. (d) Differential conductance
G as a function of gate voltage Vg at zero field for different
temperatures. The 0.7 anomaly becomes more pronounced
with increasing temperature.
However we do not claim that this zero-field splitting
leads to a static ferromagnetic polarization. This new
observation provides evidence that the splitting of the
0.7 anomaly is dominated by this field-independent ex-
change splitting. The Kondo effect appears as a zero-bias
peak in the differential conductance G, and the width of
this peak is set by the Kondo temperature TK , an energy
scale that represents the strength of the Kondo effect.
Our measurements of TK suggest a correlation between
TK and the splitting of the 0.7 anomaly.
This paper is organized as follows. Section II presents
information about sample fabrication and measurement
techniques. In section III we present measurements of
the conductance of our set of QPCs, and we extract the
energy splittings between subbands and spin splittings.
In section IV we focus on analyzing the signatures of
many-body effects in our QPC data, before ending with
concluding remarks in the last section.
II. EXPERIMENTAL REALIZATION
Our devices were fabricated using a
GaAs/Al0.32Ga0.68As heterostructure with a 2DEG
at 114 nm below the surface from modulation doping
with Si. The buffer layer had a thickness of 36.8 nm,
and Si doping was about nSi ≈ 1 · 1024 m−3. At 4.2 K,
the mobility of the 2DEG was µ = 159 m2/Vs, and the
electron density ns = (1.5 ± 0.1) · 1015 m−2. A QPC is
formed by applying a negative gate voltage Vg to a pair
of electrodes on the wafer surface. The 2DEG below the
electrodes is then fully depleted, and tuning of Vg allows
for controlling the width of a short one-dimensional
transport channel. Our QPCs had different values for
the length L and width W for the electrode spacing
that defines the device (see Table I, and Figs. 1b,c).
Note that W should not be confused with the actual
width of the transport channel that is controlled with
Vg. The depletion gates were defined with standard
electron-beam lithography and lift-off techniques, using
deposition of 15 nm of Au with a Ti sticking layer.
The reservoirs were connected to macroscopic leads via
Ohmic contacts, which were realized by annealing a thin
Au/Ge/Ni layer that was deposited on the surface.
All QPCs were fabricated in close proximity of each
other on a single central part of the wafer to ensure the
same heterostructure properties for all QPCs. The set
of 8 QPCs for which we varied L (Device 1 in Table I)
had all QPCs within a range of about 10 µm. The set
of 8 QPCs for which we varied W (Device 2 in Table I
and Fig. 1b) had an identical layout, and was positioned
at 2 mm from Device 1. Thus, all semiconductor pro-
cessing steps (resist spinning, e-beam lithography, metal
deposition, etc.) could be kept nominally identical for
all 16 QPCs. Electron-microscope inspection of the mea-
sured devices (after the measurements) confirmed that
the dimensions of all gate electrodes were within 10 nm
of the designed values (see table I. In our data this ap-
pears as a very regular dependence of QPC properties
(see for example the discussion of the pinch-off voltage
Vpo and subband spacing ~ω12 in the next section) on L
and W for QPCs within the sets of Device 1 and 2. At
the same time, two devices from two different sets with
nominally identical values of L and W (labeled (1) and
(2) in Figs. 3 and 4) show slightly different QPC proper-
ties (in particular for the subband spacing ~ω12). This is
not fully understood.
Measurements were performed in a dilution refriger-
ator with the sample at temperatures from ∼ 5 mK
to 4.2 K. For all our data the temperature dependence
3Device 1
L (nm) 100 150 200 250 300 350 400 450
W (nm) 350 350 350 350 350 350 350 350
Device 2
L (nm) 300 300 300 300 300 300 300 300
W (nm) 200 250 300 350 400 450 500 550
TABLE I: Dimensions of the measured QPCs. The QPC
length L and width W are defined as in Fig. 1c.
saturated when cooling below ∼ 200 mK. We therefore
assume for this report that this is the lowest effective
electron temperature that could be achieved. For mea-
suring the differential conductance G we used standard
lock-in techniques at 380 Hz, with an ac voltage bias
Vac = 10 µV. Only the V− contact was connected to the
grounded shielding of our setup, and all gate voltages
were applied with respect to this ground. The in-plane
magnetic field was applied perpendicular to the current
direction, and the current in the QPCs was along the
[110] crystal orientation. Alignment of the sample with
the magnetic field was within 1◦, as determined from Hall
voltage measurements on the 2DEG. We have data from
12 different QPCs from the set of 16 that we cooled down.
From these QPCs 4 could not be measured. For two this
was due to the presence of strong telegraph noise in con-
ductance signals. Two other QPCs did not show clear
conductance plateaus.
For analyzing QPC conductance values we subtracted
a magnetic field and temperature dependent series resis-
tance (from the wiring and filters, Ohmic contacts and
2DEG) from the transport data that was obtained with
a voltage-bias approach. The criterium here was to make
the observed conductance plateaus coincide with integer
multiples of 2e2/h or e2/h.
III. SPIN SPLITTING AND ENERGY
SPLITTING BETWEEN QPC SUBBANDS
A. QPC conductance and energy splittings
Figure 1a presents the differential conductance G of a
QPC as a function of Vg, with the source-drain voltage
Vsd ≈ 0. Increasing Vg from pinch-off (G = 0) lowers
and widens the saddle-point-like potential that defines
the short transport channel. Consequently, an increas-
ing number of one-dimensional subbands gets energies
below the Fermi level. In zero magnetic field, this re-
sults in a step of 2e2/h in the conductance each time
an additional subband starts to contribute to transport.
We label these spin-degenerate subbands with a number
N , starting with N = 1 for the lowest subband. With a
high in-plane magnetic field B the spin degeneracy within
each subband N = 1, 2, 3... is lifted, and the conductance
increases now in steps of e2/h.
FIG. 2: (a) Transconductance dG/dVg traces (offset verti-
cally) obtained from the data in Fig. 1a (from the QPC with
L = 300 nm and W = 400 nm). The 0.7 anomaly appears as
a splitting of the transconductance peak for the N = 1 sub-
band at B = 0 T. (b) Energy splittings ∆E obtained from
the transconductance traces in (a), as a function of magnetic
field. The traces present ∆E for the subbands N = 1, 2, 3,
see the legend in (f). These ∆E traces are characterized (re-
sults presented in Fig. 4) with two or three parameters for
each subband N = 1, 2, 3: An effective g-factor |g∗|, the off-
set from a linear Zeeman effect in high fields, characterized
by the high-field offset ∆Ehfo, and for N = 1 at low fields
the energy splitting of the 0.7 anomaly, ∆E0.7. See text for
details. (c)-(f) Transconductance traces dG/dVg and energy
splittings ∆E as in (a), (b) obtained for a QPC with L = 250
nm and W = 350 nm in (c), (d) and L = 450 nm and W = 350
nm in (e), (f). All data from measurements at 200 mK
We use this type of data to determine the energy split-
ting ∆E between spin-up and spin-down levels within the
subbands N = 1, 2, 3, and the spacing ~ω12 between the
N = 1 and N = 2 subband (a measure for the degree
of transverse confinement in the channel). The onset of
transport through a next (spin-polarized) subband ap-
pears as a peak in transconductance (dG/dVg) traces as
in Figs. 2a,c,e, which we derive from traces as in Fig. 1a.
We assume that each subband contributes in a paral-
lel manner to the QPC conductance, and the transcon-
4ductance curves can then be analyzed as a superposition
of peaks, with one (two) peak(s) per (spin-split) sub-
band. We then determine the peak spacings ∆Vg along
the Vg axis by fitting one or two peaks per subband on
the transconductance traces (using least squares fitting
with a Gaussian peak shape). The specific shape of a step
between the quantized conductance plateaus depends on
the shape of the saddle-point-like potential that defines
the QPC [20], and can result in asymmetric transcon-
ductance peaks. We checked that this is not a significant
effect for our analysis.
Subsequently, transconductance data (not shown)
from nonlinear transport measurements is used for con-
verting ∆Vg values into energy splittings [21]. Here,
the onsets of conductance plateaus appear as diamond
shaped patterns in the Vsd − Vg plane. The width of
these diamonds along the Vsd axis defines the subband
spacing, and we use this to determine the spacing ~ω12
between the N = 1 and N = 2 subband. The slopes
of the diamonds can be used to convert a gate-voltage
scale into energy scale [21]. In this analysis of ~ω12 and
conversion of ∆Vg into spin splittings ∆E we observed
a weak dependence on magnetic field and temperature,
and took this in account.
The 0.7 anomaly is clearly visible in the data set pre-
sented in Fig. 1. The conductance trace for zero field in
Fig. 1a shows besides pronounced steps of 2e2/h an ad-
ditional shoulder at ∼ 0.7(2e2/h), which becomes more
pronounced at higher temperatures (Fig. 1d). With in-
creasing magnetic field, the 0.7 anomaly evolves into
the first spin-resolved conductance plateau at e2/h. In
Figs. 2a,c,e the 0.7 anomaly appears as a zero-field split-
ting in the transconductance peak for N = 1, which
evolves into two spin-split peaks in high fields. In earlier
work this observation was the basis for assuming that the
0.7 anomaly results from a spontaneous removal of spin
degeneracy in zero field [5, 6]. For our analysis here we
assume that the 0.7 anomaly is indeed related to such a
spontaneous spin splitting for the first subband. In high
fields, all 12 QPCs showed also for N = 2 and higher
a pronounced spin splitting into two transconductance
peaks, but these subbands did not clearly show a zero-
field splitting. We emphasize again that we do not claim
there is a static ferromagnetic polarization due to this
splitting.
We studied how the spin splittings ∆E for N = 1, 2, 3
increase with magnetic field from B = 0 T up to 9 T
(Fig. 2b,d,f). We first concentrate on data for N = 1. At
zero field ∆E shows the splitting associated with the 0.7
anomaly, that we label ∆E0.7. It is observed in all our
QPCs with a typical value of 0.5 meV. At high fields ∆E
has a linear slope similar to the Zeeman effect. However,
linear extrapolation of this slope down to B = 0 shows
that there is a large positive offset (unlike the usual Zee-
man effect). We characterize the slope with an effective
g-factor |g∗| = 1µB d∆EdB (note that one should be careful to
interpret |g∗| as an absolute indication for the g-factor of
electrons in a QPC, since different methods for extract-
FIG. 3: (a),(b) The pinch-off voltage Vpo as a function of
QPC length L (with fixed width W = 350 nm), and as a
function QPC width W (with fixed length L = 300 nm). Data
points labeled with (1) and (2) are from two different devices
with nominally identical values for L and W (see text for
details). (c),(d) The measured subband spacing ~ω12 as a
function of L and W . (e),(f) Calculated subband spacing
~ω12 as a function of L and W , from electrostatic modeling
of the QPC potential. The results qualitatively reproduce the
trend in the experimental data in (c),(d).
ing a g-factor can give different results [13, 19]). The
high-field offset from a linear Zeeman effect is character-
ized with a parameter ∆Ehfo. Qualitatively, this type of
data for ∆E looks similar for all 12 QPCs (Figs. 2b,d,f),
and we use a suitable fitting procedure to characterize
the traces for N = 1 with the parameters ∆E0.7, ∆Ehfo
and |g∗|. Notably, two-parameter fitting using spin- 12
energy eigenvalues with ∆E =
√
(∆E0.7)2 + (|g∗|µBB)2
does not yield good fits. For the traces as in Fig. 2b,d,f
for N = 2, 3, we cannot resolve a spin splitting at low
fields, only the parameters ∆Ehfo and |g∗| can be de-
rived. Further analysis of these results for ∆E0.7, ∆Ehfo
and |g∗| is presented in Section IV on many-body effects.
B. Electrostatics and subband splitting
Figures 3a,b present how the pinch-off voltage Vpo (the
value of Vg where the G starts to increase from zero)
depends on QPC geometry. Figs. 3c,d presents this for
the subband spacing ~ω12, which provides a parameter
for the strength of the transverse confinement in the QPC
and is possibly of importance for several of the many-
body effects in QPCs. The observed dependence of Vpo
5on the QPC geometry (a more negative Vpo for shorter
and wider QPCs) agrees with the expected trend. This
provides the first of several indications that part of the
physics of our set of QPCs depends in a regular manner
on L and W .
Furthermore, the variation of ~ω12 is in good agree-
ment with an electrostatic analysis [22] of the degree of
transverse confinement in the saddle-point-like potential
of the QPC (presented in Figs. 3e,f). In summary, short
and narrow QPCs yield the strongest transverse confine-
ment (Figs. 3d-f). This is valid down to the point where
the QPC width W . 3d (where d the depth of the 2DEG
below the wafer surface), which results in the maximum
for W = 350 nm in Figs. 3d,f.
For this analysis, we calculate the confining electro-
static potential due to the depletion gates in the plane
of the 2DEG. An important ingredient of the calculation
is the threshold voltage Vt, which is the (negative) volt-
age that must be applied to a gate to reduce the electron
density underneath it to zero,
Vt = −en2Dd
r0
, (1)
where n2D is the 2DEG electron density (without gates)
and d the depth of the 2DEG below the surface. We use
the dielectric constant for GaAs  = r0 = 12.9.
The subband spacing can be calculated from the trans-
verse curvature of the saddle-point-like potential. How-
ever, this curvature changes with the applied gate volt-
age. Therefore, we calculate the curvature for all QPCs
when the QPC is just pinched-off (G = 0), when the po-
tential in the middle of the transport channel is equal to
Vt. For these calculations we used the dimensions L, W
and d of the measured devices. Qualitatively the trends
in ~ω12 as a function of L and W are reproduced, but the
calculated values for ~ω12 are significantly larger than the
experimentally obtained values. From earlier work [22]
it is known that it is hard to get quantitative agreement
from this type of calculations. Furthermore, the maxi-
mum in ~ω12 versus W is found for a smaller value for
W than we have observed experimentally, approximately
when W ∼ 2d.
The origin of differences between our simple calcula-
tions and experimental results is well understood. The
treatment of the exposed surfaces between the depletion
gates is an important aspect of the calculations. A dif-
ferent choice for the boundary condition of the exposed
surface may result in a noticeable difference in the confin-
ing potential [22, 23]. We used a so-called pinned-surface
approach (because it is a simple analytical approach)
where the Fermi level at the surface becomes pinned to
the Fermi level in the 2DEG. However, a pinned sur-
face requires charge to move from the 2DEG to the sur-
face when the gate voltage is changed, in order to keep
the surface potential constant. This process is strongly
suppressed at low temperatures. Alternatively, the sur-
face can be treated as a dielectric boundary, with a fixed
charge density (frozen surface approach). Davies et al.
[22] have compared the results for pinned and frozen sur-
faces and found that the maximum in ~ω12 shifts from
W ∼ 2d to W ∼ 3d when a frozen surface is assumed
instead of a pinned surface. This corresponds very well
to the experimentally observed value of 350 nm. Further-
more, the model used here is based on the calculation of
the electrostatic potential due to the gates alone. Other
effects, as the contribution to the potential from donor
ions and other electrons in the 2DEG are ignored. Self-
consistent calculations [24] have shown that the values of
~ω12 decrease rapidly when electrons enter the conduc-
tion channel.
IV. MANY-BODY EFFECTS
A. Enhancement of the effective g-factor
Figures 4a,b present how the effective g-factor |g∗|
for N = 1 varies with L and W of the QPCs. It is
strongly enhanced up to a factor ∼ 3 with respect to
the g-factor for bulk 2DEG material [25] (the tempera-
ture dependence of this |g∗| data is shortly discussed in
section IV B). This has been observed before [6] and is
attributed to many-body effects. Notably, the values of
|g∗| and ~ω12 in Figs. 3c,d are clearly correlated.
The enhancement of the effective g-factor has been ex-
plained in terms of exchange interactions (see [26] and
references therein). Calculations of the exchange po-
tential in a square (quantum well) confining potential
have shown that the effective g-factor decreases when
the 1D confining potential weakens and the 2D limit
is approached [27]. For a harmonic confining potential,
the results of this study predict that |g∗| scales indeed
with ~ω12. We observed this here for the lowest sub-
band (N = 1) in dependence on QPC geometry. Earlier
work [6] observed the same trend in a single QPC, using
that the transverse confinement decreases with increasing
subband index N .
B. The 0.7 anomaly and exchange
Figures 2b,d,f show that for all QPCs ∆E appears in
high fields as the sum of the Zeeman effect and the con-
stant contribution ∆Ehfo. This suggest that the split-
tings in high field have, in particular for N = 1, a sig-
nificant contribution from a field-independent exchange
effect that results from each subband being in a ferro-
magnetic spin-polarized state. In high fields such an in-
terpretation is less ambiguous than for zero field (where
the possibility of a ferromagnetic ground state for spin-
polarized subbands is the topic of debate [28, 29]) since
the Zeeman effect suppresses spin fluctuations. Thus,
measuring ∆Ehfo can be used to determine this exchange
splitting.
We now further analyze how this parameter ∆Ehfo
and ∆E0.7 depend on L and W . The open squares in
6FIG. 4: (a),(b) Effective g-factor |g∗| as a function of QPC
length L (with fixed width W = 350 nm), and as a function
QPC width W (with fixed length L = 300 nm). The effective
g-factor |g∗| is enhanced as compared to the bulk 2DEG value
(up to a factor ∼ 3) and shows a clear dependence on L and
W , that is correlated with the dependence of the subband
spacing ~ω12 in Fig. 3c,d. Data points labeled with (1) and (2)
are from two different devices with nominally identical values
for L and W (see text for details). (c),(d) The 0.7 energy
splitting ∆E0.7 and high-field offset ∆Ehfo for the N = 1
subband as a function of L and W . The values of ∆E0.7
and ∆Ehfo both vary with L and W in a irregular manner,
but there is a strong correlation between ∆E0.7 and ∆Ehfo.
(e),(f) The difference between ∆E0.7 and ∆Ehfo as a function
of L and W . This data again shows a correlation with the
dependence of subband spacing ~ω12 on L and W . All data
points are for the N = 1 subband from results measured at
200 mK. (Fig. 3c,d).
Figs. 4c,d present this for ∆E0.7. Overall, the depen-
dence here is not very regular, possibly indicating that
the exact appearance of the otherwise robust 0.7 anomaly
is sensitive to small irregularities in the potential that
defines the QPC (only the data in Fig. 4d suggests an
anti-correlation with ~ω12). The black squares present
how ∆Ehfo for N = 1 varies with L and W . Also here
the dependence is irregular. Remarkably, however, the
irregular variations of ∆E0.7 and ∆Ehfo are clearly cor-
related throughout our set of 12 QPCs. This means that
∆E0.7, which is derived from data in zero field, is corre-
lated with ∆Ehfo, which is derived from data taken at
fields in excess of 5 T. Further evidence for the signifi-
cance of this correlation comes from data from the N = 2
and N = 3 subband (see Figs. 2b,d,f). We analyzed the
data for N = 2, 3 in the very same way as for N = 1,
and the most important observation is that the ∆Ehfo
parameter for N = 2, 3 is much smaller than for N = 1,
and often close to zero. A high ∆Ehfo value is only ob-
served for N = 1, just as the 0.7 anomaly itself. Notably,
for N = 1, ∆E0.7 and ∆Ehfo also have a similar order of
magnitude. This analysis points to the conclusion that
the spontaneous energy splitting of the 0.7 anomaly is
dominated by the same effect that causes the high-field
offset ∆Ehfo. As we discussed, this is probably an ex-
change contribution [30]. The error bar that we attribute
to these values includes an error from the transconduc-
tance peak-fitting, one from the conversion of gate volt-
age to energy scale, and an error due to scatter in the
∆E datapoints as a function of B.
Fig. 4e,f presents data for the difference between ∆E0.7
and ∆Ehfo. Here, ∆E0.7 −∆Ehfo shows again a corre-
lation with ~ω12. This indicates that the splitting of the
0.7 anomaly has (in addition to the exchange contribu-
tion that is also present in high fields) a contribution
that scales with ~ω12. At this stage we cannot relate
this new observation to earlier experimental or theoret-
ical work. Note that for the error bars in Figs. 4e,f we
first subtracted the values of peak positions in terms of
gate voltage, such that the error from gate voltage to
energy scale conversion is accounted for only once.
We will now discuss the effect of increasing the tem-
perature on the many-body phenomena in our QPCs.
Figs. 5a-d show the conductance G at Vsd ∼ 0 as a func-
tion of magnetic field for temperatures T = 450 mK,
825 mK, 1.5 K and 2.8 K (see also Figs. 1a and 2a for the
200 mK data). As the temperature is increased the spin-
degenerate plateaus and the spin-resolved plateaus both
become less pronounced due to thermal smearing. In
high magnetic fields the spin-resolved plateaus increase
slightly in conductance with increasing temperature. At
even higher temperatures the plateau at 0.7(2e2/h) is
the last remaining feature in the differential conductance.
Notably, here the 0.7 anomaly appears to be present over
the whole range of magnetic fields. The corresponding
transconductance traces dG/dVg are plotted in Figs. 5e-
h. As a result of the thermal smearing of the conductance
plateaus, the peaks in dG/dVg become broader and de-
crease in height. The zero-field splitting in the transcon-
ductance peak for N = 1 has been identified as the 0.7
anomaly. When the temperature is increased, the 0.7
anomaly becomes more pronounced as was shown in the
temperature dependence of the differential conductance
G presented in Fig. 1d. Consequently the zero-field split-
ting in Figs. 5e-h also increases. For T = 825 mK and
1.5 K (Figs. 5f,g) even a small zero-field splitting of the
N = 2 transconductance peak can be observed, suggest-
ing the appearance of a 1.7(2e2/h) plateau [6].
Using the temperature dependence of ∆E data
(Fig. 6a), we find that the correlation between ∆E0.7 and
∆Ehfo remains intact at higher temperatures (Fig. 6c).
Figure 6b shows that |g∗| has a very different temperature
7FIG. 5: (a) Differential conductance G as a function of gate voltage Vg at 450 mK, for a QPC with L = 300 nm and W = 400
nm. The in-plane magnetic field is increased from B = 0 T to B = 9 T. (b) Transconductance dG/dVg traces (offset vertically
for clarity) obtained by differentiating the data in (a). The conductance G and transconductance dG/dVg as in (a),(b) are
shown for T = 825 mK in (c),(d), for T = 1.5 K in (e),(f) and for T = 2.8 K in (g),(h).
dependence. This indicates that the g-factor enhance-
ment and the 0.7 anomaly arise from different many-body
effects.
C. Kondo signatures
The appearance of the 0.7 anomaly has been related
to a peak in the differential conductance as a function
of source-drain voltage around zero bias, for G values
around e2/h. Earlier work [13] showed that this zero-
bias anomaly (ZBA), and its temperature and magnetic
field dependence, have a very striking similarity with elec-
tron transport through a Kondo impurity that can stud-
ied with quantum dots [31, 32]. For quantum dots, the
Kondo effect is a many-body interaction of the localized
electron(s) inside the dot with the delocalized electrons
in the leads connected to the dot [13, 31, 32, 33]. To-
gether these electrons form a spin-singlet state, effectively
screening the local spin on the dot. In contrast to a quan-
tum dot, where there is a clear localized state, a QPC is
an open system where the formation of a bound state is
much less obvious. A recent theoretical result [12] has
shown that a self-consistent many-body state can indeed
form inside a QPC, and that this can result in Kondo-like
physics.
In this section we present the measurements of this
ZBA in our set of QPCs. Most of our QPCs showed a
clear ZBA in nonlinear conductance measurements. The
temperature and magnetic field dependence of this data
(Figs. 7a-d) is consistent with the earlier reports [13] that
relate the 0.7 anomaly to transport through a Kondo
impurity.
The relevant energy scale for Kondo physics is the
Kondo temperature TK . Below this temperature the
magnetic impurity giving rise to Kondo physics is com-
pletely screened by the formation of a spin-singlet state
and at zero-bias the differential conductance G ∼= 2e2/h.
The Kondo temperature determines the width of the
zero-bias peak. We observe that the peak width and
height δG of the ZBA are not constant over the whole
range 0 < G < 2e2/h (see also Fig. 6-12 in reference [19]).
We choose to fit these parameters at G ∼ 0.3, where the
peak height has a relative maximum. The peak width
and height are determined by fitting the nonlinear con-
ductance traces with a Gaussian shaped peak added to a
parabola.
Figures 7e,f show the peak width as a function of L
and W (during our measurement run, one gate of Device
2 broke during an electronic malfunction, and we can
only present data from 3 QPCs in the set with different
values of W ). The width of the ZBA does not show a
clear dependence on L and W , and has a value of about
2 mV for all QPCs. For completeness, we also report the
peak height δG in Figs. 7g,h as a function of L and W .
We observe that for a single QPC δG varies with Vg, but
the the values in Figs. 7g,h do give for each QPC a good
representation of the typical value of δG throughout the
Vg interval where the ZBA is observed. As a function
of L and W , we observe here a stronger scatter in the
values than for the peak width, but also here there is no
clear relation with the QPC geometry. To conclude this
8FIG. 6: (a) Energy splitting for N = 1 as a function of mag-
netic field for different temperatures T , for a QPC with L =
150 nm and W = 350 nm. (b) Effective g-factor |g∗| as a
function of temperature for the same QPC. The g-factor en-
hancement is strongest for the N = 1 subband at the lowest
temperature. For the N = 2 and N = 3 subband the g-factor
is also enhanced at low temperatures. As the temperature
is increased the g-factor enhancement is weaker for all sub-
bands. (c) The 0.7 energy splitting ∆E0.7 and high-field offset
∆Ehfo as a function of temperature. The value for ∆Ehfo is
highest for the N = 1 subband and decreases to zero with
increasing subband number. As the temperature is increased,
the ∆E0.7 value as well as the ∆Ehfo values for N = 1, 2, 3
strongly increase. The correlation between ∆E0.7 and ∆Ehfo
remains present upon increasing the temperature.
section, we consider a correlation between the signatures
of the Kondo effect and the values of ∆E0.7 (Figs. 7e,f).
The irregular variation of the ZBA peak width with L
and W suggests indeed a correlation with ∆E0.7, but
here the evidence is very weak given the size of the error
bar that we attribute to these values.
V. DISCUSSION AND CONCLUSIONS
We have studied many-body interaction effects in
quantum point contacts. Our main point of interest
was the dependence of these many-body electron inter-
actions on the geometry of the QPC. We found a clear
relation between the subband spacing and the enhance-
ment of the effective electron g-factor. These parame-
ters depend on geometry in a regular manner that we
FIG. 7: (a) Temperature dependence of the zero-bias anomaly
(ZBA) for 4 fixed values of the gate voltage. The peak be-
comes more pronounced as temperature is lowered from 700
to 200 mK. (b-d) Magnetic field dependence of the ZBA for
G ∼ 0.8 (b), G ∼ 0.5 (c) and G ∼ 0.3(2e2/h) (d). The ZBA
should split by upon application of an in-plane magnetic field
[13, 32]. The peak in (b) does not split but collapses with B
because TK < 2g
∗µBB in this regime [13]. The splitting in
(c) and (d) is not very prominent, possibly due to our electron
temperature of ∼ 200 mK. (e),(f) The width of the ZBA at
G ∼ 0.3(2e2/h) (left axis) as a function of QPC length L and
width W . The peaks are fitted in zero magnetic field at T =
200 mK. The right axis shows ∆E0.7 (data from Figs. 4g,h)
(g),(h) Height of the ZBA also at G ∼ 0.3(2e2/h) versus L
and W for the same conditions as in (e),(f).
can understand from electrostatic modeling of the QPC
potential. The many-body electron physics that causes
the spontaneous energy splitting of the 0.7 anomaly does
not show a clear dependence on QPC geometry, but we
do find a clear correlation with a field-independent ex-
change effect that contributes to spin splittings in high
magnetic fields. This suggests that the splitting of the
0.7 anomaly is dominated by this exchange contribution.
We also measured a zero-bias anomaly in the nonlinear
9conductance of our QPCs, that has been interpreted as
a signature of the Kondo effect. Here, there is also no
clear dependence on QPC geometry, but our data sug-
gests that it is worthwhile to further study its correla-
tion with the splitting of the 0.7 anomaly. These results
are important for theory work that aims at developing
a consistent picture of many-body effects in QPCs, and
its consequences for transport of spin-polarized electrons
and spin coherence in nanodevices. Our analysis of ex-
perimental data is very phenomenological, presenting pa-
rameters and correlations for which it is difficult to draw
conclusions about the underlying physics. At the same
time, part of state-of-the-art theory work now relies on
numerical simulations of realistic QPC geometries (using
spin-density-functional theory [12, 29] or other numerical
approaches [28]) from which it is hard to derive analyt-
ical expression for the underlying physics. However, the
validity of this numerical modeling can be easily tested
for its consistency with the parameters and correlations
that we reported here.
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