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Preservation of the joint essential matricial range
Chi-Kwong Li, Vern I. Paulsen, and Yiu-Tung Poon
Abstract
Let A = (A1, . . . , Am) be an m-tuple of self-adjoint elements of a unital C*-algebra A. The
joint q-matricial range W q(A) is the set of (B1, . . . , Bm) ∈ M
m
q such that Bj = Φ(Aj) for
some unital completely positive linear map Φ : A → Mq. When A = B(H), where B(H) is
the algebra of bounded linear operators on the Hilbert space H, the joint spatial q-matricial
range W qs (A) of A is the set of (B1, . . . , Bm) ∈M
m
q such that Bj is a compression of Aj on a
q-dimensional subspace. The joint essential spatial q-matricial range is defined as
W qess(A) = ∩{cl(W
q
s (A1 +K1, . . . , Am +Km)) : K1, . . . ,Km are compact operators},
where cl denotes the closure. Suppose K(H) is the set of compact operators in B(H), and pi is
the canonical surjection from B(H) to the Calkin algebra B(H)/K(H). We prove that W qess(A)
equals the joint q-matricial range W q(pi(A)), where pi(A) = (pi(A1), . . . , pi(Am)). Furthermore,
for any positive integer N , we prove that there are self-adjoint compact operators K1, . . . ,Km
such that
W qs (A1 +K1, . . . , Am +Km) =W
q
ess(A) for all q ∈ {1, . . . , N}.
If W 1ess(A) = W
1(pi(A)) is a simplex in Rm, then we prove that there are self-adjoint compact
operators K1, . . . ,Km such thatW
q
s (A1+K1, . . . , Am+Km) =W
q
ess(A) for all positive integers
q. These results generalize those of Narcowich-Ward and Smith-Ward, obtained in the m = 2
case, and also generalize the result of Mu¨ller when m ≥ 1 and q = 1.
AMS Classification. 47A12, 47A13, 47A20
Keywords. Numerical range, joint essential matricial range, unital completely positive linear
map, Calkin algebra.
1 Introduction
Let B(H) be the algebra of bounded linear operators acting on an infinite dimensional Hilbert space
H and let K(H) denote the set of compact operators in B(H). The numerical range of A ∈ B(H)
is defined and denoted by
W (A) = {〈Ax, x〉 : x ∈ H, ‖x‖ = 1}.
It is a useful concept for studying matrices and operators. The Toeplitz-Hausdorff Theorem states
that this set is always convex [6, 17], i.e. tw1 + (1 − t)w2 ∈ W (A) for all w1, w2 ∈ W (A) and
0 ≤ t ≤ 1. But, in general, it is not closed.
To study the joint behavior of multiple operators in B(H), researchers have considered the joint
numerical range of an m-tuple A = (A1, . . . , Am) ∈ B(H)
m defined by
W (A) = {(〈A1x, x〉, . . . , 〈Amx, x〉) : x ∈ H, ‖x‖ = 1},
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see [2, 9] and its references.
The joint essential numerical range of A is defined as
Wess(A) = ∩{cl(W (A1 +K1, . . . , Am +Km)) : K1, . . . ,Km ∈ K(H)},
where cl denotes the closure. These concepts were further extended to the joint spatial q-matricial
range, and the joint essential spatial q-matricial range defined as follows. Let Vq denote the set of
operators X : K → H such that X∗X = IK for some q-dimensional subpace K of H. The joint
spatial q-matricial range is
W qs (A) = {(X
∗A1X, . . . ,X
∗AmX) : X ∈ Vq},
and the joint essential q-matricial range is
W qess(A) = ∩{cl(W
q
s (A1 +K1, . . . , Am +Km)) : K1, . . . ,Km are compact operators},
respectively. Evidently, when q = 1, these concepts reduce to W (A) and Wess(A).
A closely related concept is the joint q-matricial range of an m-tuple of self-adjoint elements
A = (A1, . . . , Am) ∈ A
m, where A is a unital C*-algebra. If we let S denote the operator system[13]
that is the span of the identity and {A1, ..., Am}, then
W q(A) = {(Φ(A1), . . . ,Φ(Am)) : Φ is a unital completely positive map from S to Mq}.
Let pi : B(H)→ B(H)/K(H) be the canonical map from B(H) to the Calkin algebra B(H)/K(H)
and set pi(A) = (pi(A1), . . . , pi(Am)). In this paper, we will show that W
q
ess(A) = W q(pi(A)).
Consequently, W qess(A) is C∗-convex .
When m = 2, this reduces to a result of Narcowich and Ward[12]. Moreover, we study the
preservation problem for W qess(A) and W q(pi(A)), namely, we prove that for each N , there is an
m-tuple of self-adjoint compact operator K = (K1, . . . ,Km) such that
cl(W qs (A+K)) =W
q
ess(A) =W
q(A+K) =W q(pi(A)), (1.1)
for 1 ≤ q ≤ N . When m = 2 this reduces to a result of Smith and Ward[16]; when N = 1, this
reduces to a result of Mu¨ller [11].
Let S(H) = {A ∈ B(H)) : A = A∗}. Note that every A ∈ B(H) has a unique Cartesian
decomposition A = A1 + iA2 such that A1, A2 ∈ S(H). Thus, one can identify W
q
s (A) with
W qs (A1, A2), and also identify W
q
ess(A) with W
q
ess(A1, A2). For this reason, we shall focus on
W qs (A) and W
q
ess(A) for A ∈ S(H)m.
We show that if Wess(A) is a simplex in R
m, then there are compact operators K1, . . . ,Km
such that (1.1) holds for all positive integers q. This extends another result in [16].
In our discussion, we will always assume that H is infinite dimensional. In addition to the
notation B(H),K(H) and S(H) introduced above, we will let SK(H) be the set of compact operators
in S(H).
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2 Some basic results
The following result extends [4, Theorem 2.1].
Theorem 2.1. Let A be a unital C*-algebra and let A = (A1, . . . , Am) ∈ A
m be self-adjoint. Then
(B1, . . . , Bm) ∈W
q(A) if and only if
‖R0 ⊗ Iq +R1 ⊗B1 + · · · +Rm ⊗Bm‖ ≤ ‖R0 ⊗ I +R1 ⊗A1 + · · ·+Rm ⊗Am‖ (2.1)
for all R0, . . . , Rm ∈Mq.
Proof. Note that (2.1) is equivalent to the condition that the unital linear map sending Aj ∈ A
to the Hermitian matrix Bj ∈Mq is completely contractive. Then the result follows from the fact
that every unital completely contractive map from an operator system to Mq is a unital completely
positive linear map; for example, see [13].
Given B = (B1, ..., Bm) ∈M
m
q and L ∈Mq we set
L∗BL = (L∗B1L, ..., L
∗BmL).
A subset C ⊆Mmq is C
∗-convex if
N∑
j=1
L∗jBjLj ∈ C
for any B1, . . . ,BN ∈ C and L1, . . . , LN ∈ Mq satisfying
∑N
j=1 L
∗
jLj = Iq. It is well known that
W q(A) is C∗-convex. We have the following result showing W qess(A) = W q(pi(A)). It will then
follow that W qess(A) is also C∗-convex.
Theorem 2.2. Let A = (A1, . . . , Am) ∈ S(H)
m. Then
W qess(A) =W
q(pi(A)), (2.2)
which consists of B = (B1, . . . , Bm) ∈M
m
q satisfying:
‖R0 ⊗ Iq +R1 ⊗B1 + · · ·+Rm ⊗Bm‖ ≤ ‖R0 ⊗ I +R1 ⊗ pi(A1) + · · ·+Rm ⊗ pi(Am)‖ (2.3)
for all R0, . . . , Rm ∈Mq. Consequently, W
q
ess(A) is C∗- convex.
Proof. Let S be the finite dimensional operator system given by the span of {pi(I), pi(A1), . . . , pi(Am)}.
Then by [7, Theorem 9.11], there exists a unital q-positive map R : S → B(H) such that
R(pi(Aj)) = Aj + Fj with Fj ∈ SK(H) for 1 ≤ j ≤ m.
Let B = (B1, . . . , Bm) ∈W
q
ess(A). For ε > 0, there is
(B˜1, . . . , B˜m) ∈W
q
s (A1 + F1, . . . , Am + Fm)
such that ‖B˜j − Bj‖ < ε for all 1 ≤ j ≤ m. Let X ∈ Vq be such that X
∗(Aj + Fj)X = B˜j for all
1 ≤ j ≤ m. Then the map Φ : S →Mq given by Φ(T ) = X
∗R(T )X is a unital completely positive
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map satisfying (B˜1, . . . , B˜m) = (Φ(pi(A1)), . . . ,Φ(pi(Am))) ∈ W
q(pi(A)). Since W q(pi(A)) is close,
B ∈W q(pi(A)). Hence, W qess(A) ⊆W q(pi(A)).
For the reverse inclusion, if B = (B1, . . . , Bm) ∈ W
q(pi(A)). Let φ : S → Mq be a unital
completely positive map such that φ(pi(Aj)) = Bj for all 1 ≤ j ≤ m. Let Φ = φ ◦ pi. Then Φ is a
unital completely positive on the separable C*-algebra A generated by {I,A1, ..., Am}, with Φ(A∩
K(H)) = (0). Hence, by [3, Theorem 2.5](see also [1, Theorem 4]), we have that B = (B1, . . . , Bm) ∈
cl(W qs (A1, ..., Am)). Given F1, . . . , Fm ∈ SK(H), we also have that Φ vanishes on the intersection of
the compact operators with the separable C*-algebra generated by {I,A1 + F1, . . . Am + Fm} with
Φ(Aj + Fj) = φ(pi(Aj)). Hence, by the same reasoning, B ∈ cl(W
q
s (A1 + F1, . . . , Am + Fm)).
This proves (2.2). (2.3) follows from Theorem 2.1 and the last statement is a consequence of
the C∗-convexity of W q(pi(A)).
Theorem 2.3. Let A = (A1, . . . , Am) be an m-tuple of self-adjoint operators. The following
conditions are equivalent.
(a) Wess(A) =W (pi(A)) has non-empty interior in R
1×m.
(b) For any positive integer q, W qess(A) = W q(pi(A)) has non-empty interior in Hmq , where Hq
is the real linear space of q × q Hermitian matrices.
(c) The set {I, pi(A1), . . . , pi(Am)} is linearly independent.
Proof. (a) ⇒ (b): Suppose Wess(A) has non-empty interior. We may assume that for some
r > 0, Dr = {a ∈ R
1×m : ‖a‖∞ ≤ r} ⊆ Wess(A). Let q > 1. We are going to show that
(B1, . . . , Bm) ∈W
q
ess(A) for all B1, . . . , Bm ∈ Hq with ‖Bi‖ ≤
r
m
, 1 ≤ i ≤ m.
Let |b| ≤ r. Then (b, 0, . . . , 0) ∈ Wess(A). So there exists [10] an orthonormal sequence of
vectors {xn} such that lim
n→∞
(〈A1xn,xn〉, . . . , 〈Amxn,xn〉) = (b, 0, . . . , 0). For every K ∈ K(H), we
have lim
n→∞
〈Kxn,xn〉 = 0. Let L = span {I,A1, . . . , Am}. Using the the quotient map pi from B(H)
to the Calkin algebra B(H)/K(H), we have φ(pi(A)) = lim
n→∞
〈Axn,xn〉 defines a unital completely
positive map on pi(L) such that φ(pi(A1)) = b and φ(pi(A2)) = · · · = φ(pi(Am)) = 0. φ can be
extended to a unital completely positive map on B(H)/K(H). Let B = U∗diag(b1, . . . , bq)U ∈ Hq
with (b1, . . . , bq) ∈ Dr. Then for each 1 ≤ i ≤ q, there is a unital completely positive map φi
on B(H)/K(H) such that φi(pi(A1)) = bi and φi(pi(A2)) = · · · = φi(pi(Am)) = 0. Let Φ(pi(A)) =
U∗ (diag(φ1(pi(A)), . . . , φq(pi(A))))U . Then Φ : B(H)/K(H) → Mq is a unital completely positive
map such that Φ (pi(A1)) = B and Φ (pi(A2)) = · · · = Φ(pi(Am)) = 0. Suppose (B1, . . . , Bm) ∈ H
m
q
with ‖Bi‖ ≤
r
m
for all 1 ≤ i ≤ m. From the above discussion, there exist unital completely
positive maps Φi : B(H)/K(H) → Mq such that Φi(pi(Aj)) = δi j (mBj) for all 1 ≤ i, j ≤ m. Let
Φ =
1
m
(
∑m
i=1Φi). Then Φ is a unital completely positive map satisfying Φ(pi(Aj)) = Bj for all
1 ≤ j ≤ m.
(b) ⇒ (c): Suppose (c) is not true. Then there are real numbers a0, . . . , am not all zero
a0I + a1pi(A1) + · · · + ampi(Am) = 0. Then a1B + · · · + amB = −a0Iq for every (B1, . . . , Bq) ∈
W q(pi(A)). So, W q(pi(A)) has empty interior.
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(c) ⇒ (a): Suppose (a) is not ture. Then the convex set W (pi(A)) has empty interior. So,
it must lie in an affine space, say, {(x1, . . . , xm) ∈ R
1×m : a0 + a1x1 + · · · + amxm = 0}, where
(a0, a1, . . . , am) ∈ R
1×(m+1) is a unit vector. It then follows that 〈(a0I + · · · ampi(Am)) v, v〉 for any
unit vector v. Thus, a0I + · · · ampi(Am) = 0, i.e., {I, pi(A1), . . . , pi(Am)} is linearly dependent.
3 Preservation problems
Narcowich and Ward [12] proved that given a single operator A ∈ B(H), one has W q(pi(A)) =
W qess(A) for every q. Smith and Ward [16] proved that given a single operator A ∈ B(H) and a
positive integer N , there exists K ∈ K(H) such that W q(A+K) =W q(pi(A)), for all q = 1, . . . , N.
Mu¨ller [11, Corollary 14] proves that given an m-tuple of operators A = (A1, . . . , Am), there is
an m-tuple of compact operators K = (K1, . . . ,Km) such that cl(W (A + K)) = Wess(A). The
following result extends these results to joint (spatial, essential) q-matricial ranges of tuples of
operators. Again, we can focus on tuples of self-adjoint operators.
Theorem 3.1. Suppose A = (A1, . . . , Am) is an m-tuple of self-adjoint operators. Then for any
positive integer N , there is an m-tuple of compact self-adjoint operators K = (K1, . . . ,Km) such
that
cl(W qs (A+K)) =W
q(A+K) =W q(pi(A)) =W qess(A) for all q = 1, . . . , N. (3.1)
Proof. First, we show that there is K such that
WN (A+K) =WN(pi(A)).
Given A = (A1, ..., Am), let S be the operator system of dimension not larger thanm+1 spanned by
pi(I), pi(A1), . . . , pi(Am). This operator system is embedded into the Calkin algebra by the identity
map.
By [7, Theorem 9.11], there is an N -positive lifting map R : S → B(H). Since it is an N -positive
lifting, R(pi(Ai)) = Ai +Ki for some (K1, . . . ,Km) ∈ SK(H).
Since Ai+Ki 7→ pi(Ai) is completely positive, we see that S and the operator system S0 spanned
by Ai +Ki are completely order isomorphic up to order N . From this it follows that,
W q(A1 +K1, ..., Am +Km) =W
q(pi(A1), ..., pi(Am)) for all q ≤ N.
To see this, let (T1, ..., Tm) be in the left hand side. Then there is a completely positive map
φ : S0 → Mq with φ(Ai +Ki) = Ti. But then the map γ(pi(Ai)) = Ti is N -positive. Since q ≤ N ,
by [13, Theorem 6.1], γ is completely positive. Hence (T1, ..., Tm) is in the right hand side. The
proof of other containment is similar.
Now, using the notation A = (A1, . . . , Am),K = (K1, . . . ,Km) we note that
W qess(A) ⊆ cl(W
q
s (A+K)) ⊆W
q(A+K)
is always true. By Theorem 2.2 and the above discussion,
W q(A+K) =W q(pi(A)) =W qess(A),
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so that (3.1) is true.
Remark 3.2. The still open Smith-Ward problem asks: given A ∈ B(H) does there exist a
compact operator K such that for every q ∈ N, W q(A + K) = W q(pi(A))? Let A = A1 + iA2
be the Cartesian decomposition of A. It is known [14] that this problem is equivalent to asking
if the operator system Spi := span{pi(I), pi(A1), pi(A2)} ⊆ B(H)/K(H) has a completely positive
lifting to B(H), i.e., if there exists a unital completely positive map Φ : Spi → B(H) such that
pi(Φ(x)) = x for all x ∈ Spi. The analogue of this problem for tuples of operators is known to
be false. In [14, Theorem 3.3] an example is given of an operator A ∈ B(H) such that the span
of {pi(I), pi(A), pi(A∗), pi(A∗A), pi(AA∗)} does not have a completely positive lifting to B(H). This
implies that for the tuple A = (A1, A2, A
∗A,AA∗), there does not exist four compact operators
K = (K1,K2,K3,K4) such that W
q(A +K) = W q(pi(A)) for every q. This example shows that
the finite range on q in the above theorem is necessary. It also shows that the analogue of the
Smith-Ward problem is false for four or more self-adjoint operators.
In [16, Theorem 5.1], the authors showed that if A ∈ B(H) is such that Wess(A) is a line
segment, then there is a compact operator K such that W qs (A+K) =W
q
ess(A) for all q = 1, 2, . . . .
We can extend the result to the situation when Wess(A) = W (pi(A)) is a simplex in R
1×m. To
achieve this, we need the following result from [2, Theorem 1.1] and a lemma.
Theorem 3.3. Let T = (T1, . . . , Tm) ∈ S(H)
m, and D = (D1, . . . ,Dm) ∈Mm+1 be an m tuple of
diagonal matrices with nonnegative diagonal entries such that W (D) is a simplex in R1×m. Then
W (T) ⊆ W (D) if and only if there is a Hilbert space H˜ and X : H → H˜ ⊗ Cm+1 satisfying
X∗X = IH and Tj = X
∗(I
H˜
⊗Dj)X for j = 1, . . . ,m.
Lemma 3.4. Let A = (A1, . . . , Am) ∈ S(H)
m. Suppose Bi = (Bi1, . . . , Bim) ∈ W
q
ess(A) for
1 ≤ i ≤ N . Then for all ε > 0 and F1, . . . , Fm ∈ SK(H), there exist B˜ = (B˜1, . . . , B˜m) ∈ W (Nq :
A1 + F1, . . . , Am + Fm) such that B˜j = ⊕
N
i=1B˜ij with ‖Bij − B˜ij‖ < ε for all 1 ≤ i ≤ N and
1 ≤ j ≤ m.
Proof. Without loss of generality, we may assume that F1 = · · · = Fm = 0. We are going to
prove by induction on N . For N = 1, the result follows from definition.
Suppose the result holds for some N = k ≥ 1. Then there is X1 : K1 → H with X
∗
1X1 = IK1
for some kq-dimensional subspace K1 of H such that X
∗
1AjX1 = ⊕
k
i=1B˜ij for j = 1, . . . ,m and
‖Bij − B˜ij‖ < ε for all 1 ≤ i ≤ k and 1 ≤ j ≤ m.
Extend the operator X1 to an unitary operator U : H → H so that U |K1 = X1. Let L be the
subspace spanned by
{K1, U
∗A1U(K1), . . . , U
∗AmU(K1)} .
Then L has dimension at most kq(m + 1). Define Y = U |L⊥ . Then Y
∗Y = IL⊥. Furthermore,
as X1 = U |K1 , Y = U |L⊥ and K1 ⊆ L, we have Y
∗X1 = 0. Also for any u ∈ L
⊥ and v ∈ K1,
U∗AjUv ∈ L. Hence,
〈u, Y ∗AjX1v〉 = 〈Y u,AjX1v〉 = 〈Uu,AjUv〉 = 〈u,U
∗AjUv〉 = 0
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and thus, Y ∗AjX1 = 0 for all j = 1, . . . ,m.
Since Y ∗AjY − Aj ∈ SK(H) for all 1 ≤ j ≤ m, there exist X2 : K2 → L
⊥ with X∗2X2 = IK2
for some q-dimensional subspace K2 of L
⊥ such that X∗2 (Y
∗AjY )X2 = B˜(k+1)j satisfies ‖B(k+1)j −
B˜(k+1)j‖ < ε for all 1 ≤ j ≤ m.
Observe that K1 and K2 are two mutually orthogonal subspaces of H. Furthermore, X1 : K1 →
H and Y X2 : K2 →H satisfy
X∗1X1 = IK1 , (Y X2)
∗(Y X2) = IK2 , (Y X2)
∗X1 = 0 and (Y X2)
∗AjX1 = 0
for j = 1, . . . ,m. Then the operator Z = X1 ⊕ (Y X2) : K1 ⊕ K2 → H satisfies Z
∗Z = IK1⊕K2 and
Z∗AjZ = ⊕
k+1
i=1 B˜ij for j = 1, . . . ,m
Now we are ready to present the other main result for this section.
Theorem 3.5. Suppose A = (A1, . . . , Am) is an m-tuple of self-adjoint operators acting on H. If
Wess(A) is a simplex S in R
1×m, i.e., Wess(A) is a polyhedron with m+ 1 vertices, then there is
an m-tuple of self-adjoint compact operators K = (K1, . . . ,Km) such that for all positive integer q,
cl(W qs (A+K)) =W
q(A+K) =W qess(A) =W
q(pi(A)). (3.2)
Proof. By Theorem 3.1, there is an m-tuple of compact operator K such that
cl(W (A+K)) =W (A+K) =W (pi(A)) =Wess(A).
We will show that for any positive integer q, we have
cl(W qs (A+K)) =W
q(A+K) =W q(pi(A)) =W qess(A).
Let D = (D1, . . . ,Dm) such that Di = diag(vi1, . . . , vi,m+1) for i = 1, . . . ,m, where
v1 = (v11, . . . , vm1), . . . ,vm+1 = (v1m+1, . . . , vmm+1) ∈ R
1×m
are the vertices of the simplex. Then S =W (D1, . . . ,Dm) =Wess(A).
Suppose q > 1 is a positive integer. Let B = (B1, . . . , Bk) ∈ W
q(A+K). Then for any unital
completely positive map φ : Mk → M1, (φ(B1, . . . , φ(Bk)) ∈ cl(W (A +K)), which equals to the
simplex S. Thus, W (B1, . . . , Bk) ⊆W (D1, . . . ,Dm). By Theorem 3.3, (B1, . . . , Bm) admits a joint
dilation to (I ⊗D1, . . . , I ⊗Dm). Hence, W
q(B1, . . . , Bk) ⊆W
q(D1, . . . ,Dm).
Suppose F = (F1, . . . , Fm) ∈ S(H)
m. Note that v1, . . . ,vm+1 ∈ Wess(A1 + F1, . . . , Am + Fm).
Applying Lemma 3.4 with q = 1, N = (m+ 1)q and Bi = vj if i ≡ j ( mod m+ 1) for 1 ≤ i ≤ N
and 1 ≤ j ≤ m+ 1, we can get a sequence D(k) =
(
D
(k)
1 , . . . D
(k)
m
)
∈ WNs (A1 + F1, . . . , Am + Fm)
such that
{D
(1)
j ,D
(2)
j ,D
(3)
j , . . . , } → Iq ⊗Dj .
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Since W q(B1, . . . , Bk) ⊆W
q(D1, . . . ,Dm), for any R0, . . . , Rm ∈Mq we have
‖R0 ⊗ Iq +R1 ⊗B1 + · · ·+Rm ⊗Bm‖
≤ ‖R0 ⊗ Im+1 +R1 ⊗D1 + · · ·+Rm ⊗Dm‖
= ‖R0 ⊗ Im+1 ⊗ Iq ⊗ Im+1 +R1 ⊗ Im+1 ⊗ Iq ⊗D1 + · · ·+Rm ⊗ Im+1 ⊗ Iq ⊗Dm‖
= limk→∞ ‖R0 ⊗ Im+1 ⊗ IN +R1 ⊗ Im+1 ⊗D
(k)
1 + · · ·+Rm ⊗ Im+1 ⊗D
(k)
m ‖
≤ ‖R0 ⊗ Im+1 ⊗ I +R1 ⊗ Im+1 ⊗ (A1 + F1) + · · ·+Rm ⊗ Im+1 ⊗ (Am + Fm)‖
= ‖R0 ⊗ I +R1 ⊗ (A1 + F1) + · · ·+Rm ⊗ (Am + Fm)‖.
By Theorem 2.1, B ∈W q(A+F). Because this is true for all compact F, we see that B ∈W qess(A).
Hence, we have
cl(W qs (A+K)) ⊆W
q(A+K) ⊆W q(pi(A)).
Since W q(pi(A)) =W qess(A+K)) ⊆ cl(W
q
s (A+K)), we see that (3.2) holds.
By Theorem 3.5, we have the following extension of [15, 1.22.5].
Proposition 3.6. Let A = (A1, . . . , Am) ∈ S(H)
m. Suppose Wess(A) is a subset of a simplex S in
R
1×m with vertices v1, . . . , vm+1 such that vk = (v1k, . . . , vm,k) for k = 1, . . . ,m+ 1. Then there is
an m-tuple of self-adjoint compact operators K = (K1, . . . ,Km) such that for any R0, . . . , Rm ∈Mq,
‖R0 ⊗ I +R1 ⊗ (A1 +K1) + · · · +Rm ⊗ (Am +Km)‖
≤ max{‖R0 + v1kR1 + · · ·+ vmkRm‖ : 1 ≤ k ≤ m+ 1}. (3.3)
In fact, K can be chosen such that the equality holds in (3.3) for any choice of R0, . . . , Rm ∈Mq.
Proof. Let D1, . . . ,Dm ∈ Mm+1 with Dj = diag(vj1, . . . , vj,m+1) so that W (D1, . . . ,Dm) = S.
Let H˜ = H ⊕ (H ⊗ Cm+1). Then Aj is a compression of A˜j = Aj ⊕ (IH ⊗ Dj) ∈ B(H˜) for
all j = 1, . . . ,m. Evidently, Wess(A˜1, . . . , A˜m) = W (D1, . . . ,Dm) = S. By Theorem 3.3, there
are self-adjoint compact operators K˜1, . . . , K˜m ∈ B(H˜) such that W (A˜1 + K˜1, . . . , A˜m + K˜m) =
Wess(A˜1, . . . , A˜m). Moreover, for any positive integer q, we have
W qess(A˜1 + K˜1, . . . , A˜m + K˜m) =W
q(pi(A1), . . . , pi(Am)).
Suppose K˜j has operator matrix
(
K1 ∗
∗ ∗
)
with K1 ∈ B(H) for j = 1, . . . ,m. Then for any
R0, . . . , Rm ∈Mq, we have
‖R0 ⊗ I +R1 ⊗ (A1 +K1) + · · ·+Rm ⊗ (Am +Km)‖
≤ ‖R0 ⊗ I +R1 ⊗ (A˜1 + K˜1) + · · ·+Rm ⊗ (A˜m + K˜m)‖
= ‖R0 ⊗ I +R1 ⊗D1 + · · ·+Rm ⊗Dm‖
= max{‖R0 + v1kR1 + · · ·+ vmkRm‖ : 1 ≤ k ≤ m+ 1}.
For the last assertion, let K be chosen such that (3.3) holds. Suppose Aj + Kj has operator
matrix
(
Bj ∗
∗ Cj
)
with Bj ∈ Mm+1 for j = 1, . . . ,m. There are finite rank operators F1, . . . , Fm
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such that Aj+Kj+Fj has operator matrixDj⊕Cj for j = 1, . . . ,m. Then for any R0, . . . , Rm ∈Mq,
we have
‖R0 ⊗ I +R1 ⊗B1 + · · ·+Rm ⊗Bm‖ ≤ ‖R0 ⊗ I +R1 ⊗ (A1 +K1) + · · ·+Rm ⊗ (Am +Km)‖.
Hence, if Kˆj = Kj + Fj for j = 1, . . . ,m, then
‖R0 ⊗ I +R1 ⊗ (A1 + Kˆ1) + · · ·+Rm ⊗ (Am + Kˆm)‖
= max{‖R0 ⊗ I +R1 ⊗D1 + · · ·+Rm ⊗Dm‖, ‖R0 ⊗ I +R1 ⊗B1 + · · ·+Rm ⊗Bm‖}
= ‖R0 ⊗ I +R1 ⊗D1 + · · · +Rm ⊗Dm‖
= max{‖R0 + v1kR1 + · · ·+ vmkRm‖ : 1 ≤ k ≤ m+ 1}.
The last assertion follows.
4 Related results
Motivated by quantum error correction, researchers consider the joint rank (p, q)-matricial range
of A, denoted by Λp,q(A), consisting of m-tuples of k× k matrices B = (B1, . . . , Bm) such that for
some unitary U , Ip ⊗Bj is the leading principal submatrix of U
∗AjU for j = 1, . . . ,m; see [8] and
its references. One can define the Λessp,q (A) as
Λessp,q (A) = ∩{cl(Λp,q(A+K)) : K ∈ SK(H)
m},
and deduce the following results from those in the previous sections.
Theorem 4.1. Let A ∈ S(H)m.
(1) For any positive integer N , there is K ∈ SK(H)
m such that
Λp,q(A+K) = Λ
ess
p,q (A),
which is the same as
W qess(A) =W
q(pi(A)) =W q(A+K) =W qs (A+K) for all q ∈ {1, . . . , N}.
(2) Suppose Wess(A) is a simplex in R
1×m. Then there is K ∈ SK(H)
m such that
Λp,q(A+K) = Λ
ess
p,q (A),
which is the same as
W qess(A) =W
q
s (A+K) =W
q(pi(A)) =W q(A+K)
for all positive integer q.
Proof. By the result in [8],
Λessp,q (A) =W
q
ess(A) ⊆ Λp,q(A+K) ⊆W
q
s (A+K).
The results follow readily from Theorem 3.1 and Theorem 3.5.
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