Nearest neighbor has always been one of the most appealing non-parametric approaches in machine learning, pattern recognition, computer vision, etc. Previous empirical studies partly shows that nearest neighbor is resistant to noise, yet there is a lack of deep analysis. This work presents the finite-sample and distribution-dependent bounds on the consistency of nearest neighbor in the random noise setting. The theoretical results show that, for asymmetric noises, k-nearest neighbor is robust enough to classify most data correctly, except for a handful of examples, whose labels are totally misled by random noises. For symmetric noises, however, k-nearest neighbor achieves the same consistent rate as that of noise-free setting, which verifies the resistance of k-nearest neighbor to random noisy labels. Motivated by the theoretical analysis, we propose the Robust k-Nearest Neighbor (RkNN) approach to deal with noisy labels. The basic idea is to make unilateral corrections to examples, whose labels are totally misled by random noises, and classify the others directly by utilizing the robustness of k-nearest neighbor. We verify the effectiveness of the proposed algorithm both theoretically and empirically.
Introduction
The nearest neighbor (Cover and Hart, 1967; Fix and Hodges, 1951) has been one of the oldest and most intuitive approaches in pattern recognition, machine learning, computer vision, etc. The basic idea is to classify each unlabeled instance by the label of its nearest neighbor (1-NN) or by the majority labels of k nearest neighbors (k-NN). Despite of simplicity, nearest neighbor takes good performance in real applications, and makes good explanations of predictions with theoretical guarantee (Berlind and Urner, 2015; Biau and Devroye, 2015; Dasgupta, 2012; Kontorovich et al., 2017; Kontorovich and Weiss, 2014; Kpotufe, 2011; Kulkarni and Posner, 1995; Shalev-Shwartz and Ben-David, 2014; Wagner, 1971) . Empirical studies partially demonstrate the resistance of k-nearest neighbor to noise (Kusner et al., 2014; Tarlow et al., 2013) , whereas there is a paucity of deep understanding.
This work focuses on binary classification in the presence of random classification noises (Angluin and Laird, 1988) , that is, each observed label has been flipped with certain probability instead of seeing the ground-truth label, and training data of each class are contaminated by samples from the other class. Generally speaking, noisy data may disturb learning process, increase sample and model complexities, and deteriorate effectiveness and quality of learned classifiers. For example, the random noise defeats all convex potential boosters (Long and Servedio, 2010) , and support vector machines (SVMs) are sensitive to noisy labels. Many practical algorithms have been developed to tackle noisy labels (Angluin and Laird, 1988; Kearns, 1993; Lawrence and Schölkopf, 2001; Liu and Tao, 2016; Natarajan et al., 2013; Xu et al., 2006) , most working with parametric classifiers, yet relatively few studies focus on non-parametric classifiers.
This work presents a theoretical and empirical understanding on the resistance of nearest neighbor to random noisy labels, and the main contributions can be summarized as follows:
• We provide the finite-sample and distribution-dependent bounds on the consistency of nearest neighbor. Our theoretical results show that, for asymmetric noises, k-nearest neighbor is robust enough to classify most data correctly, except for a handful of totally misled examples. For symmetric noises, however, k-nearest neighbor achieves the same consistent rate as that of noise-free setting, which verifies the resistance of k-nearest neighbor. We also prove the inconsistency of 1-nearest neighbor even for symmetric noises.
• Motivated by the theoretical analysis, we propose the Robust k-Nearest Neighbor (RkNN) approach to deal with noisy labels with theoretical guarantee. The basic idea is to make unilateral corrections to examples whose labels are misled totally by random noise, and classify the others simultaneously by utilizing the robustness of k-nearest neighbor. Our approach also makes use of nearest neighbor to estimate noise from corrupted datasets.
• Extensive experiments show the effectiveness of our RkNN algorithm on benchmark datasets, and theoretical results are also verified empirically on synthetic dataset.
Related Work
The random noise model (Angluin and Laird, 1988) has motivated a series of follow-up studies in the theoretical community. The finite VC-dimension has been used to characterize the learnability in (Aslam and Decatur, 1996; Cesa-Bianchi et al., 1999) , and Ben-David et al. (2009) showed the equivalence between Littlestone dimension and learnability of online mistake bound. Kearns (1993) proposed the famous statistical query (SQ) model by capturing global statistical properties of large samples rather than individual example. Kalai and Servediob (2005) made theoretical analysis of boosting algorithms in the presence of random noise.
Various practical approaches have been developed to deal with noisy data during the past decades, e.g., outlier detection (Barandela and Gasca, 2000; Brodley and Friedl, 1999) , re-weights of training instances (Liu and Tao, 2016; Rebbapragada and Brodley, 2007; Wang et al., 2017a) , perceptronstyle algorithms (Bylander, 1994; Crammer et al., 2006; Dredze et al., 2008) , robust losses (Denchev et al., 2012; Masnadi-Shirazi and Vasconcelos, 2009; Xu et al., 2006) , unbiased losses (Gao et al., 2016; Natarajan et al., 2013) , etc. The interested readers are also referred to the survey (Frenay and Verleysen, 2014, reference therein) .
Nearest neighbor has attracted much attention during the past decades (Beygelzimer et al., 2006; Cover and Hart, 1967; Fix and Hodges, 1951; Kontorovich et al., 2016; Kontorovich and Weiss, 2015; Kulkarni and Posner, 1995; Samworth, 2012; Wagner, 1971; Wang et al., 2017b) . The asymptotic consistency of nearest neighbor has been studied in (Cover and Hart, 1967; Dasgupta, 2012; Devroye et al., 1994 Devroye et al., , 1996 Fix and Hodges, 1951; Stone, 1977) . It is well-known that the classification error converges to Bayes error R * for k n -nearest neighbor when k n = o(n) → ∞, and to R * + O(1/ √ k) for k-nearest neighbor, and is at most 2R * for 1-nearest neighbor. The consistency analysis based on finite sample has also explored in the works of (Chaudhuri and Dasgupta, 2014; Shalev-Shwartz and Ben-David, 2014) .
The rest of this paper is organized as follows. Section 2 presents some preliminaries. Section 3 provides theoretical analysis. Section 4 develops the Robust k-Nearest Neighbor (RkNN) approach. Section 5 presents detailed proofs for our main results. Section 6 conducts empirical studies. Section 7 concludes this work with future work.
Preliminaries
Let X = [0, 1] d and Y = {0, 1} denote the instance and label space, respectively. Suppose that D is an (unknown) underlying distribution over the product space X × Y. Let D X be the marginal distribution over X . Denote by η(x) = Pr[y = +1|x] conditional probability with respect to distribution D. In this work, we assume that η(x) is L-Lipschitz for some constant L > 0, that is,
Intuitively, this assumption implies that two instances are likely to have similar labels if they are close to each other, and such assumption has been taken in classification (Cover and Hart, 1967; Shalev-Shwartz and Ben-David, 2014) . For a hypothesis h : X → Y, we define the classification error with respect to distribution D as
Here, I[·] denotes the indicator function, which returns 1 if the argument is true and 0 otherwise. It is well-known (Devroye et al., 1996) that the Bayes classifier, which minimizes classification error, is given by h
Let S n = {(x 1 , y 1 ), (x 2 , y 2 ), . . . , (x n , y n )} be a training data, where each example is drawn i.i.d. from distribution D. In the random noise model, we can not observe the true labels y i (i ∈ [n]), and instead, each label has been flipped with a certain probability instead of seeing the true label, i.e., each label y i is corrupted by random noise with proportions τ + and τ − . Here
Throughout this work, we assume τ + + τ − < 1 as in (Blum and Mitchell, 1998) . LetŜ n = {(x 1 ,ŷ 1 ), (x 2 ,ŷ 2 ), . . . , (x n ,ŷ n )} be the corrupted data, and D denotes the corrupted distribution from true distribution D by random noises with proportions τ + and τ − . Letη(x) = Pr[ŷ = +1|x] be the corrupted conditional probability w.r.t. distributionD. It is easy to get the relationship between η(x) andη(x) as follows:
We further have |η(
It is interesting to discuss the Tsybakov noise condition (Tsybakov, 2004) , i.e., for some finite C 0 > 0 and λ > 0, we have
which presents faster convergence rate (Tsybakov, 2004) in noise-free setting. It is noteworthy that this assumption is over true distribution D, while the random noise setting does not make any assumption over D. From Eqn.
(1), we have the corrupted conditional probabilityη(x) such that
if the Tsybakov noise condition holds for distribution D. This implies that Tsybakov noise condition can not be guaranteed for asymmetric noise even if the true distribution D does. We consider the general random noise model without assumption over distribution D in this work, and it is interesting to study random noise model for distribution D with Tsybakov noise condition. Let [n] = {1, 2, . . . , n} for integer n ≥ 0. Denote by B(p) a Bernoulli distribution of parameter p ∈ [0, 1], and y ∼ B(p) represents that random variable y is drawn from Bernoulli distribution B(p). We do not know the true data S n , noise proportions τ + and τ − , and distributions D andD in practice, and what we can observe is a corrupted dataŜ n . The goal of this work is to learn a hypothesis hŜ n with lower classification error over true distribution D, but it is trained on the corrupted dataŜ n .
Theoretical Analysis
Given corrupted training dataŜ n and instance x ∈ X , let
be a reordering of {1, 2, . . . , n} according to their distances to x, that is, x − x π i (x) ≤ x − x π i+1 (x) for i < n. For k-nearest neighbor algorithm, the output hypothesis is given by
denote the boundary set of Bayes's classifier with respect to distribution D, and we further introduce, for ∆ ≥ 0,
where E + ∆ and E − ∆ show the most correctly predictive sets of positive and negative instances in the noise setting, respectively. Denote by
where the labels are relatively hard to be predicted correctly. It is important to introduce the set
where the labels are totally misled by random noise. We first present the consistency analysis of k-nearest neighbour in the random noise setting.
Theorem 1. LetŜ n be a corrupted sample with noise proportions τ − and τ + . Let h k Sn be the output hypothesis of applying k-nearest neighbor toŜ n . We have
Notice that the hypothesis h 
for k = k(n) → ∞ and k/n → 0 as n → ∞.
As can be seen, the classification error of k-nearest neighbor is biased at most Pr x∼D X [x ∈ A 0 ] from the Bayes error R * D in the asymptotic convergence. Hence, k-nearest neighbor is robust enough to classify most examples correctly, except for examples in A 0 , whose labels are totally misled. This motivates us to design effective strategy to tackle A 0 , which will be shown in Section 4.
For symmetric noises τ + = τ − , we have A 0 = ∅ from Eqn. (1), which proves the consistency of k-nearest neighbor. Actually, we can further provide a stronger theorem, and the detailed proof is presented in Section 5.2.
Theorem 2. For k ≥ 8 and τ − = τ + = τ , we have
This theorem shows that
and we also have
Hence, the consistent rate of k-nearest neighbors in the symmetric noise setting are the same as that of noise-free setting (Biau and Devroye, 2015; Chaudhuri and Dasgupta, 2014; Dasgupta, 2012; Devroye, 1981; Fix and Hodges, 1951; Shalev-Shwartz and Ben-David, 2014; Stone, 1977) , which proves the resistance of k-nearest neighbor, particularly for large k.
From Theorem 2, we present consistency analysis for k-nearest neighbor in the noise-free setting: Corollary 1. For k ≥ 8 and τ 0 = τ + = 0, we have
This corollary improves the work of (Shalev-Shwartz and Ben-David, 2014, Theorem 19.5), which can be written (with our notations) as
As can be seen, the above shows the consistency of nearest neighbor as k/n 1/(1+d) → 0, while Corollary 1 presents tighter consistent rate of nearest neighbor as k/n → 0.
We finally study the inconsistency of 1-nearest neighbor even for symmetric noise as follows.
Theorem 3. Let h 1 Sn be the output hypothesis of applying 1-nearest neighbor toŜ n . For τ − = τ + = τ , we have
The proof is presented in Section 5.3. We also notice that the inconsistency of 1-nearest neighbor has been well-studied in the noise-free setting (Biau and Devroye, 2015; Cover and Hart, 1967; Shalev-Shwartz and Ben-David, 2014) . Theorem 3 is easier to show the influence of random noises from
The RkNN Approach
Motivated from the preceding theoretical analysis, k-nearest neighbor is robust enough to tackle most data except for examples in A 0 , whose labels are totally misled by random noises. Therefore, our basic idea is to develop effective strategies to classify examples in A 0 correctly, and classify the others simultaneously by utilizing the robustness of k-nearest neighbor.
From Eqns. (1) and (3), we have
For τ − > τ + , this follows that
because we have 0 <η(x) − 1/2 < τ − /2 − τ + /2 if η(x) < 1/2 and x ∈ A 0 ; we also haveη(x) > 1/2 if η(x) > 1/2, which implies x / ∈ A 0 . In a similar manner, we have, for τ − < τ + ,
This motivates us to make unilateral corrections to corrupted labels in A 0 . Specifically, we predict the label as 0 for instance x ∈ X if τ − > τ + and η(x) − 1/2 ∈ (0, τ − /2 − τ + /2); and predict as 1 for instance
The conditional probabilityη(x) is unknown in practice, and what we can observe is a training dataŜ n . Let (
We call such method Robust k-Nearest Neighbor (RkNN). Under the prior knowledge of noise proportions τ + and τ − , we can prove the consistency of RkNN as follows.
Theorem 4. LetŜ n be a corrupted sample with noise proportions τ − and τ + . Let h rk Sn be the output hypothesis of applying our RkNN approach toŜ n . For constant k, we have
as n → ∞; we also have, for k = k(n) → ∞ and k/n → 0 as n → ∞,
As we can see, the RkNN approach achieves the same consistent rate as that of traditional k-nearest neighbor in the noise-free setting. Notice that the prior knowledge of τ + and τ − is also necessary for the proof of consistency of ERMs as in the work of (Natarajan et al., 2013) . The detailed proof is presented in Section 5.4.
How to estimate noise proportions τ + and τ − from a corrupted sample has been an interesting and well-studied problem (Liu and Tao, 2016; Menon et al., 2015; Ramaswamy et al., 2016; Scott et al., 2013) . We follow the idea of conditional probability as in (Liu and Tao, 2016; Menon et al., 2015) , but introduce another k -nearest neighbor rather than learning the corrupted conditional distribution.
Algorithm 1 Robust k-Nearest Neighbor (RkNN)
Input: Corrupted sampleŜ n = {(x 1 ,ŷ 1 ), . . . , (x n ,ŷ n )}, new instance x ∈ X , predictive parameter k and noise parameter k
Update y = 0 7: end if
Update y = 1 10: end if Output: the predicted label y
, whereŷ π 0 (x j ) =ŷ j and k is called noise parameter. As in the works of (Liu and Tao, 2016; Menon et al., 2015) , the estimated noise proportionsτ + and τ − can be given, respectively, bŷ
Algorithm 1 presents the detailed description of the proposed RkNN method, and it can be further simplified to be traditional k-nearest neighbor classification whenτ + =τ − .
Proofs
This section present the detailed proofs for our main results.
Proof of Theorem 1
The proof techniques are partially inspired by the works of (Chaudhuri and Dasgupta, 2014; Shalev-Shwartz and Ben-David, 2014) . By the union bounds, we have
Fixed µ > 0, let C 1 , . . . , C r be the cover of X = [0, 1] d with boxes of length µ, and we have r = (1/µ) d . Denote by two random events
Based on total probability theorem, we have
According to Lemma 1, the first term in the above can be upper bounded by
For the second term, we fix x 1 , x 2 , . . . , x n and x / ∈ A ∆ . Assume that x 1 , . . . , x k are k-nearest neighbors of x. Letη(x 1 ), . . . ,η(x k ) be conditional probabilities w.r.t. corrupted distributionD, and setp =
from |η(x) −p| ≤ ∆/2 by Eqn. (2). We also have
For k-nearest neighbor, it holds that
Combining with Eqn. (9) and Chernoff's bounds, we have Pr
This follows that
and it is noteworthy of η(x) = min{η(x), 1 − η(x)} for x ∈ E − ∆ . Similarly, we prove that, for
and it is noteworthy of 1 − η(x) = min{η(x), 1 − η(x)} for x ∈ E + ∆ . Combining with Eqns. (6)- (10), we have (Shalev-Shwartz and Ben-David, 2014, Lemma 19.6 ) Denote by C 1 , C 2 , . . . , C r a collection of subsets over some domain X . Let S be a data of m samples drawn i.i.d. according to distribution D. Then, for every k ≥ 2,
Proofs of Theorem 2
Fixed µ > 0, let C 1 , . . . , C r be the cover of instance space X using boxes of length µ, as the proof in Section 5.1. We have r = (1/µ) d , and denote by the events
Based on the total probability theorem, we have
where the inequality holds from the following inequality, by Lemma 1,
To upper bound Eqn. (11), we first fix the training instances x 1 , x 2 , . . . , x n and instance x, and assume that x 1 , . . . , x k are the k-nearest neighbors,
. Let η(x 1 ), . . . , η(x k ) be the conditional probability w.r.t. distribution D, and letη(x 1 ), . . . ,η(x k ) be the conditional probability w.r.t. the corrupted distribution D.
becauseη(
This follows that, from Lemma 5 and Eqn. (12),
where the last equality holds from Lemma 2. We further have
which implies, by combining with Eqns. (11), (13) and (14),
, this follows that
for d ≥ 1 and k ≥ 8. This completes the proof of Theorem 2.
Lemma 2. For p,p ∈ [0, 1] and τ ∈ [0, 1/2), letp = p + τ − 2pτ . We have p < 1/2 if and only ifp < 1/2 Lemma 3. For t ≥ 1, we have
Proof: Let g(t) = (1 + 1/t) t 1 2(t+1) , and this follows that
Therefore, g(t) is a decreasing function, and g(t) ≤ g(1) = 2 for t ≥ 1. This completes the proof as desired.
Lemma 4. For k ≥ 8 andp ∈ [0, 1/2], we have
Proof: We first write
and the derivative is given by
Solving f (p) = 0 gives the optimal solution
It is easy to find that
because f (p) is continuous forp ∈ [0, 1/2]. We further have
where
where we use the facts ln(1 − x) ≤ −x and k ≥ 8. Therefore, we have
This lemma follows by combining with Eqn. (15).
Based on Lemma 4, we have
, and let Bernoulli random variable y ∼ B(p). We have
Proof: We will present detailed proof forp ≤ 1/2, and similar consideration could be proceeded forp > 1/2. Forp ≤ 1/2, we have
Based on the Chernoff's bound, we have
For k ≥ 8, we have
where the first equality holds from 1 − 2p = (1 − 2p)/(1 − 2τ ), and the last inequality holds from Lemma 4. We complete the proof from the fact p = p + τ − 2pτ .
Proof of Theorem 3
From the definition R D (hŜ
] is the probability of training sampleŜ n ∼D n and (x, y) ∼ D such thatŷ π 1 (x) is different from y. We have
whereŷ ∼η(x π 1 (x) ) from corrupted distributionD. Given any two instances x and x , we have
For noisy labelŷ , we havê
Therefore, we have
For Eqn. (16), we have η(x)(1 − η(x)) ≤ min{η(x), 1 − η(x)} from η(x) ∈ [0, 1], and
where the last inequality holds from min{η(x), 1 − η(x)} ≤ 1/2. This follows
For Eqn. (17), we have
where the last inequality holds from |1 − 2η(x)| ≤ 1 and the L-Lipschitz assumption of η(x). This remains to bound E x,Ŝn [ x π 1 (x) − x ], and we proceed exactly as in (Shalev-Shwartz and Ben-David, 2014). Fixed µ > 0, and let C 1 , . . . , C r be the cover of instance space X using boxes of length µ, where r = (1/µ) d . We have x − x π 1 (x) ≤ √ dµ for x and x π 1 (x) in the same box; otherwise,
From the fact that
we have
which implies that, by setting µ = (d/ne) 1/(d+1) and from Lemma 6,
.
From Eqn. (19), we have
By combining the above with Eqns. (16)- (18), we complete the proof.
Lemma 6. For integer d ≥ 1, we have
. We have
By setting g (d) = 0, we have d = e and g(d) ≤ g(e) ≤ 3/2. This completes the proof.
Proof of Theorem 4
The proof is similar to that of Theorem 1 in Section 5.1, whereas the boundary of corrupted conditional probability changes from 1/2 to (1 + τ − − τ + )/2. Recall E b = {x ∈ X : η(x) = 1/2}, and it is necessary to introduce two sets as follows
We now present a general theorem for the consistency of the proposed RkNN algorithm as follows:
Theorem 5. LetŜ n be a corrupted sample with noise proportions τ − and τ + . Let h rk Sn be the output hypothesis of applying our RkNN algorithm toŜ n . We have
This theorem is similar to Theorem 1, whereas the boundary of corrupted conditional probabilityη(x) changes from 1/2 to (1 + τ − − τ + )/2 by random noise. Based on Theorem 5, we have
if k = k(n) → ∞ and k/n → 0 as n → ∞; we also have
This completes the proof of Theorem 4.
Proof of Theorem 5
Without loss of generality, we assume τ − = τ + . Based on the total probability theorem, we have
Fixed µ > 0, let C 1 , . . . , C r be the cover of X = [0, 1] d with boxes of length µ, and we have r = (1/µ) d . Denote by two random events Γ 1 (x, x ) = {there exists some C i such that x ∈ C i and x ∈ C i },
By total probability theorem, we have
From Lemma 1, the first term in the above can be upper bounded by
For the second term, we fix x 1 , x 2 , . . . , x n and x / ∈ A r ∆ . Assume that x 1 , . . . , x k are k-nearest neighbors of x. Letη(x 1 ), . . . ,η(x k ) be conditional probabilities w.r.t. corrupted distributionD, and setp =
For our RkNN algorithm, it holds that, for
and for
This implies that
Combining with Eqn. (24) and Chernoff's bounds, we have Pr
and it is noteworthy of η(x) = min{η(x), 1 − η(x)} for x ∈ E − ∆ . Similarly, we prove that, for x ∈ E + ∆ ,
and it is noteworthy of 1 − η(x) = min{η(x), 1 − η(x)} for x ∈ E + ∆ . Combining with Eqns. (21)- (26), we have
which completes the proof by simple calculations.
Experiments
This section verifies theoretical results on synthetic dataset in Section 6.1, and shows the effectiveness of RkNN on benchmark datasets in Section 6.2, followed by parameter analysis in Section 6.3.
Synthetic Dataset
We consider the instance space X = [0, 1] 2 , which is similar to synthetic dataset in (Berlind and Urner, 2015) . Let D X be a uniform distribution over X , and η(x 1 , x 2 ) = (1 − sin(2πx 1 ) sin(2πx 2 ))/2. We select 8000 and 7000 examples (i.i.d) for training and testing, respectively. Given noise proportions (τ + , τ − ), the labels of training data are flipped accordingly and independently for 20 times with different random seeds, and the average classification error is calculated on test data without noise corruptions. Figure 1 (a) shows that, for asymmetric noises, test error of k-nearest neighbor does not converge to Bayes error as k increases, which is nicely in agreement with Theorem 1. Figure 1(b) shows the consistency of k-nearest neighbor for symmetric noises and large k, as expected in Theorem 2. Figure 1(c) shows the inconsistency of 1-nearest neighbor for symmetric noises as the sample size increases, which verifies Theorem 3 empirically. Figure 1(d) shows the consistency of our RkNN approach for asymmetric noises, which presents good supports to Theorem 4.
Comparisons on Bechmark Datasets
We present empirical studies on twenty benchmark datasets 1 , and the details are summarized in Table 1 . Most datasets have been used for learning with noisy labels, and the features have been scaled to [−1, 1] for all datasets. Multi-class datasets have been transformed into binary ones by randomly partitioning classes into two groups, where each group contains the same cardinality of classes. We consider three groups of true noise proportions, that is, (τ − , τ + ) ∈ {(0.1, 0.2), (0.3, 0.1), (0.4, 0.4)}, and training labels are flipped accordingly with different random seeds.
We evaluate the performance of our RkNN approach with traditional knearest neighbor kNN, as well as six state-of-the-art approaches on learning with noisy labels as follows.
• IR-KSVM: An importance-reweighting algorithm by kernel hinge-loss method (Liu and Tao, 2016) ; • IR-LLog: An importance-reweighting algorithm by linear logistic-loss method (Liu and Tao, 2016) 2 ;
• LD-KSVM: A label-dependent algorithm by kernel hinge-loss method (Natarajan et al., 2013 );
• UE-LLog: An unbiased-estimator algorithm by linear logistic-loss method (Natarajan et al., 2013 );
• AROW: An adaptive regularization of weights (Crammer et al., 2009 );
• NHERD: A normal (Gaussian) herd algorithm (Crammer and Lee, 2010) .
For our RkNN approach, four-fold cross validation is executed to select predictive parameter k ∈ [5 : 5 : 100] and noise parameter k ∈ [5 : 5 : 100]. For IR-KSVM and IR-LLog, we take the default parameters as in (Liu and Tao, 2016) . For LD-KSVM, we adopt the Gaussion kernels with best width trained by traditional SVM on noise-free data, as introduced in Natarajan et al. (2013) . For UE-LLog, AROW and NHERD, four-fold cross validation is also executed for parameter selections.
Notice that we directly take the true noise proportions as priors in the implementations of the first four algorithms IR-KSVM, IR-LLog, LD-KSVM and UE-LLog. For RkNN approach, however, we use k -nearest neighbor to Table 2 . It is evident that RkNN is better than other four non-kernel algorithms IR-LLog, UE-LLog, AROW and NHERD. The win/tie/loss counts show that RkNN is clearly superior to these non-kernel algorithms, as it wins for most times and never loses. It is also observable that RkNN is highly competitive to two kernel methods IR-KSVM and LD-KSVM on most datasets, and RkNN takes relatively stable performance while two kernel methods drop drastically as noise proportions increase. These observations validate the effectiveness of RkNN, and the intuitive explanation is that RkNN makes local corrections on a handful of totally misled examples, whereas the other methods on learning with noisy labels take global adjustments on loss functions, which may be sensitive to random noise. In comparisons with traditional kNN, our RkNN achieves better performance for asymmetric noises, and takes comparable performance for symmetric noise as expected.
Besides the frequent pairwise t-test shown in Table 2 , we also consider Bayesian t-test (Wang and Liu, 2016) to compare the performance of various algorithms, because our derivations of main results are based on a Bayesian framework. According to Bayesian t-test, the counts of win/tie/loss of our RkNN and compared methods are shown in Table 3 . As we can see, Bayesian t-test takes better statistical support than frequent pairwise t-test to verify our proposed RkNN algorithm. Table 4 shows the average noise proportions estimated by RkNN on benchmark datasets. As we can see, the trend of true difference τ + − τ − can be observed from the estimated differenceτ + −τ − in some way, though RkNN seldom makes precise estimation on noise proportions τ + and τ − , particularly for large datasets and small noise proportions. It is also noticed that the RkNN approach achieves good performance, as shown in Table 2 , even for rather rough estimation on noise proportions. Those observations further validate the robustness of the RkNN approach.
Parameter Influence
We investigate the influence of parameters in this section. Figure 2 shows that RkNN is not sensitive to the values of predictive parameter k given that it is not set smaller than 10, and we'd better take large k when tackle large datasets and high noise proportions. Figure 3 shows that the noise parameter k should not be set to value smaller than 20, and there is a relative big range between 20 and 100 where RkNN achieves better performance. Figure 4 shows the convergence of performance as sample size increases, which illustrates that RkNN takes stable and convergent performance as expected. Relevant analysis also shows the robustness of RkNN. Here, we present empirical analysis of parameters on four datasets, while the trends are similar on other datasets. 
Conclusion
This work presents the finite-sample and distribution-dependent bounds on the consistency of nearest neighbor. The theoretical results show that, for asymmetric noises, k-nearest neighbor is robust enough to classify most data correctly, except for a handful of examples, whose labels are totally misled by random noises. For symmetric noises, however, k-nearest neighbor achieves the same consistent rate as that of noise-free setting, which verifies the resistance of k-nearest neighbor. Motivated from theoretical analysis, we propose the Robust k-Nearest Neighbor (RkNN) approach to deal with noisy labels. The basic idea is to make unilateral corrections to examples, whose labels are totally misled by random noises, and classify the others directly by utilizing the robustness of k-nearest neighbor. Extensive experiments validate the effectiveness of the proposed RkNN method. An interesting future work is to develop robust k-nearest neighbor for large-scale and highdimensional datasets in the random noise setting.
