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Résumé
Les minima de fonctionnelles non convexes définies sur l’espace euclidien sont évalués par des
méthodes stochastiques. Des conditions constructives pour les algorithmes sont établies
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Abstract
Minima of nonconvex functionals acting on the Euclidean space are determined by stochastic
methods. Feasible conditions for the algotihms are stated.
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1. Introduction
Considérons une fonctionnelle définie sur un espace euclidien à valeurs réelles ; on sait
que lorsqu’elle est continue, elle atteint sa borne inférieure en un point (minimum) d’un
ensemble fermé borné. Cependant il n’existe pas en général (par exemple si la fonctionnelle
n’est pas convexe) d’algorithme déterministe convergeant vers un minimum. Seuls les
algorithmes stochastiques assurent (à notre connaissance) cette convergence cependant leur
mise en oeuvre nécessite des procédures de tirages au hasard (voir par exemple [3,4,7]).
A partir de variables aléatoires (v.a.) définies sur l’espace euclidien, nous construisons
une méthode pour évaluer la borne inférieure d’une fonctionnelle (paragraphe 2). Nous
faisons la liaison avec la notion de minimum à ε près (notion de quasi minimum introduite
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par exemple en [1] et utilisée spécialement en [8] pour l’étude de systèmes d’équations aux
dérivées partielles – e.d.p. – de type mixte non linéaires hyperboliques elliptiques).
Un moyen de construire les v.a. est d’utiliser des schémas itératifs (paragraphe 3). Ces
résultats étendent et complètent ceux de [10] au cas de v.a. à valeurs dans tout l’espace
euclidien. Dans le cas où la fonctionnelle est convexe et où le gradient est strictement
monotone, signalons les schémas itératifs de [2].
Des conditions constructives (plus directes que celles de [10]) de convergence sont
établies. Le cas de la densité de Gauss est considéré (paragraphe 4). L’introduction de
prolongements adaptés montre que l’on peut utiliser la méthode du gradient stochastique
à pas fixe – lorsque le pas est variable, on pourra consulter [5]. De plus lorsque l’on traite
d’équations ne dérivant pas d’une fonctionnelle (c’est à dire non obtenues en annulant le
gradient d’une fonctionnelle), on peut utiliser les résultats des paragraphes 2 et 3.
Cette méthode d’optimisation stochastique peut être utilisée notamment lors de l’étude
d’e.d.p. non linéaires. On démontre en [6,9] que leur résolution se ramène à minimiser des
fonctionnelles non nécessairement convexes posées dans un espace euclidien.
2. Propriétés générales de convergence
Soit : J :RN →R. Supposons que :
J est continue.
On note :
m= inf{J (x); x ∈RN}.
On suppose que :
m ∈R. (1)
Soit (Xi) des v.a. de Ω dans RN ; on considère la suite de v.a. :
Un =min
{
J (Xi); i = 0, . . . , n
}
.
On a :
Un+1 Un. (2)
De (1) et (2), (Un) est minorée et décroissante d’où :
Un→U
où U m .
Proposition 1. On suppose qu’il existe δ > 0 tel que pour tout θ ∈]m,m+ δ[, on a :
P(Un+1 < θ/Un  θ) C(θ,n) 0 (3)
et : ∑
n0
C(θ,n)=+∞ (4)
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alors :
U =m p.p. (5)
Démonstration. Par des arguments analogues à ceux de [12], on obtient les résultats
suivants.
Etape 1. Soit θ ∈]m,m+ δ[, posons : pn = P(Un < θ), on a :
pn→ 1;
en effet :
(a) De (2), (Un) est décroissante. On a :
(Un < θ)⇒ (Un+1 < θ)
d’où :
(Un < θ)⊂ (Un+1 < θ) (i)
ce qui implique :
P(Un < θ) P(Un+1 < θ)
c’est à dire :
pn  pn+1.
La suite (pn) est croissante et majorée par 1 d’où :
pn→ p (ii)
avec :
pn  p et p  1. (iii)
(b) Supposons :
p < 1. (iv)
On a :
pn+1 = P(Un+1 < θ,Un < θ)+ P(Un+1 < θ,Un  θ). (v)
De (i), on a :
(Un+1 < θ,Un < θ)= (Un < θ)
d’où :
P(Un+1 < θ,Un < θ)= pn. (vi)
Par ailleurs :
P(Un+1 < θ,Un  θ)= P(Un+1 < θ/Un  θ)P (Un  θ). (vii)
On a :
P(Un  θ)= 1− P(Un < θ)= 1− pn
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et (ii) implique :
P(Un  θ) 1− p. (viii)
De (3), (vii) et (viii), on a :
P(Un+1 < θ,Un  θ) C(θ,n)(1− p). (ix)
De (4), (vi) et (ix), il vient :
pn+1  pn +C(θ,n)(1− p).
Dans ces inégalités, additionnons les membres de droite et de gauche, il vient :
pn+1  p0 + (1− p)
n∑
i=0
C(θ, i)
et (4) implique :
pn→+∞
ce qui contredit (iii) et (iv) est fausse. C’est à dire p = 1.
Etape 2. Soit :
k0 =min
{
k ∈N− {0}; 1
k
< δ
}
.
Pour k  k0, on introduit :
Ek =
(
U m+ 1
k
)
et on pose :
qk = P(Ek).
On a :
qk = 0. (x)
En effet, soit θ ∈]m,m+ 1
k
[. De (2), on a :(
U m+ 1
k
)
⇒
(
Un m+ 1
k
)
et (
θ m+ 1
k
)
⇒ (Un  θ).
On en déduit :
qk  1− pn
et de l’étape 1, on a :
1− pn→ 0,
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(x) en résulte. Par ailleurs :
(U >m)=
⋃
kk0
(
U m+ 1
k
)
c’est à dire :
(U >m)=
⋃
kk0
Ek.
D’où
P(U >m)
∑
kk0
qk
et (x) implique :
P(U >m)= 0
d’où :
P(U =m)= 1. ✷
Définition. Soit ε > 0, xε ∈ RN est un minimum à ε près (mnε) de J lorsque J (xε) 
m+ ε.
De (5), pour n suffisamment grand, les (Xn) fournissent des mnε c’est à dire :
∀ε > 0, ∃xε =Xin(ω): J (xε)m+ ε.
3. Construction par itérations
Pour θ ∈]m,m+ δ[, on introduit :
S = {x ∈RN ; J (x) < θ}.
Soit Q :RN →RN , on considère la suite de v.a. définies par :{
X0
Xn+1 =Q(Xn)+Zn, n 0, (6)
où (Zn) sont des v.a. qui ont une densité f .
Proposition 2. On suppose que :
Q est continue,
(X0, . . . ,Xn),Zn indépendantes et leurs densités existent, (7)
f est continue, (8)
inf
{ ∫
S−Q(x)
f (z)dz; x ∈ S
}
> 0 (9)
alors (3) et (4) sont satisfaites.
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Démonstration.
Etape 1. On a :
fXn+1/X0=x0,...,Xn=xn(y)= f
(
y −Q(xn)
)
.
En effet, de (6), on a :
(Xn+1 < y,X0 = x0, . . . ,Xn = xn)=
(
Zn < y −Q(xn),X0 = x0, . . . ,Xn = xn
)
.
De (7), il vient :
P(Xn+1 < y,X0 = x0, . . . ,Xn = xn)
= P (Zn < y −Q(xn))P(X0 = x0, . . . ,Xn = xn)
c’est à dire :
P(Xn+1 < y |X0 = x0, . . . ,Xn = xn)= P
(
Zn < y −Q(xn)
)
.
Exprimé en terme de fonctions de répartitions, on a :
FXn+1|X0=x0,...,Xn=xn(y)= FZn
(
y −Q(xn)
)
,
et par dérivation en y, l’étape 1 en résulte grâce à (8).
Etape 2. On a :
P(Un+1 < θ |Un  θ) inf
{∫
S
f
(
y −Q(x))dy; x ∈ S}.
En effet :
(Un+1 < θ,Un  θ)
= (min{J (Xi); i = 0, . . . , n+ 1}< θ,min{J (Xi); i = 0, . . . , n} θ)
= (J (Xn+1) < θ,J (X0) θ, . . . , J (Xn) θ)
= (Xn+1 ∈ S,X0 ∈S, . . . ,Xn ∈S)
c’est à dire :
P(Un+1 < θ,Un  θ)= P(Xn+1 ∈ S,X0 ∈S, . . . ,Xn ∈S) (i)
P(Xn+1 ∈ S,X0 ∈S, . . . ,Xn ∈S)
=
∫
S
dx0 . . .
∫
S
dxn
∫
S
dxn+1.fX0,...,Xn+1(x0, . . . , xn+1).
Par définition :
fX0,...,Xn+1(x0, . . . , xn+1)= fXn+1/X0=x0,...,Xn=xn(xn+1).fX0,...,Xn(x0, . . . , xn)
de l’étape 1, on a :
fX0,...,Xn+1(x0, . . . , xn+1)= f
(
xn+1 −Q(xn)
)
.fX0,...,Xn(x0, . . . , xn)
et
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P(Xn+1 ∈ S,X0 ∈S, . . . ,Xn ∈S)
=
∫
S
dx0 . . .
∫
S
dxn.fX0,...,Xn(x0, . . . , xn)
∫
S
f
(
xn+1 −Q(xn)
)
dxn+1. (ii)
On a :
P(Un+1 < θ |Un  θ)= P(Un+1 < θ,Un  θ)
P (Un  θ)
, (iii)
(Un  θ)= (X0 ∈S, . . . ,Xn ∈S),
P (Un  θ)=
∫
S
dx0 . . .
∫
S
dxn fX0,...,Xn(x0, . . . , xn). (iv)
De (i) à (iv), l’étape 2 en résulte.
Etape 3.
P(Un+1 < θ |Un  θ) C(θ,n)
où :
C(θ,n)= inf
{ ∫
S−Q(x)
f (z)dz;x ∈S
}
.
En effet, il suffit de poser z= y −Q(x) dans le résultat de l’étape 2. ✷
Des hypothèses a priori, comme en (7), sont aussi supposées, par exemple, en [4,10,11],
concernant des algorithmes de gradient stochastique.
Remarque. On suppose en (6) que Q = 0, on en déduit que les Xi suivent tous la même
loi f que les Zi prises indépendantes. On obtient :
P
(
min
{
J (Xi); i = 0, . . . , n
}
m+ ε)= 1− [1− ∫
Sm,ε
f (x)dx
]n
(10)
où :
Sm,ε =
{
x ∈RN ;J (x)m+ ε}.
Dès que :∫
Sm,ε
f (x)dx > 0 (11)
la probabilité (10) tend vers 1 lorsque n→+∞. Puisque la fonctionnelle J est continue,
la recherche d’un minimum à ε près, où ε > 0 fixé, assure (11) dans les applications.
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4. Classe de triplets
Les hypothèses du 2 et du 3 portant sur le triplet (J,Q,f ) sont maintenues et nous
donnons des conditions constructives pour obtenir (9).
Proposition 3. On suppose que :∫
S
dx > 0, (12)
S ⊂ BR (boule de centre R > 0), (13)
(Q(x)→Q∞ ∈R) quand |x|→+∞, (14)
f est la densité de N(µ,σ ) (15)
alors (9) est satisfaite.
Démonstration. Pour x ∈S , on a :∫
S−Q(x)
f (z)dz inf
{
f (z); z ∈ S −Q(x)}∫
S
dz. (i)
De (15), on est conduit à borner :
sµ(x)= sup
{|z−µ|; z ∈ S −Q(x)}.
Puisque µ est fixé, il suffit de borner |z| dans S −Q(x). On a :
|z| |u| + |Q(x)| où u ∈ S.
D’où, de (13) et (14), |z| est borné indépendamment de x ∈S et on en déduit :
sµ(x)Mµ <+∞ (ii)
où Mµ ne dépend pas de x ∈S.
De (i) et (ii), on obtient :
inf
{ ∫
S−Q(x)
f (z)dz;x ∈S
}
 1
(2πσ 2)N/2
e−
1
2 (Mµ/σ)
2
∫
S
dz. (iii)
De (12) et (iii), on en déduit (9). ✷
(a) Relation avec la méthode du gradient. On choisit :
Q(x)= x − ρ∇J (x), ρ > 0,
et on cherche le minimum de J pour |x|2 R.
On suppose qu’il existe η > 0 tel que (par exemple) :
J (x) 2m
pour
R  |x|2 R+ η.
J.-S. Le Brizaut / Bull. Sci. math. 126 (2002) 693–703 701
Introduisons une fonction ψ de classe C1 telle que :
ψ(s)=
{
0 si s R2,
1 si s  (R+ η)2
avec 0ψ  1 ailleurs.
Modifions J en :
J˜ = (1−ψ(|x|2))J +ψ(|x|2) |x|2
2ρ
.
Pour R + η |x|2 R, on a :
J˜ min
(
2m,
R2
2ρ
)
et pour |x|2 R + η, on a :
J˜ = |x|
2
2ρ
 R
2
2ρ
.
Choisissons ρ > 0 de sorte que :
R2
2ρ
 2m,
on a :
J˜  2m
pour |x|2 R.
Par l’itération (6) le minimum de J sera évalué en cherchant celui de J˜ ; l’hypothèse
(14) étant assurée pour Q˜(x)= x − ρ∇J˜ (x).
(b) Relation avec une équation ne dérivant pas d’une fonctionnelle. On s’intéresse à
l’équation :
Eq(x)= 0
où Eq n’est pas égale au gradient d’une fonctionnelle J . Dans ces conditions, on peut
prendre :
J (x)= ∣∣Eq(x)∣∣2,
Q(x)= x − ρEq(x).
On utilise des arguments analogues à ceux de 4(a) en posant :
J˜ (x)= (1−ψ(x))∣∣Eq(x)∣∣2 +ψ(x) |x|2
ρ
et
E˜q(x)= (1−ψ(x))Eq(x)+ψ(x) x
ρ
.
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(c) Existence de densités. On suppose que Q est de classe C1. Sous l’hypothèse (15),
on prend :
X0 =Z0.
De (6), on a une bijection entre (X0, . . . ,Xn) et (Z0, . . . ,Zn−1) et le Jacobien | ∂Z∂X | vaut 1.
De la densité de (Z0, . . . ,Zn−1), on en déduit celle de (X0, . . . ,Xn). De la construction
de ψ , on a Q(x)= 0 pour x suffisamment grand. On obtient :
fX0,...,Xn(x0, . . . , xn)= f (x0) . . .f (xn)
pour x0, . . . , xn suffisamment grands.
(d) Unicité de minima à ε près. Soit M ∈]0,+∞[, introduisons :
K = {v; |v|M,J (v)m+ ε}.
Les méthodes précédentes permettent d’évaluer des éléments de K , cependant nous
n’avons pas nécessairement l’unicité.
Introduisons une propriété d’unicité à ε près. Soit e1, . . . , eN une base de RN et les
fonctionnelles :
Ii(v)= v.ei .
On pose :
K0 =K,
considérons les bornes inférieures et les ensembles suivants :
i = 1, . . . ,N,
mi = inf
{
Ii(v), v ∈Ki−1
}
,
Ki =
{
v ∈Ki−1; Ii(v)mi + ε
}
.
A chaque étape, les contraintes peuvent être pénalisées comme en [8] sous des hypothèses
peu restrictives.
Soient u et u deux éléments de KN , puisque les Ki sont emboîtés, on a :
i = 1, . . . ,N,
Ii(u)mi + ε  Ii( u )+ ε,
d’où ∣∣(u− u )ei∣∣ ε.
Ceci est une condition d’unicité à ε près.
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