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Abstract
The sandpile group of a graph is a refinement of the number of spanning trees of the graph and is closely
connected with the graph Laplacian matrix. In this paper, the structure of the sandpile group on the graph
K3 × Cn is determined and it is shown that the Smith normal form of the sandpile group of K3 × Cn is
always the direct sum of four or five cyclic groups. Our methods can be generated to the graphs K4 × Cn
and K5 × Cn.
© 2007 Elsevier Inc. All rights reserved.
AMS classification: 05C50
Keywords: Graph Laplacian; Sandpile group; Critical group; The Smith normal form; Cycle
1. Introduction
The Abelian sandpile model was introduced by Bak et al. in [2,10]. It has been widely studied
as one of the simplest models that show self-organized criticality (SOC). It is supervising that the
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order of the sandpile group of a graph is equal to the number of spanning trees of the graph. The
sandpile automaton was also studied early and independently by Lova˘s, Biggs and others, it is
referred as the chip-fire game and corresponding group called critical group [3] or picard group
on a graph [13,14].
Let G = (V ,E) be a finite multi-graph with n vertices and its Laplacian matrix be L(G) =
D(G) − A(G), where D(G) = diag(d1, d2, . . . , dn) is the degree matrix and A(G) is the adja-
cency matrix of G. The sandpile group of G is closely connected with the Laplacian matrix
L(G) as follows: Thinking of L(G) as an linear map Zn → Zn, its cokernel has the form
coker L(G) = Zn/L(G)Zn ∼= Z⊕ S(G), where S(G) is the sandpile group on G in the sense of
isomorphism.
Let vr be a vertex (call root) of graph G with n vertices v1, v2, . . . , vn. The sandpile group
S(G) of G is also the quotient group of Zn by the subgroup spanned by the n generators
1, . . . ,r−1, xr ,r+1, . . . ,n, where i = dixi −∑vj is adjacent vi aij xj and xi = (0, . . . , 0,
1, 0, . . . , 0) ∈ Zn, whose unique nonzero 1 is in the position i, i = 1, 2, . . . , n. That is, S(G) ∼=
Zn/span(1, . . . ,r−1, xr ,r+1, . . . ,n). Notice that S(G) is independent of the choice r , for
more details see [8].
Recently only, there are interesting infinite families of graphs, such as wheel graphs, com-
plete multipartite graphs, Cartesian products of complete graphs, threshold graphs, lattice graph
Pn × P3, ladder K2 × Cn, the Möbius ladder, the square of a cycle C2n , regular trees for which the
sandpile (critical) group structures have been completely determined [3,5,6,7,8,9,11,12,16].
The aim of this paper is to determine the structure of the sandpile group on the graph C3 × Cn,
the Cartesian product of C3 and Cn. In this paper, we show that the sandpile group of K3 × Cn
is the direct sum of four or five cyclic groups and the Smith normal form of the this group is
determined. Our method here can be generated to graphs K4 × Cn and K5 × Cn.
The main tools used in this paper will be the computation for Smith normal form of an integer
matrix, which can be achieved by row and column operations that are invertible over the ring
Z of integers. Given a square integer matrix A, its Smith normal form is the unique diagonal
matrix S(A) = diag(S11, S22, . . . , Snn) whose entries are nonnegative and Sii divides Si+1,i+1.
Note that, for each i, the product S11S22 · · · Sii is the greatest common divisor (GCD) of all i × i
minor determinants of A, and this fact will also be used to compute the Smith normal form of
an integer matrix. Two matrices A,B ∈ Zm×n are unimodular equivalent [15] (written A ∼ B)
if there exist matrices P ∈ GL(m,Z) and Q ∈ GL(n,Z) such that B = PAQ. Equivalently, B
is obtainable from A by a sequence of row and column operations mentioned above. It can
be seen easily that A ∼ B implies coker A ∼= coker B, and if A = diag(a1, a2, . . . , an) then
coker A ∼= Za1 ⊕ Za2 ⊕ · · · ⊕ Zan , where Za = Z/aZ. (Of course, Z1 is the trivial group and
Z0 = Z.)
2. The relations matrix for generators of S(K3 × Cn)
In this section, we will show that there are at most six (in fact, five ) generators for the group
S(K3 × Cn) and reduce the relation matrix of generators to a special matrix An of order five
(Theorem 2).
Let the vertex set of the cycle K3 be V1 = {0, 1, 2} and the vertex set of the cycle Cn be
V2 = {0, 1, 2, . . . , n − 1}, respectively. Then vertex set of K3 × Cn is V1 × V2 = {(i, j), i =
0, 1, 2, j = 0, 1, 2, . . . , n − 1} and (i, j) is adjacent to (i, (j + 1)mod n), (i, (j − 1)mod n), (i +
1 mod 3, j), (i − 1 mod 3, j) in K3 × Cn (see Fig. 1).
1888 Y. Hou et al. / Linear Algebra and its Applications 428 (2008) 1886–1898
Fig. 1. The graph of K3 × Cn.
Let xi = (0, i), yi = (1, i) and zi = (2, i), i = 0, 1, 2, . . . , n − 1 and the image of xi, yi and
zi in the cokernel Z3n/ImL(K3 × Cn) be x¯i , y¯i and z¯i , respectively. Then we have the following
system of equations:⎧⎪⎨
⎪⎩
x¯i = 4x¯i−1 − x¯i−2 − y¯i−1 − z¯i−1,
y¯i = 4y¯i−1 − y¯i−2 − z¯i−1 − x¯i−1,
z¯i = 4z¯i−1 − z¯i−2 − x¯i−1 − y¯i−1
for i  2 and⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
x¯0 = 4x¯n−1 − x¯n−2 − y¯n−1 − z¯n−1,
y¯0 = 4y¯n−1 − y¯n−2 − z¯n−1 − x¯n−1,
z¯0 = 4z¯n−1 − z¯n−2 − x¯n−1 − y¯n−1,
x¯1 = 4x¯0 − x¯n−1 − y¯0 − z¯0,
y¯1 = 4y¯0 − y¯n−1 − z¯0 − x¯0,
z¯1 = 4z¯0 − z¯n−1 − x¯0 − y¯0.
From this system it can be readily seen that there are at most six generators for the cokernel
Z3n/ImL(K3 × Cn). For 2  i  n − 1, ai, bi, ci, di, ei and fi are defined such that
x¯i = ai x¯1 − bi x¯0 − ci y¯1 + di y¯0 − ei z¯1 + fi z¯0.
Then by induction we have
y¯i = ai y¯1 − bi y¯0 − ci z¯1 + di z¯0 − ei x¯1 + fi x¯0,
z¯i = ai z¯1 − bi z¯0 − ci x¯1 + di x¯0 − ei y¯1 + fiy¯0
and ⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
ai = 4ai−1 − ai−2 + ei−1 + ci−1,
bi = 4bi−1 − bi−2 + fi−1 + di−1,
ci = 4ci−1 − ci−2 + ai−1 − ei−1,
bi = ai−1,
di = ci−1,
ei = ci,
fi = di
and with the initial values a2 = 4, a3 = 17, b2 = 1, b3 = 4, c2 = 1 and c3 = 7.
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Lemma 1. For all i  2, we have ai − 2ci = i and ci = 5ci−1 − ci−2 + i − 1.
Proof. From above equalities about ai, bi and ci , we have ai − 2ci = 2(ai−1 − 2ci−1) − (ai−2 −
2ci−2) and a2 − 2c2 = 2, a3 − 2c3 = 3. Thus ai − 2ci = i and hence ci = 5ci−1 − ci−2 + i −
1. 
We extend the sequence {cn}n2 by c−1 = c0 = 0 and c1 = 0. Let si = ci − ci−1 for all i  0.
Then si = 5si−1 − si−2 + 1 for all i  2 and s0 = s1 = 0. Further, we have 3cn + n = sn+1 − sn
by some computations.
Theorem 2. Let n  3. The relation matrix between the generators x¯0, x¯1, y¯0, y¯1, z¯0, z¯1 of the
cokernel Z3n/ImL(K3 × Cn) is equivalent to⎛
⎜⎜⎜⎜⎜⎜⎝
n 0 0 0 0 0
cn sn sn+1 0 0 0
cn+1 sn+1 sn+2 − 1 0 0 0
0 0 0 sn+1 − sn sn − sn−1 + 1 0
0 0 0 3sn+1 3sn 0
0 0 0 0 0 0
⎞
⎟⎟⎟⎟⎟⎟⎠
=
(
An 0
0 0
)
.
In other words, for n  3, we have
S(K3 × Cn) ∼= Z5/AnZ5.
Proof. A new system of relations between the generators x¯0, x¯1, y¯0, y¯1, z¯0, z¯1 can be deduced:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
x¯0 = anx¯1 − bnx¯0 − cny¯1 + dny¯0 − enz¯1 + fnz¯0,
y¯0 = any¯1 − bny¯0 − cnz¯1 + dnz¯0 − enx¯1 + fnx¯0,
z¯0 = anz¯1 − bnz¯0 − cnx¯1 + dnx¯0 − eny¯1 + fny¯0,
x¯1 = an+1x¯1 − bn+1x¯0 − cn+1y¯1 + dn+1y¯0 − en+1z¯1 + fn+1z¯0,
y¯1 = an+1y¯1 − bn+1y¯0 − cn+1z¯1 + dn+1z¯0 − en+1x¯1 + fn+1x¯0,
z¯1 = an+1z¯1 − bn+1z¯0 − cn+1x¯1 + dn+1x¯0 − en+1y¯1 + fn+1y¯0.
Thus the relation matrix between the generators x¯1, x¯0, y¯1, y¯0, z¯1, z¯0 is
Bn =
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
an −(bn + 1) −cn dn −en fn
−en fn an −(bn + 1) −cn dn
−cn dn −en fn an −(bn + 1)
an+1 − 1 −bn+1 −cn+1 dn+1 −en+1 fn+1
−en+1 fn+1 an+1 − 1 −bn+1 −cn+1 dn+1
−cn dn+2 −en fn+2 an+1 − 1 −bn+1
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
=
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
2cn + n −(2cn−1 + n) −cn cn−1 −cn cn−1
−cn cn−1 2cn + n −(2cn−1 + n) −cn cn−1
−cn cn−1 −cn cn−1 2cn + n −(2cn−1 + n)
2cn+1 + n −(2cn + n) −cn+1 cn −cn+1 cn
−cn+1 cn 2cn+1 + n −(2cn + n) −cn+1 cn
−cn+1 cn −cn+1 cn 2cn+1 + n −(2cn + n)
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
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Add all columns to the last column, then add row 2 times 2 to row 1, subtract row 2 from row
3, subtract row 5 from row 4 and subtract row 6 from row 5, we have
Bn ∼
⎛
⎜⎜⎜⎜⎜⎜⎝
n −n 3cn + 2n −3cn−1 − 2n −3cn 0
−cn cn−1 2cn + n −(2cn−1 + n) −cn 0
0 0 −3cn − n 3cn−1 + n 3cn + n 0
n −n 3cn+1 + 2n −3cn − 2n −3cn+1 0
0 0 3cn+1 + n −3cn − n −3cn+1 − n 0
−cn+1 cn −cn+1 cn 2cn+1 + n 0
⎞
⎟⎟⎟⎟⎟⎟⎠
∼
⎛
⎜⎜⎜⎜⎜⎜⎝
n −n 3cn + n −3cn−1 − n −3cn + 2n 0
−cn cn−1 3cn + n −(3cn−1 + n) −3cn 0
0 0 −3cn − n 3cn−1 + n 3cn + n 0
n −n 3cn+1 + n −3cn − n −3cn+1 + 2n 0
0 0 3cn+1 + n −3cn − n −3cn+1 − n 0
−cn+1 cn 0 0 n 0
⎞
⎟⎟⎟⎟⎟⎟⎠
∼
⎛
⎜⎜⎜⎜⎜⎜⎝
0 0 0 0 0 0
−cn cn−1 3cn + n −(3cn−1 + n) −3cn 0
−cn+1 cn 0 0 n 0
0 0 −3cn − n 3cn−1 + n 3cn + n 0
0 0 3cn+1 + n −3cn − n −3cn+1 − n 0
n −n 3cn+1 + n −3cn − n −3cn+1 + 2n 0
⎞
⎟⎟⎟⎟⎟⎟⎠
∼
⎛
⎜⎜⎜⎜⎜⎜⎝
0 0 0 0 0 0
−cn cn−1 0 0 n 0
−cn+1 cn 0 0 n 0
0 0 −3cn − n 3cn−1 + n 3cn + n 0
0 0 3cn+1 + n −3cn − n −3cn+1 − n 0
n −n 0 0 3n 0
⎞
⎟⎟⎟⎟⎟⎟⎠
∼
⎛
⎜⎜⎜⎜⎜⎜⎝
0 0 0 0 0 0
n 0 0 0 0 0
cn cn − cn−1 3cn + n 0 0 0
cn+1 cn+1 − cn 3cn+1 + n 0 0 0
0 0 0 3cn + n 3cn−1 + n 0
0 0 0 3cn+1 + n 3cn + n 0
⎞
⎟⎟⎟⎟⎟⎟⎠
∼
⎛
⎜⎜⎜⎜⎜⎜⎝
n 0 0 0 0 0
cn sn sn+1 0 0 0
cn+1 sn+1 sn+2 − 1 0 0 0
0 0 0 sn+1 − sn sn − sn−1 + 1 0
0 0 0 3sn+1 3sn 0
0 0 0 0 0 0
⎞
⎟⎟⎟⎟⎟⎟⎠
=
(
An 0
0 0
)
.
The penultimate identity follows from sn = cn − cn−1 and 3cn + n = sn+1 − sn. 
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3. Two sequences related to the number of spanning trees of S(K3 × Cn)
In order to determine the structure of the group S(K3 × Cn), it suffices to compute the Smith
normal form of the matrix An. Let En =
(
sn+1 − sn sn − sn−1 + 1
3sn+1 3sn
)
, Fn =
(
n 0 0
cn sn sn+1
cn+1 sn+1 sn+2 − 1
)
.
Then An =
(
Fn 0
0 En
)
= Fn ⊕ En. It can be easily seen that, for each n we have snsn+2 + sn+1 =
s2n+1. Hence det En = −3(sn+1 + sn), det Fn = −n(sn + sn+1). Thus, the number of spanning
trees of K3 × Cn is det An = 3n(sn + sn+1)2.
In order to obtain the Smith normal form of the matrices En and Fn, hence An, we need some
divisibility properties about sn. The following Lemmas 9, 12 and 13 and corollary 10 will be used
in the next section. For proving these lemmas, let wn = sn + sn+1. Then we have
Lemma 3. For n = 2m + 1 odd, we have wn = s2m+1 + s2m+2 = h2m, where the sequence hm
is defined as⎧⎨
⎩
hm = 5hm−1 − hm−2,
h0 = 1,
h1 = 6.
For n = 2m even, we have wn = s2m + s2m+1 = 7k2m, where the sequence km is defined as⎧⎨
⎩
km = 5km−1 − km−2,
k0 = 0,
k1 = 1.
Proof. It can be seen by induction that, for every m  1, we have h2m = w2m+1, hm−1hm =
w2m − 1, 7k2m = w2m, 7km−1km = w2m+1 − 1. 
The following proposition is proved easily.
Proposition 4. For each m, n  1 we have
km+n = km+1kn − kmkn−1 and hm+n = km+1hn − kmhn−1.
From Proposition 4, we have the following identities which will be used in Lemma 7:
k3n = kn(3k2n−1 − 15knkn−1 + 24k2n),
k3n−1 = k3n−1 − 3k2nkn−1 + 5k3n,
k3n+1 = 115k3n − k3n−1 + 15knk2n−1 − 92k2nkn−1.
Moreover, if we extend the sequence kn by K−n = −kn then we have
Lemma 5. For all integers m, n and r, we have
kmn+r =
m∑
i=0
(−1)m−i
(
m
i
)
kink
m−i
n−1 kr+i .
1892 Y. Hou et al. / Linear Algebra and its Applications 428 (2008) 1886–1898
Proof. Let α be a root of the equation x2 − 5x + 1 = 0. Then we can prove that αn = αkn − kn−1
by induction on n. Thus, by
αmn+r = (an)mar
= ar(αkn − kn−1)m
= (αkr − kr−1)
[
m∑
i=0
(
m
i
)
aikin(−1)m−ikm−in−1
]
= (αkr − kr−1)
[
m∑
i=0
(
m
i
)
(αki − ki−1)kin(−1)m−ikm−in−1
]
=
∑m
i=0(−1)
m−i
(
m
i
)
kink
m−i
n−1 (αkr+i − kr+i−1),
αmn+r = αkmn+r − kmn+r−1 and the irrationality of α, Lemma 5 holds. 
Lemma 6. Form|n,we have that km divides kn.Moreover,we also have thatm|n implies det(Am)
divides det(An) (these are the orders of the sandpile groups).
Proof. The first statement follows from Lemma 5 immediately. Now we prove that if 2a + 1
divides 2b + 1 then ha divide hb. First notice that, by Proposition 4 we have k2m+1 = k2m+1 − k2m.
Let 2b + 1 = (2a + 1)(2t + 1). We prove by induction on t that ha|hb. This is true if t = 0.
If ha divides h2at+a+t , then we have h2a(t+1)+a+(t+1) = h(2a+1)t+2at+a+t = k2a+2h2at+a+t −
k2a+1h2at+a+t−1, the first term is a multiple of ha by inductive hypothesis. Moreover, k2a+1 =
ha(ka+1 − ka). Hence also the second term is a multiple of ha .
Finally, we prove that if 2a + 1 divides 2b then ha divides kb. Let 2b = (2a + 1)2t . We have
to prove that ha divides k(2a+1)t . As we have already seen, ha|k2a+1 and k2a+1|k(2a+1)t , hence
we have ha divides k(2a+1)t . 
Lemma 7. For e  1, we have k3e = 2 · 3e mod 3e+1, k3e−1 = 2 · 3e − 1 mod 3e+1, k3e+1 = 2 ·
3e + 1 mod 3e+1 and k2·3e ≡ 3e mod 3e+1.
Proof. We prove first two identities by induction on e. When e = 1, then k3 = 24 ≡ 6 mod 9
and k2 = 5 ≡ 5 mod 9, which is true. Suppose the result is true for e  1, that is, k3e = 2 · 3e +
a3e+1, k3e−1 = 2 · 3e + b3e+1 for some integers a and b. Then we have
k33e =
(
2 · 3e + a · 3e+1)3
≡ 0 mod 3e+2,
3k3e k3e−1 = 3
(
2 · 3e + a3e+1)(2 · 3e − 1 + b3e+1) for some integer a
≡ 2 · 3e+1 mod 3e+2,
k23e k3e−1 ≡
(
2 · 3e + a · 3e+1)2(2 · 3e − 1 + b3e+1)
≡ 0 mod 3e+2.
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Since
k3e+1 = k3·3e = k3e (3k23e−1 − 15k3e k3e−1 + 24h23e ),
k3e+1−1 = k3·3e−1 = k33e−1 − 3k23e k3e−1 + 5k33e ,
then we have
k3e+1 ≡ 3 · k3e k23e−1 mod 3e+2
≡ 2 · 3e+1 mod 3e+2
and
k3e+1−1 ≡ k33e−1 mod 3e+2
≡ 3 · 3e(2 + 3b) − 1 mod 3e+2
≡ 2 · 3e+1 − 1 mod 3e+2.
Similarly, we can prove k3e+1 ≡ 2 · 3e + 1 mod 3e+1. Finally, k2·3e ≡ 3e mod 3e+1 follows from
k2·3e = k3e (k3e+1 − k3e−1) and the above identities. 
Let pk(t) denote the period of the sequence kn modulo t .The following are some immediate
consequences:
kn ≡ kn+s·pk(t) mod t,
kpk(t) ≡ 0 mod t.
Lemma 8. If t1|t2, then pk(t1)|pk(t2).
Proof. Let p = pk(t2). We need to show that kn(mod t1) repeats in blocks of length p. We do
this by showing that ki ≡ ki+p mod t1 for each i. Certainly we know that ki ≡ ki+k mod t2, so for
some 0  a  t2 we have ki = a + t2x and ki+k = a + t2y.
Now say t2 = t1s and let us substitute t1s for t2 in the previous two equations. Then ki =
a + t1sx and ki+k = a + t1sy. We can say that a = a′ + t1w (0  a′ < t1) and this time substitute
for a in the previous equations. Now ki = a′ + t1(w + sx) and ki+p = a′ + t1(w + sy). This
implies that ki ≡ hi+p(mod t) which is needed to be shown. 
Lemma 9. Let e  1. If 3e|n, then 3e|kn, and if 7e|n then 7e|kn. If 3e|2m + 1, then 3e|hm.
Proof. We obtain the explicit formula for kn and hn by solving the recurrence relations, respec-
tively:
kn = 1√
21
(
5 + √21
2
)n
− 1√
21
(
5 − √21
2
)n
= 1
2n
∑
12j+1n
(
n
2j + 1
)
5n−2j−121j .
Thus if 3e|n then 3e|kn and if 7e|n then 7e|kn.
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hm =
(
3 + √21
6
)(
5 + √21
2
)m
+
(
3 − √21
6
)(
5 − √21
2
)m
=
(
3 + √21
6
)(√
3 + √7
2
)2m
+
(
3 − √21
6
)(√
3 − √7
2
)2m
= 1√
3
(√
3 + √7
2
)2m+1
+ 1√
3
(√
3 − √7
2
)2m+1
= 1
22m
m∑
j=0
(
2m + 1
2j + 1
)
7m−j3j .
Thus if 3e|2m + 1 then 3e|hm. 
Corollary 10. Let m  1. Then (2m, 7km) = (2m, km).
Lemma 11. pk(3e) = 3e.
Proof. First we will show that for all e, k3e ≡ 0(mod3e) and k3e+1 ≡ 1 mod 3e, and these facts
can be obtained by Lemmas 9 and 7, and it follows that pk(3e)|3e for all e.
We proceed to prove that 3e|pk(3e) by induction on e. By inspection this is the case for e = 1.
We induct on e to show that 3e+1|pk(3e+1).
Since 3e = pk(3e)|pk(3e+1), by the Lemma 6 and pk(3e+1)|3e+1, we know pk(3e+1) =
3e or 3e+1. By Lemma 7 we have k3e ≡ 2 · 3e mod 3e+1 
≡ 0 mod 3e+1. Hence we must have
pk(3e+1) = 3e+1 and the conclusion is proved. 
The following lemma is crucial for us to calculate the Smith normal form of An in Section 4.
Lemma 12. If 3e|n and 3e+1n. Then 3e−1| kn−n3 and 3e kn−n3 .
Proof. Let n = 3em and 3m, then m = 3y + x (x = 1 or 2), since
n = 3ex + 3e+1y ≡ 2 · 3ex mod 3e+1
=
{
3e mod 3e+1, x = 1,
2 · 3e mod 3e+1, x = 2
and
kn = k3ex+3e+1y ≡ k3ex mod 3e+1
=
{
2 · 3e mod 3e+1, x = 1,
3e mod 3e+1, x = 2.
Thus we can get
kn − n =
{
3e mod 3e+1, x = 1,
2 · 3e mod 3e+1, x = 2.
Hence we have 3e−1| kn−n3 and 3e kn−n3 . 
Next lemma will be also used in Section 4 and it can be proved easily by induction.
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Lemma 13. For all n  2 we have (hn, hn−1) = (kn, kn−1) = 1 and (hn − hn−1, hn+1 − hn) =
(kn − kn−1, kn+1 − kn) = 1.
In the last of this section we list some other relationships linking the sequences hn, kn and sn.
They will be used in Section 4 and can be easily proved by induction.
• sn+1 − sn = kn.
• s2m+1 = hmkm.
• s2m+2 = hmkm+1.
• (s2m, s2m+1) = km, (s2m+1, s2m+2) = hm.
4. The Smith normal form of An
In order to compute the Smith normal form of An, we determine the Smith normal forms of
En and Fn first.
4.1. Computation of the Smith normal form of En
Recall En =
(
sn+1 − sn sn − sn−1 + 1
3sn+1 3sn
)
first.
If n = 2m + 1, then
sn+1 − sn = k2m+1 = hm(km+1 − km),
sn − sn−1 + 1 = sn − (sn−1 − 1) = sn + (sn+1 − 5sn)
= hm(km − km−1).
Thus, the greatest common divisor of all entries of En is
(sn+1 − sn, sn − sn−1 + 1, 3sn+1, 3sn)
= (hm(km+1 − km), hm(km − km−1), 3hmkm, 3hmkm+1)
= hm(km+1 − km, km − km−1, 3km, 3km+1)
= hm.
Since the determinant of
(
sn+1 − sn sn − sn−1 + 1
3sn+1 3sn
)
is −3(sn + sn+1) = −3h2m, we have(
sn+1 − sn sn − sn−1 + 1
3sn+1 3sn
)
∼
(
hm 0
0 3hm
)
.
If n = 2m, then
sn+1 − sn = k2m = km(hm − hm−1),
sn − sn−1 + 1 = km(hm−1 − hm−2).
Thus the greatest common divisor of all entries of En is
(sn+1 − sn, sn − sn−1 + 1, 3sn+1, 3sn) = km(hm − hm−1, hm−1 − hm−2, 3hm, 3hm−1)
= km.
Since the determinant of
(
sn+1 − sn sn − sn−1 + 1
3sn+1 3sn
)
is 3(sn + sn+1) = 21k2m, we have(
sn+1 − sn sn − sn−1 + 1
3sn+1 3sn
)
∼
(
km 0
0 21km
)
.
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4.2. The Smith normal form of the matrix Fn
In what follows we compute the Smith normal form H = Hn of the matrix Fn =(
n 0 0
cn sn sn+1
cn+1 sn+1 sn+2 − 1
)
which determinant is −n(sn + sn+1).
4.2.1. Computation of H11
Note that cn = sn+1−sn−n3 and cn+1 = cn + sn+1 we have
H11 = (n, cn, cn+1, sn, sn+1, sn+2 − 1)
=
(
n, sn, sn+1,
sn+1 − sn − n
3
)
.
Thus, if n = 2m + 1 then (sn, sn+1) = hm and hence H11 =
(
2m + 1, hm, sn+1−sn−n3
)
=(
2m + 1, hm, hmkm+1−hmkm−2m−13
)
.
Therefore, if n = 2m + 1 and 3n then H11 = (2m + 1, hm) and if n = 2m + 1 and 3|n then
H11 =
(
2m + 1, hm, hmkm+1−hmkm−2m−13
)
=
(
n, hm,
kn−n
3
)
= (2m+1,hm)3 by Lemma 12.
Thus, if n = 2m then (sn, sn+1) = km and hence H11 =
(
2m, km, sn+1−sn−n3
)
=(
2m, km, kmhm−kmhm−1−2m3
)
.
Therefore, if n = 2m and 3n then H11 = (2m, km) and if n = 2m and 3|n then H11 =(
2m, km, kn−n3
)
= (2m,km)3 by Lemma 12.
4.2.2. Computation of H22
In general
H11H22 =
(
nsn, nsn+1, n(sn+2 − 1),
∣∣∣∣ cn sn+1cn+1 sn+2 − 1
∣∣∣∣ ,
∣∣∣∣ sn sn+1sn+1 sn+2 − 1
∣∣∣∣ ,
∣∣∣∣ cn sncn+1 sn+1
∣∣∣∣
)
=
(
nsn, nsn+1, sn + sn+1,
∣∣∣∣ cn sn+1cn+1 sn+2 − 1
∣∣∣∣ ,
∣∣∣∣ cn sncn+1 sn+1
∣∣∣∣
)
.
If n = 2m + 1 then (sn, sn+1) = hm, sn + sn+1 = h2m, cn = kn−n3 . Hence
H11H22 =
(
nhm, h
2
m,
kn − n
3
hm(km+2 − km+1) − h2mkmkm+1,
kn − n
3
hm(km+1 − km) − h2mk2m+1
)
= hm
(
n, hm,
kn − n
3
(km+2 − km+1), kn − n3 (km+1 − km)
)
= hm
(
n, hm,
kn − n
3
)
,
the last equality is due to Lemma 13. Thus H22 = hm.
We have that det(Hn) = |det(Fn)| = −n(sn + sn+1), thus H33 = n(sn+sn+1)H11H22 . Hence the Smith
form Hn of the matrix Fn is
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• For n = 2m + 1 and 3n⎛
⎝(n, hm) 0 00 hm 0
0 0 nhm
(n,hm)
⎞
⎠ .
• For n = 2m + 1 and 3|n⎛
⎝
(n,hm)
3 0 0
0 hm 0
0 0 3nhm
(n,hm)
⎞
⎠ .
If n = 2m then (sn, sn+1) = km, sn + sn+1 = 7k2m, cn = kn−n3 . Hence
H11H22 =
(
nkm, 7k2m,
kn − n
3
km(hm+1 − hm) − h2mk2m,
kn − n
3
km(hm − km−1) − hmhm−1k2m
)
= km
(
n, 7km,
kn − n
3
(hm+1 − hm) − h2mkm,
kn − n
3
(hm − hm−1) − hmhm−1km
)
= km
(
n, km,
kn − n
3
(hm+1 − hm) − h2mkm,
kn − n
3
(hm − hm−1) − hmhm−1km
)
= km
(
n, km,
kn − n
3
(hm+1 − hm), kn − n3 (hm − hm−1)
)
= km
(
n, km,
kn − n
3
)
,
the last equality is due to Lemma 13. Thus H22 = km.
We have that det(Hn) = |det(Fn)| = −n(sn + sn+1), thus H33 = n(sn+sn+1)H11H22 . Hence the Smith
form Hn of the matrix Fn is
• For n = 2m and 3n⎛
⎝(n, km) 0 00 km 0
0 0 7nkm
(n,km)
⎞
⎠ .
• For n = 2m and 3|n⎛
⎝
(n,km)
3 0 0
0 km 0
0 0 21nkm
(n,km)
⎞
⎠ .
Note that Fn =
(
Fn 0
0 En
)
, we obtain the main result of this paper from the Smith normal
forms of En and Fn.
Theorem 14. For odd integer n = 2m + 1, then the sandpile group of K3 × Cn is Z(n,hm) ⊕
(Zhm)
3 ⊕ Z 3nhm
(n,hm)
when 3n and Z (n,hm)
3
⊕ (Zhm)2 ⊕ (Z3hm) ⊕ Z 3nhm
(n,hm)
when 3|n, where hn =
5hn−1 − hn−2, and h0 = 1, h1 = 6.
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For even integer n = 2m, then the sandpile group of K3 × Cn is Z(n,km) ⊕ (Zkm)2 ⊕ Z7km ⊕
Z 21nkm
(n,km)
when 3n andZ (n,km)
3
⊕ (Zkm)2 ⊕ (Z21km) ⊕ Z 21nkm
(n,km)
when 3|n, where kn = 5kn−1 − kn−2,
and k0 = 0, k1 = 1.
By the proof of Lemma 6 and Theorem 14, we have the following corollary.
Corollary 15. For m dividing n, the sandpile group on K3 × Cm is a subgroup of the sandpile
group on K3 × Cn.
Remark 1. For small n, we can calculate directly the Smith normal form of L(K3 × Cn) by
Mathematica 5.0, the obtained results are the same as claimed in Theorem 14.
Remark 2. The method in this paper may be generalized to Km × Cn (m  4) and it can be show
that the relation matrix of S(Km × Cn) can be reduced to⎛
⎝ n 0 0cn cn − cn−1 mcn + n
cn+1 cn+1 − cn mcn+1 + n
⎞
⎠⊕ ⊕
m−2 summands
(
mcn−1 + n mcn + n
mcn + n mcn+1 + n
)
,
where cn = (m + 2)cn−1 − cn−2 + n − 1 and c1 = 0, c2 = 1. In [9] the case m = 2 was con-
sidered. We can obtain the Smith normal form of S(Km × Cn) for m = 4 and 5 by the similar
method used in this paper. But, in general, to calculate the Smith normal form of S(Km × Cn)
needs some complicated number theory properties of the sequence cn.
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