Abstract. In this paper, we consider the following conformally invariant equations of fourth order
Introduction
Recently, there have been much analytic work on the conformal geometry. A well known example is the Yamabe problem or, more generally, the problem of prescribling scalar curvature. Given a smooth function K defined in a compact Riemannian manifold (M, g 0 ) of dimension n ≥ 2, we ask whether there exists a metric g conformal to g 0 such that K is the scalar curvature of the new metric g. Let g = e 2u g 0 for n = 2 or g = u 4 n−2 g 0 for n ≥ 3, then the problem is reduced to find solutions of the following nonlinear elliptic equations: ∆u + Ke 2u = K 0 (1.1)
for n = 2, or, for n ≥ 3, where ∆ denotes the Beltrami-Laplacian operator of (M, g 0 ) and K 0 is the scalar curvature of g 0 . In studying equations (1.1) and (1.2), it is very important to understand the solution set of ∆u + n(n − 2)u for n ≥ 3, or, ∆u + e 2u = 0 in R 2 , e 2u ∈ L 1 (R 2 ).
(1.4)
By employing the method of moving planes, Caffarelli-Gidas-Spruck [CGS] was able to classify all the solutions of (1.3) for n ≥ 3, and, Chen-Li [CL] did the same thing for the equation (1.4).
There are another interesting examples arising from the conformal geometry. For a compact Riemannian manifold of dimension 4, Chang and Yang [CY] considered the existence of extremal functions of the variational problem:
where P is the Paneitz operator on M , discovered by Paneitz:
where Ric is the Ricci curvature of (M, g 0 ). The variational form (1.5) arises form the difference of log-determinants of conformally covariant operator with respect to metrics in a conformal class. For background material and other related problems, we refer [BCY] , [CY] and the references therein. The extremal function u of II(w) satisfies a conformal invariant elliptic equation of fourth order: 6) where Q is a constant. When (M, g 0 ) is the standard S 4 , by using the coordinate of the stereographic projection in R 4 , the equation (1.6) can be reduced to
where ∆ 2 denotes the biharmonic operator. It is expected that in order to understand the equation (1.6), we should classify all the solutions of (1.7) completely. The equation (1.7) looks very similar to the equation (1.4). In fact, there are many common properties shared by both equations. For example, the biharmonic operator ∆ 2 in R 4 has const. log 1 |x − y| as its fundamental solution. And the equation (1.7) is invariant under the change of the conformal transformation. In particular, the new function w(x) = u( x |x| 2 ) − 2 log |x| satisfies the same equation as u does. However, the appearance of the biharmonic operator in (1.7) expects to make the equation (1.7) very different from (1.4). In fact, a study of radial solutions of (1.7) shows that there are solutions of (1.7) which do not come from the smooth functions on S 4 through the stereographic projection. This is not quite the same as the equation (1.4). But, under certain constraint on the behavior of u at ∞, we have Theorem 1.1. Suppose that u is a solution of (1.7) with |u(x)| = o(|x| 2 ) at ∞. Then there exists some point x 0 ∈ R 4 such that u is radially symmetric about x 0 and u(x) = log 2λ 
for some τ > 0 and for large |x|. The function ∆u satisfies
where a j ≥ 0, c 0 are constants and x 0 = (x 0 1 , . . . , x 0 4 ) ∈ R 4 . Moreover, if a i = 0 for all i, then u is symmetric with respect to the hyperplane {x | x i = x 0 i }. If a 1 = a 2 = a 3 = a 4 = 0, then u is radially symmetric with respect to x 0 .
(ii) The total integration α ≤ 2. If α = 2, then u(x) has the form of (1.8) .
In this paper, we also consider the following equation analogue to the equation (1.3):
for n ≥ 5. The equation (1.12) can be derived from the Sobolev embedding of
The existence of extremal functions of (1.13) was shown in [L] by P.L. Lions. In the same paper, Lions also proved the radial symmetry of any extremal function of (1.13). In general, the radial symmetry of solutions of (1.12) holds also. Theorem 1.3. Suppose that u is a smooth solution of (1.12). Then u is radially symmetric about some point x 0 ∈ R n and u has the following form:
Similarly, we also have Theorem 1.4. Suppose that u is a nonnegative solution of
As in equations (1.3) and (1.4), we will use the method of moving planes to prove the radial symmetry. In our situation, however, the maximum principle can not directly be applied to u without any information of ∆u. Hence we have to get some informations about ∆u from equations (1.7) and (1.12). First, we are going to prove that for any solution of (1.7), ∆u(x) can be reprensented by
for some nonnegative constant c 1 ≥ 0. Thus, u satisfies ∆u < 0 in R 4 . The representation (1.16) is an indication that we should apply the method of moving planes to −∆u, not u itself. The method of moving planes was first invented by A.D. Alexandrov, and was shown to be a powerful tool in studying equations (1.3) and (1.4) by Gidas-Ni-Nirenberg [GNN] , Caffarelli-Gidas-Spruck [CGS] , Chen-Li [CL] and many others. As usual, in order to start the process of moving planes at ∞, we have to understand the asymptotic behavior of both u and ∆u at infinity. The analysis of asymptotic behaviors will be carried out in Section 2. In Section 3, we will establish the radial symmetry and prove Theorem 1.1 and Theorem 1.2. In Section 4, both Theorem 1.3 and Theorem 1.4 are proved. The author would like to thank Professors Alice Chang and Paul Yang for introducing him to this problem. While preparing the manuscript, I was informed by Professor A. Chang that she and P. Yang have also obtained similar results by using the method of moving plane.
Asymptotic behavior
In this section, we want to study the asymptotic behavior for a solution u of (1.7). First, we note that the fundamental solution of the biharmonic operator
Let u be a solution of (1.7). Set 
where
is a harmonic fumction in R 4 , we have for any x 0 ∈ R 4 and r > 0,
where π 2 /2 is the volume of the unit ball and dσ denotes the area element of the sphere |y − x 0 | = r. Integrating (2.6) along r, we have
wdσ is the integral average of w over the sphere |x − x 0 | = r. Hence, by the Jensen inequality,
Since
Let h(x) be the solution of
where Ω is a bounded domain of R 4 . Following the argument of [BM] , we have
where diam Ω denotes the diameter of Ω.
Proof. Without loss of generality, we may assume 0 ∈ Ω. Let R = diam Ω. Set
for x ∈ Ω. Since both v and −∆v are positive on ∂Ω, we have by the maximum principle,
Applying the Jensen inequality, we have
|f(y)|dy. Hence Lemma 2.3 is proved.
Lemma 2.4. Let u be a solution of (1.7) and v is defined by (2.2). Then, given any
Proof. To prove (2.9), we first claim that for any ε > 0, there exists
To prove (2.11), we decompose
for large |x|.
For |x| large, we have By (2.12), (2.13) and (2.14), we have (2.11) for large |x|.
Let 0 < ε 0 < π 2 and R 0 = R 0 (ε 0 ) > 0 be sufficiently large such that
for |x| ≥ R 0 . Let h be the solution of
By Lemma 2.3, we have for small ε 0 ,
Letq(y) = −∆q(y). By Lemma 2.2,q(y) is harmonic with positive boundary value on ∂B(x, 2). Applying the maximum principle, we haveq(y) > 0 in B(x, 4). Thus, by the Harnack inequality, we havẽ
for y ∈B(x, 2) where c 2 is a constant depending on n only. Integrating the equation (1.1), we have for any r > 0,
Integrating the identity above along r, we have 22) where q + = max(q, 0) and c = c (p, σ) .
Since e 4u + ≤ 1 + e 4u , we have together with (2.21), 24) and then,
where c 9 is a constant in dependent of x. By (2.11), (2.9) follows immediately. By (2.24), it is an elementary exercise to prove lim
where C 0 is a constant. Furthermore, for any ε > 0, there exists
Proof. By Lemma 2.2, we have
where ε is small such that ∆h(y) = ∆u + 8ε < − C 1 2 < 0 (2.28)
for |y| ≥ R 0 , and A is sufficiently large so that inf 
where we have ultilized 1 2 div (x(∆u) 2 ) = ∆(x · u)∆u. Obviously, (2.30) follows immediately.
Lemma 2.7. Let u be a solution of (1.7) and
Proof. By Lemma 2.5, we have
By elementary calculations, we have Applying the Pohozaev identity and (2.34) ∼ (2.37), the right hand side of (2.30) (Here, Q(x) = 6) tends to 4π 2 α 2 . Hence, we have
which implies α = 2.
Lemma 2.8. Let u satisfy the assumption of Lemma 2.5. Then u(x) satisfies
for large |x|, where c, a j , 1 ≤ j ≤ 4 are constant.
Proof. Let w(x) = u( x |x| 2 ) − 2 log |x|. By a straightforward computation, w(x) satisfies
Set h(x) be the solution of
Since Lemma 2.5 implies e 4w(x) ∈ L p (B 1 ) for any p > 1, by the regularity theorems of linear elliptic equations, h(x) ∈ C 3,τ (B 1 ) for any 0 < τ < 1. Let Thus, q(x) ≡ 0. Namely, w(x) = h(x) ∈ C 3,τ (B 1 ). By the regularity of the linear elliptic equation again, we have w(x) ∈ C ∞ (B 1 ). It is not difficult to see that (2.39) follows immediately.
Radial symmetry
Now we are in the position to finish the proof of Theorem 1.1. Proof of Theorem 1.1. Suppose that u is a smooth entire solution of (1.7) such that
(3.1)
We want to apply the method of moving planes to prove that u is symmetric about some point in R 4 . Following conventional notations, we let for any λ,
. . , x 4 ) be the reflection point of x with respect to T λ . To start the process of moving planes along the x 1 -direction, we need two lemmas below. holds for λ ≤λ 0 , |x| ≥ R and x ∈ Σ λ . The proofs of both lemmas are contained in [CGS] . Please see Lemma 2.3 and Lemma 2.4 in [CGS] for their proofs.
Lemma 3.2. Suppose v satisfies the assumption of Lemma 3.1, and v(x) > v(x
For any λ, we consider
for |x| ≤ R and λ ≤λ 1 . Therefore, we have ∆w λ (x) < 0 in Σ λ for λ ≤λ 1 . By Lemma 2.8, lim
|x|−→+∞ w λ (x) = 0. Applying the maximum principle, we have w λ (x) > 0 in Σ λ for all λ ≤λ 1 . Since v(x) tends to zero at ∞, it is not difficult to see that λ 0 < +∞. We claim that
for all x ∈ Σ λ 0 . The claim will be proved by contradiction. Suppose w λ 0 ≡ 0 in Σ λ 0 . By continuity, ∆w λ 0 (x) ≤ 0 in Σ λ 0 . Since w λ 0 (x) tends to 0 as |x| −→ +∞ by (2.38), the strong maximum principle implies w λ 0 (x) > 0 in Σ λ 0 . By applying equaiton (1.7), we have ∆ 2 w λ 0 (x) = 6(e 4u(x) − e 4u(x λ 0) ) > 0, which implies ∆w λ 0 is a subharmonic function. Applying the strong maximum principle again, we have
By the definition of λ 0 , there exists a sequence λ n ↑ λ 0 such that sup x n . If x 0 ∈ Σ λ 0 , then by the continuity, we have ∆w λ 0 (x 0 ) = 0, which yields a contradition to ∆w λ 0 (x) < 0 in Σ λ 0 . If x 0 ∈ T λ 0 , then (∆w λ 0 (x 0 )) = 0, which yields a contradiction to the Hopf boundary Lemma because ∆w λ 0 is a negative subharmonic function in Σ λ 0 . Therefore, the claim is proved. Obviously, the radial symmetry of u follows from the claim.
By a straightforward computation, u λ (|x|) ≡ log( 2λ 1 + λ 2 |x| 2 ) is a family of solutions of (1.7) for λ > 0. Now let ω(r) be a radial solution of (1.7). From the uniqueness of ODE, ω(r) is completely determined by ω(0) and ∆ω(0) = 4ω (0) (ω always satisfies ω (0) = ω (0) = 0). Without loss of generality, we may assume
Suppose there exists r 0 > 0 such that u λ 0 (r 0 ) = ω(r 0 ) and u λ 0 (r) > ω(r) for 0 ≤ r < r 0 . Then, by (1.7),
Since u λ 0 (r)−ω(r) = 0 on r = r 0 , the maximum principle implies u λ 0 (r) − ω(r) < 0 for all 0 ≤ r ≤ r 0 , which yields a contradiction to u λ 0 (0) = ω(0). Thus, the claim is proved. From the proof above, we also have ∆u λ 0 (r) − ∆ω(r) is increasing in r. Thus, ω(r) ∼ −cr 2 as r −→ +∞ for some constant c > 0.
If ω (0) > u λ 0 (0), then we have ω(r) > u λ 0 (r) for all r > 0. By the equation (1.7), ∆ω(r) − ∆u λ 0 (r) is increasing in r. Thus, if ω(r) exists for all r > 0 then 
Lemma 3.3. Suppose that u is a harmonic function in
Then u is a polynomial of order at most 2.
Proof. For any unit vector ξ ∈ R 4 , we want to prove u ξξ (x) ≡ a constant. By Liouville's Theorem, it suffices to prove u ξξ (x) is bounded from above by a constant independent of x. Without loss of generality, we may take x = 0 and ξ = e 1 .
Since u x 1 x 1 is harmonic, we have for any r > 0,
where σ n is the volume of the unit ball in R n . Integrating the identity along r, we have
The first integration can be written as
By a direct computation, we have By (3.2), we have
where dµ 1 = x 2 1 |x| 3 dx and dµ 2 = ν 2 1 dσ on = ∂B r (0). By Jensen's inequality, we have exp( r 2 2(n + 1)
For any positive c 1 > 0, we have
By the assumption, we can choose a large c 1 such that the right hand side of (3.6) is finite. Thus, we have
By Liouville's Theorem, we have u x 1 x 1 (x) ≡ constant. Obviously, the conclusion of Lemma 3.3 follows immediately.
Proof of Theorem 1.2. Suppose that u is a solution of (1.7) with e 4u ∈ L 1 (R 4 ). Let 
where a i ≥ 0, b i and c 0 are constants. Since e 4u ∈ L 1 (R 4 ), we have b i = 0 whenever a i = 0. Thus u(x) can be written as
After a translation, we may assume
. If a i = 0 for all i, then it is the case of Theorem 1.1. Thus, we assume a i = 0
As in Lemma 2.8, we letw(
whereQ(x) = 6e
Since α > 1 − k 4 , we haveQ(x)e 4w ∈ L p (B 1 ) for some p > 1. By the same proof of Lemma 2.8, we havew ∈ C 0,τ (B 1 ) for some 1 > τ > 0. In particular, we haveũ
at ∞, which together with (3.7), yields (1.10). If a i < 0 for all i, then it is easily to seeQ(x)e 4w ∈ L p (B 1 ) for any p > 1. Thusw ∈ C ∞ (B 1 ). Therefore,ũ satisfies both (2.38) and (2.39) for large |x|, i.e., we have for large |x|,ũ Applying the Pohozaev identity, we have
Since α ≥ 2, we have 8π 2 α ≤ 4π 2 α 2 . Thus,
we have a j = 0 for all j. Then, by Theorem 1.1, we have α = 2 and u(x) has a form of (1.8). Hence, (ii) of Theorem 1.2 is proved.
Proof of Theorem 1.3
Let u be a smooth positive solution of
n − 4 and n ≥ 5. As in the case of the equation (1.3), we let
as ε −→ 0. Therefore, by (4.24), we have
Thus, ∆u(x) is a subharmonic in B Since u * (x) is a superharmonic function in B r (0)\{0} and u * (x) > 0, then we have
(For a proof of (4.26), please see Lemma 2.1 in [CLn] ). Following notations in Section 3, we let
* has a harmonic expansion (4.3) at infinity, by Lemma 3.1 and (4.25), there exists aλ 0 < 0 such that ∆w λ (x) < 0 in Σ λ for all λ ≤λ 0 . By the maximum principle, we have
We consider the case p < n + 4 n − 4 first. Let
Suppose λ 0 < 0. Although u * may has a singularity at 0, by (4.25) and (4.26), we still can apply the same arguments as in Theorem 1.1 to prove w λ 0 (x) ≡ 0 in Σ λ 0 . Since τ < 0, it yields a contradiction. Thus we must have λ 0 = 0 and
By applying the method of moving planes along any direction in R n , u * (x) is radially symmetric with respect to 0. Since we can take any point in R n as the origin, we conclude that if u is a positive smooth solution in R n , then u ≡ constant in R n which implies u ≡ 0 in R n , a contradiction. Thus, Theorem 1.4 is proved.
For the case p = n + 4 n − 4 , we also let λ 0 = sup{λ < 0 | ∆w µ (x) < 0 in Σ µ for µ ≤ λ}.
If λ 0 < 0, by applying the same arguments again, we can show w λ 0 (x) ≡ 0. Thus, u * (x) has a removable singularity at 0 and u itself satisfies (4.3) at infinity. Therefore, we can directly apply the method of moving plane to u itself to yield the radial symmetry of u about some point x 0 in R n . If λ 0 = 0, then we can do the same procedure by moving the hyperplane T λ from positive direction of x 1 . Thus, we can prove either u * has a removable singularity at 0 or u * (x) is symmetric with respect to the hyperplane {x | x 1 = 0} . In any case, the radial symmetry of u follows immediately.
Suppose that u is radially symmetric with respect to 0. We can take another point x 0 = 0 as the origin of the "Kelvin" transformation, and do the same procedure as the above. Since u is not radially symmetric about x 1 , we have λ 0 = 0, namely, u(x) satisfies (4.3) at infinity. In particular, we have ∆u(x) −→ 0 as |x| −→ +∞. ∆ω(x) = 0 which was already proved for any solution of (1.12). If ∆ω(0) < ∆u λ 0 (0), then, by the same proof, ω(r) must become zero at a finite r. Thus the proof of Theorem 1.3 is considered completely finished.
In fact, the same proof can imply Corollary 4.3 is an immediate consequence of Theorem 1.3 and a blow-up argument due to R. Schoen for the equation (1.3) (for example, please see [P] .) We omit the details of the proof.
