Machining processes are most accurately described using complex dynamical systems that include nonlinearities, time delays and stochastic effects. Due to the nature of these models as well as the practical challenges which include time-varying parameters, the transition from numerical/analytical modeling of machining to the analysis of real cutting signals remains challenging. Some studies have focused on studying the time series of cutting processes using machine learning algorithms with the goal of identifying and predicting undesirable vibrations during machining referred to as chatter. These tools typically decompose the signal using Wavelet Packet Transforms (WPT) or Ensemble Empirical Mode Decomposition (EEMD). However, these methods require a significant overhead in identifying the feature vectors before a classifier can be trained. In this study, we present an alternative approach based on featurizing the time series of the cutting process using its topological features. We utilize support vector machine classifier combined with feature vectors derived from persistence diagrams, a tool from persistent homology, to encode distinguishing characteristics based on embedding the time series as a point cloud using Takens embedding. We present the results for several choices of the topological feature vectors, and we compare our results to the WPT and EEMD methods using experimental time series from a turning cutting test. Our results show that in most cases combining the TDA-based features with a simple Support Vector Machine (SVM) yields accuracies that either exceed or are within the error bounds of their WPT and EEMD counterparts.
Introduction
Chatter is characterized by excessive vibrations that can negatively affect the surface finish or shorten the lifetime of cutting tools during machining operations such as turning and milling. Consequently, identification and mitigation of chatter has become a prominent research topic in recent decades. Some of the challenges associated with chatter identification is that it is a complex phenomenon that depends on several factors including the dynamic properties of the tool and the workpiece. Therefore, as these properties vary during the cutting process, the results of predictive models become invalid, thus necessitating a data-based approach for more reliable chatter detection. Motivated by this goal, many studies in the literature have focused on extracting chatter features from signals obtained using sensors mounted on the cutting center. Most of these studies are based on analyzing the spectrum of force or acceleration signals often in combination with machine learning techniques.
For example, Thaler et al. utilized short time Fourier transform with quadratic discriminant analysis to detect chatter in a band sawing process [1] . However, the two most common methods for analyzing [26, 27, 28] . This necessitates using methods for extracting feature vectors that live in a Euclidean space from the persistence diagrams, which enables using traditional machine learning tools with topological features. The following paragraph provides a list of some of these methods.
Adcock et al. describe a subring of polynomial functions on persistence diagrams and a convenient system of free generators [20] . However, their construction is not continuous with respect to the bottleneck distance, and it is not applicable to the case of infinite persistence diagrams which are relevant when working with fractal structure. Other tools for extracting feature vectors from persistence diagrams are based on functional summaries [29] , which turn persistence diagrams into functions. Perhaps the most common functional summary of persistence diagrams is persistence landscapes [21] which represent persistence diagrams in the form of piecewise continuous functions. Although averages of persistence diagrams are not well-defined, persistence landscapes have well-established statistical properties [30] and their averages and pairwise distances are defined which enables combining them with traditional machine learning tools. Another functional summary of persistence diagrams is persistence images [31, 22] , which are closely related to Chen et al. persistence intensity functions [32] . Persistence images are also related to prior works on the size function which predates persistence [33, 34] . These images are obtained by placing Gaussians at each point in the diagram, and then utilizing a histogram of the image for featurization and machine learning.
Another featurization method is based on path signatures of persistence landscapes [24] . Specifically, signatures for n-dimensional paths of bounded variation can be computed and used as features for machine learning [35] . Therefore, by composing persistence landscapes, which can be viewed as one type of persistence path embedding, with path signatures, it is possible to extract mesh-free feature vectors from the underlying persistence diagram. However, path signatures do not come with stability guarantees for all input paths.
Persistence diagrams can also be featurized using a general class of functions called template functions [36] . These functions are only required to be continuous and compactly supported. The specific realization of these functions that we work with in this paper are Chebyshev interpolating polynomials [37] .
Kernel-based methods have also been used for featurizing persistence diagrams [23, 38, 39, 40, 41, 42, 43] . However, instead of testing all of the available options, we choose the persistence scale space kernel given by [23] as a representative of this group of methods. This kernel is defined by treating the persistence diagram as a sum of Dirac deltas at each point in the persistence diagram, and using this as the initial condition for a heat diffusion problem. This allows obtaining a closed form solution for this kernel.
Experimental Setup and Signal Processing
This section describes the details of the cutting tests 2.1, the data collection, signal tagging 2.3, and time series conditioning 2.2. Figure 1 shows the experimental setup which features a Clasuing-Gamet 33 cm (13 inch) engine lathe instrumented with three accelerometers. Two PCB 352B10 uniaxial accelerometers were used to measure the x and y accelerations of the boring rod, see Fig. 1 . These two accelerometers were mounted 3.81 cm (1.5 inch) away from the cutting tool to keep them safe from the cutting debris. Further, a PCB 356B11 triaxial accelerometer was attached to the tool holder with superglue. The acceleration signals were collected with a sample rate of 160 kHz using an NI USB-6366 data acquisition box and Matlab's data acquisition toolbox, see Section 2.2 for more information on the applied signal processing.
Cutting tests
The used cutting tool is a 0.04 cm (0.015 inch) radius Titanium nitride coated insert which was attached to an S10R-SCLCR3S boring bar, where the latter is part of the Grizzly T10439 carbide insert boring bar set.
The cutting tests were performed by varying the depth of cut and the cutting speed while holding the stiffness of the boring rod constant. Data was collected from four sets of cutting configurations where each configuration corresponds to a different boring rod stiffness/eigenfrequency. The stiffness of the rod was varied by changing the stickout length of the tool, which is the distance between the heel of the boring rod and the back surface of the tool holder. Four different stickout lengths were considered: 5.08 cm (2 inch), 6.35 cm (2.5 inch), 8.89 cm (3.5 inch) and 11.43 cm (4.5 inch). Increasing the stickout length leads to a stiffer rod and to higher chatter frequencies since the latter are close to the eigenfrequency of the rod. Similarly, smaller stickout length leads to a more compliant system, and to lower chatter frequencies. 
Signal Processing
The experimental data was sampled at the rate of 160 kHz, which is an oversampling by a factor of 16 of the maximum accelerometer measuring frequency of 10kHz. Since no in-line analog filter was used, this oversampling is necessary to avoid aliasing effects by utilizing a digital filter before downsampling the signal to 10kHz. The filter we used is Butterworth low pass filter with order 100 from Matlab's signal processing toolbox. The resulting filtered and downsampled signals were the ones used in tagging the data as described in Section 2.3.
Data Tagging
Upon examining the acceleration signals, we found that the x-axis signals from the tri-axial accelerometer (see Fig. 1 ) contained the best Signal-to-Noise Ratio (SNR). The other acceleration signals contained redundant information albeit with lower SNR; therefore, only the x-axis signal from the tri-axial accelerometer was used for tagging the data. Both time and frequency domain information were simultaneously considered when tagging the data. Specifically, in the time domain, we separated the different parts of the raw time series according to amplitude, i.e., portions with large amplitude, low amplitude, and with sudden increase in amplitude. In the frequency domain, frequencies under 5 kHz in the downsampled signal were taken into account.
We established specific criteria to label the raw data which we describe below. Figure 3a shows that during the same cutting test it was possible for different parts of the time series to be tagged differently. A signal was tagged chatter-free (stable) if it has a low amplitude in both time and frequency domains. These signals have the highest peaks at the spindle rotation frequencies in the Fourier spectrum [44] , as shown in Fig. 3b . On the other hand, we characterized intermediate chatter signals as having low amplitude in the time domain but high amplitude in the frequency domain, see Fig. 3c . In contrast, chatter signals have large amplitude in both time and frequency domains, as shown in Fig. 3a and the spectrum superimposed on Figs. 3b-3d. For intermediate chatter and chatter signals, the highest peaks are around the chatter frequencies in the frequency domain. Any case that did not fit with any of the above categories was labeled as unknown. Figure 3d shows that these cases are generally composed of time series that have sudden increase and decrease in amplitude in the time domain combined with low amplitude in the frequency domain.
The data labeling was verified by spot-checking the tagged data against pictures taken during the cutting tests. Figure 2 shows one such comparison for a sample tagged signal. The figure shows that the surface finish characteristics agree with the assigned tagging, thus confirming the validity of the labeling. 
Topological Data Analysis
Topological Data Analysis (TDA) extracts information from the data by quantifying its shape and structure. One of the main tools of TDA is persistent homology. Specifically, in this paper we study the time series by embedding them using delay reconstruction and then applying 1-D persistent homology to obtain an information-rich summary of the shape of the resulting ambient space. Features are then extracted from the persistence diagrams and used for machine learning. This section briefly describes the main concepts of 1-D persistent homology, but we defer a more thorough treatment to references in the literature such as [11, 12, 13, 14, 45 ].
Simplicial complexes
Geometrically, a k-simplex σ is a set V of k + 1 vertices whose dimension is given by dim(σ) = k. Some examples include the 0-simplex which is a point, the 1-simplex which is an edge, the 2-simplex which is a triangle, and so on, see Fig. 4 for examples. A simplicial complex K is a set of simplices σ ⊆ V that satisfies specific inclusion relations. Specifically, if σ ∈ K, then all the lower dimensional component simplices σ ⊂ σ, called the faces of σ, are also in K. For example, if a 2-simplex (triangle) is in a simplicial complex K, then so are the corresponding 1-simplices (edges of the triangle) as well as all the nodes 0-simplices (nodes of the triangle). The dimension of the resulting simplicial complex is dim(K) = max σ∈K dim(σ), which is the largest dimension of its simplices. If we restrict the simplicial complex to its simplices of at most order n, then we obtain the n-skeleton of K denoted by K (n) , i.e., K (n) = {σ ∈ K | dim(σ) ≤ n}. Let G = (V, E) be an undirected graph where V and E are the vertices and edges, respectively. We can then construct the clique or the flag complex
which is the 1-skeleton of the graph with simplices added, if available. 
Homology
Assume that a simplicial complex K is fixed, then the corresponding homology groups can be utilized to quantify the holes of the structure in different dimensions. For instance, the rank of the 0 dimensional homology group H 0 (K) is the number of connected components (dimension 0). The rank of the 1 dimensional homology group H 1 (K) is the number of loops (dimension 1), while the rank of H 2 (K) is the number of voids (dimension 2), and so on. We construct the homology groups using boundary operators which are linear transformations that are defined below.
To describe boundary operators, we first define the oriented simplicial complex as the simplicial complex obtained by an ordered set of vertices σ = [v 1 , . . . , v k ]. Permuting two indices in σ gives the opposite simplex
Then the n-skeleton of K, K (n) , can be used as a generating set of the F -vector space ∆ n (K). In this representation, any element of ∆ n (K) can be written as a linear combination σ∈K (n) α σ σ, and addition of elements is accomplished by adding their coefficients. A finite formal sum of the n-simplices in K is called an n-chain, and the group of all n-chains is the nth chain group ∆ n (K), which is a vector space.
We are now ready to define boundary operators: Given a simplicial complex K and the field F, the boundary map ∂ n :
wherev i denotes the absence of element v i from the set. This linear transformation maps any n-simplex to the sum of its codimension 1 faces. Geometrically, the boundary operator gives the boundary of a chain.
By combining boundary operators, we obtain the chain complex
with the well-known result that the composition of any two subsequent boundary operators is zero, i.e., ∂ n •∂ n+1 = 0. An n-chain α ∈ ∆ n (K) is a cycle if ∂ n (α) = 0; it is a boundary if there is an n+1-chain β such that ∂ n+1 (β) = α. Define the kernel of the boundary map ∂ n using Z n (K) = {c ∈ ∆ n (K) : ∂ n c = 0}, and the image of
Therefore, we define the nth homology group of K as the quotient group H n (K) = Z n (K)/B n (K). In this paper, we only need 0-and 1-dimensional persistent homology. In the case of 0-dimensional homology, there is a unique class in H 0 (K) for each connected component of K. For 1-dimensional homology, there is one homology class in H 1 (K) for each hole in the complex.
Persistent homology
Homology is extremely useful for studying the structure of a simplicial complex. However, we are often interested in studying the structure of a changing simplicial complex. For example, assume we have a point cloud P ⊂ R m which results from embedding the time series into R m , e.g., using delay reconstruction. For each point p ∈ P , let B(p, r) be the ball centered at p and of radius r. For each choice of the radius r we can build a different simplicial complex where, for example, the intersection of any two balls adds an edge, the intersection of three balls adds a triangle, and higher dimensional analogs are added similarly. For a specific choice of r, the resulting simplicial complex of the union of all the balls p∈P B(p, r) is well-approximated with Rips complexes which are the clique complexes of the filtration function given by
where d(u, v) is the distance between vertices u and v, and the distance between a vertex and itself is zero. Notice that f is a real-valued function on the simplicies of K such that f (τ ) ≤ f (σ) for all τ ≤ σ simplices in K. If we let {r 1 < r 2 < . . . < r } be the set of the sorted range of ball radii, then the filtration of K with respect to f is the ordered sequences of its subcomplexes
The sublevel set of K corresponding to r is defined as
where each of the resulting K(r) is a simplicial complex, and for any r 1 ≤ r 2 , we have K(r 1 ) ⊆ K(r 2 ). The filtration of K enables the investigation of the topological space under multiple scales of the output value of the filtration function f . The main idea behind persistent homology is to watch how the homology changes over the course of a given filtration. Fix a dimension n, then for a given filtration
we have a sequence of maps on the homology
We say that a class
This information can be used to construct a persistence diagram X as follows. A class that is born at i and dies at j is represented by a point in R 2 at (i, j). The collection of the points in the persistence diagram, therefore, give a summary of the topological features that persist over the defined filtration. We denote the number of the off-diagonal points in the persistence diagram by |X|. See the example of Fig. 5 for n = 1 and point cloud data. 
Method
The method that we develop for chatter detection using topological features can be summarized using Fig. 6 . The parts of the pipeline related to data collection, processing, and labeling were described in Sections 2.1-2.3, respectively. In this section, we describe the rest of the steps shown in Fig. 6 .
Recall that the cutting tests are composed of four different stickout configurations, and that each configuration includes a different number of time series that correspond to different labels, rotational speeds, and depths of cut. Therefore, the time series are grouped with respect to these three parameters and they are normalized to have zero mean and unit variance. This normalization reduces the effect of large feature values on smaller ones [46] . The next step is to split long time series into smaller pieces to reduce the computation time needed for finding the delay reconstruction parameters (see Section 4.1), and for obtaining the persistence diagrams (see Section 3.3). Upon finding the appropriate embedding parameters, the data is embedded using delay reconstruction, also known as Takens' delay embedding, see Section 4.1. The resulting point cloud is then used to compute the corresponding persistence diagrams using Ripser package for Python. Sections 4.2-4.6 describe different methods in the literature for featurizing the resulting diagrams to obtain a feature vector in Euclidean space that can be used with existing machine learning tools such as SVM. We mainly featurize and use the resulting 1-dimensional persistent homology H 1 except when we use the template function approach where we also utilize the 0-dimensional persistence H 0 [36] . 
Delay Reconstruction
Takens' theorem lays a theoretical framework for studying deterministic dynamical systems [47] . It states that in general we can obtain an embedding of the attractor of a deterministic dynamical system from a one-dimensional recording of a corresponding trajectory. This embedding is a smooth map Ψ : M → N between the manifolds M and N that diffeomorphically maps M to N .
Specifically Takens' theorem states that by choosing an embedding dimension d ≥ 2m + 1, where m is the dimension of a compact manifold M , and a time lag τ > 0, then the map Φ φ,β : M → R d given by
is an embedding of M , where φ d−1 is the composition of φ d − 1 times and x t is the value of x at time t.
For noise-free data of infinite precision any time lag τ can be used; however, in practice, the choice of τ can influence the resulting embedding. In this paper τ was found by using the method of Least Median of Squares (LMS) [48] combined with the magnitude of the Fast Fourier Transform (FFT) of the signal. Specifically, we obtain the FFT spectrum and we identify the maximum significant frequency in the signal using LMS. We then use Nyquist's sampling criterion to choose the delay value according to the inequality described in [49] . This approach yielded reasonable delay values in comparison to the standard mutual information function approach [50] where the mutual information function is plotted for several values of τ and the first dip in the plot indicates the τ value to use. This is because (1) the mutual information function is not guaranteed to have a minimum, thus leading to a failed selection of τ and, (2) the identification of the first true dip, if it exists, is not easy to automate especially in non-smooth plots.
The embedding dimension d ∈ N is computed by using the False Nearest Neighbor (FNN) approach [51, 52] . In the FNN approach, the delay reconstruction is applied to the time series using increasing dimensions. The distances between neighboring points in one dimension are re-computed when the points are embedded into the next higher dimension. By keeping track of the percent of points that appear to be neighbors in a low dimension but are farther apart in a higher dimension (termed false neighbors), it is possible to identify a threshold that indicates that the attractor has been sufficiently unfolded. Applying FNN to all of the time series yielded the values in the range d ∈ {1, 2, . . . , 10}, depending on the time series being reconstructed. Upon identifying τ and d for each time series, delay reconstruction was used to embed the signal into a point cloud P ⊆ R d . The shape of the resulting point cloud was then quantified using persistence, as described in Section 3. We study three different methods to extract features from the resulting persistence diagrams as we show in Sections 4.2-4.6.
Persistence Landscapes
Persistence landscapes are functional summaries of persistence diagrams [53] . They are obtained by rotating persistence diagrams by 45 • clockwise, and drawing isosceles right triangles for each point in the rotated diagram [29] , see Fig. 7 where the landscape functions are represented by λ k . Given a persistence diagram, we define the piecewise linear functions [53] 
where b and d correspond to birth and death times, respectively. Figure 7 shows that there are several landscape functions λ k (x) indexed by the subscript k ∈ N. For example, the first landscape function λ 1 (x) is obtained by connecting the topmost values of all the functions g (bi,di) (x) [53] . If we connect the second topmost components of g (b,d) (x), we obtain the second landscape function λ 2 . The other landscape functions are obtained similarly. Note that the landscape functions are also piecewise linear functions. 
Featurization of persistence landscapes
The persistence landscapes-λ k (x) where x corresponds to the birth time-were computed using the persistence diagrams obtained from each of the embedded acceleration signals. Although these persistence landscapes can be utilized to featurize the persistence diagram, there is no one way to define these features. In this paper, we choose to extract a feature vector from the persistence landscapes by defining (a) a set of length |K| of the landscapes {λ k } k∈K where K ⊂ N to work with, and (b) for the kth landscape, a mesh of non-empty, distinct birth times b k = {x i ∈ R} where the corresponding values of the death times d k = {λ k (x i ) | x i ∈ b k } constitute the entries of the feature vector for the kth landscape. We can then combine features from all |K| landscapes to obtain the full feature vector d = {d k } k∈K that can be used with the machine learning algorithms. Although the choice of K, the set of landscapes to use, can be optimized using cross validation for example, in this study we set K = {1, 2, . . . , 5} since it gives good results for our data. Similarly, the mesh may also be optimized in a similar way; however, this a more difficult task due to the infinite domain of b, so we define our mesh as follows and as shown in Fig. 8 .
Let λ i,j be the ith landscape corresponding to the jth persistence diagram from a training set in a supervised learning setting, see Fig. 8 . Fix i and overlay the chosen landscape functions corresponding to all of the persistence diagrams in the training set. Now project all the points that define the linear pieces of each of the landscape functions onto the birth axis. Sort the projected points in ascending order and remove duplicates. The resulting set of points is our mesh b i with length |b i | for the ith landscape. We can repeat the same process to get the feature vector for all the |K| landscapes and construct the overall feature vector b. We emphasize that a separate mesh is computed for each selected landscape number, and that the number of features will generally vary for each landscape function. Now to pull the features out of a given landscape function, we need to evaluate that function at the mesh points. Computationally, we efficiently accomplish that using piecewise linear interpolation functions.
Upon extracting the features from the persistence landscapes, we construct a feature matrix which represents all the tagged feature vectors. For instance, Table 2 shows an example feature matrix obtained from the first and second landscapes corresponding to each of the n persistence diagrams in the training set. This table shows data with two labels: 0 for no chatter, and 1 for chatter. It also denotes each feature with y bi i,j where i ∈ {1, 3} is the landscape number, j ∈ {1, 2, . . . , n} is the corresponding persistence diagram number, while the superscript b i ∈ {1, 2, . . . , |b i |} is the feature number corresponding to the ith landscape. These feature matrices can then be used with SVM for example to train a classifier. For our data, we computed the persistence diagrams and the corresponding first five persistence landscapes for each stickout case. We then randomly split the resulting landscapes into a training set (67%) and test set (33%), created feature matrices for each of the first five landscapes separately, and used SVM with 'rbf' kernel to obtain and test a classifier. We repeated the split-train-test process 10 times, and every time new meshes were computed from the training sets and these same meshes were used with the corresponding test sets. The mean accuracy and the standard deviation of the classification computed from 10 iterations individually using each of the first 5 landscapes can be found in Table 8 in the appendix. In the results section we utilize the results with the highest accuracy for each of the stickout cases from Table 8 when comparing the different TDA-based featurization methods.
Persistence Images
Persistence images are another functional summary of persistence diagrams [22, 29] . The first step in converting a persistence diagram X = {(b i , d i ) | i ∈ {1, 2, . . . , |X|}} to persistence images is to define the linear transformation
which transforms the persistence diagram from the birth-death coordinates to birth-lifetime coordinates. Let D k (x, y) : R 2 → R be the normalized symmetric Gaussian centered at (b k , p k ) with standard deviation σ according to
It was shown in [54] that the persistence images method is not very sensitive to σ, which we set to 1 in this study. We also define a weighting function for the points in the persistence diagram
Note that this is not the only possible weighting function, but it satisfies the requirements needed to guarantee the stability of persistence images [22] : it vanishes along the horizontal axis, is continuous, and is piecewise differentiable. Now define the integrable persistence surface
The surface S can be reduced to a finite dimensional vector by defining a grid over its domain and then assigning to each box (or pixel) in this grid the integral of the surface over that pixel. For example, the value over the i, j pixel in the grid is given by
where the integral is performed over that entire pixel. The persistence image corresponding to the underlying persistence diagram X is the collection of all of the resulting pixels.
Featurization of persistence images
Persistence images can be used for support vector machine classification [55] . The corresponding feature vector is obtained from persistence images by concatenating the pixel values typically either row-wise or column-wise. The dimension of the resulting vector depends on the choice of the pixel size, i.e., the resolution of the persistence image. For example, let I i,j be a pixel in the persistence image, then a persistence image of size 100 × 100 pixels is represented by the matrix and a typical feature vector is obtained by concatenating the entries of this matrix row-wise as shown by the rows in Table 3 . The table shows a feature matrix where each persistence diagram is labeled either 0 or 1, and the corresponding feature vector is shown using entries of the form I k i,j , where k ∈ {1, 2, . . . , n} is the persistence diagram index while i, j are row and column numbers, respectively, in the image.
We use Python's PersistenceImages package to featurize the cutting signals, and then randomly split the resulting images into 75%-25% train-test sets. The persistence images are scaled to be of size 1 pixel by 1 pixel, and we trained a classifier using SVM and the 'rbf' kernel for two different pixel sizes: 0.01 and 0.1. The training and testing results for each different stickout case are available in Table 9 of the appendix. When we compare the classification accuracy for persistence images to the other featurization methods, we choose the best results from this table for each cutting configuration. 
Carlsson Coordinates
Another method for featurizing persistence diagrams is Carlsson's four Coordinates [20] with the addition of the maximum persistence [18] , i.e, the highest off-diagonal point in the persistence diagram. The basic idea of Carlsson's coordinates is to utilize polynomials that (1) respect the inherent structure of the persistence diagram, and (2) that are defined on the persistence diagrams' off-diagonal points. Specifically, these polynomials must be able to accommodate persistence diagrams with different numbers of off-diagonal points since the persistence diagrams can vary in size even if the original datasets are of equal size. Further, the output of the coordinates must not depend on the order in which the off-diagonal points of a persistence diagram were stored. The resulting features can be computed directly from a persistence diagram X according to
where d max is the maximum death time, b i and d i are, respectively, the ith birth and death times, and the summations and maximum are each taken over all the points in X.
In order to utilize Carlsson coordinates, we compute the persistence diagrams from the embedded accelerometer signals and randomly split the data into training (67%) and testing (33%) sets. We then computed all five coordinates for each diagram, and utilized SVM to train a classifier. The feature vectors that we tested were all 5 i=1 5 i combinations of these coordinates, where the term inside the summation is 5 choose i. This revealed which combination of features yielded the highest accuracy in each iteration. The classification results for all of the different feature vectors are reported in Tables 11-12 in the appendix. However, in the results section we utilize the feature vectors that yielded the highest accuracy when we compare the classification results of Carlsson coordinates to the other featurization methods.
Kernels for Persistence Diagrams
In addition to featurization methods, many kernel methods have also been developed for machine learning on persistence diagrams [23, 38, 39, 40, 41, 42, 43] . As an example, we choose to work with the kernel introduced by Reininghaus et al. [23] which is defined for two persistence diagrams X and Y according to
where if z = (x, y), thenẑ = (y, x), and σ is a scale parameter for the kernel that can be used to tune the approach. for this study we investigated two values for this parameter: σ = 0.2 and σ = 0.25. Given either a training or a testing set {X i } N i=1 of labeled persistence diagrams, and using Eq. (7), we can define the kernel matrix
Note that given two persistence diagrams X and Y whose number of points is |X| and |Y |, respectively, then the corresponding kernel κ σ (X, Y ) can be computed in O(|F |·|G|) time [23] . Therefore the computation time for kernel methods is generally high as shown in Table 6 can complicate optimizing the tuning parameter σ.
To emphasize the effect of the computational complexity, in this paper, the long runtime for the 5.08 cm (2 inch) stickout case caused by its large number of samples has forced us to report the corresponding classification results for a smaller number of iterations than the other stickout cases and the other featurization approaches.
For our data, we performed a 67%/33% train/test split of the labeled persistence diagrams. For each of the training and testing sets, we precomputed the corresponding kernel matrices and used Python's LibSVM [56] for classification. For almost all but the 5.08 cm (2 inch) stickout case where only 1 iteration was used, we repeated the split-train-test process 10 times and recorded the average and the standard deviation of the resulting accuracies. The resulting classification accuracies are reported in Table 5 . Note that [23] describes another approach for training a classifier based on a measuring the distances between two kernels in combination with a k-Nearest Neighbor (k-NN) algorithm. However we do not explore this alternative method in this work, and only perform the computations using the kernel matrix and the LibSVM library.
Persistence Paths' Signatures
Persistence paths' signatures are a recent addition to featurization tools for persistence diagrams [24] . Let γ : [a, b] → R d be the piecewise differentiable path given by
where each γ i t = γ i (t) is a continuous function with t ∈ [a, b]. The first, second, and third signatures, respectively, can be defined according to the iterated integrals [35] Looking back at persistence landscape functions in Section 4.2, we see that the kth landscape function λ k (t) can be written as a two-dimensional path
Therefore, we can obtain signatures from persistence landscapes and use them as features in machine learning algorithms [24] . In this paper we use up to the second level path signatures. Specifically, let λ r,i be the rth persistence landscape corresponding to the ith persistence diagram. Then the signatures that we use from the rth landscape function are given by S(γ t (λ r (t))) = [S 1 r,i , S 2 r,i , S 1,1 r,i , S 1,2 r,i , S 2,1 r,i , S 2,2 r ]. By incorporating higher order signatures, or signatures from more landscape functions we can construct a longer feature vector for classification. For example, Table 4 shows the second level feature vectors computed using the first and second landscape functions for n persistence diagrams.
In our experiment, we train a classifier using 75% of the data, and we test using the remaining 25%. We construct a feature vector that includes up to the second path signatures for each of the first five landscape functions. Table 14 shows the classification accuracies for each configuration and for each landscape function. The best results in this table were used to compare the path signatures method to the other featurization procedures in Table 5 . 
Results and Discussion
This section presents the classification accuracies for all the methods that are introduced in Section 4 and compares them to the results in Ref. [10] which uses the Wavelet Packet Transform (WPT) and the Ensemble Empirical Mode Decomposition (EEMD). The latter two methods are used for comparison since they are some of the currently most prominent methods for chatter identification using supervised learning. Table 5 also includes the classification results obtained using a new TDA approach, which is not included in Section 4, based on template functions [36] . The classification results are summarized in Table 5 where for each cutting configuration the best classification results for each method are included. In this table, the best accuracy for each dataset is highlighted in green. Further, methods whose accuracy are within one standard deviation of the best result in the same category are highlighted in blue. Table 5 shows that the WPT approach yields the highest classification accuracy for the 5.08 cm (2 inch) and the 6.35 cm (2.5 inch) stickout cases. However, we also see that for the 5.08 cm (2 inch) case, three of the TDA-based methods (persistence landscapes, template functions, and Carlsson coordinates) yield comparable results, i.e., accuracies that are within 1 standard deviation of the WPT results, see [10] . In fact, for this cutting configuration the average accuracy using persistence landscapes is only 1% lower than its WPT counterpart.
For the 6.35 cm (2.5 inch) stickout case we point out that the number of time series is small in comparison to the other cutting configurations. Specifically, for this case, less than 10 time series were used as the test set, see Table 1 . Therefore, the 100% classification accuracy using WPT for this case does not represent a robust result. Nevertheless, Table 5 shows that the TDA methods based on template functions, Carlsson coordinates, and persistence paths yield better results than EEMD-a leading approach for chatter detection.
For the 8.89 cm (3.5 inch) case, Carlsson coordinates method yields the highest mean accuracy of 93%, placing ahead of both WPT and EEMD. Further, the other TDA-based method for this cutting configuration score classification accuracies of at least 83%.
The EEMD method gives the highest mean accuracy for the 11.43 cm (4.5 inch) stick out case with an accuracy of 79.1%. However, both template functions and persistence paths yield mean accuracies of 78.1% and 70%, which are within one standard deviation of the mean accuracy of EEMD. In fact, template functions' accuracy of 78.1% is within 1% of its EEM counterpart. Runtime is another criterion for comparing the different feature extraction methods. In Table 6 we compare the runtime for each of the methods. For the TDA-based methods, the numbers reported in the table include the total runtime required for classification including: (1) obtaining the persistence diagrams, (2) obtain features or computing kernels, and (3) training and testing the corresponding classifier. These comparisons were performed using a Dell Optilex 7050 desktop with Intel Core i7-7700 CPU and 16.0 GB RAM. Table 6 shows that feature extraction and classification with WPT method is the fastest. However, the runtime reported for the WPT (and the EEMD) method in the table does not tell the full story. Specifically, both WPT and EEMD methods require the identification of informative wavelet packets or intrinsic mode functions before the classification step. These informative wavelet packets are obtained by manually performing frequency domain analysis for each cutting configuration. Therefore, for each stickout case at least a portion of the dataset must be manually analyzed to identify the informative wavelet packets [10] , but the runtime reported in Table 6 does not include the significant amount of time involved in this effort. Further the WPT and EEMD methods use code that has been highly optimized, whereas the TDAbased methods are still under active research with huge future potential for improved parallelization and optimization. Table 6 also shows that the full persistence pipeline can include large runtimes. For example, kernel methods are computationally the most expensive which is why we split the data into training and test sets three times to obtain their mean classification score. Even then, for the 5.08 cm (2 inch) case, we only provide the result of the first iteration due the associating computational difficulties. Carlsson coordinates and template functions are the fastest TDA-based methods, followed by persistence images, persistence landscapes, and persistence paths.
Despite the relatively long computation time for persistence-based methods, we note that after obtaining the persistence diagrams, they can be saved and used in multiple TDA-based classification methods. Therefore, once these diagrams are computed, the time required for featurization and classification would be a fraction of the the ones reported in Table 6 . Another point we wish to emphasize is that the most computationally expensive step is that of training a classifier. Once a classifier is trained, which can be done offline, the effort in classifying incoming streams of data is much smaller because a much smaller set of persistence diagrams and features are needed. This opens the possibility for exploring in-situ chatter detection using TDA-based methods especially with properly optimized algorithms.
Conclusion
Two of the most common methods for chatter detection are based on extracting features from the time series using the WPT and the EEMD methods. However, even after obtaining a tagged time series, utilizing either of these methods requires the analysis of at least a subset of the available time series to identify which parts of the signal's decomposition are the most informative when training a classifier. In addition to requiring highly trained individuals to perform this critical step, both WPT and EEMD are then locked into a small set of informative packets or IMFs which limits the transfer learning ability of the resulting classifiers [10] .
In contrast to the WPT and EEMD methods, we use persistence homology-the most prominent analysis tool from TDA-to obtain a summary of the persistent topological features of the data. These are based on the global structure of the point cloud embedding of the acceleration signals in a turning experiment; therefore, upon obtaining a persistence diagram, there is no manual work involved in selecting the features from the persistence diagram. Since working directly with the resulting persistence diagrams is difficult, we investigated using the leading tools for feature extraction from persistence diagrams. The featurization methods that we studied are based on persistence landscapes, persistence images, Carlsson Coordiantes, a kernel method, template functions, and persistence paths' signatures. The resulting features are then combined with an SVM algorithm for training a classifier. The classification results are then computed from multiple split-train-test sets, and the resulting mean accuracies as well as the corresponding standard deviation are recorded for each method and for each cutting configuration.
Tables 5 and 6summarize the classification accuracy and the average runtime of all the TDA-based tools as well as their WPT and EEMD counterparts. The table shows that overall TDA-based methods yield high classification accuracies that often match or exceed the traditional classification methods. In terms of the classification accuracy across the different cutting configurations we note the Carlsson coordinates and the template functions approaches yield the best accuracies and have the smallest runtime in comparison to the other TDA tools.
In two out of the three cases where either WPT or EEMD yielded the best accuracies, we note that the corresponding error bars enclose the results obtained from TDA-based methods. Specifically, Table 5 shows that for the 5.08 cm (2 inch) case, persistence landscapes, template functions and Carlsson coordinates yield accuracies that are off by 2%, 5%, and 5.5%, respectively, from the WPT result. Similarly, for the 11.43 cm (4.5 inch) case, template functions and persistence paths are within 1% and 10% of the EEMD result. For the 8.89 cm (3.5 inch) stickout case, Carlsson coordinates yield the highest accuracy scoring 93% with tight error bounds that do not enclose the EEMD accuracy of 90.7%. Table 5 also shows that WPT yields an accuracy of 100% (with a standard deviation of zero) for the 6.35 cm (2.5 inch) stickout case; however, as pointed out in Section 5 and Table 1 , the size of the test set for this cutting configuration is too small which casts some doubts about the robustness of this result. Nevertheless, for this case both template functions and Carlsson coordinates still yield at least 86% classification accuracy.
As for runtime comparisons, Table 6 shows that WPT is the fastest followed by EEMD; however, the reported time for these two methods does not include the substantial time involved in identifying and extracting the informative packets in WPT and the informative IMFs in EEMD. The TDA approach completely bypasses this step, and so there is no overhead that needs to be added to the runtime of these methods. Out of all the TDA methods, Carlsson coordinates and template functions are the fastest, followed by followed by, in ascending order, persistence images, persistence landscapes, persistence paths, and kernel methods. Note that these runtimes do not involve any parallel computing or optimization, which we anticipate will dramatically decrease the runtime especially for the kernel method.
To summarize, we show that persistence features are appropriate for chatter detection in cutting processes. These features have the potential to lower the barrier to entry when tagging cutting signals as chatter or chatter free because no manual pre-processing is needed before extracting and using the features in the persistence diagram. We also note that after obtaining a classifier, the time required for the classification of new incoming data will be greatly reduced, thus opening the door for future implementation of TDA methods in-situ for chatter detection and mitigation.
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Appendices A Expressions for persistence paths' signatures
Let the kth landscape functions be λ k (x) = y where x and y represent coordinates along the birth time and the persistence axes. Since the persistence landscapes are piecewise linear functions, we can write them in closed form in terms of the nodes {x i , y i } n i=1 that define the boundaries of each of their linear pieces according to
otherwise .
The corresponding path is given by
and its differential is
Using the above definitions, we can derive general expressions for the first and second level signatures, respectively, according to The equations for the second level signatures is provided in Table 7 . 
