By modifying the method of projection, the results of Hajek and Huskova are extended to show the asymptotic normality of signed and linear rank statistics under general alternatives for dependent random variables that can be expressed as independent vectors of fixed equal length. The score function is twice differentiable; the regression constants are arbitrary; and the distribution functions are continuous, but arbitrary. As an application, a rank transform statistic is proposed for the one-sample multivariate location model. The ranks of the absolute values of the observations are calculated without regard to component membership, and the scored ranks are substituted in place of the observed values. The limiting distribution of the proposed test statistic is shown to be x2 divided by the degrees of freedom under the null hypothesis, and noncentral x2 divided by the degrees of freedom under the sequence of Pitman alternatives. 0 1990 Academic press, IN.
INTRODUCTION
The present paper discusses the asymptotic normality of linear and signed rank statistics with dependent observations under general alternatives, and as an application, proposes a "signed rank transform" statistic to test for shift in the one-sample location model. Assuming independent observations, the asymptotic properties of linear rank statistics and signed rank statistics are discussed in depth by Hajek and Sidak [4] and Puri and Sen [ 1 l] for both identically distributed observations and contiguous alternatives. For independent observations under general alternatives, Hajek [S] uses the projection method to show that linear rank statistics are asymptotically normal. He assumes that the regression constants are arbitrary, that the distribution constants are continuous, but arbitrary, and that the score function is the difference of two nondecreasing, square-integrable, absolutely continuous functions.
Under these assumptions, Huskova [7] shows the asymptotic normality of signed rank statistics for general alternatives and gives additional results for contiguous alternatives. The asymptotic distribution of linear rank statistics with dependent observations was obtained via the projection method by Tamura [14] . By imposing strong conditions on the score function, the regression constants, and the distribution functions, he showed that linear rank statistics with some dependencies are asymptotically normal. The present paper extends the projection method of Hajek [S] and Huskova [7] to show, for dependent random variables that can be expressed as independent vectors of fixed, equal length, the asymptotic normality of linear and signed rank statistics under general alternatives. The distributions are continuous, but arbitrary; the score function has a bounded second derivative; and the regression constants are arbitrary.
Because of the general conditions under which these asymptotic results hold, they can be readily applied to yield interblock rank tests for a wide variety of testing problems that have dependent data. Thompson and Ammann [16] use the results of Hajek [S] to obtain ARES for the rank transform test for detecting treatment effects in a two-way layout. Using the asymptotic results of the present paper, these ARES are extended by Thompson and Ammann [ 171 to include rank transform tests for two-way layouts with repeated measures and certain aligned rank tests. Additional applications of the results of the present paper are found in Thompson [ 151 in which a wide variety of interblock rank tests for detecting shift and scale (including aligned rank and rank transform tests) are considered in both the univariate and multivariate setting.
For a variety of applications, the asymptotic normality of linear rank statistics with other types of dependent data has recently been treated by several authors. Under suitable regularity conditions, Tran [ 181 shows the asymptotic normality of linear rank statistics for a strictly stationary time series that is either strong mixing or &mixing. His proofs extend the results of Sen and Ghosh [ 121 and are based on the Chernoff-Savage approach (cf. Puri and Sen [ 111) . Using the asymptotic linearity of rank statistics, Shiraishi [13] shows the asymptotic normality of linear rank statistics in which an infinite number of dependent random variables are ranked together and applies his result to aligned rank tests. His results differ from those of the present paper in that he requires the dependent random variables to become "asymptotically independent" at a prescribed rate, while in the present paper the random variables may be arbitrarily dependent, as long as they can be written as independent vectors of a fixed, equal length. Hence, the resulting aligned rank tests of Shiraishi [13] have an entirely different structure than those treated by Thompson and Ammann [ 173. Also, using an approximation approach based on partial integration, Denker and Roesler [3] show the asymptotic normality of linear rank statistics with weakly dependent random variables.
As a particular example of the application of these results for signed rank statistics, a test for the multivariate one-sample location model is proposed. For the one-sample multivariate location model with symmetric distributions, a variety of signed rank tests have previously been proposed as alternatives to the Hotelling's statistic to test for shift in the vector of location parameters and have been shown to have the same limiting null distribution as does the classical Hotelling statistic. These tests include the multivariate Wilcoxon signed rank test discussed by Hettmansperger [6] , the multivariate tests with Winsorized Wilcoxon signed rank statistics described by Utts and Hettmansperger [19] , and the general score rank sum tests developed in great detail by Puri and Sen [lo] . The above signed rank tests are based on a J-component vector that is constructed by separately calculating the univariate signed rank statistics for each of the J variates, and no use is made of inter-variate information. For the bivariate case, Brown and Hettmansperger [l] propose an affine invariant analogue of the Wilcoxon signed rank test. Another alternative to the Hotelling test is the multivariate sign test (cf. Hettmansperger [6] ). Related extensions of the results by Huskova [7] for signed rank statistics with independent data are found in Huskova [8] and Koziol [9] .
The test proposed in this paper differs from the above signed rank tests in that all of the observations are grouped together without regard to vector or component membership and then the signed rank of each observation is calculated. This method of ranking is intuitively appealing because it is simply a monotone transformation of the data and is very easy to implement. A score function is then applied to the ranks, and the scored ranks are substituted into the classical Hotelling statistic in place of the actual observations. Hence, the proposed test is a "signed rank transform" test that can be easily computed by using the existing software that is readily available for the Hotelling statistic. It is similar in spirit to the rank transform tests proposed by Conover and Iman [2] , but is unique in two respects: it uses signed rank statistics instead of linear rank statistics; and it is a multivariate test instead of an ANOVA test.
The limiting distribution of this "signed rank transform" test is shown to be central x2 with J degrees of freedom under the null hypothesis and noncentral x2 with J degrees of freedom under a sequence of Pitman alternatives. Hence, the asymptotic efficiency of this test relative to both the multivariate Wilcoxon signed rank test and the classical Hotelling statistic is the ratio of noncentrality parameters. Under the assumption of equal univariate and bivariate marginal distributions, the asymptotic relative efficiency of the proposed test relative to the multivariate Wilcoxon signed rank test is shown to be 1. Examples are given where this ARE is > 1.
The second section of this paper presents the asymptotic theory of linear and signed rank statistics under general alternatives with dependent observations. In Section 3 the results of Section 2 are applied to obtain the limiting distributions and efficiency results for the proposed multivariate test. The proofs and lemmas for Section 2 are in Section 4, and the proofs for Section 3 are in Section 5.
RANK STATISTICS UNDER DEPENDENCES

Preliminary Notation
Let {X, = (Xlnr . . . . X,,)', 1 <n < Nj be a set of independent random vectors of length J with c.d.f.s {FJx)}. Let F,,(x) denote the marginal c.d.f. of X,. It is assumed throughout this paper that the marginal c.d.f.s are absolutely continuous. Define the functions U(X) = 1 or 0 as to whether x b or < 0; and s(x) = 1, 0, or -1 as to whether x 2, =, or < 0. The rank of X, among the A4 = JN random variables {X,; 1 < j 6 J; 1 < n ,< N} is Rjn=Ci=i Cr='=, u(X,-Xb,.). Similarly, R; =Ci=, Cr='=, U(lXjnI-lXb,,l) is the rank of IX,1 among {IXinl; l<j<J; l<n<N}. Define p,,= R,,/(JN + 1) and pi: = Rji /(JN + 1). Let 4 be a real-valued, nonzero function defined on (0, l), called the score function. Rank scores can be generated from the score function in two ways: a,,,,(m) = #(m/(M+ 1)) or a,,,,(m) = E+(U,,,(m)), where U,(m) denotes the mth order statistic in a sample of size A4 from a uniform distribution on (0, 1). To simplify notation, let ajn = a,(R,,) or a,(Rji ), depending on the context, and let sj,, =s(X,).
Linear and signed rank statistics are defined to be S,= CJ"=I C,"=, d'~a.dRj~)=X~=~ C,"=, djnaje, and S,$ =Z,f=I C,"=, di,S(Xjtt) a.dRjz ) = C;= 1 C,"= 1 djnsjnajn, respectively, where {djn} are arbitrary regression constants that are not all equal to 0. In what follows, 4 and the scores are considered fixed; but N, the regression constants, and the distribution functions are considered variable. The regression constants and the distribution functions can and will be taken to be functions of N.
Asymptotic Normality of SN and S$
The asymptotic normality of SN and S,$ , is obtained by modifying the method of projection to accomodate the dependent data. The method of projection (see Hajek [4, 51) is based on finding for any statistic T= T&Y,, . . . . X,) the best approximation in mean square of the form ?=Cy="=, Zi(Xi), where EIf(Xi) < co. When the Xs are independent, the random variables (li(Xi)} are independent and the central limit theorem often yields the asymptotic normality of i? This, in turn, gives the asymptotic normality of T= T(X,, . . . . X,).
In the present work, the projection method is modified to treat rank statistics with dependent data. S, and S,t , which are a functions of the dependent observations {X, >, are expressed as a function of the independent random vectors Xi. The best approximation in mean square of the form SN = Cy! 1 Zi(Xi) and S $ = Cy= I E,(X,) are found. Lemma 4.1 shows that the best approximations of S, and S,+ in mean square are SN = C,"=,E(S,(X,)-(N-l),!%, and ~,+=C,"=,E(S,fIX,)-(N-l)ES~, respectively. Theorem 2.1 gives an upper bound for the residual variances E(S,-S,) ' and E(S,$ -3,')'. In implementing this method in Theorems 2.1 and 2.2 we will initially restrict ourselves to score functions of the form u,+,(m) = ~$(rn/(M + 1)). In Theorem 2.1 an upper bound on the residual variances are found. However, 3, and 9; are expressed in terms of the conditional expectations of the scored ranks which are difficult to work with. The object of Theorem 2.2 is to approximate the projections, and hence the rank statistics, by a sequence of independent random variables that do not involve the scored ranks, but which.preserve the order of the bound on the residual variance as given by Theorem 2.1. First, define the the following functions:
( 2.1) ,r=l j=l THEOREM 2.2. Under the conditions of Theorem 2.1 it follows for some constant K, that
Note that the random variables {Z,} are independent, and that EZ, = Cj. Define 0% = Var(C,", r Z,). Similarly, define cry = Var(C,", r Z,+ ). The main result, Theorem 2.3, shows that under mild regularity conditions, the rank statistics are approximately normal with the natural parameters as well as with the parameters (pN, c',) and (pj$, 0: ). 
Theorem 2.3 is an approximation
theorem that asserts the existence of a fixed, albeit unknown, constant K, that does not depend on N. When (2.2) holds with the fixed, unknown constant K,, (2. 3) follows. Because the regression constants and the distribution functions are allowed to depend on N, it is easy to construct an example in which (2.2) both holds and fails infinitely often. Hence, to conclude asymptotic normality from Theorem 2.3, it is necessary to show that (2.2) holds for all large values of N and for any fixed, positive value of K,. In general, this is difficult to do; however, when the regression constants do not depend on n or N, Corollary 2.4 is useful in showing asymptotic normality. Frequently, signed rank statistics are associated with testing problems involving symmetry. Corollary 2.5 shows that the expressions for pi and 02Nf are greatly simplified when the distribution functions are symmetric. These expressions are useful in calculating asymptotic distributions under sequences of Pitman alternatives that converge to the median of a symmetric distribution. COROLLARY 2.5. Zf Gj,, is symmetric for all 1 d j6 J, 1 < n < N and zf Fj,, = G,,(x -gin), then In Section 3 we will consider the following one-sample multivariate location model as an application of the above results. Let X= (X,, . . . . X,) be a J-variate vector with c.d.f. F(x -9) that is absolutely continuous and diagonally symmetric about 0. Let F,(x -ej) Define F,;,(x) = F,(x-r,J$?) to be the jth marginal of FAX ).
As in Section 2.1, define Rjz to be the rank of IX,, 1 among the JN random variables {(X,), 1 <j<J, 1 <n 6 N). Let a,, =a,(R,z) and let sin = s(Xjn). The following signed rank statistic is of particular interest: S,'(j)=C,"=, Sjtfai,. This statistic can be expressed as S,;(j) = c,"=, %, dbn(.i) Sbnabn with regression constants given by dbn(j) = 1 or 0 as to whether b = j or b # j. It is the sum of all of the signed scored ranks for the jth variate, Next, define the vector of linear rank statistics S,$ = (S L (1 ), . . . . S,$ (J))', and let f, be a Jx J matrix with diagonal elements given by $Jj)=(N-1)-l c (si,aj,-Np'S,+(j))*, n=l and off-diagonal elements given by
The proposed test statistic can now be defined as T, = S,C '(@,,,-I S,+ Note that T,,, is identical to calculating the classical Hotelling's test with each of the observations replaced by its respective signed rank score. Similar statements have been made about other tests (cf. Utts and Hettmansperger [ 19, Section 2.1] ), but there are two differences. First, the convariance estimates f',(j) and f,,,(j, k) are computed differently (cf. Hettmansperger [6], Puri and Sen [lo] ). Hence, this test statistic is exactly the Hotelling tests applied to ranks. Furthermore, these estimates will be shown to have the additional property of being unbiased for all values of N. Second, the signed ranks are computed differently. In previously suggested signed rank tests for this model, Rjz denotes the rank of IX,1 among the N independent (and frequently identically) distributed random variables IXjl. (, 1 < Y 6 N. However, in TN, R,: denotes the rank of IX,n ) among the JN random variables IX, 1, 1 d n < N, 1 < j < J. Even under the null hypothesis, these JN random variables are neither independent nor identically distributed.
Limiting Distribution of T, under Pitman Alternatives
In order to obtain the limiting distribution of T,, it is necessary to determine first the limiting distribution of S & (j), and then the limiting multivariate distribution of of S,+ . As in Section 2.2 define the H,*(x) in terms of the c.d.f.s of IXj (, F,*(x) = Pr(lXjl 6:x), as H,*(x) = J-' ci= I Fi*(x). Also define H,(x) = J-' xi"=, Fj(x), and note that H,(x) is the average of the marginal c.d.f.s of the J components under the null hypothesis of symmetry about 0. Then define p(j) = 2tj j #(H,*(lx( )) H;(x) dFj(x) and y'(j) = 1 (@(H$(lxl)))' dFj(x). Note that p(j) and y"(j) do not depend on N. Theorem 3.1 uses Corollaries 2.4 and 2.5 to show that S,+(j) is asymptotically normal with parameters ,u(j) and r(j). Theorem 3.3 shows that p, is a consistant estimate of r. In addition, Theorem 3.3 shows that f, is an unbiased estimate of N-l Cov(S,t (j), S &+ (k)), I< j ,< k ,< J, under the null hypothesis. The limiting distributions of both the classical Hotelling's test and the multivariate Wilcoxon signed test are also noncentral 2: under a sequence of Pitman alternatives. Puri and Sen [l 1, Section 3.81 show that the asymptotic relative efficiency of any two such test statistics is the ratio of the noncentrality parameters. In general the asymptotic relative efficiencies of these three tests depend on the direction of the vector T, as well as on the score function and the marginal distributions.
When 4 = 1, the test statistic T, is almost exactly the standard multivariate sign test with the exception that the estimates of the elements of I are computed differently. This difference only affects small sample properties of the two tests; asymptotically they are the same.
For the special case when the univariate marginals are equal, the bivariate marginals are equal, and the score function is the identity, straightforward calculations show that p(j) = 22,s f'(x) dx, y'( j,) = j(J'*(bl)W't 1,
x and y'(j, k)=~s(x)s(y)F*(/xl)F*(ly()dF(x, y). Hence, the efficiency of T, relative to the multivariate Wilcoxon signed rank test is 1 and does not depend on T (cf. Hettmansperger [6, p. 2881 ).
An interesting question, however, is whether TN is even better than the multivariate Wilcoxon test. Consider the following example. Let X = (X,, X2) be a bivariate random vector with independent uniform marginals F,(.u)NU (-d,-8,,dl-81) and F2(x)yU(-d2-~2,dz-e,), where d, #d?. Without loss of generality we will assume that 0 cd, < dz. The null hypothesis is H,,: 8 = 0. Straightforward calculations show that ~ (1) It follows from Hettmansperger [6, p. 2883 , that the noncentrality parameter for the multivariate Wilcoxon test, W, is 6, = 3zf/df + 3of/d:, so that ARE(T,, W) = S/6, > 1. This increase in power is due to ranking across the variates and is not unexpected. The test T, incorporates inter-variate information that the multivariate Wilcoxon tests and other intra-variate rank tests do not use. It has long been noted that ranking across blocks increases power, a fact exploited by the aligned rank test for two-way layouts (cf. Puri and Sen [lo, pp. 286ff] and by rank transform tests for two-way layouts (cf. Thompson and Ammann [ 161) . where C,, 1~ t <J, are constants that will now be shown to be unique. From the definition, Cf=, Y,=O. Hence, (4.5) can be treated as a system of J equations with J unknowns which, when written in matrix form omiting YJ, yields a matrix that is triangular and clearly invertible. Combining (4.4) and (4.5), and renumbering the indices of the sums proves the first part of the lemina. Next, it can be shown that C, = Cs:b (,";lr) Y,, 1 <t < J, by substituting it into (4.5) and using the fact that C,"=, ( -1 ) where none of the error terms depend on n orj. Hence,
LEMMAS AND PROOFS FOR
The first part of the theorem immediately follows from the above equation and Theorem 2.1. The second part follows just as the proof of (2.4.48) in Puri and Sen [ 11) . Q.E.D.
Proof of Theorem 2.3. The proof of this theorem is quite similar to the proof of Theorem 2.1 of Hajek, [5] , with the exception of minor changes needed to accomodate the constant J, and to compensate for the fact that (d,)' instead of (di, -d)' occurs in (2.3).
Q.E.D. When Ed,, = 0, direct substitution in the above equations shows that pLN+ = 0 and
The expression for oy follows immediately. Q.E.D.
PROOFS FOR SECTION 3
Proof of Theorem 3.1. Let y;(j) and pN(j) denote the parameters p$ and o'," of Theorem 2.3 corresponding to S,+ (j). First we will treat y;(j) under a sequence of Pitman alternatives. Let &jn = zj/,/% in Corollary 2.5. Then substitute the regression constants for S,t and the c.d.f.s, FjiN, into (2.5). By applying the dominated convergence theorem (Royden [20, p. 2321) two times, first to the integral in (2.5) with the sequence of measures induced by Fj;N, and then to the variance with the sequence of measures induced by the joint c.d.f. F,.,(x), it follows that lim,, cc $,,(j)/N= Var[s&H*( IXil))] = y2(j). This result also holds under the null hypothesis by applying the same proof with cj,, = 0.
Next we will treat p,,,(j). Under the null hypothesis, it follows from Corollary 2.5 that pLN(j) = 0. It is more complicated, however, to show the desired result for p,&) under a sequence of Pitman alternatives. Define 0,(j) = N-'/*ri.
From ( Proof of Theorem 3.3. First, we will prove (2) . Direct computations and the independence of sj,, and aj,, yield N -' Cov(S 2 (j), S i (k)) = Cov(sjnaj,, sknakn) and E$^,(j, k) = Cov(si,aj,, sknakn). Thus, (2) is proven. The proof of (1) follows similarly. Now we will prove (4). 
