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1. INTRODUCTION
We consider linear differential operators of the general form
L := C
a · c [ a
Aa “a .(1.1)
The coefficients {Aa} are m×m complex matrix valued functions of the
variable x ¥ Rn, while each a=(a1 , ..., an) is a multi-index in Rn, n \ 1,
with “a defined as
“a :=“a11 “a22 · · · “ann .
Also, c=(c1 , ..., cn) is a fixed vector of rational numbers not less than 1,
and the positive integer a denotes the order of L (i.e., a is the maximum of
|a|=a1+·· ·+an, taken over all derivatives “a in (1.1) corresponding to a
nonzero coefficient Aa). The notation a · c denotes the usual dot product of
vectors. The operator L acts on appropriate complex m×1 functions
u=u(x), where x ¥ Rn.
Terms of (1.1) involving derivatives “a with a · c=a we designate as
highest order terms, and all other terms as lower order terms. The symbol of
L, determined by the highest order terms, is the matrix valued function
L(x; y) := C
a · c=a
Aa(x)(iy)a ,(1.2)
where for z ¥ Cn we define za :=za11 za22 · · · zann (with 00 :=1).
Definition 1. The operator L is semielliptic in a region W in Rn
provided that the coefficients {Aa(x)} are defined for all x ¥ W, and the
matrix L(x; y) is invertible for all x ¥ W and all y ¥ Rn0{0}.
The semielliptic operators make up a wide class, including both elliptic
and parabolic operators. For example, when c=(1, ..., 1) then the sum-
mation in (1.1) is taken over all multi-indices a with |a| [ a, and the
semiellipticity condition reduces to the usual ellipticity condition. The heat
operator in Rn+1 can be written in the form of (1.1) with c=(1, ..., 1, 2),
and for general parabolic operators of order a we take c=(1, ..., 1, a). We
will derive some apriori Lp-estimates for semielliptic operators, while striv-
ing to express as precisely as possible the dependence of constants in the
inequalities upon coefficient bounds and semiellipticity constants of the
operators.
In working with the semielliptic operator L in a domain W, it is natural
to introduce the space of functions
Wc, a, p(W) :={u: “au ¥ Lp(W) for all a with a · c [ a},
with norm
||u||c, a, p, W := C
a · c [ a
||“au||p, W ,
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where “au is interpreted in the Sobolev sense. (When the domain W is
clearly understood, we might omit the subscript W.) Also of critical utility
is the nonisotropic metric associated with L, as determined by
r(y) :=1 Cn
k=1
|yk |2ak 21/2a ,(1.3)
where ak :=a/ck for 1 [ k [ n.
We have two main theorems; the first is for operators with constant
coefficients and only higher order terms:
Theorem 1. Let L be the constant coefficient operator
L := C
a · c=a
Aa“a ,(1.4)
and let L and l be positive constants such that, for y ¥ Rn,
C
a · c=a
|Aa | [ L, :det C
a · c=a
Aa(iy)a : \ lLmr(y)am .(1.5)
Assume 1 < p <. and that a is a multi-index with a · c [ a. If u is a complex
m×1 function, with compact support, in the space Wc, a, p(Rn), then
ea · c ||“au||p [ ||u||p+eaC(n, a, p) l−n−1L−1 ||Lu||p (-e > 0),(1.6)
||“au||p [ C(n, a, p)(l−n−1L−1)a · c/a ||u||1−a · c/a ||Lu||a · c/ap ,(1.7)
||“au||p [ C(n, a, p) l−n−1L−1 ||Lu||p (if a · c=a).(1.8)
Our second theorem concerns operators with variable coefficients having
also lower order terms:
Theorem 2. Let L be the operator (1.1), with m×m complex matrix
coefficients {Aa} defined in an open set W in Rn. Let L, l, {La : a · c [ a}, and
C be constants such that L, l > 0 and, for x ¥ W and y ¥ Rn,
|Aa(x)| [ La , :det C
a · c=a
Aa(x)(iy)a : \ lLmr(y)am,(1.9)
C
a · c=a
La [ L, C
a · c < a
11+La
L
2a/(a−a · c) [ C.(1.10)
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Also suppose there is a nonnegative continuous function h on W×W such that
h(z, z)=0 for all z in W, and
x, z ¥ W and a · c=a 2 |Aa(x)−Aa(z)| [ ln+1 Lh(x, z).(1.11)
Let W0 be a bounded open set such that W0 … W, and assume 1 < p <. and
that a is a multi-index with a · c [ a. Then for all complex m×1 functions u in
the space Wc, a, p(W) and for 0 < e [ l (n+1) a
n−1
,
ea · c 11+La
L
2 ||“au||p, W0 [ C[C ||u||p, W+eal−n−1L−1 ||Lu||p, W],(1.12)
where C=C(n, a, p, h, W, W0).
Remark 1. Usually a priori Lp-estimates for elliptic and parabolic
operators are stated in a general form such as
||“au||p, W0 [ C[||u||p, W+||Lu||p, W],(1.13)
where C represents some nebulous constant depending, in an unspecified
manner, on m, n, a, p, {La}, L, l, h, W, W0 and perhaps other entities. Such
estimates have many uses, but in some applications it is desirable to know
more precisely how C depends on the various entities, and especially on
bounds involving the coefficients of the operator. For example, in a later
section we establish a Liouville theorem for semielliptic operators whose
proof requires the more explicit description of (1.12). Therefore, at the risk
of appearing pedantic, and at some significant cost in labor, we have been
careful in our derivations to describe as much as possible the precise
dependence of bounding constants upon the coefficients and the semiellip-
ticity constants.
Following are a few illustrative examples.
Example 1. If we take c=(1, 1, ..., 1), then a · c=|a| and L takes the
form
L := C
|a| [ a
Aa“a .
The semiellipticity condition requires that the matrix
E(x; y) := C
|a|=a
Aa(x)(iy)a
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be invertible whenever x ¥ W and y ¥ Rn0{0}. This condition is just the
usual ellipticity condition, and Theorems 1 and 2 become theorems for
elliptic operators. Of course a priori Lp-estimates are well known for ellip-
tic operators; for example see, [1, 9]. However, we have not seen elliptic
estimates where the nature of dependence upon the coefficients is specified
in the detail shown in (1.6)–(1.8) and (1.12).
Example 2. A parabolic operator in Rn+1 has the form
P := C
|b| [ a
Bb“b−I“n+1 ,
where each Bb=Bb(x, t) is an m×m complex matrix, and x ¥ Rn, t ¥ R, I is
the m×m identity, and the summation is over multi-indices b ¥ Rn. Setting
c=(1, ..., 1, a) ¥ Rn+1, we may write P as
P= C
a · c [ a
Aa“a ,
where the summation is now over multi-indices a ¥ Rn+1, with Aa=B(a1, ..., an)
if an+1=0, Aa=−I if a=(0, ..., 0, 1), and Aa — 0 for all other a. One says
(see [8]) that P is parabolic in a region W in Rn+1 whenever all eigenvales
lk=lk(x, t; y), 1 [ k [ m, of the matrix
P(x, t; y)= C
|b|=a
Bb(x, t)(iy)b, (x, t) ¥ W, y ¥ Rn ,
satisfy, for some constant d > 0,
Re lk(x, t; y) [ −d |y|a , (x, t) ¥ W , y ¥ Rn.
It can be checked that this condition implies semiellipticity. The semiellip-
ticity determinant condition of (1.9) becomes, in the parabolic case,
:det 1 C
|b|=a
Bb(x, t)(iy)b−Iis2 : \ lLm 5 Cn
k=1
y 2ak +s
26m/2,
where y ¥ Rn and s ¥ R. For multi-indices a in Rn+1, the condition a · c [ a
requires that either an+1=0 with |a| [ a, or a=(0, ..., 0, 1). Thus the
Lp-estimates of Theorems 1 and 2 apply to space derivatives of orders
no larger than a, and to the time derivative “n+1. For parabolic operators
we have not seen Lp-estimates of the generality and detail of Theorems 1
and 2—in fact, for the most general matrix parabolic operators we have
found Lp-estimates only for the special case p=2.
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Example 3. More general than the operator in the preceding example
is the operator in Rn+1,
P := C
|b| [ b
Bb“b+C
a
k=1
Ak“ kn+1 ,
where b is a multi-index in Rn and {Bb} and {Ak} are m×m matrices. The
order of the operator is a=max{a, b}, with c=(1, ..., 1, b/a) if a [ b, and
c=(a/b, ..., a/b, 1) if a \ b. The semiellipticity determinant condition is
: det 1 C
|b|=b
Bb (x, t)(iy)b+Aa(is)a2 : \ lLm 5 Cn
k=1
y 2bk +s
2a6m/2,
for y ¥ Rn and s ¥ R. For this operator there can be mixed space-time deri-
vatives “a with a · c [ a. A special case is the scalar semielliptic operator
Dn −“3n+1=“21+·· ·+“2n −“3n+1 ;
here a=3, c=(3/2, ..., 3/2, 1), and the symbol is −(y21+·· ·+y2n)+iy3n+1.
Note that for a=(1, 0, ..., 0, 1), corresponding to the mixed derivative
“1“n+1, we have a · c=5/2 < a.
Example 4. Let p and k be positive integers and, in the notation of
Example 2, consider the operator in Rn+1,
Q := C
k
j=0
C
|b| [ jp
Bb, j “b“ k−jn+1 ,
where again b is a multi-index in Rn and {Bbj} are m×m matrices. Setting
c=(1, 1, ..., p) and a=kp, we may write Q in the form
Q= C
a · c [ a
Aa “a ,
where now a ¥ Rn+1 and Aa :=Bb, j if a=(b, k−j) with 0 [ j [ k and
|b| [ jp. The determinant condition (1.9) for semiellipticity is
: det 1 Ck
j=0
C
|b|=jp
Bb, j(x, t)2 (iy)b (is)k−j : \ lLm 5 Cn
r=1
y 2kpr +s
2k6m/2 .
We have not found general Lp-estimates for these operators. In the special
scalar case m=1 and B0, 0=i−k, Q is called a p-parabolic operator (see
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[15, 18]), under the assumption that Im s \ d > 0 for every root s=
s(x, t, y) of the polynomial
P0(x, t, y; s)=sk+C
k
j=1
C
|b|=jp
Bb, j(x, t)(iy)b (is)k−j ,
as y ranges over Rn with |y|=1. It is easily seen that this condition implies
semiellipticity.
Example 5. To exhibit a simple example of a semielliptic operator
neither elliptic nor parabolic, we present the scalar operator in the plane,
T :=a“41+b“21“2+c“22 ,
where for simplicity we take a, b, and c as real constants. Setting c=(1, 2)
and a=4, we may write T in the form
T= C
a · c=a
aa“a .
The symbol for this operator is
T(y)=ay41 −iby
2
1 y2 −cy
2
2 ,
from which we may infer that T is semielliptic iff (i) abc ] 0, or (ii) b=0
and ac < 0. The multi-indices a for which a · c [ a are (4, 0), (3, 0), (2, 0),
(1, 0), (0, 0), (2, 1), (1, 1), (0, 1),(0, 2); these are the values of a for which
we may use Theorems 1 and 2 to bound the derivative Dau.
We mention briefly some related papers concerning Lp-apriori bounds
for general semielliptic operators. A. Cavallucci in [2] established bounds
related to (1.6), (1.8), and (1.12), but with L2-norms and scalar operators in
a half-ball, and for sufficiently smooth functions u vanishing along with
certain derivatives on the flat boundary of this half-ball. Expanding upon
earlier work of Pini [19], he later used these estimates to demonstrate that,
under certain conditions, solutions must belong to prescribed Gevrey
classes. Analogous results were obtained for nonlinear semielliptic equa-
tions in [3, 4]. Concerning general Lp-norms, Cavallucci in [5] established
some bounds related to (1.12) for scalar operators, but only on sufficiently
small half-balls and with boundary conditions. He also stated, but did not
prove, interior estimates related to (1.12) for sufficiently small balls with no
boundary conditions, again for the case of scalar operators.
In [6] we find some L2-estimates of the type (1.13), where W0=W, for
functions u satisfying certain boundary conditions. In the case of constant
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coefficients and only highest order terms, there appear in [7] some
Lp-estimates in a half-space for solutions of Lu=f satisfying also certain
boundary conditions. Some Lp-estimates, p \ 2, of the type (1.13) can be
found in [10] for certain ‘‘self-adjoint’’ semielliptic operators with smooth
coefficients. In [17] there are some L2-estimates in a half-space for solu-
tions of Lu=f with some boundary conditions.
2. CONSTANT COEFFICIENT OPERATORS,
NO LOWER ORDER TERMS
We specialize in this section to semielliptic operators with no lower order
terms,
L := C
a · c=a
Aa“a ,(2.1)
where the m×m complex matrices {Aa} are constant. The semiellipticity
condition requires that the matrix polynomial
L(y) := C
a · c=a
Aa(iy)a= C
a · c=a
Aa(iy1)a1 (iy2)a2 · · · (iyn)an(2.2)
be invertible for all y in Rn0{0}.
Let ek denote the unit vector in Rn in the kth coordinate direction. For
each k, 1 [ k [ n, there is some a appearing in the summation (2.1) which is
a positive integral multiple of ek and for which Aa is nonzero, as otherwise
we would have L(ek)=0. For this a we have a=akek for some positive
integer ak, with |a|=ak [ a and a=a · c=akck, so ck=a/ak \ 1. Moreover,
for any other a with a · c=a we have a \ akck and ak [ a/ck=ak; thus ak
represents the highest order of differentiation with respect to the kth vari-
able appearing in the operator L. Finally, set amax=maxk ak, and choose a
appearing in (2.1) so that |a|=a; then
a=|a|=C
k
ak [C
k
ak
amax
ak
=
amax
a Ck
ak ck
=
amax
a a · c=amax [ a.
Thus a=amax and, in summary,
a=max
1 [ k [ n
ak , ak=a/ck , c=(a/a1 , ..., a/an),(2.3)
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where ak is the order of the unmixed derivative with respect to the kth
variable appearing in (2.1). Also, ck \ 1 for each k and ck=1 for some k.
We associate with the semielliptic operator L of (2.1) a nonnegative
function r , defined on Rn as
r(y) :=1 Cn
k=1
|yk |2ak 21/2a .(2.4)
Observe that r(y)=0 only at y=0, and r(y)Q . in R as yQ . in Rn.
The level sets r — c > 0 are compact surfaces in Rn, not containing the
origin. In the last section we will confirm the triangle inequality,
r(x+y) [ r(x)+r(y).(2.5)
We verify now that, for y ¥ Rn and a a multi-index in Rn,
|ya| [ r(y)a · c .(2.6)
If a=0 then both sides of (2.6) are 1, and if a ] 0 and y=0 then both sides
are 0; thus we may assume a ] 0 and y ] 0. For 1 [ k [ n, (2.3) and (2.4)
imply that r(y) \ |yk |ak/a=|yk |1/ck and |yk | [ r(y)ck; therefore, |ya| [
|y1 |a1 · · · |yn |an [ r(y)a1c1+· · ·+ancn=r(y)a · c.
For a complex m×m matrix M=(mij) we use the matrix norm |M|
determined by
|M|2 :=trace(M*M)=C
i, j
|mij |2 .
We will require the inequalities
m [ |M| |M−1| ,(2.7)
|M−1| [ m (2−m)/2
|M|m−1
|detM|
,(2.8)
|detM| [ m−m/2 |M|m.(2.9)
The proofs of these inequalities, being somewhat of a diversion, we likewise
delay until the last section.
As the level set in Rn where r(y)=1 is compact, and since L(y) is
invertible if y ] 0, we infer that there are positive constants L and l such
that
C
a · c=a
|Aa | [ L, lLm [ min
r(y)=1
|det L(y)|.(2.10)
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Lemma 1. If L and l satisfy (2.10), then for y ¥ Rn,
`m l1/m Lr(y)a [ |L(y)| [ Lr(y)a,(2.11)
mr(y)−a [ L |L(y)−1| [ m (2−m)/2l−1r(y)−a (if y ] 0),(2.12)
lLmr(y)am [ |det L(y)| [ m−m/2Lmr(y)am,(2.13)
l [ m−m/2.(2.14)
Proof. To verify the right inequality of (2.11), we use (2.2), (2.6), and
(2.10) to get
|L(y)| [ C
a · c=a
|Aa | |ya| [ C
a · c=a
|Aa | r(y)a · c [ Lr(y)a.
Next we confirm the left inequality of (2.13). If y=0 both sides are 0; thus
we may assume y ] 0. Let t be any positive number and let z be the corre-
sponding vector
z=(z1 , z2 , ..., zn) :=(tc1y1 , tc2y2 , ..., tcnyn).
Use of (2.2)–(2.4) leads to
r(z)=tr(y), L(z)=taL(y), det L(z)=tam det L(y).(2.15)
We choose t=1/r(y), so that r(z)=1 and thus by (2.10),
lLm [ |det L(z)|=tam |det L(y)|=r(y)−am |det L(y)|.
To derive the left inequality of (2.11) we combine (2.9) with the left
inequality of (2.13). To derive the right of (2.13) we combine (2.9) with the
right of (2.11). To get the left of (2.12) we use (2.7) and the right of (2.11),
and to get the right of (2.12) we use (2.8) along with the right of (2.11) and
the left of (2.13). Finally, (2.14) follows from (2.11). L
It is easily checked that, for y ¥ Rn and a and n multi-indices in Rn,
“nya=˛ a!(a− n)! ya− n if n [ a
0 otherwise,
(2.16)
where a! :=a1! · · ·an!, and n [ a means nk [ ak for all k.
By the notation C( · · · ) we mean a generic constant, where inside the
parentheses are listed the entities that determine C.
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Lemma 2. If L and l satisfy (2.10), then for any multi-index n and vector
y in Rn,
|“nL(y)| [ 3a! Lr(y)a− n · c if n · c [ a,
0 if n · c > a.
(2.17)
Moreover, if y ] 0,
L |“nL(y)−1| [ C(a, n) m (2−m)(1+|n|)/2l−1−|n|r(y)−a− n · c.(2.18)
Proof. If n · c > a, then a · c=a implies n [ a is impossible, so (2.2) and
(2.16) give “nL — 0. If n · c [ a, then using (2.2) and (2.16) we compute
“nL(y)= C
a · c=a, n [ a
Aai |a|
a!
(a− n)!
ya− n.
Then (2.6), (2.10), and the estimates a! [ |a|! [ a!, (a− n)! \ 1 lead to
|“nL(y)| [ C
a · c=a, n [ a
|Aa | a!r(y)(a− n) · c [ a!Lr(y)a− n · c.
We derive (2.18) by induction on |n|. The case |n|=0 follows from (2.12).
For |n| \ 1 Leibniz’ rule gives, in Rn0{0},
0=“n(I)=“n(LL−1)=C
b [ n
1 n
b
2 “n−bL“b(L−1),
“nL−1=−L−1 C
b < n
1 n
b
2 “n−bL“b(L−1),
L |“nL−1| [ L |L−1| C(n) C
b < n
|“n−b L| |“b(L−1)|.
On the right side of the last inequality we use (2.12), and (2.17) applied to
“n−bL, as well as the induction hypothesis (2.18) applied to each “b(L−1)
with b < n, to get
L |“nL(y)−1| [ m (2−m)/2l−1r(y)−a C(n)
× C
b < n
a! Lr(y)a−(n−b) · c L−1C(a, b) m (2−m)(1+|b|)/2
×l−1−|b| r(y)−a−b · c
[ C(a, n) m (2−m)/2l−1r(y)−a− n · c C
b < n
(m (2−m)/2l−1)1+|b|.
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But m (2−m)/2l−1 \ m \ 1 by (2.14), and 1+|b| [ |n| in the last summation;
thus we obtain
L |“nL(y)−1| [ C(a, n) m (2−m)/2l−1r(y)−a− n · c (m(2−m)/2l−1) |n|,
and thereby (2.18). L
We denote the Fourier transform of a function f by fˆ, and its inverse
Fourier transform by f2; thus, for appropriate functions f defined on all
of Rn,
fˆ(x)=(2p)−n/2 F
R
n
e−ix ·yf(y) dy, f2(x)=(2p)−n/2 F
R
n
e ix ·yf(y) dy.
We let ||f||p denote the usual Lp norm of a function f on Rn. We require
the following lemma concerning Fourier multipliers. The proof, a
somewhat technical patching together of known results, is delayed until the
last section.
Lemma 3. Let M=M(x) be an m×m complex matrix valued function,
continuous on Rn0{0} along with its partial derivatives up to order n.
Suppose moreover that, for some constant B \ 0, for all x in Rn0{0}, and for
all multi-indices n with each component either 0 or 1,
|xn“nM(x)| [ B.
Then, for 1 < p <. and for all m×1 complex vector functions f in
L2(Rn) 5 Lp(Rn),
||(Mfˆ)~||p [ m2C(n, p) B ||f||p .
Now we prove our basic Lp-estimate for semielliptic operators with
constant coefficients and only higher order terms.
Proof of Theorem 1. First we assume u is an m×1 complex function in
C.0 (R
n). As is well known, for any multi-index a the Fourier transform of
“au is
(“au)^ (x)=(ix)a u1(x).(2.19)
It follows from linearity that the Fourier transform of Lu is
(Lu)^ (x)=L(x) u1(x).(2.20)
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We choose and fix a real valued function w in C.(Rn) such that
0 [ w [ 1, and w(x)=0 if r(x) [ 1, w(x)=1 if r(x) \ 2. Given e > 0, we
define a function k also in C.(Rn) by
k(x) :=w(x1e−c1, x2e−c2, ..., xne−cn),(2.21)
so that 0 [ k [ 1 and k(x)=0 if r(x) [ e, k(x)=1 if r(x) \ 2e.
If u ¥ C.0 (Rn), then for any multi-index a and for x ] 0,
(ix)a u1(x)=(ix)a [1−k(x)] u1(x)+(ix)a k(x) L(x)−1 L(x) u1(x) .(2.22)
Since the function (ix)a (1−k) is in C.0 (R
n), there exists a function q in
L1(Rn) such that
q1(x)=(ix)a (1−k(x)).(2.23)
Substituting (2.23) into (2.22) and using also (2.19) and (2.20), we find that
(“au)^ (x)=q1(x) u1(x)+(ix)a k(x) L(x)−1 (Lu)^ (x).(2.24)
We letMa denote the matrix valued function
Ma(x) :=(ix)a k(x) L(x)−1,(2.25)
then, since the inverse Fourier transform of the left side of (2.24) is “au,
and since we have the well known convolution formula
q1u1=(2p)−n/2 (q f u)^,
we may take the inverse Fourier transform of Eq. (2.24) to arrive at
“au=(2p)−n/2 (q f u)+[Ma(Lu)^]~ .(2.26)
We will show that, if a · c [ a, then Ma satisfies the conditions of
Lemma 3. We must bound expressions of the form xn“nMa(x), where n is
a multi-index whose components are only 0’s and 1’s.
If n is such a multi-index, then Leibniz’ rule gives
xn“nMa(x)=xn“n(k(x)(ix)a L(x)−1)
=xn C
y [ n
1n
y
2 “n− yk(x) “y((ix)a L(x)−1),
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and thus, as (ny)=1 if the components of n are only 0’s and 1’s,
|xn“nMa(x)| [ |xn| C
y [ n
|“n−yk(x)| |“y((ix)a L(x)−1)|.(2.27)
By Leibniz’ rule and (2.16), and since(yg)=1 if g [ y [ n,
“y((ix)a L(x)−1)=i |a| C
g [ y
1 y
g
2 “g(xa) “y−g(L(x)−1)
=i |a| C
g [ y, g [ a
a!
(a−g)!
xa−g“y−g(L(x)−1).
This equation, with the aid of (2.6) and (2.18), shows that if y [ n and
a · c [ a then
|“y((ix)a L(x)−1)|
[ C(n, a) L−1 C
g [ y
m (2−m)(1+|y−g|)/2l−|y−g|−1r(x)−a− y · c+a · c.
But m (2−m)/2 [ 1 and l [ 1 by (2.14), so this inequality simplifies to
|“y((ix)a L(x)−1)| [ C(n, a) L−1m (2−m)/2l−|y|−1r(x)−a− y · c+a · c.
Applying again (2.6), we obtain from this last inequality and (2.27) that
|xn“nMa(x)|(2.28)
[ C(n, a) m (2−m)/2L−1 C
y [ n
l−|y|−1 |“n−yk(x)| r(x)−a+(a+n−y) · c.
If y=n then “n−yk(x)=k(x), and
|“n−yk(x)| [ 30 if r(x) [ e,
1 if r(x) \ e,
|“n−y k(x)| r(x) − a+(a+n− y) · c [ 30 if r(x) [ e,
r(x) − a+a · c if r(x) \ e,
[ e − a+a · c,
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where in the last step we used the fact that a · c [ a. To investigate the case
y [ n, y ] n, we observe that, for any nonzero multi-index b,
“bk(x)=e −b · c “bw(x1e−c1, x2e−c2, ..., xne−cn),
|“bk(x)| [ e−b · c ·3C(n, b) if e [ r(x) [ 2e,
0 otherwise .
Therefore, for y [ n and y ] n,
|“n−y k(x)| r(x)−a+(a+n−y) · c
[ r(x)−a+(a+n− y) · c ·3C(n, n−y) e−(n−y) · c if e [ r(x) [ 2e ,
0 otherwise
[ C(a, n, y, c, n, a) e−a+(a+n−y) · ce−(n−y) · c.
Since the possible values of a, n, y and c are ultimately limited by n and a,
we obtain
|“n−yk(x)| r(x)−a+(a+n−y) · c [ C(n, a) e−a+a · c.
Substituting this inequality into (2.28), we arrive at
|xn“nMa(x)| [ C(n, a) m (2−m)/2L−1 C
y [ n
l−|y|−1C(n, a) e−a+a · c,
or, since l [ 1 and |n| [ n,
|xn“nMa(x)| [ C(n, a) m (2−m)/2L−1l−n−1e−a+a · c .(2.29)
Now we may apply Lemma 3, with B replaced by the right side of (2.29),
and conclude that
||[Ma(Lu)^]~||p [ m2C(n, p)[C(n, a) m (2−m)/2L−1l−n−1e−a+a · c] ||Lu||p ,
or, more simply, as m2m (2−m)/2 is bounded independently of m,
||[Ma(Lu)^]~||p [ C(n, a, p) e−a+a · cl−n−1L−1 ||Lu||p .(2.30)
Next we look at the first term on the right of (2.26). We use the well
known inequality
||q f u||p [ ||q||1 || u||p .(2.31)
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From (2.23) we have
q=[(ix)a (1−k)]~,(2.32)
or, more explicitly,
q(x)=(2p)−n/2 F
R
n
e ix ·y(iy)a [1−k(y)] dy
=(2p)−n/2 F
R
n
e ix ·y(iy)a [1−w(y1e−c1, y2e−c2, ..., yne−cn)] dy.
Setting |c| :=c1+·· ·+cn, in the integral we substitute
z=(y1e−c1, y2e−c2, ..., yne−cn), dz=e−|c| dy,
and obtain
q(x)=(2p)−n/2 F
R
n
e ix · (z1e
c1, z2e
c2, ..., zn e
cn)(iz)a ea · c[1−w(z)] e |c| dz.
Let W be the function
W(x) :=(2p)−n/2 F
R
n
e ix · z(iz)a [1−w(z)] dz
and write
q(x)=e a · ce |c| W(x1e c1, x2ec2, ..., xnecn) .
Note that W is the Fourier inverse transform of the function (iz)a (1−w),
which lies in C.0 (R
n); consequently, W ¥ L1(Rn). We compute
||q||1=F
R
n
|q(x)| dx=ea · ce |c| F
R
n
|W(x1ec1, x2ec2, ..., xnecn)| dx.
In the last integral we substitute
y=(x1ec1, x2ec2, ..., xnecn) dy=e |c| dx,
and find that
||q||1=ea · c F
R
n
|W(y)| dy=ea · c ||W||1=ea · cC(n, a) [ C(n, a) ea · c.
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Substituting this inequality into (2.31) gives
||q f u||p [ C(n, a) ea · c ||u||p .(2.33)
Finally, from (2.26), (2.30), (2.33), and the triangle inequality we arrive
at
||“au||p [ ea · cC(n, a) ||u||p+e−a+a · cC(n, a, p) l−n−1L−1 ||Lu||p .
If a · c=0, in which case a=0, then (1.6) is obvious. If a · c > 0 then we
replace e by e−1C(n, a)−1/(a · c) in this last inequality to obtain
ea · c ||“au||p [ ||u||p+eaC(n, a, p) C(n, a) (a−a · c)/a · cl−n−1L−1 ||Lu||p .
Replacing both C(n, a) and C(n, a, p) by the maximum of this pair, while
noting that a · c \ 1 since ck \ 1 for each k, we have
C(n, a, p) C(n, a) (a−a · c)/a · c [ C(n, a, p)a/a · c [ C(n, a, p)a,
and hence (1.6).
When a · c=a, we divide (1.6) by ea and let eQ . to obtain (1.8).
Given a particular u in C.0 (R
n), we are free to choose e in (1.6) as we
please. If ||u||p ] 0 and ||Lu||p ] 0, we choose
e=1 ||u||p
C(n, a, p) l−n−1L−1 ||Lu||p
21/a,
so that (1.6) gives
||“au||p [ 2C(n, a, p)a · c/a (l−n−1L−1)a · c/a ||u||1−a · c/ap ||Lu||a · c/ap .
Since the possible values of a · c are limited by n and a when a · c [ a, this
inequality implies (1.7). If ||u||p=0 then (1.7) again holds since the left side
is 0. If ||Lu||p=0 we take a=ek in (1.6); such a choice is possible since
then a · c=ck=a/ak [ a. Letting eQ . then shows that ||“eku||p=0 for
1 [ k [ n, and thus u is the constant 0 since u has compact support. Hence
(1.7) holds in all cases.
Finally, if u has compact support and belongs to Wc, a, p(Rn), inequalities
(1.6)–(1.8) follow by a standard mollifier approximation argument. We
may approximate u by a sequence {uj} in C
.
0 (R
n) such that “auj Q “au in
Lp(Rn) for all a with a · c [ a. Then (1.6)–(1.8) hold for each uj, and we let
jQ . to conclude the same for u.
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3. VARIABLE COEFFICIENT OPERATORS
We consider now the general semielliptic operator
L := C
a · c [ a
Aa“a,(3.1)
with variable coefficient m×m matrices {Aa} defined in an open set W in
Rn. We will prove Theorem 2 for such operators. We use the notation, for
x ¥ Rn and R > 0,
B(x, R) :={y: r(y−x) < R}, B(R) :=B(0, R)={y: r(y) < R},
and we refer to such a set as a ‘‘ball.’’
We require the existence of a cutoff function associated with the opera-
tor L, as described in the next lemma; this lemma is proved in the last
section.
Lemma 4. Let R and S be real numbers with 0 [ R < S. Then there
exists a function k in C.0 (R
n), with support in B(S), such that 0 [ k [ 1,
k(x)=1 if r(x) [ R, and for any multi-index a and vector x in Rn,
|“ak(x)| [ C(a, a)(S−R)−a · c.(3.2)
Proof of Theorem 2. We fix a point x0 in W0, and choose R sufficiently
small that 0 < R [ 1 and B(x0 , R) … W. We let L0 be the constant coeffi-
cient operator
L0 := C
a · c=a
Aa(x0) “a.
For simplicity we translate coordinates so that x0=0.
Given s with 0 < s < 1, we set t=(1+s)/2, so that 0 < s < t < 1. By
Lemma 4 there exists a function k in C.0 (R
n), with support in B(tR), such
that 0 [ k [ 1, k — 1 inB(sR), and for any multi-index a and vector x in Rn,
|“ak(x)| [ C(a, a)(tR−sR)−a · c= C(a, a) 2
a · c
(1−s)a · c Ra · c
.
If a · c [ a then the possible values of a and c are limited by n and a; thus
|“ak(x)| [ C(n, a)
(1−s)a · c Ra · c
, for x ¥ Rn and a · c [ a .(3.3)
46 HILE, MAWATA, AND ZHOU
Given u in Wc, a, p(W), we set u — 0 outside W, and define a function v :=ku,
so that v ¥Wc, a, p(Rn) and v has support in the ball B(x0 , tR)=B(tR). For
brevity of notation we write
|| · || :=|| · ||p, R n , || · ||R :=|| · ||p, B(R) .
According to inequality (1.8) of Theorem 1, there is a constant K(n, a, p)
such that
C
a · c=a
||“av|| [K(n, a, p) l−n−1L−1 ||L0v||,(3.4)
and by (1.6), for arbitrary constants eb > 0,
eb · cb ||“bv|| [ ||v||+eabK(n, a, p) l−n−1L−1 ||L0v||, if b · c [ a.(3.5)
(We may assume the constant K(n, a, p) is the same in (3.4) and (3.5);
henceforth we do not allow this constant to change from line to line, but
fix it throughout the remainder of the discussion.)
We write
L0v= C
a · c=a
Aa(x0) “av= C
a · c=a
[Aa(x0)−Aa] “av+ C
a · c=a
Aa“av.
Let d be a positive constant to be specified later. Since |x−x0 |Q 0 as
r(x−x0)Q 0, continuity of h and condition (1.11) ensures that there is a
positive constant R0=R0(x0 , h, d) such that if a · c=a,
r(x−x0) [ R0 2 h(x, x0) [ d(3.6)
2 |Aa(x)−Aa(x0)| [ ln+1Ld.
We choose R sufficiently small that also R [ R0(x0 , h, d) and deduce that
||L0v|| [ ln+1Ld C
a · c=a
||“av||+> C
a · c=a
Aa“av> .(3.7)
As v=ku, Leibniz’ rule leads to
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C
a · c=a
Aa“av= C
a · c=a
Aa C
b [ a
1 a
b
2 “bu“a−bk
=k C
a · c=a
Aa“au+ C
a · c=a
Aa C
0 [ b < a
1 a
b
2 “bu“a−bk
=kLu−k C
b · c < a
Ab“bu+ C
a · c=a
Aa C
0 [ b < a
1 a
b
2 “bu“a−bk.
Using (1.9), (1.10), (3.3), and 0 [ k [ 1, k — 0 outside B(0, tR), while
recalling that 0 < s < t < 1 and 0 < R [ 1, we estimate
> C
a · c=a
Aa“av> [ ||Lu||R+ C
b · c < a
Lb ||“bu||tR
+C(n, a) C
a · c=a
La C
0 [ b < a
||“bu||tR (1−s) (b−a) · c R (b−a) · c
[ ||Lu||R+ C
b · c < a
Lb ||“bu||tR
+C(n, a) L C
b · c < a
(1−s)b · c− a Rb · c− a ||“bu||tR
[ ||Lu||R+C(n, a) C
b · c < a
(1−s)b · c− a Rb · c− a(L+Lb) ||“bu||tR .
We substitute this inequality into the right side of (3.7) and multiply by
(1−s)a Ra to obtain
(1−s)a Ra ||L0v|| [ ln+1Ld(1−s)a Ra C
a · c=a
||“av||+Ra ||Lu||R(3.8)
+C(n, a) C
b · c < a
(L+Lb)(1−s)b · c Rb · c ||“bu||tR .
We multiply (3.4) by (1−s)a Ra and substitute (3.8) on the right to get
(1−s)a Ra C
a · c=a
|| “av||
[K(n, a, p) d(1−s)a Ra C
a · c=a
||“av||+K(n, a, p) l−n−1L−1Ra ||Lu||R
+K(n, a, p) l−n−1L−1C(n, a) C
b · c < a
(L+Lb)(1−s)b · c Rb · c ||“bu||tR .
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We choose d sufficiently small that
K(n, a, p) d [ 13 ,(3.9)
so that we may transfer the first sum on the right to the left and obtain
2
3
(1−s)a Ra C
a · c=a
||“av||(3.10)
[K(n, a, p) l−n−1L−1Ra ||Lu||R
+C(n, a, p) l−n−1 C
b · c < a
11+Lb
L
2 (1−s)b · c Rb · c ||“bu||tR .
We set N :=;b · c < a 1, noting that 1 [N [ C(n, a). Then we multiply (3.5)
by e−ab and sum over 0 [ b · c < a to obtain
C
b · c < a
eb · c− ab ||“bv|| [ ||v|| C
b · c < a
e−ab +NK(n, a, p) l−n−1L−1 ||L0v||.
Next we substitute eb=(1−s)R/Kb, so that Kb replaces eb as an arbitrary
positive constant, and multiply by (1−s)a Ra to get
C
b · c < a
Ka−b · cb (1−s)
b · c Rb · c ||“bv||
[ ||v|| C
b · c < a
Kab+NK(n, a, p) l−n−1L−1(1−s)a Ra ||L0v|| .
We substitute (3.8) into the right of this inequality, and find that
C
b · c < a
Ka−b · cb (1−s)
b · c Rb · c ||“bv|| [ ||v|| C
b · c < a
Kab
+NK(n, a, p) 5d(1−s)a Ra C
a · c=a
||“av||+l−n−1L−1 Ra ||Lu||R6
+C(n, a, p) l−n−1 C
b · c < a
11+Lb
L
2 (1−s)b · c Rb · c ||“bu||tR .
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Next we multiply (3.10) by N and add to this last inequality to obtain
2
3 N(1−s)
a Ra C
a · c=a
||“av||+ C
b · c < a
Ka−b · cb (1−s)
b · c Rb · c ||“bv||
[NK(n, a, p) l−n−1L−1Ra ||Lu||R+||v|| C
b · c < a
Kab
+(N+1) C(n, a, p) l−n−1 C
b · c < a
11+Lb
L
2 (1−s)b · c Rb · c ||“bu||tR
+NK(n, a, p) 5d(1−s)a Ra C
a · c=a
||“av||+l−n−1L−1Ra ||Lu||R6 .
In this inequality we apply (3.9) on the right, allowing us to transfer the
last sum to the left, then use 1 [N [ C(n, a), 1−s=2(1−t), and multiply
by 3 to arrive at
(1−s)a Ra C
a · c=a
||“av||+ C
b · c < a
Ka−b · cb (1−s)
b · c Rb · c ||“bv||(3.11)
[ C(n, a, p) l−n−1L−1Ra ||Lu||R+3 ||v|| C
b · c < a
Kab
+M(n, a, p) l−n−1 C
b · c < a
11+Lb
L
2 (1−t)b · c Rb · c ||“bu||tR ,
where M(n, a, p) is a positive constant which will remain fixed for the
remainder of the discussion. Now we choose the constants Kb, 0 [ b · c < a,
so that
Ka−b · cb =(N+l
n+1eb · c− a) M(n, a, p) l−n−1 11+Lb
L
2 ,(3.12)
where e is any constant in the range 0 < e [ l (n+1) a
n−1
. Recall that
c=(a/a1 , ..., a/an) where each ak is a positive integer and ak [ a. We let a0
denote the least common multiple of {a1 , ..., an}. Then a0 [ an, and given
any multi-index b with 0 [ b · c < a,
a0 > a0
b · c
a =a0
1 b1
a1
+·· ·+
bn
an
2 .
50 HILE, MAWATA, AND ZHOU
Since each side of this inequality is an integer, we have in fact
a0 −1 \ a0
b · c
a , a−b · c \
a
a0
\
a
an=a
1−n .
Also, e [ 1 by (2.14), and consequently
ln+1eb · c− a \ ea
1−n
eb · c− a=ea
1−n+b · c− a \ e0=1 .
Use of this inequality, along with (1.10), leads to the estimate
C
b · c < a
Kab [ C
b · c < a
5(N+ln+1eb · c− a) M(n, a, p) l−n−1 11+Lb
L
26a/(a−b · c)
[ C(n, a, p) C
b · c < a
5(N+1) ln+1eb · c− al−n−1 11+Lb
L
26a/(a−b · c)
[ C(n, a, p) e−a C
b · c < a
11+Lb
L
2a/(a−b · c)=C(n, a, p) e−aC .
Since v — u in B(0, sR), v — 0 outside B(0, tR), and |v| [ |u|, this last
inequality, (1.10), (3.11), and (3.12) imply that
(1−s)a Ra C
a · c=a
||“au||sR+M(n, a, p) l−n−1(3.13)
· C
b · c < a
(N+ln+1eb · c− a) 11+Lb
L
2 (1−s)b · c Rb · c ||“bu||s R
[ C(n, a, p) l−n−1L−1Ra ||Lu||R+C(n, a, p) e−aC ||u||R
+M(n, a, p) l−n−1 C
b · c < a
11+Lb
L
2 (1−t)b · c Rb · c ||“bu||tR .
Next we define constants
Ma(s) :=(1−s)a · c ||“au||sR , Ma := sup
0 < s < 1
Ma(s).(3.14)
If a · c < a, then (3.13) implies that
M(n, a, p) l−n−1(N+ln+1ea · c− a) 11+La
L
2 Ra · cMa(s)
[ C(n, a, p) l−n−1L−1Ra ||Lu||R+C(n, a, p) e−aC ||u||R
+M(n, a, p) l−n−1 C
b · c < a
11+Lb
L
2 Rb · cMb .
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We take the supremum over s on the left, for 0 < s < 1, so that Ma(s) is
replaced by Ma; then we sum over the N terms with 0 [ a · c < a to obtain
M(n, a, p) l−n−1 C
b · c < a
(N+ln+1eb · c− a) 11+Lb
L
2 Rb · cMb
[ C(n, a, p) l−n−1L−1Ra ||Lu||R+C(n, a, p) e−aC ||u||R
+NM(n, a, p) l−n−1 C
b · c < a
11+Lb
L
2 Rb · cMb .
The last term on the right transfers to the left, and we then divide by
M(n, a, p) e−a to get
C
b · c < a
eb · c 11+Lb
L
2 Rb · cMb(3.15)
[ eaC(n, a, p) l−n−1L−1Ra ||Lu||R+C(n, a, p) C ||u||R .
In particular, Mb(s) [Mb when s=1/2, so we find that, for any a with
a · c < a,
ea · c 11+La
L
2 Ra · c ||“au||R/2(3.16)
[ eaC(n, a, p) l−n−1L−1Ra ||Lu||R+C(n, a, p) C ||u||R .
Next, if a · c=a, then taking s=1/2 on the left of (3.13) gives
2−aRa ||“au||R/2 [ C(n, a, p)[l−n−1L−1Ra ||Lu||R+e−aC ||u||R](3.17)
+M(n, a, p) l−n−1 C
b · c < a
11+Lb
L
2 Rb · cMb .
Also, by (3.15) and the inequality ln+1eb · c− a \ 1,
l−n−1 11+Lb
L
2 Rb · cMb [ e−aeb · c 11+Lb
L
2 Rb · cMb
[ C(n, a, p)[l−n−1L−1Ra ||Lu||R+e−aC ||u||R],
so we obtain from (3.17) that
eaRa ||“au||R/2 [ C(n, a, p)[eal−n−1L−1Ra ||Lu||R+C ||u||R].
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But 1 [ 1+La/L [ 2 when a · c=a, so indeed we see that (3.16) holds for
all a with a · c [ a. As R [ 1, we obtain, for a · c [ a,
ea · c 11+La
L
2 ||“au||R/2(3.18)
[ C(n, a, p)[eal−n−1L−1 ||Lu||R+CR−a · c ||u||R].
Finally, we repeat the above argument at each point z in W0, obtaining a
collection {B(z, Rz): z ¥ W0}. Recall that each Rz must be chosen so that
(i)Rz [ 1, (ii) B(z, Rz) … W, and
(iii) r(x−z) [ Rz 2 h(x, z) [ d, where K(n, a, p) d [ 1/3 .
We choose Rz [ R1 :=min{1, 12 dist(W0, “W} to meet conditions (i) and (ii).
Since W0 is compact, the function h of Condition A is uniformly continuous
on the set {x: dist(x, W0) [ R1}×W0; thus there is a constant R2, depending
on n, a, p, h, W, W0, such that R2 [ R1 and
x ¥ W, z ¥ W0, |x−z| [ R2 2 h(x, z) [ d .
Setting Rz=R :=R2/`n , we verify (iii) with the implications
z ¥ W0 , r(x−z) [ R2 -k |xk −zk |ak/a [ R 2 -k |xk −zk | [ R
2 |x−z| [ `n R=R2 2 h(x, z) [ d .
This discussion shows that we may choose Rz=R for each z in W0, and
that the entire collection {B(z, R): z ¥ W0}, as well as the common radius
R, depends on the entities n, a, p, h, W and W0. There is a finite subcollec-
tion {B(zi , R)} such that the smaller balls {B(zi , R/2)} cover W0. We
choose such a subcollection of minimal cardinality, so that the number of
balls I likewise depends on the same entities and not on our choice of balls.
Then we apply (3.18) to each ball and sum over i to obtain
ea · c 11+La
L
2 ||“au||W0 [ CI
i=1
ea · c 11+La
L
2 ||“au||B(zi, R/2)
[ C
I
i=1
C(n, a, p)
×[eal−n−1L−1 ||Lu||B(zi, R)+CR
−a · c ||u||B(zi, R)]
[ C(n, a, p, h, W, W0)[eal−n−1L−1 ||Lu||W+C ||u||W],
where in the last step we used R=R(n, a, p, h, W, W0). Hence (1.12) holds.
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4. A LIOUVILLE THEOREM
We consider again the semielliptic operator
L := C
a · c [ a
Aa“a ,(4.1)
of arbitrary order a \ 1, and now with variable m×m complex coefficients
{Aa} defined in all of Rn. We list the following conditions on L. The real
constants K, m, s are positive, while we stipulate that R0 \ 1 and 0 [ g [ 1.
(A) Each Aa is Lebesgue measurable in Rn, and for x in Rn and
a · c [ a,
|Aa(x)| [K(1+r(x))g(a · c− a) .
(B) There is a real valued continuous function f on [0, 1], with
f(0)=0, such that for a · c=a and x, z ¥ Rn with r(x), r(z) \ R0,
|Aa(x)−Aa(z)| [ f 1 r(x−z)
r(x)+r(z)
2 .
(C) For x ¥ Rn with r(x) \ R0, and for y ¥ Rn,
:det C
a · c=a
Aa(x)(iy)a : \ mr(y)am .
(D) For R \ R0 and for all m×1 complex functions v in C.0 (B(R)),
Rga ||Lv||2, R n \ s ||v||2, R n .
Remark 2. If both conditions (A) and (D) hold then, by the approxi-
mation argument mentioned at the end of Section 2, the inequality of (D)
continues to hold for functions v in Wc, a, 2(Rn) with support in B(R), as the
coefficients {Aa} are bounded.
We establish the following Liouville-type theorem for solutions of (4.1)
in Rn. (We denote |c| :=c1+·· ·+cn.)
Theorem 3. Let L be the operator (4.1), with coefficients {Aa} satisfy-
ing conditions (A), (B), (C) and (D). Suppose u ¥Wc, a, 2loc (Rn) with Lu=0 and
that, for some real constant y,
|u(x)|=O(r(x)y) as xQ . .(4.2)
If either g < 1, or g=1 and y [ −|c|/2, then u — 0.
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Proof. Since in the proof we work exclusively with L2 norms, for
brevity we write
|| · || :=|| · ||2, R n , || · ||W :=|| · ||2, W .
Given real numbers R and S, with 0 < R < S, we use the notation
B(R) :={x: r(x) < R}, B(R, S) :={x: R < r(x) < S}.
First we establish that, for any R \ R0 and for a · c [ a,
Rga · c ||“au||B(4R/3, 5R/3) [ C(m, n, a, m, K, f) ||u||B(R, 2R) .(4.3)
Let W=B(1, 2) and W0=B(4/3, 5/3), and set
x2 :=(Rc1x1 , Rc2x2 , ..., Rcnxn ), A2a(x) :=Ra−a · cAa(x2)
v(x) :=u(x2)=u(Rc1x1 , Rc2x2 , ..., Rcnxn), L2 := C
a · c [ a
A2a “a ,
so that
r(x2)=Rr(x), “av(x)=Ra · c“au(x2), L2 v(x)=RaLu(x2)=0,(4.4)
and x2 ¥B(R, 2R) if and only if x ¥ W. We check the hypotheses of
Theorem 2 for L2 in W. By (A) and (4.4), if a · c [ a and x ¥ W (where
1 < r(x) < 2) then
|A2a(x)|=Ra−a · c |Aa(x2)| [ Ra−a · cK(1+r(x2))g(a · c− a)
[ Ra−a · cK(Rr(x))g(a · c− a) [KR(1−g)(a−a · c)=: La .
Also, for some positive constant C1(n, a),
C
a · c=a
La= C
a · c=a
K=C1(n, a) K=: L,
and, as R \ R0 \ 1,
C
a · c < a
11+La
L
2a/(a−a · c) [ C2(n, a) R (1−g) a=: C .
Moreover, if x ¥ W and y ¥ Rn, then r(x2) \ R \ R0, and condition (C) gives
:det C
a · c=a
A2a(x)(iy)a :=:det C
a · c=a
Aa(x2)(iy)a : \ lLmr(y)am,
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where l :=mL−m=m[C1(n, a) K]−m. Finally, if x, z ¥ W then 1 < r(x),
r(z) < 2 and R0 [ R < r(x2), r(z2) < 2R, so for a · c=a condition (B) leads
to
|A2a(x)−A2a(z)|=|Aa(x2)−Aa(z2)| [ f 1 r(x2−z2)
r(x2)+r(z2)
2
=f 1 Rr(x−z)
Rr(x)+Rr(z)
2=f 1 r(x−z)
r(x)+r(z)
2=ln+1Lh(x, z),
where
h(x, z) :=l−n−1L−1f 1 r(x−z)
r(x)+r(z)
2=C(m, n, a, K, m) f 1 r(x−z)
r(x)+r(z)
2 .
Note that h is continuous on W×W with h(z, z)=Cf(0)=0.
We apply Theorem 2 to v and L2 and the domains W and W0, choosing
e=l (n+1) a
n−1
and recalling that L2 v=0, to conclude that, for a · c [ a,
La
L
||“av||2, W0 [ C(n, a, l, h, W, W0) C ||v||2, W .
It follows from the definitions of L, La, C, l, h, W, and W0 that
R (g−1) a · c ||“av||2, W0 [ C ||v||2, W ,(4.5)
where here (and also in the remainder of the proof) C represents a generic
constant depending on the entities m, n, a, m, K, and f. We calculate
(||“av||2, W0 )2=F
B(4/3, 5/3)
|“av(x)|2 dx=F
4/3 < r(x) < 5/3
|Ra · c“au(x2)|2 dx
=F
4R/3 < r(x2) < 5R/3
R2a · c |“au(x2)|2 R−|c| dx2
=R2a · c−|c|(||“au||2, B(4R/3, 5R/3))2,
and thereby obtain
||“av||2, W0=Ra · c−|c |/2 ||“au||2, B(4R/3, 5R/3) .
In a similar manner we find that
||v||2, W=R−|c|/2 ||u||2, B(R, 2R) .
Substitution of these inequalities into (4.5) gives (4.3).
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Next we let k=k 4R/3, 5R/3 be the function described in Lemma 4, so that
k ¥ C.0 (Rn), 0 [ k [ 1, k(x)=1 if r(x) [ 4R/3, k(x)=0 if r(x) \ 5R/3,
and, for a · c [ a,
|“ak(x)| [ C(a, a) 1R
3
2−a · c [ C(n, a) R−a · c.(4.6)
We use Leibniz’ rule to compute
L(ku)= C
a · c [ a
Aa“a(ku)= C
a · c [ a
Aa C
b [ a
1 a
b
2 “a−bk“bu
=kLu+ C
0 < a · c [ a
Aa C
b < a
1 a
b
2 “a−bk“bu.
Using Lu=0, and k — 1 in B(4R/3), k — 0 outside B(5R/3), we estimate
||L(ku) || [ C C
0 < a · c [ a
C
b < a
||Aa“a−bk“bu||B(4R/3, 5R/3) .(4.7)
But R \ 1 implies R [ 1+r(x) [ 3R in B(4R/3, 5R/3), so in (4.7) we may
use (A) and (4.6) to estimate
||Aa“a−bk“bu||B(4R/3, 5R/3) [ CRb · c−ga+(g−1) a · c ||“bu||B(4R/3, 5R/3) .
Also, 0 [ g [ 1 and b < a implies (g−1) a · c [ (g−1)[b · c+1], and thus
(4.7) leads to
||L(ku) || [ C C
0 < a · c [ a
C
b < a
Rgb · c+g−ga−1 ||“bu||B(4R/3, 5R/3)
[ C C
b · c < a
Rgb · c+g−ga−1 ||“bu||B(4R/3, 5R/3) .
Into this inequality we substitute (4.3) to obtain
Rga ||L(ku) || [ CRg−1 ||u||B(R, 2R) .
Now we apply condition (D) to ku in B(2R) (see Remark 2), noting that
ku — u in B(4R/3) and ku has support in B(2R), to get
(2R)ga ||L(ku)|| \ s ||u||B(R) ,
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which with the preceding inequality yields
||u||B(R) [ s−1CRg−1 ||u||B(R, 2R) .(4.8)
We set e :=2−2g and define
S(R) :=||u||2B(R) ,(4.9)
so that the square of (4.8) gives
S(R) [ s−2CR−e[S(2R)−S(R)].(4.10)
Next, (4.2) implies that there is a constant M such that, for R sufficiently
large,
(||u||B(R, 2R))2=F
R [ r(x2) [ 2R
|u(x2)|2 dx2 [M F
R [ r(x2) [ 2R
r(x2)2y dx2
=M F
1 [ r(x) [ 2
[Rr(x)]2y R |c| dx [MC(n, y) R2y+|c|,
and thus by (4.8) and (4.9), for R sufficiently large and some constant C2 ,
S(R) [ C2R t, t :=2(g−1)+2y+|c|.(4.11)
By Lemma 2.3 of [14], inequalities (4.10) and (4.11) ensure that S — 0,
and consequently u — 0, if either (i) e > 0, or (ii) e=0 and t [ 0. But e > 0
means that g < 1, while e=0 and t [ 0 means that g=1 and y [ −|c|/2;
thus the theorem is proved. L
5. TECHNICAL LEMMAS
In this last section we establish some technical results whose proofs were
omitted in the main development.
Proof of Inequality (2.5). We have
r(x+y)=1 Cn
k=1
|xk+yk |2ak 21/2a [ 1 Cn
k=1
[|xk |+|yk |]2ak 21/2a.
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For nonnegative numbers s and t and for 0 < r [ 1, we have (s+t)r [
s r+t r; therefore,
[|xk |+|yk |]2ak=([|xk |+|yk |]ak/a)2a [ [|xk |ak/a+|yk |ak/a]2a,
r(x+y) [ 1 Cn
k=1
[|xk |ak/a+|yk |ak/a]2a21/2a.
Also, by the triangle inequality for ap spaces,
1 Cn
k=1
|ak+bk |2a21/2a [ 1 Cn
k=1
|ak |2a21/2a+1 Cn
k=1
|bk |2a21/2a;
thus,
r(x+y) [ 1 Cn
k=1
|xk |2ak 21/2a+1 Cn
k=1
|yk |2ak 21/2a=r(x)+r(y).
Proof of Inequalities (2.7)–(2.9). (This proof is a modification of a
proof of Kato [16], who proved an inequality analogous to (2.8) but for
the operator matrix norm.)
Let M=UP be the polar decomposition of M (see [11, Sect. 83]), where
U is a unitary matrix and P is Hermitian and nonnegative. Some calcula-
tions show that
|M|2=trace(M*M)=trace[P*U*UP]=trace(P*P)=|P|2,
detM=det(UP)=det U·det P=(±1) det P,
and whenM, and hence P, is invertible,
|M−1|2=trace[M−1(M−1)g]=trace[P−1U−1(P−1U−1)g]=|P−1|2 ;
thus we arrive at the three equations
|M|=|P|, |detM|=|det P|, |M−1|=|P−1|.
Consequently, it is sufficient to verify inequalities (2.7)–(2.9) for P.
Let l1 , l2 , ... , lm be the (necessarily nonnegative) eigenvalues of P,
repeated according to multiplicity. Making use of the nonnegativity of P
(see, for example, [11, Sects. 72–82; 13, Chapt. 6]), we may write
|P|2=trace(P*P)=trace(P2)=C
m
k=1
l2k , det P=D
m
k=1
lk ,
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and, whenM is invertible and thus each lk is positive,
|P−1|2=trace[(P−1)* P−1]=trace(P−2)=C
m
k=1
1
lk
2 ,
|det P|2 |P−1|2=C
m
k=1
l1
2 ·l2 2 · · ·lm 2
lk
2 .
Thus, after some simple algebra, and after setting yk :=l
2
k for each k, we
find that for the matrix P inequalities (2.7), (2.8), (2.9) are equivalent to
m2 [ 1 Cm
k=1
yk 2 1 Cm
k=1
1
yk
2 ,(5.1)
C
m
k=1
y1y2 · · · ym
yk
[ m2−m 1 Cm
k=1
yk 2m−1,(5.2)
1Dm
k=1
yk 21/m [ 1m C
m
k=1
yk ,(5.3)
respectively. We apply the Schwarz inequality to m=;mk=1 `yk · 1/ `yk
to obtain (5.1), while (5.3) is just the arithmetic-geometric mean inequality.
Inequality (5.2) is a consequence of a well-known result of C. Maclaurin
(see [12, Sect. 2.22]), stating that pm−1 [ pm−11 , where
pm−1 :=
1
m
C
m
k=1
y1y2 · · · ym
yk
, p1 :=
1
m
C
m
k=1
yk .
Proof of Lemma 3. Each complex entry mij of the matrix function M is
likewise continuous in Rn0{0} along with its partial derivatives up to order
n, and for all multi-indices n with each component either 0 or 1,
|xn“nmij(x)| [ B.
At this point we use well known results for Fourier multipliers (see [21,
Theorem 1.5, Chap. XI], and/or [20, Theorem 6 −, Chap. IV], from which
it follows that, for 1 < p <. and for all complex valued functions g in
L2(Rn) 5 Lp(Rn),
||(mijg1)~||p [ C(n, p, B) ||g||p .(5.4)
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Now, if f is m×1 and in L2(Rn) 5 Lp(Rn), the ith components of the
Fourier transform fˆ and Fourier inverse transform f2 are
(fˆ)i=(fi)^, (f2)i=(fi)~ ,
and the ith component of (Mfˆ)~ is
[(Mfˆ)~]i=[(Mfˆ)i]~=5C
j
mij (fˆ)j6~
=5C
j
mij (fj)^ 6~=C
j
[mij(fj)^ ]~.
Thus, by the triangle inequality and (5.4),
||[(Mfˆ)~]i ||p [C
j
||[mij(fj)^]~||p
[ C
m
j=1
C(n, p, B) ||fj ||p [ mC(n, p, B) ||f||p ,
||(Mfˆ)~||p [C
i
||[(Mfˆ)~]i ||p
[ C
m
i=1
mC(n, p, B) ||f||p=m2C(n, p, B) ||f||p .
We apply this last inequality to the function N=M/B, with the observa-
tion that
|xn“nN(x)|=B−1 |xn“nM(x)| [ B−1B=1 ,
and we obtain
||(Mfˆ)~||p=B ||(Nfˆ)~||p [ Bm2C(n, p, 1) ||f||p=m2C(n, p) B ||f||p .
Proof of Lemma 4. Choose and fix a function j in C.(R) such that
0 [ j [ 1, j — 1 on (−., 0], and j has support in (−., 1). Then for each
integer k \ 0 there is a constant C(k) such that |j (k)| [ C(k) on R. Define
k(y) :=j 1r(y)2a−R2a
S2a−R2a
2=j 1y2a11 +y2a22 +·· ·+y2ann −R2a
S2a−R2a
2 .(5.5)
SEMIELLIPTIC OPERATORS 61
We verify only (3.2), as the other assertions concerning k are easily
checked. First we prove by induction on |a| that “ak(y) is a finite linear
combination of terms of the form
j (k) 1y2a11 +y2a22 +·· ·+y2ann −R2a
S2a−R2a
2 yb
(S2a−R2a)k
,(5.6)
where 0 [ k [ |a| and b is a multi-index satisfying the equation
a · c+b · c=2ka.(5.7)
If |a|=0 then (5.6), with k=0, b=0, becomes j=“0k, while both sides
of (5.7) become 0.
Now we assume the induction hypothesis holds for all a with |a| [ q and
consider a higher derivative “i“ak=“a+eik, where |a|=q. As “ak is a linear
combination of terms of the form (5.6), with 0 [ k [ q and (5.7), we find
that “a+eik is a linear combination of terms of one of the forms
j (k+1) 1y2a11 +y2a22 +·· ·+y2ann −R2a
S2a−R2a
2 2aiy2ai −1i
S2a−R2a
yb
(S2a−R2a)k
,(5.8)
j (k) 1y2a11 +y2a22 +·· ·+y2ann −R2a
S2a−R2a
2 biyb−ei
(S2a−R2a)k
.(5.9)
But (5.8) is a real multiple of
j (k+1) 1 y2a11 +y2a22 +·· ·+y2ann −R2a
S2a−R2a
2 yb+(2ai −1)ei
(S2a−R2a)k+1
.
To check condition (5.7) for this expression we observe that
(a+ei) · c+(b+(2ai −1) ei) · c=a · c+ci+b · c+(2ai −1) ci
=a · c+b · c+2aici
=2ka+2a=2(k+1) a.
Similarly, to check condition (5.7) for (5.9) we note that
(a+ei) · c+(b−ei) · c=a · c+b · c=2ka.
Having completed the induction proof, it remains to verify inequality
(3.2). First we bound an individual term, denoted by T for brevity, of the
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form (5.6). We have |j (k)| [ C(k) [ C(a) when 0 [ k [ |a|, as well as (2.6);
therefore
|T| [ C(a)(S2a−R2a)−k |yb| [ C(a)(S2a−R2a)−k r(y)b · c .
But |T|=0 when r(y) \ S, so in fact with use of (5.7) we have
|T| [ C(a)(S2a−R2a)−k Sb · c [ C(a)[S2a−RS2a−1]−k Sb · c
=C(a)(S−R)−k Sk−2ka+b · c=C(a)(S−R)−k Sk−a · c.
Also, as k−a · c [ |a|−a · c [ 0 and S \ S−R, we arrive at
|T| [ C(a)(S−R)−k (S−R)k−a · c=C(a)(S−R)−a · c.
Finally, the proof shows that the number of terms appearing in “ak of
the form (5.6), as well as the magnitude of the coefficients of these terms,
can be bounded by a constant depending on a and a; thus we obtain (3.2).
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