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Computer aided optimal controller designa b s t r a c t
Due to the adverse effects of unpredictable environmental disturbances on real control systems, robust-
ness of control performance becomes a substantial asset for control system design. This study introduces
a v-domain optimal design scheme for Fractional Order Proportional-Integral-Derivative (FOPID) con-
trollers with adoption of Genetic Algorithm (GA) optimization. The proposed design scheme performs
placement of system pole with minimum angle to the first Riemann sheet in order to obtain improved
disturbance rejection control performance. In this manner, optimal placement of the minimum angle sys-
tem pole is conducted by fulfilling a predefined reference to disturbance rate (RDR) design specification.
For a computer-aided solution of this optimal design problem, a multi-objective controller design strat-
egy is presented by adopting GA. Illustrative design examples are demonstrated to evaluate performance
of designed FOPID controllers.
 2020 THE AUTHORS. Published by Elsevier BV on behalf of Cairo University. This is an open access article
under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).Introduction
Disturbance rejection performance is a major concern to
achieve robust control performance in real control applications.Since unavoidable interference of unpredictable environmental
disturbances on negative feedback control loops, control perfor-
mance of real control systems can be severely deteriorated in prac-
tical control applications, even though simulation results of these
systems indicate a satisfactory control performance. Therefore,
system designers should ensure a necessary degree of disturbance
rejection control performance in design tasks of practical
controllers.search,
2 S. Tufenkci et al. / Journal of Advanced Research xxx (xxxx) xxxThroughout the last decades, researchers have been revealed
several assets of Fractional Order Control (FOC) systems. They have
claimed that controllers with fractional order derivative and inte-
gral elements can enhance control performance robustness [1–6].
After a common agreement on the fact that non-integer order mod-
eling provides more practical mathematical model of real systems
compared to integer order counterparts, the control systems field
has progressed towards this new concept. Correspondingly, frac-
tional order system perspectives have gained more importance
and utilized for enhancement of frequency domain representation
of control systems to procuremore rigorous design objectives in fre-
quency domain design that can allow robust control performance.
In the literature, many research works have revealed that frac-
tional order controllers can exhibit more performance robustness
against parametric model perturbations compared to integer order
controllers [2–6]. Enhancement of disturbance rejection perfor-
mance by using FOC was highlighted in several studies [7–10].
Such improvements in the control performance are shown to the
fact that fractional orders elements of FOPID controller can provide
more tuning options that give more freedom to fulfill design objec-
tives. This merit allows further improvement of control perfor-
mance compared to conventional PID controllers [11–13].
System stability is an essential concern to be completed in for
control system design tasks before consideration of controller per-
formance concerns. For this reason, stabilization of non-integer
order control systems has been deeply studied, and many works
only addressed stability of such systems in several perspectives;
stabilization of the systems according to system pole placements
[14–23], closed loop system stabilization based on stability bound-
ary locus (SBL) analyses [24], stabilization by means of zero exclu-
sion principle and value set analysis [25,26]. Linear Matrix
Inequalities (LMI) technique was proposed for stability checking
of fractional order systems [27–29]. Also, graphical stabilization
methods have been proposed for robust stabilization of plant mod-
els with interval uncertainty [30,31]. Stabilization of fractional
order PID controllers for uncertain fractional order systems was
shown by using robust D-stability method [32]. Some recent theo-
retical works address stability of more complicated system models
such as stochastic nonlinear delay systems [33], impulsive stochas-
tic delay differential systems [34] and semi-Markov switched
stochastic systems [35].
In practical controller design, stability and performance objec-
tives should be considered to reach optimal control performance
that can meet requirements of real world control applications.
Essentially, optimal tuning problems of controllers can be reduced
to an attempt to determining the best controller coefficients in a
set of stabilizing controller options. For this design strategy, the
stabilization objective turns into a principal component of optimal
controller design tasks. Optimal controller design efforts have
widely intensified in two design domains: (i) frequency domain
methods, for instance, phase margin objective of loop shaping
techniques is used to ensure system stability [11–13] and (ii) time
domain methods, for instance, sum of square of control error is
used to obtain a stable system response [36,37]. Design opportuni-
ties of these two domains are largely exploited in numerous con-
troller design works, and a fresh design domain can open up new
design options. In this manner, the current study presents a design
framework for exploitation of the first Riemann sheet of conformal
mapping s ¼ vm, which is called v-domain, for optimal fractional
order controller design efforts. This study illustrates a design
framework for disturbance rejection FOPID controllers in
v-domain. Previously, we have demonstrated the v-domain for
optimal stabilization of control systems by placing the minimum
angle system pole to a target region [15,21,22]. A recent study
demonstrates a disturbance rejection FOPID controller design in
v-domain by using particle swarm optimization [23]. The currentPlease cite this article as: S. Tufenkci, B. Senol, B. B. Alagoz et al., Disturbance re
https://doi.org/10.1016/j.jare.2020.03.002study extends this approach to solve multi-objective optimal con-
troller design problem by using a GA and aims improvement of
disturbance reject control performance of resulting FOPID con-
troller design. In this manner, a multi-objective optimization
scheme is proposed to deal with positioning of the system pole
with minimum angle inside the stability region of v-domain so
as to enhance disturbance rejection capability of the stabilized
FOPID controller.
Disturbance rejection objective can be implemented by using
Reference to Disturbance Ratio (RDR). The RDR index essentially
expresses ratio of spectral power density of the reference signal
to spectral power density of disturbance signal at output of a
closed loop control system. It was proposed to measure additive
input disturbance rejection performance of closed loop control sys-
tems [38–40]. In several works, RDR index have been utilized for
measuring the disturbance rejection capacity of FOPID systems
[41] and disturbance rejection constraints of controller tuning
tasks [42–44].
The Rest of the paper is organized as follows: Section 2 provides
brief theoretical background on stability analysis of FOC systems,
brief introductions of RDR index and GA. Section 3 presents prob-
lem formulations to adopt GA for optimal tuning of FOPID control
systems. The following section illustrates example designs to
demonstrate effectiveness of the method by comparing results of
proposed approach with results of other design methods.Mathematical background and preliminary knowledge
Stability of fractional order systems via minimum angle root
Continuing developments in fractional calculus [1,2] allow bet-
ter mathematical representation of real systems. Therefore, frac-
tional order system models have been widely preferred to
improve real-world performance of control systems. A linear time
invariant (LTI) systemmodels are widely used for modeling control
systems and these models are written by constant coefficient frac-
tional order differential equations in a general form [1] of
amD
amyþ am1Dam1yþ :::þ a2Da2yþ a1Da1yþ a0Da0y ¼ bnD/nu
þbn1D/n1uþ :::þ b2D/2uþ b1D/1uþ b0D/0u;
ð1Þ
By applying Laplace transform to both side of Eq. (1), fractional
order LTI systems can be commonly represented in transfer func-









where ai 2 R and bi 2 R are the coefficients of the denominator and
the numerator polynomials, respectively. Parameters ai 2 R and
/i 2 R represent fractional orders of transfer function of systems.
For stability analysis, roots of the characteristic polynomial are cal-





To facilitate root calculations, conformal mapping s ¼ vm are
commonly utilized to obtain Expanded Degree Integer Order Char-
acteristic Polynomials (EDIOCPs) [16–18] and stability checking of
the non-integer order models is conducted by considering root
locus of EDIOCPs within the first Riemann sheet. The EDIOCPs are
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called the principle characteristic roots [47], are used for checking
stability of the fractional order systems [14–18,20,46,47]. The con-
formal mapping s ¼ vm maps stability region of complex s-plane,
which is the left half plane (LHP), to a slice of v-plane that is con-
fined by the angular range of ½p=2m;p=m. Fig. 1 depicts the defor-
mation of stability region toward to right half plane of v-plane by
conformal mapping s ¼ vm. According to the figure, FOC system is
stable when all principle characteristic roots [47] reside in the sta-
bility region ½p=2m;p=m. For fractional order dynamic systems,
validity of LHP stability has been demonstrated by introducing
principle characteristic equation in v-domain [47]. The stability
boundary with the angle of hs ¼ p=2 in s-plain is mapped to the
angle of u2 ¼ p=2m in v-plane.
For the stability analysis, the principle root set of EDIOCPs
DmðvÞ is written by [18,20,47]
R ¼ fv r : Dmðv rÞ ¼ 0 ^ argðv rÞj j < pm ; r ¼ 1;2;3; :: g: ð5Þ
Therefore, DmðvÞ is robustly stable, if the following condition is
hold. [14,17,19,21,46]
minfArgðRÞg > p=2m ð6ÞRDR indices for disturbance reject FOPID controllers
Similar to SNR measure to express signal transmission quality
in communication channels, the RDR was proposed for closed loop
control systems [38–40] and it expresses a measure for assessment
of additive input disturbance rejection performance of closed loop
control systems. Analysis on closed loop control systems demon-
strated that RDR index of negative feedback closed loop control
system is equal to spectral power density of controller function
[39] and RDR spectrum was expressed in the form of [39,40]
RDRðxÞ ¼ CðjxÞj j2 ð7Þ
where, the frequency domain representation of controller transfer
function is denoted by CðjxÞ and it is obtained by using s ¼ jx.
Higher RDR values increase disturbance rejection control perfor-
mance of closed loop control systems. The RDR spectrum is
expressed in decibel (dB),
RDRdBðxÞ ¼ 20log CðjxÞj j: ð8Þ
Conventional FOPID controller is generally expressed with the
following transfer function.
CðsÞ ¼ kp þ kdsl þ kisk ; ð9Þ
In Eq. (9), kp, kd and ki are controller coefficients, and k and l are
real valued derivative and integral orders of FOPID controllers. TheFig. 1. Effect of s ¼ vm conformal mapping on LHP stability region of s-plain [14,18–
19,21].
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For the purpose of designing a disturbance reject FOPID con-
troller, the following RDR constraint is used to determine the lower
bound of disturbance rejection capacity in a given operating fre-
quency range of x 2 ½xmin;xmax:
minfRDRdBðxÞgP M forx 2 ½xmin;xmax; ð11Þ
The disturbance rejection design specification M 2 R defines a
lower boundary for minimum RDR performance of resulting con-
trol system [40]. Accordingly, Eq. (11) ensures RDR performance
to be equal or greater than M in the frequency range of
x 2 ½xmin;xmax.
Optimization by genetic algorithms
Metaheuristic search methods such as GA have foremost impor-
tance in computational intelligence practice because of their
advantages of providing straightforward computational scheme
for solution of very sophisticated optimization problems [50–52].
The stochastic search nature of GA allows searching a better solu-
tion at each run of the algorithms and multi-running of these algo-
rithms is considered a way to deal with local-minima problems of
multimodal optimization problems [53]. Therefore, GA have
become a fundamental optimization tools for computer-aided sys-
tem design and optimization problems.
Due to difficulties in obtaining analytical solution of arbitrary
order differential equations, metaheuristic optimization methods
have been widely preferred to solve optimization problems associ-
ated with fractional order system design [21–23,36,37,48,49]. In
the current study, due to its proven search capability and wide uti-
lization, we preferred GA to solve optimization problem associated
with the minimum angle pole placement in v-plane.
The GA is fundamentally categorized as population-based
search methods, and it essentially mimics mechanisms in genetic
science. [50–53] The GA exploits genetic and evolutionary mecha-
nisms in order to search for the best solution of an optimization
problem in a predefined search space. Chromosomes represent
candidate solutions of optimization problem and they form a
genetic pool. The fitness value of chromosomes is evaluated
according to the objective function of optimization problem. The
best fitting chromosomes to a solution of the problem have a
higher chance of surviving in genetic pool. New chromosomes of
the pool, which represent new candidate solutions of the optimiza-
tion problem, are generated from the survival chromosomes by
means of reproduction, crossover, mutation, inversion processes.
Evaluation process of genetic algorithm determines fitness value
of new chromosomes [52]. GA improves candidate solutions at
each generation by survivals of fitting chromosomes in genetic
pool.
In the current study, Matlab GA toolbox was implemented for
searching FOPID controller coefficients. The following section
explains formulation of this controller optimization problem in
more detail.
Multi-Objective design of disturbance reject FOPID control
System: Minimum angle pole placement
The current study aims to combine v-domain controller stabi-
lization scheme with disturbance rejection objectives to design
an optimal FOPID controller that can achieve robust control perfor-
mance requirements. Essentially, the proposed a multi-objectivejection FOPID controller design in v-domain, Journal of Advanced Research,
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from a set of stabilizing controllers that are in reservoir of the first
Riemann sheet. Hence, multi-objective design scheme has two
objectives: The first objective aims to stabilize the system w.r.t.
minimum angle system pole placement strategy, and the second
objective improves disturbance rejection performance according
to a predefined minimum RDR specification. This multi-objective
design scheme ensures design of an optimal FOPID controller that
can exhibit enhanced disturbance rejection control performance.
Fig. 2 shows a block diagram of a closed loop FOPID control sys-
tem involving additive input disturbance model. The parameter d
stands for unknown additive input disturbance.
Let assume a standard time-delayed one pole fractional order
plant model, which is expressed in the form of
GðsÞ ¼ a0
b1sa þ b0 e
Ls ð12Þ
where time delay parameter is denoted by the parameter L and the
parameter a represents the fractional order of the controller system.
Then, the following equation expresses the closed loop transfer




LssðkþlÞ þ kpa0eLssk þ kia0eLs
a0kdeLssðkþlÞ þ b1sðkþaÞ þ ðb0 þ kpa0eLsÞsk þ kia0eLs ð13Þ
In order to obtain a constant coefficient polynomial characteris-
tic equation, Pâde approximation (eLs  ð1h sÞð1þh sÞ, h ¼ L=2) is
employed for the terms of eLs . Thus, characteristic polynomial
of FOPID control system is written for this system model by
DðsÞ ¼ b1h sðkþaþ1Þ þ b1 sðkþaÞ  a0kdh sðkþlþ1Þ þ a0kd sðkþlÞ
þðb0  kpa0Þh sðkþ1Þ þ ðb0 þ kpa0Þsk  a0kih sþ a0ki:
ð14Þ
One applies s ¼ vm mapping and expresses DmðvÞ as
DmðvÞ ¼ b1hv ðkþaþ1Þm þ b1v ðkþaÞm  a0kdhv ðkþlþ1Þm
þa0kd v ðkþlÞm þ ðb0  kpa0Þhv ðkþ1Þm
þðb0 þ kpa0Þvkm  a0kihvm þ a0ki:
ð15Þ
By considering FOPID controller coefficients, characteristic roots
of the system in the first Riemann sheet is written in v-domain by
Ri ¼ fv r : Dmðp; v r ; kp; ki; kd; k;lÞ ¼ 0 ^ 0 6 argðv rÞ < pm ;
p 2 A; r ¼ 1;2;3; ::: g: ð16Þ
Let us devise a multi-objective optimization problem that
allows design of disturbance reject and stable controller design.
Firstly, a stabilization objective should adjust the position of min-
imum angle system pole for a target angle uT , this objective can be
expressed in the squared error form as [21,22]
es ¼ ðmin
vr2Ri
argðv rÞj j uTÞ2: ð17Þ
The term min argðv rÞj j refers to the minimum angle root in the
set Ri. Specification of the target angle can be performed by slicingFig. 2. Block diagram of closed loop FOPID control system and additive input
disturbance rejection model.
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a partitioning factor of the stability region.
Secondly, a disturbance rejection objective is added to ensure
the resulting control system exhibit a predefined RDR perfor-
mance. By considering Eq. (11), the RDR objective can be expressed
in the squared error form as





fRDRdBðxÞg refers to the minimum RDR
value of the system in a given operating frequency range
x 2 ½xmin;xmax. Parameter M 2 R in decibel is a target minimum
RDR that the designed FOPID control system should satisfy in this
frequency range.
Multi-objective optimization problem to stabilize a FOPID con-
troller with a desired disturbance rejection performance can be
expressed with the weighted sum of both objectives as follows,
minEðkp; ki; kd; k;lÞ ¼ Wces þ ð1 cÞer ; ð19Þ
where the parameter c 2 ½0;1 is the weight coefficient that can be
used to adjust priority of optimization between two objectives.
When setting c ¼ 0:5, the optimization gives an equal priority for
the both objectives. The coefficient W is the magnitude normaliza-
tion that is used to compensate negative impacts of large magni-





where er;max and es;max are maximum magnitudes of the objective er
and es. In this study, W is set to 4240 for er;max ¼ 103 and
es;max ¼ 3p=40.
This problem is solved by implementing GA according to the
flow chart in Fig. 3, and the results obtained are illustrated in the
next section.
Illustrative examples
Illustrative examples are presented in this section to demon-
strate application of the proposed design scheme for disturbance
rejection FOPID controller design. For initial configuration of GA,
the search ranges of FOPID controller coefficients were set to
kp 2 ½0;50, ki 2 ½0;50, kd 2 ½0;50, k 2 ½0:3;2 and l 2 ½0:3;2. Plant
models from published work [54,55] have been considered in illus-
trative examples, and performances of controller designs in these
works are compared with the performance of the proposed design
method. Matlab GA toolbox was implemented to perform multi-
objective optimization. After designing optimal FOPID controller,
to carry out transient analysis according to step and disturbance
responses of the controllers, FOC system simulations were per-
formed in Matlab/Simulink by using FOTF toolbox [56]. Simulink
simulation model of the control system is shown in Fig. 4.
Example 1. Let us design FOPID controller for a time-delay plant
function [54], given byGðsÞ ¼ 1:0003
0:8864s1:0212 þ 1 e
0:4274s: ð21Þ
Design specifications are d ¼ 0:5 for target angle line partition-
ing factor and M ¼ 15 dB for lower boundary of RDR index in the
operating frequency range of ½0;100 rad/sec.
It is known that there is a performance tradeoff between set-
point control and disturbance rejection control of closed loop con-
trol systems [40]. For this reason, a set-point filter at reference
input is commonly used to improve set-point performance whilejection FOPID controller design in v-domain, Journal of Advanced Research,
Fig. 4. Simulink simulation model of designed control system.
Fig. 3. Block diagram describing application of GA for optimal stabilization of FOPID controller for disturbance rejection control.
S. Tufenkci et al. / Journal of Advanced Research xxx (xxxx) xxx 5exhibiting high disturbance rejection control performance. There-
fore, a set-point filter (FðsÞ ¼ 13sþ1) was implemented to improve
set-point performance of the disturbance rejection FOPID control
systems.
In the optimization process, we used s ¼ v10 mapping by config-
uringm ¼ 10. For stabilization of FOPID controller, the partitioning
factor d is set to 1=2 for placement of minimum angle system pole
over the middle of the stability region. The corresponding target
angle for pole placement is calculated by uT ¼ ðdþ1Þp2m ¼ 3p40 and con-
figured in optimization process.
Following equation is the characteristic polynomial of the
system.Please cite this article as: S. Tufenkci, B. Senol, B. B. Alagoz et al., Disturbance re
https://doi.org/10.1016/j.jare.2020.03.002DðsÞ ¼ 0:1894 sðkþ1:0212þ1Þ þ 0:8864 sðkþ1:0212Þ  0:2138kdsðkþlþ1Þ
þ1:0003kd sðkþlÞ þ ð0:2137 kp0:2138Þsðkþ1Þ
þð1þ kp1:0003Þsk  0:2138ki sþ 1:0003ki:
ð22Þ
By applying s ¼ v10 mapping to the fractional order characteris-
tic equation, DmðvÞ is expressed in v-domain as
D10ðvÞ ¼ 0:1894v ðkþ1:0212þ1Þ10 þ 0:8864v ðkþ1:0212Þ10
0:2138kdv ðkþlþ1Þ10 þ 1:0003kd v ðkþlÞ10
þð0:2137 kp0:2138Þv ðkþ1Þ10
þð1þ kp1:0003Þvk10  0:2138kiv10 þ 1:0003ki:
ð23Þjection FOPID controller design in v-domain, Journal of Advanced Research,
Fig. 6. Sinusoidal disturbance responses of system atx ¼ 2:5 rad/sec (for the worst
case) and x ¼ 100 rad/sec (for the best case) according to RDR spectrum in Fig. 4.
6 S. Tufenkci et al. / Journal of Advanced Research xxx (xxxx) xxxBy taking c ¼ 0:5, an equal priority for the system stability
objective and disturbance rejection objective were assigned and,
the multi-objective GA was performed. After completion of the
optimization task, the GA yielded optimal FOPID controller as
CðsÞ ¼ 0:7493þ 0:9997s0:5808 þ 3:4928
s0:7479
: ð24Þ
Fig. 5(a) shows the position of the minimum angle system pole
within the first Riemann Sheet. The figure reveals that the mini-
mum angle pole shown by red asterisks, places on the target angle
that was indicated by the green line within the stability region.
This figure confirms that the optimized FOPID control system is
stabilized for a target angle uT ¼ 3p40.
Fig. 5(b) shows the RDR spectrum of the optimized FOPID con-
trol system. It illustrates the rates of disturbance rejection of the
control system for each frequency component in operating fre-
quency range of ½0;100. Figure validates that minimum RDR objec-
tive was achieved to have the lowest RDR over the lower RDR
bound M ¼ 15 in this operating frequency range. The RDR spec-
trum reveals that the lowest RDR performance is obtained about
16 dB at the frequency 2.5 rad/sec, and this is the worst-case dis-
turbance rejection performance of the system in the operating fre-
quency range ½0;100. In order to observe time response for the
lowest and highest disturbance rejection rates of RDR spectrum
(See Fig. 6), a periodical disturbance in the sinusoidal waveform
was applied at 40 th sec simulation time, and time responses ofFig. 5. (a) Placement of the minimum angle pole in the first Riemann sheet of v-
domain. (b) RDR spectrum of the corresponding closed loop FOPID control system.
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RDR value at the frequency ofx ¼ 2:5 rad/sec) and the best-case (it
is the highest RDR value at frequency of x ¼ 100 rad/sec) in Fig. 6.
This figure shows that additive sinusoidal input disturbances with
the amplitude of 1 can be suppressed in a correspondence with
RDR spectrum in Fig. 5(b). This correspondence validates tuning
of disturbance rejection capacity of the closed loop control system
by considering RDR spectrum.
Fig. 7(a) shows step responses of the control system for two
different configurations of the optimization task. The figure
apparently demonstrates effects of disturbance rejection objec-
tives on the controller design process. In the case of c ¼ 1, it dis-
cards the disturbance rejection objective in optimization task and
performs only the stabilization objective as a single objective. In
case of c ¼ 0:5, it performs an optimization task for both objec-
tives with equal priority. The figure clearly shows that distur-
bance rejection objective improves disturbance rejection
performance of the resulting FOPID controller for the additive
step disturbance at 40 sec simulation time. Fig. 7(b) shows the
step disturbance responses of two methods for comparison pur-
poses. Both methods can yield stabilizing FOPID controllers. How-
ever, the proposed design method can further improve
disturbance rejection performance of the control system by using
the disturbance rejection objective er .





Design specifications are given as: The target angle partitioning
factor is d ¼ 0:6 and the RDR minimum boundary is M ¼ 10 dB in
the operating frequency range of ½0;100 rad/sec. We used a set-
point filter FðsÞ ¼ 13sþ1 so that it can improve set-point performance
of the resulting disturbance rejection FOPID control system [40,43].
We used s ¼ v10 mapping by setting m ¼ 10, and the target
angle for placement of minimum angle system pole is obtained
uT ¼ ðdþ1Þp2m ¼ 8p40 for d ¼ 0:6.
The following equation shows the characteristic polynomial of
the closed loop FOPID control system.
DðsÞ ¼ 0:2500 sðkþ1þ1Þ þ sðkþ1Þ  0:2500kdsðkþlþ1Þ þ kd sðkþlÞ
þð0:2500 kp0:2500Þ sðkþ1Þ þ ð1þ kpÞsk  0:2500kisþ ki:
ð26Þjection FOPID controller design in v-domain, Journal of Advanced Research,
Fig. 7. (a) Step responses of FOPID controlled systems for c ¼ 1 (only stabilization
objective) and c ¼ 0:5(both stabilization and disturbance rejection objective). (b)
Step responses of controlled systems obtained with the proposed method and the
method proposed by Das et al. [54].
Fig. 8. (a) Placement of the pole with minimum angle in the first Riemann sheet of
v-domain. (b) RDR spectrum of the corresponding closed loop FOPID control
system.
Fig. 9. Sinusoidal disturbance responses of system atx ¼ 2:0 rad/sec (for the worst
case) and x ¼ 100 rad/sec (for the best case) according to RDR spectrum in Fig. 9.
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D10ðvÞ ¼ 0:2500 v ðkþ1þ1Þ10 þ v ðkþ1Þ10  0:2500kdv ðkþlþ1Þ10 þ kd v ðkþlÞ10
þð0:2500 kp0:2500Þv ðkþ1Þ10 þ ð1þ kpÞvk10  0:2500kiv10 þ ki:
ð27Þ
By taking c ¼ 0:5, an equal priority of system stability and dis-
turbance rejection objective is assigned for the multi-objective GA
optimization process. After completion of the multi-objective opti-
mization process, the GA founds optimal FOPID controller coeffi-
cients as
CðsÞ ¼ 0:7991þ 0:8466s0:9421 þ 2:4455
s0:6525
: ð28Þ
Fig. 8(a) shows placement of the minimum angle system pole in
the first Riemann sheet. The figure reveals that the minimum argu-
ment root, which is indicated by red asterisks, approximates to the
target angle that was indicated by the green line inside the stability
region. This result also validates the stabilization of the optimized
FOPID control system.
RDR spectrum of the optimized FOPID control system is illus-
trated in Fig. 8(b). The distribution of disturbance rejection rates
indicates existence of a dip characteristic for RDR spectrum within
frequency range ½0;100 rad/sec and it confirms that the minimum
RDR objective is greater than the boundary M ¼ 10 dB. This spec-
trum reveals bounds of the rejection capacity of the designed sys-
tem for the periodical disturbance in the sinusoidal waveform.Please cite this article as: S. Tufenkci, B. Senol, B. B. Alagoz et al., Disturbance re
https://doi.org/10.1016/j.jare.2020.03.002Disturbance responses of the system at the lowest RDR rate
(worst-case) and the highest RDR rate (best-case) of the RDR spec-
trum are shown in Fig. 9. The designed FOPID controller can better
suppress high frequency disturbances because RDR spectrum
increases at high frequencies.jection FOPID controller design in v-domain, Journal of Advanced Research,
Fig. 10. (a) Step responses of FOPID controlled systems for c ¼ 1 (only stabilization
objective) and c ¼ 0:5(both stabilization and disturbance rejection objective). (b)
Step responses of FOPID controlled systems that are designed according to the
proposed method and the design method proposed by Zhang et al. [55].
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rations of multi-objective optimization are shown in Fig. 10(a). The
figure reveals contributions of disturbance rejection objective to
the design process. In the case of c ¼ 1, it discards the disturbance
rejection objective and performs only stabilization objective in a
single objective optimization manner. For c ¼ 0:5, it performs opti-
mization for both objectives with an equal weight. The figure
clearly shows that disturbance rejection objective considerably
improves disturbance rejection performance of the FOPID con-
troller. Fig. 10(b) shows a comparison of step disturbance response
of the proposed method with an optimal FOPID controller that was
designed by Zhang et al. The simulation results show that the pro-
posed design method can improve set-point and disturbance rejec-
tion performances by performing multi-objective optimization in
v-domain.Discussions and conclusions
This study demonstrates a disturbance rejection FOPID con-
troller design scheme that is based on minimum angle system pole
placement strategy, and RDR spectrum shaping by using multi-
objective GA optimization. This approach utilizes an alternative
design domain, namely v-domain, which distinguishes the pur-
posed method from other design approaches that are performedPlease cite this article as: S. Tufenkci, B. Senol, B. B. Alagoz et al., Disturbance re
https://doi.org/10.1016/j.jare.2020.03.002in t-domain (time domain), s-domain and frequency domain. Pri-
marily, system stabilization task can be conducted in the first Rie-
mann sheet by placing the system pole with minimum angle to the
desired point within the stable region [22]. However, it is obvious
that controller stabilization effort does not guarantee satisfactory
control performance. To achieve performance requirements, addi-
tional control performance objectives and constraints can be
applied in a multi-objective optimization manner. This study con-
siders the design of disturbance rejecting FOPID controller by
adopting multi-objective GA.
Some remarks can be summarized as,
* The v-domain provides a fresh design domain for design of
FOC system. Previous studies mainly considered v-domain for sta-
bility analysis [16,18,19] and controller stabilization [15,21,22]
problems. This study demonstrates a multi-objective optimal con-
troller design in v-domain. We anticipate that v-domain design
can open a fresh path for optimal fractional order controller design
works.
* Placing the minimum angle pole in the stability region of
v-plane is a straightforward solution to guaranty stabilization of
FOC system designs. Bounds of stability region are definite and sta-
bility theorem is well established in v-domain [16,18,19]. The cur-
rent study demonstrated that additional control performance
objectives could be easily incorporated with this stability objective
in order to obtain optimal FOPID controller performance in the sta-
bility region of v-domain. In time and frequency domain optimal
design tasks of FOPID controllers, guarantying stability of resulting
optimal controller design is not a straightforward task because
determination of stability ranges is not an easy problem in these
domains. On the other hand, some promising solutions have been
proposed recently for robust stabilization of systems in time
domain [57–59]. The adoption of these methods for stabilization
of fractional order system may yield useful time domain solutions
for the improvement of robust stabilization performance of frac-
tional order systems.
* In previous works, RDR spectrum is used for assessment and
enhancement disturbance rejection control performance for addi-
tive input disturbance model [39,41–43]. This study reveals that
RDR objective can be easily incorporated with v-domain optimal
FOPID controller design scheme. Simulation results of the pur-
posed v-domain design scheme reveal that RDR spectrum can be
an effective tool for enhancement disturbance rejection control
performance.
An advantage of optimal FOPID controller design in v-domain
comes from the asset that fractional order optimal controller stabi-
lization task is more straightforward and reliable in v-domain than
those in the frequency domain. Frequency domain loop shaping
design approaches are widely applied for optimal FOPID controller
design in frequency domain [11]. To stabilize the optimal con-
troller in the frequency domain, the phase margin and gain margin
constraints should be satisfied for the whole frequency range
according to Bode diagram [11–13]. This requirement may compli-
cate stabilization process or reduces reliability of the results. For
stabilization of optimal fractional order controllers in v-domain,
placement of minimum angle system pole into the stability region
is sufficient to ensure stability of optimal FOPID controller for the
whole frequency range. The computation task requires only finding
roots of the expanded order characteristic polynomial. Therefore,
the optimal fractional order controller stabilization in v-domain
is rather straightforward [21] and reliable. [16,18,47].Compliance with Ethics Requirements
This article does not contain any studies with human or animal
subjects.jection FOPID controller design in v-domain, Journal of Advanced Research,
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