The choice of the best classification algorithm for a specific problem domain has been extensively researched. This issue was also the main motivations behind the ever increasing interest in ensemble methods as well as the choice of ensemble base and meta classifiers. In this paper, we extend and further evaluate a hybrid method for classifiers fusion. The method utilizes two learning algorithms only, in particular; a Support Vector Machine (SVM) as the base-level classifier and a different classification algorithm at the meta-level. This is then followed by a final voting stage. Results on nine benchmark data sets confirm that the proposed algorithm, though simple, is a promising ensemble classifier that compares favourably to other well established techniques.
Introduction
Several machine learning and data mining techniques have been successful in discovering interesting patterns in large data sets. However, there is no single "best" algorithm which generalizes well in all problem domains [1] . Each algorithm has its own inductive bias which leads it to learn different hypotheses from the data, hence, showing different generalization performance [2] . Therefore, the problem of choosing the best technique for a specific problem domain has been extensively researched [3] . This issue is also one of the main motivations behind the ever increasing interest in ensemble methods since 1992 [4] . It has been shown that designing an ensemble composed of classifiers with different inductive biases leads to better performance, compared to those which utilize similar families of algorithms in both base and meta levels [5] .
In general, designing a classifier ensemble has two phases: the first is the choice of base-level (level 0) individual classifiers. In the second phase, the predictions of base-level classifiers are (somehow) combined at the meta-level (level 1) [6] , [7] . There are several methods to build base-level classifiers. One approach is to apply different machine learning algorithms to a single dataset [3] . Another approach is to apply a single algorithm to different versions of a given dataset [6] , e.g., Bagging [8] and Boosting [9] . Similarly, different approaches have been proposed to combine the outputs of the base-level classifiers [10] . Voting and weighted voting are among the most commonly used methods, which have been used in both Bagging and Boosting [5] . Other effective methods for combining base-level classifiers include Stacking [4] and Cascade Generalization [5] (please refer to Section 3 for more details on these methods). In this paper, we extend and further evaluate a new method for classifiers fusion [11] , which integrates cascade generalization and majority voting techniques. New sets of experiments have been added and the results have been further discussed and justified.
The method suggests using two learning algorithms at the base-level; the output of only one of these algorithms is utilized to extend the input space, hence getting the meta-level data (meta-data), while the output of the other algorithm is utilized for the voting purpose only. In particular, the main aim of this work is to further investigate the efficacy of applying a learning algorithm known to have good generalization performance (SVM) at the base-level; whose predictions are then appended to the original training data to create extended (meta-level) data set. That dataset is then used to train a meta-level classifier chosen from a different family of algorithms, e.g. decision trees or inductive rule learners.
The hypothesis is that the good generalization performance of an SVM alone as the base-level classifier can improve the prediction accuracy of a meta-level classifier, compared to its performance at the base level (where it is trained with the original training data). This idea was motivated by some of the results obtained in [12] - [15] , where the generalization performance of the rules extracted from SVMs showed superior performance compared to the rules learned directly from the original data. In addition, our work has also been motivated by the success of methods based on cascade generalization in achieving good performance in a large number of problem domains [5] . As the results section shows, the proposed method has achieved good classification accuracy on most of the benchmark datasets. These results are comparable to the state-of-the-art ensemble methods which utilize variety, and a larger number of base-level classifiers.
The paper is organized as follows: Section 2 provides a brief background of SVMs and other base and meta-level algorithms utilized in this study, and Section 3 briefly discuses related work. Section 4 provides a description of the proposed method, while the experimental methodology is discussed in Section 5. Results followed by discussion and conclusions are presented in sections 6, 7 and 8 respectively.
Background
In this section we briefly review the learning algorithms utilized in this paper.
Support Vector Machines (SVMs)
Support Vector Machines are based on the principle of structural risk minimization, which aims to minimize the true error rate. SVMs operate by finding a linear hyper-plane that separates the positive and negative examples with a maximum interclass distance or margin. In that sense, SVMs can be considered as stable classifiers as they are robust to noise, and have good generalization performance.
In the case of non-separable data, a soft margin hyper-plane is defined to allow errors ξi (slack variable) in classification. Hence, the optimization problem is formulated as follows:
where C is a regularization parameter which defines the trade-off between the training error and the margin. In the case of non-linearly separable data, SVMs map input data to be linearly separable in the feature space using kernel functions. Including kernel functions, and Lagrange multiplier αi, the dual optimization problem is modified as follows [16] :
The Weka [17] implementation of SVMs, trained using the Sequential Minimal Optimization (SMO) algorithm [18] , was utilized in all of our experiments.
Meta-Level algorithms
To evaluate the effectiveness of the proposed approach, several algorithms are utilized at the meta-level, one at a time. Specifically, in addition to the SVM, we utilize two decision tree methods, a direct rule learner, and an instance-based learner. Rule learners were selected because in applications such as medical diagnosis and credit card applications, it is preferable to have both good performance (achieved by the SVMs) and transparent classification decisions (facilitated by rule learners).
The following paragraphs summarize their main features: C5 [19] is a uni-variate decision tree learner. For growing the tree, and at each internal node, the test for best split chooses the input feature which maximizes the information gain on that node [17] .
CART (Classification and Regression Trees) [20] is a multi-variate tree learner that uses a linear combination of several features at each single node, which maximize the worth of split.
JRIP is an implementation of the RIPPER algorithm [21] , which learns rules directly from data by employing a sequential covering algorithm. RIPPER learns rules to cover the minority class, while the majority class is considered as the default. The FOIL [22] information gain measure is used to select the best attribute to be added to rule antecedent.
K* is an instance-based learning algorithm with an entropy based distance measure [23] . Unlike other classifiers, which build a global model that represents the input space; instance-based learning classifiers (also known as lazy classifiers) do not build a model, but depend on local information only to classify test samples.
Related Work
If In this section we summarize some of the most successful ensemble methods to date, namely Stacked Generalization, Cascade Generalization, Boosting, Bagging and Voting.
Stacked Generalization
Stacked Generalization, also referred to as Stacking [4] , is an effective method for classifier fusion. In this method, a meta-level classifier predicts the final ensemble output by learning a model directly from the predictions of base-level classifiers (the meta-data) [4] .
At the base-level, Stacked Generalization proceeds in a way similar to an n-fold cross validation on the training data. This process is repeated for each base-level classifier kK [4] .
.R} be the training set for base-level classifiers, where ym is the output (true) class, R is the number of classes, M is the total number of examples and G is the total number of features.
The training set is then randomly split into k disjoint datasets (D1, … Dk of equal size. For each iteration k, each of the base-level classifiers (k) is trained with the data partition D excluding the partition Dk. The resulting classifier is then applied to the validation set Dk. The predicted output class (ck) of each classifier ki, i = 1,…K, for each sample m in Dk along with the target (true) class of that example constitutes the expanded meta-level training set, that is, the meta-data. At the end of this process, each example in the meta-dataset DL1 will be of the form:
where ym is the target (true) class for the example m in the training set, ckm is the output class predicted by a base-level classifier k, for the example m . This meta-data (DL1) is then used to train a meta-level classifier (level 1 classifier), which learns how to predict the final class labels of new sample based on the base-level predictions only, i.e., the original input features are not
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To classify a new (unseen) example, the output class of that example is first predicted by each of the base-level classifiers to obtain the meta-data. The final class label is then obtained by the meta-level classifier, given the example's meta-data [4] .
Cascade Generalization
Similar to Stacking, Cascade Generalization [5] also operates on base and meta-levels. However, unlike Stacked Generalization, which only uses the predictions of the base-level classifiers, cascade generalization uses the predictions of the base-level classifiers to extend the dimensionality of the input space. This is done by appending the output of each of base-level classifiers as a new feature to each training example. Therefore, both base and meta-level classifiers utilize the original input features, while the meta-level classifiers also have access to additional features (the base-level classifier predictions) [5] . ym{1, 2, 3 , ... R} be the training set for base-level classifiers, where ym is the target class, R is the number of classes, M is the total number of examples, and G is the total number of features.
An example in the meta-dataset will be in the form: DL1= {( Xm, c1m,…,cKm, ym) k=1,……,K}, where K is the total number of base-classifiers. For base-level classifiers which outputs conditional probability distributions, the class cim is replaced by the class probability.
The meta-classifier takes as its input, the outputs of base-classifiers and treats them in the same way as the original training data set. Therefore, and as stated in [5] "Cascade generalization generates a unified theory from the base theories generated earlier".
Voting
Majority and weighted voting are two of the most common methods for combining the outputs of base-level classifiers. In majority voting, the output class that gains the most votes becomes the ensemble output. In the case of classifiers which produce rankings or probability distributions, the highest median ranking, or the largest joint probability of each class, respectively, becomes the ensemble output [6] . In the case of weighted voting, the output of each of the base-level classifiers is given a weight usually related to its classification accuracy or posterior probability [9] .
Bagging
Bagging [8] , (which is also known as bootstrap aggregation) works by repeatedly creating bootstrap training sets, to train the base-level classifiers. The samples in each of the bootstrap sets are drawn randomly (with replacement) from the original dataset. A number of classifiers are trained with those bootstraps, i.e., the same algorithm is used, but with different bootstrapped data. Due to sampling by replacement, some samples in the original training set will appear several times, while others may be omitted from bootstrap sets.
The main idea of bagging is to reduce the variance of base-level classifiers [24] , hence improving the final generalization performance. To decide the class of unseen test example, each base-level classifier (ki) is used to predict the class of that example and then simple majority voting is used to decide the final class label [8] .
weights are adjusted after each iteration to allow the next classifier to select the previously misclassified examples. However, for this technique to improve performance each base-level classifier must perform better than random guessing. The meta-classifier is then constructed using weighted voting on the base-level classifier predictions. Weights are given to each of these classifiers based on their individual accuracies [9] . The class that receives the largest weighted vote is then assigned to that example.
The Proposed Method
We propose a hybrid cascade generalization model, which extends cascade generalization by utilizing only an SVM as the base-level classifier, and adding a simple majority voting stage at the end, to decide the class of a test example. The voting stage considers three inputs: the output of the meta-classifier at the meta-level, the output of the same classifier type at the base-level (trained with the original training data) and the output of the SVM at the base-level (also trained on the original training set). The idea is to try to make use of the bias (predictions) of a specific classifier, before influencing it (relaxing it) at the meta-level by the SVM bias, represented by the extended (meta) data.
It should be noted here that only the predictions of the SVM are used to extend the input space and generate the meta-data. The prediction of the other classifier is only used at the voting stage. A description of the proposed method is provided in the following subsections:
Terminology
The following terminologies are used to describe the proposed algorithm: D0 : the original training set used at the base-level; d0 D0: a training example; T0: the original test set used for testing base-level classifiers; t0 T0: a test example; SVM0: SVM learned at the base level; C0: classifier C learned at the base level; D1: the extended training set used at the meta level ( the meta-data ), where each example d0D0 is concatenated with the predicted class from SVM0 ; C1: classifier C (of same type as C0) learned at the meta level;
T1: extended test set used to test the meta level classifier (each sample t0T0 is concatenated with SVM0 the base level predicted class for that sample); C0(t0): are the predicted classes for a test example at the base level by the SVM0 and C0 respectively; C1(t1): the predicted class of a test example at the meta level; It should be noted that base-level and level 0 are used interchangeably throughout the paper as is meta-level and level 1.
The Algorithm: CGen-SVM
As indicated in Section 1, the proposed algorithm, which we term CGen-SVM [11] , belongs to the classifier ensemble family. The algorithm generally proceeds in the same way as traditional cascade generalization [5] . However, our approach extends the technique in the following respects: algorithms than the SVM [5] ; To clarify this point, assume that a C5 decision tree learner is used as the second classifier C, in addition to the SVM. To decide the final class of an unseen example, the predictions of the following three classifiers are considered for voting: the SVM trained with original training data (SVM0), C5 trained with original training data (C0), and C5 trained at the meta-level, with the extended meta-data (D1), as per Figure 2 .
The following are the steps in the algorithm: Training Phase: 1) Train an SVM with D0, to obtain SVM0; 2) Use SVM0 to classify D0, therefore SVMo(d0) is obtained; 3) Concatenate each feature vector (training sample d0) with SVM0(d0) for that example (please refer to Section 3), therefore, the meta-dataset D1 is obtained; 4) Train the classifier C with D1 to obtain the meta-level classifier C1; 5) Train the same classifier C with D0, so a classifier C0 is obtained.
Testing Phase: 6) To classify a test sample t0:
 use SVM0 to predict the class SVM0(t0) of t0;  concatenate t0 with SVM0(t0) as per step 3, so a test example t1 for level 1 is obtained;  use C1 to classify t1 to get C1(t1); 1) For the Voting step, use C0 to classify to, therefore C0(t0) is obtained; 2) Use majority voting technique with SVM0(t0), C0(t0), C1(t1), and the class which gets more votes is the final class of the test example t0. 
Experimental Methodology
Details of the datasets used and the CGen-SVM evaluation experiments are described in the following subsections.
Datasets
The experiments were performed using nine benchmark datasets from the UCI machine learning repository [25] as shown in Table 1 , details as follows: 
Experiments
A 10-fold cross validation was used to select the SVM training parameters (kernel type and the regularization parameter C). The parameters that minimized the error rate over the training set were selected.
To test if the difference in accuracies were statistically significant, a large sample z test was used at a significance level of 5%.
Two sets of experiments were carried out to evaluate the proposed algorithm:
In the first set, 10-fold cross validation has been used to train each base and meta-classifier. In the second set, we compare the performance of our method (CGen-SVM) with other meta-classifiers, again utilizing 10-fold cross validation.
To train the meta-classifiers, a number of different parameter settings were tested. The parameters that gave the best performance over 10-fold CV on the training set were utilized.
The Weka [17] implementations for CART, RIPPER, and K* were used in our experiments, while SPSS Clementine implementation of C5 decision tree has been used. Table 2 shows the results of different classifiers, trained using 10-fold cross validation on the original training set. From this table, it can be seen that SVM0 achieved better accuracies than those of the other classifiers on 7 out of 9 datasets.
Results
Results of Individual Classifiers
It was also noted that the SVM0 trained with RBF Kernel, C 100, G 0.01, L 0.002, achieved significantly better results than other algorithms over the German data set. The best average performance over all datasets was also achieved by SVM0, followed by CART. 
Results of Meta-Classifier
Several experiments were conducted with SVM0 as base classifier, each of the other algorithms as meta classifier, one at a time, to see if the choice was a right choice. Table 3 shows 10-fold cross validation accuracies achieved by the CGen-SVM, utilizing different types of meta-classifiers.
Comparing results in Table 3 with those of Table 2 , it can be seen that meta classifiers obtained improved accuracies over the corresponding individual, base classifiers on almost all datasets. However, only the differences in the results shown in bold are statistically significant (p<0.05). It has also been noted that C5 as the meta classifier achieved better performance on five out of the nine data sets. The best average performance was again obtained by C5 decision tree. 
Results of CGen-SVM Compared to Other Meta-Classifiers
To further evaluate the performance of CGen-SVM, its performance was benchmarked against other well established ensemble methods like Stacking, Bagging, Boosting and Voting.
A 10-fold cross validation has been utilized, using the same classification algorithms utilized in building CGen-SVM meta-level classifiers. However, we decided to exclude K* from this set of experiments due to its
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Volume 12, Number 3, May 2017 low performance on the majority of datasets in the previous sections. The training parameters that gave the best performance on the inner 10-fold CV were again utilized. The following paragraphs briefly describe these experiments: Bagging For this technique, several experiments have been conducted utilizing C5, CART and JRIP. However, the best accuracies have been obtained using C5.
Boosting Similar to bagging, C5 again obtained best performance results compared to CART and JRIP. Voting For this set of experiments, four base-classifiers, namely; SVM, CART, JRIP and C5 were used as the base-classifiers. Stacking For all datasets, different meta classifiers were tested to choose the best combination of base and meta classifiers. It was found that JRIP as a meta classifier, with SVM, CART and C5 as base-classifiers obtained the best performance on the majority of datasets.
The best results achieved on these sets of experiments compared to CGen-SVM are shown in Table 4 . As can be seen, CGen-SVM obtained the best results on six out of the nine datasets, followed by bagging with C5 and Stacking with Jrip. The best average result on all datasets was again obtained by CGen-SVM. 
Comparison with of Previously Published Methods
Finally, results of CGen-SVM were benchmarked against other methods on common data sets. Table 5 shows a comparison between CGen-SVM performance, against other published methods like bagging, boosting, meta-decision trees, stacked generalization and cascade generalization .
From this table, it can be seen that CGen-SVM compare favourably to these methods on most of the datasets, and obtained better results on two out of six data sets. However, methods like boosting, bagging and stacking use larger number of base-classifiers. In addition, we have used the output class to create the meta-data rather than class probabilities, where the latter gives better performance, as shown in [5] . However, Meta Decision Trees (MDT) obtained the best average results, followed by CGen-SVM.
From the results shown in this section, it can be seen that CGen-SVM achieved high accuracy on almost all datasets, which compares favourably to the best obtained results achieved by utilizing a larger number of base-classifiers.
Results also show that over the majority of datasets, the voting stage did not result in significant improvements in accuracies. This again reflects the effect of the SVM's strong bias on the performance of the meta-classifier. It can be argued that the difference between a specific classifier's performance at the
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base-level (C0) and the same classifier type's performance at the meta-level (C1) can be used as an indicative measure for the effect of the SVM's inductive bias on the input space and therefore, the predictions of the meta-classifiers, where the best results were obtained by decision trees as meta-classifiers. 
Discussion
In this paper, a hybrid ensemble method with one base classifier, and an additional voting stage was extensively evaluated.
Like the other cascade generalization ensembles, our algorithm combines the output of more than one classifiers, in order to obtain better performance as compared to the performance of individual classifiers. However, in the case of CGen-SVM, the predictions of the SVM were utilized, as the only base classifier to extend the feature space.
It has been shown that utilizing an SVM as the only base-level classifier, with a decision tree learner at the meta-level, leads to better performance on almost all datasets to varying degrees. The reason is that, "In the Cascade framework lower level learners delay the decisions to the high level learners" [5] .
Support Vector Machines belong to the class of wide margin classifiers, and are considered "stable" classifiers, due to their excellent generalization performance. Therefore, it can be argued that the good performance of SVMs has positively influenced the performance of CGen-SVM. It has also been noted by Ali and Pazzani [26] and others, that decision trees are considered "unstable" classifiers, as small variations in the training set often result in significant changes in their rules and performance. This explains why the best performance of CGen-SVM was obtained using the C5 tree learner.
Our results also agree with those in [5] , where it has been shown that the most promising ensemble classifiers use a decision tree as high-level classifier, as they have low bias and their performance is sensitive to small changes in datasets, and a classifier with strong bias at the lower level [5] .
The obtained results are also consistent with the findings of earlier studies [26] , where it has been shown that "the combined error rate depends on the error rate of individual classifiers and the correlation between them" [26] , and the higher the diversity between classifiers, the better the ensemble's performance [10] .
Other studies also argue that if the performance is somehow equal, an ensemble classifier with fewer components will be preferred [5] . This gives an advantage to our proposed algorithm, where we only use SVMs as the base-level classifiers and at the same time, make use of three different predictions for the ensemble at the voting stage.
Conclusions
In this paper a simple hybrid ensemble classifier composed of two types of classifiers only, which we have termed CGen-SVM was presented and extensively evaluated. CGen-SVM extends Cascade Generalization, where an SVM has been utilized as the base-level classifier with an additional, different,
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classifier used at the meta-level. As an additional fusion step, majority voting on the predictions of both base and meta-level classifiers is also utilized. It has been shown that CGen-SVM is a promising technique which compares well to some of other well established ensemble methods. In addition, it also shows that the SVM's inductive bias, which aims at reducing the true error rate, is beneficial to the ensemble. Our results also confirm the findings of previous studies which have shown that the performance of an ensemble classifier is correlated to the performance of the individual classifiers, and the diversity between them. Therefore, an improved performance can be obtained using different families of classifiers at the base and meta-levels.
As future research, posterior class probabilities instead of class predictions at the voting stage may be utilized, which may lead to better results after the majority voting stage.
