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ABSTRACT
The millimeter-wave bands have been attracting significant
interest as a means to achieve major improvements in data
rates and network efficiencies. One significant limitation for
use of the millimeter-wave bands for cellular communication
is that the communication suffers from much higher path-
loss compared to the microwave bands. Millimeter-wave
links have also been shown to change rapidly, causing links
between devices and access points to switch among line-of-
sight, non-line-of-sight and outage states. We propose using
Random Linear Network Coding to overcome the unrelia-
bility of individual communication links in such millimeter-
wave systems. Our system consists of devices transmitting
and receiving network-coded packets through several access
points. For downlink communication, network-coded pack-
ets are transmitted to a device via multiple access points.
For uplink communication, the access points perform net-
work coding of packets of several devices, and then send
the network-coded packets to the core network. We com-
pare our approach against a naive approach in which non-
network coded packets are transmitted via multiple access
points (“Forwarding” approach). We find that the network
coding approach significantly outperforms the forwarding
approach. In particular, network coding greatly improves
the efficiency of the air-interface transmissions and the effi-
ciency of the backhaul transmissions for the downlink and
uplink communication, respectively.
1. INTRODUCTION
The mobile communications industry is embarking on
a wide-ranging effort to define and build the next gen-
eration of wireless systems referred to as 5G. This is
driven by large increases in mobile communications us-
age and expected future growth that is staggering [1],[2].
5G networks will be expected to deliver as much as 1000
times the data rate of current networks [3], [4].
As part of the 5G initiatives, there is enormous in-
terest in millimeter-wave (MmWave) bands between 30
GHz and 300 GHz [4]-[8], where the available band-
widths are much larger than today’s cellular bands. While
millimeter-wave has historically been used for backhaul
links and satellite communications, it has not been con-
sidered suitable for cellular communications due to the
much higher path-loss that mmWave signals experience.
In order to overcome the path-loss, it is necessary to
use antenna arrays and perform beam-forming [6]. Ad-
vances in RF and semiconductor technologies have made
the use of mmWave bands more suitable for cellular
communications [9]. Specifically, such advances have
made it possible to have antenna arrays in areas small
enough that they can be practically accommodated in-
side mobile devices. Such beam-forming is considered
an essential enabling technology for millimeter-wave com-
munication.
One distinctive characteristic of mmWave commu-
nication compared to microwave is the highly direc-
tional nature of the signal path [7], [11]. The beam-
formed communication makes the communication links
much more directionally sensitive. Obstructions can
easily block the communication path; small changes
in orientation or small movements may cause “deaf-
ness” (due to the transmitter and receiver antennas
not being correctly pointed at each other) [12]. Events
that cause such blocking and deafness are highly un-
predictable (mobility, small movements by user, tem-
porary vehicular and other obstructions in the environ-
ment, etc.). This makes it necessary to have redundant
access points such that in the event of a loss of com-
munication to an access point, the device can quickly
switch to a different access point [11]. However, switch-
ing to different access points can result in interruptions
in communication, with the overall impact of the inter-
ruptions dependent on the frequency of the switching
and the time the device takes to establish an alternate
communication link.
Another distinctive characteristic is that the Doppler
spread at mmWave frequencies is much higher for a
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given speed, compared to microwave frequencies. This
leads to much smaller channel coherence times com-
pared to microwave (for example, at 30 km/h the co-
herence times for 3 GHz and 30 GHz are 12 ms and
1.2 ms respectively), suggesting that the channel can
change very rapidly. Scheduling in such an environment
is likely to require very frequent feedback, which tends
to consume a lot of resources and energy. Moreover,
if the feedback communication occurs in the mmWave
band, it is subject to the same link breakage constraints
mentioned above.
Relying on the redundancy of access points, we con-
sider an architecture in which a device maintains com-
munication links to a number of access points. Data
can be transmitted from any of the access points to the
device and from the device to any of the access points.
We use network-coding techniques for data transmis-
sion on both the downlink and the uplink. The general
idea is that such an approach is less dependent on fre-
quent feedback, and the device continues to receive (or
transmit) the same data stream through some sub-set
of the access points even as connections to individual
access points are interrupted.
The paper is organized as follows. Section 2 sum-
marizes some of the related work in the area of mil-
limeter wave communications and network coding. Sec-
tion 3 introduces the system model and describes our
use of Random Linear Network Coding. We describe
metrics that enable comparison of the network cod-
ing based transmissions to conventional transmissions
schemes. We also derive bounds and estimates for the
comparison metrics. Section 4 provides results of a
Monte-Carlo system simulation performed to understand
the benefits of network coding in a millimeter-wave de-
ployment with access points deployed along a street.
Section 5 has our concluding remarks and observations
on possible future work.
2. RELATED WORK
Millimeter-wave for cellular networks has received a
lot of attention recently [4]-[10]. The issues related
to directionality of transmissions and the need for fre-
quent handovers have been studied in [12]. Deploy-
ments of Millimeter-wave access points for typical sce-
narios (street-side, stadium, etc.) are considered and
it is shown that, due to the directionality and blocking
properties, handovers occur much more frequently than
microwave networks.
Current cellular networks generally rely on the prin-
ciple of having a single serving access point. However,
Figure 1: Block diagram of a network consisting of mul-
tiple Relay Nodes and multiple devices
some enhancements, which involve devices maintaining
simultaneous links to different access points, have been
standardized. For example, Carrier Aggregation in LTE
[13] allows for a device to be connected to and commu-
nicate with multiple spatially separated nodes (Coordi-
nated Multi-point Transmission). Another example is
Dual Connectivity in LTE [13], which allows for concur-
rent communication with different (spatially separated)
access points, each independently scheduling packets for
the device.
Network Coding was first proposed in [14] as a method-
ology for improving throughput for multicast applica-
tions by transmitting “combinations” of packets. There
have been some studies of applications of network cod-
ing to wireless communications [15]-[17]. To the best
of our knowledge, there has not been any prior work
on investigating the applicability of network coding to
millimeter wave cellular networks.
3. SYSTEM MODEL
We consider a radio network comprising multiple re-
lay nodes R1, R2, . . . , RN serving one or more devices
D1, D2, . . . , DN as shown in Figure 1. Each device
maintains mmWave communication links to a set of re-
lay nodes and data is concurrently transmitted to and
received from the device through the set of relay nodes.
The relay nodes are connected to the network through
backhaul links, which could be wired, or wireless. Thus,
the physical realization of the relay nodes described here
could be in the form of small cells, wireless relays or re-
mote radio heads.
Links between the devices and relay nodes are mod-
eled as packet erasure channels; pi,j represents the packet
erasure probability of the millimeter-wave link between
device Di and relay node Rj. The packet erasure proba-
bilities are time varying and their modeling is described
further below.
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Figure 2: Upper and Lower Bounds for Forwarding and Network Coding respectively for Downlink transmissions:
(a) for the case where there is a single link with low packet erasure probability, and (b) for the case where all but
one link has low packet erasure probability. Low erasure probability of 0.1 and High erasure probability of 0.6.
Millimeter-wave channel conditions can vary rapidly
as shown in [19]. In particular, a link can quickly change
among line-of-sight, non-line-of-sight and outage states.
Our study implicitly assumes that the channel state is
not known with certainty before transmitting a packet
to the device. Our intention is to compare performance
of the network coding based data transmission via sev-
eral relay nodes to a transmission approach in which
non-network-coded packets are transmitted via several
relay nodes. We refer to the latter approach as “For-
warding”. In this section, we first describe Random
Linear Network Coding, after which we describe the
scheduling mechanisms for the downlink and the uplink
communication and provide some performance bounds.
3.1 Random Linear Network Coding
Given a set of k packets [P1, P2, . . . , Pk] chosen from a
Galois Field alphabet F , a random linear network-coded
packet is constructed as
∑k
i=1 ci ·Pi where [c1, c2, . . . , ck]
is an “encoding vector” consisting of a set of coefficients
randomly chosen from F . If a receiver receives k pack-
ets [r1, r2, . . . , rk] with encoding vectors [c
i
1, c
i
2, . . . , c
i
k]
corresponding to each ri, it can construct a transfer
matrix:
M =

c11 c
1
2 · · · c1k
c21 c
2
2 · · · c2k
...
ck1 c
k
2 · · · ckk

The receiver can then recover the original packets using
M−1 ·[r1, r2, · · · , rk]T . The probability of M not having
an inverse can be made sufficiently small by choosing a
large F .
3.2 Scheduling and Data Transmission
In this study, time is divided into time-spans, with
each time span having multiple time-slots. A time-slot
is the time duration of one transmission over the air-
interface. A number of packets k are to be delivered
in each time-span. In each time span the transmitting
side attempts to deliver the k packets to the receiving
side through relays. The Forwarding approach and the
Network coding approach are described as follows:
• Forwarding: For each of the k packets, a relay
node is selected. The transmitting side then per-
forms transmissions until the packet is received.
• Network Coding: For downlink communication,
while the k packets are not decoded, the transmit-
ting side (a) generates a Random Linear Network
Coded (RLNC) packet from the k original pack-
ets, (b) chooses a relay node, and (c) transmits
the RLNC packet through the chosen relay node.
For the uplink communication, any relay node that
has received a subset of packets forms a network
coded packet from the subset and transmits it to
the network.
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Figure 3: Upper and Lower Bounds for Forwarding and Network Coding respectively for Downlink transmissions:
(a) for the case where there is a single link with low packet erasure probability, and (b) for the case where all but
one link has low packet erasure probability. Low erasure probability of 0.1 and High erasure probability of 0.9.
We compare the efficiency of the two approaches,
which we define as the ratio of the number of pack-
ets delivered to the number of transmissions needed to
deliver the packets. Estimating other metrics such as
throughput and delay requires specific assumptions re-
garding the physical layer communication (e.g., trans-
mission slot duration, bandwidth, etc.). Although we
do not model such specific physical layer parameters,
the efficiency metrics used are directly related to through-
put and delay. For example, a higher efficiency trans-
lates to a higher data rate. A higher efficiency can also
translate to lower average packet delivery delay.
Comparing Network Coding to the Forwarding ap-
proach as described above is motivated by having an
“apples-to-apples” comparison. That is, since the net-
work coding approach uses multiple relay nodes, we
compare it to an approach that does not use network
coding, but still utilizes multiple relay nodes. Abstract-
ing away from the physical layer details, the Forwarding
approach is similar to Coordinated Multi-point Trans-
mission in LTE [20]. In the following we study two
types of network coding, namely: Intra-session network
coding for downlink communication, and Inter-session
network coding for uplink communication.
3.2.1 Single Device - Intra-session Network Coding
for Downlink
We first consider a setup in which the network is
transmitting data to a single device D through N relay
nodes. Forwarding and Network Coding are performed
as described above and the selection of relays is based on
a uniform random distribution. To derive the efficiency
of the two approaches, let R1, R2, · · · , RN be the relay
nodes, P1, P2, · · · , Pk be the packets to be transmitted
in the time-span, and p1, p2, · · · , pN be the packet era-
sure probabilities of the links from the corresponding
relay nodes to D.
For the forwarding approach, given the random se-
lection of relay nodes, each relay node is expected to
transmit d kN e original packets on average. The expected
value of the number of transmissions through relay node
Ri is d kN e 1(1−pi) . The total number of transmissions to
deliver the k packets is
∑N
i=1d kN e 1(1−pi) . The efficiency
for the Forwarding approach is therefore:
effF =
k
d kN e
∑N
i=1
1
(1−pi)
(1)
Observing that d kN e ≥ kN , we derive an upper bound
for the forwarding efficiency:
effF ≤ N∑N
i=1
1
(1−pi)
(2)
For the Network Coding approach, let P1,P2, · · · ,PL
be the RLNC packets that are transmitted through the
relay nodes to deliver the original packets P1, P2, · · · , Pk.
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Figure 4: Deployment scenario for simulation: Users are randomly dropped on sidewalks, and relays are equally
spaced on each side of the street
Given the random selection of relay nodes, each relay
node is expected to transmit d LN e RLNC packets on
average. Of the number of RLNC packets transmitted
through a given relay node, the number that is success-
fully received follows a binomial distribution with pa-
rameters d LN e and pi. The expected value of the number
of RLNC packets received through Ri is d LN e(1 − pi).
The total number of RLNC packets transmitted to de-
liver the k original packets is
∑N
i d LN e(1−pi) . In order
to decode the k original packets, k RLNC packets need
to be received. Therefore we have:
k = d L
N
e
N∑
i=1
(1− pi) (3)
The efficiency of the network coding approach is there-
fore:
effC =
d LN e
∑N
i=1(1− pi)
L
(4)
Noting that d LN e ≥ LN , we derive the following lower
bound for network coding:
effC ≥
∑N
i=1(1− pi)
N
(5)
Note that the difference between the forwarding and
the network coding approaches is that for the forward-
ing case, a single node is responsible for delivering a
particular packet leading to bound (2) whereas for the
network coding case, it is sufficient to correctly receive
a total of k packets that may have been received via
multiple nodes.
To understand how the two schemes perform com-
pared to each other, the best (i.e., upper bound) per-
formance of forwarding is compared to the worst (i.e.,
lower bound) performance of network coding for three
different scenarios described in the following. In the
first scenario, pi = p, ∀i. In this scenario, we get
effF ≤ 1− p ≤ effC . That is, when all links have equal
erasure probability, network coding performs at least as
well as forwarding.
Figures 2 and 3 show a comparison of the efficiency
bounds for a second and a third specific scenario respec-
tively. For the second scenario, Figure 2a, one link from
D to one of the Relays has a low packet erasure proba-
bility, while all the other links to the Relays have a high
packet erasure probability. For the third scenario, Fig-
ure 2b, one link from D to one of the relays has a high
packet erasure probability, while all the other links have
a low packet erasure probability. For both asymmetric
erasure probability cases a low and high packet erasure
probabilities of 0.1 and 0.6 respectively are assumed.
Similarly, Figure 3 shows a corresponding comparison of
the efficiency bounds for asymmetric cases with low and
high packet erasure probabilities of 0.1 and 0.9 respec-
tively. That is, Figure 3a shows the upper bound for
forwarding efficiency and the lower bound for network
coding efficiency with a single link having low erasure
probability and all other links having high erasure prob-
ability. Figure 3b shows the upper bound for forwarding
efficiency and the lower bound for network coding effi-
ciency with a single link having high erasure probability
and all other links having low erasure probabilities.
The main observation from Figures 2 and 3 is that
the performance improvements that are expected for
network coding relative to forwarding are larger for sce-
narios where there is a larger difference between the era-
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sure probabilities on the different links. It is also worth
emphasizing that Figure 2 and Figure 3 show upper and
lower bounds for the forwarding efficiency and the net-
work coding efficiency, respectively. That is, under the
assumptions made above, forwarding is expected to per-
form no better than and network coding is expected to
perform at least as well as the efficiency plots shown.
3.2.2 Multiple Devices - Inter-session Network Cod-
ing for Uplink
We now consider a setup in which devices D1, D2, · · ·
, Dz transmit to the network through Relay nodesR1, R2,
· · · , RN . The goal is to compare the efficiency of the
backhaul usage for forwarding and network coding.
Each device transmits one packet in a time span, with
re-transmissions as necessary to ensure that at least one
of the relay nodes receives the packet. For the for-
warding approach, each Relay node simply transmits to
the network the packets that it has received1. For the
network coding approach, each Relay node constructs
network-coded packets from the original packets it has
received and transmits them to the network over the
backhaul link. Specifically, if a relay node does not re-
ceive a packet from a particular device, it uses an encod-
ing coefficient of 0 corresponding to that device; other-
wise, a non-zero encoding coefficient is randomly cho-
sen. Once an adequate number of packets are received
to be able to decode the original packets at the network
side in the time span, the relay nodes do not transmit
further network-coded packets during that time span.
To calculate the backhaul efficiency, let P1, P2, · · · , Pz
be the packets from D1, D2, · · · , Dz in a time span. Let
pi,1, pi,2, · · · , pi,N be the packet erasure probabilities for
the links from Di to R1, R2, · · · , RN . As mentioned
above, each device Di transmits its packet Pi until it is
received by at least one of the relay nodes. The expected
number of transmissions of Pi can be written as:
E[[Pi]] =
1
1−∏Nj=1 pi,j . (6)
The probability distribution of the number of times
ri,j that Pi is received successfully at Rj from ni trans-
missions of Pi, follows a binomial distribution. Thus the
probability that Pi is received successfully at Rj at least
once is 1 − pi,jni . We approximate the probability of
Rj receiving Pi as 1− (pi,j)E[[Pi]]. For forwarding, given
that the Relays simply transmit the packets received
1For both Forwarding and Network coding, we assume that
a given Relay node has no knowledge of which packets have
been received by other Relay nodes. Such knowledge would
require extensive signaling between the Relay nodes.
from the devices, the expected value of the number of
backhaul transmissions of Pi is obtained by summing
over the relay nodes, i.e.,
∑N
j=1(1 − (pi,j)E[[Pi]]). The
expected value of the of the number of backhaul trans-
missions of all packets P1, P2, · · · , Pz is given by:
z∑
i=1
N∑
j=1
(1− (pi,j)E[[Pi]]) (7)
assuming no acknowledgment feedback from the net-
work to relays for each individual packet. The back-
haul efficiency is defined as the ratio of the number of
original packets per time span to the average number
of backhaul transmissions per time span. The expected
value of the backhaul efficiency is approximated as:
bkEffF ≈ z∑z
i=1
∑N
j=1(1− (pi,j)E[[Pi]])
(8)
For erasure probabilities that are close to 1, the ap-
proximation of Eq (8) can yield efficiency values that are
greater than 1. This is due to the fact that the expected
value of the number of backhaul transmissions of Pi, as
represented by
∑N
j=1(1− (pi,j)E[[Pi]]), is less than 1 for
cases where N is small and pi,j are close to 1. However,
since the number of backhaul transmissions of Pi is at
least 1 in practice, we modify Eq (8) as follows2:
bkEffF ≈ z∑z
i=1 max(1,
∑N
j=1(1− (pi,j)E[[Pi]]))
(9)
For the Network Coding case, the backhaul efficiency
calculation involves subtleties in matrix rank calcula-
tion considering each relay may have received a subset
of packets to be network-coded. In the following, a lower
bound on the efficiency is obtained for the scenario in
which ∀i, j, pi,j = p, and N ≤ z,3 and the bound deriva-
tion for the asymmetric erasure probability cases is left
as future work. The main steps of the derivations are
provided here, while the details are presented in Ap-
pendix 7.
1. The average number of the required backhaul trans-
missions βnc is upper bounded in Eq (10) (hence
providing a lower bound for the backhaul efficiency
of network coding). The wireless network needs
to collect enough (i.e., βnc) network-coded pack-
ets to ensure z of them are independent. The en-
coding coefficients corresponding to each received
network-coded packet are randomly drawn from a
Galois field of size q according to the distribution
2It is remarked that we found the above approximation to
be quite tight through numerous Monte-Carlo simulations,
particularly for low to medium erasure probabilities.
3The N > z case is discussed at the end of this section.
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Figure 5: Theoretical and Simulated Backhaul Efficiencies for equal link erasure probabilities
Ω: 0 with probability p, and w ∈ {1, · · · , q − 1}
with probability 1−pq−1 . To upper bound βnc, we as-
sume the probability of a randomly chosen z × z
matrix M being singular is φ, if each element of
the matrix is drawn according to Ω.
βnc(φ) ≤
∞∑
l=0
(z + l)
[
1− φζ(l)−ζ(l−1)]φζ(l−1), (10)
where ζ(l) =
(
z+l
z
)
and ζ(−1) = 0.
2. It is shown that for φ ≤ φub < 1, βnc(φ) < βnc(φub),
where
φub = logq(l¯(M) + 1), (11)
and l¯(M) denotes the expected number of linear
dependencies of the rows of M (see definition 7.2).
We derive a lower bound for the backhaul efficiency
for network coding shown below:
bkEffC ≥ z∑∞
l=0(z + l)
[
1− φζ(l)−ζ(l−1)ub
]
φ
ζ(l−1)
ub
(12)
The details of the derivation are provided in appendix
7. Note that the bound proposed in Eq (12) is valid for
φ < 1, which for a given code length z and field size q,
translates to a feasible region for erasure probability p
according to Eq. (11).
Since the network coding bound is derived only for
the case of symmetric link erasure probability, we com-
pare in this section the backhaul efficiency for both For-
warding and Network Coding assuming pi,j = p ∀i, j,
and leave the analysis of the general case to Section 4.4.
When ∀i, j, pi,j = p:
bkEffF ≈ min
[
1,
1
N(1− p 11−pN )
]
.
Figure 5 compares the following: (i) the lower bound
of network coding backhaul efficiency, (ii) the approxi-
mate forwarding backhaul efficiency, (iii) the simulated
backhaul efficiency for network coding, and (iv) the sim-
ulated backhaul efficiency for forwarding. Figure 5(a)
and Figure 5(b) show the comparison for z = 4 and
z = 12 respectively, and q = 1024 is assumed for both.
It can be seen from the figure that:
• The network coding backhaul efficiency bound is
applicable to a range of erasure probability p, and
outside of this range, bkEffC is undefined. The
range of p for which bkEffC is defined corresponds
to 0 ≤ φ < 1. Additionally, increasing the code
length z increases the range over which bkEffC is
defined.
• The network coding efficiency is close to 1 for a
range of erasure probabilities. As code length z in-
creases the range of erasure probabilities for which
the efficiency is close to 1 grows.
• For medium to high erasure probabilities, the net-
work coding lower bound in Eq (12) deviates sig-
nificantly from the simulated network coding back-
haul efficiency. The following is an explanation for
this deviation. Note that Eq (12) does not take
into account which relay nodes transmit the pack-
ets. Consequently, it includes cases where a relay
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node transmits redundant packets to the network
(for example, a relay node may transmit a first
network coded packet based on an encoding vector
[c1, 0, 0, 0] and a later network coded packet based
on an encoding vector [c2, 0, 0, 0], where c1, and c2
are randomly chosen coefficients from alphabets
of the field). In the computation of the simulated
network coding backhaul efficiencies, transmission
of such redundant packets is avoided. The redun-
dant transmissions cause a gap between the lower
bound and the simulated backhaul efficiency, and
the size of the gap increases with increasing erasure
probabilities. Deriving a tighter lower bound for
the network coding backhaul efficiency by avoiding
transmission of redundant network coded packets
is a topic for further study.
We make a final remark regarding the N > z case.
If relay nodes transmit their respective network coded
packets at the same time, it is possible that one net-
work coded packet from each relay node (i.e., N net-
work coded packets) is transmitted to the network al-
though fewer than N network coded packets are needed
to decode the z packets. In such a case, the upper
bound on the number of backhaul transmissions would
be max(N, βnc(φub)). Thus, if N > z and p is small,
there can be redundant transmissions, which in turn re-
duces the backhaul efficiency for network coding. Con-
sequently, it is not beneficial to use more than z relay
nodes in such cases.
4. SIMULATION
4.1 Deployment Scenario
In this section, Monte-Carlo system simulation re-
sults are provided to evaluate the benefits of network
coding compared to the forwarding approach. It is as-
sumed that NR relay nodes are placed uniformly spaced
on two sides of a street with width ws. The distance
between the relays is DR, and relay nodes on one side
of the street are shifted by DR2 with respect to the relay
nodes on the other side. The street has a sidewalk at 2
meters from each edge. Nue user devices are uniformly
randomly dropped on sidewalks. Figure 4 shows the
simulation setup.
4.2 Channel Model
In this work, a packet erasure pi,j is associated with
the link between device i and relay node j, and a packet
is assumed to be received correctly with probability
1 − pi,j at the destination. The channel model illus-
trated in [19] is used to capture fundamental charac-
teristics of the millimeter-wave channels, namely high
path-loss, and frequent outage. In particular, a link is
assumed to be in Outage, Line-of-Sight or Non-Line-
of-Sight states with certain device-relay node distance
based probabilities, as described in [19]. If a link is
in outage, the corresponding packet erasure probabil-
ity is 1. If the link is in line-of-sight or non-line-of-sight
states, the link erasure probability is set to the block er-
ror rate (BLER) corresponding to that link. To obtain
the BLER, path-loss is computed according to the path-
loss model for 28 GHz described in [19]. Then SNR is
derived based on assumed parameter values for beam-
forming gain, transmit-power, coding gain, as well as
path-loss. Once SNR is calculated, BLER is determined
assuming 64 QAM transmissions for the downlink and
QPSK transmissions for the uplink, respectively. Fur-
ther, if the erasure probability of a link is higher than
a threshold Te, that link is not used for communication
and is assumed to be in outage. The parameter values
used and other details are listed in appendix 8.
4.3 Downlink Simulations
In this section, we discuss simulation results compar-
ing the Forwarding and Network Coding approaches for
downlink transmissions to the devices (i.e., intra-session
network coding as described in section 3.2.1). For this
simulation, 5000 devices are randomly dropped across
the deployment detailed in section 4.1. During each
time span, we compare efficiency and packet delay met-
rics for transmissions of k packets using the forward-
ing approach and the network coding approach, as de-
scribed in section 3.2. Figure 6a, Figure 6c and Fig-
ure 6e show the CDF of efficiency calculated for each
device for Forwarding and Network Coding approaches
for DR of 30 meters, 60 meters and 80 meters, respec-
tively. The gain of network coding compared to for-
warding increases with increasing density of relay nodes.
For example, the case with DR = 30 meters shows
a larger gain for network coding compared to that of
DR = 60 meters and DR = 80 meters. This behavior
is attributed to having more outage-free links at higher
relay node densities (although the links have varying er-
ror rates). The improvement in efficiency points to an
increase in data rates of 35%-39% for network coding
compared to forwarding, for DR of 30 meters. The case
with DR of 60 meters shows an increase in data rates
of 11%-37%. The case with DR of 80 meters shows an
increase in the range of 3%-34%.
Figure 6b, Figure 6d and Figure 6f show the delay in
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(a) (b)
(c) (d)
(e) (f)
Figure 6: Downlink efficiency and delay performance of network coding compared to forwarding for different relay
densities
9
(a) (b)
(c) (d)
(e) (f)
Figure 7: Uplink backhaul efficiency network coding compared to forwarding for different network code length
(number of devices) and relay densities
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delivering the packets in each time-span. As mentioned
previously, k packets are delivered in each time-span.
The delay represents the number of time-slots used for
transmissions (i.e., transmission time) until all the k
packets are received at the device. As shown, network
coding yields significant reductions in the delays. The
gains are more significant for DR of 30 meters, i.e., the
denser deployment, and decrease with decreasing relay
node density.
4.4 Simulation of Backhaul Efficiency in Up-
link
In this section, we discuss simulation results compar-
ing the Forwarding and Network Coding approaches for
uplink transmissions (i.e., inter-session network coding
as described in section 3.2.2) with k = 1 to capture the
multi-user nature of the uplink problem. Figure 7a and
Figure 7b show a comparison of the backhaul efficiencies
for the Forwarding and the Network Coding approaches,
when packets of 4 and 8 devices are combined at re-
lay nodes respectively, for DR = 80 meters. Figure 7c
and Figure 7d, and Figure 7e and Figure 7f show cor-
responding comparisons of the backhaul efficiencies for
DR = 60 meters and DR = 30 meters, respectively. As
can be seen from Figure 7, the backhaul efficiency of net-
work coding improves relative to forwarding when either
(a) the inter-relay distance is reduced, or (b) the num-
ber of devices is increased. The median network cod-
ing backhaul efficiency with 4 devices is approximately
57%, 100% and 320% better than the median forward-
ing backhaul efficiency for inter-relay distances of 80,
60 and 30 meters, respectively. With 8 devices, the
median network coding backhaul efficiency is approxi-
mately 63%, 123% and 352% better than the median
forwarding backhaul efficiency for inter-relay distance
of 80, 60 and 30 meters, respectively. The improvement
in backhaul efficiencies directly translate to reduction in
backhaul traffic - for example, the 100% improvement
in backhaul efficiency due to network coding with 4 de-
vices for the DR = 60 meter case corresponds to a 50%
reduction in backhaul traffic.
5. CONCLUSION
We have analyzed and quantified the benefits of Ran-
dom Linear Network Coding in millimeter-wave com-
munication systems with a dense deployment of access
points, where individual links show a lot of variation.
For our analysis and comparisons, we use the ratio of
number of packets delivered to the number of transmis-
sions needed for delivery of the packets as an efficiency
metric. For downlink communication, we focus on the
efficiency of network coding for the air-interface trans-
missions, whereas for uplink communication, we focus
on the efficiency of network coding for the backhaul
transmissions.
We have provided a theoretical upper bound for the
expected values of efficiency of downlink air-interface
transmissions for Forwarding and a theoretical lower
bound for the expected values of efficiency for Network
Coding. For the scenarios of interest, we observe that
the lower bound for the expected value of efficiency of
network coding is higher than the upper bound of the
expected value of efficiency for forwarding. This implies
that network coding is expected to outperform forward-
ing, with the difference being dependent on the diversity
of packet erasure probabilities for the links.
We have derived a lower bound on the uplink back-
haul efficiency of the network coding for the case of
user-to-relay links with equal packet erasure probability.
The bound is applicable to a range of erasure probabil-
ities (low to medium) and implies that network coding
can maintain a backhaul efficiency of close to 1 even for
small network code lengths. The range of erasure proba-
bilities for which the bound is applicable increases with
increasing network code lengths. We also provided a
tight approximation for the backhaul efficiency for the
forwarding case. Comparing the lower bound of net-
work coding to the approximate backhaul efficiency of
forwarding, we have shown that network coding offers
not only a much higher efficiency (multiple times bet-
ter) but also a universal backhaul efficiency close to one
for the applicable region of erasure probabilities.
For the simulation, we use a millimeter wave channel
model along with probabilities of links being in outage,
non-line-of sight or line-of-sight, to capture the rapidly
changing nature of the individual links. For the down-
link intra-session network coding, our results show a
significant improvement in the efficiency of air-interface
transmissions with the use of network coding. The ex-
tent of improvement depends on the density of the Relay
nodes (as represented by the parameter DR). For ex-
ample, with Relay nodes deployed every 30 m on each
side of the street, we see a median improvement of 35%
in efficiency, which in turn translates to correspondingly
higher data rates and shorter transmission durations.
For the uplink inter-session network coding, our re-
sults show a significant improvement in the efficiency of
backhaul transmissions with the use of network coding.
For example, with Relay nodes every 60 m on each side
of the street, we see a median improvement in backhaul
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efficiency of 100% with 4 devices and 123% with 8 de-
vices (i.e. 50% and 55% lower backhaul traffic for the
same number of packets respectively).
It is remarked that this study aimed to characterize
fundamental benefits of network coding in 5G wireless
networks. To achieve this goal a few assumptions about
the physical layer transmission procedures and proto-
cols are made to simplify the system model. There-
fore, our observations and comparison metrics are use-
ful only in a relative sense. In order to understand the
performance of network coding in more absolute terms
(e.g., spectral efficiency improvement in b/s/Hz or la-
tency reduction in milliseconds) it is necessary to have
a more comprehensive study using a detailed physical
layer channel structure. The details of such channel
models will be discussed in the coming months in stan-
dards bodies such as 3GPP.
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7. APPENDIX - BACKHAUL EFFICIENCY
DERIVATION FOR NETWORK CODING
In this appendix, the average number of required Back-
haul Transmissions (BHT) for network coding, βnc, is
obtained. The averaging is done over source-relay link
conditions when each source-relay link erasure proba-
bility is p. Each backhaul transmission from a relay is
a network-coded packet constructed at the relay from
z encoding coefficients. The z encoding coefficients are
independently and identically distributed elements each
drawn according to distribution Ω (see section 3.2.2).
The network has to collect z independent network coded
packets from the relays in order to decode all the z orig-
inal packets transmitted from the sources.
Assume that the network has received z + l (l ≥ 0)
BHTs from the relays. If it can construct a full rank z×z
matrix from the set of z+l rows (each row corresponding
to the encoding coefficient vector for a network coded
packet), the network can decode all the original packets.
We use Ml to denote the set of ζ(l) =
(
z+l
z
)
possible
z × z matrices that can be constructed from the z + l
rows. Each matrix belonging to the set is singular with
probability φ which is a function of z, p, and the field
size q.
The number of required BHT is at most z + l when
every matrix Mo in the set Ml−1 is singular and there
is at least one z × z matrix M∗ in the set Ml which is
non-singular. In the following, the rank of a matrix M is
represented by ν(M), and Pr(.) denotes the probability
of an event.
βnc(φ) =
∞∑
l=0
(z + l) Pr(z + l BHTs are needed)
≤
∞∑
l=0
(z + l) Pr
(
∃M∗ ∈Ml \Ml−1,
ν(M∗) = z,@Mo ∈Ml−1, ν(Mo) = z
)
=
∞∑
l=0
(z + l)Pr
(
∃M∗ ∈Ml \Ml−1, ν(M∗) = z |
@Mo ∈Ml−1, ν(Mo) = z
)
× Pr
(
@Mo ∈Ml−1, ν(Mo) = z
)
=
∞∑
l=0
(z + l) Pr
(
@Mo ∈Ml−1, ν(Mo) = z
)
×
[
1− Pr
(
@M∗ ∈Ml \Ml−1,
ν(M∗) = z | @Mo ∈Ml−1, ν(Mo) = z
)]
=
∞∑
l=0
(z + l) φζ(l−1)
[
1− φζ(l)−ζ(l−1)] (13)
The following lemma proves that for φ ≤ φub, we have
βnc(φ) ≤ βnc(φub).
Lemma 7.1. βnc(φ) is a non-decreasing function of
φ.
Proof. In the following, it is shown that dβncdφ > 0
for 0 < φ < 1.
dβnc
dφ
=
d
dφ
[ ∞∑
l=0
(z + l)[1− φζ(l)−ζ(l−1)]φζ(l−1)]
=
d
dφ
[ ∞∑
l=0
(z + l)(φζ(l−1) − φζ(l))]
=
d
dφ
[
z(1− φ) +
∞∑
l=1
(z + l)(φζ(l−1) − φζ(l))]
= −z +
∞∑
l=1
(z + l)ζ(l − 1)φζ(l−1)−1
−
∞∑
l=1
(z + l)ζ(l)φζ(l)−1
= −z +
∞∑
l=0
(z + l + 1)ζ(l)φζ(l)−1
−
∞∑
l=1
(z + l)ζ(l)φζ(l)−1
= −z + (z + 1)ζ(0)φζ(0)−1 +
∞∑
l=1
(z + l + 1)ζ(l)φζ(l)−1 −
∞∑
l=1
(z + l)ζ(l)φζ(l)−1
=
∞∑
l=0
ζ(l)φζ(l)−1 > 0.
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Next we derive an upper bound φub for the probabil-
ity φ of a z × z matrix with elements drawn according
to distribution Ω. d(M) is used to denote z− rank(M),
called the defect of M . First we restate the following
results from [18].
Definition 7.2. Let M be a z × z matrix over Ga-
lois field GF[q]. Let M1, · · · ,Mz denote the rows of M .
A vector (c1, · · · , cz) ∈ (GF[q])z such that not all ci
are zero is called a linear dependency of M1, · · · ,Mz iff∑z
i=1 ciMi = 0.
Theorem 7.3. (Lemma 3.2 and Theorem 3.3 of [18])
Let M be a random z × z matrix over a Galois field of
size q, where elements of M are chosen according to the
probability distribution Ω. Let d(M) denote the defect of
M and l(M) denote the number of linear dependencies
of the rows of M . Then,
qd(M) − 1 = l(M). (14)
The expected number of linear dependencies of the rows
of M is:
l¯(M) =
z∑
k=1
(
z
k
)
1
qz−k
(1−1
q
)k
[
1+(q−1)(1−q(1− p)
q − 1
)k]z
.
(15)
Now we show that
Lemma 7.4. φ ≤ φub where φub , logq(l¯(M) + 1).
Proof. Let ν denote the rank of the random z × z
matrix M . Let d(M) denote the defect of matrix M
(i.e., z − ν) and d¯(M) denote the expected value of the
defect of M . It is first shown that for the random matrix
M , φ ≤ d¯(M), and then d¯(M) ≤ φub.
ν¯ =
z∑
k=1
k Pr(ν = k)
=
z−1∑
k=1
k Pr(ν = k) + z (1− φ)
≤ (z − 1)
z−1∑
k=1
Pr(ν = k) + z (1− φ)
= (z − 1)φ+ z(1− φ)
ν¯ ≤ z − φ (16)
From Eq (16), given that d¯(M) = z − ν¯, we have φ ≤
d¯(M). From Eq (14) we have d(M) = logq(l(M) +
1). Therefore, d¯(M) = E[[logq(l(M) + 1)]]. Using the
concavity property of the logarithm function, we have
d¯(M) ≤ logq(l¯(M) + 1). (17)
Based on Lemmas 7.1, and Eq (13) we have:
βnc(φ) ≤ βnc(φub).
Substituting φub from Lemma 7.4, we have:
βnc(φ) ≤
∞∑
l=0
(z + l)× [1− φζ(l)−ζ(l−1)ub ]× φζ(l−1)ub .
8. APPENDIX - SIMULATION PARAMETERS
Parameters Values
NR (number of Re-
lay Nodes)
10
DR (Inter-relay
distance)
30, 60 and 80 meters
ws (Street Width) 20 meters
Path-loss Cf. first row of table I[19], 28 GHz pa-
rameters
Outage, Line of
Sight and Non-line
of Sight probabili-
ties
Cf. second row of table I and Eq (8)[19]
Transmit Power 30 dBm (Downlink) and 20 dBm (Up-
link)
Beam-forming
Gain
20 dB (Downlink) and 0 dB (Uplink)
Coding Gain 6 dB
Noise Power -87 dBm
Noise Figure 5 dB
Modulation 64 QAM (Downlink) and QPSK (Up-
link)
BLER formula
(1− pb)block-length, where
pb,64QAM = 0.2917erfc(
√
9SNR
63
), and
pb,QPSK = 0.5erfc(
√
SNR)
block-length 10000 bits
Te 0.9
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