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We present both full quantum mechanical and semiclassical calculations of above threshold ioniza-
tion (ATI) of a hydrogen atom in the tunneling regime by a few-cycle linearly polarized infrared laser
pulse. As a quantum treatment, we applied the direct integration of the time dependent Schrdinger
equation (TDSE). In the semiclassical approximation (SCA), it is assumed that wavepacket prop-
agation in the post-tunneling process can be well described within the classical framework. With
these two methods, we analyze the similarities and deviations for ionization of the hydrogen atom.
We found that the 3 dimensional semiclassical method can describe reasonably well the momentum
correlation pattern of the ATI peaks. We also show good agreement between the results obtained
by TDSE method and the semi-classical method. Furthermore, with the semiclassical approxima-
tion we clearly identify and separate the regions in momentum distributions of the ejected electrons
according to initial conditions. We illustrate the corresponding regions with typical electron trajec-
tories.
PACS numbers: 34.80.Dp, 34.80.Pa
INTRODUCTION
Understanding the ionization process during atomic
collisions is fundamental both from the experimental and
theoretical points of view. Especially, it is a challenging
theoretical task to describe the ionization cross sections
near the threshold region. It was shown that the inter-
action of a short, few-cycle infrared laser pulse with an
atom characterized initially by superposition of two sta-
tionary states exhibits strong signatures of atomic coher-
ence [1]. Along this line, we calculate the above threshold
ionization (ATI) spectra and the angular distribution of
electrons ejected from the hydrogen atom in the tunnel-
ing regime for the ground state.
The calculations to be presented below use both full
quantum mechanical and semiclassical methods. We
applied the direct integration of the time dependent
Schrdinger equation (TDSE) and the semiclassical ap-
proximation (SCA) [2–4]. The latter approach is sim-
ilar to the Classical Trajectory Monte Carlo (CTMC)
method, and it is based on the inclusion of the classical
phase information of the motion. Over the past years
SCA has widely been used for investigation of laser-atom
collision, partly because it is much simpler than any other
quantum treatment of the problem and it holds also the
possibility of the visualization of the electron trajectories
in a certain momentum map. This fact is true even when
a large number of electron trajectories have to be deter-
mined, typically 100 million, for the accurate description
of the tunnel ionization.
Although the full quantum mechanical treatment is
the ”ultimate” way of describing atomic processes, some-
times it does not provide an intuitive picture. In other
words, all physically relevant (or meaningful) questions
could in principle be answered in terms of quantum me-
chanics, but the solution of the TDSE (especially when
it can only be done by numerical means) may not reveal
the physical mechanisms responsible for the observable
effects. This is the point, when an appropriate semiclas-
sical method, that is proven to be able to deliver measur-
able results close to the predictions of quantum mechan-
ics, can be very useful. In this case, using the semiclas-
sical model, we can ask and answer questions that – in
extreme cases – can even be incompatible with the laws
of quantum mechanics, but still add important contri-
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2bution to our understanding of the investigated physical
process. In this way, the semiclassical model helps de-
veloping a clear, physical picture – which, finally, should
clearly be compatible also with quantum theory.
Along this line, in the first part of this paper, we show
that the full quantum mechanical model and the semi-
classical approach provides very similar results for the
momentum distribution of the liberated electrons in the
process of tunnel ionization. Based on this, later on we
focus on the semiclassical model and investigate the cor-
relations between the initial phase-space positions of the
(bound) electrons and their final momentum distribution.
This allows us to assign an intuitive picture to the ioniza-
tion mechanism, by identifying the initial conditions that
correspond to the well separated interference maxima in
the final momentum distributions. Atomic units are used
throughout the paper unless indicated otherwise.
THEORY
In our simulations we use a few-cycle linearly polarized
infrared laser pulse. The polarization vector of the field
is fixed along the z axis as excitation source. The vector
potential of the external laser pulse is assumed to be
polarized in the z direction, so the only non-vanishing
component is
Az(t) = −(F0/ω) sin2 (pit/τ) sin(ωt+ ϕCEP) , (1)
in the Coulomb gauge, where the sin2 envelope function
is assumed to be zero when t < 0 or t > τ [5].
The time dependence of electric field of the few-cycle
lase pulse can be written as
F (t) = F1(t) + F2(t) , (2a)
with
F1(t) = F0 sin
2 (pit/τ) cos(ωt+ ϕCEP) , (2b)
F2(t) =
piF0
ωτ
sin (2pit/τ) sin(ωt+ ϕCEP) , (2c)
where ω is the angular frequency corresponding to a cen-
tral wavelength of 800 nm and τ is the temporal length
of the n cycle pulse, which is given by τ = 2pin/ω. Addi-
tionally, unless stated otherwise, we use τ = 21.4 fs [cor-
responding to 7.8 fs intensity full width at half maximum
(FWHM) (8 cycle)] and F0 = 25 GV/m is the peak field
strength. These parameters are experimentally achiev-
able using current femtosecond amplifiers [6]. We also
assume ϕCEP = 0.
As an example, figure 1 shows the shape of a typical
pulse used in the present calculations.
Time dependent Schro¨dinger equation
We use atomic units and solve the time dependent
Schro¨dinger equation (TDSE) numerically in the coor-
FIG. 1: The shape of the typical pulses in time domain. The
parameters of the electric field are described by Eq. (2a-2c)
are as follows: F0 = 0.05 a.u. and ω = 0.0567 a.u. a) n = 1
cycle pulse (τ = 110), b) n = 2 cycle pulse (τ = 221), c)
n = 4 cycle pulse (τ = 442), d) n = 8 cycle pulse (τ = 885).
The solid line denotes the total field strength F (t), the dashed
line denotes F1(t) term and the dotted lines corresponds to
the F2(t) correction term.
dinate representation:
i
∂
∂t
ψ(r, t) = H(t) ψ(r, t), (3)
where the Hamiltonian takes the form
H(r, t) = H0(r) +HI(r, t) =
[
−∆
2
− 1
r
]
+ F (t)z. (4)
Note that the position vector r = (x, y, z) corresponds
to the relative (electron-nucleus) coordinates, i.e., we are
working in the center of mass frame. The light-atom
interaction described by HI =F (t)z is written using the
dipole approximation (which can be shown to be valid in
the parameter range considered here [7, 8]).
3Note that various numerical methods can be used for
the solution of the TDSE as a partial differential equa-
tion, for example: the method of lines, split step Fourier,
etc. For our purposes, the most efficient approach was
found to be based on spherical harmonics expansion [9].
That is, we use spherical coordinates and write ψ as
ψ(r, θ, t) =
`max∑
`=0
Φ`(r, t)
r
Y 0` (θ), (5)
where, due to the cylindrical symmetry, no summation
with respect to m appears: we can restrict our calcula-
tions to m = 0. (In other words, there is no ϕ depen-
dence.) Note that Eq. (5) means a separation of the 1/r
dependence of the wave function, resulting in the follow-
ing equations for Φ`(r, t) and ψˆ = rψ :
Hˆ0Φ`(r, t) =
[
−1
2
(
∂2
∂r2
− `(`+ 1)
r2
)
− 1
r
]
Φ`(r, t), (6)
i
∂
∂t
ψˆ(r, t) =
[
Hˆ0 + HˆI(t)
]
ψˆ(r, t). (7)
Since HI does not contain derivatives with respect to r,
the interaction HˆI = HI contains only the z coordinate,
the nonzero matrix elements of which are well known,
and read
〈Y 0` | cos θ|Y 0`+1〉 =
`+ 1√
(2`+ 1)(2`+ 3)
. (8)
The radial equation above is discretized by a special finite
difference (FD) scheme, which was presented in details in
Ref. [10] and relies on the alternating direction implicit
(ADI) method [11].
For our calculations `max was chosen to be 100 and
the radial grid consisted of 10000 points. The size of the
computational grid was 1000 atomic units (≈ 53 nm) in
both directions. These figures were found to be sufficient,
since the populations of the states close to the maximal
` and r values were always negligible in our calculations,
i.e., there were no numerical artifacts due to ”reflections”
at the edges of the grid (we used mask function).
The 2 dimensional momentum distributions for the
TDSE were calculated from the wave function (5) sim-
ilar as in [12]. First we are projecting the asymp-
totic part out ψout(r, θ) on the plane wave ψf (p, θ) =
(1/(2pi)3/2) exp(ip · r) first, then we calculated the prob-
ability amplitude a a(p) using
a(p) = (1/(2pi)3/2)
∫
exp(ip · r)ψout(r, θ)r2drdΩ . (9)
Finally we can write the probability amplitude of final
momentum eigenstate by |a(p, θ)|2
a(p, θ) =
1
(2pi)3/2
`max∑
`=0
√
2
pi
(−i)`Y `0 (θ)
∫
j∗` (pr)Φ`,out(pr)r dr
(10)
where j` denotes the spherical Bessel functions [15]. The
equations of motions were integrated by explicit embed-
ded Runge-Kutta Prince-Dormand method [16].
Semiclassical approach
For any two-step step semiclassical model we first need
initial conditions (starting point and initial velocity) for
electron trajectories. To obtain a starting point for a tra-
jectory we first need to determine the tunnel exit point,
which can bee found by studying the Schro¨dinger equa-
tion in the static limit(
−1
2
∇− 1
r
+ Fz
)
ψ = −Ipψ, (11)
where Ip is the ionization potential. It is convenient to
introduce parabolic coordinates, since the equation takes
a separable form [17]. For obtaining the exit point, the
following equation is relevant:
U2(η) = −β2
2η
− m
2 − 1
8η2
− 1
8
Fη, (12)
and the exit point can calculated by solving
U2(η) = −Ip
2
, (13)
where β2 is a separation constant and z can be aproxi-
mated as z = − 12η. For the initial state 1s the parameters
are given by Ip = 1/2, and β2 = 1/2.
This equation can be solved analytically, by Cardano’s
method [citation], to this end we rearrange the equation
(13), than we obtain:
η3 − 2Ip
F
η2 +
4β2
F
η +
1
F
= 0 (14)
the largest root of the equation is given by:
η0 =
2Ip
3F
+ 2
√
−p
3
cos
{√
−3
p
arccos
(
3q
2p
)}
(15)
p =
4β2
F
− 1
3
(
2Ip
F
)2
q =
1
F
+
8Ipβ2
3F 2
− 2
27
(
4β2
F
)3
.
(16)
For describing the first step of our calculation we need
to describe the tunneling mechanism. This is given by
w(F, v⊥) = w0(F (t))
v⊥
Fpi
exp
(
−√2Ip v2⊥
F
)
, (17)
the velocity distribution of the electrons in the tunneling
regime, where
w0(F ) =
4
F
exp
(
−2
√
(2Ip)3
3F (t)
)
(18)
4and we also assume that the v‖ component of the initial
velocity is 0 [2]. The above formula can be derived by
the Landau-Dykhne adiabatic approximation [18, 19].
For the second step of our model, we have to evolve
the electrons ”born” in the first step according to the
Newtonian equations of motion
r¨ = − r
r3
− F(t) (19)
and we also have to assign a phase by the formula:
Φ(t0, v⊥) = −
∫ ∞
t0
[
v2(t)
2
− 2
r(t)
+ Ip
]
dt , (20)
which can derived by investigating the lowest order con-
tribution of the Feynamn path integral [4], a similar cal-
culation can be found in the appendix of [2]. Finally we
have to calculate the asymptotic velocities of the electron
according to Kepler rules:
p = p
p(L×A)−A
1 + p2L2
(21)
p2
2
=
p2f
2
− 1
2
L = rf×pf A = pf×L− rf
rf
, (22)
and then coherently sum the energy bins of the 2 dimen-
sional distribution.
RESULTS AND DISCUSSION
We determine the ionization probability densities of
the H atom as a function of the electron parallel (p‖)
and perpendicular (p⊥) momentum measured from the
polarization vector. Figure 2 shows the above threshold
ionization probability densities for the H atom as a func-
tion of the number of cycles of the excited infrared laser
pulse. We found very strong forward-backward asymme-
try in the momentum distribution at low n values. At the
same time, the interferecnce structure is much more rich
for TDSE than for SCA, but still we can identify the cor-
responding fan-like structure in SCA distributions also.
We note, that we found significantly more electrons in
the backward direction for n = 1 than at forward direc-
tion. In contrast for n = 2 most electrons are emitted in
the forward direction.
At higher n the strong forward-backward asymmetry
becomes less pronounced or completely disappear. This
observation is valid for both TDSE and SCA. The overall
agreement between TDSE and SCA is improved also with
increasing the pulse cycle number. In the following inves-
tigation we will focus on the case of pulse number n = 8.
Semiclassical simulations have many advantages. First,
these methods can be easily applied to systems with non-
trivial geometries. Second, semiclassical simulations can
FIG. 2: Ionization probability densities for the H atom as a
function of the electron parallel and perpendicular momentum
measured from the polarization vector, which coincides with
the z axis. The electric field is defined by Eq. 2b First column
TDSE, second column SCA. First row: 1 cycle pulse (n = 1),
second row: 2 cycle pulse (n = 2), third row: 4 cycle pulse
(n = 4), fourth row: 8 cycle pulse (n = 8).
help to identify the specific mechanism responsible for
the relevant phenomena, and provide an illustrative pic-
ture of this mechanisms in terms of classical trajectories.
According to the qualitative agreement between TDSE
and SCA in Fig 1g and Fig 1h we analyse in details the
various regions in momentum distributions of the ejected
5electrons according to initial conditions. Figure 3 shows
the magnification of Fig. 1h for p⊥ < 0.1 a.u. The
boxes denote the regions of our further investigations.
The numbers in the boxes will be our reference numbers.
FIG. 3: The magnification of Fig. 1h for p⊥ < 0.1 a.u, which
represents the electron momentum distribution after the n =
8 cycle pulse. The boxes on denote the six regions that will
be studied.
We sorted the events according to the certain part
of (p‖ − p⊥) (-3 → 3 in Fig 3) as a function of tunnel
ionization time, initial velocities and tunnel exit points.
Figures 4-5 show the birth time and tunnel exit point
distributions of tunneled electrons in these 6 interesting
regions, respectively.
We clearly identify and separate the regions in mo-
mentum distributions of the ejected electrons according
to initial conditions. The separation is especially noti-
cable for the distribution of the birth time of electrons
arriving to different bumps of the momentum distribu-
tion (see the insert in Fig. 4).
Let us take one of the most important advantage of
the classical treatment and check the typical trajecto-
ries in various regions. Figure 6 shows typical classical
electron trajectories in the certain regions with the cor-
responding energies as a function of time. In all cases
the electron trajectories are modulated by the laser field
and the electron trajectories show oscillation, i.e., they
travel back and forth from the nucleus. This is a direct
consequence of the strong interaction with the remain-
ing target nucleus. We found two completely different
branch of trajectories for each region. In one case the
electrons after tunnel ionization never come back to the
bound state of the target. However, a small number of
electrons return so close to the target nucleus that in
short time become again bound to the target. This be-
haviour can be seen and verified by the time evolution of
the electron energies. Moreover, we can also see that af-
ter each close collision with the nucleus the electron can
gain energy and after a few collisions the final electron
energy is always much higher than the its energy at the
birth instants. This phenomenon is close to the Fermi-
shuttle type ionization well know either in cosmology [20]
or in ion-atom collisions [21].
FIG. 4: The time dependence of the external a) electric field,
and b-c) the temporal distributions of the ”birth” time of the
electrons arriving to characteristic regions marked on 3. The
red line is proportional to the total emission, the green line
corresponds to the +1 region, the blue to the +2 region, the
purple to the +3 region, the cyan to −1, the yellow to −2 and
the black to −3.
CONCLUSIONS
We presented both a full quantum mechanical and a
semiclassical calculations of above threshold ionization
of hydrogen atom at the tunneling regime by a few-cycle
infrared laser pulse. We found that the 3 dimensional
semiclassical method can describe reasonably well the
momentum correlation pattern of the ATI peak. We
also show that for multi-cycle pulse, good agreement be-
tween the results obtained by TDSE method and the
semiclassical method can be reached. Furthermore, with
the semiclassical approximation we clearly identify and
6FIG. 5: The tunneling distance distribution for the electrons
”born” on the a) right side, b) left side of the z axis. The
red line is proportional to the total emission, the green line
corresponds to the +1 region, the blue to the +2 region, the
purple to the +3 region, the cyan to −1, the yellow to −2 and
the black to −3.
separate the regions in momentum distributions of the
ejected electrons according to initial conditions. We il-
lustrated the corresponding regions with typical electron
trajectories.
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FIG. 6: Time evolution of the characteristic trajectories with
the corresponding energies for the right side ”bumps” of the
ρ axis a-b) first bump, c-d) second bump: e-f), third bump.
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