We present here the homogenization of the equations for the initial modulational (large-scale) perturbations of stationary solutions of the two-dimensional Navier-Stokes equations with a time-independent periodic rapidly oscillating forcing. The stationary solutions are cellular flows and they are determined by the stream function φ = sin x 1 / sin x 2 / + δ cos x 1 / cos x 2 / , 0 δ 1. Two results are given here. For any Reynolds number we prove the homogenization of the linearized equations. For small Reynolds number we prove the homogenization for the fully nonlinear problem. These results show that the modulational stability of cellular flows is determined by the stability of the effective (homogenized) equations.
Introduction
The main physical reason for studying the problem of the modulational stability of cellular flows is to understand the phenomenon of eddy viscosity: in the presence of small-scale eddies the transport of large-scale vector quantities, e.g. mean velocity, can be accompanied by depleted, and, for large Reynolds number, even 'negative', diffusion (see, e.g., [45] ). This is different from the transport of scalar quantities, e.g. mean temperature. In the latter case, the presence of microstructure only enhances diffusion. The concept of eddy viscosity is used in oceanography [31, 45, 25] (another application is in astrophysics [37, 27, 53] ). Using homogenization, in this paper we show rigorously that modulational perturbations of periodic cellular flows converge to the solutions of the effective equation for a modulational perturbation as the period size → 0. Due to negative diffusion, at high Reynolds number the effective equation of largescale transport becomes Hadamard ill-posed. In this case, we study linearized equations and regularize the problem by restricting the initial conditions to trigonometric polynomials.
Depleted eddy viscosity occurs already at small Reynolds number. In this case we study the full nonlinear problem and account for nonlinear effects by introducing spaces of functions of two variables f (x, y), y = x/ which Fourier transforms with respect to the first variable x has rapidly decaying Fourier coefficients.
Formulation
Suppose (t, x) satisfies the incompressible Navier-Stokes equations in the vorticity-stream function form on = T 2 = [0, 2π] × [0, 2π ] driven by a time-independent 2π -periodic force F (x/ ), x = (x 1 , x 2 )
where J xx (u, v) = −∇ 2 u∇ 1 v + ∇ 1 u∇ 2 v. We assume that (t, x) and F (x/ ) are periodic on , therefore = 1/k, k ∈ Z. We also assume that (t, x) and F (x/ ) are mean-zero. Cellular flows are a special class of periodic stationary solutions of the incompressible Euler equations (ν = 0), that are used to model small-scale eddies-circular patterns in the fluid. When δ = 0, they are also known as Taylor-Green flows (see, e.g., [41] ). The analysis presented in this paper applies to any flow, that satisfies
Condition (1.3) is a two-dimensional analogue of the Beltrami property (see, e.g., [4] ), that implies that φ is a stationary solution of the incompressible Euler equations. The stream function (1.2) satisfies (1.3) with κ = 2. For simplicity of presentation, we concentrate here on cellular flows (1.2) only. We study (t, x) , the solution of the Navier-Stokes equations (1.1), when it is given initially as a perturbation of the cellular flows (1.2):
(t = 0, x) = φ + 0 . We are interested in linear and nonlinear stability of (t, x) = (t, x) − φ x , when the initial perturbation is modulational: 0 (x) is independent of a small parameter .
(t, x) satisfies the nonlinear modulation equation
∂ t (t, x) + N ( (t, x)) = 1 Re (t, x) + M (t, x),
(t = 0, x) = 0 (x), (1.4) where the Reynolds number, Re, is determined by the cellular flows: Re = φ L ∞ /ν, the linear operator of eddy viscosity M and the nonlinear term N are defined as
, N (u, v) = −1 J xx (u, v) , N ( ) = N ( , ).
(1.5)
If the nonlinear term in (1.4) can be neglected (e.g. when (t, x) is sufficiently small), then (t, x) satisfies the linearized modulation equation
(t = 0, x) = 0 (x).
(1.6)
For the analysis of eddy viscosity, the mathematical model (1.1) and (1.2) has been studied for a number of different stream functions φ, see e.g. [16, 20, 34, [42] [43] [44] , a review on a related problem for inviscid flows can be found in [19] . Only for Kolmogorov shear flows φ = cos(x 1 / ), the one-dimensional nature of the problem allowed for a full modulational stability analysis including nonlinear effects (see [30, 51] ).
Using a two-scale asymptotic expansion method (see, e.g., [7, 8, 21, 39] ), it was shown in [35] that, if (t, x) → (t, x) as → 0, then (t, x) satisfies the effective equation 
M (t, x) = − Re
(1.9)
The constant ν in the equation for the averaged operator of eddy viscosity M satisfies ν 0, ν = ν (Re, δ), and can be computed using the solution of a periodic boundary value (cell) problem (see equations (A.6) and (A.7) in appendix A). Asymptotics of ν as Re → ∞ is analysed in [35] by means of new saddle-point variational principles involving nonlocal operators.
In the linearized case the effective equation is
∂ t (t, x) = 1 Re (t, x) + M (t, x),
(1.10)
The stability of the effective equations (1.7) and (1.10) was also studied in [35] . We assume their analysis and address the problem of stability of the modulation equations (1.4) and (1.6) by proving the convergence (t, x) → (t, x), as → 0.
Main results
We will employ the following notation throughout this paper. For any periodic mean-zero function (t, x), its Fourier series representation is
H α is the Sobolev space of periodic mean-zero functions (H 0 ≡ L 2 ) with the norm, defined via the values of their Fourier coefficients:
All the norms in this paper are with respect to the spatial variables only, hence they are functions of time. We will denote by C any positive constant whose value, which may change from line to line, is independent of any of the parameters. We write C = C(λ 1 , λ 2 ), if C depends on the parameters λ 1 and λ 2 only. Typically λ 1 and λ 2 are fixed, e.g. Reynolds number or a Sobolev norm of the initial conditions. When we need to track the value of a constant, we use bold face fonts and subscript indexes, e.g. C 0 . Our main results are presented in the following two theorems. 
Theorem 1. If 0 (x), the initial condition, is a finite trigonometric polynomial
then, for any t > 0, (t, x), the solution of the nonlinear modulation equation (1.4) , satisfies
where (t, x) is the solution of the effective nonlinear equation (1.7) which for all t 0 satisfies
Some comments about the conditions in the theorems are in order. Numerical computation of the eigenvalues of the linearized modulation equation (1.6) shows that if the effective linearized equation (1.10) is stable, then the linearized modulation equation (1.6) is also stable not only with respect to modulational perturbations, but with respect to any initial perturbation. If the linearized modulation equation (1.6) is stable, then, using the method presented in this paper, it is fairly straightforward to prove stability of the nonlinear modulation equation (1.4) . Therefore the critical Reynolds number in theorem 2 should be Re 0 = 2 √ 2/(1 + δ) (see linear stability analysis in [35] ). In this paper we give a proof for an unspecified sufficiently small Re 0 . Evaluation of the constants in our proof gives that Re 0 0.01. When Re > 2 √ 2/(1 + δ), the nonlinear modulation equation (1.4) is unstable (see [52] ), but the question of the detailed behaviour of (t, x), as → 0, remains open.
We show that there is a short time interval [0, t 0 ], t 0 = O( 2 | log |) → 0, as → 0, where the small-scale part of (t, x) changes rapidly. After t 0 the changes of the small-scale part of (t, x) are not significant on such short time intervals. This means, loosely speaking, that in this short time period (t, x) 'adjusts' to the presence of cellular flows. If initially (t = 0, x) is taken to be 'well-adjusted', then we can show that
We do not present this better convergence estimate here.
The averaged operator of eddy viscosity M contains a negative diffusive term, which makes the problem (1.10) ill-posed for large Reynolds numbers: an initial condition with exponentially decaying spectrum is required if solutions are to exist for nonzero times. Such situations arise when the original (well-posed) problem is replaced by its leading order asymptotic model (see, e.g., [14] ). It is of interest to determine a relevant formulation of the linearized modulation equation (1.6) so that the corresponding formulation of the effective linearized equation (1.10) makes the latter a well-posed problem. The proposed approach of assuming that the initial conditions are a trigonometric polynomial can be explained by the assumption of wide separation of scales: the starting point of the reduction of the full Navier-Stokes equations to a two-scale model is, in many cases, the assumption of the initial wide separation of scales (for our model see [16] ). Mathematically, this assumption means that at t = 0 there is a gap in the Fourier spectrum between the small-and the large-scale Fourier modes. It implies that 0 (x), the large-scale part of the initial conditions of (1.1), has a compactly supported Fourier spectrum, or, equivalently for T 2 , finite number of Fourier coefficients. The assumptions (1.11) and (1.12) are technical, and they arise from bilinear estimates on N( ). The assumption (1.11), however, is not restrictive for our problem. Indeed, if 0 (x) is a modulational perturbation, it is a finite trigonometric polynomial, and its coefficients can be chosen arbitrarily small. Thus 0 (x) can be chosen to satisfy (1.11). Condition (1.12) comes from possible nonuniqueness of solutions of the effective nonlinear equation (1.7). The existence and uniqueness of solutions of the linearized equations (1.6) and (1.10) can be shown by standard energy methods. The existence and uniqueness of solutions of the nonlinear modulation equation (1.4) for any fixed follows from the existence and uniqueness results for the two-dimensional Navier-Stokes equations (see [12, 26, 48, 28] ). But the existence and uniqueness of solutions of the effective nonlinear equation (1.7) is proved in this paper (theorem 3, section 3.1) only in the class (1.12). We are not interested in (possible) other solutions, because (t, x), the solution of the nonlinear modulation equation (1.4), converges to (t, x), the solution of the effective nonlinear equation (1.7), that satisfies (1.12). The estimates on N( ), that lead to (1.12) , are similar to classical estimates on the nonlinear term of the Navier-Stokes equations. For example, in [29] such estimates lead to a simple geometrical proof of the regularity the Navier-Stokes equations in two dimensions. As in the NavierStokes equations, the linear part of the nonlinear modulation equation (1.4) is diffusive for sufficiently small Reynolds numbers, but, in contrast to the Navier-Stokes equations, there are no energy-type estimates (e.g. enstrophy decay) to control the nonlinear term. We control it by choosing C 0 sufficiently small and applying the contraction map argument.
The convergence results in theorems 1 and 2 basically say that → in a Sobolev space which is slightly smaller than H 1 . The condition β > 0 is optimal: does not converge to strongly in H 1 (β = 0). We show this for the linearized case (which implies the nonlinear case) while proving the homogenization (inequality (2.33) in section 2.4).
The method of proof
Let (t, x) be a sequence of solutions of the modulation equations (1.4) or (1.6). To take the limit → 0 we need an a priori uniform in bound for (t, x). In fact, provided a uniform bound is derived, the homogenization can be proved by classical techniques (e.g. the energy method [47, 32] , the -convergence method [15] , the method of mesoscale characteristics [23, 9] , the two-scale convergence method [1, 33] ). Therefore we concentrate here on how we derive this a priori uniform bound. The key here is to be able to track for all times a certain symmetry condition of the small-scale part of (t, x). If this condition is not satisfied, then the dynamics of the modulation equation is governed by the anisotropic kinetic alpha (AKA) effect (see [17, 46] ), which is similar to the α-effect in magnetohydrodynamics (see [36] and references therein). If the AKA-effect is present, it requires to study, instead of a diffusive approximation (1.7), hyperbolic approximations as in [40] (see also [5, 6, 22] and references therein), because the timescale of the AKA-effect is 'much faster' than that of the eddy viscosity. To track the symmetry condition we use the dynamical systems approach (see, e.g., [13, 38, 49, 50] ), that is we view the modulation equations (1.4) and (1.6) as an infinite-dimensional system of ordinary differential equations for the Fourier coefficients of solutions.
The detailed asymptotic behaviour of (t, x) can be explained using the eigenvalueeigenfunction (Bloch) decomposition [10, 18] (see also [11, 3, 2] and references therein) for the operator L = 1/Re + M . Consider the linearized case. Then it is sufficient to study the linearized modulation equation (1.6) with initial conditions
(1.13)
This leads to the shifted (Bloch) formulation
where
is an operator with compact resolvent, therefore (see, e.g., [24] ) there is a complete set of eigenfunctions and eigenvalues
14)
The symmetry of the Fourier coefficients of ξ(m) (this is our symmetry condition) implies that the first eigenvalue λ 0 (m) = O(1), as → 0. All the other eigenvalues have negative real parts and they are O(1/ 2 ), as → 0. Therefore the solution of the linearized modulation equation (1.6) satisfies
However, this last step of the explanation is difficult to justify analytically, because L (m) is a complicated operator, in particular, it is not normal (does not commute with its adjoint). Moreover, in general, (1.15) is false: the nonnormality L (m) may lead to growth of (t, x). Therefore we use (1.14) and (1.15) only as intuition, when we construct the solution of the linearized modulation equation (1.6) as follows. The Fourier coefficients of (t, x), the solution of (1.6), satisfy an infinite-dimensional system of ordinary differential equations with coupling. The coupling comes from the operator of eddy viscosity M , and it has a simple form: each Fourier coefficientˆ (t, k) is completely determined, if we know four other Fourier coefficientsˆ (τ,k) 16) where C(k) are some constants, here and in the rest of this paper the notation ±±, means all four pairs (1, 1),
Then (1.6) can be identified with a problem on a lattice Z 2 , where at each vertex n there is a time-dependent functionˆ (t, m + n/ ). Each functionˆ (t, m + n/ ) satisfies an ordinary differential equation (1.16) with forcing, which is determined by functionsˆ (t, m +n/ ) at the 'nearest neighbours' of n on the lattice: n = n + (±1, ±1). Assume that the large-scale part of , denoted by
is given. Since the nearest neighbours of the origin are n = (±1, ±1), l (t, x) 'forces' only the 'middle' small-scale part of (t, x), denoted by
The forcing of each of the four Fourier coefficients of m (t, x) is determined by three 'high' small-scale Fourier coefficients of
and by the large-scale Fourier coefficient of l (t, x) . By matching asymptotics, the forcing by l (t, x) is much stronger than that by h (t, x). Therefore we decompose 17) where the auxiliary function (t, x) satisfies
The Fourier coefficient of l (t, x) is forced only by m (t, x): 19) where
and
.
and if there are symmetries
satisfies a partial differential equation with forcing, determined by (t, x) only. It has the high small-scale part h (t, x) ≡ h (t, x), and the middle small-scale part m (t, x) (cf (1.17)).
Our l , , expansion is motivated by the Bloch decomposition. It is more complicated than (1.15), but it is more suitable for rigorous justification. We do not assume a priori that
We prove it by bootstrapping: suppose
is a so-called first order 'corrector' and we need to check (1.20) for (t, x) only; then l must be bounded uniformly as → 0; then we improve estimates on (t, x); then we improve estimates on h (t, x) and so on. Our bootstrapping proof relies on the following two observations. First, it is easy to track the symmetry condition for (t, x), because it satisfies a simple heat equation (1.18 
In general, E (t, ) and E 1 (t, ) are not equivalent to Sobolev norms-they are not positive-definite, but E (t, h ) and E 1 (t, h ) are equivalent to H 2 and H 3 norms of h (t, x), respectively. Hence Gronwall's argument can be applied to derive a priori bounds on h (t, x).
For sufficiently small Re the linearized modulation equation (1.6) is stable, therefore the main issue in the nonlinear case is how to control the nonlinear term N ( ). View the solution of the nonlinear modulation equation (1.4) as a fixed point of a map A :
→¯ defined by
Using estimates on the nonlinear term, we show that for sufficiently small Re and for all sufficiently small each A is a contraction on a ball of radius C 0 = C 0 (Re) in some Banach space L . These Banach spaces are defined so that
The idea of the construction of L is to assume that the Fourier coefficients of l satisfy the power decay (1.12), and then to follow the linearized case. m should have representation (1.17) where the term should 'respect' the symmetry condition (1.20) by satisfying (1.18). For the Fourier coefficients of h ≡ h and m only bounds on their absolute values are required to be determined. For sufficiently small Re < Re 0 , these bounds follow from the asymptotic analysis of [35] . It is convenient to set
, because this implies separation of scales of l , m and h : m (t, k) = 0 and h (t, k) = 0, when k = m + n/ , |m| < σ/ , with n = (±1, ±1), and |n| > 2, respectively. The Fourier coefficients (t, k) when k lies outside the σ/ 'neighbourhoods' of the vertices n/ , n ∈ Z 2 , determine the 'rest' of :
| r (t, k)| satisfies the power decay (1.12), hence r is negligible. We call the spaces L lacunary, because the absolute values of the Fourier coefficients of ∈ L , as a function on the lattice k ∈ Z 2 , have 'bumps' in the neighbourhoods of k = n/ , n ∈ Z 2 and 'dips' away from these vertices.
The paper is organized as follows. There are two main parts: the proof of theorem 1 in section 2 and the proof of theorem 2 in section 3. Each of these proofs also has two parts: the proof of uniform boundedness of (sections 2.3 and 3.3 for the linearized and nonlinear cases, respectively) and the proof of convergence, as → 0, (sections 2.4 and 3.4 for the linearized and nonlinear cases, respectively). In the linearized case, the proof of uniform boundedness of relies on two a priori estimates: estimates on given l (section 2.1), and estimates on given (section 2.2). In the nonlinear case, the fixed point proof of uniform boundedness of relies on the construction of lacunary spaces (section 3.2) and a priori estimates on the nonlinear term (appendix B). The proofs of convergence rely on the uniform boundedness of , the same a priori estimates and estimates from the multiscale analysis of [35] . The latter can be found in appendix A. The proof of the stability theorem for the effective nonlinear equation (1.7) can be found in section 3.1.
Linearized case

Symmetries in the first-order corrector
The main goal of this subsection is to give an explicit a priori estimate on the Fourier coefficients of in terms of b (t). These estimates will be used later to derive for any t the following bound
Lemma 1. Suppose (t, x) is the solution of (1.18). Then for any t ∈ [0, T ] and for
The proof of this lemma is technical, at it relies on the explicit evaluation of the heat kernel. The key bound that ensures the symmetry condition (2.2) is an estimate on the integral of the hyperbolic sine (see (2.7)).
Proof. It is sufficient to prove only the first inequalities in (2.1)-(2.4), because the second inequalities follow from C/|k|, if |m| σ/ , and k = m + (±1, ±1)/ . Each Fourier coefficient a ±± (t) satisfies an ordinary differential equation:
, and the constants C ±± are explicitly given by
Solving (2.5) we have
Using |C ±± | 1.5|m| in (2.6) we have (2.1). From (2.6)
Therefore we have (2.2a). The derivation of (2.2b) is similar. Differentiating (2.5) we have thatā 
Energy estimates
The main goal of this subsection is to give an explicit a priori estimate on the Fourier coefficients of . These estimates will be used later to derive
for any t. Denote
Lemma 2. Suppose (t, x) is the solution of (2.8). Then for any
11)
The proof of this lemma is standard, and it relies on energy inequalities and Gronwall's argument.
Proof. Recall h (t, x) = P high (t, x), and m (t, x) = P middle (t, x). Then m (t, x)
is a linear combination of exactly four Fourier modes:
Observe that if m σ/ , then
By Poincare's inequality E (t) E 1 (t)/ 2 , and
and integrate on the torus . Then, using integration by parts, we have (recall (1.21)):
Since m and are just trigonometric polynomials for sufficiently small
Using (2.17) and (2.18) in (2.15) we have
Applying Gronwall's argument with E (0) = 0, we have
Therefore by (2.13)
where 
Then the same argument as for estimate (2.8) goes through, and hence (2.10) holds. Using (2.10) with (2.17), (2.18) and (2.13) in (2.14) we have (2.11).
By the classical Galerkin approximation methods the assumption h (t, x) ∈ H 4 can be removed. If instead of (2.8) we consider a Galerkin approximation of the solution with finitely many Fourier modes then this approximation is a smooth function. Taking the limit when the number of the Galerkin modes approaches infinity we validate (2.9)-(2.11).
Uniform boundedness of solutions
By lemmas 1 and 2 in order to show uniform in boundedness of solutions of the linearized modulation equation (1.6) it is sufficient to show uniform boundedness of the large-scale part of these solutions. If l (t, x) , the large-scale part of the solution of the linearized modulation equation (1.6) with the initial condition 0 (x) = exp(im · x), then there exists 0 = σ/|m| such that for any Reynolds number Re, any < 0 , and all t ∈ [0, T ], l satisfies
Lemma 3.
The proof of this lemma relies on the explicit evaluation of the heat kernel. Using a priori estimates we derive that
for any t, which immediately leads to uniform in boundedness of l .
Proof. a (t) =ˆ (t, m) satisfies (cf (1.19)):
, and
We seek uniform in bounds on B 1 (t), B 2 (t) and G (t) in terms of b (t) = max 0 τ t |a (τ )|.
The crucial estimate is for B 1 (t). We use here (2.1):
For B 2 (t) we use (2.2b):
For G (t) we use lemma 2: 
Homogenization
Recall, that it is sufficient to prove theorem 1 with the initial condition 0 (x) = exp(im · x). As → 0 by lemmas 1-3 for any fixed t > 0 the H 1−β -norm of s (t, x), the small-scale part of the solution of the linearized modulation equation (1.6), is negligible compared to l (t, x) H 1−β , if and only if β > 0:
we only need to show that
We prove (2.34) by showing that l (t, x) satisfies the effective linearized equation (1.10) with small forcing:
, and there exists t 0 → 0, as → 0, so that
By construction
Utilizing estimates from lemmas 1 and 2 (specifically (2.4) and (2.11)), by lemma 5 of appendix A there exists t 0 → 0 as → 0 such that for t t 0
Uniform boundedness of l (t, x) implies (2.35) with (2.36).
Nonlinear case. Small Reynolds number
Stability of the effective equation
Here we give a proof of the nonlinear stability of the effective nonlinear equation (1.7). It is worth mentioning that in this proof we use a nonlinear estimate for functions with rapidly decaying Fourier coefficients (see section 3.3) which is precisely the type of estimate we use later in the proof of homogenization of the nonlinear modulation equation.
, where C 0 are such that for them inequality (3.1) is satisfied. Proof. Consider a map A : →¯ , defined by x) ),
Definition 2. B
C 0 = { ∈ L 0 | for any t > 0, (t, x) L 0 C 0 } is a ball of radius C 0 .
Theorem 3. For any Re
We only need to show that for any Re
Observe that the eigenfunctions of the averaged operator of eddy viscosity are exp(im · x), m ∈ Z 2 . If Re < 2 √ 2/(1 + δ), then the averaged operator of eddy viscosity is dominated by the Laplacian in the sense that for every Re there exists a constant µ = µ(Re) > 0 such that
Therefore, integrating (3.2) and using (3.3) and (3.1) we have
Lacunary spaces
In this subsection we explicitly determine the Banach spaces of lacunary functions, that combine properties of functions with rapidly decaying Fourier coefficients and properties of two-scale solutions of the linearized modulation equation. When this goal is accomplished, we are able to prove homogenization of the fully nonlinear problem by combining the dynamical system technique of the linearized case and nonlinear energy estimates, similar to the one used in the proof of the stability of the effective nonlinear equation.
Identify with any k ∈ Z 2 a pair (m, n), m, n ∈ Z 2 chosen so that m = k − n/ has the minimal Euclidean norm |m| = m 2 1 + m 2 2 among all n ∈ Z 2 on the lattice k ∈ Z 2 . Let us denote this as k = (m, n) (when there is no confusion, we use this identification without mention). Then the σ/ neighbourhoods (in Fourier space) of the vertices k = n/ , n ∈ Z 2 are determined by means of projection operators. The projection on the large scales is determined by
Since the middle small scales play a distinguished role in our analysis-the 'nearest neighbours' of the large scales are located there, the projection operator on the small scales is decomposed into a sum of projections on middle and high small scales: P small = P middle + P high . The projection on the middle small scales is determined by
The projection on the high small scales is determined by
where we denote |||n||| = max(|n 1 |, |n 2 |), for n = (n 1 , n 2 ) ∈ Z 2 . The σ/ neighbourhoods are nonoverlapping, because σ < 1 4 . The projection on the 'rest' of the scales is determined by
x) can be decomposed into a lacunary sum (t, x) = l (t, x) + (t, x) + (t, x) + r (t, x), (3.4)
where each term in (3.4 
) satisfies the following conditions. The function l (t, x) satisfies
|ˆ l (t, m)| C 0 |m| 4 , P small l (t, x) ≡ 0, P rest l (t, x) ≡ 0. (3.5)
If˘ l (t, x) is another function that satisfies (3.5), then (x, t) is the solution of
The function (t, x) satisfies
The function r (t, x) satisfies
, where C 0 are such that for them all the conditions of definition 3 are satisfied.
Definition 4. B
Direct computations show that for any β 0, L can be embedded into Sobolev spaces H 1−β :
(3.9) Moreover, as → 0 for β > 0 the leading term of the H 1−β -norm of ∈ L is determined by l , large-scale part of : For (t, x) , the form of the first term on the right-hand side of (3.7) arises, because the solution to 1 Re + P small M = −P small M can be found from the geometric series expansion in small Re:
. . , where (for sufficiently small Re) by (2.1) in lemma 1
The form of the second term on the right-hand side of (3.7) arises due to the nonlinear estimates in appendix B.
Uniform boundedness of solutions
Consider a map A :
→¯ , where¯ is the solution of
The main advantage of lacunary spaces is that we can rewrite the map A and apply the fixed point argument for each of the functions l , , , r separately in a simple manner as follows:
(3.15)
Lemma 4. For any Re and ,¯
Also, there exist sufficiently small Re 0 and 0 such that for any Re < Re 0 there exists C 0 = C 0 (Re), such that for any C C 0 , < 0 , A : B C 0 → B C 0 , and Proof. Let u(t) be the solution of an ordinary differential equation (3.19) where C k are some constants and (t, x) is either r (t, x) or (t, x). The only exceptions are whenn = (±1, ±1) + (±1, ±1), |||n||| > 1, because thenˆ (t, x) is also forced by (t, x). Consider first the generic case. Then in (3.19 r (t, x) ), we have that C k |k| 2 for (t, x), and C k C(σ )|k| 2 for r (t, x). Therefore we can choose a sufficiently small Re 0 , so that the estimates for¯ r (t, x) and¯ (t, x) hold. In the exceptional cases the argument is similar, when we observe that forn = (±1, ±1) + (±1, ±1), |||n||| > 1, in the sum on the right-hand side of (3.19) appears an extra term: C k max 0 τ t |ˆ (τ, k)| with a better estimate on the constant: C k |m||k|. Thus we have shown that there exists a critical Re 0 . Observe that, by lemma 18, the nonlinear corrections do not affect (t, x), and therefore the symmetry condition (1.20) for the fully nonlinear map A is satisfied, if it is satisfied for its linear part. Therefore the existence of C 0 (Re) follows from lemma 18 in appendix B. Estimate (3.16) is proved similarly.
Homogenization
The proof of the homogenization of the nonlinear modulation equation relies on repeated use of the idea of the reduction to a simpler model. More specifically, we replace one differential equation by another simpler equation which is asymptotically in equivalent to the first one, and then view the error as a small forcing. For clarity, we subdivided the presentation into four parts. It is fairly simple to show by standard estimates that the solution of an equation with small forcing is close to the solution of the same equation without forcing. The only notable and unexpected exception is the reduction we describe in part 1. The error of this reduction is analysed in part 2, where we use the idea that supposes there are two contraction maps A and A 0 acting on the same Banach space, such that inequality u − u 0 < c 0 implies Au − A 0 u 0 < c 0 , then the fixed points of these maps will also satisfy the same estimate ũ −ũ 0 < c 0 . In part 3 we estimate the error that may arise from the short-time initial growth of the solution. Note that, since the linearized problem can be reduced to a problem where the large-scale part of the solution has only one nonzero Fourier coefficient, the need for this estimate arises only in the nonlinear case. Part 4 is basically matching asymptotics and it is similar to the proof of homogenization in the linearized case.
Reduction to a simpler problem.
Observe that for a function (t, x) ∈ L there are (see appendix B) 16 terms with different estimates on their Fourier coefficients, that arise if we expand N ( (t, x)) using the lacunary expansion. In order to prove the homogenization, we need a priori estimates on their time derivatives. While most of these terms are negligible as → 0, a priori bounds on their time derivatives are such that they do not guarantee that ∂ t (t, x) ∈ L 2 . A way to simplify the analysis is to introduce an auxiliary function 0 (t, x), such that it satisfies the (nonlinear partial differential) equation that has only the 'significant' terms of the nonlinear modulation equation (1.4). More specifically, define
as the solution of
(3.21)
Following the steps in sections 3.2 and 3.3 and using lemma 19 in appendix B, we have that 
24)
P rest 0 (t, x) ≡ 0, the bounds on l,0 and 0 are the same. The new Banach space L 0 is naturally embedded in L , and therefore we also can view the map A 0 : L → L .
Error of the reduction. The next step is to show that 0 (t, x) is a good approximation to
(3.25)
Computing A 0 0 −A by following the steps in section 3.3 we have that there is a sufficiently small C 0 (again, without loss of generality, choose C 0 so that A 0 and A are contractions on
, we have that¯ (t, x) also can be represented as in (3.25) and
It implies that the fixed points of the maps A 0 , A also satisfy (3.25) with (3.26) . Then, by (3.9) and (3.26), (t, x), the solution of the nonlinear modulation equation (1.4), and 0 (t, x) , the solution of (3.21)-(3.23), satisfy
Relation to the effective equations.
By (3.10) the H 1−β -norms of 0 (t, x) and 0 (t, x) are negligible if β > 0:
Therefore, similar to the proof of theorem 1 in section 2.4, the next step is to prove that l,0 (t, x), the large-scale part of 0 (t, x), satisfies the effective nonlinear equation (1.7) with some additional small forcing: 27) where
and there exists t 0 → 0, as → 0, such that for any t, t t 0
Here we use the bootstrapping argument.
Step by step we convert (3.21)-(3.23) into (3.27) with (3.28) and (3.29) . Here are the steps:
(vii) l,0 (t, x) satisfies (3.27) with (3.28) and (3.29).
Using the nonlinear estimates in appendix B, and linear estimates in sections 2.1-2.3, we have (i) by direct computations. (i) implies (ii) by lemma 1. Differentiate (3.23) with respect to t. Then dt (t, x) = ∂ t 0 (t, x) satisfies
The only nonzero Fourier coefficientsˆ 1 (t, k), k = (m, n) , are when n = (±1, ±1) and by lemma 10 in appendix B,
The only nonzero Fourier coefficientsˆ 2 (t, k), k = (m, n) , are when n = (0, 0) and it is a nearest neighbour of one ofn = (±1, ±1), that is when n = (±1, ±1) + (±1, ±1), and there, by the estimate on ∂ t 0 (t, x) in (ii), we have
From (3.33) and (3.34), reformulating (3.32) as a fixed point solution of a linear map and following the argument in the proof of lemma 4 in section 3.3, we have (iii). (iii) implies (iv) by estimation of the terms in (3.23). Again, following the argument in the proof of lemma 4, and using the estimates in lemma 17 of appendix B, we have (v) and the estimate for F 1 (t, x) in (vi). Observe that 1 (t, x) (in (3.30)) and 2 (t, x) (in (3.4.3)) are exactly the functions, that come from the multiscale analysis of [35] (see appendix A). Therefore, (vi) implies (vii) by lemmas 5-7 (condition (A.8) is satisfied by lemmas 1 and 2; conditions (A.9) and (A.10) are satisfied by definition of L 0 ). Finally, since for (t, x) , the solution of the effective nonlinear equation (1.7) in L 0 ,
Error of the effective equation with forcing.
we only need to show that, if (3.28) and (3.29) holds, then
Therefore we complete the proof of theorem 2 by showing that
If 0 t t 0 , then by (3.28) |d tˆ (t, m)| C/|m| 2 , and therefore (3.35) holds. Suppose t t 0 . Since
for t t 0 , (t, x) is the solution of a linear equation
. Therefore if Re < Re 0 there is a small constant C 0 (Re) (again, this C 0 may be smaller than C 0 above, and we take the smallest of the two), such that each Fourier coefficient of (t, x) satisfies a differential inequality
Integrating (3.38) we have that for any m
which, using (3.37), gives (3.35) . This completes the proof of theorem 2.
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Appendix A. Summary of the multiscale asymptotics
Here we give a brief summary of the (formal) derivation of the effective equations (1.7) and (1.10) from (1.4) and (1.6), respectively. Our derivation is different from [35] in two respects. Namely, l (t, x) is not a solution of the effective equations (as it was in [35] ) and we do not replace the Laplacian by its two-scale asymptotic expansion. These modifications were made for consistency with our l , , expansion.
In the linear and the nonlinear cases 1 (t, x) , the first-order corrector, satisfies 1
The second-order corrector 2 (t, x) in the nonlinear case satisfies
In the linear case the last term in (A.2) should be dropped, and 2 satisfies
Matching asymptotic expansions for l (t, x) we have that
(A.4) (A.1) can be solved explicitly in Fourier series, and P large M 1 in (A.4) gives rise to the term 
The term 2 1 cannot be found explicitly analytically. In particular, the first term of the asymptotic expansion in of (A.7)
The O( 3 ) terms do not affect the effective equation and can be neglected. From the multiscale analysis we have the error estimates which are needed for the bootstrapping arguments. These estimates are summarized in the following three lemmas.
Lemma 6. Suppose l (t, x) = a (t) exp(im·x), 1 satisfies (A.1), 2 satisfies (A.2). Denote
g (t, x) = Re 2 4 −1 (∇ 2 2 − ∇ 2 1 )[δ((∇ 1 l ) 2 + (∇ 2 l ) 2 ) + (1 + δ 2 )∇ 1 l ∇ 2 l ], f (t, x) = M 2 . If |f (t, m)| C 1 |m| 2 |a (t)|, |ĝ (t, m)| C 2 |m| 2 |a (t)|, (A.9) then |f (t, m) −ĝ (t, m)| C(C 1 + C 2 ) |m| 3 |a (t)|. Lemma 7. Suppose l (t, x) = a (t) exp(im · x), 1 satisfies (A.1). Denote g (t, x) = − Re 2 8 −1 (∇ 2 2 − ∇ 2 1 )[δ((∇ 1 l ) 2 + (∇ 2 l ) 2 ) + (1 + δ 2 )∇ 1 l ∇ 2 l ], f (t, x) = N ( 1 ). If |f (t, m)| C 1 |m| 2 |a (t)|, |ĝ (t, m)| C 2 |m| 2 |a (t)|, (A.10) then |f (t, m) −ĝ (t, m)| C(C 1 + C 2 ) |m| 3 |a (t)|.
Appendix B. Estimates for nonlinear terms
In this appendix we prove auxiliary estimates on the nonlinear terms like
where the Fourier coefficients of and have bounds that differ from lemma to lemma. We use the following notation: the Fourier coefficients (the first function), (the second function) and ϒ are indexed by k 1 = (m 1 , n 1 ) , k 2 = (m 2 , n 2 ) , and k = (m, n) , respectively. Without loss of generality, we assume here that all the functions are independent of time. The main equality used in all the lemmas below is
In terms of Fourier coefficients it gives rise to three inequalities
Depending on the decay of |ˆ (k)| and |ˆ (k)| as |k| → ∞, we use one of the three inequalities in (B.2), and then use Hölder's inequality:
where we denote
Since in two dimensions the right-hand side of (B.3) is finite if sp > 2, we choose p and q so that sp > 2 and tq > 2. By the choice of the σ/ neighbourhoods of the vertices k = n/ , we have that if
The inequality |m| σ/ may not hold, but if |m| > σ/ and n = (0, 0), or n = (±1, ±1), then |k| C|m|, C = C(σ ). We also use the observation
By the Leibniz rule
|k| .
Proof. Here we do not apply the Leibniz rule.
Proof. The only nonzero Fourier coefficientsˆ (k) are when n = (±1, ±1). If (B.4) holds then
because |k 2 | C|k|. If (B.5) holds then, similarly,
Proof.
In the rest of this section we assume without further mention (cf definition 3 of lacunary spaces and inequality (3.11) in section (3.2)) that
|k||m| .
, there is a sufficiently small 0 such that for any < 0
If n = (±1, ±1), |m| σ/ , then |k| C|k 2 |. Also for sufficiently small inequality |k 1 | 3 |k 2 | 2 implies that n = n 2 . Therefore
|m| 2 . In all other cases |k 1 | > C/ and |k 2 | C|k 1 |, therefore
because n 2 = (0, 0), and therefore |k 2 | C|||n 2 |||/ . If n = (±1, ±1) and |m| σ/ is not true, then |k 1 | > C/ and |k||m| .
If n = (0, 0) then n 2 = (±1, ±1) and |k| C max(|m 1 |, |m 2 |). Therefore As a corollary of lemmas 11-17, we have an embedding result for the nonlinear term for functions in L . 
Lemma 18. Suppose
1 L C 0 , 2 L C 0 , 1 − 2 L C 1 . Let 3 = −1 N ( 1 ), 4 = −1 N ( 2 ), 5 = 3 − 4 . Then
