Correlation networks are commonly used to statistically extract biological interactions between omics markers. Network edge selection is typically based on the significance of the underlying correlation coefficients. A statistical cutoff, however, is not guaranteed to capture biological reality, and heavily depends on dataset properties such as sample size. We here propose an alternative, innovative approach to address the problem of network reconstruction. Specifically, we developed a cutoff selection algorithm that maximizes the agreement to a given ground truth. We first evaluate the approach on IgG glycomics data, for which the biochemical pathway is known and well-characterized. The optimal network outperforms networks obtained with statistical cutoffs and is robust with respect to sample size. Importantly, we can show that even in the case of incomplete or incorrect prior knowledge, the optimal network is close to the true optimum. We then demonstrate the generalizability of the approach on an untargeted metabolomics and a transcriptomics dataset from The Cancer Genome Atlas (TCGA). For the transcriptomics case, we demonstrate that the optimized network is superior to statistical networks in systematically retrieving interactions that were not included in the biological reference used for the optimization. Overall, this paper shows that using prior information for correlation network inference is superior to using regular statistical cutoffs, even if the prior information is incomplete or partially inaccurate.
Introduction
Network inference, i.e. the reconstruction of biological networks from high-throughput data, has become a popular field in systems biology [1] [2] [3] . Interactions among biomolecules extracted from the analysis of large datasets can represent known and predict novel biological mechanisms 4, 5 , in particular enzymatic reactions in molecular pathways [6] [7] [8] .
Virtually all network inference methodologies require the definition of a parameter that determines which molecular interactions should be included in the network and which should be discarded. The construction of correlation-based networks commonly requires a series of simple steps ( Figure 1A) . First, pairwise correlations between variables are estimated from the data, for which a wide variety of methods is available. The next step is to determine which correlation coefficients are statistically different from zero using a hypothesis test, which produces p-values associated with each correlation coefficient. These p-values are then compared to a given significance level α, typically 0.01 or 0.05, with appropriate multiple hypothesis testing correction. Finally, significant correlations can be visualized and further analyzed as a network, where nodes represent the variables in the dataset and edges represent significant correlations.
However, this straightforward network inference pipeline has two major pitfalls that are usually overlooked and substantially affect the robustness and reproducibility of correlation-based network inference. First, for most correlation measures, the resulting network will vary substantially depending on the number of observations available in the dataset. In general, the bigger the sample size, the lower the p-values. This means that with increasing sample size, weaker correlations become significant and the corresponding network becomes denser ( Figure 1B) . Second, different multiple testing correction methods (e.g., Bonferroni 9 or Benjamini-Hochberg 10 ) have different underlying assumptions, such as controlling for the familywise error rate versus the false discovery rate (FDR), respectively. However, in practice, the choice of one method over another is usually not scrutinized adequately. Thus, depending on the arbitrary choice of error correction and significance level, one may obtain vastly different networks ( Figure 1B ) which are all statistically sound, but that do not necessarily represent relevant underlying biological mechanisms.
We here address the problem of correlation-based network inference from a different perspective. Instead of a statistically-driven cutoff selection, we propose to choose the correlation cutoff that produces the correlation network with the highest agreement to a given ground truth ( Figure 1C and D), hereafter referred to as 'biological reference'. That is, we search for the network that shows the highest overlap with the known underlying biology, thereby avoiding the above-mentioned arbitrarily determined cutoffs for p-values.
We postulate that even a coarse, incomplete, or partially incorrect biological reference is suitable for this approach, as long as a sufficient amount of correct biological knowledge is covered. In many cases, the molecular networks regulating the system under study are not fully known, which results in an only partial biological reference being available. For example, often only few of the pathways of the system under study are well-characterized, and for some systems, detailed biochemical information is not available at all. In these cases, we will demonstrate that one can still use the available prior knowledge as a biological reference and obtain a cutoff that is close to the global optimum.
In this paper, we first show that, under certain circumstances, statistical significance selection is indeed substantially influenced by the dataset size. We then apply the prior-knowledge based cutoff optimization approach to plasma Immunoglobulin G (IgG) glycomics measurements. In this particular case, we have a well-characterized, supposedly complete biochemical synthesis pathway, which we use as gold standard biological reference to test our optimization approach. We show that the optimal correlation cutoff is unique and sample size independent. Moreover, even when the optimization procedure is performed with only a fraction of the original biological reference, the resulting optimum remains the same. We demonstrate the generalizability of the algorithm by applying it to metabolomics data, for which a full detailed prior knowledge is not available. We show that different sources of partial and coarse prior information lead to the same optimal network. Finally, we consider RNA-sequencing data from The Cancer Genome Atlas (TCGA), and show that the optimized networks are systematically superior to statistical ones in identifying known molecular interactions not included in the optimization procedure. This proves that partial prior knowledge can be exploited to infer a data-driven correlation networks that represent true although possibly unknown biological interactions better than regular statistically-inferred networks.
Results

Correlation cutoffs of most correlation measures depend on sample size
For most correlation measures, the larger the sample size, the lower the resulting correlation cutoff at a given significance level. In other words, increasing the number of subjects measured in a study automatically results in a denser correlation network. To quantitatively investigate this effect, we analyzed IgG glycomics measurements from four large Croatian cohorts (see Methods). In the following, the results for one of the four cohorts (Korčula 2013) are shown, while the other three cohorts were used for replication. The discovery dataset included 669 samples and 50 glycan structures measured. Data were normalized, log-transformed and corrected for age and gender prior to analysis.
We subsampled the glycomics dataset without replacement to simulate different sample sizes, from 10 to 669 samples. For each subsample, we computed the glycan correlation matrix and applied a 0.01 FDR cutoff using the Benjamini-Hochberg method as an exemplary approach for multiple testing correction. Results would be qualitatively identical with other methods (e.g. Bonferroni) and α levels. We considered two correlation measures commonly used in the field of computational biology: Classical pairwise Pearson correlation and partial correlation, which accounts for the presence of confounders (see Methods). We included two different estimators for partial correlation: Exact partial correlations obtained from the inversion of the covariance matrix (referred to as parcor), and a shrinkage-based regularization approach, which has been shown to give more stable estimates and still works in datasets with less samples than variables (GeneNet 11 ).
Reference-based cutoff optimization
We applied our reference-based network inference approach to IgG glycomics data, for which the pathway of synthesis is well characterized ( Figure 3A) . We have previously shown that edges in a partial correlation network represent single enzymatic reaction in the IgG glycosylation pathway 8 . In this first step, we tested how our method compares to regular statistical cutoffs.
As a quantitative measure of overlap, we used Fisher's exact test based on the overlap contingency table, which classifies glycan-glycan pairs based on whether an edge between them appears both in the correlation network and in the biological reference (true positives), only in the correlation network (false positives), only in the biological reference (false negatives), or in neither (true negatives). Thus, higher the overlap between correlation network and biological reference, the lower this p-value will be (see Methods). The cutoff that produces the maximum overlap to the biological reference is hereafter referred to as the "optimal cutoff" and the corresponding network as the "optimal network". As expected, regular Pearson correlation performed poorly in comparison to parcor, as it does not account for confounding factors, while GeneNet was the overall best performing method ( Figure 3B ). In this case, the optimal GeneNet network yields only a minor improvement over the network obtained with FDR 0.05, which turned out to be the statistical cutoff closest to the optimum. However, the performance of any statistical cutoffs cannot be predicted a priori and depends on the specific case under investigation. The analysis of the replication cohorts showed similar results ( Figure S2 ). This first analysis proves that biological prior knowledge improves the choice of a network cutoff, and that the optimal network is identifiable and unique for all correlation measures considered.
To assess whether the optimal network obtained with our procedure depends on sample size, as statistical cutoffs, we again performed the optimization procedure on subsamples of the original dataset ( Figure 3C ). For GeneNet, the optimal cutoff turned out to be sample size-independent, as expected. This indicates that, by optimizing the cutoff with our approach even with a relatively small sample size (roughly 160 observations), we still obtain the same optimal network that we would get with a much larger dataset (669 observations). Strikingly, even for parcor and Pearson correlation, for which statistical cutoffs showed strong sample size dependence, the optimal cutoff appeared to be sample size-independent over 300 samples ( Figure S3 and S4, respectively), although the overall performance was lower than GeneNet. In conclusion, using prior information to optimize the correlation cutoff allowed to infer the same optimal network regardless of the sample size of the dataset.
Incomplete, incorrect, or coarse biological references
Our optimization approach determines the correlation cutoff at which the data-driven network best represents the biological reference. However, IgG glycan synthesis is a well-characterized process, while in most other practical cases a reference that describes the system in accurate detail is not available. We postulate that even with an incomplete or partially incorrect biological reference, we will obtain a close-to-optimal network. To this end, we considered the performance obtained from the optimization procedure when comparing the full biological reference with an artificially incomplete, incorrect or coarse version of it, as described in the following. Scenario 1: Incomplete biological reference. Since for many biological systems the full biochemical pathway of synthesis is not available, we simulated a case in which only a percentage of the IgG glycosylation pathway is known. To this end, we randomly constructed incomplete pathways by selecting a fraction (10% to 90% in increments of 10%) of the edges in the IgG glycosylation pathway shown in Figure 3A . For each percentage, we generated 100 different incomplete pathways and used each of them to optimize the correlation cutoff ( Figure 4A ). Obviously, due to the increase in false positives, the fewer edges from the original reference we consider, the lower the overlap to the correlation network becomes. Importantly however, the optimum is highly conserved across the curves, yielding the same optimal cutoff (0.23) regardless of the amount of prior information available. This means that if we only knew, e.g., 50% of the reactions in the IgG glycosylation pathway shown in Figure 3A , we would still obtain the identical optimal network as we would by using the full pathway. Scenario 2: Partially wrong biological reference. In many cases, our understanding of how a biological system works might be partially incorrect. Therefore, we considered the possibility of our reference to include wrong information, i.e. a given number of wrong edges. We simulated an increasing number of edge swaps in the IgG glycosylation pathway until we reached full randomization. For each condition, we generated 100 different pathways and performed the optimization procedure on them ( Figure 4B ). Again, while the overall performance decreased as expected, the shape of the curve clearly leads to the same optimal cutoff as the original pathway for up to 20 swaps. This means that even when starting with a substantially incorrect prior, as long as partial truth is contained in the reference network, the optimized network will still produce the same network as the one obtained with the complete biological reference.
Scenario 3: Coarse biological reference.
Sometimes no detailed biochemical mechanisms are known, but only general biological properties of the molecules in the dataset. For example, we know that glycan processing occurs when the sugar chain is already bound to the protein. In our datasets, we have the measurements of three different protein isoforms (IgG1, IgG2 and IgG3 together, and IgG4). Therefore, we can constrain the set of possible biochemical reactions only to glycans pairs within the same IgG isoform (adjacency matrix 1 in Figure 4C ). Moreover, we know that glycosylation enzymes can only add a single monosaccharide at a time during glycan synthesis. Hence, we can further reduce the possible reactions to those between glycan pairs that differ of a single sugar unit (adjacency matrix 2 in Figure 4C ). When comparing the optimization results carried out starting from these biological references to that of the full biochemical pathway (adjacency matrix 3 in Figure 4C ), we observe that, while the overall performance varies, the optimal values are close to each other, thus producing similar networks. Therefore, even when biochemical details are not available for the system under study, other sources of information can be used for the optimization and lead to the same optimum as the complete biological reference.
The three scenarios' results replicated for the other cohorts ( Figure S5 and S6).
In conclusion, for various cases of incomplete prior knowledge, our approach still leads to a close-to-globally-optimal network.
Application to metabolomics data
In order to test whether our approach can be generalized to other data types, we applied the algorithm to untargeted urine metabolomics dataset ( Table 2 ). The dataset consisted of 95 samples with 1,021 measured metabolites, and is therefore significantly more complex than the glycomics dataset considered so far, which only included 50 variables. Data were normalized, log-transformed, imputed and corrected for age, gender, and BMI prior to analysis (see Methods).
Since current pathway databases cover only a part of the blood metabolites measured in a typical mass-spectrometrybased analysis, we had to rely on partial prior information: (1) Enzymatic reactions connecting the measured metabolites were obtained from the RECON2 database 12 . In addition, as a weak informative prior, we considered two block adjacency matrices, allowing interactions among molecules (2) within the same biological pathway (in the following referred to as sub-pathway) or (3) within the same general molecular class (referred to as super-pathway).
We inferred GeneNet-based networks using these three priors as biological references ( Figure 5 ). Although the absolute performances varied significantly depending on the chosen prior, the maxima were still remarkably close to each other. This means that the corresponding resulting optimal networks will be similar. Also in this case, the statistical cutoff of FDR 0.05 was found to perform comparably to the optimized cutoff.
For reference, the performances of Pearson and parcor correlation measures can be found in Figure S7 .
In conclusion, we demonstrated that our approach can be generalized to metabolomics data, where a full biological reference is unavailable. Partial prior information can be used from different sources and the optima obtained with different priors are highly consistent.
Application to transcriptomic data
To evaluate the approach on a substantially different type of omics data not based on mass-spectrometry, we analyzed RNA-sequencing data from The Cancer Genome Atlas 13 (TCGA, Table 3 ). After preprocessing, the dataset included expression measurements of 11,993 genes from 3,571 samples across 12 different cancer types (see Methods). This dataset is much more complex than the glycomics and the metabolomics datasets, and is thus an informative test case to evaluate the flexibility of our approach. Expression values were corrected for age, gender and cancer type prior to analysis.
The analysis was performed separately for transcripts in 311 different pathways, as defined in the Reactome database 14, 15 (see Methods for details). For each of these pathways, we defined two independent biological references: (1) Protein complexes from the CORUM database 16 , and (2) Other protein-protein interactions as described in the STRING database 17, 18 . In order to assure independence of the two biological priors, we removed all interactions contained in the CORUM reference from the STRING reference. Consequently, neither reference contained any of the connections included in the respective other reference. If our optimization approach is truly able to identify a biologically meaningful cutoff, a network optimized on one reference will still be able to recover significant amount of information included in the second, independent prior.
We first optimized the network cutoff based on the STRING reference. Since we tested 311 pathways in this analysis, we used a conservative significance threshold for the Fisher's p-value of 0.01/311 = 3.21 • 10 )* , which yielded 46 pathways with a significant optimum ( Figure S8 ). In this first phase, the optimized networks showed a systematically higher overlap with the corresponding STRING reference when compared to their statistical counterparts, as expected by construction ( Figure 6A ).
When we computed the overlap of the STRING-optimized and the statistical network to the CORUM reference, the former was still systematically superior to the latter ( Figure 6B ). An interactive version of Figure 6 is provided as supplement (File S1). This finding indicates that the optimized network is able to represent true interactions that were not used in the optimization process better than statistically determined networks, proving its full inference potential.
As a showcase of how this difference in correlation cutoff translates into differences of the inferred networks, we compared the partial correlation network obtained at FDR 0.05 and with our optimization approach for the "Axon guidance" pathway ( Figure 7) . A network comparison for all pathways with a significant optimum is provided as an interactive R-Markdown file (File S2). Notice that PPI networks are much denser than biochemical pathways (see glycomics and metabolomics analysis), which was not reflected in partial correlation network estimated with statistical cutoffs.
Discussion
Correlation network inference often relies on correlation cutoffs based on p-values, which are however known to be substantially affected by sample size and are subject to an arbitrary choice of significance level and multiple testing correction procedure. We showed that an exception to this general observation is GeneNet 11 , which exhibits a remarkable robustness to sample size, but is still subject to choice of a proper statistical cutoff. While several other network inference approaches that do not rely on a p-value-based threshold exist, it is worth mentioning that most these methods still require the assignment of a cutoff parameter, for example the lambda parameter in the graphical Lasso 19 , which suffers from the same problem of the p-value based cutoff. Other methodologies that do not rely on any cutoff parameter, like for example the weighted network approach of WGCNA 20 , produce a fully connected network and, although powerful in identifying clusters or modules of co-regulated genes or proteins, are unsuitable to identify single enzymatic steps in synthesis pathways.
The approach presented here overcomes the problem of the cutoff choice by establishing a biologically optimal correlation cutoff for network inference. The procedure ranges over the correlation cutoff value until an optimal overlap with a given, possibly incomplete, biological reference is achieved. We benchmarked the approach on LC-ESI-MS IgG glycosylation data from four large Croatian cohorts. For this type of data, the full synthesis pathway has been established and thus served as a gold standard for method evaluation. We showed that for the GeneNet partial correlation method, the resulting optimization curve lead to a well-determined and unique optimum, regardless of sample size and p-value cutoffs. The other investigated correlation-based methods performed inferior compared to GeneNet.
The approach was then applied to the more realistic case of partial prior knowledge, i.e. the case where a full, detailed and correct biological reference is not available. We considered three different scenarios: 1. Only a fraction of the biochemical pathway of synthesis is known; 2. The biochemical pathway contains incorrect information; 3. Only relations between classes of variables are known. In all three cases, we obtained nearly optimal networks despite the reduced biological knowledge that was available. This means that even only marginally informative priors are sufficient to obtain a reasonable approximation of the true network optimum.
We further demonstrated the applicability of the approach to metabolomics and transcriptomics data, for which only partial prior knowledge is available. The three partial biological references used for the metabolomics data, based either on metabolic reactions or molecular annotations, yielded very similar optima, supporting the claim that partial knowledge from different sources, like sub-and super-pathway annotations, can be used to optimize the correlation cutoff.
Interestingly, for both the glycomics and the metabolomics dataset, the statistical 0.05 FDR cutoff was very close to the optimum. However, this good performance of FDR is coincidental and cannot be generalized to other datasets or data types. This was corroborated by the analysis of transcriptomics data, for which FDR cutoffs were found to significantly overestimate the optimal cutoffs in many cases. This proves that the performance of FDR cannot be known a priori and varies substantially depending on the chosen significance level and data type, and thus does not guarantee an optimal network.
To validate the potential of the optimized networks to infer new biological interactions not included in the biological reference used for the optimization process, we optimized the cutoff of transcriptomics networks based on known protein-protein interactions from the STRING database. We then tested how well the optimized networks represented a different source of information, namely protein complexes from the CORUM database. We constructed the two biological references so that they included complementary information, with no redundancy, and hence were completely independent. Our results show that the STRING optimized network had a significant overlap with the CORUM reference, and that this overlap was much higher than that obtained from statistically inferred networks, meaning that optimizing on partial prior knowledge still allows to correctly infer unknown biology.
The procedure described in this paper requires a quantitative overlap measure to perform the cutoff optimization. We chose Fisher's exact test p-value as a proxy for the agreement between calculated correlation network and prior knowledge. It is to be noted that more conventional machine learning measures exist for classification problems. As an example, the popular F1-score 21 , does not account for true negatives and was therefore disregarded here. Interestingly, Matthews correlation coefficient 22 , another popular measure that uses all values in the contingency table, is actually related to the Fisher's p-value. Its absolute value is proportional to the square root of the chi-square statistic, which is asymptotically equivalent to that of the Fisher's exact test 23 .
Cutoff optimization as presented in this paper is a very flexible and generalizable inference strategy. Most other methods that account for prior knowledge integrate the biological reference directly into a specific network inference or regression framework [24] [25] [26] [27] [28] [29] [30] , for example by penalizing or enhancing specific edges according to the biological reference. On the contrary, our approach uses prior knowledge as an external reference system to optimize the purely data-driven association matrix. This allows applying the same concept to different association measures, for example mutual information 31 or other non-linear association quantities, in future studies.
In conclusion, we propose a novel approach for network inference, by optimizing a correlation-based cutoff to prior pathway knowledge. The impact of our study lies in the demonstration that the same optimal network can be obtained when the available prior knowledge is incomplete, partially wrong, or only provides information on the overall relationship across classes of molecules ( Figure 8 ). Consequently, a network fitted to partial priors can be used to enrich the knowledge with new, previously unknown interactions, or to rectify incorrect links, and can therefore serve as a valuable tool to infer biological interactions when a direct experimental validation is unavailable or unfeasible.
Materials and Methods
Glycomics datasets
Plasma samples from four Croatian cohorts 32 were analyzed (see Table 1 for details). For this paper, we only considered unrelated individuals. To this end, kinship coefficients 33 were estimated based on identity-by-state, which were computed using genotyped SNP data with the ibs function in the GenABEL package 34 for R. Unrelated individuals were obtained by selecting all pairs of individuals whose kinship coefficient was higher than 0.0312, which removed all individuals that were first degree cousins or closer. Samples with missing values were excluded from the analysis.
IgG was isolated from plasma using affinity chromatography with 96-well protein G monolithic plates, as reported previously 35 . IgG Fc glycopeptides were extracted by trypsin digestion and measured by LC-ESI-MS, which allows the separation of different IgG glycoforms. In Caucasian populations, the tryptic Fc glycopeptides of IgG2 and IgG3 have identical peptide moieties 36, 37 and so cannot be separately identified using the profiling method. Furthermore, only 10 glycoforms of IgG4 were detectable due to the low abundance of this IgG subclass in human plasma. A detailed description of the experimental procedure can be found in Selman et al. (2012) 38 and in Huffman et al. (2014) 39 .
For each IgG subclass, the LC-ESI-MS raw ion counts were normalized using probabilistic quotient normalization, which was originally introduced for metabolomics measurements 40 . The reference sample was calculated as the median value of each glycan abundance across all measured samples. For each sample, a vector of quotients was then obtained by dividing each glycan measure by the corresponding value in the reference sample. The median of these quotients was then used as the sample's dilution factor, and the original sample values were subsequently divided by that value. This procedure was repeated for each sample in the dataset. The data were log transformed and corrected for age and gender prior to statistical analysis.
The Croatian cohorts received ethical approval of the ethics committee of the University of Split School of Medicine, as well as the South East Scotland Research. Written informed consent was obtained from each participant.
Metabolomics dataset
Metabolomic samples were taken from an antipsychotics study conducted in Qatar 41 . Urine samples were analyzed using ultra-high-performance liquid-phase chromatography and gas-chromatography separation, coupled with tandem mass spectrometry by Metabolon, Inc. Data were runday-median scaled, normalized using probabilistic quotient normalization 40 and log-transformed. From the original data matrix, we first excluded metabolites with more than 20% missing values, and then samples with more than 10% missing values. Samples with missing covariates were subsequently excluded from the analysis. The filtered data matrix contained 97 samples and 1,021 metabolites (527 known structures and 494 unknown), see Table 2 . Remaining missing values were imputed with a KNN-based method with variable pre-selection 42 . Data were corrected for age, gender and BMI prior to analysis.
All participants have given written informed consent and the local ethics committees have approved the studies.
Transcriptomics dataset
RNA-seq data were downloaded from The Cancer Genome Atlas 13 (TCGA) and initially included 3,599 samples and 16,115 genes from 12 cancer types: Acute myeloid leukemia, bladder urothelial carcinoma, breast invasive carcinoma, colon adenocarcinoma, glioblastoma multiforme, head & neck squamous cell carcinoma, kidney clear cell carcinoma, lung adenocarcinoma, lung squamous cell carcinoma, ovarian serous cystadeno-carcinoma, rectum adenocarcinoma, and uterine corpus endometrioid carcinoma 13 , see Table 3 . For each cancer type, genes with more than 20% of missing values were excluded. Missing values in the remaining genes were imputed using a KNN-based method with variable pre-selection 42 . Values were corrected for age and gender, and samples without this information were excluded. We only considered genes present in all cancer types after preprocessing and we further corrected for cancer type. The final dataset included 3,571 samples and 11,993 genes.
Correlation analysis
Three measures of correlation were used in this study: 1) Classical Pearson correlation, which represents the linear relation between two variables. 2) Partial correlation, which allows to account for the presence of confounders or covariates and is calculated as the Pearson correlation coefficient corrected for the presence of all other variables 43 . Analytically, a partial correlation matrix can be obtained by inverting and normalizing the covariance matrix. In this paper, we refer to this technique as parcor. This estimation procedure is efficient but unstable for low sample sizes. 3) A more stable estimate of the partial correlation matrix can be obtained with the GeneNet algorithm 11 , where a shrinkage parameter is optimized to correct the covariance matrix prior to inversion. Moreover, the algorithm fits a mixture model to the partial correlation matrix to compute the p-values 11 , which results in a more robust p-value estimation. We attribute to this particular step the observed independence from the data sample size of the partial correlation networks calculated with GeneNet.
For the metabolomics data analysis, partial correlations were corrected for unknown variables. Note that these unknowns were then excluded from the overlap evaluation during the optimization procedure, which was only based on identifiable metabolites. Statistical cutoffs were based on the full correlation matrix, including unknowns.
Biological references
Glycomics data. The biological reference reflects the current understanding of the IgG glycosylation pathway, as established in Benedetti et al. (2017) 8 . Glycans can be modified by the addition of one monosaccharide at a time, but only selected reactions are enzymatically feasible, as shown in Figure 3A .
Metabolomics data.
There is no established complete biochemical pathway to consider as biological reference for metabolomics data. Known metabolic reactions were imported from the RECON2 database 12 and included in one of the adjacencies. As a more coarse type of biological references, we used sub-and super-pathway annotations provided with the metabolites measurements by Metabolon, Inc., from which adjacency matrices were created by connecting all metabolites within the same sub-or super-pathway, respectively.
Transcriptomics data.
Pathway annotations were imported from the Reactome database 14, 15 . We restricted the analysis to pathways containing at least 50 genes and at most 1,000 genes and with at least 50% of the genes in the pathway measured in the TCGA data. These constraints led to a total of 311 Reactome pathways being selected. For each pathway, proteinprotein interactions were downloaded from the STRING database 17, 18 , while protein complexes were taken from the CORUM database 16 . CORUM interactions were subsequently removed from the STRING prior, creating two independent references. The resulting modified STRING prior was then used as biological reference for the optimization, while the CORUM prior was used for validation.
Overlap estimation
The overlap between biological reference and correlation network was calculated using Fisher's exact tests, which evaluate whether two categorical variables are statistically independent 44 , with low p-values indicating a lack of independence. For the purposes of this analysis, we treated the Fisher's p-value as a measure of the overlap between the reference and the calculated correlation network. Lower p-values indicate a better overlap. Therefore, the optimal cutoff for a given correlation is defined as the cutoff at which the Fisher's p-value is the lowest. Specifically, all correlation coefficients are first classified in a contingency table, according to significant yes/no and whether the corresponding variable pair is connected by an edge in the biological reference adjacency matrix ( Figure 3A) A Typical pipeline of correlation network inference. A correlation matrix is estimated from the preprocessed data. A significance selection step identifies correlations that are statistically different from zero. Significant correlations are commonly visualized as a network. B Schematic representation of the dependence of the correlation network on sample size and statistical cutoff. Note that, despite looking substantially different, all resulting networks can be considered statistically correct. C Prior knowledge-based network overlap estimation. The correlation network is compared to a prior knowledge network, where the overlap is quantified using true positives (TP), false positives (FP), false negatives (FN) and true negatives (TN). Based on these values, a quality overlap measure between data-driven correlation matrix and biological reference is computed. D Prior knowledge-based network inference approach. We discard the p-value-based significance selection, and instead analyze how the overlap between correlation network and biological reference varies depending on the correlation cutoff. We then define optimal the correlation cutoff at the point where the overlap is maximal. A Correlation cutoff (0.01 FDR) as a function of the dataset sample size for the three correlation measures considered: Pearson correlation (red), exact partial correlation (purple), shrinkage partial correlation based on GeneNet (black). Error bars represent 95% confidence intervals from 1,000 bootstrapping samples. B Number of edges in the correlation network after applying a 0.01 FDR cutoff as a function of the dataset sample size. Error bars represent 95% confidence intervals of 1,000 bootstrapping samples. Note that for parcor, correlation coefficients can only be estimated for a sample size greater than or equal to the number of variables, in this case 50. A Incomplete biological reference. For each percentage, 100 different adjacency matrices were generated by randomly removing edges from the IgG glycosylation pathway. The curves in the figure represent the means of the 1,000 bootstrapping resamplings on each adjacency matrix. B Incorrect biological reference. Edges in the IgG glycosylation pathway were randomly swapped to simulate incorrect information in the biological reference. For each number of swaps, 100 adjacency matrices were generated and the averages over those curves and over the 1,000 bootstrapping resamplings are shown. Here, the red curve represents 100 fully randomized adjacency matrices (rnd). The error bars on this curve represent the 95% confidence interval of the bootstrapping. Any signal that falls within these intervals should be regarded as noise C Coarse biological reference. For IgG glycomics data we know that only enzymatic reactions between glycans attached to the same IgG isoform are feasible (adjacency matrix 1) and, in addition, that only they can be modified by the addition of one sugar unit at a time (adjacency matrix 2). The black curve corresponds to the optimization performed on the full reference (adjacency matrix 3) for comparison. The curves in the figure represent the means of the 1,000 bootstrapping resamplings and the different considered adjacency matrices. In all plots, the black curve corresponds to the optimization performed on the full reference. We used biochemical reactions from the RECON database as partial prior knowledge (adjacency matrix 1), as well as sub-and superpathway annotations (adjacency matrices 2 and 3, respectively). Curves in the figure represent the average over 100 bootstrapping resamplings, and error bars show the corresponding 95% confidence intervals. Vertical lines represent the statistical cutoffs computed on the original data matrix.
Figure 6: Overview of the TCGA transcriptomics data analysis.
A Comparison overlap of statistical (FDR 0.05) and STRING-optimized network with STRING prior. Each dot represents one of the 311 analyzed pathways, where the size and color of the dot codes for the pathway size. B Comparison of the overlap to the CORUM prior of the statistical (FDR 0.05) and STRING-optimized network. Each dot represents one of the pathways that resulted significant during optimization (blue dots in A), where the size and color of the dot codes for the pathway size. The gray dashed lines represent the significance threshold of 3.21 • 10 )* . In both cases, the STRING-optimized networks display a systematic better overlap to the priors than the statistically inferred networks. This example illustrates how statistical cutoffs can fail to identify a biological optimum. A Cutoff optimization. A protein-protein interaction network from STRING was used as reference. The black curve represents the average over 100 bootstrapping resamplings, and the error bars show the corresponding 95% confidence intervals. Vertical lines indicate the statistical cutoffs computed on the original data matrix. B Partial correlation network obtained with our optimization procedure. C Partial correlation network obtained with a 0.05 FDR cutoff. D Biological reference used for the optimization (PPI network from STRING without CORUM interactions). E Biological reference used for validation (protein complexes from CORUM). Black edges represent connections found in the biological reference used for optimization (STRING), green edges represent connections found in the reference used for validation (CORUM), while gray edges indicate connections not included in the prior knowledge. We have proven that biochemical pathways can be used to optimize a correlation cutoff to produce the network that best reflects known biological interactions. However, in most concrete cases, a full biological reference is not available. Our approach allows to retrieve the same optimal network even when the prior knowledge available is incomplete, wrong or only provides information on the relationship among classes of molecules. The optimized network will still provide the best correlation-based representation of the underlying molecular interactions.
