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Abstract 
Statistical modeling approaches have been steadily gaining popularity in the field of 
information retrieval in recent years. This paper presents an HMM/N-gram-based retrieval 
approach for Mandarin spoken documents. The underlying characteristics and different 
structures of this approach were extensively investigated and analyzed. The retrieval 
capabilities were verified by tests with indexing features of word- and syllable-levels and 
comparison with the conventional vector space model approach. To further improve the 
discrimination capabilities of the HMMs, both the expectation-maximization (EM) and 
minimum classification error (MCE) training algorithms were introduced in training. The 
information fusion of indexing features of word- and syllable-levels was also investigated. The 
spoken document retrieval experiments were performed on the Topic Detection and Tracking 
Corpora (TDT-2 and TDT-3). Very encouraging retrieval performance was obtained. 
1.  Introduction 
The statistical modeling approaches for speech and language processing have been extensively 
studied over the past three decades. Among these approaches, the hidden Markov modeling 
(HMM) for speech recognition is undoubtedly the most prevailing and effective one [Jelinek, 
  11997]. In this approach, a set of statistical phoneme- or word-level HMMs was trained 
beforehand with the labeled speech corpus, and the probability of the test speech utterance 
with respect to these HMMs was then evaluated on the HMM network to find the optimal 
phoneme or word sequence with the maximum likelihood. This statistical paradigm was first 
introduced to the information retrieval problem by BBN Technologies [Miller et al., 1999] and 
by Ponte, Song and Croft [Ponte and Croft, 1998; Song and Croft, 1999] with very good 
potential indicated, and was then extended in a number of following publications [Berger and 
Lafferty, 1999; Hoffmann, 1999; Lafferty and Zhai, 2001; Lavrenko, 2002]. Excellent survey 
articles of using statistical modeling approaches for information retrieval can also be found 
[Croft and Lafferty, 2003; Liu and Croft, 2003; Allan et al., 2003]. In these approaches, the 
relevance measure between the query   and the document   is expressed as  Q D () Q R D P   is   ; 
i.e., the probability that   is relevant given that the query   is posed. Based on Bayes’ 
theorem and some assumptions, this relevance measure can be approximated by 
D Q
() R D Q P   is   , 
or the probability of the query   being posed, under the hypothesis that document   is 
relevant. The documents can therefore be ranked based on this relevance measure. However, 
most of the above approaches only addressed the results by using words as the indexing units, 
and also treat the documents to be retrieved as bags of words such that the contextual 
information in the documents is inevitably ignored. 
Q D
Based on the above observations, in this paper we propose an HMM/N-gram-based retrieval 
approach for Mandarin spoken documents [Chen et al., 2001; Chen et al, 2002]. We model the 
query   as a sequence of input observations (indexing terms, e.g., words and subword units 
such as syllables) and each document   as a discrete HMM composed of distributions of 
N-gram parameters of such observations (indexing terms) of different scales. To further 
Q
D
  2improve the retrieval performance, several techniques have been integrated into the proposed 
approach. First, instead of using empirically selected weights [Ponte and Croft, 1998; Song and 
Croft, 1999], we apply the expectation-maximization (EM) training algorithm [Dempster et al., 
1977] to optimize the weights for the N-gram parameters in the document HMMs, and both the 
supervised as well as unsupervised modes have been explored. In order to tackle the inevitable 
data sparseness problem when training the N-gram probabilities from a specific document, and 
to model the general distribution of the indexing terms in the target language, we incorporate 
the N-gram parameters estimated from a general text corpus into the HMMs of the documents. 
The general text corpus can be a collection of text that is related to the spoken document 
collection. For example, we can use a newswire text corpus for a broadcast news retrieval task. 
In addition, we investigate the retrieval capabilities by tests with indexing features of word- 
and syllable(subword)-levels and comparison with the conventional vector space model 
approach. Furthermore, we integrate the minimum classification error (MCE) training 
procedure [Juang et al., 1997] into the model training process. Finally, we study the fusion of 
indexing features of different levels.   
In this paper, all the experiments were performed on the Topic detection and Tracking Corpora 
(TDT-2 and TDT-3). The TDT corpora have been used for cross-language spoken document 
retrieval (CL-SDR) in the Mandarin English Information (MEI) Project [Meng et al., 2004], 
which is an NSF sponsored project conducted at the Johns Hopkins University Summer 
Workshop 2000. Project MEI investigated the use of an entire English newswire story (text) as 
a query to retrieve relevant Mandarin Chinese radio broadcast news stories (audio) in the 
document collection. In this paper, we study the monolingual spoken document retrieval task 
instead. All the experiments were tested on the task involving the use of an entire Chinese 
  3newswire story (text) as a query to retrieve relevant Mandarin Chinese radio broadcast news 
stories (audio) from the document collection. Such a retrieval context is termed 
query-by-example. This technique can help users find the corresponding video or audio news 
reports, which could be more attractive and informative when they see a newswire text report. 
Most of the prior works on Chinese spoken document retrieval are focused on retrieving 
spoken documents by short queries [Wang, 2000; Meng et al., 2000; Chen et al., 2002; Chang 
et al., 2002]. 
The rest of this paper is organized as follows. Considerations of using word- and 
syllable(subword)-level indexing features for Mandarin Chinese spoken document retrieval are 
discussed in Section 2. The proposed retrieval model is introduced in Section 3, and some 
initial experimental results are discussed in Section 4. Then, the online weight estimation, the 
minimum classification error (MCE) training approach, and the information fusion approach 
together with the corresponding experimental results are presented in Sections 5, 6, and 7, 
respectively. Finally, conclusions are drawn in Section 8. 
 
2.  Considerations of Using Word- and Syllable-level Indexing Features 
In Mandarin Chinese, there is an unknown number of words, though only some (e.g., 80 
thousands, depending on the domains) are commonly used. Each word is composed of one or 
more characters, and each character is pronounced as a monosyllable and is a morpheme with 
its own meaning. As a result, new words are easily generated every day by combining a few 
characters. For example, the combination of the characters “電(electricity)” and “腦(brain)” 
yields the word “電腦(computer)” while the combination of “火(fire)” and “山(mountain)” 
  4yields the word “火山(volcano)”. Mandarin Chinese is phonologically compact; an inventory 
of about 400 base syllables provides full phonological coverage of Mandarin audio, if the 
differences in tones are disregarded. On the other hand, an inventory of about 6000 characters 
provides full textual coverage of written Chinese
1. There is a many-to-many mapping between 
characters and syllables. For example, the character “乾” may be pronounced as /gan1/ or 
/qian2/, while all of the characters “甘”, “干”, “柑”, “肝”, “竿”, “尷”, and“疳” are also 
pronounced as /gan1/, and all of the characters “前”, “錢”, “潛”, “黔”, “虔”, and “掮” are 
pronounced as /qian2/. Consequently, a foreign word can be translated into different Chinese 
words based on its pronunciation. For example, Kosovo may be translated into “科索沃
/ke1-suo3-wo4/”, “科索佛/ke1-suo3-fo2/”, “科索夫/ke1-suo3-fu1/”, “科索伏/ke1-suo3-fu2/”, 
“柯索佛/ke1-suo3-fo2/”, etc., while Al Qaeda may be translated into “蓋達/gai4-da2/”, “凱達
/kai3-da2/”, “卡達/ka3-da2/”, “卡伊達/ka3-i1-da2/”, “阿爾蓋達/a1-er3-gai4-da2/”, etc. 
Different translations usually have some syllables in common, or may have exactly the same 
syllables. 
The characteristics of the Chinese language lead to some special considerations when 
performing Mandarin Chinese speech recognition, e.g., syllable recognition is believed to be a 
key problem [Lee, 1997]. Recognition performance evaluation is usually based on syllable 
accuracy and character accuracy, rather than word accuracy. The characteristics of the Chinese 
language also lead to some special considerations for the spoken document retrieval task [Chen 
et al., 2002; Meng et al., 2004]. Word-level indexing features possess more semantic 
                                                 
1 According to the GB-2312 character set. There are about 13000 traditional Chinese characters in BIG5 code. 
  5information than subword-level features; thus, word-based retrieval enhances the precision. On 
the other hand, subword-level indexing features are more robust against the Chinese word 
tokenization ambiguity, Chinese homophone ambiguity, open vocabulary problem, and speech 
recognition errors; thus, subword-based retrieval enhances the recall. Accordingly, there is 
good reason to fuse the information obtained from indexing features of different levels. It has 
been shown [Chen et al., 2002] that syllable-level indexing features are very effective for 
Mandarin Chinese spoken document retrieval, and the retrieval performance can be improved 
by integrating information from character-level and word-level indexing features. 
 
3.  Retrieval Models 
3.1.  HMM/N-Gram-Based Model 
Given a query    and a set of documents, the retrieval system ranks the documents according 
to the probability that a document    is relevant, conditioned on the fact that the query   is 
observed; i.e., 
Q
D Q
( Q R D P   is   ) , which can be transformed to the following equation by Bayes’ 
theorem [Jelinek, 1997; Chou and Juang, 2003]: 
() ( ) (
()
)
,
  is     is  
  is  
Q P
R D P R D Q P
Q R D P =            ( 1 )  
where  ()  is the probability of the query   being posed under the condition that 
document   is  relevant, 
R D Q P   is   Q
D ( ) R D P   is     is the prior probability that document   is  relevant,  and 
 is the prior probability of query Q  being posed. 
D
() Q P ( ) Q P  in Equation (1) can be 
eliminated because it is identical for all documents and will not affect the ranking of the 
  6documents. Furthermore, because the way to estimate the probability   is still 
unknown, we may simply assume that 
( R D P   is   )
( ) R D P   is    is uniformly distributed, or identical for all 
documents. In this way we can approximate the probability  ( ) Q R D P   is    by means of the 
probability  ( R D Q P   is   )  for the problem studied here. That is, in practice, the documents are 
ranked according to the probability  ( ) R D Q P   is   . 
In this research, the query   is treated as a sequence of input observations (or indexing 
terms),  , where each   can be a word or a syllable, while each document 
 is modeled by a single-state discrete HMM as shown in Figure 1. The observation 
probabilities for this HMM are modeled by the weighted sum of N-gram probabilities of 
words or syllables. Therefore, the relevance measure, 
Q
N n q q q q Q .. .. 2 1 = n q
D
( ) R D Q P   is   , can be estimated by the 
N-gram probabilities of the indexing term sequence for the query,  N n q q q q Q .. .. 2 1 = , predicted 
by the document  . Because the discriminating capabilities of syllable-based bigram and 
unigram indexing features have been shown [Chen et al, 2002] by the vector space model 
approach, here both unigram and bigram parameters are incorporated into the HMM 
representation and three types of HMM structures are studied: 
D
Type I: Unigram-based (Uni) 
() () ( [ ,     is  
1
2 1 ∏ + =
=
N
n
n n Corpus q P m D q P m R D Q P ) ]            ( 2 )  
Type II: Unigram/Bigram-based (Uni+Bi) 
( ) ( ) ( ) [ ]
() () () [] ,   ,                            
  is  
2
1 3 2 1
1 2 1 1
∏
=
− + + ⋅
+ =
N
n
n n n n D q q P m Corpus q P m D q P m
Corpus q P m D q P m R D Q P
        ( 3 )  
Type III: Unigram/Bigram/Corpus-based (Uni+Bi*) 
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() () [ () () ],   , ,                              
    is  
1 4 1 3
2
2 1
1 2 1 1
Corpus q q P m D q q P m Corpus q P m D q P m
Corpus q P m D q P m R D Q P
n n n n
N
n
n n − −
=
+ + + ⋅
+ =
∏
   (4) 
where   are weights for N-gram probabilities,  i m ( ) D q P n  is the unigram probability of a 
specific indexing term    within the document  , and  n q D ( ) D q q P n n , 1 −   is the bigram 
probability for a specific indexing term sequence    within the document  . In order to 
tackle the inevitable data sparseness problem when training the N-gram probabilities from a 
specific document, and to model the general distribution of the N-gram probabilities for the 
indexing terms, both the unigram and bigram parameters trained by a large text corpus; i.e., 
n n q q 1 − D
( Corpus q P n )  or/and  ( Corpus q q P n n , 1 − ) , are included as well in Equations (2)-(4). The large text 
corpus can be a collection of text that is related to the spoken document collection. For 
example, we can use a newswire text corpus for a broadcast news retrieval task. Notice that we 
did not test on the pure bigram case because some smoothing techniques are necessary to 
avoid the zero-count bigrams due to the sparse data problem. In fact, the underlying idea in 
using Equations (3) and (4) is similar to the idea of interpolation-based language model 
smoothing or adaptation for speech recognition [Chen and Goodman, 1999; Zhai and Lafferty, 
2001; Bellegarda, 2004]. This can also be viewed as a combination of information from a local 
source; i.e., the document, and a global source; i.e., the large text corpus [Liu and Croft, 2003]. 
In implementation, for each of the above three equations, the N-gram (unigram and bigram) 
probabilities for generating the query observations in a specific document and in the large text 
corpus are estimated based on the maximum likelihood principle [Chen and Goodman, 1999]. 
On the other hand, the weights  , which are summed to 1 (e.g.,   in Equation (4)) 
and tied among all the documents, are optimized using the expectation-maximization (EM) 
i m 1
4
1
= ∑
= i
i m
  8algorithm [Dempster et al., 1977], given a training set of query exemplars and their 
corresponding query-document relevance information. For example, the weight   of 
Equation (2) can be estimated using the following equation [Chen et al., 2001; Jelinek, 1997]: 
1 m
( )
() () [] []
[]
[]
,
ˆ ˆ
ˆ
     
   to
2 1
1
1
   to
∑
∑∑ ∑
∈
∈∈ ∈
⋅
⎥
⎥
⎦
⎤
⎢
⎢
⎣
⎡
+
=
Q
QQ R n
TrainSet Q
Q R
TrainSet Q Doc DQ q n n
n
Doc Q
Corpus q P m D q P m
D q P m
m         ( 5 )  
where   and   are the weights estimated in the previous iteration,    is the set 
of training query exemplars,    is the set of documents that are relevant to a specific 
training query exemplar  , 
1 ˆ m 2 ˆ m [ Q TrainSet]
[] Q R Doc    to
Q Q  is the length of the query  , and  Q [ ] Q R Doc    to  is the total 
number of documents relevant to the query  . Figure 1 depicts the Type III (Uni+Bi*) HMM 
structure for a specific document  . 
Q
D
3.2.  Vector Space Model 
The vector space model approach [Baeza-Yates and Ribeiro-Neto, 1999; Chen et al., 2002] 
widely used in many text information retrieval systems was used for comparison. In this model, 
a document   can be represented by a set of feature vectors  D
j d
r
, each consisting of 
information for one type of indexing terms, such as a single word (previously referred to as 
word segments with length 1 [Chen et al., 2002] or word unigrams [Meng et al., 2004]) or a 
word-pair (previously referred to as overlapping word segments with length 2 [Chen et al., 
2002] or overlapping word bigrams [Meng et al., 2004]), and so on. Each component   of 
the feature vector 
jt z
j d
r  for a document   is associated with the weighted statistics of a 
specific indexing term  : 
D
t
  9() () () ( , ln ln 1 t jt N N t c z ⋅ + = )
)
             ( 6 )  
where   is the occurrence count of the indexing term   within the document  , and the 
value of   denotes the term frequency for indexing term  , where the logarithmic 
operation is to condense the distribution of the term frequency. 
() t c t D
() ( t c ln 1+ t
) ln( t N N  is the Inverse 
Document Frequency (IDF), where   is the number of documents that include the term   
and 
t N t
N   is the total number of documents in the collection. A query    is also represented by 
a set of feature vectors 
Q
j q
r  constructed in the same way. The Cosine measure is used to 
estimate the query-document relevance for each type of indexing terms: 
( ) ( ). ) , ( j j j j j j j d q d q d q R
r r r r r r
⋅ • =            ( 7 )  
The overall relevance is then the weighted sum of the relevance scores of all types of indexing 
terms: 
∑ ⋅ =
j
j j j j d q R w D Q R ), , ( ) , (
r r
            ( 8 )  
where    are empirically tunable weights. We primarily use single words and word-pairs (or 
single syllables and syllable-pairs) here in this study since previous works [Chen et al., 2002; 
Meng et al., 2004] indicate that they are most effective. 
j w
 
4.  Initial Experimental Results 
4.1.  Corpora Used in the Experiments 
We used two Topic Detection and Tracking (TDT) collections [LDC, 2000] for this work. TDT 
is a DARPA-sponsored program where participating sites tackle tasks such as identifying the 
  10first time a news story is reported on a given topic; or grouping news stories with similar 
topics from audio and textual streams of newswire data. Both the English and Mandarin 
Chinese corpora have been studied in the recent past. The TDT corpora have also been used 
for cross-language spoken document retrieval (CL-SDR) in the Mandarin English Information 
(MEI) Project [Meng et al., 2004]. In this paper, we use the Mandarin Chinese collection of the 
TDT corpora for the retrospective retrieval task, such that the statistics for the entire document 
collection is obtainable. The Chinese news stories (text) from Xinhua News Agency are used 
as our queries (or query exemplars). The Mandarin news stories (audio) from Voice of America 
news broadcasts are used as the spoken documents. All news stories are exhaustively tagged 
with event-based topic labels, which serve as the relevance judgments for performance 
evaluation. Table 1 describes the details for the corpora used in this paper. The TDT-2 
collection is taken as the development set, which forms the basis for tuning parameters, e.g., 
the weights for N-gram probabilities in Equations (2)-(4) and the relevance scores in Equations 
(8), the number of top ranked documents for online weight estimation, etc. The TDT-3 
collection is taken as the evaluation set; i.e., all the experiments performed on it were 
conducted following the parameter setting optimized by the tuning experiments on the TDT-2 
development set. Therefore, the experimental results can validate the effectiveness of the 
proposed approaches on real data.   
The Dragon large-vocabulary continuous speech recognizer [Zhan et al., 1999] provided 
Chinese word transcriptions for our Mandarin audio collections (TDT-2 and TDT-3), such that 
the results reported in this paper may be compared with works done by other groups. To assess 
the performance level of the recognizer, we spot-checked a fraction of the TDT-2 development 
set (about 39.90 hours) by comparing the Dragon recognition hypotheses with the manual 
  11transcriptions, and obtained error rates of 35.38% (word), 17.69% (character) and 13.00% 
(syllable). Spot-checking approximately 76 hours of the TDT-3 test set gave error rates of 
36.97% (word), 19.78% (character) and 15.06% (syllable). Notice that Dragon’s recognition 
output contains word boundaries (tokenizations) resulting from its own language models and 
vocabulary definition while the manual transcriptions are running texts without word 
boundaries. Since Dragon’s lexicon is not available, we augmented the LDC Mandarin 
Chinese Lexicon with 24k words extracted from Dragon’s word recognition output, and used 
the augmented LDC lexicon (about 51k words) to tokenize the manual transcriptions for 
computing error rates. We also used this augmented LDC lexicon to tokenize the text query 
exemplars in the retrieval experiments. 
4.2.  Experimental Setup 
All three types of HMM structures specified by Equations (2)-(4) were tested. The 
probabilities of  () Corpus q P n  and  ( Corpus q q P n n , 1 − )
                                                
 in these equations were estimated using a 
general text corpus consisting of 40 million Chinese characters, which were mainly newswire 
texts collected from the Internet during January to June 2000. The weights   were derived 
by the EM training formula as described in Equation (5) using an outside training query set 
consisting of 819 query exemplars
i m
2 and their corresponding query-document relevance 
information with respect to the development set of TDT-2 document collection. These weights 
were applied to the retrieval experiments conducted on the development set (TDT-2) and the 
evaluation set (TDT-3). In addition, as mentioned earlier, because every Chinese word is 
 
2 Notice that these 819 query exemplars are different from the 16 test query exemplars used in the development 
set. 
  12composed of one to several syllables and syllable-level indexing features have been shown to 
have high discriminating capabilities in retrieving Mandarin spoken documents [Chen et al., 
2002; Meng et al., 2004], both the word-level and syllable(subword)-level indexing features 
were studied. The test results assuming manual transcriptions for the spoken documents to be 
retrieved are known (denoted as TD, text documents, in the result tables below) are also shown 
for reference, compared to the results when only the erroneous transcriptions by speech 
recognition are available (denoted as SD, spoken documents, below). The retrieval results are 
expressed in terms of non-interpolated mean average precision (mAP) following the TREC 
evaluation [Harman, 1995; Baeza-Yates and Ribeiro-Neto, 1999], which is computed by the 
following equation: 
,
1 1
AP
11 ,
∑∑ =
==
L
i
M
j j i i
i
r
j
M L
m              ( 9 )  
where   is the number of testing queries,   is the total number of documents that are 
relevant to query  , and   is the position (rank) of the  -th document that is relevant to 
query  , counting down from the top of the ranked list.   
L i M
i Q j i r, j
i Q
4.3.  Word-level vs. Syllable-level Indexing Features 
Table 2 shows the retrieval results of the HMM/Ngram-based approach on both the TDT-2 and 
TDT-3 collections. It can be found from the first three columns of Table 2 that, for the 
word-level indexing features, using unigram information alone achieves reasonable 
performance while including bigram information in general degrades the retrieval performance. 
For the syllable-level indexing features (the last three columns), by contrast, using unigram 
information alone seemed inadequate (Column 4), while including bigram information always 
  13gives significant improvements (Columns 5 and 6). Since the number of distinct words (51k) 
is relatively large compared to the number of distinct syllables (0.4k), the estimation of bigram 
probabilities for the word-level indexing features inherently suffers from the sparse data 
problem. The smoothing terms in Equation (4) obtained from the 40M general text corpus 
obviously work pretty well in the cases of using syllable-level indexing features (Columns 6 
vs. 5), but not as well in the cases of using word-level ones (Columns 3 vs. 2), probably 
because the 40 M general text corpus is still not large enough for word bigram training, and 
the word bigrams thus obtained even slightly disturbed the uni/bigrams obtained for each 
documents. However, by comparing the performance of the word- and syllable-level indexing 
features, the word-level indexing features outperform the syllable-level ones in most cases in 
Table 2, the syllable-level indexing features with the model in Equation (4) perform the best 
for the real, desired case, the erroneous speech transcriptions (SD) of the TDT-3 evaluation set 
(the last row and column 6 in Table 2). A larger text corpus might help improve the 
word-based cases, but since the idea proposed here has shown the best performance in the 
syllable-based cases, at this moment, due to the time limitation we were not able to enlarge the 
text corpus to further test the word-based cases. Another interesting observation is that, though 
the word error rates for both the TDT-2 and TDT-3 spoken document collections are higher 
than 35%, the performance for the SD cases is only slightly lower than that for the TD cases. 
These results are in parallel with those reported by other groups [Srinivasan and Petkovic, 
2000; Federico, 2000; Renals et al., 2000]. 
4.4.  Comparisons with Vector Space Model 
The retrieval results of the vector space model approach are shown in Table 3, in which “S(N), 
N=1” means using the single word or single syllable as the indexing terms and “S(N), N=1~2” 
  14means using both the single word and the word-pair, or both the single syllable and the 
syllable-pair as the indexing terms. Several observations could be drawn from Table 3. First, 
similar to the HMM/N-gram-based approach, the word-level features outperform the 
syllable-level ones in most cases, but the syllable-level features with S(N), N=1~2 (last column) 
perform the best for the real, desired case of SD for TDT-3. Second, unlike the 
HMM/N-gram-based approach, using both the single words and the word-pairs for indexing 
always outperforms using the single words alone, though the difference is not as significant as 
in the cases using syllable-level indexing features. Third, using the single syllables only for 
indexing in the vector space model approach always gives significantly poorer performance 
than using the syllable unigram information only in the HMM/N-gram-based approach. Fourth, 
the HMM/N-gram-based approach is consistently better than the vector space model approach, 
though the difference between the two is significant for the TDT-2 development set from 
which the linear combination weights were trained, while relatively small for the TDT-3 
evaluation set. 
 
5.  Online Weight Estimation 
As mentioned in Section 3, the weights   of the document HMMs for the HMM/N-gram 
retrieval approach can be optimized using the expectation-maximization (EM) algorithm given 
a training set of query exemplars and their corresponding query-document relevance 
information. The retrieval results by using an outside training query set to train the weights of 
the document HMMs have been shown in Section 4. In this section, we investigate the 
possibility of estimating the weights   of the document HMMs directly in the retrieval 
process instead of using an outside training query set. First, for each input query, an initial 
i m
i m
  15retrieval is performed with the weights of the N-gram probabilities set to be equal. For 
example, the weights   and   for the documents using the Type I (Uni) HMM structure 
in Equation (2) are equally set to 0.5 in the initial retrieval. After the initial retrieval, a ranked 
list of documents according to the relevance between the query and documents can be 
obtained. Then, the top L ranked documents are assumed to be relevant to the query and, thus, 
are selected for training. The EM training procedure is performed in an unsupervised mode 
using the input query and the selected top L ranked documents (the weights are tied among all 
documents as before). Finally, a second retrieval is then performed based on the newly 
estimated weights   of the document HMMs. Of course, the initial weights do not have to 
set to be equal. The weights obtained with EM algorithm by an outside training query set as 
mentioned previously can also be used as the initial weights. 
1 m 2 m
i m
Here, we investigate the retrieval performance of such an online weight estimation method by 
varying the initial setting of weights and the number of selected documents, L, for training. 
The retrieval results performed on the TDT-2 development set are shown in Table 4. For the 
word-level indexing features, the Type I HMM structure (Uni) in Equation (2) is tested, while 
for the syllable-level indexing features, the Type III HMM structure (Uni+Bi*) in Equation (4) 
is tested. In Table 4, the column denoted as “Initial” lists the results for initial retrieval 
(without using the online weight estimation method), the rest columns list the results for 
different choices of the parameter L, while the row “Equal” means that the initial weights of 
the document HMMs are set to be equal and the row “EM” means that the initial weights of 
the document HMMs are trained beforehand using the outside training query set mentioned in 
Section 4. It can be found that by setting the weights of the document HMMs to be equal in 
the initial retrieval (in the “Equal” rows) and using an adequate number of top L ranked 
  16documents for the EM training, the online weight estimation method can be as effective as the 
approach that uses an outside training query set for the EM training and even performs better 
sometimes. For example, for the SD case with the syllable-level indexing features, the average 
precision is improved from 0.5061 (Equal-Initial) to 0.5384 with the top 10 ranked documents 
applied in online weight estimation, while the average precision is 0.5307 for the EM-Initial 
condition. Furthermore, even if the initial weights are already trained beforehand using an 
outside training query set (in the “EM” rows), sometimes the online weight estimation method 
can further improve the retrieval performance. For example, for the SD case with the 
syllable-level indexing features, the average precision is improved from 0.5307 to 0.5399 with 
the top 10 ranked documents applied in online weight estimation. Similar trends are 
observable for both the word-level indexing features and the syllable-level indexing features in 
Table 4. Considering the performance and the efficiency, selecting the top 10 ranked 
documents for online weight estimation turns out to be adequate. 
We further evaluate the performance of the online weight estimation method with the 
parameter L=10 as chosen above using the TDT-2 development set to be applied on the TDT-3 
evaluation set. The retrieval results are shown in Table 5. The detailed results with L≠10 are 
also provided for reference. Compared with Table 4, similar trends can be observed from Table 
5. For the SD case with the syllable-level indexing features, the average precision is improved 
from 0.5821 (Equal-Initial) to 0.6344 with the top 10 ranked documents applied in online 
weight estimation (although L=20~50 actually offers slightly better results in this case), and 
the precision rate of 0.6344 is in fact very close to the value of 0.6433 for the EM-Initial 
condition, which requires an outside set of training queries. 
Notice here that the online weight estimation offers similar functions as the conventional blind 
  17relevance feedback [Baeza-Yates and Ribeiro-Neto, 1999; Jourlin et al., 2000; Liu and Croft, 
2003], which automatically modifies or expands the original query representation by using the 
indexing terms of the top L ranked documents and tries to improve the retrieval performance 
in the second retrieval. Here in the on-line weight estimation, we re-estimate the weights of the 
document HMMs using the additional information from the top L ranked documents. It is 
worth mentioning that, in order to perform either the online weight estimation or the blind 
relevance feedback in retrieval, the retrieval system needs to search the database twice. To 
avoid serious efficiency reduction, it is recommended that such techniques are not applied 
iteratively more than one. 
 
6.  Minimum Classification Error (MCE) Training 
The minimum classification error (MCE) training algorithm [Juang et al., 1997; Chou and 
Juang, 2003] widely used in HMMs for speech recognition can be applied here to improve the 
discrimination of the HMMs in the HMM/N-gram-based retrieval approach. Given a query   
and a desired relevant document  , we can define the classification error function as 
follows: 
Q
* D
() ( [] , not     is    ' log max   is   log
1
) , (
  '
* * R D Q P R D Q P
Q
D Q E
D + − = )          ( 1 0 )  
where   is the irrelevant document that has the highest relevance score (i.e., the highest 
ranked irrelevant document), and 
' D
Q  is the length of the query  . In order to find  , in 
each iteration of the MCE training, an initial retrieval is first conducted to obtain a ranked list 
of the documents for each training query Q . Then, with the query-document relevance 
information, it is easy to identify the irrelevant document that has the highest relevance score 
Q ' D
  18by checking down from the top of the ranked list. Notice that the classification error function 
in Equation (10) can be extended to take more than one irrelevant document into consideration, 
for instance, the first K irrelevant documents with the highest relevance scores, by modifying 
the second term in the right hand of the equation. However, in this study, only the irrelevant 
document that has the highest relevance score, or K=1, is selected for training for simplicity. 
Detailed discussions of this issue were made before [Rahim et al., 1997; Juang et al., 1997]. 
The classification error function in Equation (10) can be transformed into a loss function 
ranging from zero to one with the Sigmoid operator: 
,
) ) , ( exp( 1
1
) , (
*
*
β α + − +
=
D Q E
D Q L          ( 1 1 )  
where  α is a positive constant, which controls the slope of the function, and  β  is an offset 
factor (set to zero here for simplicity). Obviously, when   is much smaller than zero, 
which implies correct classification or retrieval, virtually no loss is incurred. When   
is positive, this leads to a penalty which becomes essentially a classification or retrieval error 
count. The loss function in Equation (11) can be further minimized according to an iterative 
procedure, such that the linear combination weights   of the HMM for the document   
consequently can be iteratively updated.  
) , (
* D Q E
) , (
* D Q E
i m
* D
Here we take the Type I HMM structure defined in Equation (2) as an example to describe the 
details. Since the weights   and    are nonnegative and must be subject to the constraint 
 during the iterative updating, we can express them as follows to facilitate the 
derivation of formulae: 
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  19where 
1
~ m  and 
2
~ m  are respectively the transformed versions of weights   and  . Once  1 m 2 m
1
~ m  and 
2
~ m  are obtained,   and   can be easily derived. Therefore, we can minimize 
the loss function defined in Equation (11) by iteratively adjusting the weight 
1 m 2 m
1
~ m  (and 
similarly for 
2
~ m ) of the document   according to the following gradient descent 
procedure: 
* D
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where  () i ε   is a monotonically decreasing positive number used in each iteration   to  control 
the training rate, while 
i
( ) i m1
~  and  ( ) i D
*  are the value of  1
~ m  and the corresponding HMM 
for 
* D  at the i-th iteration respectively. The gradient descent is also often referred as 
generalized probabilistic descent (GPD) in the literature [Amari, 1972; Chou and Juang, 1992]. 
If we define  ()
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As a result, the weight   of the HMM of the document   can be iteratively adjusted by 
using the following equation: 
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The details for the derivation of Equations (15), (16), and (18) are given in the Appendix. The 
weight   of the document   can be iteratively updated in a similar way. When the 
document is relevant to more than one training queries  , this procedure can be performed 
consecutively with all these queries in a single iteration, and then repeated recursively.   
2 m * D
Q
The training query exemplars used in Section 4 for the EM training are again used here for the 
MCE training. It is worth mentioning that the goal of the MCE training is to correctly 
discriminate the query observations for the best retrieval results rather than to fit the 
distributions of the query observations, as done in the EM training. In this research, for the 
word-level indexing features the Type I HMM structure (Uni) in Equation (2) is tested, while 
for the syllable-level indexing features the Type III HMM structure (Uni+Bi*) in Equation (4) 
is tested. The retrieval results of the TDT-2 development set with the MCE training (after 100 
iterations) are first shown in the upper part of Table 6. From this table, it can be found that 
with the syllable-level indexing features (right half of the table), the average precisions are 
significantly improved from 0.5718 to 0.6858 in the TD case and from 0.5307 to 0.6300 in the 
SD case, while with the word-level indexing features (left half of the table) similar 
  21improvements are achieved though not as significant. It is also very interesting to note that 
with the MCE training the syllable-level indexing features outperform the word-level indexing 
features significantly for both TD and SD cases, although the reverse is true when the EM 
training is used. Figures 2 and 3 respectively depict MCE training curves for the word- and 
syllable-based indexing approaches for this experiment with the TDT-2 development set. All 
the results reported with MCE training are obtained with 100 iterations. 
Since the weights of the document HMMs are no longer tied together here, those obtained for 
the TDT-2 development set can not be used for the TDT-3 evaluation set. In order to validate 
the effectiveness of the MCE training on the TDT-3 evaluation set, another outside training 
query set consisting of 777 query exemplars
3  together with their corresponding 
query-document relevance information to the TDT-3 evaluation set is used in the MCE 
training. Because the experiment is now conducted on the evaluation set, the setting of 
parameters (e.g.,  α and  () i ε ) as well as the number of iterations in the MCE training are 
directly taken from those tuned in the TDT-2 development set. The retrieval results of the 
TDT-3 evaluation set are shown in the lower part of Table 6. As can be seen from the table, the 
effect of the MCE training on the retrieval performance for the word-level indexing features is 
not apparent. In comparison with the results achieved by the EM training, the average 
precision for TD is slightly degraded from 0.6569 to 0.6503, while the average precision for 
SD is slightly improved from 0.6308 to 0.6331. However, by contrast, the MCE training 
provides a great boost to both the TD and SD cases when the syllable-level indexing features 
are used. The average precisions are considerably improved respectively from 0.6560 and 
0.6433 to 0.7026 and 0.6814 for the TD and SD cases. 
                                                 
3 Notice that the 777 query exemplars are different to the 47 test query exemplars used in the evaluation set. 
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7.  Information Fusion for the HMM/N-Gram-Based Retrieval Approach 
The word-level indexing features possess more semantic information than the syllable-level 
features. On the other hand, the syllable-level indexing features provide a more robust 
relevance measure between queries and documents when dealing with the problems arising 
from the flexible wording structure in Mandarin Chinese and the speech recognition errors in 
spoken documents [Chen et al., 2002; Meng., 2004]. It is believed that a proper fusion of the 
syllable- and word-level information will be useful for the retrieval task studied here. As a 
result, the fusion of the retrieval results with respect to the word- and syllable-level indexing 
features achieved in Section 6 is tested using the following formula: 
() () () ( ), , log 1 , log , D Q R D Q R D Q R s w ⋅ − + ⋅ = λ λ          ( 1 9 )  
which is simply the weighted sum of the log relevance scores,   and  ( D Q Rw , ) ( ) D Q RS , , 
respectively obtained with the word- and the syllable-level indexing features alone. The value 
of the weight λ can be empirically adjusted between zero and one. We first attempt to 
investigate the results of fusion of word- and syllable-level information on the TDT-2 
development set (with MCE-trained models) by increasing the value of  λ from 0.1 to 0.9 
with a step size of 0.1. The retrieval results are shown in the upper part of Table 7. As 
compared to the results by using either the word-level (i.e.,  λ=1, as shown in the column 
denoted as “Word-level (Uni)” and “MCE” in Table 6) or syllable-level information alone (i.e., 
λ=0, as shown in the column denoted as “Syllable-level (Uni+Bi*)” and “MCE” in Table 6), it 
can be first observed that the average precisions after information fusion are always better than 
those achieved by world-level features alone, which is apparently because the retrieval 
performance with the syllable-level indexing features is significant better than that with the 
  23word-level features. As the value of λ is equal to or lower than 0.7 (i.e., putting more 
emphasis on the syllable-level features), the average precisions after information fusion will 
start to become better than those obtained with the syllable-level features alone, and the best 
average precisions of 0.7392 (λ=0.4) and 0.6914 (λ=0.3) are obtained for the TD and SD 
cases, respectively, which indicates significant improvements. We then further apply these best 
settings of weightλ (i.e., λ=0.4 for TD and  λ=0.3 for SD) to the TDT-3 evaluation set (with 
MCE-trained models). As shown in the lower part of Table 7, the average precisions are 
0.7077 and 0.7096 for the TD and SD cases, respectively. Although these results are better 
than those obtained by using either word- or syllable-level features alone, the improvements 
are not as significant as those for the TDT-2 development set. If we also perform information 
fusion by varying the value of  λ in the same way as we did before in the TDT-2 task, it can 
be found that the best retrieval results of 0.7201 (λ=0.2) and 0.7156 (λ=0.2) are obtained for 
the TD and SD cases, respectively. Comparing these results to those obtained following the 
best setting indicated by the TDT-2 development task, the setting tuned from the TDT-2 
development set performs rather well in the TDT-3 evaluation set, though not the best. 
Based on the experimental results achieved from this and previous sections, we can conclude 
that the syllable-based approach is better than the word-based approach for the Mandarin 
Chinese spoken document retrieval task, though many research results have indicated that the 
word-based approach is very useful in similar tasks for western languages such as English [Ng 
et al., 2000; Ng, 2000]. All the experiments throughout this paper have been carefully 
designed to avoid “testing on training”; i.e., all the parameters are tuned by using the TDT-2 
development set and tested on both the TDT-2 development set and the TDT-3 evaluation set. 
Generally speaking, the parameters tuned from the TDT-2 development set perform rather well 
  24in the TDT-3 evaluation set, though not the best. 
8.  Summary 
In this paper, we presented an HMM/N-gram-based retrieval approach for Mandarin Chinese 
spoken documents. We have extensively investigated its underlying characteristics and 
structures, verified its retrieval capabilities by using indexing features of different levels, and 
compared it with the vector space model approach. The minimum classification error (MCE) 
training has been introduced in the training phase to improve the discrimination among the 
document HMMs. We found that, given a set of training query exemplars, the retrieval 
performance can be significantly improved by the MCE training, which means that an 
HMM/N-gram-based retrieval system can be incrementally improved through use. In addition, 
the information fusion of indexing features of different levels has been shown useful. 
 
9.  Appendix 
The derivations of Equations (15) (16) and (18) are respectively detailed in the following three 
equations: 
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Figure 1: The HMM structure for a specific document  .  D
 
 TDT-2  (Development) 
1998, 02~06 
TDT-3 (Evaluation) 
1998, 10~12 
# Spoken documents  2,265 stories,   
46.03 hours of audio 
3,371stories,  
98.43 hours of audio 
# Distinct   
text queries 
16 Xinhua text stories 
(Topics 20001~20096) 
47 Xinhua text stories 
(Topics 30001~30060) 
 Min.  Max.  Mean  Min.  Max.  Mean 
Doc. length   
(characters) 
23 4841  287.1  19  3667 415.1 
Query length 
(characters) 
183 2623  532.9  98  1477  443.6 
# Relevant documents 
per query 
2 95  29.3 3  89 20.1 
Table 1: Statistics of TDT-2 and TDT-3 collections used in this paper. 
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Word-level Syllable-level  Average Precision 
Uni Uni+Bi  Uni+Bi* Uni  Uni+Bi  Uni+Bi* 
TD 0.6327 0.6069 0.5427 0.4698  0.5220 0.5718  TDT-2 
(Dev.)  SD 0.5658 0.5702 0.4803 0.4411  0.5011 0.5307 
TD 0.6569 0.6542 0.6141 0.5343  0.5970 0.6560  TDT-3 
(Eval.)  SD 0.6308 0.6361 0.5808 0.5177  0.5678 0.6433 
Table 2: Retrieval results of the HMM/N-gram-based retrieval approach. 
 
 
 
 
Word-level Syllable-level  Average Precision 
S(N), N=1  S(N), N=1~2  S(N), N=1  S(N), N=1~2 
TD 0.5548  0.5623  0.3412  0.5254  TDT-2 
(Dev.)  SD 0.5122  0.5225  0.3306  0.5077 
TD 0.6505  0.6531  0.3963  0.6502  TDT-3 
(Eval.)  SD 0.6216  0.6233  0.3708  0.6353 
Table 3: Retrieval results of the vector space model retrieval approach. 
 
 
 
  32L for online weight estimation  Average Precision  Initial 
1 5 10 20 30 40 50 
Equal 0.5744 0.6326 0.6326 0.6333 0.6359 0.6380  0.6413  0.6416  
TD 
EM 0.6327  0.6325 0.6346 0.6351 0.6338 0.6339 0.6377 0.6378
Equal 0.5300 0.5784 0.5779 0.5746 0.5748 0.5721  0.5721  0.5735
 
Word 
-level 
(Uni) 
 
SD 
EM 0.5658  0.5743 0.5747 0.5781 0.5746 0.5725 0.5801 0.5786
Equal 0.5409 0.5852 0.5823 0.5849 0.5823 0.5736  0.5699  0.5709  
TD 
EM 0.5718  0.5760 0.5818 0.5825 0.5791 0.5700 0.5700 0.5714
Equal 0.5061 0.5239 0.5341 0.5384 0.5410 0.5415  0.5390  0.5378
 
Syllable 
-level 
( Uni+Bi*) 
 
SD 
EM 0.5307  0.5274 0.5385 0.5399 0.5377 0.5385 0.5384 0.5372
Table 4: The retrieval results of the TDT-2 development set using the online weight estimation 
method for the HMM/N-gram-based retrieval approach. 
L for online weight estimation  Average Precision  Initial 
1  5  10 20 30 40 50 
Equal 0.6100 0.6617 0.6594 0.6596 0.6602 0.6599 0.6603 0.6608  
TD 
EM  0.6569 0.6616 0.6605 0.6597 0.6600 0.6606 0.6607 0.6603
Equal 0.5733 0.6253 0.6253 0.6255 0.6268 0.6283 0.6279 0.6277
 
Word 
-level 
(Uni) 
 
SD 
EM  0.6308 0.6255 0.6265 0.6269 0.6286 0.6292 0.6281 0.6288
Equal 0.6015 0.6309 0.6379 0.6374 0.6418 0.6436 0.6448 0.6451  
TD 
EM  0.6560 0.6231 0.6340 0.6379 0.6473 0.6473 0.6466 0.6466
Equal 0.5821 0.6151 0.6296 0.6344 0.6412 0.6424 0.6418 0.6396
 
Syllable 
-level 
( Uni+Bi*) 
 
SD 
EM  0.6433 0.6236 0.6328 0.6378 0.6434 0.6439 0.6427 0.6390
Table 5: The retrieval results of the TDT-3 evaluation set using the online weight estimation 
method for the HMM/N-gram-based retrieval approach. 
  33 
 
Word-level (Uni)  Syllable-level (Uni+Bi*)  Average Precision 
EM MCE EM  MCE 
TD 0.6327  0.6459  0.5718  0.6858  TDT-2 
(Dev.) 
SD 0.5658  0.5810  0.5307  0.6300 
TD 0.6569  0.6503  0.6560  0.7026  TDT-3 
(Eval.) 
SD 0.6308  0.6331  0.6433  0.6814 
Table 6: The retrieval results of the HMM/N-gram-based retrieval approach with and without 
the MCE training applied. 
 
 
 
Average Precision λ=0.1  λ=0.2 λ=0.3 λ=0.4 λ=0.5 λ=0.6 λ=0.7  λ=0.8  λ=0.9
TD  0.6877 0.7113 0.7329 0.7392 0.7141 0.7048 0.6886 0.6814 0.6625 TDT2 
(Dev.) 
SD  0.6353 0.6614 0.6914 0.6880 0.6602 0.6569 0.6483 0.6123 0.5983
TD  0.7194 0.7201 0.7174 0.7077 0.6964 0.6889 0.6797 0.6695 0.6586 TDT3 
(Eval.) 
SD  0.7148 0.7156 0.7096 0.6989 0.6880 0.6778 0.6631 0.6547 0.6438
Table 7: The retrieval results of the HMM/N-gram-based retrieval approach after fusion of 
word- and syllable-level information. 
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Figure 3: The MCE training curves (the solid curve for the TD case and the dotted 
curve for the SD case) for the syllable-based indexing approach on the TDT-2 
development set. 
 
 
Figure 2: The MCE training curves (the solid curve for the TD case and the dotted 
curve for the SD case) for the word-based indexing approach on the TDT-2 
development set. 
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