Although adaptive control theory offers mathematical tools to achieve required system performance without excessive dependence on modeling, its application to safety-critical systems can be limited by the presence of unmodeled dynamics. This paper examines the robustness to unmodeled dynamics of a recently developed derivative-free adaptive control law. In contrast to derivative-based adaptive laws it is shown, using a LyapunovKrasovskii functional, that robustness to unmodeled dynamics is improved by increasing the adaptation gain. This is accomplished by including a bias term in the set of basis functions employed by the adaptive control law. It is shown that derivative-based adaptive laws do not offer the same advantage. Examples are presented that compare the these two forms of adaptation in the context of sensitivity to unmodeled dynamics.
I. Introduction
The parameterization of system uncertainties by constant ideal weights is a fundamental assumption of standard adaptive control approaches (see, for example, Refs. 1-4). As a consequence, the class of uncertain systems that can be handled by adaptive control theory has been limited to that of systems with timeinvariant (or slowly time-varying) parameters and disturbances. To cope with uncertain systems subject to possibly fast variation in ideal weights, a derivative-free adaptive control law has recently been proposed 5 .
Using a Lyapunov-Krasovskii functional, boundedness of the closed-loop error signals is shown, without requiring a modification term in the adaptive law. Derivative-free adaptive control yields better performance when applied to systems having complex state and time dependent uncertainty, and especially to systems that can undergo a sudden change in dynamics, such as might be due to reconfiguration, deployment of a payload, docking, or structural damage 6 . Within this context, this includes improving the initial error transient response due to initial conditions in adaptive control 5 .
Applications of adaptive control theory is challenged by the possible presence of unmodeled dynamics.
In particular, since every physical system has unmodeled parasitic high-frequency dynamics, an adaptive design that does not take into account unmodeled dynamics may lead to an unstable closed-loop system [7] [8] [9] [10] .
In this paper, we examine the robustness of the derivative-free adaptive control law to unmodeled dynamics.
In contrast to standard derivative-based adaptive laws it is shown, using a Lyapunov-Krasovskii functional, that robustness to unmodeled dynamics is improved by increasing the adaptation gain. This is accomplished by including a bias term in the set of basis functions employed by the adaptive control law. It is shown that derivative-based adaptive laws do not offer the same advantage. Several numerical examples are used to illustrate the advantages of derivative-free adaptive control law within this context.
The notation used throughout this paper is fairly standard. R denotes the set of real numbers, R n denotes the set of n × 1 real column vectors, R n×m denotes the set of n × m real matrices, R + (resp., R + ) denotes the set of positive (resp., nonnegative-definite) real numbers, R n×n + (resp., R n×n + ) denotes the set of n × n symmetric positive-definite (resp., nonnegative-definite) real matrices, ID n×n + (resp., ID n×n + ) denotes the set of n × n diagonal positive-definite (resp., nonnegative-definite) real matrices with diagonal scalar entries, (·) T denotes transpose, (·) −1 denotes inverse, and " " denotes equality by definition. Furthermore, we write λ min (A) (resp., λ max (A)) for the minimum (resp., maximum) eigenvalue of the Hermitian matrix A, tr(·)
for the trace operator, vec(·) for the column stacking operator, · 2 for the Euclidian norm, · ∞ for the infinity norm, and · F for the Frobenius matrix norm.
II. Preliminaries
In this section, we consider a simplified adaptive control setting to theoretically and numerically illustrate the fragile nature of standard, derivative-based adaptive laws, and the robust nature of derivative-free adaptive laws, in the presence of unmodeled dynamics. Consider a second order system given by:
where x p (t) is the modeled state, x u (t) is the unmodeled state, u(t) is the control input, and a p , b p , h u , a u , and h p are unknown parameters for which sign(b p ) is known, and a u > 0. Furthermore, consider a reference system that satisfies a command tracking specification in terms oḟ
where x r (t) is the reference state, a r and b r are specified parameters with a r > 0, and c(t) is any bounded command. Now, (1) can be rewritten aṡ
where
is an unknown ideal weight and
is a basis function that includes a bias term. The importance of including a bias term will become apparent later in the analysis.
A. Derivative-Based Adaptive Control
Consider the derivative-based adaptive control law 11 :
is the tracking error,ŵ p (t) is an estimate of w p satisfying the update law (8) with adaptation gain, γ > 0.
The stability properties of the system given by (1), (2), (4), (7) , and (8) can be examined by considering the Lyapunov function candidate
is the weight estimation error, and e(t) satisfieṡ
Differentiation of (10) yields
Differentiation of (17) yieldṡ
where η = 1 + ξ. In what follows we restrict ξ to ξ > 0, and expressw p (t) in the form
Using (1), (2), (12) and (19) in (18), it follows thaṫ
where the inequality in (20) is due to the fact that σ
where x and y are any vectors. Applying this to the last term in (20) in the form
it follows from (20) thaṫ
Let η µ η + µ > 1. Note that for the third term in (23), there always exists a η µ for 0 < |γ 1 | < 1 such that
Thus, since the fourth term in (23) is linear in x u (t), and x r (t) is bounded, and since the last term in (23) is also bounded, it follows from (23) that
is sufficient to ensure closed loop stability. In fact, it can be shown that
is bounded when (24) is satisfied. In contrast to the condition in (14) , the condition in (24) depends on the adaptation gain in (16), and therefore the robustness of the adaptive system to unmodeled dynamics can be improved by increasing the value for γ 2 . The fact that the condition in (24) depends on γ 2 is a direct consequence of including a bias term in the basis vector.
C. Numerical Example
In this section we compare the performance of the derivative-based adaptive controller in (8) and the derivative-free controller in (16) . Let a p = −1, b p = 1, a r = 0.5, b r = 0.5, and c(t) = sin(0.5t). Furthermore, assume that (1) is coupled with a second-order, nonminimum-phase, lightly-damped system such
The realization corresponding to (26) iṡ
Remark 2.1. The above analysis is extended to this case by replacing x 2 u (t)/2 in (10) and (17) (14) becomes
and the sufficient condition in the case of derivative-free adaptive control in (24) becomes
where σ max (S) is the maximum singular value of S. Although σ max (S) is not relatable to a bound on A u , it can be seen that increasing γ 2 will improve robustness to unmodeled dynamics.
We set the adaptation gain to γ = 25 for the derivative-based adaptive controller, and τ = 0.005, γ 1 = 0.75, and adaptation gain γ 2 = 25 for the derivative-free adaptive controller. Figure 1 shows the response for the derivative-based adaptive controller without unmodeled dynamics. Note that the elements ofŵ p (t) ultimately go to their ideal values in this case because the system is persistently excited 11 . Also note that the tracking performance, x p (t) − x r (t), is somewhat poor during the transient phase, which lasts for approximately 12 seconds. This cannot be improved by simply increasing the adaptation gain. Similar behaviors are shown in Ref. 11 . Figure 2 shows that the tracking performance is poor when unmodeled dynamics are included. Figure 3 shows that when the adaptation gain is increased to γ 2 = 125, the tracking performance initially improves, but the system ultimately goes unstable. Figures 4 and 5 show what happens when σ-and e-modification terms are added to the case in Figure 3 . The responses get worse if the gains on the modification terms are increased. A similar result is obtained when parameter projection is used to limit the growth in the adaptation gain, and the rapidity of the instability in the state and control responses increases as the limit on the norm of the weight vector is reduced. Figure 6 shows the response of Figure 1 . Derivative-based adaptive control performance without unmodeled dynamics (γ = 25). Figure 3 . Derivative-based adaptive control performance with unmodeled dynamics (γ = 125). Figure 4 . Derivative-based, σ-modification adaptive control performance with unmodeled dynamics (i.e., wp(t) = 125sign(bp)e(t)σp xp(t), c(t) −0.125ŵp(t)). 
Figure 5. Derivative-based, e-modification adaptive control performance with unmodeled dynamics (i.e., wp(t) = 125sign(bp)e(t)σp xp(t), c(t) −1.25|e(t)|ŵp(t)). Figure 7 . Derivative-free adaptive control performance with unmodeled dynamics (τ = 0.005, γ 1 = 0.75, γ 2 = 25).
III. The Multi-Input, Multi-State Case
Consider the uncertain system:
where x p (t) ∈ R np is the state vector associated with the modeled portion of the system dynamics, which is assumed to be accessible for feedback, x u (t) ∈ R nu contains the elements of the state vector associated with the unmodeled dynamics, for which n u is also unknown, u(t) ∈ R m is the control input, A p ∈ R np×np and B p ∈ R np×m are known system matrices, Λ ∈ ID m×m + is an unknown control effectiveness matrix, 
Remark 3.1. To more clearly illustrate the results of this paper, we consider the uncertain system given by (32) and (33). The results can be extended to the case where the uncertain system satisfies:
, and α i ∈ R + , i = 1, 2, 3. 
with Q ∈ R nu×nu + .
To address command following, let c(t) ∈ R nc be a given bounded piecewise continuous command and x c (t) ∈ R nc be the integrator state satisfying
where E p ∈ R nc×np defines the regulated outputs that are required to follow c(t). Now, (32) can be augmented with (37) aṡ
is the (augmented) state vector,
Next, consider the feedback control law given by
where u n (t) ∈ R m and u a (t) ∈ R m are the nominal and adaptive control laws, respectively. Furthermore, let the nominal control law be
such that A r A − BK is Hurwitz. Using (43) and (44) in (38) yieldṡ
is a known (aggregated) basis function. Considering (45), let the adaptive control law be
whereŴ (t) ∈ R (n+np+1)×m be the estimate of W satisfying the derivative-free update law
where 0 < |γ 1 | < 1, γ 2 ∈ R + is the adaptation gain, e(t) x(t) − x r (t) is the system error with x r (t) ∈ R n being the reference state vector satisfying the reference systeṁ
and P ∈ R n×n + is a solution of the Lyapunov equation
with R ∈ R n×n + . Combining (45), (46), and (48), the error dynamics can be written in the forṁ
where e 0 x 0 − x r0 andW (t) W (t) −Ŵ (t) ∈ R (s+n)×m is the weight error satisfying
with
The following theorem states the main robustness result for derivative free adaptive control.
Theorem 3.1. Consider the uncertain system defined by (32) and (33), subject to Assumption 3.1.
Consider, in addition, the feedback control law given by (43), with the nominal feedback control component given by (44) and with the adaptive feedback control component given by (46), which has a derivativefree weight update law in the form (47). Then the triple e(t), x u (t),W (t) satisfying (50), (33), and (51), respectively, is bounded if:
hold for some subset of values for k 1 ∈ R + and k 2 ∈ R + .
Proof. See Appendix A.
Remark 3.4. The boundedness conditions (53), (54), and (55) stated in Theorem 3.1 can be satisfied by letting R = ρI, choosing k 1 and k 2 sufficiently large to satisfy (55), and then choosing γ 2 and ρ sufficiently large to satisfy (53) and (54), respectively. Note that in so far as the adaptive law in (47) is concerned, increasing ρ is equivalent to using P = P 1 and scaling γ 2 by ρ, where P 1 is the solution for P in (49) for ρ = 1.
IV. Application to a Flexible Spacecraft Model
Consider the spacecraft model with flexible dynamics given by 17 :
where J ∈ R 3×3 is the inertia matrix, ω ∈ R 3 is the angular velocity with respect to an inertial frame expressed in the body frame, η ∈ R N is the modal coordinate vector relative to the main body, u ∈ R 3 is the control input vector, δ ∈ R N ×3 is the coupling matrix between the spacecraft's rigid and flexible
the damping matrix, and Λ i and ξ i are the natural frequency and damping ratio of the i th flexible mode, respectively. The attitude kinematics are given by: The nominal control law has the form
where linear quadratic regulator theory was used to design K c with Q = I 6 used to penalize q T (t), w T (t)
T and R = 0.001I 3 used to penalize u(t), and we set
, so that q(t) tracks q c with zero steady state error in response to a step command. The reference system matrices and the command in (48) are given by: 
and c(t) = [q 
whereŴ (t) satisfies the derivative-free weight update law given by (47) and
1 + e w1 , 1 + e q2 , This is generally the case regardless of how the adaptation gains are chosen, and the same is true for emodification and parameter projection (and combinations thereof). Figures 9-11 show the system responses with the derivative-free adaptive controller (47) with τ = 0.0025, γ 1 = 0.9, and γ 2 = 10, 500, and 1000, respectively. This demonstrates how robustness to unmodeled dynamics is improved as the adaptation gain is increased, without the use of a modification term. 
V. Conclusion
We have shown that, in contrast to derivative based adaptive control, a recently developed derivative-free adaptive control law is inherently robust unmodeled dynamics. Furthermore, robustness can be improved by simply increasing the adaptation gain, without the use of modification terms. Standard, derivative-based adaptive laws do not offer the same advantage. The examples provided illustrate the superior performance of derivative-free adaptation in comparison with a standard, derivative-based adaptive law in the presence of system uncertainties and unmodeled dynamics.
Furthermore, the boxed term "c" can be upper bounded as 2x where we used Young's inequality with k 2 ∈ R + for the boxed term "d" to get the boxed term "e". Now, using (A.4) and (A.5) in (A.3), it follows thaṫ V e(t),W (t), x u (t) ≤ −λ min (R)c 1 ||e(t)|| 2 2 − γ 2ĉ1 ||B T P e(t)|| 
