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Resumen
En esta Tesis se estudian las Teor´ıas Cua´nticas de Campos y algunas de sus propie-
dades desde el punto de vista de la Teor´ıa de la Informacio´n Cua´ntica. Espec´ıficamente,
se estudia la entrop´ıa de entrelazado y la entrop´ıa relativa del vac´ıo con el objetivo de
su aplicacio´n a la irreversibilidad del grupo de renormalizacio´n. El resultado principal
es una prueba del Teorema A (irreveribilidad del grupo de renormaliacio´n en dimensio´n
espacio-temporal d = 4), como consecuencia de la subaditividad fuerte de la entrop´ıa
de entrelazado del vac´ıo, la invariancia de Lorentz y lo que hemos llamado la propiedad
Markoviana del vac´ıo. Demostramos esta u´ltima propiedad en detalle, que equivale a
la saturacio´n de la subaditividad fuerte de la entrop´ıa de von Neumann y a una iden-
tidad sobre los Hamiltonianos modulares de regiones con borde en el plano o el cono
nulo. Se derivan expresiones expl´ıcitas y generales para los Hamiltonianos modulares
y las entrop´ıas de von Neumann y de Re´nyi del vac´ıo reducido a estas regiones. Esto
nos permite ofrecer un cuadro unificado de los teoremas de irreversibilidad del grupo
de renormalizacio´n en dimensio´n d = 2, 3, 4 como consecuencia de propiedades de la
entrop´ıa de entrelazado del vac´ıo de una Teor´ıa Cua´ntica de Campos.
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Abstract
In this Thesis we study Quantum Field Theories and some of its properties from the
point of view of Quantum Information Theory. Especifically, we study the entangle-
ment entropy and relative entropy of the vacuum state with the goal of applying it to
the irreversibility of the renormalization group. The main result is a proof of the A-
theorem (irreversibility of the renormalization group in d = 4 space-time dimensions),
as a consecuence of the strong subadditivity of entanglement entropy, Lorentz invari-
ance and what we have called the Markov property of the vacuum state. We prove this
last property in detail, which is equivalent to the saturation of the strong subadditivity
of von Neumann entropy and a certain identity between the modular Hamiltonians of
space-time regions with boundary on a null plane or a null cone. We obtain explicit
and general expressions for the modular Hamiltonian, von Neumann and Re´nyi en-
tropies for the vacuum state reduced to these regions. With this we are able to give a
unified picture of the irreversibility theorems of the renormalization group in d = 2, 3, 4
dimensions as a consecuence of properties of the entanglement entropy of the vacuum
of a Quantum Field Theory.
Keywords: ENTANGLEMENT ENTROPY, RENORMALIZATION GROUP, C THE-
OREMS
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Cap´ıtulo 1
Introduccio´n
La entrop´ıa de entrelazado, y en general, los conceptos y las cantidades de la Teor´ıa
de la Informacio´n Cua´ntica, han tenido una amplia variedad de aplicaciones en los
u´ltimos an˜os en casi todas las ramas de la F´ısica Teo´rica, incluyendo Materia Con-
densada, Relatividad General, Teor´ıa de Campos y Holograf´ıa [1–10]. En computacio´n
cua´ntica, el entrelazado es uno de los recursos que puede ser explotado para realizar
ciertos tipos de ca´lculos a una velocidad que no podr´ıa lograrse cla´sicamente [11]. La
entrop´ıa de entrelazado ha sido utilizada como para´metro de orden para distinguir fases
que no pueden ser identificadas por su simetr´ıa [1, 12], y para localizar y caracterizar
puntos cr´ıticos en transiciones de fases [8, 13–15]. Un ejemplo importante en holograf´ıa
es la fo´rmula de Ryu-Takayanagi [2] para el ca´lculo de la entrop´ıa de entrelazado de
una regio´n. Esta fo´rmula generaliza la expresio´n de la entrop´ıa de agujero negro y ha
ayudado sustancialmente a detallar el diccionario hologra´fico AdS/CFT [16–19]. En
particular, caracter´ısticas como la continuidad y emergencia del espacio-tiempo resul-
tan del entrelazado de los grados de libertad de la teor´ıa dual [20]. En teor´ıa de campos,
la entrop´ıa de entrelazado tiene la importante propiedad de crecer como el a´rea, y no
como el volumen de la regio´n [21–23]. El primer indicio de esta dependencia con el
a´rea se observo´ al intentar explicar el origen estad´ıstico de la entrop´ıa de agujero negro
como una entrop´ıa de entrelazado [24–26].
La entrop´ıa de entrelazado es una cantidad no local que puede usarse o definirse
(au´n cuando es divergente ultravioleta) en cualquier Teor´ıa de Campos, y su depen-
dencia con los para´metros de la teor´ıa es tan vasta que de ella en principio podr´ıa
extraerse toda la informacio´n que define a la teor´ıa misma. En particular, la entrop´ıa
de entrelazado de regiones simples, como ciclindros o esferas, tiene informacio´n sobre
las cargas centrales de una Teor´ıa Cua´ntica de Campos Conforme [27–29]. La Teor´ıa
de la Informacio´n Cua´ntica provee te´cnicas poderosas para entender aspectos no per-
turbativos de las Teor´ıas de Campos. Una forma en la que esto puede realizarse es
aplicando desigualdades como la subaditividad fuerte de la entrop´ıa de von Neumann
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o la monotonicidad de la entrop´ıa relativa [30–36]. Estas desigualdades nos dan una
perspectiva muy interesante sobre aspectos no triviales de estas teor´ıas, y que con-
trastan con las que conmunmente se obtienen de la causalidad y unitariedad, y que en
general, son dif´ıciles de reconocer por medio de observables locales. Algunos ejemplos de
esto son las implicaciones sobre las condiciones de energ´ıa [35, 37–39], y como veremos
en esta Tesis, la irreversibilidad del grupo de renormalizacio´n en varias dimensiones
[31, 32, 40–43].
Sobre la irreversibilidad del grupo de renormalizacio´n, el Teorema c de Zamolodchi-
kov [44] es uno de los resultados ma´s relevantes sobre el comportamiento de las teor´ıas
en dimensio´n d = 2. Este teorema prueba que existe de una funcio´n mono´tona c que
interpola entre las cargas centrales de las Teor´ıas Cua´nticas de Campos Conformes
(CFT) en los puntos fijos de los extremos de un flujo del grupo de renormalizacio´n,
estableciendo la irreversibilidad de este en d = 2. Dicho de otra forma, este teorema
limita la clase de CFTs que se pueden encontrar al final del flujo del grupo de renor-
malizacio´n, a aquellas que tienen carga central c menor que la de la CFT del punto fijo
ultravioleta.
En un intento de generalizar este teorema a dimensiones mayores, Cardy conjeturo´
(1988) [45] que era cierto tipo de carga central de las CFTs en dimensio´n d = 4, el
coeficiente de Euler A en la anomal´ıa de traza o anomal´ıa de Weyl de la CFT, la
cantidad correcta que podr´ıa estar ordenada ante flujos del grupo de renormalizacio´n,
conjetura que puede extenderse a toda dimensio´n par. Esta conjetura, llamada Teore-
ma A, fue demostrada recientemente por Komargodski y Schwimmer (2011) [46]. En
dimensio´n impar, los teoremas c encontraron el gran obsta´culo de que no hay anomal´ıas
conformes. En este punto, dos contribuciones muy importantes indicaban el camino a
seguir. El primero era la observacio´n de que la parte universal finita o el coeficiente del
te´rmino logar´ıtmico de la entrop´ıa de entrelazado de una esfera obedece los Teoremas c
en teor´ıas con dual hologra´fico en cualquier dimensio´n [47]. La segunda idea, conocida
como teorema F , indicaba que el te´rmino constante en la energ´ıa libre de la CFT en
la esfera Eucl´ıdea en dimensio´n impar era mono´tono ante el grupo de renormalizacio´n
[48]. Un elemento adicional que dificulto´ la extensio´n de los teoremas c a dimensio´n
impar, es que, en contraste con las anomal´ıas, F es una cantidad altamente no local y
no aparece en las funciones de correlacio´n. Estas dos conjeturas resultaron ser la misma
(en dimensio´n impar), mientras que el coeficiente del te´rmino universal logar´ıtmico en
la entrop´ıa de entrelazado de esferas en dimensio´n par es proporcional a la anomal´ıa
A [49].
Estos resultados sugieren fuertemente que es el te´rmino universal en la entrop´ıa de
una esfera para el vac´ıo de una CFT (que en dimensio´n par es el coeficiente del te´rmino
logar´ıtmico y en dimensio´n impar es el te´rmino constante), el candidato correcto pa-
ra estar ordenado ante flujos del grupo de renormalizacio´n en cualquier dimensio´n.
3Usando propiedades de la entrop´ıa de entrelazado, y extendiendo una demostracio´n
entro´pica alternativa del teorema c [3, 30], el Teorema F fue demostrado en [41] por
Casini y Huerta (2012). Adema´s de la unitariedad, la causalidad y la invariancia de
Lorentz en QFT, la propiedad clave en estas demostraciones es la subaditividad fuerte
(SSA) de la entrop´ıa de entrelazado. Hologra´ficamente, la monotonicidad ante flujos
del grupo de renormalizacio´n esta´ relacionada con la condicio´n de energ´ıa nula de la
teor´ıa gravitatoria dual [47, 50].
La entrop´ıa de entrelazado y sus propiedades puede ser entonces el lenguaje adecua-
do para entender el principio detra´s de la irreversibilidad del grupo de renormalizacio´n
a trave´s de las dimensiones (vease por ejemplo [51]). Sin embargo, hasta el momento,
se han empleado te´cnicas muy distintas en la demostracio´n de estos teoremas, algunas
muy espec´ıficas de cada dimensio´n.
La demostracio´n del Teorema A usando las propiedades de la entrop´ıa de entrelaza-
do es el principal resultado de esta Tesis [52]. Esto fue posible mediante el ana´lisis y la
demostracio´n de un ingrediente clave: La propiedad Markoviana del vac´ıo [42, 52, 53],
otro resultado importante en s´ı mismo.
En el camino se ha obtenido una variedad de resultados relacionados. El coeficiente
del te´rmino de a´rea en la entrop´ıa de entrelazado, au´n cuando no corresponda a ningu´n
teorema c, por ser una cantidad no universal o no tener relacio´n con las cargas centrales
en los puntos fijos, tiene tambie´n un comportamiento mono´tono ante el flujo del grupo
de renormalizacio´n. Un enunciado ma´s preciso al respecto, es que en las teor´ıas con
escala, existe una parte universal en el te´rmino de a´rea de la entrop´ıa de entrelazado;
una parte que tiene la misma dependencia con la escala de la teor´ıa, independientemente
de la regularizacio´n usada, y esta parte renormaliza de forma decreciente ante el flujo
del grupo de renormalizacio´n. Hemos llamado Teorema del A´rea a este resultado.
La presentacio´n de los resultados de esta Tesis comienza en el Cap´ıtulo 4, con dos
enfoques independientes sobre el Teorema del A´rea. En ese cap´ıtulo se relaciona la
variacio´n del te´rmino de a´rea en la entrop´ıa con dos cantidades muy distintas: la re-
normalizacio´n de la constante de Newton, y la entrop´ıa relativa entre dos estados de
vac´ıo. Los Teoremas del A´rea son relevantes porque, en dimensio´n d = 2, equivalen
al Teorema c de Zamolodchikov, y en dimensio´n d > 2, extienden la fo´rmula de Za-
molodchikov para la variacio´n total de la carga central, a la expresio´n que nos da el
cambio en el coeficiente del te´rmino de a´rea en la entrop´ıa de entrelazado. Una parte
importante del Cap´ıtulo 4 se emplea en la comprobacio´n hologra´fica detallada de esto
u´ltimo. En la segunda parte del mismo cap´ıtulo se reobtiene el Teorema del A´rea como
consecuencia de las propiedades de la entrop´ıa relativa entre los estados de vac´ıos del
punto fijo UV y de la teor´ıa perturbada que implementa un flujo del grupo de renoma-
lizacio´n. Uno se encuentra en este caso con sutilezas interesantes, dado que los estados
pertencen a teor´ıas con distinta evolucio´n temporal, y la entrop´ıa relativa dependera´
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de la superficie de Cauchy en la cual estos estados se comparen. En particular, veremos
que para poder extraer informacio´n sobre el grupo de renormalizacio´n, necesitaremos
comparar los estados en una superficie de Cauchy extrema, la superficie nula. Como
resultado se obtiene adema´s una nueva demostracio´n del Teorema c en d = 2, dado que
la distinguibilidad de estos estados, medida por la entrop´ıa relativa, resulta controlada
por la diferencia de las cargas centrales.
A partir del Cap´ıtulo 5 comienza la exposicio´n de los resultados con vistas a demos-
trar el Teorema A en dimensio´n d = 4, principal aporte de esta Tesis. En el Cap´ıtulo 5
se enuncia y demuestra lo que hemos llamado la propiedad Markoviana del vac´ıo. En el
caso cua´ntico, un estado se dice Markoviano si satura de la desigualdad de la subaditi-
vidad fuerte de la entrop´ıa de von Neumann o entrop´ıa de entrelazado, propiedad que
limita en gran medida la misma estructura de entrelazado del estado. Demostraremos
que el vac´ıo de cualquier Teor´ıa de Campos es un estado Markoviano respecto de las
a´lgebras asociadas a regiones espacio-temporales con borde sobre el plano nulo, y para
el caso del vac´ıo de una CFT, con borde sobre el cono nulo. Esto lo haremos de varias
formas, una de las cuales nos condujo a otro resultado relevante: la determinacio´n de
la forma expl´ıcita de los Hamiltonianos modulares del vac´ıo reducido a regiones con
borde sobre el plano nulo. El Hamiltoniano modular de un estado ρ reducido a una
regio´n o suba´lgebra X es un operador definido por
HX = − log ρX . (1.0.1)
Este es el generador de un grupo uniparame´trico de automorfismos dentro del a´lgebra
U(t) = e−iHX t, llamado flujo modular, y respecto del cual el estado ρX es te´rmico, e
invariante ante el flujo modular. En Teor´ıa de Campos HX es en general un operador
no local y extremadamente complejo. Uno de los casos ma´s importantes y simples en
donde HX se conoce es para el estado de vac´ıo y para la regio´n X que describe el
completamiento causal de la mitad del espacio (cun˜a de Rindler)1. En otras palabras,
la forma expl´ıcita obtenida en esta Tesis para los Hamiltonianos modulares de regio-
nes con borde sobre el plano o el cono nulos generaliza dos resultados relevantes: el
Hamiltoniano modular del espacio de Rindler para el vac´ıo de cualquier QFT, y el
Hamiltoniano de la esfera para el vac´ıo de una CFT, a deformaciones arbitrarias de
estas regiones sobre el plano y el cono nulo respectivamente. En relacio´n con esto, se
obtiene adema´s el a´lgebra infinito dimensional de las transformaciones que preservan
la Markovianidad del vac´ıo, a´lgebra que puede extenderse a una tipo Virasoro, pero en
1Para la forma expl´ıcita de otros Hamiltonianos modulares, vease: [49, 54] para el Hamiltoniano
modular del estado de vac´ıo de una CFT reducido a una esfera, y [55] para regiones no conexas, donde
se da la forma expl´ıcita del Hamiltoniano modular para el vac´ıo del fermio´n libre no masivo en d = 2
reducido a dos intervalos. La teor´ıa del fermı´on libre no masivo en d = 2 tambie´n tiene la curiosa
propiedad de tener informacio´n mutua extensiva, I(A,B ∪ C) = I(A,B) + I(A,C).
5dimensio´n d y con carga central divergente ultravioleta, y que podr´ıa ser relevante en
otros contextos.
La propiedad Markoviana es consecuencia de la geometr´ıa del plano nulo en el
espacio de Minkowski. De hecho, esta geometr´ıa es tan restrictiva, que el vac´ıo no solo
es Markoviano (satura la SSA para regiones con borde sobre el plano nulo), sino que
es Re´nyi-Markoviano: la combinacio´n
Sn(A) + Sn(B)− Sn(A ∪B)− Sn(A ∩B) = 0 , (1.0.2)
es igual a cero para todas las entrop´ıas de Re´nyi Sn de para´metro n. Esto es conse-
cuencia de la independencia de la entrop´ıa de von Neumann y de Re´nyi de la forma
del borde de la regio´n sobre el plano nulo, que es una condicio´n ma´s fuerte que la
Markovianidad. Se discuten las consecuencias que esto tiene sobre la estructura de en-
trelazado del vac´ıo, limita´ndose au´n ma´s la estructura de este a ser de tipo producto
(que no debe confundirse con ser un estado producto).
La propiedad Markoviana del vac´ıo de una CFT permite determinar la forma expl´ıci-
ta de todas la entrop´ıa de entrelazado y de Re´nyi de regiones con borde sobre el cono
nulo. La estructura de estas viene dada por la accio´n efectiva en dos dimensiones menos
de un campo tipo dilato´n, y los te´rminos universales en estas entrop´ıas vienen dados
por los te´rmino ano´malos de Wess-Zumino en dicha accio´n efectiva. Este es el contenido
del Cap´ıtulo 6. La forma expl´ıcita de la entrop´ıa de una regio´n con borde sobre el cono
nulo en d = 4 permite entender con claridad que´ es lo que impide aplicar y extender
los me´todos entro´picos, de dimensio´n d = 2, 3 (basados en el uso de la subaditividad
fuerte, la causalidad y unitariedad), a demostrar la irreversibilidad del grupo de re-
normalizacio´n en el caso de d = 4. Conociendo que el vac´ıo de la CFT ultravioleta es
Markoviano, s´ı podemos aplicar los me´todos anteriores y demostrar el Teorema A, que
es el contenido del Cap´ıtulo 7.
La Tesis esta´ organizada de la siguiente manera. En el Cap´ıtulo 2 introduciremos
algunos elementos sobre entrelazado en sistemas finitos y en Teor´ıa de Campos y Holo-
graf´ıa, que sera´n relevantes o u´tiles para la lectura de los resultados de la Tesis. En el
Cap´ıtulo 3, y por completitud de la exposicio´n, se presentara´n todas las demostraciones
de los teoremas de irreversibilidad del grupo de renormalizacio´n en dimensio´n d = 2, 3
y 4. En el Cap´ıtulo 4 comenzara´ la exposicio´n de los resultados propios de la Tesis.
Se discutira´n los Teoremas del A´rea y su relacio´n con el Teorema de Zamolodchikov,
la renormalizacio´n de la constante de Newton, y se presentara´ una cuenta hologra´fica
detallada del correlador de la traza del tensor de energ´ıa-momentos, demostra´ndose
que la integral de este correlador es igual, en efecto, a la renormalizacio´n del te´rmino
de a´rea en la entrop´ıa de entrelazado. Se obtiene el mismo resultado considerando la
entrop´ıa relativa entre dos estados de vac´ıo comparados sobre la superficie nula. En el
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Cap´ıtulo 5 se enunciara´ y demostrara´ por varios me´todos la propiedad Markoviana del
vac´ıo. En el Cap´ıtulo 6 se determina la forma general de las entrop´ıas de entrelazado y
de Re´nyi para regiones con borde arbitrario sobre un cono nulo, y se muestra la relacio´n
de este problema con la accio´n efectiva de un campo dilato´n en dos dimensiones menos.
Con los resultados de los Cap´ıtulos 5 y 6, demostramos en el Cap´ıtulo 7 el Teorema A,
y unificamos los teoremas de irreversibilidad del grupo de renormalizacio´n, como una
consecuencia de las propiedades de la entrop´ıa de entrelazado.
Cap´ıtulo 2
Entrelazado en Teor´ıa de Campos y
Holograf´ıa
En este Cap´ıtulo presentamos algunas definiciones y resultados ba´sicos de la Teor´ıa
de la Informacio´n Cua´ntica en Teor´ıa de Campos (QFT) y Holograf´ıa. Comenzaremos
dando una presentacio´n breve de los conceptos de entrelazado y reduccio´n de un estado
en el sentido algebraico, para luego definir la entrop´ıa de von Neumann, la entrop´ıa
de Re´nyi, la entrop´ıa relativa, la informacio´n mutua, el Hamiltoniano modular, y los
estados Markovianos, destaca´ndose las propiedades de estos que son relevantes para la
Tesis.
En la segunda parte se discuten varios resultados conocidos sobre estas cantida-
des en QFT. Comenzamos presentando ciertos elementos estructurales ba´sicos de una
QFT, seguido de la discusio´n de tres teoremas importantes al respecto: el teorema de
Reeh-Schlieder, que caracteriza el vac´ıo de cualquier QFT (relativista) como un esta-
do siempre entrelazado entre cualesquiera suba´lgebras asociadas con regiones espacio-
temporales, el teorema de Bisognano-Wichmann, que relaciona el Hamiltoniano mo-
dular del vac´ıo reducido a un semiespacio con el operador que implementa la simetr´ıa
de boost del grupo de Lorentz, y el teorema de Tomita-Takesaki, un teorema algebrai-
co general, pero con importantes aplicaciones sobre la estructura no perturbativa de
las QFTs, y que servira´ de antesala a los teoremas sobre semi-inclusio´n modular que
aplicaremos en el Cap´ıtulo 5 para probar la estructura Markoviana del vac´ıo.
Una vez cubierto esto, repasaremos varios resultados sobre la entrop´ıa de entrelaza-
do (EE) en QFT: me´todo de re´plicas para calcularla y su aplicacio´n para determinar la
entrop´ıa de entrelazado de un intervalo para el vac´ıo de una CFT en d = 2 dimensiones,
y su relacio´n con la carga central c. La estructura de divergencias ultravioleta general
de la EE en d dimensiones y la forma particular que esta adquiere en el caso de esferas
y para el vac´ıo de una CFT, y los te´rminos universales A y F contenidos en esta. Se
demuestra la conexio´n de estos te´rminos universales con el coeficiente A del te´rmino
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de Euler en la anomal´ıa de traza de una CFT en dimensio´n par, y con la parte finita
F de la energ´ıa libre de la funcio´n de particio´n de la CFT en la d-esfera Eucl´ıdea en
dimensio´n impar. Se presenta y se discute la forma general del Hamiltoniano modular
del vac´ıo de una CFT reducido a una esfera, y la regularizacio´n de la EE con ayuda
de la informacio´n mutua. Finalizamos presentando la prescripcio´n de Ryu-Takayanagi
para calcular la EE hologra´ficamente.
2.1. Algunos elementos de Informacio´n Cua´ntica
Los teoremas y las propiedades de las cantidades de la Teor´ıa de la Informacio´n
Cla´sica [56] sufren grandes alteraciones cuando se refieren a la informacio´n que se
almacena y se manipula en estados cua´nticos. Una de las caracter´ısticas ma´s distintivas
de la teor´ıa cua´ntica, que no tiene paralelo cla´sico, es el entrelazamiento. Para discutir
tal concepto, consideremos un vector |q〉 en el espacio de Hilbert H = HA ⊗ HB,
producto tensorial de HA y HB. El vector |q〉 se dice “separable” en H, respecto de la
particio´n (HA,HB), si se puede escribir como:
|q〉 = |a〉 ⊗ |b〉 , |a〉 ∈ HA , |b〉 ∈ HB . (2.1.1)
Un vector |q〉 ∈ H = HA⊗HB se dice “entrelazado”, o que esta´ entrelazado respecto de
la particio´n (HA,HB) de H, si no es separable. Esta definicio´n de estado entrelazado es
adecuada para los llamados estados puros, que son aquellos que pueden representarse
por un vector en un espacio de Hilbert. En general, en meca´nica cua´ntica, a los estados
se le asocian matrices densidad; operadores ρ positivos, autoadjuntos y de traza uno,
y a los observables operadores O autoadjuntos. Los estados puros |ψ〉 tambie´n pueden
ser representados por matrices densidad de la forma de proyectores ρ = |ψ〉〈ψ|. El valor
medio del operador O en el estado ρ se calcula como
〈O〉ρ = TrH(ρ O) , (2.1.2)
donde TrH es la traza en el espacio de Hilbert. En el caso de estados puros, este valor
de espectacio´n se reduce a la forma
〈O〉ρ = TrH(|ψ〉〈ψ| O) = 〈ψ|O|ψ〉 . (2.1.3)
Desde un punto de vista formal, y en ocasiones ma´s adecuado para la aplicacio´n
de los conceptos de la Teor´ıa de la Informacio´n a la Teor´ıa de Campos, al conjunto
de los observables se le asocia un a´lgebra A con la operacio´n de conjugacio´n ∗ (una
∗−a´lgebra), y a los estados se le asocian funcionales ρ positivas que actu´an sobre esta
a´lgebra ρ : A 7→ C. En este esquema, el valor de expectacio´n de un observable O ∈ A
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en el estado ρ es ρ(O). Esta a´lgebra puede ser representada (no un´ıvocamente) co-
mo un a´lgebra de operadores actuando en un espacio de Hilbert. Si A viene provista
con una funcional traza, algunos estados pueden representarse por un elemento ρ del
a´lgebra de la siguiente forma ρ(O) = Tr(ρ O) (este siempre es el caso en dimensio´n
finita). En la representacio´n del a´lgebra como a´lgebra de operadores en un espacio de
Hilbert este elemento ρ del a´lgebra es la matriz densidad. Presentamos a continuacio´n
las definiciones de reduccio´n de un estado, con distintos grados de generalidad.
Definicio´n (algebraica de reduccio´n de un estado): Dado un estado ρA en el a´lgebra
A (visto como elemento de A gracias a la existencia de una funcional traza TrA en A),
se define su reduccio´n a la suba´lgebra B (B ⊂ A), como el estado ρB de B (visto como
elemento de B gracias a la existencia de una funcional traza TrB en B) que reproduce
todos los valores de expectacio´n que ρA para todo operador de B:
TrA(ρA OB) = TrB(ρB OB) ∀OB ∈ B . (2.1.4)
Aqu´ı el miembro izquierdo de (2.1.4) es dado para todo OB de B, y con esa informacio´n
buscamos el elemento que queremos, ρB de B. Esta definicio´n es muy general y vale
incluso en el caso en que el a´lgebra no pueda representarse en un espacio de Hilbert
que pueda descomponerse tensorialmente en factores. Por ejemplo, el a´lgebra generada
por los operadores de Pauli (1, σx, σy, σz) no puede descomponerse en factores, pero
la definicio´n (2.1.4) hace que tenga sentido reducir un estado en esta a´lgebra a la
suba´lgebra generada por los operadores (1, σx) (que no es un factor de la primera).
Cabe mencionar que esta definicio´n nos trae ciertos problemas adicionales en relacio´n
con la normalizacio´n y la accio´n de la funcional traza cuando el a´lgebra se representa
como a´lgebra de matrices. Para que la definicio´n (2.1.4) este´ bien definida, debemos
exigir que la traza este´ normalizada a uno cuando actu´a sobre los proyectores mı´nimos
del a´lgebra (o su representacio´n). Un proyector es un elemento autoadjunto del a´lgebra
igual a su cuadrado. Se establece un orden parcial para los proyectores as´ı: p > q si
qp = p, de donde se da sentido a lo de proyector mı´nimo. Para ma´s detalles ver el primer
Cap´ıtulo de [57]. Esto es importante, pues en la entrop´ıa de von Neumann aparece una
traza, y tiene sentido la frase “la entrop´ıa de un estado respecto de una suba´lgebra”
(lo que significa: la entrop´ıa de von Neumann del estado reducido a esa a´lgebra) si
la traza que aparece en la definicio´n es tal que hace independiente el resultado de
calcular tal entrop´ıa de cualquier representacio´n del a´lgebra que se haga. Por ello, en
(2.1.4) las trazas pudieran tener normalizaciones distintas, aun cuando se elija la misma
representacio´n para las a´lgebras A y B, dado que los proyectores mı´nimos pudieran ser
distintos.
En el caso en que el a´lgebra pueda representarse en un espacio de Hilbert que puede
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descomponerse en factores, y la suba´lgebra que nos interesa es el a´lgebra de operadores
que actu´a en uno de los factores, la definicio´n (2.1.4) se reduce a
Definicio´n: Dado un estado ρAB en HA⊗HB, no necesariamente puro, se define su
reduccio´n aHA, como el estado ρA deHA que reproduce todos los valores de expectacio´n
que ρAB para todo operador de la forma OA ⊗ 1B ∈ B(HA ⊗HB), con OA ∈ B(HA):
TrAB(ρAB OA ⊗ 1B) = TrA(ρA OA) ∀OA ∈ A . (2.1.5)
Esta definicio´n para el estado reducido es equivalente a la de hacer la operacio´n de
traza parcial:
ρA = TrB(ρAB) . (2.1.6)
En lo que sigue, nos referiremos por “estado reducido” a alguna de estas tres definiciones
de forma indistinta, aunque es ma´s natural y conveniente para los temas desarrollados
en esta Tesis tener en mente la primera definicio´n.
Una caracter´ıstica importante de los estados separables es la siguiente. Si un estado
puro y separable en HA ⊗HB se reduce a HA, el estado reducido es tambie´n puro. De
forma complementaria, si un estado puro en HA⊗HB se reduce a HA, y obtenemos un
estado no puro, entonces el estado original es un estado entrelazado. Este hecho hace
que los estados entrelazados sean muy fa´ciles de identificar, y nos da una idea para
medir que tan entrelazado es un estado, a partir de medir que tan no pura es la matriz
densidad del estado reducido.
Los estados dados por matrices densidad, que pueden ser usados para describir
una situacio´n de ignorancia sobre un ensemble estad´ıstico de estados puros, no son un
elemento externo al formalismo de la meca´nica cua´ntica sobre estados puros (vectores
en un espacio de Hilbert), sino que surgen de forma inevitable y natural al representar
a un estado puro en un subsistema, de acuerdo con las definiciones anteriores. En este
caso la impureza no resulta de la ignorancia estad´ıstica, sino del entrelazado de un
estado global puro entre los subsistemas. Producto de esto, todo estado impuro ρ se
puede pensar como el reducido a un subsistema de un estado global puro en un sistema
mayor. Si ρ =
∑n
i=1 pi|ai〉A〈ai|A esta´ definido en el espacio de Hilbert HA de dimensio´n
n, en donde {|ai〉A} es una base, podemos siempre hacer un extensio´n o purificacio´n de
ρ a un espacio de Hilbert H = HA ⊗HB, donde HB es una copia de HA. La extensio´n
o purificacio´n de ρ pudiera ser
|Ω〉 =
n∑
i=1
√
pi |ai〉A ⊗ |bi〉B , (2.1.7)
con |bi〉B una base de HB. La reduccio´n de |Ω〉 en (2.1.7) al subespacio HA es ρ.
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Cualquier estado UB|Ω〉, con UB = 1A ⊗ UB, y UB un unitario en HB, es tambie´n una
purificacio´n de ρ. Tomar una copia HB del espacio de Hilbert HA siempre permite
obtener una purificacio´n de un estado ρ de HA, aunque si ρ tiene algunos autovalores
iguales a cero, la purificacio´n podr´ıa lograrse en un espacio H = HA ⊗HB, con HB de
dimensio´n menor que HA.
El entrelazado es un recurso que no se puede crear a partir de operaciones locales
en los subsistemas y comunicacio´n cla´sica entre ellos. Este conjunto de operaciones se
conoce por sus siglas en ingle´s por LOCC, de local operations and classical commu-
nication. Tanto en el caso puro como en el no puro, un estado es separable entre dos
subsistemas si lo puedo construir con LOCCs a partir de un estado producto ρ1 ⊗ ρ2.
A trave´s de LOCCs entre dos subsistemas 1 y 2, solo puedo construirme estados de la
forma
ρ =
∑
k
pkρ
k
1 ⊗ ρk2 . (2.1.8)
Esta es la definicio´n de estado separable en el caso no puro.
2.1.1. Entrop´ıa de von Neumann y entrop´ıa de Re´nyi
Existen muchas medidas de la impureza o pureza de un estado. Una de las ma´s
usadas y que ma´s aplicaciones encuentra es la entrop´ıa de von Neumann. Dado un
estado ρ, e´sta se define por
S(ρ) = −Tr(ρ log ρ) = −
∑
i
λi log λi , (2.1.9)
donde λi son los autovalores de la matriz ρ. Dada la discusio´n de arriba, esta entrop´ıa
tambie´n se conoce como entrop´ıa de entrelazado (EE), pues siempre puedo pensar a ρ
como el resultado de la reduccio´n a un subsistema de un estado puro |Ω〉, y S(ρ) mide
que tan entrelazado esta´ |Ω〉 entre los subsistemas.
La funcional S(ρ) nos da una medida de la distribucio´n de los autovalores de la
matriz densidad ρ, es siempre no negativa, igual a cero para estados puros, e invariante
ante transformaciones unitarias sobre el estado. En espacios de Hilbert finitos de di-
mensio´n n, esta alcanza el ma´ximo de S(ρn) = log n en el estado ma´ximamente mixto
ρn = 1/n. Tiene una importante propiedad que la distingue y la selecciona como la
cantidad correcta para representar a la entrop´ıa termodina´mica cuando el estado de la
materia se representa por un estado cua´ntico. La entrop´ıa se comporta de la siguiente
forma ante combinaciones convexas ρ =
∑
k pkϕk de estados ϕk con soporte disjunto
S
(∑
k
pkϕk
)
=
∑
k
pkS(ϕk) +H({pk}) , (2.1.10)
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donde H({pk}) = −
∑
k pk log pk es la entrop´ıa cla´sica de Shannon de la distribucio´n
de probabilidad {pk}. Que los soportes de los estados ϕk sean disjuntos implica que
los autovectores distintos de cero de las ϕk son ortogonales. F´ısicamente, esto significa
que si existe un gas formado por k especies, deben existir filtros con los cuales pueda
separar estas especies. De experimentos mentales sobre el proceso de separacio´n de
las especies de un gas, mediante separacio´n adiaba´tica a un volumen mayor, seguida
de una compresio´n isote´rmica al volumen original, en la que se calcula el cambio de
entrop´ıa con la entrop´ıa termodina´mica dS = δQ/T , se obtiene la expresio´n (2.1.10),
ver [57]. El comportamiento (2.1.10) es uno de los requisitos principales para determinar
de forma un´ıvoca a (2.1.9) como el representante, en el caso cua´ntico, de la entrop´ıa
termodina´mica, asumiendo que S(ϕ) = 0 si ϕ representa un estado puro.
La entrop´ıa (2.1.9) tambie´n es aditiva ante estados producto ρ = ρ1 ⊗ ρ2,
S(ρ1 ⊗ ρ2) = S(ρ1) + S(ρ2) . (2.1.11)
Para los estados de la forma ρ =
∑
k pkσ
1
k ⊗ σ2k, con σ1k ⊗ σ2k matrices densidad de
soporte disjunto para distintos k, se tiene que, al combinar (2.1.10) y (2.1.11),
S
(∑
k
pkσ
1
k ⊗ σ2k
)
=
∑
k
pkS(σ
1
k) +
∑
k
pkS(σ
2
k) +H({pk}) . (2.1.12)
En general, cuando los soportes no son disjuntos, la entrop´ıa es una funcio´n convexa:
si ρ =
∑
k pkϕk, entonces
∑
k
pkS(ρk) 6 S
(∑
k
pkϕk
)
6
∑
k
pkS(ϕk) +H({pk}) . (2.1.13)
Muy relacionada con la entrop´ıa de von Neumann esta´n las entrop´ıas de Re´nyi Sn,
definidas por
Sn(ρ) =
1
1− n log Tr(ρ
n) . (2.1.14)
Las Sn comparten con la entrop´ıa de von Neumann las propiedades mencionadas arriba,
excepto la de la aditividad (2.1.10). O sea, es extensiva ante productos tensoriales, pero
no ante sumas convexas de matrices desidades con soporte disjunto. En el l´ımite de
n→ 1 es igual a la entrop´ıa de von Neumann:
l´ım
n→1
Sn(ρ) = S(ρ) . (2.1.15)
Esta propiedad es muy explotada para calcular S(ρ) en ciertos contextos, donde se
hace complicado el ca´lculo de la entrop´ıa de von Neumann (2.1.9) por la presencia del
logaritmo. Como veremos ma´s adelante, el me´todo de re´plicas para calcular S(ρ) en
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QFT se basa en calcular la entrop´ıa de Re´nyi y luego tomar el l´ımite.
Otra propiedad importante que comparten la entrop´ıa de von Neumann y las en-
trop´ıas de Re´nyi es la siguiente. Dado un estado puro ρ en un espacio de Hilbert
H = HA ⊗HB, la entrop´ıa del estado reducido a A, o a B, son iguales:
S(ρA) = S(ρB) , (2.1.16)
y lo mismo para las entrop´ıas de Re´nyi. Esto es consecuencia inmediata del teorema
de descomposicio´n de Schmidt, que implica que los autovalores de ρA y ρB son iguales,
salvo una cantidad, no necesariamente igual, de autovalores iguales a cero.
2.1.2. Entrop´ıa Relativa
Otra cantidad central, de la que se derivan propiedades sumamente u´tiles (inclu-
yendo las de la entrop´ıa de von Neumann) es la entrop´ıa relativa. A diferencia de las
anteriores, esta se define a partir de dos estados, ρ y σ, y sirve como una medida de la
distancia estad´ıstica entre ellos. Esta´ definida por
S(ρ||σ) = Tr(ρ log ρ− ρ log σ) , (2.1.17)
siempre y cuando el soporte de σ incluya al de ρ, en caso contrario se define como
infinito. Lo primero que hay que notar es que la definicio´n (2.1.17) no es sime´trica
en ρ y σ. Puede ser u´til pensar el estado σ como un estado de referencia con el que
se va a comparar ρ, y dicha comparacio´n no es sime´trica, por lo que S(ρ||σ) no es
una distancia (en el sentido matema´tico) en el espacio de estados. Si el segundo es-
tado es puro, la entrop´ıa relativa siempre sera´ infinita, a no ser que el primer estado
sea igual al segundo. Esta es siempre no negativa, igual a cero solo cuando ρ y σ son
iguales, e invariante ante transformaciones unitarias simulta´neas sobre ambos estados.
Cuando σ = 1/n es el estado ma´ximamente mixto, se sigue fa´cilmente de la definicio´n
que S(ρ||1/n) = −S(ρ) + log n. La entrop´ıa relativa tiene otras propiedades muy in-
teresantes. Es aditiva ante combinaciones convexas (simulta´neas y con el mismo peso
en ambos estados) de estados de soporte disjunto, y en general, doblemente conve-
xa. Cumple un interesante teorema parecido al teoremas de Pita´goras (a pesar de no
ser una distancia) introduciendo otra operacio´n llamada espectacio´n condicional [58].
Tiene adema´s la siguiente interpretacio´n operacional. Dado el estado conocido de re-
ferencia σ, la probabilidad p de confundir a ρ con σ, a juzgar por los resultados de
N mediciones experimentales efectuadas sobre ρ, tan bien elegidas como sea posible,
dado que conozco σ, viene dada por
p ∼ e−NS(ρ||σ) , (2.1.18)
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para N grande [7]. Por ejemplo, si σ es puro, en cuyo caso S(ρ||σ) = +∞ si ρ 6= σ,
esta´ claro que podemos reconocer eficientemente en unos pocos experimentos que ρ no
es σ. Lo medicio´n ma´s eficiente es proyectar en σ. Este sentido operacional hace de la
entrop´ıa relativa una medida de la distinguibilidad entre dos estados.
La entrop´ıa relativa tiene otra propiedad muy importante y de la que se derivan
muchas aplicaciones: su monotonicidad ante la inclusio´n de suba´lgebras. Si tenemos
dos suba´lgebras, una incluida dentro de la otra, B ⊂ A, y dos estados, ρA, σA, de A,
que se reducen a B como ρB, σB, se tiene que
S(ρB||σB) 6 S(ρA||σA) para B ⊂ A . (2.1.19)
Esta propiedad es en realidad ma´s general. Se aplica siempre que se actu´e sobre los es-
tados con los llamados canales cua´nticos, que matema´ticamente son operaciones que se
conocen, por sus siglas en ingle´s, por operaciones tipo CPTP: mapeos entre a´lgebras que
son completamente positivos1 y que preservan la traza. La restriccio´n a una suba´lgebra
es una CPTP, y sera´ un mapeo lo suficientemente general a nuestros propo´sitos de usar
(2.1.19).
Podemos interpretar (2.1.19) de la siguiente forma. Como el a´lgebra de operadores
B es ma´s chica que A, tengo menos elementos para distinguir a los estados ρ y σ. En
otras palabras, con los operadores en A puedo hacer ma´s eficientes mis experimentos y
distinguir mejor los estados ρ y σ que haciendo experimentos solo con el subconjunto
de operadores en B.
Una consecuencia muy importante de (2.1.19) es la subaditividad fuerte de la en-
trop´ıa de von Neumann (SSA por sus siglas en ingle´s, de strong subadditivity). Esta
puede enunciarse as´ı. Dado un estado ρ123 en el espacio de Hilbert H1 ⊗ H2 ⊗ H3, y
ρ12, ρ2 y ρ23 sus reducciones a H1 ⊗H2, H2 y H2 ⊗H3 respectivamente, se tiene que
S(ρ12) + S(ρ23) > S(ρ123) + S(ρ2) . (2.1.20)
La SSA no es susceptible de una fa´cil interpretacio´n, aunque podemos ver que se
sigue directamente de (2.1.20), que s´ı tiene la interpretacio´n de la disminucio´n de la
distinguibilidad. Si en (2.1.20) tomamos A = H1⊗H2⊗H3, B = H2⊗H3, ρA = ρ123 y
σA = ρ12 ⊗ 13, obtenemos (2.1.20). Es u´til rescribir (2.1.20) renombrando las a´lgebras.
Tomamos A como el a´lgebra de los operadores que actu´an en H1 ⊗H2 y B el a´lgebra
de los operadores que actu´an en H2 ⊗ H3. De esta forma A ∩ B es el a´lgebra de los
operadores que actu´an en H2 y A ∪B la correspondiente a H1 ⊗H2 ⊗H3:
S(A) + S(B) > S(A ∪B) + S(A ∩B) , (2.1.21)
1Positivos incuso ante cualquier extensio´n a un sistema auxiliar arbitrario.
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donde se sobreentiende que vale para cualquier estado ρ.
2.1.3. Informacio´n Mutua
Otra cantidad directamente relacionada con la entrop´ıa y de gran aplicacio´n actual
en QFT y holograf´ıa es la informacio´n mutua I(A,B). Esta se define dado un estado
y dos a´lgebras (disjuntas) como
I(A,B)ρ = S(ρAB||ρA ⊗ ρB) = S(ρA) + S(ρB)− S(ρAB) , (2.1.22)
con ρAB un estado del a´lgebra A∪B. La monotonicidad de la entrop´ıa relativa implica
la siguiente monotonicidad para la informacio´n mutua
I(A,B ∪ C) > I(A,B) . (2.1.23)
La informacio´n mutua crece ante agregar un nuevo sistema C. Para hacernos una idea
del rol de esta cantidad, es u´til notar la siguiente desigualdad [21]
I(A,B)ρ >
1
2
(〈OA ⊗OB〉ρ − 〈OA〉ρ〈OB〉ρ
‖OA‖∞‖OB‖∞
)2
. (2.1.24)
Esta nos dice que la informacio´n mutua mide todas las correlaciones posibles entre los
subsistemas A y B que tiene un estado ρ, pues acota todos los correladores conectados
que dan cuenta de estas correlaciones, sean cua´nticas o cla´sicas. A partir de (2.1.24) se
intuye que si agrandamos el sistema B a B∪C, la posibilidad de las correlaciones con el
subsistema A aumenta, que es el contenido de (2.1.23). Para las aplicaciones en QFT,
la desigualdad (2.1.24) nos da una idea de co´mo esta´n relacionadas las cantidades de
la informacio´n cua´ntica, de aplicacio´n reciente en QFT, con cantidades tradicionales
en QFT como las funciones de correlacio´n.
2.1.4. Hamiltonianos modulares
Una forma natural de describir a la matriz densidad de un estado global reducido a
una suba´lgebra V es a trave´s de su Hamiltoniano modular HV = − log ρV . En te´rminos
del Hamiltoniano modular, la matriz densidad tiene la forma “te´rmica”
ρV =
e−HV
Tr (e−HV )
. (2.1.25)
Los Hamiltonianos modulares son objetos muy interesantes que codifican todas las
propiedades de un estado reducido. En la literatura matema´tica los Hamiltonianos
modulares se han estudiado desde los an˜os setenta. Ellos juegan un papel estructural
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en la formulacio´n algebraica de QFT [59, 60]. De la definicio´n se sigue que un autovalor
cero en la matriz densidad ρV implica un autovalor infinito en HV . Como una aplicacio´n
muy simple, reescribamos con su ayuda la entrop´ıa relativa como
S(ρ||σ) = −∆S + ∆〈Hσ〉 . (2.1.26)
con Hσ = − log σ el Hamiltoniano modular del estado σ,
∆S = S(ρ)− S(σ) , (2.1.27)
es la diferencia entre la entrop´ıas de entrelazado de los estados y
∆〈Hσ〉 = 〈Hσ〉ρ − 〈Hσ〉σ , (2.1.28)
es la diferencia entre las energ´ıas modulares de los estados.
La descomposicio´n (2.1.26) nos dice que la entrop´ıa relativa es la diferencia de la
energ´ıa libre de los estados ρ y σ respecto del Hamiltoniano (modular de σ) a tempe-
ratura igual a uno. Esta separacio´n de la entrop´ıa relativa en una parte de entrop´ıa
y una parte de energ´ıa modular resulta muy u´til para abordar ciertos problemas. En
particular, para un estado ρλ que es una pequen˜a desviacio´n de σ, gobernada por un
para´metro λ, (ρλ=0 = σ), por la positividad de la entrop´ıa relativa para todo valor de
λ tendremos que la derivada de esta en λ = 0 es cero, por lo que la entrop´ıa relativa a
primer orden en λ es cero. Esto implica que el Hamiltoniano modular H = − log σ nos
da una forma de calcular la variacio´n en la entrop´ıa de entrelazado a primer orden en
λ:
δS = S(ρ)− S(σ) = 〈Hσ〉ρ − 〈Hσ〉σ = δ〈Hσ〉 . (2.1.29)
Esta inocente fo´rmula, llamada Primera Ley de la entrop´ıa de entrelazado, en analog´ıa
con la Primera Ley de la Termodina´mica2 ha sido uno de los motivos principales del
intere´s reciente sobre los Hamiltonianos modulares, y de ella se han derivado aplica-
ciones sorprendentes en QFT y holograf´ıa, como la implicacio´n de las ecuaciones de
Einstein linealizadas alrededor de la solucio´n de AdS a partir de la fo´rmula hologra´fica
para la EE de Ryu-Takayanagi, que veremos ma´s adelante, o la misma obtencio´n de
la fo´rmula hologra´fica en un caso particular [35, 49, 61]. Entre las aplicaciones de la
entrop´ıa relativa y los Hamiltonianos modulares en QFT podemos mencionar la prue-
ba de la cota de Bekenstein [34, 35], la condicio´n promediada de energ´ıa nula (ANEC,
por sus siglas en ingle´s) [37, 62], y varios resultados sobre la irreversibilidad del gru-
po de renormalizacio´n que presentaremos en esta Tesis [31, 32]. Para ma´s detalles y
2En cierta parte de la literatura suele llamarse Primera Ley a la conservacio´n de la energ´ıa con
la parte de la variacio´n del calor δQ = TdS sustitu´ıda. Esta u´ltima igualdad es considerada en otros
contextos como parte de la Segunda Ley (la parte que se aplica a los procesos reversibles).
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aplicaciones de los Hamiltonianos modulares, ve´ase por ejemplo [16, 63–70].
2.1.5. Estados Markovianos
Resulta muy interesante preguntarse por la estructura de los estados que saturan
la SSA (2.1.20). Veamos cla´sicamente la siguiente situacio´n. Una distribucio´n de pro-
babilidad cla´sica sobre tres variables aleatorias p(x, y, z) se dice que es Markoviana si
cumple que
p(x|y, z) = p(x|y) , (2.1.30)
donde las probabilidades condicionales p(x|y, z) se definen de la forma usual a partir
de las distribuciones marginales de p(x, y, z):
p(x|y) = p(x, y)
p(y)
, con p(x, y) =
∫
z
p(x, y, z) , p(y) =
∫
x
∫
z
p(x, y, z) , (2.1.31)
y de forma ana´loga para p(x|y, z). La conocida condicio´n de Markovianidad cla´sica
(2.1.30), se interpreta, cuando se piensan las variables aleatorias (x, y, z) como repre-
sentando a una misma variable en distintos instantes de tiempo, como una evolucio´n sin
memoria: el futuro x solo depende del presente y y no del pasado z. Matema´ticamente,
la condicio´n de Markovianidad implica que la distribucio´n total puede ser obtenida a
partir de sus distribuciones marginales,
p(x, y, z) =
p(x, y)p(y, z)
p(y)
. (2.1.32)
Si tomamos logaritmos obtenemos la siguiente igualdad,
− log p(x, y)− log p(y, z) = − log p(x, y, z)− log p(y) , (2.1.33)
y si tomamos valores de espectacio´n en p(x, y, z), obtendremos la saturacio´n de la SSA
de la entrop´ıa cla´sica de Shannon
S(p(x, y)) + S(p(y, z)) = S(p(x, y, z)) + S(p(y)) . (2.1.34)
Cla´sicamente, los estados que saturan la SSA son los estados Markovianos. En el caso
cua´ntico no tenemos ana´logo de la condicio´n (2.1.30), pero s´ı tenemos ana´logos de las
condiciones (2.1.33) y (2.1.34). Estas son (respectivamente) la condicio´n
Hρ12 +Hρ23 = Hρ123 +Hρ2 , (2.1.35)
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sobre los Hamiltonianos modulares, y la condicio´n de saturacio´n de la SSA para la
entrop´ıa de entrelazado
S(ρ12) + S(ρ23) = S(ρ123) + S(ρ2) . (2.1.36)
En el caso cua´ntico, un estado se dice Markoviano si cumple alguna de estas dos condi-
ciones de arriba. De hecho, veremos que la igualdad operatorial (2.1.35) es equivalente
a la igualdad nume´rica (2.1.36). La condicio´n de saturacio´n de la SSA (2.1.36) es lo
suficientemente fuerte para fijar gran parte de la estructura de entrelazado del estado
ρ, Markoviano. El teorema de [71] nos dice que existe una descomposicio´n ortogonal
del espacio de Hilbert H2,
H2 = ⊕kHkL ⊗HkR , (2.1.37)
de forma que un estado es Markoviano (cumple con (2.1.36)) si y solo si
ρ123 =
∑
k
pk ρ
k
1L ⊗ ρkR 3 , (2.1.38)
donde los pk son probabilidades, ρ
k
1L es el estado reducido a H1⊗HkL y ρkR 3 es el estado
reducido a HkR⊗H3. O sea, ρ123 es una combinacio´n convexa de estados tipo productos
con soporte disjunto. El contenido del teorema es que los estados sean necesariamente
de la forma (2.1.38), pues la suficiencia, (2.1.38) ⇒ (2.1.36), se sigue fa´cilmente con la
ayuda de (2.1.12).
Notemos que si tomamos traza en el estado Markoviano (2.1.38) por el susbsistema
2, nos queda
ρ13 ≡ Tr2
(∑
k
pk ρ
k
1L ⊗ ρkR 3
)
=
∑
k
pk ρ
k
1 ⊗ ρk3 , (2.1.39)
que es un estado separable (2.1.8) entre los subsistemas 1 y 3. Esto significa que en
los estados Markovianos las correlaciones entre los subsistemas 1 y 3 son puramente
cla´sicas.
Una imagen que representa la estructura de entrelazado de un estado Markoviano
es la de una cadena: las correlaciones entre los eslabones que son segundos vecinos
estan dadas exclusivamente por las correlaciones entre primeros vecinos (en este caso
los eslabones son los subsistemas 1, 2, 3), y si cortamos por el eslabo´n intermedio, (lo
que equivale a trazar por el subsistema 2), la cadena se rompe (el estado resultante es
separable y solo quedan las correlaciones cla´sicas, si es que hay ma´s de un te´rmino en
la suma por k en (2.1.38)). En este sentido, un estado Markoviano es algo muy cercano
a un estado producto ρ1 ⊗ ρ2 ⊗ ρ3 (que es un caso particular de estado Markoviano).
Otra consecuencia relevante que se deriva de (2.1.35, 2.1.36) es que un estado Mar-
koviano puede reconstruirse completamente a partir del conocimiento de sus estados
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reducidos ρ12 y ρ23, lo cual es un hecho nada trivial en meca´nica cua´ntica, en donde el
conocimiento de las partes no implica el conocimiento del estado global. Esta propiedad
es ana´loga a lo que pasa en el caso cla´sico. De (2.1.35) tenemos que
ρ123 = exp (log ρ12 + log ρ23 − log ρ2) . (2.1.40)
De forma sorprendente, tambie´n vale para los estados Markovianos que
ρ
−1/2
123 = ρ
1/2
23 ρ
−1/2
12 ρ
1/2
2 , (2.1.41)
y que [58]
ρ−it12 ρ
it
2 = ρ
−it
123 ρ
it
23 , ∀t ∈ R . (2.1.42)
Para su posterior utilidad en el Cap´ıtulo 5, veamos la equivalencia entre (2.1.35)
y (2.1.36) (y de paso una demostracio´n de la SSA misma) basada en una interesante
desigualdad conocida como desigualdad de Golden-Thomson-Lieb [72]. La igualdad
(2.1.36) se sigue de (2.1.35) simplemente tomando valor de espactacio´n en el estado.
Para mostrar la implicacio´n en la otra direccio´n consideremos la matriz [58]
exp(log ρ12 − log ρ2 + log ρ23) = λω . (2.1.43)
Este es un operador positivo que podemos escribir como una matriz densidad (norma-
lizada) ω y un nu´mero real λ > 0. De la definicio´n de la entrop´ıa relativa podemos
verificar que
S(ρ12) + S(ρ23)− S(ρ2)− S(ρ123) = S(ρ123||ω)− log λ. (2.1.44)
Usamos la desigualdad de Golden-Thomson-Lieb [72], va´lida para cualquier trio de
operadores Hemı´ticos X, Y , Z,
Tr exp(X + Y + Z) ≤
∫ ∞
0
dtTr
(
(t+ e−X)−1eY (t+ e−X)−1eZ
)
. (2.1.45)
Elegimos X = − log ρ2, Y = log ρ12, Z = log ρ23, con lo cual
λ ≤
∫ ∞
0
dtTr
(
(t+ ρ2)
−1ρ12(t+ ρ2)−1ρ23
)
=
∫ ∞
0
dtTr
(
(t+ ρ2)
−1ρ2(t+ ρ2)−1ρ2
)
= Trρ2 = 1 . (2.1.46)
En el primer paso hemos tomado la traza por 1 y 3, dado que ρ12 esta´ evaluando un
operador en 23, y ρ23 esta´ evaluando un operador en 12. En el segundo paso hemos
hecho la integral expl´ıcitamente.
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Tenemos entonces que log(λ) ≤ 0. De (2.1.44) obtenemos la SSA en el miembro
izquierdo a partir de la positividad de la entrop´ıa relativa en el miembro derecho.
Para que el miembro izquierdo en (2.1.44) se anule, necesitamos que λ = 1 y que
S(ρ123||ω) = 0, dado que la entrop´ıa relativa y − log(λ) son positivos. En este caso se
tendr´ıa que las matrices densidades ρ123 y ω son iguales (la entrop´ıa relativa es cero
cuando los estados son iguales), y
ρ123 = exp(log ρ12 + log ρ23 − log ρ2) , (2.1.47)
que es equivalente a (2.1.35), o a (2.1.40).
Para su aplicacio´n a QFT, en la que necesitamos cantidades que este´n bien defini-
das, o mejor definidas que la entrop´ıa de entrelazado en el l´ımite del continuo, como
la diferencia de las entrop´ıas de entrelazado o la entrop´ıa relativa, notemos dos con-
secuencias muy simples de tener un estado Markoviano. Sea ∆S = S(ρ1) − S(ρ0) la
diferencia de EE entre un estado gene´rico ρ1 y un estado Markoviano ρ0. Como ρ0
satura la SSA, es inmediato que
∆S(A) + ∆S(B)−∆S(A ∩B)−∆S(A ∪B) ≥ 0 . (2.1.48)
Como tenemos la igualdad (2.1.35) para el estado ρ0, tenemos que
∆HA + ∆HB −∆HA∩B −∆HA∪B = 0 . (2.1.49)
De escribir la entrop´ıa relativa como S(ρ1||ρ0) = −∆S + ∆〈H〉, (2.1.26), obtenemos
S(ρA1 ||ρA0 ) + S(ρB1 ||ρB0 )− S(ρA∩B1 ||ρA∩B0 )− S(ρA∪B1 ||ρA∪B0 ) ≤ 0 . (2.1.50)
Esta es la superaditividad fuerte de la entrop´ıa relativa, una desigualdad que en general
no es cierta, pero que vale cuando el segundo estado en la entrop´ıa relativa es un
Markoviano. Algunas condiciones suficientes para su validez fueron estudiadas en [58]
en un contexto ma´s general, exigie´ndose condiciones muy restrictivas sobre el estado
ρ0. En el caso de a´lgebras factores en un espacio de Hilbert, esas condiciones se reducen
a pedir que ρ0 sea del tipo ρ0 = ω1 ⊗ ω2 ⊗ ω3, [58], pero como vimos, tambie´n vale
para ρ0 Markoviano. En el Cap´ıtulo 5 demostraremos que el vac´ıo de cualquier teor´ıa de
campos es Markoviano respecto de ciertas a´lgebras, y valen (2.1.48), (2.1.49) y (2.1.50).
Estas propiedades son la clave para una demostracio´n entro´pica del Teorema A, que
presentaremos en el Cap´ıtulo 7.
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2.2. Informacio´n Cua´ntica en Teor´ıa de Campos
La aplicacio´n de las herramientas de la Informacio´n Cua´ntica a la Teor´ıa de Cam-
pos ha sido un tema de intere´s creciente en los u´ltimos an˜os. Sin embargo, al tener
que tratar con espacios de Hilbert y a´lgebras de dimensio´n infinita, muchas cantidades,
comenzando por la entrop´ıa de entrelazado y los Hamiltonianos modulares, pueden
presentar problemas y ambigu¨edades matema´ticas. Ejemplo de esto es que la entrop´ıa
de entrelazado es UV divergente en QFT. El gran poder de la simetr´ıa de Lorentz y,
curiosamente, estas mismas divergencias UV, transforman problemas muy interesan-
tes, y a primera vista muy complicados, en problemas geome´tricos relativamente ma´s
simples. Estas herramientas han permitido un fruct´ıfero y no convencional enfoque
para estudiar y conocer mejor la estructura de las teor´ıas de campos. En esta seccio´n
presentaremos de forma breve algunos teoremas y resultados sobre algunos elementos
de lo que pudieramos llamar Informacio´n Cua´ntica en QFT, que son usados, o pueden
resultar u´tiles para la lectura de esta Tesis.
La Teor´ıa de Campos3 en el enfoque axioma´tico de Wightman [73], tiene entre sus
ingredientes a los operadores de campos φ(x), que son distribuciones localizadas en los
puntos x = (x0, x1, ..., xd−1) del espacio de Minkowski Md de dimensio´n d (siendo x0
el tiempo), y que transforman covariantemente ante el grupo de Lorentz. A partir de
estas distribuciones φ(x) se obtienen los operadores φf que actua´n sobre el espacio de
Hilbert H de estados de la teor´ıa, suavizando estas distribuciones con una funcio´n de
prueba f(x)
φf =
∫
φ(x)f(x) . (2.2.1)
Los operadores de campos φ(x) son distribuciones con imagen en el espacio de ope-
radores de H (operator-valued-distributions). Se dice que el operador φf de H esta´
localizado en la regio´n O, abierto del espacio de Minkowski, si la funcio´n de prueba
f(x) tiene soporte en O. En general para que φf sea propiamente un operador que
actu´a en el espacio de Hilbert de estados de la teor´ıa, el soporte de f(x) tiene que estar
en un abierto de Md, y no en un abierto de una superficie de dimensio´n menor. Si esto
no se satisface, podr´ıa pasar que φf actuando sobre los estados de H nos de un estado
de norma o energ´ıa infinita. Distinguimos entre los operadores de campos φ(x), que
son distribuciones, y los operadores φf , que son los que actu´an en el espacio de Hilbert
de la teor´ıa, y se obtienen de los operadores de campo segu´n (2.2.1), con f con soporte
en un abierto de Md.
Los estados suelen pensarse en el cuadro de Heisenberg, y la evolucio´n es sobre los
3En esta Tesis cuando nos referimos a una Teor´ıa de Campos, nos referimos a una Teor´ıa de Campos
relativista, con invariancia de Lorentz.
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operadores de campos
φ(x0 + t, xi) = eiHtφ(x)e−iHt , (2.2.2)
con H el Hamiltoniano de la teor´ıa H =
∫
dd−1x T00(x0, xi), y T00 la componente 00
del tensor de energ´ıa-momentos Tµν de la teor´ıa.
Figura 2.1: Evolucio´n causal en espacio de Minkowski. Izquierda: El operador de campo local
φ(x) es cierta combinacio´n de los operadores de campos contenidos en la porcio´n Σ de una
superficie de Cauchy. Derecha: Los operadores de campos en la porcio´n Σ de la superficie de
Cauchy determinan todos los operadores de campos locales en el completamiento causal de Σ.
Como la evolucio´n es unitaria y causal, para determinar φ(x0 + t, xi) nos basta
conocer los operadores de campos φ(x) solo en la porcio´n Σ de una superficie de Cauchy
que esta´ dentro del cono de luz pasado de φ(x0 + t, xi), ver Figura 2.1. De la misma
forma, si conozco el a´lgebra de todos los operadores de campos en una porcio´n Σ de
una superficie de Cauchy, conozco el a´lgebra de todos los operadores de campos en
el completamiento causal de esta, que son todos los puntos de Md cuyos conos de luz
pasado o futuro intersectan totalmente a Σ.
Solo al nivel de la estructura causal del espacio de Minkowski Md puedo hacer la
siguiente construccio´n. Para cada abierto O ⊂ Md defino su conmutante O′ como el
subconjunto de puntos de Md que estan a distancia espacial con los de O.
O′ = {x ∈Md |x espacial con y ∀y ∈ O} . (2.2.3)
A partir de aqu´ı defino a las regiones causalmente completas de Md como aquellas que
coinciden con su doble conmutante. Como muestra la Figura 2.2, a cada abierto O de
Md le puedo tomar su completamiento causal O′′, definido como el doble conmutante
de O. Esta construccio´n es ma´s sutil que la de la superficie de Cauchy, pues O′′ puede
contener puntos espacialmente separados con algunos puntos de O, ver Figura 2.2.
La forma que tienen los conjuntos causalmente completos en dimensio´n d = 2
es la de diamantes, y en dimensio´n mayor pueden ser subconjuntos complicados con
ca´usticas. El conjuto de regiones de Md causalmente completas tiene una estructura
matema´tica conocida como de lattice ortocomplementada, y que, curiosamente, coin-
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Figura 2.2: Espacio de Minkowski Md. A cada abierto O le corresponde su completamiento
causal, dado por el doble conmutante O′′ de O. El conmutante O′ de O es siempre causalmente
completo. El a´lgebra A(O) es el a´lgebra de todos los operadores localizados en O′′. El conmutante
de la suba´lgebra A asociada a la regio´n O es el a´lgebra A′ asociada a la regio´n conmutante O′.
cide con la estructura que tienen los proyectores en un espacio de Hilbert [74]4. Una
lattice ortocomplementada es un conjunto en donde esta´ definido un orden parcial ⊆,
una interseccio´n ∧, una unio´n ∨ y una conjugacio´n ′. En el caso de los proyectores en
un espacio de Hilbert, el orden parcial es el orden parcial > de los proyectores (para
dos proyectores p y q, p > q si pq = q), la conjugacio´n de p es la proyeccio´n en el
espacio ortogonal a p, p′ = p⊥, la interseccio´n es la composicio´n, y la unio´n p ∨ q la
proyeccio´n al subespacio lineal generado por los subespacios de p y q, que coincide con
(p ∪ q)′′, el doble conjugado de la unio´n como conjunto.
De forma similar, en los subconjuntos causalmente completos deMd, el orden parcial
y la interseccio´n es como la de conjunto, la conjugacio´n es la definida por la operacio´n
conmutante (2.2.3), y la unio´n es el doble conmutante de la unio´n como conjunto.
Una estructura similar tienen las llamadas a´lgebras de von Neumann.
Definicio´n: Sea A una suba´lgebra de operadores en un espacio de Hilbert H. Se
define su conmutante A′ como el conjunto de operadores de H que conmutan con los
operadores de A:
A′ = {B ∈ B(H)| AB = BA ∀A ∈ A} . (2.2.4)
Puede comprobarse que A′ es una suba´lgebra.
Definicio´n: Se dice que una suba´lgebra A es de von Neumann si es una suba´lgebra
de operadores sobre un espacio de Hilbert y su doble conmutante coincide con ella:
4Existen otras estructuras relacionadas, como la lattice modular, o la lattice ortomodular, en
dependencia de la relacio´n distributiva que tengan ∧ y ∨.
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A = A′′ ≡ (A′)′.
El conjunto de suba´lgebras de von Neumann en un espacio de Hilbert tiene estructu-
ra de lattice ortocomplementada, con la interseccio´n y el orden parcial como conjunto,
la conjugacio´n como el conmutante, y la unio´n como el doble conmutante de la unio´n
como conjunto.
El enfoque algebraico a QFT de Haag-Kastler [59] comienza con la idea de asociar
a´lgebras A a abiertos O de Md. Estas a´lgebras abstractas se pueden representar como
el a´lgebra de von Neumann generada por los operadores locales que se obtienen de
suavizar los operadores de campos con funciones de prueba con soporte dentro de
la regio´n O. A(O) es el a´lgebra de todos los operadores obtenidos de suavizar los
operadores de campos con funciones f con soporte en el completamiento causal de O.
El conjunto de los subconjuntos causalmente completos en Minkowski, y el conjunto de
las suba´lgebras de von Neumann en una espacio de Hilbert, comparten la estructura
de lattice ortocomplementada. Para asociar suba´lgebras con regiones debe suceder que
la estructura conmutativa de estas a´lgebras sea compatible con la estructura causal del
espacio-tiempo Md, dado que en QFT, el requisito ba´sico de la localidad, se expresa
por la conmutacio´n de los operadores de campo locales que se encuentran a distancia
espacial. El axioma que intenta refinar esta idea de la conmutatividad de los operadores
a distancia espacial es el de la dualidad de Haag: el conmutante del a´lgebra asociada a
una regio´n, es el a´lgebra asociada a la regio´n conmutante5,
A′(O) = A(O′) . (2.2.5)
Nos sera´ conveniente pensar en te´rminos del a´lgebra asociada a una regio´n de Md,
que es el a´lgebra de von Neumann de los operadores obtenidos de suavizar a los ope-
radores de campo con funciones de prueba con soporte en el completamiento causal de
la regio´n.
2.2.1. Teorema de Reeh-Schlieder
El Teorema de Reeh-Schlieder es un resultado que usamos como requisito para los
teoremas de semi-inclusio´n modular que veremos en el Cap´ıtulo 5, e implica que el
vac´ıo de una teor´ıa de campos arbitraria es siempre un estado entrelazado respecto de
subsistemas definidos por regiones en el espacio. Este puede resultar contraintuitivo,
por lo que conviene analizar primero un caso similar en dimensio´n finita. Veamos el
5La dualidad de Haag puede fallar cuando las suba´lgebras tienen centro, elementos distintos a la
identidad y que conmutan con A y A′. Esto sucede en las teor´ıas de gauge, aunque siempre existe una
correspondencia suba´lgebras - regiones en donde este centro puede evitarse, ve´ase [75]. En el caso de
la gravedad, esto no esta´ entendido del todo.
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siguiente ejemplo.
Sea |h〉 ∈ H = HA ⊗ HB, con dim(HA) = dim(HB), tal que su matriz densidad
reducida a HA tenga todos sus autovalores λi 6= 0. Por la descomposicio´n de Schmidt
tenemos que
|h〉 =
∑
i
√
λi |ai〉 ⊗ |bi〉 , (2.2.6)
para ciertas bases {ai} de HA y {bj} de HB. Sea B(H) el a´lgebra de operadores en H
y A la suba´lgebra de la forma OA ⊗ 1B, con OA ∈ B(HA). Es fa´cil ver entonces que
actuando solo con los elementos de A sobre |h〉 puedo generar todos los estados en el
espacio de Hilbert H. O sea,
∀|f〉 ∈ H ∃OA ∈ B(HA) |f〉 = OA ⊗ 1B|h〉 . (2.2.7)
Esto es posible porque el estado |h〉 esta´ muy entrelazado, dado que todos los coefi-
cientes de Schmidt en la descomposicio´n (2.2.6) son distintos de cero. Notemos primero
que las dimensiones concuerdan. Si n = dim(HA) = dim(HB), entonces dim(H) = n2 y
cualquier |f〉 de H tiene n2 componentes, que es la cantidad de componentes que tiene
el elemento de matrix de un operador OA ∈ B(HA). Espec´ıficamente, tomando como
base de H la base |ai〉 ⊗ |bj〉 de la descomposicio´n de Schmidt de |h〉
(OA ⊗ 1B) |h〉 =
(∑
jk
Ojk|aj〉〈ak| ⊗ 1B
)∑
i
√
λi|ai〉 ⊗ |bi〉
=
∑
jk
Ojk
√
λk|aj〉 ⊗ |bk〉 = |f〉 , (2.2.8)
si elegimos Ojk
√
λk como las componentes de |f〉. Notemos que si el estado es sepa-
rable, λ1 = 1 y todos los dema´s autovalores iguales a cero, con la operacio´n anterior
solo puedo producir estados separables de la forma
∑
j Oj1|aj〉⊗ |b1〉, que son todos los
estados de HA por |b1〉. En un contexto ma´s general, un vector como |h〉 se dice c´ıclico
respecto de una suba´lgebra de von Neumann A.
Definicio´n: Sea A un a´lgebra de von Neumann en H. Se dice que |Ω〉 ∈ H es
c´ıclico para A si el conjunto {A|Ω〉 | A ∈ A} es denso en H.
Definicio´n: Decimos que |Ω〉 es separador en A si ∀A ∈ A A|Ω〉 = 0 ⇒ A = 0.
Proposicio´n: Sea A de von Neumann sobre H y |Ω〉 ∈ H. |Ω〉 es c´ıclico en H si y
solo si es separador para A′.
Teorema de Reeh-Schlieder : El vac´ıo |0〉 de una QFT es c´ıclico y separador
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respecto del a´lgebra A(O) de operadores de una regio´n O abierta y acotada en el es-
pacio de Minkowski. O sea, A(O)|0〉 es denso en el espacio de Hilbert de la teor´ıa y |0〉
no puede ser aniquilado por un operador localizado en O [76–79].
Solo actuando sobre el vac´ıo con operadores localizados en una pequen˜a regio´n
puedo generar o aproximarme a cualquier estado, en particular, actuando con opera-
dores dentro una habitacio´n, pudiera producir un estado que corresponde a un cuerpo
celeste lejano. La realizacio´n de esta posibilidad tiene en contra que las acciones que
tendr´ıa que llevar a cabo dentro de la habitacio´n demandar´ıan una cantidad creciente
de energ´ıa, y la probabilidad de e´xito es infinitamente pequen˜a. Adema´s de eso, note-
mos dos cosas interesantes y que contrastan con el caso finito. En el caso finito, para
que coincidieran las dimensiones, los espacios de Hilbert factores tenian que tener la
misma dimensio´n. Por ejemplo, en una cadena de N espines descrita por el espacio
de Hilbert H, con los operadores del espacio de Hilbert asociado a un solo espin no
puedo generarme todos los estados de H actuando sobre un mismo y fijo estado (de
H), pero si puedo lograrlo con los operadores de N/2 espines. Esto contrasta con este
teorema, en donde no importa el taman˜o del abierto O, que puede ser tan pequen˜o
como quiera. Esto es resultado de que en teor´ıa de campos, el a´lgebra A(O) asociada a
cualquier abierto O del espacio de Minkowski Md, es infinita, y tiene el mismo nu´mero
de elementos que el a´lgebra asociada a la regio´n complementaria A(O′).
Una de las consecuencias de este teorema, es que “los coeficientes de Schmidt” del
vac´ıo entre cualesquiera particio´n del espacio de Hilbert asociada a una particio´n del
espacio son todos distintos de cero, lo que implica que el vac´ıo siempre esta´ entrezalado
respecto de cualesquiera pedazos del espacio. El teorema vale tambie´n para cualquier
estado de energ´ıa finita, no solo para el vac´ıo.
Parte del contenido y de los resultados que se exponen en esta Tesis es la demos-
tracio´n de que el vac´ıo es un estado Markoviano respecto de ciertas regiones, y como
vimos en (2.1.5), un estado Markoviano es muy cercano a un estado producto. En el
caso del campo escalar libre, podemos decir ma´s, dado que en esta teor´ıa es posible
localizar los operadores en una superficie nula, como el plano nulo, y resulta que el
vac´ıo es de hecho un estado producto en la direccio´n perpendicular [80]. En esta teor´ıa,
es suficiente, para producir operadores en el espacio de Hilbert a partir de los opera-
dores de campo, que la funcio´n de prueba tenga soporte solo en una superficie nula.
Esto implica que si actu´o con un operador localizado en el plano nulo no puedo generar
casi ningun estado del espacio del Hilbert, en aparente contradiccio´n con el teorema.
El teorema insiste, sabiamente, en que sea el a´lgebra asociada a un abierto de Min-
kowski, y no un abierto de una superficie dimensio´n menor. Es curioso co´mo resulta
relevante exigir que el operador tenga soporte no solo en el espacio, sino tambie´n en el
tiempo (au´n cuando no se necesita para obtener un operador a partir de un operador
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de campo, como en el caso del campo escalar libre y el plano nulo), para implicar algo
sobre la estructura de entrelazado del vac´ıo. Si en el campo libre extiendo ligeramente
el soporte de los operadores, de estar en una regio´n del plano nulo, a estar en una
regio´n espacio-temporal alrededor del plano nulo, paso de no poder generar casi nin-
gun estado a partir del vac´ıo, a poder generar todos los estados. La importancia del
soporte en el tiempo es algo que puede resultar poco familiar y extran˜o, pero es clave
en este resultado, y entra de forma sutil en otros ana´lisis que involucran cantidades de
la Teor´ıa de la Informacio´n en QFT, como veremos en la Seccio´n (5.3).
2.2.2. Teorema de Bisognano-Wichmann
Un resultado muy importante y estrechamente relacionado con el teorema de CPT6
es el hecho de que el Hamiltoniano modular del vac´ıo reducido a la mitad del espacio
(cuyo completamiento causal en el espacio de Minkowski es la regio´n x1 ≥ |x0|, conocida
como Rindler wedge o cun˜a de Rindler) viene dado por
H = 2piK1 , (2.2.9)
donde
K1 =
∫
dd−1x x1 T00(x0 = 0, x) (2.2.10)
es el operador generador de boosts del grupo de Lorentz en la direccio´n x1 [81]. El
resultado (2.2.9) se conoce como Teorema de Bisognano-Wichmann y es un resultado
central que conecta los conceptos de la teor´ıa de la informacio´n con la estructura relati-
vista de las teor´ıa de campos, y del cual se siguen muchas consecuencias y aplicaciones,
como veremos a los largo de esta Tesis.
Es sorprendente, desde el punto de vista de la Teor´ıa de la Informacio´n, co´mo un
objeto matema´tico tan complejo como H, dado por el logaritmo de la matriz reducida
del vac´ıo de cualquier QFT, venga expresado en te´rminos de una integral simple de
su tensor de energ´ıa-momentos. Uno esperar´ıa en cualquier caso que H fuese en QFT
un operador completamente no local en la regio´n7, como de hecho lo es, fuera de este
y otros casos puntuales. En el caso de teor´ıas conformes (CFT) tenemos un resultado
similar para el vac´ıo reducido a esferas, dado que esta esta´ conformemente relacionada
con el plano [49, 54], lo que se discutira´ con cierto detalle en la Seccio´n 2.2.7. La
particularidad que hace especial a estas regiones es que existe una simetr´ıa espacio-
temporal cuyo vector de Killing deja a estas invariantes.
Podemos tener una idea del por que´ de este resultado con ayuda de la representacio´n
6Simetr´ıa de toda teor´ıa ante conjungacio´n de carga e inversio´n espacial y temporal.
7Ver por ejemplo [82] para una discusio´n sobre te´rminos locales en H para regiones arbitrarias en
una QFT.
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de la matriz densidad del vac´ıo con la integral funcional. Veamos esto brevemente.
Tomemos el vac´ıo |0〉 de una teor´ıa de campos φ en la superficie espacial definida
por tiempo igual a cero, y tomemos en dicha superficie una regio´n V . Representemos
primero el vac´ıo como una integral funcional en tiempo Eucl´ıdeo. Sean |α〉 los “autoes-
tados”8 de φˆ(~x, 0): φˆ(~x, 0)|α〉 = α(~x)|α〉. La funcional de onda del vac´ıo |0〉 se escribe
como
Φ(α) ≡ 〈α|0〉 = N−1/2
∫ φ(~x,0)=α(~x)
φ(~x,−∞)=0
Dφ e−SE(φ) , (2.2.11)
donde N es una constante de normalizacio´n y SE la accio´n Eucl´ıdea. Este estado de
vac´ıo se selecciona de la expresio´n en espacio de Minkowski (tM el tiempo en Minkowski,
} = 1)
〈ϕ′, t′M |ϕ, tM〉 = 〈ϕ′|e−iH(t
′
M−tM )|ϕ〉 = N−1/2
∫ φ(~x,t′M )=ϕ′(~x)
φ(~x,tM )=ϕ(~x)
Dφ ei S(φ), (2.2.12)
donde |ϕ, tM〉 es el autoestado de φˆ(~x, tM) a tiempo tM : φˆ(~x, tM)|ϕ, tM〉 = ϕ(~x, tM)|ϕ, tM〉
y |ϕ, tM〉 = eiHtM |ϕ〉. En (2.2.12) introducimos 1 =
∑∞
n=0 |n〉〈n|, con |n〉 los autoestados
de H con autovalores En. Pasamos toda la expresio´n a tiempo Eucl´ıdeo tM → −it.
∞∑
n=0
〈ϕ′|n〉〈n|ϕ〉e−(t′−t)En = N−1/2
∫ φ(~x,t′)=ϕ′(~x)
φ(~x,t)=ϕ(~x)
Dφ e−SE(φ).
Al tomar el l´ımite t → −∞, de la suma solo sobrevive el estado de mı´nima energ´ıa
n = 0.
〈ϕ′|0〉〈0|ϕ〉 = N−1/2
∫ φ(~x,t′)=ϕ′(~x)
φ(~x,−∞)=ϕ(~x)
Dφ e−SE(φ).
Si tomamos el valor de contorno en la integral funcional ϕ(~x) = 0 en t = −∞, absorbe-
mos 〈0|ϕ〉 en N−1/2 y evaluamos t′ = 0, en donde ϕ′(~x) = α(~x), nos queda (2.2.11). La
integral funcional en (2.2.11) sobre φ(~x, t) es entonces en todo el semiespacio inferior
de tiempo Eucl´ıdeo t negativo. De forma similar
Φ∗(α′) ≡ 〈0|α′〉 = N−1/2
∫ φ(~x,∞)=0
φ(~x,0)=α′(~x)
Dφ e−SE(φ) . (2.2.13)
De (2.2.11) y (2.2.13), tenemos la matriz densidad ρ del vac´ıo en la base |α〉
ρ(α, α′) = 〈α|0〉〈0|α′〉 = Φ(α)Φ∗(α′) = N−1
∫ φ(~x,0−)=α(~x)
φ(~x,0+)=α′(~x)
Dφ e−SE(φ) . (2.2.14)
Para calcular la matriz densidad ρV del estado reducido a la regio´n V , hacemos α =
8Estos autoestados solo existir´ıan en una regularizacio´n tipo latice del espacio de Hilbert, por lo
que esta presentacio´n es formal.
2.2 Informacio´n Cua´ntica en Teor´ıa de Campos 29
αV + β y α
′ = α′V + β, con β con soporte en V¯ (el complemento de V ) y αV , α
′
V con
soporte en V , e integramos por las β(~x, 0) de V¯ .
ρV (αV , α
′
V ) = Tr
α∈V¯
α′∈V¯
ρ(α, α′) =
∫
Dβ Φ(αV + β)Φ
∗(α′V + β)
= N−1
∫ φ(x>0,0−)=αV (~x)
φ(x>0,0+)=α′V (~x)
Dφ e−SE(φ) . (2.2.15)
Figura 2.3: La integral funcional en tiempo Eucl´ıdeo que define a la matriz ρV del vac´ıo
reducido al semiespacio x1 > 0 (regio´n V ) puede interpretarse como realizada angularmente.
Podemos leer de aqu´ı, en analog´ıa con (2.2.12), que ρV (α, α
′) = 〈α|e−2piiK1 |α′〉, donde K1 es el
generador de rotaciones.
En el caso en que V es el semiespacio V = {x; x1 > 0}, el dominio de integracio´n
en espacio Eucl´ıdeo de esta integral funcional es como el indicado en la Figura 2.3.
Sin embargo, por la simetr´ıa del problema, tenemos la libertad de interpretar esta
integral funcional que nos da ρV (αV , α
′
V ), como el resultado de evolucionar el estado
|α′V (x), θ = 0+〉 en el tiempo angular θ con la evolucio´n UR(θ) = e−iθK1 , hasta el estado
|αV (x), θ = 2pi〉, donde K1 es el generador de rotaciones en el espacio Eucl´ıdeo, que
coincide en forma con el del espacio de Minkoski para las direcciones espaciales. O sea,
ρV (αV , α
′
V ) es la amplitud de probabilidad entre |α′V (x), θ = 0+〉 y |αV (x), θ = 2pi〉
ρV (αV , α
′
V ) = 〈αV (x), 2pi|α′V (x), 0+〉 = 〈αV (x)|UR(2pi)|α′V (x)〉 = 〈αV (x)|e−i2piK1|α′V (x)〉
(2.2.16)
El generador de las rotaciones en el plano de dos dimensiones de coordenadas µ y ν
viene dado por
Mµν =
∫
dd−1x (xν T0µ − xµ T0ν) , (2.2.17)
donde Tµν es el tensor de energ´ıa-momentos de la teor´ıa. Nos interesan las rotaciones
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en el plano Eucl´ıdeo de coordenadas (x0 = t, x1), con lo cual
K1 = M01 =
∫
dd−1x (x1 T00 − x0 T01) . (2.2.18)
Si la integracio´n la hacemos por la superficie de tiempo cero, tenemos que x0 = 0 y
K1 = M01 =
∫
dd−1x x1 T00 . (2.2.19)
Ahora, en el plano (x, t) Eucl´ıdeo, UR(θ) = e
−iθK1 implementa las rotaciones
Rθ
(
t
x
)
=
(
cos θ sin θ
− sin θ cos θ
)(
t
x
)
. (2.2.20)
Si pasamos al espacio de Minkowski t→ itM , con tM el tiempo de Minkowski, tenemos
Rθ
(
itM
x
)
=
(
cos θ sin θ
− sin θ cos θ
)(
itM
x
)
=
(
i (tM cos θ + x(−i sin θ))
tM(−i sin θ) + x cos θ
)
,
(2.2.21)
con lo cual vemos (quitando las “i” que multiplican toda la primera componente de los
vectores), que Rθ actu´a en el plano (x, tM) de Minkowski como
Rθ
(
tM
x
)
=
(
cos θ −i sin θ
−i sin θ cos θ
)(
tM
x
)
=
(
cosh(−iθ) sinh(−iθ)
sinh(−iθ) cosh(−iθ)
)(
tM
x
)
.
(2.2.22)
Rθ en el plano (x
1, tM) es un boost con para´metro imaginario η = −iθ, dado que un
boost actu´a como
(Boost)s
(
tM
x
)
=
(
cosh s sinh s
sinh s cos s
)(
tM
x
)
. (2.2.23)
La rotacio´n UR(θ) = e
−iθK1 en el espacio Eucl´ıdeo es un boost en Minkowski de para´me-
tro imaginario s = −iθ :
UR(θ) = e
−iθK1 en Eucl´ıdeo ←→ Uboost(s = −iθ) = e−i(−iθ)K1 = e−θK1 en Minkowski .
(2.2.24)
De (2.2.16) tenemos que, en el espacio Eucl´ıdeo
〈αV |ρV |α′V 〉 = 〈αV |e−i2piK1 |α′V 〉 , (2.2.25)
de lo cual conclu´ımos, por (2.2.24), que en el espacio de Minkowski
ρV = e
−2piK1 . (2.2.26)
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Este es el resultado que quer´ıamos probar.
Como todo generador de simetr´ıa, K1 en (2.2.10) es una carga conservada, y puede
expresarse como la integral por cualquier superficie de Cauchy Σ dentro del mismo
desarrollo causal de Rindler de la corriente conservada
J1µ(s) = ξ
ν
1Tµν(s) , (2.2.27)
con lo cual
K1 =
∫
Σ
dd−1s ηµ J1µ(s) , (2.2.28)
donde s son d − 1 coordenadas sobre Σ y ηµ es el vector ortonormal a Σ. El campo
vectorial ξµ = 2pi(x1, x0, 0, ..., 0) es el generador de las o´rbitas de boost, cuyas curvas
integrales son hipe´rbolas, las o´rbitas del movimiento de aceleracio´n propia constante.
Figura 2.4: Campo vectorial ξµ que genera los boosts y la evolucio´n modular en la cun˜a
de Rindler. El operador de boost K1 puede obtenerse de forma local como una integral de la
corriente conservada J1µ(s) = ξ
ν
1Tµν(s) a trave´s de cualquier superficie de Cauchy Σ dentro de
la cun˜a de Rindler. El flujo modular del vac´ıo reducido a V son los flujos de boosts, y mapean
operadores locales a operadores locales dentro de la cun˜a de Rindler.
Este teorema sirve para introducir y visualizar muy bien el concepto de flujo modu-
lar, que se refiere a la accio´n del grupo uniparame´trico de unitarios U(s) = e−isH = ρisV
sobre los operadores localizados en la regio´n, en este caso, la cun˜a de Rindler. Como
sabemos por el teorema, U(s) es tambie´n el unitario que implementa los boosts en la
simetr´ıa de Lorentz, y actu´a sobre los campos locales φ(x) como
e−isHφ(xµ)eisH = φ(fµ(x, s)) , (2.2.29)
donde fµ(x, s) parametriza las hipe´rbolas que son las o´rbitas de boost. El para´metro
32 Entrelazado en Teor´ıa de Campos y Holograf´ıa
de boost s, que tambie´n podemos llamar tiempo modular, parametriza la coordenada
a lo largo de la hipe´rbola. El operador φ(x), localizado en x, es enviado por el flujo
modular (2.2.29) a lo largo de una hipe´rbola al operador (local) localizado en f(x, s).
De forma expl´ıcita las o´rbitas f(x, s) son
x±(s) = x±0 e
±2pis ; x± = x0 ± x1 . (2.2.30)
El flujo modular de Rindler actu´a sobre las coordenadas nulas x+ y x− de los operadores
locales φ(x) como dilataciones y contracciones, respectivamente, siendo x0 el valor
inicial en el que estaba localizado. Lo importante a notar es que si x esta´ localizado
en la cun˜a de Rindler, entonces tambie´n lo estara´ el operador evolucionado con el
Hamiltoniano modular e−isHφ(x)eisHV para todo valor del tiempo modular s ∈ R. Este
resultado es ma´s general; vale incluso en el caso de Hamiltonianos modulares no locales.
Uno podr´ıa esperar que como el Hamiltoniano modular es un operador que pertenece
al a´lgebra, si es el generador de una evolucio´n unitaria sobre elementos del a´lgebra,
entonces el resultado de la evolucio´n modular debe estar dentro del a´lgebra. En rigor,
no todos lo Hamiltonianos modulares se pueden escribir solo como elementos de la
suba´lgebra, pero siempre vale que la evolucio´n modular preserva la suba´lgebra. Ese es
el contenido del siguiente teorema.
2.2.3. Teorema de Tomita-Takesaki
El teorema de Tomita-Takesaki se ha convertido en una de las herramientas ma´s
importantes en la teor´ıa del a´lgebra de operadores y ha encontrado mu´ltiples apli-
caciones en matema´tica y f´ısica [60, 83–85]. Este teorema es necesario para entender
los teoremas de semi-inclusio´n modular introducidos y usados en el Cap´ıtulo 5 para
estudiar la estructura Markoviana de vac´ıo.
Sea que el estado |Ω〉 es c´ıclico para A y A′ (y por lo tanto separador para ambas),
entonces la operacio´n
A|Ω〉 7→ A∗|Ω〉 , (2.2.31)
con A ∈ A, alcanza para definir un operador S0 en todo un dominio denso de H (y lo
correspondiente para A′, aunque no lo necesitamos en esta discusio´n). Sea S la clausura
de S0, llamado operador de Tomita respecto del par (A, |Ω〉). Sea la descomposicio´n
polar (u´nica) de S
S = J∆1/2 , (2.2.32)
con ∆ = S∗S Hermı´tico y positivo, llamado operador modular del par (A, |Ω〉), y J
antiunitario, llamado conjugacio´n modular respecto del par (A, |Ω〉). De esta definicio´n
se sigue que J = J∗, J2 = 1 y J∆1/2 = ∆−1/2J . El contenido del teorema de Tomita-
Takesaki es acerca de las buenas propiedades de estos operadores.
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Teorema de Tomita-Takesaki:
Sea A una suba´lgebra de von Neumann en H, y |Ω〉 un vector c´ıclico para A y A′.
Entonces:
1. J |Ω〉 = ∆|Ω〉 = |Ω〉 , (2.2.33)
2. JAJ = A′ , (2.2.34)
3. ∆itA∆−it = A ∀t ∈ R . (2.2.35)
El teorema nos asegura la existencia de un grupo uniparame´trico de automorfismos
σt(A) = ∆
itA∆−it, que llamamos, en nuestro contexto, el flujo modular de |Ω〉 respecto
a A. Esta´ claro que el Hamiltoniano modular H se define en estos te´rminos como el
operador Hermı´tico (no necesariamente definido positivo) que es el generador de estos
flujos modulares: H = − log ∆. En el caso finito, log ∆ = log ρA − log ρA′ , donde ρA es
el estado reducido de |Ω〉 a la suba´lgebra A y ρA′ el reducido a la suba´lgebra A′.
Para ganar intuicio´n sobre los operadores J y ∆ es u´til ver los siguientes ejemplos.
Una de las representaciones ma´s simples y u´tiles de este teorema lo encontramos en
QFT, con |Ω〉 el estado de vac´ıo y A el a´lgebra de operadores en la cun˜a de Rindler. Por
el teorema de Bisognano-Wichmann, y parte de e´l que no enunciamos anteriormente,
se tiene que ∆it = e−i 2piK1t, o
log ∆ = −2piK1 , (2.2.36)
con K1 el generador de boost en el plano (x
0, x1), con lo cual, y como vimos anterior-
mente, σt(.) es un automorfismo. Por otro lado
J = ΘU(R01(pi)) , (2.2.37)
con Θ el operador de CPT9 y U(R01(pi)) el operador unitario en la representacio´n
correspondiente que implementa una rotacio´n de a´ngulo pi en el plano (x0, x1). Lo
sorprendente de este ejemplo que que ambas operaciones, J y σt(.), mapean operadores
locales en operadores locales. Esto deja de ser as´ı si la regio´n no es Rindler, o si el estado
no es el vac´ıo. En tales casos seguira´n valiendo (2.2.33)-(2.2.35), pero la imagen de J y
σt(.) sobre campos locales sera´ no local, aunque siempre dentro del a´lgebra adecuada.
Otro ejemplo, que apunta a la forma expl´ıcita de J y ∆, lo podemos encontrar en el
caso finito. SeanH yH′ espacios de Hilbert finitos de dimensio´n n = dim(H) = dim(H′)
9Operador que conjuga carga e invierte el espacio y tiempo. Sobre la base axioma´tica (axiomas de
Wightman) se demuestra que Θ es una simetr´ıa de toda QFT [73]. En realidad, como se discute en
[86], la CPT es simetr´ıa solo en dimeniones pares. En dimensiones impares uno deber´ıa cambiar la
inversio´n espacial, por la rotacio´n R en pi sobre el eje de una solo coordenada. La simetr´ıa CRT vale
en todas las dimensiones.
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Figura 2.5: Espacio de Minkowski. Tomamos como A la suba´lgebra de los operadores locali-
zados en la cun˜a de Rindler derecha, con lo cual A′ sera´ la cun˜a de Rindler izquierda (dualidad
de Haag). El flujo modular σt del vac´ıo y del a´lgebra A genera automorfismos locales en A:
flujo geome´trico a lo largo de las hipe´rbolas que env´ıa operadores locales en operadores locales
dentro de la suba´lgebra (en este caso la cun˜a de Rindler derecha). La conjugacio´n modular J
env´ıa al operador local φ(x) de A a un operador φ˜(x¯) = ΘU(R01(pi))φ(x)(ΘU(R01(pi)))∗ lo-
calizado en el punto x¯ = (−x0,−x1, x2, ..., xd−1) de A′ que resulta de rotar x, de coodenadas
x = (x0, x1, x2, ..., xd−1), en un a´ngulo pi sobre el plano (x0, x1). Θ es el operador de CPT, y
U(R01(pi)) el unitario que implementa, en la representacio´n de φ, la rotacio´n de pi sobre el plano
(x0, x1).
y bases |ai〉 y |a′i〉 respectivamente. Sea la suba´lgebra de von Neumann A = B(H)⊗1H′
del espacio de Hilbert H⊗H′. Se puede comprobar que el vector
|Ω〉 =
∑
i
√
λi|ai〉 ⊗ |a′i〉 ; λi > 0 ;
∑
i
√
λi = 1 , (2.2.38)
es c´ıclico y separador para A y de norma uno. Un ca´lculo directo nos da que los objetos
modulares del par (A, |Ω〉) toman la forma
S(|ai〉 ⊗ |a′j〉) =
√
λi
λj
|ai〉 ⊗ |a′j〉 y extendido a H antilinealmente.(2.2.39)
∆(|ai〉 ⊗ |a′j〉) =
λi
λj
|ai〉 ⊗ |a′j〉 y extendido a H linealmente. (2.2.40)
J(|ai〉 ⊗ |a′j〉) = |aj〉 ⊗ |a′i〉 y extendido a H antilinealmente. (2.2.41)
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De forma ma´s expl´ıcita
∆ =
∑
ij
λi
λj
|ai a′j〉〈ai a′j| , (2.2.42)
J =
∑
ij
|ai a′j〉〈aj a′i| ∗ , (2.2.43)
donde ∗ es la conjugacio´n compleja. Notemos que J intercambia los ı´ndices en las bases,
enviando los operadores de H a su conmutante. Adema´s, los estados reducidos son
ρA =
∑
k
λk|ak〉〈ak| ⊗ 1H′ , ρA′ =
∑
k
λk1H ⊗ |a′k〉〈a′k| , (2.2.44)
con lo cual se puede verificar que
∆ = ρA ⊗ ρ−1A . (2.2.45)
En el caso finito ∆ se puede escribir como el producto de dos operadores que actu´an
sobre cada suba´lgebra por separado. Esto no ocurre en ciertas a´lgebra llamadas a´lge-
bras de von Neumann de tipo III, que son presisamente las a´lgebras con las que se
representan los operadores en una QFT. Es usual en la litaratura, y para ciertas con-
sideraciones, suponer que la QFT tiene una regularizacio´n en la que las restricciones
que imponen estas a´lgebras no sean un problema (por ejemplo, en estas a´lgebras no
podemos representar ni siquiera los estados por matrices densidad). En este caso, el
Hamiltoniano modular
Hˆ = − log ∆ = HA −HA′ , (2.2.46)
actu´a sobre todo el espacio H ⊗ H′, pero se compone de las partes HA = − log ρA y
HA′ = − log ρA′ , que actu´an sobre cada suba´lgebra por separado. Llamaremos Hamil-
toniano modular total al definido por el operador modular ∆ en (2.2.46), en contrapo-
sicio´n con HA y HA′ , y lo denotamos por Hˆ.
2.2.4. Me´todo de re´plicas para calcular la entrop´ıa
De los va´rios me´todos que se conocen para calcular la EE [4] en QFT, el me´todo que
utiliza el truco de re´plicas es muy general y flexible. Sirve como herramienta de ca´lculo,
con el posterior uso de las te´cnicas de heat-kernel, o como herramienta teo´rica para
demostrar teoremas o conectar fo´rmulas, o para el ca´lculo de la entrop´ıa en estados de
no equilibrio usando el formalismo de Schwinger-Keldysh [87]. Es clave para obtener
la importante relacio´n entre la entrop´ıa de entrelazado del vac´ıo de una CFT en dos
dimensiones y la carga central c de la CFT, que veremos en la pro´xima Seccio´n 2.2.5,
y para la demostracio´n de la fo´rmula hologra´fica de Ryu-Takayanagi para calcular la
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EE [88, 89]. Para otros me´todos anal´ıticos para calcular la EE ve´ase [28].
La idea ba´sica es que las entrop´ıas de Re´nyi Sn (2.1.14), con n entero, tienen, o bien
una representacio´n como integral funcional, o bien puedo interpretarla como valor de
espectacio´n de unos nuevos operadores (llamados operadores de twist) en una nueva
teor´ıa “replicada” y constru´ıda a partir de la original. Luego de calcular estas entrop´ıas
de Re´nyi Sn para n entero, se intenta obtener una extensio´n anal´ıtica va´lida en una
regio´n del plano complejo n, a partir de la cual se toma el l´ımite n → 1 para obtener
la entrop´ıa de entrelazado S
l´ım
n→1
Sn = S . (2.2.47)
Veamos primero el procedimiento con la integral funcional y despue´s la interpreta-
cio´n con los operadores de twist.
Tomando en cuenta la discusio´n sobre la representacio´n con integral funcional de la
matriz reducida ρV (αV , α
′
V ), nos preguntamos por la integral funcional que representa
a ρ2V (αV , α
′
V ), y en general a ρ
n
V (αV , α
′
V ). Segu´n las definiciones
ρ2V (αV , α
′′
V ) =
∫
Dα′V ρ(αV , α
′
V )ρ(α
′
V , α
′′
V ) (2.2.48)
= N−2
∫ φ(x>0,0−)=αV (~x)
φ(x>0,0+)=α′′V (~x)
Dφ e−SE(φ) . (2.2.49)
La notacio´n de los l´ımites de integracio´n en (2.2.49) no nos dice mucho sobre co´mo
debemos tomar esta integral. La integral (2.2.49) debe hacerse por una variedad que,
segu´n se sigue de (2.2.48), debe representarse como dos copias de la regio´n de integra-
cio´n C que representa a ρV (αV , α′V ) (como la de la Figura 2.3) y pegar estas copias por
su borde α′ de V . Si tomamos traza de ρ2V (αV , α
′′
V ), lo que equivale a igualar α = α
′′ e
integrar, esto implica que tenemos que pegar los bordes α y α′′ de las copias. Para obte-
ner Tr(ρ3V ), la variedad por la que hay que tomar la integral funcional esta´ representada
en la Figura 2.6. En el caso general,
TrρnV =
Z(n)
Z(1)n
, (2.2.50)
donde Z(n) es la funcio´n de particio´n (integral funcional) por la variedad RVn que
resulta de pegar c´ıclicamente los bordes de las copias de la regio´n que nos da la integral
funcional de ρV (αV , α
′
V ). Es posible en algunos casos calcular expl´ıcitamente Z(n), por
ejemplo, con la te´cnica de heat-kernel en el caso de campos libres. En general tenemos a
nuestra disposicio´n la expresio´n formal (2.2.50), que puede ser muy u´til desde el punto
de vista teo´rico [8, 13, 88–91].
Para ser ma´s precisos, veamos en detalle co´mo es la variedadRVn por la que debemos
hacer la integral funcional Z(n) = Z[L[φ],RVn ] que nos da Tr(ρnV ) para el vac´ıo de la
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Figura 2.6: Representacio´n n = 3 de la variedad RVn por la que se hace la integral funcional
que es igual a Tr(ρnV ). Esta se construye indentificando los bordes de tiempo t = 0
+ y t = 0− de
V de las copias correspondiente y de forma c´ıclica.
teor´ıa L[φ].RVn se construye a partir de la variedad C donde vive la teor´ıa originalmente,
que es un espacio plano, de topolog´ıa simple y de dimensio´n d. En el plano (de dimensio´n
d−1) de tiempo t = 0 (Eucl´ıdeo o de Minkowski) de C, tenemos una regio´n espacial V .
Tomamos n copias de la variedad C con su regio´n espacial V . Identificamos la superficie
V −i = {(x, t) ∈ Ci , x ∈ Vi , t = 0−} , (2.2.51)
de la copia Ci, con la superficie
V +i+1 = {(x, t) ∈ Ci+1 , x ∈ Vi+1 , t = 0+} , (2.2.52)
de la copia Ci+1, y estas identificaciones las hacemos mo´dulo n. La variedad que resulta
de hacer este pegado c´ıclico, por las superficies de t = 0+, 0− de V , de las copias de C,
es RVn , que tendra´ una topolog´ıa no trivial.
Existe una manera alternativa muy conveniente de pensar o de obtener el mismo
resultado de la integral funcional por RVn [8]. La integral funcional Z[L[φ],Rn] es la
integral por todos los valores de un mismo campo φ(x) (de Lagrangiano L[φ]) con x
la posicio´n en cualesquiera de las n hojas C de la variedad RVn . En lugar de integrar
un mismo campo en la variedad replicada RVn , integramos en la variedad original C, n
re´plicas {φi(x)}i=1,...,n del campo φ(x) (con lagrangiano L(n)[{φi(x)}] = L[φ1] + ... +
L[φn]), y agregamos condiciones de contorno sobre los {φi(x)} que simulan la topolog´ıa
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no trivial de RVn . Podemos verificar que
Z[L[φ],RVn ] =
∫
x∈RVn
[dφ(x)] e
− ∫RVn L[φ] , (2.2.53)
es igual a
Z[L(n)[{φi}], C] =
∫
x∈C y condiciones
[dφ1(x) · · · dφn(x)] e−
∫
C L(n)[{φi}] , (2.2.54)
con las condiciones
φi(x, 0
−) = φi+1(x, 0+) ; x ∈ V , i = 1, ..., n , (2.2.55)
mo´dulo n y la identidad fuera de V [92].
La integral funcional de la teor´ıa L(n)[{φi}] define valores de espectacio´n Eucl´ıdeos
de operadores en el vac´ıo |0n〉 = |0〉1 ⊗ ...⊗ |0〉n de la siguiente forma
〈0n|O1(x1) · · · Ok(xk)|0n〉 =
∫
x∈C
[dφ1(x) · · · dφn(x)] O1(x1) · · · Ok(xk) e−
∫
C L(n)[{φ}] .
(2.2.56)
En la teor´ıa L(n)[{φi}] existe la simetr´ıa de permutacio´n de copias, que no estaba en
la teor´ıa original L[φ]. Los operadores que implementan estas simetr´ıas dentro de una
regio´n espacial V son llamados operadores de twist. Por ejemplo, en L(n)[{φi}], a la
permutacio´n dentro de la regio´n V (2.2.55), le podemos asociar el operador de twist
Σn(∂V ), cuya accio´n viene definida por la integral funcional
〈0n|Σn(∂V )O1(x1) · · · Ok(xk)|0n〉 = (2.2.57)∫
x∈C y condiciones Σn(∂V )
[dφ1(x) · · · dφn(x)] O1(x1) · · · Ok(xk) e−
∫
C L(n)[{φ}] ,
donde las condiciones Σn(∂V ) son las dadas por (2.2.55). El operador de twist Σn(∂V )
depende solo del borde ∂V de la regio´n V , pues si hacemos que (2.2.55) comunique
a las copias φi(x) en otra superficie V˜ homo´loga con V , ∂V˜ = ∂V , obtendremos la
misma integral funcional en (2.2.57).
De esta forma, de (2.2.57) y la igualdad entre (2.2.53) y (2.2.54), tenemos que
〈0n|Σn(∂V )|0n〉 = Z[L[φ],RVn ] . (2.2.58)
La integral funcional Z[L[φ],RVn ], que nos da la traza Tr(ρnV ), es el valor de espectacio´n
del operador de twist Σn(∂V ) en el vac´ıo replicado |0n〉. En general el operador de twist
Σn(∂V ) solo existe en la teor´ıa replicada en campos, y es un operador no local localizado
en la frontera ∂V de la regio´n V . Esta forma de ver las cosas es muy u´til, ya que sobre
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el operador Σn(∂V ) podemos hacer ciertas manipulaciones. Por ejemplo, cuando la
frontera ∂V se componone de componentes disjuntas (∂V )1 y (∂V )2, tenemos que
Σn(∂V ) = Σn(∂V )1Σn(∂V )2, (este es el caso cuando V se compone de dos pedazos, o
cuando V es una franja) con lo cual podemos investigar el l´ımite cuando estos Σn(∂V )i
esta´n muy cerca o lejos, o intentar expresar Σn(∂V )i como una suma de operadores
locales. El OPE en el l´ımite nulo de operadores de twist asociados al borde de una franja
fue estudiado por primera vez en [93], y sera´ usado en la Seccio´n 5.3 para determinar
la forma expl´ıcita de ciertos Hamiltonianos modulares. En el caso de dimensio´n dos,
el operador de twist es la multiplicacio´n de dos operadores locales (en los extremos de
un intervalo), sobre los cuales podemos aplicar todas las herramientas de las teor´ıas
conformes para calcular su valor de espectacio´n, y con esto, la entrop´ıa de Re´nyi y de
von Neumann.
2.2.5. Entrop´ıa de un intervalo para una CFT en dos dimen-
siones
En el caso de dos dimensiones, lo operadores de twist se localizan en el borde ∂V
de V , que son puntos, ya que V solo se compone de segmentos. Σn(∂V ) se descompone
en la multiplicacio´n de operadores de twist locales y localizados en los puntos extremos
de los intervalos que componen V . Sea el caso de un solo intervalo, con extremos en
los puntos u y v, con lo cual Σn(∂V ) = Φ−n(u)Φn(v). Los operadores Φ±n(u) cobran
sentido como condiciones sobre la integral funcional. Estas son
Φ−n(u) : φi(x, 0+) = φi+1(x, 0−) , x ∈ [u,∞) , (2.2.59)
Φ+n(v) : φi(x, 0
+) = φi−1(x, 0−) , x ∈ [v,∞) . (2.2.60)
No´tese que la accio´n combianada de Φ−n(u)Φ+n(v) solo comunica distintas copias de
los campos dentro del intervalo (u, v). Tenemos entonces que
Tr(ρnV ) ∝ 〈Φ−n(u)Φn(v)〉 , (2.2.61)
donde el valor de espectacio´n es en el vac´ıo |0n〉. El siguiente ana´lisis nos muestra que
Φn(v) es un operador primario de la teor´ıa L(n)[{φi}] y de dimensio´n
∆n =
cn
24
(
1− 1/n2) , (2.2.62)
donde cn = n c es la carga central de la teor´ıa replicada en campos L(n)[{φi}], sien-
do c la carga central de la teor´ıa original L[φ]. Tomamos la CFT en dos dimensiones
en el espacio Eucl´ıdeo parametrizado por la variable compleja w. La simetr´ıa confor-
me en dos dimensiones es el grupo infinito de todas las transformaciones anal´ıticas
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w 7→ z = f(w) en el plano complejo. Ante dichas transformaciones, ciertos operadores,
llamados operadores primarios, transforman de la forma ma´s simple como [94]
O(w, w¯) =
(
dz
dw
)∆O ( dz¯
dw¯
)∆¯O
O(z, z¯) , (2.2.63)
con ∆O y ∆¯O para´metros no negativos a partir de los cuales se obtiene la dimensio´n
ano´mala (o dimensio´n conforme, y a veces por abuso de notacio´n, simplemente dimen-
sio´n) como ∆ = ∆O + ∆¯O y el esp´ın sO = ∆O − ∆¯O. La dimensio´n conforme ∆ de O
es el autovalor del operador generador de dilataciones D, [D,O(0)] = ∆ O(0).
La componente holomorfa del tensor de energ´ıa momentos T (w), sin embargo, trans-
forma de forma no homoge´nea [95]
T (w) =
(
dz
dw
)2
T (z) +
c
12
{z, w} , (2.2.64)
donde c es la carga central de la CFT y
{z, w} = z
′′′
(z′)2
− 2
3
(
z′′
z′
)2
, (2.2.65)
es la derivada de Schwartz o Schwartziana de z(w) respecto a w. El tensor de energ´ıa
momentos es un primario respecto del subgrupo conforme finito generado por las dila-
taciones, traslaciones, boosts y transformaciones conformes especiales (en todos estos
casos la Schwartziana es cero), pero no es un primario respecto de las transformaciones
del resto del grupo infinito conforme en dos dimensiones, ante el cual transforma no
homoge´neamente. No´tese que la dimensio´n conforme de T es ∆T = 2, y en general, en
dimensio´n d, ∆T = d.
La carga central es una cantidad que caracteriza a la CFT, puede pensarse como el
nu´mero ma´s importante para sen˜alar a una CFT en la “tabla perio´dica” de las CFTs,
y puede pensarse como una medidad del nu´mero de grados de libertad de la CFT. Esta
cantidad aparece como coeficiente de la extensio´n central que es el a´lgebra de Virasoro
de la simetr´ıa conforme en dos dimensiones. Aparece en mu´ltiples expresiones [96],
como el coeficiente del te´rmino principal en la expansio´n del producto del tensor de
energ´ıa-momentos consigo mismo, en la Ley de Stefan-Boltzmann (densidad de energ´ıa
en un estado te´rmico ρT a temperatuta T ) 〈T00〉ρT = pic6~(kBT )2, y como veremos ahora,
en la entrop´ıa de entrelazado de un intervalo [8, 13]. Los valores de c de las CFTs que
describen el punto cr´ıtico del modelo de Ising, del modelo de Potts de tres estados, o del
escalar libre, son c = 1/2, 4/5, 1, respectivamente. Estos modelos en particular forman
parte de una familia infinita de CFTs, llamados modelos minimales o racionales, que
se conocen exactamente, y cuyas cargas centrales vienen dadas por c = 1−6 (p−q)2
pq
, con
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p, q > 2 enteros.
El valor de espactacio´n 〈T (w)〉C es cero cuando la CFT vive en el plano complejo C.
Esto se obtiene de invariancia ante traslacio´n y rotacio´n (boosts). Si sobre T (w) hago
una transformacio´n w 7→ z = f(w) que no sea del grupo conforme global SL(2,C) (que
es la u´nica que mapea toda la esfera de Riemann en si misma) 〈T (z)〉 sera´ una funcio´n
anal´ıtica no constante y debe ser singular en algu´n punto. En estos casos f(w) es tal
que se mapea C a una variedad de Riemann R con topolog´ıa no trivial en la cual se
rompe invariancia de traslacio´n y/o rotacio´n y se tiene que
〈T (w)〉R 6= 0 . (2.2.66)
Para calcular Tr(ρnV ) debemos hacer la integral funcional por una variedad de Rie-
mann RVn que se obtuvo de n copias de C pegadas de forma c´ıclica a lo largo de la l´ınea
que une los puntos u y v de C que son los extremos del intervalo V . Afortunadamente,
existe una transformacio´n conforme que mapea RVn en C. Esta es
w 7→ ζ = u− w
v − w , ζ 7→ z = ζ
1/n =
(
u− w
v − w
)1/n
. (2.2.67)
La primera env´ıa la ramificacio´n entre u y v a una ramificacio´n entre 0 e∞. La segunda
desenrrolla la variedad resultante al plano complejo C.
Se tiene entonces que, de 〈T (w)〉C = 0, (2.2.64) y (2.2.67)
〈T (z)〉RVn = {z, w} = cn
1− 1/n2
24
(u− v)2
(w − u)2(w − v)2 , (2.2.68)
donde cn = nc con c la carga central de L[{φ}] y T (z) = T1(z) + ... + Tn(z) el tensor
de energ´ıa-momentos de la teor´ıa L(n)[{φi}]. Ahora, un valor de espectacio´n de un
operador de la CFT en la variedad RVn es igual al valor de espectacio´n del operador en
la variedad C con la insercio´n del operador de twist,
〈T (w)〉RVn = 〈T (w)Φ−n(u)Φn(v)〉C . (2.2.69)
Con esto y (2.2.68)
〈T (w)Φ−n(u)Φn(v)〉C = c n− 1/n
24
(u− v)2
(w − u)2(w − v)2 . (2.2.70)
Usamos ahora la siguiente identidad de Ward [94, 97, 98] que relaciona la funcio´n de
tres puntos de T (w) y dos operadores primarios y la funcio´n de dos puntos de estos
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operadores
〈T (w)On(u)O−n(v)〉C = (2.2.71)
=
(
∆n
(w − u)2 +
∆−n
(w − v)2 +
1
(w − u)
∂
∂u
+
1
(w − v)
∂
∂v
)
〈On(u)O−n(v)〉C .
Como los O’s son primarios, su funcio´n de dos puntos viene determinada por la simetr´ıa
conforme y dada por
〈On(u)O−n(v)〉C = 1|u− v|2∆n+2∆−n . (2.2.72)
Si sustitu´ımos (2.2.72) en (2.2.71), veremos que coincide con (2.2.70) si
∆n = ∆−n =
c
24
(n− 1/n) , (2.2.73)
de lo cual aprendemos que Φ−n(u) y Φn(v) son operadores primarios de la teor´ıa repli-
cada y de dimensio´n ∆n, como en (2.2.62). Con este resultado
Tr(ρnV ) ∝ 〈Φ−n(u)Φn(v)〉C = κn
(

|u− v|
)− cn
6
(1−1/n2)
, (2.2.74)
donde hemos introducido las posibles constantes de normalizacio´n κn (que no tendra´n
consecuencia sobre el resultado) y la escala de longitud  para hacer coincidir las dimen-
siones, que interpretamos como un cutoff UV. A partir de aqu´ı obtenemos la entrop´ıa
de Re´nyi
Sn =
1
1− n log Tr(ρ
n
V ) =
c
6
1/n− n
1− n log |v − u|/ + cte. (2.2.75)
Esta expresio´n tiene una evidente extensio´n anal´ıtica a todo n complejo. En particular,
en el l´ımite de n→ 1 obtenemos la entrop´ıa de von Neumann o de entrelazado [13]
S(l) =
c
3
log(l/) , (2.2.76)
donde hemos llamado l = |v − u| a la longidud del intervalo y omitido la constante.
La fo´rmula (2.2.76), que nos da la EE del vac´ıo de una CFT (en dos dimensiones)
reducido a un intervalo, relaciona dos magnitudes muy importantes. Esta tiene la uti-
lidad inmediata de, por ejemplo, a trave´s de ca´lculos nume´ricos sobre la entrop´ıa de
entrelazado de un intervalo de un sistema en una transicio´n de fase de segundo orden
(descrito por una CFT) poder conocer el valor de la carga central de dicha CFT. La
fo´rmula esta´ de acuerdo con la interpretacio´n de c como una medida de los grados de
libertad de la teor´ıa, y nos dice que c mide que´ tan entrelazado esta´ su vac´ıo. La en-
trop´ıa de un intervalo no depende de otros detalles de la teor´ıa, pero la de dos intervalos
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o ma´s necesita ma´s informacio´n de la CFT. Con un procedimiento similar al descrito
se obtiene la entrop´ıa cuando la CFT vive en un c´ırculo de longitud L, o cuando esta
esta´ a temperatura finita T = 1/β (que es un c´ırculo de longitud β en la direccio´n de
tiempo Eucl´ıdeo). Para el caso de temperatura finita
S(l, β) =
c
3
log
[(
β
pi
)
sinh
(
pil
β
)]
. (2.2.77)
La misma expresio´n vale para el vac´ıo de una CFT sobre un espacio compacto de
longitud L, cambiando arriba β → L y sinh → sin. Notemos que en el l´ımite l << β
recuperamos (2.2.76), y en el l´ımite l >> β obtenemos el comportamiento extensivo
S(l >> β, β) ∼ cpiβ
3
l.
2.2.6. Entrop´ıa de una esfera para una CFT en d dimensiones
La entrop´ıa de entrelazado S y la entrop´ıa de Re´nyi Sn asociada a una regio´n del
espacio A en una QFT en dimensio´n d es divergente UV, y la dependencia principal
crece con el a´rea de la regio´n A, (volumen de la superficie de entrelazado ∂A) [21–23].
S(A) = µ˜
d−2
vol(∂A) + sub-dominantes , (2.2.78)
donde  es un cutoff UV. Esto es consecuencia de que en una QFT existen infinitos
grados de libertad que interactu´an de forma local, con lo cual, los grados de libertad que
ma´s contribuyen al entrelazado entre la regio´n A y su complemento A′ son aquellos que
se disponen arbitrariamente cercanos y a lados opuestos de la superficie de entrelazado
∂A, ver Figura 2.7.
Por la misma localidad de la interaccio´n, los grados de libertad responsables de
la divergencia UV de la entrop´ıa, se disponen de forma extensiva a lo largo de ∂A,
ver Figura 2.7. Esto permite conocer mejor la estructura de las divergencias de S(A),
que viene dada, gene´ricamente, por una suma de integrales de te´rminos geome´tricos
en la superficie ∂A. Para una superficie suave, y para una CFT en el vac´ıo, donde no
tenemos ninguna escala de masa, se tiene que
S(A) = µd−2
∫
∂A
dσ+ µd−4
∫
∂A
R[∂A]dσ+ µd−6
∫
∂A
R2[∂A]dσ+ · · ·+Sfinita . (2.2.79)
Los coeficientes µd−2k ∼ −(d−2k), k ∈ N, tienen dimensio´n d− 2k, y, en general, son no
universales, lo que significa que su valor depende del tipo de regularizacio´n que se haga
de la QFT para calcular S(A). Los te´rminos R[∂A], R2[∂A] etc, representan escalares
de curvatura gene´ricos, de la potencia adecuada, y constru´ıdos a partir de la me´trica
inducida y la geometr´ıa extr´ınseca de la superficie ∂A.
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Figura 2.7: En QFT, la contribucio´n principal a la EE de un estado global reducido a una
regio´n A del espacio viene del entrelazado entre los grados de libertad cercanos y dispuestos en
lados opuestos de la superficie de entrelazado ∂A. Esta contribucio´n es extensiva a lo largo de
∂A. Por ejemplo, por la localidad del Hamiltoniano, el entrelazado entre el grado de libertad en
el punto 1 con el grado de libertad en el punto 3 o en el punto 4, siempre sera´ menor que con
el grado de libertad en el punto 2, el “ma´s cercano” al punto 1 (dada una regularizacio´n) y que
esta´ dentro de la regio´n A. Como consecuencia, en QFT la EE es UV divergente y extensiva a lo
largo de ∂A.
No´tese que la expansio´n solo incluye las contribuciones que difieren en un nu´me-
ro par de potencias del cutoff  respecto te´rmino principal de a´rea, y no incluye a
las contribuciones “impares” µd−3, µd−5, .... Estas u´ltimas estar´ıan en principio pre-
sentes en una regularizacio´n arbitraria de la teor´ıa, y vendr´ıan acompan˜adas, para
compensar las potencias del cutoff, por la integral de te´rminos geome´tricos de dimen-
sio´n d− s, con s impar. Por ejemplo, el coeficiente µd−3 estar´ıa acompan˜ado por un
te´rmino
∫
∂AK[∂A]dσ, con K la curvatura extr´ınseca de ∂A. En una regularizacio´n en
donde estos te´rminos esta´n presentes, sin embargo, no se cumple la propiedad de que
la entrop´ıa de una regio´n es igual a la entrop´ıa de la regio´n complementaria cuando
el estado global es puro, S(A) = S(A′), (2.1.16), pues la contribucio´n de los te´rminos
tipo
∫
∂AK[∂A]dσ, tienen signos opuestos cuando se calculan para A o para A′. Nos
restringimos a regularizaciones que respeten la propiedad S(A) = S(A′), con lo cual
los te´rminos que difieren en una potencia impar del te´rmino de a´rea no esta´n presentes.
El te´rmino finito Sfinita es en general no local.
En el caso de campos libres, y para ciertas geometr´ıas simples, la estructura de
divergencias (2.2.79) puede verificarse caculando directamente S(A) como l´ımite de
Sn(A) ∝ log Tr(ρnA) ∝ logZ(n)/Z(1)n, relacio´n (2.2.50), y de calcular Z(n) por medio
de la expansio´n de heat-kernel. La misma estructura de divergencias (2.2.79) se obtiene
calculando S(A) con la prescripcio´n hologra´fica de Ryu-Takayanagi que veremos en la
Seccio´n 2.3. En el caso de que la superficie ∂A no sea suave y tenga algu´n defecto,
como esquinas, existen contribuciones adicionales asociadas a estos defectos, tambie´n
divergentes UV, [4, 99–101].
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Para el vac´ıo de una CFT reducido a una esfera de radio r, la expansio´n (2.2.79)
se simplifica (pues solo tenemos el para´metro r para caracterizar a la superficie de
entrelazado). Esta toma la forma [47, 49, 102, 103]
SCFT(r) = µd−2 rd−2 + µd−4 rd−4 + . . .+
{
(−) d−22 4A log(r/) d par
(−) d−12 F d impar . (2.2.80)
En dimensio´n d par, entre los te´rminos divergentes UV de la expansio´n (2.2.79), exis-
te uno que resulta de integrar un escalar de curvatura de dimensio´n d−2, ∫
∂AR
d−2[∂A]dσ.
Para la esfera, este nos da la contribucio´n ∼ log(r/) en (2.2.80). El coeficiente A de
este te´rmino logar´ıtmico es universal: su valor no depende del tipo de regularizacio´n que
se haga de la CFT para calcular SCFT(r), y es una cantidad que pertenece y caracteriza
a la CFT misma. En dimensio´n d par este es el u´nico te´rmino universal en (2.2.80), y
en su presencia, el te´rmino constante, que fue omitido en (2.2.80), es no universal. En
el caso de dimensio´n d impar, el te´rmino constante F es universal, y pertenece y ca-
racteriza a la CFT misma, aunque para determinarlo a partir de calcular directamente
SCFT(r) con alguna regularizacio´n, se necesita una regularizacio´n suficientemente bue-
na [103], como la que se logra con la ayuda de la informacio´n mutua, que discutiremos
en la Seccio´n 2.2.9.
En la Seccio´n 2.2.8 mostraremos que el coeficiente A en SCFT(r) es el coeficiente
de Euler en la anomal´ıa de Weyl de la CFT, y es una cantidad que caracteriza a las
teor´ıas conformes de dimensio´n par, como c caracteriza a las CFT en dimensio´n d = 2.
De hecho, para d = 2, A = c, y (2.2.80) se reduce a (2.2.76). En d = 4, por ejemplo,
el nu´mero A aparece en la funcio´n de correlacio´n de tres y cuatro puntos del tensor de
energ´ıa-momentos de una CFT. La cantidad F en dimensio´n d impar, en cambio, es
altamente no local (no aparece en ningu´n correlador de operadores locales) y es igual
al te´rmino finito constante de la energ´ıa libre de la CFT calculada sobre la d-esfera
[48, 49, 103].
Es la identificacio´n de estos coeficientes en la EE de una esfera en una CFT la que
convierte a la entrop´ıa de entrelazado en la herramienta ideal para estudiar la irreversi-
bilidad del grupo de renormalizacio´n en d dimensiones, pues, se cree que A y F son los
candidatos adecuados para expresar la irreversibilidad del grupo de renormalizacio´n en
dimensio´n d, al menos as´ı esta´ demostrado en dimensio´n d = 2, 3, 4, como veremos en
el pro´ximo Cap´ıtulo.
Antes de pasar a la identificacio´n de los coeficientes universales A y F , conviene
presentar, por completitud, la derivacio´n de la forma general del Hamiltoniano modular
del vac´ıo de una CFT reducido a una esfera, resultado al que se hace referencia en
distintos lugares de esta Tesis.
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2.2.7. Hamiltoniano modular de una esfera para el vac´ıo de
una CFT
El Hamiltoniano modular del vac´ıo de una CFT reducido a una esfera es uno de los
pocos Hamiltonianos modulares en QFT cuyo flujo modular es local (mapea operado-
res locales en operadores locales para cualquier valor del para´metro o tiempo modular)
[49, 54]. Esto es consecuencia de que existe una transformacio´n conforme que mapea
el espacio de Rindler W (completamiento causal de la mitad del espacio) al comple-
tamiento causal D de una esfera de radio R, y por ser el Hamiltoniano modular de
Rindler un Hamiltoniano modular local, como vimos en la Seccion 2.2.2.
Para ver esto, elijamos en el espacio de Minkowski de dimensio´n d las coordenadas
x± = r± t, con t = x0, r =
√
(x1)2 + · · ·+ (x(d−1))2. El desarrollo causal D de la esfera
r 6 R, de radio R, centrada en el origen a tiempo t = 0, es la regio´n
D = {x+ 6 R} ∩ {x− 6 R} , (2.2.81)
ver Figura 2.8. Estamos asumiendo que x+ + x− = 2r > 0.
La siguiente transformacio´n conforme (que se compone de una transformacio´n con-
forme especial y una traslacio´n), mapea el espacio de Rindler W (X1 > |X0|) en el
desarrollo causal D de la esfera (2.2.81), [54, 59]
xµ =
Xµ − (X ·X)Cµ
1− 2(X · C) + (X ·X)(C · C) − 2R
2Cµ , Cµ = (0, 1/(2R), 0, · · · , 0) .
(2.2.82)
Esta transformacio´n de coordenadas, transforma la me´trica ds2 = ηµνdX
µdXν de Min-
Figura 2.8: Desarrollo causal D de una esfera de radio R en la superficie de Cauchy de tiempo
t = 0 en el espacio de Minkowski. El tiempo apunta en la direccio´n vertical. Se muestran unas
l´ıneas del flujo modular (de para´metro τ) del Hamiltoniano modular local HD de una esfera y
para el vac´ıo de una CFT.
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kowski, en la me´trica ds2 = Ω2ηµνdx
µdxν , con pre-factor conforme
Ω = 1− 2(X · C) + (X ·X)(C · C) = (1 + 2(x · C) + (x · x)(C · C))−1 . (2.2.83)
Podemos verificar que el filo de la cun˜a de Rindler, X± = X1 ± X0 = 0, se mapea
en el borde r = R de la esfera. En particular, el punto Xµ = 0 se mapea al pun-
to (0,−R, 0, · · · , 0) de la esfera, y el infinito espacial de Rindler se mapea al punto
(0, R, 0, · · · , 0) de la esfera. Los horizontes futuro y pasado de W se mapean a los
horizontes futuro y pasado de D.
Para obtener el Hamiltoniano modular del vac´ıo de una CFT reducido a la esfera,
tengamos en cuenta que en el caso de Rindler, el Hamiltoniano modular es la carga
asociada a la corriente conservada Jµ = ξ
ν
RindTµν (2.2.28), (2.2.27):
HRind =
∫
ΣRind
dσ ηµξνRindTµν , (2.2.84)
con ΣRind cualquier superficie de Cauchy en W y dσ el elemento de superficie en ΣRind.
Adema´s
ξµRind = 2pi(X
1, X0, 0, · · · , 0) , (2.2.85)
es el campo vectorial generador de las o´rbitas de boosts que dejan el espacio de Rindler
invariante. Ante la transformacio´n (2.2.82), la expresio´n (2.2.84) se transforma en
HD =
∫
ΣD
dσ ηµξµDTµν , (2.2.86)
con
ξµD =
pi
R
(R2 − (x0)2 − (~x)2,−2x0 xi) , (2.2.87)
el campo vectorial generador de la transformacio´n conforme que deja invariante la
esfera de radio R centrada en el origen. Con esto, (2.2.86) es nuestro candidato a ser
el Hamiltoniano modular del vac´ıo de una CFT reducido a la esfera.
En QFT, HV es el Hamiltoniano modular del estado |0〉 respecto de la regio´n (o
suba´lgebra) V , si satisface las siguientes dos condiciones [59]. El flujo modular
UV (s) = e
−iHV s , (2.2.88)
debe ser una simetr´ıa de los correladores
〈0|UV (s)OUV (−s)|0〉 = 〈0|O|0〉 , (2.2.89)
y debe cumplir la relacio´n de Kubo-Martin-Schwinger (KMS) en tiempo modular ima-
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ginario s = i
〈0|O1(i)O2|0〉 = 〈0|O2O1|0〉 , (2.2.90)
con O(s) = UV (s)OUV (−s). Estas relaciones, en rigor, se refieren al Hamiltoniano mo-
dular total Hˆ, generador de los automorfismos uniparame´tricos del teorema de Tomita-
Takesaki: Hˆ = − log ∆.
Cuando el Hamiltoniano modular total Hˆ se puede descomponer en una parte HV
que actu´a en V , y una parte HV¯ que actu´a en el complemento V¯ :
Hˆ = HV ⊗ 1V¯ − 1V ⊗HV¯ = − log ρV ⊗ 1V¯ + 1V ⊗ log ρV¯ , (2.2.91)
las condiciones (2.2.89) y (2.2.90) se reducen a
Tr(ρVUV (s)OUV (−s)) = Tr(ρVO) , (2.2.92)
y
Tr(ρVO1(i)O2) = Tr(ρVO2O1) , (2.2.93)
para los operadores O dentro de la suba´lgebra V . Estas se verifican simplemente de
escribir ρV = e
−HV , con lo cual UV (s) = ρisV .
Sin embargo, para demostrar con toda generalidad que en efecto, (2.2.86) es el
Hamiltoniano modular del vac´ıo de una CFT reducido a una esfera, nos basamos en
que las condiciones (2.2.89) y (2.2.90) se satisfacen para el Hamiltoniano modular del
espacio de Rindler (Teorema de Bisognano-Wichmann). La transformacio´n conforme
(2.2.82), se implementa sobre los operadores y los estados a trave´s de un unitario U0,
con lo cual se tiene que
UD(s) = U0 URind(s)U−10 . (2.2.94)
En una CFT, el unitario U0 transforma a los operadores primarios de esp´ın cero
como
φ(x) = Ω(X)∆U0φ(X)U
−1
0 , (2.2.95)
donde ∆ es la dimensio´n conforme del operador φ, y Ω viene dada por la expresio´n
(2.2.83). Esto implica que el flujo modular UD actu´a sobre lo operadores primarios de
la CFT como
UD(s)φ(x[s0])UD(−s) = Ω(x[s0])∆ Ω(x[s0 + s])−∆φ(x[s0 + s]) . (2.2.96)
Como consecuencia, el flujo modular UD(s) transforma a los correladores de una
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CFT de la forma “covariante”
Ω(x1[s0])
−∆1 · · ·Ω(xn[s0])−∆n〈0|φ1(x1[s0]) · · ·φn(xn[s0])|0〉 (2.2.97)
= Ω(x1[s0 + s])
−∆1 · · ·Ω(xn[s0 + s])−∆n〈0|φ1(x1[s0 + s]) · · ·φn(xn[s0 + s])|0〉 .
Aqu´ı se tuvo en cuenta que U0 deja invariante el vac´ıo de la CFT, por ser U0 una
simetr´ıa del grupo conforme U0|0〉 = |0〉. Para una CFT, la condicio´n (2.2.89) debe
relajarse a la forma (2.2.97), en cuyo caso, es evidentemente satisfecha por la evolucio´n
modular UD.
La segunda condicio´n (2.2.90) se verifica teniendo en cuenta que el flujo modular
de Rindler satisface la condicio´n KMS [59]
〈φ1(X[s0 + i])φ2(Y [s0])〉 = 〈φ2(Y [s0])φ1(X[s0])〉 , (2.2.98)
donde φ1(X[s0 + i]) = URind(i)φ1(X[s0])URind(−i). Transformando esta expresio´n con
U0, nos queda
Ω−∆(X[s0 + i]) Ω∆(X[s0])〈φ1(x[s0 + i])φ2(y[s0])〉 = 〈φ2(y[s0])φ1(x[s0])〉 , (2.2.99)
con φ1(x[s0 + i]) = UD(i)φ1(x[s0])UD(−i). Teniendo en cuenta que
X±(s) = X±0 e
±2pis ; X± = X1 ±X0 , (2.2.100)
para los flujos modulares de Rindler de para´metro s, vemos que las o´rbitas
X±[s0 + i] = X±0 e
±2pi(s0+i) = X±0 e
±2pis0 = X±[s0] , (2.2.101)
son perio´dicas con per´ıodo imaginario i, con lo cual Ω−∆(X[s0 + i]) Ω∆(X[s0]) = 1 en
(2.2.99), y el resto de la expresio´n es la condicio´n KMS para UD:
〈UD(i)φ1(x)UD(−i)φ2(y)〉 = 〈φ2(y)φ1(x)〉 . (2.2.102)
Conclu´ımos entonces que (2.2.94), (2.2.86) es el Hamiltoniano modular del vac´ıo de
una CFT reducido a una esfera.
Las o´rbitas X±(s) = X±0 e
±2pis, del flujo modular local de Rindler, se mapean, por
la transformacio´n (2.2.82), en las o´rbitas
x±(s) = R
(R + x±0 )− e∓2pis(R− x±0 )
(R + x±0 ) + e∓2pis(R− x±0 )
, (2.2.103)
del flujo modular local de D, ver Figura 2.8. A pesar de que el flujo modular UD
transforma a los campos de forma covariante, como en (2.2.96), lo hace de forma local:
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mapea operadores locales a operadores locales para todo valor del para´metro modular10.
Sobre la superficie de Cauchy de t = 0, la expresio´n (2.2.86) se reduce a
HD = 2pi
∫
r<R
dd−1x
(R2 − r2)
2R
T00(t = 0, x) . (2.2.104)
2.2.8. La entrop´ıa de la (d − 2)-esfera y la energ´ıa libre en la
d-esfera
Para relacionar los te´rminos universales en la EE de una esfera (2.2.80), con las
cantidades intr´ınsecas de una CFT, A y F , (en dependencia de si la dimensio´n es par
o impar), hacemos un mapeo conforme del desarrollo causal de la esfera de radio R, al
espacio de Sitter de radio de curvatura R. Mediante esta transformacio´n, el vac´ıo de la
CFT reducido a la esfera se mapea a un estado te´rmico de temperatura (2piR)−1 en el
espacio de de Sitter. Esta transformacio´n la implementa un operador unitario U1, que
preserva la entrop´ıa, transformando el problema de determinar la EE del vac´ıo en una
esfera, al problema de determinar la entrop´ıa termodina´mica en el espacio de Sitter
[49].
El espacio de Sitter es un espacio con signatura Lorentziana, ma´ximamente sime´tri-
co y conformemente plano. Su me´trica se puede obtener como la me´trica inducida sobre
el hiperboloide de una hoja con eje se simetr´ıa a lo largo de la direccio´n temporal de
un espacio de Minkowski. Sea la me´trica de Minkowski en dimensio´n d.
ds2 = −dt2 + dr2 + r2dω2d−2 , (2.2.105)
con ω las variables angulares sobre la (d− 2)-esfera y r la distancia radial espacial en
Minkowski. La siguiente transformacio´n de coordenadas
t = R
cos θ sinh(τ/R)
1 + cos θ cosh(τ/R)
,
r = R
sin θ
1 + cos θ cosh(τ/R)
, (2.2.106)
transforma la me´trica (2.2.105) a la forma
ds2 = Ω2
[− cos2 θdτ 2 +R2(dθ2 + sin2 θdω2d−2)] , (2.2.107)
con Ω = (1+cos θ cosh(τ/R))−1. Al eliminar el factor conforme Ω2, esta me´trica corres-
ponde a la del espacio de Sitter de dimensio´n d y radio de curvatura R. De (2.2.106),
10En el espacio de Minkowski no compactificado, y como se discute en la Seccio´n 5.2, a partir de
cierto valor del para´metro modular, el flujo modular de la esfera deja de ser local. Sin embargo, este
flujo modular es siempre local en el cilindro que resulta de compactificar las direcciones espaciales en
el espacio de Minkowski.
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podemos ver que
τ → ±∞ : (t, r)→ (±R, 0) (2.2.108)
θ → pi
2
: (t, r)→ (0, R) .
La transformacio´n (2.2.106) cubre precisamente el desarrollo causal D de la esfera de
radio R a tiempo t = 0 en Minkowski, y la mapea a la carta esta´tica del espacio de de
Sitter θ ∈ (0, pi/2), siendo θ = pi/2 el lugar geome´trico del horizonte cosmolo´gico del
espacio de Sitter.
Por otro lado, el resultado de la seccio´n anterior nos dice que el vac´ıo de una CFT
reducido a una esfera
ρD =
e−HD
Tr(e−HD)
, (2.2.109)
es te´rmico, de temperatura β = 1, respecto de la evolucio´n UD(s) = e−iHDs. Si en lugar
de usar el tiempo modular adimensional s, introducimos una escala R (el radio de la
esfera), y medimos la evolucio´n modular con el tiempo τ = 2piR s, el estado ρD es
te´rmico de temperatura β = 2piR respecto del Hamiltoniano Hτ , dado por
HD − log Tr(e−HD) = (2piR)Hτ − log Tr(e−2piRHτ ) . (2.2.110)
El Hamiltoniano Hτ es el generador de las transformaciones
x±(τ) = R
(R + x±0 )− e∓τ/R(R− x±0 )
(R + x±0 ) + e∓τ/R(R− x±0 )
. (2.2.111)
La importancia de la transformacio´n (2.2.106) reside en el hecho de que la evolucio´n
modular τ en D, dada por (2.2.111), se mapea a la evolucio´n temporal τ en el espacio
de de Sitter, con lo cual, el estado te´rmico ρD se mapea, a trave´s del unitario U1
que implementa (2.2.106), al estado ρdS, te´rmico y de temperatura inversa β = 2piR
respecto del Hamiltoniano del espacio de Sitter HdS (generador de las traslaciones en
el tiempo τ). O sea, la transformacio´n (2.2.106) transforma un Hamiltoniano modular
en Minkowski, en un Hamiltoniano “real” en de Sitter.
ρdS = U1ρDU−11 =
e−2piRHdS
Tr(e−2piRHdS)
. (2.2.112)
Esto convierte el problema de calcular la entrop´ıa de ρD, en el problema de calcular la
entrop´ıa termodina´mica del estado ρdS.
S(ρD) = S(U−11 ρdSU1) = S(ρdS) . (2.2.113)
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La entrop´ıa del estado te´rmico
ρdS =
e−βHdS
Tr(e−βHdS)
, (2.2.114)
viene dada por
S(ρD) = S(ρdS) = −Tr(ρdS log ρdS) = βTr(ρdSHdS) + log Tr(e−βHdS) = βE − F ,
(2.2.115)
con F = − logZ, la energ´ıa libre de la funcio´n de particio´n Z = Tr(e−βHdS). El te´rmino
de energ´ıa E es el valor de espectacio´n del operador que genera las tralaciones tempo-
rales. Como estas traslaciones temporales son una simetri´ıa de Killing, E es la energ´ıa
de Killing, y puede ser expresada como
E =
∫
V
dd−1x
√
h〈Tµν〉ξµην = −
∫
V
dd−1x
√−g〈T ν ν〉 , (2.2.116)
donde la integral es por toda una superficie V de tiempo constante τ hasta el horizonte
cosmolo´gico θ = pi/2. En la segunda igualdad de (2.2.116), se tuvo en cuenta que
ηµ∂µ =
√|gττ |∂τ es el vector normal a V , y que ξµ∂µ = ∂τ es el vector de Killing
asociado a la traslacio´n temporal τ . El estado ρdS, por ser el transformado conforme
del vac´ıo de una CFT, es invariante ante el grupo de simetr´ıa de de Sitter, con lo cual
〈T µν〉 = κδµν , (2.2.117)
con κ una constante.
En general, y solo en dimensio´n d par, el valor de espectacio´n de la traza del tensor
de energ´ıa-momentos de una CFT en un espacio curvo no es cero, sino que tiene una
contribucio´n ano´mala
〈T ν ν〉 =
∑
BnIn − 2(−1)d/2AEd , (2.2.118)
donde Ed es la densidad de Euler en d dimensiones (nu´mero geome´trico topolo´gico) e In
son escalares geome´tricos invariantes de Weyl, por lo que son iguales a cero para me´tri-
cas conformemente planas. Los coeficientes ano´malos Bn y A, caracterizan a la CFT.
Por ejemplo, A aparece en la funcio´n de tres puntos del tensor de energ´ıa-momentos
de la CFT en espacio plano. Como la me´trica de de Sitter es conformemente plana,
tenemos que In = 0, y la densidad de Euler Ed sera´ una constante que depende del
radio R del espacio de Sitter. De (2.2.117) y (2.2.118), la constante κ queda fijada como
〈T µν〉 = −2(−1)d/2A
Ed
d
δµν , (2.2.119)
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para d par, con lo cual
E = 2(−1)d/2AEd
d
Rd−1vol(Sd−2)
∫ pi/2
0
dθ cos θ sind−2 θ , (2.2.120)
con vol(Sd−2) el volumen de la (d − 2)−esfera, que resulta de integrar las variables
angulares en (2.2.107). Lo que nos interesa de este resultado es que la energ´ıa E es
finita en dimensio´n d par, y es igual a cero en dimensio´n d impar. Por ello, no sera´
relevante en lo que sigue, dado que solo estamos interesados en la identificacio´n de los
te´rminos universales en la entrop´ıa, que, en dimensio´n par es el coeficiente del te´rmino
logar´ıtmico, que no se puede modificar por la contribucio´n finita de E, y en dimensio´n
impar es el te´rmino constante, que tampoco se puede modificar por E, ya que E = 0
en dimensio´n impar.
La identificacio´n de los te´rmnos universales en S(ρD) vendra´ exclusivamente de la
parte de la energ´ıa libre F = − log Tr(e−2piRHdS) en (2.2.115). Para calcular esta u´ltima,
pasamos a tiempo imaginario τE, y compactificamos esta direccio´n de tiempo Eucl´ıdeo
con un per´ıodo 2piR. Al hacer esto, la me´trica de de Sitter se transforma en la me´trica
de la d-esfera de radio R 11
ds2 = cos2 θdτ 2 +R2(dθ2 + sin2 θdω2d−2) . (2.2.121)
Conclu´ımos de aqu´ı que la parte universal en la entrop´ıa de entrelazado de una (d− 2)-
esfera en el espacio de Minkowski es igual a la parte universal de la energ´ıa libre de la
CFT Eucl´ıdea sobre la d-esfera.
S(ρD)|univ = logZ(Sd)|univ . (2.2.122)
En dimensio´n d par estamos interesados en el coeficiente logar´ıtmico de logZ(Sd).
Esta tiene una expansio´n de la forma
− logZ = αdR
d
d
+ · · ·+ α0 log(R/)− F0 , (2.2.123)
donde  es un cutoff UV. El coeficiente α0 viene determinado por la anomal´ıa de traza
conforme. Para ver esto, consideremos la transformacio´n infinitesimal de la me´trica
11Para ver que la me´trica (2.2.121) es en efecto la me´trica de una esfera, conviene pasar a las
coordenadas: sin θ = sin θ1 sin θ2, y tan(τ/R) cos θ2 cos θ1, en la cual me´trica queda
ds2 = R2(dθ21 + sin
2 θ1dθ
2
2 + sin
2 θ1 sin
2 θ2dω
2
d−2) .
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gµν → (1− 2δλ)gµν . Como
− 2√
g
δ logZ
δgµν
= 〈Tµν〉+ (divergencias) , (2.2.124)
tenemos que
δ logZ
δλ
=
∫
ddx
√
g〈T µµ〉+ (divergencias) . (2.2.125)
Debido a la invariancia conforme de la accio´n, obtenemos el mismo resultado si hacemos
un cambio en la me´trica manteniendo el cutoff fijo, que haciendo un cambio en el cutoff
 → (1 − 2δλ) y dejando la me´trica fija. Por ello, y teniendo en cuenta (2.2.123),
obtenemos que
α0 =
∫
ddx
√
g〈T µµ〉 . (2.2.126)
Usando la expresio´n (2.2.118), y el hecho de que estamos en la d-esfera, que es confor-
memente plana, con lo cual In = 0, y la densidad de Euler Ed es tal que
∫
Sd
ddxEd = 2,
obtenemos
α0 = (−1)d/2−14A . (2.2.127)
Se tiene entonces en dimensio´n par que
S(ρD)|univ, d par = (−1)d/24A log(R/) . (2.2.128)
En dimensio´n d impar, en la expansio´n (2.2.124) no tenemos un te´rmino logar´ıtmico,
y la parte universal de − logZ es simplemente el te´rmino constante F0, que puede
expresarse en te´rminos de la cantidad F siempre positiva como F0 = (−1) d−12 F , con lo
cual
S(ρD)|univ, d impar = (−1) d−12 F . (2.2.129)
El te´rmino constante F en la energ´ıa libre de la d-esfera esta´ determinado de forma
no ambigua, dado que no existen contribuciones logar´ıtmicas en dimensio´n impar, y
el resto de las contribuciones UV divergentes son potencias enteras inversas de cutoff,
que no pueden contaminar el valor de F . El nu´mero F caracteriza a las CFTs en
dimensiones impares, aunque es una catidad altamente no local, que no aparece en los
correladores de operadores locales.
2.2.9. La entrop´ıa de entrelazado como l´ımite de la informa-
cio´n mutua
En QFT las divergencias UV de entrop´ıa de entrelazdo de una regio´n son locales
y extensivas a lo largo de la superficie de entrelazado. Dado este hecho, podemos
construir una forma de regularizar la EE totamente general y geome´trica con ayuda de
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la informacio´n mutua. La informacio´n mutua de un estado global y dos regiones A y
B viene dada por
I(A,B) = S(A) + S(B)− S(A ∪ B) . (2.2.130)
Si estamos interesados en calcular la EE S(A) de una regio´n A, podemos proceder as´ı.
Elegimos como la regio´n A de (2.2.130) a la regio´n A/2 que resulta de contraer en una
distancia /2 a la regio´n A, y como regio´n B de (2.2.130) a la regio´n A¯/2 que resulta
de contraer en una distancia /2 el complemento A¯ de la regio´n A. Geome´tricamente,
esto deja libre entre las regiones A/2 y A¯/2 una franja de ancho , ver Figura 2.9. Si
el estado global es puro, la entrop´ıa de esta franja S(franja) es igual a la entrop´ıa de
su complemento, con lo cual
S(A ∪ B) = S(A/2 ∪ A¯/2) = S(franja) . (2.2.131)
Podemos calcular ahora cada te´rmino en
I(A/2, A¯/2) = S(A/2) + S(A¯/2)− S(franja) , (2.2.132)
regularizando a la QFT misma de la forma que creamos ma´s conveniente. En el l´ımite al
cont´ınuo de cualesquiera de estas regularizaciones, todas la divergencias UV se cancelan
en la combinacio´n (2.2.132), pues estas divergencias son locales y extensivas en las
superficies de entrelazado, y la cantidad I(A/2, A¯/2) es finita y totalmente f´ısica.
Figura 2.9: Arreglo geome´trico para calcular la entrop´ıa de entrelazado de la regio´n A usando
la informacio´n mutua.
Ahora podemos analizar el l´ımite de  → 0. En este l´ımite S(A/2) → S(A),
S(A¯/2)→ S(A¯) = S(A) (estado global puro) y S(franja)→ 0, con lo cual
S(A) =
1
2
l´ım
→0
I(A/2, A¯/2) . (2.2.133)
Esto nos da una prescripcio´n general para regularizar la EE de cualquier regio´n S(A)
sin deformar a la QFT misma, o sea, la cantidad I(A/2, A¯/2) pertenece directamente
a la teor´ıa del cont´ınuo. La distancia  es un cutoff geome´trico sobre las regiones, y no
sobre la teor´ıa. En el Ape´ndice C se discute adema´s co´mo esta regularizacio´n puede
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hacerse invariante de Lorentz.
2.3. Entrop´ıa de Entrelazado en Holograf´ıa
La holograf´ıa es una propuesta de lo que debe ser la gravedad cua´ntica. La gravedad
es la u´nica fuerza que no hemos logrado entender a nivel cua´ntico. No se conoce, por
ejemplo, co´mo un agujero negro procesa la materia que gravita hacia e´l y la devuelve
en forma de radiacio´n de una forma unitaria y de acuerdo con lo que uno esperar´ıa
en una descripcio´n cua´ntica. Los agujeros negros son unos de los objetos gravitatorios
con las caracter´ısticas ma´s interesantes y extremas. Se cree que es la memoria ma´s
densa posible [104], el procesador (computadora) ma´s ra´pido posible [105], el sistema
cua´ntico ma´s cao´tico posible [106], con exponente λ de Liapunov que satura la cota
de caos cua´ntica: λ 6 2piT/~, con T la temperatura. Se espera por ello que muestre
de la forma ma´s clara, como de hecho lo hace, contradicciones y aparentes paradojas
que hacen evidente la necesidad de una teor´ıa cua´ntica de la gravedad, o gravedad
cua´ntica. Entre los intentos hechos a lo largo de practicamente un siglo para cuantizar
la gravedad, una de las hipo´tesis ma´s prometedoras indica que la gravedad cua´ntica es
hologra´fica. Esto significa que la gravedad cua´ntica es dual a otra teor´ıa muy distinta,
que no tiene gravedad, y que esta´ definida en una dimensio´n menos. La motivacio´n
de esta idea comenzo´ con el resultado de Bekenstein y Hawking de que los agujeros
negros, para mantener la validez de la Segunda Ley de la Termodina´mica, deber´ıan
tener asociada una entrop´ıa, y que esta entrop´ıa crec´ıa con el a´rea del agujero negro,
y no como el volumen, sugieriendo que todos los grados de libertad de los objetos
que caen hacia un agujero negro se disponen de forma extensiva sobre la superficie,
y no sobre el volumen del agujero negro. La idea de la holograf´ıa se desarrollo´ con
los trabajos de ’t Hooft y Susskind [107, 108] y en 1997 se ofrecio´ el primer ejemplo
concreto de dualidad hologra´fica, la dualidad AdS/CFT, propuesta por Maldacena
[18, 19]. La dualidad implica, por un lado, teor´ıas con simetr´ıas de gauge SU(N) en
d dimensiones, y por otro lado, la supergravedad (o teor´ıa de cuerdas supersime´trica)
en un espacio asinto´ticamente anti de Sitter (AdSd+1) en dimensio´n d + 1. Uno de
los ejemplos espec´ıficos de dualidad hologra´fica propuestos en [19] es que la teor´ıa de
gauge SU(N) conforme supersime´trica de Yang-Mills con N = 4 y acoplamiento gYM
en dimensio´n d = 4, es dual a la teor´ıa de supercuerdas tipo IIB en AdS5 × S5, con
acoplamiento gst, siendo L = (g
2
YMN)
1/4 el radio de curvatura del espacio AdS5 y de la
esfera S5 y gst ∝ g2YM . Esta es la conjetura en su versio´n total, y la dualidad significa,
en primer te´rmino, que las funciones de particio´n de estas dos teor´ıas son iguales. En el
l´ımite de N grande y el acoplamiento de ’t Hooft λ = g2YMN fijo, pero tambie´n grande,
la teor´ıa de cuerdas es de´bilmente acoplada y la aproximacio´n de supergravedad es
suficiente. El estudio del l´ımite de N grande de las teor´ıas de gauge, y en general de
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teor´ıas con N grados de libertad internos, ha sido muy fruct´ıfero en muchos problemas,
ba´sicamente por la simplificacio´n que ocurre en los diagramas de Feynman en este l´ımite
[109]. Con esto, los correladores de la teor´ıa Super-Yang-Mills con grupo SU(N),N = 4
vienen dados en este l´ımite por la aproximacio´n de a´rbol de la accio´n de supergravedad
en AdS5, que ba´sicamente es evaluar una solucio´n de campos libres en la accio´n de
Einstein-Hilbert. El espacio AdSd+1 es un espacio de curvatura constante negativa, y
Figura 2.10: La dualidad hologra´fica AdS/CFT relaciona una teor´ıa de gravedad y otros
campos materiales en un espacio asinto´ticamente AdS en d + 1 dimensiones con una teor´ıa de
campos sin gravedad en un espacio de Minkowski Md de d dimensiones.
caracterizado por el radio de curvatura L. El espacio AdSd+1 tiene un borde Md en el
infinito espacial, que podemos identificar con el espacio de Minkowski o Eucl´ıdeo donde
vive la teor´ıa conforme dual. El grupo SO(2, d) de isometr´ıas de AdSd+1 se representa
en Md como el grupo conforme. Nos referiremos a Md como el borde de AdSd+1 y al
mismo AdSd+1 como el bulk. Las dimensiones ∆ de los operadores en la CFT en Md
vienen dados por las masas m de los campos debilmente acoplados en el bulk, por la
relacio´n
∆(∆− d) = m2L2 , (2.3.1)
siendo d la dimensio´n de Md y L el radio de curvarura de AdSd+1.
Sea Zd+1S [φ0] la funcio´n de particio´n de la teor´ıa de supergravedad (o supercuerdas)
para los campos φ con condiciones de contorno φ0 en el borde de AdSd+1. En el l´ımite
de N grande tenemos que Zd+1S [φ0] puede aproximarse por su valor en capa de masa
de la accio´n de supergravedad Zd+1S [φ0] = exp(−Id+1S [φ]), y en el l´ımite de λ grande
Id+1S (φ) tiene como te´rmino principal a la accio´n de Einstein-Hilbert ma´s la accio´n de
los campos materiales φ. En este caso, los valores de φ0 en Md son fuentes para los
58 Entrelazado en Teor´ıa de Campos y Holograf´ıa
operadores O de la CFT, y tenemos la importante relacio´n〈
exp
∫
Md
φ0O
〉
CFTd
= Zd+1S [φ0] . (2.3.2)
El valor de borde de los campos φ(z, x) en el bulk, con z la coordenada emergente
hologra´fica, es (en las coordenadas de Poincare´ de AdS, en donde z = 0 corresponde
con Md) l´ımz→0 φ(z, x) = φ0(x)zd−∆, siendo ∆ la dimensio´n del operador al que se
acopla φ0(x) en Md. Derivando respecto de φ0 obtenemos los correladores de los O a
partir de la cuenta gravitatoria en AdSd+1.
La CFT que vive en el borde de AdS codifica de forma muy no local y a modo de
un holograma todo lo que sucede dentro del bulk. Ambas teor´ıas tienen muchos otros
detalles sobre los que uno puede preguntarse por el correspondiente dual. Las entradas
de este diccionario hologra´fico se han estudiado a lo largo de los u´ltimos veinte an˜os,
a la vez que se ha comprobado la total consistencia de esta conjetura. La dualidad
se extiende de forma natural a las QFT en Md, interpreta´ndose la direccio´n z extra
hologra´fica que apunta desde Md hacia el interior del bulk como la escala de energ´ıa
de la QFT. Como veremos en la Seccio´n 4.3, esto da una descripcio´n muy visual del
flujo del grupo de renormalizacio´n.
La dualidad hologra´fica ha permitido ver nuevos aspectos de las QFT que no son
simples de ver sin la dualidad, o aspectos cuya explicacio´n ha conducido de forma
natural a hacer uso del lenguaje y los conceptos de la Teor´ıa de la Informacio´n Cua´ntica.
Entre los ejemplos ma´s relevantes de esto u´ltimo esta´ el dual hologra´fico de la entrop´ıa
de entrelazado de una regio´n en Md, prescrito por Ryu y Takayanagi [2, 110]. Esta
prescripcio´n convierte el ca´lculo de la EE de una regio´n A en el espacio Md de la QFT
en el siguiente problema gravitatorio geome´trico.
A ciertos estados |Ψ〉 de la QFT que vive en el borde Md le corresponden estados
gravitatorios cla´sicos en el bulk, o sea, ciertas geometr´ıas asinto´ticamente AdS (de
me´tricas g|Ψ〉). Sea que en Md tenemos tal estado, y en el bulk una geometr´ıa que
corresponde a ese estado. Sean en tal espacio curvo en el bulk todas las superficies m
sostenidas o con borde en la frontera ∂A de la regio´n A elegida sobre Md a tiempo
t = 0. El espacio Md tiene dimensio´n d, la frontera o superficie de entrelazado ∂A en
Md tiene dimensio´n d− 2, y la superficie m tiene dimensio´n d− 1, y esta´ embebida en
el espacio curvo asinto´ticamente AdS de dimesnio´n d + 1. Elegimos de todas las m la
de a´rea mı´nima en g|Ψ〉, y la llamamos mA. La prescripcio´n nos dice que la entrop´ıa de
entrelazado S(A) del estado |Ψ〉 reducido a la regio´n A, ρA es (ver Figura 2.11)
S(A) = −Tr(ρA log ρA) = 1
4G
(d+1)
N
area(mA) . (2.3.3)
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Esta fo´rmula es simple y elegante. Relaciona una de las cantidades ma´s importantes
de teor´ıa de la informacio´n, la EE, con el a´rea de una superficie mı´nima en el bulk.
Esta es la prescripcio´n para cuando tenemos un estado y una regio´n en donde haya
simetr´ıa ante inversio´n temporal (regiones a tiempo fijo y estados estacionarios). En el
caso ma´s general en el que tenemos un estado no estacionario y regiones cuyo borde
no yace sobre un plano espacial, debe aplicarse la prescripcio´n de tomar, en lugar de
la superficie mı´nima, la superficie de a´rea extrema (estacionaria) [111]. G
(d+1)
N es la
constante de Newton en el bulk, definida como el coeficiente de la accio´n de Einsten-
Hilbert de la teor´ıa en el bulk, y es proporcional al inverso del nu´mero de grados de
libertad internos de la CFT. Por ejemplo, para la dualidad AdS3/CFT2 se tiene la
relacio´n
G
(3)
N =
3L
2c
, (2.3.4)
donde c es la carga central de la CFT2 que vive en el borde. Esta relacio´n fue descubierta
mucho antes que la holograf´ıa [112], dado que el grupo infinito conforme en una CFT2
es el grupo infinito de simetr´ıas asinto´ticas en AdS3, y el a´lgebra de Virasoro, el a´lgebra
cla´sica de estas simetr´ıas asinto´ticas. El vac´ıo en una CFT corresponde con la geometr´ıa
del bulk que describe un espacio de AdS puro. En una CFT de dimensio´n d = 2, un
ca´lculo directo del a´rea de la superficie de a´rea mı´nima (que en este caso se reduce
a la longitud de una geode´sica) a tiempo t = 0 en AdS3 y cuyos bordes esta´n en los
extremos de un intervalo a tiempo t = 0 en M2, nos da, usando (2.3.3) y (2.3.4), el
conocido resultado (2.2.76) que obtuvimos en la Seccio´n 2.2.5. En general, un ca´lculo
para una superficie mı´nima con borde sobre una esfera en Md nos dara´ una entrop´ıa
de entrelazado de la forma (2.2.80). Por ser todas las geometr´ıas asinto´ticamente AdS,
el a´rea de mA se hace infinita si la extendemos hacia el borde Md de AdS. En este
caso, esta a´rea en el bulk se calcula hasta un valor cutoff de la coordenada hologra´fica
z = z0. La divergecia principal del a´rea de mA es proporcional al a´rea de ∂A, como
corresponde a una entrop´ıa de entrelazado S(A) en QFT.
La fo´rmula (2.3.3) tiene una similitud total con la de Bekestein-Hawking para la
entrop´ıa de un agujero negro, y puede verse como una extensio´n de esta cuando la
superficie mA no necesariamente envuelve al horizonte de eventos de un agujero negro,
sino que se sostiene en la “pantalla hologra´fica” Md en el infinito de AdSd+1, pudiendo
pasar cerca de un agujero negro, si este estuviera presente. De hecho, este ejemplo
muestra muy bien algunas de las propiedades de esta prescripcio´n. El dual de un
estado te´rmico en la teor´ıa del borde es el de una geometr´ıa asinto´ticamente AdS que
describe a un agujero negro de la misma temperatura. Si calculamos las a´reas mı´nimas
en el caso de AdS3/CFT2 en esta geometr´ıa con agujero negro, para las superficies en
el bulk con borde sobre los extremos de un intervalo, obtendremos la fo´rmula (2.2.77).
Otro chequeo de (2.3.3) es que para los estados puros se tiene que S(A) = S(A¯),
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Figura 2.11: Prescripcio´n hologra´fica de Ryu y Takayanagi para calcular la entrop´ıa de entre-
lazado S(A) de una regio´n A a tiempo t = 0 en Md. S(A) viene dada por el a´rea de la superficie
de a´rea mı´nima mA en el bulk sostenida en el borde ∂A de A, S(A) = (4G(d+1)N )−1area(mA).
La me´trica g|Ψ〉 asinto´ticamente AdS es dual al estado |Ψ〉 en la teor´ıa del borde Md. Por la
geometr´ıa de AdS cerca del borde, el a´rea de mA se hace infinita si la extendemos hacia el borde
Md de AdS, por lo que la calculamos hasta un valor cutoff de la coordenada hologra´fica z = z0.
La divergecia principal del a´rea de mA es proporcional al a´rea de ∂A, como corresponde a una
entrop´ıa de entrelazado S(A) en QFT.
donde A¯ es la regio´n complementaria de A. Esto resulta de (2.3.3) si en la geometr´ıa del
bulk no hay ningu´n “hueco”. Si el estado global no es puro esto no es necesariamente
as´ı. Estos casos requieren complementar la receta (2.3.3) con el requisito de tomar, de
todas las superficies extremas mA sostenidas en ∂A, aquella que es holo´noma con A, o
sea, que exista una dominio en el bulk que tenga como borde la unio´n de mA y A. Este
requisito extra sale naturalmente de la demostracio´n de (2.3.3) a partir de la entrada
principal del diccionario hologra´fico: la igualdad de las funciones de particio´n [88]. El
dual hologra´fico de S(A) 6= S(A¯) cuando el estado global no es puro puede verse en el
ejemplo del estado te´rmico, cuya geometr´ıa dual del bulk tiene un agujero negro que
provoca que la superficie mı´nima mA holo´noma con A no sea la misma que la superficie
mı´nima mA¯ holo´noma con A¯, ver Figura 2.12. Notemos tambie´n de la Figura 2.12 que
cuando A es todo el espacio Md, la entrop´ıa de entrelazado es la entrop´ıa te´rmica y
coincide con la entrop´ıa de agujero negro, pues mA es la superficie que envuelve el
horizonte de eventos.
Otra consecuencia importante de la fo´rmula hologra´fica (2.3.3) para la EE es que con
esta se puede demostrar muy fa´cilmente la subaditividad fuerte (SSA) de la entrop´ıa
de von Neumann, desigualdad (2.1.20) [113]. Hologra´ficamente, la SSA es consecuencia
de tener superficies mı´nimas. La demostracio´n es muy simple, y puede verificarse de la
Figura 2.13.
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Figura 2.12: Geometr´ıa asinto´ticamente AdS con agujero negro. En estos casos las superficies
mı´nimas mA y mA¯, holo´nomas con A y A¯ respectivamente, nos son iguales, con lo cual S(A) ∝
area(mA) 6= area(mA¯) ∝ S(A¯). La imagen de la izquierda muestra un cuadro t´ıpico de esto. La
imagen del centro muestra una transicio´n que ocurre cuando el taman˜o de la regio´n A es del
orden del inverso de la temperatura. A partir de cierto punto en que la regio´n A se hace muy
grande, la superficie de a´rea mı´nima mA tiene dos componentes, una que envuelve al agujero
negro, y otra que termina en ∂A, que coincide con mA¯. La imagen derecha muestra el caso en
que A es todo el espacio, en cuyo caso mA es el horizonte de eventos del agujero negro, y la
entrop´ıa te´rmica de la teor´ıa del borde es la entrop´ıa de agujero negro en el bulk.
Este proceso de cortado y pegado de superficies sirve para demostrar la SSA y
otro conjunto infinito de desigualdades que involucran a la entrop´ıa de entrelazado, y
que no son ciertas en general [114]. De aqu´ı vemos que solo un subconjuto de estados
cua´nticos de la QFT de Md se representa como estados de geometr´ıa cla´sica en el bulk.
Un ejemplo t´ıpico de esto es que hologra´ficamente la cantidad I3(A,B,C) = I(A,B) +
I(A,C) − I(A,BC) 6 0, (con I(A,B) la informacio´n mutua) es siempre negativa, lo
cual no es cierto en general. La demostracio´n hologra´fica general de la SSA cuando las
regiones no vienen determinadas a tiempo fijo, o los estados no son estacionarios, es
ma´s complicada, pues ya no tenemos superficies mı´nimas, sino extremas. En este caso
se necesita la validez de la condicio´n de energ´ıa nula (NEC) en el bulk, ve´ase [115].
La fo´rmula (2.3.3) tiene innumerables aplicaciones teo´ricas y ha marcado un antes
y un despue´s en holograf´ıa. Es responsable de gran parte del intere´s de la comunidad en
estudiar la entrop´ıa de entrelazado, y otras cantidades de la Teor´ıa de la Informacio´n.
Uno espera que muchas de las respuestas para establecer en ma´s detalle la dualidad
hologra´fica deben buscarse en el lenguaje de la Teor´ıa de la Informacio´n. Por ejemplo,
con la informacio´n del estado en la regio´n A, que´ regio´n del bulk puedo determinar (o
cual es la “imagen” hologra´fica en el bulk que puede producir la regio´n del borde A). La
resuesta a esta pregunta, al menos en el l´ımite de N grande, es la regio´n WEE del bulk
comprendida entre A y mA, llamada cun˜a de entrelazado. El dual a la matriz densidad
ρA de la teor´ıa del borde, es la matriz densidad ρWEE en el bulk. Otras cantidades
como la entrop´ıa relativa no tienen un dual muy simple, excepto en el caso de esferas
[39, 116]. Muchas propiedades o desigualdades de la Teor´ıa de la Informacio´n tienen una
representacio´n o una implicacio´n gravitatoria hologra´fica. Por ejemplo, que la resta de
los Hamiltonianos modulares HA−HB de A y B, con B ⊂ A sea un operador positivo,
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Figura 2.13: Demostracio´n hologra´fica de la SSA: S(12) + S(23) > S(2) + S(123) ⇔
area(m12) + area(m23) > area(m2) + area(m123). De las ima´genes de la izquierda podemos ver
que la suma de la a´reas de las superficies mı´nimas m12 y m23 es igual a la suma de las a´reas de las
superficies m˜2 y m˜123: area(m12)+area(m23) = area(m˜2)+area(m˜123) > area(m2)+area(m123).
Esta u´ltima desigualdad debido a que m2 y m123 son las superficies de a´rea mı´nima con bordes
sobre las regiones 2 y 123 respectivamente.
implica que las superficies de Ryu-Takayanagi estan anidadas: toda geometr´ıa solucio´n
de las ecuaciones de Einstein en el bulk debe ser tal que mA encierre a mB si B ⊂ A
[37]. Esta propiedad de anidado de las mA es la base de la demostracio´n hologra´fica
de la condicio´n cua´ntica de energ´ıa nula (QNEC, por sus siglas en ingle´s) [117]. A
partir de suponer la validez de la fo´rmula de Ryu-Takayanagi (2.3.3), y de la “primera
ley” δS = δ〈H〉, se puede demostrar que a los estados que son pequen˜as desviaciones
del vac´ıo, le corresponden geometr´ıas duales cuya geometr´ıa viene determinada por
las ecuaciones de Einstein linealizadas alrededor de AdS (que es la geometr´ıa dual del
vac´ıo en el borde) [63]. Con esto, (2.3.3) implica las ecuaciones de Einstein linealizadas
alrededor de AdS.
Cap´ıtulo 3
Irreversibilidad en Teor´ıa de
Campos
La idea central del Grupo de Renormalizacio´n (GR) es que el cambio en la escala en
una Teor´ıa de Campos puede ser descrito por un cambio en los para´metros del Hamil-
toniano que describe los grados de libertad relevantes a dicha escala. Esto determina un
flujo o trayectoria en el espacio de acoplamientos, comenzando en el ultravioleta (altas
energ´ıas o distancias pequen˜as) (UV) y terminando en el infrarojo (bajas energ´ıas o
distancias grandes) (IR).
En los puntos fijos la f´ısica deja de cambiar con los subsiguientes cambios de esca-
la, siendo estos los extremos de la trajectoria del flujo del GR. En teor´ıa de campos
podemos decir (aunque no esta´ totalmente demostrado) que las teor´ıas con invarian-
cia de escala tambie´n son invariantes ante todo el grupo conforme. Los puntos fijos
se corresponden con teor´ıas de campos con simetr´ıa conforme (CFT). En esta Tesis
se discutira´n los flujos del grupo de renormalizacio´n para teor´ıas con invariancia re-
lativista en d dimensiones espacio-temporales, y donde los puntos fijos del grupo de
renormalizacio´n son teor´ıas conformes.
Es conocido desde hace tiempo que el GR es irreversible en dos dimensiones espacio-
temporales. Este resultado, conocido como Teorema c y demostrado por Zamolodchikov
en 1986 [44], dice que la carga central o anomal´ıa conforme c decrece entre el UV y
el IR. Si interpretamos el valor de la carga central c como una medida de los grados
de libertad de la CFT1, el teorema c de Zamolodchikov realiza la idea intuitiva (pero
no exactamente correcta) de que este nu´mero de grados de libertad debe decrecer
a distancias grandes o a bajas energ´ıas, ya que los “grados de libertad masivos” no
contribuyen a las funciones de correlacion, o, en el esquema de Wilson, perdemos grados
de libertad al integral los modos de altas energ´ıas. El Teorema de Zamolodchikov
1La cantidad de grados de libertad en una QFT es infinito, sin embargo, la carga central sirve
como una medida de los grados de libertad de una CFT en d = 2 en comparacio´n con otra CFT de
referencia, por ejemplo, el escalar libre no masivo, que tiene carga central c = 1.
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establece un orden en el espacio de las CFTs: Una CFT con carga central c no puede
fluir a otra CFT en el IR con mayor carga central: el Grupo de Renormalizacio´n es
irreversible en d = 2.
En cuatro dimensiones espacio-temporales, Cardy propuso que un coeficiente par-
ticular en la anomal´ıa conforme (o anomal´ıa de Weyl), el coeficiente A del te´rmino de
Euler, deber´ıa decrecer ante flujos del grupo de renormalizacio´n, [45]. Recientemen-
te en 2011, despue´s de varios intentos en la comunidad, Komargodski y Schwimmer
ofrecieron una prueba de este Teorema A [46]. Se cree que en dimensiones pares, el
coeficiente A de Euler en la anomal´ıa de Weyl de una CFT es un candidadto correcto
para expresar o demostrar los teoremas de irreversibilidad.
Para dimensiones impares la situacio´n fue al comienzo poco clara, pues no hay
anomal´ıas conformes. Basado en investigaciones en teor´ıas con dual hologra´fico, en
[47] se propuso que en dimensiones impares el te´rmino constante en la entrop´ıa de
entrelazado de una esfera podr´ıa ser un buen candidato a estar ordenado ante flujos GR.
Esta conjetura, ahora conocida como Teorema F , fue establecida por Casini y Huerta en
[41], extendiendo las ideas de una prueba similar que utiliza la entrop´ıa de entrelazado
para dar una prueba alternativa del teorema c en d = 2 [40]. La propiedad crucial
en esta prueba es la Subaditividad Fuerte de la entrop´ıa de entrelazado. Estudiando
teor´ıas supersime´tricas, en [48] se conjeturo´ que el te´rmino constante en la energ´ıa libre
F de la CFT en d = 3, calculada sobre la esfera Eucl´ıdea S3, era mono´tona ante el GR,
por eso el nombre de Teorema F . De hecho esta cantidad es la misma que el te´rmino
constante en la entrop´ıa de entrelazado de una esfera [49], y las prouestas de [47] y [48]
coinciden.
La EE de una esfera tiene la estructura de divergencias espec´ıfica (2.2.80) que
mostramos al final de la Seccio´n 2.2.5. En dimensio´n impar, el te´rmino constante es
proporcional a F , y en dimensio´n par el coeficiente del te´rmino logar´ıtmico es propor-
cional a c en d = 2, a A en d = 4 y en general al coeficiente de Euler A en la anomal´ıa
de traza de la CFT.
La u´nica prueba que existe del Teorema-F en d = 3 es la prueba entro´pica de Casini
y Huerta [41]2. En d = 2 existen actualmente varias pruebas, algunas basadas en las
propiedades de las funciones de correlacio´n [44, 118] y otras basadas en propiedades de
la entrop´ıa de entrelazado [40] o de la entrop´ıa relativa [32]. Esta u´ltima demostracio´n
es parte del contenido de esta Tesis, y se discutira´ hacia el final del Cap´ıtulo 4. En
d = 4, y hasta el momento de los u´ltimos trabajos desarrollados para esta Tesis, solo
exist´ıa la prueba del Teorema A de [46].
El Cap´ıtulo esta´ organizado as´ı. Comenzaremos estableciendo brevemente el cuadro
2Una difilcultad importante en probar la irreversibilidad en dimensio´n impar por los me´todo habi-
tuales (propiedades de las fuciones de correlacio´n) es que la cantidad F , en contraste con las anomal´ıas,
es una cantidad muy no local que no aparece en las funciones de correlacio´n.
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general de los teoremas de irreversibilidad del grupo de renormalizacio´n. Seguidamente
discutiremos las pruebas no entro´picas, comenzando con la demostracio´n del Teorema c
de Zamolodchikov (1986)[44] y un pare´ntesis en la propiedad de positividad de reflexio´n,
seguida por la demostracio´n del mismo teorema con las ideas del truco del dilato´n de
Komargodski y Schwimmer, y continuando con la demostracio´n del Teorema A en
d = 4 (2011) [46, 118]. Despue´s discutiremos las demostraciones entro´picas de Casini
y Huerta de los Teoremas c y F (2004), (2012) [3, 30, 41].
3.1. Esquema general de los Teoremas de Irrever-
sibilidad
El grupo de renormalizacio´n ha sido sumamente u´til para abordar y simplificar
problemas que involucran un nu´mero grande de grados de libertad en interaccio´n, y es
un tema basto en el que entra todo tipo de f´ısica, desde todos los sistemas o modelos
que describen los feno´menos en un material, hasta teor´ıas de campos en el cont´ınuo
con invariancia relativista. Solo comentaremos brevemente estas ideas para el caso de
teor´ıas de campos (con invariancia de Lorentz) y cuando la descripcio´n de altas energ´ıas
(o ultravioleta) viene dada por una teor´ıa conforme, y la descripcio´n de bajas energ´ıas
(o infrarroja) viene dada por otra teor´ıa conforme.
En la visio´n Lagrangiana (integral funcional) o en la visio´n Wilsoniana de las teor´ıas
de campos, un flujo del grupo de renormalizacio´n se piensa de la siguiente forma. Se
tiene inicialmete una CFT descrita por la accio´n S0, y se elige del contenido operatorial
de esta un operador O de dimensio´n ∆ para introducir una nueva interaccio´n en el
Lagrangiano, y con esto una nueva teor´ıa con accio´n S1
S1 = S0 +
∫
ddx gO(x) . (3.1.1)
La teor´ıa S1 de (4.4.3) tiene una escala marcada por la constante de acoplamiento g, que
tiene unidades [g] = d−∆, por lo que no es una CFT, y la f´ısica que describe a distintas
escalas de energ´ıa va a ser muy diferente. En S1 tendremos una escala a partir de la cual
los correladores tienen comportamientos muy distintos, en constraste con una CFT,
en la que los correladores de campos locales decaen siempre como potencias inversas
fijas de las distancias. En una CFT los operadores pueden clasificarse en relevantes,
irrelevantes o marginales, en dependencia de si su dimensio´n conforme es menor, mayor,
o igual que la dimensio´n d del espacio-tiempo: ∆ < d relevante, ∆ = d marginal, y
∆ > d irrelevante.
En este esquema las constantes de acoplamiento gi(µ) en el Lagrangiano de una
teor´ıa que no es conforme cambian con la escala µ, y en el espacio de las gi(µ) ocurre
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un flujo parametrizado por µ. De forma ma´s precisa, si la teor´ıa esta´ dada a la escala de
energ´ıa Λ por un Lagrangiano con constantes de acomplamiento gi = gi(Λ), y queremos
calcular las funciones de correlacio´n a un distancia no menor que µ−1, donde µ es una
escala de energ´ıa menor que Λ, µ < Λ, podemos calcular estas con un Lagrangiano
del mismo tipo, pero donde las constantes de acoplamiento tienen unos nuevos valores
g′i = gi(µ). Si hacemos
t = − log(µ/Λ) , (3.1.2)
el para´metro t sera´ el tiempo que parametr´ıza estos flujos de gi. t = 0 corresonde con
el UV, y t =∞ corresponde con el IR. Las propiedades de este flujo esta´n codificadas
en las funciones βi asociadas a cada constante de acoplamiento
βi = −dgi(t)
dt
. (3.1.3)
Los valores de estas pueden calcularse, por ejemplo, perturbativamente alrededor de
un punto fijo libre o conforme, o exactamente en algunos casos, por ejemplo, en teor´ıas
supersime´tricas. La aproximacio´n a nivel a´rbol para β viene dada por
β(t) ∼ (∆− d)g(t) , (3.1.4)
por lo que, a nivel ca´sico, y sin tomar en cuenta las correcciones cua´nticas, ∆ < d
implica que los valores de la g(t) correspondientes crecera´n hacia el IR, al aumentar t,
cambiando sustancialmente la CFT en el UV, de aqu´ı el nombre de relevante.
Las interacciones en la teor´ıa definira´n una trayectoria gi(t) en el espacio de las
constantes de acoplamiento. Para las teor´ıas conformes, sucede que las gi(t) = g
∗
i son
constantes espec´ıficas que no cambian con la escala. En el espacio de las gi, las CFT
son puntos espec´ıficos aislados (aunque podemos tener una variedad (en el sentido
matema´tico) de dimensio´n mayor que cero, de puntos fijos en teor´ıas supersime´tricas),
y cualquier otra teor´ıa es una trayectoria, ver Figura 3.1.
La irreversibilidad del grupo de renormalizacio´n, que es el contenido del Teorema c
de Zamolodchikov en d = 2 y de sus equivalentes en dimensiones mayores, es que este
espacio de trayectorias gi(t) tiene cierta estructura. Espec´ıficamente, la irreversibilidad
del GR dice que no podemos tener trayectorias cerradas. Si ocurre que una teor´ıa fluye,
como en la Figura 3.1, desde una teor´ıa CFTA hasta una CFTC , no existe ninguna otra
teor´ıa, que fluya desde CFTC hasta CFTA.
En el caso de d = 2, la forma de expresar esta irreversibilidad es a trave´s de una
funcio´n c(µ) = c(gi(µ)) mono´tona con la escala de energ´ıa µ o el para´metro t, y que
en los puntos fijos es igual a la carga central de la CFT. La forma espec´ıfica que tiene
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Figura 3.1: Espacio de las constantes de acoplamiento g1, g2, g3 en una familia de Lagrangianos
que definen distintas teor´ıas. Las teor´ıas de campos son trajectorias y las teor´ıas conformes son
puntos espec´ıficos.
esta funcio´n c es
c(µ) = cIR + 6pi
2
∫ ∞
1/µ
dx x3〈Θ(x)Θ(0)〉 , (3.1.5)
donde Θ es la traza del tensor de energ´ıa-momentos de la teor´ıa que conecta a las
CFT’s, y
l´ım
µ→0
c(µ) = cIR y l´ım
µ→∞
c(µ) = cUV , (3.1.6)
siendo cIR la carga central de la CFT al final del flujo del GR, y cUV la carga central
de la CFT al comienzo del flujo del GR. La diferencia entre estas cargas centrales es
la cantidad positiva
∆c = cUV − cIR = 6pi2
∫ ∞
0
dx x3〈Θ(x)Θ(0)〉 > 0 .
Si existe un flujo que conecta a CFTUV y CFTIR, necesariamente
cUV > cIR . (3.1.7)
Si una CFT es perturbada, solo puede fluir a una CFT con carga central menor, y no
igual, ya que 〈Θ(x)Θ(0)〉 = 0 implica que Θ(x) = 0 como operador.
Los teoremas de irreversibilidad del GR son teoremas muy generales sobre la estruc-
tura global (no perturbativa) de toda teor´ıa de campos. Para expresarlos, se necesitan
cantidades definidas en toda teor´ıa, como el tensor de energ´ıa-momentos, y como vere-
mos, la entrop´ıa de entrelazado del vac´ıo. La irreversibilidad se expresa mostrando la
existencia de una cantidad adimensional y mono´tona con la escala de energ´ıa que en
68 Irreversibilidad en Teor´ıa de Campos
los puntos fijos sea igual a propiedades instr´ınsecas de las CFT’s. En el caso de d = 2,
la cantidad intr´ıseca adecuada es la carga central c.
En el lenguaje de Wightman, donde una teor´ıa de campos no se piensa como de-
finida a trave´s de un Lagrangiano y constantes de acoplamientos, sino directamente a
trave´s del conjunto de todas sus funciones de correlacio´n W(n)(x1, ..., xn), la irreversi-
bilidad del flujo del grupo de renormalizacio´n se manifiesta en las propiedades de las
funciones de correlacio´n de toda QFT ante dilataciones x 7→ λx. Esta propiedad podr´ıa
enunciarse formalmente as´ı. Si tenemos una QFT definida por el conjunto de funciones
de correlacio´n
{W(n)(x1, ..., xn)}n∈N que definen una QFT, y esta QFT es tal que
W(n)(λx1, ..., λxn) −−→
λ→0
WCFT1(n) (λx1, ..., λxn) (3.1.8)
y
W(n)(λx1, ..., λxn) −−−→
λ→∞
WCFT2(n) (λx1, ..., λxn) , (3.1.9)
o sea, a pequen˜as distancias (UV) las funciones de correlacio´n de la QFT tienen el
comportamiento de las funciones de correlacio´n de una CFT, que nombramos CFTUV
y a grandes distancias (IR) las funciones de correlacio´n de la QFT tienen el com-
portamiento de las funciones de correlacio´n de otra CFT, que nombramos CFTIR, la
irreversibilidad del grupo de renormalizacio´n nos dice que no existe entonces una QFT
cuyo comportamient l´ımite en el UV e IR sean los contrarios a estos (que a distancias
cortas se comporte como CFTIR y a distancias grandes como CFTUV ).
3.2. Prueba de Zamolodchikov del Teorema c
La primera prueba del Teorema-c, dada por Zamolodchikov en [44], esta´ basada en
una propiedad especial de la funcio´n de correlacio´n del tensor de energ´ıa-momentos
Tµν , va´lida solamente en d = 2. Por este motivo no es generalizable a dimensiones
mayores. Trabajamos directamente en coordenadas Eucl´ıdeas. En d = 2, usualmente
se trabaja usando las coordenadas complejas (z, z¯), como en [44], pero creemos que la
versio´n que presentamos en coordenadas reales es ma´s transparente.
La forma general de 〈Tµν(x)Tαβ(y)〉 en d dimensiones para toda teor´ıa de campos
(no necesariamente conforme) es:
〈Tµν(0)Tαβ(x)〉 = gµνgαβ h1(x)
x2d
+ xµxνxαxβ
h2(x)
x2d+4
+ (xµxνgαβ + xαxβgµν)
h3(x)
x2d+2
+(xαxµgβν + xαxνgµβ + xµxβgαν + xνxβgµα)
h4(x)
x2d+2
+(gµαgνβ + gανgµβ)
h5(x)
x2d
. (3.2.1)
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En el miembro derecho, x es el mo´dulo (Eucl´ıdeo) de xµ y hi(x) son funciones escala-
res adimensionales. La expresio´n (3.2.1) fue obtenida imponiendo sobre 〈Tµν(0)Tαβ(x)〉
las siguientes simetr´ıas: covariancia ante rotationes (covaciancia ante Lorentz en es-
pacio de Minkowski), invariancia de traslacio´n, e invariancia ante los intercambios de
ı´ndices µ↔ ν, α↔ β, (µν)↔ (αβ).
Se encuentra una simplificacio´n adicional en d = 2. Los coeficientes tensoriales de
las hi no son linealmente independiente en d = 2:
−2gµνgαβ + 2
x2
(xµxνgαβ + xαxβgµν) + (gµαgνβ + gανgµβ)
− 1
x2
(xαxµgβν + xαxνgµβ + xµxβgαν + xνxβgµα) = 0 . (3.2.2)
Por este motivo podemos eliminar una de las hi’s en d = 2. Este es el punto en donde
la prueba de Zamolodchikov esta´ anclada al caso de d = 2.
Eliminemos h4 y sustituyamos d = 2 en (3.2.1)
〈Tµν(0)Tαβ(x)〉 = gµνgαβ h1(x)
x4
+ xµxνxαxβ
h2(x)
x8
+ (xµxνgαβ + xαxβgµν)
h3(x)
x6
+(gµαgνβ + gανgµβ)
h5(x)
x4
. (3.2.3)
Separemos Tµν = Tˆµν +
gµν
2
Θ en una parte de esp´ın cero gµν
2
Θ y una parte de esp´ın
dos Tˆµν . Θ es la traza Tµν . Extraemos de (3.2.3) los correladores 〈Θ(0)Θ(x)〉, 〈Tˆµν(0)Θ(x)〉 =
〈Θ(0)Tˆµν(x)〉 y 〈Tˆµν(0)Tˆαβ(x)〉, y definimos las funciones adimensionales H(x) y G(x).
x4〈Θ(0)Θ(x)〉 = 4h1 + h2 + 4h3 + 4h5 ≡ H . (3.2.4)
x4〈Θ(0)Tˆµν(x)〉 = 2gµνh1 + xµxν
x2
h2 + 2
xµxν
x2
h3 + gµνh3 + 2gµνh5
= gµν(2h1 + h3 + 2h5) +
xµxν
x2
(h2 + 2h3).
Tomando traza y teniendo en cuenta que Tˆ µµ = 0, obtenemos
0 = 2(2h1 + h3 + 2h5) + (h2 + 2h3), (3.2.5)
y con esto
x4〈Θ(0)Tˆµν(x)〉 =
(xµxν
x2
− gµν
2
)
(h2 + 2h3) ≡
(xµxν
x2
− gµν
2
)
G . (3.2.6)
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x4〈Tˆµν(0)Tˆαβ(x)〉 = gµνgαβh1 + xµxνxαxβ
x2
h2 +
(xµxνgαβ + xαxβgµν)
x2
h3
+(gµαgνβ + gανgµβ)h5 . (3.2.7)
Tomando traza (Tˆ µµ = 0)
0 = 2gµνh1 +
xµxν
x2
h2 + 2
xµxν
x2
h3 + gµνh3 + 2gµνh5
= gµν(2h1 + h3 + 2h5) +
xµxν
x2
(h2 + 2h3) .
Por indenpendencia lineal, los pare´ntesis anteriores son cero por separado. Podemos
elegir entonces poner (3.2.7) en funcio´n de h2 y h5:
x4〈Tˆµν(0)Tˆαβ(x)〉 = gµνgαβ(1
4
h2 − h5) + xµxνxαxβ
x2
h2 − 1
2
(xµxνgαβ + xαxβgµν)
x2
h2
+(gµαgνβ + gανgµβ)h5 . (3.2.8)
Usemos la conservacio´n del tensor de energ´ıa-momento ∂µTµν = 0 en (3.2.3)
0 = 〈Tµν(0)∂βTαβ(x)〉 = T1(xh′1 − 4h1) + T2(−3h2 + xh′2) + h3(T3 + 3T1)
+(T2 + T1)(xh
′
3 − 6h3) + T3(xh′5 − 4h5)
= T1(xh
′
1 − 4h1 − 3h3 + xh′3)
+T2(−3h2 + xh′2 + xh′3 − 6h3)
+T3(h3 + xh
′
5 − 4h5) ,
donde h′i ≡ ddxhi(x) y T1, T2, T3 son los siguientes tensores linealmente independientes
T1 =
gµνxα
x6
; T2 =
xµxνxα
x8
; T3 =
gµαxν + gναxµ
x6
.
Por esta independencia tenemos el sistema
xh′1 − 4h1 − 3h3 + xh′3 = 0
−3h2 + xh′2 + xh′3 − 6h3 = 0 (3.2.9)
h3 + xh
′
5 − 4h5 = 0 .
Ponemos el sistema (3.2.9) en te´rminos de h2, h5, H y G (h3 = G − h2 y 4h1 =
H −G− 4h5 − 3h2):
1
4
H˙ − h˙5 − 1
4
h˙2 −H + (G+ 4h5) = 0
G˙+ 3h2 − 6G = 0
h˙5 +G− h2 − 4h5 = 0 .
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(H˙ = x d
dx
H, etc). De las u´ltimas dos hacemos la combinacio´n G+ 4h5 =
1
3
G˙+ h˙5, que
sustitu´ımos en el pare´ntesis de la primera ecuacio´n:
−
(
1
4
h˙2 − 1
4
H˙ +
1
3
G˙
)
= H. (3.2.10)
Definiendo
c = k
(
1
4
h2 − 1
4
H +
1
3
G
)
; k > 0 , (3.2.11)
tenemos
c˙ = −kH. (3.2.12)
Como H = x4〈Θ(0)Θ(x)〉 (ver (3.2.4)) y por positividad de reflexio´n (que veremos
en la pro´xima Seccio´n)
〈Θ(0)Θ(x)〉 > 0 , (3.2.13)
conclu´ımos que
x
d
dx
c(x) 6 0 .
La funcio´n c(x) decrece con la escala de distancia x.
Hasta ahora hemos probado la monotonicidad de la funcio´n c(x) con x. Estudiemos
los l´ımites UV e IR de esta funcio´n para ver si corresponden con cantidades intr´ınsecas
de los puntos fijos. Para ver esto usamos que en las CFTs de los puntos fijos se tiene
que el coeficiente del te´rmino x−4 en la expansio´n del producto Tµν(0)Tαβ(x) es pro-
porcional a la carga central c. En los puntos fijos Θ = 0, H = G = 0 y, de (3.2.10), h2
es constante. De (3.2.1) tenemos que h2 es proporcional a la carga central. En (3.2.11)
elegimos k de forma que c(x) iguale a la carga central en los puntos fijos.
Para dar una expresio´n expl´ıcita de la funcio´n c(x) calibramos k con el flujo de
un campo escalar masivo, del cual sabemos que ∆c = 1 : cUV = 1 = c(x → 0) y
cIR = c(x→∞) = 0.
c˙ = x
dc
dx
= −k H = −k x4〈Θ(0)Θ(x)〉
dc
dx
= −k x3〈Θ(0)Θ(x)〉 .
Para el campo escalar
∆c = 1 = −k
∫ 0
∞
dx x3 〈Θ(0)Θ(x)〉
= k
∫ ∞
0
dx x3 〈Θ(0)Θ(x)〉 = k
2pi
∫
d2x x2〈Θ(0)Θ(x)〉︸ ︷︷ ︸
(3pi)−1 campo escalar
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y k = 6pi2. Se tiene entonces que para cualquier flujo del GR
∆c = cUV − cIR = 3pi
∫
d2x x2 〈Θ(0)Θ(x)〉 . (3.2.14)
A partir de aqu´ı podemos definir una funcio´n interpolante c(x) cortando esta integral
en algu´n punto intermedio x. Esto define la funcio´n c(x) de Zamolodchikov. Hay otras
(infinitas) funciones c que se pueden obtener usando la descomposicio´n espectral ρ(µ)
de 〈Tµν(x)Tρσ(0)〉 [119].
3.2.1. Relacio´n con el flujo en el espacio de acoplamientos
Como c es una combinacio´n de funciones definidas por correladores de Tµν , debe
cumplir la ecuacio´n de Callan-Symanzik sin el te´rmino de dimensio´n ano´mala, pues
Tµν tiene siempre dimensio´n d en d dimensiones(
µ
∂
∂µ
+ βi
∂
∂gi
)
c(gi, µ, x) = 0. (3.2.15)
Aqu´ı las constantes gi las tomo adimensionales (en unidades de alguna escala de
energ´ıa µ0). Como c(gi, µ, x) es adimensional, necesariamente depende de la combina-
cio´n µx, c(gi, µ, x) = c(gi, µx), con lo cual
µ
∂c(µx)
∂µ
= x
∂c(µx)
∂x
= c˙ . (3.2.16)
En esta igualdad, c˙ = x dc
dx
se toma para un valor fijo de las gi y µ
∂c(µx)
∂µ
para un
valor fijo de la x. De (3.2.15) y (3.2.16) tenemos
d
dt
c(gi) ≡ −βi(g) ∂
∂gi
c(gi, xfija) = x
d
dx
c(gfijai , x) = c˙ 6 0 . (3.2.17)
La c(gi) que escribimos arriba en
d
dt
c(gi), es la c(gi, x) para una x fija, si se quiere,
c(gi) = c(gi, x = 1).
En un punto cr´ıtico {g∗i }, la teor´ıa es una CFT y Θ = 0, lo que implica que
H = G = 0 y c˙ = 0. Por (3.2.17), tenemos, en este caso, que c(gi) es estacionaria
respecto a las transformaciones del grupo de renormalizacio´n.
Podemos resumir estos resultados as´ı. El flujo del grupo de renormalizacio´n es un
movimiento en el espacio de las gi’s renormalizadas, con para´metro µ, y generado por
d
dt
= −βi(g) ∂
∂gi
. (3.2.18)
En dos dimensiones y para teor´ıas de campos unitarias (positividad de reflexio´n) y
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relativistas, existe una funcio´n c(g) de las constantes de acoplamiento, positiva y que
1. Decrece mono´tonamente a lo largo del flujo del GR: d
dt
c(g) = −βi(g) ∂∂gi c(g) 6 0.
2. Es estacionaria en los puntos fijos gi = g
∗
i .
β(g∗) = 0 ⇔ ∂
∂gi
c(g) = 0 . (3.2.19)
3. En los puntos fijos iguala a la carga central de la CFT correspondiente.
c(g∗) = c . (3.2.20)
Con esto podemos ver que el espacio de las constantes de acoplamiento tiene una
estructura adicional: esta´ foliado por superficies de c(g) constantes que solo se pueden
cruzar en una direccio´n.
Es u´til aclarar que para demostrar la irreversibilidad del grupo de renormalizacio´n
en d dimensiones, es suficiente mostrar la desigualdad cUV > cIR entre las correspon-
dientes cargas centrales de las CFTs en los extremos del flujo del GR. Esta es la llamada
versio´n de´bil de los teoremas c, en donde no se provee una funcio´n interpolante, ni se
especifican sus propiedades. Este sera´ el caso de las demostraciones que forman parte
del contenido original de esta Tesis: en d = 2 demostraremos la versio´n de´bil del Teo-
rema c analizando las propiedades de la entrop´ıa relativa entre dos estados de vac´ıos,
Seccio´n 4.7, y en el Cap´ıtulo 7, demostraremos el Teorema A, principal resultado de
esta Tesis, en su versio´n de´bil: AUV > AIR, a partir de la subaditividad fuerte de la
entrop´ıa y la propiedad Markoviana del vac´ıo.
3.2.2. Positividad de reflexio´n
En el enfoque axioma´tico, una QFT es toda una lista de funciones de n puntos
{W(n)(xi1 , ..., xin)}n∈N (funciones de Wightman) que cumplen ciertas propiedades. Es-
te es un pedido ambicioso, en el que para decir a que´ QFT me estoy refiriendo, tengo que
proveer una lista infinita de dependencias funcionales, posiblemente muy complicadas.
El Lagrangiano es una forma de producir esta gran lista a trave´s de la integral funcional
sobre un peso dado por la exponencial de la accio´n correspondiente. No todas las QFT
resultan de este procedimiento. Ejemplos de listas que pueden proveerse y que no resul-
tan de un Lagrangiano podemos encontarlos en las CFTs. Aqu´ı todas las funciones de
correlacio´n pueden ser expresadas con la informacio´n de las funciones de correlacio´n de
dos y tres puntos, cuya estructura funcional esta´ fijada por la invarianciancia conforme
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salvo unas constantes: la dimensio´n conforme ∆l de los operadores primarios y las cons-
tantes λijk de las funciones de tres puntos. La consistencia de la misma teor´ıa parece
ser suficiente para seleccionar ciertos conjuntos de listas de estos nu´meros, como una
tabla periodica de todas las CFTs. Este es un problema sumamente interesante y de
gran intere´s actual, conocido con el nombre en ingle´s de Conformal Bootsrap[120]. Este
programa se ocupa de descartar zonas de para´metros que no pueden ser aceptados para
formar la lista de nu´meros que constituye una CFT consistente. Vease [97, 121] para
una discusio´n moderna. En general, los requisitos sobre estas funciones de n-puntos
(axiomas de Wightman [73], o axiomas de Osterwalder-Schrader [122], o, en el contex-
to algebraico, axiomas de Haag-Kastler [59]), que sera´n los correladores o funciones de
Green de la teor´ıa: 〈T Oi1(xi1) · · · Oi1(xin)〉 = W(n)(xi1 , ..., xin), esta´n disen˜ados para
garantizar invariancia de Lorentz, estabilidad del vac´ıo y una eventual construccio´n
para que tales funciones de n-puntos resulten de operadores actuando en un espacio de
Hilbert con un producto interno constru´ıdo a partir de la informacio´n provista por estas
misma funciones (Teorema de Reconstruccio´n [73]). Para que esto sea as´ı, un requisito
ba´sico es que tal producto interno sea definido positivo. Las QFT, pensadas como una
lista de funciones de n-puntos, que tengan una forma tal que permitan la construccio´n
de este producto interno positivo, se dicen unitarias. Existen otras teor´ıas llamadas no
unitarias para las que esto no vale, pero au´n as´ı pueden ser teor´ıas estad´ısticas muy
interestes que describen problemas reales, como ciertos problemas de percolacio´n. O
sea, si la lista que define a la QFT es unitaria, entonces puedo representarme a esta
como valores de espectacio´n de operadores locales en el espacio de Minkowski actuando
en un espacio de Hilbert con producto interno definido positivo. Esta condicio´n sobre
las funciones de n-puntos, cuando las variables xik de las que depende son puntos en
el espacio Eucl´ıdeo, y no puntos en el espacio de Minkowski, se llama Positividad de
Reflexio´n.
A continuacio´n veremos co´mo se expresa esta condicio´n y co´mo se deriva de la po-
sitividad del producto interno del espacio del Hilbert sobre el que actuan operadores
locales en el espacio de Minkowski. La funcio´n de dos puntos W (x, y) = 〈0|φ(x)φ(y)|0〉
de un campo escalar Hermı´tico φ(x) en d dimensiones puede ser escrita (usando inva-
riancia de Lorentz y traslacio´n) como
W (x, y) = W (x− y) =
∫
ddp
(2pi)d
e−ip(x−y)(2pi)ρ(p2)θ(p0) , (3.2.21)
con px = p0x0−∑d−1i=1 pixi , p2 = (p0)2−∑d−1i=1 (pi)2 y θ, la funcio´n escalo´n. La distribucin
ρ(p2) tiene soporte en p2 ≥ 0, por lo que, en la integral (3.2.21), solo se incluyen
los momentos que pertenecen al cono de luz superior (esto es as´ı por el axioma que
garantiza la estabilidad del vac´ıo, pidiendo que los autovalores del Hamiltoniano este´n
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en el cono de luz superior, que es una manera covariante de decir que la energ´ıa es
siempre positiva para todo estado). De la positividad del producto interno en el espacio
de Hilbert de un vector (O = ∫ ddxf(x)φ(x)|0〉) consigo mismo
0 ≤ 〈0|
(∫
ddxf(x)φ(x)
)†(∫
ddyf(y)φ(y)
)
|0〉 =
∫
ddx ddy f(x)∗f(y)W (x− y)
=
∫
ddp|fˆ(p)|2θ(p0)2piρ(p2) , (3.2.22)
extraemos la condicio´n ρ(p2) ≥ 0 para la distribucio´n ρ(p2). Esto debido a que, en
(3.2.22), f(x) es una funcio´n de prueba arbitraria (fˆ(p) es su transformada de Fourier).
La funcio´n W (x) puede extenderse anal´ıticamente a x→ x− iη.
W (x− iη) =
∫
ddp
(2pi)d
e−ip(x−iη)(2pi)ρ(p2)θ(p0) , (3.2.23)
siempre que η · p ≥ 0, o, lo que es equivalente, siempre que η pertenezca al cono de
luz superior (pues ρ(p2)θ(p0) tiene soporte en el cono de luz superior). En particular,
cuando η = (x0E, 0, 0, ...), con (x
0
E ≥ 0), y x = (0, x1, x2, ...), se tiene el correlador
Eucl´ıdeo WE en tiempo Eucl´ıdeo positivo.
W (−ix0E, x1, x2, ...) = WE(xE) =
∫
ddp
(2pi)d
e−p
0x0E+ip
ixi(2pi)ρ(p2)θ(p0) , (3.2.24)
con xE = (x
0
E, x
1, x2, ...). Analicemos la cantidad
∫
ddx ddy f(x)∗f(y)W (x − y¯), con
y¯ = (−y0, y1, y2, ...) el reflejado en tiempo Eucl´ıdeo del vector Eucl´ıdeo y.∫
ddx ddy f(x)∗f(y)WE(x− y¯) =
=
∫
ddx ddy f(x)∗f(y)WE(x0 + y0, x1 − y1, x2 − y2, ...)
=
∫
ddx ddy f(x)∗f(y)
(∫
ddp
(2pi)d
e−p
0(x0+y0)+ipi(xi+yi)(2pi)ρ(p2)θ(p0)
)
=
∫
ddp
(2pi)d
(2pi)ρ(p2)θ(p0)fˆL(p)
∗fˆL(p) , (3.2.25)
con
fˆL(p) =
∫
f(x)e−p
0x0+ipixi ,
Debido a esta transformada de Laplace, la u´ltima igualdad en (3.2.25) tiene sentido
para f(x) con soporte en la regio´n x0 ≥ 0. Como ρ(p2) ≥ 0, de (3.2.25) se sigue que∫
ddx ddy f(x)∗f(y¯)WE(x− y) =
∫
ddx ddyf(x)∗f(y)WE(x− y¯) ≥ 0 (3.2.26)
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para f(x) con soporte en x0 ≥ 0. Esta es la condicio´n de Positividad de Reflexio´n que
debe satisfacer la funcio´n de dos puntos Eucl´ıdea para poder definir una teor´ıa unitaria
en el espacio de Minkowski:
W (x, y¯) ≥ 0 , y¯ = (−y0, y1, ..., yd−1) . (3.2.27)
A diferencia de lo que ocurre en (3.2.22), la primera integral en (3.2.26) no involucra
puntos coincidentes (por la restriccio´n en el soporte de f(x)), y podemos tomar f(x)
como una delta centrada en x = (|x|/2, 0, 0, ...), con lo cual
0 ≤ WE(x−x¯)|x=(|x|/2,0,0,...) = WE(|x|/2−(−|x|/2), 0, 0, ...) = WE(|x|, 0, 0, ...) = WE(x) .
(3.2.28)
En la u´ltima igualdad se utilizo´ la invariancia de traslacio´n y de rotacio´n. Por lo tanto
WE(x) ≥ 0 , (3.2.29)
para cualquier correlador Eucl´ıdeo de campos escalares, en particular, para (3.2.13).
Esta es una forma equivalente de enunciar la Positividad de Reflexio´n. En la Seccio´n
4.6.2 veremos co´mo esta propiedad resulta desde el punto de vista gravitatorio en las
teor´ıas hologra´ficas.
3.3. Prueba de Komargodski-Schwimmer del Teo-
rema A
En [46] se presento´ una demostracio´n del Teorema-A en la que se usan varios trucos,
en particular el llamado truco del dilato´n, para hacer corresponder las anomal´ıas en el
IR y el UV. Estas te´cnicas tambie´n tienen una versio´n en dimensio´n dos, que conduce
a una fo´rmula para la variacio´n de la carga central c igual a la de Zamolodchikov. Para
ma´s detalles vease [118, 123]. La lo´gica usada puede separarse as´ı.
Resumen de la idea de Komargodski-Schwimmer: truco del dilato´n
1. Provocamos un flujo del GR perturbando una teor´ıa conforme, que llamamos
CFTUV (de campos φ), con un operador relevante O. Con esto la teor´ıa S[φ] =
SCFTUV +
∫
λ(µ)O no es ma´s una CFT. Elegimos O tal que S fluye a una CFT
en el IR, que llamamos CFTIR.
2. Podemos restaurar artificialmente la simetr´ıa conforme en S si acoplamos dicha
3.3 Prueba de Komargodski-Schwimmer del Teorema A 77
teor´ıa a un cierto campo auxiliar τ de la siguiente forma:∫
ddx λ(µ)O(x)→
∫
ddx λ(µeτ(x))O(x).
τ(x) se conoce como el campo dilato´n. La accio´n S[φ, τ ], obtenida del acopla-
miento de S[φ] con τ , es invariante de escala si el campo dilato´n transforma
como τ → τ + s cuando la energ´ıa es reescaleada como µ→ µe−s. Para ser ma´s
expl´ıcitos es conveniente escribir el te´rmino de acoplamiento como∫
ddx λ(µeτ(x))O(x) =
∫
ddx
√
g λˆ(µeτ(x))µd−∆O(x),
donde λˆ es adimensional. Notemos que el dilato´n aparece solo en el argumento
de λˆ. Ante un cambio de escala
ηµν → e2tηµν , µ→ µe−t , τ → τ + t , O(x)→ e−t∆O(x) ,
el te´rmino de arriba es invariante. O sea, el dilato´n se acopla con la teor´ıa de
acuerdo con la forma de la funcio´n β(gi) de esta, de tal manera que ante un
cambio de escala, el dilato´n cambia y la funcio´n β permanece igual a cero.
3. En el IR, el campo de dilato´n y los campos φ se desacoplan, pues S fluye a una
CFTIR y no existe ninguna escala a la que τ pueda acoplarse. Tenemos entonces
SIRefectiva[φ, τ ] = − log
∫
DφUV e
−S[φ,τ ] = SCFTIR + Sdilato´n[τ ],
donde ambas, SCFTIR y Sdilato´n[τ ] son CFTs. Los te´rminos en Sdilato´n[τ ] son gene-
rados por el flujo del GR de los campos materiales φ.
4. Como S[φ, τ ] es una CFT, en dimensio´n par puede tener anomal´ıa de traza. En
d = 2 tenemos la anomal´ıa T µµ = − c24piR, proporcional a la carga central c de la
teor´ıa conforme S[φ, τ ]. Una observacio´n importante y el motivo para introducir
el dilato´n es que, como dijimos, si activamos la transformacio´n τ → τ+s, hacemos
que la teor´ıa S[φ, τ ] sea una CFT. Esto sirve para decir que a lo largo del flujo del
GR la igualdad operatorial T µµ = 0 vale salvo anomal´ıas, con lo cual, la anomal´ıa
calculada con la teor´ıa en el UV es igual a la anomal´ıa calculada para la teor´ıa
en el IR. Tenemos
c (S[φ, τ ]) = c (SCFTUV ) = c (SCFTIR) + c (Sdilato´n[τ ]) ,
o
c (Sdilato´n[τ ]) = ∆c = cUV − cIR. (3.3.1)
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Pordemos aislar la carga central de la accio´n efectiva del dilato´n en el IR ya que
esta se desacopla de SCFTIR . El dilato´n se introduce para tener esta igualdad
entre las anomalias.
5. Para buscar c (Sdilato´n[τ ]), identificamos que´ te´rmino en Sdilato´n[τ ] nos puede dar la
anomal´ıa. Para buscar dicho te´rmino, acoplamos nuestra teor´ıa con una me´trica
no plana gµν .
6. Despue´s de identificado este, se investiga co´mo este te´mino es generado por los
campos materiales φ y vemos si es definido positivo. Si este es el caso, tendremos
entonces que cUV > cIR.
La implementacio´n de estos pasos en d = 2 nos da una expresio´n para ∆c igual a
la de Zamolodchikov.
Identificacio´n del te´rmino de la anomal´ıa en la accio´n de τ en d = 2
La violacio´n de la igualdad operatorial T µµ = 0 cuando una CFT en d = 2 vive en
un espacio curvo (activamos en la integral funcional una me´trica no plana) es llamada
anomal´ıa de Weyl. Para una teor´ıa de carga central c tenemos que
〈T µµ 〉 = −
c
24pi
R, (3.3.2)
donde R es el escalar de curvatura. Equivalente a (3.3.2) es
δσ logZCFT [gµν ] = c
24pi
∫
d2x
√
gσR (3.3.3)
donde δσ es la variacio´n ante reescaleos de la me´trica gµν → e2σ(x)gµν .
Para dar cuenta de la diferencia de anomal´ıa ∆c en (3.3.1), tienen que haber
te´rminos en Sdilato´n(τ, gµν) que rompan la invariancia de Weyl. Esto es, un te´rmino
Γ ⊂ Sdilato´n(τ, gµν) tal que
δσΓ[τ, gµν ] =
∆c
24pi
∫
d2x
√
gσR.
Chequeemos que
Γ =
∆c
24pi
∫ √
g
(
τR + (∂τ)2
)
(3.3.4)
hace lo que queremos. Recue´rdese que ante δσ
gµν → e2σgµν y τ → τ + σ .
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δσΓ = Γσ − Γ = ∆c
24pi
∫ √
ge2σ
{
(τ + σ)e−2σ(R + 2∇µ∂µσ)
+gµνe−2σ(∂µτ + ∂µσ)(∂µτ + ∂µσ)
}− ∆c
24pi
∫ √
g
(
τR + (∂τ)2
)
=
∆c
24pi
∫ √
gσR +
∆c
24pi
∫ √
g
{
2τ∇µ∂µσ + 2σ∇µ∂µσ + (∂σ)2 + 2∂µτ∂µσ
}
=
∆c
24pi
∫ √
gσR.
Tuvimos en cuenta la tranformacio´n de R y
√
g en d = 2, integramos por partes y nos
quedamos a orden lineal en σ. En (3.3.4) es muy importante que el te´rmino
∫
d2x(∂τ)2
sobrevive al l´ımite plano. Hemos identificado el te´rmino Γ en Sdilato´n cuyo coeficiente
es ∆c:
Γ =
cUV − cIR
24pi
∫
d2x(∂τ)2 ⊂ Sdilato´n(τ). (3.3.5)
Los otros te´rminos permitidos en Sdilato´n(τ, gµν) son los invariantes de Weyl. Es muy
fa´cil construir estos definiendo gˆµν = e
−2τgµν , que es diff×Weyl invariante. Hasta el
orden de dos derivadas en τ , el u´nico te´rmino invariante de Weyl que tenemos es∫ √
gˆR[gˆµν ]. En d = 2 este es un te´rmino topolo´gico, por lo que es insentitivo ante
cambios de τ , y un te´rmino (∂τ)2 no podr´ıa resultar de aqui. Con esto estamos seguros
que el coeficiente de (∂τ)2 en toda Sdilato´n(τ, gµν) es ∆c.
Relacio´n con la funcio´n c de Zamolodchikov
Veamos el coeficiente del te´rmino (∂τ)2 en
S[φ, τ ] = SCFTUV +
∫
λ(µeτ(x))O(x) .
Expandiendo en τ
S[φ, τ ] = SCFTUV +
∫
λ(µ)O(x) +
∫
β(λ(µ))O(x)τ(x) + ...
= SCFTUV +
∫
λ(µ)O(x) +
∫
Θ(x)τ(x) + ...
vemos, por la relacio´n Θ = β(λ)O, que τ se acopla con la traza del tensor de energ´ıa
momentos Θ = T µµ de la teor´ıa S[φ, τ = 0]. β(λ) es la funcio´n beta de la constante
de acoplamiento λ. Para obtener un te´rmino (∂τ)2, necesitaremos algo que involucre a∫
d2x
∫
d2y Θ(x)Θ(y) τ(x)τ(y).
− ∆c
24pi
∫
d2x(∂τ)2 ⊂
〈
e−
∫
τΘ+...
〉
S[φ,τ=0]
= ...+
1
2
∫
d2x
∫
d2y 〈Θ(x)Θ(y)〉 τ(x)τ(y)+ ...
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Concentre´monos en esta funcio´n de dos puntos y desarrollemos y alrededor de x
− ∆c
24pi
∫
d2x(∂τ)2 ⊂ 1
2
∫
d2x
∫
d2y 〈Θ(x)Θ(y)〉 τ(x)τ(y) =
= ...+
1
4
∫
d2xτ(x)∂µ∂ντ(x)
(∫
d2y(y − x)µ(y − x)ν〈Θ(x)Θ(y)〉
)
= ...+
1
4
∫
d2x τ(x)∂µ∂ντ(x)
(
1
2
ηµν
∫
d2y y2〈Θ(y)Θ(0)〉
)
= ...+
1
8
(∫
d2y y2〈Θ(y)Θ(0)〉
)∫
d2xττ
Usamos la independencia en x de la integral en y que se sigue de la invariancia ante
traslacio´n. Comparando los coeficientes de (∂τ)2 obtenemos el resultado de Zamolod-
chikov
∆c = 3pi
∫
d2y y2〈Θ(y)Θ(0)〉. (3.3.6)
La Positividad de Reflexio´n (〈Θ(y)Θ(0)〉 > 0) y la convergencia de esta integral ase-
guran la positividad de ∆c = cUV − cIR.
Aplicacio´n a d = 4, Teorema A
La aplicacio´n de la idea de introducir el dilato´n para igualar las anomalias entre el
UV y el IR en el caso de d = 4 es directa. La u´nica diferencia es que ahora tenemos dos
tipos de anomal´ıas. La anomal´ıa tipo B, proporcional al tensor de Weyl al cuadrado
W 2 y la anomal´ıa tipo A proporcional a la densidad de Euler E4 in d = 4,
Θ = AE4 − cW 2. (3.3.7)
La condicio´n de igualdad entre las anomal´ıas implica las dos relaciones
c (Sdilato´n[τ ]) = ∆c = cUV − cIR (3.3.8)
A (Sdilato´n[τ ]) = ∆A = AUV − AIR. (3.3.9)
Para la aplicacio´n al GR solo nos interesa la igualdad entre las anomal´ıas A, pues
se conoce que c no esta´ ordenada ante el GR en d = 4 (hay contraejemplos usando
perturbaciones o usando resultados exactos en teor´ıas supersime´tricas). El nu´mero A
es un nu´mero que caracteriza a una CFT en d = 4. Se introduce como uno de los
coeficientes de la anomal´ıa de traza del Tµν por conveniencia, pero tambie´n puede
encontrarse, por ejemplo, en la expresio´n de la funcio´n de 3 y 4 puntos de Tµν .
El Teorema A dice que si una QFT conecta una CFTUV en el UV con otra CFTIR
en el IR entonces
AUV > AIR. (3.3.10)
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Para probar esto necesitamos encontrar en Sdilato´n[τ ] el te´rmino que reproduce la
anomal´ıa A. Fue el trabajo [124] encontrar dicho te´rmino. En el l´ımite plano este es
Γ = 2(AUV − AIR)
∫
d4x
(
2(∂τ)2τ − (∂τ)4) . (3.3.11)
Encontramos aqu´ı el problema de que pueden existir en Sdilato´n[τ ] otros te´rminos con
derivada de orden cuatro que no sean ano´malos y se mezclen con (3.3.11). Estos otros
te´rminos resultan del l´ımite plano de todos los te´rminos diff×Weyl invariantes, que se
obtienen de todos los escalares que se pueden construir con la me´trica gˆµν = e
−2τ(x)gµν
( diff×Weyl invariante). Con cuatro derivadas tenemos tres te´rminos con coeficientes
adimensionales κi. ∫
d4x
√
gˆ
(
κ1Rˆ
2 + κ2Rˆ
2
µν + κ3Rˆ
2
µναβ
)
. (3.3.12)
Exclu´ımos aqu´ı los topolo´gicos (Pontryagin y ˆRˆ). Es conveniente pasar a la siguiente
parametrizacio´n ∫
d4x
√
gˆ
(
κ′1Rˆ
2 + κ′2Eˆ4 + κ
′
3Wˆ
2
)
,
donde
E4 = R
2
µναβ − 4R2µν +R2 , W 2 = R2µναβ − 2R2µν +
1
3
R2 .
El correspondiente a κ′2 es en d = 4 el te´rmino topolo´gico de Gauss-Bonnet, y si pone-
mos gµν = ηµν , Wˆ
2 = 0 por ser conformemente plano. El u´nico te´rmino a considerar es
entonces Rˆ2, que en el l´ımite plano se reduce a∫
d4x
√
gˆRˆ2
∣∣∣∣
gµν=ηµν
= 36
∫
d4x(τ − (∂τ)2)2. (3.3.13)
Una forma de distinguir (3.3.11) de (3.3.13) es considerar cuatro inserciones de un
campo τ que satisfaga τ = (∂τ)2. Esta idea es introducida en [118] usando el cambio
de variables: Ψ = 1− e−τ . Con este Ψ tenemos
2(AUV − AIR)
∫
d4x
(
2(∂τ)2τ − (∂τ)4)
= 2(AUV − AIR)
∫
d4x
(
2(∂Ψ)2Ψ
(1−Ψ)3 +
(∂Ψ)4
(1−Ψ)4
)
∫
d4x(τ − (∂τ)2)2 =
∫
d4x
(Ψ)2
(1−Ψ)4 .
Si insertamos cuatro campos Ψ(ki) con p
2
i = 0 en 〈...〉S[φ,τ=0], estaremos seguros de se-
leccionar limpiamente el te´rmino cuyo coeficiente es ∆A. No´tese que ya no nos interesa
rastear con que´ campos de S[φ] τ se va a acoplar, pues la desigualdad necesaria para
establecer AUV > AIR ya no vendra´ de la Positividad de Reflexio´n como en el caso
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de d = 2. En cambio, vendra´ del teorema o´ptico sobre las amplitudes de scattering de
2→ 2 Ψ’s.
Consideremos la amplitud de scattering A(s, t, u) de 2→ 2, p2i = 0, part´ıculas Ψ(pi)
con momentos iniciales p1, p2 y momentos finales p3, p4.∑
i
pi = 0 , s = −(p1 + p2)2 , t = −(p1 − p3)2 , u = −(p1 − p4)2 .
Por conservacio´n del momento s + t + u = 0, tenemos que A(s, t, u) = A(s, t). Nos
restringimos a los scattering en que t = 0. El scattering a momentos bajos s→ 0 esta´
governado por la accio´n efectiva en el IR de Ψ y esta´ dada por
A(s) = 4
m4
(AUV − AIR)s2 +O(s∆IR−2), (3.3.14)
donde ∆IR > 4 es la dimensio´n conforme ma´s pequen˜a irrelevante de los operadores en
el IR y m es una escala de masa de la teor´ıa. La amplitud de scattering esta´ relacionada
Figura 3.2: Contorno de integracio´n en el plano complejo s.
con la matriz-S mediante
〈f |S|i〉 = δfi + i(2pi)4δ(4)(pi − pf )〈f |T |i〉.
En el caso de 2→ 2 scattering, 〈f |T |i〉 se identifica con A(s, t). Por analiticidad de la
matriz-S tenemos
I1 + 2I2 + I3 =
1
2pii
∮ A(s)
s3
= 0, (3.3.15)
donde el contorno de integracio´n es por el semiplano superior, ver Figura 3.2. Elegi-
mos la potencia s3 en el denominador para aproximarnos a un polo simple y sacar el
coeficiente (AUV − AIR) de (3.3.14) con la integral por I1. Al escribir 2I2 tuvimos en
cuenta que la integral sobre el eje real negativo en (3.3.15) es igual a la integral en el
eje real positivo por crossing symmetry. Teniendo en cuenta (3.3.14), y que la integral
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por el contorno I3 se anula, la parte real de (3.3.15) nos da que
(AUV − AIR) = m
4
4pi
∫ ∞
0
ds
ImA(s)
s3
. (3.3.16)
La unitariedad de la matriz S, (SS∗ = 1) implica que ImA(s) > 0 (Teorema o´ptico en
en el scattering de 2 a 2). De forma esquema´tica:
SS∗ = 1⇔ (1 + iA)(1− iA∗) = 1⇔ i(A∗ −A) = AA∗ > 0⇔ 2ImA = AA∗ > 0.
El integrando en (3.3.16) tiene los siguiente comportamientos en el UV e IR, obtenidos
por ana´lisis dimensional
ImA(s) ∼ s2−UV , s→∞ ; UV = mı´n
∆irelevante
(4−∆i) > 0 , (3.3.17)
ImA(s) ∼ s2+IR , s→ 0 ; IR = mı´n
∆iirrelevante
(∆i − 4) > 0 . (3.3.18)
Estos l´ımites justifican la convergencia de la integral (3.3.16) en s = 0 y s → ∞, y
la anulacio´n de la integral por el contorno I3. Una funcio´n A interpolante entre las
cargas centrales AUV y AIR se obtiene cortando la integral (3.3.16) en alguna escala
intermedia µ.
3.4. Prueba de Casini-Huerta de los Teoremas c y
F
3.4.1. Teorema c entro´pico
En [3] se demostro´ que la irreversibilidad del GR en dimensio´n d = 2 es una conse-
cuencia de las propiedades de la entrop´ıa de entrelazado, en particular, la Subaditividad
Fuerte (SSA) (2.1.21). Esta desigualdad bien combinada con otros elemento claves de
la teor´ıa, como la invariancia de Lorentz y la evolucio´n unitaria y causal, implica que la
entrop´ıa de entrelazado del vac´ıo de cualquier QFT reducido a un intervalo de longitud
r tiene un comportamiento mono´tono espec´ıfico. A partir de aqu´ı se puede definir una
funcio´n entro´pica c, que interpola entre las cargas centrales de los puntos fijos UV e
IR. La demostracio´n en dimensio´n d = 2 es como sigue.
Consideremos el vac´ıo de una QFT en d = 2 reducido a una regio´n espacial dada
por un intervalo de longitud l (solo tenemos una dimensio´n espacial), y sea S(l) su
entrop´ıa de entrelazado. Debemos decir que el estado de vac´ıo esta´ reducido al a´lgebra
de operadores localizados en ese intervalo. Como el vac´ıo es invariante de Poincare´, la
entrop´ıa S(l) solo depende de la longitud propia de ese intervalo. Para ver esto notemos
que ante traslaciones y boosts el vac´ıo queda invariante, y el a´lgebra de operadores del
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Figura 3.3: Izquierda: Para las suba´lgebras asociadas con las regiones causalmente completas
A y B, la SSA no se cumple en general pues no existe ninguna superficie de Cauchy comu´n a
ambas. Derecha: disposicio´n correcta de las regiones A y B para poder aplicar la SSA. A y B
comparten una superficie de Cauchy comu´n, compuesta de las superficies 1, 2 y 3, cuyas a´lgebras
de operadores asociadas conmutan entre si, por estar 1, 2 y 3 a distancia espacial entre si.
intervalo (y su desarrollo causal) se mapea unitariamente en el a´lgebra de operadores
de la regio´n transformada. El ingrediente relativista tiene el gran poder de permitirnos
identificar la entrop´ıa de entrelazado de un estado reducido a un intervalo boosteado
con uno no boosteado.
Es pertinente notar que la SSA: S(ρ12) +S(ρ23) ≥ S(ρ2) +S(ρ123), se cumple en un
espacio de Hilbert de la forma H = H1 ⊗ H2 ⊗ H3. Esto implica que las suba´lgebras
correspondiente a los espacios Hi deben conmutar entre si. Si las suba´lgebras a las que
se va aplicar la SSA son suba´lgebras asociadas a regiones causalmente completas en
el espacio de Minkowski, debemos garantizar que estas suba´lgebras conmuten entre si.
Este es el caso si las regiones 1, 2 y 3 son los completamientos causales de porciones 1, 2
y 3 de una misma superficie de Cauchy, dado que los operadores locales espacialmente
separados conmutan entre si, ver Figura 3.3. Al escribir la SSA en la forma (2.1.21)
S(A) + S(B) > S(A ∩B) + S(A ∪B) , (3.4.1)
y tomar las suba´lgebras A y B como las correspondiente a regiones causalmente com-
pletas en Minkowski, debemos asegurarnos de que A = 1 ∪ 2 y B = 2 ∪ 3 con 1, 2 y 3
suba´lgebras que conmutan entre si, lo cual se garantiza cuando estas esta´n asociadas a
los completamientos causales de porciones 1, 2 y 3 de una misma superficie de Cauchy.
Aplicamos (3.4.1) a las entrop´ıas del vac´ıo reducido a los intervalos boosteados A
y B, dispuestos como en la Figura 3.4. Esta disposicio´n de las regiones es un caso
l´ımite en el que la superficie de Cauchy comu´n a A y B tiene las porciones 1 y 3 sobre
intervalos nulos.
Hecha esta eleccio´n, veamos quie´nes son las entrop´ıas S(A∩B) y S(A∪B). Debemos
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Figura 3.4: Diagrama espacio-temporal de Minkowski en d = 2. La direccio´n temporal es la
vertical y la espacial la horizontal. Las l´ıneas discontinuas a 45 grados son rayos de luz que forman
un cono. Los extremos de los intervalos boosteados A y B, esta´n sobre ese cono. Se destacan
los correspondientes completamientos causales de los intervalos, regiones do´nde se localizan los
operadores de las a´lgebras asociadas. La superficie de Cauchy comu´n a A y B, 1∪ 2∪ 3, tiene las
porciones 1 y 3 sobre intervalos nulos.
pensar A ∩B y A ∪B como a´lgebras, que es el sentido que debe asigna´rsele a (3.4.1).
Como se hizo notar en la Seccio´n 2, el a´lgebra de operadores de una regio´n puede
pensarse como el a´lgebra de todos los operadores localizados en el desarrollo causal de
esa regio´n, que es la misma a´lgebra que la de los operadores localizados en cualesquiera
de las superficies de Cauchy que dan lugar al mismo desarrollo causal, dado que tenemos
ecuaciones de movimiento causales que llevan el a´lgebra de una superficie de Cauchy a
otra (dentro del mismo desarrollo causal) de forma unitaria. Con esto en mente podemos
identificar que el a´lgebra A ∩ B es la de los operadores localizados en la interseccio´n
de los desarrollos causales de A y B (sugeridas en la Figura 3.4). De forma similar, el
a´lgebra A ∪ B es la generada por todos los operadores en A y B; estos operadores se
localizan en un diamante grande que incluye a A y B, y representado en la Figura 3.5.
Debemos conocer tambie´n la relacio´n entre las longitudes propias de los intervalos
A, B, A∩B y A∪B, ve´ase la Figura 3.5. Si asignamos la longitud R al intervalo A∪B
y r al intervalo A∩B, una cuenta relativista nos da que la longitud propia de A, igual a
la de B (por estar dispuestos sime´tricamente) es
√
rR. La desigualdad nume´rica sobre
a´lgebras (3.4.1) se convierte en una desigualdad nume´rica sobre una funcio´n de una
sola variable, la entrop´ıa S(l) de un intervalo de longitud propia l:
2S(
√
rR) > S(R) + S(r) . (3.4.2)
En el l´ımite R → r, en el que el arreglo geome´trico de la Figura 3.5 se contrae verti-
calmente, se obtiene, de (3.4.2), que
rS ′′(r) + S ′(r) 6 0 . (3.4.3)
Las primas son derivadas respecto de la variable r. Esta desigualdad puede escribirse
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Figura 3.5: El a´lgebra A ∩ B esta´ asociada a los operadores localizados en el diamante chico
que resulta de intersectar los desarrollos causales de A y B. Esta a´lgebra es generada por los
operadores localizados en el intervalo horizontal representado por la misma letra A∩B. El a´lgebra
A∪B esta´ asociada a los operadores localizados en el diamante grande que resulta del desarrollo
causal de las regiones A y B juntas. Esta a´lgebra es tambie´n la generada por los operadores
localizados en el intervalo horizontal representado por la misma letra A ∪B.
de la forma ma´s sugerente
(rS ′(r))′ 6 0 , (3.4.4)
de donde conclu´ımos que la funcio´n
c(r) = 3 rS ′(r) , (3.4.5)
es mono´tona decreciente. Esta´ claro que la normalizacio´n de 3 se introdujo pensando en
(2.2.76) y en la aplicacio´n de (3.4.5) al grupo de renormalizacio´n. Teniendo en cuenta
la relacio´n relacio´n (2.2.76) para las CFTs de los puntos fijos
S(l) =
c
3
log l/ , (3.4.6)
vemos que la funcio´n c(r) entro´pica (3.4.5) tiene la propiedad de igualarse a las cargas
centrales cUV y cIR en los l´ımites cuando r → 0 y r → ∞ respectivamente. La idea
detra´s de esto es la siguiente. La teor´ıa (no conforme) para la cual se calcula la entrop´ıa
de un intervalo, se aproxima a una teor´ıa conforme CFTUV cuando las distancias in-
volucradas son muy pequen˜as (sus funciones de correlacio´n se aproximan), por lo que
la dependencia de la entrop´ıa con el taman˜o del intervalo debe aproximarse al de la
CFTUV , con dependencia logaritmica y coeficiente cUV . Lo mismo debe suceder con
la dependencia de la entrop´ıa con el taman˜o del intervalo cuando este es muy grande:
debe aproximar un comportamiento logar´ıtmico con coeficiente cIR.
Es interesante notar que la funcio´n c entro´pica no coincide con la fucncio´n de
Zamolodchikov. Por ejemplo, la funcio´n c de Zamolodchikov para el campo escalar
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libre masivo es mayor que la del fermio´n libre masivo. En cambio, la funcio´n entro´pica
c del escalar libre masivo es menor que la del fermio´n libre masivo, Figura 3.6.
Figura 3.6: En l´ınea discont´ınua, las funciones c-entro´picas del escalar (S) y el fermio´n (F )
libres de masa m. En l´ınea cont´ınua las funciones c(x) de Zamolodchikov para el escalar (S) y el
fermio´n (F ) libres de masa m.
Es importante notar co´mo entraron los ingredientes de invariancia de Lorentz y cau-
salidad y unitariedad al identificar las a´lgebras unio´n e interseccio´n. Si solo aplicamos
la SSA para intervalos no boosteados, en cuyo caso no necesitamos la causalidad ni la
invariancia del vac´ıo antes boost (solo ante traslaciones), se obtendr´ıa la desigualdad
S ′′(r) 6 0, que es ma´s de´bil que (3.4.3), y con la cual no se puede lograr un teorema c.
La implicacio´n de la SSA sobre las propiedades de la entrop´ıa de un intervalo en QFT
se hace ma´s fuerte cuando se combina con la invariancia de Lorentz.
3.4.2. Teorema F entro´pico
Un elemento importante en la demostracio´n anterior para obtener un teorema c
es la relacio´n que se tiene en una CFT entre la entrop´ıa de un intervalo y la carga
central. El equivalente de esto en dimensio´n mayor viene dado por el conocimiento de
la entrop´ıa de una esfera en una CFT. Sin embargo, al intentar extender las ideas de
la demostracio´n anterior a dimensio´n d = 3, nos encontramos con el problema de que
la unio´n e interseccio´n de esferas no es una esfera. Surge adema´s otro problema apa-
rentemente mayor, que es que la interseccio´n de dos esferas (en d = 3, c´ırculos) tiene
dos puntas o defectos geome´tricos, que producen, en el l´ımite del cont´ınuo, una contri-
bucio´n adicional divergente que har´ıa de la SSA una desigualdad trivial a la que no se
le puede extraer ninguna informacio´n. Para resolver este problema, uno puede recurrir
a la geometr´ıa de Minkowski, y en lugar de hubicar la dos esferas que se intersectan
sobre un mismo plano espacial, hubicar estas de forma boosteada y sobre un mismo
cono nulo. La ventaja de esto es que ahora el a´ngulo de interseccio´n esta´ hubicado en
una superficie nula, y en la geometr´ıa de Minkowski, un a´ngulo sobre una superficie
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nula tiene siempre la misma amplitud pi. O sea, el producto vectorial en Minkowski de
dos vectores unitarios con inicio y final sobre una superficie nula es siempre −1, con
independencia de su orientacio´n. Esto podr´ıa resolver estas divergencias, ya que pi es el
a´ngulo de no ve´rtice. Para lidiar con el otro problema de que la unio´n e interseccio´n de
c´ırculos no son c´ırculos, una de la ideas principales en [41] es que, en lugar de aplicar
directamente la SSA, aplicar una versio´n simetrizada de esta.
Sea que en la SSA (2.1.21)
S(A) + S(B) > S(A ∪B) + S(A ∩B) , (3.4.7)
tomamos los conjuntos A y B como esferas iguales y dispuestas en distintas posiciones
angulares en un mismo cono nulo (llamamos A y B tambie´n a las a´lgebras de operadores
correspondientes localizadas en los desarrollos causales de estas esferas). Sumemos en
ambos lados de (3.4.7) la entrop´ıa de otro conjunto C, que tomamos como una copia
de las esferas A y B. Usando repetidamente la SSA obtenemos
S(A) + S(B) + S(C) (3.4.8)
≥ S(A ∩B) + S(A ∪B) + S(C)
≥ S(A ∪B ∪ C) + S((A ∪B) ∩ C) + S(A ∩B)
≥ S(A ∪B ∪ C) + S(((A ∪B) ∩ C) ∪ (A ∩B)) + S(A ∩B ∩ C)
= S(A ∪B ∪ C) + S((A ∩ C) ∪ (A ∩B) ∪ (B ∩ C)) + S(A ∩B ∩ C) .
En general, para un nu´mero arbitrario de conjuntos (Xi)i=1,...,N , podemos probar por
induccio´n, a partir de (3.4.8), que∑
i
S(Xi) ≥ S(∪iXi) + S(∪{ij}(Xi ∩Xj)) + S(∪{ijk}(Xi ∩Xj ∩Xk)) + ...+ S(∩iXi) .
(3.4.9)
Tenemos N te´rminos en cada miembro. Los conjuntos del miembro derecho esta´n or-
denados por inclusio´n de derecha a izquierda, y cada miembro es totalmente sime´trico
ante permutaciones de las N regiones Xi.
Si tomamos todos los conjuntos Xi como copias ide´nticas de una esfera boosteada
sobre el cono nulo (pensando en el caso general de d dimensiones) y distribuimos
uniformemente estas copias sobre el a´ngulo so´lido espacial, la forma geome´trica de los
conjuntos en el miembro derecho de (3.4.9) es algo similar a esferas irregulares, o esferas
con un perfil de sierra, como muestra la Figura 3.7, para el caso de d = 3.
En el miembro derecho de (3.4.9) tenemos el ma´s pequen˜o de todos los conjuntos,
que es una esfera aproximada (con defectos), que resulta de la interseccio´n de todas las
esferas boosteadas. De forma similar, tenemos el conjunto ma´s grande, que es la esfera
3.4 Prueba de Casini-Huerta de los Teoremas c y F 89
Figura 3.7: Esferas boosteadas y uniformemente distribuidas sobre el cono nulo. La unio´n de
distintos grados de intersecciones de estas esferas forman esferas irregulares como la resaltada.
con defectos que resulta de la unio´n de todas las copias de la esfera booseada. Estas
esferas con defectos se disponen de forma aproximada sobre planos de tiempo constante.
Sean los radios de estas esferas irregulares menor y mayor, r y R respectivamente. Una
cuenta relativista nos da (en toda dimensio´n d) que el radio propio de las esferas
boosteadas es
√
rR, como en el caso de d = 2. En el l´ımite del nu´mero de copias muy
grande, puedo escribir (3.4.9) de la siguiente forma
S(
√
rR) ≥
∫ R
r
dl β(l)S˜(l) . (3.4.10)
En esta expresio´n, S˜(l) son las entrop´ıas de las esferas irregulares que resultan de la
unio´n de intersecciones de los conjuntos en (3.4.9). Estas tienen un radio aproximado
l ∈ (r, R), y esta´n dispuestas aproximadamente en plano de tiempo constante t = l.
La desviacio´n de estas en comparacio´n con la esfera perfecta de radio l en t = l, tiene
un ancho t´ıpico ∼ l/N1/(d−2), que tiende a cero para N grande. β(l) es la densidad de
estas esferas irregulares en el l´ımite N →∞: el nu´mero de esferas irregulares entre los
radios l y l + dl dividido N . La integral (3.4.10) es una suma por N de estas esferas
irregulares dividido N . La densidad β(l) se calcula en detalle en el Ape´ndice A. Esta
es
β(l) =
Vol(Sd−3)
Vol(Sd−2)
2d−3(rR)
d−2
2 ((l − r)(R− l)) d−42
ld−2(R− r)d−3 , (3.4.11)
y tiene integral igual a 1, ∫ R
r
dl β(l) = 1 . (3.4.12)
La expresio´n (3.4.10) es el equivalente de (3.4.2) en d dimensiones. A diferencia de d = 2,
no tenemos la entrop´ıa de objetos similares en ambos miembros. En (3.4.10) tengo en
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el miembro izquierdo la entrop´ıa de una esfera, y en el miembro derecho la entrop´ıa de
esferas con defectos. Sin argumentos adicionales no podemos tomar la entrop´ıas de estas
como entrop´ıas de esferas, y de hacerlo, en general obtendr´ıamos resultados incorrectos.
En el Cap´ıtulo 6 se determinara´ la forma expl´ıcita de la entrop´ıa de cualquier regio´n
con borde sobre el cono nulo, incluyendo estas esferas con defectos, para el vac´ıo de
una CFT. Sin embargo, en el caso de d = 3, y como tambie´n se justifica en el ana´lisis
de los Cap´ıtulos 6 y 7, s´ı podemos tomar la entrop´ıa de c´ırculos con defectos como la
entrop´ıa del c´ırculo perfecto al que tiende en el l´ımite de N grande.
Si en (3.4.10) quisiera tomar la entrop´ıa de las esferas irregulares S˜(l) como la en-
trop´ıa de esferas suaves S(l), debe ocurrir que los te´rminos de a´rea en ambos miembros
de (3.4.10) sean iguales
(
√
rR)d−2 =
∫ R
r
dl β(l) ld−2 , (3.4.13)
de otra forma, como la entrop´ıa es divergente UV y crece con el a´rea, la desigualdad
(3.4.10) con S˜(l) → S(l) quedar´ıa infinitamente desbalanceada y no podr´ıa aportar
ninguna informacio´n finita sobre el te´rmino universal. Sin embargo, la densidad β(l),
(3.4.11), calculada suponiendo que el arreglo geome´trico esta´ sobre el cono nulo, s´ı
cumple (3.4.13), y una β(l) calculada suponiendo que el arreglo geome´trico no esta´
sobre el cono nulo, sino, por ejemplo, sobre la hoja de un hiperboloide de distancia
Minkowskiana constante respecto del origen, no cumplira´ (3.4.13) en general. Este es
otro de los puntos importantes del por que´ aplicar la SSA a esferas boosteadas sobre
el cono nulo.
En d = 3, y en el l´ımite de N grande, puedo tomar S˜(l) → S(l). En el l´ımite en
que R→ r, se obtiene de (3.4.10) y (3.4.11) la desigualdad
S ′′(r) 6 0 . (3.4.14)
Esta desigualdad equivale a decir que la funcio´n
F (r) = rS ′(r)− S(r) , (3.4.15)
es mono´tona decreciente con la escala r. Por la expresio´n (2.2.80) para d = 3
Sd=3CFT = µ1r − F , (3.4.16)
podemos comprobar que en los puntos fijos F (r) iguala a la cantidad F : el te´rmino
constante en la funcio´n de particio´n de la CFT en una esfera Eucl´ıdea. Con esto, de
(3.4.14) y (3.4.15) se establece el Teorema F : irreversibilidad del grupo de renormali-
zacio´n en dimension d = 3.
FUV > FIR . (3.4.17)
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Podemos convencernos del hecho de que en el IR, la funcio´n F (r) aproxima a FIR;
F (r >> m−1) = FIR, analizando el origen local o no local de los te´rminos involucrados
en la entrop´ıa. Para radios r del c´ırculo del orden de la escala de masa m de la teor´ıa,
r ∼ m−1, la dependencia de la entrop´ıa con r es muy complicada y no se puede detallar
mucho la forma de su estructura de divergencias. Sin embargo, en el l´ımite en que
r >> m−1, el entrelazado que aportan los grados de libertad masivos es de corto
alcance en comparacio´n con el taman˜o del c´ırculo, por lo que la escala de masa solo
puede aparecer en la entrop´ıa de forma local y extensiva a lo largo de la superficie del
c´ırculo, y por ello, solo esta´ presenta en el te´rmino de a´rea (lineal con r).
S(r >> m−1) =
(
µ˜1

− µ˜0m
)
r − FIR . (3.4.18)
En cambio, el te´rmino constante F no es la integral de ningu´n escalar geome´trico a lo
largo de la superficie de entrelazado, por lo que es siempre no local, y para la entrop´ıa
de un c´ırculo muy grande, solo puede provenir del comportamiento conforme IR.

Cap´ıtulo 4
Teoremas del A´rea
En este cap´ıtulo comenzamos la exposicio´n de los resultados originales de esta Te-
sis, analizando co´mo renormaliza el coeficiente del te´rmino de a´rea en la entrop´ıa de
entrelazado: Teoremas del A´rea. En dimensio´n d = 2 este Teorema del A´rea equivale
al Teorema c de Zamolodchikov, y en dimensio´n d > 2, extiende la fo´rmula de Zamo-
lodchikov, que en dimensio´n d = 2 nos da la variacio´n total de la carga central, a la
expresio´n que nos da el cambio en el coeficiente del te´rmino de a´rea en la entrop´ıa de
entrelazado en d dimensiones. Ma´s adelante se presenta un enfoque alternativo e inden-
pendiente para reobtener el Teorema del A´rea, en el cual se usan las propiedades de la
entrop´ıa relativa entre los estados de vac´ıos del punto fijo UV y de la teor´ıa perturbada
que implementa un flujo del GR. Nos encontramos en este caso con ciertas sutilezas
interesantes, dado que los estados pertencen a teor´ıas con distinta evolucio´n temporal,
y la entrop´ıa relativa dependera´ entonces de la superficie de Cauchy en la cual estos
estados se comparan. En particular, veremos que para poder extraer informacio´n sobre
el grupo de renormalizacio´n, necesitaremos comparar los estados en una superficie de
Cauchy nula. Como resultado se obtiene en d = 2 una nueva demostracio´n del Teorema
c, dado que la distinguibilidad de estos estados, medida por la entrop´ıa relativa, resulta
controlada por la diferencia de las cargas centrales.
Los flujos del GR pueden ser (parcialmente) caracterizados por la funcio´n de corre-
lacio´n de la traza del tensor de energ´ıa-momentos Θ(x) = T µµ (x). Una razo´n para esto
es que Θ(x) no es un operador independiente de la teor´ıa, sino que viene determinado
por Oi y las funciones β de los acoplamientos gi en
S = SUV +
∫
ddx giOi(x) , (4.0.1)
por la relacio´n operatorial Θ(x) = βiOi(x) (salvo anomal´ıas conformes). El caso mejor
entendido es el del flujo entre dos CFTs en d = 2. La unitariedad de Θ(x) provee la
desigualdad en el Teorema de Zamolodchikov, y su funcio´n de dos puntos nos da la
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regla de suma [44, 119]
cUV − cIR = 3pi
∫
d2x x2 〈Θ(x)Θ(0)〉 , (4.0.2)
donde cUV y cIR son las cargas centrales en el UV y el IR respectivamente. Los primeros
estudios de la funcio´n de dos puntos del tensor de energ´ıa momentos en d > 2 fueron
hechos en [119, 125–128], aunque no se establecio´ ningun v´ınculo claro entre esta
cantidad y aspectos globales del flujo del GR. Persiste la cuestio´n de si (y co´mo)
〈Θ(x)Θ(0)〉 codifica alguna propiedad no trivial del GR.
Veremos que esta funcio´n de dos puntos 〈Θ(x)Θ(0)〉 esta´ relacionada con dos objetos
muy diferentes : la entrop´ıa de entrelazado de una superficie plana y la renormalizacio´n
de la constante de Newton. Esta conexio´n, propuesta en [33], esta´ motivada por la
fo´rmula de la entrop´ıa de agujero negro (aunque el resultado final se expresa en espacio
plano).
La idea general de identificar la entrop´ıa de agujero negro y la EE tiene una larga
historia, comenzando en [24]. Susskind y Uglum propusieron que la EE deber´ıa renor-
malizar en la misma forma que (4GN)
−1 [25]. El asunto fue revisitado en repetidas
ocasiones en el pasado [17, 26, 129–134].
La fo´rmula para la entro´ıa de agujero negro,
SBH =
1
4GN
A , (4.0.3)
donde GN es la constante de Newton y A el a´rea del horizonte de eventos del agujero
negro1, ha tenido un gran impacto en la f´ısica teo´rica, donde confluyen la gravedad, la
meca´nica cua´ntica y la teor´ıa de la informacio´n. Esta fo´rmula ha sido fundamental para
el descubrimiento de la naturaleza hologra´fica de la gravedad cua´ntica [108]. Un aspecto
que destaca en esta es su dependencia con el a´rea, y no con el volumen, como uno
esperar´ıa para una entrop´ıa termodina´mica en ausencia de gravedad. Esta dependencia
con el a´rea tambie´n la encontramos en la entrop´ıa de entrelazado. La posibilidad de
que el origen estad´ıstico de la entrop´ıa de un agujero negro pueda ser explicada como
la entrop´ıa de entrelazado a trave´s del horizonte de eventos [24] es uno de los motivos
para estudiar la EE en QFT, y en particular, el comportamiento de su te´rmino de a´rea.
En [33] propusimos que el te´rmino de a´rea en la EE esta´ relacionado con la fo´rmula
de Adler-Zee para la renormalizacio´n de la constante de Newton GN [135, 136]
∆((4GN)
−1) = − pi
d(d− 1)(d− 2)
∫
ddx x2 〈Θ(0)Θ(x)〉+ 4pi
d− 2〈O〉 . (4.0.4)
1Para facilitar la notacio´n en QFT se trabaja con unidades en las que todas las cantidades de(
kBc
3
~
)
son igual a uno, con lo que la fo´rmula de agujero negro con las unidades restauradas queda
SBH =
1
4GN
(
kBc
3
~
)
A.
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Como se ha notado en varios lugares de la literatura, [90, 137–139], para regiones
que son grandes en comparacio´n con la escala de masa de la teor´ıa, se espera que el
te´rmino de a´rea en la EE tenga una expansio´n de la forma
S = µLd−2 + sub-dominantes , (4.0.5)
µ =
(
kd−2
d−2
+ kd−3
m
d−3
+ ...+ k0m
d−2 log(m) + k′0m
d−2
)
. (4.0.6)
El te´rmino de a´rea no debe depender de la forma de la superficie de entrelazado siempre
que la curvatura de esta sea mucho ma´s pequen˜a que la escala de masa m. En esta
expresio´n Ld−2 es el a´rea de la superficie de entrelazado, m es una escala de masa de
la teor´ıa, y  es un cutoff UV. La estructura de potencias de las divergencias es solo
representativa. Podemos tener teor´ıas en donde las divergencias tienen potencias no
enteras, que en general vienen acompan˜adas de coeficietes no universales. Ejemplos de
esto podemos encontrar en teor´ıas hologra´ficas [140–142]. Sin embargo, el coeficiente k0
del te´rmino logar´ıtmico en el a´rea debe ser universal. Cuando no tenemos un logaritmo
en el desarrollo, es el te´rmino constante k′0m
d−2 independiente de cutoff el que es
universal (en presencia del logaritmo este te´rmino no es universal). Para campos libres,
el te´rmino logar´ıtmico aparece en dimensiones pares, mientras que esta´ ausente en
dimensiones impares [137]. Tenemos entonces que existen algunos te´rminos universales
en el te´rmino de a´rea en el caso no conforme. Una definicio´n no ambigua de estos
requiere el uso de una regularizacio´n suficientemente buena [143], como la que se logra
con el ca´lculo de la EE a trave´s de la informacio´n mutua [144].
Una forma u´til de pensar las correcciones de masa al te´rmino de a´rea µ de (4.0.6)
es que estas surgen a medida que cambiamos el taman˜o de la regio´n, de L  m−1 a
L m−1. En este esquema, los te´rminos dependientes de la masa en el te´rmino de a´rea
µ para una superficie muy grande (casi plana), miden el cambio total del te´rmino de
a´rea entre los l´ımites UV e IR de la teor´ıa, y dependen de los detalles del flujo del GR.
Esta misma renormalizacio´n ocurre para la entrop´ıa de agujeros negros (a trave´s de la
constante de Newton) cuando este cruza la escala de masa de alguna teor´ıa de campos
que vive en el mismo espacio. La idea de un cambio en el coeficiente del te´rmino de
a´rea en la EE con la escala de la regio´n, en combinacio´n con la fo´rmula de la entrop´ıa
de agujero negro, sugiere que, au´n cuando no se entienda del todo co´mo la gravedad
renormaliza las divergencias UV en la EE, una contribucio´n universal a la entrop´ıa de
agujero negro debe tener su origen en QFT, y coincidir y ser calculable como la misma
contribucio´n universal en el te´rmino de a´rea de la EE [25, 129]. De forma ma´s precisa,
la parte universal en la renormalizacio´n del te´rmino de a´rea en la EE debe coincidir
con la parte universal en la renormalizacio´n de la constante de Newton (4GN)
−1.
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Se propone entonces que
µ = ∆
(
1
4GN
)
, (4.0.7)
y con ello la identificacio´n
µ = − pi
d(d− 1)(d− 2)
∫
|x|>δ
ddx x2 〈Θ(0)Θ(x)〉 . (4.0.8)
Aqu´ı 〈Θ(0)Θ(x)〉 es la funcio´n de dos puntos conectada evaluada en espacio Eucl´ıdeo.
El cutoff infinitesimal δ esta´ puesto para eliminar te´rminos de contactos. Estos te´rminos
de contacto son te´rminos no f´ısicos, que dependen del esquema de regularizacio´n de la
teor´ıa, y su presencia podr´ıa modificar de forma artificial el valor de µ.
La fo´rmula en (4.0.8) difiere de la de Adler-Zee [135, 136] para la renormalizacio´n
de la constante de Newton (cuando los campos cua´nticos sobre un espacio debilmente
curvado son integrados), por el te´rmino 〈O〉 = 〈δΘ/δR〉. Este es el valor de espec-
tacio´n de la variacio´n de la traza del tensor de energ´ıa-momentos con respecto a la
curvatura de una me´trica conformemente plana [145, 146], y es relevante cuando te-
nemos acoplamientos no minimales de los campos con la curvatura. En espacio plano
esta ambigu¨edad se traduce en que el tensor de energ´ıa-momentos de la teor´ıa puede
tener mejoras (improvings), lo cual ocurre para campos libres, por ejemplo el escalar
y el vector libre. Estas excepciones a la validez de la identificacio´n (4.0.8), debido al
te´rmino 〈δΘ/δR〉, fueron estudiadas en [33], y ocurre solo para campos libres.
Comenzamos implementando estas ideas derivando la relacio´n (4.0.8) a partir de
la integral funcional. Veremos a continuacio´n que´ implicacio´n tiene esta fo´rmula so-
bre los teoremas c y F . Seguidamente realizaremos un ca´lculo hologra´fico completo
para verificar la igualdad entre los te´rminos universales de µ y ∆((4G)−1). En §4.4
introducimos el problema hologra´fico y discutimos algunas de las propiedades de GR
hologra´fico y el enfoque Hamiltoniano en gravedad que usaremos ma´s adelante. En §4.5
calculamos la funcio´n de dos puntos de Θ(x) para un flujo del GR hologra´fico entre dos
CFTs, y establecemos la regla de suma (4.0.8). Algunas consecuencias y aplicaciones
son discutidas en §4.6, incluyendo la relacio´n con la informacio´n mutua, propiedades
de la funcio´n espectral del tensor de energ´ıa momentos, y una prueba hologra´fica de la
positividad de reflexio´n.
Despue´s de esto, abordaremos el tema del flujo GR del te´rmino de a´rea en la EE
desde una perspectiva muy diferente. En §4.8 estudiamos la entrop´ıa relativa entre
los estados de vac´ıos del punto fijo UV y de la teor´ıa perturbada que implementa
un flujo del GR, y su dependencia con la superficie de Cauchy donde estos estados
son comparados. Veremos las condiciones para que esta (la entrop´ıa relativa) y la
renormalizacio´n del te´rmino de a´rea, sea finita. En §4.9 estudiaremos las consecuencias
de la positividad y la monotonicidad de la entrop´ıa relativa evaluada sobre la superficie
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de Cauchy nula. Como resultado, obtendremos una nueva demostracio´n del Teorema
c y reobtendremos el Teorema del A´rea: el te´rmino de a´rea renormaliza de forma
decreciente entre el UV y el IR ante un flujo del GR en d dimensiones.
4.1. Fo´rmulas para el te´rmino de a´rea
Como vimos en el Cap´ıtulo 2, la variacio´n de la EE ante una pequen˜a desviacio´n
del estado viene dada por
δS = tr(δρK) (4.1.1)
con δS = S(ρ) − S(ρ0), δρ = ρ − ρ0, y K el Hamiltoniano modular de ρ0 [63] y
la matriz densidad puede ser representada como la integral funcional en el espacio
Eucl´ıdeo con condiciones de contorno a tiempo t = 0+ y t = 0− sobre la regio´n V .
En (4.1.1) el operador K esta´ insertado presisamente en ese corte a t = 0 y ~x ∈ V .
El vac´ıo corresponde con la integral en espacio Eucl´ıdeo sin perturbar. Los estados
excitados vendra´n representados por otras condiciones de borde o fuentes externas
en Lagrangiano de la integral funcional. Con esta idea, en [147, 148] se obtuvo una
fo´rmula para la variacio´n de la EE ante cambios infinitesimales en la accio´n de la
integral funcional dados por un te´rmino extra de un operador relevante. Si la accio´n
contiene un te´rmino β
∫
ddxO(x), se obtiene
∂S
∂β
= −
∫
dxd 〈O(x)K〉β . (4.1.2)
La variacio´n de la EE viene dada por la integral funcional que nos da el valor de espec-
tacio´n del operador con el Hamiltoniano modular del estado insertado. Para obtener el
te´rmino universal en el te´rmino de a´rea usamos el hecho de que para una superficie de
entrelazado plana, la EE tiene la forma S = Ld−2µ. Tenemos entonces variando L que
L
dS
dL
= (d− 2)S . (4.1.3)
Una forma equivalente de producir una variacio´n en el taman˜o de la regio´n es por el
cambio x→ λx en las coordenadas de la integral funcional que determina a la matriz
densidad en (4.1.1), manteniendo fijos los para´metros de masa y taman˜o de la regio´n.
Esto a su vez equivale a bajar de la accio´n A = ∫ ddxL la cantidad
∫
ddx
(∑
i
∂µφ
i ∂L
∂(∂µφi)
− dL
)
=
∫
ddx gµν
(∑
i
∂νφ
i ∂L
∂(∂µφi)
− gµν L
)
. (4.1.4)
Para campos libres, la cantidad entre pare´ntesis es la traza del tensor de energ´ıa-
momentos cano´nico. Para campos con punto fijo UV interactuante debemos tener en
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(4.1.4) la traza Θ = gµνT
µν del tensor de energ´ıa-momentos, u´nico, y que no admite
improvings. Se tiene entonces que
λ
∂S
∂λ
∣∣∣∣
λ=1
=
∫
dxd 〈Θ(x)K〉 . (4.1.5)
Esta relacio´n debe valer solo para el te´rmino universal, pues hemos dejado sin especificar
co´mo el cutoff cambia con la transformacio´n. Como LdS
dL
= λ∂S
∂λ
|λ=1, tenemos de (4.1.3)
que
S =
1
(d− 2)
∫
dxd 〈Θ(x)K〉 = − 2pi
d− 2
∫
ddx
∫
y1>0
dd−2y y1〈Θ(x)T00(y)〉 . (4.1.6)
El coeficiente del te´rmino de a´rea viene entonces dado por
µ = − 2pi
d− 2
∫
ddx
∫
y1>0
dy1 y1〈Θ(x)T00(y)〉 . (4.1.7)
La parte universal de esto debe ser extra´ıda regularizando esta expresio´n divergente.
Una simplificacio´n importante de esta fo´rmula fue obtenida en [148] usando la
representacio´n espectral del correlador del tensor de energ´ıa-momentos [119],
〈Tαβ(x)Tρσ(0)〉 = Ad
(d− 1)2
(∫
ds c(0)(s)Π
(0)
αβ,ρσ(∂)G0(x, s) +
∫
ds c(2)(s)Π
(2)
αβ,ρσ(∂)G0(x, s)
)
,
(4.1.8)
con
Ad =
pid/2
(d+ 1)Γ(d/2)2d−2
, (4.1.9)
y donde Π
(0)
αβ,ρσ y Π
(2)
αβ,ρσ son polinomios tensoriales de orden cuatro en las derivadas
∂, c(0)(s) y c(2)(s) son las funciones espectrales de esp´ın cero y dos, y G0(x, s) es la
funcio´n de Green del campo escalar libre de masa s,
G0(x, s) =
1
2pi
(
s
2pi|x|
)(d−2)/2
K(d−2)/2(s|x|) . (4.1.10)
En particular Π
(2)
αβ,ρσ tiene traza cero, con lo cual c
(2)(s) no entra en la fo´rmula (4.1.7).
El tensor Π
(0)
αβ,ρσ es
Π
(0)
αβ,ρσ =
1
Γ(d)
(∂α∂β − δαβ∂2)(∂ρ∂σ − δρσ∂2) . (4.1.11)
La ecuancio´n (4.1.7) se convierte con esto en [147]
µ = − 2piAd
(d− 1)(d− 2)Γ(d)
∫ ∞
0
ds c(0)(s) . (4.1.12)
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Notemos que para obtener esta expresio´n a partir de (4.1.7) Θ(x) y T00(x) deben ser
del mismo tensor de energ´ıa-momentos (conservado y sime´trico), para que la fo´rmula
espectral sea va´lida.
Una aplicacio´n muy simple de la representacio´n espectral, nos permite ver que el
te´rmino de a´rea µ en la EE puede expresarse en te´rminos del correlador de Θ(x), como
en la fo´rmula de Adler-Zee (AZ) para la renormalizacio´n de la constante de Newton
(4.0.4). Se tiene que
〈Θ(0)Θ(x)〉 = Ad
Γ(d)
∫ ∞
0
ds c(0)(s) s4G(x, s) . (4.1.13)
Con lo cual
µ = − pi
d(d− 1)(d− 2)
∫
ddx x2 〈0|Θ(0)Θ(x)|0〉
= − piAd
d(d− 1)(d− 2)Γ(d)
∫
ddx x2 ds c(0)(s) s4G(x, s)
= − 2piAd
(d− 1)(d− 2)Γ(d)
∫ ∞
0
ds c(0)(s) , (4.1.14)
que es (4.1.12).
En el u´ltimo paso hemos usado que∫
ddxG0(x, s)x
2 =
2d
s4
. (4.1.15)
Es interesante notar que la expresio´n
µ = − pi
d(d− 1)(d− 2)
∫
|x|>δ
ddx x2 〈Θ(0)Θ(x)〉 . (4.1.16)
formalmente nos da un resultado negativo en cualquier dimensio´n. Sin embargo, un
ana´lisis perturbativo nos da que 〈Θ(0)Θ(x)〉 ∼ |x|−2∆ para x pequen˜o, con ∆ la di-
mensio´n O del operador que perturba a la CFT UV, con lo cual, la expresio´n (4.1.16)
es divergente cuando ∆ > d+2
2
. En estos casos, (4.1.16) debe ser entendida como va´lida
solo para la parte universal contenida en cada miembro, y esta parte universal no tiene
que ser necesariamente negativa.
4.2. Relacio´n con los teoremas de irreversibilidad
en d = 2 y d = 3
Veamos primero la conexio´n de la fo´rmula (4.1.16) para el te´rmino de a´rea con
el Teorema c de Zamolodchikov en d = 2. La fo´rmula (4.1.16) no puede aplicarse
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directamente en d = 2 debido al factor de (d − 2) en el denominador. Sin embargo,
podemos continuarla anal´ıticamente y tomar el l´ımite d→ 2. Para esto, extraemos de
la integral del correlador un para´metro de masa m para hacer esta adimensional
µ = − pi m
d−2
d(d− 1)(d− 2)
∫
ddx x2m−(d−2)〈Θ(0)Θ(x)〉 . (4.2.1)
En el l´ımite d→ 2 obtenemos un te´rmino universal logar´ıtmico
µ = −pi
2
(∫
d2x x2〈Θ(0)Θ(x)〉
)
log(m) . (4.2.2)
La integral en pare´ntesis es adimensional y es igual a la diferencia de las cargas centrales
de las CFTs en el UV y el IR
∆c = cUV − cIR = 3pi
∫
d2x x2 〈Θ(0)Θ(x)〉 . (4.2.3)
Esta es siempre positiva, por ser el integrando positivo (positividad de reflexio´n) y la
integral convergente.
De (4.2.2) se tiene entonces que
µ = −1
6
(cUV − cIR) log(m) , (4.2.4)
donde hemos insertado un cutoff  de distancia para compensar las unidades.
En efecto, esto es lo que esperamos para la renormalizacio´n del te´rmino de a´rea en
d = 2. Para un intervalo pequen˜o de taman˜o R en d = 2 la entrop´ıa es
SUV =
cUV
3
log(R/) + k0 , (4.2.5)
con k0 una constante no universal.
Cuando el intervalo es grande en comparacio´n con la escala de masa de la teor´ıa
debemos tener que
SIR =
cIR
3
log(R/) + k′0 −
cUV − cIR
3
log(m) . (4.2.6)
El coeficiente en el u´ltimo te´rmino viene fijado de requerir que el te´rmino log() en
SUV y SIR debe ser el mismo. Este te´rmino es generado por el entrelazamiento de los
grados de libertad UV alredeor de los bordes del intervalo, y debe ser independiente
del taman˜o del intervalo. La escala de masa m puede elegirse como se quiera.
El u´ltimo te´rmino en (4.2.6) debe ser comparado con (4.2.4), en donde tenemos
−(cUV − cIR)/6, mientras que el coeficiente del te´rmino de a´rea es, para un intervalo
grande −(cUV − cIR)/3. Esto es porque la fo´rmula (4.2.2) es para la mitad del espacio,
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que tiene solo una frontera, mientras que el intervalo tiene dos fronteras. Conclu´ımos
que (4.1.16) nos da correctamente la renormalizacio´n del te´rmino de a´rea en la EE en
d = 2 para cualquier teor´ıa.
En dimensio´n d = 3 el Teorema F nos dice que el te´rmino constante F en la entrop´ıa
de un c´ırculo decrece entre los puntos fijos UV e IR. En el punto conforme en d = 3 la
EE es
S(R) = R
(
k1

+ k0
)
− F . (4.2.7)
Fuera del punto fijo, y como vimos en la Seccio´n 3.4.2, la SSA y la invariancia de
Lorentz implican que
S ′′(R) < 0 . (4.2.8)
La renormalizacio´n de los te´rminos constante y de a´rea viene dada por (ve´ase ecuacio´n
(3.4.15)),
FUV − FIR = −
∫ ∞
0
dRRS ′′(R) ≥ 0 , (4.2.9)
µ = kIR0 − kUV0 =
∫ ∞
0
dRS ′′(R) ≤ 0 . (4.2.10)
De aqu´ı podemos ver que en d = 3 la renormalizacio´n del te´rmino de a´rea tiene signo
negativo. Esto esta´ de acuerdo con el signo en la fo´rmula
µ = −pi
6
∫
d3x x2 〈Θ(0)Θ(x)〉 . (4.2.11)
En d = 3 pudie´ramos tener teor´ıas para las cuales esta integral es divergente. Si
perturbamos el punto fijo con un operador relevante (1/2 < ∆ < 3) obtendremos
〈Θ(0)Θ(x)〉 ∼ |x|−2∆ para x pequen˜o, que nos da una integral convergente en (4.2.11)
para ∆ < 5/2. En el caso de una perturbacio´n con 3 > ∆ > 5/2 en el UV, el te´rmino
de a´rea no tiene una variacio´n finita, y no tenemos un te´rmino universal finito. Esto es
lo que sucede hologra´ficamente, como veremos en la pro´xima Seccio´n. En dimensio´n d
el te´rmino de a´rea tiene una renormalizacio´n infinita para ∆ > (d+ 2)/2 y un te´rmino
logar´ıtmico para ∆ = (d+ 2)/2 [148, 149]. Esto es 5/2 en d = 3.
Es muy importante notar que una renormalizacio´n infinita del te´rmino de a´rea no
implica una renormalizacio´n infinita para el te´rmino constante F , dado que la variacio´n
de F esta´ suprimida por un te´rmino R en (4.2.9), en comparacio´n con (4.2.10).
Ambas renormalizaciones, (4.2.9) y (4.2.10), dependen de la segunda derivada S ′′(R).
Estas fo´rmulas no restringen mucho la relacio´n entre ∆F y µ, excepto por lo siguiente.
Si µ 6= 0, necesariamente S ′′ 6= 0 (y S ′′ < 0, estrictamente). Esto implica que ∆F > 0
estrictamente. Una renormalizacio´n del te´rmino de a´rea implica siempre una variacio´n
finita y distinta de cero del te´rmino constante en la entrop´ıa de un c´ırculo.
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En relacio´n con este comentario, es interesante ver que en la fo´rmula (4.2.11), un
µ 6= 0 equivale a que el correlador de Θ es distinto de cero, y por ello Θ mismo distinto
de cero. Si la teor´ıa esta´ fuera del punto fijo, entonces Θ(x) 6= 0, y necesariamente
〈Θ(0)Θ(x)〉 > 0 para algu´n x. Esto implica que µ 6= 0 y que ∆F > 0, estrictamente.
Tenemos entonces un resultado ana´logo al que se obtiene de (4.2.3) para el teorema de
Zamolodchikov en d = 2: En el flujo entre dos puntos fijos UV y IR, la carga central
no solo decrece, sino que no puede permanecer constante. Lo mismo sucede para la
cantidad F en d = 3.
4.2.1. Fermio´n libre
Antes de pasar a la comprobacio´n hologra´fica de (4.0.8), veamos brevemente que
esta se cumple para el caso del fermio´n libre. El fermio´n libre es un buen ejemplo, ya
que, a pesar de ser una teor´ıa libre, no tiene ambigu¨edades en su tensor de energ´ıa-
momentos (no admite mejoras o impruvings) y no necesitamos analizar el te´rmino extra
en (4.0.4).
El te´rmino universal en el te´rmino de a´rea de la EE para las teor´ıas libres fue
calculado por primera vez en [137] con la te´cnica de heat kernel. En [33] se comprobo´
este resultado con la regularizacio´n de la informacio´n mutua, reduccio´n dimensional, y
las propiedades de la funcio´n entro´pica c. La forma de este para el campo escalar libre
de masa m en d dimensiones es
µS =
md−2Γ[1− d/2]
3pid/2−12d
. (4.2.12)
De esta forma compacta, cuando tomamos dimensio´n par o impar obtenemos
µS = (−1) d2 1
2d−13pi
d−2
2 Γ[d/2]
md−2 log(m) d par (4.2.13)
µS = (−1) d−12 pi
2d3pi
d−2
2 Γ[d/2]
md−2 d impar (4.2.14)
Para el fermio´n libre se tiene
µF =
dΨ
2
µS , (4.2.15)
donde dΨ es el nu´mero de componentes espinoriales. Estos resultados fueron reobtenidos
en [139, 141]. Con esto tenemos uno de los miembros en la igualdad (4.0.8). Para
ver el otro miembro, necesitamos la traza del tensor de energ´ıa-momentos del campo
fermio´nico
Θ(x) = mΨ¯(x)Ψ(x) . (4.2.16)
4.2 Relacio´n con los teoremas de irreversibilidad en d = 2 y d = 3 103
Esta se anula cuando m = 0, correspondiendo al caso conforme. Usando Wick tenemos
µ = − pi
d(d− 1)(d− 2)
∫
ddx x2 〈Θ(0)Θ(x)〉
=
pim2
d(d− 1)(d− 2)
∫
ddx x2
ddp
(2pi)d
ddq
(2pi)d
tr
(
i/p−m
p2 +m2
i/q −m
q2 +m2
)
e−ipxeiqx .
En el integrando, cambiamos x2 por −i∇p · i∇q aplicado al factor de fase, y luego
integramos por partes aplicando este operador diferencial a la funcio´n racional de p
y q. Hacemos la integracio´n en x, que nos da una δ(p + q), y eliminamos una de las
integrales por momentos.
µ =
pim2
d(d− 1)(d− 2)
∫
ddx
ddp
(2pi)d
ddq
(2pi)d
tr
(
i/p−m
p2 +m2
i/q −m
q2 +m2
)
(i∇pe−ipx)(−i∇qeiqx)
=
pi dΨm
2
d(d− 1)(d− 2)
∫
ddx
ddp
(2pi)d
ddq
(2pi)d
e−i(p−q)x∇p∇q
( −p · q +m2
(p2 +m2)(q2 +m2)
)
=
dΨ
d(d− 1)(d− 2)2d−1pi(d/2−1)Γ[d/2]
∫ ∞
0
dp pd−1
(
8m4p2
(p2 +m2)4
− dm
2
(p2 +m2)2
)
,
donde hemos introducido la dimensio´n del espacio espinorial dΨ.
Podemos regularizar esta integral con un cutoff |x| > δ en distancias, o uno |p| < Λ
en los momentos, o simplemente usar regularizacio´n dimensional. Todas estas regula-
rizaciones dan el mismo resultado para la parte universal, y por supuesto, resultados
distintos para las partes no universales. La expresio´n final es ma´s compacta usando
regularizacio´n dimensional, obteniendose
µF =
dΨ
2
md−2Γ[1− d/2]
3pid/2−12d
, (4.2.17)
en cualquier dimensio´n d, que coincide con (4.2.12). En dimensio´n d = 3 la integral de
arriba es convergente, y nos da el resultado negativo µF = −dΨ2 m12 .
Para el campo escalar libre masivo ocurre algo interesante, discutido en detalle
en [33]. Para obtener el resultado correcto para la correccio´n al te´rmino de a´rea µ,
calculado con la informacio´n mutua, a partir del ca´lculo con el correlador de Θ(x),
debemos lidiar con el hecho de que el tensor de energ´ıa-momentos del campo escalar
masivo admite impruvings, y la posibilidad de que el te´rmino 〈O〉 en (4.0.4) juegue
algu´n papel. La ambigu¨edad de impuvings esta´ directamente relacionada con la am-
bigu¨edad de tener un posible te´rmino de borde adicional en el Hamiltoniano modular,
o en un acoplamiento no minimal del campo escalar con la gravedad al pasar a espacio
curvo. En [33] se concluyo´ que para obtener el resultado correcto para µ (calculado
con la informacio´n mutua), debemos tomar el tensor de energ´ıa-momentos cano´nico de
Noether, sin impruvings.
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4.3. Realizacio´n hologra´fica del Teorema del A´rea
Un problema que presenta la relacio´n (4.0.8) es que ambos lados son dif´ıciles de
evaluar en una teor´ıa interactuante. Por este motivo, nos enfocamos en una CFT y un
flujo del GR que admita una descripcio´n gravitatoria dual. Mostraremos que (4.0.8) se
satisface hologra´ficamente, y esto lo haremos calculando expl´ıcitamente ambos lados
de la igualdad en cualquier dimensio´n. El principal resultado te´cnico es la forma del
correlador de dos puntos 〈Θ(0)Θ(x)〉 para una deformacio´n gene´rica relevante del punto
fijo UV. De aqu´ı encontramos una coincidencia con la regla de suma (4.0.8) con el
ca´lculo de la EE en te´rminos de a´reas de superficies mı´nimas segu´n la prescripcio´n de
Ruy-Takayanagi [110, 150, 151]. Estudios hologra´ficos anteriores relacionados incluyen
[47, 141, 149].
En general, ambos miembros de (4.0.8) contienen divergencias. Si el punto fijo UV
es perturbado por un operador relevante de dimensio´n ∆ ≥ (d+ 2)/2, el coeficiente en
el te´rmino de a´rea µ de la EE calculada hologra´ficamente diverge. El miembro derecho
de (4.0.8) diverge tambie´n en estos casos, pues 〈Θ(0)Θ(x)〉 ∼ |x|−2∆ para distancias
pequen˜as. Cuando la divergencia se da, no esperamos que los te´rminos divergentes en
ambos miembros de (4.0.8) coincidan. Sin embargo, existe una parte universal (que da
siempre el mismo resultado independientemente de la regularizacio´n) dada por la parte
finita o el coeficiente del te´rmino logar´ıtmico en caso de que exista. Como dijimos,
la relacio´n (4.0.8) debe ser entendida como un igualdad entre estas partes universa-
les. No´tese que el cambio en la constante de Newton (4.0.8), si es finita, es negativa,
correspondiendo con un efecto de anti-apantallamiento de la gravedad. Si tenemos di-
vergencias, la parte universal pudiera tener un signo positivo.
Mostraremos tambie´n que el cutoff hologra´fico estandar sobre la coordenada radial
de AdS puede ser usado para regularizar ambos miembros, y que con este cutoff se
obtiene una coincidencia exacta entre ambos miembros. Mostramos hologra´ficamente
que los te´rminos universales coinciden con los calculados segu´n la informacio´n mutua
de dos planos paralelos cercanos.
Es interesante sen˜alar que el ca´lculo hologra´fico del correlador de Θ(x) es formal-
mente igual a la evaluacio´n de perturbaciones escalares durante el per´ıodo inflacio-
nario [152]. Este enfoque cosmolo´gico fue aplicado recientemente en el contexto de
AdS/CFT en [153], que reproduce la regla de suma para d = 2. Nuestro me´todo en
dimensio´n d fue motivado por dicho trabajo, pero difiere en los detalles del ca´lculo del
correlador de Θ(x), como explicaremos debajo. Los resultados de estas secciones esta´n
basados en [154].
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4.4. Planteo del problema hologra´fico
Consideramos un flujo del GR entre una CFTs d-dimensional en el UV y una CFT
diferente en el IR, desencadenada por un operador relevante,
S = SCFT +
∫
ddx gO(x) . (4.4.1)
Aqu´ı O es un operador escalar de la CFTUV con dimensio´n conforme ∆UV < d y g es
una constante de acoplamiento. Al final del flujo, O se hace irrelevante, con dimensio´n
∆IR > d con respecto a la CFT IR. La traza Θ(x) = T
µ
µ (x) del tensor de energ´ıa
momentos se anula en una CFT, y se hace no trivial a lo largo del flujo. Nuestro
objetivo es calcular su correlador, o funcio´n de dos puntos 〈Θ(x)Θ(0)〉. En particular
queremos evaluar ∫
ddx x2〈Θ(x)Θ(0)〉 , (4.4.2)
y mostrar que da el cambio en la carga central cUV − cIR en d = 2, y, para d > 2, nos
da proporcional al te´rmino de a´rea de la EE de una regio´n mucho ma´s grande que la
escala que caracteriza al flujo [33].
4.4.1. Descripcio´n gravitatoria
Un modelo para el dual gravitatorio de un flujo del GR corresponde a una pared
de dominio en la direccio´n hologra´fica radial en (d+1)-dimensiones que interpole entre
un espacio de AdS de radio LUV cuando r → ∞ y otro espacio AdS con radio LIR
cuando r → −∞. Estos puntos finales de la pared de dominio son duales a las CFTUV
y CFTIR de arriba. Por otra parte, la deformacio´n relevante de la teor´ıa CFTUV por
un operador escalar O significa que la solucio´n gravitatoria en el bulk que interpola
entre los espacios AdS tiene como fuente un campo escalar sometido a un potencial no
trivial V (φ).
Este flujo hologra´fico, o esta QFT, puede entonces describirse por una accio´n de
Einstein-Hilbert acoplada a un campo escalar,2
S =
∫
dd+1x
√
g
(
− 1
2κ2
R(d+1) +
1
2
gMN∂Mφ∂Nφ+ V (φ)
)
. (4.4.3)
Esta accio´n tiene algunos te´rminos de borde adicionales que discutiremos en §4.4.2. Es
posible agregar te´rminos de ma´s derivadas o ma´s campos materiales a este ana´lisis,
pero nos restringiremos por simplicidad al caso enunciado.
2Trabajamos en esta seccio´n en coordenadas Eucl´ıdeas, κ2 = 8piG
(d+1)
N , con G
(d+1)
N la constante de
Newton en d+ 1 dimensiones.
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Consideremos un potencial que tiene un ma´ximo en φ = 0 y admite una expansio´n
V = VUV +
1
2
m2UV φ
2 + . . . (4.4.4)
Hay adema´s un mı´nimo en φ = φ0,
V = VIR +
1
2
m2IR(φ− φ0)2 + . . . (4.4.5)
La solucio´n tipo pared de dominio viene descrita por
ds2 = dr2 + e2A(r)δµνdx
µdxν , φ = φ(r) . (4.4.6)
El factor de deformacio´n A(r) y el perfil del campo escalar φ(r) satisfacen las ecuaciones
de Einstein
1
2κ2
d(d− 1)A˙2 = 1
2
φ˙2 − V (φ) , 1
κ2
(d− 1)A¨ = −φ˙2 , (4.4.7)
y la ecuacio´n de movimiento para el campo escalar (que se sigue de la de arriba)
φ¨+ d A˙ φ˙− ∂φV = 0 . (4.4.8)
Los puntos denotan derivadas con respecto a r.
Para r →∞ la pared de dominio comienza cerca de φ = 0 que, por las ecuaciones
de movimiento, dan una solucio´n AdS de radio LUV
A(r) ∼ r
LUV
, −VUV = d(d− 1)
2κ2L2UV
. (4.4.9)
El punto final de la pared de dominio ocurre cuando φ alcanza el mı´nimo en φ0, lo que
corresponde en nuestras coordenadas a r → −∞, con
A(r) ∼ r
LIR
, −VIR = d(d− 1)
2κ2L2IR
. (4.4.10)
De acuerdo con el diccionario AdS/CFT, la relacio´n de la dimensio´n ∆UV del ope-
rador O de la CFT viene dado por
m2UVL
2
UV = ∆UV (∆UV − d) . (4.4.11)
No´tese que m2UV < 0 pues O es relevante. En el IR tenemos de forma ana´loga
m2IRL
2
IR = ∆IR(∆IR − d) , (4.4.12)
con ∆IR > d y m
2
IR > 0.
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No necesitaremos el perfil expl´ıcito de la pared de dominio para nuestro ca´lculo,
pero podemos dar ma´s detalles del comportamiento de φ(r) en las dos regiones asinto´ti-
camente AdS. Primero, escribamos la solucio´n para un campo escalar masivo en AdS,
φ(r) = φ0 e
−(d−∆) r
L + φ∆ e
−∆ r
L . (4.4.13)
Nos restringimos al caso de una perturbacio´n relevante en el rango
∆UV > d/2 , (4.4.14)
lo que corresponde a la cuantizacio´n estandar3. En este caso, el primer te´rmino domina
para r grande y es dual a encender un acoplamiento g en (4.4.1). El segundo te´rmino
es dual al valor de espectacio´n 〈O〉. Como estamos estudiando flujos del GR debidos a
deformaciones relevantes, φ0 6= 0 en la regio´n UV de la pared de dominio y esta vendra´
descrita por una expresio´n de la forma
φ(r) = e
−(d−∆UV ) rLUV
(
φ0UV + φ∆e
−(2∆UV −d) rLUV + φ2 e
−2 r
LUV + . . .
)
(4.4.15)
para r grande. En la regio´n IR, r → −∞, la regularidad de la solucio´n requiere que no
haya un te´rmino proporcional a e
−∆IR rLIR , y el perfil es entonces de la forma
φ(r) ≈ φ0IR e−(d−∆IR)
r
LIR . (4.4.16)
4.4.2. Funciones de correlacio´n hologra´fica
Antes de pasar al ca´lculo expl´ıcito en la proxima seccio´n, ser´ıa u´til revisar algunos
aspectos del diccionario hologra´fico que necesitaremos ma´s adelante. Introduciremos
tambie´n la forma Hamiltoniana de la accio´n gravitatoria, que nos sera´ u´til en el ca´lculo.
En la aproximacio´n semicla´sica de N grande, la correspondencia de AdS/CFT iden-
tifica la funcio´n de particio´n de una QFT con la exponencial de la accio´n en el bulk
evaluada en capa de masa (o la funcio´n de particio´n en el bulk en la aproximacio´n de
saddle point cuando N es grande), logZQFT = −Scapa de masa.
Las funciones de correlacio´n de n-puntos 〈O(x1) · · · O(xn)〉 en el borde son obtenidas
encendiendo te´rminos de acoplamientos con los valores φ0(x) de borde de los campos
en el bulk φ(x, z), l´ımz→0 φ(x, z) = φ0(x)zd−∆, evaluando la accio´n en el bulk en capa
de masa y tomando n derivadas respecto de las fuentes φ0, ecuacio´n (2.3.2), [18]. La
traza del tensor de energ´ıa momentos se acopla con la traza de la me´trica en el borde
de AdS; y la funcio´n de dos puntos de Θ se obtiene variando respecto del factor de
3Para ∆UV < d/2, la llamada cuantizacio´n alternativa es la que debe ser usada. Segu´n nuestro
conocimiento, los flujos del GR en este rango no esta´n completamente entendidos au´n.
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deformacio´n de la pared de dominio (4.4.6). La parte conectada esta funcio´n de dos
puntos viene dada por
〈Θ(x)Θ(y)〉 = − 1√
h
δ
δ(δA0(x))
1√
h
δScapa de masa
δ(δA0(y))
. (4.4.17)
Ma´s en detalle, la me´trica en el bulk es perturbada con el valor en el borde δA0,
hµν(x, r) = e
2A(r)+2δA(x,r)δµν , l´ım
r→∞
δA(x, r) = δA0(x) . (4.4.18)
A este orden, necesitamos resolver entonces las ecuaciones en el bulk linealizadas y
permitiendo una perturbacio´n δA0(x).
Hay algunos detalles que complican este ca´lculo. Primero, en constraste con el
modo gravitatorio tensorial -que es dual a la parte sin traza del tensor de energ´ıa
momentos, de dimensio´n fija d- el modo me´trico escalar se mezcla con las fluctuaciones
del campo escalar. Ambos estan relacionados por las ecuaciones de Einstein y equivalen
a un sistema complicado de ecuaciones. Desde la perspectiva del dual (QFT en el
borde de AdS) esto refleja el hecho, mencionado anteriormente, de que Θ no es un
operador independiente, sino que satisface Θ(x) = βgO(x). Un problema similar ocurre
en perturbaciones en inflacio´n, por lo que sera´ u´til adaptar algunos de los me´todos de
cosmolog´ıa a nuestra situacio´n.
El segundo problema es co´mo resolver las ecuaciones linealizadas del bulk. La so-
lucio´n tiene dos constantes arbitrarias cerca del UV, como en (4.4.13). La constante
que multiplica a la serie subdominante (o sea, al te´rmino tipo valor de espectacio´n
en el vac´ıo φ∆ en (4.4.13)) es fijada pidiendo regularidad en el IR r → −∞. Esto es
fa´cil de implementar en un espacio AdS puro, pero se convierte en un probleme no
local y no trivial en el caso de la pared de dominio. Adema´s, queremos imponer esta
condicio´n de regularidad para cualquier solucio´n de la pared de dominio, de forma de
poder hacer consideraciones generales sobre 〈Θ(x)Θ(0)〉. Abordaremos este problema
en §4.5, donde encontraremos resultados anal´ıticos para flujos arbitrarios en el l´ımite
de momentos pequen˜os, as´ı como en el l´ımite de momentos grandes.
La accio´n (4.4.3) diverge cuando es evaluada en capa de masa, debido a contribu-
ciones en la regio´n UV. Afortunadamente la solucio´n a este problema es bien entendida
usando renormalizacio´n hologra´fica [155, 156]. El me´todo consiste en hacer la accio´n
en capa de masa finita, agregando te´rminos que sean covariantes en las cantidades
geome´tricas del borde. En nuestro caso, la accio´n incluir´ıa entonces un te´rmino de
Gibbons-Hawking. El contrate´rmino ser´ıa
S =
∫
dd+1x
√
g
(
− 1
2κ2
R(d+1) +
1
2
gMN∂Mφ∂Nφ+ V (φ)
)
− 1
κ2
∫
ddx
√
hK + Sct .
(4.4.19)
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Aqu´ı K es la traza de la curvatura extr´ınseca de la superficie del borde (discutida
debajo en ma´s detalle), y
Sct =
d− 1
κ2
∫
ddx
√
h
(
1
LUV
+
LUV
2(d− 1)(d− 2)R
(d) +
κ2
2
d−∆
d− 1 φ
2 + . . .
)
. (4.4.20)
Los primeros dos contrate´rminos fueron encontrados en [157] imponiendo la condicio´n
de un tensor de energ´ıa-momentos finito; y el te´rmino proporcional a φ2 cancela el
te´rmino de borde que surge de integrar por partes al evaluar la accio´n de campo escalar
en capa de masa.
4.4.3. Formulacio´n Hamiltoniana
Para calcular la accio´n a orden cuadra´tico, sera´ conveniente usar la forma Hamil-
toniana de la accio´n de Einstein-Hilbert [158]. Al hacer esto, varios aspecto del GR
hologra´fico se simplifican, como fue notado en [159–161], y ma´s recientemente en
[162–164].4
Uno comienza con la descomposicio´n ADM a lo largo de la direccio´n radial ho-
logra´fica
ds2 = N(x, r)2dr2 + hµν(x, r)(dx
µ +Nµ(x, r)dr)(dxν +N ν(x, r)dr) . (4.4.21)
La curvatura extr´ınseca de una superficie r = const viene dada por
Kµν =
1
2N
(h˙µν −∇µNν −∇νNµ) . (4.4.22)
Los puntos denotan derivadas respecto al radio r, ∇µ es la derivada covariante con
respecto a hµν , y K = h
µνKµν .
La accio´n S = Sgrav + Smateria + Sct en te´rminos de las variable ADM es
Sgrav = − 1
2κ2
∫
drddx
√
hN
(
R(d) +K2 −KµνKµν
)
, (4.4.23)
Smateria =
∫
drddx
√
hN
(
1
2N2
(φ˙−Nµ∂µφ)2 + 1
2
hµν∂µφ∂νφ+ V (φ)
)
.
El te´rmino de borde de Gibbons-Hawking se cancela cuando escribimos el escalar de
curvatura d + 1-dimensional en te´rminos de las cantidades d-dimensionales (ver por
ejemplo [166]). En la forma de primer orden, en la que las variable y sus momentos
cano´nicos conjugados son tratadas como variables independientes, la accio´n es
S =
∫
drddx
√
h
(
1
2κ2
Πµν h˙µν + Πφφ˙+NH +NµP µ
)
+ Sct , (4.4.24)
4Aqu´ı seguimos las convenciones de [165].
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con
H = 1
2κ2
(
1
d− 1(Π
µ
µ)
2 − Π2µν
)
− 1
2
Π2φ + V (φ)−
1
2κ2
R(d) +
1
2
hµν∂µφ∂νφ ,
P µ =
1
κ2
∇νΠµν − Πφ∇µφ . (4.4.25)
Los campos N y Nµ son multiplicadores de Lagrange que imponen los v´ınculos
1√
h
δS
δN
= H = 0 , 1√
h
δS
δNµ
= Pµ = 0 . (4.4.26)
Adema´s, las ecuaciones de movimiento para Πµν y Πφ nos dan las relaciones
Πµν = Kµν − hµνK , Πφ = 1
N
(
φ˙−Nµ∂µφ
)
, (4.4.27)
que reproduce los momentos calculados de (4.4.23).
4.5. La funcio´n de dos puntos del tensor de energ´ıa
momentos
En esta seccio´n presentamos el siguiente resultado te´cnico: el ca´lculo de 〈Θ(x)Θ(0)〉.
Procedemos en tres pasos. Primero determinamos en §4.5.1 la accio´n para la fluctuacio´n
escalar de la me´trica a segundo orden. Luego, en §4.5.2, mostramos co´mo resolver las
ecuaciones de movimiento correspondientes imponiendo la condicio´n de regularidad en
el IR a trave´s de un procedimiento de pegado. Finalmente, calculamos la funcio´n de
dos puntos en una expansio´n perturbativa alrededor de distancias grandes en §4.5.3.
Terminamos estableciendo la regla de suma hologra´fica en §4.5.4.
4.5.1. Accio´n cuadra´tica
Para calcular 〈Θ(x)Θ(0)〉, debemos permitir una me´trica fluctuante, hµν(x, r) =
e2A(r)+2δA(x,r)δµν , y luego evaluar la accio´n en capa de masa a orden cuadra´tico en δA.
Sin una buena eleccio´n del gauge, las ecuaciones de Einstein conducen a un sistema
complicado de ecuaciones diferenciales que mezclan δA y δφ. Esto se debe en parte a los
v´ınculos δGµr = δTµr y δG00 = δT00 que relacionan ambos modos. Una posibilidad ser´ıa
trabajar en te´rminos de variables invariantes de gauge; sin embargo, es ma´s conveniente
trabajar en el gauge
hµν(x, r) = e
2A(r)+2δA(x,r)δµν , φ(x, r) = φ(r) , (4.5.1)
en la que todas las fluctuaciones del campo escalar de anulan. Como se mostro´ en
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un problema similar de una perturbacio´n escalar en inflacio´n en [152], las ecuaciones
se simplifican notablemente con esta eleccio´n. No´tese que en este gauge, N y Nµ en
(4.4.21) se convierten en no triviales. Este gauge fue tambie´n usado recientemente en
un problema hologra´fico relacionado, en [153], y ha motivado la forma en la que hemos
elegido atacar este problema.
La accio´n cuadra´tica para δA solo requiere que N y Nµ este´n a primer orden en δA,
pues los te´rminos de segundo orden aparecen multiplicando a los v´ınculos H y P µ, que
se anulan pues esta´n evaluados sobre la solucio´n de fondo. A primer orden trabajamos
con el ansatz
N = 1 + δN , Nµ = e
2A(r)∂µδψ , (4.5.2)
que veremos resolvera´ los v´ınculos. En este caso,
Kµν =
1
N
(
(A˙+ ˙δA)hµν − e2A(r)∂µ∂νδψ
)
,
K =
1
N
(
d(A˙+ ˙δA)−δψ
)
, (4.5.3)
donde f ≡ δµν∂µ∂νf .
Consideremos primero el v´ınculo de momentos, ∇µΠµν = 0. De (4.4.27) y (4.5.3),
obtenemos
δN =
˙δA
A˙
. (4.5.4)
La solucio´n al v´ınculo Hamiltoniano H = 0 es ma´s complicada. Primero evaluamos el
escalar de curvatura para hµν :
R(d) = −(d− 1)e−2(A+δA) (2δA+ (d− 2)δµν∂µδA ∂νδA) , (4.5.5)
que es va´lido a todos los o´rdenes en δ. Sustituyendo este resultado y (4.5.3) en (4.4.25)
obtenemos
H = d− 1
2κ2
1
N2
(
d(A˙+ ˙δA)2 − 2(A˙+ ˙δA)δψ
)
+
d− 1
2κ2
e−2(A+δA)
(
2δA+ (d− 2)(∂µδA)2
)− 1
2N2
φ˙2 + V (φ) . (4.5.6)
Como un chequeo, a orden cero en la fluctuacio´n
H(0) = 1
2κ2
d(d− 1)A˙2 − 1
2
φ˙2 + V (φ) (4.5.7)
reproduce las ecuaciones cla´sicas de movimiento (4.4.7). Expandiendo al siguiente orden
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en la fluctuacio´n se obtiene una ecuacio´n que determina δψ,
δψ = −A¨
A˙
˙δA+ e−2A
δA
A˙
+O(δ2) , (4.5.8)
donde hemos usado el valor de δN en (4.5.4), y hemos eliminado φ˙2 en favor de A¨
usando (4.4.7).
Sustitu´ımos ahora (4.5.4) y (4.5.8) en (4.4.24) y expandimos a orden cuadra´tico
en δA. No´tese que, a este orden, NµP
µ = 0, y NH = H(2). Despue´s de integrar por
partes, los te´rminos Sgrav + Smateria de la accio´n expandida a orden cuadra´tico puede
ser llevada a la forma
S(2) = −d− 1
2κ2
∫
drddx (4.5.9)[
edA
A¨
A˙2
(
˙δA
2
+ e−2A(∂µδA)2
)
+
d
dr
(
e(d−2)A
A˙
(∂µδA)
2 + d2edAA˙(δA)2
)]
.
Necesitamos tambie´n incluir los contrate´rminos (4.4.20) de la renormalizacio´n ho-
logra´fica. Expandiendo Sct a orden cuadra´tico obtenemos una contribucio´n que cancela
los te´rminos de borde en (4.5.9),5 de tal forma que el resultado final para la accio´n
cuadra´tica es
S =
d− 1
2κ2
∫
drddx edA ε(r)
(
˙δA
2
+ e−2A(∂µδA)2
)
, (4.5.10)
donde hemos definido
ε(r) ≡ − A¨
A˙2
. (4.5.11)
Por lo tanto, transformando a modos de Fourier, necesitamos resolver la ecuacio´n
de movimiento
d
dr
(
edAε(r)
dδA
dr
)
− e(d−2)Aε(r) p2 δA = 0 (4.5.12)
con la condicio´n de borde
δA(p, rUV ) = δA0(p) (4.5.13)
y luego calcular la segunda derivada con respecto a δA0 de la accio´n en capa de masa.
Evaluando sobre las ecuaciones de movimiento, solo el te´rmino que resulta de integrar
por partes sobrevive en (4.5.10), y
Scapa de masa =
d− 1
2κ2
∫
ddx edA ε(r) δA ∂rδA
∣∣∣
r→∞
. (4.5.14)
5En particular, los primeros dos te´rminos en la expansio´n de A˙ cerca del borde cancelan el primer
y tercer te´rmino en la parte de contrate´rminos en la accio´n. Esto se repite a ordenes superiores.
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4.5.2. Soluciones y pegado de soluciones
Conviene ahora trabajar en las coordenadas z ∈ (0,∞),
dr = −a(z)dz , eA(r) = a(z) , (4.5.15)
en te´rminos de la cual
S =
d− 1
2κ2
∫
ddx dz ad−1(z)ε(z)((∂zδA)2 + (∂µδA)2) , (4.5.16)
y
d
dz
(
ad−1(z)ε(z)
dδA
dz
)
− ad−1(z)ε(z)p2δA(z) = 0 . (4.5.17)
El flujo radial comienza en el UV debido a un operador relevante, o, en el lenguaje
gravitatorio,
l´ım
z→0
φ(z) ≈ φ0UV zd−∆UV , (4.5.18)
con ∆UV < d. Tambie´n tomamos ∆UV > d/2 para evitar sutilezas con la cuantizacio´n
alternativa. En el IR este operador se hace irrelevante, con dimensio´n ∆IR > d, y
l´ım
z→∞
φ(z) ≈ φ0IRz−(∆IR−d) . (4.5.19)
La regularidad en el IR requiere que no haya un modo proporcional a z∆IR . Tomamos
la aproximacio´n en el UV como va´lida para z . zUV , y la aproximacio´n en el IR
como va´lida en z & zIR. Tomaremos zUV como un regulador en el UV, y haremos el
l´ımite zUV → 0 luego de sustraer apropiadamente las divergencias. Por otro lado, es
importante tener en cuenta que zIR, a pesar de ser mucho mayor que la escala de masa
en el flujo del GR, es una cantidad finita.
Necesitamos ε(z) en las regiones UV e IR. Cerca de las regiones AdS, las ecuaciones
del movimiento para el campo de fondo (4.4.7) dan
ε(z) ≈ − d
2V
φ˙2 . (4.5.20)
Usando
φ˙ ≈ −d−∆
L
φ0z
d−∆ , (4.5.21)
y recordando la relacio´n (4.4.9) entre V y el radio de AdS, obtenemos
ε(z) ≈ ηz2(d−∆) , η ≡ (κφ0)2 (d−∆)
2
d− 1 . (4.5.22)
Para el factor de deformacio´n, es suficiente tomar el comportamiento dominante de
AdS, a(z) ≈ L/z.
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Aqu´ı notamos una diferencia importante con el trabajo de [153]. En ese trabajo se
aproximo´ ε ≈ ε0 en el UV y el IR, toma´ndose ε0 → 0 al final. De (4.5.22), esto corres-
ponde al l´ımite ∆UV,IR → d. Por ello, esa forma de hacer las cosas solo se aplica a flujos
del GR desencadenados por un operador casi marginal. Aqu´ı no queremos imponer esa
restriccio´n, y usaremos (4.5.22). De hecho, encontraremos que la dependencia en z en
(4.5.22) tiene consecuencias importante para establecer la regla de suma hologra´fica.
Podemos resolver (4.5.17) en las regiones asinto´ticas. En las regiones AdS del UV
y el IR,
(z1−2αδA′)′ − p2z1−2αδA = 0 , (4.5.23)
donde las primas significan derivadas respecto a z, y hemos definido
α ≡ ∆− d
2
. (4.5.24)
La solucio´n general es de la forma
δA = (pz)α (c1Iα(pz) + c2Kα(pz)) . (4.5.25)
No´tese que α > 0 en la regio´n UV debido a (4.4.14); α es tambie´n positiva en el IR,
porque el operador se convierte en irrelevante cuando el flujo se acerca al punto fijo
IR. En el IR solo Kα es regular. Tenemos entonces que
δAUV (z) = (pz)
αUV
(
21−αUV
Γ(αUV )
h0(p)KαUV (pz) + 2
αUV Γ(1 + αUV )h1(p)IαUV (pz)
)
,
δAIR(z) = D1(p) (pz)
αIR KαIR(pz) , (4.5.26)
con factores arbitrarios h0, h1 y D1 dependientes del momento.
Aqu´ı h0 es la fuente para Θ en la frontera, y el objetivo es determinar h1/h0. Para
su futuro uso, escribimos la expansio´n de pz pequen˜a en ambos l´ımites,
δAUV (z) = h0(p) +
(
Γ(−αUV )
4αUV Γ(αUV )
h0(p) + h1(p)
)
(pz)2αUV + . . .
δAIR(z) =
Γ(αIR)
21−αIR
D1(p) +
Γ(−αIR)
21+αIR
D1(p) (pz)
2αIR + . . . (4.5.27)
En general no es posible hallar una solucio´n anal´ıtica para todo p6. Sin embargo,
para evaluar (4.0.8), solo necesitamos el correlador para momentos chicos y hasta orden
cuadra´tico p2. Esto constituye una gran simplificacio´n para lo que sigue, y motiva la
busqueda de una solucio´n perturbativa alrededor de p = 0.
6Para algunas soluciones exactas en modelos microsco´picos espec´ıficos ver por ejemplo [167, 168].
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Para p = 0 tenemos la solucio´n exacta
δAp=0(z) = A2 + A1
∫ z dz′
ad−1(z′)ε(z′)
, (4.5.28)
que usamos para construir una solucio´n en potencias de p2,
δApert(z) = A2(1 + p
2g1(z) + . . .) + A1(f0(z) + p
2f1(z) + . . .) . (4.5.29)
Hemos definido
f0(z) =
∫ z
zIR
dy
ad−1(y)ε(y)
, f1(z) =
∫ z
zIR
dy1
ad−1(y1)ε(y1)
∫ y1
zIR
dy2a
d−1(y2)ε(y2)f0(y2)
(4.5.30)
y
g1(z) =
∫ z
zIR
dy1
ad−1(y1)ε(y1)
∫ y1
zIR
dy2a
d−1(y2)ε(y2) . (4.5.31)
Potencias mayores en p2 pueden ser obtenidas recursivamente,(
fn(z)
gn(z)
)
=
∫ z
zIR
dy1
ad−1(y1)ε(y1)
∫ y1
zIR
dy2a
d−1(y2)ε(y2)
(
fn−1(y2)
gn−1(y2)
)
. (4.5.32)
La solucio´n para toda z puede ser encontrada cuando las expresiones anteriores se
superponen. Esto ocurre a momento chico, p zUV  1 y p zIR  17. En este re´gimen
pegamos (4.5.29) con (4.5.26) y obtenemos la restriccio´n que impone la regularidad en
el IR sobre la expansio´n UV. Este procedimiento de pegado fue introducido en [169];
ver tambie´n [170, 171]. Empezamos desde el IR. Notemos que hemos definido todas
las integrales fi y gi en (4.5.29) de tal manera que se anulen en z = zIR. Por lo tanto,
pegando las dos soluciones y sus derivadas tenemos
δApert(zIR) = A2 = δAIR(zIR) ,
δA′pert(zIR) = f
′
0(zIR)A1 = δA
′
IR(zIR) , (4.5.33)
y con ello
A1
A2
=
1
f ′0(zIR)
δA′IR(zIR)
δAIR(zIR)
. (4.5.34)
Repitiendo este procedimiento en el UV obtenemos
(f ′0 + p
2f ′1 + . . .)A1 + (p
2g′1 + . . .)A2 = δA
′
UV , (4.5.35)
(f0 + p
2f1 + . . .)A1 + (1 + p
2g1 + . . .)A2 = δAUV ,
7Al final del ca´lculo zUV → 0, por lo que pzUV  1 es inmediato. Por otro lado, zIR es una escala
radial finita; dada una zIR fija debemos elegir momentos pzIR  1.
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y todas las funciones esta´n evaluadas en z = zUV . Por lo tanto,
δA′UV
δAUV
∣∣∣
z=zUV
=
(f ′0 + p
2f ′1 + . . .)(A1/A2) + (p
2g′1 + . . .)
(f0 + p2f1 + . . .)(A1/A2) + (1 + p2g1 + . . .)
∣∣∣
z=zUV
. (4.5.36)
con A1/A2 dado por (4.5.34).
En resumen, dado un valor de borde h0, encontramos la u´nica solucio´n en serie de
potencias para momentos chicos que es regular en el IR. El cociente h1/h0 es determi-
nado a partir de (4.5.36).
4.5.3. Ca´lculo del correlador del tensor de energ´ıa momentos
Estamos listos para calcular 〈Θ(x)Θ(0)〉. Para el correlador conectado8 necesitamos
el te´rmino cuadra´tico en h0:
Scapa de masa = −d− 1
2κ2
∫
ddp
(2pi)d
ad−1(zUV )ε(zUV )
δA′UV (zUV )
δAUV (zUV )
h0(p)h0(−p)
∣∣∣
zUV→0
.
(4.5.37)
Entonces,9
〈Θ(p)Θ(−p)〉 = d− 1
κ2
ad−1(zUV )ε(zUV )
δA′UV
δAUV
∣∣∣
zUV→0
(4.5.38)
y esta es la cantidad que obtenemos de la solucio´n pegada (4.5.36). Teniendo en cuenta
que ad−1(z)ε(z) = 1/f ′0(z), llegamos a
〈Θ(p)Θ(−p)〉 = d− 1
κ2
(1 + p2f ′1/f
′
0 + . . .)(A1/A2) + (p
2g′1/f
′
0 + . . .)
(f0 + p2f1 + . . .)(A1/A2) + (1 + p2g1 + . . .)
∣∣∣
z=zUV
. (4.5.39)
Este es nuestro resultado final para el correlador de Θ(p) a momentos pequen˜os, y es
el resultado te´cnico principal de esta seccio´n.
Para entender la dependencia con el momento de este correlador, expandimos
(4.5.34) para p zIR pequen˜o, obteniendose
A1
A2
∝ p2∆IR−d . (4.5.40)
Por lo tanto, (4.5.39) contiene te´rminos que no son anal´ıticos en p (para un ∆IR gene´ri-
co) y de la forma p2∆IR−d(1 + p2 + . . .), conjuntamente con te´rminos anal´ıticos en p2.
Vemos primero la parte no anal´ıtica,
〈Θ(p)Θ(−p)〉 = − 1
22αIR
Γ(1− αIR)
Γ(αIR)
(
(d−∆IR)L
d−1
2
IR φ
0
IR
)2
p2∆IR−d + . . . (4.5.41)
8Si O tiene un valor de espectacio´n, hay una contribucio´n adicional desconectada que aparece como
un te´rmino lineal en h0
9Estamos usando la notacio´n estandar 〈Θ(p)Θ(−p)〉 = ∫ ddx eipx〈Θ(0)Θ(x)〉.
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Aqu´ı φ0IR viene dado en te´rminos del escalar φ(z) ≈ φ0IRz−(∆IR−d) de la pared de dominio
a z grande. Este comportamniento coincide con el esperado de la relacio´n operatorial
Θ(x) = βgO(x) para una perturbacio´n del punto fijo por un te´rmino
∫
ddx gO(x) en la
accio´n, donde ∆(O) = ∆IR. De hecho, identificando el acoplamiento con la fuente en
el lado hologra´fico, g = L
d−1
2
IR φ
0
IR, la funcio´n cla´sica β es βg ≈ (∆IR − d)g, y por ello
〈Θ(p)Θ(−p)〉 = β2g 〈O(p)O(−p)〉 . (4.5.42)
Nuestro resultado entonces esta´ de acuerdo con la respuesta en la CFT dual. En el
l´ımite de momentos grandes pzIR  1, el problema perturbativo esta´ determinado
puramente en te´rminos de los datos en el UV: la solucio´n es dominada por el te´rmino
h0 y no necesitamos ningu´n pegado de funciones salvo correcciones exponencialmente
pequen˜as en h1. En este caso encontramos (4.5.41) con el reemplazo αIR → αUV , de
acuerdo nuevamente con la relacio´n operatorial Θ(x) = βgO(x) cerca del punto fijo
UV.
Veamos ahora los te´rminos anal´ıticos. En el UV las contribuciones anal´ıticas en p2
son te´rminos de contacto y por ello dependen del esquema de regularizacio´n. En nuestro
ca´lculo hemos elegido una regularizacio´n espec´ıfica en te´rminos de la prescripcio´n del
GR hologra´fico descrita anteriormente. Sin embargo, habie´ndose elegido un esquema
de regularizacio´n en el UV, los te´rminos anal´ıticos son f´ısicos en el IR y dependen de
propiedades globales del GR, como a continuacio´n exploramos.
Para momentos chicos, la contribucio´n no anal´ıtica de A1/A2 es subdominante com-
parada con p2, pues ∆IR > d. A primer orden en p
2 obtenemos
ad−1(zUV )ε(zUV )
δA′UV
δAUV
≈ p2 g
′
1(zUV )
f ′0(zUV )
= p2
∫ zUV
zIR
dz ad−1(z)ε(z) . (4.5.43)
Desde el punto de vista del procedimiento de pegado, el te´rmino p2 es dominado por la
primera correccio´n perturbativa dada por g1(z) en (4.5.29). Este otro punto en donde
diferimos de [153], que se enfoca en el te´rmino p010. Teniendo esto en cuenta obtenemos∫
ddx x2〈Θ(x)Θ(0)〉 = 2d(d− 1)
κ2
∫ ∞
0
dz ad−1(z)ε(z) , (4.5.44)
donde el factor de 2d viene de −∇2p, la transformada de Fourier de x2 aplicada a p2.
En te´rminos de la variable r introducida anteriormente,
∫
ddx x2〈Θ(x)Θ(0)〉 = 2d(d− 1)
κ2
∫
dr e(d−2)A(r)
(
− A¨(r)
A˙(r)2
)
. (4.5.45)
10Detalles o ambigu¨edades similares fueron identificados en otros contextos por [170, 171].
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Integrando por partes se llega a∫
ddx x2〈Θ(x)Θ(0)〉 = 2d(d− 1)
κ2
e(d−2)A(r)
A˙(r)
∣∣∣rUV
rIR
− 2d(d− 1)(d− 2)
κ2
∫
dr e(d−2)A(r) .
(4.5.46)
4.5.4. La regla de suma hologra´fica
Estamos listo para establecer la regla de suma (4.0.8). Para d = 2, (4.5.46) nos da
el Teorema-c,∫
d2x x2〈Θ(x)Θ(0)〉 = 4
κ2
1
A˙(r)
∣∣∣rUV
rIR
=
4
κ2
(LUV − LIR) = 1
3pi
(cUV − cIR) , (4.5.47)
donde en el u´ltimo paso hemos usado la relacio´n hologra´fica estandar en d = 2 (2.3.4).
Para d > 2, el primer te´rmino en (4.5.46) es divergente UV, mientras que el segundo
te´rmino es proporcional a la entrop´ıa de entrelazdo hologra´fica de una superficie plana.
Esta entrop´ıa viene dada por la fo´rmula de Ruy-Takayanagi area(mA)/(4G
(d+1)
N ), con
area(mA) el a´rea de la superficie mı´nima en el bulk de codimensio´n 2 (o (d − 1)-
dimensional) anclada a una superficie de entrelazado (d − 2)-dimensional en el borde
de AdS. Para una superficie de entrelazado plana, la superficie mı´nima del bulk mA se
extiende como un plano recto en la direccio´n hologra´fica r, y la entrop´ıa es
SEE =
A‖
4G
(d+1)
N
∫
dr e(d−2)A(r) . (4.5.48)
Usando κ2 = 8piG
(d+1)
N en (4.5.46), tenemos que
− pi
d(d− 1)(d− 2)
∫
ddx x2〈Θ(x)Θ(0)〉 = SEE
A‖
− 1
4G
(d+1)
N (d− 2)
e(d−2)A(r)
A˙(r)
∣∣∣
r=rUV
.
(4.5.49)
Esta es la realizacio´n hologra´fica de la relacio´n (4.0.8).
El segundo te´rmino en el miembro derecho da una parte divergente sobre el borde
que cancela exactamente el te´rmino divergente principal en el a´rea. Esto es necesario
por consistencia, dado que para ∆ < (d + 2)/2 el miembro izquierdo de (4.5.49) es
finito, mientras que el a´rea es finita en este caso una vez que la divergencia principal
fue sustra´ıda. El te´rmino constante universal no sufre correcciones por este te´rmino
de borde que solo contiene potencias fraccionarias de z para ∆ gene´ricos. Potencias
de z en el te´rmino de borde tampoco corrigen el te´rmino logar´ıtmico cuando este esta´
presente en la entrop´ıa. En este caso el te´rmino constante s´ı se corrige, pero no es ma´s
universal.
Es interesante notar que con la eleccio´n del cutoff hologra´fico dado por zUV , incluso
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los te´rminos divergentes coinciden en ambos lados de (4.5.49).
4.6. Aplicaciones
En esta seccio´n exploramos algunas de las consecuencias f´ısicas y aplicaciones de la
regla hologra´fica de suma (4.5.46), (4.5.49). Para entender mejor el rol del regulador
hologra´fico, comparamos esta regularizacio´n con la que se obtiene de la informacio´n
mutua, §4.6.1. En §4.6.2 discutimos co´mo la unitariedad, o su versio´n Eucl´ıdea, la posi-
tividad de reflexio´n, de la teor´ıa del borde se codifica en la teor´ıa del bulk. Mostraremos
que en el l´ımite de N grande la positividad de reflexio´n es equivalente a la estabilidad
de la accio´n gravitatoria. Aplicamos esto a la densidad espectral de Θ(x), y mostramos
que la condicio´n de energ´ıa nula y la regularidad de la solucio´n nos dan la unitarie-
dad. Discutimos en §4.6.3 la estructura de los te´rminos de orden pd en el correlador
hologra´fico de Θ(x).
4.6.1. Regularizacio´n con la informacio´n mutua
Una dificultad para implementar la regla de suma (4.0.8) en QFT es que, en general,
ambos miembros son divergentes. Hemos encontrado que el cutoff hologra´fico z = zUV
regulariza simulta´neamente a la EE y al correlador 〈Θ(x)Θ(0)〉, y hace que la igualdad
(4.0.8) sea va´lidad incluso para los te´rminos no universales. Para comprobar que el
te´rmino universal en la EE realmente no cambia al cambiar la regularizacio´n, usamos
la regularizacio´n de la EE dada por la informacio´n mutua, que fue disutida en la Seccio´n
2.2.9.
S(A) =
1
2
l´ım
∂A→∂B
I(A,B) . (4.6.1)
Tomamos los bordes de A y B como dos planos paralelos separados por una distancia l.
S(A∪B) corresponde a la entrop´ıa de la franja delgada de ancho l. Hologra´ficamente,
tenemos que
I(A,B) =
1
4G
(d+1)
N
(2Aplano − As) , (4.6.2)
donde Aplano es el a´rea de la superficie mı´nima correspondiente a un plano, y As la
superficie mı´nima en el bulk correspondiente a la franja.
Debe ser que el te´rmino constante (o logar´ıtmico) en la EE es 1/2 del te´rmino
constante (o logar´ıtmico) en la informacio´n mutua. Esto mostrar´ıa la universalidad de
estos te´rminos, independientemente de posibles divergencias no anal´ıticas. Escencial-
mente, la entrop´ıa de la franja no corrige los te´rminos universales, ya que tiene solo
informacio´n del UV y no de todo el flujo del GR.
El argumento general es simple. Para l suficientemente pequen˜o, la superficie mı´ni-
ma en el bulk con borde en la franja no penetra mucho en el bulk, y solo siente la
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me´trica de un AdS perturbado. Esta me´trica puede escribirse como la de AdS ma´s
correcciones en la forma de potencias de z, comenzando con z2(d−∆). La posicio´n y a´rea
de la superficie mı´nima pueden calcularse perturbativamente en estas correcciones a la
me´trica, y el a´rea vendra´ expresada como una serie en funcio´n del cutoff UV δ = zUV
y el ancho de la franja l. La parte divergente en δ debe cancelar exactamente las diver-
gencias en 2Aplano en (4.6.2), obtenie´ndose una informacio´n mutua finita. El resto de las
contribuciones a la entrop´ıa de la franja pueden organizarse como una serie en l. Para
un valor gene´rico de ∆, las potencias de l son, o bien menores que cero (contribuyendo
a la parte divergente), o bien positivas, y pueden despreciarse en el l´ımite l → 0. En
cualquier caso el te´rmino constante de Aplano no se modifica. Este, en contraste con la
entrop´ıa de la franja, contiene informacio´n de todo el flujo del GR y la me´trica en el
interior del bulk. Para algunos valores especiales de ∆, podr´ıa ocurrir un te´rmino z0
en la entrop´ıa de la franja. Sin embargo, el a´rea de la superficie mı´nima es una integral
en z, y un te´rmino de orden cero vendr´ıa de
∫
dz/z, dando un logaritmo. En este caso
particular, el te´rmino logar´ıtmico tiene que venir en la combinacio´n log(l/δ), pues la
integral en z ocurre entre el cutoff δ y un valor ma´ximo en z que es proporcional al
ancho de la franja l. Este te´rmino log(δ) debe ser cancelado por el te´rmino logar´ıtmico
en 2Aplano, con lo cual, el te´rmino logar´ıtmico log(δ) en la entrop´ıa del plano tiene
exactamente el mismo coeficiente que el te´rmino log(l) en la informacio´n mutua.
Hagamos un ca´lculo simple para ilustrar esta idea, expandiendo la me´trica cerca de
AdS hasta el primer orden en la serie perturbativa y calculando la entrop´ıa de la franja
a este orden.
La dependencia de As en el ancho l de la franja se obtiene de resolver
As = 2L
d−1
UV A‖
1
z˜∗(d−2)
∫ 1
δ/z˜∗
dv
1
vd−1
1√
f(z˜∗v)
√
1− v2(d−1) , (4.6.3)
l = 2z˜∗
∫ 1
0
dv
vd−1√
f(z˜∗v)
√
1− v2(d−1) . (4.6.4)
Aqu´ı δ es un cutoff UV, A‖ es el a´rea de los planos que definen la franja, y z˜∗ es el
ma´ximo en la coordenada z alcanzado por As, ver Figura 4.1. f(z˜) define una me´trica
gene´rica en el bulk 11
ds2 =
L2
z˜2
(
dx2 +
dz˜2
f(z˜)
)
, (4.6.5)
y codifica el comportamiento del flujo del GR de la teor´ıa d dimensional del borde.
Resolvemos As(l) en el l´ımite ml  1, donde m es la escala que caracteriza la
perturbacio´n principal relevante en el punto fijo UV. En la geometr´ıa del bulk, esto
11Por conveniencia, hemos hecho el cambio de coordenadas dz˜√
f(z˜)
= dz, siendo z la coordenada que
se uso´ en la seccio´n anterior.
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Figura 4.1: Arreglo geome´trico hologra´fico para calcular la entrop´ıa de una franja: La
franja s es la regio´n entre los planos (l´ıneas discont´ınuas). Los planos se extienden en las
coordenadas {x2, x3, ...} y esta´n separados en la direccio´n x1 una distancia l (ancho de la
franja). z˜ es la coordenada radial del bulk, y z˜∗ es el ma´ximo que penetra la superficie As
en el bulk. δ es un cutoff UV y A‖ la unidad de a´rea en los planos.
correponde al l´ımite donde As solo siente la me´trica aproximadamente AdS dada por
f(z) = 1 + (mz˜)2ν + . . . , (4.6.6)
con ∆ = d− ν < d, la dimensio´n conforme del operador que hace la deformacio´n en el
punto fijo UV. Espec´ıficamnete, resolvemos (4.6.3–4.6.4) a orden (mz˜∗)2ν ∼ (ml)2ν <<
1. De (4.6.4) y (4.6.6) tenemos
z˜∗ =
l
2a
(
1 +
b
4νa2ν+1
(ml)2ν + . . .
)
, (4.6.7)
con
a =
∫ 1
0
dv
vd−1√
1− v2(d−1) =
√
pi
Γ( d
2(d−1))
Γ( 1
2(d−1))
,
b =
1
2
∫ 1
0
dv
vd−1+2ν√
1− v2(d−1) =
√
pi
2(1 + 2ν)
Γ( d+2ν
2(d−1))
Γ( 1+2ν
2(d−1))
.
Al mismo orden, tenemos de (4.6.3) que
As/(2L
d−1A‖) = (4.6.8)
= − a
d− 2
1
z˜∗(d−2)
− 1 + 2ν
2− d+ 2ν b
(mz˜∗)2ν
z˜∗(d−2)
+
1
d− 2
1
δd−2
− 1
2
(mδ)2ν
(d− 2− 2ν)δd−2 + . . .
= − 2
d−2
d− 2
ad−1
ld−2
+
d− 1
d− 2− 2ν (2a)
d−2−2νb
(ml)2ν
ld−2
+
1
d− 2
1
δd−2
− 1
2
(mδ)2ν
(d− 2− 2ν)δd−2 + . . . ,
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donde hemos usado (4.6.7) en el u´ltimo paso. Al hacer la combinacio´n de la informacio´n
mutua Is los u´ltimos dos te´rminos en (4.6.9) cancelan exactamente la divergencia UV
en Aplano, que es 4G
(d+1)
N veces la EE de la mitad del espacio. Tenemos entonces
4G
(d+1)
N Is =
2d−2
d− 2
ad−1
ld−2
− d− 1
d− 2− 2ν (2a)
d−2−2νb
(ml)2ν
ld−2
+ . . . (4.6.9)
Vemos que la EE de la franja tiene una expansio´n en potencias determinadas por las
potencias que aparecen en la expansio´n de la me´trica. Para potencias gene´ricas esta
no contiene un te´rmino constante en el l´ımite l → 0, por lo que cualquier te´rmino
constante en la informacio´n mutua viene enteramente de la entrop´ıa de la mitad del
espacio.
4.6.2. Ana´lisis hologra´fico de la positividad de reflexio´n
La fo´rmula hologra´fica (4.5.38) nos da la traza del tensor de energ´ıa-momento en
te´rminos del cociente δA′/δA cerca de z = 0. Este cociente se fija pidiendo regularidad
en el interior de bulk. Desde el punto de vista del borde, la funcio´n de dos puntos de
Θ(x) debe ser consistente con la unitariedad, y queremos ver co´mo esto ocurre en el
lado gravitatorio. Probaremos primero que la uniteriedad en QFT requiere que, en el
l´ımite de N grande, la estabilidad de la accio´n cla´sica de gravedad en el bulk ante
perturbaciones. Despue´s verificaremos que la condicio´n de energ´ıa nula (NEC) junto
con la regularidad de la solucio´n en el IR, nos da la unitariedad del correlador de Θ(x).
Como vimos en (3.2.2), la positividad de reflexio´n (PR) exige que∫
ddx ddy α∗(x¯)〈O(x)O(y)〉α(y) ≥ 0 , (4.6.10)
donde O(x) es un operador local en la QFT, α(x) es una funcio´n de prueba suave con
soporte en la mitad superior del espacio Eucl´ıdeo x0 > 0, y x¯ = (−x0, x1, ..., xd−1). Con
esto α∗(x¯), tiene soporte en tiempo Eucl´ıdeo negativo. Cuando la QFT tiene un dual
hologra´fico, la accio´n Eucl´ıdea en capa de masa en presencia de una fuente φ0 en el
borde de AdS es
S(φ0) = −1
2
∫
ddx ddy φ0(x)〈O(x)O(y)〉φ0(y) + ... . (4.6.11)
donde hemos omitido te´rminos divergentes que hacen a esta accio´n positiva. No´tese
que (4.6.11) implica el correlador en puntos coincidentes, mientras que (4.6.10) no.
Queremos encontrar condiciones que aseguren la propiedad PR en modelos ho-
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logra´ficos. Para ver esto, elijamos φ01 y φ
0
2 con soporte en x
0 > 0, hagamos
φ011¯(x) = φ
0
1(x) + φ
0
1(x¯) (4.6.12)
φ022¯(x) = φ
0
2(x) + φ
0
2(x¯) (4.6.13)
φ012¯(x) = φ
0
1(x) + φ
0
2(x¯) (4.6.14)
φ021¯(x) = φ
0
2(x) + φ
0
1(x¯) . (4.6.15)
Se tiene, por PR, que
S(φ012¯) + S(φ
0
21¯)− S(φ011¯)− S(φ022¯)
=
∫
ddx ddy (φ01(x¯)− φ02(x¯))〈O(x)O(y)〉(φ01(y)− φ02(y)) ≥ 0 . (4.6.16)
La PR exige esta desigualdad particular para la accio´n como funcio´n de las condiciones
de borde.
Para probar esta conside´rese la accio´n S(φ012¯). Esta es la accio´n en el bulk para
un campo φ12¯(x, z) en el bulk con condiciones de borde l´ımz→0 φ12¯(x, z) = φ012¯(x). La
accio´n en el bulk es local, y podemos escribir esta como una suma de dos te´rminos, S+
12¯
y S−
12¯
, correspondientes a las acciones para x0 > 0 y x0 < 0,
S(φ012¯) = S(φ12¯) = S
+
12¯
+ S−
12¯
. (4.6.17)
De forma ana´loga tenemos
S(φ021¯) = S(φ21¯) = S
+
21¯
+ S−
21¯
. (4.6.18)
Por simetr´ıa ante reflexio´n en tiempo Eucl´ıdeo, las solucio´n reflejada φ12¯ y φ21¯ coinciden
en x0 = 0, o sea, φ12¯(x
0 = 0, ~x, z) = φ21¯(x
0 = 0, ~x, z). Podemos tomar un campo
continuo en el bulk de la forma ψ11¯ = θ(x
0)φ12¯ + θ(−x0)φ21¯ y con condiciones de borde
φ011¯. Este no sera´ una solucio´n a las ecuaciones de movimiento con esas condiciones
de borde. Esperamos que la accio´n se minimice sobre las soluciones a la ecuacio´n de
movimiento φ11¯ con las misma condiciones de borde. Tenemos entonces
S(ψ11¯) = S
+
12¯
+ S−
21¯
≥ S(φ011¯) . (4.6.19)
Ana´logamente se define ψ22¯ = θ(x
0)φ21¯ + θ(−x0)φ12¯. Tenemos
S(ψ22¯) = S
+
21¯
+ S−
12¯
≥ S(φ22¯) . (4.6.20)
Combinando (4.6.17)–(4.6.20) obtenemos PR, ecuacio´n (4.6.16). Este argumento pue-
de fallar para lagrangianos de orden superior, reflejando potenciales violaciones a la
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unitariedad en esas teor´ıas.
Es interesante que la PR se garantice por la estabilidad de la solucio´n en el bulk,
o, en otras palabras, el hecho de que la solucio´n en el bulk para unas condiciones de
borde dadas sea un mı´nimo absoluto de la accio´n. Uno espera tener esta estabilidad
en modelos f´ısicamente motivados, aunque probarlo en general o en un caso espec´ıfico
puede ser dif´ıcil.
Esta prueba de la PR es similar a la prueba de la SSA que vimos en §2.3 [113], aun-
que difiere en varios detalles, por ejemplo, en el rol de la simetr´ıa en tiempo Eucl´ıdeo.
Para el caso de operadores de lazos de Wilson, cuyo dual hologra´fico viene dado por
superficies mı´nimas en el bulk, o operadores con dimensio´n muy grande, en donde el
correlador viene dado por la longitud de una geode´sica en el bulk, la propiedad de PR
se sigue de una forma similar de la desigualdad triangular del a´rea de las superficies
[172].
Retornemos a la discusio´n de la unitariedad de 〈Θ(x)Θ(0)〉. En el espacio de momen-
tos, la PR es equivalente a la positividad de la densidad espectral ρ(m2) del correlador
[119]
〈Θ(p)Θ(−p)〉 =
∫ ∞
0
dmρ(m2)
p4
p2 +m2
. (4.6.21)
Para conectarla con (4.5.38), de esta expresio´n debemos sustraer una expansio´n po-
linomial alrededor de p2 = ∞ para eliminar te´rminos de contacto UV. La densidad
espectral puede extraerse de esta expresio´n como la parte imaginaria
ρ(m2) =
1
pim3
Im〈Θ(p)Θ(−p)〉|p2=−m2−i . (4.6.22)
Esta es insensitiva a te´rminos anal´ıticos, en particular a te´rminos de contacto. De
acuerdo con (4.5.17) debemos considerar la ecuacio´n para −p2 negativos.
d
dz
(
ad−1(z)ε(z)
dδA˜
dz
)
+ ad−1(z)ε(z)p2δA˜(z) = 0 , (4.6.23)
y calcular [ver (4.5.38)]
ρ(p2) =
d− 1
pip3κ2
ad−1(z)ε(z) Im
∂zδA˜
δA˜
∣∣∣
z→0
. (4.6.24)
Asumamos que se cumple la NEC, de forma que ad−1(z)ε(z) > 0, excepto, posiblemente,
en z = 0. Esto implica que la evolucio´n radial para δA˜(z) es regular.
Como δA˜(x) es real, sus componentes de Fourier obedecen δA˜∗p = δA˜−p. La densidad
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espectral puede ser reescrita entonces como
ρ(p2) =
d− 1
pip3κ2
1
|δA˜p|
{
1
2i
ad−1(z)ε(z)
(
δA˜∗p∂zδA˜p − δA˜p∂zδA˜∗p
)} ∣∣∣
z→0
. (4.6.25)
Normalicemos la solucio´n de forma que |δA˜p| → 1 cuando z → 0. La densidad espectral
es entonces el flujo de probabilidad para δA˜ (interpretando la coordenada radial del bulk
como una evolucio´n temporal). Este flujo es conservado por la ecuacio´n de movimiento,
∂z
[
ad−1(z)ε(z)
(
δA˜∗p∂zδA˜p − δA˜p∂zδA˜∗p
)]
= 0 . (4.6.26)
Como resultado, la densidad espectral puede ser evaluada en cualquier z.
Calculando el flujo para z suficientemente grande, donde la expansio´n para δA˜IR
en (4.5.26) vale,12 obtenemos
Im(δA˜∗p∂zδA˜p) =
2
pi
|D1(p)|2p2αIRz2αIR−1 . (4.6.27)
Aqu´ı D1(p) es el factor constante en la solucio´n IR (4.5.26) que es determinado por el
pegado de las soluciones en te´rminos del valor de la fuente h0(p) del borde. Sumando las
dependencias del factor de forma y ε(z) en el l´ımite IR, arribamos a nuestro resultado
final para la densidad espectral
ρ(p2) =
2
pi2
((∆IR − d)L(d−1)/2IR φ0IR)2 |D1(p)|2p2∆IR−d−3 . (4.6.28)
Aqu´ı φ0IR es el factor en (4.5.19) y (∆IR − d)L(d−1)/2IR φ0IR es la funcio´n β del operador
principal que domina el flujo hacia el punto fijo IR.
La densidad espectral (4.6.28) es definida positiva, y esto establece la PR del co-
rrelador de la traza del tensor de energ´ıa-momentos en el modelo hologra´fico, como
consecuencia de la NEC y la regularidad en el IR de la solucio´n.
4.6.3. Estructura de los te´rminos pd
Usando (4.5.39) podemos investigar los otros te´rminos en la expansio´n de momen-
tos pequen˜os del correlador de Θ. Las primeras potencias no enteras en p vienen del
te´rmino A1
A2
∝ p2∆IR−d en (4.5.39). Como ∆IR > d la expansio´n es solo en te´rminos
de potencias enteras de p2 y hasta pd. En particular, en dimensio´n d par tenemos la
cantidad adimensional∫
ddx xd〈Θ(x)Θ(0)〉 = (−1)d/2(∇2p)d/2〈Θ(p)Θ(−p)〉|p=0 . (4.6.29)
12La continuacio´n anal´ıtica de la solucio´n Eucl´ıdea es δA˜p(z) ∝ i(pz)αH(1)α (pz).
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Esta cantidad ha sido analizada en el pasado y en conexio´n con la irreversibilidad del
GR [125–128].
El te´rmino proporcional a pd viene determinado de expandir
〈Θ(p)Θ(−p)〉 ≈ d− 1
κ2
1
f ′0
p2g′1 + p
4g′2 + . . .
1 + p2g1 + p4g2 + . . .
∣∣∣
z=zUV
. (4.6.30)
Por ejemplo, en d = 4, el coeficiente de p4 es
3
κ2
1
f ′0
(g′2 − g1g′1) =
3
κ2
∫ zIR
zUV
dy1
1
a3(y1)ε(y1)
(∫ y1
zIR
dy2 a
3(y2)ε(y2)
)2
. (4.6.31)
Este es positivo en el UV y en el IR, y finito para flujos gene´ricos. Sin embargo, esta
cantidad adimensional no es un te´rmino de borde, por lo que depende de los detalles
del flujo del GR, y no se reduce a una diferencia de anomal´ıas entre los puntos fijos, en
general. En [125–128] se propuso que este te´rmino deber´ıa ser proporcional al cambio en
la anomal´ıa A entre los puntos fijos para flujos encendidos por un operador marginal.
Una propuesta similar se hizo en [153] para el l´ımite de “slow roll” de la solucio´n
en la pared de dominio. No hemos encontrado ninguna evidencia que respalde estas
propuestas a partir de (4.6.31).
Hasta aqu´ı hemos estudiado la renormalizacio´n en el te´rmino de a´rea en la EE a
trave´s de la fo´rmula (4.0.8). Esta expresio´n coincide en d = 2 con la fo´rmula de Zamo-
lodchikov que nos da la diferencia de las cargas centrales de los puntos fijos. La fo´rmula
(4.0.8) puede ser vista como una generalizacio´n de la expresio´n de Zamolodchikov a
dimensio´n d, en donde, en lugar de tener una implicacio´n sobre renormalizacio´n de las
cargas centrales, se tiene una implicacio´n sobre la renormalizacio´n de la parte universal
dentro del te´rmino de a´rea de la entrop´ıa de entrelazado.
En las siguientes secciones estudiaremos co´mo renormaliza el te´rmino de a´rea desde
un enfoque distinto, con ayuda de la entrop´ıa relativa.
4.7. Entrop´ıa relativa y teoremas del a´rea
La entrop´ıa relativa es una cantidad ideal para estudiar la relacio´n entre dos estados.
Una forma natural de aplicar este recurso al estudio de flujos del GR, es considerar
co´mo cambia la entrop´ıa relativa entre los vac´ıos de una CFT perturbada y una CFT
sin perturbar, a medida que cambiamos la escala de la regio´n a la que tomamos sus
reducciones. Consideraciones similares fueron hechas antes en la literatura [173, 174],
en donde se estudio´ la entrop´ıa relativa cla´sica entre las distribuciones de probabilidad
definidas por la integral funcional como una medida de la distinguibilidad de las teor´ıas.
Aqu´ı consideraremos la entrop´ıa relativa cua´ntica en tiempo real, entre dos estados
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de vac´ıo reducidos a una esfera, y estudiaremos las consecuencias de la positividad y la
monotonicidad de esta. Evidentemente no cualquier par de estados se pueden comparar
con la entrop´ıa relativa. Teor´ıas diferentes, con contenidos operatoriales diferentes,
usualmente viven es espacios de Hilbert diferentes, y no tiene sentido comparar sus
estados con la entrop´ıa relativa. Para poder hacerlo, necesitamos que los constituyentes
microsco´picos de los dos modelos sean iguales. Por este motivo, estudiaremos teor´ıas
con el mismo punto fijo UV. Tomaremos como el estado de referencia el vac´ıo de una
CFT, y estudiamos su entrop´ıa relativa con el vac´ıo de la CFT perturbada con un
operador relevante.
Un problema que surge de inmediato es que la entrop´ıa relativa es muy eficiente
en distinguir estados. En nuestro estudio, esto tendra´ como consecuencia la presencia
de divergencias. Para poder tener implicaciones sobre el GR, necesitamos evitar que la
entrop´ıa relativa distinga mucho estos dos vac´ıos.
Las divergencias aparecen por el hecho de que, si consideramos que dos teor´ıas son
aproximadamente iguales a distancias cortas, los correladores de la teor´ıa deformada
no convergen a los de la CFT en el UV lo suficientemente ra´pido como para hacer
la entrop´ıa relativa entre sus vac´ıos finita. Encontraremos un rango de dimensiones
conformes ∆ de la perturbacio´n que inicia el flujo del GR donde la entrop´ıa relativa es
finita.
Tenemos adema´s posibles divergencias IR, que vienen de diferencias entre los esta-
dos que crecen al compararlos en un a´lgebra de una regio´n cada vez mayor. De hecho,
si tomamos la entrop´ıa relativa entre los estados sin reducir a ninguna regio´n, esta
sera´ infinita IR, pues los estados son puros. Este problema puede evitarse fa´cilmente
al considerar los estados reducidos a una regio´n finita. El taman˜o R de la regio´n sera´
el para´metro que indicara´ la escala del GR. Veremos que en general la entrop´ıa crece
super-volume´tricamente como Rd debido a las contribuciones del Hamiltoniano modu-
lar. Siguiendo [31], compararemos estos dos estados en la superficie de Cauchy nula.
Esto reduce la entrop´ıa relativa a crecer como el a´rea de la regio´n ∼ Rd−2, da´ndonos
informacio´n directa sobre la entrop´ıa de entrelazado y aspectos del GR de su te´rmino
de a´rea.
El resultado principal del resto de este cap´ıtulo es una nueva prueba del teorema c
de Zamolodchikov, que se extiende a dimensiones mayores d > 2 como una propiedad
del flujo del GR del te´rmino de a´rea en la EE [32]. Esta propiedad dice que la renor-
malizacio´n del te´rmino de a´rea siempre tiene signo negativo, y que es finita en el rango
∆ < (d+ 2)/2 de dimensio´n conforme de la perturbacio´n. Esto coincide con el ana´lisis
hecho en las secciones anteriores.
La expresio´n en te´rminos de la entrop´ıa relativa ofrece una interpretacio´n ma´s trans-
parente desde el punto de vista de la Teor´ıa de la Informacio´n de esta irreversibilidad
del GR. El Teorema c es equivalente al siguiente enunciado: El vac´ıo ρ1 de la teor´ıa
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que implementa el flujo del GR puede distinguirse (usando la entrop´ıa relativa) del
vac´ıo ρ0 del punto fijo UV, comparando estos en la superficie de Cauchy nula Σnula del
completamiento causal de una esfera de radio R, en la cantidad
S(ρ1||ρ0)Σnula ≈
cUV − cIR
3
log(mR) , (4.7.1)
para radios R mucho mayores que la escala m que caracteriza al flujo del GR; siendo
cUV y cIR las cargas centrales de los puntos fijos UV e IR respectivamente. La diferencia
entre las cargas centrales controla la distinguibilidad o distancia estad´ıstica entre los
vac´ıos de estas dos teor´ıas. El Teorema c (versio´n de´bil) equivale a la positividad de la
entrop´ıa relativa.
4.8. Entrop´ıa relativa entre estados de distintas teor´ıas
La entrop´ıa relativa entre dos matrices densidad ρ0 y ρ1 esta´ definida por
S(ρ1||ρ0) = Tr (ρ1 log ρ1 − ρ1 log ρ0) . (4.8.1)
Estamos interesados en la entrop´ıa relativa entre los vac´ıos de dos teor´ıas, reducidos
a ciertas superficies. Las superficies que usualmente se consideran son espaciales, pero
tambie´n consideraremos el caso de superficies nulas. Las dos teor´ıas las denotamos
por T0 y T1. Tomaremos T0 como una CFT y T1 como la QFT obtenida a partir de
perturbar T0 con un operador relevante, iniciando un flujo del GR:
S1 = S0 +
∫
ddx gO(x) . (4.8.2)
Esta construccio´n asegura que T0 y T1 tengan el mismo contenido operatorial. Como
los estados pertenecen a teor´ıas distintas, estos (o en el cuadro de Heisenberg, los ope-
radores) evolucionan en el tiempo con Hamiltonianos diferentes. Por esto debemos ser
ma´s espec´ıficos en el instante de tiempo (o superficie de Cauchy) en la que comparamos
estos estados pues estos son sometidos a evoluciones unitarias distintas. Por este hecho
la entrop´ıa relativa dependera´ de la superficie de Cauchy elegida.
Como se muestra en [31] en una situacio´n similar para el Teorema-g, la dependencia
de la entrop´ıa relativa puede explotarse para reducir, y eventualmente eliminar, la
contribucio´n del Hamiltoniano modular. En este caso, la diferencia de entrop´ıas hereda
las propiedades de positividad y monotonicidad de la entrop´ıa relativa, y esto puede ser
usado para entender propiedades del GR. Aplicamos esta idea a flujos del tipo (4.8.2).
En esta seccio´n estudiamos la dependencia de la entrop´ıa relativa con la superficie de
Cauchy y analizamos en detalle el l´ımite nulo.
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4.8.1. Reduccio´n a una regio´n espacial de estados de teor´ıas
distintas
Para aclarar la dependencia de la entrop´ıa relativa con el tiempo, revisemos primero
una sola QFT y la forma estandar en la que un estado se reduce en el espacio-tiempo.
Podemos describir el contenido operatorial de la teor´ıa T0 en cualquier superficie global
de Cauchy Σgl (donde gl significa global) por un conjunto de campos que llamamos
genericamente φλ(x), con x ∈ Σgl, que forman un conjunto completo que genera el
a´lgebra de operadores en el espacio de Hilbert correspondiente. Dicho conjunto pue-
de incluir derivadas en el tiempo de los campos o, para adaptar la discusio´n a una
superficie Σgl arbitraria, derivadas de los campos en la direccio´n normal a Σgl. Para
cualquier subconjunto Σ ⊆ Σgl definimos el a´lgebra AΣ generada por polinomios de los
operadores localizados en Σ. Dado un estado global ρ0gl, su restriccio´n a AΣ nos da el
estado reducido ρ0Σ. Este es el estado en AΣ que nos da los mismos valores de especta-
cio´n que el estado global para operadores en la regio´n. No´tese que hasta el momento
podemos tomar un estado arbitrario y la dina´mica o el Hamiltoniano de la teor´ıa no
ha intervenido en esta construccio´n.
Consideremos otra superficie espacial Σ′ con el mismo desarrollo causal D que Σ
(ver Figura 4.2). En el cuadro de Heisenberg, los estados no dependen del tiempo y
los operadores evolucionan segu´n la ecuacio´n de Heisenberg. Operadores localizados en
puntos de Σ′ pertenecen al desarrollo causal de Σ y pueden ser escritos en te´rmino de
los operadores de Σ usando las ecuaciones de movimiento. Esta identificacio´n depende
del Hamiltoniano de la teor´ıa. Teniendo esto en cuenta vemos que el a´lgebra generada
por los operadosres en Σ′ coincide con la de Σ. Como el estado global no depende
de la eleccio´n de la superficie de Cauchy en el cuadro de Heisenberg y el a´lgebra
en las dos superficies es la misma, conclu´ımos que los estados reducidos ρ0Σ y ρ
0
Σ′ son
iguales. Esto es: con ellos obtenemos los mismos valores de expectacio´n para los mismos
operadores en la misma a´lgebra, donde la identificacio´n de los operadores entre Σ y
Σ′ se hace usando las ecuaciones de movimiento. Por ello, la EE es la misma, si se
usa la misma regularizacio´n. La entrop´ıa relativa para dos estados de la misma teor´ıa
sera´ independiente de la superficie de Cauchy elegida dentro del diamante causal. La
suba´lgebra de operadores y los estados reducidos pueden ser pensados como funcio´n
del desarrollo causal D de Σ (que coincide con el de Σ′), ma´s que como funciones de la
superficie de Cauchy.
Modifiquemos el Hamiltoniano sumando un te´rmino como en (4.8.2), de tal forma
que podamos seguir describiendo la base de operadores en una superficie de Cauchy por
los mismos campos, que llamamos ahora φ˜λ(x) para esta nueva teor´ıa T1. Necesitamos
introducir un regulador para hacer esto13.
13En general es tambie´n necesario introducir un cutoff para definir el a´lgebra en una superficie de
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Figura 4.2: Diferentes superficies de Cauchy Σ y Σ′ con el mismo completamiento causal
D; Σgl es una superficie de Caucy global.
Consideremos tambie´n el cuadro de Heisenberg respecto de este nuevo Hamiltoniano
y otro nuevo estado global ρ1gl en esta nueva teor´ıa. De vuelta, ρ
1
Σ y su entrop´ıa sera´n
invariantes ante cambiar la superficie de Cauchy de Σ a Σ′ (la representacio´n de la
matriz densidad puede por supuesto cambiar si cambiamos la base). Eliminamos por
ello el sub´ındice Σ de los estados.
Si queremos comparar con la entrop´ıa relativa dos estados de dos teor´ıas con distinto
Hamiltoniano necesitamos identificar los espacios de Hilbert, o de forma equivalente,
el a´lgebra de operadores de las teor´ıas de una forma precisa.
Para hacer tal identificacio´n usamos una superficie de Cauchy. Dada una superficie
de Cauchy Σ identificamos naturalmente los operadores de campos φλ(x) y φ˜λ(x) para
cada x ∈ Σ. Formalmente, la identificacio´n φλ(x) ↔ φ˜λ(x) se lleva a cabo por un
unitario UΣ que mapea los espacio de Hilbert y los operadores entre las teor´ıas de
forma que
UΣφ˜λ(x)U
†
Σ = φλ(x) x ∈ Σ. (4.8.3)
Los valores de expectacio´n de los operadores φλ(x) sobre Σ calculados con los estados
ρ0 y UΣρ
1U †Σ definen dos estados reducidos diferentes sobre la misma a´lgebra. El estado
UΣρ
1U †Σ nos da los mismos valores de expectacio´n sobre los campos de la primera teor´ıa
como ρ1 sobre los campos de la segunda teor´ıa,
tr(UΣρ
1U †Σφλ1(x1)...φλm(xm)) = tr(ρ
1φ˜λ1(x1)...φ˜λm(xm)) , xi ∈ Σ . (4.8.4)
Podemos calcular entonces la entrop´ıa relativa S(UΣρ
1U †Σ||ρ0). De forma ana´loga, po-
demos calcular S(ρ1||U †Σρ0UΣ), con el mismo resultado. Esto se sigue de la invariancia
Cauchy, en lugar de en una regio´n con volumen espacio-temporal. Como es pra´ctica usual en QFT,
la existencia de la entrop´ıa relativa en el l´ımite del cont´ınuo se traslada a la finitud de esta cantidad
cuando quitamos el regulador.
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de la entrop´ıa relativa ante el cambio simulta´neo de los dos estados por un mismo
unitario.
Para ser ma´s claros, ambos estados, ρ0 de T0 y ρ1 de T1, definen valores de expecta-
cio´n para operadores en D en cada teor´ıa. Para calcular la entrop´ıa relativa entre ellos,
mapeamos las a´lgebras identificando los elementos de una base local de operadores:
φλ(x) ↔ φ˜λ(x) sobre una superficie de Cauchy, o sea, con (4.8.3). Podemos escribir
esta entrop´ıa relativa como
SΣ(ρ
1||ρ0) ≡ S(ρ1||ρ0)∣∣
φλ(x)↔φ˜λ(x) ; x∈Σ . (4.8.5)
Esta construccio´n no difiere de la forma usual en la que la entrop´ıa relativa es
calculada en sistemas definidos en una red. Por ejemplo, podemos imaginarnos una
red en la que grados de libertad de esp´ın esta´n localizados en los ve´rtices. Si tenemos
dos estados, por ejemplo, los estados fundamentales de dos Hamiltonianos distintos,
podemos calcular la entrop´ıa relativa entre ellos si identificamos los operadores de esp´ın
de ambas teor´ıas.
Hacemos esto en cada superficie de Cauchy que consideremos. Si elegimos otra
superficie de Cauchy Σ′ en el mismo dominio causal D de Σ, la entrop´ıa relativa que
hemos definido dependera´ de la superficie de Cauchy; SΣ(ρ
1||ρ0) diferira´ de SΣ′(ρ1||ρ0).
La razo´n para este cambio es que la identificacio´n de los elementos de la base
φλ(x
′) ↔ φ˜λ(x′), x′ ∈ Σ′, sera´ diferente de la identificacio´n en Σ, o, en el lenguaje
anterior, UΣ es diferente que UΣ′ .
Esto es porque los campos locales φλ(x) de Σ pueden ser expresados, por las ecua-
ciones de movimiento de T0, como cierta funcional no local φλ(x) = FΣ′0 [φ(x′)] de
los campos en x′ ∈ Σ′, pero para la teor´ıa T1 tendremos una funcional diferente
φ˜λ(x) = F
Σ′
1 [φ˜(x
′)] para expresar los campos, porque las teor´ıas T0 y T1 tienen dis-
tintas ecuaciones de movimiento.
Identificar φλ(x)↔ φ˜λ(x) en Σ es como identificar FΣ′0 [φ(x′)] con FΣ′1 [φ˜(x′)]. Como
FΣ
′
0 y F
Σ′
1 son funciones diferentes, esto no es compatible con la identificacio´n de los
campos locales en Σ′.
Como resultado, identificar operadores locales en diferentes superficies conduce a
identificaciones diferentes de los espacios de Hilbert
En una teor´ıa general interactuante es dificil obtener FΣ
′
explicitamente. Afor-
tunadamente no necesitaremos esto. Como ejemplo en donde la evolucio´n entre las
superficies puede hacerse de forma expl´ıcita, consideremos T0 como la teor´ıa de un
campo escalar libre de masa m0. Tenemos
φ(x) = i
∫
Σ′
dd−1x′
√
h
(
ηµ∂xµC0(x− x′)φ(x′) + C0(x− x′)ηµ∂µφ(x′)
)
, (4.8.6)
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donde x ∈ D y x′ ∈ Σ′, h es la me´trica inducida en Σ′, ηµ es el vector normal a Σ′, y
C0(x− x′) = [φ(x), φ(x′)] , (4.8.7)
es el conmutador del campo escalar libre de masa m0. La derivada normal η
µ∂µφ(x
′) ≡
pi(x′) es el operador momento adaptado a la superficie Σ′, y debe ser considerado un
operador independiente en esta superficie ( {φλ(x′)}λ=1,2 = {φ(x′), pi(x′)}). Podemos
tomar la teor´ıa T1 como un campo escalar libre con una masa distinta m1. Esta tiene
una funcio´n conmutador distinta C1 en lugar de C0 en (6.2.39), dando φ˜(x) como una
combinacio´n diferente de los campos en Σ′.
4.8.2. Hamiltoniano modular
Es conveniente expresar la entrop´ıa relativa por la expresio´n equivalente
S(ρ1||ρ0) = ∆〈H〉 −∆S , (4.8.8)
donde
∆S = S(ρ1)− S(ρ0) , (4.8.9)
es la diferencia de entrop´ıas de von Neumann y
∆〈H〉 = Tr(ρ1H)− Tr(ρ0H) , (4.8.10)
es la diferencia de los valores de espectacio´n del Hamiltoniano modular
H = − log ρ0 . (4.8.11)
En nuestro caso, ∆S nos da la diferencia de entrop´ıas de entrelazado de dos es-
tados de vac´ıo reducidos a la misma regio´n. Este te´rmino no depende de la superficie
de Cauchy. La dependencia en Σ viene exclusivamente del valor de expectacio´n del
Hamiltoniano modular
∆〈H〉Σ = Tr
(
(ρ1Σ − ρ0)H
)
. (4.8.12)
H es un operador en la teor´ıa T0. Su valor de expectacio´n en el estado ρ0 es independien-
te de la superficie de Cauchy, sin embargo, su valor de expectacio´n en el segundo estado
ρ1Σ depende de sobre que´ superficie hemos hecho la identificacio´n de los operadores de
las dos teor´ıas.
Elegimos T0 como una CFT, ρ0 su estado de vac´ıo, y Σ como una esfera d −
2 dimensional a tiempo fijo. El Hamiltoniano modular en este caso es la expresio´n
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(2.2.86), dada en te´rminos del operador Tµν de la teor´ıa T0,
H =
∫
Σ
dσ ηµξνTµν . (4.8.13)
Aqu´ı ηµ es un vector de norma uno orientado al futuro y normal a la superficie de
Cauchy Σ, y ξν es el vector de Killing conforme correspondiente a la transformacio´n
que deja la esfera invariante. Para una esfera centrada en el origen del plano espacial
x0 = 0, las componentes (x0, xi) de ξν son
ξν =
pi
R
(
R2 − (x0)2 − (~x)2,−2x0xi) , (4.8.14)
donde R es el radio de la esfera. Se puede comprobar que la corriente jµ = ξ
νTµν es
conservada usando que Tµν es sime´trico, conservado y de traza cero. Esto hace a H
una carga conservada independiente de la superficie de Cauchy en T0, pero este no es
el caso cuando evaluamos su valor de expectacio´n en el estado ρ1Σ.
Para evaluar ∆〈H〉Σ necesitamos entender el cambio en el valor de expectacio´n del
tensor de energ´ıa momento ∆〈Tµν(x)〉Σ. Este es un operador local y su valor de es-
pectacio´n en el nuevo estado ρ1Σ depende de la estructura del estado (las funciones de
correlacio´n) cerca del punto x sobre la superficie. Esperamos por lo tanto una expre-
sio´n local que involucre solo tensores locales. Esto incluye gµν y todas las cantidades
geome´tricas que pueda construirme con la superficie de Cauchy, como los vectores nor-
males ηµ, la curvatura extr´ınseca e intr´ınseca, etc. Dada la invariancia del vac´ıo en su
teor´ıa respectiva no tenemos ma´s tensores involucrados.
Sin embargo, los te´rminos de curvatura solo pueden aparecer acompan˜ados por
potencias positivas del regulador, por ejemplo de la forma K2ij
2, con Kij la curvatura
extr´ınseca de Σ y  un regulador de distancia corta. Esto es porque estamos evaluando
el valor de expectacio´n de un operador local en una QFT en espacio plano, y la forma de
Σ solo entra en las funciones de correlacio´n a trave´s de la distancia entre los puntos. Por
ejemplo, en una regularizacio´n tipo red, Tµν puede ser escrito en te´rminos de operadores
en el punto y en unos pocos puntos vecinos, y el valor de espectacio´n en el estado ρ1Σ
depende solamente de los correladores a distancia corta en la red.
La curvatura entonces solo entra modificando la distancia entre puntos cercanos y
siempre viene acompan˜ada por el regulador. Estos te´rminos pueden ser despreciados si
la curvatura es mucho menor que la escala del regulador. Siempre consideraremos que
este es el caso.
Tenemos entonces la forma general
∆〈Tµν(x)〉Σ = k
(
ηµ(x)ην(x)− gµν
d
)
+O(K22) + ... . (4.8.15)
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Hemos usado el hecho de que el tensor de energ´ıa momentos de una CFT tiene traza
cero. Este valor de expectacio´n depende de la superficie de Cauchy a trave´s de los
vectores normales ηµ, y esto es crucial para cumplir con el requisito de que Tµν sea
de traza cero. No´tese que ∆〈Tµν(x)〉Σ no transforma como un tensor de Lorentz a no
ser que Σ tambie´n se transforme. La ecuacio´n (4.8.15) sera´ muy importante en los
argumentos que siguen.
Veamos los posibles comportamientos de la constante k con el regulador. Si k es
divergente con el regulador, esperamos que un ca´lculo perturbativo sea suficiente pa-
ra darnos el te´rmino principal en k. El motivo es que el acoplamiento g en (4.8.2),
responsable de deformar T0 en T1, es relevante y se hace cero en el UV.
Las correcciones perturbativas comienzan a segundo orden en g dado que 〈TµνO〉 =
0 para operadores primarios en una CFT. Tomando en cuenta las dimensiones [k] = d
y [g] = d−∆, obtenemos por ana´lisis dimensional que
k ∼ g2d−2∆ . (4.8.16)
Conclu´ımos que el valor de espectacio´n del Hamiltoniano modular entre el vac´ıo de una
CFT y el vac´ıo de la teor´ıa perturbada es UV divergente para ∆ ≥ d/2. Para ∆ < d/2
no podemos calcular k perturbativamente, pero esperamos un k finito. La dependencia
Figura 4.3: Campo vectorial ξµ generador del flujo modular geome´trico en el completamiento
causal de una esfera. ∆〈H〉Σ viene dado por el flujo de ξµ a trave´s de la superficie de Cauchy Σ.
∆〈H〉Σnula = 0 sobre la superficie de Cauchy nula Σnula para el rango de perturbaciones discutido
en el texto. La divergencia del campo vectorial ξµ integrada en el volumen espacio-temporal
sombreado nos da ∆HΣ′ − ∆HΣ, y con esto, la variacio´n de la entrop´ıa relativa al cambiar la
superficie de Cauchy de Σ a Σ′.
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de ∆〈H〉Σ con la superficie Σ se obtiene de sustituir (4.8.15) en (4.8.13)
∆〈H〉Σ = k(d− 1)
d
∫
Σ
dσ ηµξµ . (4.8.17)
Obtenemos una dependencia geome´trica simple, dada por el flujo del campo ξν a trave´s
de Σ (ver Figura 4.3). El campo (4.8.17) no es una corriente conservada, y por el
Teorema de Gauss, tenemos que el cambio en el flujo es
∆〈H〉Σ′ −∆〈H〉Σ = k(d− 1)
d
(∫
Σ′
dσ ηµξµ −
∫
Σ
dσ ηµξµ
)
=
k(d− 1)
d
∫
VΣΣ′
dv (∂ · ξ) ,
(4.8.18)
donde
(∂ · ξ) = −2pid
R
x0 , (4.8.19)
y VΣΣ′ es la regio´n espacio-temporal entre las superficies.
El comportamiento en el IR de este valor de espectacio´n se sigue de esta integral.
Para la superficie de Cauchy plana a tiempo x0 = 0 obtenemos
∆〈H〉 = 2piΩ˜ k
d(d+ 1)
Rd , (4.8.20)
donde R es el radio de la superficie esfe´rica de entrelazado y
Ω˜ =
2pi
d−1
2
Γ(d−1
2
)
(4.8.21)
es el a´rea de la esfera unidad sumergida en Rd−1 (Sd−2 esfera). El mismo comportan-
miento super-extensivo ∼ Rd se obtiene para otras superficies de Cauchy que no se
aproximen mucho a la superficie nula, o el futuro nulo del completamiento causal de la
esfera.
4.8.3. El l´ımite nulo
Habiendose entendido la dependencia general con la superficie de Cauchy, estamos
listos para tomar el l´ımite nulo. De la expresio´n (4.8.14) para ξν y la definicio´n de ηµ,
tenemos que en el l´ımite en que la superficie de Cauchy dentro del completamiento
causal de una esfera es nula
(ηµξµ)|Σnula = 0 . (4.8.22)
De hecho ambos vectores son nulos sobre la superficie de Cauchy nula. Con esto y
(4.8.17) obtenemos el importante resultado
∆〈H〉Σnula = 0 . (4.8.23)
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El resultado de este l´ımite, sin embargo, no esta´ completamente justificado si el
coeficiente en (4.8.17) es divergente. Como mencionamos arriba, necesitamos que la
escala t´ıpica de la curvatura de Σ sea mayor que el regulador . A medida que nos
acercamos a la superficie nula, la curvatura intr´ıseca y extr´ınseca de la superficie di-
verge. Por ejemplo, el hiperboloide (x0)2 − (~x)2 = a2 tiene una curvatura extr´ınseca
del orden de a−1, y en el l´ımite nulo a→ 0. Dicho de una forma diferente, necesitamos
que el regulador  siempre sea mucho menor que las distancias a lo largo de la super-
ficie Σ, para poder asociar con el regulador alguna distancia f´ısica tipo red sobre la
superficie. Debemos entonces tener que  . a al tomar el l´ımite nulo a→ 0. Podemos
tomar cociente a/ como un nu´mero arbitrariamente grande y fijo al tomar el l´ımite
 ∼ a→ 0. Esto automa´ticamente controla los te´rminos de curvatura en (4.8.15). Dado
esto, necesitamos entender entonces co´mo ∆〈H〉Σ se anula.
Examinemos la expresio´n (4.8.17) en el l´ımite nulo. Por simplicidad consideramos
como superficies de Cauchy la familia de hiperboloides Σa parametrizadas por su radio
a, (
x0 −
√
a2 +R2
)2
− ~x2 = a2 , 0 < |~x| < R , x0 > 0. (4.8.24)
La integral ∫
Σa
dσ ηµξµ =
{
4pia2 log(R/a) +O(a3) d = 2
2piΩ˜
(d−1)(d−2)a
2Rd−2 +O(a3) d > 2 , (4.8.25)
va gene´ricamente como ∼ a2Rd−2 para a pequen˜o. Sustituyendo esto en (4.8.17) y
usando (4.8.16) para k, tenemos
∆〈H〉Σ ∼ g2Rd−2d−2∆a2 . (4.8.26)
Vemos que usando hiperboloides de radio a, la contribucio´n al Hamiltoniano modular
crece como el a´rea ∼ Rd−2 en lugar de crecer como Rd, como ocurr´ıa en el caso de la
superficie x0 = 0, (4.8.20). La ecuacio´n (4.8.26) nos da un l´ımite cero para a ∼  → 0
siempre que
∆ <
d+ 2
2
. (4.8.27)
O sea, el l´ımite nulo agranda la ventana de ∆ en la que el Hamiltoniano modular da
una contribucio´n finita, desde ∆ < d/2 hasta ∆ < (d + 2)/2. En esta nueva ventana
su contribucio´n es cero en el l´ımite nulo. No tenemos control sobre el l´ımite nulo si
∆ ≥ (d+ 2)/2.
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4.8.4. Entrop´ıa de entrelazado y reg´ımenes de la entrop´ıa re-
lativa
Analicemos brevemente la contribucio´n de la EE a la entrop´ıa relativa. Como men-
cionamos anteriormente, esta no depende de la superficie de Cauchy. La contribucio´n
de la EE, en constraste con la del Hamiltoniano modular, sera´ una funcio´n complicada
de R que depende de todo el flujo del GR de la teor´ıa. Podemos preguntar cua´ndo la
diferencia de EE dara´ una contribucio´n finita o divergente. De nuevo esperamos que
en el caso divergente podamos hacer un ana´lisis perturbativo. Los te´rminos divergente
son proporcionales al a´rea de la superficie. Por ana´lisis dimensional
∆S ∼ g2Rd−2d+2−2∆ . (4.8.28)
La ventana permitida para tener una ∆S finita es ∆ < (d+2)/2. Esto se conoc´ıa a partir
de ca´lculos hologra´ficos [141, 142, 149] y por ca´lculo directo sobre co´mo renormaliza
el te´rmino de a´rea ante el GR [33, 137, 147, 154, 175–177], como se discutio´ en las
secciones anteriores. Esta ventana coincide con la de (4.8.27) para tener un ∆〈H〉 nulo
en el l´ımite nulo.
Con esta informacio´n y la del Hamiltoniano modular, podemos resumir los reg´ıme-
nes de la entrop´ıa relativa entre los vac´ıos de dos teor´ıas de la siguiente forma. Primero,
para superficies espaciales (planas o con curvatura ∼ R−1) la entrop´ıa relativa esta´ do-
minada, a distancias grandes, por la contribucio´n del Hamiltoniano modular. En el IR
crece super-extensivamente como Rd. En el UV es finita solo en la ventana de perturba-
ciones con dimensiones ∆ < d/2. En este rango de ∆ y a distancia corta, la entrop´ıa de
entrelazado es finita ∆S ∼ g2R2(d−∆), y va a cero ma´s ra´pido que Rd para R pequen˜o.
La contribucio´n del Hamiltoniano modular domina entonces a todas las escalas para
∆ < d/2. Como la entrop´ıa de entrelazado es independiente de Σ, la entrop´ıa relativa
cambia de una forma simple y geome´trica con la superficie de Cauchy
S(ρ1||ρ0)Σ′ − S(ρ1||ρ0)Σ = −2pik(d− 1)
R
∫
VΣΣ′
dv x0 . (4.8.29)
Por otro lado, el l´ımite de la entrop´ıa relativa en la superficie nula es finito para
dimensiones ∆ < (d + 2)/2, extendiendo el rango de ∆ < d/2 de las superficies espa-
ciales. En esta ventana el Hamiltoniano modular se anula y la entrop´ıa relativa resulta
completamente de la diferencia de las entrop´ıa de entrelazado,
S(ρ1||ρ0)Σnula = −∆S , (4.8.30)
y crece como el a´rea ∼ Rd−2 en el IR.
El resultado (4.8.30), equivalente a ∆〈H〉Σnula = 0, le da a la superficie nula un rol
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especial. La entrop´ıa relativa en la superficie de Cauchy nula no distingue los vac´ıos ρ1,
ρ0 tanto como lo har´ıa en otra superficie espacial en el mismo dominio causal. La razo´n
para esto es que, al tomar el l´ımite nulo, el conjunto de correladores en la direccio´n que
se hace nula son como correladores UV, y contribuyen menos a distinguir los estados.
4.9. Consecuencias para la entrop´ıa de entrelazado
El resultado (4.8.30) en la ventana
d− 2
2
≤ ∆ < d+ 2
2
, (4.9.1)
revela que −∆S tiene las propiedades de positividad y monotonicidad de la entrop´ıa
relativa,
−∆S ≥ 0 , d∆S
dR
≤ 0 . (4.9.2)
En la seccio´n siguiente exploramos las conseuencias de esto en dos y ma´s dimensiones.
Para d = 2 esto nos lleva a una demostracio´n alternativa y simple del Teorema c,
mientras que en d > 2 nos lleva a demostrar la monotonicidad del te´rmino de a´rea en
la entrop´ıa de entrelazado.
4.9.1. Una prueba simple del Teorema-c
Consideremos las implicaciones de (4.8.30) para el GR en d = 2 dimensiones espacio-
temporales. En este caso, la ventana (4.9.1) se convierte en 0 < ∆ < 2, que incluye
todas la deformaciones relevantes posibles.
Tomamos T0 como una CFT en d = 2 con carga central cUV . En este caso, la
entrop´ıa de entrelazado para un intervalo de longitud R es de la forma
S(R) =
cUV
3
log(R/) + c0 , (4.9.3)
donde  es un regulador de distancia corta y c0 una constante no universal.
En contraste, la entrop´ıa de T1 tendra´ una dependencia con R muy complicada. Sin
embargo, para R grande en comparacio´n con todas las escalas m de T1: m ∼ g−1/(d−∆),
T1 va a un punto fijo IR de carga central cIR. Teniendo en cuenta que las divergencias
UV son controladas por el punto fijo UV de carga central cUV , la entrop´ıa de entrelazado
para T1 a distancias grandes viene dada por
S(R) =
cIR
3
log(mR)− cUV
3
log(m) + const. (4.9.4)
Sustrayendo (4.9.3) a (4.9.4), obtenemos que la diferencia entre las EE de ambas
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teor´ıas a distancias grandes esta´ dada por
∆S ≈ cIR − cUV
3
log(mR) , (4.9.5)
salvo te´rminos subdominantes en R (que eliminamos en lo que sigue). De (4.9.2),
∆S < 0 y conclu´ımos que
cIR < cUV . (4.9.6)
Esto constituye una nueva demostracio´n de Teorema-c de Zamolodchikov [44] usando
la entrop´ıa relativa sobre superficies nulas.
4.9.2. Monotonicidad del te´rmino de a´rea en la entrop´ıa de
entrelazado
Habiendose obtenido este resultado para d = 2, consideremos una QFT en d > 2.
Notemos que para d > 2 la restriccio´n (4.9.1) pone una cota superior ∆ < (d+ 2)/2
sobre las dimensiones de la perturbacio´n que inicia el flujo del GR. Cuando
(d+ 2)/2 < ∆ < d , (4.9.7)
la perturbacio´n relevante produce una diferencia entre los valores de espectacio´n del
Hamiltoniano modular que no se anula en el l´ımite nulo, y no queda claro si −∆S, que
es tambie´n divergente en este rango, hereda la positividad y la monotonicidad de la
entrop´ıa relativa. Ser´ıa interesante estudiar en ma´s detalle este re´gimen (d + 2)/2 <
∆ < d, buscando cancelaciones entre las divergencias.
La EE de una QFT en una esfera de radio R mucho mayor que todas las escalas en
dicha teor´ıa es extensiva sobre la frontera de la esfera y
S(R) = µRd−2 + . . . (4.9.8)
donde µ es una constante de dimensio´n d− 2.
Para una CFT como la T0 de arriba, un ana´lisis dimensional nos da que
µUV =
k0
d−2
, (4.9.9)
donde k0 es una constante adimensional no universal. Por otro lado, para teor´ıas con
escalas tenemos constribuciones adicionales a la forma de (4.9.9). Para T1 estas con-
tribuciones esta´n determinadas por g, el coeficiente de la perturbacio´n relevante. Si la
teor´ıa de perturbaciones conforme se aplica, la primera correccio´n es de orden g2, y por
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lo tanto esperamos
µIR =
k0
d−2
+ g2
k1
2(∆−
d+2
2
)
+ . . . (4.9.10)
Ver tambie´n (4.8.28). El segundo te´rmino es divergente para ∆ > (d+2)/2, lo cual esta´
fuera del rango (4.9.1) en consideracio´n. En cambio, para ∆ < (d+2)/2, la contribucio´n
del te´rmino de a´rea que produce la perturbacio´n sera´ finito,
µ =
k0
d−2
+ k1m
d−2 . (4.9.11)
El coeficiente adimensional k1 en general no puede calculare perturbativamente.
Comparando T0 y T1 con la entrop´ıa relativa sobre una superficie nula implica que
∆S < 0. Esto nos dice que el coeficiente en el te´rmino de a´rea decrece a lo largo del
GR ∆µ < 0, o
µUV > µIR . (4.9.12)
Llamos a este resultado el Teorema del A´rea. No´tese que el te´rmino divergente no uni-
versal proporcional a 1/d−2 es el mismo en ambas teor´ıas y se cancela en la diferencia.
Por lo tanto, la renormalizacio´n finita del te´rmino de a´rea en T1 debe ser negativa,
k1m
d−2 < 0. Notemos tambie´n que la condicio´n de monotonicidad d∆S
dR
≤ 0 no nos
ofrece informacio´n nueva en este ana´lisis del comportamiento en el IR.
En este cap´ıtulo hemos mostrado que el Teorema c de Zamolodchikov en d = 2 y el
decrecimiento del te´rmino de a´rea en la EE en d > 2 es consecuencia, o esta´ relacionado
con, la fo´rmula de Adler-Zee para la renormalizacio´n de la constante de Newton y las
propiedades de la entrop´ıa relativa.
En el primer enfoque, cuando la renormalizacio´n del te´rmino de a´rea es finito,
es negativo, y el resultado puede interpretarse como un aumento de la constante de
Newton debido a correcciones cua´nticas. Esto implica un efecto de anti-apantallamiento
de la gravedad. La entrop´ıa no puede ser negativa, por lo que necesita una contribucio´n
inicial en el UV para compensar este signo negativo en la renormalizacio´n de su te´rmino
de a´rea, y lo mismo debe ocurrir con la constante de Newton (este es un problema viejo
(ve´ase por ejemplo [135]) que solo estamos viendo desde una nueva perspectiva). Se
calculo´ ademas la funcio´n de dos puntos de la traza del tensor de energ´ıa-momentos
en una representacio´n hologra´fica de un flujo del GR entre puntos fijos. Se obtuvo
con esto una comprobacio´n hologra´fica de la relacio´n entre la fo´rmula de Adler-Zee
y los te´rminos de a´rea en la EE. Se dedujo que la positividad de reflexio´n implica la
estabilidad de la accio´n gravitatoria y la condicio´n de energ´ıa nula en el bulk.
En el otro enfoque, con el uso de la entrop´ıa relativa, se mostro´ que la versio´n
de´bil del Teorema c y la renormalizacio´n negativa del te´rmino de a´rea en la EE es
consecuencia de la positividad de la entrop´ıa relativa, y que esta es igual, sobre la
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superficie de Cauchy nula, a la diferencia de las EE de los vac´ıos del punto fijo UV y
la teor´ıa perturbada. Se ve con esto que estas propiedades del GR pueden ponerse en
te´rminos de propiedades de cantidades de la teor´ıa de la informacio´n cua´ntica. Se ve
adema´s el rol crucial de la invariancia de Lorentz en esto, pues fue necesario hacer la
comparacio´n de los estados en la superficie nula para poder decir algo del GR. Este
l´ımite nulo reduce la distinguibilidad de forma que la diferencia de EE adquiere las
propiedades de positividad y monotonicidad de la entrop´ıa relativa. La interpretacio´n
f´ısica de por que´ ocurre esto es que en el l´ımite nulo, los correladores en la direccio´n
nula son UV y no distinguen los vac´ıos. Solo importan los correladores en la direccio´n
transversal.

Cap´ıtulo 5
La propiedad Markoviana del Vac´ıo
En este Cap´ıtulo comienza la exposicio´n de los resultados necesarios para lograr una
demostracio´n el Teorema A, o irreversibilidad del GR en dimensio´n d = 4, y obtener un
cuadro unificado de los teoremas de irreversibilidad en d = 2, 3 y 4 como propiedades de
la entrop´ıa de entrelazado del vac´ıo. Para esto, un ingrediente fundamental, al menos
en el caso de d = 4, es lo que hemos llamado la propiedad Markoviana del vac´ıo. Los
resultados de este Cap´ıtulo esta´n basados en [52, 53].
En el contexto de considerar estados Markovianos, usualmente las suba´lgebras, o los
subespacio de probabilidad, a las que se reducen los estados, esta´n naturalmente dadas
(por ejemplo, sitios en una red), y se busca a partir de este conocimiento un estado del
espacio de Hilbert, o de fases, que sea Markoviano, tambie´n llamados cadenas de Mar-
kov. Esto significa, como vimos en §2.1.5, que este estado (en el caso cua´ntico), satura
la subaditividad fuerte (SSA) de la entrop´ıa de von Neumann, o existe una relacio´n
equivalente entre sus Hamiltonianos modulares. Sin embargo, en nuestro caso haremos
algo distinto. No buscaremos, fijadas las suba´lgebras, que´ estado es Markoviano, sino
que tomaremos el vac´ıo de cualquier teor´ıa de campos (relativista), y buscaremos las
regiones (suba´lgebras) respecto de las cua´les el vac´ıo es Markoviano. Este problema
tiene una respuesta simple y geome´trica, que hemos llamado la propiedad Markoviana
del vac´ıo. El contenido de la propiedad Markoviana del vac´ıo es decir respecto de que´
familia de regiones en el espacio-tiempo, el vac´ıo es Markoviano. Estas regiones son
los completamientos causales de cualquier porcio´n de una superficie de Cauchy cuyo
borde (que puede tener una forma arbitraria) esta´ sobre un plano nulo. En el caso del
vac´ıo de una teor´ıa conforme, esta familia de regiones tambie´n incluye a las regiones
que tienen borde arbitrario sobre el cono nulo.
La demostracio´n de esta propiedad puede hacerse de dos formas. Una es demos-
trando la igualdad
HA +HB −HA∩B −HA∪B = 0 , (5.0.1)
entre los Hamiltonianos modulares, y otra es demostrando una igualdad similar para
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la EE (saturacio´n de la SSA), donde A y B son regiones que pertenecen a la familia
descrita arriba, como tambie´n lo son la interseccio´n y unio´n A ∩ B, A ∪ B. A trave´s
del primer me´todo determinaremos la forma general de los Hamiltonianos modulares
del vac´ıo reducido a regiones con borde en una superficie arbitraria γ sobre un plano
nulo, ver Figura 5.1. Consideramos el plano nulo P que pasa por el origen del espacio
Figura 5.1: Disposicio´n geome´trica: plano nulo P paralelo al vector ξ = (1, 1, 0, · · · ), con
una curva arbitraria γ(x⊥). La regio´n Rγ es el completamiento causal de una superficie de
Cauchy con borde en γ(x⊥).
de Minkowski y paralelo al vector nulo ξ = (1, 1, 0...). Tomamos las coordenadas sobre
el plano nulo como (λ, x⊥) con x = λξ + x⊥, x⊥ = (0, 0, x2, ...xd−1). Consideremos
la superficie γ, d − 2 dimensional sobre este plano nulo, dada por la ecuacio´n λ =
γ(x⊥). Tomaremos γ cont´ınua y extendida en todas las coordenadas x⊥ hasta infinito,
dividiendo el plano nulo en dos regiones.
Estamos interesados en la regio´n causal Rγ del espacio-tiempo cuyo horizonte futuro
tiene todos sus puntos en P y al futuro de γ. La forma que tiene el horizonte futuro
de las regiones Rγ es un plano nulo, aunque el pasado (la forma que tiene el horizonte
pasado del completamiento causal de una superficie de Cauchy con borde sobre el plano
nulo) puede ser muy complicada y contener ca´usticas. Para simplificar la notacio´n nos
referiremos a estas regiones del espacio-tiempo, as´ı como a su a´lgebra de operadores
asociada, con la misma letra γ. Denotaremos por γ¯ a la regio´n complementaria: todos
los puntos espacialmente separados de γ que tienen su horizonte pasado en P y al
pasado de γ. El a´lgebra asociada con γ¯ es el a´lgebra de operadores que conmutan con
todos los operadores que pertenecen al a´lgebra asociada a γ.
Probaremos que el Hamiltoniano modular del vac´ıo reducido a γ viene dado por
Hγ = 2pi
∫
dd−2x⊥
∫ ∞
γ(x⊥)
dλ (λ− γ(x⊥))Tλλ(λ, x⊥) . (5.0.2)
Esto generaliza (2.2.9) al caso de cualquier regio´n cuya superficie borde espacial yace
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sobre un plano nulo. Aqu´ı de nuevo encontramos una expresio´n en te´rminos del tensor
de energ´ıa-momentos, y es de hecho de la forma de Rindler para cada rayo nulo por
separado. Para el caso de la cun˜a de Rindler, que obtenemos cuando γ es constante,
el resultado corresponde al flujo sobre la superficie nula de la corriente conservada
(2.2.27), y podemos escribir el Hamiltoniano modular, proporcional al operador gene-
rador de boost, en cualquier otra superficie de Cauchy como una integral del tensor
de energ´ıa-momento. En general este no es el caso para una γ que no es constante.
Para γ arbitraria, Hγ no es el flujo de una corriente conservada. Solo es una integral
local sobre la superficie de Cauchy nula. Si queremos expresar Hγ en otra superficie de
Cauchy que no es la nula, obtendremos una expresio´n no local.
El resultado (5.0.2) fue probado para campos libres en [80] (ver tambie´n [93]), y
para pequen˜as deformaciones alrededor de γ constante en [37]. Adema´s, en el contexto
de la conjeturada condicio´n cua´ntica de energ´ıa nula (QNEC) [178, 179], esta fo´rmula
fue obtenida en [180] para la clase de teor´ıas que saturan la QNEC. Desde este punto de
vista, nuestro resultado implica que la QNEC es saturada para pequen˜as deformaciones
del vac´ıo de una QFT.
Conviene distinguir el Hamiltoniano modular completo de una regio´n V , dado por
HˆV = HV −HV¯ , (5.0.3)
de los Hamiltonianos modulares HV y HV¯ , que solo actu´an en V y V¯ respectivamente.
El Hamiltoniano modular total HˆV tiene soporte en todo el espacio y siempre aniquila
el vac´ıo, HˆV |0〉 = 0, en contraste con HV y HV¯ . Tenemos que
Hˆγ = 2pi
∫
dd−2x⊥
∫ ∞
−∞
dλ (λ− γ(x⊥))Tλλ(λ, x⊥) , (5.0.4)
donde lo u´nico que se cambio´ respecto de (5.0.2) fue extender la integral en λ hasta
−∞.
Demostraremos que los flujos modulares generados por los operadores U(s) = e−isHˆγ
mueven cualquier otra regio´n con borde sobre el plano nulo de una manera geome´trica
precisa.
Probaremos este resultado de dos formas diferentes. Despue´s de presentar algunos
resultados conocidos sobre transformaciones conformes y Hamiltonianos modulares en
una CFT en la Seccio´n 5.2, daremos una primera prueba en la Seccio´n 5.3. Esta esta´
basada en un ca´lculo directo que usa el me´todo de re´plicas y la expansio´n del producto
de operadores (OPE) para operadores de twist separados a lo largo de la direccin nula.
Esta prueba sigue de cerca los me´todos del trabajo [93].
Basa´ndonos en ciertos teoremas matema´ticos algebraicos bajo el nombre de semi-
inclusio´n modular (half-sided modular inclusions), que revisamos en la Seccio´n 5.4,
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daremos una segunda prueba en la Seccio´n 5.5 que comienza calculando el a´lgebra
de los operadores (5.0.4). Esta resulta ser un algebra de Lie infinito dimensional, con
conmutadores
[Hˆγ1 , Hˆγ2 ] = 2pii(Hˆγ1 − Hˆγ2) . (5.0.5)
En contraste con las simetr´ıas espacio-temporales usuales, los unitarios asociados a esta
a´lgebra mueven los operadores de campo de forma local sobre la superficie nula, pero
de forma no local fuera de esta. Usando este y otros resultados de la teor´ıa algebraica
de QFT y la condicio´n promediada de energ´ıa nula (ANEC), demostrada en [37, 62],
establecemos que los operadores (5.0.4) son de hecho los Hamiltonianos modulares
completos de las regiones Rγ.
En la Seccio´n 5.6 ofrecemos una derivacio´n alternativa y general del a´lgebra de los
Hamiltonianos modulares y de la accio´n de sus flujos modulares desde una perspectiva
algebraica que no usa las herramientas usuales de CFT, y en particular, no necesita la
expresio´n expl´ıcita de los Hγ en te´rminos del tensor de energ´ıa-momento. Sin embargo,
producto de la generalidad de este enfoque, no obtendremos la forma expl´ıcita deHγ. La
mayor parte de estos resultados son obtenidos a partir de teoremas de QFT algebraica
desarrollados en los trabajos [60, 181].
La forma (5.0.2) de Hγ implica la siguiente igualdad para dos regiones γ1, γ2 que
se intersectan,
Hγ1 +Hγ2 −Hγ1∩γ2 −Hγ1∪γ2 = 0 . (5.0.6)
Esta ecuacio´n se sigue trivialmente mirando la contribucio´n de cada l´ınea nula por
separado. De hecho, cualquiera de nuestros tres enfoques conducen a esta igualdad, en
particular el u´ltimo enfoque basado en la teor´ıa de semi-inclusio´n modular de a´lgebras
en el que no se hace expl´ıcita la forma de Hγ. Mostramos que esto es equivalente a la
saturacio´n de la desigualdad de la subaditividad fuerte (SSA) para estas regiones
S(γ1) + S(γ2)− S(γ1 ∩ γ2)− S(γ1 ∪ γ2) = 0 . (5.0.7)
En la Seccio´n 5.7 se presentan argumentos geome´tricos simples para probar que, sobre
el plano nulo, todas las entrop´ıas de entrelazado y de Re´nyi son independientes de la
forma de la frontera de la regio´n. Este es un resultado muy fuerte que implica que todas
las entrop´ıas de Re´nyi Sn tambie´n satisfacen la propiedad de Markov (au´n cuando las
entrop´ıas de Re´nyi no cumplen la SSA).
Sn(γ1) + Sn(γ2)− Sn(γ1 ∩ γ2)− Sn(γ1 ∪ γ2) = 0 . (5.0.8)
Este sistema infinito de igualdades de combinaciones de las entrop´ıas de Re´nyi reduce
au´n ma´s la estructura de entrelazado del vac´ıo a una conocida como de tipo producto.
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Las igualdades de Markov en te´rminos de los Hamiltonianos modulares o en te´rmi-
nos de las entrop´ıas son equivalentes. Sin embargo, de conocer la forma expl´ıcita de los
Hamiltonianos modulares no se obtiene la forma expl´ıcita de las entrop´ıas y viceversa.
Uno pudiera esperar de forma naive que s´ı se podr´ıa obtener, dado que la entrop´ıa es
el valor de espectacio´n del Hamiltoniano modular. Sin embargo, la parte no trivial que
se conoce del Hamiltoniano modular, y que determina el flujo modular, tiene valor de
espectacio´n cero sobre el vac´ıo, y es solo la constante aditiva (que no modifica el flujo
modular) la que es igual a la entrop´ıa, y que representa a la normalizacio´n de la matriz
densidad en QFT. Para determinar las expresiones del Hamiltoniano modular y la EE
de una misma regio´n, se requieren me´todos muy diferentes. En el pro´ximo Cap´ıtulo se
determinara´ la forma expl´ıcita de las entrop´ıas de las regiones γ.
Entre las Secciones 5.3 y 5.3.4, se obtendra´ la forma expl´ıcita de Hγ mediante el
ana´lisis del l´ımite nulo del OPE de los operadores de twist asociados a los bordes de
una franja, y entre las Secciones 5.4 y 5.5.4 se reobtendra´ el mismo resultado para Hγ
como consecuencia de los teoremas algebraicos de semi-inclusio´n modular. Antes de
pasar a esto, nos detendremos primero en analizar la equivalencia entre las condiciones
de Markovianidad (5.0.6) y (5.0.7), Seccio´n 5.1, y en el ana´lisis de la relacio´n entre los
flujos modulares geome´tricos de esferas sobre el cono nulo, y para´bolas sobre el plano
nulo, para el vac´ıo de una CFT, Seccio´n 5.2.
5.1. La propiedad Markoviana en te´rminos de los
Hamiltonianos modulares
Para una regio´n X del espacio se tiene que,
HX = − log ρX + cX , (5.1.1)
con cX una constante indeterminada. El resultado que demostraremos en lo que sigue
y anunciado en (5.0.6) no es a priory equivalente con (5.0.7), que repetimos aqu´ı por
comodidad
S(A)+S(B)−S(A∩B)−S(A∪B) = 0⇔ − log ρA− log ρB +log ρA∩B +log ρA∪B = 0 .
(5.1.2)
Necesitamos asegurarnos de que
S(A) + S(B)− S(A ∩B)− S(A ∪B) = 0⇔ HA +HB −HA∩B −HA∪B = 0 . (5.1.3)
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Esto equivale a demostrar que
− log ρA − log ρB + log ρA∩B + log ρA∪B = k =⇒ k = 0 , (5.1.4)
donde k = −cA − cB + cA∩B + cA∪B es una constante.
Para ver esto notemos primero que tomando valor de espectacio´n en el miembro
izquierdo de (5.1.4) en el estado ρA∪B y usando la SSA obtenemos que
k ≥ 0 . (5.1.5)
Por otro lado, del miembro izquierdo de (5.1.4) tenemos que
tr exp(log ρA∩B + log ρA∪B − log ρA) = ek trρB = ek . (5.1.6)
Usamos ahora la desigualdad de Golden-Thompson-Lieb (2.1.45) con X = − log ρA,
Y = log ρA∩B, Z = log ρA∪B,
ek ≤
∫ ∞
0
dt tr
(
(t+ ρA)
−1ρA∪B(t+ ρA)−1ρA∩B
)
=
∫ ∞
0
dt tr
(
(t+ ρA)
−1ρA(t+ ρA)−1ρA∩B
)
= trρA∩B = 1 . (5.1.7)
En el primer paso usamos que el estado ρA∪B esta´ evaluando un operador del a´lgebra
A, y para esto, es suficiente remplazarlo por ρA. En el segundo paso integramos en t
expl´ıcitamente. Esto implica que k ≤ 0, con lo cual k = 0 como quer´ıamos probar. Por
lo tanto, (5.1.3) es equivalente a (5.1.2).
5.2. El plano, el cono, y el cilindro
Para una CFT en espacio de Minkowski estamos interesados, con vista a su aplica-
cio´n posterior a los teoremas del GR, en regiones con borde arbitrario sobre el cono de
luz pasado de un punto (cono nulo). Para ello, resulta conveniente estudiar regiones so-
bre el plano nulo, dado que estas pueden mapearse al cono nulo por una transformacio´n
conforme. Trabajaremos en una me´trica con signatura (+−−...−). La transformacio´n
conforme entre las coordenadas Xµ y xµ del espacio de Minkowski
xµ = 2
Xµ − (X ·X)Cµ
1− 2(X · C) + (X ·X)(C · C) −R
2Cµ , Cµ ≡ (0, 1/R,~0) , (5.2.1)
mapea el espacio de Rindler X± = X1±X0 ≥ 0 al diamante que es el desarrollo causal
de una esfera centrada en el origen, x± = r ± x0 ≤ R. En particular, el origen Xµ = 0
se mapea al punto (0,−R,~0) de la extrema izquierda de la esfera, los horizontes futuro
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y el pasado de Rindler son mapeados en los horizontes pasado y futuro de la esfera. El
punto a la derecha de la esfera i = (0, R,~0) corresponde con el infinito espacial en las
coordenadas X, ver Figura 5.2. Todos los puntos sobre el rayo de luz marcado en rojo
en la figura tambie´n corresponden con infinito en las coordenadas X. Parte del plano
X− = 0 es mapeado al cono nulo pasado del punto (R,~0). Todas las esferas que pasan
por i corresponden a planos dentro del plano nulo X− = 0. Otras esferas en el cono
nulo corresponden a para´bolas
λ = λ0 + a(x
⊥ − x⊥0 )2 (5.2.2)
en el plano nulo original y con eje de simetr´ıa apuntando en la direccio´n (1, 1,~0). Estas
para´bolas pueden tener |a| arbitrariamente grande, haciendose tan alineadas con una
l´ınea nula como querramos. Revisemos en el lenguaje del plano nulo lo que se conoce
i
Figura 5.2: Cono nulo en el espacio de Minkowski. Las esferas sobre el cono que pasan
por el punto i son mapeadas a planos sobre el plano nulo con la transformacio´n conforme
(5.2.1). Todas las otras esferas (en verde) son mapeadas a regiones parabo´licas en el plano
nulo. El punto i y la l´ınea roja nula son mapeadas a infinito.
sobre el Hamiltoniano modular y el flujo modular en una CFT. El Hγ de γ =cte de
Rindler tiene la forma (5.0.2) cuando se escribe sobre el plano nulo. Este es el flujo
de una corriente conservada correspondiente al generador de boost. Los Hamiltonia-
nos modulares de esferas se obtienen a partir de estos a trave´s de una transforacio´n
conforme [49, 54]. Cuando la esfera es transformada en una para´bola sobre el plano
nulo, encontraremos la misma expresio´n (5.0.2), donde ahora γ es una para´bola. Esto
puede chequearse por ca´lculo directo (uno de los campos vectoriales de Killing confor-
mes deja fija la para´bola sobre el plano), pero podemos llegar al mismo resultado de
forma ma´s simple. Obtenemos la para´bola sobre el plano nulo comenzando con mapear
el semiplano nulo al diamante (transformacio´n (5.2.1)), seguido de un boost y una
rotacio´n que deje el cono nulo invariante, y seguido de una transformacio´n (5.2.1) de
vuelta al plano nulo. La composicio´n de estas transformaciones es una transformacio´n
conforme que mapea el plano γ = 0 sobre el plano nulo, a una para´bola sobre el plano
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nulo, y mapea cualquier l´ınea nula semi-infinita a otra l´ınea semi-infinita, por lo que
se debe componer de traslaciones y dilataciones sobre las l´ıneas nulas. Sin embargo,
una dilatacio´n cambiar´ıa la velocidad del flujo modular cerca del punto inicial de la
l´ınea semi-infinita, donde el flujo modular debe ser de la forma de Rindler. Conclu´ımos
entonces que la transformacio´n es solo una traslacio´n para cada l´ınea nula individual.
Esto nos da el resultado (5.0.2) para para´bolas y para el vac´ıo de una CFT. La transfor-
macio´n modular actu´a de forma local (env´ıa operadores locales en operadores locales
para cualquier valor del para´metro modular), en particular, transforman cada rayo
nulo en si mismo, como puede deducirse de (5.0.2). Por lo tanto, el flujo modular de
para´bolas o planos γ1 actu´a sobre cualquier otra superficie γ2 como
Uγ1(−s)γ2Uγ1(s) = e2pis(γ2 − γ1) + γ1 . (5.2.3)
Aqu´ı hay, sin embargo, un detalle sutil geome´trico. En la transformacio´n (5.2.1) los
puntos sobre el plano nulo X− = 0 son mapeados a infinito para valores finitos de X+
de este plano nulo,
λ = −(x
⊥)2
2R
− R
2
. (5.2.4)
Por ello, alguna de las para´bolas en (5.2.2) que cruzan la superficie (5.2.4) no provienen
de esferas en el cono nulo. Otro aspecto no deseable (ilustrado en la Figura 5.3) es que
el flujo modular de una esfera actuando sobre un punto p del cono nulo por debajo
de la esfera sera´ movido con la particularidad de que llega a infinito para un valor
finito del tiempo modular. Por lo tanto, en el espacio de Minkowski donde el cono vive,
el flujo modular de la esfera no actu´a localmente sobre p despue´s de este valor del
para´metro modular (aunque la transformacio´n modular continu´a existiendo como un
unitario para cualquier valor del para´metro modular).
Estos problemas esta´n relacionados con el hecho de que el grupo conforme Loren-
tziano SO(2, d) no actu´a en el espacio de Minkowski, dado que las transformaciones
conformes especiales pueden mapear puntos al infinito. En lugar de esto, la CFT esta´
definida de forma natural sobre el cilindro, obtenido de compactificar el espacio de Min-
kowski [182, 183]. En la Figura 5.3, el espacio de Minkowski es conforme al diamante
mostrado con l´ıneas discont´ınuas dentro del cilindro. En el cilindro no hay distincio´n
entre esferas y semiespacios. El complemento causal de un diamante esfe´rico es otro
diamante esfe´rico. El flujo modular del diamante A mueve regiones dentro de A hacia
el punto futuro del diamante para tiempos modulares positivos, mientras que mueve
a regiones en el complemento de A hacia el punto pasado del diamante esfe´rico del
complemento. Durante este flujo, en algu´n valor del tiempo modular un punto en el
complemento de A cruzara´ el infinito nulo pasado de Minkowski. Un operador de campo
en un punto por debajo de esa l´ınea puede seguir siendo representado por una combi-
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Figura 5.3: El cilindro: donde los dos bordes verticales son identificados. El espacio
de Minkowski es conforme al diamante representado con l´ıneas discont´ınuas. El flujo
modular del diamante o cono doble A dentro del espacio de Minkowski mueve a las
regiones dentro de A hacia el punto futuro de A (para tiempos modulares positivos)
y a regiones D dentro del complemento hacia el punto pasado del complemento en el
cilindro. Para algunos valores finitos del tiempo modular un punto en el complemento
cruzara´ el borde pasado nulo del espacio de Minkowski, convirtiendo al flujo en no
local desde el punto de vista de Minkowski. Sin embargo, el flujo sigue siendo local en
el cilindro.
nacio´n de operadores en el espacio de Minkowski, dado que este espacio contiene una
superficie de Cauchy completa del cilindro. Sin embargo, no podra´ ser representado en
ninguna superficie de Cauchy de Minkowski como un operador local, y el flujo modular
dejara´ de ser local. El mismo flujo modular es siempre local desde el cilindro. Podemos
resolver entonces que cualquier problema de singularidad o no localidad de los flujos
modulares (que son locales en una regio´n del para´metro modular) en el espacio de
Minkowski pueden ser le´ıdos y bien interpretado desde el cilindro.
La transformacio´n conforme del espacio de Minkowski con coordenadas t, ~x al ci-
lindro viene dada por [184]
ds2Mink = ω
−2(tc, ψ)
(
dt2c − dψ2 − sin2(ψ)dΩ2
)
(5.2.5)
con (def´ınase r = |~x|)
t± r = tan
(
tc ± ψ
2
)
, (5.2.6)
y el factor de Weyl
ω = cos tc + cosψ . (5.2.7)
Esta mapea todo un plano nulo de Minkowski a todo el cono pasado nulo de un punto
en el cilindro, que coincide con todo el cono futuro nulo de otro punto en el cilindro.
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Hay otra ventaja te´cnica en trabajar con el plano nulo ma´s que con el cono nulo en el
espacio de Minkowski: podemos pensar en todas las para´bolas de la forma (5.2.2) sin
restricciones. Sin embargo, en la versio´n del plano nulo de las regiones γ que estamos
considerando, parecer´ıa que hay otra parte desconectada de la superficie de Cauchy
sobre el infinito nulo que nos estar´ıa faltando a la hora de escribir el Hamiltoniano
modular (5.0.2). Sucede que para una CFT definida sobre el cilindro sabemos que este
te´rmino no existe, pues la superficie de Cauchy es completa all´ı. Continuearemos con
la descripcio´n en te´rminos del plano nulo por simplicidad.
5.3. Hamiltonianos modulares sobre el plano nulo
I. Expansio´n OPE
En esta seccio´n presentamos nuestra primera prueba de (5.0.2). Esta esta´ basada en
el truco o me´todo de re´plicas discutido en el Cap´ıtulo 2 y en la expansio´n del producto
de operadores (OPE) para operadores twist en el l´ımite nulo, estudiado en [93]1. La
mayor parte de nuestro ana´lisis es para CFT, y por lo tanto va´lida en el plano y cono
nulo. Hacia el final de la seccio´n extenderemos los resultados del plano nulo (5.0.2) a
deformaciones relevantes de la CFT.
5.3.1. Expansio´n del producto de operadores de twist
Introduzcamos primero los resultados de [93]. En el camino aclararemos un detalle
que no se discutio´ en ese trabajo respecto a los operadores con twist2 τ < d− 2.
Escribiendo x± = x0±x1, estamos interesados en el Hamiltoniano modular del vac´ıo
reducido a una franja R de ancho ∆x+ sobre el plano nulo P . Ma´s tarde tomaremos
el l´ımite ∆x+ →∞. Este Hamiltoniano puede calcularse usanto el me´todo de re´plicas
de la forma siguiente. La entrop´ıa n-e´sima de Re´nyi para una franja espacial viene
determinada por el valor de espectacio´n de dos operadores de twist Dn(∆x) y Dn(0)
(cada uno asociado con cada borde de la franja) en una teor´ıa Eucl´ıdea constru´ıda
a partir de n copias de una CFT Eucl´ıdea dada [8]. En el l´ımite de ancho pequen˜o,
este correlador admite un OPE en te´rminos de operadores locales de la CFT replicada.
El OPE Eucl´ıdeo es continuado anal´ıticamente al espacio de Minkowski. Tomando el
1Un ana´lisis similar del OPE de operadores twist fue hecho con otro propo´sito en [90].
2No debe confundirse a los operadores de twist con el twist de un operador. El twist τ de un
operador se define como la resta de su dimensio´n conforme ∆ y su esp´ın s: τ = ∆− s. Por otra parte,
los operadores de twist son operadores que podemos definir en cualquier teor´ıa de campos replicada.
Estos implementan la simetr´ıa en la teor´ıa replicada de intercambiar los campos entre las re´plicas. En
dependencia de la regio´n en donde actuen, toman un operador φi(x), localizado en x y de la copia
i de los campos de la teor´ıa, y lo mapea al operador φi+1(x), localizado en el mismo punto x pero
perteneciente a la copia i+ 1 de las re´plicas de los campos de la teor´ıa original.
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Figura 5.4: Izquierda: operadores de twist Dn(∆x+) y Dn(0) en el espacio de Min-
kowski asociados a los bordes de una franja R de bordes paralelos y rectos. Derecha:
operadores de twist Dn(∆x
+) y Dn(γ) en el espacio de Minkowski asociados a los
bordes de una franja Rγ con el borde inferior curvo pero sobre el plano nulo (curva γ).
l´ımite ∆x− → 0, ∆x+ fijo, se tiene que [93]
Dn(∆x)Dn(0) ∼ exp
[
(1− n)
n∑
i=1
∑
k
∫
dd−2x⊥
∫ ∆x+
0
dx+ (5.3.1)
1
|∆x− x+| 12 (d−2−∆k+sk) (x
+)sk−1 × Oi∆k,sk(x+, x⊥) +
n∑
i=1
n∑
j=1
· · ·
]
.
La integral sobre x+ refleja el hecho de que todos los operadores sobre la misma l´ınea
nula pueden contribuir al OPE. La invariancia de traslacio´n en las direcciones paralelas
a la franja proh´ıbe cualquier dependencia no trivial en x⊥. El factor de (1 − n) hace
que este operador tienda a la identidad para n→ 1.
Aqu´ı la primera suma en el exponente es por el ı´ndice i de las diferentes copias
de los campos de la teor´ıa original n-veces replicada, y sumamos sobre los operadores
distintos de la teor´ıa con el ı´ndice k. Los te´rminos siguientes representados por ...
contienen productos de los campos de copias diferentes. ∆k es la dimensio´n conforme
del operador, y sk es el esp´ın del campo de tipo k; autovalor del operador de boost
en el plano (x0, x1). Como los operadores de twist no tienen ni dimensio´n ni esp´ın,
todas las potencias en esta expasio´n vienen fijadas de pedir dimensio´n y esp´ın total
igual a cero en cada te´rmino. Podemos enfocarnos en la contribucio´n principal de esp´ın
ma´ximo O+...+ pues ∆x− → 0. El l´ımite nulo es controlado por el twist τ ≡ ∆ − s.
En orden de comprender mejor esta expresio´n, es u´til recalcar que los valores de ∆
y s (autovalores de los operadores de dilatacio´n y boost J01 respectivamente) para
x+, x−, x⊥ son (∆, s) = (−1,−1), (−1, 1), (−1, 0) respectivamente. Por ello τ(x+) = 0,
τ(x−) = −2, τ(x⊥) = −1. Adema´s, la cota de unitariedad sobre operadores primarios
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de esp´ın s ≥ 1 (sime´tricos y de traza cero) nos impone que τ ≥ d − 2. Las corrientes
conservadas tienen ∆ = d−1, s = 1, y saturan la cota. Operadores en representaciones
que no son sime´tricas o de traza cero pueden tener 1
2
(d− 2) < τ ≤ d− 2. Por u´ltimo,
operadores escalares pueden tener 1
2
(d − 2) ≤ ∆ ≤ d − 2 y con esto τ puede estar en
ese mismo rango para s = 03.
La diferencia de entrop´ıas entre un estado |ψ〉 y el vac´ıo viene dada por
∆S = l´ım
n→1
(1− n)−1 log 〈ψ|Dn(∆x)Dn(0)|ψ〉〈0|Dn(∆x)Dn(0)|0〉 . (5.3.2)
Para determinar el Hamiltoniano modular necesitamos calcular ∆〈H〉 = ∆S para
pequen˜as desviaciones del vac´ıo (primera ley). El conocimiento de ∆〈H〉 para cualquier
valor de la desviacio´n, fija el Hamiltoniano modular de forma u´nica. Por lo tanto, en
el l´ımite n → 1 debemos enfocarnos en contribuciones a la entrop´ıa proporcionales a
un solo operador de la CFT original. Estas son las partes de ∆S que son lineales en la
matriz densidad, y por ello iguales en conjunto a ∆〈H〉, que es lineal en las matrices
densidad. Esto nos da
∆〈H〉 =
∑
k
∫
dd−2x⊥
∫ ∆x+
0
dx+
1
|∆x− x+| 12 (d−2−∆k+sk) (x
+)sk−1 〈Oi∆k,sk(x+, x⊥)〉 .
(5.3.3)
El te´rmino con ... en (5.3.2) producira´ te´rminos no lineales en la matriz densidad, y,
aun cuando estos puedan contribuir a ∆S para estados gene´ricos, no contribuyen para
determinar el Hamiltoniano modular.
Necesitamos ahora estudiar que´ tipo de operadores O pueden aparecer en el OPE
de arriba. Operadores con τ > d − 2 no contribuira´n en el l´ımite nulo ∆x− → 0. Con
τ = d− 2 gene´ricamente tenemos corrientes conservadas de esp´ın uno (que no pueden
aparecer por simetr´ıa CPT) y el tensor de energ´ıa momentos. Para 1
2
(d−2) < τ ≤ d−2
podriamos tener, como se dijo anteriormente, operadores con representacio´n no sime´tri-
ca, pero estos tendr´ıan que aparecen de a pares, con lo cual τ > d− 2. La u´ltima posi-
bilidad es operadores escalares con 1
2
(d− 2) ≤ ∆ ≤ d− 2. Estos dar´ıan contribuciones
divergentes al OPE y [93] se restringio´ a teor´ıas sin estos operadores. Notemos, sin
embargo, que no podemos fijar la dependencia en x+ de estas contribuciones escalares,
o, de otra forma, la integral en (5.3.1) requiere que s ≥ 1. Estos en principio podr´ıan
ocurrir en el borde de la franja, pero en ese caso podr´ıan absorberse en la misma defi-
nicio´n de los operadores de twist asociados a estos bordes. La forma del Hamiltoniano
modular para el caso de Rindler elimina esta ambigu¨edad en los operadores de twist.
Por lo tanto, los operadores escalares esta´n tambie´n ausentes en el OPE de los ope-
3Para una discusio´n reciente sobre OPE en el l´ımite nulo y ma´s referencias al respecto ve´ase por
ejemplo [185].
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radores de twist, y solo el tensor de energ´ıa momentos (y sus descendientes) pueden
aparecer. En este caso, (5.3.3) nos lleva al Hamiltoniano modular [93]
H = 2pi
∫
dd−2x⊥
∫ ∆x+
0
dx+ ∆x+ g(x+/∆x+)T++(x
− = 0, x+, x⊥) . (5.3.4)
La funcio´n g(x) viene de sumar sobre todos los descendientes y fue estudiada en [93].
5.3.2. Hamiltonianos modulares para bordes arbitrarios sobre
el plano nulo
Ahora tomaremos el l´ımite de ∆x+ grande y permitiremos bordes arbitrarios x+ =
γ(x⊥) sobre el plano nulo. El resultado clave de (5.3.4) es la independencia de las
contribuciones de las l´ıneas nulas. Esto sugiere que la factorizacio´n entre l´ıneas nulas
debe tambie´n ocurrir cuando consideramos un borde arbitrario γ para la franja que
estudiamos anteriormente, permitie´ndonos escribir el Hamiltoniano modular como una
suma por diferentes rayos nulos. Veremos, analizando nuevamente el OPE de operadores
de twist, que esto es correcto.
Regresemos a (5.3.1), permitiendo ahora un borde arbitrario x+ = γ(x⊥). En el
exponente del OPE podemos ahora tener derivadas de γ y otras cantidades geome´tricas
contra´ıdas con operadores tensoriales,
∂aγOa + ∂a∂bγOab + ∂aγ ∂bγ V ab + . . . (5.3.5)
donde a = 2, . . . , d− 1 son los ı´ndices en las direcciones perpendiculares x⊥. El punto
clave es que las derivadas ∂a tienen twist uno (γ tiene twist cero), y para compensar, los
operadores deben tener twist menor que d− 2. Esto limita fuertemente los operadores
que pueden aparecer en el OPE. Por ejemplo, el operador vectorial Oa, o cualquier
otro tensor sime´trico, tiene τ > d − 2, por lo que no pueden aparecer. Nos quedan
entonces los tensores antisime´tricos, que pueden tener τ < d− 2. Conside´rese entonces
la contribucio´n dominante, que viene del tensor de rango-2 contra´ıdo: ∂[aγ ∂b]γ V
[ab].
Este operador necesita tener twist exactamente igual a d− 4. Para una CFT gene´rica
interactuante este no es el caso. Adema´s, como por unitariedad τ > (d− 2)/2, en una
teor´ıa interactuante esto solo puede ocurrir para dimensio´n d ≥ 7, por lo que para
d ≤ 6 estas correcciones no esta´n presentes. De forma intuitiva, en el l´ımite de ∆x−
pequen˜o los dos operadores de twist esta´n muy cercanos y su OPE es solo sensitivo a
la informacio´n del UV, e insensitivo a variaciones suaves de la forma de γ.
Habie´ndose descartado estas posibles contribuciones por tener una γ variable, to-
mamos el l´ımite ∆x+ → ∞, donde el borde futuro de la franja Rγ va a infinito; ver
Figura 5.4. En este caso ∆x+ g(x+/∆x+)→ x+, que es el resultado de Rindler rayo a
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rayo. Sumando por x⊥ obtenemos
Hγ = 2pi
∫
dd−2x⊥
∫ ∞
γ(x⊥)
dx+ (x+ − γ(x⊥))T++(x+, x⊥) , (5.3.6)
salvo una constante aditiva.
Tenemos aqu´ı, sin embargo, una aparente paradoja al tomar el l´ımite ∆x+ → ∞.
Para ∆x+ fijo en el l´ımite ∆x− → 0 tenemos, para una teor´ıa interactuante en d > 2,
que ∆S = ∆H, y por ello, la entrop´ıa relativa S(ρ1||ρ0) = 0 [93]. Esto se debe a que el
producto de operadores en copias diferentes en (5.3.2) debe tener twist menor o igual a
d− 2 para sobrevivir al l´ımite ∆x− → 0. Como hemos visto esto no es posible, a no ser
que d = 2, en cuyo caso el tensor de energ´ıa-momento tiene twist cero y el producto de
los tensores de energ´ıa-momento en copias distintas sobrevive al l´ımite, o en el caso de
una teor´ıa libre en donde el producto de dos campos libres de twist (d− 2)/2 en copias
diferentes puede tener twist d− 2, como por ejemplo el producto de los dos operadores
∂+φ.
Sin embargo, cuando tomamos el l´ımite ∆x+ → ∞ y hacemos el mapeo conforme
a la esfera, la imagen de la franja envolver´ıa a todo el cono. La entrop´ıa relativa debe
ser en este caso distinta de cero, con lo cual ∆S 6= ∆H. Debe ocurrir que, o bien ∆H,
o bien ∆S, tiene una discontinuidad en este l´ımite.
Examinemos primero el comportamiento de ∆H al tomar el l´ımite. La pregunta
es si el OPE (5.3.1) restringido a operadores de la teor´ıa original, que son los que
contribuyen a ∆H, (en oposicio´n a otros te´rminos en el OPE dados por la multiplicacio´n
de operadores de copias distintas), esta´ bien definido para x+ grande. El valor de
espectacio´n de los operadores para x+ grande viene determinado por la CFT en el
cilindro como sigue. Del mapeo (5.2.5), x+ → ∞ se corresponde con un punto en el
cilindro tc + ψ → pi/2. Requerimos que 〈Ocyl〉 sea finito en ese punto. El operador en
el espacio de Minkowski se obtiene de OMink = ω∆Ocyl. De (5.2.7), ω ∼ 1/x+ cuando
x+ →∞, con lo que obtenemos que
〈OMink〉 ∼ 1
(x+)∆
. (5.3.7)
Sustituyendo este comportamiento en (5.3.1), encontramos una dependencia en x+ de
la forma (x+)sk−∆k−1. Como ∆k − sk ≥ 0, el comportaminto para x+ grande esta´
acotado. Por lo tanto ∆〈H〉 no tiene discontinuidad al tomar el l´ımite de x+ → ∞ y
x− → 0, y (5.3.6) esta´ justificada.
Debe ser entonces que la entrop´ıa tiene una discontinuidad en este l´ımite para
teor´ıas interactuantes en d > 2. La razo´n para esperar esto es que el a´lgebra de opera-
dores localizados en la regio´n debe cambiar abruptamente. Como mostramos debajo,
el problema aqu´ı es el de un orden de l´ımites. De hecho, para una CFT interactuante
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no hay ningu´n operador que pueda ser localizado en una superficie acotada sobre el
plano nulo4, como la franja que hemos considerado. Pero tomando el l´ımite ∆x+ →∞,
∆x− → 0 de cierta forma, el a´lgebra total de operadores puede ser recuperada. Esto se
ve de forma ma´s clara en el cono nulo. Denotemos por Pγ todos los puntos del plano P
al futuro de γ(x⊥). Estos son conformemente mapeados a la superficie C(Pγ) que en-
vuelve todo el pasado del cono nulo de un punto hasta una superficie determinada por
γ. Por causalidad, el a´lgebra de operadores es el a´lgebra de la regio´n C(Pγ), que tiene
como horizonte futuro este cono nulo. Esta es el a´lgebra de todos los operadores que se
obtienen de los operadores de campo en C(Pγ) al suavizarlos con funciones de prueba
con soporte espacio-temporal en la regio´n C(Pγ). Como tenemos ahora operadores para
distinguir los dos estados, esperamos que S(ρ1||ρ0) > 0.
Para entender mejor co´mo ocurre esto, estudiamos el comportamiento de operadores
suavizados en una regio´n con (∆x+,∆x−) finitos. Suavizamos los operadores con una
funcio´n de prueba α(x), y calculamos la norma del vector que se obtiene al actuar con
este operador sobre el vac´ıo. Si el operador al actuar produce estados de norma finita,
consideraremos que pertenece al a´lgebra de operadores sobre el espacio de Hilbert de
la teor´ıa.
||Oα|0〉||2 =
∫
ddx ddy α(x)∗α(y)〈O(x)†O(y)〉 =
∫
ddp
(2pi)d
|α(p)|2〈O(p)†O(p)〉 . (5.3.8)
Por simplicidad, enfoque´monos en un campo escalar de dimensio´n ∆, en cuyo caso
〈O(p)†O(p)〉 = 1
(p+p− + p2⊥)
d
2
−∆ (5.3.9)
en signatura Eucl´ıdea.
Primero, si queremos localizar el operador en una superficie de tiempo constante, α
tendr´ıa soporte en una regio´n de tiempo constante y ser´ıa independiente de p0, y todas
las posible divergencias UV de la norma ser´ıan de la forma ||Oα|0〉||2 ∼
∫
dp0/p
d−2∆
0 .
En una teor´ıa interactuante podr´ıamos tener operadores sobre una superficie a tiempo
constante si ∆ < d−1
2
. Consideremos ahora el l´ımite nulo, donde la regio´n se boostea
a ∆x− → 0. En este caso, α es independiente de p−, una potencial divergencia UV
vendr´ıa de ||Oα|0〉||2 ∼
∫
dp−/p
d/2−∆
− . Esto podr´ıa ser finito si ∆ <
d−2
2
, lo cual esta´
prohibido por unitariedad. Este ana´lisis puede extenderse a esp´ın distinto de cero [93].
Un ca´lculo completo muestra que solo ciertos operadores de las teor´ıas libres, como
∂+φ pueden ser localizados en la superficie nula. Conclu´ımos entonces que, en el caso
general, no se pueden generar operadores (a partir de los operadores de campo) con
4Aqu´ı por operadores queremos decir operadores en el espacio de Hilbert, y no operadores de
campos. Estos u´ltimos son distribuciones a partir de las cuales, actuando sobre funciones de prueba,
se obtienen los operadores.
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funciones de prueba con soporte sobre la superficie nula.
Veamos ahora el caso de intere´s ∆x− → 0 y ∆x+ →∞. Un ∆x− finito implica que
la funcio´n de prueba tiene que tener soporte en |p−| < 1/∆x−. Tomemos una α de la
forma α(p) = Θ((1/∆x−)2 − p2−)α(p+, p⊥), con Θ la funcio´n escalo´n. En este caso
||Oα|0〉||2 ∼
∫ 1/∆x− dp−
p
d/2−∆
−
∫
dp+
p
d/2−∆
+
(∫
dd−2p⊥ α(p+, p⊥)
)
. (5.3.10)
Para funciones de prueba con soporte en una ∆x+ grande tenemos que
||Oα|0〉||2 ∼ 1
(∆x−∆x+)∆−(d−2)/2
. (5.3.11)
En este caso, en el l´ımite ∆x− → 0 y ∆x+ →∞ con ∆x−∆x+ fijo, Oα permanece como
un operador bien definido y perteneciente al a´lgebra. La presencia de estos operadores
explica el comportamiento de la entrop´ıa en el l´ımite nulo. Tenemos que ∆S = ∆H si
tomamos el l´ımite ∆x− = 0 primero, y tenemos que ∆S 6= ∆H si tomamos el l´ımite
∆x+ =∞, ∆x− = 0, fijando el producto ∆x−∆x+.
5.3.3. Hamiltonianos modulares en el cono nulo
Para calcular la forma general del Hamiltoniano modular en el cono nulo conviene
comenzar con la expresio´n para la franja finita (5.3.4), en lugar de con el resultado
para regiones semi-infinitas (5.3.6). La funcio´n g(x) para x ∈ (0, 1) es adimensional,
sime´trica ante x→ (1− x), y se acerca a x para x pequen˜a (o a (1− x) para x→ 1).
Escribimos (5.3.4) como una integral sobre las direcciones transversales en la su-
perficie nula de una cantidad λ que depende del intervalo nulo
dH = 2pidA⊥
∫ λ1
λ0
dλ∆λ g(λ/∆λ)Tµν(λ, y)
dxµ
dλ
dxν
dλ
, (5.3.12)
donde λ es un para´metro af´ın a lo largo de la direccio´n nula y ∆λ = λ1−λ0. Analicemos
co´mo transforma esta cantidad ante transformaciones conformes. Primero hacemos
una transformacio´n de coordenada en la que la me´trica de Minkowski en las nuevas
coordenadas xµ queda
g˜µν(x) = ω
2(x)ηµν . (5.3.13)
Este paso es solo una transformacio´n de coordenadas que no cambia la expresio´n para
dH en el intervalo nulo, siempre que usemos la me´trica g˜µν y el correspondiente T˜µν en
estas nuevas coordenadas.
dH = 2pidA˜⊥
∫ λ˜1
λ˜0
dλ˜∆λ˜ g(λ˜/∆λ˜) T˜µν(λ˜, y)
dxµ
dλ˜
dxν
dλ˜
. (5.3.14)
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Podemos eliminar el prefactor ω2 en la me´trica haciendo una transformacio´n con-
forme (con lo cual la me´trica ser´ıa ηµν). Esto obliga a cambiar el tensor de energ´ıa
momentos, que transforma como
Tµν = ω
d−2T˜µν . (5.3.15)
Debido al cambio en la me´trica el elemento transversal de a´rea cambia como
dA⊥ = ω−(d−2)dA˜⊥ . (5.3.16)
El para´metro af´ın inicial no es ma´s af´ın en las nuevas coordenadas, y tenemos el cambio
[186]
dλ = c ω−2dλ˜ (5.3.17)
con c arbitrario. Sustituyendo estos cambios en la ecuacio´n (5.3.14) obtenemos
dH = 2pidA⊥
∫ λ1
λ0
dλ∆λ
[ ∫ λ1
λ0
dλ′ω2(λ′)
(λ1 − λ0)ω2(λ)g
( ∫ λ
λ0
dλ′ω2(λ′)∫ λ1
λ0
dλ′ω2(λ′)
)]
Tµν(λ, y)
dxµ
dλ
dxν
dλ
.
(5.3.18)
La funcio´n entre corchetes es la nueva funcio´n g, que en general va a cambiar por la
transformacio´n conforme. Para una transformacio´n conforme especial tenemos que
ω(x) = (1 + 2(x · c) + (x · x)(c · c))−1 , (5.3.19)
con c un vector fijo. Necesitamos la expresio´n para ω(x) a lo largo de una l´ınea nu-
la parametrizada por x = x0 + ηλ, con η un vector nulo. Sustituyendo en (5.3.19)
obtenemos
ω(λ) = (c0 + c1λ)
−1 , (5.3.20)
con c0 y c1 dos constantes. Podemos cambiar la parametrizacio´n af´ın de forma que el
origen este´ en el origen del sistema de coordenada xµ. Este punto es la punta del cono
nulo. Con esta eleccio´n tenemos
ω(λ) = λ−1 . (5.3.21)
Usando esta obtenemos
dH = 2pidA⊥
∫ λ1
λ0
dλ∆λ g∗((λ− λ0)/∆λ)Tµν(λ, y)dx
µ
dλ
dxν
dλ
, (5.3.22)
con la nueva funcio´n g∗ dada por
g∗(u) =
((1− r)u+ r)2
r
g
(
u
(1− r)u+ r
)
, (5.3.23)
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con r = λ0/λ1 un nu´mero entre 0 y 1. No´tese que g
∗ no es sime´trica ante reflexiones para
r 6= 0, 1. Si λ1 ∼ λ0  λ1 − λ0, lo que corresponde a r → 1, obtenemos g∗(u) → g(u)
como es de esperar, dado que para un intervalo nulo lejos de la punta del cono la
superficie es aproximadamente plana y g no se modifica. En el caso opuesto, λ0 → 0,
r → 0, obtenemos g∗(u)→ u(1−u) para cualquier g, usando g(u) ∼ u para u pequen˜o.
Para cualquier regio´n sobre el cono nulo que encierre o envuelva a la punta del cono
tenemos, usando coordenadas polares λ,Ω sobre el cono,
Hγ = 2pi
∫
dΩ
∫ γ(Ω)
0
dλ λd−2
λ (γ(Ω)− λ)
γ(Ω)
Tλλ , (5.3.24)
donde Tλλ = Tµν(λ, y)
dxµ
dλ
dxν
dλ
, λ es un para´metro af´ın sobre los rayos nulos, λ = 0
corresponde a la punta del cono, y γ(Ω) es una funcio´n de las coordenadas angulares
que determina el borde de la regio´n.
5.3.4. Extensio´n a deformaciones masivas de la CFT
Hasta ahora hemos considerado los Hamiltonianos modulares para CFTs; hemos
establecido el resultado (5.3.6) para un borde arbitrario sobre el plano nulo, y usado
las transformaciones conformes para encontrar el Hamiltoniano modular (5.3.24) para
regiones con borde arbitrario sobre el cono nulo. Queremos ahora considerar deforma-
ciones relevantes de la CFT, caracterizadas por algu´n para´metro de masa m.
El resultado para el cono (5.3.24) no se aplicara´ a teor´ıas masivas, y esperamos
comportamientos diferentes en dependencia de si el taman˜o de la regio´n es mayor o
menor que 1/m. Intuitivamente, sin embargo, la fo´rmula para el plano nulo (5.3.6)
deber´ıa ser tambie´n aplicable al caso masivo. El ana´lisis de la Seccio´n 5.3.2 mostro´
como el OPE de los operadores de twist es insensitivo a deformaciones IR, al menos
para el caso de deformaciones de la forma de la regio´n.
Consideremos la perturbacio´n de la CFT
S = SCFT +
∫
ddx gO (5.3.25)
por un operador de dimensio´n ∆ < d en el UV. Este desencadena un flujo del GR
caracterizado por la escala m ∼ g1/(d−∆). Cuando g → 0 debemos reobtener (5.3.6),
y para el caso plano de Rindler γ = const, tenemos el resultado de Rindler, va´lido
para cualquier teor´ıa. Para incluir en el OPE (5.3.1) los efectos de la masa, permitimos
(solamente) potencias positivas de g y/o derivadas de γ(x⊥). Las posibles correcciones
debido a la forma no constante de γ esta´n ausente como en el caso anterior, as´ı que
nos enfocamos en los efectos de la masa. Segu´n la teor´ıa de perturbaciones conformes,
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la masa podr´ıa inducir nuevos operadores en el OPE de la forma
g2
∫
dd−2x⊥
∫
dx+
1
|∆x−x+|ak (x
+)sk−1O∆k,sk + . . . (5.3.26)
Pidiendo que este te´rmino sea adimensional, tenemos que
∆k − sk = d− 2− 2ak − 2(d−∆) . (5.3.27)
Como d − ∆ > 0 y ak ≥ 0 (porque tomamos ∆x− → 0), tenemos que ∆k − sk <
d − 2. Pero esto no puede ocurrir por la discusio´n anterior. Conclu´ımos entonces que
el Hamiltoniano modular (5.3.6) para regiones con borde arbitrario sobre el plano nulo
es va´lida para deformaciones masiva de la CFT.
5.4. Algunas propiedades matema´ticas generales de
los flujos modulares
En esta seccio´n presentaremos dos teoremas muy importantes sobre flujos modu-
lares [60]. El primero es una propiedad interesante del Hamiltoniano total y los fujos
modulares de regiones que son movidas dentro de ellas mismas por el flujo modular de
otra regio´n [181, 187].
Teorema 1 (Semi-inclusio´n modular):
Supongamos que tenemos dos a´lgebras de von Neumann N ⊂ M con un vector
comu´n c´ıclico y separador |0〉. Sea UM(s) = e−iHˆMs el unitario que implementa el flujo
modular enM del estado |0〉. Sea que el flujo modular deM mueve a N dentro de N
para todo valor positivo del para´metro modular s > 0,
N (s) = UM(−s)NUM(s) ⊂ N , s > 0 . (5.4.1)
Si esta propiedad se verifica, se dice que se tienen dos a´lgebras en situacio´n de semi-
inclusio´n modular.
Observacio´n: Es claro que el nombre de “semi” viene de que la condicio´n (5.4.1)
se pide solo para tiempos modulares s en la semirecta s > 0. Este detalle hace que
la definicio´n sea no trivial. Si pedimos lo mismo para s ∈ R, entonces necesariamente
M = N .
El contenido del teorema es que si se cumple (5.4.1) se tiene que:
a) La familia de a´lgebras Ns es anidada para todo s ∈ R: Ns1 ⊂ Ns2 para s1 > s2,
con N−∞ = M y N0 = N . El flujo modular de cualquier miembro de esta familia de
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a´lgebras mueve a los otros miembros de la familia dentro de si mismos, en particular,
para el flujo modular de N
UN (−u)NsUN (u) = N 1
2pi
log(1+e2piu(e2pis−1)) , (5.4.2)
para todo s, u tal que el argumento en el logaritmo en el miembro derecho es positivo.
b) La diferencia entre dos Hamiltonianos modulares de dos regiones incluidas es un
operador positivo5 G = HˆM − HˆN ≥ 0, y tenemos el a´lgebra de Lie
[HˆM, HˆN ] = i 2pi(HˆM − HˆN ) = i2piG . (5.4.3)
c) Los unitarios TM,N (τ) = e−iGτ generados por el operador positivo G son llamados
traslaciones modulares. Se tiene que estos mueven las a´lgebras Ns detro de ellas mismas
segu´n la fo´rmula
T (−τ)NsT (τ) = N 1
2pi
log(e2pis+2piτ) . (5.4.4)
En particular, llamando Mτ = T (−τ)MT (τ), τ ≥ 0 a los trasladados de M tenemos
que
Mτ = N 1
2pi
log(2piτ) . (5.4.5)
Por lo tanto, las traslaciones modulares mueven las a´lgebras detro de ellas para τ > 0,
y M0 =M, M(2pi)−1 = N .
d) Se tiene la siguiente relacio´n entre los flujos y las traslaciones modulares
UM(s)UN (−s) = T
(
1
2pi
(e2pis − 1)
)
. (5.4.6)
Para poder tener una idea del significado de los varios puntos de este teorema,
veamos un ejemplo simple en QFT. Primero, como vimos en la Seccio´n (2.2.1), en QFT
el a´lgebra de cualquier reg´ıon que no sea todo el espacio tiene al vac´ıo como un vector
c´ıclico y separador (Teorema de Reeh-Schlieder). Tomemos como a´lgebras dos cun˜as
de Rindler, una incluida dentro de la otra y compratiendo el mismo plano nulo como
futuro. En la notacio´n sobre el plano nulo podemos definir estas por γ1 = 0 y γ2 = c,
para cualquier c > 0, de forma que γ2 ⊂ γ1. Teniendo en cuenta que el flujo modular
para Rindler son flujos de boosts, y que estos se representan como dilataciones sobre
las l´ıneas nulas, se sigue que γ1 y γ2 esta´n en una situacio´n de semi-inclusio´n modular.
5Esto siempre es as´ı para regiones incluidas, se cumpla la condicio´n de semi-inclusio´n modular o
no. Para una discusio´n de una derivacio´n de esto a partir de la monotonicidad de la entrop´ıa relativa
ver [35].
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Se tiene entonces la familia de a´lgebras
γ2(s) = c e
2pis . (5.4.7)
Estas son cun˜as de borde paralelo y cuyo futuro nulo yace sobre el mismo plano nulo.
El generador de transformaciones modulares es la diferencia entre los dos generadores
de boost 2piK1 y 2piK2 de γ1 y γ2 respectivamente. Su diferencia es la traslacio´n en la
direccio´n nula
G = 2picPµξ
µ , (5.4.8)
que es un operador positivo. Todas las relaciones de arriba se obtienen en este caso del
a´lgebra de Poincare´. Por ejemplo, la traslacio´n de las γ1 son
γ1(τ) = 2pic τ , (5.4.9)
lo que esta´ de acuerdo con (5.4.5). De hecho, para recordar las fo´rmulas de los teore-
mas sobre semi-inclusio´n modular, lo ma´s sencillo es pensar en la accio´n de boosts y
traslaciones nulas.
El segundo teorema que queremos introducir es sobre la unicidad de los flujos uni-
tarios con generador positivo [60, 188, 189].
Teorema 2: Supongamos que tenemos una familia anidada de a´lgebras de von Neu-
mann Na, a ∈ R, con Na ⊂ Nb para a > b, actuando en el espacio de Hilbert H,
con vector c´ıclico y separador |0〉, y un grupo uniparame´trico de unitarios T (a) con
generador positivo, que deja invariante a |0〉 y traslada las a´lgebras como
Na = T (−a)N0T (a) . (5.4.10)
Entonces cualquier otro grupo uniparame´trico de unitarios con generador positivo, que
deje invariante a |0〉 y que traslade las a´lgebras como en (5.4.10), coincide con T (a).
5.5. Hamiltonianos modulares sobre el plano nulo
II. El a´lgebra de los Hγ
En esta seccio´n presentamos una derivacio´n de (5.0.4) basada en los dos teoremas
anteriores. En el proceso, encontraremos un a´lgebra de dimensio´n infinita de tipo Vi-
rasoro pero para QFTs en dimensio´n d, que actu´a de forma natural sobre el plano
nulo.
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5.5.1. A´lgebra de Hamiltonianos modulares en el plano nulo
Para comenzar, consideremos el conjunto de cun˜as de Rindler γ cuyo borde futuro
yace en el mismo plano nulo P . Si el filo de estas cun˜as pasa por el origen, estas pueden
ser identificadas por el vector nulo futuro y ortogonal al filo d − 2 dimensional de γ
y que no esta´ en P . Llamamos η a este vector nulo, normalizado como η · ξ = 1, con
ξ = (1, 1, 0, ..., 0), ortogonal a P . El operador modular correspondiente viene dado por
el operador generador de boosts que deja a la cun˜a invariante,
Hˆ(η) = 2piJ
µνξµην , (5.5.1)
donde hemos usado el a´lgebra de Poincare´
[Pλ, Jµν ] = i (gνλPµ − gµλPν) . (5.5.2)
Usando que
[Jµν , Jρσ] = i (gνρJµσ − gµρJνσ − gνσJµρ + gµσJνρ) , (5.5.3)
obtenemos el a´lgebra de los Hamiltonianos modulares de las cun˜as con futuro sobre el
plano nulo P ,
[Hˆ(η,l), Hˆ(η′,l′)] = 2pii(Hˆ(η,l) − Hˆ(η′,l′)) . (5.5.4)
Esta coincide con (5.4.3) para cun˜as incluidas, pero se extiende tambie´n al caso de
cun˜as que se intersectan.
Queremos generalizar este resultado a regiones ma´s generales con borde sobre el
plano nulo. Defininamos los siguientes operadores integrando sobre la l´ınea nula paralela
a ξ
Px⊥ =
∫
dx+ T++(x
+, x⊥) , (5.5.5)
Kx⊥ =
∫
dx+ x+ T++(x
+, x⊥) . (5.5.6)
Estos operadores estan a distancia espacial para x⊥ distintos, y su conmutador tiene
soporte solo en puntos coincidentes en la coordenada x⊥. El conmutador, adema´s,
tiene que conmutar con todos los operadores espacialmente separados de la l´ınea nula
en cuestio´n, por lo que tiene soporte solo en esta l´ınea nula. Otra caracter´ıstica es que
Px⊥ es invariante ante traslaciones a lo largo de la l´ınea nula, mientras que Kx⊥ cambia
antes estas traslaciones por un factor aditivo proporcional a Px⊥ . El conmutador es
entonces invariante ante traslaciones nulas. El conmutador tiene dimensio´n 2d − 3 y
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esp´ın (autovalor de boost) 1. Podemos escribir entonces que,
[Kx⊥ , Px⊥ ′ ] = δ(x
⊥ − x⊥ ′)O0(x⊥) + ∂iδ(x⊥ − x⊥ ′)Oi1(x⊥) + . . . (5.5.7)
O0(x
⊥) es un operador localizado sobre la l´ınea nula, con dimensio´n ∆ = d − 1, inva-
riante de traslacio´n nula, y de esp´ın s = 1. Tiene twist τ = ∆ − s = d − 2. Podemos
expresarlo como una expansio´n de operadores locales sobre la l´ınea nula,
O0 =
∫
dx+ Φ(x+) +
∫
dx+
∫
dx′+ Φ1(x+)Φ2(x′+)f(x+ − x′+) + . . . (5.5.8)
La coodenada x+ tiene dimensio´n −1, esp´ın −1, y twist 0.
Necesitamos operadores de twist exactamente igual a d−2. El twist de T++ es d−2
y, como hemos recalcado en la Seccio´n 5.3, sera´ el u´nico operador con twist exactamente
igual a d − 2. Conclu´ımos que la u´nica posibilidad es Φ = c T++. Conclu´ımos que no
pueden haber otros te´rminos en (5.5.8).
Si inclu´ımos derivadas como en el segundo te´rmino en (5.5.7) la situacio´n empeora;
las condiciones impuestas por las dimensiones y el twist reducen aun ma´s los posibles
operadoes que pueden aparecer. No tenemos operadores con twist menor que d − 2
para usar como Oi1. Representaciones antisime´tricas multiplicando las derivadas de la
funcio´n delta esta´n ausentes por el mismo motivo que se dio´ en la Seccio´n 5.3.2.
Calibrando el conmutador con el de los momentos y boosts [K1, Pξ] = −iPξ, con
Pξ = ξ · P , obtenemos
[Kx⊥ , Px⊥ ′ ] = −iPx⊥δ(x⊥ − x⊥ ′) . (5.5.9)
Usando esto en los operadores que definimos arriba (5.0.4) obtenemos una generaliza-
cio´n del a´lgebra (5.5.4) va´lida para todas las superficies γ
[Hˆγ1 , Hˆγ2 ] = 2pii(Hˆγ1 − Hˆγ2) . (5.5.10)
El a´lgebra (5.5.10) no admite extensiones centrales.
5.5.2. Un a´lgebra de Virasoro en d dimensiones
Es muy interesante notar que el argumento de que el conmutador de Px⊥ y Kx⊥ es
una integral de T++ sobre la l´ınea nula tambie´n se aplica a operadores ma´s generales
de la forma
Of (x
⊥) =
∫
dx+ f(x+)T++(x
+, x⊥) , (5.5.11)
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con f(x+) una funcio´n arbitraria no lineal. Debemos tener entonces un a´lgebra de la
forma
[Of (x
⊥), Og(x⊥ ′)] = δ(x⊥ − x⊥ ′)Oh(x⊥) , (5.5.12)
para alguna h(f, g) que depende de f y g. De hecho, un ca´lculo directo nos da que
h = f ′g − g′f . Tomando funciones que son potencias de x+, esta relacio´n es fijada,
por la estructura del a´lgebra de Lie y por ana´lisis dimensional, a ser la del a´lgebra de
Virasoro de una CFT en d = 2. Ma´s en detalle, si definimos
Lnx⊥ ≡ i
∫
dx+ (x+)n+1 T++(x
+, x⊥) , (5.5.13)
y hacemos corresponder las dimensiones y los twist, y teniendo en cuenta que el con-
mutador es proporcional a una delta en la direccio´n transversal, se obtiene que
[Lmx⊥ , L
n
y⊥ ] = δ
d−2(x⊥ − y⊥) (m− n) f(m,n)Lm+n
x⊥ . (5.5.14)
Hemos usado la antisimetr´ıa del conmutador. La funcio´n sime´trica f(m,n) queda por
ser determinada. La identidad de Jacobi junto con el valor de [L−1, Lm] , que puede
ser calibrado por el del conmutador con el operador momento, implica que f tiene que
ser una constante. De esta forma, llegamos al a´lgebra de Virasoro infinito dimensional
rayo a rayo,
[Lmx⊥ , L
n
y⊥ ] = δ
d−2(x⊥ − y⊥) (m− n)Lm+n
x⊥ . (5.5.15)
Una extensio´n central es en principio pensable. Sin embargo, por ana´lisis dimensional,
la carga central asociada es divergente UV [80]. Estos operadores transformar´ıan el
vac´ıo en estados de energ´ıa infinita. Ser´ıa muy interesante estudiar alguna versio´n
regularizada en la que la extensio´n central de esta a´lgebra de Virasoro tenga sentido
y sea u´til en el ana´lisis de otros problemas o para describir mejor la estructura de las
teor´ıas de campos.
5.5.3. Positividad
Para poder usar el poder de los teoremas de semi-inclusio´n modular, necesitamos la
positividad del operador Px⊥ . Esto fue demostrado en [37] calculando perturbativamen-
te el Hamiltoniano modular del espacio de Rindler deformado y usando la positividad
de la resta de Hamiltonianos modulares de regiones incluidas una dentro de otra [35]. La
propiedad Px⊥ ≥ 0 es equivalente a la condicio´n promediada de energ´ıa nula (ANEC)
para QFT, que tiene consecuencias interesantes como la de acotar el cociente de las
anomalias A y B en d = 4 [36]. En esta seccio´n usamos este resultado, pero notamos
que las otras derivaciones independientes que ofrecemos para la forma del Hamiltoniano
modular (5.0.4), como la de la Seccio´n 5.3, implica este resultado.
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La positividad del operador Px⊥ implica que este aniquila el vac´ıo. Para ver es-
to conside´rese el operador momento que resulta de integrar los Px⊥ en la direccio´n
transversal. Como el momento aniquila el vac´ıo tenemos que∫
dx⊥ 〈0|Px⊥|0〉 = 0 . (5.5.16)
Por la positividad de Px⊥ tenemos que 〈0|Px⊥|0〉 = 0. Esta u´ltima relacio´n para un
operador positivo implica que
Px⊥ |0〉 = 0 . (5.5.17)
De la ANEC tenemos la positividad de todos los operadores
Pf =
∫
dd−2x⊥ f(x⊥)
∫
dx+ T++(x
+, x⊥) , (5.5.18)
con f(x⊥) > 0. La ecuacio´n (5.5.17) nos da entonces que Pf |0〉 = 0.
5.5.4. Accio´n de Pf sobre las a´lgebras
Los operadores Pf actuan como los generadores de la traslacio´n x
+ → x+ + f(x⊥)
sobre la superficie nula. Para un operador local φ(x+, x⊥) en la superficie nula, la accio´n
de Pf no puede distinguirse de la de f(x
⊥)Pξ, pues este tiene la misma forma que Pf
sobre el rayo nulo donde el operador se localiza. La parte de Pf fuera de esta l´ınea nula
conmuta con el campo. Ma´s formalmente, el conmutador de Pf con el campo φ(x
+, x⊥)
de dimensio´n ∆ y esp´ın s tiene que estar localizado y tener dimensio´n ∆ + 1 y esp´ın
s+ 1, y genericamente solo tenemos a ∂x+φ(x
+, x⊥)6. Sobre operadores no localizados
en la superficie nula la accio´n de Pf sera´ no local.
Los operadores de campo en la superficie nula γ¯ son movidos por la traslacio´n Pf
a operadores de campo localizados en la superficie nula γ + f . Como los operadores en
el bulk de la regio´n espacio-temporal Rγ conmutan con los operadores de campos en la
superficie nula γ¯ debe suceder entonces que el a´lgebra trasladada eiPfγe−iPf conmuta
con los operadores de campo en la superficie nula γ + f y esto implica que esta a´lgebra
esta´ incluida en Rγ+f . El a´lgebra e
iPf γ¯e−iPf incluye entonces al a´lgebra de Rγ+f , pero
no puede ser ma´s grande, pues en tal caso habr´ıan operadores que no conmutar´ıan con
los operadores de campo sobre la superfice γ + f . De esta forma llegamos a que
eiPfγe−iPf = γ + f . (5.5.19)
6Si el campo no es primario sino un descendiente, aparecera´n derivadas de la f en el conmutador
debido a las derivadas de φ. Por ejemplo, [Pf , ∂xi⊥φ] puede contener (∂xi⊥f(x
⊥))∂x+φ, como de hecho
pasa en el caso de para´bolas. En cualquier caso la evolucio´n del a´lgebra es una traslacio´n en la direccio´n
x+.
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Llamemos como arriba K1, Pξ a los operadores de boost y traslacio´n nula asociados
a la cun˜a cano´nica de Rindler W de x+ > 0. El Hamiltoniano modular de esta cun˜a
es HW = 2piK1. Llamemos Uγ(s) al flujo modular correspondiente a γ y UW (s) al
correspondiente a W .
Como el flujo UW actu´a localmente (env´ıa operadores locales a operadores locales),
podemos saber co´mo mueve la regio´n γ,
UW (−s)γUW (s) = e2pisγ . (5.5.20)
De la ecuacio´n (5.5.19), esta es la misma accio´n que la producida por
eiτP2piγγe−iτP2piγ = (1 + 2piτ)γ . (5.5.21)
Por lo tanto, estos dos grupos de unitarios uniparame´tricos, TW,γ(τ) y e
−iτP2piγ , mueven
a los elementos de la familia de γ detro de si mismo y en la misma forma.
Podemos usar ahora el Teorema 2 de la Seccio´n 5.4, pues los generadores P2piγ son
positivos y aniquilan el vac´ıo. Tenemos entonces la identidad entre los generadores de
las traslaciones modulares
GW,γ = P2piγ . (5.5.22)
De aqu´ı y del hecho de que los generadores de las traslaciones modulares son justamente
la diferencia entre los Hamiltonianos modulares, ecuacio´n (5.4.3), obtenemos finalmente
Hˆγ = HˆW − P2piγ . (5.5.23)
Esta es la fo´rmula (5.0.4) que quer´ıamos probar. El resultado (5.0.2) para Hγ se si-
gue directamente de esta expresio´n. Con esta identificacio´n todos los Hamiltonianos
modulares de superficies γ actu´an localmente sobre los operadores de campo sobre la
superficie nula y tenemos una situacio´n de semi-inclusio´n modular siempre que γ1 ≥ γ2.
El a´lgebra de los generadores (5.5.10) coincide exactamente con la de los conmutadores
en semi-inclusio´n modular (5.4.3).
Es interesante comentar sobre la sutileza y el significado f´ısico del Teorema 2. Te-
nemos dos flujos unitarios que mueven las a´lgebras de regiones (como un todo) en
a´lgebras de otras regiones de la misma forma, y queremos demostrar que los generado-
res de estos unitarios son iguales. En general esto no es correcto. Por ejemplo, podemos
sumar a uno de los generadores un operador que implemente una simetr´ıa interna, co-
mo el operador de carga Q. Como Q conmuta con el tensor de energ´ıa-momento y no
cambia la posicio´n de los operadores, obtendremos que este nuevo generador movera´
las a´lgebras de la misma forma. Sin embargo, el nuevo generador no sera´ positivo si el
original lo era, pues Q no es acotado por debajo.
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Por u´ltimo, queremos hacer notar que el infinito espacial del espacio de Minkowski
es un punto ordinario en el cilindro, que puede ser considerado como la punta de un
cono. Esta a´lgebras infinitas de traslaciones modulares dejara´n la punta de ese cono
fija. Ser´ıa interesante explorar la relacio´n entre las simetr´ıas asinto´ticas en infinito que
han sido estudiadas en la literatura (ver por ejemplo [190] para una discusio´n reciente)
con el nu´mero infinito de simetr´ıas modulares de cada reg´ıon con borde γ sobre el plano
que estamos estudiando aqu´ı.
5.6. Flujos modulares en el plano nulo. Derivacio´n
algebraica
En esta seccio´n presentamos una prueba general de la accio´n local de los flujos
modulares de regiones con borde sobre la superficie nula y de la propiedad Markoviana
del vac´ıo basa´ndonos puramente en me´todos algebraicos. Este enfoque es mucho ma´s
general y solo hemos podido desarrollarlo para CFTs, por cuestiones te´cnicas. Usaremos
para ello el conocimiento de los flujos modulares geome´tricos del plano y la esfera para
el vac´ıo de una CFT.
Comenzaremos dando la siguiente definicio´n. Si para un rango del para´metro modu-
lar s, el flujo modular de una region γ1 (sobre el plano o el cono nulo) mueve al a´lgebra
de otra regio´n γ2 (sobre el mismo plano o cono nulo) en el a´lgebra de otra regio´n, en
la forma
Uγ1(−s)γ2Uγ1(s) = e2pis(γ2 − γ1) + γ1 , (5.6.1)
diremos que el flujo modular de γ1 mueve a γ2 “geome´tricamente”, en ese rango del
para´metro s. Como las regiones consideradas comparten todas el mismo plano o cono
nulo, podemos especificar cada una por la forma de su borde γ sobre el plano o cono
nulo. γ especif´ıca el borde de la regio´n indicando hasta do´nde llega la cordenada nula:
x+ = γ(x⊥) en el caso del plano, y r+ = γ(x⊥) en el caso del cono. De esta forma estas
regiones se caracterizan por γ y es el sentido que debe asigna´rsele a (5.6.1).
No´tese que cuando el flujo modular actu´a geome´tricamente podemos calcular su
accio´n sobre cada l´ınea nula por separado. En particular, sabemos que si γ1 es un plano
o una para´bola, su flujo modular movera´ cualquier otra regio´n γ2 geome´tricamente para
todo s ∈ R, pues el flujo modular de estas regiones es local en una CFT.
Supongamos que γ1 mueve geome´tricamente otra regio´n γ2 por encima de γ1 (γ2 >
γ1) para todo s ≥ 0. En tal caso γ1 y γ2 estan en una situacio´n de semi-inclusio´n
modular. Podemos etiquetar los elementos de la familia de γ2 generada con el flujo
modular de γ1 (para todo valor del para´metro modular) con el para´metro τ de la
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Figura 5.5: Plano nulo. Familia de curvas que se mueven entre si por la traslacio´n
modular asociada a las dos curvas discont´ınuas.
traslacio´n modular correspondiente al par (γ1, γ2).
γτ = Tγ1,γ2(−τ)γ1Tγ1,γ2(τ) ; (5.6.2)
Dada esta eleccio´n, tenemos que (ver Figura 5.5)
γτ = γ1 + 2piτ(γ2 − γ1) . (5.6.3)
Aqu´ı γτ=0 = γ1 y γτ=(2pi)−1 = γ2, y la familia incluye todas las γτ para τ ∈ (0,∞).
Tendremos una situacio´n de semi-inclusio´n modular entre cualesquiera γτ1 < γτ2 con
τ1 ≤ τ2, y la traslacio´n modular asociada a cualquier par de curvas de esta familia
movera´ cualquier otro elemento de la familia de la forma “geome´trica”:
Tγτ1 ,γτ2 (−τ)γTγτ1 ,γτ2 (τ) = γ + 2piτ(γτ2 − γτ1) . (5.6.4)
Notemos que el para´metro modular s y el para´metro de traslacio´n modular τ en tras-
formaciones de este tipo geome´tricas esta´n restringidos por el requisito de que ningu´n
elemento de la familia puede estar por debajo de la γ1 original. Los elementos se ex-
tienden desde γ1 hasta infinito, pasando por γ2, ver Figura 5.5. Si γ1 mueve a γ2 y
γ3 de forma geome´trica, movera´ su interseccio´n y unio´n de forma geome´trica. Esto se
justifica por el hecho de que los flujos modulares son transformaciones unitarias que
preservan las relaciones de conmutacio´n, y estamos asumiendo que para a´lgebras de
operadores localizados en una regio´n, la regio´n complementaria corresponde al a´lgebra
conmutante (dualidad de Haag), el a´lgebra de la interseccio´n de las regiones corres-
ponde a la interseccio´n de las a´lgebras, y el a´lgebra asociada a la unio´n de las regiones
corresponde al a´lgebra generada por la unio´n de las a´lgebras.
De la misma forma, si (γ1, γ2) es un par ordenado de a´lgebras en situacio´n de
semi-inclusio´n modular, y sus flujos y traslaciones modulares mueven a otras dos re-
giones γ3, γ4 geome´tricamente, la interseccio´n y unio´n de estas u´ltimas sera´n movidas
geome´tricamente por la traslacio´n modular de (γ1, γ2).
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Tomemos una γ que tenga un plano por debajo. Sabemos que el flujo modular de
γ mueve geome´tricamente los trasladados modulares de cualquier plano por debajo de
γ a alguna suerficie por encima de γ. Tomando un nu´mero arbitrario de planos por
debajo de γ podemos trasladar estos por encima de γ y tomar intersecciones y uniones
de esas superficies, y todas las que as´ı resulten sera´n movidas geome´tricamente por el
flujo modular de γ. Esto nos da una familia grande de regiones por encima de γ que
sabemos sera´n movidas geome´tricamente por γ. Sin embargo, hay algunas limitaciones
de convexidad que evitan que podamos obtener cualquier superficie a trave´s de este
procedimiento. Para poder alcanzar un resultado general, o sea, poder obtener cualquier
superficie con uniones de las traslaciones de superficies que garanticen un flujo modular
geome´trico sobre γ, nos restringiremos al caso de las CFTs para usar la invariancia
conforme y con ello una familia ma´s grande de regiones de la cuales sabemos que tienen
un flujo modular geome´trico, adema´s de los planos: las para´bolas. El nuevo ingrediente
que ganamos con esta restriccio´n es que sabemos que el vac´ıo de una CFT restringido
a una regio´n cuyo borde sobre el plano nulo es una para´bola, tiene un Hamiltoniano
modular local, y por ello, geome´trico, en el sentido de la definicio´n de arriba.
Tomemos una γ y cualquier regio´n parabo´lica por debajo de γ. Podemos usar la
traslacio´n modular asociada a este par para pasar la para´bola por encima de γ, y de
esta forma obtener una familia de superficies que sera´n movidas geome´tricamente por
el flujo modular de γ. Estas para´bolas pueden estar tan estrechamente alineadas con el
rayo nulo que le sirve de eje de simetr´ıa como queramos. Para valores de la traslacio´n
modular grandes, la superficie que resulta de trasladar la para´bola por encima de γ se
asemejara´ a una para´bola muy cerrada y alineada con un rayo nulo (ver Figura 5.6).
Podemos tomar cualquier nu´mero de las trasladadas de estas para´bolas (tan cerradas
como querramos) y tomar su unio´n para acercarnos a cualquier regio´n arbitraria. El
detalle te´cnico para considerar CFTs es este, que con la unio´n de para´bolas (parabo-
loides) puedo aproximarme tanto como quiera a cualquier superficie. Conclu´ımos de
aqu´ı que, al menos para el vac´ıo de una CFT, el flujo modular de cualquier γ mueve
geome´tricamente cualquier superficie por encima de ella.
De este hecho podemos probar la identidad Markoviana para los Hamiltonianos
modulares au´n sin conocer su forma expl´ıcita. Para ello, tomemos dos regiones γ1 y γ2
que se intersectan. γ1 va a mover a γ1∩γ2, que esta´ por encima de γ1, geome´tricamente,
y γ1 ∪ γ2 movera´ a γ2, que esta´ por encima de γ1 ∪ γ2, geome´tricamente. Ambos pares
de a´lgebras esta´n en situacio´n de semi-inclusio´n modular, por lo que los generadores
de las traslaciones modulares correspondientes son operadores positivos. Adema´s, las
traslaciones modulares relativas a los pares (γ1, γ1∩γ2) y (γ1∪γ2, γ2), mueven cualquier
otra γ3 por encima de γ1 ∩ γ2 geome´tricamente, ecuacio´n (5.6.4). De hecho, ambas
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Figura 5.6: Plano nulo. Para´bola γ1, curva γ2, y elemento γτ de la familia, trasla-
dado de γ1 por la traslacio´n modular Tγ1,γ2(τ). Todas las a´lgebras y regiones γτ son
movidas geome´tricamente por γ2, asi como sus uniones e intersecciones. De esta forma,
trasladando para´bolas puedo aproximar cualquier curva arbitraria, y se concluye que
γ2, arbitraria, mueve cualquier otra curva, arbitraria, geome´tricamente, para el vac´ıo
de una CFT.
traslaciones modulares mueven a γ3 de la misma forma:
Tγ1,γ1∩γ2(−τ)γ3Tγ1,γ1∩γ2(τ) = γ3 + 2piτ(γ1 ∩ γ2 − γ1)
= γ3 + 2piτ(γ2 − γ1 ∪ γ2) = Tγ1∪γ2,γ2(−τ)γ3Tγ1∪γ2,γ2(τ) . (5.6.5)
En la igualdad intermedia hemos usado el hecho geome´trico de que, vistas las γ’s como
alturas en el eje x+, se cumple que γ1 ∩ γ2 − γ1 = γ2 − γ1 ∪ γ2.
Como ambas traslaciones modulares tiene generador positivo, podemos aplicar el
Teorema 2 de la Seccio´n 5.4 para concluir que sus generadores son iguales.
Gγ1,γ1∩γ2 = Gγ1∪γ2,γ2 . (5.6.6)
De hecho, esta igualdad escrita en te´rminos de los Hamiltonianos modulares queda
Hˆγ1 − Hˆγ1∩γ2 = Hˆγ1∪γ2 − Hˆγ2 . (5.6.7)
Esta expresio´n no es exactamente la identidad de Markov que quer´ıamos probar.
Tenemos que probar que
HˆA + HˆB − HˆA∩B − HˆA∪B = 0⇒ S(A) + S(B)− S(A ∩B)− S(A ∪B) . (5.6.8)
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Al intentar probar esto con una regularizacio´n que nos lleve dimensio´n finita, nos
encontramos con el obstaculo de que queremos al mismo tiempo, un estado puro, y la
igualdad izquierda. Como consecuencia de la descomosicio´n de Schmidt, el nu´mero nX
de autovalores cero de una matriz densidad en una regio´n o suba´lgebra X y la de su
complemento satisfacen
nX − nX¯ = dX − dX¯ , (5.6.9)
donde dX es la dimensio´n del espacio de Hilbert HX . Podemos hacer nX y nX¯ iguales
a cero cuando las dimensiones son iguales, pero para nuestras regiones A, B, A ∩ B,
A ∪ B y sus complementos, no podemos hacer cero el nu´mero de autovalores cero nX
de todas estas matrices densidad al mismo tiempo. Si una matriz densidad tiene un
cero, su logaritmo y su Hamiltoniano modular son infinitos, mientras que esto no es
un problema para la entrop´ıa. Una forma de evitar este problema te´cnico en dimensio´n
finita es imponer un cutoff a la pureza del estado global. Antes de continuar, cambiemos
los nombres de las regiones. Llamamos A = (12), B = (23), A∩B = (2), A∪B = (123),
y A¯ = (34), B¯ = (14), A ∩B = (134), A ∪B = (4). Si nuestro estado global inicial
puro es ρ1234 = |0〉〈0|, tomaremos en su lugar a
ρ˜1234 = (1 + )
−1
(
|0〉〈0|+  1
d1234
)
, (5.6.10)
con  un cutoff pequen˜o. Aplicamos el miembro izquierdo de (5.6.8) a ρ˜1234 en lugar
de a ρ1234. Esta modificacio´n del estado global tiene la ventaja de que las reducciones
tienen la forma simple
ρ˜X = (1 + )
−1
(
ρX + 
1
dX
)
, (5.6.11)
y por supuesto, todas las entropias se igualan a la de ρX para  pequen˜o,
S˜(X) ∼ S(X)−  log()nX
dX
+O() . (5.6.12)
El miembro izquierdo de (5.6.8) implica, para el estado modificado, que
−log ρ˜12−log ρ˜23+log ρ˜2+log ρ˜123 = k13 = − log ρ˜34−log ρ˜14+log ρ˜134+log ρ˜4 . (5.6.13)
Ahora k13 puede ser un operador, en lugar de una constante como en (5.1.4). De la
forma de ambos lados de esta ecuacio´n no es dif´ıcil ver que k13 conmuta con todos los
operadores en (2) y (4). Notemos tambie´n que (5.6.13) es invariante ante los intercam-
bios (1)↔ (3) y (2)↔ (4).
Tomando valor de espectacio´n en el estado global, tenemos, de la SSA
〈k13〉 ≥ 0 . (5.6.14)
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Tenemos tambie´n, siguiendo los ca´lculos que condujeron a (5.1.7),
tr exp(log ρ˜2 + log ρ˜123 − log ρ˜12) = tr elog ρ˜23+k13 ≤ 1 . (5.6.15)
Usamos ahora la representacio´n [58]
tr elog ρ+Q = ema´xρ′ (tr(Qρ
′)−S(ρ′||ρ)) , (5.6.16)
donde el ma´ximo es sobre todas las matrices densidad ρ′. Tomando Q = k13, ρ =
(1/d1)⊗ ρ˜23 y ρ′ = ρ˜123 en (5.6.16) obtenemos
e〈k13〉 eS˜23−S˜123 = e〈k13〉 eS23−S123+O( log ) ≤ tr elog ρ˜23+k13 ≤ 1 . (5.6.17)
Intercambiando 2↔ 4, y teniendo en cuenta que S34 = S12 y S143 = S2 tenemos
e〈k13〉 eS12−S2+O( log ) ≤ 1 . (5.6.18)
Multiplicando (5.6.18) y (5.6.18) se obtiene
e2 〈k13〉 eS12+S23−S2−S123+O( log ) ≤ 1 . (5.6.19)
De la SSA 〈k13〉 ≤ O( log()), con lo cual
〈k13〉 = O( log()) . (5.6.20)
Usando (5.6.19), obtenemos finalmente
S12 + S23 − S2 − S123 = O( log()) , (5.6.21)
y el estado es Markoviano cuando quitamos el cutoff.
Algo muy interesante a notar, y que surge cuando miramos atras a las ecuaciones
(5.6.17) y (5.6.18), con el conocimiento de que vale (5.6.20) y la SSA, es que todas las
entrop´ıas involucradas S12, S23, S123, S2, son iguales, salvo errores de orden  log . Esta
regularizacio´n apunta entonces a un resultado ma´s fuerte que Markov. Interpretamos
esto como que debe existir una regularizacio´n en el cont´ınuo para la cual todas las
entrop´ıas de estas regiones son iguales. Esta conclusio´n, que puede ser a primera vista
extran˜a, es de hecho correcta para las regiones con borde sobre el plano nulo, y es el
contenido de la pro´xima seccio´n.
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5.7. La propiedad Markoviana para las entrop´ıas de
Re´nyi
En esta seccio´n demostraremos un resultado mucho ma´s fuerte que Markov: Todas
las entrop´ıas de von Neumann S y de Re´nyi Sn de orden n, del vac´ıo de una QFT,
son iguales para todas las regiones con borde arbitrario sobre el plano nulo y para
un cutoff invariante de Lorentz. Como nuestro ana´lisis vale para cualquier QFT, en el
caso de las CFT obtendremos la propiedad de Markov como una consecuencia de esto,
aunque en tal caso el mapeo del plano al cono no deja el cutoff invariante y las entrop´ıas
cambian. La propiedad de que el vac´ıo es Re´nyi-Markoviano, indica que la estructura de
entrelazado del vac´ıo es mucho ma´s limitada y espec´ıfica. Veremos que estas propiedades
se siguen de consideraciones muy generales y simples sobre la geome´tria del plano
nulo. De hecho, nuestros argumentos incluyen no solo a las entrop´ıas de Re´nyi, sino
a cualquier otra funcional local y extensiva de la superfice de entrelazado, como la
energ´ıa libre con la insercio´n de un operador de superficie localizado en la superficie de
entrelazado.
Consideremos el plano nulo x− = 0 con coordenadas ortogonales x+ y ya =
(x2, . . . , xd−1) = x⊥ ∈ Rd−2. La me´trica inducida sobre el plano nulo (en la signa-
tura (−,+, ...,+)) es
ds2 = (dya)2 + 0 dx+dx− . (5.7.1)
Tomamos una superficie d − 2 dimensional x+ = γ(y) sobre el plano nulo, y que
cruce todos los rayos nulos, como en la Figura 5.1. Queremos determinar todas las
entrop´ıas de Re´nyi Sn del vac´ıo de una QFT para las regiones γ(y) que hemos estado
considerando. Como la entrop´ıa no depende la superficie de Cauchy sino de toda el
a´lgebra de operadores en el completamiento causal, podemos decir que la entrop´ıa
es una funcional de la superficie de entrelazado γ(y). Calculamos todas las entrop´ıas
con un cutoff  invariante de Lorentz. En el Ape´ndice C se discute en detalle una
regularizacio´n invariante de Lorentz de la entrop´ıa de entrelazado, aplicable a cualquier
QFT en d dimensiones. En una teor´ıa con escalas m, Sn puede tambie´n depender de
m. El vac´ıo es invariante de Lorentz, por lo que esta funcional solo va a depender
de las cantidades geome´tricas adimensionales que se puedan construir a partir de γ,
 y m. Si estuviesemos lidiando con otros estados que no son el vac´ıo, ciertamente
habr´ıan ingredientes adicionales que conformar´ıan a esta funcional, por ejemplo, el
estado te´rmico no es invariante de Lorentz, por lo que tiene un vector asociado que
apunta en la direccio´n temporal. Con este vector podr´ıa hacer contraciones con las
derivadas de γ. El vac´ıo no tiene ningu´n vector ni cantidad geome´trica asociada. La
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funcional Sn puede espandirse en te´rminos de la forma
Sn(γ) =
∫
dd−2σy1 . . .
∫
dd−2σyn f(γ(y1), . . . , γ(yn);∇γ(y1), . . .) , (5.7.2)
donde dσ es el elemento de volumen a lo largo de γ y f es una funcio´n de las distancias
entre los puntos y los para´metros dimensionales  y m.
El argumento ma´s simple es as´ı. Estas funcionales Sn son invariantes de Lorentz.
En particular, un boost reescalea la coordenada x+ → λx+, de forma que tenemos que
Sn(γ) = Sn(λγ) , (5.7.3)
para cualquier λ > 0. Tomando el l´ımite λ → 0, la entrop´ıa de γ debe ser la misma
que la de la superficie arbitrariamente cerca de la cun˜a de Rindler x+ = 0. Estamos
asumiendo que no hay funcionales patologicas invariantes de Lorentz que distingan en
este l´ımite a las dos superficies, como aquellas que cuentan el nu´mero de ma´ximos de
la curva γ. Esperamos que estas funcionales regularizadas con  sean cont´ınuas como
funciones de la forma de γ. Con esto, Sn es independiente de γ.
Otra forma de obtener esto es ver que en la me´trica degenerada del plano nulo
(5.7.1), tenemos un conjunto infinito de isometr´ıas
y = y′ ,
x+ = h(y′, x+′) . (5.7.4)
O sea, podemos deformar la coordenada x+ de una forma dependiente de y, y
obtener la misma me´trica. Estas no son isometr´ıas del espacio de Minkowski. Cualquier
γ puede ser deformada en cualquier otra con estas isometr´ıas, por lo que tienen la misma
me´trica inducida intr´ınseca (plana). Estas isometr´ıas implican que la funcional (5.7.2)
sera´ la misma para cualquier γ. Nada cambia si consideramos usar las derivadas de
γ de cualquier orden. Grandientes mu´ltiples de γ son tensores que pueden expandirse
en los vectores ortogonales k = (1, 1, 0, . . . , 0) y yˆa, y lo mismo para los vectores de
distancia entre los puntos de γ. Una vez que estos tensores se contraen, las componentes
proporcionales a k no contribuyen porque k2 = 0 y k · yˆa = 0. Las contribuciones
restantes son las mismas que las de una γ plana, y por ello independientes de la forma
de γ.
Tampoco podemos distinguir las γ’s con la curvatura extr´ınseca. Hay dos vectores
nulos normales a γ, k = (1, 1, 0, . . . , 0) y q, q2 = 0, normalizados tal que k ·q = 1. Como
k es constante a lo largo de γ, su correspondiente curvatura extr´ınseca se anula. Existe
la ambigu¨edad k → λk, q → 1/λq en la representacio´n de la superficie en te´rminos de
sus vectores ortogonales nulos, por lo que, para tener un invariante tenemos que tener
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producto de las curvaturas extr´ınseca de q y k, que son tambie´n cero.
Conclu´ımos que todas las funcionales que podemos construir deben dar el mismo
valor Sn para cualquier γ. La propiedad de Markov para Sn se sigue trivialmente en la
combinacio´n
Sn(A) + Sn(B)− Sn(A ∩B)− Sn(A ∪B) = 0 , (5.7.5)
porque todas las entrop´ıas son iguales.
Este resultado de la independencia de Sn en γ no asume que exista ninguna transfor-
macio´n unitaria del vac´ıo correspondiente a las deformaciones (5.7.4) del plano nulo.
Sin embargo, tales transformaciones unitarias que dejan invariante el vac´ıo y defor-
man las regiones con borde sobre el plano nulo, de hecho existen para el caso de
x+ = x+ ′ + γ′(y′). Estas vienen dadas por la traslacio´n modular correspondiente al
par de regiones de intere´s (aquellas que se transforma una en otra) como vimos en las
secciones anteriores. Los unitarios que implementar´ıan las otras transformaciones ma´s
generales x+ = h(y′, x+′) no dejan invariante al vac´ıo, que es enviado a un estado de
energ´ıa infinita (aunque en principio, s´ı preservan Sn).
Estos argumentos geome´tricos implican que la independencia de las entrop´ıas con
γ se extiende a otras cantidades, como a funciones de particio´n con la insercio´n de
operadores localizados en una superficie de dimensio´n d − 2 sobre el plano nulo, pero
no se aplica a inserciones de operadores localizados en una superficie de dimensio´n
menor, que no son equivalentes ante las isometr´ıas del plano nulo.
Los argumentos de arriban requieren un cutoff invariante de Lorentz. Una vez que
esto no es satisfecho, la igualdad de todas las entrop´ıas para γ’s distintas no vale
ma´s. En tal caso pordr´ıamos cambiar el cutoff para γ y γ′ de forma independiente. Sin
embargo, la propiedad Markoviana es una propiedad independiente de la regularizacio´n.
La razo´n es que las divergencias en las entrop´ıas son locales y extensivas sobre el borde
de la regio´n, por lo que las divergencias con cualquier regularizacio´n deben cancelarse
localmente en la combinacio´n (5.7.5).
Cualquier funcional geome´trica invariante de Lorentz de una superficie d−2 dimen-
sional con condiciones mı´nimas de continuidad debe ser constante para regiones sobre
el plano nulo. Si la funcional es finita, o tiene divergencias locales y extensivas a lo largo
de γ, tiene que ser markoviana en el plano nulo, y este es un enunciado independiente
del cutoff. Esta propiedad persiste entonces sobre el cono nulo para las funcionales in-
variantes conformes. Ilustramos esto con el modelo de la informacio´n mutua extensiva,
y en el Cap´ıtulo siguiente, mediante el ca´lculo de la forma expl´ıcita de todas las Sn
sobre el cono nulo.
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5.7.1. Ejemplo: modelo de la informacio´n mutua extensiva
Como un ejemplo simple de las consideraciones anteriores veamos el modelo de la
informacio´n mutua extensiva (IME) para la EE [191]. Para una superficie espacial A
con complemento A¯ en una superficie de Cauchy dada, este modelo tiene la funcional
S(A) =
∫
A
dσx
∫
A¯
dσy η
µ
x η
ν
y (∂µ∂ν − gµν∂2) |x− y|−(2d−4) , (5.7.6)
donde η es el vector ortonormal a la superficie de Cauchy. Un cutoff en distancia esta´
implicitamente pensado entre A y A¯. El intere´s de esta expresio´n es que nos da un
ejemplo simple de funcional invariante conforme, positiva y que cumple SSA. Puede
tambie´n pensarse como la energ´ıa libre en presencia de operadores en el borde de la
regio´n que son exponenciales de campos libres [192].
El integrando es una corriente conservada en ambos ı´ndices, lo que garantiza que
que S sea independiente de la superficie de Cauchy. Esta expresio´n es equivalente a
una que solo involucra el borde de la regio´n A
S(A) =
∫
∂A
dσαβx
∫
∂A
dσαβy
1
|x− y|2(d−2) , (5.7.7)
donde, otra vez, asumimos un cutoff en los puntos coincidentes. Con un cutoff de
distancia en (5.7.7), podemos verificar, con los argumentos de arriba, que S es inde-
pendiente de la regio´n sobre el plano nulo. La Markovianidad sobre el cono puede verse
de (5.7.6), eligiendo el mismo cono nulo como la superficie de Cauchy. La combinacio´n
Markoviana reduce esta integral a la integral doble finita de (5.7.6) sobre las regiones
disjuntas A∩ B¯ y B ∩ A¯ del cono nulo. Se comprueba expl´ıcitamente que esta integral
doble sobre parches disjuntos del cono nulo se anula identicamente, obtenie´ndose la
propiedad Markoviana para esta funcional.
5.8. Comentarios finales sobre la propiedad Marko-
viana
Hemos visto que los Hamiltonianos modulares de regiones con borde arbitrario
sobre un plano nulo en el epacio de Minkowski pueden escribirse de forma expl´ıcita y
local como una integral del tensor de energ´ıa-momentos sobre la superficie nula. Este
resultado es de la forma Rindler rayo a rayo nulo, y no hay te´rminos cruzados entre los
rayos nulos. Probamos esto analizando el l´ımite nulo en el OPE de los operadores de
twist de una franja, y de forma alternativa, mediante consideraciones algebraicas sobre
las propiedades de los flujos modulares (semi-inclusio´n modular). Estos Hamiltonianos
modulares no pueden expresarse de forma local sobre una superficie de Cauchy que no
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es la nula (no son una carga conservada de una corriente local). Para CFTs tenemos
un resultado ana´logo para regiones con borde sobre el cono nulo.
Los flujos modulares de estas regiones mueven las suba´lgebras de regiones con futuro
sobre el mismo plano o cono nulo de forma geome´trica, y a una velociadad dada por las
velocidades de Rindler rayo a rayo nulo. Los operadores de campos fuera de la superficie
nula sera´n movidos por estos flujos modulares a operadores no locales en general. Estos
Hamiltonianos modulares forman un a´lgebra de Lie infinito dimensional.
Estos resultados demuestran la propiedad Markoviana del vac´ıo respecto de esta
familia de regiones. Una propiedad interesante que se deriva de esto es que el vac´ıo
puede ser reconstru´ıdo en la unio´n γ1∪γ2 de las dos regiones a partir del conocimiento
de su reduccio´n a las regiones por separado, usando (2.1.40) o (2.1.41), con lo cual, la
estructura de entrelazado del vac´ıo de una QFT es ma´s simple de lo que uno espera.
Si llamamos γ1 = A ⊗ B, γ2 = B ⊗ C, la estructura de entrelazado de un estado
Markoviano es [71]
ρABC =
∑
k
pk ρ
k
AL ⊗ ρkRC , (5.8.1)
con
∑
k pk = 1, ρ
k
AL es el reducido de ρABC al subespacio de Hilbert HA ⊗ HkL y ρkRC
es el reducido de ρABC al subespacio de Hilbert HkR⊗HC , para alguna descomposicio´n
ortogonal HB = ⊕kHkL ⊗ HkR del espacio de Hilbert de la interseccio´n. Si sustituimos
la forma (5.8.1) en las infinitas relaciones de Markovianidad para la entrop´ıa de Re´nyi
Sn(AB) + Sn(BC)− Sn(ABC)− Sn(B) = 0 , (5.8.2)
se obtiene que el estado ρABC es necesariamente de la forma producto
ρABC = ρAL ⊗ ρRC , (5.8.3)
donde ρAL y ρRC son los reducidos de ρABC a los respectivos espacios HA⊗HL y HR⊗
HC , para alguna descomposicio´n en factores del espacio de Hilbert de la interseccio´n
HB = HL ⊗HR. Esta es una condicio´n muy fuerte sobre la estructura de entrelazado
del vac´ıo. El vac´ıo es casi un estado producto en la direccio´n perpendicular del plano
nulo, dado que la factorizacio´n esta´ “localizada” en la interseccio´n, y esta puede hacerse
tan pequen˜a como se quiera. Uno estar´ıa tentado a concluir de aqu´ı que el vac´ıo es un
estado producto en la direccio´n ortogonal. Esto no es matema´ticamente correcto, dado
que las a´lgebras de operadores no se pueden localizar en la superficie nula en dimensio´n
d > 2 en teor´ıas con un punto fijo UV interactuante. En los casos en que s´ı se puede
hacer, como en d = 2, o puntos fijos UV libres, se puede comprobar que de hecho el
vac´ıo tiene la forma de un estado producto
ρABC = ρA ⊗ ρB ⊗ ρC , (5.8.4)
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en lugar de la forma general de un estado Markoviano (5.8.1), o de un Re´nyi-Markoviano
(5.8.3). Esto implica que en estos casos, la informacio´n mutua entre A y C, que son
conjuntos disjuntos, es cero.
Cap´ıtulo 6
Todas las entrop´ıas sobre el cono
nulo
En este Cap´ıtulo se determina la forma expl´ıcita de todas las entrop´ıas de entre-
lazado y de Re´nyi para el vac´ıo reducido a regiones arbitrarias con frontera sobre el
plano o el cono nulo. Se comprueba que todas estas entrop´ıas saturan la Subaditividad
Fuerte (el vac´ıo es Markoviano). Para el plano nulo el ana´lisis es va´lido para toda Teor´ıa
de Campos y sobre el cono nulo los resultados solo valen para teor´ıas conformes. La
construccio´n de la expresio´n general de estas entrop´ıas esta´ estrechamente relacionada
con la accio´n efectiva de un campo dilato´n en dos dimensiones menos. En particular,
el te´rmino universal logar´ıtmico en la entrop´ıa surge del te´rmino ano´malo de Wess-
Zumino de dicha accio´n. Se chequea la forma general de estas entrop´ıas en teor´ıas con
dual hologra´fico. Para esto se calculan las a´reas mı´nimas en AdS de superficies con
frontera arbitraria en un cono nulo que vive en la frontera de AdS. Hologra´ficamen-
te la propiedad Markoviana resulta de una isometr´ıa sobre el cono nulo en AdS, y
esta propiedad se mantiene ante correcciones cua´nticas y correcciones de cuerdas. El
Cap´ıtulo se organiza as´ı. En la Seccio´n 6.1 se estudian las regiones con frontera sobre
el cono nulo. Usando invariancia de Lorentz y la propiedad Markoviana se determina
la forma universal expl´ıcita de todas las entrop´ıas como funcio´n del perfil del borde de
la regio´n, parametrizado por γ(y). Esta viene dada por una funcional local que es una
integral sobre las variables angulares sobre el cono. Esta integral se interpreta como
una accio´n efectiva de un campo dilato´n log γ(y) en d− 2 dimensiones1. En la Seccio´n
6.2 estudiamos estas cuestiones desde el punto de vista de AdS/CFT.
La EE de una regio´n en la frontera de AdS viene dada por el a´rea de una superficie
de a´rea mı´nima (en general extrema) del bulk, segu´n la prescripcio´n de Ryu-Takayanagi
que se discutio´ en el Cap´ıtulo 2. Se determinan dichas superficies con frontera sobre
el plano o el cono nulo en el borde de AdS. Esta construccio´n geome´trica tiene varias
1La idea de conectar la EE con la accio´n de un dilato´n en dos dimensiones menos ha sido discutida
en la literatura anteriormente, ver por ejemplo [193].
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Figura 6.1: Regio´n espacio-temporal en Minkowski con borde sobre el cono nulo.
caracteristicas especiales: Las ecuaciones que determinan la superficie son lineales y el
lugar geome´trico de estas se localiza sobre un plano o un cono nulo en el bulk. Esto
permite chequear la propiedad Markoviana hologra´ficamente sin calcular expl´ıcitamente
las entrop´ıas. Para el cono nulo evaluamos la entrop´ıa hologra´fica expl´ıcitamente y
comprobamos que coincide con un caso particular de la fo´mula que se obtiene en la
Seccio´n 6.1. Estos resultados se extienden para incluir correcciones cua´nticas (1/N) y
correciones en el acoplamiento de ’t Hooft (correcciones de cuerdas).
6.1. Forma universal de las entrop´ıas en el cono nu-
lo para una CFT
A partir de esta seccio´n determinaremos la forma universal de la entrop´ıa de en-
trelazado y de Re´nyi de la matriz densidad ρX del vac´ıo de una CFT reducido a la
regio´n X con frontera arbitraria γ sobre el cono nulo, Figura 6.1. Como discutimos en
el Cap´ıtulo 5, las entrop´ıas de estas regiones saturan la SSA, o dicho en otras palabras,
el vac´ıo de una CFT es Markoviano respecto de estas regiones.
Consideraremos una curva
r− = 2γ(y) (6.1.1)
en el pasado en el cono nulo r+ = 0, con
r± = r ± x0 . (6.1.2)
Esta curva parametriza el borde de una superficie de Cauchy. La restriccio´n de la
me´trica de Minkowski a r+ = 0, r− = 2γ(y) nos da una esfera (d − 2)-dimensional de
radio variable con la posicio´n angular:
ds2 = 0 dr+dr− + γ(y)2 gab(y)dyαdyβ . (6.1.3)
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Aqu´ı
gab(y)dy
adyb =
4
(1 + y2)2
(dya)2 (6.1.4)
describe una esfera de radio uno Sd−2 en coordenadas conformemente planas2.
Salvo una constante aditiva, la entrop´ıa debe ser local y extensiva. La entrop´ıa
de entrelazado y de Re´nyi deben ser por lo tanto una funcional local de γ/, sus
derivadas y las cantidades geome´tricas costru´ıdas con la me´trica inducida gab (ma´s
adelante comentaremos sobre una posible dependencia con las cantidades geome´tricas
extr´ınsecas)
Sn =
∫
dd−2y
√
g Ln(γ/, gab, ∂ . . .) + Fn . (6.1.5)
La propiedad Markoviana sobre el plano nulo es independiente de la regularizacio´n y
por lo tanto se preserva ante tranformaciones conformes en una CFT. La propiedad
Markoviana implica que la entrop´ıa sobre el cono nulo es una funcional local con un
posible te´rmino aditivo Fn independiente de γ.
Determinaremos la forma general de Ln que es permitida por la invariancia de
Lorentz. Encontraremos que esta forma esta´ estrechamente relacionada con la accio´n
efectiva de un dilato´n sobre Sd−2. Nuestro ana´lisis revelara´ como la EE para esferas
S(γ) = αd−2
γd−2
d−2
+ αd−4
γd−4
d−4
+ . . .+
{
(−) d2−14A log(γ/) d par .
(−) d−12 F d impar . (6.1.6)
se generaliza a una frontera arbitraria γ(y) sobre el cono nulo. El resultado principal
de este Cap´ıtulo son las expresiones (6.1.18) y (6.1.27).
6.1.1. Transformaciones de Lorentz vistas desde el cono nulo
Para imponer las restricciones que la invariancia de Lorentz hace sobre (6.1.5) ne-
cesitamos determinar co´mo estas actu´an en el subespacio r+ = 0, r− = 2γ(y). El
pull-back de la me´trica de Minkowski es (6.1.3), que describe una esfera Sd−2 de radio
variable γ(y). Es conocido que las transformaciones de Lorentz se reducen a transfor-
maciones conformes sobre Sd−2; lo cual es claro en el formalismo de embedding, donde
las transformaciones conformes son representadas como transformaciones lineales so-
bre un subespacio proyectivo de un cono nulo en un espacio dos dimensiones ma´s.
Revisaremos a continuacio´n este formalismo; ve´ase por ejemplo [183, 194, 195].
Es u´til parametrizar el cono nulo C por
xµ(λ, ya) = λω(y) xˆµ(y) , xˆµ(y) =
(
1 + y2
2
, ya,
1− y2
2
)
, (6.1.7)
2Para ver esto, u´sese el cambio de variables ya = tan(θ/2) nˆa, con nˆa vectores unitarios.
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donde λ ∈ R, ya ∈ Rd−2. Las coordenadas xˆµ dan la seccio´n de Poincare´ xˆ0 + xˆd = 1 del
cono nulo ηµν xˆ
µxˆν = 0; λ parametriza la direccio´n radial en el cono. El factor conforme
ω(y) puede ser arbitrario, pero aqu´ı lo fijaremos a
ω(y) =
2
1 + y2
. (6.1.8)
(que es una esfera sobre el cono). El pull-back de la me´trica de Minkowski a esta seccio´n
de C se escribe como
ds2C = λ
2 4
(1 + y2)2
(dya)2 , (6.1.9)
que, recordando (6.1.4), describe una esfera en coordenadas conformemente planas. En
particular, estamos interesados en una esfera de radio variable γ(y), y esto se obtiene
haciendo
λ = γ(y) . (6.1.10)
La principal ventaja de estas coordenadas es que existe una relacio´n muy simple entre
las transformaciones de Lorentz en xµ y las transformaciones conformes en la seccio´n
(λ, ya) del cono nulo. Los generadores del grupo de Lorentz Jµν inducen sobre la seccio´n
de C rotaciones (Jab), traslaciones (Ta), dilataciones (D) y transformaciones conformes
especiales (Ka). La relacio´n entre los generadores en estas coordenadas es:
Jab , Ta = J0,a − Jd−1,a , Ka = J0,a + Jd−1,a , D = Jd−1,0 . (6.1.11)
De esta forma, el grupo de Lorentz SO(d − 1, 1) en d dimensiones da lugar al grupo
conforme en el espacio Eucl´ıdeo Rd−2. Las coordenadas transforman como (λ, y) →
(λ′, y′) con
∂y′a
∂yc
∂y′b
∂yd
δab = e
2A(y)δcd , λ
′ = e−A(y)λ . (6.1.12)
No´tese que mientra el espacio Rd−1,1 usado en el formalismo de embedding para una
CFT es solo un artificio, en nuestro caso este espacio es el espacio f´ısico donde la teor´ıa
vive.
6.1.2. Entrop´ıas sobre el cono nulo
Nuestro objetivo es determinar la forma general de (6.1.5) consistente con la inva-
riancia de Lorentz. Podemos pensar a Sn como la accio´n de una teor´ıa Eucl´ıdea que vive
en Sd−2, de un campo escalar γ(y). Como se vio´ anteriormente, las tranformaciones de
Lorentz actu´an como transformaciones conformes sobre Sd−2, as´ı que mantendremos
la me´trica gab expl´ıcitamente para seguir bien la accio´n de los reescaleos conformes,
que actu´an como gab → e2A(y)gab. Adema´s, de (6.1.12), φ(y) = log(γ(y)/) transforma
aditivamente como un campo dilato´n. De esta forma, el problema de encontrar las en-
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trop´ıas Sn es equivalente al de construir una accio´n local invariante conforme en d− 2
dimensiones para un campo dilato´n φ(y) = log(γ(y)/).
Es muy interesante notar que el campo dilato´n haya sido utilizado en la prueba del
Teorema-A (y c) de [46]; ve´ase tambie´n [118, 124, 196, 197]. All´ı, y como se discutio´
en el Cap´ıtulo 3, el dilato´n se introdujo para hacer coincidir las anomalias. En nuestro
contexto de entrop´ıa de entrelazado, φ(y) viene dado por la forma del borde de la
superficie de entrelazado sobre el cono nulo. Los resultados obtenidos en la literatura
y producto de estos trabajos van a ser muy u´tiles para nuestro objetivo, especialmente
el ana´lisis en dimensio´n d de [198].3
d impar
Comencemos por el caso ma´s simple de dimensio´n espacio-temporal d impar. La
funcional tipo accio´n para la entrop´ıa Sn(γ) puede construirse como una expansio´n en
derivadas de invariantes geome´tricos constru´ıdos de la me´trica
gˆab ≡ γ(y)
2
2
gab(y) , (6.1.13)
con gab la me´trica de la esfera unitaria S
d−2. Como esta es la me´trica inducida por
la me´trica plana de Minkowski en γ queda claro que dichos te´rminos geome´tricos son
invariantes de Lorentz. Notemos que el tensor de Riemann puede ser escrito en funcio´n
de Rˆab y Rˆ pues gˆab es conformemente plana y el tensor de Weyl se anula. Podemos
adema´s construir otros invariantes usando la curvatura extr´ınseca de γ. En el Ape´ndice
E mostramos que sobre el cono nulo la curvatura extr´ınseca viene dada por la me´trica
y el tensor de Ricci inducidos. Por ello, la accio´n ma´s general que se puede construir
viene dada por los invariantes geome´tricos intr´ınsecos formados con potencias de gˆab,
el tensor de Ricci, y la derivada covariante de este. Los primeros te´rminos tienen la
forma
Sn(γ) =
∫
dd⊥y
√
gˆ
(
β0 + β2Rˆ + β4Rˆ
2 + β′4 (Rˆαβ)
2 + . . .
)
+ Fn , (6.1.14)
con d⊥ ≡ d − 2. Los coeficientes constantes βj dependen de la teor´ıa espec´ıfica y de
n. En esta expresio´n, la invariancia conforme del dilato´n -invariancia de Lorentz en
d-dimensiones- es manifiesta.
Para ganar intuicio´n escribamos expl´ıcitamente los te´rminos con cero y dos deriva-
3Me´todos que involucran al dilato´n han sido usados en el contexto de EE en [193, 199–201].
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das: ∫
dd⊥y
√
gˆ =
∫
dd⊥y
√
g
γ(y)d⊥
d⊥
, (6.1.15)∫
dd⊥y
√
gˆ Rˆ =
∫
dd⊥y
√
g
γd⊥−2
d⊥−2
(
(d⊥ − 1)(d⊥ − 2)
(∇γ
γ
)2
+ d⊥(d⊥ − 1)
)
.
El primer te´rmino es el te´rmino de a´rea. Haciendo la redefinicio´n
ϕ(y) = 2
√
d⊥ − 1
d⊥ − 2
(
γ(y)

)(d⊥−2)/2
, (6.1.16)
el segundo te´rmino se convierte en (para d ≥ 5) la accio´n de un campo escalar confor-
memente acoplado, ∫
dd⊥y
√
gˆ Rˆ =
∫
dd⊥y
√
g
(
(∇ϕ)2 + ξRϕ2) , (6.1.17)
donde ξ = d⊥−2
4(d⊥−1) y el escalar de Ricci R = d⊥(d⊥− 1) para la esfera de radio uno4. El
te´rmino de a´rea proporcional a γd⊥ es simplemente un potencial invariante conforme
V (ϕ) ∼ ϕ2d⊥/(d⊥−2). Los te´rminos siguientes en esta accio´n efectiva igual a la EE son
generalizaciones de este Laplaciano conforme a ma´s derivadas. Volveremos sobre este
punto ma´s adelante.
La constante aditiva fija Fn es trivialmente consistente con la propiedad Markoviana
(5.7.5). Sin embargo, no es posible escribirla como un invariante geome´trico. En este
sentido es ana´loga a las anomal´ıas en dimensio´n d par, que discutiremos debajo. Para
la EE sobre esferas este es el familiar te´rmino constante F que coincide con la parte
constante de la energ´ıa libre de la teor´ıa calculada sobre la esfera Eucl´ıdea.
Juntando estos resultados y reemplazando d⊥ → d − 2, la forma universal de la
entrop´ıa de entrelazado y de Re´nyi para regiones con borde sobre el cono nulo y en
dimensio´n espacio-temporal impar es
Sn(γ) =
∫
dd−2y
√
g
{
β0
γ(y)d−2
d−2
+ β2
γd−4
d−4
(
(d− 2)(d− 3) + (d− 3)(d− 4)
(∇γ
γ
)2)
+ . . .
}
+ Fn . (6.1.18)
Comparemos esta con la EE de una esfera en una CFT, Eq. (6.1.6). Reconocemos
en (6.1.18) el te´rmino de a´rea y todas las contribuciones subdominantes generalizadas
al caso de γ(y) no constante. Alguna de las βk pueden fijarse comparando con la EE
de la esfera. Por ejemplo, β0 = αd−2, β2 = αd−4. Esto significa que el coeficiente de
4Este te´mino se anula en d = 2, 3 y es proporcional al volumen de Sd−2 en d = 4.
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(∇ log γ)2 en el primer te´rmino subdominante (γ/)d−4 es u´nicamente determinado por
el correspondiente en la EE de la esfera. Esto es una consecuencia de la invariancia de
Lorentz. A o´rdenes superiores, ma´s invariantes geome´tricos esta´n permitidos, como los
te´rminos con β4, β
′
4 en (6.1.14). En este caso, los coeficientes de la esfera αd−2k fijan
solo una parte de los βi, y la entrop´ıa para la regio´n γ(y) contiene ma´s informacio´n
sobre la teor´ıa dada. El te´rmino de orden γd−2−2k es escencialmente una versio´n en 2k
derivadas del Laplaciano conforme sobre la esfera. Ma´s adelante daremos una expresio´n
compacta para estos operadores.
d par
Para d par esta no es toda la historia. Deben de haber contribuciones adicionales
que vengan de la anomal´ıa A de Euler. De hecho, para una esfera de radio constante
deber´ıamos recuperar la contribucio´n logar´ıtmica universal
Sanom = (−1)d/2−14A log γ

. (6.1.19)
Queremos encontrar una funcional local invariante de Lorentz que se reduzca a (6.1.19)
para γ(y) constante. A primera vista esto parece todo un reto, pues como vimos en
(6.1.14), no hay invariantes geome´tricos constru´ıdos con gˆab que den lugar a dicho
te´rmino.
Proponemos que la generalizacio´n de (6.1.19) a γ(y) arbitrarias en un te´rmino de
Wess-Zumino para la anomal´ıa de Weyl en Sd−2. Veamos el caso ma´s simple de la
anomal´ıa de Weyl para una CFT en d = 2. El tensor de energ´ıa momentos en una
variedad con me´trica gab tiene una anomal´ıa de traza
〈T aa 〉 =
c
24pi
R , (6.1.20)
con R el escalar de curvatura de gab. Esto implica que, ante un reescaleo de Weyl
δgab = 2δσgab, la accio´n efectiva W = − logZ cambia como
δW
δσ
= − c
24pi
R . (6.1.21)
Una funcional local cuya variacio´n de (6.1.21) puede ser obtenida introduciendo un
campo dilato´n τ que transforme como τ → τ + σ(y) ante gab → e2σ(y)gab. El resultado
es el te´rmino de Wess-Zumino [202]
SWZ =
c
24pi
∫
d2y
√
g
(
τR− (∇τ)2) . (6.1.22)
La derivada del dilato´n cancela la transformacio´n de Weyl del escalar de Ricci,R[e2σg] =
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e−2σ(R[g]− 2∇2σ). Notemos que, mientras que esta es una accio´n local en gab y τ , no
es una accio´n local constru´ıda con la me´trica invariante de Weyl gˆab = e
−2τgab.
Volvamos al ca´lculo de la EE en d = 4. Buscamos una funcional invariante de Lo-
rentz que se reduzca a (6.1.19) para γ constante. Hemos visto que las transformaciones
de Lorentz actu´an como transformaciones conformes sobre la esfera S2, y que log(γ/)
transforma como un campo dilato´n. Reconocemos entonces (6.1.19) como el primer
te´rmino de la accio´n de Wess-Zumino (6.1.22) evaluada en S2. Para preservar la inva-
riancia de Lorentz, esperamos que la contribucio´n a la EE de una curva γ(y) deba ser
de la forma
SWZ = − A
2pi
∫
d2y
√
g
(
R log
γ(y)

+
(∇γ
γ
)2)
, (6.1.23)
con la normalizacio´n global fijada por (6.1.19) y la caracter´ıstica de Euler 1
4pi
∫
d2y
√
gR =
2. No´tese que el coeficiente de log() es topolo´gico y por lo tanto igual para todas las γ’s.
En particular, esto implica que no hay anomal´ıa tipo B en este coeficiente logar´ıtmico.
Esto puede verse como consecuencia de la geometr´ıa particular sobre el cono en la
fo´rmula de Solodukhin [27] para el coeficiente de log() para regiones arbitrarias en
d = 4. Ve´ase el Ape´ndice E.
Esta es una funcional local, y por lo tanto satisface la propiedad de Markov. Pero
como dijimos anteriormente, no es una funcional local en la me´trica invariante de Weyl
gˆab =
γ(y)2
2
gab que introdujimos en (6.1.13). Sin embargo, la invariancia de Lorentz
puede hacerse manifiesta si escribimos este como una funcional bilocal [203, 204]
SWZ ∝
∫
d2y
√
gˆ
∫
d2y′
√
gˆ Rˆ(y)Gˆ(y, y′)Rˆ(y′) , (6.1.24)
con ∇2yGˆ(y, y′) = 1√gˆ δ2(y, y′) la funcio´n de Green para gˆab, y Rˆ su escalar de curvatura.
Usando √
gˆ Rˆ =
√
g
(
R− 2∇2 log γ

)
(6.1.25)
e integrando por partes, (6.1.24) se reduce a (6.1.23), salvo un te´rmino cuadra´tico en
R que es independiente de γ.
La discusio´n se extiende a dimensiones mayores d⊥, donde la anomal´ıa de Weyl es
proporcional a la densidad de Euler Ed⊥ (ma´s otras anomal´ıas invariantes conforme que
se anulan en nuestro caso). El te´rmino de Wess-Zumino en la accio´n puede obtenerse
sistema´ticamente integrando la densidad de Euler [124, 202],
SWZ = (−1)d⊥/2 4A
χd⊥
∫
dd⊥y
√
g
∫ 1
0
dt log
γ(y)

Ed⊥
((
γ(y)

)2t
gab
)
, (6.1.26)
con χd⊥ =
∫
dd⊥y
√
g Ed⊥(g) proporcional a la caracter´ıstica de Euler en la esfera.
La contribucio´n de t = 0 reproduce (6.1.19), y as´ı es co´mo se fija la normaliza-
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cio´n. La integral general da una accio´n invariante conforme con derivadas de la forma∫
y
log γ

(∇2)d⊥/2 log γ

. Expresiones expl´ıcitas en varias dimensiones pueden encontrarse
en [46, 118, 196, 198, 201].
Para resumir, la EE de una regio´n γ(y) sobre el cono nulo en una CFT en dimensio´n
d par viene dada por
Sn(γ) =
∫
dd−2y
√
g
{
β0
γ(y)d−2
d−2
+ β2
γd−4
d−4
(
(d− 2)(d− 3) + (d− 3)(d− 4)
(∇γ
γ
)2)
+ . . .+ (−1)d/2−1 4An
χd−2
∫
dd−2y
√
g
∫ 1
0
dt log
γ(y)

Ed−2
((
γ(y)

)2t
gab
)}
+ Fn . (6.1.27)
El u´ltimo te´rmino es la accio´n de Wess-Zumino en Sd−2 para el campo dilato´n log(γ/),
y generaliza el te´rmino universal logar´ıtmioco en la EE de la esfera. En este caso,
A1 = A es justamente la anomal´ıa de Euler.
Para comparar con el ca´lculo hologra´fico que haremos ma´s adelante, veamos dos
ejemplos expl´ıcitos. Para d = 4, usando la curvatura de S2, R = 2, obtenemos de
(6.1.23),
SWZ = − A
2pi
∫
d2Ω
(
2 log
γ(y)

+
(∇γ
γ
)2)
, (6.1.28)
Para d = 6, usamos que la accio´n de Wess-Zumino (6.1.26) es [46]
SWZ =
4A
χ4
∫
d4y
√
g
(
φE4 − 4(Rab − 1
2
gabR)∂aφ ∂bφ− 4(∇φ)2∇2φ− 2(∇φ)4
)
,
(6.1.29)
con φ = log(γ/). Haciendo los ca´lculos para la esfera obtenemos5
SWZ =
3
2pi2
A
∫
d4Ω
{
log
γ

+
1
2
(∇γ
γ
)2
+
1
6
(∇γ
γ
)2((∇γ
γ
)2
− ∇
2γ
γ
)
− 1
12
(∇γ
γ
)4}
.
(6.1.30)
6.1.3. Un enfoque alternativo
Presentamos a continuacio´n una construccio´n alternativa de la accio´n efectiva. Este
enfoque es mas bien simple y muestra claramente co´mo la invariancia de Lorentz de la
teor´ıa d-dimensional es usada. Se unifica adema´s la discusio´n que separamos anterior-
mente entre d par e impar.
5Recue´rdese que para un espacio ma´ximamente sime´trico en n dimensiones,Rµν =
R
n gµν , yRµνρσ =
R
n(n−1) (gµρgνσ − gµσgνρ) [205]. Adema´s, para la esfera de radio uno Sn, R = n(n− 1). La densidad de
Euler en cuatro dimensiones es E4 = RαβµνR
αβµν − 4RµνRµν +R2, y para una esfera E4 = 24.
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Primero escribimos la me´trica de una esfera con radio variable como el factor dilato´n
por la me´trica del espacio plano,
γ(y)2
2
dΩ2d−2 = e
−2τ(y) δabdyadyb , e−τ(y) ≡ γ(y)

2
1 + (ya)2
. (6.1.31)
Ver la discusio´n alrededor de (6.1.10). Buscamos una accio´n local, invariante ante
rotaciones y traslaciones en Rd−2, y ante transformaciones de escala y → eσy, τ → τ+σ.
Siguiendo la construccio´n para la accio´n efectiva para el dilato´n en [198], esta puede
organizarse en te´rminos de los operadores diferenciales
Wk =
(
2
d⊥ − 2k
)2
e−
d⊥−2k
2
τ (∇2)ke− d⊥−2k2 τ , (6.1.32)
que contienen 2k derivadas y transforman covariantemente ante transformaciones de
escala,
Wk → e−d⊥σWk . (6.1.33)
De aqu´ı conclu´ımos que los objetos ba´sicos invariantes de escala son dd⊥yWk y e
d⊥τWr,
y que la accio´n efectiva ma´s general es
Sγ =
∑
k,r¯,n¯
∫
dd⊥y αn¯kr¯Wk
∏
i
(ed⊥τWri)
ni , (6.1.34)
con αn¯kr¯ coeficientes arbitrarios. El te´rmino proporcional a α
n¯
kr¯ contiene 2k + 2
∑
i niri
derivadas. Una evaluacio´n expl´ıcita de las primeras contribuciones en (6.1.34) reproduce
los te´rminos analizados en la Seccio´n 6.1.2. Este enfoque tiene la ventaja de unificar las
dimensiones pares e impares; en particular el te´rmino de Wess-Zumino surge de tomar
el l´ımite k → d⊥/2, ∫
dd⊥yWk=d⊥/2 =
∫
dd⊥y τ (∇2)d⊥/2τ . (6.1.35)
Esta es la razo´n de la normalizacio´n en (6.1.32). Por ejemplo, despue´s de integrar por
partes, ∫
d2y τ ∇2τ = const−
∫
d2Ω
(
2 log
γ

+
(∇γ
γ
)2)
, (6.1.36)
que coincide con (6.1.23).
6.2. Ana´lisis hologra´fico
En esta seccio´n analizamos la entrop´ıa de entrelazado para regiones con frontera
arbitraria sobre el plano nulo, y para CFTs, con frontera arbitraria sobre el cono nu-
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lo, en teor´ıas con dual hologra´fico. Por la fo´rmula de Ryu-Takayanagi [2, 111], esto
se reduce a encontrar la superficie extrema anclada a la superfice γ(y) en un espacio
asinto´ticamente AdS. Este problema geome´trico tiene algunos aspectos interesantes
que no esta´n presentes en el caso general. En particular encontraremos que la super-
ficie extrema viene determinada por una ecuacio´n diferencial lineal de segundo orden.
Veremos que la propiedad Markoviana se verifica. Reobtenemos la expresio´n general
para la EE del vac´ıo de una CFT reducido a una regio´n con borde en el cono nulo que
obtuvimos en la seccio´n anterior. Mostramos tambie´n que este resultado se mantiene
ante correciones en N−1 y en el acoplamiento de ’t Hooft λ.
6.2.1. Regiones con borde en el plano nulo
La me´trica de un espacio asinto´ticamente AdS con simetr´ıa de Lorentz en su frontera
asinto´tica y correspondiente al vac´ıo en una teor´ıa hologra´fica es
ds2 =
L2
z2
(
f 2(z)dz2 + dx+dx− + d~y2
)
, (6.2.1)
con x± = x1 ± x0, ~y = (x2, . . . , xd−1), y l´ımz→0 f(z) = 1. Adema´s z ∈ (0,∞) y
yi ∈ (−∞,∞). Queremos la superficie extremal (cuya a´rea sea extremal) en el bulk
anclada a una superficie d− 2 dimensional que vive en el borde de AdS y dada por
x− = 0 , x+ = γ(~y) . (6.2.2)
La superficie mı´nima tiene d − 1 dimensiones y elegimos parametrizarla por las
coordenadas αi ≡ (z, ~y). La me´trica inducida en esta superficie es
hij = gµν
∂xµ
∂αi
∂xν
∂αj
=
L2
z2
(
δ1i δ
1
j (f
2(z)− 1) + δij + 1
2
(
∂x+
∂αi
∂x−
∂αj
+
∂x−
∂αi
∂x+
∂αj
))
.
(6.2.3)
Queremos minimizar el a´rea
A =
∫
dz dd−2y
√
h . (6.2.4)
Tenemos dos ecuaciones de movimiento, una para x+ y otra para x−, y el Lagrangiano
depende solamente de la derivada de los campos. La ecuacio´n de movimiento para x+
contiene solamente te´rminos proporcionales a la derivada de x−. Podemos tomar que
x− = 0 , (6.2.5)
y cumplir automa´ticamente con las condiciones de borde. Esto simplifica la ecuacio´n de
movimiento que viene de variar x−, pues solo necesitamos quedarnos con los te´rminos
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lineales en ∂ix
− en (6.2.4). El resultado es
∇2y x+ +
1
f 2
(
∂2x+
∂z2
−
(
f ′
f
+
d− 1
z
)
∂x+
∂z
)
= 0 . (6.2.6)
Esta ecuacio´n determina la superficie mı´nima, y sorprendentemente es lineal en x+.
Una razon para esto es que si x+ es una solucio´n, λx+ debe ser tambie´n solucio´n pues
resulta de la anterior de boostear la superficie (operacio´n que deja invariante el a´lgebra
y el vac´ıo, y por ello la entrop´ıa de entrelazado, que es proporcional al a´rea mı´nima en
el bulk). Notamos que es la misma ecuacio´n que la de un campo escalar de masa cero
en la me´trica del bulk (6.2.1).
Como hemos obtenido una superficie mı´nima que yace completamente en el plano
x− = 0 del bulk, el a´rea de esta superficie debe ser calculada con la me´trica inducida
ds2|M = L
2
z2
(
f 2(z)dz2 + d~y2
)
, (6.2.7)
que es completamente independiente de la forma de x+(z, ~y). Por ello, una vez que
hemos fijado el regulador z =  e integrado el volumen de este plano z, ~y para todas
las ~y y z > , el a´rea es independiente de γ(~y). El resultado vale para toda f(z), o sea,
es va´lido para una CFT (f = 1) y tambie´n para una teor´ıa con escala (f 6= 1). Esto
verifica los argumentos dados en la Seccio´n 5.7, y nos da la propiedad Markoviana del
vac´ıo de una teor´ıa hologra´fica. De hecho, el a´rea es la misma para cualquier superficie
sobre el plano x− = 0, pero solo la solucio´n de (6.2.6) es extremal.
En AdS puro, podemos dar una solucio´n expl´ıcita de la superficie extremal. Cuando
f = 1, (6.2.6) se reduce a (
∇2y + ∂2z −
d− 1
z
∂z
)
x+ = 0 . (6.2.8)
Haciendo la transformada de Fourier en las variables ~y y eligiendo la solucio´n que es
regular en z →∞, obtenemos la solucio´n completa del sistema
x+(z, y) =
21−d/2
Γ[d/2]
∫
dd−2k a~k e
i~k·~y (|~k|z)d/2 Kd/2(|~k|z) ,
a~k =
∫
dd−2y
(2pi)d−2
e−i
~k·~y γ(~y) . (6.2.9)
6.2.2. Regiones con borde en el cono nulo
A continuacio´n consideremos la entrop´ıa del vac´ıo de una CFT para regiones con
borde sobre el cono nulo. Una idea podr´ıa ser obtener la superficie extremal y las
a´reas mapeando la solucio´n conocida del plano al cono nulo, y una vez all´ı calcular la
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EE fijando un cutoff en la coordenada z. Sin embargo, haremos el ca´lculo en el cono
directamente. Nos enfocamos en curvas γ(Ω) suaves, y separamos el ana´lisis para el
caso con defectos al Ape´ndice D.
Para AdS puro hay una transformacio´n conforme en la frontera de AdS que trans-
forma el plano al cono nulo y se extiende como una isometr´ıa al interior de AdS,
preservando la condicio´n de extremal de una superficie extrema, y su a´rea. Por ello, la
u´nica diferencia en calcular una EE en el plano o el cono nulo vendra´ de la posicio´n del
cutoff. La isometr´ıa en AdS que corresponde a (5.2.1) viene de extender esta simetr´ıa
conforme a una dimensio´n ma´s z. Tenemos la misma fo´rmula que (5.2.1) pero ahora
los vectores tienen d + 1 componentes, y xd+1 = z, Xd+1 = Z. La me´trica de AdS es
invariante ante estas transformaciones6. La superficie X0 = 0, X1 = 0, que corresponde
a la surperficie mı´nima del espacio de Rindler, es mapeada al hemisferio esfe´rico
|~x|2 = r2 + z2 = R2 , t = −R , (6.2.10)
que es la superficie mı´nima en AdS anclada a una esfera en el borde de AdS.
La superficie t + |~x| = 0, que es el cono nulo pasado en el bulk del punto en el
origen, es mapeado al plano X− = 0. Por ello la superficie mı´nima en la que estamos
interesados yace sobre el cono nulo del bulk.
Para mostrar mejor las ideas geome´tricas de la propiedad de Markov en AdS, ele-
gimos las siguientes coordenadas
r˜ = |~x| =
√
r2 + z2 , r˜± = r˜ ± t, Ω˜ , (6.2.11)
donde Ω˜ son las coordenadas angulares en la semiesfera t = const, r˜ = const. Para
la superficie r˜+ = 0 cada Ω˜ constante describe una l´ınea nula que pasa por el origen.
Escribimos
z = r˜ sin(θ) , θ ∈ (0, pi/2) , (6.2.12)
con θ = pi/2 correspondiendo al punto de la esfera ma´s alejado de la frontera de AdS,
y θ = 0 a la frontera de AdS. La me´trica de AdS se escribe
ds2 = L2
dr˜+dr˜− + r˜2dΩ˜2
r˜2 sin2 θ
, (6.2.13)
donde
dΩ˜2 = dθ2 + cos2 θ dΩ2d−2 , (6.2.14)
y Ω son coordenadas angulares de la esfera (d− 2)−dimensional de la frontera de AdS.
6Sin embargo, para que sea una isometr´ıa, la componente z del vector C en (5.2.1) debe ser cero.
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Sobre la superficie r˜+ = 0, la me´trica inducida
ds2 = L2
dΩ˜2
sin2 θ
= L2
dθ2 + cos θ2 dΩ2d−2
sin2 θ
, (6.2.15)
es independiente de las coordenadas r˜− = 2r˜ = −2t. Esto muestra que, si nos olvida-
mos del cutoff todas las superficies mı´nimas tienen la misma me´trica inducida y a´rea
(divergente). Si imponemos un cutoff en θ independiente de Ω obtenemos de vuelta el
mismo resultado de que todas las a´reas (ahora finitas) son iguales, de forma ana´loga
a lo que pasaba en el plano. Sin embargo, debemos imponer un cutoff invariante de
Lorentz, o sea, un cutoff en la coordenada z. Toda la dependencia sobre la forma de la
superficie γ vendra´ de esta eleccio´n de cutoff.
Superficies extremas y el cutoff covariante
Veamos la ecuacio´n de movimiento de la superficie mı´nima. Llamemos αi a las d−1
coordenadas Ω˜ sobre la esfera y a la me´trica sobre la esfera g˜ij. Debemos extremizar la
accio´n
A =
∫
dd−1α
det1/2(g˜)
sind−1(θ)
det(δjl + g˜
jk∂kr˜
+∂lr˜
−/r˜2)1/2
=
∫
dd−2Ω dθ
(cos θ)d−2
(sin θ)d−1
det(δjl + g˜
jk∂kr˜
+∂lr˜
−/r˜2)1/2 , (6.2.16)
con respecto a variaciones de r˜±(Ω˜). La ecuacio´n de movimiento para r˜− es satisfecha,
a la vez que las condiciones de contorno, tomando r˜+ = 0. La ecuacio´n de movimiento
para r˜+ queda(
∂2
∂θ2
− ((d− 2) tan θ + (d− 1) cot θ) ∂
∂θ
+
1
cos2 θ
∇2Ω
)
(r˜−)−1 = 0 . (6.2.17)
La misma ecuacio´n vale para r˜, pues esta es r˜−/2. No´tese que la ecuacio´n para (r˜−)−1
es lineal como en el caso de la ecuacio´n para x+ con frontera sobre el plano nulo. Esto es
porque estas variables esta´n linealmente relacionadas por la transformacio´n conforme
(o la isometr´ıa en AdS) que lleva el plano nulo al cono nulo.
La curva sobre la frontera (condicio´n de contorno) es de la forma r = γ(Ω), donde
r =
√
(x1)2 + . . .+ (xd−1)2. La superficie mı´nima toma la forma r˜+ = 0, r˜(θ,Ω), con
r˜(0,Ω) = r(Ω) = γ(Ω), y yace en el cono nulo del bulk, como ilustra la Figura 6.2. La
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Figura 6.2: Superficie extrema en el bulk anclada en la superficie r = γ(Ω) del borde. Esta
superficie esta´ sobre un cono nulo en el bulk.
solucio´n de (6.2.17) que es regular hacia el interior de AdS θ → pi/2 es7
(r˜(θ,Ω))−1 = (6.2.18)
∞∑
n=0
∑
I
√
piΓ(d− 1 + n)
2d+n−2Γ(d
2
)Γ(d−1+2n
2
)
anI Y
I
n (Ω) (cos θ)
n
2F1(
n− 1
2
,
n
2
,
d− 1
2
+ n, cos2 θ) ,
donde Y In (Ω) son los armo´nicos esfericos de grado n sobre la esfera S
d−2,
∇2ΩY In (Ω) = −(n+ d− 3)nY In (Ω) , n > 0 , (6.2.19)
e I es un multi-´ındice para las autofunciones del autovalor de orden n. El prefactor en
(6.2.18) se eligio´ para simplificar los valores de la funcio´n hipergeome´trica en θ = 0, y
anI son los coeficientes de la expansio´n de γ
−1 en armo´nicos esfe´ricos,
γ(Ω)−1 =
∑
I
anI Y
I
n (Ω) . (6.2.20)
Queremos imporner el cutoff invariante de Lorentz estandar en
z = r˜(θ,Ω) sin(θ) =  . (6.2.21)
Llamemos θ = β(Ω) a la solucio´n de esta ecuacio´n; esta va a depender del cutoff  y
7Esta solucio´n fue tambie´n obtenida en [206].
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de la curva γ(Ω). El a´rea mı´nima es entonces
A = Ld−1
∫
dd−2Ω
∫ pi/2
β(Ω)
dθ
(cos θ)d−2
(sin θ)d−1
(6.2.22)
= Ld−1
∫
dd−2Ω
1
d− 1 (cos β)
d−1
2F1(
d− 1
2
,
d
2
,
d+ 1
2
, cos2 β) .
La entrop´ıa tiene entonces la forma de una accio´n local. Adema´s, y como hab´ıamos
anticipado, toda la dependencia en γ(Ω) resulta a trave´s del cutoff β. Como β ∼ O(),
expandimos en β pequen˜a, obtenie´ndose
A = Ld−1
∫
dd−2Ω
{
1
d− 2
1
βd−2
− 2d− 5
6(d− 4)
1
βd−4
+
(
3
8(d− 6) +
d
18
− 1
45
)
1
βd−6
+ . . .
}
+A0 . (6.2.23)
Aqu´ı
A0 = L
d−1
∫
dd−2Ω
√
pi
2 sin pid
2
Γ(d−1
2
)
Γ(d
2
)
= Ld−1
pid/2
sin pid
2
Γ(d
2
)
. (6.2.24)
Para evaluar esta expresio´n necesitamos primero expandir β en potencias de . Adema´s
del te´rmino constante, (6.2.18) contiene una serie que comienza a orden θ2 y otra que
comienza a orden θd. Expl´ıcitamente,
(r˜(θ,Ω))−1 = γ(Ω)−1 (6.2.25)
+
∑
n≥1, I
anIY
I
n (Ω)
n(n+ d− 3)
2(d− 2) θ
2
{
−1 + 3n(n+ d− 3)− 2(d− 1)
12(d− 4) θ
2 + . . .
}
−
∑
n≥1, I
anIY
I
n (Ω) θ
d
{
− pi
2d sin pid
2
Γ(d+ n− 1)
Γ(n− 1)Γ(d
2
)Γ(d+2
2
)
+O(θ2)
}
.
La serie en θ2 puede ser reescrita en te´rminos de la derivada de γ(Ω)−1 por medio de
(6.2.19),
(r˜(θ,Ω))−1 = γ(Ω)−1 +
1
2(d− 2)∇
2
Ω(γ
−1)θ2 (6.2.26)
+
1
24(d− 2)(d− 4)
(
2(d− 1)∇2Ω(γ−1) + 3∇2Ω∇2Ω(γ−1)
)
θ4 + . . .
Esto tambie´n puede verse resolviendo (6.2.17) en potencias de θ2. La serie que comienza
a orden θd no parece tener un expresio´n local en las derivadas de γ−1. Esta serie viene
fijada por la regularidad en θ → pi/2, que es la condicio´n que impone (6.2.18). Estos
te´rminos modifican la EE a orden 2, y por lo tanto se anulan en el l´ımite en que el
cutoff va a cero. Eliminamos estos te´rminos en la discucio´n que sigue.
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Sustituir (6.2.26) en (6.2.21) nos lleva a la solucio´n en serie de potencias
β(Ω) = γ(Ω)−1 +
1
6
3 γ(Ω)−3
(
1 +
3
d− 2γ∇
2
Ω (γ
−1)
)
+ . . . (6.2.27)
Usamos (6.2.23) y (6.2.27) para estudiar la superficie de a´rea extrema a trave´s de una
expansio´n en derivadas. Para d general tenemos
A = Ld−1
∫
dd−2Ω
{
1
d− 2
γd−2
d−2
− d− 3
2(d− 2)(d− 4)
γd−4
d−4
(
(d− 2) + d− 4
d− 3γ∇
2
Ω(γ
−1)
)
+
(d− 3)(d− 5)
8(d− 2)(d− 4)(d− 6)
γd−6
d−6
[
(d− 2)(d− 4) + (d− 4)(d− 6)
(d− 2)(d− 3)(γ∇
2
Ω(γ
−1))2
− d− 6
(d− 3)(d− 5)
(
γ∇4Ω(γ−1)− 2(d− 3)(d− 5)γ∇2Ω(γ−1)
) ]
+ . . .
}
. (6.2.28)
Dimension impar
Para d impar reconocemos en (6.2.28) la expansio´n en derivadas en te´rminos de los
Laplacianos conformes que presentamos en (6.1.18) y (6.1.32). Adema´s, (6.2.24) nos da
el te´rmino universal constante para la EE en teor´ıas con dual hologra´fico con gravedad
de Einstein. Tiene el factor correcto de la estructura de signos (−1) d−12 . Comparando
con (6.1.18) podemos identificar
F = (−1) d−12 L
d−1
4GN
pid/2
Γ(d
2
)
. (6.2.29)
Este valor de F es el mismo para cualquier γ(Ω) sobre el cono, y coincide (como debe
ser) con el resultado hologra´fico para la esfera [150].8
En particular, para d = 3 (6.2.28) es
A = L2
∫
dΩ
(γ

− 1 +O(3)
)
. (6.2.30)
Notemos de (6.2.28) que el te´rmino de orden  es una derivada total ∇2Ω(γ−1) en d = 3.
Para d = 5, y despue´s de integrar por partes
A = L4
∫
d3Ω
{
1
3
γ3
3
− 1
3
γ

(
3 +
(∇Ωγ
γ
)2)
+
2
3
+O()
}
. (6.2.31)
Como en (6.1.17), los u´ltimos dos te´rminos nos dan el te´rmio cine´tico de un campo
escalar conformemente acoplado, y el primer te´rmino equivale a un potencial cla´sico
8Por cierto abuso de la notacio´n tomamos el signo (−1) d−12 como parte de F , de acuerdo con
nuestra notacio´n en (6.1.18). Sin embargo, la notacio´n estandar para F no incluye en signo, como en
(6.1.6).
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invariante conforme.
Dimension par
Para d par, la expresio´n (6.2.28) nos da el te´rmino logar´ıtmico universal en la EE,
1
d− 2n
γd−2n
d−2n
→ log γ

(6.2.32)
para d→ 2n. Esto tambie´n nos da el te´rmino correcto de Wess-Zumino, aunque no es
claro co´mo reescribir la expresio´n anterior con las funciones hipergeome´tricas como en
(6.1.26). Veamos las expresiones en d = 4, 6.
Para d = 4,
A = L3
∫
d2Ω
{
1
2
γ2
2
− 1
2
log
γ

− 1
4
(∇Ωγ
γ
)2
+O(0)
}
. (6.2.33)
El segundo y el tercer te´mino combinados nos da la accio´n de WZ dos-dimensional
(6.1.23).
Para d = 6,
A = L5
∫
d4Ω
{
1
4
γ4
4
− 1
2
γ2
2
(
3
2
+
1
4
γ∇2Ω(γ−1)
)
(6.2.34)
+
1
8
(
3 log
γ

+
1
16
(γ∇2Ω(γ−1))2 −
1
8
γ∇4Ω(γ−1) +
3
4
γ∇2Ω(γ−1)
)
+O(0)
}
.
No es dificil ver que este resultado es una combinacio´n de la accio´n de WZ (6.1.28)
y la que resulta de los dos te´rminos invariantes conformes constru´ıdos de Rˆ2 y Rˆ2ab
en (6.1.14). Este es un chequeo no trivial, dado que los cuatro te´rminos en la u´ltima
l´ınea de (6.2.34) son reproducidos por la fo´rmula de QFT, que tiene tres contribuciones
independientes a este orden.
El ana´lisis y la verificacio´n de que estos resultados no se modifican cuando γ no es
suave, la relegamos al Ape´ndice D.
6.2.3. Teor´ıas de la gravedad con ma´s derivadas (o correccio-
nes en el acoplamiento λ de ’t Hooft)
En esta seccio´n extenderemos los resultados anteriores ante correciones de cuerdas,
que es lo mismo que correcciones en el para´metro de ’t Hooft. Esto es equivalente a
analizar teor´ıas de la gravedad que resultan de una acio´n con ma´s derivadas. Ciertas
teor´ıas de la gravedad con ma´s derivas en un espacio asinto´ticamente AdS equivalen
hologra´ficamente, por la correspondencia AdS/CFT, a correcciones 1/λ en el para´metro
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de ’t Hooft λ de la CFT dual. La forma general de la EE hologra´fica en los casos de
Lagrangianos gravitatorios de ma´s derivadas fue discutida en [207, 208]. El resultado es
una funcional geome´trica calculada en una superficie de Ryu-Takayanagi generalizada
Σ, que incluye te´rminos de curvatura intr´ınseca y extr´ınseca.
Queremos discutir aqu´ı brevemente co´mo nuestros resultados generales anteriores
son va´lidos tambie´n en estos modelos.
Para una accio´n gravitatoria que es funcio´n arbitraria del tensor de curvatura de
Riemann, la funcional de entrop´ıa generalizada tiene dos tipos de te´rminos. El primero
es la fo´rmula de Wald
− 2pi
∫
dd−1y
√
g
∂L
∂Rµρνσ
εµρενσ , (6.2.35)
donde
εµν = n
(a)
µ n
(b)
ν εab , (6.2.36)
los vectores n(a), a = 1, 2, son dos vectores normalizados y normales a la superficie RT
de codimension dos, y εab es el tensor usual de Levi-Civita dos dimensional. En lo que
sigue es conveniente tomar n(a) como dos vectores nulos ortogonales a la superficie y
normalizados por n(1) · n(2) = 1. El segundo tipo de te´rminos involucra a la curvatura
extr´ınseca de la superficie, y es proporcional a∫
dd−1y
√
g
∂2L
∂Rµ1ρ1ν1σ1∂Rµ2ρ2ν2σ2
Kλ1ρ1σ1 Kλ2ρ2σ2 (6.2.37)
× ((ηµ1µ2ην1ν2 − εµ1µ2εν1ν2)ηλ1λ2 + (ηµ1µ2εν1ν2 + εµ1µ2ην1ν2)ελ1λ2) .
Aqu´ı η es el proyector sobre el espacio normal a la superficie.
ηµν = n
(1)
µ n
(2)
ν + n
(2)
µ n
(1)
ν . (6.2.38)
La curvatura extr´ınseca esta´ dada por
Kλµν = n
(2)
λ P
α
µ P
β
ν ∇αn(1)β + n(1)λ Pαµ P βν ∇αn(2)β , (6.2.39)
donde P es el proyector sobre el espacio tangente a la superficie
Pαµ = g
α
ν − ηαµ . (6.2.40)
AdS puro corresponde al vac´ıo de una CFT. Por ser AdS ma´ximamente sime´trico,
el tensor de curvatura es proporcional a combinaciones de productos de la me´trica.
Consecuencia de esto, el te´rmino de Wald (6.2.35) es proporcional a la funcional a´rea.
Consideremos una superficie Σ que yace sobre el cono nulo del bulk r˜+ = 0. En este
caso podemos tomar n(1) como el vector de Killing paralelo (y ortogonal, por tener la
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me´trica signatura de Lorentz). Tenemos entonces que
(∇αn(1)β +∇βn(1)α ) = 0 . (6.2.41)
Como el tensor de curvatura extr´ınseco (6.2.39) es sime´trico en µ, ν, la contribucio´n
de la derivada de n(1) se anula. Como consecuencia, solo un te´rmino de la curvatura
extr´ınseca (6.2.39) permanece en este caso, y el integrando en (6.2.37) tambie´n se
anula. Tenemos aqu´ı una situacio´n ana´loga a la de superficies γ sobre el plano nulo,
que discutimos en la Seccio´n 5.7. Las a´reas de cualquier superficie sobre el cono nulo
de AdS son las mismas, ya que solo la proyeccio´n de la superficie ortogonal a n(1)
contribuyen, y hay una isometr´ıa que muestra que estas proyecciones son iguales a lo
largo de la direccio´n nula. Por tanto, sobre el cono nulo del bulk, todas las superficies
dan el mismo valor de la funcional.
Las ecuaciones que fijan la posicio´n de Σ en el caso general se obtienen de extremizar
la funcional de entrop´ıa [209]. Para superficies sobre el cono nulo, las variaciones de
esta funcional ante variaciones de la posicio´n contenidas sobre el cono nulo se anulan.
Ana´logamente al caso de gravedad de Einstein, una de las ecuaciones de movimiento y
las condiciones de borde se resuelven poniendo Σ sobre el cono nulo. La otra ecuacio´n
de movimiento fijara´ la forma de la superficie sobre el cono mismo. Sobre el cono, la
funcional es proporcional al a´rea, y esto deja de ser va´lido si deformamos la superficie
fuera del cono. Esperamos que la ecuacio´n diferencial que detrmina r˜− se modifique
por estas correciones de altas derivadas en el Lagrangiano. Sin embargo, esta ecuacio´n
seguira´ siendo lineal. Esto debido a que, como dijimos en la Seccio´n 6.2.1, la invariancia
de la entrop´ıa antes boost debe ser reflejada por una ecuacio´n lineal para regiones sobre
el plano nulo, y una transformacio´n conforme nos llevara´ a una ecuacio´n lineal para
(r˜−)−1.
En cualquier caso, una vez que la superficie esta´ determinada, la propiedad Mar-
koviana se sigue del hecho de que la funcional sobre el cono nulo del bulk se reduce a
ser proporcional al a´rea, y el a´rea de superficies sobre el cono nulo del bulk es inde-
pendiente de la forma de la superficie. Los resultados solo puede ser modificados por
la posicio´n del cutoff. Pero otra vez, tendremos una expresio´n local para la entrop´ıa
como funcio´n de γ, con el mismo tipo de te´rminos que encontramos en la Seccio´n 6.1.
La u´nica diferencia podr´ıa ser en los coeficientes de los te´rminos independientes, en
particular el valor de la anomal´ıa. Esto puede calibrarse calculando la entrop´ıa de la
esfera, como en [210].
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6.2.4. Correcciones 1/N
De acuerdo con [211], las correcciones 1/N a la EE en el l´ımite de N grande viene
de correciones cua´nticas en el bulk. Uno debe en este caso sumar la EE de los campos
cua´nticos que viven en el bulk a trave´s de la superficie de Ryu-Takayanagi.
Para las regiones sobre el cono nulo que estamos considerando, esta superficie RT
de entrelazado yace completamente en el cono nulo r˜+ = 0 de AdS. Podemos entonces
aplicar los argumentos de la Seccio´n 5.7 para el plano nulo en el espacio de Minkowski.
La EE de los campos cua´nticos en el bulk debe ser una funcional de las superficies sobre
el cono nulo en el bulk, y repitiendo los argumentos de la Seccio´n 5.7, esta funcional
es independiente de la forma de la superficie. Sucedera´ lo mismo en el cono ya que
existe una isometr´ıa en AdS que lleva el plano nulo al cono nulo. En la CFT en el
borde de AdS podemos tomar la regio´n γ sobre el cono nulo y una esfera γ′, tambie´n
sobre el mismo cono nulo, y que no la corte. El flujo modular de γ′ movera´ a γ hacia
γ′ tanto como queramos. En el bulk, esto corresponde a una isometr´ıa que aplastara´
la superficie de RT correspondiente a γ hacia la superficie de RT correspondiente a
la esfera γ′ (que es tambie´n una esfera en el bulk). Esta isometr´ıa mantiene el vac´ıo
invariante y respeta a un cutoff covariante del bulk, por lo que mantendra´ la EE del
bulk invariante.
Conclu´ımos entonces que la correccio´n cua´ntica (entrop´ıa en el bulk), excepto por
te´rminos que vengan de un cutoff UV en la frontera, sera´ la misma para todas la
regiones sobre el cono nulo, y preservara´n la propiedad Markoviana. Esperamos la
misma estructura que en la Seccio´n 6.1, con correcciones sobre los coeficientes de los
te´rminos independientes.

Cap´ıtulo 7
El Teorema A entro´pico
En los Cap´ıtulos anteriores hemos obtenido la forma expl´ıcita de la entrop´ıa de una
CFT en una regio´n con borde sobre el cono nulo, hemos calculado esta expl´ıcitamente
en el caso hologra´fico, y hemos probado la propiedad Markoviana del vac´ıo para estas
regiones. En este Cap´ıtulo usaremos esta informacio´n para demostrar el Teorema-A en
d = 4, usando la entrop´ıa de entrelazado del vac´ıo[42]. Esta prueba sigue las ideas de
los casos en dimensiones menores (d = 2, 3) discutidos en las Secciones 3.4.1 y 3.4.2,
[40, 41], donde la SSA para la EE fue aplicada para esferas (intervalos o c´ırculos en
d = 2 y d = 3 respectivamente) sobre el cono nulo para demostrar la monotonicidad
de las cantidades c y F . En particular, el resultado (6.1.27) para la EE de una regio´n
con borde arbitrario sobre el cono nulo nos permitira´ ver expl´ıcitamente por que´ la
propiedad de Markov tiene que ser invocada como un ingrediente indispensable en el
caso de d = 4, en opocicio´n a lo que ocurre en los casos de d = 2 y d = 3. Sin embargo,
podemos decir que la propiedad Markoviana del vac´ıo juega un papel importante y
oculto en dimensio´n menor que d = 4. Esto es porque, si la SSA nos puede decir algo
u´til sobre el flujo del GR, debe ser el caso que, para las CFTs, los puntos fijos de un
flujo del GR, donde no hay flujo ni escalas, esta desigualdad se sature. Esta es la razo´n
f´ısica del por que´ estudiar superficies con borde sobre el cono nulo. Para regiones A y
B con borde fuera del cono nulo, las a´lgebras A−B y B −A tienen volumen espacio-
temporal y pueden contribuir al entrelazamiento, arruinando la saturacion de la SSA
(propiedad Markoviana).
En la demostracio´n de los Teoremas c y F se uso´ la forma sime´trica∑
i
S(Xi) ≥ S(∪iXi) + S(∪{ij}(Xi ∩Xj)) + S(∪{ijk}(Xi ∩Xj ∩Xk)) + ...+ S(∩iXi) ,
(7.0.1)
de la Subaditividad Fuerte
S(A) + S(B) > S(A ∪B) + S(A ∩B) , (7.0.2)
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aplicada a N esferas boosteadas y sobre un cono nulo. De esta forma, los conjuntos
del miembro derecho de (7.0.1) lucen como esferas irregulares, con puntas, cantos, y
otros defectos. La Figura 3.7 solo muestra el caso de d = 3, donde los defectos solo son
esquinas, aunque en dimensio´n mayor encontramos otros defectos. En el l´ımite de N
grande y radio
√
rR de las esferas boosteadas en el miembro izquierdo de (7.0.1), esta
desigualdad puede escribirse como
S(
√
rR) ≥
∫ R
r
dl β(l)S˜(l) . (7.0.3)
Aqu´ı S˜(l) son las entrop´ıas de las esferas irregulares de radio aproximado l ∈ (r, R) y
β(l) la densidad de estas esferas irregulares en el l´ımite N → ∞ (calculada en detalle
en el Ape´ndice A)
β(l) =
Vol(Sd−3)
Vol(Sd−2)
2d−3(rR)
d−2
2 ((l − r)(R− l)) d−42
ld−2(R− r)d−3 . (7.0.4)
El gran obsta´culo que presenta (7.0.3) es que no esta´ justificado tomar las entrop´ıas
de las esferas irregulares S˜(l) como las entrop´ıas de esferas (suaves) S(l) del mismo
radio. En caso de que lo hicie´ramos, tendr´ıamos en ambos miembros de (7.0.3) entrop´ıas
de esferas, y podr´ıamos tomar el l´ımite R→ r. Tomando en cuenta la expresio´n (7.0.4)
en (7.0.3), este l´ımite nos dar´ıa una desigualdad interesante para la entrop´ıa en toda
dimensio´n d
r S ′′(r)− (d− 3)S ′(r) ≤ 0 . (7.0.5)
Esta desigualdad es incorrecta para d > 4. Esto puede comprobarse en el punto fijo en
d = 4, en donde la EE de una esfera tiene la forma
S(r) = µ2
r2
2
− 4A log(r/) . (7.0.6)
Si sustitu´ımos esta expresio´n en (7.0.5) obtendremos el resultado incorrecto de que la
anomal´ıa A tiene signo negativo.
Las esferas irregulares tienden en algu´n sentido a las esferas sueves del mismo radio,
aunque, si bien la amplitud de las irregularidades tiende a cero en el l´ımite de N grande,
la pendiente de la irregularidad permanece fija, dependiendo solo del radio l.
En este punto, surgen tres cuestiones diferentes que debemos entender para poder
extraer alguna informacio´n u´til para los teoremas de irreversibilidad usando (7.0.5). La
primera cuestio´n es si la desigualdad contiene informacio´n independiente del cutoff, o
sea, si las divergencias se cancelan entre todos los miembros de la desigualdad. Como las
divergencias son locales sobre el borde de la regio´n esto equivale a saber si los defectos
de las esferas irregulares, que resultan de la unio´n y la interseccio´n de dos o ma´s esferas
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suaves, dan lugar a divergencias que no este´n balanciadas en la desigualdad. La segunda
cuestio´n es si, en caso de que la desigualdad contenga informacio´n sobre cantidades
finitas, si esta puede ser extra´ıda de una forma u´til. En otras palabras, si, y co´mo,
la entrop´ıa de las esferas irregulares puede ser relacionada con la entrop´ıa de esferas.
La tercera y u´ltima cuestio´n es si la desigualdad y las cantidades involucradas tienen
alguna relacio´n con las cargas centrales de los puntos fijos. Discutiremos y resolveremos
en lo que sigue cada uno de estos puntos. Esto tendra´ como consecuencia la validez de
una desigualdad general y similar a (7.0.5), de la cual se deriva el Teorema A en d = 4,
y que unifica los teoremas de irreversibilidad del GR en dimensiones d = 2, 3, 4 como
una propiedad de la entrop´ıa de entrelazado del vac´ıo [42, 52].
7.1. La desigualdad es UV finita
A continuacio´n veremos que todas las divergencias UV se cancelan en (7.0.3), [42].
Primero presentaremos un argumento simple para evitar las divergencias asociadas
con las esquinas o los deferctos que resultan de la interseccio´n y unio´n de esferas
boostedas, de forma que la desigualdad no se haga trivial y contenga informacio´n no
dependiente del cutoff. Despue´s veremos co´mo, au´n si no procedemos de esta forma, las
contribuciones de los defectos se anulan, o bien por si mismas, debido a la geometr´ıa
particular del cono nulo, o bien entre ellas, en la combinacio´n de la SSA. Suponemos
que un cutoff invariante de Lorentz regulariza la entrop´ıa. Una definicio´n general para
regularizar la entrop´ıa con un cutoff invariante de Lorentz en una QFT arbitraria puede
lograrse usando la informacio´n mutua, como se discute en el Ape´ndice C.
Queremos evitar las contribuciones adicionales provenientes de los defectos de la
interseccio´n y unio´n de las esferas en la SSA, que podr´ıan desbalancear esta desigualdad
infinitamente y hacerla inu´til para su aplicacio´n al GR. La idea es deformar ligeramente
las esferas de radio
√
rR en el miembro izquierdo de la desigualdad, en los puntos donde
ocurre la interseccio´n con las otras, y manteniendo la deformacio´n sobre el cono nulo, de
forma que la interseccio´n y unio´n sea suave, ver Figura 7.1. En este caso no tendremos
defectos. El precio pagado es que no tendremos esferas perfectas en el miembro izquierdo
de la desigualdad, sino esferas onduladas de radio aproximado
√
rR. La desigualdad
quedar´ıa entonces
1
N
∑
i
S˜i(
√
rR) ≥
∫ R
r
dl β(l)S˜(l) , (7.1.1)
donde S˜(l) es la entrop´ıa de las esferas onduladas de radio aproximado l y de nuevo, la
integral en el miembro derecho es una forma breve de escribir la suma por N te´rminos.
En este caso, el precio pagado no es tan alto, ya que ten´ıamos que lidiar con esferas
irregulares en el miembro derecho.
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Figura 7.1: Deformaciones de las esferas sobre el cono nulo para que su interseccio´n y
unio´n sean suaves.
De forma alternativa, podemos hacer un ana´lisis ma´s detallado de lo que ocurre si
no hacemos las deformaciones anteriores de las esferas y los defectos esta´n presentes.
1) Primero, como (7.0.3) se obtuvo de una serie de desigualdades SSA, la propiedad
de Markov requiere que las divergencias se cancelen para una CFT. Veamos co´mo
sucede esto. Las nuevas posibles divergencias asociadas con los defectos provocadas
por la interseccio´n y unio´n de esferas vienen dadas por integrales locales de cantidades
geome´tricas de los defectos. Un punto clave al respecto es que estos defectos viven en
un cono nulo. La divergencia principal es proporcional a la dimensio´n del defecto, y
los te´rminos sub-dominantes vendra´n dados por integrales de te´rminos de curvatura
superiores. Para una CFT, las dimensiones de estos te´rmino vienen compensadas por
potencias del inversas del cutoff  (o un te´rmino logar´ıtmico en  si la dimensio´n es
cero).
Concentre´monos en el caso de intere´s de d = 4. Tenemos un te´rmino lineal que crece
como L/ asociado a la curva que resulta de la interseccio´n de dos esferas, donde L es
la longitud de esta curva, y un te´rmino proporcional a log(L/) debido a la integral
de la curvatura extr´ınseca de esta curva. Al ve´rtice que resulta de la interseccio´n de
tres esferas debemos tambie´n asociar una divergencia. El a´rgumento para descartar
las contribuciones de estos defectos es que, o bien los coeficientes de los te´rminos
divergentes asociados son cero, o bien tienen signos opuestos las divergencias de los
defectos que resultan de la interseccio´n y la unio´n en el miembro derecho de (7.0.3).
Veamos primero las divergencias L/, donde no tenemos contribucio´n de la curvatura
del defecto. En estos casos, la contribucio´n es la misma para el mismo defecto sobre
el plano nulo, en lugar de el cono nulo. El defecto no contribuira´ porque no tenemos
ninguna cantidad geome´trica que dependa de los “a´ngulos”, de la cual la entrop´ıa pueda
depender para distinguirlo del caso de no defecto. Esto es consecuencia de los argumento
en la Seccio´n 5.7 sobre las funcionales sobre el plano nulo, que son independiente de γ.
Boosteando estas geometr´ıas manteniendo el plano nulo fijo la podemos llevar a una
geometr´ıa sin a´ngulo y si defecto. Para ser ma´s expl´ıcitos, tomemos por ejemplo el caso
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de un ve´rtice en d = 4. El ve´rtice tiene asociado tres l´ıneas espaciales con vectores
tangentes t1, t2 y t3, cada uno de los cuales tiene su origen y extremo en un plano
nulo. Todos pueden escribirse como combinaciones del vector nulo k paralelo al plano
y vectores vi espaciales y perpendicular a k, ti = vi + αik, con v
2
i = 1, vi · k = 0. En
cualquier invariante formado por estos tres vectores, todas las contribuciones de las
componentes de k se anulan, por lo que el invariante sera´ el mismo que el formado
por tres vectores en un mismo plano espacial de dimensio´n dos, que no es un ve´rtice.
Conclu´ımos que estos te´rminos no tienen una contribucio´n adicional a la entrop´ıa. Para
d = 3 y d = 4, mostramos en el Ape´ndice D que no hay contribuciones tipo log() o
tipo 1/ respectivamente.
En dimensio´n d = 4 tenemos tambie´n la posibilidad de un te´rmino de curvatura
sobre la interseccio´n de dos esferas. Este te´rmino podr´ıa distinguir entre estar sumergido
en un cono o un plano nulo. Al escribir esta contribucio´n, esta´ permitido que usemos
el gradiente ∇µ sobre el vector k por ejemplo, para producir invariantes locales. Sin
embargo, estos gradientes viven solo sobre el defecto, por lo que los ı´ndices de las
derivadas tienen que ser contra´ıdos con la direccio´n a lo largo del defecto (que es una
curva). El espacio ortogonal al defecto puede parametrizarse en un punto por el vector
k nulo, y a lo largo de la direccio´n nula del cono, y dos vectores nulos qi paralelo cada
uno a cada una de las dos esferas cuya interseccio´n forma el defecto, q2i = 0, qi · k = 1.
Existe la ambigu¨edad de tomar k → λk, qi → (1/λ)qi, por lo que para producir un
invariante en el integrando a lo largo del defecto tenemos que tomar combinaciones con
el mismo nu´mero de vectores qi y k. El u´nico invariante no trivial con la dimensio´n
correcta es ∫
dxµ (∇µkα) kβ qγ1 qδ2 εαβγδ . (7.1.2)
Esto requiere una eleccio´n de orden de los vectores q1, q2. Hecha esta eleccio´n, la
orientacio´n cambia de signo cuando calculamos esta contribucio´n sobre la unio´n o
sobre la interseccio´n de dos esferas, por lo que la contribucio´n total de este defecto
log  a la SSA se anula.
2) El argumento anterior muestra que la SSA aplicada a esferas sobre el cono nulo
esta´ libre de divergencias UV en una CFT. Si agregamos una deformacio´n relevan-
te, otros te´rminos divergentes pueden aparecer, con potencias distintas del cutoff ,
y donde algunas potencias del cutoff son reemplazadas por potencias de la constante
de acoplamiento. Sin embargo, el punto importante es que estos te´rminos son tam-
bie´n locales sobre la superficie de entrelazado y tienen que tener la misma estructura
geome´trica que en el caso de la CFT, siendo integrales de invariantes geome´tricos sobre
la superficie. El u´nico cambio es que las potencias del cuoff se reemplazan por poten-
cias de la constante de acoplamiento, por lo que en este caso tambie´n tendremos una
desigualdad libre de divergencias UV.
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7.2. Entrop´ıa de esferas irregulares y esferas suaves
Queremos convertir esferas irregulares en esferas en (7.0.3) o en (7.1.1). En el caso
de d = 4, un remplazo de la entrop´ıa de la esfera irregular por la regular violar´ıa la
propiedad de Markov. Veamos esto en detalle. Para una CFT en dimensio´n d = 4
la entrop´ıa de una esfera tiene la forma (7.0.6), y si intentamos sustituir esta en la
igualdad de Markov,
S(
√
rR) =
∫ R
r
dl β(l)S(l) , (7.2.1)
asumiendo que se puede tomar la entrop´ıa de las esferas irregulares como regulares,
encontramos que la igualdad no se satisface. El te´rmino de a´rea se cancela, pues
(
√
rR)d−2 =
∫ R
r
dl β(l)ld−2 , (7.2.2)
as´ı como el te´rmino log(). Sin embargo, este no es el caso para el te´rmino −4A log(l).
El problema es que hay una contribucio´n no trivial a la entrop´ıa de una esfera
irregular a causa del te´rmino finito
∫
d2Ω(∇Ωγ/γ)2 en (6.2.33), que no se anula en el
l´ımite de N grande, porque depende de la pendiente de la irregularidad, que permanece
distinta de cero y no cambia con N (para N grande). En el caso de una esfera a tiempo
constante este te´rmino es cero, γ = constante, y no contribuye en el miembro derecho
de (7.2.1). Esto invalida el remplazo de esferas irregulares por esferas. Veremos que
teniendo en cuenta esta diferencia, se recupera la Markovianidad.
Con l =
√
x2 + y2 + z2, y θ el a´ngulo polar usual, la ecuacio´n de una esfera boos-
teada de radio
√
rR es
t = l =
2rR
r +R− (R− r) cos(θ) . (7.2.3)
Tenemos que
1
2
(∇Ωγ)2
γ2
=
1
2
(
1
l
∂θl
)2
=
(R− l)(l − r)
2rR
. (7.2.4)
Obtenemos un integrando constante (independiente de θ, excepto por o´rdenes superio-
res en 1/N) sobre la superficie de la esfera irregular de radio aproximado l. Tomando
en cuenta este te´rmino, la ecuacio´n de Markov para los te´rminos finitos queda
log(
√
rR) =
∫ R
r
dl β(l)
(
log(l) +
(R− l)(l − r)
2rR
)
. (7.2.5)
Esta es una igualdad, al reemplazar la densidad β = rR
l2(R−r) en dimensio´n d = 4.
Es este te´rmino finito en d = 4 el que obstruye que podamos remplazar las esferas
irregulares por esferas. La idea es usar la propiedad Markoviana del vac´ıo de la CFT
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del punto fijo UV [42].
En la desigualdad (7.0.3) aplicada a las entrop´ıas de una teor´ıa con escalas, sus-
traemos las entrop´ıas del punto fijo UV, que equivale a sustraer cero, dado que el vac´ıo
de la CFT UV es Markoviano para las regiones implicadas.
Adema´s, los te´rminos divergentes que resultan de deformaciones masivas son tam-
bie´n Markovianos y se cancelan en la SSA, por lo que podemos sustraerlos tambie´n. De
hecho, au´n en el caso en que no estemos sobre el cono o el plano nulo, y la interseccio´n
y unio´n de regiones en la SSA sean superficies suaves, todos los te´rminos divergentes
de estas entrop´ıas son Markovianos, dado que la Markovianidad se sigue simplemente
de la dependencia local y extensiva sobre la superficie de entrelazado. El contenido de
la propiedad de Markov sobre la entrop´ıa es entonces sobre los te´rminos finitos. En
general, los te´rminos finitos (o el coeficiente del te´rmino logar´ıtmico) de regiones arbi-
trarias (no necesariamente con borde sobre un plano o un cono nulo) son no locales, y
por ello, en general, no Markovianos. Para las regiones con borde sobre el plano o el
cono nulo, y como se vio´ en el Cap´ıtulo anterior, estos te´rminos son integrales sobre la
superficie de entrelazado y son Markovianos.
Podemos mantener la desigualdad si reemplazamos
S(l)→ ∆S(l) = S(l)− S0(l)− te´rminos divergentes masivos , (7.2.6)
en (7.1.1), donde S0 son las entrop´ıas del vac´ıo de la CFT en el punto fijo UV.
Ahora, el te´mino finito en la entrop´ıa de las esferas irregulares de la teor´ıa con escala
se cancela con el de la entrop´ıa de la esfera irregular de la teor´ıa en el UV. Podemos
reemplazar entonces la diferencia de la entrop´ıa de esferas irregulares por la diferencia
de la entrop´ıa de esferas suaves, en el l´ımite de N grande. Obtenemos la desigualdad
∆S(
√
rR) ≥
∫ R
r
dl β(l)∆S(l) . (7.2.7)
Tenemos que chequear que no hay te´rminos finitos inducidos por el para´metro de
masa que den una contribucio´n a las esferas irregulares y que sobrevive en el l´ımite de N
grande, y que no este´ presente en la entrop´ıa de la esfera suave. De hecho, la diferencia
en la EE de una esfera irregular y una suave vieve dada por el comportamiento UV en el
l´ımite de N grande. Estos te´rminos deben ser proporcionales a alguna escala dada por el
cuadrado de la constante de acoplamiento g2 de la teor´ıa deformada en el punto fijo UV,
compensados por potencias de r y potencias positivas de la amplitud de la irregularidad.
En consecuencia, no contribuyen en el l´ımite de N grande. Solo importan los te´rminos
no locales en la entrop´ıa de la teor´ıa con escala, pues los locales (divergentes), son
Markovianos. Para los te´rminos no locales, la diferencia entre la entrop´ıa de una esfera
irregular y una suave esta´ suprimida por potencias de la amplitud de la irregularidad, y
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se hace hace cero en el l´ımite de N grande. Para ver esto ma´s claramente, analicemos el
siguiente ejemplo hologra´fico. Notemos, antes de pasar a esto, que para el caso de d = 3,
la fo´rmula (6.2.30) no nos da ninguna contribucio´n extra para las irregularidades, y
podemos reemplazar simplemente c´ırculos ondulados por c´ırculos suaves sin tener que
sustraer las entrop´ıas de la CFT UV.
7.2.1. EE para esferas irregulares en flujos del GR hologra´ficos
Para concretar la idea de que la diferencia entre la EE de una esfera de radio R
y una esfera irregular de radio aproximado R viene de una contribucio´n UV en el
limı´mite de N → ∞ ondulaciones, haremos el siguiente ca´lculo hologra´fico en d = 4.
Como se ha discutido anteriormente usamos la fo´rmula RT en la que la EE de una
regio´n viene dada por el a´rea mı´nima en la geometr´ıa del bulk. En el caso de una CFT,
esta geometr´ıa es la me´trica de AdS, y en el caso de una QFT con escala, la geometr´ıa
viene dada por una perturbacio´n de esta me´trica de AdS.
Calcularemos hologra´ficamente te´rminos inducidos en la EE por un para´metro de
masa en la diferencia entre la EE de una esfera de radio R y una esfera irregular
alrededor del mismo radio. Trabajamos en d = 4. Como modelo de la esfera irregular
consideramos
γ−1 = R−1
(
1 +
a√
2
(Ylm(Ω) + Y
∗
lm(Ω))
)
. (7.2.8)
Estamos interesados en el l´ımite de ondulaciones de altura a muy pequen˜a, l → ∞,
a → 0. Tomaremos la altura de la ondulacio´n del orden de su ancho, a ∼ l−1. El
resultado es independiente de m. Tomamos m = 0.
La solucio´n para la superficie extrema en la CFT UV viene dada por (6.2.18)
(r˜(θ,Ω))−1 = R−1
(
1 + a Yl0(Ω)
√
piΓ(3 + l)
22+lΓ(3+2l
2
)
(cos θ)l 2F1(
l − 1
2
,
l
2
,
3
2
+ l, cos2 θ)
)
.
(7.2.9)
La funcio´n de l y θ que multiplica a aYl0 tiene valor 1 para θ = 0 y decae exponen-
cialmente ra´pido con l grande para θ = 0. Esta supresio´n exponencial no ocurre para
θ . l−1. Esto significa que la deformacio´n que provocan las ondulaciones sobre la su-
perficie mı´nima decaen exponencialmente ra´pido hacia el interior de AdS, y, para un
ancho pequen˜o de la ondulacio´n, son solo importantes cerca del borde de AdS. O sea,
su contribucio´n esta´ dominada (excepto por te´rminos exponencialmente pequen˜os en
el inverso del taman˜o de la ondulacio´n) por el punto fijo UV. Por ello, para el ca´lculo
hologra´fico basta usar una me´trica de AdS perturbada para determinar el efecto de
una deformacio´n de masa sobre la EE de la esfera irregular.
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Cerca del borde de AdS la me´trica de AdS deformada, a primer orden, es
ds2 =
dx2 + dz2(1− g2z2α)
z2
, (7.2.10)
donde g es proporcional a la constante de acoplamiento y α = d−∆, con ∆ la dimensio´n
de escala del operador que produce el flujo del GR. En te´rminos de las coordenadas
r˜, θ, el cambio en la me´trica es
δds2 = −g2(r˜ sin(θ))2α−2
(
dr˜−
2
sin(θ) +
dr˜+
2
sin(θ) + r˜ cos(θ)dθ
)2
. (7.2.11)
La variacio´n del a´rea debido a la variacio´n de la me´trica es
δA = 1
2
∫
dΩ dθ
√
h gµνδhµν , (7.2.12)
donde hµν es la me´trica inducida en la superficie, calculada sobre la superficie no
perturbada.
Se obtiene entonces para la direfencia de las EE entre la esfera y la esfera irregular,
a primer orden en g2,
∆A = δAondulada − δAsuave = −g
2
2
∫
dΩ dθ cos(θ)4 sin(θ)2α−3 ∆(r˜)2α . (7.2.13)
El factor de ∆(r˜)2α decae exponencialmente hacia el bulk, haciendo va´lida la expansio´n
perturbativa en la deformacio´n de la me´trica. Usando (7.2.9), y expandiendo en el
taman˜o de la ondulacio´n hasta segundo orden, (para obtener una integral angular no
trivial), obtenemos
∆A = α (α− 1) a2 g2R2α × (7.2.14)∫ pi/2
0
dθ cos(θ)4+2l sin(θ)2α−3
(√
piΓ(3 + l)
22+lΓ(3+2l
2
)
2F1(
l − 1
2
,
l
2
,
3
2
+ l, cos2 θ)
)2
.
El integrando es proporcional a θ2α−3 para θ pequen˜a. La integral diverge para ∆ ≥ 3,
que esta´ en el l´ımite ∆ ≥ (d + 2)/2 en el que una deformacio´n masiva provoca una
correccio´n infinita en el te´rmino de a´rea de la EE en d = 4. Esta divergencia da lugar a
te´rminos nuevos locales, y por ello Markovianos, y pueden sustraerse en la SSA. Para
∆ < 3, obtenemos una integral finita con el siguiente comportamiento para l grande
∆A ∼ a2 l−2(3−∆) g2R2α ∆ < 3 . (7.2.15)
Esto claramente se anula en el l´ımite de altura a y ancho l−1 pequen˜os de las ondulacio-
nes. Para 4 > ∆ > 3 tenemos, una vez sustra´ıdas las divergencias en θ → 0, el mismo
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resultado (7.2.15). Como estamos tomando el l´ımite de pequen˜as ondulaciones pero
con pendiente fija, a ∼ l−1, este te´rmino tambie´n se anula en el l´ımite de ondulacio´n
pequen˜as. Estos te´rminos representan el cambio en el te´rmino no local (7.3.3) debido
a las ondulaciones.
7.3. Teoremas de irreversibilidad
Tenemos entonces la desigualdad (7.2.7) para esferas en dimensio´n d, en donde las
entrop´ıas de la CFT UV, as´ı como posibles contribuciones divergentes, de la perturba-
cio´n masiva al punto fijo, se han sustra´ıdo. Tomando el l´ımite R→ r tenemos:
r∆S ′′(r)− (d− 3)∆S ′(r) ≤ 0 . (7.3.1)
Escribiendo la entrop´ıa en funcio´n del a´rea a, en lugar del radio, obtenemos la expresio´n
compacta
∆S ′′(a) ≤ 0 , (7.3.2)
va´lida en cualquier dimensio´n. La entrop´ıa ∆S de una esfera debe ser co´ncava como
funcio´n del a´rea.
Con nuestra definicio´n de ∆S, que sustrae la entrop´ıa de la CFT UV y otras posibles
divergencias, en el l´ımite UV de r pequen˜o, todos los te´rminos locales se anulan y queda
el te´rmino principal no local
∆SUV (r) ≡ ∆S(r << m−1) ∼ c0 g2r2(d−∆) + . . . = c0 g2a
2(d−∆)
d−2 + . . . , (7.3.3)
donde ... son te´rminos de potencias superiores en r. En el IR, o a r ma´s grande que la
escala de masa, todas las contribuciones son locales (excepto los te´rminos universales)
y proporcionales a integrales de curvaturas sobre la superficie
∆SIR(r) ≡ ∆S(r >> m−1) (7.3.4)
= ∆µd−2 rd−2 + ∆µd−4 rd−4 + . . .+
{
(−) d−22 4 ∆A log(mr) d par
(−) d−12 ∆F d impar
= ∆µd−2 a+ ∆µd−4 a
d−4
d−2 + . . .+
 (−)
d−2
2 4
(d−2) ∆A log(m
d−2a) d par
(−) d−12 ∆F d impar
.
Los coeficientes ∆µd−k tienen dimensio´n d − k y tienen la interpretacio´n de renor-
malizaciones finitas de los coeficientes rd−k entre los puntos fijos UV e IR. El u´ltimo
te´rmino nos da el cambio en la parte universal de la EE: ∆A = AIR − AUV , con A el
coeficiente de Euler en la anomal´ıa de traza en dimensio´n par, y ∆F = FIR − FUV ,
con F el te´rmino constante en la energ´ıa libre de la CFT en una esfera Eucl´ıdea de d
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dimensiones.
Esta expansio´n IR resulta del siguiente razonamiento. La contribucio´n de los grados
de libertad masivos es de corto alcance en comparacio´n con los grados de libertad que
conforman la CFT IR. Por ello, cuando el radio de la esfera r es mucho mayor que la
escala de masa de la teor´ıa, el aporte al entrelazado de los grados de libertad masivos
sera´ local y extensivo sobre la superficie de entrelazado. En este l´ımite de r >> m−1
la EE de la teor´ıa masiva toma la forma
S(r >> m−1) = µIRd−2r
d−2+ · · · +(−1) d−22 4AIR log(rm) (7.3.5)
−(−1) d−22 4AUV log(m) + cte ,
en dimensio´n par, y la forma
S(r >> m−1) = µIRd−2r
d−2+ · · · +(−1) d−12 FIR , (7.3.6)
en dimensio´n impar. En dimensio´n impar no tenemos te´rmino logar´ıtmico, y el te´rmino
constante F es universal. Como se discutio´ hacia el final de la Seccio´n 3.4.2, cuando
r >> m−1, este te´rmino constante es FIR, perteneciente a la teor´ıa CFT IR [50]. En
dimensio´n par el te´rmino universal es el coeficiente del logaritmo. En este caso, la
dependencia finita con log r resulta del entrelazado de distancia grande r >> m−1, y
debe estar controlada por la carga central IR, AIR. En cambio, por ser la dependencia
log  divergente UV, debe provenir del entrelazado de corta distancia, y estar controlada
por el comportamiento de la teor´ıa en el UV, con lo cual el coeficiente de log  es AUV .
Al restar (7.3.5) y (7.3.6) con la entrop´ıa del punto fijo UV
SUV (r) = µ
UV
d−2 + · · ·+
{
(−) d−22 4AUV log(r/) d par
(−) d−12 FUV d impar
, (7.3.7)
obtenemos (7.3.4).
De la concavidad de (7.3.2), obtenemos que la funcio´n ∆S ′(a) es mono´tona decre-
ciente, o sea, que la pendiente de ∆S(a) en el UV debe ser mayor que la pendiente de
∆S(a) en el IR. De (7.3.4), vemos que la pendiente en el IR es
∆S ′IR(a) = ∆S
′(a >> m2−d) = ∆µd−2 . (7.3.8)
Esta debe ser menor que
∆S ′UV (a) = ∆S
′(a << m2−d) = c0g2
2(d−∆)
d− 2 a
d+2−2∆
d−2 , (7.3.9)
donde se tuvo en cuenta (7.3.3). Cuando ∆ 6 d+2
2
, ∆S ′UV (a) es finita (e igual a cero),
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con lo cual
∆µd−2 ≤ 0 . (7.3.10)
Este es el Teorema del A´rea demostrado en el Cap´ıtulo 4 usando la entrop´ıa relativa
[32]: el coeficiente del te´rmino de a´rea decrece a lo largo del flujo del GR.
Si ∆ > (d + 2)/2, el te´rmino de a´rea en el UV puede considerarse infinito pues la
pendiente de (7.3.3) diverge cuando a→ 0. En este caso la renormalizacio´n del te´rmino
de a´rea es infinita, (aunque negativa), debido al comportamiento de ∆S(a) en el UV.
En d = 2 el coeficiente del “a´rea” (te´rmino lograr´ıtmico) es adimensional y (7.3.10)
coincide con el Teorema c. O sea, el “a´rea” en d = 2 es a = log r y
∆S ′IR(a) = ∆S
′(a >> m2−d) =
∆c
3
6 ∆S ′UV (a) = ∆S ′(a << m2−d) = 0 , (7.3.11)
de donde se obtiene que ∆c = cIR − cUV 6 0. En la u´ltima igualdad a cero se tuvo en
cuenta que en d = 2, siempre se satisface que ∆ 6 (d + 2)/2 = 2 = d, pues es todo el
rango de un operador relevante.
En d = 3 debemos hacer el siguiente ana´lisis para obtener el Teorema F . De (7.3.3)
vemos que ∆S(0) = 0, lo cual, junto con la concavidad de ∆S(a), implica que la altura
n, en donde la tangente y = mx + n de ∆S(a) en a, corta el eje vertical, es siempre
positiva: n > 0. En el IR, de (7.3.4), tenemos que
∆Sd=3IR (a) = ∆µd−2a−∆F . (7.3.12)
En este caso vemos que n = −∆F = FUV − FIR > 0, que es el Teorema F .
En d = 4 el Teorema A se sigue del ana´lisis IR de la desigualdad ∆S ′′(a) 6 0. En
el IR se tiene en d = 4 que
∆Sd=4IR (a) = ∆µd−2 a− 2∆A log(m2a) , (7.3.13)
con lo cual
1
4
a2 ∆S ′′IR(a) = ∆A = AIR − AUV ≤ 0 , (7.3.14)
que es el Teorema A, el resultado principal de esta Tesis.
Para dimensiones d > 4 podemos hacer un ana´lisis similar. En el IR (d > 4) se tiene
que
∆S ′′IR(a) = ∆µd−4
(
d− 4
d− 2
)(
d− 4
d− 2 − 1
)
a
d−4
d−2−2 6 0 . (7.3.15)
de lo cual obtenemos que
∆µd−4 ≥ 0 . (7.3.16)
La desigualdad no restringe el signo de los te´rminos sub-dominantes, en particular, los
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te´rminos universales para d > 4. Sin embargo, para d > 4, nos da un signo para la
renormalizacio´n del te´rmino subdominante ∆µd−4: el coeficiente del te´rmino subdomi-
nante al te´rmino de a´rea, ∆µd−4, crece entre los extremos del flujo del GR.
Adema´s de estas desigualdades que surgen de comparar las expansiones UV e IR de
la entrop´ıa de una esfera, debemos chequear (7.3.2) en las expansiones UV e IR mismas.
En el IR obtenemos nuevamente (7.3.14) y (7.3.16) para d ≥ 4. Para d = 3 obtenemos
informacio´n sobre el signo de la primera correccio´n sub-dominante al te´rmino constante
∆Sd=3IR = ∆µ1r −∆F −
k
rα
+ . . . , (7.3.17)
donde el u´ltimo te´rmino es de origen puramente IR y α esta´ relacionada con la dimen-
sio´n principal irrelevante en el IR [50]. Obtenemos k > 0 de (7.3.2). Esto coincide con
el ca´lculo hologra´fico en [142], y ca´lculos para campos libres [212].
En el UV obtenemos que el signo del coeficiente c0 en (7.3.3) es el mismo que el de
∆− (d+ 2)/2. Esto tambie´n esta´ de acuerdo con los ca´lculos hologra´ficos de [50].
Notemos que mientras la desigualdad (7.3.2) se satura en el UV, esta no se satura
en el IR para d ≥ 4. La SSA siempre satura en el IR para regiones suficientemente
suaves (con curvaturas del orden del taman˜o), pero este no es el caso de las esferas
irregulares.
Algo interesante a notar, es que con la desigualdad (7.3.2) podemos construir una
funcio´n interpolante en dimensio´n d = 2 y d = 3, con la propiedad de que en los
puntos fijos iguala a las cargas centrales correspondientes, como se vio´ en el Cap´ıtulo
3. Evidentemente ∆S ′′(a) 6 0 es la derivada de alguna funcio´n en d = 4. Esta es
A(r) = r∆S ′(r)− 2∆S(r) . (7.3.18)
Sin embargo, en el IR, esta A(r) se comporta como
A(r >> m−1) ≈ 8(AIR − AUV ) log(mr) , (7.3.19)
y no converge a un valor finito para r grande. O sea, A(r) no interpola entre las cargas
centrales de los puntos fijos. Esto nos obliga a solo poder acceder a la versio´n de´bil del
Teorema A, con las propiedades estudiadas de la entrop´ıa. Es interesante notar que
para acceder al Teorema A en dimensio´n d = 4, no basta con aplicar las SSA a un
estado gene´rico (en este caso el vac´ıo de una teor´ıa con escala), sino que necesitamos
adema´s conocer los estados y regiones para los cuales la SSA satura.
Los teoremas de irreversibilidad en dimensiones dos, tres y cuatro quedan unificados
en el enunciado de que la diferencia de entrop´ıas del vac´ıo (7.3.2) de una esfera es
co´ncava como funcio´n de su a´rea.
En la Seccio´n 4.2 vimos que para un flujo del GR no trivial, en el que T µµ = Θ 6= 0,
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Figura 7.2: De la concavidad de ∆S(a) (∆S′′(a) < 0) se obtiene que la pendiente ∆µd−2
en el IR es menor que en el UV, y que la recta tangente a ∆S(a) en a corta el eje vertical
en la coordenada positiva n(a) = ∆S(a) − a∆S′(a) > 0, dado que ∆S(0) = 0. En d = 4,
n(a) = −2∆A log(m2a) + ∆µ0 + 2∆A > 0, y no podemos asegurar que ∆A 6= 0 si ∆S′′(a) < 0,
pues puede ocurrir que el te´rmino constante no universal ∆µ0 6= 0.
necesariamente tiene que cambiar el te´rmino de a´rea, y que en d = 2 la carga central
c, y en d = 3 el te´rmino constante F , no pueden permanecer constantes (tienen que
disminuir en una cantidad finita). Nos preguntamos si lo mismo tiene que ocurrir en
d = 4: Si un flujo no trivial del GR implica un cambio en el coeficiente A del te´rmino
logar´ıtmico. Con la informacio´n disponible no podemos asegurar que este sea el caso.
Cuando un flujo es no trivial (Θ 6= 0) necesariamente cambia el te´rmino de a´rea ∆µd−2
pues
∆µd−2 ∝
∫ ∞
0
ddx x2〈Θ(x)Θ(0)〉 6= 0 . (7.3.20)
Esto implica que ∆S ′′(a) < 0, pues ∆µd−2 =
∫∞
0
da a∆S ′′(a) < 0 (estrictamente).
A partir de aqu´ı podemos investigar la variacio´n de los te´rminos sub-dominantes en
∆S(a). De la concavidad de ∆S(a) y la condicio´n S(0) = 0 se tiene que la recta tangente
a ∆S(a) en a corta al eje a = 0 en la coordenada positiva n(a) = ∆S(a)−a∆S ′(a) > 0,
ver Figura 7.2. En d = 4 tenemos el siguiente comportamiento para ∆S(a) en el IR
∆S(a) = ∆µ2 a− 2∆A log(m2a) + ∆µ0 , (7.3.21)
donde ∆A = AIR − AUV y ∆µ0 es la variacio´n en el te´rmino constante no universal.
De aqu´ı obtenemos que
n(a) = ∆S(a)− a∆S ′(a) = −2∆A log(m2a) + ∆µ0 + 2∆A > 0 . (7.3.22)
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Sin embargo, de que n(a) > 0 estrictamente (pues ∆S ′′(a) < 0 estrictamente) no
podemos concluir que ∆A 6= 0, pues n(a) > 0 se puede satisfacer simplemente con
una variacio´n del te´rmino no universal constante ∆µ0. En los casos en que ∆A 6= 0, el
te´rmino −2∆A log(m2a) domina en (7.3.22) y se obtiene que ∆A < 0 (Teorema A).
Del comportamiento del te´rmino de a´rea y del te´rmino sub-dominante, ante flujos
del GR, se sugiere que los coeficientes ∆µd−2k en el IR, cuando sean finitos (lo que
ocurre cuando ∆ < (d + 2k)/2), renormalizan con signo (−1)k. De hecho, el Teorema
A equivale a que ∆µ4−4 > 0, el cual es finito en el rango ∆ < (4 + 4)/2 = 4 = d, que
es todo el rango permitido. El signo (−1)k esta´ de acuerdo con el signo en las cargas
centrales en (7.3.3) y el orden en que estas se deben comportar ante el GR.

Cap´ıtulo 8
Conclusiones
En esta Tesis hemos discutido aspectos generales sobre el grupo de renormalizacio´n
en QFT usando la entrop´ıa de entrelazado. Espec´ıficamente, y como resultado principal,
se demostro´ el Teorema A entro´pico, y se dio´ un cuadro unificado con los otros teore-
mas de irreversibilidad del GR en dimensiones menores como una consecuencia de las
propiedades de la entrop´ıa. Fue necesario para ello establecer la propiedad Markoviana
del vac´ıo. Con el objetivo de extraer informacio´n u´til sobre los te´rminos universales en
la entrop´ıa, dados por las cargas centrales de las teor´ıas en los puntos fijos, fue nece-
sario aplicar la desigualdad de la subaditividad fuerte en conjuncio´n con la invariancia
de Lorentz y la causalidad. Esto determina el por que´ del arreglo geome´trico de esferas
boosteads sobre el cono nulo, y en general, regiones espacio-temporales con borde so-
bre el cono nulo. La razo´n f´ısica de esto es presisamente la propiedad Markoviana, que
tiene una larga lista de consecuencias: forma expl´ıcita de los Hamiltonianos modulares
y de la entrop´ıa de entrelazado y de Re´nyi para regiones con borde sobre el plano o el
cono nulo, estructura muy restringida de la matriz densidad del vac´ıo, tipo producto,
lo que esta´ relacionado con que el vac´ıo pueda reconstru´ırse a partir del conocimiento
de sus reducciones a regiones menores, simetr´ıa infinita sobre el plano nulo, conforma-
da por los Hamiltonianos modulares y generalizaciones tipo Virasoro a partir de esta,
representacio´n de la Markovianidad como una isometr´ıa que preserva las a´reas de las
superficies RT antes deformaciones sobre el cono nulo en el bulk, etc. Se obtuvo como
consecuencia de todos estos ingredientes una desigualdad general dada por
∆S ′′(a) 6 0 . (8.0.1)
La diferencia de la entrop´ıa de esferas entre el vac´ıo de la teor´ıa con escala y el vac´ıo de
su punto fijo UV es co´ncava con funcio´n de su a´rea. De aqu´ı se derivan los Teoremas c,
F y A en dimensiones d = 2, 3 y 4 respectivemente, adema´s de los teoremas de a´rea,
que fueron reobtenidos.
Los teoremas del a´rea los establecimos inicialmente a trave´s de dos enfoque muy
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distintos: por un lado la relacio´n de estos con la renormalizacio´n de la constate de
Newton, y por otro lado como consecuencia del estudio de la entrop´ıa relativa entre los
vac´ıos de la teor´ıa que fluye y la del punto fijo UV, comparados sobre la superficie de
Cauchy nula. En el primer enfoque, derivamos formalmente, con la integral funcional y
con la ayuda de la representacio´n espectral, la relacio´n entre las partes universales en
el te´rmino de a´rea de la EE y la expresio´n en te´rminos de la funcio´n de dos puntos de
la traza del tensor de energ´ıa-momentos, fo´rmula de Adler-Zee para la renormalizacio´n
de la constante de Newton. Se comprobo´ esta igualdad en el caso del fermio´n libre y
para teor´ıas y flujos del GR con dual hologra´fico. Para esto calculamos la funcio´n de
dos puntos 〈Θ(x)Θ(0)〉 hologra´ficamente. Imponiendo regularidad de la solucio´n en el
interior del bulk y a trave´s de un proceso de pegado con la solucio´n en el UV, obtuvimos
esta funcio´n como una expansio´n en serie en momentos chicos, ecuacio´n (4.5.39). Este
resultado es general para potenciales generales escalares, con los coeficientes de la serie
determinados por el factor de deformacio´n de la me´trica de fondo y sus derivadas.
Mostramos que el te´rmino principal de p2 nos da el cambio en la carga central en
d = 2, mientras que para d > 2 reproduce la entrop´ıa de entrelazado de una superficie
plana. Esto constituye la realizacio´n hologra´fica de la fo´rmula general propuesta entre
las partes finitas del te´rmino de a´rea en la EE y la renormalizacio´n de la constante
de Newton (fo´rmula de Adler-Zee). Mostramos que la positividad de reflexio´n de la
QFT en el borde de AdS requiere la estabilidad de la accio´n gravitatoria en el bulk
y mostramos que la parte universal no se modifica al considerar otra regularizacio´n,
dada por la aproximac´ıon a la EE con la informacio´n mutua, au´n cuando puedan haber
potencias fraccionarias de la escala de masa y el cutoff en estos flujos hologra´ficos.
Desde el otro enfoque con la entrop´ıa relativa, se obtuvo una demostracio´n alterna-
tiva del Teorema c (que es el teorema del a´rea en d = 2), y el decrecimiento del te´rmino
de a´rea en la EE como consecuencia de la positividad de la entrop´ıa relativa entre los
vac´ıos UV y de la teor´ıa que implementa el flujo del GR. Un elemento importante en
esta prueba es que para evitar que la entrop´ıa relativa distinga mucho estos dos estados,
nos vimos obligados a comparar estos sobre la superficie de Cauchy nula. Aqu´ı tenemos
otra indicacio´n general de que es necesario usar la invariancia de Lorentz y lo ma´s ex-
tremo de la geometr´ıa de Minkowsky, la superficie nula, para poder extraer informacio´n
u´til para el GR a partir de desigualdades de la entrop´ıa. Esta demostracio´n tiene la
interpretacio´n de que, en d = 2, es la diferencia de las cargas centrales la que controla
la distinguibilidad de los vac´ıos, y por ello tiene que ser positiva. En dimensio´n d esta
entrop´ıa relativa sobre la superficie nula solo es finita si ∆ < (d+ 2)/2. En estos casos,
la renormalizacio´n del te´rmino de a´rea es finita. En relacio´n con el anterior enfoque,
esto puede interpretarse como un incremento en la constante de Newton hacia el IR,
dada por la contribucio´n de los campos cua´nticos.
En la busqueda de una generalizacio´n de los me´todos con la entrop´ıa en dimensio-
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nes inferiores para lograr una demostracio´n del Teorema A, se descubrio´ la propiedad
Markoviana del vac´ıo. Esta se demostro´ en detalle y a trave´s de varios me´todos. Se
obtuvo, con un ana´lisis de OPE en el l´ımite nulo de operadores de twist y median-
te la aplicacio´n de los teoremas de semi-inclusio´n modular, la forma expl´ıcita de los
Hamiltonianos modulares de regiones con borde sobre el plano nulo para el vac´ıo de
cualquier QFT, y en el caso de las CFTs, para regiones con borde sobre el cono nulo.
Esto demostro´ la propiedad Markoviana, que equivale a la igualdad
HA +HB = HA∪B +HA∩B . (8.0.2)
Esta igualdad se satisface por el hecho de que la expresio´n general de HX es, sobre
la superficie nula, como el resultado de Rindler rayo a rayo nulo, y la cancelacio´n en
(8.0.2) ocurre rayo a rayo nulo. Se obtuvo (8.0.2) adema´s de consideraciones generales
algebraicas, sin pasar por la forma expl´ıcita de HX . Como un resultado adicional de
este ca´lculo de los Hamiltonianos modulares hemos encontrado que el a´lgebra infinito
dimensional que implementa las simetr´ıas que preserva la Markovianidad puede ser
extendida a un a´lgebra mayor de tipo Virasoro. Esta tiene carga central divergente UV
y sus elementos no esta´n dados por cargas que resultan de corrientes conservadas. Ser´ıa
muy interesante saber si esta a´lgebra tienen alguna implicacio´n sobre la estructura de
las CFT en dimensiones mayores, y si las cargan centrales se pueden renormalizar o
definir en alguna situacio´n u´til. El a´lgebra infinita de los Hamiltonianos modulares
parece tener conexio´n con el grupo infinito de simetr´ıas asinto´ticas del espacio-tiempo
que han sido discutidas en la literatura. Ser´ıa interesante establecer una conexio´n entre
estas simetr´ıas y los flujos modulares.
Hemos visto que la propiedad Markoviana de la EE del vac´ıo reducido a regiones con
borde sobre el plano o el cono nulo tiene un origen escencialmente geome´trico. Debido
a eso, esta propiedad se extiende a otras cantidades, como las entrop´ıas de Re´nyi. La
propiedad Markoviana, en conjuncio´n con la invariancia de Lorentz, determina la forma
general de las entrop´ıas sobre el cono nulo para el vac´ıo de una CFT, y resulta estar
relacionada con la accio´n efectiva de un campo dilato´n en dos dimensiones menos. El
coeficiente del te´rmino universal viene totalmente determinado por el coeficiente de
Euler en la anomal´ıa de traza de la CFT en dimensio´n par y resulta de un te´rmino
de Wess-Zumino ano´malo en la accio´n del dilato´n. En dimensiones impares la parte
universal es solo una constante F , para cualquier regio´n con borde en el cono nulo.
Es curioso que hayamos encontrado que la forma que tienen la entrop´ıas de regiones
con borde sobre el cono nulo vengan clasificadas por las acciones efectivas para un
campo dilato´n, que son fundamentales en la prueba de Komargodski y Schwimmer del
Teorema A [46]. Sin embargo, en el presente caso, el dilato´n vive en d− 2 dimensiones,
en lugar de vivir en d dimensiones. Esta conexio´n fue tambie´n notada por Solodukhin
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en [193]. Otra diferencia es que nuestro dilato´n no dina´mico no necesariamente obedece
el requisito de unitariedad (positividad de reflexio´n). Ser´ıa muy interesante investigar
si esta conexio´n, o un me´todo mixto de dilato´n y entrop´ıa, puede ser la base para
extender las pruebas de los teoremas de irreversibilidad a dimensiones mayores que
cuatro.
Adema´s de los casos que son transformaciones conformes del plano nulo en el es-
pacio de Minkowski en una CFT, esperamos que la propiedad Markoviana valga en
cualquier QFT en un espacio con una bifircacio´n de sus vectores de Killing, y para
estados que sean invariantes ante la simetr´ıa generada por estos Killing. Esto es por-
que esta simetr´ıa comprimir´ıa las regiones sobre el horizonte de bifurcacio´n de Killing
manteniendo invariante un cutoff covariante y dando como resultado entrop´ıas (funcio-
nales) con el mismo valor. Esto incluye por ejemplo, QFTs en espacios de Sitter para
el estado invariante ante las simetr´ıas de este espacio y para regiones sobre el horizonte
cosmolo´gico, o para el estado de Hartle-Hawking y regiones sobre el horizonte de un
agujero negro estacionario.
Hemos chequeado que las expresiones generales para la entrop´ıa de una regio´n
con borde en el cono nulo valen hologra´ficamente. Es interesante que una expresio´n
hologra´fica exacta pueda ser encontrada para esta extensa clase de regiones, aunque
podemos entender el principio de las simplificaciones que hicieron posible el resulta-
do a partir de consideraciones generales. Hemos demostrado co´mo las simplificaciones
tambie´n se aplican a las correciones en λ−1 (de cuerdas) y en N−1 (cua´nticas). Ho-
logra´ficamente, la razo´n de estas simplificaciones es que la superficie de RT yace sobre
un cono nulo en el bulk.
Ser´ıa interesante obtener la forma expl´ıcita para las entrop´ıas de Re´nyi sobre el cono
de un ca´lculo directo de las entrop´ıas de Re´nyi hologra´ficas. En este caso tendr´ıamos
que lidiar con una representacio´n complicada de Schwinger-Keldysh con un defecto
co´nico Lorentziano en el bulk [89], pues no podemos usar la representacio´n Eucl´ıdea
de la integral funcional que nos da la matriz densidad reducida [88, 213] para regiones
gene´ricas sobre sobre el cono nulo.
La propiedad Markoviana para las entrop´ıa de Re´nyi restringe ma´s au´n la forma
de la matriz densidad del vac´ıo, que ya estaba restringida por ser Markoviano. Para
sistemas finitos esta es la de un estado tipo producto de la forma ρABC = ρABL⊗ρBRC ,
con BL y BR dos subsistemas que particionan la interseccio´n B. No es exactamente
un estado producto porque la particio´n del espacio B depende de los espacios A y C,
aunque este espacio B puedo hacerlo tan pequen˜o como quiera, por lo que, a groso
modo, el vac´ıo es un estado producto en la direccio´n transversal. Como se menciono´ en
el Cap´ıtulo 5, decir que el vac´ıo es un estado producto en la direccio´n transversal (que es
ma´s que decir que es de la forma ρABC = ρABL⊗ρBRC), no es matema´ticamente correcto
para teor´ıas con punto fijo UV interactuante, ya que las a´lgebras correspondientes a
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los espacios A y C estar´ıan vac´ıas, pues estas regiones son nulas, y no puedo suavizar
ningu´n operador de campo de una teor´ıa interactuante con funciones de prueba con
soporte solo en la superficie nula. El vac´ıo s´ı es un estado producto en la direccio´n
transversal en los casos en que las suba´lgebras de operadores se puedan definir sobre
la superficie nula, como es el caso de campos libres [80].
En el caso de d = 4 no basta aplicar la SSA, es necesario adema´s conocer do´nde
satura. La importancia de la propiedad Markoviana aplicada al GR no esta´ en cancelar
las divergencias UV de los defectos de las esferas irregulares, dado que estas divergencias
se cancelan, o bien por si mismas, debido a la geometr´ıa particular del cono nulo, o bien
se anulan en la combinancio´n de la SSA. La importancia de la propiedad Markoviana
esta´ en el hecho de que en dimensio´n d > 4 exite una contribucio´n finita de los defectos
que no se anula en el l´ımite en el que el taman˜o del defecto tiende a cero, pues depende
de la pendiente del defecto. Esta contribucio´n finita remanente es sin embargo UV en
el l´ımite en que el taman˜o del defecto tiende a cero, y es la misma que la producida por
el vac´ıo del punto fijo UV, que es Markoviano (con lo cual se puede restar en la SSA
sin ningun costo). En la resta, la contribucio´n finita remanente del defecto se anula y
podemos sustituir las diferencias de las entrop´ıas de esferas irregulares por la diferencia
de las entrop´ıas de esferas suaves.
Es muy probable que para decir algo sobre el GR en d > 5 necesitemos una de-
sigualdad (desconocida) ma´s fuerte que la subaditividad fuerte, y que involucre a ma´s
de cuatro regiones, de forma que en el l´ımite se obtenga una desigualdad sobre de-
rivadas superiores de la entrop´ıa, y podamos acceder a la parte universal que es la
que contiene las cargas centrales. Usando el me´todo del truco del dilato´n esto se ha
intentado infructuosamente en dimensio´n d = 6 [196]. La impresio´n general es que a
medida que aumentamos la dimensio´n, las desigualdades o las propiedades necesarias
a invocar son cada vez ma´s finas. Por otro lado, a medida que aumentamos la dimen-
sio´n, las CFTs y los flujos que las conectan se hacen cada vez ma´s escasos. Quiza´s la
busqueda deba realizarse sobre una desigualdad condicionada, aunque, debemos notar,
que si la desigualdad involucra una combinacio´n lineal de n entrop´ıas, esta deber´ıa ser
Markoviana al aplicarse sobre mu´ltiples regiones en el cono nulo y para el vac´ıo de una
CFT. Esperamos en el futuro obtener tal desigualdad.

Ape´ndice A
Densidad de esferas irregulares
En este ape´ndice calculamos la expresio´n para la densidad de esferas irregulares que
resulta de applicar la SSA repetidas veces sobre esferas boosteadas y uniformemente
distribuidas sobre el a´ngulo so´lido. El material presentado esta´ basado en [41]. Si en la
SSA
S(A) + S(B) ≥ S(A ∪B) + S(A ∩B) , (A.0.1)
tomamos los conjuntos A y B como esferas boosteadas del mismo radio sobre un cono
nulo, resulta que su interseccio´n y unio´n no son esferas. Para intentar contrarestar
este problema, en la Seccio´n 3.4.2 se mostro´ que deb´ıa usarse una versio´n de la SSA
simetrizada∑
i
S(Xi) ≥ S(∪iXi) + S(∪{ij}(Xi ∩Xj)) + S(∪{ijk}(Xi ∩Xj ∩Xk)) + ...+ S(∩iXi) .
(A.0.2)
Los conjuntos Xi se eligieron como copias ide´nticas de una esfera boosteada sobre
el cono nulo y estas copias fueron distribu´ıdas uniformemente sobre el a´ngulo so´lido
espacial. La forma geome´trica de los conjuntos en el miembro derecho de (A.0.2) es
algo similar a esferas con picos, o esferas irregulares, como muestra la Figura 3.7. Para
ver esto tomemos el caso de d = 3 y el conjunto ∪{ijk}(Xi ∩ Xj ∩ Xk). Llamamos a
∪{ijk}(Xi ∩Xj ∩Xk) la esfera irregular de orden k = 3, pues este resulta de la unio´n
de la interseccio´n de k = 3 esferas de todas las N involucradas.
En el caso de N = 8 esferas en d = 3 (c´ırculos), como se muestra en la Figura A.1,
existen
(
8
3
)
= 64 te´rminos en
∪ijk (Xi ∩Xj ∩Xk) = (X1 ∩X2 ∩X3) ∪ (X1 ∩X2 ∩X4) ∪ ... (A.0.3)
Con ayuda de la Figura A.1 podemos notar lo siguiente. En (A.0.3), solo con la
unio´n de la interseccio´n de tres c´ıculos consecutivos podemos obtener el conjunto
∪ijk(Xi ∩Xj ∩Xk). La interseccio´n de c´ırculos no consecutivos esta´ incluida en alguna
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Figura A.1: Proyeccio´n espacial de 8 esferas uniformemente distribu´ıdas en el a´ngulo so´lido
espacial. La interseccio´n de las esfereas X1 ∩X2 ∩X3, ma´ximamente empaquetadas en el a´ngulo
so´lido Ω(θ) alredeor de X2, esta´ resaltada en rojo. La esfera irregular de orden k = 3 esta´ resaltada
en negro.
de las intersecciones de c´ırculos consecutivos. Por ejemplo, de la Figura A.1 podemos
ver que la interseccio´n de los c´ırculos no consecutivos X1 ∩ X2 ∩ X4 esta´ inclu´ıda en
la interseccio´n de los c´ırculos consecutivos X1 ∩ X2 ∩ X3 (resaltada en rojo en la Fi-
gura A.1). No se necesitan los
(
8
3
)
= 64 te´rminos en (A.0.3) para producir el miembro
izquierdo, basta con la unio´n de los 8 conjuntos que son la interseccio´n de c´ırculos
consecutivos. En ma´s dimensiones la situacio´n es la misma. El miembro izquierdo de
(A.0.3) puede obtenerse solo con la unio´n de la interseccio´n de k = 3 esferas ma´xima-
mente empaquetadas en el a´ngulo so´lido en el cual entran solo k = 3 esferas de las N
a disposicio´n.
Esta observacio´n es importante porque estamos interesados en calcular el radio lk
de la esfera irregular de orden k (aquella formada por la unio´n de la interseccio´n de k
esferas; el conjunto ∪i1i2...ik(Xi1∩Xi2∩ ...∩Xik) en (3.4.9)). El radio lk puede calcularse
solo atendiendo a la interseccio´n de k esferas ma´ximamente empaquedas en el a´ngulo
so´lido en el que entran k esferas.
Sea R el radio aproximado de la esfera irregular formada por la unio´n de todas las
N esferas en el l´ımite en que N es grande, y r el radio aproximado de la esfera irregular
formada por la interseccio´n de las N esferas. De esta forma, la esfera irregular de orden
k = N es la ma´s pequen˜a de todas y tiene radio r y la de orden k = 1 es la ma´s
grande y tiene radio R. Usamos las coordenadas de Minkowski (t, x1, x2, ..., xd−1) en d
dimensiones. El radio de la esfera Xi viene dado por
√
rR, como en d = 2. Si tomamos
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una de la esferas Xi sobre el plano
t = x1
(R− r)
(R + r)
+
2rR
r +R
, (A.0.4)
y sobre el cono t2 = x21 + ...+ x
2
d−1, el centro de esta se encontrara´ en el punto
(t, x1, x2, ..., xd−1) = (
R + r
2
,
R− r
2
, 0, ..., 0) . (A.0.5)
La ecuacio´n de la esfera es entonces
rR = −
(
t− R + r
2
)2
+
(
x1 − R− r
2
)2
+ x2⊥ , x⊥ = (x2, ..., xd−1) (A.0.6)
suplementada por la ecuacio´n del plano (A.0.4).
Los radios lk de las esferas irregulares de (3.4.9) esta´n dados por la distancia ma´xima
espacial desde el origen hasta el borde del conjunto ∪i1i2...ik(Xi1 ∩Xi2 ∩ ... ∩Xik), que
tiene una forma similar a la resaltada en rojo en la Figura A.1.
Queremos obtener la densidad β(l) de esferas irregulares de radio l en d dimensiones.
Esto es, cua´ntas esferas irregulares de orden entre k y k + dk entran entre los radios l
y l + dl:
dk = Nβ(l)dl (A.0.7)
Con esta definicio´n podemos escribir (3.4.9) cuando N es grande como
S(
√
rR) >
∫ R
r
dl β(l)S˜(l) , (A.0.8)
donde S(
√
rR) es la EE de cada Xi (todas iguales) y S˜(l) es la EE de las esferas
irregulares de radio l.
Para hallar β(l) tomemos una esfera arbitraria, por ejemplo, la esfera X2 de la
Figura A.1. Si hay N esferas uniformemente distribu´ıdas, entonces entran
k =
N
Vol(Sd−2)
Ω(θ) (A.0.9)
de ellas en el a´ngulo so´lido Ω(θ) alineado con X2 y determinado por el a´ngulo polar θ
cuya direccio´n zenit esta´ alineada con la direccio´n en la que se boostea X2, ver Figura
A.1. En (A.0.9)
Vol(Sd−2) =
2pi(d−1)/2
Γ((d− 1)/2) (A.0.10)
es el a´rea de la esfera unitaria sumergida en Rd−1. Usando que dΩ = Vol(Sd−3) sind−3(θ) dθ,
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obtenemos
dk = N
Vol(Sd−3)
Vol(Sd−2)
sind−3(θ) dθ . (A.0.11)
Para hallar la relacio´n entre lk y θ nos concentramos en una de las esferas en el
extremo del a´ngulo so´lido Ω(θ), por ejemplo, la esfera X3 de la Figura A.1, resaltada
en naranja. De las ecuaciones (A.0.6) y (A.0.4), con la coordenada x1 alineada con el
eje ma´s grande del elipsoide X3 (proyeccio´n espacial de una esfera boosteada), y la
relacio´n
|x⊥| = |x1| tan(θ) , (A.0.12)
obtenemos
l =
√
x21 + x
2
⊥ =
2rR
R + r − (R− r) cos(θ) . (A.0.13)
De (A.0.11) y (A.0.13) obtenemos finalmente
β(l) =
Vol(Sd−3)
Vol(Sd−2)
2d−3(rR)
d−2
2 ((l − r)(R− l)) d−42
ld−2(R− r)d−3 . (A.0.14)
Ape´ndice B
Ejemplo: Campo escalar libre de
masa m y de masa cero
En este ape´ndice calculamos ∆〈Tµν(x)〉Σ para el caso del flujo del GR que resulta de
perturbar el campo escalar de masa cero con un te´rmino de masa, y para la superficie de
Cauchy espacial x0 = 0. El punto fijo UV es simplemente el campo escalar no masivo,
y el te´rmino relevante de masa inicia un flujo del GR que termina en una teor´ıa trivial,
de correladores iguales a cero. Consideramos la situacio´n ma´s general en donde T0 es
la teor´ıa del campo escalar libre de masa m0, y T1 la teor´ıa de un campo escalar libre
de masa m1. Calcularemos la variacio´n ∆〈Tµν〉 entre estas teor´ıas, con Tµν el tensor de
energ´ıa-momentos de T0.
Recordemos que para el campo escalar masivo,
S =
∫
ddx
√
g
(
1
2
gµν∂µφ∂νφ− 1
2
m20φ
2
)
, (B.0.1)
tenemos un tensor de energ´ıa-momentos dado por
Tµν = ∂µφ∂νφ− 1
2
gµν
(
(∂φ)2 −m20φ2
)− ξc(∂µ∂ν − gµν∂2)φ2 , ξc = d− 2
4(d− 1) . (B.0.2)
El u´ltimo te´rmino es un te´rmino de impruving, que hemos introducido para que Tµν
tenga traza cero en el l´ımite de masa cero.
Calcularemos ∆〈Tµν〉 con la regularizacio´n de separacio´n puntos coincidentes
φ2(x)→ φ(x− )φ(x+ )
en la superficie de Cauchy x0 = 0. Para esto, usamos el propagador del campo escalar
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libre de Minkowski en d dimensiones,
〈φ(x)φ(y)〉 = 〈Tφ(x)φ(y)〉 = 1
(2pi)d/2
(
m
|x− y|
) d
2
−1
K d
2
−1(m|x− y|) , (B.0.3)
donde la distancia |x−y| = √(~x− ~y)2 − (x0 − y0)2. La componente T00 para el escalar
libre de masa m0, con la regularizacio´n de separacio´n de puntos coincidentes, evaluada
en el vac´ıo del campo escalar libre de masa m1 es
〈T00〉1 = 1
2
〈pi(x)pi(y)〉1 + 1
2
〈∇xφ(x) · ∇yφ(y)〉1 + 1
2
m20〈φ(x)φ(y)〉1
−ξc〈∇2xφ(x)φ(y) + φ(x)∇2yφ(y) + 2∇xφ(x)∇yφ(y)〉1 . (B.0.4)
Aqu´ı 〈. . .〉1 significa que el valor de espectacio´n es tomado en un estado de la teor´ıa
T1. Es importante tomar primero el l´ımite x0 = y0 que el l´ımite |~x − ~y| → 0. No´tese
que la u´ltima contribucio´n a T00, dada por el impruving, se anula ide´nticamente por
invariancia de traslacio´n.
Por comodidad, reescribimos aqu´ı (4.8.15):
∆〈Tµν(x)〉Σ = k
(
ηµ(x)ην(x)− gµν
d
)
+O(K22) + ... . (B.0.5)
Para que Tµν (que viene dado en te´rminos de φ(x) y pi(x) para x en la superficie
espacial x0 = 0) sea un tensor de traza cero cuandom0 = 0, debemos usar las ecuaciones
de movimiento de masa cero en d > 2 sobre las componentes i, j, dado que estas
contienen te´rminos ∂20φ. Usando la isotrop´ıa de la superficie espacial, se tiene que
〈Tij〉1 = 〈T00〉1
d− 1 δij . (B.0.6)
Comparando con (B.0.5), tenemos que ηµ = δµ0, y k =
d
d−1〈T00〉.
Dada (B.0.4), podemos ahora evaluar ∆〈T00〉 = 〈T00〉1 − 〈T00〉0. En d = 2 y con
x0 = 0 tenemos
∆〈T00〉 = 1
4pi
[
(m20 −m21)K0(m|~x|)−
2m1
|~x| K1(m|~x|) + 2
m0
|~x|K1(m0|~x|)
]
=
1
8pi
[
m21 −m20 + 2m20 log(m0/m1)
]
(B.0.7)
en el l´ımite |~x| → 0. Esta funcio´n es positiva para toda m0 y m1, alcanzando un mı´nimo
de cero en m0 como funcio´n de m1. Como hemos visto, para m0 = 0 esta positividad
es necesaria para tener una entrop´ıa relativa positiva.
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En d > 2 tenemos que
d = 2 ∆〈T00〉 = 1
8pi
[
m21 −m20 + 2m20 log(m0/m1)
]
,
d = 3 ∆〈T00〉 = 1
24pi
(m1 −m0)2(m1 + 2m0) ,
d = 4 ∆〈T00〉 = −(m
2
0 −m21)2
32pi2
log() ,
d = 5 ∆〈T00〉 = (m
2
1 −m20)2
64pi2
, (B.0.8)
d = 6 ∆〈T00〉 = (m
2
1 −m20)2
64pi32
,
. . .
d = d ∆〈T00〉 ∝ (m
2
1 −m20)2
d−4
.
Podemos apreciar que todos son positivos para todo m0, m1. La perturbacio´n del
Hamiltoniano debido a un te´rmino de masa tiene dimensio´n ∆ = d− 2, con constante
de acoplamiento m21. Estos resultados coinciden con lo esperado: tener un ∆〈Tµν〉 finito
para ∆ < d/2, que se traduce en ser finito para d < 4. De hecho, para el caso finito d =
2, 3, obtenemos los mismos resultados con otras regularizaciones (lattice, momentos).
Para los casos divergentes d ≥ 4 los resultados tambie´n coinciden con lo esperado
del ana´lisis de la teor´ıa de perturbacio´n conforme (para m0 = 0), el cual es, ∆〈T00〉 ∼
g2/2∆−d = m41/
d−4. Se obtiene un resultado similar para fermiones libres. Sin embargo,
para fermiones ∆〈T00〉 ∼ m2/d−2 diverge en todas las dimensiones, como corresponde
a un ∆ = d− 1. Sobre la superficie nula, la entrop´ıa relativa es finita para d = 2, 3, 4, 5
para escalares y finita en d = 2, 3 para fermiones.

Ape´ndice C
Una regularizacio´n invariante de
Lorentz de la entrop´ıa
En este ape´ndice se discute una regularizacio´n invariante de Lorentz de la entrop´ıa
de entrelazado usando la informacio´n mutua, que es aplicable a toda QFT en cualquier
dimensio´n. Esta regularizacio´n esta´ discutida en detalle en el caso de d = 3 en [103].
Restringimos nuestra atencio´n al caso de superficies de entrelazado suaves, lo cual es
suficiente para lo que necesitamos para esta Tesis.
Sea la superficie de entrelazado suave γ de codimensio´n 2, que delimita el borde
de una superficie de Cauchy en dimensio´n espacio-temporal d. Tomamos un vector
η espacial y normal a γ, y una funcio´n (x) en γ, que var´ıa suavemente. Sobre esta
funcio´n tomaremos ma´s tarde el l´ımite (x) → 0, e impondremos que en este l´ımite
las derivadas de (x) tienden a cero a la misma velocidad que (x). Constru´ımos dos
superficies espaciales, una a cada lado de γ, usando los elementos del “framing” (η, ),
γ+ = γ +

2
η , (C.0.1)
γ− = γ − 
2
η . (C.0.2)
La idea es usar la informacio´n mutua I(γ+, γ−) para regularizar la entrop´ıa de
entrelazado como se discutio´ en la Seccio´n 2.2.9. De forma ma´s precisa, tomamos
Sreg(γ, η, ) =
I(γ+, γ−)
2
=
1
2
(
S(γ+) + S(γ−)− S(γ+ ∪ γ−)) . (C.0.3)
Para regularizar la entrop´ıa de Re´nyi usamos, de forma ana´loga, la informacio´n mutua
de las entrop´ıas de Re´nyi
In(γ
+, γ−) = Sn(γ+) + Sn(γ−)− Sn(γ+ ∪ γ−) . (C.0.4)
El factor de 1/2 en (C.0.3) toma en cuenta que la informacio´n mutua de regiones com-
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plementarias para un estado global puro es dos veces la entrop´ıa. Un punto importante
es que la informacio´n mutua es independiente de la regularizacio´n que se haga de la
teor´ıa. O sea, al tomar el l´ımite del continuo en cualquier regularizacio´n que se haga
de una QFT para calcular las entrop´ıas en el miembro derecho de (C.0.3) o (C.0.4), se
obtiene siempre el mismo resultado finito, independiente de la regularizacio´n. Por ello,
Sreg es una cantidad que pertenece a la teor´ıa del cont´ınuo, y en particular es invariante
de Lorentz en el vac´ıo. El framing sime´trico particular en ambos lados de γ en (C.0.3)
nos da la misma entrop´ıa regularizada para las regiones complementarias, que es una
propiedad que debe tener la entrop´ıa de un estado global puro.
Sin embargo, Sreg depende del framing, que incluye el campo vectorial η y la fun-
cio´n (x), por lo que no es una funcio´n solamente de la superficie γ. Con el objetivo de
eliminar esta dependencia en el framing, notemos que en el l´ımite → 0, solo conserva-
mos las potencias no positivas de . La dependencia en η solo aparece entonces en los
te´rminos divergentes. Como estos son producidos por entrelazado ultra-local entre los
grados de libertad dispuestos arbitrariamente cerca y en lados opuestos de la superficie
de entrelazado γ, estas contribuciones pueden ser escritas como integrales de te´rminos
geome´tricos locales a lo largo de γ. Podemos simplemente sustraer dichos te´rminos para
eliminar la dependencia en el framing (η, )
Sreg(γ) = Sreg(γ, η, )− divergencias locales y extensivas . (C.0.5)
Esta Sreg(γ) es invariante de Lorentz y completamente definida por la teor´ıa misma
(y no por la regularizacio´n que se haga de ella). Puede pensarse como una entrop´ıa
“mı´nimamente sustra´ıda”.
A pesar de que Sreg(γ) no es necesariamente positiva en general, s´ı posee otras
propiedades importantes de la entrop´ıa de entrelazado: la simetr´ıa entre las regiones
complementarias, y la subaditividad fuerte. Mostramos esta u´ltima propiedad en lo que
sigue.
Tomemos dos regiones γA y γB con intersecio´n γA ∩ γB y unio´n γA ∪ γB suaves.
Tomamos adema´s que γA y γB tienen framings compatibles, o sea, framings tales que
la unio´n y la interseccio´n son framings suaves de γA ∪ γB y γA ∩ γB respectivamente,
como en la Figura C.1. Esto tiene como consecuencia que las entrop´ıas de las franjas
se cancelen exactamente
S(γ+A ∪ γ−A ) + S(γ+B ∪ γ−B)− S(γ+A∩B ∪ γ−A∩B)− S(γ+A∪B ∪ γ−A∪B) = 0 . (C.0.6)
Esto se justifica por el hecho de que la entrop´ıa de estas franjas pueden expresarse como
una expansio´n en potencias inversas de , y esa expansio´n debe ser local y extensiva a
lo largo de la franja. Pensando en las entrop´ıas de Re´nyi, esto debe ser una propiedad
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Figura C.1: Subaditividad fuerte de la entrop´ıa regularizada Sreg(γ) para las regiones γA
y γB con interseccio´n y unio´n suaves. Los framings de γA y γB pueden ser elegidos de forma
compatible, o sea, son tales que los framings que resultan para la unio´n y la interseccio´n
son suaves.
del OPE de los operadores de twist asociados a las superficies de entrelazado. La can-
celacio´n (C.0.6) da lugar a la subaditividad fuerte de la entrop´ıa regularizada Sreg(γ),
simplemente porque la entrop´ıa misma (de von Neumann) cumple la subaditividad
fuerte,
Sreg(γA) + Sreg(γB)− Sreg(γA∩B)− Sreg(γA∪B) =
=
1
2
(
S(γ+A ) + S(γ
+
B)− S(γ+A∩B)− S(γ+A∪B) (C.0.7)
+S(γ−A ) + S(γ
−
B)− S(γ−A∩B)− S(γ−A∪B)
) ≥ 0 . (C.0.8)
Otra forma de ver esto es la siguiente. Como los te´rminos dependientes del framing
son locales y extensivos, son siempre Markovianos, o sea, saturan la subaditividad
fuerte, (C.0.6), para superficies con unio´n e interseccio´n suaves. Restar estos te´rminos
dependientes del framing a la entrop´ıa, para obtener Sreg(γ), no tiene ningu´n costo
sobre la subadditividad fuerte, con lo cual Sreg(γ) cumple la subaditividad fuerte.

Ape´ndice D
Comentarios sobre la presencia de
defectos
La fo´rmula hologra´fica para la entrop´ıa contiene te´rminos que dependen de las
derivadas de γ. Queremos comentar sobre la interpretacio´n de estos te´rminos cuando
γ no es suave. Veremos el caso en que solamente la primera derivada es discontinua, y
por simplicidad haremos la discusio´n solo en los casos en que d = 3, 4.
Para una superficie suave, ∇2Ω(r˜−1) es finita cuando θ → 0; de (6.2.26) entonces
tenemos que ∂θ(r˜(0,Ω)
−1 = 0 y nuestro resultado anterior de aplica. Esto deja de ser
cierto cerca de una defecto. Supongamos que hay alguna singularidad tipo
∇2Ω(r˜−1) = C0 θ−ν , θ → 0 (D.0.1)
a medida que nos acercamos a la frontera. Resolviendo la ecuacio´n de movimiento para
θ pequen˜a encontramos
r˜−1 ≈ C0
(2− ν)(d+ ν − 2) θ
2−ν . (D.0.2)
Las potencias negativas de θ en ∇2Ωr˜−1 modificara´n la expansio´n en (6.2.26). Veremos
que ν = 1 para defectos de codimension uno.
Por simplicidad tomemos el caso de d = 3, y consideremos una esquina en φ = φ0
con a´ngulo local α. Cerca de la esquina tendremos que γ′′(φ) ∼ δ(φ − φ0) tanα. A θ
finita esta funcio´n delta se suaviza. Por ana´lisis dimensional,
∂2φ(r˜(θ, φ)
−1) ≈ tanα
pi
θ
θ2 + (φ− φ0)2 , (D.0.3)
debe ser va´lida para θ pequen˜a y cerca de la esquina. Se tiene que
l´ım
θ→0
1
pi
θ
θ2 + (φ− φ0)2 = δ(φ− φ0) . (D.0.4)
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Sustituyendo (D.0.3) en la ecuacio´n del a´rea mı´nima y expandiendo para θ pequen˜a
encontramos
∂θ(r˜(0, φ)
−1) =
{
1
2pi
tanα , φ = φ0
0 , φ 6= φ0
(D.0.5)
Esto puede chequearse calculando los coeficientes de Fourier y haciendo la suma de
(6.2.18). Por ejemplo, el ca´lculo puede ser hecho expl´ıcitamente para una esquina de
la forma sin |φ|.
Lo mismo suceder´ıa en d ≥ 4 siempre que el defecto tenga codimensio´n uno, con
la φ de arriba como las coordenadas locales normales. De hecho, para un defecto en
φ0 que luzca localmente como γ
−1 ∼ |φ − φ0|, tenemos que ∇2Ωγ−1 ∼ δ(φ − φ0). Esto
equivale a que |φ − φ0| es la funcio´n de Green en dimensio´n uno. Esto tambie´n nos
dice que las contribuciones de los defectos de codimensio´n mayor seran menores. De
hecho, para tener una funcio´n delta de ∇2Ωγ−1 a codimensio´n n, necesitar´ıamos que
γ−1 ∼ 1/|~x−~x0|n−2. Sin embargo, estamos considerando curvas sin dichas divergencias
(curvas cont´ınuas), y todas las contribuciones de los defectos tendra´n ν < 1, con ν = 1
para defectos de codimensio´n uno.
Conclu´ımos que la integral de a´rea no se afecta por los defectos, dado que (D.0.5)
modifica la expansio´n de β(Ω) en un conjunto de medida cero (donde se localizan los
defectos). La fo´rmula (6.2.28) para la entrop´ıa debe ser integrada en cada lado del
defecto en donde la expansio´n regular en θ funciona, y no hay contribucio´n de los
defectos. Como consecuencia, la propiedad Markoviana se mantiene en presencia de
curvas con defectos o puntas. Debemos tener cuidado, sin embargo, en no eliminar los
te´rminos de borde al integrar por partes cuando hay un defecto. Por ejemplo, el te´rmino
finito con un Laplaciano en d = 4 puede ser tratado de la siguiente forma cuando hay
un defecto. Integramos en los parches suaves Pi para obtener∫
Pi
dΩ r∇2Ωr−1 =
∫
Pi
dΩ
∇Ωr · ∇Ωr
r2
−
∫
∂Pi
dl η · ∇Ωr
r
, (D.0.6)
donde el producto escalar es con la me´trica esfe´rica, y η en el u´ltimo te´rmino es el
vector externo normal a la superficie ∂Pi sobre la esfera. El primer te´rmino tiene un
integrando discont´ınuo pero acotado en los bordes (la posicio´n del defecto).
Es interesante ver que escrito de esta forma, la contribucio´n del integrando local
se cancela localmente en la SSA, pero que el segundo te´rmino se cancela en la SSA
porque la contribucio´n de la interseccio´n y de la unio´n tienen signos opuestos. Esto
es porque tienen el mismo (∇Ωr)/r en cada punto del defecto que resulta de tomar la
interseccio´n y la unio´n, pero los η’s son opuestos.
Ape´ndice E
Curvaturas extr´ınsecas sobre el
cono nulo
En este Ape´ndice mostramos que la curvatura extr´ınseca de una superficie γ sobre
un cono nulo en un espacio plano es una combinacio´n de los invariantes geome´tricos
intr´ınsecos de γ, y por ello, los te´rminos en una funcional de γ que se puedan construir
con la curvatura extr´ınseca de γ, no contribuyen ma´s a esta de lo que ya lo hacen los
te´rminos que se construyen con las cantidades intr´ınsecas discutidas en la Seccio´n 6.1.
Tenemos una superficie r = γ(Ω) en el cono nulo r+ = 0. Definamos n(1) = rˆ − tˆ
como el vector nulo paralelo (pero ortogonal en me´trica) al cono nulo. Sea q = 1/2(rˆ+tˆ),
con q2 = 0, q · n(1) = 1. El espacio ortogonal a γ esta´ formado por n(1) y otro vector
nulo n(2) dado por
n(2) = q − 1
2
(∇γ)2n(1) −∇γ . (E.0.1)
Estos esta´n normalizados tal que n(1) · n(2) = 1.
La curvatura extr´ınseca correspondiente a n(i) viene definida por
K(i)µν = P
α
µ P
β
ν ∇αn(i)β , (E.0.2)
con
Pαβ = g
α
β − n(1)αn(2)β − n(2)αn(1)β (E.0.3)
el proyector en el espacio tangente a γ.
El vector n
(1)
µ = xµ/(|~x|) en coordenadas Cartesianas. Obtenemos
K(1)µν =
gindµν
γ
, (E.0.4)
239
240 Curvaturas extr´ınsecas sobre el cono nulo
con gind la me´trica inducida en γ. La otra curvatura extr´ınseca es
K(2)µν =
1
2
gindµν
γ
− 1
2
(∇γ)2 g
ind
µν
γ
− (∇µ∇νγ)ind , (E.0.5)
donde hemos usado que las derivadas de tˆ son cero y por ello que el gradiente de q es un
medio el de n(1). En el u´ltimo te´rmino las segundas derivadas son al final proyectadas
en el subespacio paralelo. Tenemos que ∇indµ γ = ∇γ + (∇γ)2n(1) porque este vector
es paralelo a la superficie. Entonces (∇µ∇νγ)ind = ∇indµ ∇indν γ − (∇γ)2gindµν /γ. Usando
las variables angulares de la esfera tenemos que la me´trica inducida sobre γ es ds2 =
γ(Ω)2dΩ2. Tenemos, escribiendo todas las derivadas covariantes y las contracciones con
respecto a la gµν de la esfera unidad
K(2)µν =
1
2
γgµν − 1
2
(∇γ)2 gµν
γ
−∇µ∇νγ + 2∇µγ∇νγ
γ
. (E.0.6)
Por otro lado, usando las fo´rmulas para la transformacio´n conforme, el escalar y el
tensor de Ricci vienen dados por
Rindµν = Rµν − (d⊥ − 2)
∇µ∇νγ
γ
+ 2(d⊥ − 2)∇µγ∇νγ
γ2
+ gµν
(
(3− d⊥)(∇γ)
2
γ2
− ∇
2γ
γ
)
,
gindµν R
ind = gµν
(
R− 2(d⊥ − 1)∇
2γ
γ
+ (d⊥ − 1)(4− d⊥)(∇γ)
2
γ2
)
. (E.0.7)
Usando que en la esfera unidad Rµν = (d⊥ − 1)gµν y R = d⊥(d⊥ − 1) tenemos
K(2)µν =
γ
d⊥ − 2
(
Rindµν −
1
2(d⊥ − 1)g
ind
µν R
ind
)
. (E.0.8)
Por lo tanto, de (E.0.4) y (E.0.8) conclu´ımos que usando las curvaturas extr´ınsecas
de γ no nos podemos formar invariantes adicionales a los formados con los intr´ınsecos
de γ sobre el cono nulo. Por ejemplo, el invariante multiplicando a la anomal´ıa tipo-B
en la formula de Solodukhin [27] para el te´rmino universal logar´ıtmico de la EE en
d = 4 se anula,
K(1)µνK
(2)µν − 1
2
K(1)µµ K
(2)µ
µ = 0 , (E.0.9)
y solo la anomal´ıa-A contribuye en el cono.
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