The history of science teaches us that, occasionally, certain applied problems give rise to new ways of thinking, forcing scientists to revisit the way they do things. Thomas Kuhn [1] argues that scientific theories do not evolve smoothly but are due to paradigm shifts, i.e. due to certain events resulting in the changing of intellectual circumstances and possibilities. A classic example is the circumstances that led to what we know as the theory of functions and the theory of sets (Cantor's ordinal numbers). They both have arisen in response to Fourier's introduction of trigonometric series in order to understand the solution to the problem of propagation of heat: indeed, how is it possible for a discontinuous function (a cold rod brought into contact with a hot one) to become, immediately, a smooth one? Fourier series were created to answer this problem; the notion of function was generalized as a response to this; and ordinal numbers were created to understand the notion of infinite sum of functions [2] .
Each device has a sensing radius equal to r and performs an independent stochastic motion with law that of ξ . Let K ⊂ R d be a fixed compact set and let S K be the time required for one of the moving devices to detect K. (A device positioned at point x ∈ R d at time t detects a set K if the ball B(x, r) with radius r centred at x intersects K.) Then
P(S K > t) = exp{−λE[vol W ξ,−K r (t)]},
where
In other words, consider the r-enlargement (−K) ⊕ B(0, r) of the set −K = {−x : x ∈ K}, translate it at ξ(s) and take the union of all these for s ranging between 0 and t. The function vol(·) denotes the d-dimensional Lebesgue measure. Thus, the distribution of the detection time depends entirely on the expected volume of the random set W ξ,−K r (t). Proving this formula rests on using the notion of capacity functional, [3] mentioned in Prof. Baccelli's lecture. In fact, an alternative expression is
where the integral is with respect to the Lebesgue measure and
One can then consider and compare various scenarios regarding the process ξ , one being a motion along a straight line with random direction and random velocity, another being a motion described by a standard Brownian motion. The stochastic model in the latter case was called Brownian Boolean Model [4] , and, assuming that K = B(0, r 1 ), the random set in (1) 
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R := r +r 1 ), the expected volume of which in dimension d = 3 has a particularly pleasing form [5] :
which is a cubic polynomial in R. In dimensions d = 3, the formula is more complicated [6] . Here, the term 2πR is the (normalized) electrostatic capacity of the set B(0, R). In physical terms, this is the capacity of a conductor with one electrode at the set and the other at infinity. More generally, the coefficient of t in the expression above is the Newtonian electrostatic capacity C(−K r ) of the set −K r . Interesting (and deep) questions arise in connection with Wiener sausages. A recent result by Csáki and Hu [7] shows that, in dimension d = 3, there exists a standard one-dimensional Brownian motion β = (β(t), t ≥ 0) such that, almost surely,
for any δ > 0. In fact, dimension d = 3 is special in many ways. In an attempt to understand the polynomial dependence on R, Last looked at the Wiener sausage in d dimensions from the point of view of stochastic and integral geometry. A classical result in this area is the so-called Steiner formula [9] expressing the ddimensional volume of the r-enlargement K r of a (poly)convex set K as a polynomial in r, where the coefficient of r j is the (d − j)-intrinsic volume of K times the volume of the (d − j)-dimensional ball. Steiner's formula was generalized by Federer [10] for sets of positive reach (roughly speaking, a closed set A has positive reach if there is an ε > 0 such that any point within distance ε from A has a unique projection onto A) and further generalized by Hug et al. [11] to arbitrary closed sets by the introduction of certain 'support measures'. Last [8] looks at the Wiener sausage as an R-enlargement of the random closed set defined by the Wiener path (W (s), 0 ≤ s ≤ t) and tries to understand vol W R (t) as a Steiner-type formula. Since this is not a positive reach set, one cannot have a Federer-type Steiner formula. However, it appears that we know little about points of 'positive reach', which are essential for understanding the behaviour of vol W R (t).
In two dimensions, an interesting situation in practice, we have the following (unpublished) result: the Laplace transform of the hazard rate of S K when K = B(0, r 1 ) and R = r 1 + r, r being the radius of the disc carried by each Brownian motion, equals
where K 0 is the zeroth order modified Bessel function.
An interesting completely open problem is the time to completely cover a set, say a large box, by the Brownian Boolean model. In other words, how long will it take until the whole box is contained in the union of the Wiener sausages started at the points of a Poisson point process? The problem has certain features similar to coverage problems by Markov chains, and only rough estimates are known.
We saw in Prof. Baccelli's talk that considering a ball around each communicating device may not make much sense from the point of view of wireless communications, unless a certain orthogonality factor κ converges to zero. In reality, a 'cell' attached to a device located at the point x contains all points y such that
where : R d → R + is an 'attenuation function' and S i is the strength of the signal at x i . These signal to interference and noise ratio cells generalize the notion of the Boolean model. A natural question then is, what is the complete coverage time by points moving according to Brownian motions and having cells described as above?
Various variants of the Brownian Boolean Model make it a more realistic model. For example, assuming that the moving devices have finite energy, it is reasonable to assume that the moving nodes will disappear after a (possibly random) point of time, in which case arrival of new nodes (according to a spacetime Poisson process) is necessary in order to have a system in steady state. Again, estimating the distribution of detection and coverage times is an interesting problem.
Finally, I would like to mention the problem of introducing delay models in space and time. Let us imagine that certain devices carry a number of packets to be transmitted on a common channel, while other devices are responsible for clearing the load. Clearly, various stochastic stability questions arise. A prototype for these types of problems is, in my opinion, the so-called vacuum cleaner problem: Suppose that dust particles of infinitesimal size arrive in space (in a square, say) according to a homogeneous space-time Poisson process. There is one vacuum cleaner (represented by a moving point) whose job is to absorb particles. Every time the vacuum cleaner meets a dust particle, the particle immediately vanishes. The vacuum cleaner has a speed which is constant in magnitude but with direction which is specified by the following cleaning policy: it always moves towards the closest dust particle. (Thus, the trajectory of the vacuum cleaner is a polygonal line.) Represent the state of the system by the point process of dust particles together with the position of the vacuum cleaner. Clearly, this is a Markov process. Physical intuition dictates that the system is always stable, in the sense that the Markov process is positive recurrent. Exhibiting rigorous proof methods for this prototype space-time stochastic stability problem (as well as more realistic ones) is an open problem.
