Over forty years ago, Goethals and Seidel showed that if the adjacency algebra of a strongly regular graph X contains a Hadamard matrix then X is either of Latin square type or of negative Latin square type [9] . We extend their result to complex Hadamard matrices and find only three additional families of parameters for which the strongly regular graphs have complex Hadamard matrices in their adjacency algebras.
Introduction
An n × n complex matrix W is type II if 
We say two type II matrices W and W ′ are type II equivalent if W ′ = M W N for some invertible monomial matrices M and N .
Type II matrices were introduced by Sylvester as inverse orthogonal matrices in [12] . Over a century later, Jones defined a special class of type II matrices called spin models to construct link invariants [11] . Spin models are matrices that satisfy three types of conditions corresponding to the three Reidemeister moves on link diagrams. In particular, the Potts model is the n × n matrix −u 3 I + u −1 (J − I), where (u 2 +u −2 ) 2 = n and J is the matrix of all ones. The Potts models give evaluations of Jones polynomial. Condition (1) corresponds to the second Reidemeister move, hence the term type II matrices. A connection to combinatorics comes from Nomura's construction of association schemes from type II matrices. Further, type II matrices arise from various interesting combinatorial objects [3] .
If every entry of an n × n type II matrix W has absolute value 1, then (1) is equivalent to W W T = nI.
In this case, W is a complex Hadamard matrix. Two complex Hadamard matrices are equivalent if they are type II equivalent. Apart from being a generalization of (real) Hadamard matrices, complex Hadamard matrices have applications in quantum information theory, operator theory and combinatorics, see [14] , [10] and [6] . Researchers are interested in finding infinite families of complex Hadamard matrices, as well as the classification of complex Hadamard matrices of small sizes. In [5] , Diţȃ described a construction of complex Hadamard matrices that generalizes the Kronecker product. Many known parametric families of complex Hadamard matrices in [14] result from Diţȃ's construction. The complex Hadamard matrices obtained in this paper, with the exception of a few, do not arise from Diţȃ's construction [2] .
Goethals and Seidel determined that the strongly regular graphs, which contain (real) Hadamard matrices in their adjacency algebras, are either of Latin square type and of negative Latin square type. In this paper, we show that there are only three more families of parameters for which the strongly regular graphs give complex Hadamard matrices. The situation is different for distance regular covers of the complete graph. There are only finitely many such graphs that give complex Hadamard matrices.
Strongly Regular Graphs

Preliminary
We introduce strongly regular graphs, please see [1] and [7] for details.
A strongly regular graph with parameters (v, k, a, c) is a k-regular graph X with v vertices, that is not complete, in which every pair of adjacent vertices have exactly a common neighbours and every pair of distinct nonadjacent vertices have exactly c common neighbours. The complement of X, denoted by X, is also strongly regular and it has parameters
Moreover X is not connected if and only if it is isomorphic to mK k+1 for some m ≥ 2. In this case, a = k − 1 and c = 0. We say a strongly regular graph X is primitive if both X and X are connected.
Let A(X) denote the adjacency matrix of a strongly regular graph X with parameters (v, k, a, c). Then A(X) satisfies
When a−c = 0, A(X) is the incidence matrix of a symmetric (v, k, c)-design.
Similarly when a − c = −2, A(X) is the incidence matrix of a symmetric
As X is k-regular, k is an eigenvalue of A(X) with eigenvector 1. The eigenvalues of A(X) associated with the eigenvectors orthogonal to 1 satisfy
Let θ and τ be the roots of this quadratic equation, where θ ≥ τ . Then θ + τ = a − c and θτ = −(k − c) ≤ 0 are integers. It is known that either X has parameters (v,
2 ) or both θ and τ are integers. In the former case, X is called a conference graph.
Note that A(X) has eigenvalues v − k − 1, −τ − 1 and −θ − 1. It follows that if X is primitive then
The multiplicity of θ and τ are
respectively. The integrality of m θ and m τ imposes a necessary condition on (v, k, a, c) for the existence of the strongly regular graph with these parameters.
A Necessary Condition
The following result from [3] lists all type II matrices belong to the adjacency algebra of the strongly regular graph X.
2.1 Theorem. Let X be a strongly regular graph with v > 4 vertices, valency k, and eigenvalues k, θ and τ , where θ ≥ 0 > τ . Suppose
Then W is a type-II matrix if and only if one of the following holds
and W is the Potts model.
, and X is isomorphic to mK k+1 for some m > 1.
(c) x = 1 and
and A(X) is the incidence matrix of a symmetric
(d) x = −1 and
and A(X) is the incidence matrix of a symmetric (v, k, k + θτ )-design.
(e) x + x −1 is a zero of the quadratic
Therefore if v > 4 and |x| = |y| = 1 then X is primitive. Note that we have θ + τ = −2 for Case (c) and θ + τ = 0 for Case (d). Proof. We only have to consider Case (e) of Theorem 2.1.
Let ∆ = α 2 + 4θτ (β + 2θτ ). Solving the quadratic in (2) gives
Since k + θτ = c, we have α + 4θτ + √ ∆ > 0. It follows from θτ < 0 that
we have α + 4θτ − √ ∆ > 0 and
We conclude that if θ + τ ≥ 1 then x + x −1 < −2 and |x| = 1.
Substituting θ + τ = a − c and θτ = c − k gives
It follows that
Therefore x + x −1 > 2 and |x| = 1 when θ + τ ≤ −3.
Parameters
In this section, we let X be a primitive strongly regular graph with at least five vertices, and let W = I + xA(X) + yA(X) where (x, y) is a solution given by Theorem 2.1. 
Proof. Substituting τ = −θ to the quadratic in (2) yields
The former gives x = −1, and from Theorem 2.1 (d), we get
Note that v < 4θ 2 if and only if y ∈ R and |y| = 1. Furthermore, y = 1 is equivalent to (θ 2 − 1)(v − 4θ 2 ) = 0. If θ = −τ = 1 then v = k + 1 and X is complete. We conclude that y = 1 if and only if
The integrality of
Hence k can be 2θ 2 − θ, 2θ 2 or 2θ 2 + θ, which give parameter set in (i), (iii) and (ii), respectively. Now (i) and (ii) are parameter sets for Latin-square graphs L θ (2θ) and negative Latin-square graphs N L θ (2θ), respectively. Theomem (2.1) gives only Hadamard matrices, as expected from [9] , For parameter set (iii), we get
and by Theorem 2.1 (e)
In all cases, |x| = |y| = 1.
Lemma. Suppose θ + τ = −1. Then W is a complex Hadamard matrix if and only if X or X has one of the following parameters:
Proof. If X is a conference graph then we get the parameter set (i) and
or
Both solutions satisfy |x| = |y| = 1. We assume θ is a positive integer. Theorem 2.1 (e) gives
which is real if and only if
We see that
After simplification, this inequality becomes (k−2θ 2 −θ)(k−2θ 2 −3θ−1) ≤ 0. Hence we have 2θ 2 + θ ≤ k ≤ 2θ 2 + 3θ + 1. Now write k = 2θ 2 + θ + h for some integer 0 ≤ h ≤ 2θ + 1. Then
For v ∈ Z, either h = 0, h = 2θ + 1, or (θ 2 + h) divides (h(h − 2θ − 1)). If h(h − 2θ − 1) = 0 then the last condition implies |θ 2 + h| ≤ |h(h − 2θ − 1)|. Since
the inequality holds if and only if h = θ. When h = θ and k = 2θ 2 + 2θ, we get parameter set (i) and X is a conference graph. When h = 2θ + 1, X has parameter set (ii). When h = 0, X has parameter set (ii). In the last two cases, Equation (2) gives x + x −1 = 0 or −θ −1 (1 + θ) −1 . Hence we have x = ±i and y = x −1 ,
In all cases, |x| = |y| = 1. 
Proof. Observe that θ + τ = 0 if and only if (−1 − τ ) + (−1 − θ) = −2. By Lemma 2.2, it is sufficient to consider only the strongly regular graphs with θ + τ = 0 or θ + τ = −1. The theorem follows from Lemma 2.3 and Lemma 2.4.
Remarks
We remark on the parameter sets (iii) to (v) in Theorem 2.5, which give complex Hadamard matrices with non-real entries.
1. Let X be a strongly regular graph with parameters (4θ 2 −1, 2θ 2 , θ 2 , θ 2 ).
Let S(X) = J − I − 2A(X) be the Seidel matrix of X. Then
is a regular two-graph with minimal polynomial z 2 + 2z − (4θ 2 − 1). It is a generalized conference matrix and T + I is a Hadamard matrix. Solution (3) gives a complex Hadamard matrix that is equivalent to the construction from T + I described in Theorem 4.1 of [13] .
Note that A(X) is the incidence matrix of the complement of a Hadamard design. Solution (4) gives the same construction as in Theorem 2.4 of [13] and Theorem 6.1 of [3] .
The complex Hadamard matrices obtained from these graphs, for θ ≥ 2, do not result from Diţȃ's construction [2] .
2. Let X be a conference graph with parameters
Let S(X) be the Seidel matrix of X. Then
is a regular two-graph with minimal polynomial z 2 − (2θ + 1) 2 . Thus T is a symmetric conference matrix and the solutions in (5) and (6) are the same as the one given by Theorem 3.1 of [13] .
When θ 2 +θ > 2, the complex Hadamard matrices obtained from these graphs do not come from Diţȃ's construction [2] .
When θ 2 + θ = 2, Solution (6) gives the Kronecker product of two Potts model of size three. This is the only complex Hadamard matrix obtained from these graphs that results from Diţȃ's construction.
3. Let X be a strongly regular graph with parameter set
The Seidel matrix S(X) of X is a regular two-graph with minimal polynomial z 2 − (2θ + 1) 2 = 0. Hence S(X) is a regular symmetric conference matrix. The complex Hadamard matrices with x = y −1 = ±i were constructed by Turyn in [15] .
Conversely, every regular conference matrix is symmetric [4] and it is the Seidel matrix of a strongly regular graph X where X or X has the above parameters.
2.6 Corollary. Given a regular conference matrix C of size 4θ 2 +4θ + 2. Let W be the matrix obtained from C by replacing 0, 1 and −1 by
, and x respectively. Then W is a complex Hadamard matrix.
None of these complex Hadamard matrices results from Diţȃ's construction [2] .
Covers of Complete Graphs
A graph X of diameter d is antipodal if the relation "at distance 0 or d" is an equivalence relation. We are interested in the distance regular graphs with diameter three that are antipodal. These are the distance regular covers of the complete graph. There are three parameters (n, r, c 2 ) associated with each of these graphs where n is the number of equivalence classes; r is the size of each equivalence class; and every pair of vertices at distance two have exactly c 2 common neighbours. The intersection numbers of X depend on n, r and c 2 , in particular, adjacent vertices have exactly a 1 = n − 2 − (r − 1)c 2 common neighbours. Let X be an antipodal distance-regular graph of diameter three of parameters (n, r, c 2 ). The adjacency matrix of X has four eigenvalues:
See [8] for details on distance regular covers of the complete graph including the next result. From Theorem 9.1 and its proof in [3] , we see that 3.2 Lemma. Suppose X is an antipodal distance regular graph of diameter three with parameters (n, r, c 2 ). For i = 1, 2, 3, let A i be the i-th distance matrix of X. Then
is type II if and only if the following system of equations have a solution:
(
For complex Hadamard matrices, we add the condition |x| = |y| = |z| = 1.
3.3 Lemma. If the system of equations in Lemma 3.2 has a solution satisfying |x| = |y| = |z| = 1 then n ≤ 16.
Proof. Assume |x| = |y| = |z| = 1. Then for α ∈ {x, y, z,
Expanding the right-hand side of Equation (7) gives
Similarly, Equations (8) and (9) yield
and nr = 2 + 2τ
respectively. When δ ≥ 2, the expression n 2 − 16(1 − τ ) 2 = n 2 − 4(δ − 2) 2 − 4(δ 2 + 4(n − 1)) + 8(δ − 2) δ 2 + 4(n − 1)
≥ n 2 − 4(δ − 2) 2 − 4(δ 2 + 4(n − 1)) + 8(δ − 2)δ = n(n − 16).
If n ≥ 17 then n 2 > 16(1 − τ ) 2 , it follows from (12) that n > 4r which contradicts (10) . When δ = 1, we have τ = The first two solutions give complex Hadamard matrices that are equivalent to U 15 and V 15 in [13] . Computation in Maple showed that none of these matrices results from Diţȃ's construction [2] .
