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Abstract
Pairwise similarities and dissimilarities between data points might be easier to obtain than fully labeled
data in real-world classification problems, e.g., in privacy-aware situations. To handle such pairwise informa-
tion, an empirical risk minimization approach has been proposed, giving an unbiased estimator of the classifi-
cation risk that can be computed only from pairwise similarities and unlabeled data. However, this direction
cannot handle pairwise dissimilarities so far. On the other hand, semi-supervised clustering is one of the meth-
ods which can use both similarities and dissimilarities. Nevertheless, they typically require strong geometrical
assumptions on the data distribution such as the manifold assumption, which may deteriorate the performance.
In this paper, we derive an unbiased risk estimator which can handle all of similarities/dissimilarities and un-
labeled data. We theoretically establish estimation error bounds and experimentally demonstrate the practical
usefulness of our empirical risk minimization method.
1 Introduction
In supervised classification, we need a vast amount of labeled training data to train our classifiers. However, it is
often not easy to obtain labels due to high labeling costs [Chapelle et al., 2010], privacy concern [Warner, 1965],
social bias [Nederhof, 1985], and difficulty to label data. For such reasons, there is a situation in real-world clas-
sification problems, where pairwise similarities (i.e., pairs of samples in the same class) and pairwise dissimi-
larities (i.e., pairs of samples in different classes) might be easier to collect than fully labeled data. For example,
in the task of protein function prediction [Klein et al., 2002], the knowledge about similarities/dissimilarities
can be obtained as additional supervision, which can be found by experimental means. To handle such pairwise
information, similar-unlabeled (SU) classification [Bao et al., 2018] has been proposed, where the classification
risk is estimated in an unbiased fashion from only similar pairs and unlabeled data. Although they assumed that
only similar pairs and unlabeled data are available, we may also obtain dissimilar pairs in practice. In this case,
a method which can handle all of similarities/dissimilarities and unlabeled data is desirable.
Semi-supervised clustering [Wagstaff et al., 2001] is one of the methods that can handle both similar and
dissimilar pairs, where must-link pairs (i.e., similar pairs) and cannot-link pairs (i.e., dissimilar pairs) are used
to obtain meaningful clusters. Existing work provides useful semi-supervised clustering methods based on
the ideas that (i) must/cannot-links are treated as constraints [Basu et al., 2002, Wagstaff et al., 2001, Li and
Liu, 2009, Hu et al., 2008], (ii) clustering is performed with metrics learned by semi-supervised metric learn-
ing [Xing et al., 2003, Bilenko et al., 2004, Weinberger and Saul, 2009, Davis et al., 2007, Niu et al., 2012], and
(iii) missing links are predicted by matrix completion [Yi et al., 2013, Chiang et al., 2015]. However, there is a
gap between the motivation of clustering and classification algorithms, so applying semi-supervised clustering
to classification might cause a problem. For example, most of the semi-supervised clustering methods rely on
geometrical or margin-based assumptions such as the cluster assumption and manifold assumption [Chapelle
et al., 2010], which heavily depend on the structure of datasets. Therefore, the range of applications of semi-
supervised clustering can be restricted. In addition, the objective of semi-supervised clustering is not basically
the minimization of the classification risk, which may perform suboptimally in terms of classification accuracy.
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In this paper, we propose similar-dissimilar-unlabeled (SDU) classification, where we can utilize all of pair-
wise similarities/dissimilarities and unlabeled data for unbiased estimation of the classification risk. Similarly
to SU classification, our method does not require geometrical assumptions on the data distribution and directly
minimizes the classification risk. As the first step to construct our SDU classification, we propose dissimilar-
unlabeled (DU) classification and similar-dissimilar classification (SD), where only dissimilar and unlabeled
data or similar and dissimilar data are required. Then, we combine the risks of SU, DU, and SD classification
linearly in a similar manner to positive-negative-unlabeled (PNU) classification [Sakai et al., 2017]. One im-
portant question is which combination of these three risks is the best. To answer this question, we establish
estimation error bounds for each algorithm and find that SD and DU classification are likely to outperform SU
classification in terms of generalization. Therefore, we claim that the combination of SD and DU classification
is the most promising approach for SDU classification. Through experiments, we demonstrate the practical
usefulness of our proposed method.
Our contributions can be summarized as follows.
• We extend SU classification to DU and SD classification and propose SDU classification by combination
of those algorithms (Sec. 3).
• We establish estimation error bounds for each algorithm and confirm also that unlabeled data helps to
estimate the classification risk. (Sec. 4.1 and Sec. 4.3).
• From the comparison of the estimation error bounds, we find that SD classification and DU classification
are likely to outperform SU classification, and provide an insight that the combination of SD and DU
classification is the most promising for SDU classification (Sec. 4.2).
2 Preliminary
In this section, we first introduce our problem setting and data generation process of similar pairs, dissimilar
pairs, and unlabeled data. Then we review the formulation of the existing SU classification algorithm.
2.1 Problem Setting
Let X ⊂ Rd and Y = {+1,−1} be a d-dimensional example space and binary label space, respectively.
Suppose that each labeled example (x, y) ∈ X ×Y is generated from the joint probability with density p(x, y)
independently. For simplicity, let pi+ and pi− be class priors p(y = +1) and p(y = −1), which satisfy the
condition pi+ + pi− = 1, and p+(x) and p−(x) be class conditional densities p(x|y = +1) and p(x|y = −1).
The standard goal of supervised binary classification is to obtain a classifier f : X → R which minimizes
the classification risk defined by
R(f) := E(X,Y )∼p(x,y) [`(f(X), Y )] , (1)
where E(X,Y )∼p(x,y) [·] denotes the expected value over joint density p(x, y) and ` : R × Y → R+ is a loss
function.
2.2 Generation Process of Training Data
We describe the data generation process of pairwise similar and dissimilar data and unlabeled data. We assume
that similar and dissimilar pairs are generated from pairwise distributions independently. We denote the event
that two samples (x, y) and (x′, y′) have the same class label (i.e., y = y′) by s = +1, and otherwise by s = −1.
Then, similar and dissimilar pairs are generated from an underlying joint density p(x,x′, s) as follows:
DSD := {(xSD.i,x′SD,i, si)}nSDi=1 ∼ p(x,x′, s), (2)
2
where
p(x,x′, s = +1) = p(s = +1)p(x,x′|s = +1) = p(y = y′)p(x,x′|y = y′), (3)
p(x,x′, s = −1) = p(s = −1)p(x,x′|s = −1) = p(y 6= y′)p(x,x′|y 6= y′). (4)
Here, nSD pairs in DSD can be decomposed into nS similar pairs and nD dissimilar pairs based on the variable
s.
DS := {(xS.i,x′S,i)}nSi=1 = {(x,x′) | (x,x′, s = +1) ∈ DSD} , (5)
DD := {(xD.i,x′D,i)}nDi=1 = {(x,x′) | (x,x′, s = −1) ∈ DSD} . (6)
For convenience, we introduce notations representing the similar and dissimilar proportions and conditional
densities.
piS := p(y = y
′), (7)
piD := p(y 6= y′), (8)
pS(x,x
′) := p(x,x′|y = y′), (9)
pD(x,x
′) := p(x,x′|y 6= y′). (10)
Then, we can consider the generation process of similar and dissimilar pairs as
DS ∼ pS(x,x′),
DD ∼ pD(x,x′).
Note that we assume each sample in a pair is generated independently, namely, (x, y), (x′, y′) ∼ p(x, y). Thus,
we have
piS = p(y = +1)p(y
′ = +1) + p(y = −1)p(y′ = −1) = pi2+ + pi2−,
piD = p(y = +1)p(y
′ = −1) + p(y = −1)p(y′ = +1) = 2pi+pi−,
pS(x,x
′) =
pi2+
piS
p+(x)p+(x
′) +
pi2−
piS
p−(x)p−(x′),
pD(x,x
′) =
1
2
p+(x)p−(x′) +
1
2
p−(x)p+(x′).
We assume unlabeled samples are generated as follows:
DU := {xU,i}nUi=1 ∼ pU(x) = pi+p+(x) + pi−p−(x). (11)
2.3 SU classification
In [Bao et al., 2018], SU classification was proposed, where the classification risk is estimated in an unbiased
fashion only from similar pairs and unlabeled data.
Proposition 1 (Theorem 1 in [Bao et al., 2018]). The classification risk in Eq. (1) can be equivalently repre-
sented as
RSU(f) =piSE(X,X′)∼pS(x,x′)
[
L˜(f(X)) + L˜(f(X ′))
2
]
+EX∼pU(x) [L(f(X),−1)] ,
(12)
where
L(z, t) := pi+
pi+ − pi− `(z, t)−
pi−
pi+ − pi− `(z,−t), (13)
L˜(z) := 1
pi+ − pi− `(z,+1)−
1
pi+ − pi− `(z,−1). (14)
We can train a classifier by minimizing the empirical version of RSU, R̂SU, from (DS,DU).
3
3 Proposed Method
In this section, we propose SDU classification, where the classification risk is estimated from similar and dissim-
ilar pairs and unlabeled data. For the preparation to construct SDU classification, we extend SU classification
to DU and SD classification first.
3.1 DU and SD classification
As well as SU classification, the classification risk can be estimated only from dissimilar pairs and unlabeled
data (DU), or similar pairs and dissimilar pairs (SD) as follows.
Theorem 1. The classification risk in Eq. (1) can be equivalently represented as
RDU(f) =piDE(X,X′)∼pD(x,x′)
[
−L˜(f(X)) + L˜(f(X
′))
2
]
+EX∼pU(x) [L(f(X),+1)] ,
(15)
RSD(f) = piSE(X,X′)∼pS(x,x′)
[L(f(X),+1) + L(f(X ′),+1)
2
]
+ piDE(X,X′)∼pD(x,x′)
[L(f(X),−1) + L(f(X ′),−1)
2
]
,
(16)
where L(z, t) and L˜(z) are defined in Theorem 1.1
We can train a classifier by minimizing the empirical version of RDU or RSD, R̂DU or R̂SD, obtained
from (DD,DU) or (DS,DD). We call the training with these risks DU classification and SD classification,
respectively.
3.2 SDU classification
We propose SDU classification by combining SU, DU, and SD classification. The main idea of our method is to
combine risks obtained from SU, DU and SD data in a similar manner to Positive-Negative-Unlabeled (PNU)
classification [Sakai et al., 2017].
With a positive real value γ ∈ [0, 1], we define the following three representations of the classification risk.
RγSDSU(f) := (1− γ)RSD(f) + γRSU(f), (17)
RγSDDU(f) := (1− γ)RSD(f) + γRDU(f), (18)
RγSUDU(f) := (1− γ)RSU(f) + γRDU(f). (19)
We call the training with these risks SDSU classification, SDDU classification, and SUDU classification, re-
spectively. Here, one spontaneous question is that which one is the most promising algorithm. We can claim
the combination of SD and DU risks is the most promising from the point of view of estimation error bounds.
We discuss the details in Sec. 4.2.
3.3 Practical Implementation
We investigate the objective function when using a linear classifier f(x) = w>φ(x)+b, wherew ∈ Rk and b ∈
R are parameters andφ : Rd → Rk is a mapping function. For simplicity, we consider the following generalized
1Due to limited space, the proofs of theorems are shown in Appendix A.
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optimization problem, With positive real values γ = {γ1, γ2, γ3} which satisfy the condition γ1+ γ2+ γ3 = 1,
we denote our optimization problem by
min
w
Ĵγ(w), (20)
where
Ĵγ(w) = R̂γSDU(w) +
λ
2
‖w‖2, (21)
R̂γSDU(w) = γ1R̂SU(w) + γ2R̂DU(w) + γ3R̂SD(w). (22)
Here, λ > 0 is a parameter of L2 regularization. When γ1 = 0, γ2 = 0 and γ3 = 0, this optimization
corresponds to SDDU, SDSU, SUDU classification, respectively.
From now on, we assume the loss function is a margin loss function. As defined in [Mohri et al., 2012], we
call ` a margin loss function if there exists ψ : R→ R+ such that `(z, t) = ψ(tz). In general, the optimization
problem in Eq. (20) is not a convex problem. However, if we choose ` satisfies the following property, the
optimization problem becomes convex.
Theorem 2. Suppose that the loss function `(z, t) is a convex margin loss, twice differentiable in z almost
everywhere (for every fixed t ∈ {±1}) and satisfies following condition.
`(z,+1)− `(z,−1) = −z. (23)
Then, the optimization problem in Eq. (20) is a convex problem.
Next, we consider the case of squared loss and double hinge loss, which satisfy the condition in Eq. (23).
3.3.1 Squared Loss
Suppose that we use squared loss defined by
`SQ(z, t) =
1
4
(tz − 1)2. (24)
Then, the objective function in Ĵγ(w) can be written as
Ĵγ(w) =
1
4
w>
{
γ3
(
piS
2nS
X>S XS +
piD
2nD
X>DXD
)
+
γ1 + γ2
nU
X>UXU + 2λI
}
w
+
1
pi+ − pi−
{
− piS
2nS
(
γ1 +
γ3
2
)
X>S 1 +
piD
2nD
(
γ2 +
γ3
2
)
X>D1+
1
2nU
(γ1 − γ2)X>U1
}
w
+ const.,
(25)
where
XS := [φ(xS,1),φ(x
′
S,1), . . . ,φ(xS,nS),φ(x
′
S,nS)]
>,
XD := [φ(xD,1),φ(x
′
D,1), . . . ,φ(xD,nD), φ(x
′
D,nD)]
>,
XU := [φ(xU,1), . . . ,φ(xU,nU)]
>.
We denote 1 as the vector whose elements are all ones and I as the identity matrix. Since this function has a
quadratic form with respect to w, the solution of this minimization problem can be obtained analytically.
3.3.2 Double Hinge Loss
Standard hinge loss `H(z, t) = max(0,−tz) does not satisfy condition in Eq. (23). As an alternative, double
hinge loss `DH(z, t) = max(−tz,max(0, 12 − 12 tz) is proposed by [Du Plessis et al., 2015]. When we use `DH,
we can solve the optimization problem in Eq. (20) by quadratic programming.2
2The details is described in Appendix B.
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3.4 Class Prior Estimation
Although we have to know the class prior pi+ before training for calculation of empirical risks R̂SD, R̂SU, and
R̂DU, pi+ can be estimated from the number of similar pairs nS and the number of dissimilar pairs nD. First,
pi+ and piS has following relationship.
pi+ =
{
1+
√
2piS−1
2 (pi+ ≥ 0.5),
1−√2piS−1
2 (pi+ < 0.5),
(26)
The above equality is obtained from 2piS − 1 = piS − piD = (pi+ − pi−) = (2pi+ − 1)2. Note that piS =
nS/(nS + nD) is an unbiased estimator of piS. Thus, pi+ can be estimated by plugging piS into Eq. (26).
4 Theoretical Analysis
In this section, we analyze the generalization bound for our algorithms. As the first step, we show estimation
error bounds for SU, DU, and SD classification via Rademacher complexity. With those bounds, we compare
each algorithm and then we clarify which algorithm among the three SDU classification approaches is the most
promising. Finally, we show the estimation error bound for SDU classification.
4.1 Estimation Error Bounds for SU, DU, and SD
First, we investigate estimation error bounds for SU, DU and SD classification. Let F ⊂ RX be a function class
of the specified model.
Definition 1 (Rademacher Complexity). Let n be a positive integer, Z1, . . . , Zn be i.i.d. random variables
drawn from a probability distribution with density µ,H = {h : Z → R}be a class of measurable functions, and
σ = (σ1, . . . , σn) be Rademacher variables, i.e., random variables taking +1 and −1 with even probabilities.
Then the (expected) Rademacher complexity ofH is defined as
R(H;n, µ) := EZ1,...,Zn∼µEσ
[
sup
h∼H
1
n
n∑
i=1
σih(Zi)
]
. (27)
For the function class F and any probability density µ, we assume
R(F ;n, µ) ≤ CF√
n
. (28)
This assumption holds for many models such as linear-in-parameter model class F = {f(x) = w>φ(x)}.
Partially based on [Bao et al., 2018], we have estimation error bounds for SU, DU and SD classification as
follows.
Theorem 3. Let R(f) = E[`(f(x), y)] be a classification risk for function f , f∗ be its minimizer and
f̂SU, f̂DU, f̂SD be minimizers of empirical SU, DU, SD risk, respectively. Assume the the loss function ` is
ρ-Lipschitz function with respect to the first argument (0 < ρ < ∞), and all functions in the model class F
are bounded, i.e., there exists a constant Cb such that ‖f‖ ≤ Cb for any f ∈ F . Let C` := supt∈{±1} `(Cb, t).
For any δ > 0, all of the following inequalities hold with probability at least 1− δ:
R(f̂SU)−R(f∗) ≤ CF,`,δ
(
2piS√
2nS
+
1√
nU
)
, (29)
R(f̂DU)−R(f∗) ≤ CF,`,δ
(
2piD√
2nD
+
1√
nU
)
, (30)
R(f̂SD)−R(f∗) ≤ CF,`,δ
(
piS√
2nS
+
piD√
2nD
)
, (31)
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where
CF,`,δ =
1
|pi+ − pi−|
(
4ρCF +
√
2C2` log
8
δ
)
. (32)
4.2 Comparison of SD, SU, and DU Bounds
Here, we compare SU, DU, and SD algorithms from the point of view of estimation error bounds. Under the
generation process of similar and dissimilar pairs in Eq. (2), we have
Corollary 1. Suppose similar and dissimilar pairs follow the generation process in Eq. (2). We denote estima-
tion error bounds for SD, SU, and DU in Theorem 3 by VSD, VSU, and VDU, respectively. Then, VDU ≤ VSU
and VSD ≤ VSU hold with the probability at least 1− exp(−cnSD) for some constant c > 0.
Proof. If piS/
√
2nS > piD/
√
2nD holds, then
VSU − CF,`,δ/√nU
VDU − CF,`,δ/√nU =
piS/
√
2nS
piD/
√
2nD
> 1,
and
VSU − VSD = CF,`,δ
(
piS√
2nS
− piD√
2nD
+
1√
nU
)
> 0.
These two inequalities indicate VDU ≤ VSU and VSD ≤ VSU, respectively.
Since we assume the generation process in Eq.(2), the class of each pair (i.e., similar or dissimilar) follows a
Bernoulli distribution. Therefore, the number of pairs in each class follows a binomial distribution, namely,
nD ∼ Binomial(nSD, piD). By using Chernoff’s inequality in [Okamoto, 1959], we have
p
(
piS√
2nS
≤ piD√
2nD
)
= p
(
nD ≤ nSDpi
2
D
pi2S + pi
2
D
)
≤ exp
(
− nSDpiD
2(1− piD)
(
1− piD
pi2S + pi
2
D
)2)
.
Therefore,
p(VDU ≤ VSU ∧ VSD ≤ VSU) ≥ 1− exp
(
− nSDpiD
2(1− piD)
(
1− piD
pi2S + pi
2
D
)2)
.
From above discussion, when nSD is sufficiently large, we have VSD ≤ VDU ≤ VSU or VDU ≤ VSD ≤ VSU
with high probability. Thus, we claim that the best pairwise combination for SDU algorithm is SDDU.
4.3 Estimation Error Bounds for SDU
Now we consider the estimation error bound for SDU classification. With the same technique in Theorem 3, we
have the following theorem.
Theorem 4. Let R(f) = E[`(f(x), y)] be a classification risk for function f , f∗ be its minimizer and f̂SDU
be a minimizer of the empirical risk R̂γSDU in Eq. (22). Assume the the loss function ` is ρ-Lipschitz function
with respect to the first argument (0 < ρ < ∞), and all functions in the model class F are bounded, i.e., there
exists an constant Cb such that ‖f‖ ≤ Cb for any f ∈ F . Let C` := supt∈{±1} `(Cb, t). For any δ > 0, with
probability at least 1− δ,
R(f̂SDU)−R(f∗) ≤ C ′F,`,δ
(
(2γ1 + γ3)
piS√
2nS
+ (2γ2 + γ3)
piD√
2nD
+(|γ1pi− − γ2pi+|+ |γ1pi+ − γ2pi−|) 1√
nU
)
,
(33)
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where
C ′F,`,δ =
1
|pi+ − pi−|
(
4ρCF +
√
2C2` log
12
δ
)
. (34)
5 Experiments
In this section, we experimentally evaluate the performance of our SDU algorithm and investigate the behaviors
of SU, DU and SD classification.
5.1 Datasets
We conducted experiments on ten benchmark datasets obtained from UCI Machine Learning Repository [Lich-
man et al., 2013] and LIBSVM [Chang and Lin, 2011]. To convert labeled data into similar and dissimilar pairs,
we first determined the positive prior pi+. Then we randomly subsampled pairwise similar and dissimilar data
following the ratio of piS and piD. To obtain unlabeled data, we randomly picked data following the ratio of pi+
and pi−. For all experiments, pi+ was set to 0.7.
5.2 Common Setup
As a classifier, we used the linear-in-input model f(x) = w>x+b. The weight of L2 regularization was chosen
from {10−1, 10−4, 10−7}. For SDU algorithms, the combination parameter γ was chosen from {0.0, 0.2, ..., 0.8, 1.0}.
For hyper-parameter tuning, we used 5-fold cross-validation. To estimate validation error, the empirical risk on
SD data R̂SD equipped with the zero-one loss `(·) = (12 (1 − sign(·))) was used. In each trial, the parameters
with the minimum validation error were chosen.
We used squared loss for experiments in Sec. 5.3 and Sec. 5.4 and both squared and double-hinge loss for
experiments in Sec. 5.5. For experiments in Sec. 5.4 and Sec. 5.5, class prior pi+ was estimated from the number
of similar and dissimilar pairs by means of Eq. (26).
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Figure 1: Average misclassification rate and standard error as a function of the number of similar and dissimilar pairs over
50 trials. For all experiments, class prior pi+ is set to 0.7 and nU is set to 500.
5.3 Comparison of SU, DU, and SD Performances
We compared the performances of SU, DU and SD classification. We set the number of unlabeled samples to
500 and the number of pairwise data to {50, 100, 200, 400, 600}. In these experiments, we assumed true class
prior pi+ is known. As we show the results in Fig. 1, DU and SD classification consistently outperform SU
classification. The results are consistent with our analysis in Sec. 4.2 that SD and DU classification are likely to
outperform SU classification.3
3Due to limited space, the magnified versions of experimental results are shown in Appendix C.
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5.4 Improvement by Unlabeled Data
We investigated the effect of unlabeled data on classification performance. The number of pairwise data was set
to 50. We compared the performance of three SDU classification methods and SD classification. As the results
are shown in Fig. 2, when the number of unlabeled data is sufficiently large, SDDU classification outperforms
SD classification. Furthermore, we demonstrate that SDDU classification constantly performs the best among
all SDU classification.
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Figure 2: Average misclassification rate and standard error as a function of the number of unlabeled samples over 100 trials.
For all experiments, the class prior pi+ is set to 0.7 and nSD is set to 50. The mean error rate of SD classification is drawn
with a black dashed line.
5.5 Comparison of SDU and Existing Methods
We evaluated the performances of the proposed SDU classification with four baseline methods. We conducted
experiments on each benchmark dataset with 500 unlabeled data and {50, 200} similar or dissimilar pairs in
total. Accuracy was measured in each trial with 500 test samples. Due to limited space, we show only the
results of SDDU classification as a representative of the proposed method. As we can see in Table 1, SDDU
classification performs the best on many datasets. The details of the baseline methods are described below.
KMeans Clustering (KM): Ignoring all pairwise information, K-means clustering algorithm [MacQueen
et al., 1967] is applied to only training data. We predicted labels of test data with learned clusters.
Constrained KMeans Clustering (CKM): Constrained K-means clustering [Wagstaff et al., 2001] is a
clustering method using pairwise similar / dissimilar information as must-link / cannot-link constraints.
Semi-supervised Spectral Clustering (SSP): Semi-supervised spectral clustering [Chen and Feng, 2012]
is a spectral clustering based method, where similar and dissimilar pairs are used for affinity propagation. We
set k = 5, which is used for k-nearest-neighbors graph construction, and σ2 = 1, which is a precision parameter
for similarity measurement.
Information Theoretical Metric Learning (ITML): Information Theoretical Metric Learning [Davis
et al., 2007] is a metric learning based algorithm, where similar and dissimilar pairs used for regularizing
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Table 1: Mean accuracy and standard error on different benchmark datasets over 50 trials. For all experiments, class prior
pi+ is set to 0.7 and nU is set to 500. In SDU classification, we estimate class prior from nS and nD. For clustering
algorithms, the performance is evaluated by clustering accuracy 1 − min(r, 1 − r), where r is error rate. Bold numbers
indicate outperforming methods, chosen by one-sided t-test with the significance level 5%.
SDDU (proposed) Baselines
Dataset nSD Squared Double-Hinge KM CKM SSP ITML
adult 50 61.9 (0.9) 77.7 (0.6) 65.0 (0.8) 66.6 (1.1) 69.5 (0.3) 62.4 (0.7)
d = 123 200 71.4 (0.7) 82.5 (0.3) 63.3 (0.8) 71.9 (0.9) 69.3 (0.3) 60.8 (0.7)
banana 50 63.9 (1.2) 63.5 (1.1) 52.9 (0.4) 52.7 (0.4) 58.7 (0.7) 53.0 (0.4)
d = 2 200 66.5 (0.8) 66.9 (0.7) 52.5 (0.2) 52.5 (0.2) 66.5 (1.3) 52.5 (0.2)
codrna 50 78.1 (1.1) 68.5 (0.8) 62.6 (0.5) 61.5 (0.4) 54.6 (1.0) 62.7 (0.5)
d = 8 200 87.7 (0.6) 72.7 (0.7) 62.8 (0.5) 59.5 (0.5) 53.2 (0.7) 62.5 (0.5)
ijcnn1 50 64.7 (0.8) 68.8 (0.9) 55.5 (0.6) 54.7 (0.5) 60.9 (0.8) 55.8 (0.6)
d = 22 200 75.1 (0.7) 76.3 (0.5) 54.2 (0.3) 53.1 (0.3) 59.5 (0.8) 54.3 (0.4)
magic 50 65.5 (0.9) 65.1 (1.0) 52.4 (0.2) 51.8 (0.2) 52.7 (0.3) 52.5 (0.2)
d = 10 200 73.0 (0.6) 71.4 (0.7) 52.0 (0.2) 51.7 (0.2) 52.6 (0.3) 52.0 (0.2)
phishing 50 69.4 (0.8) 80.5 (0.9) 62.6 (0.3) 62.6 (0.3) 68.1 (0.3) 62.5 (0.3)
d = 68 200 81.7 (0.7) 87.0 (0.4) 62.6 (0.3) 62.8 (0.3) 68.4 (0.3) 62.6 (0.3)
phoneme 50 67.9 (0.9) 69.2 (0.9) 67.8 (0.3) 68.9 (0.5) 66.5 (1.0) 67.8 (0.3)
d = 5 200 73.5 (0.5) 74.4 (0.4) 67.8 (0.3) 71.0 (0.6) 72.0 (0.7) 67.9 (0.3)
spambase 50 66.7 (0.8) 82.9 (0.6) 63.7 (1.1) 64.2 (1.1) 70.4 (0.3) 61.4 (1.1)
d = 57 200 77.9 (0.7) 87.5 (0.3) 61.8 (1.2) 70.4 (0.6) 70.7 (0.3) 60.6 (1.2)
w8a 50 60.8 (0.9) 73.2 (0.9) 69.3 (0.3) 66.0 (0.7) 64.2 (0.6) 69.0 (0.3)
d = 300 200 64.1 (0.7) 80.2 (0.7) 69.3 (0.3) 56.3 (0.6) 67.2 (0.7) 68.6 (0.3)
waveform 50 72.9 (1.0) 83.2 (1.0) 51.5 (0.2) 51.6 (0.2) 53.3 (0.3) 51.5 (0.2)
d = 21 200 83.2 (0.6) 86.7 (0.6) 51.5 (0.2) 51.5 (0.1) 53.1 (0.3) 51.5 (0.2)
the covariance matrix. We used the identity matrix as prior information and a slack parameter γ was set to 1.
For test samples prediction, k-means clustering was applied with the obtained metric.
For clustering algorithms, the number of clusters K was set to 2. To evaluate the performances of k-means
based clustering methods (i.e., KM, CKM, and ITML), test samples were completely separated from training
samples. The labels of test samples are predicted based on the clusters obtained only from training samples. For
semi-supervised spectral clustering, we applied the algorithm on both train and test samples so that we could
predict for test samples.
6 Conclusion
In this paper, we proposed a novel weakly supervised classification algorithm, which is the empirical risk
minimization from pairwise similar, dissimilar, and unlabeled data. We formulated the optimization problem for
SDU classification and provided practical solutions with squared and double-hinge loss. From estimation error
bound analysis, we show that the SDDU combination is the most promising for SDU classification. Through
experiments on benchmark dataset, we confirmed that our SDU classification outperforms baseline methods.
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A Proofs of Theorems
In this section, we give complete proofs in Secs. 3 and 4.
A.1 Preliminaries
For convenience, we introduce pointwise densities p˜S(x) and p˜D(x) for similar and dissimilar data. By
marginalizing pairwise densities pS(x,x′) and pD(x,x′) by x′, we have
p˜S(x) :=
∫
pS(x,x
′)dx′ =
pi2+
pi2+ + pi
2−
p+(x) +
pi2−
pi2+ + pi
2−
p−(x), (35)
p˜D(x) :=
∫
pD(x,x
′)dx′ =
1
2
p+(x) +
1
2
p−(x). (36)
Let D˜S be a set of pointwise samples in DS and D˜D be a set of pointwise samples in DD as well.
D˜S := {x˜S,i}2nSi=1 =
⋃
{xS,x′S | (xS,x′S) ∈ DS}, (37)
D˜D := {x˜D,i}2nDi=1 =
⋃
{xD,x′D | (xD,x′D) ∈ DD}. (38)
Then, we can consider the generation process of pointwise similar/dissimilar data as
D˜S ∼ p˜S(x),
D˜D ∼ p˜D(x).
We use above notations for the proofs of Theorems 2, 3, and 4.
A.2 Proof of Theorem 1
We start from an unbiased risk estimator from SU data in Proposition 1. The classification risk is equivalently
represented as:
RSU(f) = piSE(X,X′)∼pS(x,x′)
[
L˜(f(X)) + L˜(f(X ′))
2
]
+EX∼pU(x) [L(f(X),−1)] , (39)
where
L(z, t) := pi+
pi+ − pi− `(z, t)−
pi−
pi+ − pi− `(z,−t),
L˜(z) := `(z,+1)− `(z,−1).
Since the pairwise density can be decomposed into density of similar pairs and dissimilar pairs, namely,
p(x,x′) = piSpS(x,x′) + piDpD(x,x′), the expectation over p(x,x′) can be decomposed as follows.
E(X,X′)∼p(x,x′)[·] = piSE(X,X′)∼pS(x,x′)[·] + piDE(X,X′)∼pD(x,x′)[·]. (40)
In addition, the risk over pU(x) can be equivalently represented as:
EX∼pU(x) [L(f(X),+1)] = E(X,X′)∼p(x,x′)
[L(f(X),+1) + L(f(X ′),+1)
2
]
, (41)
EX∼pU(x) [L(f(X),−1)] = E(X,X′)∼p(x,x′)
[L(f(X),−1) + L(f(X ′),−1)
2
]
. (42)
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By applying Eq.(40),(41), (41) to (39), we can derive the risk only from dissimilar and unlabeled distributions
or similar and dissimilar distributions.
RSU(f) =
(
E(X,X′)∼p(x,x′)
[
L˜(f(X)) + L˜(f(X ′))
2
]
−piDE(X,X′)∼pD(x,x′)
[
L˜(f(X)) + L˜(f(X ′))
2
])
+E(X,X′)∼p(x,x′)
[L(f(X),−1) + L(f(X ′),−1)
2
]
= piDE(X,X′)∼pD(x,x′)
[
−L˜(f(X)) + L˜(f(X
′))
2
]
+E(X,X′)∼p(x,x′)
[L(f(X),+1) + L(f(X ′),+1)
2
]
= RDU(f),
(43)
RSU(f) = piSE(X,X′)∼pS(x,x′)
[
L˜(f(X)) + L˜(f(X ′))
2
]
+
(
piSE(X,X′)∼pS(x,x′)
[L(f(X),−1) + L(f(X ′),−1)
2
]
+piDE(X,X′)∼pD(x,x′)
[L(f(X),−1) + L(f(X ′),−1)
2
])
= piSE(X,X′)∼pS(x,x′)
[L(f(X),+1) + L(f(X ′),+1)
2
]
+ piDE(X,X′)∼pD(x,x′)
[L(f(X),−1) + L(f(X ′),−1)
2
]
= RSD(f),
(44)
where we use the equation L(z,+1)−L(z,−1) = L˜(z). Therefore,RDU andRSD are also unbiased estimators
of the classification risk.
A.3 Proof of Theorem 2
We prove this theorem based on the positive semidefiniteness of the Hessian matrix similarly to SU classification
in [Bao et al., 2018]. Since ` is a twice differentiable margin loss, there is a twice differentiable function
ψ : R→ R+ such that `(z, t) = ψ(tz). Here our objective function can be written as
Ĵγ(w) =
λ
2
w>w − γ1piS
2nS(pi+ − pi−)
2nS∑
i=1
w>φ(x˜S,i) +
γ2piD
2nD(pi+ − pi−)
2nD∑
i=1
w>φ(x˜D,i)
+
γ3piS
2nS(pi+ − pi−)
2nS∑
i=1
(
pi+`(w
>φ(x˜S,i),+1)− pi−`(w>φ(x˜S,i),−1)
)
− γ3piD
2nD(pi+ − pi−)
2nD∑
i=1
(
pi−`(w>φ(x˜D,i),+1)− pi+`(w>φ(x˜D,i),−1)
)
+
1
nU(pi+ − pi−)
nU∑
i=1
(
(γ2pi+ − γ1pi−)`(w>φ(xU,i),+1) + (γ1pi+ − γ2pi−)`(w>φ(xU,i),−1)
)
.
(45)
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The second-order derivative of `(z, t) with respect to z can be computed as
∂2`(z, t)
∂z2
=
∂2ψ(tz)
∂z2
= t2
∂2ψ(ξ)
∂ξ2
=
∂2ψ(ξ)
∂ξ2
, (46)
where ξ = tz is employed in the second equality and t ∈ {+1,−1} is employed in the last equality. Here, the
Hessian of Ĵγ with respect to w is
HĴγ(w) = λI +
∂2ψ(ξ)
∂ξ2
(
γ3
2nS
2nS∑
i=1
φ(x˜S,i)φ(x˜S,i)
> +
γ3
2nD
2nD∑
i=1
φ(x˜D,i)φ(x˜D,i)
>
+
γ1 + γ2
nU
nU∑
i=1
φ(xU,i)φ(xU,i)
>
)
 0,
(47)
where A  0 means that a matrix A is positive semidefinite. Positive semidefiniteness of HĴγ(w) follows
from ∂
2ψ(ξ)
∂ξ2 ≥ 0 (∵ ` is convex) and φ(x˜)φ(x˜)>  0. Therefore, Ĵγ(w) is convex with respect to w.
A.4 Proof of Theorem 3
We apply the similar technique with SU classification to DU and SD classification. From pointwise decompo-
sition in Sec. A.1, we have the following lemma.
Lemma 1. Given any function f : X →, we denote RS˜U, RD˜U, and RS˜D by
RS˜U := piSEX∼p˜S(x)
[
L˜(f(X))
]
+EX∼pU(x) [L(f(X),−1)] , (48)
RD˜U := piDEX∼p˜D(x)
[
−L˜(f(X))
]
+EX∼pU(x) [L(f(X),+1)] , (49)
R
S˜D
:= piSEX∼p˜S(x) [L(f(X),+1)] + piDEX∼p˜D(x) [L(f(X),−1)] . (50)
Then, RS˜U, RD˜U, and RS˜D are equivalent to RSU, RDU, and RSD, respectively.
Here, empirical versions of above risks are defined as:
R̂S˜U :=
piS
2nS
2nS∑
i=1
L˜(f(x˜S,i)) + 1
nU
nU∑
i=1
L(fxU,i),−1), (51)
R̂D˜U := −
piD
2nD
2nD∑
i=1
L˜(f(x˜D,i)) + 1
nU
nU∑
i=1
L(f(xU,i),+1), (52)
R̂
S˜D
:=
piS
2nS
2nS∑
i=1
L(f(x˜S,i),+1) + piD
2nD
2nD∑
i=1
L(f(x˜D,i),−1). (53)
Note that above empirical risks are equivalent to R̂SU, R̂DU, and R̂SD, respectively.
Now we show the uniform deviation bound, which is useful to derive estimation error bounds. The proof
can be found in the textbooks such as [Mohri et al., 2012].
Lemma 2. Let Z be a random variable drawn from a probability distribution with density µ, H = {h : Z →
[0,M ]}(M > 0) be a class of measurable functions, {zi}ni=1 be i.i.d. samples drawn from the distribution with
density µ. Then, for any δ > 0, with the probability at least 1− δ,
sup
h∈H
∣∣∣∣∣EZ∼µ[h(Z)]− 1n
n∑
i=1
h(zi)
∣∣∣∣∣ ≤ 2R(H;µ, n) +
√
M2 log 2δ
2n
. (54)
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Here we can write the estimation error bound for SU classification by
R(f̂SU)−R(f∗) = RSU(f̂SU)−RSU(f∗)
≤
(
RSU(f̂SU)− R̂SU(f̂SU)
)
+
(
R̂SU(f
∗)−RSU(f∗)
)
≤ 2 sup
f∈F
∣∣∣RSU(f)− R̂SU(f)∣∣∣
= 2 sup
f∈F
∣∣∣RS˜U(f)− R̂S˜U(f)∣∣∣
= 2piS sup
f∈F
∣∣∣∣∣EX∼p˜S [L˜(f(X))]− 12nS
2nS∑
i=1
L˜(f(xS,i))
∣∣∣∣∣
+ 2 sup
f∈F
∣∣∣∣∣EX∼pU [L(f(X),−1)]− 1nU
nU∑
i=1
L(f(xU,i),−1)
∣∣∣∣∣ .
(55)
Similary, for DU and SD classification, we have
R(f̂DU)−R(f∗) ≤ 2piD sup
f∈F
∣∣∣∣∣EX∼p˜D [L˜(f(X))]− 12nD
2nD∑
i=1
L˜(f(xD,i))
∣∣∣∣∣
+ 2 sup
f∈F
∣∣∣∣∣EX∼pU [L(f(X),+1)]− 1nU
nU∑
i=1
L(f(xU,i),+1)
∣∣∣∣∣ ,
(56)
R(f̂SD)−R(f∗) ≤ 2piS sup
f∈F
∣∣∣∣∣EX∼p˜S [L(f(X),+1)]− 12nS
2nS∑
i=1
L(f(xS,i),+1)
∣∣∣∣∣
+ 2piD sup
f∈F
∣∣∣∣∣EX∼p˜D [L(f(X),−1)]− 12nD
2nD∑
i=1
L(f(xD,i),−1)
∣∣∣∣∣ ,
(57)
To derive bounds for each algorithm, we derive the uniform deviation bound for L˜(f(·)) and L(f(·),±1).
Lemma 3. Assume the the loss function ` is ρ-Lipschitz function with respect to the first argument (0 < ρ <
∞), and all functions in the model class F are bounded, i.e., there exists a constant Cb such that ‖f‖ ≤ Cb for
any f ∈ F . Let C` := supt∈{±1} `(Cb, t) and {xi}ni=1 be i.i.d. samples drawn from a probability distribution
with density p. For any δ > 0, each of the following inequality holds with probability at least 1− δ.
sup
f∈F
∣∣∣∣∣EX∼p [L˜(f(X))]− 1n
n∑
i=1
L˜(f(xi))
∣∣∣∣∣ ≤ 4ρCF +
√
2C2` log
4
δ
|pi+ − pi−|
√
n
, (58)
sup
f∈F
∣∣∣∣∣EX∼p [L(f(X),+1)]− 1n
n∑
i=1
L(f(xi),+1)
∣∣∣∣∣ ≤ 2ρCF +
√
1
2C
2
` log
4
δ
|pi+ − pi−|
√
n
, (59)
sup
f∈F
∣∣∣∣∣EX∼p [L(f(X),−1)]− 1n
n∑
i=1
L(f(xi),−1)
∣∣∣∣∣ ≤ 2ρCF +
√
1
2C
2
` log
4
δ
|pi+ − pi−|
√
n
. (60)
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Proof.
sup
f∈F
∣∣∣∣∣EX∼p [L˜(f(X))]− 1n
n∑
i=1
L˜(f(xi))
∣∣∣∣∣
≤ 1|pi+ − pi−| supf∈F
∣∣∣∣∣EX∼p [`(f(X),+1)]− 1n
n∑
i=1
`(f(xi),+1)
∣∣∣∣∣︸ ︷︷ ︸
with the probability at least 1− δ/2
+
1
|pi+ − pi−| supf∈F
∣∣∣∣∣EX∼p [`(f(X),−1)]− 1n
n∑
i=1
`(f(xi),−1)
∣∣∣∣∣︸ ︷︷ ︸
with the probability at least 1− δ/2
≤ 1|pi+ − pi−|
4R(` ◦ F ;n, p) +
√
2C2` log
4
δ
n
 ,
(61)
where ` ◦ F in the last line means the class {` ◦ f | f ∈ F}. The last inequality holds from Lemma 2, with the
probability 1− δ2 for each term. By applying Taragrand’s lemma,
R(` ◦ F ;n, p) ≤ ρR(F ;n, p). (62)
With the assumption in Eq. (28), we obtain
sup
f∈F
∣∣∣∣∣EX∼p [L˜(f(X))]− 1n
n∑
i=1
L˜(f(xi))
∣∣∣∣∣ ≤ 1|pi+ − pi−|
4ρCF√n +
√
2C2` log
4
δ
n
 ,
=
4ρCF +
√
2C2` log
4
δ
|pi+ − pi−|
√
n
.
(63)
The bounds for L(f(·),±1) can be proven similarly to L˜(f(·)).
By combining Lemma 3 and Eqs. (55), (56), (57), we complete the proof of this theorem.
A.5 Proof of Theorem 4
Let RγSDU(f) := γ1RSU(f) + γ2RDU(f) + γ3RSD(f). We can rewrite this risk as follows.
RγSDU(f) =
piS
pi+ − pi−EX∼p˜S(x) [(γ1 + γ3pi+)`(f(X),+1)− (γ1 + γ3pi−)`(f(X),−1)]
+
piD
pi+ − pi−EX∼p˜S(x) [−(γ2 + γ3pi−)`(f(X),+1) + (γ2 + γ3pi+)`(f(X),−1)]
+
1
pi+ − pi−EX∼pU(x) [(γ2pi+ − γ1pi−)`(f(X),+1) + (γ1pi+ − γ2pi−)`(f(X),−1)] .
(64)
Applying the uniform deviation bounds for each in the same way with Theorem 3, this theorem can be proven.
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B Derivation of Optimization with Double-Hinge Loss
Suppose we use the double-hinge loss `DH(z, t) = max(−tz,max(0, 12 − 12 tz)). In that case, we can rewrite
the objective function in Eq. (21) can be represented as
Ĵγ(w) =
λ
2
w>w − γ1piS
2nS(pi+ − pi−)
2nS∑
i=1
w>φ(x˜S,i) +
γ2piD
2nD(pi+ − pi−)
2nD∑
i=1
w>φ(x˜D,i)
+
γ3piS
2nS(pi+ − pi−)
2nS∑
i=1
(
pi+`DH(w
>φ(x˜S,i),+1)− pi−`DH(w>φ(x˜S,i),−1)
)
− γ3piD
2nD(pi+ − pi−)
2nD∑
i=1
(
pi−`DH(w>φ(x˜D,i),+1)− pi+`DH(w>φ(x˜D,i),−1)
)
+
1
nU(pi+ − pi−)
nU∑
i=1
(
(γ2pi+ − γ1pi−)`DH(w>φ(x˜U,i),+1) + (γ1pi+ − γ2pi−)`DH(w>φ(x˜U,i),−1)
)
.
(65)
Using slack variables ξ = {ξS, ξD, ξU} and η = {ηS,ηD,ηU}, we can rewrite the optimization problem in
Eq. (65) as follows:
min
w,ξ,η
− γ1piS
2nS(pi+ − pi−)1
>XSw +
γ2piD
2nD(pi+ − pi−)1
>XDw
+
γ3pi+piS
2nS(pi+ − pi−)1
>ξS −
γ3pi−piS
2nS(pi+ − pi−)1
>ηS
− γ3pi−piD
2nD(pi+ − pi−)1
>ξD +
γ3pi+piD
2nD(pi+ − pi−)1
>ηD
+
−γ1pi− + γ2pi+
nU(pi+ − pi−) 1
>ξU +
γ1pi+ − γ2pi−
nU(pi+ − pi−)1
>ηU
+
1
2
w>w
(66)
s.t. ξS ≥ 0, ξS ≥
1
2
− 1
2
XSw, ξS ≥ −XSw,
ηS ≥ 0, ηS ≥
1
2
+
1
2
XSw, ηS ≥ XSw,
ξD ≥ 0, ξD ≥
1
2
− 1
2
XDw, ξD ≥ −XDw,
ηD ≥ 0, ηD ≥
1
2
+
1
2
XDw, ηD ≥ XDw,
ξU ≥ 0, ξU ≥
1
2
− 1
2
XUw, ξU ≥ −XUw,
ηU ≥ 0, ηU ≥
1
2
+
1
2
XUw, ηU ≥ XUw,
(67)
where ≥ for vectors indicates element-wise inequality. We can solve this optimization problem by the
quadratic programming.
C Magnified Versions of Experimental Results
In this section, we show magnified versions of the experimental results in Sec. 5.
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Figure 3: Average misclassification rate and standard error as a function of the number of similar and dissimilar pairs over
50 trials. For all experiments, class prior pi+ is set to 0.7 and nU is set to 500.
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Figure 4: Average misclassification rate and standard error as a function of the number of unlabeled samples over 100 trials.
For all experiments, class prior pi+ is set to 0.7 and nSD is set to 50. The mean error rate of SD classification is drawn with
a black dashed line.
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Table 2: Mean accuracy and standard error on different benchmark datasets over 50 trials. For all experiments, class prior
pi+ is set to 0.7 and nU is set to 500. In SDU classification, we estimate class prior from nS and nD. For clustering
algorithms, the performances are evaluated by clustering accuracy 1 − min(r, 1 − r), where r is error rate. Bold-faces
indicate outperforming methods, chosen by one-sided t-test with the significance level 5%.
SDSU (proposed) SDDU (proposed) SDSU (proposed) Baselines
Dataset nSD Squared Double-Hinge Squared Double-Hinge Squared Double-Hinge KM CKM SSP ITML
adult 50 60.5 (0.9) 76.1 (0.9) 61.9 (0.9) 77.7 (0.6) 60.5 (0.8) 74.6 (0.9) 65.0 (0.8) 66.6 (1.1) 69.5 (0.3) 62.4 (0.7)
d = 123 200 69.9 (0.7) 82.0 (0.3) 71.4 (0.7) 82.5 (0.3) 69.4 (0.7) 81.4 (0.4) 63.3 (0.8) 71.9 (0.9) 69.3 (0.3) 60.8 (0.7)
banana 50 62.1 (1.4) 61.4 (1.4) 63.9 (1.2) 63.5 (1.1) 62.1 (1.3) 62.8 (1.3) 52.9 (0.4) 52.7 (0.4) 58.7 (0.7) 53.0 (0.4)
d = 2 200 65.3 (1.0) 65.6 (1.0) 66.5 (0.8) 66.9 (0.7) 65.6 (0.8) 66.7 (0.8) 52.5 (0.2) 52.5 (0.2) 66.5 (1.3) 52.5 (0.2)
codrna 50 77.5 (1.3) 67.5 (1.0) 78.1 (1.1) 68.5 (0.8) 78.0 (1.1) 72.8 (1.2) 62.6 (0.5) 61.5 (0.4) 54.6 (1.0) 62.7 (0.5)
d = 8 200 87.1 (0.7) 72.2 (0.6) 87.7 (0.6) 72.7 (0.7) 87.3 (0.6) 84.3 (0.9) 62.8 (0.5) 59.5 (0.5) 53.2 (0.7) 62.5 (0.5)
ijcnn1 50 65.0 (0.9) 68.0 (1.0) 64.7 (0.8) 68.8 (0.9) 64.4 (0.8) 66.9 (0.9) 55.5 (0.6) 54.7 (0.5) 60.9 (0.8) 55.8 (0.6)
d = 22 200 74.5 (0.7) 76.2 (0.6) 75.1 (0.7) 76.3 (0.5) 73.8 (0.7) 76.1 (0.5) 54.2 (0.3) 53.1 (0.3) 59.5 (0.8) 54.3 (0.4)
magic 50 63.4 (1.0) 62.8 (1.1) 65.5 (0.9) 65.1 (1.0) 64.0 (0.9) 63.6 (1.1) 52.4 (0.2) 51.8 (0.2) 52.7 (0.3) 52.5 (0.2)
d = 10 200 72.0 (0.6) 71.2 (0.8) 73.0 (0.6) 71.4 (0.7) 71.8 (0.6) 72.5 (0.5) 52.0 (0.2) 51.7 (0.2) 52.6 (0.3) 52.0 (0.2)
phishing 50 67.2 (1.0) 76.7 (1.3) 69.4 (0.8) 80.5 (0.9) 67.1 (1.0) 77.6 (1.1) 62.6 (0.3) 62.6 (0.3) 68.1 (0.3) 62.5 (0.3)
d = 68 200 81.6 (0.7) 86.7 (0.6) 81.7 (0.7) 87.0 (0.4) 79.3 (0.6) 85.4 (0.5) 62.6 (0.3) 62.8 (0.3) 68.4 (0.3) 62.6 (0.3)
phoneme 50 66.9 (1.2) 67.3 (1.4) 67.9 (0.9) 69.2 (0.9) 67.0 (1.2) 67.2 (1.4) 67.8 (0.3) 68.9 (0.5) 66.5 (1.0) 67.8 (0.3)
d = 5 200 72.5 (0.6) 73.4 (0.6) 73.5 (0.5) 74.4 (0.4) 73.2 (0.5) 74.2 (0.5) 67.8 (0.3) 71.0 (0.6) 72.0 (0.7) 67.9 (0.3)
spambase 50 65.3 (1.0) 82.5 (0.7) 66.7 (0.8) 82.9 (0.6) 65.2 (0.8) 80.3 (0.8) 63.7 (1.1) 64.2 (1.1) 70.4 (0.3) 61.4 (1.1)
d = 57 200 75.9 (0.9) 86.9 (0.3) 77.9 (0.7) 87.5 (0.3) 74.5 (0.8) 86.7 (0.3) 61.8 (1.2) 70.4 (0.6) 70.7 (0.3) 60.6 (1.2)
w8a 50 57.2 (0.9) 70.9 (1.2) 60.8 (0.9) 73.2 (0.9) 55.9 (0.7) 70.2 (1.3) 69.3 (0.3) 66.0 (0.7) 64.2 (0.6) 69.0 (0.3)
d = 300 200 62.6 (0.6) 80.1 (0.7) 64.1 (0.7) 80.2 (0.7) 61.0 (0.8) 77.8 (0.6) 69.3 (0.3) 56.3 (0.6) 67.2 (0.7) 68.6 (0.3)
waveform 50 69.9 (1.2) 80.8 (1.3) 72.9 (1.0) 83.2 (1.0) 71.8 (0.9) 79.6 (1.3) 51.5 (0.2) 51.6 (0.2) 53.3 (0.3) 51.5 (0.2)
d = 21 200 82.2 (0.7) 86.3 (0.6) 83.2 (0.6) 86.7 (0.6) 82.0 (0.7) 86.3 (0.5) 51.5 (0.2) 51.5 (0.1) 53.1 (0.3) 51.5 (0.2)
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