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Abstract
After adding auxiliary elds and integrating out the original vari-
ables, the Yang-Mills action can be expressed in terms of local gauge
invariant variables. This method reproduces the known solution of
the two dimensional SU(N ) theory. In more than two dimensions the
action splits into a topological part and a part proportional to s.
We demonstrate the procedure for SU(2) in three dimensions where
we reproduce a gravity-like theory. We discuss the four dimensional
case as well. We use a cubic expression in the elds as a space-time
metric to obtain a covariant Lagrangian. We also show how the four-
dimensional SU(2) theory can be expressed in terms of a local action
with six degrees of freedom only.
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1 Introduction
One of the fascinating properties of certain quantum eld theories is the
existence of a strong-weak duality of the coupling constant[1]. Recently,
various novel dualities were discovered both in the context of supersymmetric
gauge theories[5, 6] and topological eld theories [2] as well as in string
theories[7]. In certain theories, like the compactied boson in 2D or the
abelian gauge theory in 4D, the duality transformations were performed by
adding auxiliary elds and integrating out the original variables[3, 4, 5].
In this paper we explore this procedure in non-Abelian non-supersymmetric
Yang-Mills theories. It is well known that the latter do not possess a strong-
weak duality invariance. (In fact such a duality is usually meaningless when
the coupling constant is running.) However, the exciting exact results de-
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rived recently[5] taught us that the study of the resulting action in terms of
the auxiliary elds maybe very fruitful.
After the integration over the original variables, the resulting action can
be expressed in terms of local gauge invariant variables. Having a gauge
invariant description could be important for the large N limit of SU(N)
Yang-Mills theory. The correlation functions of proper gauge invariant vari-
ables vanish as 1=N2 and thus those variables can be considered classical
(Obviously, not every gauge invariant variable has this property). This is
the essence of the original master-eld idea[8]. In the approach of Migdal
and Makeenko[9, 10] the gauge invariant variables are the non-local Wil-
son loops. More recently, Gross and Gopakumar[11] suggested a dierent
approach where the master eld is local but not gauge invariant. This mas-
ter eld corresponded to the gauge eld but as a non-commutative random
variable.
In the present paper we obtain actions with local gauge invariant variables
for the SU(2) theory.
In two-dimensions we obtain, by the above procedure, the SU(N) parti-
tion function on a torus. This corresponds to the well-known result[12][13]
which is given as a sum over representations of SU(N). In our case, each
representation corresponds to a dierent conguration of the auxiliary eld
(whose value becomes quantized).
In more than two dimensions the action that we obtain splits into a
topological eld theory plus a term proportional to the coupling constant
s. The topological eld theory describes the flat gauge congurations at
s = 0. We demonstrate this by reproducing Lunev’s result [19] for the three
dimensional SU(2) theory. It is expressed as a theory similar to 3D gravity
(the topological part) plus a non-covariant coupling proportional to s.
The topological eld theory of flat gauge connections was introduced in
[14] in relation to 2D topological gravity. In [15] theories of flat gauge con-
nections of dierent groups and for D > 2 where written down. The 2D cases
were then discussed in [16][17]. In [17] the exact instanton expansion of the
2D partition function was obtained by expressing the action as a topological
perturbation (proportional to s) to the flat gauge connection theory. The
topological theory of flat gauge connections in 4D was recently discussed
in[18] in relation to a twisting of the super-symmetric N = 4 Yang-Mills
theory.
Continuing to 4D in gauge invariant variables, we obtain an expression
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for the SU(2) action in terms of a (non-positive) metric g and a chiral
spin-2 eld. We then show that we can restrict to conformal metrics and
thus obtain a description of SU(2) in 4D in terms of a local action of six
gauge invariant elds only.
We mention again the related results of Lunev[19][20][21]. In [19] the
gravitational description of 3D SU(2) was found. In [20] a gravity-like theory
of 3D SU(2) was found, but it seems dierent from our description. In a
recent work [21] more relations between gravity and Yang-Mills theories are
discussed.
The Hamiltonian approach to the gauge invariant description of Yang-
Mills is very interesting [22][23][24]. In this approach the metric is spatial
and the wave functional can be factorized[22].
The paper is organized as follows. In section (2) we describe the general
framework. In section (3) we rederive the 2D partition function of SU(N)
on a torus. In section (4) we discuss SU(2) in 3D and rederive Lunev’s
result[19]. Section (5) is devoted to SU(2) in 4D. We show how SU(2) can
be expressed with only six elds { a chiral spin-2 eld and a spin-0 eld.
Appendix (A) describes the topology of the auxiliary elds for SU(N) in
2D. Appendix (B) describes an algebraic prescription to rewrite the action
in gauge invariant variables (which we use in section(4)). Appendices (C-D)
describes the detailed calculations for the 4D case.
2 Reformulation of the theory








+ i eG;a(F a − @Aa + @Aa − tabcAbAc)gdDxg (1)
where F a is treated as an independent eld,
eG;a is an anti-symmetric La-
grange multiplier and s is the strong coupling constant. The anti-symmetric
structure constants are dened as usual
[T a; T b] = itabcT c (2)
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We proceed for simplicity on a flat toroidal space-time. Integrating over
[DF ] we obtain
Z(D)(G) =
Z
[DA][D eG ]e−R dDxfseGa eGa+2i@ eGaAa−ieGa tabcAbAc)g (3)
This action is quadratic in Aa and the quadratic matrix
( eG)ab = tabc eGc (4)
is local in the new eld variable eGc . For D > 2 and a generic eld con-
guration eGc , it is also a non-singular matrix and we can dene its inverse
( eG−1)ab:
( eG−1)ab( eG)bc = ac (5)





(det eG(x))−1=2e−R dDxfseGa eGa+i@ eGa(eG−1)ab@ eGbg (6)
The term @ eGa( eG−1)ab@ eGb is invariant only up to a total derivative. After
adding a total derivative we can write the Lagrangian as:
L = s eGa eGa + 2i eGa( eG−1)ab@( eG)bc( eG−1)cd@ eGd
− 2i eGa( eG−1)ab@@ eGb − i( eG−1)cd@ eGc@ eGd
= s eGa eGa + i( eG−1)cd@ eGc@ eGd
− 2i@[ eGa( eG−1)ab@ eGb ]
(7)
To see that it is gauge invariant we note the following observation. If the
independent variable eGa were a eld strength of some gauge eld Aa:
eGa = @Aa − @Aa − tabcAbAc (8)
and if it satised an equation of motion (in 4D we could also use the Bianchi
identity and let Ga be the original eld strength, but we want to keep the
dimension D general):
D eGadef= @ eGa − tabcAb eGc = 0 (9)
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= ( eG−1)ab@ eGb (10)
Clearly A
a
 transforms as a gauge eld when
eGa transforms in the adjoint













which transforms like eGa and we can write the Lagrangian as
L = s eGa eGa − iGa eGa (12)
which is gauge invariant. The terms in (7) that contain the inverse of eG must
be accompanied with a prescription for the pole when eG becomes singular.
For this purpose we have to add the gauge-breaking term−AaA
a
 to the ac-
tion before integrating, and then take  ! 0. This has the eect of replacingeG−1 with
( eG + iI)−1 = P adj eG
det eG − i(det eG)(adj eG)sgn(trfadj eGg) (13)
where adj eGdef= (det eG) eG−1. The addition to Aa is
−i(det eG)(adj eG)ac sgn(trfadj eGg)@ eGa (14)
and it is seen that this addition does not change the gauge transformation
properties of A
a
. When we plug it in (7) we obtain
L = s eGa eGa + i( eG−1)cd@ eGc@ eGd − 2i@[ eGa( eG−1)ab@ eGb ]
+ (det( eG)) sgn(trfadj eGg)(adj eG)cd@ eGc@ eGd
(15)
It is enough to add the pole prescription just in the term ( eG−1)cd@ eGc@ eGd
and not in the total derivative. It is easy to check that the addition
(det( eG)) sgn(trfadj eGg)(adj eG)cd@ eGc@ eGd (16)
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Is gauge invariant by itself, because of the -function.
When the determinant det( eG) contains multiple roots (as will be the case
for SU(2) in D = 3 in section (4) where the determinant is a third power
of an algebraic expression, and for SU(2) in D = 4 in section (5) where the
determinant will be quadratic) we will have to be more careful. We will deal
with such a situation in chapter (4).
We have seen that the terms in (7) are local invariants. However it is
an expression that contains derivatives, but doesn’t contain any gauge eld.
Thus it must be possible to write it in terms of local algebraic invariants ofeGa . We will demonstrate this in various cases in the next sections.
At s = 0 we obtain a topological eld theory that describes flat gauge
connections[14, 17]. The Lagrangian −iG
a

eGa thus describes a topological
eld theory. Furthermore, all the manipulations above have been done in






missing from (1) we keep general covariance, since we can write the Lagrange
multiplier eGa term in terms of forms only:Z
trfG ^ (F − dA− [A;A])gdDx (17)
where G is now a (D − 2) form. The [DA] measure depends on the space-
time metric through its volume form. Since the integral is quadratic and we
just substitute the solution of the equations of motion, we do not destroy










 in gauge invariant variables, we obtain




eG(x))−1=2 in (6) will break general covariance and behave
as a density. We will indeed see in section (4) that for three dimensional
SU(2) we reproduce Lunev’s result [19] and obtain (a \close cousin" of)
three dimensional gravity. Three dimensional gravity itself is known to be a
topological eld theory [25]. For four dimensional SU(2) we obtain another
topological eld theory. Those theories describe flat gauge connections.
We will start with a discussion of the well-understood two dimensional
Yang-Mills theory in this formalism.
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3 Rederiving the 2D partition function for
SU(N) on a torus
Two dimensional Yang-Mills theory can be solved using several dierent
methods see for instance [12, 13, 17, 11]. The partition function on a torus








whereR runs over all representations of the group. It is important to mention
that (19) is obtained after we sum over all G-bre bundles in the functional
integral. For a torus, the bre-bundles are characterized by 1(G). Consider
an SU(N) group for G. The dierence between SU(N)=ZN and SU(N)
in (19) manifests itself in the functional integral in whether we sum over
all N = #1(SU(N)=ZN ) bundles or just the trivial bundle, since both
algebras are the same. The representations R of SU(N) are labeled by sets
of increasing natural numbers 0 < l1 < l2 <    < lN−1. The second Casimir
is given by













3.1 The SU(2) partition function on a torus
Let us begin with SU(2) for which
a = 1; 2; 3
tabc = abceGa = ga (21)
Choosing ga locally at x to be in the positive a = 3 direction, i.e. g1 = g2 = 0
and g3 = g, the matrix of the quadratic term in Aa in (4) is then:0BBBBBBBB@
0 0 0 0 −ig 0
0 0 0 ig 0 0
0 0 0 0 0 0
0 ig 0 0 0 0
−ig 0 0 0 0 0

















 (@eG1@ eG2−@ eG2@ eG1 )2x (23)













where we used g^a@g^a = 0. The product of delta-functions means that g
is a constant eld. However, there is an innite constant involved because
the arguments of the delta functions are related by @@g = 0. Since this



























where n is the integer topological number of the map
g^ : ! S2
from our torus to S2. More precisely n is the rank of the map
g^ : H2(S2;Z)! H2(;Z)
The functional integral [Dg^] decomposes into a sum over integer n. For each
n we have a number vn which is the \volume" of the subspace of maps g^a with
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topological number n. The vn-s are universal constant numbers, independent










































which, after a Poisson resummation, diers from (19) by a constant 1
2
. This
constant comes from the g = 0 contribution to the integral. If we had been
more careful with the prescription to pass around the pole g = 0 we would
have obtained the extra 1
2
. We will show this now.












































So (32) diers from the correct answer just by the contribution of m = 0 or,
what is the same, from the (g) that appears in the sum over m. We claim
that this (g) appears because of a wrong treatment of the g  0 region.
At g = 0 the matrix eG at (22) becomes zero. For a regularization we add
−AaA
a





































For g   the second term produces the delta function that forces g2 =
const , while the rst term can be ignored and the last term produces the
topological invariant. We see that for g   indeed all topological sectors
appear with the same weight (since the coecient of j@gaj2 in the rst term






g   the rst term j@gaj2 damps the fluctuations of g^a. The result of this
is that the sum
P
n e
8ign is nite, and we do not get the (g) term.
3.2 Generalization to SU(N)
Let us choose a Cartan subalgebra of the Lie algebra and denote its generators
by T i with i = 1; : : : ; N − 1. The rest of the roots will be denoted by T .
As in the SU(2) case, where we parameterized 1
2
 eGa by g and g^a we now









iT i is an element of the Cartan subalgebra which is conjugate toeGa . For generic eGa , the Hi-s are unique up to the Weyl group SN . g^ is the
(generically) unique element from the coset
g^ 2 SU(N)=U(1)N−1 (39)
where U(1)N−1 represents the Cartan torus in SU(N) that corresponds to
our choice of Cartan subalgebra. g^ is represented by g^ 2 SU(N) such that
g^  g^h for h 2 U(1)N−1. The matrix eG(x) has now 2(N − 1) zero modes,
two for each Cartan direction T i. The integration over Ai in the zero mode
direction will, as before, produce a constancy condition:
@H
i = 0; i = 1; : : : ; N − 1 (40)
Choosing locally at x, g^(x) = 1 we nd that the remaining terms decouple
for each positive root :
iA @G
















































In fact, it is the well known square of the Van-Der-Monde of Hi in an appro-
priate basis for the Cartan subalgebra.
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At x, since g^(x) = 1 we haveX
i
Hi@trfg^T
ig^−1T g = −
X
i










































are integers. In fact (see Appendix (A)) they are the pullbacks by g^ of a
basis of the second integer cohomology group H2(SU(N)=U(1)N−1; Z) back
























Using (see Appendix (A))




































where the N ! is the size of the Weyl group. Again the remaining terms in
(19-20) come from carefully taking care of the points where the matrix eG is
more singular than usual. These are points where
P
i (i)H
i = 0 for some
root . In our case, these are points where Hi = Hj for some i 6= j, or
Hi = 0 for some i. Those points must be excluded from the -function as in
the SU(2) case. Dening



















2 = D(0; l1; : : : ; lN−1) (55)
Noting that D(m1; : : : ;mN) is invariant under permutations and that for any
integer m:
D(m1; : : : ;mN) = D(m1 −m; : : : ;mN −m) (56)




l1; : : : ; lN−1





Which is the same as (53) with the above restrictions on Hi-s.
4 Three dimensional SU(2)
Proceeding to three dimensions, we wish to rewrite the YM Lagrangian in
terms of only gauge invariant variables.
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We dene the \ magnetic" eld Bai byeGaij = ijkBak (58)
The nal variables will be bilinear in the eld strength. We further dene






We mention in advance a puzzle that might arise about our plan. It is
known[26, 27] that in three dimensions the invariant bilinears Tij are not
enough to completely describe a gauge conguration Aai that yields B
a
i .
Namely, there can be two dierent congurations of Aai with identical Tij
but dierent Bai (DjBk)
a where Dj is the covariant derivative (although this
is not the generic situation) [27]. In our case, however, it is important to
remember that the Tij-s are not bilinear in the original eld strength but in
the auxiliary elds, thus there is no conflict.
4.1 The action
In general the inverse matrix eG−1 can be expressed as a rational function
in eGa with a denominator that is det( eG) of degree D(N2 − 1). For three-
dimensional SU(2) we can reduce the degree from 9 to 3. This is related to














2 = det(Tij) (61)
we get
( eG−1)abij = 12(BaiBbj − 2BajBbi ) (62)






































This reproduces the result of Lunev[19] since it is easy to check that if we




where R is the curvature built out of the metric. We see that we get a
topological theory (3D gravity) as expected.
There are still two more things to be taken care of: The rst has to
do with the fact that  can have either  sign, where as
p
g is dened to
be positive. The second and related problem, is the prescription of passing
around zeroes of .
4.2 Going round  = 0
It remains to calculate the analog of (16). Since det( eG) is a cubic power, (16)
has to be modied. We can write













Now we can write the addition due to the pole prescription as








sgn(trfadjKg) = −sgn(Bai B
a










which is invariant at points x where (x) = 0. At such a point there is a
direction n^i such that
Bai n^i = 0; a = 1; 2; 3 (69)









which can easily be checked by diagonalizing Tij. Next, choose for simplicity
n^ in the x^3 direction, i.e. n^i = i3. We denote by i^; j^; k^; : : : indices that run






















































4.3 The full functional integral
The local change of variables from Bai to Tij is of course accompanied by a
Jacobian which joins with the factor
1q
det( eG) = −3=2 (73)












dBai = const  det(T )
−1=2 = const  jj−1
(74)



































There are several problems with this action because of the sum over the
sign of each . The entire space is divided into regions separated by surfaces
where  = 0. In each region, we have to sum over the global sign of  in that
region. In the vicinity of the surfaces of zero  we have to put in the addition
(72). The problems arise because of two reasons. First, when we choose the
negative sign for , the term 1p
3
contains an extra i. Since we have to
multiply those terms for every x, there is a phase ambiguity. Furthermore,
at the boundaries  = 0 and 1p
3
gives an innite contribution.
We will now propose a way out, though we do not know if it is really well
dened. The problems really started because we changed the order of the
integration in (1), which is not absolutely converging. The pole prescription
(13) makes the integral absolutely converging but is not enough to settle the
phase ambiguity in (75). We propose to put the problematic term 1p
3
back















where we added the pole prescription term ()P (Tij) from (72). The
integration over  should be performed at the end, and can be done with a
regulator −2.
5 Four dimensional SU(2)
In four dimensions, our invariant variables will again be bilinear expressions
in the eld strength. However, as there are D(D − 1)=2 = 6 eld strengths,
there are 21 bilinear variables. Under O(4) they decompose into real repre-
sentations as
21 = 1 1 9 10 (78)
(the two 1-s are GaG
a
 and
eGaGa , the 9 is the traceless symmetric tensor
GaG
a
 − (trace), and 10 = 5 5
 where (5) 5 is the product of two (anti-
)self-dual parts (minus trace). The number of degrees of freedom minus gauge
degrees is 3  6− 3 = 15 so we have to use an overcomplete set of variables
if we wish to use only bilinear variables and keep O(4) invariance.
Although the representation 5 describes self-dual tensors, there is a way to
use it without the anti-self-dual parts. We will see shortly that a combination
that is cubic in the eld strength describes a (non-positive) metric which
makes the eld strengths Ga self-dual!
5.1 Algebraic identities
Our aim is again to write (7) in terms of gauge invariant variables. We start
with some interesting algebraic properties of our SU(2) variables. The alge-







The equation for the inverse is:















def eGd eGeγ eGf ) (81)
The determinant is
det( eG) = 2
4
(82)









def eGdGe eGf (84)
As the notation suggests g is a symmetric tensor (10 components) and g







The  scalings in (83-84) have been chosen so that g will be a covariant











Actually, the distinction between self-dual and anti-self-dual here is just what




−2=3. Since the metric g is not necessarily
positive denite, we can choose either sign, and we need to sum over a global
sign, just like the summation over signs in the 3D case in (75).
5.2 Gauge invariant variables
Up to now we have not paid much attention to the distinction between covari-
ant and contra-variant tensors, because we were working in flat Euclidean
space-time. Now that we have chosen the metric (83) we will make this
distinction. The original eld Ga is by denition covariant. We now dene
F a
def






From now on, raising and lowering of indices are with respect to (83-84).
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We can write (80) as:
( eG−1)ab = −12gF aF b − 14F ;aF b g (87)

















form 15 independent variables, which is exactly the number of degrees of
freedom that are left after eliminating the gauge degrees. We note, however,
that the metric (83) is not necessarily positive denite.
The topological Lagrangian (7) can be written in terms of the \metric"
and the eld W . The resulting expression is rather cumbersome, and is











 is a scalar eld which, given that metric, can be written in terms of the
chiral spin-2 eld W . We show this in Appendix (D).








fW + (gg − gg)g (90)
where we used (88) and (89).
5.3 Reduction to conformal metrics
So far we have a description with 10 + 5 elds. However, we can in fact,
restrict to conformal metrics. What happens if in (1) we restrict eGa to be














Note that  angle is imaginary. When we restrict to a trivial SU(2)-bundle,
the instanton number is zero and we may drop the -term. For non-trivial
bundles, we have to be more careful in the [DA] integration in (1) that
produces (7) .We will elaborate on those matters in a later work[30]. Note
that when the Ga-s are self-dual
p
g 6= 0 everywhere, the instanton number




34 are linearly independent
and establish a frame of the associated rank-3 vector bundle.
When eGa is self dual, the metric (83) is conformal.
g =   (92)
The action can thus be expressed in terms of the six elds: the spin-2 self-
dual W (5 elds) and the spin-0  . The resulting action can be derived
from the formula in appendix (C). This will be described in more detail in a
future publication[30].
6 Discussion
We have explored the description of Yang-Mills theory in terms of the aux-
iliary \dual" variables. We have seen that in two dimensions this formalism
reproduces the known solution[12, 13] of the torus partition function. The
conjugacy class of the dual eld becomes constant (over space) and quan-
tized. The sum over representations of SU(N) in [12, 13] corresponds to a
sum over the quantized values of the conjugacy class of the auxiliary eld.
This may be compared to an instanton expansion[17] which gives the Poisson
resummed partition function.
In the three dimensional SU(2) gauge theory, we showed that the action
can be expressed as a sum of 3D gravity[19] plus a non-covariant coupling.
We have seen that there is an extra non-covariant contribution from the
(det eG)−1=2 in (6) which arose from the Gaussian integration.
The generalization to 4D is interesting because it separates the action
again into a topological generally covariant action (which describes the pure
gauge congurations) plus an action proportional to s. We have expressed
it in terms of a complicated, albeit local, Lagrangian that contains a (non-
positive) 4D metric and a spin-2 self-dual tensor. It appears to be dierent
from Lunev’s gauge invariant formulation of 4D SU(2) [20]. Restricting to
zero instanton number, the metric becomes conformal. Thus, the sector of the
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SU(2) theory with a trivial gauge bundle can be transformed into a theory
with a local Lagrangian with 6 degrees of freedom { ve from the spin-2 self-
dual tensor and an additional degree of freedom from the conformal metric.
We intend to elaborate on this description in a later paper [30].
It is an interesting algebraic problem to express the Lagrangian (7) for
general SU(N) in terms of local gauge invariant variables in such a way that
is suitable for a large N expansion.
It is also interesting to relate the Lagrangian (7) to the Hamiltonian
approach of [22, 23].
Finally, for the 3D theory, in a recent work Das and Wadia[29] have
generalized Polyakov’s result[28] and have shown how \dressed" monopoles
generate connement. It is interesting to extract from the Lagrangian (7)
that part of the action that corresponds to just integrating over the collec-
tive coordinates of the monopoles in [DA] in (3) and compare to the full
Lagrangian.
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Appendix A: On the cohomology H2(SU(N)=U(1)N−1)





We obtain, by standard spectral sequence arguments, a basis forH2(SU(N)=U(1)N−1) =
ZN−1. Let the (N − 1) U(1)-s correspond to a Cartan torus, which is gener-
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ated by T i; i = 1; : : : ; N − 1 in the Cartan subalgebra. We choose
T i =
0BBBBBBB@



























where Wi is generated by the eiT -s with T is the Cartan subalgebra such that
trfTT ig = 0. To write the Chern class explicitly let
A(i) = trfT ig−1dgg; g  gh for h 2Wi ⊗ZN (97)
A(i) is a one-form eld that is well dened for g  gh when
h 2Wi ⊗ZN (98)
and transforms as a U(1)i gauge eld for h 2 U(1)i. The two-form dA(i) is
the desired Chern class
C(i) = dA(i) = trfT i(g−1dg) ^ (g−1dg)g (99)
which is well dened for g  gh with h 2 U(1)N−1. Standard spectral
sequence arguments show that the C(i) span H2 and that H1 = 0. Since
every map from a two dimensional CW-complex to another CW-complex
can be homotopically pushed to the two-skeleton of the target complex, we
see that the maps f from the torus to SU(N)=U(1)N−1 are characterized by
the N − 1 integer classes of fC(i) on the torus.
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Appendix B: On SU(2) gauge invariant expres-
sions
We are given an expression of the form









where Sa;bij;(F ) and W
a
i;(F ) are local algebraic expressions in F
a
i with
a = 1; 2; 3 an SU(2) index and i = 1; : : : ; K (with K = D(D − 1)=2 for
our purposes). Supposing that R is gauge invariant under local gauge trans-













where$();,%()();, #() and &() are gauge invariant algebraic expressions.





(where now we treat F ai (t) as depending on a single parameter t) is also gauge





We then subtract from R X
()
e%();@@ e#() (105)
The resulting expression does not contain second derivatives and is still gauge















We will separate the discussion to K = 3 and K > 3.
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Three eld strengths: K = 3
In this case the matrix F ai is a 3  3 matrix and is generically invertible.


























We can now write




























The newly dened quantitiesWik; Sijkl; are algebraic gauge invariants. Now
the gauge invariant expressions (106-107) read















Sijkl; = Sjilk; (112)








i = 0 (114)
where in the second equation we used the fact that F bl is (generically) a





j = ijk (115)






























Which is explicitly invariant.
More than three eld strengths: K > 3
We will limit ourselves to W (t). The other invariant S is manipulated simi-











(M2 − trfMgM +
1
2
(trfMg2 − trfM2g)I) (120)










and using this we can write
W ai = W
b
i (M




















k = 0 (125)
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= abcF ai F
b
k (127)
which is antisymmetric in ik. (125) expresses the fact that the K(K − 1)=2
vector Wij is orthogonal to the three vectors Rcik. We need a projection
operator on the space that is orthogonal toRcik. Such a projection operator is
given as follows. Suppose Wij is anti-symmetric but not necessarily satisfying
(125), then
Vij = Wij − 3
−1WklKklmKijm (128)




= eGa1 eGa2 (130)
K123
def
= def eGd1 eGe2 eGf3 (131)
If Wij satises (125) then Vij = Wij. Furthermore, for any Wij, not necessar-
ily satisfying (125) we have VikabcF ai F
b
k = 0. Thus it has to be that for any
Wij the expression VikF ak
d
dt
F ai can be written in a manifestly invariant way.
This is indeed so. Dene
Uij
def









= Tii = trfTg
U
def








= T 3 − 3UT + 2G = 6 detMab
Pij
def
= 6−1(Gij − TUij +
1
2
(T 2 − U)Tij) (132)































which is written in terms of local invariant objects.
Appendix C: Expressing L in terms of W
and g
In appendix (B) we described in general how to write SU(N) Lagrangians
like (7) in gauge invariant variables. We saw that the D = 3 case is simpler
because the eld strength Ga can be thought of as a 3  3 matrix (three
values of a, and three values of ). In higher dimensions, D > 3 this is
not the case and we had more complications. However, for D = 4, we have
seen in section (5), that when passing to the special metric (83), the eld
strength becomes self-dual. Thus, given the metric, there are only three
linearly independent -s, and F a is eectively a 3 3 matrix.
We shall now describe in detail how the invariant Lagrangian is obtained.
We start with the topological part of (7):
Ltopo = 2 eGa( eG−1)ab@( eG)bc( eG−1)cd@ eGd
− 2 eGa( eG−1)ab@@ eGb − ( eG−1)cd@ eGc@ eGd
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Since the topological part is independent of the metric we pick our special
induced metric (83) and write
Ltopo = 2F
;a( eG−1)ab bcerF ;e( eG−1)cdrF ;d
− 2F ;a( eG−1)abrrF  ;b − ( eG−1)cdrF ;crF ;d
where r is the covariant derivative with respect to that metric. We substi-
tute our covariant expression for ( eG−1)ab and obtain




























































It is tedious though straight-forward to check the identity
F
γ;aF aγ = −3g





















































































Now we repeat the arguments of appendix (B) for the D = 3 case to argue
that if an expression of the form
f;;g;f;γ;gF
;arF ;aF ;brF γ;b (135)





















= W + h
In order to express our Lagrangian in a suitable form we need two more
identities that can all be induced from the 3  3 nature of the matrices
involved (see e.g. appendix (D)). For L3 we need
abcF bF
c





















































































































































Appendix D: Expressing  in terms of W














































(1 + 2 + 3)
1 = 123
thus we need two more relations among 1; 2; 3 to determine . Using the
self-duality of W we have
1
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2g − 32 (142)








W W + 3
2 (143)
we nd that  is the solution of the cubic equation
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