applications heavily rely on the fidelity of the utilized model for the communication channel.
Therefore, communication channel modeling has received a great deal of attention in the literature. In particular, modeling and analysis of wireless channels is more challenging in comparison with the wireline medium due to their more complicated nature. Complexity of the wireless channel modeling problem essentially comes from diversity and ambiguity of influential factors that affect signal propagation in the wireless media. Hence, these factors should be rigorously determined with respect to the natural characteristics of the wireless environment. For instance, parameters of the channel model for an indoor environment are known to be different from an outdoor one. This distinction is due to the significantly different movement patterns of the objects and dissimilar characteristics of the surrounding obstacles for these two mediums.
Vehicular ad hoc networks (VANETs), which have been vastly targeted by the research community, are among the most emerging outdoor technologies. Various communication technologies are under investigation by several research groups around the world in order to develop appropriate VANET standards. Standard development for Physical (PHY) and Medium Access Control (MAC) layers constitute a great portion of the ongoing VANET research activities. Dedicated Short-Range Communications (DSRC) [1] , cellular networks standards such as 5G-Long Term Evolution (5G-LTE) [2] , and direct Device-to-Device (D2D) protocols [3] are among the most promising candidates for this purpose.
Similar to other wireless environments, channel modeling for VANETs is also challenging due to their simultaneous exposure to several complex channel imperfections, such as path-loss, shadowing, and small-scale fading [4] [5] [6] [7] .
Movement patterns of transmitters and receivers, their almost equal antenna heights (in contrast with cellular networks with a base-station tower and low receiver antennas), and ad hoc nature of vehicular networks make their propagation modeling fundamentally different from cellular networks. Moreover, due to their fast changing network topology and environment, the existing models of mobile ad hoc networks (MANETs) cannot be utilized for them [8] , [9] . Thus, dedicated channel models are needed to describe vehicular networks behavior at physical channel level.
In addition, it is more reasonable that accurate channel models be separately derived for various vehicular environments, such as highway, urban, and suburban, due to their different network characteristics. In this way, a higher degree of analysis precision will be offered when the PHY layer or upper layer protocols and applications are subject to validation through a reliable simulation environment [8] , [10] [11] [12] [13] [14] [15] [16] .
A. Channel Attenuation Mechanisms
The main imperfections of vehicular channels in different vehicular scenarios are surveyed in [17] [18] [19] which can be categorized as (Figure 1)  Path-loss, which is the large-scale propagation model, characterizes the amount of attenuation on the average signal power at the receiver. This attenuation is usually presented in terms of transmitter-receiver distance. In general, deterministic functions may be utilized to represent the pathloss effect in wireless communication channels. However, some of the works in the literature tried to propose a probabilistic path-loss model, [20] [21] [22] , which is out of scope of this paper.  Shadowing or large-scale fading, which is a nondeterministic model, describes the variations in the received signal power over distances which are much greater than the signal wavelength. Shadowing mainly happens in non-line-of-sight (NLOS) scenarios due to obstruction and yields to strong attenuation and variation of signal strength. The dimensions of involved obstacles are considerably greater than the wavelength of the signal, such as buildings, trees, and hills.  Small-scale fading is a stochastic representation of diffraction, reflection, and scattering effects on the transmitted signal. The repercussion of these effects is a set of multiple waves arriving from different directions to the receiver antenna with various amplitudes and phases. It can be noted that diffraction, reflection, and scattering are consequences of transmitter or receiver movements.
Other channel characteristics such as power delay profile (PDP) and Doppler spread are also studied for the vehicular networks in the literature, which are out of scope of this paper [23] .
B. VANET Channel Modeling Data Collection Strategies
Parameters of vehicular channel models are mainly derived from utilizing two main measurement methods: channel sounder or received signal strength indicator (RSSI). On one hand, channel sounders are specifically designed to determine the frequency response of the channel. However, they are mainly utilized in small scale data measurement campaigns, since the channel characterization of situation of numerous transceivers is not feasible with channel sounders [24] [25] [26] [27] [28] [29] . This is due to the very high cost and complexity of such experiments. On the other hand, RSSI values can be extracted merely from the received packets with no extra cost or setup. It is worth mentioning that the data which comes from the small scale measurement campaigns may not be an appropriate representative of the actual channels due to the scalability issues. For instance, since each vehicle is not only a transceiver, but also an obstacle, increasing the scenario size may drastically change the physical environment characteristics. Therefore, RSSI-based methods may become more suitable for parameter identification of actual channels with high number of vehicles, even though they are not primarily recorded to be used for channel modeling.
C. Paper Contributions
 In this paper, using a large dataset of RSSI values collected from a realistic vehicular measurement campaign, in the first step a new approach is proposed to derive path-loss parameters for the tworay propagation model. This method improves the accuracy of the achieved parameter values by taking into account the mean (expected value) of fading.
Considering the fact that the mean of fading has a noticeable effect on the average received signal power, the calculated values for path-loss parameters are not precise enough without this modification on the raw RSSI values. In fact, the path-loss model parameters would indirectly be affected and biased by the fading and implicitly convey its effect if the proposed modification approach be ignored.  Subsequently, ߙ-ߤ distribution is adopted in the context of VANETs for the first time to model the small-scale fading of the vehicular environment by the virtue of this powerful distribution.  Afterwards, the goodness-of-fit of the proposed distribution, i.e. ߙ-ߤ distribution, is statistically validated with the Kolmogorov-Smirnov (K-S) test. We statistically demonstrated the substantial better performance of ߙ-ߤ distribution as the vehicular channel fading model, compared to the Nakagami-݉ model. It is worth mentioning that Nakagami-݉ model has been widely accepted as the best model and state-of-the-art for vehicular channel fading in the literature so far. To the best of our knowledge, neither modeling of fading with ߙ-ߤ distribution nor statistical validation of the goodness-of-fit for any fading model have ever been done in dense vehicular environments.  Finally, we take our model evaluation one step further by testing its results under presence of upper layer protocols in a credible network simulator, namely network simulator-3 (ns-3), which is a realistic simulation environment for network analysis. The rest of this paper is organized as follows. In Section II, related works are surveyed. Section III is devoted to the explanation of measurement campaign configuration. A detailed description of our propagation modeling method is presented in Section IV. The model evaluation and ns-3 simulation results are presented in Section V. Finally, we conclude the paper with a summary in SectionVI.
II. RELATED WORKS
Different measurement campaigns have been established and numerous scenarios were investigated with respect to various surrounding environments of VANETs to identify the aforementioned parameters of vehicular channels based on both channel sounder devices and RSSI-based measurements.
Two different path-loss models are proposed for intervehicle communication channel for three different environments: rural, highway, and urban [24] . Measurement framework was set up at 5.9 GHz, using a channel sounder at the transmitter side which generated a multi-tone signal and one receiver. A two-ray model with a zero mean log-normal shadowing is derived as a rough path-loss model for both rural and highway environments for distances larger than 32 meters. For urban scenario, a general log-distance model with a zero mean log-normal shadowing is recommended. The path-loss exponent of 1.61 is calculated based on their measured dataset.
Path-loss, power delay profile and delay Doppler spectrum analysis in highway, rural, urban and suburban environments are investigated using channel sounder [25] [26] [27] [28] . Measurements were performed over the 240 MHz band around 5.2 GHz central frequency. Two GPS-equipped trucks were employed as transmitter and receiver. The most important characteristic of all of their measurement scenarios is the dominant line-of-sight (LOS) between transmitter and receiver. Log-distance model plus a zero mean log-normal shadowing is proposed for highway, urban, and suburban environments. The parameters are evaluated for the measured data using least mean square error curve fitting method. Due to low density of scatterers, which leads to a dominant LOS plus a ground reflection, two-ray is considered to be the correct path-loss model in the rural environment. Validity of the models is claimed for distances greater than 10 and 20 meters for logdistance and two-ray, respectively.
Nakagami-݉ and Weibull distributions were proposed in [28] , [29] to model the small scale fading in a highway scenario based on the MIMO car-to-car measurements at 5.3 GHz.
In [30] two different obstruction modes are proposed as NLOS and obstructed LOS (OLOS) based on the type of obstacle between transmitter and receiver. Three different logdistance path-loss models are then derived for LOS, OLOS, and NLOS cases from a measurement data using LUND channel sounders. Rayleigh and Rician fading models have been proposed for V2V channels with realistic non-isotropic scatterers in [31] and [32] . A novel method with higher precision for Rayleigh parameter computation was investigated in [31] while Rician envelope level crossing rate and average fade duration are investigated in [32] .
A Rician geometry-based stochastic fading model has been proposed for wideband multiple-input multiple-output (MIMO) V2V channels in [33] and a method for inter-carrier interference (ICI) cancellation is proposed based on this model.
In [34] , fading statistics are analyzed in four environments: highway, motorway, urban and suburban. Two vehicles, one transmitter equipped with a 5.2 GHz signal generator and one receiver equipped with a network analyzer were used for data collection. It is claimed that urban and suburban environments have the same behavior, in terms of small-scale fading, as motorway and highway scenarios, respectively. Rician, Rayleigh, Gaussian and Nakagami-݉ distributions were examined and Rician channel model was found to be the best match in all scenarios based on the least mean absolute error method which was reasoned by dominant LOS in all measurements. Log-normal model was offered to be used for shadowing in all scenarios. It should be mentioned that flat fading assumption for vehicular channels is insupportable for DSRC-based networks [35] , [36] . Therefore, due to the frequency selective nature of DSRC channel fading, whereas RSSI values represent the effect of total channel attenuation through energy measurement, their use is best limited to pathloss, shadowing, and fading analysis [36] , [37] .
Authors in [38] [39] [40] [41] considered the intermediate vehicles between transmitter and receiver as dynamic obstacles and added them to static obstacles, like buildings, in the path-loss model calculations. The results indicate that path-loss of the vehicular channel, packet delivery ratio (PDR), latency, and jitter completely depend on the presence of LOS. Two vehicles, one transmitter and one receiver, were equipped with NEC LinkBird-MX which is a DSRC platform working based on IEEE 802.11p on 5.9 GHz frequency. RSSI and PDR values were logged in different measurement scenarios. The results supported the two-ray as the best fitted path-loss model in the presence of LOS for highway, suburban, and urban areas.
Empirical RSSI values from a measurement campaign in freeway environment, divided in ten-meter bins, were used to find the best fitted fading distribution [37] . Nakagami-݉ distribution is proposed as an appropriate fit based on the cumulative distribution function (CDF) matching approach. Reported values of shape parameter ݉ for Nakagami-݉ distribution lies between 1 to 1.8 for distances less than 100 meters, and 0.7 to 1 beyond it. Therefore, behavior of Nakagami-݉ distribution is dominantly similar to Rician and Rayleigh for distances below and above 100 meters, respectively.
In another effort [42] , path-loss and fading were analyzed for suburban environment based on two RSSI datasets collected from two vehicles as a transmitter-receiver pair. A dual slope log-distance path-loss model plus a zero mean log-normal shadowing is suggested to model large-scale power attenuation. Different path-loss exponents and shadowing standard deviations for distances under and above 100 meters are calculated using regression methods. Small-scale fading is modeled using Nakagami-݉ distribution. The first dataset tends toward Rician and Rayleigh distributions for distances under and above 70 meters, respectively. The other dataset has the same behavior pattern except that the change point is around 90 meters.
A similar approach is taken to derive the log-distance pathloss and zero mean log-normal shadowing parameters from RSSI measurements in highway and rural environments [42] , [43] . Due to the fewer number of obstacles, critical distance for slope change in path-loss model is reported much closer to the first Fresnel zone. Moreover, shadowing standard deviations of rural and highway environments are also less than shadowing standard deviation of suburban environment of [41] , [42] .
RSSI-based measurements with a single transmitter-receiver pair of vehicles in motorway, rural and urban environments have been utilized to identify the best fading model for vehicular scenarios in [43] , [44] . Dual-slope log-distance pathloss with a zero mean log-normal shadowing and Nakagami-݉ fading models are derived as the best match for large-and small-scale received power variations, respectively.
Nakagami-݉ distribution is also selected to model the smallscale fading of the vehicle-to-vehicle (V2V) channel based on the RSSI measurements in a highway and an open space area [44] , [45] . The results propose greater values of Nakagami-݉ shape parameter ݉ for open space in comparison with highway.
A simulation based study of IEEE 802.11p also takes Nakagami-݉ fading to model the vehicular networks channel [46] . A suburban scenario is simulated in OPNET with an updated physical layer model which has Nakagami-݉ fading model included. They found the best value for shape parameter ݉, as a function of separation distance and relative velocity of transmitter and receiver.
In our work, utilizing a large dataset of RSSI values, the following approach has been taken to find appropriate models for both path-loss and small-scale fading in vehicular environments, especially in highway scenarios. In the first step, two-ray propagation model is selected to model the path-loss and its parameters are derived from our dataset. We have considered the effect of fading mean on path-loss parameters estimation process in this step. Afterwards, we use ߙ-ߤ distribution, a more general fading model compared to Nakagami-݉, to model the small-scale fading of the vehicular environment, while its notable higher performance compared to Nakagami-݉, which is currently the state-of-the-art fading model in the vehicular literature, is statistically validated through proper goodness-of-fit tests.
III. MEASUREMENT CAMPAIGN
We use the dataset collected by the Crash Avoidance Metrics Partnership (CAMP) Vehicle Safety Communications 3 (VSC-3) Consortium, in partnership with the United States Department of Transportation (USDOT). This dataset was collected as part of the V2V safety communications scalability activity in a project to study the Interoperability Issues of Vehicle-to-Vehicle Based Safety Systems (V2V-Interoperability project). Although channel modeling was not the main purpose of the project, RSSI values were collected as metadata. The Atheros DSRC radios based on IEEE 802.11p standard on 5.9GHz frequency with 10MHz band were used for the measurements [47] . All of the DSRC radios logged RSSI values with 1 dB accuracy.
The field environment is a straight, flat 1400 meters 6-lane highway with 400 equidistant separated radios. Each radio transmits a fixed-length packet every 100ms. A constant transmission power is preset in all transceiver devices. They have also equal transmitting and receiving antenna gains. The RSSI values, which are recorded for a group of transceivers, are employed to model the communication channel in this work. We use two datasets of field scenarios to validate our proposed model.
It is noteworthy that conducting real-world large-scale data collections for very dense scenarios in the tackled research domain, i.e. DSRC VANETs analysis, is very difficult as it would be very expensive to put together such a huge test bed. However, based on the provided theoretical analysis of the problem and its justification throughout the presented results, it would be reasonable for the proposed model to be considered as a valid scalable solution for more challenging situations compared to the scenarios which have been analyzed in this work in terms of scenario density, different ranges of vehicle speeds, etc.
The first scenario considered in this work is the touchstone scenario by which we derive the environment-dependent parameters of two-ray path-loss model. It has also been employed to verify our proposed method for path-loss exponent evaluation ( Figure 2) .
The touchstone is a single transmitter-receiver scenario in which the transmitter is mounted on a vehicle at the height of 1.61 meters, while the receiver is placed on a stand with the same height at the beginning of the road where the vehicle starts. The transmitting vehicle drives away from the stationary receiver on a straight path with the constant speed of 22 km/h and turns around toward it at the distance of 1400 meters. The packet transmission rate and the transmission power are set to 10Hz and 18 dBm, respectively.
The second scenario is the 400-car scenario in which four moving vehicles follow each other and keep 75 meters distance in the middle lane. Each vehicle is equipped with two transceivers on the roof top at the height of 1.61 meters. The rest of transceivers are placed stationary along the road at the same height on top of 65 carts. On each cart 6 transceivers are mounted to play the role of actual vehicles as shown in Figure  3 . The carts are equidistant separated with 75 meters distance on four side lanes. The packet transmission rate and power of 400-car scenario are 10Hz and 20 dBm, respectively. Multiple trials of the 400-car scenario with different configurations exist which are used to verify the proposed path-loss and fading models.
IV. PROPAGATION MODELING METHODOLOGY
Communication channel determines how the transmitted signal is changing as it propagates. Although it is impossible to exactly identify the behavior of the channel, propagation models have tried to predict the received signal strength to a great extent. As known from the propagation model of a signal in a wireless communication channel, the received power from a transmitter is affected by three well-known factors, namely path-loss, shadowing, and fading. The logarithmic representation of received signal strength at an arbitrary distance ݀ can be written as:
where ܲ ௧ is the transmission power in dB, ‫ܮ‬ ௌ ሺ݀ሻ is the deterministic path-loss at distance ݀, ݃ ,ௗ is the small-scale fading, and ܺ ఙ is the zero-mean shadowing with standard deviation of ߪ. Due to the fact that transceiver carts used in the data collection campaign do not represent the actual obstruction and dimension of 6 vehicles, the environment is sparse and free from any large objects to cause shadowing, except for the four vehicles. Therefore, an accurate shadowing model cannot be derived from our experiments for real highway scenarios.
Considering the setup of touchstone and 400-car scenarios with straight, flat road and vehicles with antennas of the same height, there always exist a dominant direct line-of-sight (LOS) ray and a ground-reflected ray between each transmitterreceiver pair. Therefore, it is reasonable to employ two-ray ground reflection model under these circumstances. As mentioned before, two-ray is among the best candidates to model path-loss in vehicular networks [24] , [48] . The following section briefly describes the two-ray model and our proposed approach to find its parameters.
A. Path-loss Model Derivation
As previously mentioned, two-ray ground reflection model is widely used to model path-loss in vehicular networks. This model can be formulated as [48] 
where ߛ is the path-loss exponent. This parameter is introduced as an empirical environment-dependent adaptation of non-ideal channel conditions and assumed to be 2 in ideal channel conditions [48] , [49] . ߣ = is the signal wavelength corresponding to the transmitted signal with central frequency of ݂ that is propagating in the environment with the speed of ܿ.
In the above equation, the reflection coefficient Γ ୄ can be found as
where ߳ is a fixed, unit-less constant dependent on the reflection medium. sin ߠ = ା ௗ and cos ߠ = ௗ ௗ , ݀ = ඥ݀ ଶ + ሺℎ ௧ + ℎ ሻ ଶ are dependent on ℎ ௧ and ℎ which are the heights of the transmitter and receiver antennas, respectively. Furthermore, the phase difference of the two interfering rays, ߮, can be found as
where ݀ ௦ = ඥ݀ ଶ + ሺℎ ௧ − ℎ ሻ ଶ .
Therefore, the path-loss model defined in Equation (2) has two unknown environment-dependent parameters of ߛ and ߳ that should be found based on the empirical data.
Regression methods have been employed in some previous works to determine the path-loss parameters [42] , [48] . These methods try to fit a line or a non-linear curve on the empirical data points by satisfying some criteria, such as minimizing mean of the square errors (MSE). However, the envelope and fluctuation span of collected data points have a significant impact on the applicability of regression methods for path-loss model characterization. For instance, in scenarios like our touchstone scenario in which there are only few data points representing the span of small scale fading, fading mean has a negligible effect on the empirical data average. Therefore, regression methods result in an acceptable set of values for path-loss parameters, even though they do not take into account any prior knowledge about the nature of the problem and only want to satisfy their criteria over the whole batch of data points. However, for scenarios such as 400-car, in which the data points are conveying the noticeable and meaningful fluctuations due to the small scale fading, applying these methods on the raw data points without any pre-processing results in improper values for path-loss parameters. The envelope of the small scale fading in these types of scenarios substantially affect the average received signal strength values. In general, this effect varies over different transmitter-receiver separation distances. This variation is a consequence of the changes in fading distribution parameters. However, the regression methods merely try to minimize the MSE to find the best fitted curve on these averaged values and neglect such effects. This negligence potentially results in a biased set of regression-based estimated path-loss parameters which do not represent the accurate pathloss model. Hence, employing regression methods to estimate path-loss parameters in these types of scenarios have no analytical justification and some degree of modification should be applied on the raw data first. In order to address this issue, we propose the following approach to determine more accurate values of ߛ and ߳ and assess its validity using our touchstone scenario.
The empirical average RSSI (in dBm), denoted as 〈ܲ ሺ݀ሻ〉, for each distance ݀ (in meters) is assumed to be equal to expected value of received signal strength:
As fading characteristics do not change in close distances, for each distance ݀′, which is relatively close to ݀, we have
It is noteworthy that what is meant here by fading characteristics is the set of parameters of the fading distribution, and not the fading values themselves. These parameters could be assumed fixed in close distances. Therefore, the expected value of fading, ‫ܧ‬ൣ݃ ,ௗ ሺ݀‫ܤ‬ሻ൧, which is solely function of these parameters, would be fixed over those distances, as well.
1) Determining ߳
The value of ߳ is determined prior to ߛ as it only depends on the natural properties of reflecting surface. Thus, the touchstone scenario is used to this end as it has exactly the same environmental properties, but less complexity in comparison with the 400-car scenario. Similar to other single transmitterreceiver scenarios with no obstacles, channel condition in touchstone scenario is assumed to be ideal. Therefore, the exponent value of two-ray path-loss model is ߛ = 2. This assumption is based on the fact that the environment of this scenario is an open area without any obstacles and a dominant LOS component always exists. Although using Equation (6) for any arbitrary pair of distinct distances ݀ and ݀′ should theoretically yield to an identical value of ߳ , the obtained value may vary for each pair of distances due to the empirical data imperfection. Therefore, statistical mode of the distribution of obtained ߳ values is chosen as the best approximation of the actual value.
2) Determining ߛ
A similar method is used to determine the value of ߛ which can be derived using Equation (6) based on the figured value of ߳ from the preceding subsection. The touchstone and 400-car scenarios are conducted in the same field, in which the value of ߳ is fixed. Hence, the corresponding ߛ value for each scenario can be determined using previously calculated ߳ . Similar to ߳ calculation approach, the obtained value may vary for any arbitrary pair of distinct distances ݀ and ݀′ due to imperfection of empirical data. Therefore, statistical mode of the distribution of obtained values of ߛ is selected as the most accurate approximation of the actual value. The derived values for both scenarios are reported in the results section. Utilizing regression method in touchstone scenario and achieving the same value of ߛ and ߳ approves the validity of our approach. Moreover, our approach is valid in more complicated scenarios such as 400-car, whereas regression method is not reliable as it neglects the effect of fading mean (‫ܧ‬ൣ݃ ,ௗ ሺ݀‫ܤ‬ሻ൧).
B. Small-scale Fading Analysis
The generalized Gamma or Stacy distribution is originally derived in [50] . The probability density function (PDF) of this distribution covers some of the most widely used distributions such as Rayleigh, Gamma, one-sided Gaussian, Nakagami-݉, exponential, and Weibull as its special cases. The ߙ-ߤ distribution, a rewritten form of the generalized Gamma distribution with change of variables, was proposed by Yacoub in the wireless communication context [51] , [52] . It was originally derived based on dedicated characteristics of the wireless medium, such as field non-linearity, and then recognized as an equivalent form of Stacy distribution.
The derivation approach of the ߙ-ߤ distribution, based on the wireless channel characteristics, should be elaborated in order to make it more perceptible as a wireless channel fading model. In order to derive the ߙ-ߤ fading distribution, received signal at each point is assumed to be composed of different clusters of multipath components [51] , [52] . Moreover, a nonhomogenous propagation environment is considered for the problem formulation. Scattered waves which belong to each single cluster are assumed to be similar in terms of their delays, while their phase values are supposed to be random. The power is also assumed identical for scattered wave elements within each cluster. The aforementioned environment nonhomogeneity causes some non-linearity in the total received signal envelope. More specifically, if the received signal be comprised of ݊ multipath components, the mentioned nonlinearity could be modeled so that the total received signal envelop, denoted by ܺ, be the ߙ-root of sum of Euclidian length squares of multipath components. This non-linearity form could be written as:
ܺ = ‫ܫ‬ + ܳ (8) Where ‫ܫ‬ and ܳ are the in-phase and quadrature parts of each multipath component, ܺ , respectively. These in-phase and quadrature parts assumed to be zero mean independent Gaussian processes with equal variances of ߪ ଶ (for all multipath components). PDF of ܲ = ܺ ఈ could then be easily evaluated under these assumptions as follows:
Now, applying the appropriate variable change, PDF of ܺ could be derived from (9) as:
Where Ω is ߙ-root mean of ܲ ቀΩ = ඥ‫ܧ‬ሾܲሿ ഀ ቁ.
Parameter ݊ was a positive integer number so far, indicating the number of multipath components. However, its range could be extended to positive real values since there might be nonzero correlation between in-phase and quadrature parts of multipath components or those in-phase and quadrature parts might follow a non-Gaussian distribution. Correlation among different multipath clusters could also be another reason for this parameter range extension. Based on the above discussion, the PDF of ߙ-ߤ distribution could be calculated as 
and Ω = ඥ‫ܧ‬ሾ‫ݔ‬ ఈ ሿ ഀ .
(13) The ߙ-ߤ distribution is one of the most general distributions which can model both fast fading and shadowing effects concurrently [53] . The derivation paradigm for this distribution, as explained earlier, is mainly proposed to overcome the wireless environment non-linearity effect due to spatial correlation of scatterer surfaces [51] , [52] . The main obstacles and scatterers in vehicular networks, especially in highway scenarios [43] , are other vehicles, which are noticeably correlated in terms of their spatial distribution. Therefore, environment non-linearity, arisen from this spatial correlation of scattering surfaces, should be considered in VANETs channel modeling. In this work, we considered this characteristics of the vehicular network environments. This justification leads us to employ ߙ-ߤ distribution to model the small scale fading for VANETs. Moreover, the results of our statistical tests validate the correctness of this assumption for the collected dataset. Although it seems reasonable to leverage the non-linearity property in vehicular environments, to the best of our knowledge the ߙ-ߤ distribution has never been touched in modeling vehicular channels beforehand. As mentioned before, Nakagami-݉ distribution is now the most adopted vehicular fading model in the literature [37] , [42] , [44] [45] [46] , [53] , [54] .
Parameter estimation of ߙ-ߤ distribution has been studied extensively in the literature [55] [56] [57] . The two vastly adopted approaches are maximum likelihood and moment generating function estimators [58] , [59] . As the RSSI values in our scenarios are recorded in dBm and quantized to the nearest integer value, a parameter estimator of logarithmic distribution is more desirable to eliminate the numerical truncation error due to the logarithmic to linear conversion. A set of parameter estimators for logarithmic ߙ-ߤ distribution based on logmoments and least square error are proposed and mathematically analyzed in [53] , [56] . These estimators have been designed to estimate parameters of ߙ-ߤ distribution (i.e. ߙ, ߤ, and Ω ) leveraging another estimator, formula (17) , which has been originally proposed by Stacy in [57] . We are employing these estimators, i.e. formulas (18) , (19) , and (20) , to obtain distribution parameters of fading model for our empirical data.
The logarithmic form of the ߙ-ߤ distribution which is derived from (11) with a change of variables could be formulated as:
and ܺ is the linear ߙ-ߤ distributed random variable in (11)).
It can be noted that the results of the logarithmic representation of moment generating functions are more accurate compared to regular moments [53] .
The second and third central moments of the logarithmic ߙ-ߤ distribution are used to derive the estimators:
where ߰ሺ‫ݔ‬ሻ = డ ୪୬ ሺ௫ሻ
డ௫
, ߰′ሺ‫ݔ‬ሻ, and ߰ ᇱ ′ሺ‫ݔ‬ሻ are the psi function and its first and second order derivatives, respectively [60] .
The ߬ ෝ estimator is defined as [56] , [57] 
where ℳ ଶ and ℳ ଷ are empirical second and third central moments of the logarithmic ߙ-ߤ distribution, respectively. The third term of (17) could be easily derived by substituting (15) and (16) into its second term. The value of ߤ can then be estimated as a piecewise-defined function on the different ranges of ߬ ෝ as follows: It can be noted that the DSRC radio carrier-sensitivity has been tested by the radio vendor, and it turns out that the received packets with RSSI values less than -94 dBm cannot be correctly detected and most of them are lost. Therefore, there are very few number of available data points for higher distances in the empirical observations, and the data itself is not representative since it has been pruned by the DSRC receivers to only contain correctly received frames. In other words, we do not have access to a representative set of channel realizations for higher distances as the received packets with RSSI values below the carrier-sensitivity threshold had been truncated from the data points. Hence, to avoid the accuracy of model being affected, despite the existence of partial data points for the whole field test range, the model derivation is performed for distances up to 800 meters and 400 meters for touchstone and 400-car scenarios, respectively. It is noteworthy that precise propagation models for ranges up to around 1 km are useful and important to conduct proper and perfect simulation and analysis in different VANET research fields. However, based on provided results in one of our previous works, [10] , which shows an acceptable level of model accuracy based on two special cases of ߙ-ߤ model, i.e. Nakagami-݉ and Weibull distributions for ranges up to 1 km, it is reasonable to rely on ߙ-ߤ model for distances beyond 400 m, as well. In addition, it is worth mentioning that 400 meters is an acceptable range for the purpose of safety applications design and analysis, based on several technical documents issued by National Highway Traffic Safety Administration (NHTSA). For instance, NHTSA Technical Report on "Vehicle-to-Vehicle Communications: Readiness of V2V Technology for Application" [61] explicitly indicates 300 meters as the required transmitting range from a standard V2V communication technology such as DSRC to facilitate the identification of potential crashes by developing appropriate cooperative safety applications. The same fact has been reported in several other NHTSA technical documents such as [62] , and [63] .
A. Touchstone Scenario
As highlighted in the previous section, the value of ߳ is determined from the touchstone scenario. Furthermore, the validity of our proposed approach is verified by comparing its results with regression based methods in this scenario as a benchmark. Based on the ideal channel condition assumption in single transmitter-receiver scenarios, path-loss follows a tworay model with exponent value of ߛ = 2. The statistical mode of the distribution of obtained ߳ values for all distance pairs is shown in Figure 4 with respect to bin size of 0.01. Therefore, the value of ߳ = 1.01 is chosen for our measurement campaign environment.
The same method is used to verify the value of ߛ = 2 based on the figured value of ߳ = 1.01. The statistical mode of the distribution of obtained values of ߛ is shown in Figure 5 . The value of ߛ = 2 is consistent with our assumption. It should be noted that this is not a trivial result since the regression method is a brute force approach, not a bijective mapping, which does not necessarily guarantee a one-to-one correspondence between ߛ and ߳ .
Moreover, the aforementioned regression method with minimum mean square error criteria is used to simultaneously calculate the values of ߛ and ߳ in touchstone scenario to verify the validity of our approach. The values of ߳ = 1.01 and ߛ = 2.01 are computed for regression method. Average RSSI data points of touchstone scenario and analytical two-ray path-loss models with parameters derived from two approaches are illustrated in Figure 6 . Note that the RSSI values are averaged over one-meter bins.
B. 400-car Scenario 1) Path-loss Model Evaluation
Using the aforementioned method, the value of ߛ is Figure 7 shows the histogram of the distribution of derived values of ߛ along with the most frequent bin, which is the chosen ߛ = 2.1.
2) Fading Model Evaluation
The Path-loss model found in Step 1, with the values of ߳ = 1.01 and ߛ = 2.1, is subtracted from the original RSSI data points to find the nondeterministic part of data. The aforementioned log-moment estimators are employed to derive the ߙ-ߤ fading model parameters. The range of 400 meters is divided into equal size distance bins for which a representative set of empirical data is available, and the best set of fading model parameters are estimated for each bin. To avoid overfitting of the estimated model parameters to our dataset, different binning values have been tried in this work. We Figure 8 and Figure 9 .
In order to demonstrate the accuracy of the proposed model and evaluate its goodness-of-fit, the same number of data points for each distance bin are regenerated using an ߙ-ߤ distribution with the estimated parameters of that bin.
For instance, the regenerated RSSI values of each 5-m bin size along with empirical RSSI data points are represented as box plots in Figure 10 . The field box plots are shown in blue and the regenerated points based on the derived model are depicted in red. The central black mark of each box is the median, the 25 th and 75 th percentiles are the edges of the box, and the whiskers extend to the most extreme non-outlier data points correspond to approximately 99.3 percent coverage if the data points are assumed to be normally distributed. Kolmogorov-Smirnov test (K-S test) is a hypothesis testing approach for goodness-of-fit evaluation of a theoretic distribution with an empirical dataset [64] . K-S test is widely employed in the literature due to its two important characteristics [42] , [53] . First, K-S test statistic is independent of the actual CDF of the empirical data. Second, binning size does not affect the validity of the K-S test results. The empirical CDF, ‫ܨ‬ ா ሺ‫ݔ‬ሻ, is defined as
where ‫ݔ‪ሺ‬ܫ‬ ≤ ‫ݔ‬ሻ stands for the indicator function which equals to one when the ݅ ௧ empirical data sample ሺ‫ݔ‬ ሻ is less than or equal to ‫ݔ‬ and zero otherwise, and ݊ is the size of whole empirical dataset. In other words, ‫ܨ‬ ா ሺ‫ݔ‬ሻ works as a normalized counter of empirical dataset elements based on the CDF definition. The main concept behind the K-S test is the similarity judgment of empirical CDF and hypothesized CDF based on the maximum value of their absolute distance or vertical discrepancy. The maximum vertical discrepancy between these two CDFs is known as the K-S test statistic and denoted as ‫:
where ‫ܨ‬ሺ‫ݔ‬ሻ is the hypothesized CDF for the empirical data. K-S test results for the 400-car scenario RSSI values versus the ߙ-ߤ distribution are also illustrated in Figure 10 for 5-m binning size. Bin-wise pass and fail results of performed K-S test with the test significance level of 0.01 are derived and analyzed to verify our claims. These results for 5-m binning size are also depicted in Figure 10 in navy blue and purple, respectively. At this point another statistical analysis layer is added on top of our K-S test results which enables us to derive concrete conclusions about dominant better performance of ߙ-ߤ distribution to model vehicular channel fading compared to Nakagami-݉, as the most adopted distribution in this context. To this end, the same procedure which was conducted for ߙ-ߤ distribution, i.e. parameter estimation for all equal size bins using empirical RSSI values and then regenerating data points using these estimated parameters, is repeated for Nakagami-݉ distribution as well. These calculations are performed for all of the mentioned binning sizes, i.e. 5-m, 10-m, 20-m, 40-m, 80-m, 100-m, and 200-m. As mentioned earlier, the number of regenerated data points for each bin is equal to its corresponding bin in empirical data to perform a valid K-S test. Well-known Maximum Likelihood (ML) estimation method is utilized in this work to estimate Nakagami-݉ parameters. The estimated Nakagami-݉ shape and scale parameters, ݉ ෝ and ߱ ෝ, for 10-m, 40-m, 100-m, and 200-m binning sizes are represented in Figure  11 and Figure 12 , respectively.
In order to make the comparison conclusions statistically meaningful, random point regeneration using the estimated parameters, is repeated 100 times for each distribution in each bin. This repetition is performed for all binning size cases. In the next step, 1-meter bin wise K-S tests are performed to compare each of these sets of randomly regenerated points with the field data. These K-S tests provide us with a sequence of 100 elements for each distribution in each binning size case. Elements of these sequences are the total number of 1-meter bins in which K-S test is passed under the circumstances, i.e. utilized distribution and binning size, which that sequence is generated. Thus, each element could range from 0 to 400. For instance, the achieved two sequences for ߙ-ߤ and Nakagami-݉ distributions in 80-meter binning size case, is depicted in Figure  13 . Moreover, the average values of all sequences from different examined binning sizes are shown in Figure 14 . It could be obviously concluded from these figures that ߙ-ߤ distribution is always a better fit to the field dataset in comparison with Nakagami-݉ in terms of successful K-S tests, independent of the chosen value for parameter estimation binning size. However, to explain this observational conclusion as a statistically meaningful statement, appropriate statistical tests are performed on each pair of derived 100-element sequences to demonstrate that they are significantly different. The results of these tests are presented in the appendix as Table  I . First, Anderson-Darling (A-D) test is performed on each sequence to reveal its normality. For cases which A-D test cannot reject the null hypothesis, i.e. normality assumption, homoscedasticity test is also required to evaluate the variance equality assumption for two sequences. In situations that both sequences are recognized as normal with equal variances, unpaired T-test, which is a parametric test, is utilized while the non-parametric Wilcoxon test is performed for the remaining Distance (meters) cases. All reported results in Table I are obtained based on 0.05 significance level. According to the reported h-and p-values in last two columns of Table I , similarity of two sequences are strongly rejected for all situations. These results firmly support our claim of better performance of ߙ-ߤ fading model in comparison with Nakagami-݉, on dense vehicular networks.
We have also implemented both large and small-scale propagation models in ns-3, which is a realistic network simulator, to demonstrate the effectiveness of our proposed model. Figure 15 shows the transmission-reception procedure in ns-3.
The box plot comparison of simulation results versus field data is shown in Figure 16 . This figure, which is generated based on 5-meter binning size for ߙ-ߤ parameter estimation, shows a good qualitative match between field data and the reconstructed data given by our model through its ns-3 implementation for the median curves, which is formed by central black mark of each box, and also for the 25 th and 75 th percentiles, the edges of the box. Moreover, whiskers, which are extended to the most extreme non-outlier data points correspond to approximately 99.3 percent coverage, have a good level of concordance, as well. However, we believe that a statistical comparison between the ns-3 generated data points and the field test data is not a meaningful and fair measure of the physical layer model accuracy since the output RSS samples of ns-3 simulations are outcome of various implemented models of the IEEE 802.11p protocol stack. For instance, the IEEE 802.11p MAC model and DSRC receiver model have significant impact on the received RSS samples. The effect of these models in ns-3 cannot be isolated from the effect of channel propagation model. However, as mentioned before, a qualitative comparison of the field test and the ns-3 results show that they are in good agreement.
VI. CONCLUDING REMARKS
We investigated the modeling of large-and small-scale signal variations in vehicular networks using a 400-car test dataset. We first proposed an approach to remove the effect of fading on deterministic part of the large-scale model. The accuracy of our approach was verified using a touchstone scenario, which is a single transmitter-receiver scenario. Tworay model was then utilized for path-loss characterization and its parameters were derived from the empirical data based on our proposed method. Furthermore, we studied the usage of ߙ-ߤ distribution to model the fading behavior of vehicular networks for the first time, and verified its veracity by the K-S goodness-of-fit test. A large RSSI dataset from a measurement campaign was used to evaluate our claims. Moreover, ns-3 was used to show the outcome of the proposed model in the presence of upper network layers.
Based on the presented results of this paper, utilizing more general distributions, such as ߙ-ߤ distribution, is observed to be a promising approach to model the fading behavior of vehicular environments and gives considerable better results compared to the mostly adopted ones such as Nakagami−݉. Therefore, we are planning to extend the proposed approach for other dense vehicular environments such as intersections and tunnels. 
