The problem of computing the intersection of parametric and algebraic curves arises in many applications of computer graphics, geometric and solid modeling. Previous algorithms are based on techniques from elimination theory or subdivision and iteration and are typically limited to simple intersections of curves. Furthermore, algorithms based on elimination theory are restricted to low degree curves. This is mainly due to issues of e ciency and numerical stability. In this paper we use elimination theory and express the resultant of the equations of intersection as a matrix determinant. Using matrix computations the algorithm for intersection is reduced to computing eigenvalues and eigenvectors of matrices. We use techniques from linear algebra and numerical analysis to compute geometrically isolated higher order intersections of curves. Such intersections are obtained from tangential intersections, singular points etc. The main advantage of the algorithm lies in its e ciency and robustness. The numerical accuracy of the operations is well understood and we come up with tight bounds on the errors using 64 bit IEEE oating point arithmetic.
Introduction
Computing the intersection of parametric and algebraic curves is a fundamental problem in computer graphics and geometric and solid modeling. In particular, intersection is a primitive operation in the computation of a boundary representation from a CSG (constructive solid geometry) model in a CAD system. Other applications of intersection include hidden curve removal for free form surfaces, nding complex roots of polynomials, computing singular points etc. 1, 2, 3, 4, 5].
There are three major algorithms for computing the intersection of rational parametric curves. They are based on implicitization 6], B ezier subdivision 7] and interval arithmetic 8]. The implicitization approach is based on reducing the problem to nding roots of a univariate polynomials, while Bezier subdivision and interval arithmetic proceed by using the geometric properties of the control polygon of a Bezier curve. The relative performance and accuracy of these algorithms is highlighted in 2]. In particular, implicitization based approaches are considered faster than other intersection algorithms for curves of degree up to four. However, their relative performance degrades for higher degree curves. This is mainly due to issues of numerical stability and their e ect on the choice of representation and algorithms for root nding. For curves of degree greater than three the resulting polynomial has degree at least 16. The problem of computing real roots of such high degree polynomials is frequently ill{conditioned 9]. As a result subdivision based approaches perform better.
The algorithms for algebraic curve intersection are analogous to those of intersecting parametric curves. Resultants are used to eliminate one variable from the two equations corresponding to the curves. The problem of intersection corresponds to computing roots of the resulting univariate polynomial. This approach causes numerical problems for higher degree curves (greater than four). A robust algorithm based on subdivision has been presented in 10]. However, resultant based algorithms are considered to be the fastest for lower degree curves.
The problems of computing the intersection of parametric and algebraic curves correspond to computing common solutions of a system of algebraic equations. Some general purpose methods to compute the system of algebraic equations can be used to solve intersection problems as well. These include Gr} obner bases algorithms 11], homotopy methods 12] and interval arithmetic 13]. However, Gr} obner bases algorithms need exact arithmetic and homotopy methods and interval arithmetic methods are slow as compared to algorithm highlighted above 14] .
In many applications, the intersection may be of higher order involving tangencies and singular points. Such instances are rather common in industrial applications 15] . Most algorithms require special handling for tangencies and therefore require additional computation for detecting them. In fact algorithms based on subdivision and Newton{type techniques often fail to accurately compute the intersections in such cases. Special techniques for computing rst order tangential contacts of parametric curves are given in 15]. Sederberg presents a modi cation of his algorithm for computing all double points of an algebraic curve in a triangular domain 10]. However, no e cient and accurate techniques are known for computing higher order intersections.
An e cient and robust algorithm for intersecting parametric and algebraic curves using matrix computations in presented in 16, 17] . For parametric curve intersection, one of the curves is implicitized and represented as a matrix determinant. After substituting the other parametrization the problem of intersection is reduced to computing the eigenvalues and eigenvectors of a matrix. The advantages of this technique lie in its e ciency, robustness and numerical accuracy. The algorithm for algebraic curve intersection is similar.
In this paper we extend the algorithm of 16] to handle multiple intersections. Such intersections are obtained due to tangential intersections or multiple points on one of the curve. It is rather di cult to detect such cases using the geometric properties of the control polygon of the curves. Our algorithm is based on the algebraic and geometric multiplicities of the eigenvalues corresponding to intersections points. As such the problem of computing multiple roots of a polynomial or multiple eigenvalues of a matrix can be numerically ill{conditioned. As a result a small perturbation in the input data can result in signi cant order of change in the magnitudes of the resulting roots or eigenvalues. We represent the perturbed eigenvalues corresponding to the higher multiplicity eigenvalue as a cluster. Moreover, the arithmetic mean of the eigenvalues in the cluster is well conditioned as opposed to the individual eigenvalues in the cluster. We are able to accurately compute the mean using matrix computations. Given the higher multiplicity eigenvalue corresponding to the intersection we compute the intersection point, its multiplicity and the nature of intersection. The algorithm is implemented using routines from LAPACK and we illustrate the algorithm on various examples. The overall algorithm works well on geometrically isolated higher order intersections. In case the higher order intersections are not geometrically isolated, we present some heuristics to compute the higher order intersections. Their accuracy is a function of the sensitivity of the problem to perturbation. Some of the results presented in this paper have also appeared in 18] .
The rest of the paper is organized in the following manner. In Section 2 we present our notation, review techniques from elimination theory and reduce the problems of intersecting parametric and algebraic curves to computing roots of polynomials expressed as matrix determinants. We also highlight a number of properties of the matrix determinants corresponding to the implicit representation and resultant for-mulations. In Section 3, we review results from linear algebra and numerical analysis being used in the algorithm and show how the intersection problem can be expressed as an eigenvalue problem. Section 4 highlights the numerical problems in computing the higher multiplicity roots and eigenvalues and shows how the mean of the clusters of eigenvalues can be accurately computed. We also present our algorithm for computing the intersection multiplicity, intersection points and the nature of intersection.
Parametric and Algebraic Curves
A rational B ezier curve is of the form 19]: P(t) = (X(t); Y (t)) = n i=0 w i P i B i;n (t) n i=0 w i B i;n (t) ; 0 t 1 where P i = (X i ; Y i ) are the coordinates of a control point, w i is the weight of the control point and B i;n (t) corresponds to the Bernstein polynomial B i;n = n i ! (1 ? t) n?i t i :
For polynomial curves the denominator term is a constant. Other rational formulations like B-splines can be converted into a series of B ezier curves by knot insertion algorithms 19]. Thus, the problem of intersecting rational curves can be reduced to intersecting B ezier curves. Algebraic plane curves are generally expressed in standard power basis:
F(x; y) = i+j n c ij x i y j = 0:
They can also be represented in Bernstein basis. The problem of intersection corresponds to computing the common points on such curves in a particular domain. The set of rational parametric curves is a proper subset of algebraic plane curves 20]. In the following paragraphs we will highlight some algebraic properties of algebraic curves and they are applicable to parametric curves as well.
Multiple Points
A point on a curve is a regular point unless it satis es the following de nition 20]:
De nition: A multiple point of order k (or k-fold point, k > 1) of a degree n curve, is a point p of the curve such that a generic line through p meets the curve in at most n ? k further points.
Let us investigate the behavior of an algebraic curve at a multiple point. We can assume that the point under consideration is the origin, i.e. p = (0; 0), else we can bring it to the origin by a suitable linear transformation. The curve can be represented as F(x; y) = U 0 (x; y) + U 1 (x; y) + . . . + U n?1 (x; y) + U n (x; y) = 0; where U i (x; y) is a homogeneous polynomial of degree i in x and y. A generic line through the origin can be represented in the form x=a = y=b. The As far as parametric curves are concerned, multiple points can be de ned in a similar fashion. In particular, a point q = P(t 1 ) = (X 1 ; Y 1 ) = ( x(t 1 ) w(t 1 ) ; y(t 1 ) w(t 1 ) ) has multiplicity k if any generic line passing through q intersects P(t) at n ? k other points, where n is the degree of P(t). A generic line passing through q is of the form aX + bY + c = 0 such that aX 1 + bY 1 + c = 0. Typical examples of multiple points includes cusps and loops. Every properly parametrized rational parametric curve has a nite number of singular points. Moreover the notion of regular and singular points on a curve can also be explained in terms of the place of a curve at a point.
In the neighborhood of a point q = P(t 1 ), the curve can always be de ned by a formal power series. For example, (X(t); Y (t)) can be expressed as a power series representation in the neighborhood of q. The formal power series or the local parametrization is called a place of P(t) at q and exists because of Newton's theorem 21]. The notion of a place is more speci c than that of a curve point. Corresponding to every curve point the curve has a place. The curve may have more than one place X Y Figure 1 : A cubic curve with a loop at a singular point and has one place at every non-singular point. In particular, the curve has two or more places at a node or loop and one place at a cusp. More on places and their representation as branches is given in 22, 1, 23, 21] .
A rational parametric curve P(t) is properly parametrized if it has one-to-one relationship between the parameter t and points on the curve, except for a nite number of exceptional points. Let S be one of these exceptional points. In other words, there is more than one value of the parameter t, which gives rise to the point S. At such points, the curve has more than one place. The exact relationship between the number of parameter values corresponding to a point and the number of places at the same point is given by the following lemma 21]: Lemma 2.2 The number of values of t that give rise to a point q on a properly parametrized curve P(t) is the number of places on the curve at q. Example 2.3 Consider the cubic plane curve P(t) = (x(t); y(t); w(t)) = (t 2 ? 1; t 3 ? t; 1) which is a parametrization of f(x; y; w) = y 2 w ? x 2 w ? x 3 = 0, a nodal cubic (as shown in Fig. 1 ). Since the degree of Q(t) is equal to the degree of f(x; y; w) (which is three), Q(t) is properly parametrized. The curve has one place at every point except at the origin, where it has two places corresponding to t = 1 and t = ?1.
The singular point, q on a rational curve can be classi ed according to the number of places the curve has at that point.
The curve has one place at q. These include simple cusps. The curve has more than one place at q. These cases include loops. For our algorithm we assume that the curve P(t) is properly parametrized. As a result all the singular points having more than one place have more than one preimage (according to lemma 2.2). The cusps on a curve can be identi ed according to the following theorem from 24]: Theorem 2.4 Given a rational curve P(t) = (X(t); Y (t)) with a proper parametrization, the curve has a cusp at q = (X(t As a result, each t i corresponds to a root of f(t) and therefore, the curve has multiplicity k at q.
To prove the necessity we assume that q is a point of multiplicity k, where k 2. That implies that any line passing through q intersects the curve at n ? k points at most. Let us represent the line as aX + bY + c = 0 where a; b; c are chosen such that aX 1 + bY 1 + c = 0. After substituting the parametrization of the curve into the equation of the line we obtain f(t) = ax(t)+by(t)+cw(t) = 0, a polynomial of degree n. Its n roots correspond to the points of intersection. The fact q is a point of multiplicity k implies that for k of the n roots, say t 1 ; . . .; t k , P(t i ) = q. Let 
Elimination Theory
Elimination theory is a branch of classical algebraic geometry dealing with conditions under which sets of polynomials have common roots. Its results were known a century ago 25, 26] . The main result is the construction of a single resultant polynomial such that the vanishing of the resultant is the necessary and su cient condition for the given system of equations to have a non{trivial solution. As far as geometric and solid modeling are concerned, the use of resultants was resurrected by Sederberg for implicitizing parametric curves and surfaces 6]. The problem of curve intersection is reduced to solving two polynomial equations simultaneously and therefore we use resultant formulations of two polynomials in one unknown. Surveys on various formulations of resultants are given in 6, 27] and e ective techniques for computing and applying them are presented in 14] .
Three methods are known in the literature for computing the resultant, owing to Bezout or Cayley and Sylvester 26] . Each of them expresses the resultant as the determinant of a matrix. The order of the matrix is di erent for di erent methods. We use Cayley's formulation of Bezout resultant as it results in a matrix of lower order. It has been explained in detail in 16] and speci cally applied to the polynomials corresponding to the intersection of parametric and algebraic curves.
We are given two polynomials, F(x) and G(x), of degree m and n, respectively.
Without loss of generality we assume that m n. Proof: We will highlight the proof for k = 2 and it can be easily extended to arbitrary k. Let us consider the polynomial, P x (x; ), which is the partial of derivative of P(x; ) with respect to x.
Moreover it follows from (2 Q.E.D.
Implicitizing Parametric Curves
Given a rational B ezier curve, P(t), we express it in homogeneous form as p(t) = (x(t); y(t); w(t)) = ( m i=0 w i X i B i;m (t); m i=0 w i Y i B i;m (t); m i=0 w i B i;m (t)): We assume that the curve, P(t) has a proper parametrization and that moreover GCD(x(t); y(t); w(t)) is a constant. Algorithms to compute the proper parametrizations of curves have been described in 28, 24, 29] .
To implicitize the curve we consider the following system of equations
Consider them as polynomials in t and X; Y are treated as symbolic coe cients. The implicit representation corresponds to the resultant of (6) . 
This relationship is used to compute the inverse coordinates of the intersection points.
Properties of Implicit Representation
In the previous section we have presented a matrix determinant formulation for the implicit representation of the curve. In this section we highlight some properties of Q.E.D.
Intersecting Parametric Curves
Given two rational B ezier curves, P(t) and Q(u) of degree m and n respectively, the intersection algorithm proceeds by implicitizing P(t) and obtaining a m m matrix M, whose entries are linear combinations of symbolic coe cients X; Y . The second parametrization Q(u) = (x(u); y(u); w(u)) is substituted into the matrix formulation. It results in a matrix polynomial M(u) such that each of its entries is a linear combination of x(u); y(u) and w(u). The intersection points correspond to the roots of Determinant(M(u)) = 0: (8) This completes the reduction of the problem of intersecting parametric curves to a nonlinear eigenvalue problem (8) . The reduction to a standard eigenvalue problem will be complete in section 3.8.
Intersecting Algebraic Curves
In this section we consider the intersection of two algebraic plane curves, represented as zeros of F(x; y) and G(x; y), polynomials of degree m and n, respectively. The polynomials may be represented in power basis or Bernstein basis. Let the points of intersection be (x 1 ; y 1 ); . . .; (x mn ; y mn ). To simplify the problem we compute the projection of these points on the x-axis. Algebraically projection corresponds to computing the resultant of F(x; y) and G(x; y) by treating them as polynomials in y and expressing the coe cients as polynomials in x. The resultant R(x) is a polynomial of degree mn. The resultant is computed using Cayley's formulation in ( x 0 ), where x 0 is a root of the polynomial given above, has properties similar to that of the matrix corresponding to the implicit representation of the parametric equations. For simple intersections, its entries are functions of y 0 , the y-coordinate of the intersection.
This completes the reduction of the problem of intersecting algebraic curves to a nonlinear eigenvalue problem (9) . The reduction to a standard eigenvalue problem will be complete in section 3.8.
Matrix Computations
In this section we review some techniques from linear algebra and numerical analysis 31, 35, 34] . We also reduce the problem of computing the intersection of parametric and algebraic curves to eigenvalue problems. We also discuss the numerical accuracy of the problems in terms of their condition number and the algorithms used to solve those problems. In particular we highlight some features of these techniques used in our algorithm for intersection in Section 4.
Singular Value Decomposition
The singular value decomposition (SVD) is a powerful tool which gives us accurate information about matrix rank in the presence of round o errors. The rank of a matrix can also be computed by Gauss elimination. However, there arise many situations where near rank de ciency prevails. Rounding errors and fuzzy data make rank determination a nontrivial exercise. In these situations, the numerical rank is easily characterized in terms of the SVD. 
Eigenvalues and Eigenvectors
Given a n n matrix A, its eigenvalues and eigenvectors are the solutions to the equation Ax = sx; where s is the eigenvalue and x 6 = 0 is the eigenvector. The eigenvalues of a matrix are the roots of its characteristic polynomial, Determinant(A ? sI). E cient serial algorithms for computing all the eigenvalues and eigenvectors are well known 31], and their implementations are available as part of packages EISPACK 32] and LA- PACK 34] . Most algorithms use similarity transformations of the form A 0 = QAQ ?1 , where Q is a nonsingular n n matrix. This transformation leaves the eigenvalues of A unchanged, and changes eigenvectors y of A into eigenvectors Qy of A 0 . Algorithms choose Q so that A 0 is (nearly) upper triangular, which makes its eigenvalues and eigenvectors easy to compute. The standard algorithm is QR iteration, which chooses Q to be an orthogonal matrix, which guarantees that the entire algorithm is numerically stable 31]. One QR step of iteration goes as follows. We rst (implicitly) factorize A ? I = UR; (10) where is a scalar referred to as a shift, U is an orthogonal matrix and R is an upper triangular matrix. The next iterate is A 0 = RU + I = U T AU:
The shift is chosen as an approximate eigenvalue in such a way that the bottom right entry of A converges quadratically to an eigenvalue. To make this algorithm practical A is initially reduced to Hessenberg form, which cuts the cost of an iteration, and a shift by a complex is replaced by a combined shift by and and its complex conjugate , to avoid complex arithmetic. Ultimately, the sequence of matrix iterates converges to its real Schur decomposition of the form 
where each R ii is either a 1 1 matrix or a 2 2 matrix having complex conjugate eigenvalues. Given the real Schur decomposition, computing the eigenvalues is a trivial operation. More details are given in 31]. The cost of the algorithm ranges from 10n 3 if only eigenvalues are desired, to about 26n 3 for all eigenvalues and eigenvectors.
Generalized Eigenvalue Problem
Given n n matrices, A and B, the generalized eigenvalue problem corresponds to solving Ax = sBx:
We also refer to the generalized eigenproblem for the matrix pencil (or just pencil) 
Condition Numbers
The condition number of a problem measures the sensitivity of a solution to small changes in the input. A problem is ill{conditioned if its condition number is large, and ill{posed if its condition number is in nite. These condition numbers are used to bound errors in computed solutions of numerical problems. More details on condition numbers are given in 31, 35] . The implementations of these condition number computations are available as part of LAPACK 36] .
In our intersection algorithm, we will be performing computations like matrix inversion and computing eigenvalues and eigenvectors of a matrix. Therefore, we will be concerned with the numerical accuracy of these operations.
Condition Number of a Square Matrix
The condition number of a square matrix is 1 (A) n(A) , where 1 and n are the largest and smallest singular values. Thus, the condition number is large precisely when the distance to the nearest rank de cient matrix, n (A), is small. This condition number 
Condition Number of Simple Eigenvalues
Let s be a simple 3 eigenvalue of the n n matrix, A, with unit right eigenvector x and unit left eigenvector y. That is, Ax = sx; y H A = sy H and k x k 2 =k y k 2 = 1. Here k v k 2 stands for the 2{norm of a vector and y H is the conjugate-transpose of y. Let P = (x y H )=(y H x) be the spectral projector. Therefore, k P k 2 
Condition Number of Clustered Eigenvalues
To compute the higher order intersections we are interested in computing the condition numbers of a cluster of eigenvalues. We highlight the need for using clusters in Section 4. We use these condition numbers in determining the accuracy of eigenvalues with multiplicity greater than one. We represent the real Schur decomposition as We substitute k P k 0 to obtain a slightly weaker bound on the perturbation in s for su ciently small 2 . The average of a cluster is often much better conditioned than individual eigenvalues in the cluster. This technique works well once we can choose the right set of eigenvalues comprising a cluster. More details are presented in Section 4.
Reduction to an Eigenvalue Problem
In this section we consider the problem of intersecting parametric curves and reduce it to computing the eigendecomposition of a matrix. The same reduction is applicable to the intersection of algebraic plane curves.
In Section 2 we had reduced the problem of intersecting parametric curves P(t) and Q(u), of degree m and n respectively, to nding roots of the matrix determinant as shown in (8) . Each entry of the m m matrix M(u) is a linear combination of Bernstein polynomials of degree n in u. A similar formulation has been obtained for the intersection of algebraic plane curves F(x; y) and G(x; y), of degree m and n, respectively, as shown in (9 The relationship between the eigenvalues of C and the roots of P(s) has been proved using similarity transformations in 37]. Many times the leading matrix M n is singular or close to being singular (due to high condition number). Some techniques based on linear transformations are highlighted in 16] such that the problem of nding roots of determinant of matrix polynomial can be reduced to an eigenvalue problem. However, there are cases where they do not work. In such cases, we reduce the intersection problem to a generalized eigenvalue problem. 
where 0 and I m are m m null and identity matrices, respectively. Proof: 16, 37 ].
Eigenvalue Formulation
In the previous section, we have shown how the problem of intersection can be reduced to an eigenvalue problem. This is based on eliminating variables and matrix computations. For higher degree curve intersections, the roots can also be computed by expanding the determinant and nding the roots of the resulting problem. However, the roots of high degree polynomials can be very ill{conditioned and hard to nd 38]. Therefore, we use more reliable matrix computations to compute the roots. In particular, we use the QR algorithm, which computes all the eigenvalues using orthogonal similarity transformations (and optionally eigenvectors), and is guaranteed to nd one copy of each root of a matrix di ering very slightly from the input matrix. One can show this is equivalent to nding one copy of each root of a polynomial di ering very slightly from the polynomial in the bottom row 47, 48] . In most applications we are only interested in eigenvalues in a given domain. Until recently, there were no reliable algorithms other than QR, which must nd all the eigenvalues, wanted or not. These recent algorithms 42] generally take more oating point operation than QR, but have the advantage of being easy to parallelize, which QR is not. Another class of parallel eigenvalue algorithm applies homotopy continuation to Determinant( L(s)) 43, 44] . These algorithms, while parallelizable and often accurate, have the same drawbacks as homotopy methods applied directly to the polynomial systems: the di culty of guaranteeing that all desired roots are computed exactly once, without taking arbitrarily small steps. See 49] for a discussion of parallel eigenvalue algorithms.
Higher Order Intersections
In the previous sections, we have shown how the problem of curve intersection can be reduced to eigendecomposition. Simple eigenvalues of the resulting matrix correspond to simple intersections. In this section, we present algorithms to robustly compute geometrically isolated higher order intersections.
According to Bezout's theorem two rational or algebraic curves of degree m and n intersect in mn points (counted properly In the previous section we showed that the intersection points correspond to the mn eigenvalues of C in (16) or the generalized eigenvalue problem, C 2 ? C 1 s in (17) .
As a result there is a direct relationship between the multiplicities of the eigenvalues and the intersection multiplicity of the point. Eigenvalues of multiplicity greater than one are the multiple roots of Determinant(C ? sI) = 0 or Determinant(C 2 ? C 1 s) = 0
and their multiplicity corresponds to the multiplicity of the roots. This multiplicity is also referred to as the algebraic multiplicity of the eigenvalue. The geometric multiplicity of an eigenvalue, s 0 , is the dimension the vector space corresponding to the kernel of C ? s 0 I or C 2 ? C 1 s 0 . It is bounded by the algebraic multiplicity of s 0 .
The relationship between algebraic and geometric multiplicities of the eigenvalue and that of the intersection point is di erent for intersection of parametric and algebraic curves.
Parametric Curve Intersection: The eigenvalues correspond to the roots of (8), except in some cases we may have used a linear transformation and therefore they are the roots of a transformed equation. Each eigenvalue, s 0 , corresponds to an intersection point, Q(s 0 ). As a result, higher multiplicity eigenvalues correspond to higher order intersections. In fact, the intersection multiplicity of Q(s 0 ) is exactly equal to the algebraic multiplicity of the eigenvalue s 0 . The nature of intersection, whether it is a singular point or tangential intersection, is determined from the algebraic and geometric multiplicities of the eigenvalue.
Algebraic Curve Intersection: The eigenvalues correspond to the roots of (9) . As a result, each eigenvalue s 0 corresponds to the x-coordinate of the intersection point of the form (s 0 ; y). It is possible that the curves intersect in two points of the form p 1 = (s 0 ; y 1 ) and p 2 = (s 0 ; y 2 ). In such cases p 1 and p 2 may be simple points of intersection (having intersection multiplicity equal to one), whereas the s 0 is an eigenvalue of multiplicity two at least. Thus, eigenvalues of multiplicity greater than one may or may not correspond to an intersection point of multiplicity greater than one. Such cases are again distinguished by the algebraic and geometric multiplicities of the eigenvalues.
We initially describe the algorithm for computing higher multiplicity eigenvalues and later on present a separate algorithm for computing the corresponding intersection points of parametric and algebraic curves.
Higher Multiplicity Eigenvalues
As such the problem of computing higher order roots of polynomial equations or eigenvalues can be numerically ill{conditioned. We highlight the problem with a classic A better solution to this problem is obtained by considering the matrix to have a cluster of 10 eigenvalues near zero, and computing the arithmetic mean of this cluster instead of the individual eigenvalues. The arithmetic mean of a cluster of eigenvalues can be much less sensitive to small perturbations than the individual eigenvalues 39]; explicit expressions are given in equation (13) . In particular, if a cluster arises from the perturbation of a single multiple eigenvalue, the mean may be a much more more accurate approximation of the multiple eigenvalue than any of the computed eigenvalues.
Consider example (18) . The mean of the eigenvalues of the leading 10-by-10 submatrix is exactly zero for any , because this mean is :1 times the trace of this submatrix, which is clearly zero. The eigenvalues of this block lie evenly spaced on a circle of radius :1 in just such a way that their sum cancels to zero.
Similar properties hold for the higher multiplicity roots of polynomial equations. That is, although the higher multiplicity roots are ill-conditioned, the average of a cluster of roots of the perturbed polynomial is stable 38].
We may apply this idea to computing accurate multiple curve intersections as follows. Suppose we are given two curves that intersect with multiplicity k at p.
We compute the implicit representation and reduce the problem to an eigenvalue problem. Let s be the multiple eigenvalue corresponding to p. Since the reduction involves rounding errors, the resulting eigenproblem will not have a multiple eigenvalue at s, but rather a cluster of k eigenvalues near s. Often these clustered eigenvalues will lie on a circle centered at the original multiple eigenvalue. If we can correctly identify these clustered eigenvalues and compute their mean, this will be an accurate approximation of the multiple eigenvalue.
So the underlying problem is to cluster eigenvalues. This problem has been worked on for a long time, and is known to be very di cult to solve in general 45, 46] . For example, in example (18), setting = 1=1024 means that one of the eigenvalues in the \cluster" around zero equals .5. Should the \other" eigenvalue at .5 be part of the cluster or not? The answer is no, but that is hard to tell just from looking at the eigenvalues as points in the complex plane with no further information. We rely on the fact that the pathologies which make this problem hard in general are rare enough in practice that the following simple heuristic often works (otherwise, human intervention might be required at this point):
1. let C (or C 2 ? C 1 s) be the matrix (or pencil) whose eigenvalues we want to cluster. 4. Put those s 0 i that equal one another in their nonzero digits in the same cluster. 5. Take the arithmetic mean of the corresponding s i . To speed up the cluster identi cation process we sort the eigenvalues based on their magnitudes. The eigenvalues corresponding to the same cluster would appear next to each other in the sorted list. In the rest of this section we demonstrate this method on the intersection of parametric curves. Example 4.1 Consider the intersection of cubic curve, P(t) = (x(t); y(t)) = (t 2 ? 1; t 3 ? t) with the parabola Q(u) = (x(u); y(u)) = (u 2 + u; u 2 ? u) (as shown in Fig.   3 ). The cubic curve has a loop at the origin. We are interesting in all intersection = 0 belong to the same cluster. The arithmetic mean (s 4 + s 5 + s 6 )=3 = 0, and the condition number of this mean is 26:82. As a result, the mean is correct up to about 10 ?14 and therefore we take s 0 = 0:0 to be an eigenvalue of (algebraic) multiplicity three.
The procedure highlighted above is used for computing the intersection multiplicity of the point. However, the higher order intersection can be due to a tangential intersection, one of the curves having a singular point at the point of intersection or their combinations. In the following sections we present techniques to compute the higher order intersection points and determine the nature of intersection. The algorithm is similar for parametric and algebraic curves.
Roots of Univariate Polynomials
In this section we present an algorithm which computes the common roots of two univariate polynomials. The algorithm is used for nding the intersection points corresponding to multiple intersections.
Given two polynomials, f(t) and g(t), the number of common roots of these polynomials correspond to the roots of the polynomial corresponding to their greatest common divisor (GCD). However, computing the GCD is rather di cult when the coe cients of the polynomials are expressed in oating point. To circumvent the problem we propose nding all roots of f(t) = 0 and determine which of them correspond to the roots of g(t). We perform these procedures using matrix computations. Let us assume that f(t) and g(t) are expressed in power basis.
Given f(t) = f n t n +f n?1 t n?1 +. . .+f 1 t+f 0 . Without loss of generality we assume that f n = 1. It is a well known fact in linear algebra that the roots of f(t) are exactly the eigenvalues of the companion matrix 35]: A similar matrix G can be formulated corresponding to g(t). To compute the roots of f(t) we compute the eigenvalues of F using the QR algorithm. It can also be used to accurately compute the roots of multiplicity greater than one by identifying the corresponding clusters and computing their arithmetic mean. Given an eigenvalue t = t 1 of F we might verify whether it is a root of g(t) by computing the rank of G ? t 1 I using singular value decompositions. However, it is much cheaper to use the following simple and nearly equivalent formula: q = 8 < :
( i.e. q is the smallest absolute perturbation to the coe cients of f(t) so that the perturbed polynomial has a zero at t 1 .
To verify whether t 1 is a root of multiplicity greater than one, we may compute the companion matrix G 0 corresponding to the polynomial g 0 (t) and compute the rank of G 0 ? t 1 I. The order of G 0 is one less than the order of G.
Parametric Curve Intersection
Given the higher multiplicity eigenvalue s and the corresponding intersection point, p = Q(s) = (x(s); y(s); w(s)), we are interested in computing the preimage of p with respect to P(t) and knowing the nature of intersection. The resulting algorithm depends on the geometric multiplicity of the eigenvalue. We are mainly interested in knowing whether the geometric multiplicity of the eigenvalue is one. (s) ). The number of common roots of these two equations is computed by the algorithm described in the previous section.
If p is not a singular point with respect to either of the curves, the two curves intersect tangentially (or with higher order continuity) 40].
Let us now consider the case when the geometric multiplicity of s is greater than one (say k). In Example 4.1 we computed the entries of the matrix C, as shown in (19) , whose eigenvalues correspond to the intersection points. Based on the condition number of the eigenvalues we concluded that = 0 is an eigenvalue of multiplicity three. It turns out that both the matrices mentioned above are rank de cient and therefore, ?1:0 and 1:0 are the the roots of f(t) as well as g(t). Furthermore, they are roots of multiplicity one. As a result, P(t) has a loop at the origin. The fact that the curves intersect with multiplicity 3 implies that Q(u) is tangential to one of the branches of P(t) at the origin.
Algebraic Curves
Given an eigenvalue s of multiplicity k. The eigenvalue corresponds to the X coordinate of intersection. In this section we present techniques to compute the Y coordinates of the point of intersection of the algebraic curves F(x; y) and G(x; y). The analysis is very similar to that of intersecting parametric curve. Let us consider the case when the geometric multiplicity of s is one. As a result the unique vector lying in the kernel is of the form k(1 y 0 y 2 0 . . . y m?1 0 ) T . Therefore, we can compute the Y coordinate from the eigenvector. Furthermore the intersection multiplicity of the point (s; y 0 ) on each curve can be computed by the degrees of the lowest degree monomials of F(x ? s; y? y 0 ) and G(x ? s; y ? y 0 ) (according to Lemma
2.1).
In case the geometric multiplicity of s is greater than one, the Y coordinates are computed by solving the univariate equations F(s; y) = 0 and G(s; y) = 0. The intersection multiplicity of each point is computed in a similar fashion.
We illustrate the algorithm on the intersection of quartic algebraic curves. These curves are shown in Fig. 4 . P(x; y) is a nodal quartic having a self intersection at the origin, whereas Q(x; y) has a cusp at the origin. The intersection algorithm proceeds by eliminating x from these two equations using Cayley's resultant. In other words we treat them as polynomials in y and x is as a symbolic constant. The resulting They are also regular points.
We highlight the performance of the algorithm on some high degree curves. Computing the common roots of these two curves is one step in computing the singu- 1 C C C C C C C C A It turns out that M 12 is singular. So we perform a transformation x = 1=z and express the resulting matrix polynomial in z with the leading matrix being M 0 . Its estimated condition number is 1:416e03 and we reduce the problem to a 96 96 eigenvalue problem. The computed eigenvalues of the resulting matrix together with their accuracy are listed in Table 1 .
Based on accurate digits we formulate clusters, verify the condition numbers of the arithmetic mean of the clusters and the geometric multiplicity of the resulting eigenvalue. The geometric multiplicities are computed by SVD of the resulting 8 8 matrices, M(x 0 ). The common intersections of F(x; y) and G(x; y) along with their algebraic and geometric multiplicities are listed in Table 2 .
The overall algorithm takes about 3:0 seconds on a DEC 5000/25. It takes about one second for eigendecomposition and the rest of the time is spent in computing the geometric multiplicities.
Robustness of the Algorithm
The robustness and accuracy of the algorithm is a function of the accuracy of the eigendecomposition algorithms and the identi cation of the right "cluster". In practice, the algorithm works well on geometrically isolated higher order intersections. However, in theory it is possible that two higher order intersections are close to each other. Moreover, the individual eigenvalues can be perturbed to an extent that the algorithm cannot identify it in the right cluster. However, based on the condition numbers of the mean and the algebraic and geometric multiplicities, we can identify such cases. One possible solution is to enumerate all possible combinations of clusters (by partitioning the perturbed eigenvalues into di erent sets) and compute the condition numbers of their arithmetic mean. The complexity of this approach is an exponential function of the number of eigenvalues in the cluster and it is therefore, useful for low multiplicity cases only.
Conclusion
In this paper we have highlighted a new algorithm for computing the higher order intersections of parametric and algebraic curves. Earlier algorithms were robust for simple intersections only. The algorithm involves use of resultants to represent the implicitrepresentation of a parametric curve as a matrix determinant. The intersection problem is being reduced to an eigenvalue problem. There is a nice relationship between the algebraic and geometric multiplicities of the eigenvalues and the order of intersection. We used this relationship in accurately computing such intersections. E cient implementations of eigenvalue routines are available as part of linear algebra packages and we used them in our implementations. The approach presented here is also useful for computing higher order curve-surface intersections.
