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TAME AND WILD SYMMETRIC SPECIAL MULTISERIAL
ALGEBRAS
DREW DUFFIELD
Abstract. We provide a complete classification of all tame and wild symmetric special
multiserial algebras in terms of the underlying Brauer configuration. Our classification
contains the symmetric special multiserial algebras of finite representation type.
1. Introduction
The representation type of a finite dimensional algebra is of fundamental importance
to representation theorists. Drozd’s famous dichotomy ([11]) shows that an algebra can
either be of tame or wild representation type (which becomes a trichotomy if one dis-
tinguishes between algebras that are of finite or infinite representation type). For tame
algebras, the indecomposable modules in each dimension occur in a finite number of
one-parameter families, meaning that there is at least some hope of a classification of
the indecomposable modules. On the other hand, the representation theory of any wild
algebra is at least as complicated as the representation theory of all finite dimensional
algebras. Thus, a classification of the indecomposable modules of a wild algebra is often
considered to be hopeless. It is therefore of tremendous importance to know whether an
algebra is tame or wild if one aims to develop a detailed understanding of its representa-
tion theory.
The class of special biserial algebras have been of great interest and study, and their
representation theory is well-understood. For example, special biserial algebras are of
tame representation type ([10], [32]). The indecomposable modules of special biserial
algebras have been classified using the functorial filtration method due to Gel’fand and
Ponomarev ([19]) and the morphisms between them have been studied in [9] and [24].
The Auslander-Reiten quiver of special biserial algebras is also well-understood ([6]),
particularly for those that are self-injective ([14]) and symmetric ([5], [12], [17]).
Special biserial algebras have been instrumental to many classification problems re-
garding the representation type of an algebra. For example, they are used in the derived
equivalence classification of tame self-injective algebras that are either periodic, stan-
dard, or of polynomial growth ([2], [29]). Special biserial algebras also play a role in the
classification of blocks of group algebras of tame (and finite) representation type (see for
example [13]).
The focus of this paper is on the broader class of special multiserial algebras, which were
first introduced in [31] and later investigated in [20], [21] and [22]. They both generalise
and contain the class of special biserial algebras, and similar to special biserial algebras,
the representation theory is generally controlled by the uniserial modules over the algebra.
Unlike biserial algebras though, most special multiserial algebras are wild. Symmetric
radical cube zero algebras are a subclass of special multiserial algebras (as shown in [22]),
and for these, a classification of finite, tame and wild algebras exists in [4]. However,
such a classification does not currently exist for symmetric special multiserial algebras in
general. It is precisely the aim of this paper to provide a classification of all tame and
wild symmetric special multiserial algebras.
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A helpful tool in understanding the representation theory of symmetric special multise-
rial algebras is the notion of a Brauer configuration. A Brauer configuration is a decorated
hypergraph with orientation – that is, a collection of vertices and connected polygons,
with a cyclic ordering of the polygons at each vertex. Every Brauer configuration gives
rise to a symmetric special multiserial algebra ([21]). Conversely, every symmetric special
multiserial algebra can be associated to a Brauer configuration ([22]). Brauer configura-
tions are particularly useful, as the representation theory of the algebra is encoded in the
combinatorial data of the hypergraph. If every polygon in the Brauer configuration is a
2-gon (or edge), then one obtains a Brauer graph, and hence a symmetric special biserial
algebra.
This paper is centred around proving the main result given in Section 2, which uses a
variety of mathematical techniques. For example, one test for the wildness of an algebra,
detailed in [7], is to show that there exist infinitely many indecomposable modules of
dimension d which lie in an Auslander-Reiten component that is not a homogeneous
tube. In Sections 4 and 5, we give examples of one-parameter families of indecomposable
modules in symmetric special multiserial algebras, some of which are the well known
class of band modules. We then show that for certain symmetric special multiserial
algebras, these modules do not belong to homogeneous tubes in the Auslander-Reiten
quiver, thus showing that these algebras are wild. We use this technique in particular
to show that there is precisely one tame symmetric special quadserial algebra, and that
every symmetric special n-serial algebra with n > 4 is wild.
The most involved cases in the proof of the main theorem concern the subclass of
symmetric special triserial algebras. This forms the majority of the paper. In Section 6,
we prove the existence of a class of tame symmetric special triserial algebras which are
closely related to the (tame) classes of clannish algebras and skewed gentle algebras in
[8] and [18]. The proof involves an indirect classification of the indecomposable modules.
In Section 7, we show which symmetric special triserial algebras (with an underlying
Brauer configuration that is a tree) are derived equivalent to the trivial extension of
a hereditary algebra. The techniques we use are similar to those used by Rickard for
Brauer tree algebras in [26]. In particular, we determine which symmetric special triserial
algebras are derived equivalent to the trivial extension of some wild hereditary algebra,
and which are derived equivalent to the trivial extension of some hereditary algebra of
type E or E˜.
The aim of Sections 8 and 9 is to prove that any symmetric special triserial algebra
which is not one of the algebras from Sections 6 and 7 is wild. The proof involves the
construction of functors analogous to representation embeddings (c.f. [28]) from a wild
hereditary algebra to the symmetric special triserial algebra. In the case of Section 8, this
provides an explicit description of a class of two parameter families of indecomposable
modules.
Finally, in Section 10, we bring together all of the results in Sections 4-9 to prove the
main theorem in Section 2.
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2. The Classification Theorem
The aim of this paper is to prove the following result.
Theorem 2.1. Let A be a symmetric special multiserial algebra corresponding to a Brauer
configuration χ. Then A is tame if and only if χ satisfies one of the following.
(i) χ is a Brauer graph.
(ii) χ is of the form
G
u1
u2 ur
v1
v′1
v′′1
v′′′1
v2
v′2
v′′2
v′′′2
vr
v′r
v′′r
v′′′r
· · ·
where G is a Brauer graph connecting the (not necessarily distinct) vertices u1, . . . , ur
and evi = ev′i = ev′′i = ev′′′i = 1 for all i.
(iii) χ is of the form
T1
T2
T3
where T1, T2 and T3 are distinct multiplicity-free Brauer trees containing m1,
m2 and m3 polygons respectively such that the values of the triple (m1, m2, m3)
conform to a column of the following table.
m1 1 1 1 1 1 2
m2 2 2 2 2 3 2
m3 2 3 4 5 3 2
(iv) χ is of the form
where every vertex has multiplicity one.
3. Preliminaries
Throughout, we let K be an algebraically closed field and Q = (Q0, Q1) be a finite
connected quiver with vertex set Q0 and arrow set Q1. We let I be an admissible ideal of
the path algebra KQ such that KQ/I is a basic finite dimensional algebra. We denote
by modA the category of finitely generated right A-modules. For any vertex x ∈ Q0,
we denote by S(x) and P (x) the simple module and indecomposable projective module
respectively corresponding to x.
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3.1. Representation Type. The definitions of this section are taken from [28, XIX].
Let A and B be arbitrary K-algebras (that are not necessarily finite-dimensional). Let
A ⊆ ModA and B ⊆ ModB be full exact additive subcategories that are closed under
direct summands. Let F : B → A be a K-linear functor. We say F respects isomorphism
classes if for any modules M,M ′ ∈ B, we have FM ∼= FM ′ ⇒ M ∼= M ′. We say
F is a representation embedding if it is exact, respects isomorphism classes, and maps
indecomposable modules in B to indecomposable modules in A. A K-linear functor
F : B → A is said to be a strict representation embedding if is exact and fully faithful. It
is known that strict representation embeddings are representation embeddings ([28, XIX,
Lemma 1.2]).
There are two equivalent definitions for a finite-dimensional algebra to be of wild rep-
resentation type. A finite dimensional K-algebra A is said to be of wild representation
type (or shortly, is said to be wild) if for every finite dimensional K-algebra B, there
exists a representation embedding F : modB → modA. Equivalently, there exists a
representation embedding F : finK〈a1, a2〉 → modA. Note that if for some algebra A
of unknown representation type and for some algebra B of wild representation type, it
follows that if there exists a representation embedding F : modB → modA, then A is
also wild.
On the other hand, a finite dimensional algebra A is said to be of tame representation
type (or shortly, is said to be tame) if for each strictly positive integer d, there exists a
finite number of K[a]-A-bimodules M1, . . . ,Mnd that are finitely generated and free as
left K[a]-modules such that all (except perhaps finitely many) indecomposable modules
of dimension d are isomorphic to a module of the form S ⊗K[a] Mi for some simple right
K[a]-module S and some 1 ≤ i ≤ nd.
3.2. Tilting Complexes. Denote by projA the full subcategory of modA consisting of
projective A-modules. By Kb(projA), we mean the bounded homotopy category of chain
complexes over projA. We call an object in Kb(projA) that has a non-zero term in at
most one degree a stalk complex. Given an object T ∈ Kb(projA), denote by add(T )
the full subcategory of Kb(projA) consisting of direct summands of direct sums of copies
of T . We call an object T ∈ Kb(projA) a tilting complex if Hom(T, T [n]) = 0 for all
n 6= 0 and add(T ) generates Kb(projA) as a triangulated category. We use the following
result of Rickard in Section 7, which is particularly useful to us, as derived equivalent
self-injective algebras have the same representation type.
Theorem 3.1 ([26], Theorem 1.1). Let A and B be finite dimensional algebras. Then A
and B are derived equivalent if and only if B is isomorphic to the endomorphism ring of
a tilting complex.
An example of a tilting complex in a symmetric algebra A is an Okuyama-Rickard
complex (c.f. [25], [1]). Let ε1, . . . , εn be complete set of primitive orthogonal idempotents
of A. Let E ′ be a subset of E = {1, . . . , n} and let ε =
∑
i∈E′ εi. Define Ti to be either
the stalk complex with degree zero term εiA if i ∈ E
′ or the complex
0 //P (εiAεA)
f //εiA //0
if i 6∈ E ′, where P (εiAεA) is in degree zero and P (εiAεA)
f //εiA is the minimal projec-
tive presentation of εiA/εiAεA. Then the complex T =
⊕
i∈E Ti is called the Okuyama-
Rickard tilting complex with respect to E ′.
3.3. Special Multiserial Algebras. We follow the definitions in [22]. Let A be a finite
dimensional algebra. We say a left or right A-module ismultiserial (or n-serial) if rad(M)
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can be written as a sum of uniserial modules U1, . . . , Un such that Ui ∩ Uj is simple or
zero for all i 6= j. We say that an algebra is multiserial (or n-serial) if A is multiserial
(resp. n-serial) as a left or right A-module. In particular, if A is an n-serial algebra for
n ∈ {1, 2, 3, 4}, then we say that A is uniserial, biserial, triserial or quadserial respectively.
We say that a finite dimensional algebra A is special multiserial if it is Morita equivalent
to a quotient KQ/I of a path algebra KQ by an admissible ideal I such that the following
property holds. For any arrow α ∈ Q1, there exists at most one arrow β ∈ Q1 and at
most one arrow γ ∈ Q1 such that αβ 6∈ I and γα 6∈ I. Note that special multiserial
algebras are multiserial algebras ([22, Corollary 2.4]).
3.4. Configurations. We present an alternative (but equivalent) definition of a hyper-
graph, which we call a configuration.
Definition 3.2. A configuration is a tuple χ = (χ0, χ1, κ) where the following hold.
(i) χ0 is a finite set whose elements are called vertices.
(ii) χ1 is a finite collection of finite sets. We call a set x ∈ χ1 a polygon of χ and
require that |x| ≥ 2 for all x ∈ χ1. Specifically, we call x ∈ χ1 an n-gon if |x| = n.
For each polygon x ∈ χ1, we call the elements of x the germs of the polygon x.
By definition, we say that x∩ y = ∅ for any distinct x, y ∈ χ1. We denote the set
of all germs of polygons in χ by Gχ =
⋃
x∈χ1
x.
(iii) κ : Gχ → χ0 is a function, which may be considered as a map taking each germ of
a polygon to an incident vertex.
A polygon x is said to be incident (or connected) to a vertex v if there exists g ∈ x
such that κ(g) = v. We define the valency of a vertex v in a configuration to be the
integer val(v) = |{g ∈ Gχ : κ(g) = v}|. Informally, one can realise a configuration as a
generalisation of a graph, where instead of vertices and connected edges, we have vertices
and connected polygons. We typically realise 2-gons as edges in the configuration. If a
configuration χ consists entirely of 2-gons, then χ is indeed equivalent to a graph.
We say a polygon x in χ is self-folded (at the vertex v) if there exist at least two
distinct germs g1, g2 ∈ x such that κ(g1) = v = κ(g2). Specifically, if there are precisely
m distinct germs g1, . . . , gm ∈ x such that κ(gi) = v for all i, we say that x ism-self-folded
at v. Self-folded polygons in a configuration generalise the notion of loops in a graph,
and indeed a self-folded 2-gon is considered as a loop.
For the purposes of readability, we will now establish a notation for germs of polygons
in a configuration χ. If g is a unique germ of a polygon x ∈ χ1 such that κ(g) = v ∈ χ0,
then we will write g as xv. It is therefore implicitly assumed that for a germ of a polygon
xv ∈ Gχ, we have x
v ∈ x and κ(xv) = v for some polygon x and vertex v in χ. On the
other hand, if a polygon x in χ is m-self-folded at a vertex v, then we will write the germs
g1, . . . , gm ∈ x satisfying κ(gi) = v for each i as x
v,1, . . . , xv,m.
A path of length n in a configuration χ is a sequence
(v0, x
v0
1 , x
v1
1 , v1, x
v1
2 , x
v2
2 , v2, . . . , vn−1, x
vn−1
n , x
vn
n , vn)
of vertices and germs of polygons such that xvii ∈ xi \ {x
vi−1
i } for all i. We say a polygon
x is in p if there exists a germ of a polygon g in p such that g ∈ x. Where the context is
clear and there are no ambiguities arising from self-folded polygons and multiple polygons
between vertices, we will often write the above sequence as
v0
x1
v1
x2
v2 · · · vn−1
xn
vn .
We say a path in χ is simple if it is non-crossing at polygons and vertices. That is,
each vertex in p occurs precisely once and for any polygon x in p, there are precisely
two germs of x in p. We say a path in χ is a cycle if the starting and ending vertices
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are the same. A cycle is said to be simple if it is non-crossing at polygons and vertices
(except at the starting and ending vertices). We say a configuration χ is connected if there
exists a path between any two vertices of χ. We say χ is a tree if there exists a unique
simple path between any two vertices of χ. We say χ′ = (χ′0, χ
′
1, κ
′) is a subconfiguration
of χ = (χ0, χ1, κ) if χ
′ is a connected configuration such that χ′0 ⊆ χ0, χ
′
1 ⊆ χ1 and
κ′(g) = κ(g) for all g ∈ Gχ′ .
3.5. Brauer Configuration Algebras. The definitions presented here are based on
the work of [21]. A non-empty connected configuration χ = (χ0, χ1, κ) is called a Brauer
configuration if the we have the following additional properties.
(i) To each v ∈ χ0, we equip a cyclic ordering ov of the germs of polygons incident
to v.
(ii) To each v ∈ χ0, we assign a strictly positive integer ev called the multiplicity of
the vertex.
(iii) For any x ∈ χ1 such that |x| > 2, there exists no g ∈ x such that val(κ(g)) = 1
and eκ(g) = 1.
A Brauer configuration generalises the notion of a ribbon graph with weighted vertices,
and may be realised geometrically as a local embedding of the polygons around each
vertex in the oriented plane. We shall use an anticlockwise cyclic ordering throughout.
If every polygon of χ is a 2-gon (and thus, χ is a graph), then χ is a Brauer graph. We
call a Brauer graph χ a Brauer tree if χ is a tree and at most one vertex v in χ has
multiplicity ev > 1. If every vertex of a Brauer configuration has multiplicity one, then
we say that χ is multiplicity-free.
We say a vertex v of a Brauer configuration χ is truncated if val(v) = 1 and ev = 1.
It follows from condition (iii) of the definition of a Brauer configuration that any such
vertex is connected to a unique 2-gon. We call such a polygon a truncated edge of χ.
Let xv1 and x
v
2 be germs of polygons at the same vertex in a Brauer configuration.
We say xv2 is the successor to x
v
1 if x
v
2 directly follows x
v
1 in the cyclic ordering at v.
We then say that the polygon x2 is the successor to x1 at v. From this we obtain
a sequence x1, x2, . . . , xval(v), where each xi is the successor to xi−1. We call this the
successor sequence of x1 at v. Similarly, we say x
v
2 is the predecessor to x
v
1 if x
v
1 directly
follows xv2 in the cyclic ordering at v, and we say the polygon x2 is the predecessor to x1
at v. From this we obtain a (descending) sequence xval(v), . . . , x2, x1, where each xi is the
predecessor to xi−1. We call this the predecessor sequence of x1 at v.
Given a Brauer configuration χ, we construct an algebra A as follows. If χ is a Brauer
tree consisting of a single edge and two distinct connected vertices of multiplicity one,
then we let A = KQ/I, where Q is the quiver consisting of a loop α at a single vertex and
I is generated by the relation α2. Otherwise, we define Q to be the quiver whose vertices
are in bijective correspondence with the distinct polygons of χ. If xv2 is the successor to
xv1 at some non-truncated vertex v in χ, then there exists an arrow x1 → x2 in Q. If x is
connected to a vertex v such that val(v) = 1 and ev > 1, then there exists a loop at x in
Q. If ev = 1 then no such loop exists. Each non-truncated vertex of χ therefore induces
a cycle in Q, and no two such cycles share a common arrow. We denote by Cv the cycle
of Q up to cyclic permutation generated by the non-truncated vertex v in χ. By Cv,α, we
denote the permutation of the cycle Cv such that the first arrow is α.
We define a set of relations ρ on Q as follows. If x is a truncated edge of χ and
Cv,γ1 = γ1 . . . γn is the cycle induced by the non-truncated vertex v connected to x with
γ1 of source x, then (Cv,γ1)
evγ1 ∈ ρ. If u and v are (possibly equal) non-truncated vertices
connected to the same polygon x and Cu,γ and Cv,δ are cycles of source x generated by the
respective vertices u and v (for some arrows γ and δ of source x), then (Cu,γ)
eu−(Cv,δ)
ev ∈
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χ : x y
z
w
v1
v2
v3
v4
v5
Q :
x y
z
w
α1
α2
α3
β1β2
γ1
γ2
γ3
δ
Figure 1. The above is an example of a Brauer configuration and its
corresponding quiver Q. Here, we have ev3 > 1.
ρ. Finally, if αβ is a path of length two in Q such that αβ is not a subpath of any cycle
Cv of any non-truncated vertex v of χ, then αβ ∈ ρ. The algebra A = KQ/I, where I is
the ideal generated by ρ, is called the Brauer configuration algebra associated to χ.
Example 3.3. Let χ = (χ0, χ1, κ) be a configuration defined as follows. We let χ0 =
{v1, v2, v3, v4, v5} and
χ1 = {x = {x
v1 , xv2 , xv4,1, xv4,2}, y = {yv1,1, yv1,2}, z = {zv2 , zv3}, w = {wv4 , wv5}}.
The definition of κ is implicit from the notation used for the germs of polygons. We give
χ the structure of a Brauer configuration by setting
ov1 = [x
v1 , yv1,1, yv1,2] ov2 = [x
v2 , zv2 ] ov3 = [z
v3 ]
ov4 = [x
v4,1, wv4, xv4,2] ov5 = [w
v5]
and setting ev3 = 2 and evi = 1 for all i 6= 3. The Brauer configuration may be presented
pictorially, as shown in Figure 1. Here, χ contains a self-folded 4-gon x and three 2-gons
(edges), one of which is self-folded (a loop). The edge w and connected vertex v5 are
both truncated, with all other polygons and vertices being non-truncated. From χ, we
obtain the quiver Q illustrated in Figure 1. We also obtain the set of relations
ρ = {γ2γ3γ1γ2,
α1α2α3 − β1β2, β1β2 − γ1γ2γ3, γ3γ1γ2 − γ1γ2γ3, α2α3α1 − α3α1α2, β2β1 − δ
2,
α3β1, α3γ1, α3γ3, β2α1, β2γ1, β2γ3, γ2α1, γ2β1, γ2γ1, γ3α1, γ3β1, γ
2
3 , α
2
2, α1α3, β1δ, δβ2}.
The Brauer configuration algebra associated to χ is therefore KQ/〈ρ〉.
The class of Brauer configuration algebras and the class of symmetric special multiserial
algebras coincide ([22, Theorem 4.1]). Henceforth, we assume that A = KQ/I is a Brauer
configuration algebra constructed from a Brauer configuration χ. By the stationary path
at a vertex x ∈ Q0, we mean the path of length zero of source (and target) x, which we
denote by εx.
3.6. Strings in Brauer Configuration Algebras. We follow the definitions of [6], but
in the context of Brauer configuration algebras. To each arrow α ∈ Q1, we denote by
s(α) the vertex x ∈ Q0 at the source of α, and by e(α) the vertex y ∈ Q0 at the target of
α. Recall that the vertices of Q0 are in correspondence with the polygons of χ. Thus for
each arrow α ∈ Q1, we can consider s(α) and e(α) to be polygons in χ. Further recall
that, the arrows of Q1 correspond to ordered pairs of germs of polygons (x
v, yv) such
that yv is the successor to xv. Thus, we can also consider α to be an arrow between two
germs of polygons. Denote by ŝ(α) the germ of the polygon at the source of α, and by
ê(α) the germ of the polygon at the target of α. Given an arrow α ∈ Q1, we denote by
α−1 the formal inverse of α. That is, the symbolic arrow such that s(α−1) = e(α) and
e(α−1) = s(α). We similarly define ŝ(α−1) = ê(α) and ê(α−1) = ŝ(α). By Q−11 , we mean
the set of formal inverses of all arrows in Q1.
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We call a word w = α1 . . . αn, where each symbol αi ∈ Q1 ∪ Q
−1
1 a string of length n
if w avoids the relations in ρ and for each i, αi 6= α
−1
i+1 and e(αi) = s(αi+1). We define
|w| = n. We allow for strings of length zero (which can be considered as the stationary
paths εx for each x ∈ Q0), which we call zero strings. We say a string w is a direct string
if every symbol of w is in Q1 and we say w is an inverse string if every symbol of w is
in Q−11 . A zero string is defined to be both direct and inverse. A band is a cyclic string
b such that bm is a string, but b is not a proper power of any string w. For any non-zero
string w = α1 . . . αn, we define s(w) = s(α1) and e(w) = e(αn) and ŝ(w) = ŝ(α1) and
ê(w) = ê(αn). If w = εx is a zero string, then we let s(w) = x = e(w), but we do not
define ŝ(w) and ê(w), since this is not possible for zero strings. One must therefore take
care when using the functions ŝ and ê with strings.
Let w = α1 . . . αn be a string, let x0 = s(α1) and for each i, let xi = e(αi). From the
string w, we obtain an indecomposable module M(w) ∈ modA called a string module.
The underlying vector space of M(w) is given by replacing each xi with a copy of the
field K. We then say that the action of an arrow α ∈ Q1 is induced by the relevant
identity maps if α or its formal inverse is in w, and is zero otherwise. It follows from the
construction of string modules that M(εx) = S(x).
To each band b = β1 . . . βm, we obtain an infinite family of indecomposable modules
M(b, n, φ) called band modules, where n ∈ Z>0 and φ ∈ Aut(K
n). We direct the reader
to [6] for the full details on the construction of M(b, n, φ), however we will provide a
brief summary here. The underlying vector space of M(b, n, φ) is given by replacing each
vertex of b with a copy of Kn. The action of an arrow in γ ∈ Q1 on M(b, n, φ) is given
by the relevant identity morphism if γ = βi or γ = β
−1
i for some i 6= m. If we instead
have γ = βm or γ = β
−1
m , then the action of γ on M(b, n, φ) is φ. Otherwise, γ has a zero
action on M(b, n, φ).
4. Bands in Symmetric Special Multiserial Algebras
In this section, we will be utilising the contrapositive of a theorem of Crawley-Boevey
to show an algebra is wild. We state the theorem here for convenience, where by almost
all, we mean all but finitely many.
Theorem 4.1 ([7],Theorem D). Let K be an algebraically closed field. If A is a tame
K-algebra, then for each dimension d, M ∼= τM for almost all indecomposable A-modules
of dimension d.
We aim to construct one-parameter families of indecomposable modules that have a
cyclic presentation. A well known example of such families of modules is the class of
band modules. The motivation for constructing these one-parameter families of modules
is that the dimension vector of the modules in the family is independent of the parameter.
Thus, if the family of A-modules Mλ is such a one-parameter family, where λ ∈ K then
the algebra A is wild if dim(Mλ) 6= dim(τMλ) for (almost) all λ, since then Mλ 6∼= τMλ
for (almost) all λ. Note that since the algebras we are interested in are symmetric, we
have τ = Ω2, where Ω2Mλ is the second syzygy of Mλ.
Lemma 4.2. Let A = KQ/I be a Brauer configuration algebra associated to a Brauer
configuration χ. Suppose there exists a (not necessarily simple) path
p : v0
x1
v1
x2
v2 · · · vn−1
xn
vn .
in χ such that for each i, xvii = x
vi
i+1 only if evi > 1. Then there exists a string of the
form
w = w+1 w
−
2 . . . w
σ(n−1)
n−1 ,
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where each w+i is a non-zero direct string such that ŝ(w
+
i ) = x
vi
i and ê(w
+
i ) = x
vi
i+1,
each w−i is a non-zero inverse string such that ŝ(w
−
i ) = x
vi
i and ê(w
−
i ) = x
vi
i+1, and
σ : N→ {+,−} is defined by
σ(n) =
{
+, if n is odd,
−, if n is even.
Proof. We first aim to show that the strings w±i exist for all i < n. Since val(u) = 1 for
any truncated vertex u and we have xvii = x
vi
i+1 ⇒ evi > 1, it follows that all vertices
vi such that i < n are non-truncated. Thus for each i < n, there exists a unique arrow
αi ∈ Q1 such that ŝ(αi) = x
vi
i . Let Cvi,β1 = β1 . . . βm, where ŝ(β1) = x
vi
i . In the case
that xvii = x
vi
i+1, we have evi > 1 and therefore there exist strings w
+
i = β1 . . . βm and
w−i = β
−1
m . . . β
−1
1 , as required. If we otherwise have x
vi
i 6= x
vi
i+1, then there exists an
integer k such that ê(βk) = x
vi
i+1. Then we have w
+
i = β1 . . . βk and w
−
i = β
−1
n . . . β
−1
k+1, as
required.
The next step is to show that strings w+i w
−
i+1 exist for all i < n − 1. Let γ be the
last symbol of w+i and let δ be the first symbol of w
−
i+1. Since both w
+
i and w
−
i+1 are
strings, and γ ∈ Q1 and δ ∈ Q
−1
1 , the word w
+
i w
−
i+1 avoids the relations in I. It is
also clear that e(γ) = xi+1 = s(δ) from the constructions of w
±
i above. Furthermore,
ŝ(δ) = ê(δ−1) = x
vi+1
i+1 6= x
vi
i+1 = ê(γ). So γ 6= δ
−1. Thus, w+i w
−
i+1 is a string for all
i < n− 1, and by a similar argument, so is w−i w
+
i+1. By iteratively concatenating strings,
the result follows. 
For the following results, φλ : K → K is a linear map defined by φλ(a) = λa.
Lemma 4.3. Let A = KQ/I be a Brauer configuration algebra associated to a Brauer
configuration χ. Suppose there exists a polygon x in χ that is self-folded at a vertex v.
Then there exists a band b such that S(x) ∈ topM(b, 1, φλ) for all λ ∈ K
∗.
Proof. Let xv,1 and xv,2 be two germs of x incident to v. The cycle c = (v, xv,1, xv,2, v)
induces a band b by Lemma 4.2, which follows by extending c to the path
p = (v, xv,1, xv,2, v, xv,1, xv,2, v, xv,1, xv,2, v).
By the construction in Lemma 4.2, the first symbol α of b is an arrow and the last symbol
β of b is a formal inverse such that s(α) = x = e(β), which implies S(x) ∈ topM(b, 1, φλ)
for all λ ∈ K∗, as required. 
Lemma 4.4. Let A = KQ/I be a Brauer configuration algebra associated to a Brauer
configuration χ. Suppose χ contains a polygon x such that x is not self-folded and |x| > 2.
Let u be a vertex connected to x and suppose there exists a subconfiguration χ′ of χ
connected to u but not containing x. If χ′ contains a simple cycle or a vertex v such
that ev > 1, then there exists a non-zero string w = α1 . . . αn such that α1, αn ∈ Q1 and
ŝ(α1) = x
u = ê(αn).
Proof. We will first examine the case where χ′ contains a vertex v such that ev > 1. If
v = u then let Cu,β1 = β1 . . . βr, where s(β1) = x. The required string is then β1 . . . βr.
Suppose instead that v 6= u and let u′ 6= u be some other vertex connected to x. Since χ′
is connected to u, there exists a simple path
p : u′
x
u = u0
y1
u1
y2
· · ·
ym
um = v ,
which we can extend to a (non-simple) path
p′ : u′
x
u0
y1
u1
y2
· · ·
ym
um
ym
· · ·
y2
u1
y1
u0
x
u′ ,
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of even length. The result then follows by Lemma 4.2.
Now consider the case where χ′ contains a simple cycle. Again let u′ 6= u be some other
vertex connected to x. There exists a simple path
p : u′
x
u = u0
y1
u1
y2
· · ·
ym
um ,
where um is a vertex connected to a simple cycle in χ
′. We assume p is minimal in the
sense that no vertex ui with i < m is connected to a simple cycle in χ
′ (otherwise we may
simply choose a shorter path). Let
c : um = v0
z1
v1 · · · vr−1
zr
v0 = um ,
be the simple cycle connected to um. If c is of even length, then we may concatenate
paths to extend p to an even length path of the form
p′ : u′ p v0 c v0 p
−1 u′ .
If c is otherwise of odd length, then we may extend p to an even length path of the form
p′′ : u′ p v0 c v0 c v0 p
−1 u′ .
The result then follows by Lemma 4.2. 
We may now use the lemmata above to prove the following result, which will be a
particularly useful tool for reducing the number of cases in proofs for later results. We
provide examples of Brauer configuration algebras satisfying the proposition statement
immediately following the proof.
Proposition 4.5. Let A be a Brauer configuration algebra associated to a Brauer con-
figuration χ and suppose there exists an n-gon x in χ with n > 2. Suppose either x is
self-folded or x is locally of the form
· · ·
χ′ χ′′
u′ u′′
where χ′ and χ′′ are subconfigurations of χ such that both of χ′ and χ′′ contain a simple
cycle or a vertex of multiplicity strictly greater than 1. Then A is wild.
Proof. If x is self-folded, then Lemma 4.3 states that there exists a band b such that
S(x) ∈ topM(b, 1, φλ) for all λ ∈ K
∗. We will prove the same is true for the other cases.
So suppose x is not self-folded and suppose χ′ and χ′′ are not disjoint. Then necessarily, x
belongs to some simple cycle in χ. One can then use Lemma 4.2 to construct a band b such
that S(x) ∈ topM(b, 1, φλ) for all λ ∈ K
∗. Now suppose x is not self-folded and χ′ and
χ′′ are disjoint, then by Lemma 4.4 there exist strings w′ = α1 . . . αm and w
′′ = β1 . . . βn
such that α1, αm, β1, βn ∈ Q1, ŝ(α1) = x
u′ = ê(αm) and ŝ(β1) = x
u′′ = ê(βn). Thus,
we can construct a band b = (w′)−1w′′. Since α−11 β1 is a substring of b, we conclude
that S(x) ∈ topM(b, 1, φλ) for all λ ∈ K
∗. Thus, if χ is of any of the forms given in
the proposition statement, there exists a band b such that S(x) ∈ topM(b, 1, φλ) for all
λ ∈ K∗.
Let b be a band as above and let Mλ =M(b, 1, φλ). Fix a choice of λ and let
topMλ =
m⊕
i=1
S(xi) and socMλ =
m⊕
i=1
S(x′i).
Then we note that Mλ has the following module structure.
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S(x′m)
U1
S(x1)
V1
S(x′1)
U2
S(x2) · · ·
· · ·
· · ·
S(xm)
Vm
S(x′m)
where the two copies of S(x′m) are identified and Ui and Vi are uniserial modules. Since
Mλ is a band module, none of the modules P (xi) or P (x
′
j) are uniserial (otherwise, b
would not be a cyclic string). Suppose xi and x
′
j are such that P (xi) and P (x
′
j) are
biserial respectively. Then the structure of P (xi) and P (x
′
j) is
P (xi) :
S(xi)
Ui Vi
S(x′i−1) S(x
′
i)
U ′i V
′
i
S(xi)
and P (x
′
j) :
S(x′j)
V ′j U
′
i+1
S(xj) S(xj+1)
Vj Uj+1
S(x′j)
respectively, where U ′i and V
′
i are uniserial modules.
Suppose there exists an integer r such that S(xr) ∼= S(x). Then the structure of P (xr)
is of the form
P (xr) :
S(xr)
Ur Vr
S(x′r−1) S(x
′
r)
U ′r V
′
r
S(xr)
S(y1) · · · S(yn−2)
W1 · · · Wn−2
where Ur, U
′
r, Vr, V
′
r , W1, . . . ,Wn−2 are uniserial modules and y1, . . . , yn−2 are the suc-
cessors to x at the other vertices connected to x. It follows that
topΩ(Mλ) ∼=
m⊕
i=1
S(x′i)⊕
n−2⊕
i=1
(S(yi))
t,
where t is the number of direct summands in topMλ that are isomorphic to S(x).
Define the following non-negative integers.
u =
m∑
i=1
dim(Uiεx), u
′ =
m∑
i=1
dim(U ′iεx),
v =
m∑
i=1
dim(Viεx), v
′ =
m∑
i=1
dim(V ′i εx),
k =
n−2∑
i=1
dim(S(yi)εx), w =
n−2∑
i=1
dim(Wiεx),
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t = dim((topMλ)εx), s = dim((socMλ)εx).
Then we have
dim(Mλεx) = t+ u+ v + s,
dim(Ω(Mλ)εx) =
m∑
i=1
dim(P (xi)εx)− dim(Mλεx)
= 2t+ u+ v + 2s+ u′ + v′ + tk + tw − dim(Mλεx)
= t+ s+ u′ + v′ + tk + tw,
dim(Ω2(Mλ)εx) =
m∑
i=1
dim(P (x′i)εx) + t
n−2∑
i=1
dim(P (yi)εx)− dim(Ω(Mλ)εx).
Now
m∑
i=1
dim(P (x′i)εx) = 2s+ u
′ + v′ + 2t+ u+ v + sk + sw and
n−2∑
i=1
dim(P (yi)εx) ≥ k + w + n− 2.
So
dim(Ω2(Mλ)εx) ≥ t+ u+ v + s+ sk + sw + t(n− 2)
≥ dim(Mλεx) + sk + sw + t(n− 2) > dim(Mλεx)
if t > 0. Thus, if S(x) is a direct summand of topMλ, then Mλ 6∼= Ω
2(Mλ) = τMλ. Since
Mλ describes an infinite family of non-isomorphic indecomposable modules, we conclude
in this case that the algebra A must be wild by the contrapositive of Theorem 4.1. 
Example 4.6. Let A1, A2, A3 and A4 be Brauer configuration algebras associated to the
following respective Brauer configurations.
χ′ :
v1 v2
χ′′ : χ′′′ :
v3
χ′′′′ :α1 α2
β1
β2 γ1
γ2
γ3
γ4 δ1
δ2
δ3 δ4
δ5
δ6
where evi > 1 for each i ∈ {1, 2, 3} and all other vertices have multiplicity 1. Every
Brauer configuration χ(i) satisfies Proposition 4.5, and thus each respective Brauer con-
figuration algebra Ai is wild. The following are examples of the bands used in the proof
of Proposition 4.5. For A1, we have α
−1
1 α2. For A2, we have β1β
−1
2 . For A3, we have
γ−11 γ2γ
−1
3 γ4. For A4, we have δ
−1
3 δ2δ
−1
1 δ4δ
−1
5 δ6.
5. Symmetric Special n-Serial Algebras (n > 3)
We will again be using the contrapositive of Crawley-Boevey’s Theorem 4.1 in this
section to prove particular classes of algebras are wild. The following are examples of
one-parameter families of modules that are not band modules, which we require for the
results of this section.
Example 5.1. Let A be a Brauer configuration algebra associated to a Brauer configu-
ration χ. Suppose χ contains a polygon x with |x| > 3 and let α1, . . . , α4 ∈ Q1 be distinct
arrows of source x. Consider the following diagram.
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B :
x xα1
α2
α3 α3
α4
α1
y1 y2 y3 y4 y1
where each yi is the target of arrow αi and where the two copies of y1 are identified.
The structure of the module Mλ is as follows. Define a family of modules Mλ from B as
follows. The underlying vector space of Mλ is given by replacing each vertex of B with
a copy of K. The action of an arrow β ∈ Q1 on Mλ is the zero action if β 6= αi for any i.
The action of αi on Mλ is given by the relevant identity morphisms if i 6= 1. The action
of α1 on Mλ is given by an identity morphism for the leftmost copy in B and by φλ for
the rightmost copy.
We will assume x, y1, y2, y3 and y4 are pairwise distinct and calculate the space
HomA(Mλ1 ,Mλ2). Let K(x) and K(yi) denote the underlying K-vector spaces of S(x)
and S(yi) respectively. Then we have the following commutative squares.
(i)
(K(x))2
(K(x))2
K(y1)
K(y1)
( 1 λ1 )
( 1 λ2 )
ϕx ϕy1 (ii)
(K(x))2
(K(x))2
K(y2)
K(y2)
( 1 0 )
( 1 0 )
ϕx ϕy2
(iii)
(K(x))2
(K(x))2
K(y3)
K(y3)
( 1 1 )
( 1 1 )
ϕx ϕy3 (iv)
(K(x))2
(K(x))2
K(y4)
K(y4)
( 0 1 )
( 0 1 )
ϕx ϕy4
Squares (ii), (iii) and (iv) imply that ϕx is a matrix
ϕx =
(
a 0
0 a
)
,
where a = ϕy2(1) = ϕy3(1) = ϕy4(1). Square (i) implies that ϕy1(1) = a and aλ1 = aλ2.
Thus, a ∈ K if λ1 = λ2 and a = 0 if λ1 6= λ2. From this, we conclude firstly that
dimEndA(Mλ) = 1, and so Mλ is indecomposable for all λ ∈ K
∗; and secondly that
dimHomA(Mλ1 ,Mλ2) = 0 for all λ1 6= λ2. Thus, Mλ1 6
∼= Mλ2 for all λ1 6= λ2 and so Mλ
describes a 1-parameter family of indecomposable A-modules.
Example 5.2. Let B and Mλ be as in Example 5.1, except we will now assume x, y2, y3
and y4 are pairwise distinct and y1 = x. To calculate HomA(Mλ1 ,Mλ2) we will need to
consider the following commutative squares.
(i)
(K(x))3
(K(x))3
K(y3)
K(y3)
( 1 1 0 )
( 1 1 0 )
ϕx ϕy3
(ii)
(K(x))3
(K(x))3
K(y2)
K(y2)
( 1 0 0 )
( 1 0 0 )
ϕx ϕy2
(iii)
(K(x))3
(K(x))3
(K(x))3
(K(x))3
(
0 0 0
0 0 0
1 λ1 0
)
(
0 0 0
0 0 0
1 λ2 0
)ϕx ϕx
(iv)
(K(x))3
(K(x))3
K(y4)
K(y4)
( 0 1 0 )
( 0 1 0 )
ϕx ϕy4
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The above squares imply that ϕx is a matrix
ϕx =
c 0 00 c 0
a b c
 ,
where c = ϕy2(1) = ϕy3(1) = ϕy4(1) and cλ1 = cλ2. Thus, c ∈ K if λ1 = λ2 and c = 0 if
λ1 6= λ2. Thus, we conclude that
EndA(Mλ) ∼=

c 0 00 c 0
a b c
∣∣∣∣∣∣a, b, c ∈ K

and hence, EndA(Mλ) contains no non-trivial idempotents. So Mλ is indecomposable for
all λ ∈ K∗. In addition, if λ1 6= λ2 then we note that Mλ1 6
∼=Mλ2 , since then
HomA(Mλ1 ,Mλ2)
∼=

0 0 00 0 0
a b 0
∣∣∣∣∣∣a, b ∈ K

and every X ∈ HomA(Mλ1 ,Mλ2) is not invertible. Hence, Mλ describes a 1-parameter
family of indecomposable A-modules.
Theorem 5.3. Let A be a Brauer configuration algebra. If A is tame then A is at most
quadserial. In particular, A is a tame symmetric special quadserial algebra if and only if
A is given by the Brauer configuration
in which every vertex has multiplicity one.
Proof. We first note that the quadserial Brauer configuration algebra presented in the
theorem is a tame radical cube zero algebra from the classification in [4]. So suppose
instead that χ is a Brauer configuration not of the above form and that there exists an
n-gon x with n > 3 in χ. It follows from Proposition 4.5 that A is wild if x is self-folded.
We shall therefore assume that x is not a self-folded polygon. There are multiple cases
to consider in the proof.
Case 1: Suppose there exists a vertex v connected to x such that val(v) = 1. Then it
follows from the definition of a Brauer configuration that ev > 1. We will show that A
is wild in this case. We may assume that eu = 1 for all vertices u 6= v in χ, and that
χ is a tree, since A would otherwise be wild by Proposition 4.5. Now choose a 4-tuple
(v, u2, u3, u4) of distinct vertices connected to x. Let α1 be the arrow (which is a loop
in the quiver) generated by the vertex v and let α2, α3 and α4 be the arrows of source
x such that ŝ(α2) = x
u2 , ŝ(α3) = x
u3 and ŝ(α4) = x
u4 . Let y2 = e(α2), y3 = e(α3) and
y4 = e(α4). Let Mλ be the family of modules defined in Example 5.2.
Note that there are two copies of S(x) in topMλ and one copy of S(x) in socMλ. We
further note that P (x) has the following structure
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P (x) :
S(x)
S(x)
S(y2)S(y3)S(y4)S(z1) · · · S(zm)...
S(x)
Y2 Y3 Y4 Z1 · · · Zm
S(x)
where the Yi and Zi are all uniserial modules. It follows from the structure of P (x) and
the structure of Mλ that
S(x)⊕
4⊕
i=2
S(yi) ⊆ topΩ(Mλ).
To show that Case 1 is wild, we will calculate the y2 entry of the dimension vector of
Ω2(Mλ), although the following calculations also hold for any yi. Since we have assumed
that χ is a tree and eu = 1 for any vertex u 6= v, we have dim(Ziεy2) = dim(S(zi)εy2) =
dim(Yiεy2) = 0 for all i. So
dim(Ω(Mλ)εy2) = 2 dim(P (x)εy2)− dim(Mλεy2) = 2− 1 = 1
dim(Ω2(Mλ)εy2) ≥ dim(P (x)εy2) +
4∑
i=2
dim(P (yi)εy2)− dim(Ω(Mλ)εy2)
≥ 1 + 2− 1 = 2 > dim(Mλεy2).
Thus, τ(Mλ) = Ω
2(Mλ) 6∼= Mλ. Since Mλ describes an infinite family of non-isomorphic
indecomposable modules, we conclude in this case that the algebra A must be wild by
the contrapositive of Theorem 4.1.
Case 2: Now assume that there is no vertex v connected to x such that val(v) = 1.
Note that in this case, we cannot make the assumption that χ is a tree. Choose a 4-tuple
(u1, u2, u3, u4) of distinct vertices connected to x. Let α1, α2, α3 and α4 be the arrows of
source x such that ŝ(αi) = x
ui for each 1 ≤ i ≤ 4. Let yi = e(αi) for each 1 ≤ i ≤ 4. Let
Mλ be the family of circle modules defined in Example 5.1. We have various subcases to
consider.
Case 2a: Suppose |x| > 4. Then P (x) is of the form
P (x) :
S(x)
S(z1) · · · S(zm)
Z1 · · · Zm
S(x)
S(y1)S(y2)S(y3)S(y4)
Y1 Y2 Y3 Y4
where m > 0 and the Yi and Zi are all uniserial modules. We note in this case that
there are two copies of each S(zi) in topΩ(Mλ) and that socΩ(Mλ) = S(x) ⊕ S(x).
Since socP (zi) = S(zi) for all i, there must exist a copy of S(zi) in socΩ
2(Mλ). Thus,
τ(Mλ) 6∼=Mλ for any λ ∈ K
∗, and so A is wild.
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Case 2b: Suppose |x| = 4 and that there exists an integer r such that yr is not uniserial.
Then P (yr) has the following structure.
P (yr) :
S(yr)
S(yr)
Yr
V1 · · · Vn
S(x)
where Yr, V1, . . . , Vm are uniserial. We note that radP (yr)/ socP (yr) contains a direct
summand which is a uniserial submodule of P (x). This is precisely the module with
top isomorphic to topYr and socle isomorphic to S(x) presented in the structure of
P (yr) above. We further note that no other direct summand of radP (yr)/ socP (yr) is
a submodule of P (x). Since topMλ = S(x) ⊕ S(x) and S(yr) is a direct summand of
topΩ(Mλ), it follows that for each i, topVi is a direct summand of topΩ
2(Mλ). Thus,
τ(Mλ) 6∼=Mλ for any λ ∈ K
∗, and so A is wild by the contrapositive of Theorem 4.1.
Case 2c: Suppose that |x| = 4, that every yi is such that P (yi) is uniserial, and that for
some r, we have rad3 P (yr) 6= 0. We will calculate τ
−1Mλ in this case, as it is a simpler
calculation. Let v be the vertex connected to x and yr. Let z be the predecessor to x
at v and let ai = dim(Yiεz). Then ar ≥ 1. If ai > 0 for some i 6= r, then this implies
that there exists a polygon connecting two distinct vertices of x, which induces a simple
cycle in χ. This implies A is wild by Proposition 4.5, so assume that this is not the case.
Similarly, we have dim(S(yi)εz) = 0 for all i 6= r. Note that socΩ
−1(Mλ) = S(x)⊕ S(x).
So
dim(Ω−1(Mλ)εz) =
4∑
i=1
dim(P (yi)εz)− dim(Mλεz)
= 2 dim(S(yr)εz) + ar − dim(S(yr)εz)
= dim(S(yr)εz) + ar
dim(Ω−2(Mλ)εz) ≥ 2
4∑
i=1
dim(P (x)εz)− dim(Ω
−1(Mλ)εz)
≥ 2 (dim(S(yr)εz) + ar)− (dim(S(yr)εz) + ar)
≥ dim(S(yr)εz) + ar
≥ dim(Mλεz) + 1 > dim(Mλεz).
Thus, τ−1(Mλ) 6∼= Mλ for any λ ∈ K
∗. Hence, τ(Mλ) 6∼= Mλ for any λ ∈ K
∗, and so A is
wild by the contrapositive of Theorem 4.1.
In conclusion, if A is tame, then χ does not contain a polygon x with |x| > 4. If χ
contains a polygon x with |x| = 4, then x is not self-folded and no vertex incident to x has
valency one. Each vertex must therefore have an edge yi 6= x incident to it. Moreover,
every edge yi incident to x must be such that P (yi) is uniserial and rad
3 P (yi) = 0. Thus,
χ is precisely the Brauer configuration
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in which every vertex has multiplicity one, which is known to be associated to a tame
algebra. 
6. Tame Symmetric Special Triserial Algebras
We will briefly recall some terminology and results from [15], [16], [27] and [20].
Definition 6.1 ([15], [16], [27], [20]). Let A = KQ/I be a Brauer configuration algebra
associated to a multiplicity-free Brauer configuration χ. Suppose χ0 = {v1, . . . , vn} and
let D be a set consisting of precisely one arrow from each cycle Cvi . We call D an
admissible cut of Q and we call KQ/〈I ∪ D〉 the cut algebra associated to D, where
〈I ∪D〉 is the ideal generated by I ∪D.
Theorem 6.2 ([20], [27]). Let A = KQ/I be a Brauer configuration algebra associated
to a multiplicity-free Brauer configuration χ. Let D be an admissible cut of Q. Define a
quiver Q′ by Q′0 = Q0 and Q
′
1 = Q1 \D. Then the cut algebra KQ/〈I ∪D〉 is isomorphic
to the (basic) algebra B = KQ′/(I ∩ KQ′). Furthermore, B is almost gentle and the
trivial extension algebra T (B) ∼= A. If in addition χ is a Brauer graph, then B is gentle.
We first aim to prove the following.
Proposition 6.3. Let A be a Brauer configuration algebra associated to a configuration
of the form
G
u1
u2 ur
v1w1
v2
w2 vr
wr
x1
x2 xr
· · ·
where G is a Brauer graph connected the (not necessarily distinct) vertices u1, . . . , ur and
ev = 1 for all v ∈ χ0. Then A is tame.
For each i, let Cui,αi,1 = αi,1 . . . αi,ni, Cvi,βi = βiγi and Cwi,δi = δiζi, where s(αi,1) =
s(βi) = s(δi) = xi. We choose an admissible cut D of Q such that βi, δi ∈ D for all i. Let
Q′ be the quiver such that Q′0 = Q0 and Q
′
1 = Q1 \D. Then by Theorem 6.2, the algebra
B = KQ′/(I ∩KQ′) is almost gentle. For each i, there are three possible arrangements
of the arrows in Q′ at xi, which are as follows.
Case 1:
xi
αi,niγi
ζi
· · ·
Case 2:
xi
αi,1
γi
ζi · · ·
Case 3:
xi
αi,ni
αi,1
γi
ζi
· · ·
· · ·
In Case 1, there are no relations in I ∩KQ′ involving either γi or ζi. In Cases 2 and 3,
we have zero relations γiαi,1 and ζiαi,1. Also note the following remark.
Remark 6.4. Let Q′′ be a quiver defined by Q′′0 = Q
′
0 \ {s(ζi) : 1 ≤ i ≤ r} and Q
′′
1 =
Q′1 \ {ζi : 1 ≤ i ≤ r}. Then KQ
′′/(I ∩KQ′′) is gentle. This follows from Theorem 6.2
and the fact that the vertices u1, . . . , ur ∈ χ0 are connected by a Brauer graph.
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Lemma 6.5. Let B be the cut algebra defined above and let Q′′ be the quiver defined
in Remark 6.4. Let C = KQ′′′/I ′′′, where Q′′′0 = Q
′′
0, Q
′′′
1 = Q
′′
1 ∪ {η1, . . . , ηr} with
s(ηi) = s(γi) = e(ηi) for all 1 ≤ i ≤ r, and I
′′′ = 〈(I ∩KQ′′) ∪ {η2i − η : 1 ≤ i ≤ r}〉.
Then B ∼= C.
Proof. For the purposes of clarity, we will write each element ξ ∈ C as ξ̂. For each i,
there are three possible arrangements of the arrows in Q′′′ at xi and s(γ̂i), which are as
follows.
Case 1:
xî
αi,ni
γ̂iη̂i
· · ·
Case 2:
xi
α̂i,1
γ̂iη̂i
· · ·
Case 3:
xî
αi,ni
α̂i,1
γ̂iη̂i
· · ·
· · ·
In Cases 2 and 3, there exists a relation γ̂iα̂i,1. In all three cases, we have a relation
η̂2i − η̂i. Define a linear map f : C → B as follows.
f(ξ̂) =

εs(γi) + εs(ζi) if ξ̂ = ε̂s(γ̂i) for some 1 ≤ i ≤ r,
εs(ζi) if ξ̂ = η̂i for some 1 ≤ i ≤ r,
γi + ζi if ξ̂ = γ̂i for some 1 ≤ i ≤ r,
ζi if ξ̂ = η̂iγ̂i for some 1 ≤ i ≤ r,
ξ otherwise.
Note the following for each i.
f(γ̂iε̂xi) = f(γ̂i) = γi + ζi = f(γ̂i)f(ε̂xi)
f(ε̂s(γ̂i)γ̂i) = f(γ̂i) = γi + ζi = f(ε̂s(γ̂i))f(γ̂i)
f(η̂iε̂s(γ̂i)) = f(η̂i) = εs(ζi) = f(η̂i)f(ε̂s(γ̂i))
f(ε̂s(γ̂i)η̂i) = f(η̂i) = εs(ζi) = f(ε̂s(γ̂i))f(η̂i)
f(η̂iγ̂i) = ζi = f(η̂i)f(γ̂i)
f(γ̂iα̂i,1) = 0 = f(γ̂i)f(α̂i,1)
Trivially, we also have f(ξ̂1ξ̂2) = ξ1ξ2 = f(ξ̂1)f(ξ̂2) for all
ξ̂1, ξ̂2 ∈ C \ {ε̂s(γ̂i), η̂i, γ̂i, η̂iγ̂i : 1 ≤ i ≤ r}.
Thus, f is well-defined as an algebra homomorphism.
To show f is an isomorphism, note that for each vertex y ∈ Q′′′0 , the image of the vector
subspace ε̂yC of C under f is
f(ε̂yC) =
{
εyB if y ∈ Q
′′′
0 \ {s(γ̂i) : 1 ≤ i ≤ r},
Vi if y ∈ {s(γ̂i) : 1 ≤ i ≤ r},
where each Vi = 〈εs(γi) + εs(ζi), γi + ζi, εs(ζi), ζi〉 is considered as a vector subspace of B.
By the definition of B and C, we have dimK ε̂yC = dimK εyB for all y ∈ Q
′′′
0 \ {s(γ̂i) :
1 ≤ i ≤ r}. Since B and C are finite dimensional, this implies that each subspace ε̂yC
of C with y ∈ Q′′′0 \ {s(γ̂i) : 1 ≤ i ≤ r} is bijectively mapped onto the corresponding
subspace εyB of B under f . However, also note that Vi ∼= εs(γi)B ⊕ εs(ζi)B for all i,
and dimK εs(γi)B = dimK εs(ζi)B = 2. So dimK ε̂s(γ̂i)C = dimK Vi for all i. Hence, each
subspace ε̂s(γ̂i)C of C is bijectively mapped onto the subspace εs(γi)B⊕εs(ζi)B of B. Now
B =
⊕
y∈Q′0
εyB and C =
∑
ŷ∈Q′′′0
ε̂yC.
TAME AND WILD SYMMETRIC SPECIAL MULTISERIAL ALGEBRAS 19
Since f is bijective on each subspace ε̂yC and f(ε̂yC) ∩ f(ε̂zC) = ∅ for all y 6= z, C is
actually a direct sum of subspaces ε̂yC. Moreover, f is bijective on the whole of C, and
hence is an isomorphism. 
We may now prove Proposition 6.3
Proof. By Remark 6.4, the quiver and relations of the algebra C given in Lemma 6.5
satisfy the axioms of a gentle algebra (with the exception of the idempotent relations
on the loops ηi). In fact, C is a skewed gentle algebra in the sense of [18]. The trivial
extension algebra of a skewed gentle algebra is tame by [18, Remark 4.9]. But since B
is a cut algebra obtained from our original algebra A, we have T (C) ∼= T (B) ∼= A by
Lemma 6.5 and Theorem 6.2. Thus, A is isomorphic to the trivial extension of a skewed
gentle algebra and is hence tame. 
We now wish to generalise to the case where the Brauer configuration is not multiplicity-
free.
Theorem 6.6. Let A = KQ/I be a Brauer configuration algebra associated to a Brauer
configuration χ of the form
G
u1
u2 ur
v1
v′1
v′′1
v′′′1
v2
v′2
v′′2
v′′′2
vr
v′r
v′′r
v′′′r
· · ·
where G is a Brauer graph connecting the (not necessarily distinct) vertices u1, . . . , ur
and evi = ev′i = ev′′i = ev′′′i = 1 for all i. Then A is tame.
From the Brauer configuration χ in Theorem 6.6, we will construct a new (multiplicity-
free) Brauer configuration χ′ in the following way. Let
Vχ = {t ∈ χ0 : et > 1} = {t1, . . . , tn}
Let Yχ = {y
t1
1 , . . . , y
tn
n } be a set of germs of polygons in χ such that each germ is incident
to a vertex in Vχ and no two germs in Yχ are incident to the same vertex. For each i, let
ztii be the successor to y
ti
i . Define a configuration χ
′ = (χ′0, χ
′
1, κ
′) by
χ′0 = χ0 ∪ {t
′
1 . . . t
′
n}
χ′1 = χ1 ∪ {p1, q1, . . . , pn, qn}
where each pi = {p
ti
i , p
t′i
i } and each qi = {q
ti
i , q
t′i
i }. The definition of κ
′ is obtained
implicitly from the notation. To give χ′ the structure of a Brauer configuration, define
the multiplicity function to be e′ ≡ 1. Define the cyclic ordering at each vertex in χ′ to
be the same as the vertices in χ, except for those in Vχ. The cyclic ordering in χ
′ at each
ti ∈ Vχ is defined to be the same as in χ, except for the segment
. . . , ytii , p
ti
i , q
ti
i , z
ti
i , . . .
in χ′. Finally, each q
t′i
i is defined to be the successor to p
t′i
i in χ
′.
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Informally, χ′ is obtained from χ by adding a simple cycle of length 2 to each vertex
in χ of multiplicity strictly greater than 1, and then by setting the multiplicity of each
such vertex to 1. Since χ′ is multiplicity-free, the associated Brauer configuration algebra
A′ = KQ′/I ′ is tame by Proposition 6.3. The next step is to construct a function
F : Ob(modA) → Ob(modA′), where modA is the projectively stable module category
of A.
For each i, let αi be the arrow in Q such that ŝ(α) = y
ti
i . Note that Q0 ⊂ Q
′
0 and
Q1 \ {α1, . . . , αn} ⊂ Q
′
1. For each i, let βi, γi, δi, ζi and ηi be the arrows in Q
′ such that
ŝ(βi) = y
ti
i , ŝ(ζi) = p
t′i
i ,
ŝ(γi) = p
ti
i , ŝ(ηi) = q
t′i
i ,
ŝ(δi) = q
ti
i .
Let M = (Mx, ϕξ)x∈Q0,ξ∈Q1 be a K-representation Q. For each i, write ϕαi = θiψi, where
ψi : Myi → Imϕαi is a surjective map and θi : Imϕαi → Mzi is an inclusion map. Define
a K-representation FM = ((FM)x′ , ϕ
′
ξ′)x′∈Q′0,ξ′∈Q′1 as follows.
(FM)x′ =
{
Mx′ if x
′ ∈ Q0
Imϕαi if x
′ ∈ {pi, qi : 1 ≤ i ≤ |Vχ|}.
ϕ′ξ′ =

ϕξ′ if ξ
′ ∈ Q1 \ {αi ∈ Q1 : 1 ≤ i ≤ |Vχ|}
ψi if ξ
′ = βi for some i
θi if ξ
′ = δi for some i
id if ξ′ = ηi for some i
0 if ξ′ = {γi, ζi : 1 ≤ i ≤ |Vχ|}.
The reason for defining the function F on modA is that FP does not respect the
relations of A′ for some projective-injective P ∈ modA. Specifically, if x is a polygon
in χ such that x is incident to some vertex ti ∈ Vχ, then F (P (x)) is not a module in
modA′. For any non-projective A-module M , note that M is an A′-module, since the
action of each arrow γi on M is zero, and thus FM respects the relations in A
′. This is
made clearer in the following example.
Example 6.7. Consider the Brauer configuration algebras A and A′ associated to the
following respective Brauer configurations.
χ : t1 t2
y2y1
χ′ : t1
t′1
t2
t′2
y2y1
p1
q1 p2
q2
where et1 , et2 > 1 in χ and e
′ ≡ 1 in χ′. Note that χ′ is obtained from χ using the process
outlined above (after Theorem 6.6) with the sets Vχ = {t1, t2} and Yχ = {y
t1
1 , y
t2
2 }.
Consider the following family of A-modules given by K-representations
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Mλ :
0
0
K
( 0λ )
( 1 0 )
K2
( 1 00 0 )
K2
( 0 1 )
K
( 01 )
0 0
( 0 1 )
( 10 )
K
0
0
of Q, with λ ∈ K. (This is actually a family of band modules.) Note that the composition
of the linear map ( 1 0 ) with ϕα1 = (
0
λ ) is non-zero. This is permitted, since et1 > 1. Let
F : modA → modA′ be the function defined above. Then we obtain a family of A′-
modules given by the following K-representations
FMλ :
0
0
K
( 1 0 )
λ
K
0
1
0 K
( 01 )
K2
( 1 00 0 )
K2
( 0 1 )
K
( 01 )
0 0
( 10 )
( 0 1 )
K
0
1
0 K
1
K
0
0
In this setting, we have ϕβ1 = (λ), ϕγ1 = 0 and ϕδ1 = (
0
1 ). Since e
′
t1
= 1, we require
that the composition of ( 1 0 ) with ϕδ1ϕγ1ϕβ1 be zero, which is indeed the case. A similar
observation can be made with the vertex t2.
Lemma 6.8. For any indecomposable M ∈ modA, the module FM ∈ modA′ is inde-
composable.
Proof. Let M = (Mx, ϕξ)x∈Q0,ξ∈Q1 be a K-representation of Q. We will prove the con-
trapositive statement. That is, we will show that if FM is decomposable then M is
decomposable. So suppose FM = ((FM)x′, ϕ
′
ξ′)x′∈Q′0,ξ′∈Q′1 is decomposable. Then there
exists a non-trivial idempotent f ′ = (f ′x′)x′∈Q′0 ∈ EndA′(FM).
For each i, there exist commutative squares
Myi
f ′yi

ψi // Imϕαi
f ′pi

Imϕαi
idoo θi //
f ′qi

Mzi
f ′zi

Myi
ψi // Imϕαi Imϕαi
idoo θi // Mzi
(∗)
arising from the arrows βi, ηi and δi defined in the construction F . The middle square
implies f ′pi = f
′
qi
. The leftmost and rightmost squares imply that ψif
′
yi
= f ′piψi and
θif
′
qi
= f ′ziθi. But then
θiψif
′
yi
= θif
′
pi
ψi = θif
′
qi
ψi = f
′
zi
θiψi.
Recall that for each i, we have ϕαi = θiψi. So for each i, there exists a commutativity
relation ϕαif
′
yi
= f ′ziϕαi . Since ϕ
′
ξ = ϕξ for all arrows ξ ∈ Q1 \ {α1, . . . , αn} by the
definition of FM , we also have commutativity relations ϕξf
′
s(ξ) = f
′
e(ξ)ϕξ for any arrow
ξ ∈ Q1 \ {α1, . . . , αn}. This implies the existence of a map f = (fx)x∈Q0 ∈ EndA(M)
defined by fx = f
′
x for each x ∈ Q0. But f
′ is idempotent, so f must also be a idempotent.
It remains to show that f is non-trivial. Suppose for a contradiction that f is trivial.
Then either fx = 0 for all x ∈ Q0 or fx is an identity map for all x ∈ Q0. Suppose
fzi = 0. Then by the commutativity relations arising from the rightmost square in (∗),
we have θif
′
qi
= 0. Since θi is injective, this implies f
′
qi
= 0. But f ′qi = f
′
pi
, which implies
f ′x′ = 0 for all x
′ ∈ Q′0. This contradicts our original assumption that f
′ is non-trivial.
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The same contradiction argument essentially works for the case where we assume that fx
is an identity map for all x ∈ Q0. Thus, f must be a non-trivial idempotent in EndA(M)
and hence, M is decomposable. 
Lemma 6.9. For any M,N ∈ modA, we have FM ∼= FN if and only if M ∼= N .
Proof. Let
M = (Mx, ϕξ)x∈Q0,ξ∈Q1, N = (Nx, φξ)x∈Q0,ξ∈Q1,
FM = ((FM)x′ , ϕ
′
ξ′)x′∈Q′0,ξ′∈Q′1, FN = ((FN)x′ , φ
′
ξ′)x′∈Q′0,ξ′∈Q′1.
For each i, write φαi = θ
′
iψ
′
i, where ψ
′
i : Nyi → Imφαi is a surjective map and θ
′
i : Imφαi →
Nzi is an inclusion map. The maps ψi and θi are as defined in the construction of F .
(⇒:) Let f ′ = (f ′x′)x′∈Q′0 ∈ HomA′(FM,FN) be an isomorphism. Then for each i, we
have commutative squares
Myi
f ′yi

ψi // Imϕαi
f ′pi

Imϕαi
idoo θi //
f ′qi

Mzi
f ′zi

Nyi
ψ′i // Imφαi Imφαi
idoo
θ′i // Nzi
arising from the arrows βi, ηi and δi defined in the construction F , where each map f
′
x′
is a bijection. By composing maps, we obtain a commutative square
Myi
f ′yi

ϕαi // Mzi
f ′zi

Nyi
φαi // Nzi.
with f ′yi and f
′
zi
bijections. Since (FM)x = Mx for any x ∈ Q0 and ϕ
′
ξ = ϕξ for
any ξ ∈ Q1 \ {αi ∈ Q1 : 1 ≤ i ≤ n}, we conclude that there exists an isomorphism
f = (fx)x∈Q0 ∈ HomA(M,N) defined by fx = f
′
x for all x ∈ Q0.
(⇐:) Let f = (fx)x∈Q0 ∈ HomA(M,N) be an isomorphism. Consider the following
commutative diagram.
Myi
fyi

ϕαi //
ψi
((❘❘❘
❘❘❘
Mzi
fzi

Imϕαi
θi
66❧❧❧❧❧❧
Imφαi θ′i
((❘❘
❘❘
❘❘
Nyi
f−1yi
OO
φαi //
ψ′i 66❧❧❧❧❧❧
Nzi
f−1zi
OO
Note that ϕαi = f
−1
zi
θ′iψ
′
ifyi and that the map f
−1
zi
θ′i is a monomorphism. By the universal
property of images, there exists a unique morphism gi : Imϕαi → Imφαi such that
θi = f
−1
zi
θ′igi. A similar argument shows that there exists a unique morphism hi : Imφαi →
Imϕαi such that θ
′
i = fziθihi. From this, we obtain
θi = f
−1
zi
(fziθihi)gi = θihigi, and
θ′i = fzi(f
−1
zi
θ′igi)hi = θ
′
igihi
Since θi and θ
′
i are monomorphisms, we obtain higi = id and gihi = id. Thus, gi is an
isomorphism. Moreover, fziθi = θ
′
igi, and thus we also have
θ′igiψi = fziθiψi = fziϕαi = φαifyi = θ
′
iψ
′
ifyi.
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Since θ′i is a monomorphism, giψi = ψ
′
ifyi . Hence for each i, the sequence of squares
Myi
fyi

ψi // Imϕαi
gi

Imϕαi
idoo θi //
gi

Mzi
fzi

Nyi
ψ′i // Imφαi Imφαi
idoo
θ′i // Nzi
is commutative with each map fx and each map gi a bijection. This determines an
isomorphism in HomA′(FM,FN) in the natural way. 
Remark 6.10. Let λ ∈ K. Recall that Sλ is a simple (right) K[a]-module if and only if
dimK Sλ = 1 and the action of a on Sλ is defined by sa = λs for all s ∈ Sλ.
Lemma 6.11. Let M ∈ modA. Suppose there exists a K[a]-A′-bimodule N ′ that is
finitely generated and free as a left K[a]-module such that FM ∼= S ⊗K[a] N
′ for some
simple right K[a]-module S. Then there exists a K[a]-A-bimodule N that is finitely gen-
erated and free as a left K[a]-module such that M ∼= S ⊗K[a]N . Moreover, if there exists
some other module M ′ ∈ modA such that FM ′ ∼= S ′ ⊗K[a] N
′ where S ′ 6∼= S is a simple
right K[a]-module, then M ′ ∼= S ′ ⊗K[a] N .
Proof. For the purposes of readability, we will denote each subspace N ′εx′ ⊂ N
′ by N ′x′ .
For each arrow ξ′ ∈ Q′1, define a linear map ξ̂
′ : N ′ → N ′ by ξ̂′(c) = cξ′. For some vector
subspace V ⊂ N ′, we also denote the canonical projection map from N ′ onto V by piV .
Let f ′ = (fx′)x′∈Q′0 : FM → S⊗K[a]N
′ be a bijection. Note that since S⊗K[a]N
′ ∼= FM
for some M ∈ modA, the map piN ′pi η̂i|N
′
qi
is a bijection. This follows (for each i) from the
commutativity of the square
(FM)pi
oo id
f ′pi

(FM)qi
f ′qi

(S ⊗K[a] N
′)pi
oo
φ′ηi
(S ⊗K[a] N
′)qi,
where φ′ηi : (S ⊗K[a] N
′)qi → (S ⊗K[a] N
′)pi is the linear map defined by φ
′
ηi
(b ⊗ c) =
b ⊗ piN ′pi η̂i|N
′
qi
(c) and f ′pi and f
′
qi
are bijections. Define σ : N ′pi → N
′
qi
to be the inverse
linear map to piN ′pi η̂i|N
′
qi
.
We now define a K[a]-A bimodule N associated to N ′. The underlying vector space of
N is then given by
N =
⊕
x∈Q0
N ′x,
which is a vector subspace of N ′. We give N the structure of a right A-module in the
following way. We define the action of an arrow ξ ∈ Q1 \ {α1, . . . , α|Vχ|} on N to be
given by cξ = ξ̂|N(c) for each c ∈ N . The action of each arrow αi on N to is given by
cαi = piN δ̂i|NqiσpiNpi β̂i|N(c). That N is also a finitely generated and free left K[A]-module
follows from the fact that N ′ is finitely generated and free.
To show that M ∼= S ⊗K[a] N , we note that for each arrow ξ
′ ∈ Q′1, there exists a
commutative square
(FM)s(ξ′)
ϕ′
ξ′ //
f ′
s(ξ′)

(FM)e(ξ′)
f ′
e(ξ′)

(S ⊗K[a] N
′)s(ξ′)
φ′
ξ′ // (S ⊗K[a] N
′)e(ξ′),
(†)
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where the maps f ′s(ξ′) and f
′
e(ξ′) are bijective and φ
′
ξ′(b ⊗ c) = b ⊗ piN ′e(ξ′) ξ̂
′|N ′
s(ξ′)
(c). If
ξ ∈ Q1 \ {α1, . . . , α|Vχ|} then the square (†) is the same as the commutative square
Ms(ξ)
ϕξ //
f ′
s(ξ)

Me(ξ)
f ′
e(ξ)

(S ⊗K[a] N)s(ξ)
φξ // (S ⊗K[a] N)e(ξ).
where φξ(b⊗ c) = b⊗ piNe(ξ) ξ̂|Ns(ξ)(c). It is easy to see that for each i, the square
Myi
ϕαi //
f ′yi

Mzi
f ′zi

(S ⊗K[a] N)yi
φαi // (S ⊗K[a] N)zi .
is commutative, since we have each αi = θiψi and a sequence of commutative squares
Myi
f ′yi

ψi // Imϕαi
f ′pi

Imϕαi
idoo θi //
f ′qi

Mzi
f ′zi

(S ⊗K[a] N
′)yi
φ′βi // (S ⊗K[a] N
′)pi (S ⊗K[a] N
′)qi
φ′ηioo
φ′δi // (S ⊗K[a] N
′)zi
which implies a commutativity relation
φ′δiφ
′−1
ηi
φ′βif
′
yi
= φαif
′
yi
= f ′ziϕαi = f
′
zi
θiψi.
Thus, the map (f ′x)x∈Q0 :M → S ⊗K[a] N is an isomorphism.
The statement that M ∼= S ⊗K[a] N and M
′ ∼= S ′ ⊗K[a] N whenever FM ∼= S ⊗K[a] N
′
and FM ′ ∼= S ′⊗K[a]N
′ for any simple S ′ 6∼= S follows from the fact that the construction
of N depends only on the bimodule N ′ and not on the choice of simple in the tensor
product. 
Example 6.12. Consider the Brauer configuration algebra and function F from Exam-
ple 6.7. In particular, consider the family of A′-modules FMλ. It is easy to see that
each FMλ ∼= Sλ ⊗K[a]N
′, where Sλ is as in Remark 6.10 and N
′ is the K[a]-A′ bimodule
defined by the following K-representation.
N ′ :
0
0
K[a]
( 1 0 )
a
K[a]
0
1
0 K[a]
( 01 )
(K[a])2
( 1 00 0 )
(K[a])2
( 0 1 )
K[a]
( 01 )
0 0
( 10 )
( 0 1 )
K[a]
0
1
0 K[a]
1
K[a]
0
0
Note that we have used a slight abuse of notation to define N ′, since the vector spaces
at each vertex in the K-representation above are in fact left K[a]-modules. The K[a]-
A-bimodule N corresponding to N ′ from the construction in the proof of Lemma 6.11 is
then the following.
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N :
0
0
K[a]
( 1 0 )
( 0a )
(K[a])2
( 1 00 0 )
(K[a])2
K[a]
( 01 )
0 0
( 10 )
( 0 1 )
( 0 1 )
K[a]
0
0
It then follows that each Mλ ∼= Sλ ⊗K[a] N .
We now prove Theorem 6.6. Throughout the proof, we denote by inddA the full
subcategory of modA whose objects are indecomposable modules M with dimKM = d.
We denote by ind≤d′ A
′ the full subcategory of modA′ whose objects are indecomposable
modules M ′ with dimKM
′ ≤ d.
Proof. Let Vχ and Yχ be the sets, A
′ be the Brauer configuration algebra associated to
the Brauer configuration χ′, and let F be the function outlined in the construction above.
Let M be a non-projective A-module of dimension d. Note that for each 1 ≤ i ≤ |Vχ|,
dimK((FM)εpi) = dimK((FM)εqi) ≤ eti ,
where ti ∈ Vχ. Since dimK((FM)εx) = dimK(Mεx) for all x ∈ Q0, we conclude that
dimK FM ≤ ∆(d), where ∆ : Z>0 → Z>0 is a function defined by
∆(n) = n+ 2
|Vχ|∑
i=1
eti
Recall that since A′ is tame, there exists a finite number ofK[a]-A′-bimodulesN ′1, . . . , N
′
rd
that are finitely generated and free as a left K[a]-modules such that almost all modules
M ′ ∈ ind≤∆(d)A
′ are isomorphic to a module of the form S ⊗K[a] N
′
k, where S is some
simple right K[a]-module and k ∈ {1, . . . , rd}. But FM is indecomposable for any in-
decomposable M ∈ modA (Lemma 6.8). Thus, any indecomposable A-module M of
dimension d belongs to precisely one of the following sets.
B
(i)
d = {M ∈ inddA : FM
∼= S ⊗K[a] N
′
i for some simple S ∈ finK[a]}
for some i ∈ {1, . . . , rd}, or to the set
Od = {M ∈ inddA :M 6∈ B
(i)
d for any i},
or to the set
Pd = {M ∈ modA : dimKM = d and M indecomposable projective}.
First note that the sets Od and Pd are finite. The claim that Od is finite follows from
the fact that since A′ is tame, there are only finitely many modules M ′ ∈ ind≤∆(d)A
′
such that M ′ 6∼= S ⊗K[a] N
′
i for any simple S ∈ finK[a] and any i. But since F is
injective on isomorphism classes (by Lemma 6.9), this implies there exist only finitely
many M ∈ inddA such that FM 6
∼= S ⊗K[a] N
′
i for any simple S ∈ finK[a] and any i.
The set Pd is finite (or empty) because A is finite dimensional.
Lemma 6.11 implies that anyMλ ∈ B
(k)
d is isomorphic to a module of the form Sλ⊗K[a]
Nk for some simple K[a]-module Sλ, where Nk is a K[a]-A-bimodule (corresponding to
N ′k) which is finitely generated and free as a left K[a]-module.
Define a set
Jd = {j : B
(j)
d 6= ∅}.
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Then it follows that there exists a finite set {Nj : j ∈ Jd} consisting of K[a]-A-bimodules
that are finitely generated and free as a left K[a]-modules such that almost all indecom-
posable modules M ∈ modA of dimension d are isomorphic to a module of the form
S ⊗K[a] Nj, where S is some simple right K[a]-module and j ∈ Jd. Thus, A is tame. 
7. Symmetric Special Multiserial Algebras of Type E
Throughout this section, we will assume that A is a symmetric special triserial algebra.
That is, A is a Brauer configuration algebra associated to a configuration χ such that for
any polygon x in χ, we have |x| ≤ 3. We aim to prove the following Theorem.
Theorem 7.1. Let A = KQ/I be a Brauer configuration algebra associated to a Brauer
configuration χ. Suppose χ is of the form
T1
T2
T3
where T1, T2 and T3 are distinct multiplicity-free Brauer trees containing m1, m2 and m3
edges respectively. Suppose further that at least two of m1, m2 and m3 are strictly greater
than 1. Then A is tame if and only if the values of the (unordered) triple (m1, m2, m3)
conform to a column of the following table.
m1 1 1 1 1 1 2
m2 2 2 2 2 3 2
m3 2 3 4 5 3 2
The columns of the above table correspond to the Dynkin and Euclidean diagrams of
type Ep and E˜p (p ∈ {6, 7, 8}). The first step of the proof is to show that any algebra of
the above form is derived equivalent to a Brauer configuration algebra A˜ associated to a
Brauer configuration of the form
...
· · ·
... m1 edges
m2 edges
m3 edges
}
︷ ︸︸ ︷
{
This is essentially Rickard’s Brauer Star Theorem [26, Theorem 4.2] applied to Brauer
configuration algebras. By the results of [20], we then know that A˜ is the trivial extension
of a hereditary algebra KQ′, where Q′ is a quiver of the form
Q′ :
· · ·
...
· · · ︸ ︷︷ ︸

︸ ︷︷ ︸
m2 arrows
m1 arrowsm3 arrows
Under the assumption that at least two of m1, m2 and m3 are strictly greater than 1,
A˜ = T (KQ′) is tame if and only if the triple (m1, m2, m3) conforms to a column in the
table of Theorem 7.1, in which case, Q′ is an orientation of Ep or E˜p (p ∈ {6, 7, 8}).
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In fact, the algebra A˜ is either of finite representation type ([30, Theorem 1.4]) or is
representation-infinite domestic ([3], [23]).
Many details of the proof for [26, Theorem 4.2] carry over to the multiserial case.
However, for the benefit of the reader, we will run through the full details of the proof
here.
7.1. Initial assumptions. We will make the following assumption in the construction
of the tilting complex that follows.
Assumption 7.2. Let A = KQ/I be any Brauer configuration algebra associated to a
Brauer configuration χ. Assume χ is a multiplicity-free tree that contains precisely one
3-gon and no n-gons with n > 3.
We will use this assumption to prove the following.
Proposition 7.3. Let A be a Brauer configuration algebra associated to a configuration
χ satisfying Assumption 7.2. Let x be the unique 3-gon of χ and suppose χ contains a
subtree χ′ of the form
χ′ :
y1
y2
...
yval(u)
u u′
such that y2, . . . , yval(u) are truncated and y1 6= x. Let y1, y
′
2, . . . , y
′
val(u′) be the successor
sequence of y1 at u
′. Then A is derived equivalent to a Brauer configuration algebra
associated to a Brauer configuration χ˜ such that
χ˜ = (χ \ {y2, . . . , yval(u)}) ∪ {y˜2, . . . , y˜val(u)},
where y˜2, . . . , y˜val(u) are truncated edges connected to u
′ in χ˜, and the successor sequence
of y1 at u
′ in χ˜ is
y1, y˜2, . . . , y˜val(u), y
′
2, . . . , y
′
val(u′).
7.2. The maps between indecomposable projective modules. We will begin by
investigating the morphisms between the indecomposable projective modules in A. We
have the following remark from Rickard, which is a trivial consequence of the multiserial
nature of the indecomposable projective modules.
Remark 7.4 ([26],Remark 4.1). Let x and y be distinct polygons in a Brauer configuration
χ satisfying Assumption 7.2.
(a) If x and y have no common vertex, then dimK HomA(P (x), P (y)) = 0. Otherwise,
dimK HomA(P (x), P (y)) = 1.
(b) dimK EndA(P (x)) = 2 for any polygon x in χ.
It will later be convenient to know the maps between indecomposable projective mod-
ules associated to consecutive polygons in the cyclic ordering at any vertex in χ in detail.
Remark 7.5. If y is the direct predecessor to x at some vertex in χ, then S(x) ⊆
top(radP (y)). Thus, the canonical surjection of P (x) into the maximal uniserial sub-
module V ⊂ P (y) with topV = S(x) is a basis element of HomA(P (x), P (y)).
Lemma 7.6. Let A be a Brauer configuration algebra associated to a Brauer configuration
χ satisfying Assumption 7.2. Let x1 be a polygon connected to a non-truncated vertex v in
χ. Let x1, . . . , xval(v) be the successor sequence of x1 at v. Denote by fj the basis element
of Hom(P (xj+1), P (xj)) given in Remark 7.5.
(a) {f1 . . . fr−1} is a basis for HomA(P (xr), P (x1)) when r 6= 1.
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(b) {idP (x1), f1 . . . fval(v)} is a basis for EndA(P (x1)).
Proof. (a) First note that fj is the canonical surjection of P (xj+1) into the indecom-
posable uniserial submodule Vj ⊆ radP (xj) such that topVj = S(xj+1). It follows
that fj−1fj is equivalent to the canonical surjection of P (xj+1) into the indecompos-
able uniserial submodule Vj−1 ⊆ rad
2 P (xj−1) such that topVj−1 = S(xj+1). This fol-
lows since S(xj) ⊆ radP (xj−1)/ rad
2 P (xj−1), S(xj+1) ⊆ rad
2 P (xj−1)/ rad
3 P (xj−1), and
topP (xj) ⊆ Coker fj . Using this argument iteratively, we can see that the map fj−n . . . fj
is equivalent to the canonical surjection of P (xj+1) into the indecomposable uniserial sub-
module Vj−n ⊆ rad
n+1 P (xj−n) such that topVj−n = S(xj+1). By setting j = r − 1 and
n = r − 2, the result follows.
(b) With Assumption 7.2, EndA(P (x1)) has a basis {idP (x1), t}, where t is the canonical
surjection of P (x1) into socP (x1). It then follows from the structure of P (x1) and by the
arguments of (a) that t = f1 . . . fval(v). 
7.3. Construction of the tilting complex. Let x be the unique 3-gon of χ under
Assumption 7.2. Suppose χ contains a subtree χ′ of the form
χ′ :
y1
y2
...
yval(u)
u u′
such that y2, . . . , yval(u) are truncated and y1 6= x.
For the polygon y1 in χ
′, define a stalk complex
T (y1) : 0 //P (y1) //0 ,
where P (y1) is in degree zero. For every other polygon yi in χ
′, define a complex
T (yi) : 0 //P (y1)
fi //P (yi) //0 ,
where the P (y1) term is in degree zero. Note that by Remark 7.4, such a complex is
unique up to isomorphism in Kb(projA). For every other polygon z in χ (that is, for any
polygon z not in χ′), we define a stalk complex
T (z) : 0 //P (z) //0 ,
where P (z) is in degree zero. Then define T =
⊕
x∈Q0
T (x). Note that for any i 6= 1,
we have εyiAεzA = 0 whenever z 6= yj for any j. Moreover, P (y1) = P (εyiAεy1A) for all
i 6= 1, since each P (yi) is uniserial. Thus, T is an Okuyama-Rickard tilting complex.
7.4. The maps between the direct summands of T . For the purposes of readability,
let C = Kb(projA). We aim to calculate EndC(T ). For maps between stalk complexes,
this can simply be viewed as a map between indecomposable projective modules. We will
investigate the morphisms in HomC(T (yi), T (yj)).
Suppose j < i. Then by Lemma 7.6(a), any map fj ∈ HomA(P (y1), P (yj)) can be
written as a map fj = hfi, where fi ∈ HomA(P (y1), P (yi)). Thus, given a morphism
0 // P (y1)
fi //
g0

P (yi) //
g1

0
0 // P (y1)
fj // P (yj) // 0
,
we can see that dimK HomC(T (yi), T (yj)) ≤ 2. Namely,
HomC(T (yi), T (yj)) = span{(idP (y1), h), (t1, 0)},
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where t1 ∈ EndA(P (y1)) maps an element from topP (y1) to socP (y1). But (t1, 0) ≃ 0,
since any map in EndA(P (y1)) that factors through fi is a scalar multiple of t1 and
any map in HomA(P (yi), P (yj)) that factors through fj is zero (by the assumption that
eu = 1). So dimK HomC(T (yi), T (yj)) = 1.
Now suppose j > i. Then for any map g1 ∈ HomA(P (yi), P (yj)), the composition g1fi
factors through the map t1. Such a factorisation is non-trivial, so g1fi = 0. So
HomC(T (yi), T (yj)) = span{(t1, 0), (0, g1)},
In addition, there exists a map h ∈ HomA(P (yi), P (y1)) such that hfi = t1 and g1 = fjh.
So (t1, 0) ≃ (0,−g1). Hence, dimK HomC(T (yi), T (yj)) = 1.
Now suppose i = j. Then
EndC(T (yi)) = span{(idP (y1), idP (yi)), (t1, 0), (0, ti)},
where ti ∈ EndA(P (yi)) maps an element from topP (yi) to socP (yi). In fact, (t1, 0) ≃
(0,−ti), since there exists a map h ∈ HomA(P (yi), P (y1)) such that t1 = hfi and ti = fih.
Moreover, (t1, 0) 6≃ (idP (y1), idP (yi)), since for any morphism h : P (yi) → P (y1), we have
fih 6= λ idP (yi) for any λ 6= 0. Thus, dimK EndC(T (yi)) = 2.
Lemma 7.7. Let y1, y
′
2, . . . , y
′
val(u′) be the successor sequence of y1 at u
′. For all 1 ≤ i <
val(u), let αi : T (yi+1) → T (yi) denote the morphism such that the degree zero map is
the identity. Let αval(u) : T (y
′
2) → T (yval(u)) denote the morphism such that the degree
zero map is the basis element of HomA(P (y
′
2), P (y1)) given in Remark 7.5. Finally, for
all 2 ≤ i ≤ val(u′), let αval(u)+i−1 : T (y
′
i+1) → T (y
′
i) denote the morphism such that
the degree zero map is the basis element of HomA(P (y
′
i+1), P (y
′
i)) given in Remark 7.5,
where y′val(u′)+1 := y1. For any 1 ≤ i, j < val(u) + val(u
′), consider the vector space
HomC(T (zi), T (zj)), where zk = yk if k ≤ val(u), zk = y
′
k−val(u)+1 if val(u) < k <
val(u) + val(u′) and zval(u)+val(u′) = z1 = y1.
(a) For all j < i, {αjαj+1 . . . αi−1} is a basis for HomC(T (zi), T (zj)).
(b) For all j > i,
{αjαj+1 . . . αval(u)+val(u′)−1α1 . . . αi−1}
is a basis for HomC(T (zi), T (zj)).
(c) A basis for EndC(T (zj)) is
{idT (zj), αjαj+1 . . . αval(u)+val(u′)−1α1 . . . αj−1}.
Proof. (a) For val(u) < j < i ≤ val(u) + val(u′), this follows from Lemma 7.6(a), since
T (zi) and T (zj) are stalk complexes. A similar argument for holds for val(u) < i <
val(u) + val(u′) and j = val(u) when considering the maps between degree zero terms.
For 1 < j < i ≤ val(u), it follows from the reasoning at the start of this subsec-
tion that the degree zero map is the identity and the degree −1 map is in the space
HomA(P (i), P (j)). Thus, the result again follows from Lemma 7.6(a) when considering
the degree −1 maps. For 1 < i ≤ val(u) and j = 1. The degree zero map is either the
identity map or the map t1 : topP (y1) → socP (y1). But by Lemma 7.6(b), t1 factors
through a map in HomA(P (y1), P (yi)). So any morphism in HomC(T (yi), T (y1)) with de-
gree zero map t1 is homotopic to zero. If the degree zero map is instead the identity then
any morphism in HomC(T (yi), T (y1)) is equal to the composition of some morphism in
HomC(T (yi), T (y2)) with the morphism α1. By considering Lemma 7.6(a) on the degree
−1 terms, the result follows.
(b) The arguments used in the proof for (a) form a cycle of maps. The proof for (b) is
hence similar.
(c) If f ∈ EndC(T (zj)) is a non-identity map, then the degree zero map must be a map
from the top to the socle of the projective module in degree zero. By Lemma 7.6(b),
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this is equivalent to a cycle of maps between the indecomposable projective modules
corresponding to the polygons around the vertex u′. The result then follows from the
proof of (a) and (b). 
Lemma 7.8. Define the following set of germs of polygons in χ.
Z = {zv|v non-truncated, v 6= u′ and z 6= yi for all i}
Let zv ∈ Z and let z′ be the successor to z at v. Denote by βv,z the morphism in
HomC(T (z
′), T (z)) whose degree zero map is the basis element of HomA(P (z
′), P (z)) given
in Remark 7.5. Then〈
α1, . . . , αval(u)+val(u′)−1, βv,z
〉
zv∈Z
= EndKb(projA)(T ),
where α1, . . . , αval(u)+val(u′)−1 are as in Lemma 7.7.
Proof. This is a trivial consequence of both Lemma 7.6(b) and Lemma 7.7. 
7.5. The relations of the endomorphism algebra of T . We will now explicitly
calculate the algebra EndKb(projA)(T ) = KQ˜/I˜. By Lemma 7.8, the arrows of Q˜ are
given by the maps α1, . . . , αval(u)+val(u′)−1 and (βv,z)zv∈Z . It remains to calculate the
relations that generate I˜.
Lemma 7.9. Suppose a polygon z of χ is connected to non-truncated vertices v, v′ 6∈
{u, u′}. Let z = z1, . . . , zval(v) and z = z
′
1, . . . , z
′
val(v′) be the successor sequences of z at v
and v′ respectively. Then
(a) βv,z1 . . . βv,zval(v) = βv′,z′1 . . . βv′,z′val(v′) 6= 0.
(b) βv,zval(v)βv′,z′1 = 0 and βv′,z′val(v′)βv,z1 = 0.
If z is instead connected to only one non-truncated vertex v, then
(c) βv,z1 . . . βv,zval(v)βv,z1 = 0.
Proof. (a) Since all morphisms are maps between stalk complexes, this is a trivial con-
sequence of Lemma 7.6(a). Namely, βv,z1 . . . βv,zval(v) is the morphism such that the de-
gree zero map corresponds to the basis element of EndA(P (z1)) that maps topP (z1) to
socP (z1). The same is true for (βv′,z′1 . . . βv′,z′val(v′))
ev′ .
(b) This follows from Remark 7.4(a), since this corresponds a map between the inde-
composable projective modules of two polygons that have no common vertex.
(c) Similar to (a), (βv,z2 . . . βv,zval(v)βv,z1)
ev maps topP (z2) to socP (z2). But socP (z2)
is in the kernel of the degree zero map of βv,z1 . Thus, the result follows. 
Lemma 7.10. Suppose a polygon z1 of χ is connected to a non-truncated vertex v
′ ∈
{u, u′}. Suppose z1 is connected to another non-truncated vertex v 6∈ {u, u
′, v′} and let
z1, . . . , zval(v) be the successor sequence of z1 at v. Suppose T (z1) is the domain of a map
αr from Lemma 7.7 and let
Cr = αrαr+1 . . . αval(u)+val(u′)−1α1 . . . αr−1.
Then
(a) (βv,z1 . . . βv,zval(v))
ev = Cr 6= 0.
(b) αr−1βv,z1 = 0 and βv,zval(v)αr = 0.
Suppose instead that there is no non-truncated vertex v 6∈ {u, u′, v′} connected to z1. Then
(c) Crαr = 0.
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Proof. The degree zero map of Cr corresponds to a non-identity map in EndA(P (z1)).
Thus, the degree zero map of Cr maps topP (z1) to socP (z1). It follows from the cal-
culations in Subsection 7.4 that if T (z1) is not a stalk complex, then Cr is equivalent in
Kb(projA) to a morphism in which the map in degree −1 is zero. The proofs to (a), (b)
and (c) are then similar to the corresponding proofs in Lemma 7.9. 
Every arrow of Q˜ belongs to either a cycle of the form βv,z1 . . . βv,zval(v) for some non-
truncated vertex v in χ or belongs to the cycle Cr. The only possible paths in Q˜ that are
non-zero are subpaths of the paths in Lemma 7.9(a) and Lemma 7.10(a). One can see
that there are no further relations in A˜, since otherwise these maps would be zero. Fur-
thermore, these are precisely the relations of the (opposite) Brauer configuration algebra
associated the Brauer configuration χ˜ in Proposition 7.3, thus proving the proposition by
Theorem 3.1 (since the algebra is symmetric).
7.6. The proof of Theorem 7.1.
Proposition 7.11. Let A be a Brauer configuration algebra associated to a Brauer con-
figuration χ. Suppose χ is a multiplicity-free tree with precisely one 3-gon, which is locally
of the form
χ′
χ′′
χ′′′
v1
v2
v3
where χ′, χ′′ and χ′′′ are subconfigurations of χ. Suppose further that χ′, χ′′ and χ′′′
contain m1, m2 and m3 edges respectively. Then A is derived equivalent to a Brauer
configuration algebra associated to the following Brauer configuration.
...
· · ·
... m1 edges
m2 edges
m3 edges
}
︷ ︸︸ ︷
{
Proof. Using Proposition 7.3 iteratively on the truncated edges attached to non-truncated
2-gons, the result follows. 
By the reasoning at the start of this section, the above proposition proves Theorem 7.1.
8. Brauer Configurations with 3-gons, Cycles and Multiplicities
The aim of this section is to prove the following proposition.
Proposition 8.1. Let A be a Brauer configuration algebra associated to a Brauer con-
figuration χ. Suppose χ contains a 3-gon x. Suppose further that χ contains a cycle or a
vertex v such that ev > 1. If χ is not of the form
χ′x
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where χ′ is a subconfiguration of χ and all vertices except perhaps those in χ′ have mul-
tiplicity one, then A is wild.
To prove this, we will explicitly construct a representation embeddingH : finK〈a1, a2〉 →
modA. We also make the following assumption.
Assumption 8.2. Let A = KQ/I be a Brauer configuration algebra associated to a Brauer
configuration algebra χ. Suppose χ contains a 3-gon x that is not self-folded and is locally
of the form
χ′
χ′′
χ′′′
v1
v2
v3
where χ′, χ′′ and χ′′′ are disjoint subconfigurations of χ. Suppose that χ′ contains a
cycle or a vertex v such that ev > 1. Assume that both χ
′′ and χ′′′ are multiplicity-free
trees and that χ′′′ contains at least two distinct polygons. In addition, let wχ = α1 . . . αn
be a non-zero string such that ŝ(α1) = x
v1 = ê(αn) and α1, αn ∈ Q1 (which exists by
Lemma 4.4).
Remark 8.3. Let u be any vertex in χ \ χ′ of Assumption 8.2. Then no symbol αi of the
string wχ from Assumption 8.2 is such that αi or α
−1
i is an arrow in Cu.
We will now begin the construction of the representation embedding. Let wχ =
α1 . . . αn be the string from Assumption 8.2 and consider the following wild acyclic graph.
−3
β′1
❊❊
❊❊
❊❊
n + 3
Xn : 0
α′1
· · ·
α′n
n
β′2 ✉✉✉✉✉✉✉
γ′2
■■
■■
■■
■ (n > 0)
−2
δ′1
−1
γ′1 ②②②②②②
n + 1
δ′2
n+ 2
From the graph Xn, we define a quiver Q
′. Let Q′ be a quiver with vertex set identical to
the vertex set of Xn. We define the arrow set of Q
′ as follows. We say that there exists an
arrow α′i : i→ i+ 1 in Q
′ whenever αi ∈ Q1 and an arrow α
′
i : i← i+ 1 in Q
′ whenever
αi ∈ Q
−1
1 . In addition, we have arrows β
′
1 : 0 → −3, γ
′
1 : 0 → −1, β
′
2 : n ← n + 3 and
γ′2 : n← n+1 in Q
′. If val(v3) > 2 then we say that there exist arrows δ
′
1 : −1→ −2 and
δ′2 : n + 1 ← n + 2 in Q
′. Otherwise if val(v3) = 2, then we say that there exist arrows
δ′1 : −1← −2 and δ
′
2 : n+ 1→ n+ 2 in Q
′.
It is easy to see that KQ′ is a finite-dimensional wild hereditary algebra (in fact,
strictly wild). We will explicitly describe a fully faithful representation embedding
F : finK〈a1, a2〉 → modKQ
′. Recall that K〈a1, a2〉 is an infinite-dimensional path
algebra associated to a quiver with a single vertex and two loops. Let M = (M0, λ, µ)
be a K-representation of some finite-dimensional K〈a1, a2〉-module M . That is, M0 is
a finite-dimensional vector space and λ, µ ∈ EndK(M0) are K-linear maps. Define a
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K-representation FM = ((FM)i, ϕζ′)i∈Q′0,ζ′∈Q′1 of Q
′, which is either of the form
M20 bb ( 1 λ 0 0
0 0 µ 1
)
❊❊
❊❊
❊❊
❊❊
M20
M40
(
1 0 1 0
0 1 0 0
0 0 0 1
)
// M30
(
1 0 0
0 1 0
0 0 1
)
· · ·
(
1 0 0
0 1 0
0 0 1
)
M30
( 1 0 0
0 1 0
1 0 0
0 0 1
)
// M40
||
( 1 0
1 0
0 1
0 1
)
②②②②②②②②
bb
( 1 0
0 0
0 1
0 0
)
❊❊
❊❊
❊❊
❊❊
M0 oo
( 0 1 )
M20
||
( 1 0 0 00 0 1 0 ) ②②②②②②②②
M20
oo
( 01 )
M0
if val(v3) > 2, or of the form
M20 bb (λ 1 0 0
0 0 1 µ
)
❊❊
❊❊
❊❊
❊❊
M20
M40
(
1 0 1 0
0 1 0 0
0 0 0 1
)
// M30
(
1 0 0
0 1 0
0 0 1
)
· · ·
(
1 0 0
0 1 0
0 0 1
)
M30
( 1 0 0
0 1 0
1 0 0
0 0 1
)
// M40
||
( 1 0
1 0
0 1
0 1
)
②②②②②②②②
bb
( 1 0
0 0
0 1
0 0
)
❊❊
❊❊
❊❊
❊❊
M0
( 01 ) // M20
||
( 1 0 0 00 0 1 0 ) ②②②②②②②②
M20
( 0 1 ) // M0
if val(v3) = 2. If n = 1 then we simply have a linear map
ϕα′1 =

1 0 0
0 1 0
1 0 0
0 0 1

1 0 1 00 1 0 0
0 0 0 1
 =

1 0 1 0
0 1 0 0
1 0 1 0
0 0 0 1
 .
where ϕα′1 is the linear map corresponding to the arrow α
′
1 ∈ Q
′
1.
Let N be a K〈a1, a2〉-module with corresponding K-representation (N0, λ
′, µ′). Then
f ∈ HomK〈a1,a2〉(M,N) can be viewed as a K-linear map f0 :M0 → N0 such that λ
′f0 =
f0λ and µ
′f0 = f0µ. Define Ff ∈ HomKQ′(FM,FN) to be the morphism Ff = (Ff)i∈Q′0,
where each (Ff)i is a block diagonal matrix with diagonal entires f0. It is easy to verify
that this definition satisfies the necessary commutativity relations for Ff to be a genuine
morphism of KQ′-modules.
Lemma 8.4. The functor F : finK〈a1, a2〉 → modKQ
′ is K-linear, exact and fully
faithful. Hence, F is a strict representation embedding.
Proof. That F is K-linear follows trivially from the definition. It is also easy to see
from the definition that given any morphisms f, g ∈ HomK〈a1,a2〉(M,N), Ff = Fg if
and only if f = g. So F is faithful. To show that F is exact, it is sufficient to show
that KerFf = F (Ker f) and ImFf = F (Im f) for any f ∈ HomK〈a1,a2〉(M,N), since
given any pair of morphisms f, g ∈ HomK〈a1,a2〉(M,N) such that Ker f = Im g, we have
KerFf = ImFg.
We will first calculate KerFf . Let θ : Ker f → M be an inclusion morphism such that
fθ = 0. Note that θ is unique up to the universal property. Since each (Ff)i is a block
diagonal matrix, we have (KerFf)i = Ker((Ff)i) = (F (Ker f))i for all i. Moreover,
(Fθ)i is an inclusion morphism such that (Ff)i(Fθ)i = 0 for all i. Thus, for any arrow
ζ ′ : i→ j in Q′, we have commutative squares of the following form.
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Kerf0
M0
N0
λ˜µ˜
λµ
λ′µ′
θ0
f0
(Kerf0)
n1 (Kerf0)
n2
Mn10 M
n2
0
Nn10 N
n2
0
· · ·
· · ·
· · ·
· · ·
· · ·
· · ·
(
θ0 0
. . .
0 θ0
) (
θ0 0
. . .
0 θ0
)
(
f0 0
. . .
0 f0
) (
f0 0
. . .
0 f0
)
ϕ˜ζ′
ϕζ′
ϕ′ζ′
F
If the block matrix entry (ϕζ′)kl of ϕζ′ is an identity map, then it follows that (ϕ˜ζ′)kl is
also an identity map. Similarly, if (ϕζ′)kl = 0 then (ϕ˜ζ′)kl = 0, since θ0 is an inclusion
morphism. If (ϕζ′)kl is either the map λ or µ, then we simply note that λθ0 = θ0λ˜
and µθ0 = θ0µ˜. So (ϕ˜ζ′)kl is the map λ˜ or µ˜ respectively. This is precisely the K-
representation F (Ker f), as required. The proof for showing ImFf = F (Im f) is similar
– we simply look at the canonical surjection ξ of M into the image of f and show that
Fξ is a surjection into the ImFf . Thus, the functor F is exact.
It remains to show that F is full. Let M = (M0, λ, µ) and N = (N0, λ
′, µ′) and let
FM,N : HomK〈a1,a2〉(M,N) → HomKQ′(FM,FN) be the function defined by FM,N(f) =
Ff . We will calculate HomKQ′(FM,FN) and show that ImFM,N = HomKQ′(FM,FN).
We will only give the proof for the case where val(v3) > 2, as the proof for the other case
is similar. Let Φ = (Φi)i∈Q′0 ∈ HomKQ′(FM,FN). We have the following commutative
squares.
(i):
M20
( 0 1 ) //
Φ−1

M0
Φ−2

N20
( 0 1 ) // N0
(ii):
M40
( 1 0 0 00 0 1 0 )//
Φ0

M20
Φ−1

N40
( 1 0 0 00 0 1 0 )// N20
(iii):
M40
( 1 0 1 0
0 1 0 0
1 0 1 0
0 0 0 1
)
//
Φ0

M40
Φn

N40
( 1 0 1 0
0 1 0 0
1 0 1 0
0 0 0 1
)
// N40
(iv):
M20
( 1 0
1 0
0 1
0 1
)
//
Φn+3

M40
Φn

N20
( 1 0
1 0
0 1
0 1
)
// N40
(v):
M20
( 1 0
0 0
0 1
0 0
)
//
Φn+1

M40
Φn

N20
( 1 0
0 0
0 1
0 0
)
// N40
(vi):
M0
( 01 ) //
Φn+2

M20
Φn+1

N0
( 01 ) // N20
Note that if the length n of the string wχ used to construct Q
′ is such that n > 1, then
square (iii) is obtained by composing the linear maps between the vertices 0 and n of Q′.
Square (i) implies that
Φ−1 =
(
f g
0 h
)
,
where f, g, h ∈ HomK(M0, N0) and h = Φ−2. Square (ii) then implies that
(Φ0)11 = f, (Φ0)12 = 0, (Φ0)13 = g, (Φ0)14 = 0,
(Φ0)31 = 0, (Φ0)32 = 0, (Φ0)33 = h, (Φ0)34 = 0.
Similarly, square (vi) implies that
Φn+1 =
(
f ′ 0
g′ h′
)
,
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where f ′, g′, h′ ∈ HomK(M0, N0) and h
′ = Φn+2. Square (v) then implies that
(Φn)11 = f
′, (Φn)13 = 0,
(Φn)21 = 0, (Φn)23 = 0,
(Φn)31 = g
′, (Φn)33 = h
′,
(Φn)41 = 0, (Φn)43 = 0.
By square (iii), we have
f 0 g + h 0
(Φ0)21 (Φ0)22 (Φ0)23 (Φ0)24
f 0 g + h 0
(Φ0)41 (Φ0)42 (Φ0)43 (Φ0)44
 =

f ′ (Φn)12 f
′ (Φn)14
0 (Φn)22 0 (Φn)24
g′ + h′ (Φn)32 g
′ + h′ (Φn)34
0 (Φn)42 0 (Φn)44
 .
So f = f ′. In addition, square (iv) implies
(Φn)22 = f, (Φn)24 = 0,
(Φn)42 = g
′, (Φn)44 = h
′.
and
Φn+3 =
(
f 0
g′ h′
)
.
So
Φ0 =

f 0 g 0
0 f 0 0
0 0 h 0
0 g′ 0 h′
 and Φn =

f 0 0 0
0 f 0 0
g′ 0 h′ 0
0 g′ 0 h′

with the relation f = g + h = g′ + h′. Finally, we consider the commutative square
M40
(
1 λ 0 0
0 0 µ 1
)
//
Φ0

M20
Φ−3

N40
(
1 λ′ 0 0
0 0 µ′ 1
)
// N20
which gives us g = g′ = 0 and therefore f = h = h′. The above square also gives us
Φ−3 =
(
f 0
0 f
)
and commutativity relations λ′f = fλ and µ′f = fµ. Thus f can also be considered as a
morphism in HomK〈a1,a2〉(M,N). It is easy to see that the commutative squares involving
Φi for 0 < i < n give diagonal matrices with diagonal entries f . Thus, we have shown Φi
is a block diagonal matrix with diagonal entries f ∈ HomK〈a1,a2〉(M,N) for all i. So
ImFM,N = HomKQ′(FM,FN)
and hence, F is a full functor. So F is a strict representation embedding. 
Now that we have a representation embedding F : finK〈a1, a2〉 → modKQ
′, we aim
to construct a functor G : modKQ′ → modA such that the composite functor H = GF
is a representation embedding. We give advance notice to the reader that H will not
be strict. Thus, we must prove that H is exact, respects isomorphism classes and maps
indecomposable K〈a1, a2〉-modules to indecomposable A-modules
Recall that Q′ is defined using the Brauer configuration algebra A associated to a
Brauer configuration χ that contains a 3-gon x, and a string wχ = α1 . . . αn, which both
satisfy Assumption 8.2. Define a morphism of quivers pi = (pi0, pi1) : Q
′ → Q. That is,
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(a) x v1
v2
v3
...
. .
.
. . .
wχ
α1
αnβ1
β2
γ1
γ2δ2
δ1
(b) x
v1
v2
v3
...
. . .
. .
.
wχ
α1
αnβ1
β2
γ1
γ2
δ1
δ2
Figure 2. The image of the map pi in the cases where (a) val(v3) = 2
and (b) val(v3) > 2. Primed arrows in Q
′ are mapped to the corresponding
unprimed arrow in the figure. For example, pi1(α
′
1) = α1.
we will define maps pi0 : Q
′
0 → Q0 and pi1 : Q
′
1 → Q1 such that any arrow α
′ : i → j in
Q′ is mapped to an arrow pi1(α
′) : pi0(i) → pi0(j) in Q. Define pi0(0) = x = pi0(n). Then
for all 1 ≤ i ≤ n, define pi1(α
′
i) = αi if αi ∈ Q1 and pi1(α
′
i) = α
−1
i if αi ∈ Q
−1
1 . Let β1, β2,
γ1 and γ2 be the distinct arrows of Q such that ŝ(β1) = x
v2 , ê(β2) = x
v2 , ŝ(γ1) = x
v3 and
ê(γ2) = x
v3 . Then define pi1(β
′
1) = β1, pi1(β
′
2) = β2, pi1(γ
′
1) = γ1 and pi1(γ
′
2) = γ2.
If val(v3) > 2, then γ
′
1δ
′
1 and δ
′
2γ
′
2 form directed paths in Q
′. In this case, we define
pi1(δ
′
1) to be the unique arrow of Q such that pi1(γ
′
1)pi1(δ
′
1) 6∈ I and define pi1(δ
′
2) to be the
unique arrow of Q such that pi1(δ
′
2)pi1(γ
′
2) 6∈ I. See Figure 2(b) for a visual illustration.
Otherwise if val(v3) = 2, then there exists a polygon y = pi0(e(γ
′
1)) = pi0(s(γ
′
2)). Let u
be any vertex distinct from v3 connected to y. Such a choice of vertex u is not necessarily
unique (for example, if pi0(e(γ
′
1)) is not a 2-gon). However, the proof is not dependent
on the choice of the vertex u, and so any choice of u will do. Then let δ1 and δ2 be the
arrows of Q such that ê(δ1) = y
u = ŝ(δ2) and define pi1(δ
′
1) = δ1 and pi1(δ
′
2) = δ2. See
Figure 2(a) for a visual illustration.
Remark 8.5. We have the following notes on the image of pi.
(a) The image of any directed path in Q′ under pi avoids the relations in I.
(b) For any i, j ∈ Q′0, define an equivalence relation i ∼ j ⇔ pi0(i) = pi0(j) and denote
the equivalence class of i ∈ Q′0 by [i]. Then for example, we have the following.
[−3] =
{
{−3, n+ 3} if val(v2) = 2,
{−3} otherwise,
[0] = [n]
[n+ 3] =
{
{−3, n+ 3} if val(v2) = 2,
{n+ 3} otherwise.
(c) For any ζ ′, η′ ∈ Q′1, define an equivalence relation ζ
′ ∼ η′ ⇔ pi1(ζ
′) = pi1(η
′) and
denote the equivalence class of ζ ′ ∈ Q′1 by [ζ
′]. Then by Remark 8.3,
β ′1, β
′
2, γ
′
1, γ
′
2, δ
′
1, δ
′
2 6∈ [α
′
i] for any 1 ≤ i ≤ n.
In addition, since it follows from Assumption 8.2 that val(v2), val(v3) ≥ 2, we have
[β ′1] = {β
′
1}, [β
′
2] = {β
′
2},
[γ′1] = {γ
′
1}, [γ
′
2] = {γ
′
2},
[δ′1] =
{
{δ′1, δ
′
2} if val(v3) = 3,
{δ′1} otherwise,
[δ′2] =
{
{δ′1, δ
′
2} if val(v3) = 3,
{δ′2} otherwise.
.
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Let M ′ = (M ′i , ϕζ′)i∈Q′0,ζ′∈Q′1 be a representation of the quiver Q
′ over the field K.
Define a representation GM ′ = ((GM ′)y, φζ)y∈Q0,ζ∈Q1 of the quiver Q over K in the
following way. For each i ∈ Q′0, we say that the vector space M
′
i is a direct summand of
the vector space (GM ′)pi0(i). If y 6∈ Im pi0, then we define (GM
′)y = 0. Consider an arrow
ζ : y → z in Q such that (GM ′)y and (GM
′)z are non-zero. Suppose
(GM ′)y =
⊕
pi0(i)=y
M ′i and (GM
′)z =
⊕
pi0(k)=z
M ′k
Then the linear map φζ is given by a block matrix ((φζ)k,i)k∈R,i∈C with row and column
index sets
R = {k : pi(k) = z} and C = {i : pi(i) = y}
respectively, where (φζ)k,i : M
′
i → M
′
k is a linear map defined by ϕζ′ if ζ
′ : i → k is an
arrow in Q′ such that pi1(ζ
′) = ζ , and is zero otherwise. Since the image of any directed
path in Q′ under pi avoids the relations in I, φζφη = 0 for any path ζη ∈ I. Thus the
representation GM ′ respects the relations in I and hence corresponds to an A-module.
Remark 8.6. We have the following notes on theK-linear maps φζ in theK-representation
GM ′.
(a) Let ζ ∈ {pi1(β
′
j), pi1(γ
′
j) : j = 1, 2}. Then by Remark 8.5(c), the map φζ contains
at most one non-zero entry when considered as a block matrix.
(b) For any arrow α′i ∈ Q
′
1 (1 ≤ i ≤ n), each row and column of the block matrix
φpi1(α′i) contains at most one non-zero entry. This follows from the fact that the
arrows pi1(α
′
i) follow a string of length n.
(c) It follows from Remark 8.5(c) that if val(v3) = 3, then φpi1(δ′1) = φpi1(δ′2) is a
diagonal 2 × 2 block matrix with possibly non-zero diagonal entries. Otherwise,
φpi1(δ′1) 6= φpi1(δ′2) and both φpi1(δ′1) and φpi1(δ′2) contain at most one non-zero entry.
Let f ′ = (f ′i)i∈Q′0 :M
′ → N ′ be a morphism of representations of Q′ over K. We define
a morphism Gf ′ = ((Gf ′)y)y∈Q0 : GM
′ → GN ′ of representations of Q over K as follows.
If y 6∈ Im pi0 (and hence, (GM
′)y = 0) then (Gf
′)y = 0. Otherwise, suppose
(GM ′)y =
⊕
pi0(i)=y
M ′i and (GN
′)y =
⊕
pi0(i)=y
N ′i
Then we define (Gf ′)y to be a block diagonal matrix ((Gf
′)i,j)i,j∈C in which each (i, i)-th
diagonal entry is precisely the linear map f ′i : M
′
i → N
′
i . One can verify that Gf
′ is a
genuine morphism of A-modules by considering commutative squares
(GM ′)y
(Gf ′)y

φζ // (GM ′)z
(Gf ′)z

(GN ′)y
φ′ζ // (GN ′)z
which induce commutativity relations f ′k(φζ)k,i = (φ
′
ζ)k,if
′
i for each arrow ζ : y → z in Q.
By definition, either (φζ)k,i = (φ
′
ζ)k,i = 0, or (φζ)k,i = ϕζ′ and (φ
′
ζ)k,i = ϕ
′
ζ′ for some arrow
ζ ′ : i → k in Q′. Since f ′ is a morphism of KQ′-modules (and hence the commutativity
relation f ′kϕζ′ = ϕ
′
ζ′f
′
i is satisfied), we deduce that Gf
′ is a morphism of A-modules.
Thus, we have defined a functor G : modKQ′ → modA which maps a KQ′-module M ′
to an A-module GM ′ and a morphism f ′ :M ′ → N ′ to a morphism Gf ′ : GM ′ → GN ′.
Remark 8.7. Given K〈a1, a2〉-modules M and N and a morphism f = (f0) : M → N ,
the linear map (GFf)y is a block diagonal matrix with diagonal entries f0 for all y ∈ Q0.
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Example 8.8. Consider the Brauer configuration algebra A associated to the following
Brauer configuration.
δ1 δ2
δ3
δ4
Let wχ = δ1δ2δ
−1
3 δ4. The quiver Q
′ associated to (A,wχ) is the following orientation of
X4.
−3 cc
●●
●●
●●
7
0 // 1 // 2 3oo // 4
}}
④④④④④④
aa
❈❈
❈❈
❈❈
−2 // −1
{{
✇✇✇✇✇✇
5 // 6
Consider the following K-representation of Q′.
M ′−3 dd ϕβ′1
■■
■■
■■
M ′7
M ′0
ϕα′1 // M ′1
ϕα′2 // M ′2
oo
ϕα′3
M ′3
ϕα′4 // M ′4
{{
ϕβ′2 ✇✇✇✇✇✇
cc ϕγ′
2
●●
●●
●●
M ′−2
ϕδ′
1 // M ′−1
zz
ϕγ′1 ✉✉✉✉✉✉
M ′5
ϕδ′
2 // M ′6
Then the A-module GM ′ is given by the following K-representation.
GM ′ : M ′0 ⊕M
′
4
M ′−1 ⊕M
′
5M
′
−2 ⊕M
′
6
M ′−3 ⊕M
′
7
M ′1
M ′2 ⊕M
′
3( ϕγ′
1
0
0 0
)
(
ϕδ′
1
0
0 0
)
(
ϕβ′
1
0
0 0
)
(
0 0
0 ϕγ′
2
)( 0 0
0 ϕδ′
2
)
(
0 0
0 ϕβ′
2
)
( ϕα′
1
0 ) (
ϕα′
2
0
)
(
0 0
ϕα′
3
0
)( 0 00 ϕα′
4
)
Given an A-module N ′ and a morphism f ′ = (f ′−3, . . . , f
′
7) : M
′ → N ′, we have a
morphism Gf ′ : GM ′ → GN ′ of the form
Gf ′ =
((
f ′−3 0
0 f ′7
)
,
(
f ′−2 0
0 f ′6
)
,
(
f ′−1 0
0 f ′5
)
,
(
f ′0 0
0 f ′4
)
, f ′1,
(
f ′2 0
0 f ′3
))
Given aK〈a1, a2〉-moduleM associated to theK-representation (M0, λ, µ), the composite
functor H = GF gives us an A-module HM associated to the following K-representation.
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HM : M80
M40M
2
0
M40
M30
M60(
1 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
)
(
0 0
0 0
0 0
0 1
)
(
λ 1 0 0 0 0 0 0
0 0 1 µ 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
)

0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
0 0 1 0
0 0 0 0
0 0 0 1
0 0 0 0
( 0 1 0 0
0 0 0 0
)

0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
0 0 1 0
0 0 1 0
0 0 0 1
0 0 0 1

(
1 0 1 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 0 1 0 0 0 0
) 1 0 00 1 00 0 1
0 0 0
0 0 0
0 0 0

 0 0 0 0 0 00 0 0 0 0 00 0 0 0 0 0
1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0


0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 1 0 0
0 0 0 0 0 1

Let N = (N0, λ
′, µ′). Given a morphism f = (f0) : M → N , we have a morphism
Hf = ((Hf)y)y∈Q0 : HM → HN such that each (Hf)y is a block diagonal matrix with
diagonal entries f0.
It is clear that the functor G is not a representation embedding, since it does not
respect isomorphism classes. A counterexample is formed with the simple modules S ′0
and S ′n associated to the vertices 0 and n of Q
′, respectively. Clearly, it follows from
Remark 8.5(b) that we have GS ′0
∼= GS ′n but S
′
0 6
∼= S ′n. However, the functor G should
respect isomorphism classes for all modules M ′ ∈ modKQ′ that do not contain a string
module as a direct summand. Indeed, we will show with the following lemmata that G
satisfies the necessary properties of a representation embedding under the image of the
functor F . That is, we will show that the composite functor H = GF is a representation
embedding.
Lemma 8.9. The functor H = GF : finK〈a1, a2〉 → modA is exact.
Proof. Let M = (M0, λ, µ) and N = (N0, λ
′, µ′) be K-representations of K〈a1, a2〉-
modules M and N . Note that each vertex in the K-representation associated to HM
(resp. HN) is a direct sum of copies of M0 (resp. N0), and for any morphism f = (f0) ∈
HomK〈a1,a2〉(M,N), the linear map (Hf)y is a block diagonal matrix with diagonal entries
f0 for all y ∈ Q0. Thus, the proof of the exactness of H is identical to the proof of the
exactness of the functor F in Lemma 8.4. 
Lemma 8.10. The functor H = GF : finK〈a1, a2〉 → modA maps indecomposable
K〈a1, a2〉-modules to indecomposable A-modules.
Proof. We will prove that G maps indecomposables to indecomposables, since then the
same is true for H . LetM ′ = (M ′i , ϕζ′)i∈Q′0,ζ′∈Q′1 be a K-representation of Q such thatM
′
is indecomposable. Then there exist no non-trivial idempotents in EndKQ′(M
′). Suppose
there exists an idempotent map Φ = (Φy)y∈Q0 ∈ EndA(GM
′). Then for each arrow
ζ : y → z in Q, there exists a commutative square⊕
pi0(i)=y
M ′i
φζ //
Φy

⊕
pi0(k)=z
M ′k
Φz
⊕
pi0(i)=y
M ′i
φζ //
⊕
pi0(k)=z
M ′k.
View Φy and Φz as block matrices ((Φy)i,j)pi0(i)=pi0(j)=y and ((Φz)k,l)pi0(k)=pi0(l)=z. By Re-
mark 8.6(a), (b) and (c), the map φζ contains at most one non-zero entry in each row and
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column when viewed as a block matrix ((φζ)i,k)pi0(i)=y,pi0(k)=z. This implies the existence
of commutativity relations
(φζΦy)k,i = ϕζ′(Φy)i,i = (Φz)k,kϕζ′ = (Φzφζ)k,i.
for each arrow ζ ′ : i→ k in Q′ such that pi1(ζ
′) = ζ . Ranging over all ζ ∈ Q1, we obtain
precisely the commutativity relations that determine a morphism in EndKQ′(M
′).
Since Φy is idempotent for all y ∈ Q0, each block diagonal entry (Φy)i,i is idempotent
(for each y and each i). But since any idempotent in EndKQ′(M
′) is trivial, it follows
that either every block entry (Φy)i,i is an identity matrix or every block entry (Φy)i,i is a
zero matrix.
Recall that an idempotent matrix is non-singular if and only if it is an identity matrix.
Also recall that the trace of an idempotent matrix is equal to its rank. If every block
entry (Φy)i,i is an identity, then Φy is full rank for all y ∈ Q0 (such that (GM
′)y 6= 0).
But then every Φy is non-singular and thus must each be an identity matrix. On the
other hand, if every block entry (Φy)i,i is a zero matrix, then the rank of each Φy is zero,
and thus must be a zero matrix. Hence, if Φ ∈ EndA(GM
′) is idempotent, then Φ must
be a trivial idempotent. So GM ′ must be indecomposable. 
Lemma 8.11. The functor H = GF : finK〈a1, a2〉 → modA respects isomorphism
classes. That is, if HM ∼= HN then M ∼= N for all M,N ∈ finK〈a1, a2〉.
Proof. Let M and N be finite-dimesnional K〈a1, a2〉-modules such that GFM ∼= GFN .
Let
FM = ((FM)i, ϕζ′)i∈Q′0,ζ′∈Q′1, FN = ((FN)i, ϕ
′
ζ′)i∈Q′0,ζ′∈Q′1
GFM = ((GFM)y, φζ)y∈Q0,ζ∈Q1, GFN = ((GFN)y, φ
′
ζ)y∈Q0,ζ∈Q1.
Then there exists a bijective K-linear map (Φy)y∈Q0 such that the squares
(GFM)y
Φy

φζ // (GFM)z
Φz

(GFN)y
φ′ζ // (GFN)z
commute. Write
(GFM)y =
⊕
pi0(i)=y
(FM)i, (GFM)z =
⊕
pi0(k)=z
(FM)k,
(GFN)y =
⊕
pi0(i)=y
(FN)i, (GFN)z =
⊕
pi0(k)=z
(FN)k.
Then each Φy can be viewed as a block matrix, where each entry (Φy)j,i : (FM)i → (FN)j
is a K-linear map such that pi0(i) = pi0(j) = y. Recall further that for any arrow
ζ : y → z in Q, the maps φζ and φ
′
ζ can be viewed as a block matrices such that the
entries (φζ)k,i : (FM)i → (FM)k and (φ
′
ζ)k,i : (FN)i → (FN)k are K-linear maps such
that pi0(i) = y and pi0(k) = z. If (φζ)k,i (resp. (φ
′
ζ)k,i) is a non-zero entry of φζ (resp. φ
′
ζ),
then (φζ)k,i = ϕζ′ and (φ
′
ζ)k,i = ϕ
′
ζ′ for some arrow ζ
′ : i→ k in Q′ such that pi1(ζ
′) = ζ .
By Remark 8.6(a), (b) and (c), each row and column of φζ contains at most one non-zero
entry. Thus for each arrow ζ ′ : i→ k in Q′, we have commutativity relations of the form
(φ′pi1(ζ′)Φpi0(i))k,i = ϕ
′
ζ′(Φpi0(i))i,i = (Φpi0(k))k,kϕζ′ = (Φpi0(k)φpi1(ζ′))k,i. (∗)
Note that the relations (∗) are precisely the commutativity relations that determine the
space HomKQ′(FM,FN). So Φ
′ = (Φ′i)i∈Q′0 ∈ HomKQ′(FM,FN), where Φ
′
i = (Φpi0(i))i,i.
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Recall that the space HomKQ′(FM,FN) was calculated in the proof of Lemma 8.4.
Specifically, each K-linear map Φ′i : (FM)i → (FN)i is a block diagonal matrix with
diagonal entries f0, where (f0) = f ∈ HomK〈a1,a2〉(M,N).
Recall that Q′ is constructed using a string. It follows from Remark 8.5(a) that
(GFM)pi0(n+3) =
{
(FM)n+3 if val(v2) > 2
(FM)−3 ⊕ (FM)n+3 if val(v2) = 2.
(GFN)pi0(n+3) =
{
(FN)n+3 if val(v2) > 2
(FN)−3 ⊕ (FN)n+3 if val(v2) = 2.
In the case where val(v2) > 2, we have Φpi0(n+3) = Φ
′
n+3, which by assumption is bi-
jective. But since Φ′n+3 is a block diagonal matrix with diagonal entries f0 = f ∈
HomK〈a1,a2〉(M,N) it follows that Φ
′
n+3 is bijective only if f0 is bijective. Thus in this
case, there exists an isomorphism f :M → N .
In the case where val(v2) = 2, we have
Φpi0(n+3) =
(
(Φpi0(n+3))−3,−3 (Φpi0(n+3))−3,n+3
(Φpi0(n+3))n+3,−3 (Φpi0(n+3))n+3,n+3
)
.
Firstly, we will make the observation that dimKM = dimK N , since GFM ∼= GFN ,
which implies
dimK GFM = (3n+ 15) dimKM0 = (3n+ 15) dimK N0 = dimK GFN,
where n is the length of the string wχ used in the construction of Q
′. Secondly, note from
the definition of F and the above observation that
dimK(FM)−3 = dimK(FM)n+3 = dimK(FN)−3 = dimK(FN)n+3,
so each block entry of Φpi0(n+3) is a square matrix. Thirdly, note from the definition of F
that the map
ϕβ′2 = ϕ
′
β′2
=

1 0
1 0
0 1
0 1

is injective (where β ′2 : n + 3 → n ∈ Q
′
1, as defined earlier in this section). Fourthly, by
Remark 8.6(a), the map φpi1(β′2) (resp. φ
′
pi1(β′2)
) has at most one non-zero entry, which is
(φpi1(β′2))n,n+3 = ϕβ′2 (resp. (φ
′
pi1(β′2)
)n+3,n = ϕ
′
β′2
). Thus, we have a commutative square of
the form
(FM)−3 ⊕ (FM)n+3
Φpi0(n+3)

(
0 ϕβ′
2
0 0
)
// (FM)n ⊕X
Φpi0(n)

(FN)−3 ⊕ (FN)n+3
(
0 ϕ′
β′2
0 0
)
// (FN)n ⊕X
′
where X = (GFM)pi0(n)/(FM)n and X
′ = (GFN)pi0(n)/(FN)n. From this, we obtain the
relation ϕ′β′2
(Φpi0(n+3))n+3,−3 = 0. Since ϕ
′
β′2
is injective, it has a left inverse. This implies
that (Φpi0(n+3))n+3,−3 = 0, so Φpi0(n+3) is a block triangular matrix. Thus,
det Φpi0(n+3) = det(Φpi0(n+3))−3,−3 det(Φpi0(n+3))n+3,n+3.
But Φpi0(n+3) is bijective by assumption and hence has non-zero determinant. Thus,
both (Φpi0(n+3))−3,−3 and (Φpi0(n+3))n+3,n+3 have non-zero determinant, and hence both
are bijections. But both (Φpi0(n+3))−3,−3 and (Φpi0(n+3))n+3,n+3 are diagonal matrices with
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diagonal entries f0, where (f0) = f ∈ HomK〈a1,a2〉(M,N). Thus, there must exist an
isomorphism f ∈ HomK〈a1,a2〉(M,N), as required. 
We can now prove Proposition 8.1.
Proof. Suppose χ is not of the form given in Proposition 8.1. If x is self-folded then A
is wild by Proposition 4.5, so assume that this is not the case. Suppose then that χ is
locally of the form
χ′
χ′′
χ′′′
v1
v2
v3
where χ′, χ′′ and χ′′′ are subconfigurations of χ. If any two of the subconfigurations
χ′, χ′′ and χ′′′ contain a polygons belonging to a cycle or vertices of multiplicity strictly
greater than one, then A is also wild by Proposition 4.5, so assume that this is not the
case either. Thus, χ′, χ′′ and χ′′′ are pairwaise disjoint and all cycles and vertices of
χ of higher multiplicity must belong to precisely one of χ′, χ′′ and χ′′′. Let χ′ be this
subconfiguration, which we may assume without loss of generality. Then χ′′ and χ′′′ are
multiplicity-free trees. Since χ is not of the form given in the Proposition statement,
there necessarily exists at least two polygons in χ′′ or χ′′′. Suppose (without loss of
generality) that χ′′′ contains at least two polygons. Then χ satisfies Assumption 8.2.
Thus, there exists a K-linear functor H : finK〈a1, a2〉 → modA (defined above) that
is exact (Lemma 8.9), maps indecomposable K〈a1, a2〉-modules to indecomposable A-
modules (Lemma 8.10), and respects isomorphism classes (Lemma 8.11), and hence, is a
representation embedding. Thus, A is wild. 
9. Brauer Configurations with at Least Two 3-gons
We will address the final case of wild symmetric special triserial algebras, which is
where the Brauer configuration contains multiple 3-gons. We begin with the following
lemma.
Lemma 9.1. Let A = KQ/I be a Brauer configuration algebra. Suppose there exists a
connected acyclic subquiver Q′ ⊂ Q such that KQ′ is a wild hereditary algebra and every
(directed) path α1 . . . αn in Q
′ is not in I. Then A is wild.
Proof. Define a functor F : modKQ′ → modA in the following way. For any KQ′-
module M defined by a quiver representation (Mx, ϕα)x∈Q′0,α∈Q′1, we define FM to be the
A-module given by the quiver representation ((FM)x, φα)x∈Q0,α∈Q1 such that
(FM)x =
{
Mx, if x ∈ Q
′
0
0, otherwise
and φα =
{
ϕα, if α ∈ Q
′
1
0, otherwise.
For any KQ′-modules M and N and any morphism Φ = (Φx)x∈Q′0 : M → N , we define
a morphism FΦ = ((FΦ)x)x∈Q0 : FM → FN by (FΦ)x = Φx if x ∈ Q
′
0 and (FΦ)x = 0
otherwise. It is easy to see that this functor is exact and fully faithful, and hence, is a
(strict) representation embedding. Since, KQ′ is a wild algebra, this implies A is also a
wild algebra. 
Proposition 9.2. Let A = KQ/I be a Brauer configuration algebra associated to a
Brauer configuration χ. Suppose χ contains at least two 3-gons. Suppose further that χ
is not of the form
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G
u1
u2 ur
v1
v′1
v′′1
v′′′1
v2
v′2
v′′2
v′′′2
vr
v′r
v′′r
v′′′r
· · ·
where G is a Brauer graph connecting the (not necessarily distinct) vertices u1, . . . , ur
and evi = ev′i = ev′′i = ev′′′i = 1 for all i. Then A is wild.
Proof. If χ contains a 3-gon and an n-gon with n > 3, then A is wild by Theorem 5.3. If
χ contains a cycle or a vertex with multiplicity strictly greater than one, then the result
follows from Proposition 8.1. So assume that χ contains no n-gon with n > 3, no cycles
and no vertices with multiplicity strictly greater than one. (Note that this implies that
no 3-gon of χ is self-folded.) Under this assumption, if χ is not of the form given in the
proposition statement, then χ contains a 3-gon x that is locally of the form
χ′
χ′′
χ′′′
u0
u1
u2
where χ′, χ′′ and χ′′′ are pairwise disjoint subconfigurations of χ such that at least two
of χ′, χ′′ and χ′′′ contain more than one polygon distinct from x.
Let y be some 3-gon in χ distinct from x. Since Q is connected, there exists a string
w = β1 . . . βn such that s(w) = x and e(w) = y. Recall that since x is a 3-gon in χ, x
is the source of 3 distinct arrows and the target of 3 distinct arrows in Q. Since at least
two of χ′, χ′′ and χ′′′ contain more than one polygon distinct from x, there exist pairwise
distinct symbols α1, α2, α3 ∈ Q1 ∪Q
−1
1 such that α1, α2 and α3 are not symbols of w and
α1w and α2α3w are strings. Since y is the source of 3 distinct arrows and the target of
3 distinct arrows in Q, there exist pairwise distinct symbols γ1, γ2,∈ Q1 ∪Q
−1
1 such that
γ1 and γ2 are not symbols of w and wγ1 and wγ2 are strings. Thus, there exists a wild
subquiver Q′ of Q with underlying graph
X :
•
α1
•
γ1
•
α2
•
α3
x
β1
• · · · •
βn
y
γ2
•
The orientation of Q′ is determined by the string w and the symbols α1, α2, α3, γ1 and
γ2. Since Q
′ is constructed from strings, every directed path of Q′ avoids the relations in
I. Thus KQ′ is a wild hereditary algebra and by Lemma 9.1, A is wild. 
10. The Proof of the Main Theorem
We can now bring together all of the results from previous sections to prove the main
theorem (Theorem 2.1). Throughout, let A be a Brauer configuration algebra associated
to a Brauer configuration χ.
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(⇒:) We prove the contrapositive. Namely, that if χ is none of the Brauer configura-
tions presented in the list of Theorem 2.1, then A is wild. Since χ is not a Brauer graph,
A is n-serial with n > 2. If A is n-serial with n > 4, then A is wild by Theorem 5.3.
But if n = 4 and not of the form given in Theorem 2.1(iv), then A is wild again by
Theorem 5.3.
So suppose A is triserial. This automatically implies that χ is not of the form given in
Theorem 2.1(i) or (iv). If χ contains at least two 3-gons, then χ cannot be of the form
given in Theorem 2.1(iii). By Proposition 9.2, A is wild if it is also not of the form given
in Theorem 2.1(ii).
Now suppose χ contains precisely one 3-gon. If χ contains a cycle or a vertex of multi-
plicity strictly greater than one, then χ is necessarily not of the form in Theorem 2.1(iii).
By Proposition 8.1, if χ is also not of the form in Theorem 2.1(ii) (with r = 1), then A
is wild.
The only remaining case is where χ contains precisely one 3-gon and χ is a multiplicity-
free tree. If χ is not of the form given in Theorem 2.1(ii), then at least two of the disjoint
subtrees connected to the unique 3-gon in χ contain at least two polygons each. By
Theorem 7.1, if χ is not of the form in Theorem 2.1(iii), then A is wild. This completes
the proof.
(⇐:) If χ is of the form given in (i), then A is biserial and hence tame. Cases (ii), (iii)
and (iv) of Theorem 2.1 follow from Theorems 6.6, 7.1 and 5.3 respectively.
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