Abstract-A reversible (also called lossless, distortion-free, or invertible) visible watermarking scheme is proposed to satisfy the applications, in which the visible watermark is expected to combat copyright piracy but can be removed to losslessly recover the original image. We transparently reveal the watermark image by overlapping it on a user-specified region of the host image through adaptively adjusting the pixel values beneath the watermark, depending on the human visual system-based scaling factors. In order to achieve reversibility, a reconstruction/recovery packet, which is utilized to restore the watermarked area, is reversibly inserted into non-visibly-watermarked region. The packet is established according to the difference image between the original image and its approximate version instead of its visibly watermarked version so as to alleviate its overhead. For the generation of the approximation, we develop a simple prediction technique that makes use of the unaltered neighboring pixels as auxiliary information. The recovery packet is uniquely encoded before hiding so that the original watermark pattern can be reconstructed based on the encoded packet. In this way, the image recovery process is carried out without needing the availability of the watermark. In addition, our method adopts data compression for further reduction in the recovery packet size and improvement in embedding capacity. The experimental results demonstrate the superiority of the proposed scheme compared to the existing methods.
I. INTRODUCTION
V ISIBLE WATERMARKING is the study of techniques that insert copyright information perceptibly into the contents of cover digital multimedia so as to identify the ownership in a displayable manner and to prevent the viewers from making unauthorized use. In most conventional visible watermarking schemes [1] - [5] , a visible watermark is usually designed to be irremovable in order to effectively resist unintended editing and malicious attacks [6] - [8] . However, in some potential applications, a visible watermark is required to be removable [9] - [13] . Depending upon whether the original signal is perfectly recovered or not after watermark removal, removable visible watermarking can be further classified into the following two categories: irreversible and reversible. This paper focuses on the latter. In the past, various reversible schemes have been developed using the techniques of, for example, modulo arithmetic [14] , the circular interpretation of the bijective transform [15] , lowest levels replacement [16] , or difference expansion [17] . Nevertheless, these methods are applicable only to invisible watermarking. Compared to an invisible watermark, the embedding distortion inflicted by a visible watermark is often far greater. Achieving lossless recovery of the original host signal from a visibly watermarked signal is still an acute challenge.
The necessity for invertible visible watermarking is apparent. But unfortunately, this type of watermarking techniques has not been sufficiently investigated up to now. In the literature, to the best of our knowledge, there are only three works concentrating on distortion-free visible watermarking [11] - [13] . Hu et al. [11] first proposed a reversible visible watermarking scheme by modifying one significant bit plane of the pixels of the host image. They achieved reversibility via losslessly hiding the compressed version of the altered bit plane into the non-watermarked image region. However, the embedded visible watermark with this method appears to be somewhat blurred, and the visual quality of the original image is significantly distorted. Yip et al. [12] presented two lossless visible watermarking methods based on pixel value matching and pixel position shift, respectively. Tsai et al. [13] mapped the pixel values of the host image underlying the watermark into a small range for showing the watermark and then reversibly inserted a reconstruction packet into the watermarked image for perfect restoration. Despite the merit of [12] and [13] , they need the original watermark for original image recovery, making them unsuitable for most applications in which the original watermark is unavailable at the recovery stage. Moreover, all the existing three methods do not consider human visual system (HVS) characteristics in the visible watermark embedding process. As a result, they are less visually satisfactory and more intrusive.
Aiming at addressing the issues of the aforementioned methods and maintaining applicability, we propose a lossless visible watermarking scheme that adaptively varies the watermark strength to be embedded in different areas of the host image, depending on the underlying image content and HVS characteristics. For reversibility, a recovery packet is embedded into the image itself. We develop a simple pixel prediction technique, and also exploit data compression, in order to alleviate the packet overhead and to improve embedding capacity. In addition, the proposed method adopts a unique encoding scheme for the recovery packet. This ensures that the original watermark pattern is not necessarily required when recovering the original host image. The rest of the paper is organized as follows. In Section II, the embedding process of the proposed reversible visible watermarking algorithm is presented in detail. Section III briefly introduces the watermark removal and lossless image recovery. Section IV provides the experimental results for evaluating the performance of the algorithm. We draw the conclusion in Section V. Fig. 1 illustrates the framework of our proposed watermarking technique. The embedding process of the scheme mainly consists of two procedures: visible watermark embedding and reversible data hiding. The former procedure is to transparently overlap the binary watermark pattern W on the region of interest (ROI) in the host image I for the generation of the watermarked image I w . And the latter is to reversibly embed a reconstruction data packet D into another area in I for lossless image recovery. The ROI is specified by image providers, and has the same size as W . To facilitate our description, we assume that the ROI is comprised of a multiple of some adjacent 8 × 8 blocks of the host image I .
II. EMBEDDING PROCESS

A. Visible Watermark Embedding
With visible watermarking, a secondary image (the watermark in different regions) is inserted perceptibly into a primary (host) image so that the watermark is visible to the human eye. Generally, a visible watermark should be visible, yet must not significantly obscure the image details beneath it [3] , [4] . Actually, the two requirements conflict with each other. If watermark energy is increased to improve visibility, the degradation in image quality becomes more significant, and vice versa. This motivates us to consider the HVS perception as well as the image content to accommodate a tradeoff between these conflicting requirements.
Let N be the number of 8 × 8 blocks of the host image I and S ⊂ {1, 2, . . . , N } be the set of block ID numbers corresponding to the 8×8 blocks in ROI. In the proposed algorithm, the binary watermark pattern W is adaptively embedded into the host image I using
and
where the symbol • represents the mathematical floor function, I w n (i, j ) and I n (i, j ) denote the (i, j )th spatial pixel values in the nth 8 × 8 blocks I w n and I n of the watermarked image I w and the host image I , respectively, Wñ(i, j ) stands for the (i, j )th spatial pixel value in theñth 8 × 8 block Wñ of the watermark pattern W , and α n is the adaptive scaling factor for the nth block of I . Note that we use the subscript n instead of nfor W in (1) because the nth block I n in I may not correspond to the nth block W n in W . The relationship between n andñ can be easily established once I , W , and ROI are known. Now, we describe the determination of the scaling factor α n , which is to determine the weights of the host image. Also, it determines the visibility of the watermark pattern and robustness in the marked image. In order to better conform to HVS characteristics, the texture features of the host image are taken into account in our proposed algorithm. There are two aspects of the HVS to consider when formulating the scaling factor. 1) First, the HVS is more sensitive to changes in midluminance areas [18] . That is, to maintain the quality of the visibly marked image, assigning greater value of the scaling factor for the mid-luminance areas is desirable. However, we also want the watermark pattern to be visible enough but not too intrusive. Therefore the optimal choice would be assigning greater scaling factor in the mid-luminance areas and attenuating its value at darker and brighter components. Intuitively, the histogram of the scaling factor is roughly parabolashaped. 2) Second, because the HVS is less sensitive to changes made in highly textured regions [18] , it is helpful to use a lower value for the scaling factor in textured regions. The steps for determining the scaling factor are as follows. Note that, in what follows, we will use the same symbol, e.g., I , to represent the same image in both the spatial and transform domains for simplifying our description.
Step 1: Transform all the non-overlapping 8 × 8-pixel blocks of the host image into the DCT domain.
Step 2: Compute the scaling factor according to the dc coefficients of the host image. This is due to the fact that most energy is concentrated in low-frequency components, especially the dc coefficients. Reininger et al. [19] demonstrated that, for many images, the dc coefficients are best approximated by a normal distribution. Here, the distribution model of the dc coefficients of the host image is expressed as
where I n (1, 1) is the dc coefficient of the nth 8 × 8 block I n of the host image I , and μ and σ 2 are the mean and variance of the dc coefficients of I , respectively. In order to create a parabola-shaped scaling factor α n , we can formulate it as
where the mean value μ and variance value σ 2 are, respectively, defined as
This step reflects the first aspect of the HVS we mentioned earlier because we only take the dc components, which convey the luminance of the corresponding blocks, of the host image into account.
Step 3: To take the second aspect of the HVS into account in order to improve the performance, the scaling factor is corrected by involving the ac coefficients, which mainly reflect the texture features of the image. Less energy of the host image should be transferred to the visibly marked regions which are strongly textured because HVS is less sensitive to such regions. It has been observed that in strongly textured blocks, energy tends to be more evenly distributed among the ac coefficients, and therefore the variance of the ac coefficients tends to be smaller [3] . So for simplicity we assume that the scaling factor α n is in direct proportion to the variance v n , which is the variance of the ac coefficients of the nth host image block I n
where I n (i, j ) is the (i, j )th DCT coefficient in the nth host image block I n , and η n denotes the mean value of the ac coefficients of the nth host image block I n ; that is
Based on the aforementioned assumption, (4) can be revised as
Here,v n is the normalized logarithm of v n , calculated usinĝ
In (10),v n is the nature logarithm of v n , that is
The parameterv n is so defined in (10) to make the scaling factor α n controlled in a narrow range so that the visual quality of the watermarked image can be kept well.
Step 4: Scale α n to the range [ p , p ] so as to avoid obtrusive embedding. The two parameters p and p are predetermined empirical constants.
Given the availability of the host image I , the watermark pattern W , and the scaling factors α n , we can obtain the visibly watermarked image I w after applying (1) and (2) on each 8×8 block in I .
B. Approximate Image Generation
From the proposed embedding method, we know that all the pixels not belonging to the ROI in the host image I are kept unchanged in its watermarked version I w . This means that preserving the distortion/change in the ROI is sufficient for lossless recovery of the original host image. Clearly, one way to achieve this purpose is utilizing the difference image between the original ROI and the watermarked ROI as the reconstruction packet, which is denoted as D; that is
where the subscript "ROI" is used to denote the spatial ROI in the image. However, through experiments we observed that this approach suffers from high embedding overhead since the dynamic range and the power of the component D(i, j ) in D are fairly large. This motivates us to devise an alternative method that establishes the recovery packet D using the difference image between the original ROI and its approximation, that is
where I a is an approximate version of the host image I . There are many methods that can be used to calculate the approximate image I a . Utilizing a different method will result in different I a , and hence, different D. Despite this, we only investigate one potential scheme to calculate I a since seeking the optimal scheme is not the focus of this paper. It is expected that the overhead of the reconstruction packet D is as light as possible. This means that we should attempt to minimize the difference between the host image I and the approximate image I a . To this end, the generation process of I a is designed to contain two procedures: one is estimating the original image so as to obtain an estimated versionα n of the original scaling factor α n , and the other is removing the embedded visible watermark using the estimated α n in order to yield the approximate image I a , as depicted in Fig. 1 . Equation (1) suggests that, given the watermarked image, I a approximates I better ifα n is closer to α n , and vice versa. Hence, we will not calculateα n from the watermarked image. Instead, we deriveα n from an estimated version of the original image to improve estimation accuracy. This reflects the reason why it is necessary to estimate the original host image. Also, it is worthwhile to mention here that, in the entire calculation process, we will involve the watermarked image and the watermark pattern only, but not the original image because it is unavailable at the recovery phase.
To estimate the original image, we develop a pixel prediction technique that utilizes the non-watermarked pixels as auxiliary information to predict the original pixel values of their neighboring watermarked pixels. The pixels within the ROI in the marked image can be classified into two categories, namely, non-watermarked and watermarked pixels. Usually, the difference between two adjacent nonwatermarked/unaltered pixels in most natural images is small, but the difference is typically quite large for two neighboring non-watermarked and visibly watermarked pixels. Based on this fact, the prediction function for each marked pixel P(i, j ), located at the center of a window P of R × R pixels in Fig. 2 , can thus be formulated as
where • represents the number of elements in a set, and C is the set of coordinate pairs of all the non-watermarked and recovered/estimated pixels inside window P. The marked and non-marked points can be identified using the original watermark pattern. In this paper, once a marked pixel is recovered, it will be also used for the estimation of its neighboring watermarked points, if necessary. An estimated image is yielded via repeatedly moving the window P in a raster scan until all the watermarked pixels P(i, j ) get recovered. Other moving patterns, e.g., zigzag scanning and field scanning, may be used to move the window as well. Note that we design the embedder in such a way that it starts the prediction process from the pixel at the upper-left corner of the visibly watermarked ROI. As a result, when the visible watermark is embedded into the upper-left region of the host image, it is possible that no recovered pixels exist in the window. When this case happens, the prediction process is repeated. By replacing the original host image in (3)- (11) with the image generated above, we have the estimated the scaling factorα n . Moreover, we obtain the approximate version I a of the original image I by removing the embedded visible watermark W from the watermarked image I w utilizing
Diagram showing the prediction process according to (14) . An R × R pixel window P is highlighted. In this figure, R = 3.
where I a n (i, j ) denotes the (i, j )th spatial pixel of the nth 8×8 block I a n in the approximate image I a . Plugging I and I a into (13), we have the reconstruction data packet D.
C. Encoding, Decoding, and Watermark Reconstruction
For lossless recovery, the recovery data packet D must be reversibly inserted into the non-visibly-marked regions of the host image, as illustrated in Fig. 1 . On the other hand, it is also expected that the image recovery process can be performed without requiring the original watermark pattern. Unfortunately, we observe that, if hiding D directly, the original watermark pattern may be needed at the recovery phase unless it is also embedded as auxiliary information. However, additional embedding of the watermark will increase the overhead of the hidden payload. This becomes especially worse when the watermark size is large enough. To cope with this problem, we propose an interesting scheme to encode the reconstruction packet D and embed the encoded version D e of the original D instead. Using the encoding method, we can derive the original watermark from the encoded packet, D e .
1) Reconstruction Packet Encoding:
Because the watermark pattern W used in this paper is binary, we can classify its pixels into two categories: one corresponding to watermark bit W (i, j ) = 1, and the other corresponding to W (i, j ) = 0. Let andˆ be, respectively, the sets of their corresponding spatial indices such that = {(i, j )|W (i, j ) = 1} and = {(i, j )|W (i, j ) = 0}. From our algorithm, neither the watermarking modification nor the pixel estimation is applied to those pixels of the host image I that correspond to W (i, j ) = 0. This implies that these pixels remain unchanged in the approximate image I a . Therefore, according to (13) , we derive that
where
For any (i, j ) ∈ , the value of D(i, j ) has the following three possible cases. 
where D e (i, j ) denotes the decoding result corresponding to the original D(i, j ).
For Case 2, we encode each component D(i, j ) by employing
Equation (19) suggests that every negative number D(i, j ) is converted into a positive number, and all the zero-valued components are kept unaltered. The reason why we make such a conversion is for compression, as explained later.
As in Case 1 and Case 2, where only one type of values exists in {D(i, j )|(i, j ) ∈ }, we do not apply special encoding scheme to them. That is because the decoder can correctly retrieve each watermark bit W (i, j ) by checking whether its corresponding D(i, j ) is equal to zero or not. However, the encoding scheme used for Case 1 or Case 2 is not valid for Case 3 because {D(i, j )|(i, j ) ∈ } in Case 3 may take any value. To deal with Case 3, we therefore have to solve two crucial problems: when recovering, how to judge the sign (positive or negative) of the original D(i, j ), and where (i, j ) ∈ , and how to reconstruct the watermark pattern W based on the recovery packet. Note that when reconstructing the watermark pattern W , the watermark bit W (i, j ) = 1 may correspond to D(i, j ) = 0, so we cannot reconstruct W (i, j ) simply by checking whether D(i, j ) is zero or not. The two problems are related to the reconstruction of the recovery packet and the watermark pattern W . Fortunately, we found that the aforementioned problems can be efficiently handled by introducing a redundant bit (also referred to as a mark bit). With the assistance of this bit, the decoder is able to not only correctly determine the sign, but also to exactly retrieve the original watermark pattern.
For Case 3, the details of the encoding processes are described below. Each D(i, j ) is first converted into an L-bit temporary binary stringD(i, j ) bŷ
where the function Dec2Bin L (·) returns the L-bit binary value of a decimal number, the symbol |·| denotes the absolute value of a number, and
where · denotes the ceiling function. Note that, during conversion, if |D(i, j )| needs only l bits for representation, where l < L, L − l zeros should be padded at the beginning of the l bits to ensure that eachD(i, j ) is composed of L bits. An additional bit is assigned to eachD(i, j ) [see (21) ], and hence it is inferred that the leftmost bit ofD(i, j ) must be 0. Then, we replace the leftmost bit of eachD(i, j ) with the mark bit 1 for 
Here, the function Bin2Dec(·) converts a binary string to its corresponding decimal number. In practice, the above encoding process is equivalent to
The encoding scheme for Case 3 appears to be somewhat complex, so we give an example in the following to reinforce its encoding process. Here, the mark bit is indicated using an underline "_". 2) Reconstruction Packet Decoding and Watermark Reconstruction: Decoding the given D e , we obtain not only the original reconstruction packet D, but also the watermark pattern W . For different cases mentioned above, different decoding scheme will be adopted.
For Case 1 and Case 2: The recovery processes for Dand W are fairly simple, and can be, respectively, given by
For Case 3:
where b n ∈ {0, 1} and 1 ≤ n ≤ L. Now, we can retrieve the original D by binary-to-decimal conversion, that is
and furthermore have the original watermark W by
(28) the highest bit, i.e., b 1 , in eachD(i, j ) is a mark bit, hence it is excluded from the binary-to-decimal conversion process (27) . From the encoding method, it is easy to see the watermark bit W (i, j ) = 0 if and only if the mark bit b 1 = 0 and the original D(i, j ) = 0. We thereby reconstruct the original watermark image W according to (28).
D. Reversible Data Hiding
Unlike most reversible watermarking approaches that incorporate lossless data compression [16] , [17] , [22] , [23] , the RCM (reversible contrast mapping) based algorithm achieves high-capacity data embedding without any additional data compression stage [24] . Let [0, G] be the image gray-level range (G = 255 for an 8-bit grayscale image), and (δ 1 , δ 2 ) be a pair of pixels. The forward and inverse transforms are, respectively, defined as
where • represents the ceiling function. To prevent overflow and underflow, the transformed pixel pair (δ 1 , δ 2 ) should be
It is clear that, even if the LSB of either δ 1 or δ 2 is lost, (30) can still exactly recover δ 1 and δ 2 with the help of the ceiling function. But when both LSBs of δ 1 and δ 2 are lost, (30) fails to exactly recover original pair (δ 1 , δ 2 ). In the light of this fact, the data bits are embedded into the space occupied by these LSBs of the transformed pixel pairs. The reader is referred to [24] for more details about the processes of data embedding and lossless recovery. In consideration of large embedding capacity and low mathematical complexity, we employ the reversible data hiding technique [24] in this paper.
To further reduce the overhead of the embedded payload, we remove the redundancy existing in the encoded reconstruction packet D e using lossless compression schemes. To this end, we use a JBIG2 codec, which is an international standard for lossless compression [20] . More specifically, we chose the open C code of JBIG-KIT [21] to compress D e .
In addition, for security reasons, a {0, 1} sequence that follows uniform distribution is first generated using a pseudo random number generator seeded with a secret key. Next, the compressed encoded recovery packet D e is converted into its corresponding binary sequence. And then, we perform bitwise Exclusive-OR operation on the key-dependent binary sequence and the binary sequence to be embedded. Finally, we losslessly hide the resulting encrypted binary sequence, exploiting the method of [24] . The reason why we utilize the simple Exclusive-OR encryption algorithm is that it will not change the size of the original plain data after encrypting. When the application requires higher security level, one can use other complex encryption algorithms, e.g., AES, but they may probably increase the original plain data size. The security discussion is beyond the scope of this paper, and thereforewe will not discuss it in detail here.
III. WATERMARK REMOVAL AND ORIGINAL IMAGE RECOVERY
The original host image can be losslessly retrieved after removing the embedded visible watermark pattern. The procedure of recovering the host image is carried out by reversing the operations of the embedding process as illustrated in Fig. 1 . We simply describe the recovery process below. Note that, during recovery, we do not need the original watermark pattern, but some side information to help the decoder. The side information includes the secret key, the spatial position of the ROI in the host image, watermark pattern size, the case (Case 1, or Case 2, or Case 3) to which the recovery packet D belong to, encoding length L assigned to each component D(i, j ) in D, JBIG-compressed data size, and the length of the automatically produced bits in the reversible embedding phase (see [24] ).
First, we extract the embedded binary sequence from the area outside the ROI of the image to obtain the watermarked image I w . Second, using the secret key, we produce the same {0, 1} sequence in the embedding process and perform bitwise Exclusive-OR operation on the key-controlled binary sequence and the extracted binary sequence. Third, the encoded payload D e is attained after applying decompression to the decrypted data, and furthermore, by decoding D e we reconstruct the original reconstruction packetDand the original watermark pattern W (see Section II-C). Fourth, we apply the pixel prediction technique as utilized during embedding to the watermarked image I w so as to generate a roughly estimated version of the original host image I . Note that in the estimation process, the watermark W constructed earlier is required to indicate which pixels in the marked image have been watermarked. This useful information helps the decoder know which pixels need to be estimated. Fifth, according to the estimated image, we calculate the estimated scaling factor α n , and furthermore, obtain the approximate version I a of the original image I after pluggingα n into (15) and (16) 
IV. EXPERIMENTAL RESULTS
The proposed watermarking algorithm has been implemented and tested on a number of grayscale images (obtained in part from [25] ) and different watermark patterns for evaluating its performance. These images are of various texture characteristics. Some images used in the evaluation are shown in Fig. 3 . In the experiments, we set the embedding parameters p = 0.84 and p = 0.89 (see Step 4 of Section II-A). They are empirical values determined by conducting several experiments to strike a balance between the visual quality of the host image and the visibility of the visible watermark pattern. Considering the estimation accuracy, the size of the sliding window (R × R) is set to 3 × 3 (see Fig. 2 ). Fig. 4 shows the visibly watermarked images that are yielded by embedding the watermark pattern Fig. 3(e) into different areas of the host images. From these images, we find that their apparent difference is in the watermark visibility. The watermark is more visible in smooth image areas.
A. Embedding With Different ROIs
To subjectively assess the visual quality of the visibly watermarked image regions, we utilize the perceptually inspired metrics PSNR, WPSNR [26] , and Structural SIMilarity (SSIM) [27] in this paper, and the relevant experimental results are list in Table I . From the data in the "PSNR-2" column in the table, we can see that the image F-16 with large smooth regions has the lowest PSNR values (around 23 dB) among all images. This suggests that larger embedding distortion resulting from the visible watermark has been introduced into F-16. Also, this conclusion can be further demonstrated by comparing the WPSNR and SSIM values of these test images. The average SSIM for F-16 is as low as 0.52, while the average values of SSIM for Lena, Baboon, and Barbara are, respectively, 0.74, 0.74, and 0.86. Nevertheless, the watermark is more visible in the watermarked F-16.
On the other hand, Table I also shows that the size of the hidden payload (see the "Payload size" column), which is reversibly embedded into the area left for the recovery of ROI. As shown in this table, the image F-16 almost has the smallest recovery packet size than the other host images. This phenomenon is especially apparent when the watermark image is inserted at the bottom-left area of the host image. Under such circumstance, a shorter encoding length L = 2 is utilized during encoding for F-16, while L = 3 or L = 4 is needed for other test images. This results in a significantly smaller embedded payload size for F-16 and, hence, higher PSNR values (see "PSNR-1" column in Table I ) as compared to other images. These experimental results agree quite well with theoretical analysis. The prediction result is much more accurate in smooth regions, and hence the approximate image considerably approximates the original host image. Therefore, the component D(i, j ) of the recovery packet D has a small amplitude value and, furthermore, a smaller L.
B. Embedding With Various Watermark Sizes
Clearly, the larger the size of the visible watermark pattern, the smaller the size of the area left for the embedding of the reconstruction data packet, thereby affecting embedding performance. To investigate its impact on the embedding performance, we conduct the experiments by varying the watermark size. In the experiments, each watermark pattern is embedded into the bottom-left region of the host images. The experimental results are tabulated in Table II . As shown in this table, for each of the test images, the size of the embedded payload becomes larger as the watermark size increases. As a result, the PSNR value (see "PSNR-1" column in Table II ) of the area utilized for the payload decreases gradually. Besides, the encoding length L shows a rising trend with increasing watermark size.
In addition, Table II shows the PSNR, WPSNR, and SSIM values for the ROI of each of the test images. As shown in this table, they, on the whole, increase gradually as the watermark size becomes larger. Also, Table II discloses that the SSIM values are large for most test images, and it is especially close to one when the watermark is of 256 × 256 size. This implies that our proposed watermarking technique well preserves the visual quality of the host image. Achieving such superior performance is attributed to the exploitation of the HVS characteristics, as well as the image content, in our method. Again, the relatively low PSNR, WPSNR, and SSIM values for F-16 demonstrate that the embedding of the visible watermark may easily distort the smooth images.
In summary, the size of watermark image largely affects three factors, i.e., the size of the reconstruction packet, the size of the image area used for the payload, and the image quality.
C. Performance Comparison
In this section, we compare the performance of the presented method against that of the previous reversible visible watermarking algorithms [11] - [13] . For comparison, we consider the following aspects.
1) Image quality: Often, the embedded visible watermark pattern is expected to be visible enough, but not too unobtrusive. We quantify the visual quality by employing both WPSNR and SSIM, where a larger WPSNR or SSIM value indicates a higher quality watermarked image. 2) Watermark visibility: Unfortunately, to the best of our knowledge, there is no commonly accepted indicator or model so far to measure the visibility of the visible [11] . The visibly watermarked images in the first and third column are obtained by utilizing the second MSB and the MSB planes, respectively, of the host images as the bit planes altered by the watermark with the method of [11] . The images in the second and fourth column are the magnified versions of the watermarked areas of the watermarked images in first and third column, respectively. The images in the fifth column are the magnified versions of the watermarked areas generated by embedding the watermark into the same image area as columns 1 and 3 with our scheme.
watermark. We therefore compare the visibility through close inspection of the watermarked image. 3) Availability of the watermark pattern at the recovery stage: In some applications, the original watermark pattern is unavailable at the recovery stage, meaning that only the schemes that do not require the availability of the original watermark are acceptable for these circumstances. Our implementation of the schemes reported in [11] , [12] , and [13] are described as follows.
1) Implementation of the Method by Hu et al.:
Our implementation of the method of Hu et al. [11] allows the MSB (most significant bit) plane and the second MSB plane of the original image as the planes to be altered by the binary watermark pattern. The insertion of the watermark is based on the key-controlled {0, 1} sequence with uniform distribution. 2) Implementation of the Method by Yip et al.: Our implementation of the method of Yip et al. [12] uses the lossless embedding function formulated as follows:
where P(x, y), Q(x, y), and W (x, y), are the original and the watermarked pixels, and the watermark bit at the spatial location (x, y), respectively. c is a user -defined constant and n is a variable integer number generated by a secret key. Note that, for consistency reason, we watermark the pixels corresponding to W (x, y) = 1 and keep the pixels corresponding to W (x, y) = 0 intact when implementing the method. we can easily see that the watermark pattern in Hu et al.'s approach is somewhat illegible in the watermarked images, and, furthermore, the visual qualities of the original images beneath the watermark are greatly degraded. It is almost unable to know the original image details after watermarking. Clearly, from the images shown in the fifth column of Fig. 5 ' s, and our proposed methods achieve almost the same level of watermark visibility, we do not show the images with watermarks embedded here. We therefore compare the performance only from the perspective of the distortion degree of the host images. Figs. 6 and 7 , respectively, show the comparison of the embedding distortion in terms of both WPSNR and SSIM with various watermark sizes inflicted by our algorithm and [11] - [13] for images Lena and Barbara. In the experiments, the WPSNR and SSIM values are calculated according to the watermark-covered regions before and after embedding. The MSB plane is used as the plane altered by the watermark image with Hu et al.'s method. Apparently, from Figs. 6 and 7, our proposed approach consistently achieves higher WPSNR and SSIM values than the other three state-of-the-art approaches, while Hu et al.'s scheme has the lowest the WPSNR and SSIM for each of the test images. These comparison results suggest that the fidelity of the images watermarked by our method is better than those by the other three methods. This may be attributed to the fact that the HVS characteristics and the image content are taken into consideration in our method, but not considered in the other three methods.
Like our method, Yip et al.'s and Tsai et al.'s schemes reveal the watermark pattern by modifying those pixels of the host image according to the corresponding watermark bits. During the recovery process, the watermark image is required to help the decoder identify the watermarked pixels. However, theses two methods require the watermark as the input to the decoder since they cannot obtain it from the watermarked image. In contrast, our proposed method allows the decoder to reconstruct the watermark pattern so that it does not need to be available. This is attributed to the encoding scheme that we apply to the recovery data packet. Clearly, the proposed watermarking technique outperforms the two schemes because it, on the one hand, requires cheaper storage space, and, on the other hand, it can be used in more applications without requiring the availability of the original watermark pattern.
D. Security Consideration
In practical applications, it is expected that unauthorized users cannot losslessly restore the original host image. For this reason, we make the proposed watermarking algorithm dependent on a secret key. During embedding, the reconstruction packet is encrypted by the secret key prior to hiding. At the recovery stage, the same secret key is required to decrypt the encrypted data. Thus, only authorized users with the correct key can perfectly recover the original image.
V. CONCLUSION
We have presented a reversible visible watermarking technique in this paper, which allows lossless recovery of the original host image. Contrary to the previous reversible visible methods [11] - [13] , our proposed method considers the HVS characteristics, as well as the image content, to achieve the desired features of visible watermarking. To alleviate the overhead of the data packet used for exact recovery, a pixel prediction technique has been developed to construct an approximate version of the host image. The proposed algorithm is also based on data compression, thereby greatly enhancing the embedding capacity. As demonstrated by the experimental results, our method not only reveals the visible watermark pattern in a more visible manner, but also better preserves the visual quality of the host image than the existing methods [11] - [13] . In addition, our proposed scheme is superior to [12] and [13] because its recovery process does not require the availability of the original watermark pattern. As a keydependent method, our proposed watermarking scheme only allows authorized users with the correct secret key to recover the original image.
We are currently investigating other techniques for obtaining reconstruction data packet of reduced size and the possibility of devising a general metric for evaluating the visibility of visible watermark.
