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Abstract
We study the asymptotic behavior of global solutions to hydrodynamical systems mod-
eling the nematic liquid crystal flows under kinematic transports for molecules of different
shapes. The coupling system consists of Navier–Stokes equations and kinematic transport
equations for the molecular orientations. We prove the convergence of global strong solutions
to single steady states as time tends to infinity as well as estimates on the convergence rate
both in 2D for arbitrary regular initial data and in 3D for certain particular cases.
Keywords: Liquid crystal flows, Navier–Stokes equation, kinematic transport, uniqueness
of asymptotic limit, Łojasiewicz–Simon approach.
AMS Subject Classification: 35B40, 35B41, 35Q35, 76D05.
1 Introduction
We consider the following evolutionary system that models the dynamics of nematic liquid crystal
flows (cf. e.g., [2, 3, 25, 33])
vt + v · ∇v − ν∆v +∇P
= −λ∇ · [∇d⊙∇d+ α(∆d− f(d))⊗ d− (1− α)d ⊗ (∆d− f(d))], (1.1)
∇ · v = 0, (1.2)
dt + (v · ∇)d− α(∇v)d + (1− α)(∇
T v)d = γ(∆d− f(d)), (1.3)
in Q× (0,∞). Here, Q is a unit square in R2, (or a unit box in R3), the more general case Q =
Πni=1(0, Li), n = 2, 3, with different periods Li in different directions can be treated in a similar
way. v is the velocity field of the flow and d represents the averaged macroscopic/continuum
molecular orientations in Rn. P is a scalar function representing the hydrodynamic pressure. The
constants ν, λ and γ stand for viscosity, the competition between kinetic energy and potential
energy, and macroscopic elastic relaxation time (Deborah number) for the molecular orientation
field, respectively. The constant α ∈ [0, 1] is a parameter related to the shape of the liquid
crystal molecule (cf. Remark 1.1). ∇d ⊙ ∇d denotes the n × n matrix whose (i, j)-th entry is
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given by ∇id · ∇jd, for 1 ≤ i, j ≤ n. ⊗ is the usual Kronecker product, e.g., (a⊗ b)ij = aibj for
a, b ∈ Rn. The penalty function f(d) = 1
η2
(|d|2 − 1)d : Rn 7→ Rn with η ∈ (0, 1] was introduced
to approximate the strict unit-length constraint |d| = 1, which is due to liquid crystal molecules
being of similar size (cf. [22]). This approximation fits well with the general theory of Landau’s
order parameter (cf. [20]) and the Ginzburg–Landau type energy is also consistent with the model
on variable degree of orientation (cf. [5]). It is obvious that f(d) is the gradient of the scalar
valued function F (d) = 1
4η2
(|d|2 − 1)2 : Rn 7→ R.
The hydrodynamic theory of liquid crystals due to Ericksen and Leslie was developed during
the period of 1958 through 1968 (cf. e.g., [3,19]). Since then there has been a remarkable research
in the field of liquid crystals, both theoretically and experimentally (cf. [1,2,4,5,12,20–27,33,38]
and references therein). System (1.1)–(1.3) is a simplified version of the general Ericksen–Leslie
system for the hydrodynamics of nematic liquid crystals (cf. [3,4,12,19,20,33]). It is a macroscopic
continuum description of time evolutions of these materials influenced by both the flow field
v(x, t), and the microscopic orientational configuration d(x, t), which can be derived from the
coarse graining of the directions of liquid crystal molecules. Equation (1.1) is the conservation of
linear momentum (the force balance equation). It combines a usual equation describing the flow
of an isotropic fluid with an extra nonlinear coupling term that is anisotropic. This extra term is
the induced elastic stress from the elastic energy through the transport, which is represented by
the equation for d. Equation (1.2) simply represents incompressibility of the fluid. Equation (1.3)
is associated with conservation of the angular momentum. The left-hand side of (1.3) stands for
the kinematic transport by the flow field, while the right-hand side denotes the internal relaxation
due to the elastic energy (cf. e.g., [33]).
The above system was derived from the macroscopic point of view and was very successful
in understanding the coupling between the velocity field v and the director field d, especially in
the liquid crystals of nematic type. In many experiments and earlier theories on nematic liquid
crystals, the samples are treated as consisting of slow moving particles. Hence, one approach is
to study the behavior of the director field in the absence of the velocity field. Unfortunately, the
flow velocity does disturb the alignment of the molecules. Moreover, the converse is also true: a
change in the alignment of molecules will induce velocity and this velocity will in turn affect the
time evolution of the director field. In this process, we cannot assume that the velocity field will
remain small even if we start from zero velocity.
We recall that in the context of hydrodynamics, the basic variable is the flow map (particle
trajectory) x(X, t). X is the original labeling of the particle (the Lagrangian coordinate), which
is also referred to as the material coordinate. x is the current (Eulerian) coordinate, and is also
called the reference coordinate. For a given velocity field v(x, t), the flow map is defined by the
following ODEs:
x˙ = v(x(X, t), t), x(X, 0) = X.
To incorporate elastic properties of the material, we introduce the deformation tensor
F(X, t) =
∂x
∂X
(X, t).
This quantity is defined in the Lagrangian material coordinate and it satisfies
∂F(X, t)
∂t
=
∂v(x(X, t), t)
∂X
.
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In Eulerian coordinates, we define F˜(x, t) = F(X, t). By using the chain rule, the above equation
can be transformed into the following transport equation for F˜ (cf. e.g., [8]):
F˜t + (v · ∇)F˜ = ∇vF˜ .
Without ambiguity, we will not distinguish the notations F and F˜ in the following text.
If the liquid crystal molecule has a rod-like shape, then transport of the direction field d can
be expressed as (cf. [15, 18])
d(x(X, t), t) = Fd0(X),
where d0(X) is the initial condition. This equation demonstrates the stretching of the director
besides the transport along the trajectory. By taking full time derivative on both sides, we have
(cf. e.g., [33])
D
Dt
d(x(X, t), t) = F˙d0(X) = ∇vFd0 = ∇vd = (d · ∇)v.
Hence, the total transport of the orientation vector d becomes
dt + v · ∇d− d · ∇v,
which represents the covariant parallel transport with no-slip boundary condition between the
rod-like particle and the fluid (cf. [15, 18]). In general, for molecules of ellipsoidal shape with a
finite aspect ratio, the transport of the main axis direction is represented by
d(x(X, t), t) = Ed0(X),
where E is a linear combination of F and F−T that satisfies the transport equation:
Et + (v · ∇)E = (α∇v + (1− α)(−∇
T v))E.
As a consequence, the total transport of d in the general case α ∈ [0, 1] becomes
dt + v · ∇d− ωd− (2α− 1)Ad,
where A = ∇v+∇
T v
2 , ω =
∇v−∇T v
2 .
Remark 1.1. We note that the spherical, rod-like and disc-like liquid crystal molecules correspond
to α = 12 , 1 and 0, respectively (cf. e.g., [2, 3, 15, 25, 33]).
It is worth mentioning that system (1.1)–(1.3) can be derived from an energetic variational
point of view (cf. [14]). The least action principle (LAP) with action functional gives the Hamil-
tonian parts (conservative forces) of the hydrodynamic system, and the maximum/minimum
dissipation principle (MDP), i.e., Onsager’s principle, yields the dissipative parts (dissipative
forces). We refer to [33] for a detailed discussion particularly on the rod-like molecule system,
i.e., α = 1 (see also [14] for illustrations on an immiscible two-phase flow model as well as an
incompressible viscoelastic complex fluid model).
In the current paper, we consider system (1.1)–(1.3) subject to the periodic boundary condi-
tions (namely, v, d are well defined in the n-dimensional torus Tn = Rn/Z)
v(x+ ei) = v(x), d(x+ ei) = d(x), for x ∈ R
n, (1.4)
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where unit vectors ei (i = 1, ..., n) are the canonical basis of R
n. Besides, we suppose the initial
conditions
v|t=0 = v0(x) with ∇ · v0 = 0, d|t=0 = d0(x), for x ∈ Q. (1.5)
As far as the related mathematical results are concerned, we notice that the current system
(1.1)–(1.3) is a properly simplified version of the general Ericksen–Leslie system for the nematic
liquid crystal flows (cf. [1,2,20,24]). However, the general Ericksen–Leslie system was so compli-
cated that only some special cases of it have been investigated theoretically or numerically in the
literature. A highly simplified system subject to Dirichlet boundary conditions was first studied
in [22]. Due to the dissipation of total energy, existence of global weak solutions was obtained
therein. Moreover, the authors proved existence and uniqueness of global classical solutions in 2D
as well as some corresponding results in 3D (provided that the constant viscosity ν was assumed
to be large enough). Later on, the authors proved in [23] a partial regularity result that the one
dimensional space-time Hausdorff measure of the singular set of suitable weak solutions to the
system in [22] was zero. Numerical code using finite element methods was introduced in [26,27] to
study the interaction of the defects and the flow fields. Related to system (1.1)–(1.3), a C0 finite
element scheme preserving the energy law was established in [25] for simulating the kinematic
effects in liquid crystal dynamics. In [33], the authors studied global existence of weak/classical
solutions to system (1.1)–(1.5) for the special case α = 1 (i.e., rod-like molecule) in 2D and 3D
with large viscosity. For the general Ericksen–Leslie system, results on the existence of solutions
were obtained in [24] for a special case, i.e., when a maximum principle held for the equation of
d.
We note that in the highly simplified system studied in [22], the liquid crystal molecules
are assumed to be "small" that no kinematic transport was considered there. This somewhat
lacks significant physical meaning and is rather different from our current problem (1.1)–(1.5).
However, it is quite interesting that system (1.1)–(1.5) still enjoys a (dissipative) basic energy law
similar to [22], which governs the dynamics of the liquid crystal flow. To see this point, we let
(v, d) be a classical solution to system (1.1)–(1.5). Multiplying equation (1.1) with v, equation
(1.3) with −λ(∆d− f(d)), adding them together and integrating over Q, we get (cf. also [25])
1
2
d
dt
∫
Q
(
|v|2 + λ|∇d|2 + 2λF (d)
)
dx = −
∫
Q
(
ν|∇v|2 + λγ|∆d− f(d)|2
)
dx.
Comparing with the small molecule system [22], we now have different kinematic transports,
which lead to two more stress terms α(∆d − f(d)) ⊗ d − (1 − α)d ⊗ (∆d − f(d)) in the elastic
stress in (1.1) and two more transport terms −α(∇v)d + (1 − α)(∇T v)d in (1.3). These bring
extra mathematical difficulties to prove the well-posedness results of our system. For instance,
among those kinematic transport terms, there is an extra stretching effect on the director field
d, which leads to the loss of maximum principle for the equation of d (cf. [22,24]). On the other
hand, the extra stress terms cannot be suitably defined in the weak formulation as in [22], and
thus the requirement that d ∈ L∞(0, T ;L∞(Q)) must be imposed to ensure the well-posedness
of the problem. (We refer to [33] for a discussion on the special case α = 1.) Here, we have
to confine ourselves to the periodic boundary conditions. The corresponding initial boundary
value problem for (1.1)–(1.3) (with e.g., Dirichlet boundary conditions) are still open, because
one cannot get rid of certain boundary terms when performing integration by parts, which will
bring extra difficulties in the derivation of higher-order energy inequalities.
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Since the parameters λ and γ do not play important roles in the proof, we just set λ = γ = 1
in the remaining part of the paper. We now state the main results of this paper (see Section 2
for functional settings).
Theorem 1.1. When n = 2, for any initial data (v0, d0) ∈ V ×H
2
p (Q) and α ∈ [0, 1], problem
(1.1)–(1.5) admits a unique global classical solution. It converges to a steady state (0, d∞) as
time goes to infinity such that
lim
t→+∞
(‖v(t)‖H1 + ‖d(t) − d∞‖H2) = 0, (1.6)
where d∞ satisfies the following nonlinear elliptic periodic boundary value problem:
−∆d∞ + f(d∞) = 0, d∞(x+ ei) = d∞(x), x ∈ R
n. (1.7)
Moreover,
‖v(t)‖H1 + ‖d(t)− d∞‖H2 ≤ C(1 + t)
− θ
(1−2θ) , ∀ t ≥ 0. (1.8)
In above, C is a positive constant depending on ν, ‖v0‖H1 , ‖d0‖H2 , ‖d∞‖H2 . The constant θ ∈
(0, 1/2) is the so-called Łojasiewicz exponent depending on d∞ (cf. Lemma 3.4).
Theorem 1.2. When n = 3, for any initial data (v0, d0) ∈ V × H
2
p(Q) and α ∈ [0, 1], if
the constant viscosity is sufficiently large such that ν ≥ ν0(v0, d0) (cf. (4.15)), then problem
(1.1)–(1.5) admits a unique global classical solution enjoying the same asymptotic behavior as in
Theorem 1.1.
Theorem 1.3. When n = 3, let d∗ ∈ H2p(Q) be an absolute minimizer of the functional
E(d) =
1
2
‖∇d‖2 +
∫
Q
F (d)dx. (1.9)
There exists a constant σ ∈ (0, 1], which may depend on ν, f and d∗, such that for α ∈ [0, 1] and
any initial data (v0, d0) ∈ V ×H
2
p (Q) satisfying ‖v0‖H1 + ‖d0 − d
∗‖H2 < σ, problem (1.1)–(1.5)
admits a unique global classical solution enjoying the same asymptotic behavior as in Theorem
1.1.
The problem whether a global bounded solution of nonlinear evolution equations will con-
verge to a single equilibrium as time tends to infinity, has attracted a lot of interests among
mathematicians for a long time. It is well known that the structure of the set of equilibria can be
nontrivial and may form a continuum for certain physically reasonable nonlinearities in higher
dimensional case. In particular, under current periodic boundary conditions, one may expect
that the dimension of the set of equilibria is at least n. This is because a shift in each variable
should give another steady state (cf. also [30]), e.g., in our case, if d∗ is a steady state, so is
d∗(· + τei), 1 ≤ i ≤ n, τ ∈ R
+. Moreover, we note that for our system, every constant vector d
with unit-length (|d| = 1) serves as an absolute minimizer of the functional E(d). As a result,
it is highly nontrivial to decide whether a given trajectory will converge to a single equilibrium,
or in other words, whether the ω-limit set is a single point. Fortunately, we are able to ap-
ply the so-called Łojasiewicz–Simon approach (cf. L. Simon [32]) to obtain our goal. Simon’s
idea relies on a nontrivial generalization of the Łojasiewicz inequality (cf. [28, 29]) for analytic
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functions defined in the finite dimensional space Rm to infinite dimensional spaces. We refer
to [6,7,11,13,16,21,30,36,37,40] and the references therein for applications to various evolution
equations. In order to apply the Łojasiewicz–Simon approach to our problem (1.1)–(1.5), we
need to introduce a suitable Łojasiewicz–Simon type inequality for vector functions with peri-
odic boundary condition (cf. Lemma 3.4 below). Although different kinematic transports for
the liquid crystal molecules will yield different dynamics of the hydrodynamical system, we shall
show that global solutions to our system have some similar long-time behavior under different
kinematic transports with α ∈ [0, 1] (i.e., convergence to equilibrium with a uniform convergence
rate in the parameter α). Our results can be considered as a nontrivial generalization of the
result in [38], where the corresponding asymptotic results for the small molecule system (cf. [22])
were discussed under various boundary conditions (e.g., Dirichlet b.c./free-slip b.c.).
The remaining part of this paper is organized as follows. In Section 2, we introduce the
functional setting and some preliminary results. Section 3 is devoted to the 2D case. We prove
the convergence of global solutions to single steady states as time tends to infinity for arbitrarily
regular initial data and obtain an estimate on convergence rate that is uniform in α. In Section
4, we study the 3D case. The same convergence result is proved for two subcases, in which global
existence of classical solutions can be obtained. In Section 5, we discuss the results for liquid
crystal flows with non-vanishing average velocity.
2 Preliminaries
We recall the well-established functional setting for periodic boundary value problems (cf. e.g.,
[34, Chapter 2]):
Hmp (Q) = {v ∈ H
m(Rn,Rn) | v(x+ ei) = v(x)},
H˙mp (Q) = H
m
p (Q) ∩
{
v :
∫
Q
v(x)dx = 0
}
,
H = {v ∈ L2p(Q,R
n), ∇ · v = 0}, where L2p(Q,R
n) = H0p(Q),
V = {v ∈ H˙1p(Q), ∇ · v = 0},
V ′ = the dual space of V.
For the sake of simplicity, we denote the inner product on L2p(Q,R
n) as well as H by (·, ·) and the
associated norm by ‖ · ‖. We shall denote by C the genetic constants depending on λ, γ, ν,Q, f
and the initial data. Special dependence will be pointed out explicitly in the text if necessary.
Following [34], one can define mapping S
Su = −∆u, ∀ u ∈ D(S) := {u ∈ H,∆u ∈ H} = H˙2p ∩H. (2.1)
The operator S can be viewed as an unbounded positive linear self-adjoint operator on H. If
D(S) is endowed with the norm induced by H˙0p(Q), then S becomes an isomorphism from D(S)
onto H. More detailed properties of operator S can be found in [34].
We also recall the interior elliptic estimate, which states that for any U1 ⊂⊂ U2 there is a
constant C > 0 depending only on U1 and U2 such that ‖d‖H2(U1) ≤ C(‖∆d‖L2(U2) + ‖d‖L2(U2)).
In our case, we can choose Q′ to be the union of Q and its neighborhood copies. Then we have
‖d‖H2(Q) ≤ C(‖∆d‖L2(Q′) + ‖d‖L2(Q′)) = 9C(‖∆d‖L2(Q) + ‖d‖L2(Q)). (2.2)
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The following embedding inequalities will be frequently used in the subsequent proofs:
Lemma 2.1. (cf. [34]) If n = 2, we have
‖u‖L∞(Q) ≤ c‖u‖
1
2‖u‖
1
2
H2
, ∀ u ∈ H2p(Q),
If n = 3, then
‖u‖L∞(Q) ≤ c‖u‖
1
2
H1
‖u‖
1
2
H2
, ∀ u ∈ H2p (Q).
Here, we note that ‖u‖H2(Q) can be estimated by ‖∆u‖ and ‖u‖ in spirit of estimate (2.2).
The global existence of weak/classical solutions to the system (1.1)–(1.5) for α = 1 (i.e., the
rod-like molecule) has been proven in [33, Theorem 1.1]. The proof relies on a modified Galerkin
method introduced in [22]. After generating a sequence of approximate solutions, one applies the
Ladyzhenskaya method to get higher-order energy estimates (cf. Lemma 3.2, Lemma 4.2), which
enable us to pass to the limit. Besides, a weak solution together with higher-order estimates
implies a strong solution. Furthermore, a bootstrap argument based on Serrin’s result [31] (cf.
also [17]) and Sobolev embedding theorems leads to the existence of classical solutions. It is not
difficult to extend the result in [33] to our general case α ∈ [0, 1] and we shall omit the detailed
proof here.
Theorem 2.1. For α ∈ [0, 1] and any (v0, d0) ∈ V ×H
2
p(Q), if either n = 2 or n = 3 with the
large viscosity assumption ν ≥ C(v0, d0) (cf. (4.15)), problem (1.1)–(1.5) admits a global solution
such that
v ∈ L∞(0,∞;V ) ∩ L2loc(0,∞;D(S)), d ∈ L
∞(0,∞;H2) ∩ L2loc(0,∞;H
3), (2.3)
Moreover, v, d ∈ C∞(Q) for all t > 0.
As mentioned in the introduction, system (1.1)–(1.5) admits a Lyapunov functional (recall
that we have set λ = γ = 1 for simplicity)
E(t) =
1
2
‖v(t)‖2 +
1
2
‖∇d(t)‖2 +
∫
Q
F (d(t))dx, (2.4)
which satisfies the following basic energy law
d
dt
E(t) = −ν‖∇v(t)‖2 − ‖∆d(t)− f(d(t))‖2, ∀ t ≥ 0. (2.5)
Before ending this section, we shall show a continuous dependence result on the initial data,
from which one can infer the uniqueness of regular solutions to problem (1.1)–(1.5). We note
that no uniqueness result has been obtained before, even for the special case α = 1 in [33].
Lemma 2.2. Suppose that (vi, di) are global solutions to the problem (1.1)–(1.5) corresponding
to initial data (v0i, d0i) ∈ V ×H
2
p(Q), i = 1, 2, respectively. Moreover, we assume that for any
T > 0, the following estimate holds
‖vi(t)‖H1 + ‖di(t)‖H2 ≤M, ∀ t ∈ [0, T ]. (2.6)
Then for any t ∈ [0, T ], we have
‖(v1 − v2)(t)‖
2 + ‖(d1 − d2)(t)‖
2
H1 +
∫ t
0
(ν‖∇(v1 − v2)(τ)‖
2 + ‖∆(d1 − d2)(τ)‖
2)dτ
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≤ 2eCt(‖v01 − v02‖
2 + ‖d01 − d02‖
2
H1), (2.7)
where C is a constant depending on M but not on t.
Proof. Denote
v¯ = v1 − v2, d¯ = d1 − d2. (2.8)
Since (vi, di) are solutions to problem (1.1)–(1.5), we have
v1t + v1 · ∇v1 − ν∆v1 +∇P1
= −∇ · [∇d1 ⊙∇d1 + α(∆d1 − f(d1))⊗ d1 − (1− α)d1 ⊗ (∆d1 − f(d1))], (2.9)
∇ · v1 = 0, (2.10)
d1t + v1 · ∇d1 − α(∇v1)d1 + (1− α)(∇
T v1)d1 = ∆d1 − f(d1), (2.11)
v2t + v2 · ∇v2 − ν∆v2 +∇P2
= −∇ · [∇d2 ⊙∇d2 + α(∆d2 − f(d2))⊗ d2 − (1− α)d2 ⊗ (∆d2 − f(d2))], (2.12)
∇ · v2 = 0, (2.13)
d2t + v2 · ∇d2 − α(∇v2)d2 + (1− α)(∇
T v2)d2 = ∆d2 − f(d2). (2.14)
Multiplying v¯ with the subtraction of (2.12) from (2.9) and d¯−∆d¯ with the subtraction of (2.14)
from (2.11), respectively, adding the two resultants together, using integration by parts, we infer
from the periodic boundary conditions that
1
2
d
dt
(
‖v¯‖2 + ‖d¯‖2 + ‖∇d¯‖2
)
+ ν‖∇v¯‖2 + ‖∇d¯‖2 + ‖∆d¯‖2
= −(v2 · ∇v¯, v¯)− (v¯ · ∇v1, v¯)− (∆d2 · ∇d¯, v¯)
+α(∆d2 ⊗ d¯,∇v¯)− α((f(d1)− f(d2))⊗ d1,∇v¯)− α(f(d2)⊗ d¯,∇v¯)
−(1− α)(d¯ ⊗∆d2,∇v¯) + (1− α)(d1 ⊗ (f(d1)− f(d2)),∇v¯) + (1− α)(d¯ ⊗ f(d2),∇v¯)
+(f(d1)− f(d2),∆d¯) + (v2 · ∇d¯,∆d¯)− α((∇v2)d¯,∆d¯) + (1− α)((∇
T v2)d¯,∆d¯)
−(f(d1)− f(d2), d¯)− (v¯ · ∇d1, d¯)− (v2 · ∇d¯, d¯)
+α((∇v¯)d1, d¯) + α((∇v2)d¯, d¯)− (1− α)((∇
T v¯)d1, d¯)− (1− α)((∇
T v2)d¯, d¯). (2.15)
Assumption (2.6) implies that ‖v‖H1 and ‖d‖H2 are uniformly bounded in [0, T ]. Hence, by
using the Sobolev embedding theorems, we can estimate the right-hand side of (2.15) term by
term (the calculation presented here is for the 3D case and it is also valid for 2D).
|(v2 · ∇v¯, v¯)|+ |(v¯ · ∇v1, v¯)|
≤ ‖v2‖L6‖∇v¯‖‖v¯‖L3 + ‖v¯‖
2
L4‖∇v1‖
≤ C‖∇v¯‖(‖∇v¯‖
1
2‖v¯‖
1
2 + ‖v¯‖) + C(‖∇v¯‖
3
4‖v¯‖
1
4 + ‖v¯‖)2
≤ ε‖∇v¯‖2 + C‖v¯‖2. (2.16)
|(∆d2 · ∇d¯, v¯)|+ |α(∆d2 ⊗ d¯,∇v¯)|+ |(1− α)(d¯⊗∆d2,∇v¯)|
≤ ‖∆d2‖‖∇d¯‖L3‖v¯‖L6 + ‖∆d2‖‖d¯‖L∞‖∇v¯‖
≤ C(‖∆d¯‖
1
2‖∇d¯‖
1
2 + ‖∇d¯‖)(‖∇v¯‖+ ‖v¯‖) +C(‖∆d¯‖
3
4 ‖d¯‖
1
4 + ‖d¯‖)‖∇v¯‖
8
≤ ε(‖∆d¯‖2 + ‖∇v¯‖2) + C(‖d¯‖2H1 + ‖v¯‖
2). (2.17)
|α((f(d1)− f(d2))⊗ d1,∇v¯)|+ |α(f(d2)⊗ d¯,∇v¯)|
+|(1− α)(d1 ⊗ (f(d1)− f(d2)),∇v¯)|+ |(1− α)(d¯ ⊗ f(d2),∇v¯)|
+|(f(d1)− f(d2),∆d¯)|+ |(f(d1)− f(d2), d¯)|
≤ (‖f(d1)− f(d2)‖‖d1‖L∞ + ‖f(d2)‖L∞‖d¯‖)‖∇v¯‖+ ‖f(d1)− f(d2)‖(‖∆d¯‖+ ‖d¯‖)
≤ C(‖f ′(ξ)‖L∞ + 1)‖d¯‖‖∇v¯‖+ C‖f
′(ξ)‖L∞‖d¯‖(‖∆d¯‖+ ‖d¯‖)
≤ ε(‖∇v¯‖2 + ‖∆d¯‖2) + C‖d¯‖2, (2.18)
where ξ = ad1 + (1− a)d2 with a ∈ (0, 1).
|(v2 · ∇d¯,∆d¯)|+ |α((∇v2)d¯,∆d¯)|+ |(1− α)((∇
T v2)d¯,∆d¯)|
≤ ‖v2‖L6‖∇d¯‖L3‖∆d¯‖+ ‖∇v2‖‖d¯‖L∞‖∆d¯‖
≤ C(‖∆d¯‖
1
2‖∇d¯‖
1
2 + ‖∇d¯‖)‖∆d¯‖+C(‖∆d¯‖
3
4 ‖d¯‖
1
4 + ‖d¯‖)‖∆d¯‖
≤ ε‖∆d¯‖2 + C‖d¯‖2H1 . (2.19)
|(v¯ · ∇d1, d¯)|+ |(v2 · ∇d¯, d¯)|+ |α((∇v¯)d1, d¯)|+ |α((∇v2)d¯, d¯)|
+|(1− α)((∇T v¯)d1, d¯)|+ |(1− α)((∇
T v2)d¯, d¯)|
≤ ‖∇d1‖L3‖v¯‖‖d¯‖L6 + ‖v2‖L6‖∇d¯‖‖d¯‖L3 + ‖d1‖L∞‖∇v¯‖‖d¯‖+ ‖∇v2‖‖d¯‖
2
L4
≤ ε‖∇v¯‖2 + C(‖v‖2 + ‖d¯‖2H1). (2.20)
Choosing ε small enough in the above estimates, we infer from (2.15) that
d
dt
(‖v¯‖2 + ‖d¯‖2H1) + ν‖∇v¯‖
2 + ‖∆d¯‖2 ≤ C(‖v¯‖2 + ‖d¯‖2H1), (2.21)
where the constant C depends on ‖vi‖H1 , ‖di‖H2 , but not on t. We also note that C is uniform
for all α ∈ [0, 1].
By Gronwall’s inequality, we can see that for any t ∈ [0, T ],
‖v¯(t)‖2 + ‖d¯(t)‖2H1 +
∫ t
0
(ν‖∇v¯(τ)‖2 + ‖∆d¯(τ)‖2)dτ ≤ 2eCt(‖v¯(0)‖2 + ‖d¯(0)‖2H1). (2.22)
The proof is complete.
Corollary 2.1. The global solution (v, d) obtained in Theorem 2.1 is unique.
Proof. Since the global classical solution (v, d) to the problem (1.1)–(1.5) obtained in Theorem
2.1 is uniformly bounded in V ×H2 (cf. Lemma 3.3 and Proposition 4.3), it follows immediately
from Lemma 2.2 that the solution is unique.
3 Results in Two Dimensional Case
3.1 Higher-order estimates
It follows from the basic energy law (2.5) that
E(t) +
∫ t
0
(ν‖∇v(τ)‖2 + ‖∆d(τ) − f(d(τ))‖2)dτ ≤ E(0) < +∞, ∀ t ≥ 0. (3.1)
From the definition of E(t) and (3.1), we conclude that
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Lemma 3.1.
‖v(t)‖ + ‖d(t)‖H1 ≤ C, ∀ t ≥ 0, (3.2)
and ∫ +∞
0
(ν‖∇v(t)‖2 + λγ‖∆d(t)− f(d(t))‖2)dt ≤ C, (3.3)
where C is a constant depends only on ‖v0‖, ‖d0‖H1 .
Denote
A(t) = ‖∇v(t)‖2 + λ‖∆d(t)− f(d(t))‖2. (3.4)
In 2D case, an important property for global solutions to problem (1.1)–(1.5) is the following
higher-order energy inequality.
Lemma 3.2. In 2D case, the following inequality holds for the classical solution (v, d) to problem
(1.1)–(1.5):
d
dt
A(t) + ν‖∆v(t)‖2 + ‖∇(∆d(t)− f(d(t)))‖2 ≤ C(A2(t) +A(t)), ∀ t ≥ 0, (3.5)
where C is a constant depending on ‖v0‖, ‖d0‖H1 , ν, f,Q, but independent of α.
Proof. A direct calculation yields that
1
2
d
dt
A(t) + ν‖∆v‖2 + ‖∇(∆d− f(d))‖2
= (∆v, v · ∇v) + (∆v,∇ · (∇d⊙∇d)) + α(∆v,∇ · ((∆d− f)⊗ d))
−(1− α)(∆v,∇ · (d⊗ (∆d− f))) + (∇(∆d− f),∇(v · ∇d))
−α(∇(d · ∇v),∇(∆d− f)) + (1− α)(∇(d · ∇Tv),∇(∆d − f))
−(∆d− f, f ′(d)dt)
:= I1 + ...+ I8. (3.6)
Based on Lemma 3.1, we can estimate the right-hand side of the above equality term by term.
|I1| ≤ ‖∆v‖‖v‖L∞‖∇v‖ ≤ C‖∆v‖
3
2‖∇v‖ ≤
ν
32
‖∆v‖2 + C‖∇v‖4. (3.7)
Recalling the definition of operator S (cf. (2.1)), we see that for v ∈ D(S), ∆v is also divergence
free. Then
I2 =
(
∆v,∇
(
|∇d|2
2
))
+ (∆v,∆d · ∇d) = (∆v,∇d ·∆d). (3.8)
Using integration by parts, we get
I3 + I6 = α (∆v,∇ · ((∆d− f)⊗ d)) − α(∇(d · ∇v),∇(∆d − f))
= −α(d · ∇∆v,∆d− f) + α(∆(d · ∇v),∆d − f)
= α(∆d · ∇v,∆d− f) + 2α((∇d · ∇) · ∇v,∆d− f)
:= I ′3 + I
′
6 (3.9)
I4 + I7 = −(1− α)(∆v,∇ · (d⊗ (∆d− f)))− (1− α)(∆(d · ∇
T v),∆d− f)
= −(1− α)(∆d · ∇T v,∆d− f)− 2(1− α)((∇d · ∇) · ∇T v,∆d− f)
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:= I ′4 + I
′
7. (3.10)
Besides,
I5 = (∇(∆d− f),∇(v · ∇d))
= −(∆d− f,∆v · ∇d)− 2(∆d− f,∇v · ∇2d)− (∆d− f, v · ∇∆d)
:= I5a + I5b + I5c.
It follows that
I5a = −(∆v,∇d ·∆d) + (∆v,∇F (d)) = −(∆v,∇d ·∆d), (3.11)
I5c = −(∆d− f, v · ∇(∆d− f))− (∆d− f, v · ∇f) = −(∆d− f, v · ∇f). (3.12)
Then we see that
I2 + I5a = 0.
and
I5c + I8 = −(∆d− f, v · ∇f)− (∆d− f, f
′(d)dt)
= −(∆d− f, f ′(d)(∆d − f)) + (∆d− f, f ′(d)(−αd · ∇v + (1− α)d · ∇T v))
:= I ′5c + I
′
8. (3.13)
Due to the above cancelations, it remains to estimate the terms I ′3, I
′
4, I
′
5b, I
′
6, I
′
7, I
′
8. By Agmon’s
inequality (n = 2),
‖d‖L∞ ≤ C(1 + ‖∆d‖
1
2 ), ‖∇d‖L∞ ≤ C(1 + ‖∇∆d‖
1
2 ), (3.14)
where C depends at most on ‖d‖H1 . Besides, we have
‖d‖H2 ≤ C(1 + ‖∆d‖) ≤ C(1 + ‖∆d− f(d)‖+ ‖f(d)‖)
≤ C‖∆d− f(d)‖+C(‖d‖3L6 + ‖d‖) ≤ C‖∆d− f(d)‖+ C.
‖∇∆d‖ ≤ ‖∇(∆d− f(d)‖+ ‖f ′(d)‖L∞‖∇d‖ ≤ ‖∇(∆d− f(d)‖+ C(1 + ‖d‖
2
L∞)
≤ ‖∇(∆d− f(d)‖+C(1 + ‖∇∆d‖)
≤ ‖∇(∆d− f(d)‖+C(1 + ‖∇∆d‖
1
2‖∇d‖
1
2 + ‖∇d‖)
≤ ‖∇(∆d− f(d)‖+
1
2
‖∇∆d‖+ C,
which implies that
‖∇∆d‖ ≤ ‖∇(∆d− f(d)‖+ C, (3.15)
where C depends at most on ‖d‖H1 .
Then we have
|I ′3| = |α((∆d− f) · ∇v,∆d− f) + α(f · ∇v,∆d− f)|
≤ α‖∇v‖‖∆d − f‖2L4 + α‖f‖‖∇v‖L4‖∆d− f‖L4
≤ C‖∇v‖(‖∆d− f‖‖∇(∆d− f)‖+ ‖∆d− f‖2)
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+C‖∆v‖
1
2‖∇v‖
1
2 (‖∆d− f‖
1
2‖∇(∆d− f)‖
1
2 + ‖∆d− f‖)
≤
ν
32
‖∆v‖2 +
1
32
‖∇(∆d− f)‖2
+C(‖∆d− f‖4 + ‖∇v‖4 + ‖∆d− f‖2 + ‖∇v‖2). (3.16)
|I ′6| ≤ 2α‖∆d− f‖‖∇d‖L∞‖D
2v‖
≤ C‖∆d− f‖(‖∇(∆d− f)‖
1
2 + 1)‖∆v‖
≤
ν
32
‖∆v‖2 +
1
32
‖∇(∆d− f)‖2 + C(‖∆d− f‖4 + ‖∆d− f‖2). (3.17)
In a similar way, we obtain
|I ′4| ≤
ν
32
‖∆v‖2 +
1
32
‖∇(∆d− f)‖2
+C(‖∆d− f‖4 + ‖∇v‖4 + ‖∆d− f‖2 + ‖∇v‖2). (3.18)
|I ′7| ≤
ν
32
‖∆v‖2 +
1
32
‖∇(∆d− f)‖2 + C(‖∆d− f‖4 + ‖∆d− f‖2). (3.19)
Next,
|I5b| ≤ 2‖∆d− f‖L4‖∇v‖L4‖∇
2d‖
≤ C(‖∇(∆d− f)‖
1
2‖∆d− f‖
1
2 + ‖∆d− f‖)‖∆v‖
1
2‖∇v‖
1
2 (‖∆d− f‖+ 1)
≤ C‖∇(∆d− f)‖
1
2 ‖∆v‖
1
2‖∆d− f‖
3
2‖∇v‖
1
2 + C‖∇(∆d− f)‖
1
2 ‖∆v‖
1
2‖∆d− f‖
1
2 ‖∇v‖
1
2
+C‖∆v‖
1
2 ‖∆d− f‖2‖∇v‖
1
2 + C‖∆v‖
1
2 ‖∆d− f‖‖∇v‖
1
2
≤
1
32
‖∇(∆d− f)‖2 +
ν
32
‖∆v‖2 +C(‖∇v‖4 + ‖∇v‖2 + ‖∆d− f‖4 + ‖∆d− f‖2). (3.20)
|I ′5c| ≤ ‖f
′(d)‖L∞‖∆d− f‖
2 ≤ C(‖d‖2L∞ + 1)‖∆d − f‖
2
≤ C(‖∆d− f‖3 + ‖∆d− f‖2) (3.21)
|I ′8| ≤ ‖∆d− f‖L4‖f
′(d)‖L4‖d‖L4‖∇v‖L4
≤ C(‖∇(∆d− f)‖+ ‖∆d− f‖)‖∇v‖
1
2 ‖∆v‖
1
2
≤
ν
32
‖∆v‖2 +
1
32
‖∇(∆d− f)‖2 + C‖∆d− f‖4 + C‖∇v‖2. (3.22)
A combination of all above estimates yields the inequality (3.5). The proof is complete.
Remark 3.1. Since α ∈ [0, 1] is bounded, we see from the proof in above that the higher-order
differential inequality (3.5) is uniform in α.
It is worth pointing out that on the right-hand side of (3.5), the term A(t) replaces the
constant 1 of the corresponding result in [33] (for α = 1). This improved inequality indeed has
the advantage that it not only yields the uniform estimates of solutions to problem (1.1)–(1.5),
which is important both in the proof for the global existence result Theorem 2.1 and for the
uniqueness Corollary 2.1, but also yields the decay property of velocity field v (cf. (3.24)) and
helps to obtain the convergence rate (cf .(3.54)).
12
Lemma 3.3. For any t ≥ 0, the following uniform estimate holds
‖v(t)‖H1 + ‖d(t)‖H2 ≤ C, (3.23)
where C is a constant depending on ν, ‖v0‖H1 , ‖d0‖H2 , but independent of α ∈ [0, 1]. Furthermore,
lim
t→+∞
(‖v(t)‖H1 + ‖ −∆d(t) + f(d(t))‖) = 0. (3.24)
Proof. (3.3) implies that
∫ +∞
0 A(t)dt < +∞. Then the uniform bound (3.23) as well as the decay
property (3.24) follow from (3.5) and an analysis lemma [40, Lemma 6.2.1].
3.2 Convergence to Equilibrium
The ω-limit set of (v0, d0) ∈ V ×H
2
p(Q) ⊂⊂ L
2
p(Q)×H
1
p(Q) is defined as follows:
ω(v0, d0) = {(v∞(x), d∞(x)) | there exists {tn} ր ∞ such that
(v(tn), d(tn))→ (v∞, d∞) in L
2(Q)×H1(Q), as tn → +∞}.
We infer from Lemma 3.3 that
Proposition 3.1. ω(v0, d0) is a nonempty bounded subset in H
1
p(Q)×H
2
p(Q), which is compact
in L2p(Q)×H
1
p (Q). Besides, all asymptotic limiting points (v∞, d∞) of problem (1.1)–(1.5) satisfy
that v∞ = 0 and d∞ ∈ S := {u |u solves (3.26)}.
It remains to prove the convergence for the director field d. For any initial data (v0, d0) ∈
V ×H2p(Q), it follows from Lemma 3.3 that ‖d‖H2 is uniformly bounded. Proposition 3.1 implies
that there is an increasing unbounded sequence {tn}n∈N and a function d∞ ∈ S such that
lim
tn→+∞
‖d(tn)− d∞‖H1 = 0. (3.25)
Let us look at the following elliptic periodic boundary value problem{
−∆d+ f(d) = 0, x ∈ Rn,
d(x+ ei) = d(x), x ∈ R
n.
(3.26)
Define
E(d) :=
1
2
‖∇d‖2 +
∫
Q
F (d)dx. (3.27)
One can easily verify that the solution to (3.26) is equivalent to a critical point of E(d). Then
we introduce a Łojasiewicz–Simon type inequality that is related to our problem.
Lemma 3.4. [Łojasiewicz–Simon inequality] Let ψ be a critical point of E(d). Then there
exist constants θ ∈ (0, 12 ) and β > 0 depending on ψ such that for any d ∈ H
1
p (Q) satisfying
‖d− ψ‖H1p(Q) < β, it holds
‖ −∆d+ f(d)‖(H1p (Q))′ ≥ |E(d) − E(ψ)|
1−θ , (3.28)
where (H1p(Q))
′ is the dual space of H1p(Q).
Remark 3.2. Lemma 3.4 can be viewed as an extended version of Simon’s result [32] for scalar
functions under the L2-norm. We refer to [13, Chapter 2, Theorem 5.2] for a proof.
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Since our system (1.1)-(1.5) enjoys exactly the same Lyapunov functional E(t) and the basic
energy law (2.5) as the small molecule system studied in [22,38], based on this important obser-
vation, one can see that the application of Łojasiewicz–Simon inequality Lemma 3.4 indeed does
not rely on the special kinematic transport property of the flow. Therefore, we can follow the
steps in [38, Section 3.1] to prove that there exists a time t0 > 0 such that for t ≥ t0, it holds
d
dt
(E(t)− E(d∞))
θ + C(‖∇v‖+ ‖ −∆d+ f(d)‖) ≤ 0, ∀ t ≥ t0. (3.29)
Integrating with respect to time, we obtain
∫ +∞
t0
(‖∇v(τ)‖ + ‖ −∆d(τ) + f(d(τ))‖)dτ < +∞. (3.30)
Now we take the different kinematic transport of the director d in equation (1.3) into account.
By the the Sobolev embedding theorem and uniform estimate (3.23), we conclude the following
key observation
‖dt‖ ≤ ‖v · ∇d‖+ α‖(∇v)d‖ + (1− α)‖(∇
T v)d‖ + ‖ −∆d+ f(d)‖
≤ ‖v‖L4‖∇d‖L4 + ‖d‖L∞‖∇v‖+ ‖ −∆d+ f(d)‖
≤ C‖∇v‖+ ‖ −∆d+ f(d)‖, (3.31)
which together with (3.30) yields that
∫ +∞
t0
‖dt(τ)‖dτ < +∞. (3.32)
This fact and the sequence convergent result (3.25) easily implies that
lim
t→+∞
‖d(t) − d∞‖ = 0. (3.33)
Since d(t) is uniformly bounded in H2(Q) (cf. (3.23)), by standard interpolation inequality we
have
lim
t→+∞
‖d(t) − d∞‖H1 = 0. (3.34)
Moreover, the decay property of the quantity A(t) (cf. Lemma 3.3) will provide higher-order
convergence of d. We notice that
‖∆d−∆d∞‖ ≤ ‖∆d−∆d∞ − f(d) + f(d∞)‖+ ‖f(d)− f(d∞)‖
≤ ‖∆d− f(d)‖+ ‖f ′(ξ)‖L4‖d− d∞‖L4
≤ ‖∆d− f(d)‖+ C‖d− d∞‖H1 . (3.35)
The above estimate together with (3.24) and (3.34) yields
lim
t→+∞
‖d(t) − d∞‖H2 = 0. (3.36)
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3.3 Estimates on Convergence Rate
We shall prove the estimate for convergence rate (1.8) using a similar argument as in [11,36–38]
and references therein. As has been shown in the literature, an estimate on the convergence rate
in certain lower-order norm could be obtained directly from the Łojasiewicz–Simon approach
(cf. [11]). It follows from the convergence of (v, d) (cf. (1.6)) that the decreasing energy functional
E(t) satisfies
lim
t→+∞
E(t) = E(d∞), and E(t) ≥ E(d∞), ∀t ≥ 0.
On the other hand, we infer from Lemma 3.4 and (3.29) that
d
dt
(E(t) − E(d∞)) + C(E(t)− E(d∞))
2(1−θ) ≤ 0, ∀ t ≥ t0. (3.37)
As a consequence,
0 ≤ E(t)− E(d∞) ≤ C(1 + t)
− 1
1−2θ , ∀ t ≥ t0.
Integrating (3.29) on (t,+∞), where t ≥ t0, it follows from (3.31) that∫ +∞
t
‖dt(τ)‖dτ ≤
∫ +∞
t
(C‖∇v(τ)‖ + ‖ −∆d(τ) + f(d(τ))‖)dτ
≤ (E(t)− E(d∞))
θ ≤ C(1 + t)−
θ
1−2θ .
Adjusting the constant C properly, we get
‖d(t)− d∞‖ ≤ C(1 + t)
− θ
1−2θ , t ≥ 0. (3.38)
As in [37,38], higher-order estimates on the convergence rate can be achieved by constructing
proper differential inequalities via energy method. Lemma 3.3 implies that the steady state
corresponding to problem (1.1)–(1.5) can be reduced to the following system:
∇P∞ +∇
(
|∇d∞|
2
2
)
= −∇d∞ ·∆d∞, (3.39)
−∆d∞ + f(d∞) = 0, (3.40)
subject to periodic boundary conditions. In (3.39), we have used the fact that ∇·(∇d∞⊙∇d∞) =
∇
(
|∇d∞|2
2
)
+∇d∞ ·∆d∞ (cf. [22]). Subtracting the stationary problem (3.39)–(3.40) from the
evolution problem (1.1)–(1.3), we obtain that
vt + v · ∇v − ν∆v +∇(P − P∞) +∇
((
|∇d|2
2
)
−
(
|∇d∞|
2
2
))
= −∇ · [α(∆d − f(d))⊗ d− (1− α)d⊗ (∆d− f(d))]−∇d ·∆d+∇d∞ ·∆d∞, (3.41)
∇ · v = 0, (3.42)
dt + v · ∇d− α(∇v)d + (1− α)(∇
T v)d = ∆(d− d∞)− f(d) + f(d∞). (3.43)
Multiplying (3.41) by v and (3.43) by −∆d+ f(d) = −∆(d− d∞) + f(d)− f(d∞), respectively,
integrating over Q, and adding the results together, we have
d
dt
(
1
2
‖v‖2 +
1
2
‖∇d−∇d∞‖
2 +
∫
Q
[F (d) − F (d∞)− f(d∞)(d− d∞)]dx
)
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+ν‖∇v‖2 + ‖∆d− f(d)‖2
= (v,∇d∞ ·∆d∞) = (v,∇d∞ · (∆d∞ − f(d∞))) + (v,∇F (d∞))
= 0. (3.44)
Multiplying (3.43) by d− d∞ and integrating over Q, we obtain
1
2
d
dt
‖d− d∞‖
2 + ‖∇(d− d∞)‖
2
= −(v · ∇d, d− d∞) + α((∇v)d, d − d∞)− (1− α)((∇
T v)d, d − d∞)
−(f(d)− f(d∞), d − d∞)
:= J1. (3.45)
It follows from the uniform estimates (3.23) and α ∈ [0, 1] that
|J1| ≤ ‖v‖L4‖∇d‖L4‖d− d∞‖+ ‖∇v‖‖d‖L∞‖d− d∞‖+ ‖f
′(ξ)‖L∞‖d− d∞‖
2
≤ C‖∇v‖‖d− d∞‖+ C‖d− d∞‖
2 ≤ ε1‖∇v‖
2 + C‖d− d∞‖
2, (3.46)
where ξ = ad+ (1− a)d∞, a ∈ (0, 1).
Multiplying (3.45) by µ > 0 and adding the resultant to (3.44), using (3.46), we get
d
dt
(
1
2
‖v‖2 +
1
2
‖∇d−∇d∞‖
2 +
µ
2
‖d− d∞‖
2 +
∫
Q
(F (d) − F (d∞))dx
−
∫
Q
f(d∞)(d − d∞)dx
)
+ (ν − µε1) ‖∇v‖
2 + ‖∆d− f(d)‖2 + µ‖∇(d− d∞)‖
2
≤ C1µ‖d− d∞‖
2. (3.47)
By the Taylor’s expansion, we deduce that∣∣∣∣
∫
Q
[F (d) − F (d∞)− f(d∞)(d − d∞)]dx
∣∣∣∣ ≤ ‖f ′(ξ)‖L∞‖d− d∞‖2 ≤ C2‖d− d∞‖2, (3.48)
where ξ = ad+ (1− a)d∞, a ∈ (0, 1). Let us define now, for t ≥ 0,
y(t) =
1
2
‖v(t)‖2 +
1
2
‖∇d(t) −∇d∞‖
2 +
µ
2
‖d(t)− d∞‖
2 +
∫
Q
(F (d(t))dx − F (d∞))dx
−
∫
Q
f(d∞)(d(t) − d∞)dx. (3.49)
In (3.49), if we choose µ ≥ 1 + 2C2 > 0, then there exists a constant k > 0 that
k(‖v(t)‖2 + ‖d(t)− d∞‖
2
H1) ≥ y(t) ≥
1
2
(‖v(t)‖2 + ‖d(t) − d∞‖
2
H1). (3.50)
Next, in (3.47) we take ε1 =
ν
2µ , then we can infer from (3.47) and (3.50) that there exist
constants C3, C4, C5 > 0 such that the following inequality holds
d
dt
y(t) + C3y(t) + C4A(t) ≤ C5‖d(t)− d∞‖
2 ≤ C(1 + t)−
2θ
1−2θ . (3.51)
It follows that (cf. [36–38])
y(t) ≤ C(1 + t)−
2θ
1−2θ , ∀ t ≥ 0, (3.52)
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which together with (3.50) implies that
‖v(t)‖ + ‖d(t)− d∞‖H1 ≤ C(1 + t)
− θ
1−2θ , ∀ t ≥ 0. (3.53)
Finally, we prove the convergence rate of (v, d) in V ×H2. It follows from Lemma 3.2 and
Lemma 3.3 that
d
dt
A(t) ≤ C6A(t). (3.54)
Multiplying (3.54) with α1 =
C4
2C6
, adding with (3.51), we arrive at
d
dt
[y(t) + α1A(t)] + C[y(t) + α1A(t)] ≤ C(1 + t)
− 2θ
1−2θ , (3.55)
from which we conclude that
y(t) + α1A(t) ≤ C(1 + t)
− 2θ
1−2θ , ∀t ≥ 0. (3.56)
This together with (3.50) yields
‖∇v(t)‖2 + ‖∆d(t) − f(d(t))‖2 = A(t) ≤ C(1 + t)−
2θ
1−2θ , ∀ t ≥ 0. (3.57)
Recalling (3.35), it follows from (3.57) and (3.53) that
‖∆d(t)−∆d∞‖ ≤ C(1 + t)
− θ
1−2θ , ∀ t ≥ 0. (3.58)
Summing up, we can deduce the required estimate (1.8) from (3.53), (3.57) and (3.58).
The proof of Theorem 1.1 is complete. 
4 Results in Three Dimensional Case
In this section, we study the problem in 3D. First, the following higher-order energy inequality
will enable us to conclude the existence and uniqueness of a local strong solution to problem
(1.1)-(1.3) in 3D.
Lemma 4.1. In 3D case, the following inequality holds for the classical solution (v, d) to problem
(1.1)–(1.5):
d
dt
A(t) + ν‖∆v(t)‖2 + ‖∇(∆d− f(d(t)))‖2 ≤ C∗(A(t)
4 +A(t)), (4.1)
where A(t) is defined as in (3.4) and C∗ > 0 is a constant that only depends on ν, f , Q, ‖v0‖
and ‖d0‖H1 but not on α.
Proof. First, like in 2D, we still have the uniform L2 × H1 estimate for the solution (v, d) to
problem (1.1)–(1.5) (cf. Lemma 3.1)
‖v(t)‖ + ‖d(t)‖H1 ≤ C, ∀ t ≥ 0,
where C is a constant only depending on ‖v0‖ and ‖d0‖H1 . Recalling (3.6) and keeping (3.9),
(3.10) in mind, we have
1
2
d
dt
A(t) + (ν‖∆v‖2 + ‖∇(∆− f(d))‖2) = I1 + I
′
3 + I
′
4 + I5b + I
′
5c + I
′
6 + I
′
7 + I
′
8. (4.2)
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We re-estimate the right-hand side of (4.2) term by term.
|I1| ≤ ‖∆v‖‖v‖L∞‖∇v‖ ≤ C‖∆v‖(‖∆v‖
3
4 + 1)‖∇v‖
≤
ν
16
‖∆v‖2 +
C
ν7
‖∇v‖8.
In 3D case, we have
‖∇∆d‖ ≤ ‖∇(∆d− f(d))‖+ ‖f ′(d)‖L3‖∇d‖L6 ≤ ‖∇(∆d− f(d))‖+ C(‖∆d‖+ 1)
≤ ‖∇(∆d− f(d))‖+ C‖∆d− f(d)‖+ C. (4.3)
As a result,
|I ′3|+ |I
′
4|
≤ α|(∆d − f(d),∆d · ∇v)|+ (1− α)|(∆d− f(d),∆d · ∇T v)|
≤ ‖∆d− f(d)‖L3‖∆d‖‖∇v‖L6
≤ C(‖∇(∆d− f(d))‖
1
2 ‖∆d− f(d)‖
1
2 + ‖∆d− f(d)‖)(‖∆d − f(d)‖+ 1)‖∆v‖
≤
1
10
‖∇(∆d− f(d))‖2 +
ν
16
‖∆v‖2 + C(‖∆d− f(d)‖6 + ‖∆d− f(d)‖2). (4.4)
|I ′6|+ |I
′
7|
≤ 2α|(∆d − f(d), (∇d · ∇) · ∇v)|+ 2(1 − α)|(∆d− f(d), (∇d · ∇) · ∇T v)|
≤ C‖∆d− f‖L3‖∇d‖L6‖v‖H2
≤ C(‖∇(∆d− f(d))‖
1
2 ‖∆d− f(d)‖
1
2 + ‖∆d− f(d)‖)(‖∆d − f(d)‖+ 1)‖∆v‖
≤
1
10
‖∇(∆d− f(d))‖2 +
ν
16
‖∆v‖2 + C(‖∆d− f(d)‖6 + ‖∆d− f(d)‖2). (4.5)
Next,
|I5b| ≤ 2‖∆d− f‖L3‖∇v‖L6‖∇
2d‖
≤ C(‖∇(∆d− f)‖
1
2 ‖∆d− f‖
1
2 + ‖∆d− f‖)‖∆v‖(‖∆d − f‖+ 1)
≤
1
10
‖∇(∆d− f(d))‖2 +
ν
16
‖∆v‖2 + C(‖∆d− f(d)‖6 + ‖∆d− f(d)‖2). (4.6)
|I ′5c| ≤ ‖f
′(d)‖L∞‖∆d− f‖
2 ≤ C(‖d‖2L∞ + 1)‖∆d− f‖
2
≤ C(‖d‖H2 + 1)‖∆d − f‖
2 ≤ C(‖∆d− f‖+ 1)‖∆d− f‖2 (4.7)
|I ′8| ≤ ‖∆d− f‖L6‖f
′(d)‖L3‖d‖L∞‖∇v‖
≤ C(‖∇(∆d− f)‖+ ‖∆d− f‖)(‖∆d− f‖+ 1)‖∇v‖
≤
1
10
‖∇(∆d− f)‖2 + C(‖∆d− f‖4 + ‖∆d− f‖2 + ‖∇v‖4 + ‖∇v‖2). (4.8)
Collecting all the estimates above, we can conclude (4.1). The proof is complete.
Next, we show the following result that is useful in understanding the long-time behavior of
system (1.1)–(1.5) (we refer to [22] for the corresponding result of the small molecule system):
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Theorem 4.1. For any R > 0 and initial data (v0, d0) ∈ V ×H
2
p(Q), whenever ‖∇v0‖
2+‖∆d0−
f(d0)‖
2 ≤ R, there exists a constant ε0 ∈ (0, 1), depending on ν, f , Q and R, such that either
(a) for the energy functional E(t) = 12‖v(t)‖
2 + 12‖∇d(t)‖
2 +
∫
Q
F (d(t)) dx, there exits T∗ ∈
(0,+∞) such that
E(T∗) ≤ E(0)− ε0,
or
(b) problem (1.1)–(1.5) has a unique global classical solution (v, d) with uniform estimate
‖v(t)‖H1(Q) + ‖d(t)‖H2(Q) ≤ C, ∀ t ≥ 0. (4.9)
Proof. Step 1. A local well-posedness result. We consider the following initial value problem of
a nonlinear ODE:
d
dt
Y (t) = C∗(Y (t)
4 + Y (t)), Y (0) = A(0) = ‖∇v0‖
2 + ‖∆d0 − f(d0)‖
2 ≤ R.
We denote by I = [0, Tmax) the maximum existence interval of Y (t) such that
lim
t→T−max
Y (t) = +∞.
It easily follows from (4.1) that for any t ∈ I, 0 ≤ A(t) ≤ Y (t). Consequently, A(t) exists on I.
Moreover, Tmax is determined by Y (0) and C∗ such that Tmax = Tmax(Y (0), C∗) is increasing
when Y (0) ≥ 0 is decreasing. Taking t0 =
1
2Tmax(R,C∗) > 0, then it follows that Y (t) as well as
A(t) is uniformly bounded on [0, t0]. This fact together with the approximation procedure in [33]
and Lemma 2.2 implies the local existence of a unique (classical) solution of problem (1.1)–(1.5)
at least on [0, t0].
Step 2. If (a) is not true, we have for all t ≥ 0, E(t) ≥ E(0)− ε0. From the basic energy law
(2.5), we infer that ∫ +∞
0
(ν‖∇v(t)‖2 + ‖∆d(t)− f(d(t))‖2)dt ≤ ε0.
Hence, there exists t∗ ∈ [
t0
2 , t0] that
ν‖∇v(t∗)‖
2 + ‖∆d(t∗)− f(d(t∗))‖
2 ≤
2ε0
t0
.
Choosing ε0 > 0 such that
2
min{1, ν}
ε0
t0
≤ R,
we have A(t∗) ≤ R. Taking t∗ as the initial time, we infer from the above argument that A(t)
is uniformly bounded at least on [0, 3t02 ] ⊂ [0, t∗ + t0]. Moreover, its bound only depends on R
and C∗, but not on the length of existence interval. Therefore, we can extend the local solution
obtained in step 1 to infinity such that
A(t) ≤ C, ∀ t ≥ 0, (4.10)
where C is uniform in time. The proof is complete.
Theorem 4.1 implies that if the energy E does not "drop" too fast, problem (1.1)–(1.5) admits
a unique global classical solution. This assumption can be verified for certain special cases, which
are stated in the following corollaries.
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Corollary 4.1. Let d∗ ∈ H2p(Q) be an absolute minimizer of the functional E(d) =
1
2‖∇d‖
2 +∫
Q
F (d)dx. There exists a constant σ ∈ (0, 1] that may depend on ν, f , Q and d∗ such that for
any initial data (v0, d0) ∈ V ×H
2
p (Q) satisfying ‖v0‖H1 + ‖d0 − d
∗‖H2 ≤ σ, problem (1.1)–(1.5)
admits a unique global classical solution.
Proof. Without loss of generality, we assume that σ ≤ 1. From the assumption ‖v0‖H1 + ‖d0 −
d∗‖H2 ≤ σ ≤ 1, we infer that
‖v0‖
2
H1 + ‖∆d0 − f(d0)‖
2 ≤ ‖v0‖
2
H1 + 2‖∆d0 −∆d
∗‖2 + 2‖f(d0)− f(d
∗)‖2
≤ K1(‖v0‖H1 + ‖d0 − d
∗‖H2)
2 ≤ K1. (4.11)
In addition, since d∗ is the absolute minimizer of E(d), we have
E(0) − E(t) ≤ E(0) − E(d(t)) ≤ E(0)− E(d∗)
≤
1
2
‖v0‖
2 +
1
2
(
‖∇d0‖
2 − ‖∇d∗‖2
)
+
∫
Q
F (d0)− F (d
∗)dx
≤
1
2
σ2 + Cσ ≤ K2σ.
Here K1 and K2 are positive constants that only depend on d
∗, ν, f (not on σ).
Now we take
R = K1, ε0 = K2σ, σ = min
{
1,
K1
4K2
Tmax(K1, C∗)min{1, ν}
}
, (4.12)
then the conclusion follows from Theorem 4.1.
Corollary 4.1 implies that if the initial velocity v0 is small in H
1 and the initial director
field d0 is properly close to the absolute minimizer d
∗ of the functional E(d) in H2, problem
(1.1)–(1.5) admits a unique global classical solution. However, from the proof of Theorem 4.1
we can somewhat relax the "smallness" requirement on (v0, d0) from H
1 ×H2 to L2 ×H1.
Corollary 4.2. Let d∗ ∈ H2p (Q) be an absolute minimizer of the functional E(d). For any initial
data (v0, d0) ∈ V × H
2
p(Q), there exists a constant σ ∈ (0, 1], which depends on ν, f , Q, d
∗,
‖v0‖H1 and ‖d0‖H2 such that if ‖v0‖ + ‖d0 − d
∗‖H1 ≤ σ, problem (1.1)–(1.5) admits a unique
global classical solution.
Proof. Without loss of generality, we assume that σ ≤ 1. SetK1 := ‖∇v0‖
2+‖∆d0−f(d0)‖
2 <∞
(unlike in Corollary 4.1, nowK1 depends on ‖v0‖H1 and ‖d0‖H2). And we have E(0)−E(t) ≤ K2σ,
whereK2 is a positive constant only depending on d
∗, ν, f (not on σ). As in the proof of Corollary
4.1, we take R = K1, ε0 = K2σ and σ = min
{
1, K14K2Tmax(K1, C∗)min{1, ν}
}
. The conclusion
follows from Theorem 4.1. Here, we note that now σ depends on ‖v0‖H1 and ‖d0‖H2 (because
of K1) while in Corollary 4.1, σ does not.
By so far, we discussed global existence results when the initial data are assumed to be close
to certain equilibria. On the other hand, concerning arbitrary initial data in 3D, the global
well-posedness can still be obtained if we assume that the viscosity is properly large (cf. [22] for
small molecule system and [33] for the case α = 1). The (constant) viscosity ν plays an essential
role in the proof that the largeness of ν will guarantee the existence of global strong solutions.
To see this point, we show that the following higher-order differential inequality holds uniformly
in α ∈ [0, 1].
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Lemma 4.2. In 3D case, for arbitrary ν0 > 0, if ν ≥ ν0 > 0, then the following inequality holds
for the classical solution (v, d) to problem (1.1)–(1.5):
d
dt
A˜(t) ≤ −
(
ν −M1ν
1
2 A˜(t)
)
‖∆v‖2 −
(
1−M1ν
− 1
4 A˜(t)
)
‖∇(∆d− f(d))‖2 +M2A(t), (4.13)
where A˜(t) = A(t) + 1 (cf. (3.4) for the definition of A(t)), M1,M2 are positive constants
depending on f, |Q|, ‖v0‖, ‖d0‖H1 , M2 also depends on ν0, the lower bound of ν.
Proof. We re-estimate the terms on the right-hand-side of (4.2) in a different way. Notice that
we still have the uniform L2 ×H1 estimate for the solution (v, d) as before. Then we have
|I1| ≤ ‖v‖L4‖∇v‖L4‖∆v‖ ≤ C‖v‖
1
4 ‖∇v‖
3
4‖∇v‖
1
4 ‖∆v‖
3
4‖∆v‖
≤ ν
1
2 ‖∆v‖2 + ν
1
2 ‖∇v‖2‖∆v‖2 + Cν−
7
2‖∇v‖2.
It follows from (4.4), (4.5), (4.6) and (4.8) that all the five terms |I ′3|, |I
′
4|, |I5b|, |I
′
6|, |I
′
7| can be
bounded by C(‖∆d− f‖
1
2‖∇(∆d− f)‖
1
2 + ‖∆d− f‖)(‖∆d− f‖+ 1)‖∆v‖. Therefore,
|I ′3|+ |I
′
4|+ |I5b|+ |I
′
6|+ |I
′
7|
≤ C(‖∆d− f‖
1
2‖∇(∆d− f)‖
1
2 + ‖∆d− f‖)(‖∆d − f‖+ 1)‖∆v‖
≤ ν
1
2 (1 + ‖∆d− f‖2)‖∆v‖2 + ν−
1
4 (1 + ‖∆d− f‖2)‖∇(∆d− f)‖2
+C
(
1 +
1
ν
1
2
+
1
ν
3
4
)
‖∆d− f‖2.
Next,
|I ′5c| ≤ ‖f
′(d)‖L3‖∆d− f‖L6‖∆d− f‖ ≤ C(‖∇(∆d− f)‖+ ‖∆d− f‖)‖∆d− f‖
≤
1
16
‖∇(∆d− f)‖2 + C‖∆d− f‖2.
|I ′8| ≤ ‖∆d− f‖L6‖f
′(d)‖L3‖d‖L∞‖∇v‖
≤ C(‖∇(∆d− f)‖+ ‖∆d− f‖)(‖∆d− f‖+ 1)‖∆v‖
≤ ν
1
2 (1 + ‖∆d− f‖2)‖∆v‖2 + ν−
1
4 (1 + ‖∆d− f‖2)‖∇(∆d− f)‖2
+C
(
1 +
1
ν
1
2
+
1
ν
3
4
)
‖∆d− f‖2.
Putting all the above estimates together, we arrive at (4.13).
In what follows, we proceed to prove Theorem 1.2 and Theorem 1.3.
Lemma 4.3. In 3D case, for the unique strong solution (v, d) obtained in Theorem 2.1, Corollary
4.1 and Corollary 4.2, it holds
lim
t→+∞
A(t) = 0. (4.14)
Proof. (1) Near equilibrium case. When the assumptions in Theorem 4.1 (or Corollary 4.1 /
Corollary 4.2) are satisfied, we have (4.10) holds for all t ≥ 0. Thus, it follows from (4.1) that
for all t ≥ 0,
d
dt
A(t) ≤ C∗(A
4(t) +A(t)) ≤ C.
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Recalling the fact that A(t) ∈ L1(0,+∞) (cf. (3.3)), we conclude (4.14).
(2) Large viscosity case. We infer from (3.3) that
∫ t+1
t
A˜(t)dt =
∫ t+1
t
A(t)dt+ 1 ≤
∫ +∞
0
A(t)dt+ 1 := M˜.
Based on Lemma 4.2, if we assume that the viscosity ν satisfies the following relation
ν
1
4 ≥ ν
1
4
0 :=M1(A˜(0) +M2M˜ + 4M˜ ) + 1, (4.15)
by applying the same idea as in [22,38], we can show that A˜(t) uniformly bounded for all t ≥ 0.
Moreover, in this case, for t ≥ 0, we have
(
ν −M1ν
1
2 A˜(t)
)
≥ 0 and
(
1− M1
ν
1
4
A˜(t)
)
≥ 0 and it
follows from (4.13) that
d
dt
A(t) =
d
dt
A˜(t) ≤M2A(t) ≤ C.
By the same argument as in (1), we obtain (4.14). The proof is complete.
Proof of Theorem 1.2 and Theorem 1.3. Based on Lemma 4.3, for both (1) near
equilibrium case and (2) large viscosity case, one can argue exactly as in Section 3.2 to conclude
that
lim
t→+∞
(‖v(t)‖H1 + ‖d(t) − d∞‖H2) = 0. (4.16)
Since we have obtained uniform bounds for ‖v(t)‖V and ‖d(t)‖H2 , we are able to show the
estimate on convergence rate (1.8) for both cases. In order to see this, one can check the
argument for 2D case step by step. By applying corresponding Sobolev embedding theorems in
3D, we can see that all calculations in Section 3.3 are valid (the details are omitted here). We
complete the proof for Theorem 1.2 and Theorem 1.3. 
5 Remark on Liquid Crystal Flows with Non-vanishing Average
Velocity
We briefly discuss the flows with non-vanishing average velocity. Due to the periodic boundary
condition (1.4), by integration of (1.1) over Q, we get
d
dt
(
1
|Q|
∫
Q
v(t)dx
)
= 0, (5.1)
which implies
mv :=
1
|Q|
∫
Q
v(t)dx ≡
1
|Q|
∫
Q
v0dx, ∀ t ≥ 0, (5.2)
where |Q| is the measure of Q.
We note that our main results (Theorems 1.1–1.3) are valid for the flow with vanishing
average velocity (see the definition of the function space V ), namely, mv = 0. In that case, we
can apply the Poincaré inequality to v ∈ V such that ‖v‖ ≤ C‖∇v‖. This enables us to show
the convergence property of the fluid velocity as well as the director field as t→ +∞, due to the
dissipative mechanism of system (1.1)–(1.5).
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When a flow with non-vanishing average velocity v is considered, as for the single Navier–
Stokes equation (cf. [34]), we set
v = v˜ +mv. (5.3)
Then we transform problem (1.1)–(1.5) into the following system for new variables (v˜, d):
v˜t + v˜ · ∇v˜ − ν∆v˜ +mv · ∇v˜ +∇P
= −λ∇ · [∇d⊙∇d+ α(∆d− f(d))⊗ d− (1− α)d ⊗ (∆d− f(d)) ], (5.4)
∇ · v˜ = 0, (5.5)
dt + v˜ · ∇d+mv · ∇d− α(∇v˜)d+ (1− α)(∇
T v˜)d = γ(∆d− f(d)), (5.6)
subject to the corresponding periodic boundary conditions and initial conditions
v˜(x+ ei) = v˜(x), d(x+ ei) = d(x), for x ∈ R
n, (5.7)
v˜|t=0 = v˜0(x) = v0(x)−mv, with ∇ · v˜0 = 0, d|t=0 = d0(x), for x ∈ Q. (5.8)
It is not difficult to check that system (5.4)–(5.8) still enjoys the basic energy law
d
dt
E˜(t) = −ν‖∇v˜‖2 − λγ‖∆d− f(d)‖2, ∀ t ≥ 0,
where
E˜(t) =
1
2
‖v˜‖2 +
λ
2
‖∇d‖2 + λ
∫
Q
F (d)dx.
By a similar argument, we can still prove the global existence and uniqueness of classical solutions
(v˜, d) to problem (5.4)–(5.8) under the same assumptions as in Theorem 2.1, Theorem 4.1,
Corollary 4.1 and Corollary 4.2. Moreover, we can prove the same higher-order energy inequalities
like Lemma 3.2, Lemma 4.1 and Lemma 4.2 for (v˜, d).
As far as the long-time behavior of the global solution is concerned, following a similar
argument in the previous sections, we can conclude that
lim
t→+∞
(‖v˜(t)‖H1 + ‖∆d(t) − f(d(t))‖) = 0. (5.9)
Recalling (5.3), we infer from (5.9) that
lim
t→+∞
‖v(t) −mv‖H1 = 0.
However, in general we are not able to conclude similar results on the convergence of d like in
Theorems 1.1–1.3. (5.9) implies that the ’limit’ function of d(t) as t → +∞, which is denoted
by dˆ, will satisfy ∆dˆ− f(dˆ) = 0 with corresponding periodic boundary condition. Let us look at
the ’limiting’ case such that v = vˆ = mv and d = dˆ. It follows from (1.5) that
D
Dt
dˆ = dˆt + vˆ · ∇dˆ = 0. (5.10)
Consequently, dˆ is purely transported and it (i.e., dˆ(x(X, t), t)) remains unchanged when the
molecule moves through a flow field with velocity mv. However, the local rate of change dˆt
may not be zero, because the convective rate of change may not vanish. Hence, in the Eulerian
coordinates, or in Q, dˆ(x, t) may change in time. As a result, there might be no steady state for
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the director field. Obviously, this is different from the situation in the previous sections, where
all the three rates of change are vanishing in the limiting case. We can look at a simple example.
In the case of periodic boundary conditions, let vˆ = (1, 0) and dˆ(x, 0) = dˆ0(x) for x ∈ Q. We can
see that in the Eulerian coordinates, dˆ(x, t) is a periodic function in time such that for t ≥ 0,
dˆ(x, t) = dˆ(x, t+ 1) with T = 1 being the period.
Acknowledgements. H. Wu was partially supported by Natural Science Foundation of Shang-
hai 10ZR1403800. X. Xu and C. Liu were partially supported by National Science Foundation
grant nsf-dms 0707594. The authors would like to thank Professors F.-H. Lin and M.C. Calderer
for their helpful suggestions.
References
[1] D. Coutand and S. Shkoller, Well-posedness of the full Ericksen–Leslie model of nematic
liquid crystals, C. R. Acad. Sci. Paris Ser. I Math., 333(10) (2001), 919–924.
[2] P.G. de Gennes and J. Prost, The physics of liquid crystals, second edition, Oxford Science
Publications, Oxford, 1993.
[3] J. Ericksen, Conservation laws for liquid crystals, Trans. Soc. Rheol., 5 (1961), 22–34.
[4] J. Ericksen, Continuum theory of nematic liquid crystals, Res. Mechanica, 21 (1987), 381–
392.
[5] J. Ericksen, Liquid crystals with variable degree of orientation, Arch. Ration. Mech. Anal.,
113 (1991), 97–120.
[6] E. Feireisl and P. Takáč, Long-time stabilization of solutions to the Ginzburg–Landau equa-
tions of superconductivity, Monatsh. Math., 133 (2001), 197–221.
[7] M. Grasselli, H. Wu and S. Zheng, Convergence to equilibrium for parabolic–hyperbolic
time-dependent Ginzburg–Landau–Maxwell equations, SIAM J. Math. Anal., 40(5) (2009),
2007–2033.
[8] M.E. Gurtin, An introduction to continuum mechanics, Academic Press, New York, 1981.
[9] J.K. Hale, Asymptotic behavior of dissipative systems, AMSMath. Surveys and Monographs,
25, Providence, Rhode Island, 1988.
[10] A. Haraux and M.A. Jendoubi, Convergence of solutions of second-order gradient-like sys-
tems with analytic nonlinearities, J. Differential Equations, 144 (1998), 313–320.
[11] A. Haraux and M.A. Jendoubi, Decay estimates to equilibrium for some evolution equations
with an analytic nonlinearity, Asymptot. Anal., 26 (2001), 21–36.
[12] R. Hardt and D. Kinderlehrer, Mathematical questions of liquid crystal theory, The IMA
Volumes in Mathematics and its Applications, 5, Springer, New York, 1987.
[13] S.-Z. Huang, Gradient inequalities, with applications to asymptotic behavior and stability of
gradient-like systems, Mathematical Surveys and Monographs, 126, AMS, 2006.
[14] Y. Hyon, D.-Y. Kwak and C. Liu, Energetic variational approach in complex fluids: Maxi-
mum dissipation principle, Disc. Conti. Dynam. Sys., 26(4) (2010), 1291–1304.
24
[15] G.B. Jeffery, The motion of ellipsoidal particles immersed in a viscous fluid, Roy. Soc. Proc.,
102 (1922), 102–161.
[16] M.A. Jendoubi, A simple unified approach to some convergence theorem of L. Simon, J.
Func. Anal., 153 (1998), 187–202.
[17] S. Kaniel and M. Shinbrot, Smoothness of weak solutions of the Navier–Stokes equations,
Arch. Ration. Mech. Anal., 24 (1967), 302–324.
[18] R.G. Larson, The structure and rheology of complex fluids, Oxford, 1995.
[19] F. Leslie, Some constitutive equations for liquid crystals, Arch. Ration. Mech. Anal., 28
(1968), 265–283.
[20] F. Leslie, Theory of flow phenomenum in liquid crystals, (Vol. 4) Brown (Ed.) A. P. New
York (1979), 1–83.
[21] F.-H. Lin and Q. Du, Ginzburg–Landau vortices: dynamics, pinning, and hysteresis, SIAM
J. Math. Anal., 28 (1997), 1265–1293.
[22] F.-H. Lin and C. Liu, Nonparabolic dissipative system modeling the flow of liquid crystals,
Comm. Pure Appl. Math., XLVIII (1995), 501–537.
[23] F.-H. Lin and C. Liu, Partial regularities of the nonlinear dissipative systems modeling the
flow of liquid crystals, Disc. Conti. Dyna. Sys., 2 (1996), 1–23.
[24] F.-H. Lin and C. Liu, Existence of solutions for the Ericksen–Leslie system, Arch. Ration.
Mech. Anal., 154(2) (2000), 135–156.
[25] P. Lin, C. Liu and H. Zhang, An energy law preserving C0 finite element scheme for sim-
ulating the kinematic effects in liquid crystal dynamics, J. Comput. Phys., 227(2) (2007),
1411–1427.
[26] C. Liu and N. J. Walkington, An Eulerian description of fluids containing visco-hyperelastic
particles, Arch. Ration. Mech. Anal., 159 (2001), 229–252.
[27] C. Liu, J. Shen and X. Yang, Dynamics of defect motion in nematic liquid crystal flow:
modeling and numerical simulation, Comm. Comput. Phys., 2 (2007), 1184–1198.
[28] S. Łojasiewicz, Une propriété topologique des sous-ensembles analytiques réels, Colloque
Internationaux du C.N.R.S., 117, Les équations aux dérivées partielles (1963), 87–89.
[29] S. Łojasiewicz, Ensembles semi-analytiques, Bures-sur-Yvette: I.H.E.S., 1965.
[30] P. Rybka and K.-H. Hoffmann, Convergence of solutions to Cahn–Hilliard equation, Comm.
Partial Diff. Eqns., 24 (1999), 1055–1077.
[31] J. Serrin, On the interior of weak solutions of Navier–Stokes equations, Arch. Ration. Mech.
Anal., 9 (1962), 187–195.
[32] L. Simon, Asymptotics for a class of nonlinear evolution equation with applications to
geometric problems, Ann. Math., 118 (1983), 525–571.
[33] H. Sun and C. Liu, On energetic variational approaches in modeling the nematic liquid
crystal flows, Disc. Conti. Dyna. Sys., 23(1&2) (2009), 455–475.
[34] R. Temam, Navier–Stokes equations and nonlinear functional analysis, SIAM, 1983.
25
[35] R. Temam, Navier–Stokes equations: Theory and numerical analysis, AMS, 2001.
[36] H. Wu, Convergence to equilibrium for a Cahn–Hilliard model with the Wentzell boundary
condition, Asymptot. Anal., 54 (2007), 71–92.
[37] H. Wu, M. Grasselli and S. Zheng, Convergence to equilibrium for a parabolic-hyperbolic
phase-field system with Neumann boundary conditions, Math. Models Methods Appl. Sci.,
17 (2007), 1–29.
[38] H. Wu, Long-time behavior for nonlinear hydrodynamic system modeling the nematic liquid
crystal flows, Disc. Conti. Dyna. Sys., 26(1) (2010), 379–396.
[39] H. Wu, X. Xu and C. Liu, Global existence and long-time behavior of the general Ericksen–
Leslie system, preprint, 2010.
[40] S. Zheng, Nonlinear evolution equations, Pitman series Monographs and Survey in Pure and
Applied Mathematics, 133, Chapman & Hall/CRC, Boca Raton, Florida, 2004.
26
