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Abstract
In ant colony optimization (ACO) methods, including Ant System and M A X - M I N Ant System, each ant stochastically 
generates its candidate solution, in a given iteration, based on the same pheromone    and heuristic      information as every other 
ant. Stubborn ants is an ACO variation in which if an ant generates a particular candidate solution in a given iteration, then the 
components of that solution will have a higher probability of being selected in the candidate solution generated by that ant in the 
next iteration. In previous work, we evaluated this variation with the M M AS Ant System model and the Traveling Salesman 
Problem (TSP), and found that it can both improve solution quality and reduce execution-time. In this paper, we evaluate 
stubborn ants with Ranked Ant System, and find that performance also improves in terms of solution quality and execution time.
Keywords:Swarm intelligence..
1. Overview
Ant colony optimization (ACO) [8] is an active area of research concerned with using problem solving 
mechanisms observed in nature in social insects in solving computational problems. In most ACO methods for 
discrete combinatorial optimization, including Ant System [6], M AX-M I N Ant System [11], and others [5,7],
each ant stochastically generates its solution, in a given iteration, based on the same pheromone     and heuristic 
information as every other ant. In a given iteration, the probability that a given candidate solution will be generated 
by a given ant k is identical to the probability that it will be generated by any other given ant . The solutions that ant 
k generated in iterations 1,...,t-1 have no effect on the probability distribution that ant k uses to generate solutions in 
iteration t.    
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Stubborn ants [1,2] are a variation in which if a given ant generated a particular candidate solution St-1 in 
iteration t-1, then the solution components of St-1 will have a higher probability of being selected in the candidate 
solution St generated by that ant in iteration t.
In previous work, we evaluated this variation in the context of the M A X-M I N Ant System model and the 
Traveling Salesman Problem (TSP), and found that it can both improve solution quality and reduce execution-time. 
In this paper, we explore the generality of the effectiveness of the stubborn ants variation by evaluating it in the 
context of Ranked Ant System, and find that performance also improves in terms of solution quality and execution 
time.
2. Background
Ant colony optimization (ACO) [8,9] is a general-purpose biologically-motivated population-based discrete 
optimization paradigm that can be applied to a wide variety of problems. In this section, we will describe the main 
computational features of ACO, without focusing heavily on the biological motivations. In our presentation, we will 
use the traveling salesman problem (TSP) for illustration.
An instance of TSP consists of a fully-connected weighted graph, whose nodes are called "cities," and where the 
weights on the edges represent the "distances" between the cities. The objective is to find the minimum-weight 
Hamiltonian cycle, where a Hamiltonian cycle is a simple cycle that visits every node exactly once. 
ACO is based on a number of primitive processing elements, each operating in parallel with little centralized 
control. In ACO, the processing elements are called ants and the collection of processing elements is called a  
colony. In each iteration, each ant k generates a candidate solution xk, and the set of solutions generated by all ants is 
XVHGWRXSGDWHDFHQWUDOGDWDVWUXFWXUHFRQYHQWLRQDOO\FDOOHGĲWKDWFDQbe thought of as representing the collective 
ZLVGRPRIWKHJURXS,QJHQHUDWLQJLWVVROXWLRQLQDJLYHQLWHUDWLRQHDFKDQWPDNHVXVHRIWKHĲGDWDVWUXFWXUHDQG
also makes use of a problem-GHSHQGHQWKHXULVWLFIXQFWLRQȘ
,QWKHFDVHRI763ĲZRXOGEH a two-dimensional nun array, where  n represents the number of cities; the entry 
Ĳ ij represents the extent to which the collective wisdom of the swarm is inclined towards edge eij. A common choice 
for the heuristic Ș ij for the TSP is the reciprocal of the distance d associated with the edge eij, Ș ij=1/d(eij).
A number of different algorithms [4,5,7] have been introduced within the ACO paradigm. The following steps 
describe most of these algorithms for a static combinatorial optimization problem such as TSP:  
Initialization
while (termination criteria not reached) do
SolutionConstruction
LocalSearch                                 // optional 
PheromoneUpdate
The different ACO algorithms that have been studied are generally similar in the SolutionConstruction step, and 
mostly differ in the PheromoneUpdate step. Below, we expand the algorithmic skeleton given above for Ranked 
Ant System (RAS) in the context of TSP. 
Outline of RAS: The following steps are repeated until some termination criteria is reached:
1. SolutionConstruction: For each ant k, construct a tour Sk by adding one edge at a time until a full tour is 
constructed. Because of the Hamiltonian cycle constraint, each choice of the next edge to add to the tour 
must be made in the context of the partial tour that has already been constructed. Therefore, we always 
maintain a current city i, and, repeatedly, we choose the next edge e ij to add to Sk from the feasible domain 
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set D(i), where D(i) is the set of edges in which city i participates, excluding any edge that is already a 
member of Sk. Once an edge e ij is added to the solution, the city j then becomes the new current city and the 
process repeats. For the current city i:
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Thus, the probability that the edge eij is included in Sk is proportional to the product of the two terms of the 
QXPHUDWRU7KHYDOXH Ĳ ij represents the extent to which the past experience of the colony indicates it is a
good idea to include the edge e ijDQGȘ ij represents a problem-dependent heuristic function that indicates the 
intrinsic "goodness" of the edge e ij7KHWZRSDUDPHWHUVĮ and ȕ are used to adjust the relative emphases of 
the two terms. 
A commonly-used [8] implementation tradeoff is to pre-compute for each city, the set of its r nearest 
neighbors (where r is typically a value between 15 and 40), and then to restrict the feasible domain D i(k) in 
Equation (1) to city i's r nearest neighbors. If all r nearest neighbors have already been visited, the choice is 
made from the entire set of unvisited set. The reader is directed to [8] for more information. 
2. LocalSearch: Once each ant has constructed a complete tour Sk, it can optionally run a local-search 
procedure to improve the tour before proceeding to the next step. A commonly-used local search procedure 
for TSP [3] is 2-opt, in which all tours that can be obtained from Sk by exchanging 2 edges are 
exhaustively considered.
3. PheromoneUpdate: 7KH Ĳ DUUD\ LV WKHQ XSGDWHG WR LQWHJUDWH WKH H[SHULHQFH JDLQHG IURP WKH VROXWLRQV
constructed into the collective wisdom of the colony.
a. Evaporation: In a step called evaporation HYHU\ HQWU\ LQ WKH Ĳ DUUD\ LV UHGXFHG E\ an evaporation 
SDUDPHWHUȡ: 
                  
where 0<ȡ<1. Evaporation allows the colony to gradually "forget" its inclination towards a solution
component unless that component continues to receive reinforcement in the pheromone deposit step (see 
below).
b. Pheromone Deposit: At the end of each iteration, each ant is given a rank r according to the cost of 
the tour constructed in that iteration, with the ant constructing the best tour having rank 1.  Only the (w-
1) best-ranked ants are allowed to deposit pheromone, where w is a parameter of the algorithm. In 
addition, the best-so-far solution S* is used to deposit an additional amount of pheromone, weighted by 
w. For every ant k with rank r, where 1d r d (w-1), we carry out the following: for every e ijSk, 
  
In addition, for the best-so-far solution S*, we carry out the following: for every e ijS*, 
*( ) 1 ( )ij ij w r f SW W  
3. Stubborn Ants and Search Diversity
In standard ACO models, all ants employ Equation (1), using the same    array and    heuristic function, to 
probabilistically generate their candidate solutions in each iteration. In stubborn ants [1], we replace Equation (1) to 
become the following:
(1 )ij ijW W U
( ) 1 ( )ij ij kw r f SW W  
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where
  
where J is a stubbornness parameter that determines the degree to which an ant is biased towards its past solution. 
Of course, if J=1, then our model reduces to the standard model.
The idea is that the components of the solution constructed by a given ant will have an amplified probability of 
being selected by the same ant in the next iteration, with the degree of amplification determined by the stubbornness 
parameter J. Thus, instead of all ants being motivated by the same Ĳ and Ș information, each ant will have its own 
bias. This is likely to increase the diversity of the tours constructed by the colony in a given iteration, although of 
course there will be less diversity in the tours constructed by one particular ant from iteration to the next. However, 
we would argue that, on the whole, the effect of stubbornness is to promote search space exploration, especially in 
multimodal landscapes.
In general, the tour St-1 that an ant generates in an iteration t-1 will be similar to the tour St that it generates in 
iteration t, with the degree of similarity increasing as J increases. The tour St will then serve as an attractor in the 
construction of the next tour St+1, which will be similar to both St-1 and St, but more similar to St  than to St-1. The 
tour that a particular ant is biased towards will therefore evolve gradually over time. 
4. Experimental Results
We used a 3,038-city TSP instance (pcb3038) obtained from TSPLIB, with the parameter settings shown in 
Table 1. We ran 13 experiments, in each experiment using a different value of the J parameter. We used values of J
ranging from 1 to 800, as indicated in Table 2, where the setting J=1, of course, corresponds to the standard RAS 
model. Each experiment was repeated for 30 trials, and the solution cost and execution time were recorded for each 
trial.
Table 2 shows the results of these experiment.  The columns µ c DQGıc indicate the mean and standard deviation, 
respectively, of solution cost, expressed as the percentage by which the cost exceeds the optimal. The columns µ t
DQGı t indicate the mean and standard deviation, respectively, of CPU time, as measured by the Linux getrusage
function on a 2.83 GHz Intel processor. Fig. 1 shows a plot of mean solution cost µ c versus the value of J. 
We can observe from the table and the figure that all values of J produce better results, in both solution cost and 
CPU time, than the standard model (J=1), although the best results are obtained with J in the range 200 to 400. 
To determine the level of statistical significance of the solution cost results, we apply a non-parameteric (two-
tailed) Wilcoxon rank-sum test to the results of each experiment. For each experiment with a non-unity value of J,
the null hypothesis is that there is no difference between the non-unity setting of J and the setting J=1 (which 
corresponds to the standard model). The results of these tests are reported in the last two columns of Table 2. One of 
these columns indicates the computed W statistic, and the other indicates whether the computed W statistic is 
significant (for p=0.001). We can see from the table that the results are significant for all values of J>1. 
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Table 1: Parameter values used in experiments
Parameter Value
Į 1 
ȕ 2 
ȡ 0.2
length of nearest-neighbor list 25
type of local search 2-opt
number of ants 50
number of iterations 200
number of trials 30
W 6 
Table 2: Experimental results
J µ c ıc µ t ı t W sig.?
1 6.22 0.16 32.1 0.11 --- ---
2 5.62 0.15 30.9 0.15 468 yes
5 4.72 0.17 29.2 0.25 465 yes
10 4.11 0.19 28.1 0.37 465 yes
50 2.24 0.38 22.9 1.03 465 yes
100 2.12 0.55 21.0 1.77 465 yes
200 1.35 0.61 17.1 2.73 465 yes
300 1.48 0.67 17.0 3.01 465 yes
400 1.32 0.83 17.3 3.12 465 yes
500 1.41 0.77 17.4 3.19 465 yes
600 1.59 0.75 17.3 3.31 465 yes
700 1.42 0.75 17.3 3.15 465 yes
800 1.55 0.79 17.7 3.35 465 yes
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Fig.  1: Plot of mean solution cost (y-axis) versus value of J (x-axis)
Fig.  2: Plot of mean solution cost (y-axis) versus iteration number (x-axis), for several selected values of J
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In order to examine the evolution of solution cost over time, we computed the following. For each iteration t, we 
computed the mean solution cost at iteration t, aggregated over the 30 trials. This is shown in Fig. 2 for selected 
values of J. In this figure, the x-axis represents the iteration number, and the y-axis represents the mean solution cost 
at that iteration. We can see from the figure that performance improves consistently as J increases from 1 up to 100, 
but there is not a large difference in performance for J ranging from 200 to 800.
5. Concluding Remarks
Stubborn ants are an ACO variation that can be applied in combination with most ACO models. In previous 
work, we showed that stubbornness can significantly improve the performance of M AX-M I N Ant System on the 
TSP. In this paper, we combined stubborn ants with Ranked Ant System, and found that performance improved to a 
statistically significant extent. We also found that the performance gain is fairly robust over a wide range of settings 
of the stubbornness J parameter. 
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