Abstract: In this paper, the design of an output predictor in a system with random scarce sampling is addressed. A model based predictor that takes into account the past measured outputs is used, and a Lyapunov function of the estimation error is used for design purposes. The Lyapunov design problem becomes a feasibility problem over a set of linear matrix inequalities applying the Schur complement formula. Three different design approaches have been developed. Some examples show the performances of each approach.
INTRODUCTION
In many industrial applications the control signal is updated at a fixed rate T , but the output is measured with a different timing pattern and, sometimes, by various sensors, each one having a maybe different sampling rate, and reliability. In some practical cases the output is not available at every sampling time due to computer overload, communication errors, shared sensors or event-driven sensors. Different authors have dealt with the modeling of such systems when the measurement pattern is periodic (Salt et al. 1 This project has been partially granted by the CICYT project number DPI2002-04432. 2 Supported through FPI grant number CTBPRB/2002/245 from Conselleria de Cultura, Educació i Esport from Generalitat Valenciana (1993), Araki and Hagiwara (1986) , Araki (9) , Khargonekar et al. (1985) , Kranc (1957) ), based on the definition of a model that relates outputs measured at one rate with inputs updated at another rate. This allows, for example, to tackle the problem of the design of a dual-rate control system Albertos et al. (1996) . However, none of them try to explicitly estimate the outputs at the instants when they are unavailable, in order to apply standard control.
In works like, Albertos and Goodwin (2002) and Sanchis and Albertos (2002) an internal model of the system has been used to estimate the missing outputs with the use of a Kalman filter with high complexity and computational cost, and in Albertos et al. (1999) an external model was used leading to a lower complexity and computational cost. As an alternative to the Kalman filter for discrete-time linear systems, several authors have addressed the filtering problem as a convex optimization problem using linear matrix inequalities techniques Palhares and Peres (2000) ; Wang et al. (2004 Wang et al. ( , 1999 ; Xie et al. (2004) ; Xu and Chen (2003) . Nevertheless, none of them considered the case of scarce measurements as Kalman filter does. This paper deals with the synthesis of a predictor that estimates the unmeasured outputs at period T from the random measured data and using an input-output model of the system. LMI quadratic decay rate conditions will be set up to obtain proper predictor gains. The result of the synthesis process allows the designer to specify the desired minimum decay rate and the number of intersampling periods.
The layout of this paper is as follows: In section 2 the sampling scenario and the control scheme are described, including the predictor algorithm. In section 3 the equation that defines the output estimation error dynamics is derived, and the design guidelines are shown for three different techniques. Some numerical examples are analyzed on section 4, showing how the use of an adequate predictor improves the output estimation for a given sampling scenario. Finally on section 5 the main conclusions are summarized.
PROBLEM STATEMENT

Control scheme
Consider the digital control system shown in figure 2.1, where G(s) is a CT SISO linear process whose input is updated at period T by a computer with a zero-order hold. A new input u[t] arrives every control period, where t ∈ N is the number of input update. The relationship between the discrete signal and the continuous one is
The process output y(t) is measured synchronously with the input update at a different and no necessarily constant period. The k-th measured output is denoted with y k . If the number of input updates from y k−1 to y k is denoted with N k (figure 2.1), a relationship between the sequence of measured outputs (y k ), the output discrete signal (y[t]), and the continuous one (y(t)) is established as
where Fig. 2 . Synchronous random sampling.
represents the instant in which the t-th input update occurs and the k-th output measurement is available.
In the control scheme, C[z] represents the conventional linear digital controller that operates at period T ,ŷ[t] is the output sequence of the predictor that is fed back to the controller to compute the control action.
Plant
The discrete ZOH equivalent of G(s) at period T , is defined by the difference equation
where θ a = [a 1 · · · a n ] and
is the output vector and (2) can be rewritten as
where I (n−1)×(n) are the n−1 first rows and n first columns of the identity matrix, and 0 (n−1)×(n) is a null matrix of order (n − 1) × (n).
Predictor
The digital controller C[z] needs the sequence of outputs at period T , but the process output is measured irregularly at a slower rate, therefore, the missing inter-sampling measurements have to be estimated. For that purpose, a model based output predictor has been added in the closedloop. The predictor (introduced in Albertos et al. (1999) and analyzed in depth in Sanchis (1999)) uses the parameters of the process model, and all the previous inputs, measurements and output estimates to obtain the prediction of the unknown outputs. When there is no measurement available, the predictor runs the model in open loop, leading toŶ
whereŶ [t] is the estimation of the output regression vector at instant tT . When there is a new measurement (i.e. y[t] is available), the estimated output regression vector is given bŷ
where h = [1 0 · · · 0], and the vector gain 
3. PREDICTOR DESIGN
Prediction error
Theorem 1. The prediction error dynamics of the algorithm (6) when there is no modeling error is modeled by a linear time-varying system defined at measuring instants by
where N k may change arbitrarily with time, and the prediction error is only defined at measuring instants as
PROOF. At the measuring instant t = t k , the prediction is obtained by (5), and subtracting Y [t] in that expression, it is obtained that
If equations (3) and (4) 
that can be expressed as (7) taking into account that instant t corresponds to the k-th sampling time (see figure 2.1).
Design guidelines
3.2.1. Nominal Stability If a periodic sampling is addressed (N k = N , where N is a constant value) under the absence of disturbances (w(t) = 0) , a constant gain is used (l k = l) and the predictor dynamics is stable if and only if the eigenvalues of the matrix (I − l h) A N are inside the unit circle. This can be achieved, for instance, applying pole placement.
Robust Stability
When a random sampling is addressed (N k varies randomly with time), the previous condition for all k is not necessary neither sufficient, and the only possibility to prove the stability is the use of Lyapunov functions. Linear matrix inequalities will be used to find a stable predictor for a set of models at different sampling rates.
Three possibilities are studied here. First, a predictor that uses a constant vector l is used, assuring either a monotonous decrease of the Lyapunov function of the prediction error, or, when this is not possible, an asymptotical convergence in average. In both cases the samples do not need to be time tagged. Finally, the design is also addressed with the use of a variable vector l k , only applicable with time tagged samples.
Constant gain
The simplest algorithm that can be outlined is derived for the case where a constant vector l is used for the prediction law to assure the convergence of the prediction error.
Monotonous decrease of the Lyapunov function for the prediction error.
Theorem 2. The prediction error of the algorithm defined by (6) when there is one measurement available every ∆ input updating periods, being ∆ a discrete independent random variable with positive integer values, is stable with a minimum decay rate of µ ∈ (0, 1] if the set of LMIs
are verified for all ∆ j in an expected range of variation N = {∆ 1 , . . . , ∆ m }. P and X are the matrix variables of the LMI problem, and the predictor gain is l = P −1 X.
PROOF. Defining the Lyapunov function V k = E k P E k , and using equation (7) with a constant gain l it is easy to show that
A sufficient condition to assure stability with a decay rate µ (in the sense V k < µ 2 V k−1 ), is that there exists one matrix P > 0 such that
where
This set of inequations can be joined in the LMI problem (8) using the Schur complement formula Boyd et al. (1994) . Expressing equation (9) as
and taking into account restriction P > 0, both inequalities can be joined together in the expression
which leads to
if expression (10) is used. Defining X = P l as a new matrix variable, the linear matrix inequality (8) is obtained.
Asymptotical convergence in average. When the previous procedure does not give any feasible solution, the problem can be addressed assuring that the error converges to zero in average, as it is shown in the following result. Convergence in average might not preclude, however, the possibility of undesirable short transients under some (worstcase) low-likelihood sampling patterns.
Theorem 3. Under the same hypothesis of the previous theorem, the prediction error of the algorithm defined by (6) converges asymptotically to 0 with probability 1 and with a discrete decay rate faster than µ ∈ (0, 1] if there exists one matrix P symmetric and positive definite such that
where α j is the probability assigned to every possible intersampling period ∆ j ∈ N and * * * denotes the necessary terms to build a symmetric matrix. P and X are again the matrix variables, and the predictor gain is l = P −1 X.
PROOF. The proof is based on theorem 8 (in the annex). From the Lyapunov function V k = E k P E k and equation (7) it is easy to show that
where F k−1 is any filtration of the past information until instant k − 1, E means mathematical expectation, µ 2 is the minimum expected value of the discrete decay rate for the Lyapunov function, and the sequence γ k is defined as
If there exists one matrix P > 0 such that
is fulfilled, the sequence γ k is non negative. Expressing (12) as
theorem 8 can be applied leading to lim k→∞ V k = V ∞ with probability one and ∞ j=1 γ j < ∞ w.p.1, that also implies that lim k→∞ γ k = 0 w.p.1, and hence lim k→∞ E k = 0 w.p.1.
Using the values of the probability assigned to each possible value ∆ j (i.e., α j ), condition (13) can be written as
with M (∆ j ) = (I − l h) A ∆j . The LMI (11) is obtained from (14) and condition P > 0 via the Schur complement formula, as explained before.
Sample-time dependent gain scheduling
When the number of intersampling periods (N k ) are available at the sampling instant k, a different strategy can b e used. Every time a new output is available, a gain l k is used depending on N k to assure the stability of the predictor over a set of possible indexes N = {∆ 1 , . . . , ∆ m }. The approach is applicable if the number of possible intersampling periods is a finite set. Then, the set of predictor gain vectors can be calculated off-line leading to the set {l} = {l(∆ 1 ), . . . , l(∆ m )}.
Theorem 4. Under the same hypothesis of previous theorems, and assuming that the value N k is known with every measurement (see figure 2.1), a sufficient condition to assure the stability of predictor (6) with decay rate faster than µ ∈ (0, 1] is that the set of LMIs
is fulfilled for any ∆ j ∈ N , being P and X j (j = 1, . . . , m) the matrix variables. The predictor gain vectors depending on ∆ j are given by l(∆ j ) = P −1 X j .
PROOF. The proof is equivalent to the one used in theorem 2, but taking into account that now M k = (I − l k h) A N k due to the use of a sample-time dependent gain vector l k . A sufficient condition to assure stability with a decay rate µ, is that there exists one matrix P > 0 such that
This set of inequations can be joined in the LMI problem (15) using Schur complements.
EXAMPLES
Example 5. Consider the continuous-time LTI system G(s) = 10/(s 3 + 6s 2 + 11s + 6) with the input being updated at a constant period T = 0.05 seconds. Consider that the output can be measured every ∆ intersampling periods, with possible values between 3 and 30 (∆ ∈ N = {3, . . . , 30}, m = 28)). The probability assigned to each intersampling period to appear is the same (i.e., α i = 1/m = 0.0357). If the predictor is designed to achieve a monotonous decrease of the error (1st method), only a maximum decay rate of µ 1 = 0.55 can be guaranteed applying theorem 2, and the gain l 1 = [1 0.9254 0.8397] is obtained. If the probability is also used in the design to assure the convergence in average (2nd method), a decay rate of µ 2 = 0.24 can be guaranteed (applying theorem 3), obtaining the gain l 2 = [1 0.9868 0.9676] . If a sampletime dependent gain scheduling (3rd method) is designed, a decay rate faster than µ 3 = 0.15 can be guaranteed (theorem 4), leading to a set of vector of gains that is not written here for brevity.
The three predictors have been simulated leading to the norm of the output error shown in figure 3 . It can be appreciated that the first method leads to a higher error than the second one that also uses a constant gain but assures the decrement of the Lyapunov function in average. The third method leads to a norm of the error similar to the one obtained with the constant gain in method 2.
In the next example the improvement of the different predictors is analysed in a different way, showing how the number of possible intersampling periods that leads to a feasible LMI problem changes with each design methodology.
Example 6. Consider now the unstable continuoustime LTI system G(s) = (10s − 2)/(s 2 − 5s) with the input being updated at constant period T = 0.02 seconds. If a constant gain is applied to assure a monotonous decrease of the Lyapunov function with a decay rate faster than µ = 0.6 (1st method), the wider range of intersampling periods that leads to a feasible solution of the associated LMI problem is N 1 = {1, 2, 3}, leading to the gain l = [1.0022 0.5341]. If the set includes more intersampling periods, the problem (8) is not feasible, and a convergence faster than µ = 0.6 is not assured.
If the probability assigned to every sampling instant is assumed to be the same, i.e., α i = 1/m (i = 1, . . . , m, m=length(N )) the convergence in average of the predictor can be assured for all the intersampling periods included in the set N 2 = {1, . . . , 17} (m = 17 applying the 2nd method). Here has been shown how the design with the second method is not as restrictive as the design with the first method. If a time-varying gain is used (3rd method), the upper limit can be extended up to 30 samples, at least, as found by the LMI settings and, as both A N k and the gain l k seem to converge for long inter-sampling times, possibly to an infinite number of samples.
CONCLUSIONS
In this work, the design of an output predictor for systems under random scarce measurements has been addressed. The predictor uses the inputoutput model of the system and the previous inputs and measured outputs to predict the output when there is no measurement available. The number of input updates between measurements is assumed to be a random value that belongs to a known finite set.
A Lyapunov function of the prediction error at the measuring instants has been defined to analyze the convergence. The Lyapunov stability problem has been transformed into a feasibility problem over a set of linear matrix inequalities by means of the Schur complement formula. The resulting LMI problem is then solved (if feasible) to calculate the predictor gain vector.
Three different design approaches have been compared using this technique: on the first one, a constant gain vector is used in order to achieve a monotonous decrease of the Lyapunov function. On the second one, a constant gain vector is used in order to achieve a convergence in average of the Lyapunov function, taking into account the probability associated to each possible number of intersampling periods. On the third one, a set of vector gains is used in order to achieve a monotonous decrease of the Lyapunov function. Each vector gain is associated to one of the possible values of the intersampling periods that must be known via time tagged samples.
The inclusion of the disturbance, noise measurement and modeling error effect on the predictor design is being developed for future works.
