Abstract-In this paper, we investigate the automatic diagnosis of patients with metabolic syndrome, i.e., a common metabolic disorder and a risk factor for the development of cardiovascular diseases and type 2 diabetes. Specifically, we employ the K−Nearest neighbour (KNN) classifier, a supervised machine learning algorithm to learn to discriminate between patients with metabolic syndrome and healthy individuals. To aid accurate identification of the metabolic syndrome we extract different physiological parameters (age, BMI, level of glucose in the blood etc) that are subsequently used as features in the KNN classifier. For evaluation, we apply the proposed k-NN algorithm against two baseline machine learning classifiers, namely Nave Bayes and an artificial Neural Network, on a manually curated dataset of 64 individuals. The results that we obtained demonstrate that the K−NN classifier improves upon the performance of the baseline methods and it can thus facilitate robust and automatic diagnosis of patients with metabolic syndrome. Finally, we perform feature analysis to determine potential significant correlations between different physiological parameters and the prevalence of the metabolic syndrome.
I. INTRODUCTION
The metabolic syndrome (MetS) is defined as the cluster of metabolic abnormalities (e.g., obesity, hypertension, glucose intolerance) that constitute high risk factors for the developments of cardiovascular diseases and type 2 diabetes mellitus [13] . Over the past decade, MetS has been rapidly increasing worldwide affecting both adults and children and thus pauses a major clinical and public health challenge [14] , [15] .
MetS definition appeared for the first time about 25 years ago when this risk factors clustering and its association with insulin resistance suggested the investigators the existence of a unique pathophysiological condition [7] . In order to provide uniformity in the description of this phenomenon, different diagnostic criteria have been proposed for MetS. , and the harmonising criteria of the International Diabetes Federation and American Heart Association/National Heart, Lung and Blood Institute (AHA/NHLBI) [9] . Whilst MetS pauses a major clinical and public health challenge, studies report that a large number of patients that meet the criteria of MetS remains largely undiagnosed. As an example, Helminen et al. [18] , showed that the manual diagnosis of MetS by general practitioners in Finland achieves a sensitivity of 0.31 and a specificity of 0.73. Computer-aided techniques that employ machine learning methods to learn to identify patients with MetS can thus facilitate a more reliable diagnosis of the metabolic syndrome. Existing approaches for the automatic identification of MetS proposed different machine learning methods including Decision Trees [16] , Artificial Neural Networks [19] and Tree Regression [20] . Jose M. BioucasDias and Antonio Plaza [1] proposed an algorithm that uses Multinomial Logistic Regression (MLR) to find the posterior class probability which is aided by a semi supervised segmentation [2] , [3] . In this paper we propose K−Nearest Neighbour (KNN) as classifier of metabolic Syndrome (MetS), in order to create a robust and accurate knowledge-based system, which provides a crucial insight into MetS diagnosis from a variety of information sources. This paper is arranged as follows. In the rest of this section, we discuss the relevant In Section II, data preparation and correlation studies are discussed, and in Section III an overview of K−Nearest Neighbour (KNN) based classification is presented, which is subsequently investigated and assessed in Section IV. Finally, Section V concludes the paper and discusses future research directions. 
A. Feature Selection
The descriptors utilised in the feature selection process are as follows 
C. Correlation Study
The aim of this section is to assess the existence of any relationship between the different features. Figures 7  and 8 show the distribution of samples. In particular, the histograms indicate the presence of a linear correlation. In order to evaluate and assess the relationships between all features and the output, we have investigated the corresponding correlations properties. In particular, the calculation of the R parameters is analysed individually, as well as within the corresponding classes. This has enabled to deduce that the mean feature maximising the relationships within the corresponding classes are Age, CHDL, Glycaemia and TourDeTaille. This confirms that these two parameters are very important in arrhythmias detection, also suggesting the presence of correlation between and we can confirm that there are correlation between some features such as BMI ,which is expected since CT is the addition of CLDL and other component. In conclusion, we can claim that there are some features, which are relevant to the diagnosis of MetS like BMI, Age, CHDL, Glycaemia and TourDeTaille.
III. K-NEAREST NEIGHBOUR (KNN)
KNN is one of the important non-parameter algorithms [10] and it is a supervised learning algorithm, where classification rules are generated by the training samples without any additional data. Loosely speaking, the training phase is defined by vectors in a multidimensional feature space with a class label attached to each of them. On the other hand, the classification phase is based on an unlabelled vector classified by identifying the most frequent label among the K nearest training samples. This enables the identification of the categories the data are likely to belong. The best value of K depends on the data itself. In general, large values of K have an impact in the reduction of noise during the classification process. More specifically, as discussed in [11] , the classification of a sample X via the KNN algorithm includes the following steps :
• Consider C 1 , C 2 , . . . , C j training categories so that, after feature reduction, they become an m−dimension feature vector; • Let the sample X be the feature vector of the form (X 1 , X 2 , . . . X m );
Figure 7. The distribution of features TGT,ASAT and Poids in different classes
• The similarities between all training samples and X are evaluated. As an example, for a sample
Subsequently, consider K samples which are larger than the values of SIM(X, d i ), for i = 1, 2, . . . , N , and regard them as a KNN collection of X. The probability of X to belong to each category is [12] : 
The above equations allow to assign the sample X to be the category with the largest P (X, C j ).
IV. RESULTS AND EVALUATION
In this paper, we have chosen a K−Nearest Neighbour approach, which was tested on the database described above, and the results are represented in Table 4 with a comparison with two others algorithms artificial Neuronal network (ANN) and Naive Bayes classifier (RBF). Figure 10 shows the main properties and performances criteria. In particular, all the parameters depicted in Figure 10 are defined as follows: In this work, we have adapted the algorithm of KNN algorithms. A variety of observations have been carried out and we have obtained the classification rate of 100% 1 , which is a clear indication that our proposed method is suitable to this type of data for ANN just 96.88% and only 65.62%. Furthermore, it suggests that it successfully addresses the challenge of the classification of metabolic syndrome, with a sensitivity of 100% 2 . We also note that our approach improves the criterion of transparency and interpretability of the process, by the simplicity of implementation of the algorithms. Furthermore, the readability of the results has also been enhanced, which is an important aspect of the interpretation process carried out by cardiologists expert. As a consequence, it is clear that our approach provides an advantage over other methods of classifications.
V. CONCLUSION
In this paper we have presented a classifier based on K−Nearest Neighbour (KNN). Currently KNN offers a major advantage in the classification due to their simplicity. In the medical field, experts need automatic diagnostic support to facilitate and justify their decisions, which tends to lack in several techniques cited in the literature in particular neural networks. The method presented in this paper offers physicians an explicit knowledge base on probability acquired from a medical database. The contribution in the classification process is demonstrated by an accuracy of 100%, which is a very good result compared with others methods. Furthermore, our method offers more flexibility and transparency in the system of detection. In future research, we are aiming to investigate the integration of the approach presented in this paper with fuzzy partition rules [5] , to provide an efficient and scalable tool in arrhythmia detection.
