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ABSTRACT
We classified the reddest (r−J > 2.2) stars observed by the NASA Kepler mission into
main sequence dwarf or evolved giant stars and determined the properties of 4216 M
dwarfs based on a comparison of available photometry with that of nearby calibrator
stars, as well as available proper motions and spectra. We revised the properties of
candidate transiting planets using the stellar parameters, high-resolution imaging to
identify companion stars, and, in the case of binaries, fitting light curves to identify
the likely planet host. In 49 of 54 systems we validated the primary as the host star.
We inferred the intrinsic distribution of M dwarf planets using the method of iterative
Monte Carlo simulation. We compared several models of planet orbital geometry and
clustering and found that one where planets are exponentially distributed and almost
precisely coplanar best describes the distribution of multi-planet systems. We deter-
mined that Kepler M dwarfs host an average of 2.2± 0.3 planets with radii of 1− 4R⊕
and orbital periods of 1.5 − 180d. The radius distribution peaks at ∼ 1.2R⊕ and is
essentially zero at 4R⊕, although we identify three giant planet candidates other than
the previously confirmed Kepler-45b. There is suggestive but not significant evidence
that the radius distribution varies with orbital period. The distribution with logarith-
mic orbital period is flat except for a decline for orbits less than a few days. Twelve
candidate planets, including two Jupiter-size objects, experience an irradiance below
the threshold level for a runaway greenhouse on an Earth-like planet and are thus in
a “habitable zone”.
Key words: stars: fundamental parameters — stars: statistics — stars: abundances
— stars: late-type — stars: low-mass – stars: planetary systems
1 INTRODUCTION
In the twenty years since the discovery of 51 Pegasi b
(Mayor & Queloz 1995) the catalog of known planets
around other main-sequence stars has grown by leaps
and bounds. One such leap was the advent of large and
precise surveys of the brightest solar-type stars using the
Doppler radial velocity method to systematically search for
giant (Saturn- to Jupiter-size) planets (Udry et al. 2006;
Marcy et al. 2008). Another bound was the launch of the
NASA Kepler spacecraft in 2009, which monitored about
⋆ E-mail: gaidos@hawaii.edu
200,000 stars for up to four years in search of transiting
planets (Borucki et al. 2010). Several thousand candidate or
confirmed planets have been discovered in data from Kepler
(Mullally et al. 2015), permitting the robust statistical
analyses of much smaller (Earth- to Neptune-size) planets.
Many analyses have reconstructed the planet population
around the solar-type stars observed by Kepler (Youdin
2011; Howard et al. 2012; Petigura, Howard & Marcy
2013; Foreman-Mackey, Hogg & Morton 2014;
Silburt, Gaidos & Wu 2015; Burke et al. 2015).
Kepler also observed many dwarf stars cooler than
3900 K and having M spectral types. The mission’s target
catalog is mostly magnitude-limited and these intrinsically
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faint stars comprise only about 2% of all targets, neverthe-
less these have yielded a disproportionate number of the
smallest candidate planets (Muirhead et al. 2012b), multi-
planet systems (Muirhead et al. 2015), and those plan-
ets irradiated at levels similar to Earth and thus poten-
tially “habitable” (Mann et al. 2013; Quintana et al. 2014).
The planets around Kepler M dwarfs represent a distinc-
tive population that can be compared with those around
solar-type stars to test models of planet formation (e.g.,
Gaidos & Mann 2014).
There have been several recent works estimating the oc-
currence of planets around M dwarfs, the distribution with
radii, and the number of planets within a “habitable zone”
(HZ) bounded by minimum and maximum irradiance lev-
els. Both Dressing & Charbonneau (2013) (hereafter, DC
13) and Gaidos (2013) (hereafter, G13) carried out Bayesian
estimations of properties of host stars of candidate planets
with priors based on a stellar population model and likeli-
hoods based on comparing the available photometry to pre-
dictions of stellar evolution and atmosphere models. They
estimated η⊕, the occurrence of Earth-size planets in the
HZ. DC13 focused exclusively on the M dwarfs while G13
considered all host stars, although the less-luminous late K
and M dwarfs dominate any estimation of η⊕.
Gaidos et al. (2014) used similar calculations for M
dwarfs in the Kepler target catalog and applied a method of
iterative Monte Carlo (MIMC) simulation to estimate the
occurrence per star, radius distribution and period distri-
bution of planets. Unlike previous approaches, MIMC an-
alyzes planets as discrete values or distributions of val-
ues that can include non-trivial priors on parameters.
Silburt, Gaidos & Wu (2015) pointed out that because of
detection bias, errors in radii of small planets will not be
symmetric: observed values are more likely to be underes-
timates of a larger value than overestimates of a smaller
value. Importantly, MIMC does not require binning, which
may blur important features in a distribution.
Gaidos et al. (2014) used MIMC to estimate an occur-
rence f of 2.0 ± 0.3 for 1-4R⊕ planets with orbital peri-
ods P < 180 d, a radius distribution that peaks at ∼ 1R⊕
and a period distribution that was flat in logarithmic P .
Morton & Swift (2014) also found f = 2.0 ± 0.45 for P <
150 d and a similar radius distribution using a weighted
density kernel estimation. Dressing & Charbonneau (2015,
hereafter DC15) performed an analysis of the Kepler detec-
tion efficiency independent of the Kepler project pipeline.
They identified candidate transit signals and estimated the
detection completeness by injecting and recovering artificial
transit signals. They incorporated available spectroscopic
values for stellar parameters and and estimated f ≈ 2.5±0.2.
Swift et al. (2015) performed a uniform re-analysis of Kepler
M dwarf light curves with candidate planets, accounting for
the effect of transit timing variation where necessary.
There are several reasons to re-visit the properties of
M dwarfs observed by Kepler and the population of planets
they host since these publications. First, the latest (DR24)
release of Kepler “Objects of Interest” (KOIs, candidate
planets or astrophysical false positives) is the first uni-
form analysis of the entire Kepler dataset using the project
pipeline and includes numerous newly-detected candidate
planets. Second, the properties of Kepler M dwarfs can
be more accurately characterized by comparison with new,
model-independent estimates of the properties of nearby cal-
ibrator stars. Mann et al. (2015a, hereafter M15) published
the properties of 183 M dwarfs with effective temperatures
(Teff), radii (R∗), and luminosities (L∗) determined by par-
allaxes and either interferometric or spectroscopic meth-
ods of angular diameters. Flux-calibrated visible-wavelength
and near-infrared spectra were obtained for all these stars
from which photometry was synthesized. Third, many of
the stars hosting candidate planets have been observed
with high-resolution imaging techniques, i.e. adaptive optics
and aperture-masking image synthesis (Kraus et al. 2015).
About a quarter of M dwarf systems are multiples and the
Kepler data alone often cannot disambiguate which compo-
nent is hosting the candidate planets, information necessary
to accurately estimate the planet’s radius and probability
of transit (Barclay et al. 2015). Moreover, high-resolution
imaging can help identify background eclipsing binaries mas-
querading as planetary signals and not identified by the Ke-
pler data validation process. Finally, we wished to use the
statistical methods described in Gaidos et al. (2014) to cal-
culate the planet population.
2 THE STARS
2.1 Stellar Sample
Most Kepler target stars lack spectra, and classification and
parameter estimation of these stars were performed by com-
paring Sloan griz photometry from the Kepler Input Cata-
log (KIC) (Brown et al. 2011) and JHKS photometry from
the Two Micron All Sky Survey (2MASS) with equivalent
photometry for nearby M dwarf reference stars. We sup-
plemented (and superseded) KIC photometry with gri pho-
tometry from the Kepler Input Survey (KIS) Data Release 2
(Greiss et al. 2012a,b). The KIS was especially important to
replace missing g and r photometry from KIC. We retrieved
or computed equivalent photometry for a set of nearby M
dwarf calibrator stars with precisely determined properties
(M15) as well as giants selected by asteroseismic signal. Cor-
rections were applied to these data to bring them into a
common photometric system and remove systematic errors
(Sec. 2.2).
For our catalog of M stars (dwarfs and giants) we re-
tained the 8732 stars with r − J > 2.2. This criterion was
based on an established relationship between r − J and
Teff for M dwarfs that is only weakly metallicity-dependent
(Gaidos et al. 2014, M15), and the high fraction of Kepler
host stars with r − J > 2.2 which were already observed by
Kraus et al. (2015) with high-resolution imaging methods
(Section 2.5).
2.2 Correction and Verification of Photometry
We first converted Kepler Input Catalog photometry into
the Sloan system using the relations of Pinsonneault et al.
(2012). We corrected the AB system of the KIS photometry
to the Pinsonneault-corrected KIC system using polynomial
best-fits to the matches between the two catalogs, i.e.
g − gKIS = 0.154 + 0.0462 (gKIS − rKIS) , (1)
r − rKIS = 0.130 + 0.0213 (rKIS − iKIS) , (2)
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Figure 1. Difference between z-band SDSS and KIC magni-
tudes corrected to SDSS using the relations of Pinsonneault et al.
(2012) vs r−J color. The best-fit quadratic is plotted as a dotted
line.
and
i− iKIS = 0.352 + 0.0694 (rKIS − iKIS) . (3)
The color corrections derived by Pinsonneault et al.
(2012) were based on a sample that included few red stars
and thus may be erroneous when applied to M dwarfs. We
checked this by matching KIC stars with sources from Data
Release 9 of the Sloan Digital Sky Survey (SDSS, Ahn et al.
2012) with less than 3′′ separation. We regressed SDSS-
corrected KIC magnitudes against r − J color and tested
the significance of corrections of different order against no
correction using an F-test of the ratio of variances. For the
g, r, and i passbands no significant correction was found,
but a significant correction (p = 1.2 × 10−5) was found for
z-band. The z-band differences are plotted in Fig. 1. The
negative sign and trend of the correction ∆z suggest that
KIC z magnitudes are affected by an uncorrected red leak
which is larger for redder stars. We use the best-fit quadratic
with 2.5σ rejection (solid line in Fig. 1 and Eqn. 4) to cor-
rect the KIC photometry; a constant correction of -0.0823
was applied to stars redder than r − J > 3.813 where there
are no data for deriving a correction.
∆z = −0.024 − 0.047 (r − J − 2.2) + 0.064 (r − J − 2.2)2
(4)
Because they are bright, most M dwarf cali-
brators in the catalog of Mann et al. (2015a) lack
SDSS-band griz photometry and some lack 2MASS
JHKs photometry, therefore we synthesized photome-
try from flux-calibrated spectra using the corrected re-
sponse functions of Cohen, Wheaton & Megeath (2003) and
Mann & von Braun (2015). For a small number of stars, we
validated the synthetic griz photometry with new photom-
etry that we obtained as described in Appendix A. Figure
2 compares the synthetic vs. observed g − J , r − J , i − J ,
J −H , and H −K colors vs. synthetic r−J . We performed
F-tests, comparing the χ2 with no offset to those after re-
moval of a mean offset or a weighted linear regression. In
no cases was there a significant decrease in χ2 compared to
that of a mean offset. Only in the cases of the g−J and i−J
colors were there (marginally) significant improvements to
Figure 2. Difference between synthetic and actual SDSS-tied
photometry for calibrator stars for the g−J , r− J , i−J , J −H,
and J −K colors. No data was obtained for z-band. Dashed lines
are weighted linear fits. Only for g − J and i − J are non-zero
trends marginally significant (F-test p values of 0.08 and 0.10,
respectively).
χ2 from linear regressions, with p values of 0.08 and 0.10,
respectively. Thus, no corrections were made.
Finally, we identified 8 KIC stars for which we have both
SNIFS and SpeX spectra and thus can derive synthetic pho-
tometry. Since we do not have photometry independent of
the KIC to flux-calibrate the spectra, we can only calculate
colors, and only the i− z color which does not span gaps in
the spectra, i.e. between the two SNIFS channels or SNIFS
and SpeX. After correction of the KIC to the SDSS sys-
tem using Pinsonneault et al. (2012) and Eqn. 4, we found
a mean difference of only 0.007 mags with the synthetic i−z
colors, and a standard deviation of 0.009 mags, consistent
with the photometric errors of the KIC. The offset is only
twice the error in the mean, and an F-test of the ratio of
variances has a p value of 0.26 so the offset is not significant
and we did not remove it.
2.3 Classification
The vast majority of M stars observed byKepler lack spectra
or parallaxes to decisively assign a luminosity class, but they
have photometry in varying numbers of bands and some-
times proper motion (µ). The original KIC classification
(Brown et al. 2011) and subsequent analyses by DC13 and
G13 were model-dependent, i.e. to infer Teff and log g they
compared observed colors to grids of predicted values from
stellar atmosphere models. An empirical classifier based on
a comparison with the colors of established M dwarfs and
giants must work with discrete samples that are distributed
non-uniformly through multi-dimensional color space, rather
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than grids of arbitrary resolution. The classifier must also be
flexible in terms of the availability and weight of different
data; for very red, late-type M stars, two colors are often
sufficient to separate giants from dwarfs (e.g., Huber et al.
2014, hereafter H14), but this is not the case for hotter M
stars.
We developed a Bayesian, Gaussian process-based pro-
cedure to perform a uniform classification on the 8732 M
stars selected in Sec. 2.1, incorporating all measurements
for each star. Details of the classification algorithm are pro-
vided in Appendix B and only a summary is given here. We
calculated the probability that a star is a dwarf as
P (dwarf) =
pd
pd + pg
, (5)
where p is the Bayesian posterior probability that the star
is a dwarf (d) or giant (g). These are in turn given by
pd,g = p˜(J ; r − J)p(HJ)
∏
n
pn(cn; r − J) (6)
where p˜ is a prior function calculated from the expected
color-magnitude distribution of dwarf or giant stars based
on a stellar population model of the Galaxy, p(HJ) is a like-
lihood based on the reduced proper motion HJ (a proxy
for absolute magnitude based on proper motion µ rather
than parallax), and pn are likelihoods calculated by com-
paring the colors cn (e.g., i − J or J − K) of a star with
those of established M dwarfs and giants. We used r − J as
an independent parameter that serves as a proxy for Teff .
We calculated p(HJ) using the distributions for asteroseis-
mic giants and dwarfs with high µ. We calculated color-
dependent likelihoods using the method of binary Gaussian
process (GP) classification and training sets of dwarf and
giant stars selected independently of color. Where available,
we also used measurements in the gravity-sensitive Mg Ib
resonant line at 5100A˚ (recorded as a “D51” magnitude in
the KIC) to better discriminate between high-surface grav-
ity dwarfs and low-surface gravity giants. We classified 4218
stars with r−J > 2.2 as M dwarfs, and 4513 as giants (clas-
sification failed for one star, KIC 9897227). Figure 3 plots
apparent J-magnitude and r−J color for the classified stars,
showing the dichotomy between the two classifications at
J ≈ 11.5.
We compared our classifications to those of DC13, who
fit KIC photometry of 3897 cool stars to a grid of atmo-
spheric and evolutionary model predictions (Dotter et al.
2008), and to those of H14 who fit KIC parameters, where
available, to stellar evolution model predictions, but also in-
corporated spectroscopic data to characterize Q1-16 target
stars. H14 also assigned parameters to formerly unclassified
stars using the Bayesian priors of their model. Of our 4218
dwarf stars, 1436 are not in the Dressing & Charbonneau
(2013) catalog; 810 of these were observed for a single quar-
ter, mostly in Q17, and 1117 of them were observed for fewer
than 5 quarters. Most of the 1436 missing stars are at the
cooler (∼ 3000K) or hotter (∼ 4000K) ends of the Teff range
and may have been excluded because of insufficient color in-
formation or the difficulty of discriminating between giants
and dwarfs, respectively. We identified 1109 stars from DC13
that were not in our dwarf sample. Two-thirds (735) of these
are hotter than 3900K, the nominal limit of our sample, and
nearly all have Teff > 3700K. Six stars from DC13 were clas-
sified as giants, but classifications for three are ambiguous.
Two of the other stars KIC 9330545 and 10731839, have re-
duced proper motions favoring a giant classification, and a
third, KIC 9330545, has colors indicating it is a giant.
There are 764 dwarfs and 1910 giants stars not listed
in H14, almost all were observed only during the Q0 or Q17
quarters that are excluded from the H14 catalog. The miss-
ing dwarfs were mostly (551) observed in Q17, but another
170 were observed in Q6. The giants were almost entirely
(1890) observed in Q0 and subsequently removed from the
target list. Forty-four of our dwarfs are classified by H14 as
giants (i.e., log g < 3.5). Ten of these are ambiguous cases
and have posterior probabilities that only marginally favor
the dwarf classification because they are fainter (J > 11.5)
and/or have small but significant proper motion (PM) in the
PPMXL catalog. The majority have classification probabil-
ities of > 0.95 because of their colors and high PM, many
from the high-quality SUPERBLINK catalog. 208 of our gi-
ants are classified by H14 as dwarfs (log g > 3.5). Only one
of these, KIC 7341653, has colors and a SUPERBLINK PM
that favor a dwarf classification: this star was spectroscop-
ically confirmed by Riaz, Gizis & Harvin (2006) and is also
an X-ray source.
We also inspected 13 stars that have HJ with one mag-
nitude of the dwarf locus but were classified as giants. All of
the PMs are from PPMXL and none exhibit the expected
motion of a few arc-sec in a comparison between POSS 1 and
POSS 2 images. Instead, in each case there is another star
within a few arc seconds and confusion may have produced
erroneously high PMs in PPMXL.
2.4 Stellar Properties
We estimated the temperature, metallicity, radius, luminos-
ity, and mass of all but two of the 4218 stars classified as
M dwarfs (Sec. 2.3). The procedure is described in detail in
Appendix C and only briefly described here. We related Teff
and [Fe/H] to Sloan colors using the 172 calibrator M dwarfs
with r − J > 2.2 in M15 and the method of Gaussian pro-
cess regression. Each of the two regressions used a stationary
squared exponential function with 7 hyperparameters: one
for amplitude and one for each of the six color terms in the
exponential. Hyperparameter values were optimized to min-
imize χ2 when comparing estimated Teff and [Fe/H] to the
known values of the calibrator stars. We applied these rela-
tions to the KIC stars to estimate Teff and [Fe/H]. We then
in turn applied the relations described in M15 to estimate
radius R∗, luminosity L∗, and mass M∗. For 101 stars, i.e.
most host stars of candidate or confirmed transiting planets,
spectroscopically-determined Teff and [Fe/H] are available
and these were substituted.
The estimated properties of the M dwarfs are reported
in Table 1. Figure 4 plots the distributions of the sample
with Teff and [Fe/H] assigned to the stars. The distribution
of Teff peaks at 3800-3850 K and falls sharply with cooler
or hotter temperature. The former is a manifestation of the
Malmquist bias produced by the flux-limited nature of the
Kepler target list. The latter is produced by our r−J > 2.2
cutoff. The sharp color cut does not produce an equally
sharp cutoff in Teff because the r − J colors of M dwarfs
are also weakly dependent on [Fe/H]. There are ten very red
(r−J > 5) dwarfs, all of which have assigned Teff < 2900 K.
Two stars (KIC 4076974 and 9834655) have r−J > 7, much
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Figure 3. Distribution of 8732 red Kepler (r − J > 2.2) stars
classified as M dwarfs (red) or M giants (blue) with r−J color and
apparent J-magnitude. The diagonal boundaries are artifacts as
a result of Kepler target selection to a limiting Kepler magnitude
(similar to r-band for red stars).
redder than our M dwarf calibration sample, and Teff as-
signment failed. It is likely that the colors of these two stars
have been affected by variability or photometric errors. The
first of these two is the high proper-motion M dwarf LSPM
J1945+3911 (Le´pine & Shara 2005). The other 8 of the 10
stars have not been previously identified. The distribution
of [Fe/H] has a mean value of -0.09 and a standard devi-
ation of 0.22 dex. The dispersion is indistinguishable from
that found among nearby M dwarfs as well as the Kepler
field (Mann et al. 2013; Gaidos et al. 2014), in part due to a
small adjustment in the J-band magnitudes (see Appendix
C), and the intrinsic scatter is 0.16 dex after subtracting
measurement error. Distributions of radius and mass calcu-
lated according to the relations in M15 are also shown in
Fig 4.
A photometric distance was calculated as
dphot = 10
(K−MK )/5+1, (7)
and is plotted in Fig. 5. The median distance is ≈ 190 pc.
The are three stars with reliable (±2 − 3pc) photometric
distances within 25 pc. The closest of these is KIC 3629762
(J19051335+3845050) at d ≈ 15.2 pc. This high proper
motion star was previously selected by Reid, Cruz & Allen
(2007) as likely to be within 20 pc of the Sun. KIC 10453314
is assigned a photometric distance of ≈ 13 pc but this esti-
mate is based on a Teff and henceMK which are much more
uncertain for this star. This star was identified as a nearby
(. 20 pc) M3 dwarf by Reid et al. (2004) and has a high
proper motion (LSPM J1854+4736, Le´pine & Shara 2005).
Figure 6 compares our estimates of Teff and R∗ to that
of DC13. Our values are systematically larger: the median
differences are 51 K and 14%, respectively. The difference
in Teff presumably reflects the use of observed colors vs.
those predicted by the PHOENIX stellar atmosphere model
used by DC13. The difference in R∗ is produced both by
the difference in Teff and the use of empirical radii vs. those
predicted by the Dartmouth stellar evolution model, which
is known to systematically under-predict empirical M dwarf
radii (e.g., Boyajian et al. 2012, M15). The model grid used
Figure 4. Distributions of estimated Teff , [Fe/H], radius, and
mass of Kepler M dwarfs.
by DC13 also did not extend below 3200K, although they
included some cooler spectroscopic values.
2.5 Multiple Systems
Multiplicity is an important stellar property in its own right.
It also affects estimates of transiting planet properties and
statistics via the properties of the possible host stars and the
dilution of the transit signal. To identify possible multiple
systems, adaptive optics (AO) and non-redundant aperture
masking (NRM) data was taken from Kraus et al. (2015),
which contains significantly more detail on the observations,
reduction, and derivation of detection limits. To briefly sum-
marize, observations were taken with the Keck 2 telescope
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Figure 5. Distribution of distances of Kepler M dwarfs based on
apparent K-band magnitude and estimated luminosities.
Figure 6. Comparison of stellar Teff (top) and radius (bot-
tom) estimated in this work with the model-based values of
Dressing & Charbonneau (2013) (DC13). The dotted lines rep-
resent equality and the points in the lower right-hand corner il-
lustrate median uncertainties. The Teff range of the model grid
used by DC13 did not go below 3200K although they adopted
some cooler spectroscopic values.
Figure 7. Detection limits for AO data in this survey as a func-
tion of ∆K ′ and angular separation (in milli arc seconds). De-
tections are shown with red circles for objects that are likely to
be bound systems and blue circles for objects are likely to be
background stars (See Section 2.5 for details). Detection limits
are shown as a shading gradient from black (no detections possi-
ble) to white (a detection is possible around all 60 targets). The
yellow solid line shows the median limit for the survey.
using natural guide star or laser guide star AO (depending
on target brightness and observing conditions) between 2012
May and 2014 August. All observations were conducted with
the NIRC2 detector and the facility AO imager in the K-
prime (K′) pass-band, as well as a 9-hole aperture mask for
NRM. All observations used the narrow-field camera and
smallest pixel scale (9.952 mas pixel−1). Observations of
each object consisted of four components; an acquisition ex-
posure, at least one shallow image (10-20s), two deep images
(> 20s each), and 6-8 20-sec exposures with a 9-hole mask in
place (NRM interferometry exposures). Modest adjustments
were made to the number of exposures and exposure times
to compensate for poor weather conditions.
For each AO image we corrected for geometric distor-
tion using the NIRC2 distortion solution from Yelda et al.
(2010), flagged dead and hot pixels, and removed cosmic
rays. We fit each detected source with a template point-
spread function (PSF) built from sources in images from
the same night. Separation and position angles were cal-
culated between the centroids of the PSF and ∆K’ values
were estimated between the primary and all other sources
in the frame, as presented in Kraus et al. (2015). NRM
data were analyzed following the method of Kraus et al.
(2008) and Kraus et al. (2011). This includes flat-fielding,
bad pixel removal, dark subtraction, extraction and cali-
bration of squared visibility and closure phase, and binary
model fitting. This survey included 54 of the 73 host stars
in our sample. Detections and detection limits for all obser-
vations are summarized in Fig. 7.
Systems resolved into multiples required additional
analysis to ascertain the properties of the individual compo-
nents. We first investigated the effect of multiplicity on the
primary parameters estimated from colors (see Appendix
B). This was done by adding the fluxes of randomly-selected
pairs of stars from our M dwarf training set, recomputing
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Figure 8. Error in estimates of the primary Teff produced by
an unresolved companion vs. the primary−companion contrast in
K ′-band. For comparison the solid line is the mean offset between
the color-predicted and actual Teff values (-33 K) among the M
dwarf calibration stars, and the dashed lines are plus and minus
one standard deviation (53 K).
colors, estimating Teff from the combined fluxes, and com-
paring it the estimated Teff of the primary. Physical pairs
of stars originate from the same molecular cloud and should
have very similar metallicities. Thus only pairs with metal-
licity values within 0.07 dex of each other were included; this
is the limiting resolution of our metallicity estimates and
stars with less difference in [Fe/H] were considered indistin-
guishable. Figure 8 plots the difference between estimated
and actual primary Teff due to the presence of a companion
with a certain K′-band contrast ratio (∆K′). The effect on
Teff is small for equal-contrast pairs which have similar Teff
and [Fe/H] and hence colors, reaches about -60 K for con-
trasts of ∼ 1 mag (as expected, companions make primaries
appear cooler), and approaches zero again for large ∆K′ be-
cause the secondary contributes negligible flux to the total.
Because we assume that the metallicities of the components
are very similar, it follows that the effect of the companion
on the estimated radius of the primary is small. For all cases
the error is comparable to the systematic offset and uncer-
tainty in estimating Teff from colors (solid and dashed lines
in Fig. 8) and was neglected in further analysis.
For each additional source found in our high-resolution
imaging we calculated the probability that this is a back-
ground star based on a star count calculation with the TRI-
LEGAL version 1.6 stellar population model at the centers
of each of the 84 Kepler CCD fields (see Appendix B). Every
simulated star from every field contributes to this calculation
with a weight w that is a Gaussian function of the angular
separation between the KOI and the center of the field of the
simulated star1, with a smoothing parameter of 1 degree. We
calculated the probability that a putative companion was a
background star as the likelihood that a brighter star (in the
1 TRILEGAL synthesizes populations at a single celestial coor-
dinate, thus all synthetic stars in a CCD field share the same
coordinate, i.e. the field center.
K-band) would fall closer to the primary, i.e.
pback = 1− exp

−piθ2Ω
fields∑
n
wnNn,K<K0
fields∑
n
wn

 , (8)
where θ is the angular separation between the primary and
putative companion, Ω is the field of view of an individ-
ual CCD, and Nn,K<K0 is the number of stars in the nth
field with K magnitudes brighter than that of the detected
source (K0). We also calculated a false-positive probability
that if the planet candidate were around the fainter com-
panion/background star it would be larger than Jupiter and
thus probably not a planet. These probabilities are reported
in Table 2.
We then estimated the properties of each possible com-
panion by computing the absolute magnitude in theK′ pass-
band, using the contrast ratio and assuming the stars are
at the same distance. We then estimated the companion
star Teff that reproduce that absolute K
′ magnitude using
a GP regression of the synthetic photometry against the
established properties of our calibrator M dwarfs, and as-
suming the primary and companion metallicities are equal.
Observed and estimated companion properties are given in
Table 2. In some cases, often when the source is probably a
background star, the regression failed or is an upper limit
(∼ 2500K) because such a companion would have to be
cooler than any of our calibrator stars. Synthetic K′ pho-
tometry was synthesized from calibrated infrared spectra
following the procedures in Mann & von Braun (2015). A
range of Teff values was tried, while [Fe/H] was set to the
primary value (estimated from photometry or obtained from
spectroscopy), and each value was weighted by a Gaussian
with estimated ∆K centered on the correct value of ∆K′
and with a standard deviation equal to the formal obser-
vational error of ∆K′. The Teff of the potential companion
was taken to be the weighted mean of all Teff values. A con-
trast ratio for the visible-wavelength Kepler bandpass Kp
was also calculated by GP regression in a similar fashion.
Teff and [Fe/H] values were then used to estimate the other
properties of the potential companion as described in Ap-
pendix C.
3 THE PLANETS
3.1 KOI Selection
We drew our planet candidates from the DR24 TCE re-
lease of the Kepler project pipeline. We selected 4261 KOIs
flagged as candidates plus 385 flagged as potential false pos-
itives (FPs) by the automated classification procedure, as of
24 October 2015. In the latter case we selected exclusively
those KOIs which only have the flag set for significant offset
or motion of the stellar image centroid. The Data Validation
(DV) reports three behaviors of the centroid; correlation of
centroid motion with variation in flux, offset of the centroid
of the transit signal image (the difference between in- and
out-of-transit images) with respect to the out-of-transit im-
age, and offset of the transit signal centroid with respect
to the nominal KIC position. The centroid FP flag is set if
any of these show a > 3σ effect. Of these KOIs, there are
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115 candidates and 5 potential FPs around the M dwarfs
selected in Sec. 2.3.
Eleven other KOIs are affiliated with stars that we clas-
sified as M giants. Three of these are in the KOI-314 (Kepler-
42) system, discussed below. KOI 977.01 was confirmed as a
false positive by Hirano et al. (2015). KOI 4948.01 was clas-
sified as a false positive based on significant centroid motion
and the transit-based stellar density (1.8 ± 0.8 g cm−3) is
inconsistent with an M dwarf. A spectrum of the host star of
KOI 5129.01 suggests it is a carbon (AGB) star (D. Latham,
comment in the Community Follow-up Observing Program
website) and the estimated “planet” radius equals that of
the Sun. KOI 5346.01 is flagged as a false positive due to the
≈ 11” offset of the transit signal from both the out-of-transit
signal and KIC coordinates. The stellar density for the host
of KOI 5346.01 based on the transit fit is consistent with a
dwarf, but with very large error bars. KOI 5752.01 is a simi-
lar case, but the offset of the transit signal is only marginally
significant. KOI 6165.02 is affiliated with an eclipsing binary
(Slawson et al. 2011). An R ≈ 60, 000 visible spectrum of
KOI 6391 (KIC 4160669) suggests a low log g (M. Endl,
private communication) The signal of KOI 6391.01 is actu-
ally offset by ≈ 7.5” south of the target star, where there
is a hotter, fainter (∆J ≈ 5.2 magnitudes) source (2MASS
J19291781+3917504). KOI 6475.01 is an ambiguous system
(P(giant)= 0.62) consisting of a pair of stars separated by
2”, possibly both rotational variables with periods ≈ 4 d
(Reinhold, Reiners & Basri 2013).
We inspected the Kepler light curves and DV reports of
our sample and identified 13 that are known or likely FPs
(a rate of 11%): KOI 256.01 which is a known post-common
envelope binary with a white dwarf (Muirhead et al. 2013):
KOI 950.01 is also listed as a EB in Slawson et al. (2011)
and has significant flux-weight centroid motion statistic.
KOI 1225.01 also appears in Slawson et al. (2011) and has a
very large transit depth inconsistent with a planet-sized ob-
ject. KOI 1654.01 was identified as an EB by Slawson et al.
(2011) and the planet transit fit parameters are inconsis-
tent with those of a dwarf star. KOI 1902.01 has an asym-
metric lightcurve inconsistent with a planetary transit, a
duration that is too short (1.7 hr) for its orbital period
(137 d), and is assigned a 93% FP probability by Swift et al.
(2015). KOI 2015.01 has a variable light curve and significant
centroid-flux correlation suggesting that the KIC star is not
the source of the transit. The transit signal of KIC 2570.01
is offset 2.7” to the NE of the KIC star, where there is a faint
source in a UKIRT J-band image. Likewise, KOI 2688.01 is
significantly offset to the SW. KOI 3749.01 exhibits a dis-
tinctly non-planetary V-shaped light curve and was assigned
a FP probability of 86% by Swift et al. (2015). KOI 3773.01
has a significant transit offset but also a V-shaped lightcurve
and ellipsoidal variation suggestive of an EB. KOI 3810.01
also has a V-shaped transit lightcurve, an estimated radius
of 9.8R⊕, near the planetary limit, and a best-fit impact pa-
rameter b ∼ 0.9. KOI 4808.01 is offset 1.7” from the host
star where there is a fainter star in the UKIRT image. The
transit signal of KOI 7137.01 is about 7” from the KIC and
unlikely to be related to the star. Finally, Swift et al. (2015)
assigned KOI 3263.01 a FP probability of 71%, however this
is a particularly interesting but ambiguous object which we
retain to motivate follow-up observations and discuss in Sec-
tion 5.2.
Three notable M dwarf systems do not appear in our
catalog: KOI 314 (Kepler-138), 961 (Kepler-42), and 2704
(Kepler-445). The first is mis-classified as a giant because of
its low metallicity and unusual colors, bright J-band mag-
nitude, and lack of a z-magnitude. The other two lack CCD
r-band magnitudes for constructing an r − J color. These
are among the very coolest Kepler stars, which has the un-
fortunate side-effect of limited reliable photometry in the
KIC.
3.2 Light Curve Fitting
For stars with no AO data or no detected companions
within 2 ′′, we used the available transit fit posteriors from
Swift et al. (2015). They fit long- and short-cadence Kepler
data for 165 of the KOIs orbiting M dwarfs using an MCMC
framework including improved handling of systems with sig-
nificant transit timing variations. The fits from Swift et al.
(2015) are generally consistent with those produced by the
Kepler data validation fits (Rowe et al. 2014, 2015), with a
median difference in RP /R∗ of just 0.2%, and 76% of RP /R∗
values agreeing within 1σ.
We refit the light curves of 20 KOIs missing from
Swift et al. (2015), mostly KOIs identified after publica-
tion. We downloaded Q1-17 light curves for the remain-
ing KOIs from the Barbara A. Mikulski Archive for Space
Telescopes (MAST). For each KOI we extracted the Pre-
search Data Conditioning (PDCSAP, Stumpe et al. 2012)
light curve data during transit along with a 3 hour interval
on each side. Data with obvious non-transit artifacts (e.g.,
stellar flares) and data covering less than half of a transit
were identified by eye and removed. We fit the out of transit
light curve with a third order polynomial to remove trends
in the light curve unrelated to the transit (mostly from stel-
lar variability), and then stacked the data into a single light
curve for each planet candidate.
We fit the stacked curves using a modified version of the
Transit Analysis Package (TAP, Gazak et al. 2012), which
uses a Mandel & Agol (2002) model with a quadratic limb-
darkening law. We modified TAP to calculate the host star’s
density using the equations from Seager & Malle´n-Ornelas
(2003) during each MCMC step. TAP compares this value
to the density from the spectroscopic/GP stellar parame-
ters derived previously, and applies an additional penalty
to the likelihood. Similar methods have been used to de-
rive orbital eccentricity (Dawson & Johnson 2012) and iden-
tify FPs (Sliski & Kipping 2014). Here we assumed that the
planets are real, all orbit the same star, and have low eccen-
tricities as found for small planets (Van Eylen & Albrecht
2015), and instead we used the density data to better con-
strain the transit parameters, and in the case of binaries,
help identify the host star (Section 3.3)
We applied a prior drawn from the model-derived limb-
darkening coefficients from Claret & Bloemen (2011). For
each star we interpolated our stellar parameters (log g, Teff ,
[Fe/H]) onto the Claret & Bloemen (2011) grid of limb-
darkening coefficients from the PHOENIX models, account-
ing for errors from the finite grid spacing, errors in stel-
lar parameters, and variations from the method used to de-
rive the coefficients (Least-Square or Flux Conservation). By
stacking the transits, we effectively erased information about
the planet period, so we used a prior from the Kepler fits.
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Figure 9. Posteriors of fits for transit duration, impact parame-
ter (b), and planet-to-star radius ratio (RP /R∗) for the light curve
planet candidate KOI 4928.01. Two-dimensional distributions are
shaded to include 68%, 95%, and 99.7% of the MCMC steps.
The locations of maximum likelihood are marked with dashed red
lines. The posteriors for these three parameters resemble Gaus-
sians, but show significant correlations with each other.
Comparison to fits done by Swift et al. (2015), suggested
this has a negligible effect on the results provided there are
no significant transit timing variations. Eccentricities were
forced to be small (< 0.1), and red noise was set to zero.
Other fitted parameters (impact parameter, transit dura-
tion, RP /R∗, argument of periastron, white noise) were fit
without constraint (other than physical limits) and uniform
priors.
For the 20 single stars we refit our results are gener-
ally consistent with those from the Kepler data validation
fits. Excluding the two most discrepant fits (3090.02 and
6635.01), the median difference between our RP /R∗ values
and those from (Rowe et al. 2015) fits is 0.1%. Further, 88%
of our RP /R∗ values are within 1σ of those from Kepler, and
all are within 3σ (again excluding 3090.02 and 6635.01). The
Kepler fit for 3090.02 assigned an impact parameter > 1,
yielding an unphysical RP /R∗ of 92±8. For 6635.01 the Ke-
pler fit has an RP /R∗ twice our own (0.033 versus 0.015),
although the exact reason for this large disagreement is un-
clear.
We report the results of our transit fits in Table 3 along
with the 1σ errors. The fit posteriors are typically near-
Gaussian, but also show strong correlations between param-
eters (Figure 9), so such errors should be used with caution.
3.3 Host Star Assignment and Transit Dilution
Kepler pixels are 3.98′′ across, and photometric data is ex-
tracted typically using apertures 2-4 pixels on a side (de-
pending on the target and crowding). As a result, a given
light curve can contain flux from multiple stars which di-
lutes the transit signal, causing the estimated planet-to-star
radius ratio to be erroneously low. Kepler Pre-search Data
Conditioning (PDCSAP, Stumpe et al. 2012) removes con-
taminating light from nearby stars using their estimated KP
magnitudes from the KIC, but this is ineffective if the stars
are not resolved in the KIC (. 2′′). For KOIs with such
companions, transit depths from Swift et al. (2015), which
are based on PDCSAP data, will be underestimates. The
identity of the host star also matters to planet parameters
if the stars within a system are not identical. Moreover, if
planet occurrence is calculated per primary star rather than
per system then planets found to orbit companions must be
excluded.
For each KOI with one or more additional stars within
the Kepler aperture that are identified in the KIC and are
bright enough to affect the light curve more than statisti-
cal errors (∆KP . 3) we refit the Kepler light curves using
TAP. Dilution was included as an additional parameter fol-
lowing the method from Johnson et al. (2011). Dilution in
the Kepler bandpass was determined (with errors), along
with companion stellar parameters from the primary stellar
parameters and ∆K′ values using the GP analysis described
in Section 2.5, which was incorporated as a prior in the TAP
fit. This derivation of ∆KP assumes that the nearby star is
a true companion, however, based on our background star
calculations (Section 2.5) this is likely to be case for all or
nearly all systems we refit. Background stars are much more
likely to be > 2′′ away from, and much fainter than the pri-
mary, and hence are generally either identified in the KIC
(and removed in PDCSAP data) or have a negligible effect
on the transit depth.
Potentially a more significant problem than tran-
sit dilution is identification of the host star. If two or
more stars land within the Kepler aperture the planet
may potentially orbit any of them. We used two meth-
ods to identity the host star: inspection of the Kepler
difference images (Bryson et al. 2013), and comparison of
the stellar densities derived from the transit light curve
(Seager & Malle´n-Ornelas 2003) to those determined from
the GP analysis (Section 2.5).
We ignored nearby stars that are too faint to repro-
duce the light curve unless the transiting object is much
larger than a planet (> 3RJ ). While it possible that the
transit signal is from a background eclipsing binary, such
systems typically exhibit characteristic signs in their light
curves (e.g. V-shaped transit, secondary eclipse), which can
be detected by the Kepler vetting process. Comparison with
the astrophysical FP estimates (Morton 2012; Swift et al.
2015) suggests this accounts for less than 3% of systems.
Difference images were constructed by subtracting
stacked in-transit images from stacked out-of-transit images,
resulting in an image of the transit (see Bryson et al. 2013,
for more information). We compared the centroid of the dif-
ference image to the KIC coordinates after correcting for
proper motions (where available) between the Kepler obser-
vations (2009-2012) and the KIC epoch (taken from 2MASS
Skrutskie et al. 2006). This was sufficient to identify the
source of the transit signal from systems with separations
> 2” (and in some cases smaller separations). In all cases
the signal was associated with the primary star. This left 16
tight systems with ambiguous parent star identifications.
We refit each of these 16 systems twice, each time as-
suming a different parent star (KOI 2626 is a triple system
and hence fit three times). For each fit we adjusted the di-
lution and limb-darkening priors based on the assumed host
star. We adopted a uniform prior on stellar density, and
forced eccentricity to 0, but otherwise the fits are unchanged
from the method outlined in Section 3.2. As with the efforts
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to remove dilution this assumes the nearby stars are true
companions, but as before this is likely always the case as
background stars are generally too faint to produce the tran-
sit signal or separated enough from the primary to be ruled
out by the difference images.
We took the posterior output chains from each TAP fit
and computed the stellar density posterior (Fig. 10) follow-
ing the formula from Seager & Malle´n-Ornelas (2003). Be-
cause our fits assumed e = 0, we multipled these densities
by an eccentricity correction assuming a Rayleigh distrub-
tion with mean e = 0.05 (consistent with the Solar system
and small explanets, Van Eylen & Albrecht 2015). For both
the primary and companion(s) we then computed the prob-
ability that the value of the stellar density at each link in
the MCMC is consistent with the spectroscopic/GP density
with the formula:
Si =
1
σρGP
√
2pi
exp
(−(ρTr,i − ρGP)2
2σ2ρGP
)
, (9)
where ρGP is the density of the star from the spectrum or
Gaussian process with associated error σρGP , and ρTr,i is
the stellar density derived from the transit for link i. Si is
computed for the primary and companion separately. As-
suming that the transit signal can only arise from one of the
stars considered (so the sum of the probabilities must be
one) then the probability that a planet orbits the primary
(Pprim) is
Pprim =
∑
i Si, prim∑
i Si, prim+
∑
i Si, comp
. (10)
The same calculation can be done for the companion (Pcomp,
or any star) by swapping the Si for the primary star with
that of the companion. This can also be generalized to more
than two components by adding the relevant term to the
sum in the denominator. For our sample, two stars were
sufficient for all but KOI 2626. We report the derived transit
parameters (period, impact parameter, transit duration, and
RP /R∗) for each of the stars separately in the bottom of
Table 3, along with the probability that the planet orbits a
given component in the binary.
These parent star assignments are only statistical es-
timates; it may be that an individual system is unusually
eccentric and thus deviates significantly from the assumed
Rayleigh distribution. Our analysis also assumes that all
candidate planets in a detected system orbit the same star.
In at least one system (KOI 3444) this does not appear to
be the case (see Section 5.2).
4 PLANET POPULATION INFERENCE
We calculated the occurrence per primary star, i.e. we ex-
cluded any planets determined to orbit a putative compan-
ion star, as determined in Section 3.3 (we are obviously
excluding the companion stars from our statistic as well).
Since the determination of the host star is probabilistic, we
weighted each planet by the probability that it orbits this
primary. This turned out to be a relatively minor correc-
tion: the probabilities that the planets orbit a companion
sum to ∼ 4% of the total planet tally. We used the planet
properties determined in Section 3, calculated by combin-
ing the revised stellar parameters from Section 2 with the
revised transit parameters from Section 3, accounting for
known stellar multiplicity (Section 3.3).
4.1 Method of Iterative Monte Carlo
The intrinsic distribution of planets with radius and orbital
period was calculated using the method of sequential Monte
Carlo with bootstrap filtering (Cappe, Godsill & Moulines
2007), which we call the Method of Iterative Monte Carlo
(MIMC). This method treats planets as discrete objects,
does not rely on binning of data (e.g., Howard et al. 2012),
and readily permits the incorporation of probabilistic (prior)
descriptions of planet or stellar properties. It was previously
employed in calculating the distribution of planets around
solar-type stars (Silburt, Gaidos & Wu 2015) and Kepler M
dwarfs (Gaidos et al. 2014). Briefly, the process of inference
begins with a large trial population of simulated planets on
isotropically oriented orbits, parameters distributed over the
range of possible values, and placed uniformly among stars.
A simulation of Kepler detections that accounts for both the
geometric probability of a transiting orbit and the signal-to-
noise of any transits is performed on this population. Sys-
tems that are “detected” are then replaced with randomly
selected actual detections. The revised trial population is
shuffled among the host stars and the process is repeated
until simulated detections are statistically indistinguishable
from the actual set of detections. After convergence, the trial
population represents the intrinsic population of planets, to
the degree that detection by Kepler is accurately modeled.
Kepler pipeline detection efficiency was modeled as a
function of the Multiple Event Statistic (MES), which de-
scribes the statistical significance with which the data can
be described by a box-shaped model transit signal, and is
approximated by
MES ≈ 8.4× 10−5
(
Rp
R∗
)2√
90 d
P
∑
n
1
CDPP(τ )2n
, (11)
where the CDPP(τ ) is the value of the Combined Differential
Photometric Precision in the nth Kepler observing quarter
interpolated or extrapolated from 3, 6, and 12 hr intervals
to the transit duration via a linear fit vs. inverse square root
of the duration. The summation is over all quarters in which
a star was observed.
Christiansen et al. (2015) performed injection-and-
recovery tests with artificial transit signals in the lightcurves
of 10,000 Kepler stars and found that the detection effi-
ciency was about half the ideal value of 50% at MES =
7.1σ, and could be described by a sigmoidal function of MES
with parameters that depend on stellar type. There are 96
injection-and-recovery experiments on the M dwarfs in our
sample, and we found the parameters of a logistic function
1/(1+exp(−(MES−MES50%)/σ)) that maximized the like-
lihood: MES50% = 8.98 and σ = 1.43. This best-fit logistic
curve lies between those for FGK dwarfs and M stars (mostly
giants) in Fig. 3 of Christiansen et al. (2015). A second set
of injection-and-recovery experiments was performed by the
Kepler project to account for changes between the Q1-16
and the DR24 pipelines2. We identified 2272 M dwarfs in
2 http://exoplanetarchive.ipac.caltech.edu/docs/DR24-Pipeline-
Detection-Efficiency-Table.txt
Small Worlds After All 11
Figure 10. Posterior probability density as functions of stellar density (ρ) for KOI 3284 (left) and KOI 2179 (right). The dashed lines are
the posteriors derived from analysis of the spectroscopy and photometry (Section 2.5, while the solid lines are derived from the transit
light curve fit. In the case of KOI 3284 the planet is around the primary, while for KOI 2179 the host star is ambiguous.
this experiment and found best-fit values MES50% = 10.01
and σ = 1.46. We found a negligible difference between
the best-fit values for experiments with P < 40d and with
40 < P < 180d orbits. These detection efficiencies were in-
corporated into MIMC as follows: A Monte Carlo planet was
detected if a random number drawn from a uniform distri-
bution was less than the best-fit model detection efficiency
for the estimated MES.
To accurately model the uncertainties in planet radii,
the nominal radius of each planet in the pool of actual de-
tections was replaced by up to 1000 values with a disper-
sion representing the uncertainty in radius, specifically the
uncertainties in R∗ and Rp/R∗, taken to be independent
and added in quadrature. The values of Rp/R∗ were ran-
domly drawn from the posteriors generated during transit
light curve fits (Sec. 3.2), either from our own fits, or pro-
vided by J. Swift (private communication). Values of R∗
were drawn from a Gaussian distribution.
As described in Silburt, Gaidos & Wu (2015), the ra-
dius of a planet near the detection limit of Kepler is a biased
value. Given a finite uncertainty in radius and a detection
bias towards larger planets, the value is more likely to be an
underestimate of a larger value than an underestimate of a
smaller value because the latter is less likely to be detected
and appear in the catalog. This effect can be approximately
accounted for by taking each of the values from the distri-
bution described above and calculating the fraction of all
target stars around which the planet with that radius (and
orbital period) would have been detected. The distribution
of possible radii of a small planet near the detection thresh-
old becomes a truncated, strongly asymmetric distribution.
The radius distribution of a large, easily-detected planet is
unaffected.
Errors in the inferred distributions were calculated by
the Monte Carlo bootstrap method. For each bootstrap it-
eration, the total size of the simulated sample of detections
was drawn from a Poisson distribution with mean equal to
the actual size; the simulated catalog was then drawn by
sampling with replacement. The inferred distribution was
calculated as described above, and standard errors were con-
structed by computing the variance of the number of planets
Figure 11. Intrinsic radius distribution of Kepler M dwarf plan-
ets. The grey lines are 1σ intervals as established by Monte Carlo
bootstrap calculations. There are no detections in the smallest
radius bin.
at a given radius over all simulated samples. Figures 11 and
12 plot the inferred radius and period distributions of plan-
ets on with P = 1.2 − 180 d. There are no planets smaller
than 0.2R⊕ in the sample so the smallest radius bin has
no significance. The total occurrence for 1-4R⊕ planets us-
ing the Christiansen et al. (2015)-based detection efficiency
model is f = 1.9± 0.3. Using the detection efficiency model
based on the DR24 experiments we found f = 2.2±0.3. The
difference is only 1σ but we adopted the latter value as more
accurate.
4.2 Planet Clustering and Coplanarity
A full description of the occurrence of planets should in-
clude a description of their non-Poisson correlated distribu-
tion among stars (Swift et al. 2013; Muirhead et al. 2015;
Ballard & Johnson 2016) and the coplanarity of their orbits
(Lissauer et al. 2011; Fang & Margot 2012). Orbital copla-
narity will reduce the number of detected systems compared
to the isotropic case, but the number of transiting planets
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Figure 12. Intrinsic period distribution of Kepler M dwarf plan-
ets. The grey lines are 1σ intervals as established by Monte Carlo
bootstrap calculations.
per system will be higher. Figure 13 shows the distribution of
the 66 single and multi-planet systems comprising 97 plan-
ets with orbital periods between 1.2 and 180 d. Our sample
includes 50 singletons, 7 systems with two detected planets,
5 with three planets, and two each with four and five plan-
ets. The errors are based on Poisson statistics and thus are
overestimates if planets are clustered.
We compared the observed distribution with calculated
distributions based on assumptions about the clustering and
coplanarity of planets. We assumed that the period and ra-
dius distribution of planets is independent and separable
from the distributions of occurrence and mutual inclinations,
as well as the properties of the host star. This was in part a
practical requirement because the small size of the sample of
detected planets prohibits too many divisions. This assump-
tion allowed us to calculate the distribution of transiting
planets without regard for detection completeness correc-
tions because these can be factored out of the equations de-
scribing the distribution of planets in multi-planet systems.
These calculations used information on the densities of the
host stars and the distribution with orbital period, as these
affect the transit probability. The predicted absolute planet
occurrence - one of the parameters of the models - is thus
incorrect because detection efficiency is not accounted for.
However, the distribution among single- and multi-planet
systems is still accurate.
In each of these calculations, we simulated 105 systems
with the numbers of planets drawn from a specified distri-
bution and placed randomly around the stars in our entire
Kepler dwarf sample. Orbital periods are drawn from the
distribution inferred in Sec. 4.1. For coplanar systems, the
inclination of the normal of a common (mean) plane to the
line of sight θ was selected from an isotropic distribution.
Orbital inclinations δ relative to the common plane were se-
lected from a Rayleigh distribution3 with dispersion σ and
an ascending node ω drawn from a uniform unit distribution
3 In the limit of small δ, the random walk of an orbit normal
with respect to the normal of the common plane becomes a two-
dimensional walk with δ as the distance from the origin and de-
scribed by a Rayleigh distribution.
over [0,2pi]. For small mutual inclinations, and θ near pi/2
(the condition for transits to occur), the minimum angular
separation between star and planet as seen by the observer
is
b = δ cosω + pi/2− θ. (12)
The condition for a transiting orbit is
b < 0.238ρ−1/3∗ P
−2/3, (13)
where the stellar density ρ∗ is in solar units and P is in days.
We considered several combinations of planet distribu-
tion and orbital geometry. The first and simplest scenario
has a uniform number N of planets per star on isotropically-
oriented orbits. Setting N = 1 minimizes χ2 to be 63.3
(ν = 6) but this model can be rejected out of hand be-
cause it does not explain multi-planet systems. In the sec-
ond scenario, planets are Poisson-distributed among stars
and placed on isotropically-oriented orbits and there is a
single fitting parameter, mean occurrence, chosen to repro-
duce the total number of detections. This scenario pro-
vides a better fit (χ2 = 15.3, ν = 6, red-dashed line
in Fig. 13), but significantly underestimates the number
of multi-planet systems, as found by Ballard & Johnson
(2016); Muirhead et al. (2015). The best-fit occurrence is
0.50, an under-estimate because the detection efficiency of
Kepler for the smallest, numerous planets is ≪ 1, even
around M dwarfs. We also considered two other scenar-
ios where the planets are nearly co-planar. The best-fit co-
planar model with a Poisson distribution of number of plan-
ets per star gives χ2 = 13.2 (ν = 5). However, an expo-
nential distribution of planets per star yields a far superior
fit (χ2 = 3.2; solid line in Fig. 13).4 The dispersion in the
mutual inclinations is only 0.25 deg.
Previous analyses of solar-type Kepler stars have like-
wise found that the best-fit single-population models for
planets around solar-type stars significantly under-predict
the number of single-transit systems (Lissauer et al. 2011;
Hansen & Murray 2013). A distinct population of systems
with single planets or large mutual inclinations was pro-
posed; Ballard & Johnson (2016) estimated that about half
of all M dwarf systems are members of this population.
The dotted blue curve in Fig. 13 shows the best-fit model
(χ2 = 6.0, ν = 4) is a mixture of 69% coplanar (mutual
inclinations ∼ 0.2 deg), and 31% planets with isotropic or-
bits. However, as we have shown, two-population model ares
neither unique nor necessarily the best explanation for the
observed distribution.
We tested the effect of clustering and orbital copla-
narity on occurrence by determining the ratio of the mean
occurrence of planets for the chosen best-fit model to that
of the Poisson/isotropic model. The ratio of the mean oc-
currences is independent of the Kepler detection efficiency,
but only if the period/radius distribution of planets are in-
dependent of the coplanarity and clustering. In the case of
the coplanar/exponential planet distribution model this ra-
tio was found to be indistinguishable from unity: coplanar
systems are less likely to intersect the line of sight than a
4 An exponential distribution differs from the Poisson distribu-
tion in that the variance is equal to the square of the mean, rather
than equal to the mean.
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Figure 13. Distribution of detected Kepler M dwarf systems
among single- and multi-planet systems. The red dashed line is
a model which matches the overall occurrence and assumes the
planets are Poisson-distributed among stars and on isotropically-
oriented orbits. The blue dotted line assumes a combination of
single planet systems and multi-planet, near coplanar systems
with a constant occurrence of planets; the solid black line is a
single population model with exponentially-distributed numbers
of planets on nearly coplanar orbits.
collection of independent isotropically-oriented orbits, but
will produce more transiting planets if they do.
5 ANALYSIS AND DISCUSSION
5.1 The M Dwarf Planet Population
Estimated planet radius vs. orbit-averaged irradiance for all
106 candidate planets around M dwarfs are reported in Ta-
ble 4 and plotted in Fig. 14. The small effect of non-zero
orbital eccentricity was neglected in calculations of irradi-
ance. The vast majority of planets experience stellar irradi-
ance well in excess of the terrestrial value, but 12 objects
(KOIs 571.05, 854.01, 1422.04, 2418.01, 2626.01, 3263.01,
3444.02, 4290.01, 4427.01, 4463.01, 5416.01, 7592.01) have
values no more than 1σ above 90% of the terrestrial value
(green hashed zone), a nominal runaway greenhouse limit
for Earth-like planets orbiting M dwarfs (Kopparapu et al.
2013; Mann, Gaidos & Ansdell 2013).
We find that, on average, each M dwarf hosts 2.2± 0.3
planets with radii of 1-4R⊕ on orbits with P < 180 d.
Our estimate within one standard deviation of previous
estimates by DC13, Gaidos et al. (2014), Morton & Swift
(2014), and DC15. The major differences between our anal-
ysis and that of DC15 is our use of empirical rather than
model-based stellar parameters and our employment of a
simple function with signal-to-noise ratio (SNR, or multiple
event statist, MES) to describe the detection efficiency cal-
culated by numerical transit injection and recovery exper-
iments, rather than the experiments themselves. However,
Silburt, Gaidos & Wu (2015) found that a single SNR crite-
rion approximately reproduced the injection-and-recovery-
based estimates of Petigura, Howard & Marcy (2013) over
a wide range of P and Rp. (The exception was at P ∼ 1 yr
comparable to the three-transit limit, which is not relevant
to the range we consider, and only for the very smallest
Figure 14. Radius vs. irradiance (in terrestrial units) of candi-
date and confirmed planets orbiting the Kepler M dwarf sample.
Points are color-coded by the Teff of the host star, with yellow
representing 4000 K and deep red 3000 K. The green hatched area
is a nominal ”habitable zone” with an inner edge defined by the
conservative runaway greenhouse condition of (Kopparapu et al.
2013).
planets near the detection threshold.) Our figure for the un-
certainty in the occurrence includes the effect of random
errors in the stellar and planet parameters, but does not
include systematic errors in the detection efficiency of the
Kepler mission.
We find that the distribution of M dwarf planets can be
matched if planets orbit in the same plane, with negligible
mutual inclinations (∼ 0.2◦), and if planets are clustered,
i.e. the system-to-system variance is larger than Poisson.
An exponential probability distribution works well, but this
description may not be the only adequate one. One possible
explanation for an exponential distribution is that planet
formation is a sequential process, e.g. see Chatterjee & Tan
(2014). The dynamical ”coolness” of M dwarf planetary sys-
tems might be due to the paucity of Neptune- and Jupiter-
size planets, at least on close-in orbits (Johnson et al. 2010;
Gaidos & Mann 2014), that would tend to dynamically ex-
cite the system.
Multiple studies of Kepler M dwarfs, including this one,
have found an elevated number of Earth- to Neptune-size
planets relative to the numbers around solar-type stars (e.g.,
Howard et al. 2012; Mulders, Pascucci & Apai 2015). This
trend of increasing small-planet occurrence with decreas-
ing Teff runs counter to a possible trend of decreasing giant
planet occurrence (Johnson et al. 2010; Gaidos et al. 2013;
Gaidos & Mann 2014) but since the occurrence of the lat-
ter is much lower than the former, the elevated numbers
of small planets cannot be the product of a population
of “failed Jupiters” (e.g., Laughlin, Bodenheimer & Adams
2004; Mann, Gaidos & Gaudi 2010). One possible explana-
tion is that the protoplanetary disks around young M dwarfs
are more compact than their counterparts around solar-
type stars, spawning more planets at shorter orbital peri-
ods. Another possible explanation is that planet migration
is somehow more efficient in M dwarf disks; the existence of
multi-planet systems, particularly those with planet pairs
near mean-motion resonances, suggests that migration is
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important (Muirhead et al. 2015; Mulders, Pascucci & Apai
2015).
Our inferred intrinsic planet radius distribution peaks
at ≈ 1.2R⊕ and declines at smaller and larger radii. The ra-
dius distribution is essentially zero by 4R⊕ and larger plan-
ets appear to be exceptionally rare close to M dwarfs. A no-
table exception is the hot Jupiter Kepler-45b (KOI 254.01,
Johnson et al. 2012). We estimated that the host star has a
radius of 0.63R⊙ and thus the planet is slightly larger than
previously estimated: 1.16RJ , increasing the likelihood that
it is inflated relative to predictions by evolution models. In
addition to Kepler-45b, we identified two other candidate
Saturn-size planets; KOI 3263.01 and 5416.01, as well as a
5R⊕ ”super-Neptune” (KOI 4928.01). KOI 3263.01 is dis-
cussed further in Sec. 5.2. We caution that it is possible
that the paucity of giant planets around Kepler M dwarfs is
in part due to their very large transit depths causing mis-
identification as eclipsing binaries, as was the case of KOI-
254 (Slawson et al. 2011).
A significant difference in our radius distribu-
tion compared to that of DC15 is a decrease at
smaller radius, whereas DC15 found a plateau like
that found by similar analyses of solar-type stars (e.g.,
Petigura, Howard & Marcy 2013). We attribute this to our
de-biasing of the radius distribution for individual detec-
tions, i.e. we account for the likelihood that radii are more
likely to be underestimates of larger values than overesti-
mates of smaller values. The behavior of the distribution at
small radii also depends on the model of theKepler detection
efficiency. We experimented with different descriptions of the
detection efficiency, including a step function at MES=7.1,
and the gamma distributions of Christiansen et al. (2015)
for M stars and FGK stars. We find that the exact shape
of the radius distribution depends on the assumed detection
efficiency, but the peak and the turnover at smaller radii are
robust.
The distribution with logP is approximately flat ex-
cept for a decline at orbital periods less than a few days,
and possibly at ∼ 50 d. The former is consistent with all
previous analyses of both solar-type stars and M dwarfs
(e.g., Howard et al. 2012; Petigura, Howard & Marcy 2013;
Silburt, Gaidos & Wu 2015) and presumably reflects some
inefficiency of planet formation or migration very close to
host stars.
Our method of inferring the intrinsic planet population
assumed that the distributions of planet radius and orbital
period are independent and separable. However, there are
theoretical expectations that planets on wider orbits will re-
tain envelopes of low molecular weight volatiles and have
larger radii (e.g., Owen & Wu 2013; Luger et al. 2015). To
evaluate the possible dependence of radius distribution with
orbital period, we split the KOI sample into two equal-sized
samples for short (< 8 d) and long (> 8 d) periods. We calcu-
lated the intrinsic radius distributions from both subsamples
and the normalized versions are compared in Fig. 15. The
corresponding values of occurrence are 0.34 and 1.59 but the
detection efficiency of short-period planets is much higher.
The distributions suggest that there are comparatively more
super-Earths on P > 8 d orbits than at shorter periods,
but each of these distributions has large uncertainties (not
shown for clarity but see Fig. 11). To evaluate whether the
distributions are significantly different relative to these un-
Figure 15. Normalized distributions with radius of planets on
orbits with P < 8 d (black) and P > 8 d (grey). There are
no detections in the smallest radius bin. The two histograms are
slightly offset for clarity.
certainties, we calculated a two-sided Kolmogorov-Smirnov
(K-S) D value of 0.23 between the short-period and long-
period distribution. We then repeated this with 1000 pairs
each of short-period only, and long-period only distributions
selected from the bootstrap Monte-Carlo calculations. For
each value of D from the short-long K-S comparison we cal-
culated the fraction of short-short or long-long D values that
were above this value; this is the probability that the short-
and long-period distributions are actually both drawn from
the same distribution and have a D value at least as large
as 0.23 simply due to random fluctuations. These proba-
bilities are 0.07 and 0.28, respectively, and thus the short-
period and long-period distributions are only marginally dis-
tinguishable. Our assumption that the radius distribution is
period-independent for P < 180 d is, to first order, correct,
but a larger sample is required for a more definitive answer.
While the relationship between the metallicity of dwarf
stars and the occurrence of close-in giant planets, includ-
ing around M dwarfs is clearly established (Gaidos & Mann
2014), any connection between metallicity and smaller plan-
ets is much more controversial. Sousa et al. (2008) found
no relationship for Neptune-size planets around stars in
a large high-precision Doppler survey. Mann et al. (2013)
found no significant difference between spectroscopy-based
metallicities for Kepler M dwarf planet hosts vs. the back-
ground population. In contrast, Buchhave et al. (2014) used
a sliding Kolmogorov-Smirnof (K-S) statistic to establish
three planet radius ranges with different metallicity dis-
tributions for solar-type stars. Schlaufman (2015) criti-
cized Buchhave et al. (2014) on statistical grounds and
concluded that the data support a continuous variation
of the metallicity-dependence of planet occurrence with
radius, rather than distinct “regimes”. Wang & Fischer
(2015) adjusted photometry-based metallicities using spec-
troscopic values and claimed that the occurrence of Earth-
to Neptune-size planets around metal-rich stars is a factor
of two higher than average.
Our M dwarf sample includes a preponderance of sys-
tems with small planets suitable for such a comparison, al-
though it may be hampered by the large uncertainties asso-
ciated with photometry-based metallicities. Figure 16 plots
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the distribution of estimated [Fe/H] for stars with (solid
line) and without (dashed line) detected exoplanet hosts, af-
ter adjusting for the offset found between photometric and
spectroscopic values (Appendix C). The distribution of the
host-star sample is scaled to the size of the non-host star
sample for ease of comparison. A K-S comparison of the
two distributions suggests they are the same (D = 0.083,
p = 0.68). For comparison we calculated 10,000 values of D
by constructing Monte Carlo versions of [Fe/H] values ad-
justed by adding errors according to normal distributions,
and comparing host-star-sized subsamples to the non-host
star sample. The p value given by the fraction of K-S D
values above 0.072 is similar (0.66). These finding agree
with those of Mann et al. (2013), i.e. the metallicity dis-
tribution of M dwarf planet hosts (almost exclusively small
planets) is indistinguishable from that of the overall popu-
lation. We rule out any mean differences between the two
sets of stars > 0.064 dex with a confidence of 99% (K-S
probability < 0.01).
Stellar age may also be an underlying determinant of
planet occurrence. (Age and metallicity are weakly related
except for the oldest stars). As stars become older their
space motions increase and they spend more time away from
the natal Galactic plane. Ballard & Johnson (2016) reported
that multi-transiting planet systems among KeplerM dwarfs
tend to be closer to the mid-plane of the Galaxy compared
to single-planet systems. Figure 17 plots the distribution of
distance above the Galactic plane relative to the Sun for M
dwarfs with (solid line) and without (dashed line) detected
transiting planets (the former is scaled up). Stars with de-
tected planets tend to appear closer to the plane than those
without. A K-S comparison of the two samples has a D pa-
rameter of 0.18 and p = 0.015 that the two samples are
drawn from the same population). The significant issue here
is that of detection bias; the Kepler field limits the range of
Galactic latitude observed and stars closer to the mid-plane
are likely to be closer, brighter and thus more amenable to
planet detection. We controlled for this by controlling for ap-
parent r-band magnitude (similar to the Kepler magnitude
for M dwarfs). We constructed a new non-host sampling by
selected with replacement from the original, retaining ony
those stars with magnitudes within 0.1 magnitude of a ran-
domly chosen host star. The D value for the comparison
between this sample and the host sample is only 0.11 and
p = 0.28. Thus, after proper control of bias, there is no sig-
nificant evidence from our catalog that M dwarf host stars
of detected transiting planets are preferentially closer to the
Galactic plane.
5.2 Systems of Special Interest
KOI 2626: is the only planetary system in our sample in a
known triple star system (see also Cartier et al. 2015). Be-
cause all three stars are close on the sky (separation. 2′′)
and have similar brightness (∆K . 1), the probability that
any are background stars is essentially zero. Unfortunately,
the stellar densities based on the analysis of photometric
colors are similar for all three stars, so we were unable to
unambiguously determine around which star the planet or-
bits, although the primary is favored.
KOI 2705: is one of the few systems that, based on
the spectroscopic and transit-inferred density, does not or-
Figure 16. Distributions of [Fe/H] for Kepler M dwarfs with
(black) and without (grey) detected transiting planets. The two
histograms are slightly offset for clarity.
Figure 17. Distributions of height above the Galactic plane (rel-
ative to the Sun) for Kepler M dwarfs with (black) and without
(grey) detected transiting planets. The two histograms are slightly
offset for clarity.
bit the primary (p > 0.99), although this is based on the
assumption of low eccentricity. The centroid of the transit
signal from the in-out difference images Kepler is inconsis-
tent with both the primary and companion. However, once
we accounted for the high proper motion of this star (0.14”
yr−1, Deacon et al. 2016) and the difference in epochs be-
tween the KIC (i.e., 2MASS) and Kepler observations (> 10
yr), the location of the transit signal is consistent with both,
but favors the companion (2.0σ). To reach consistency be-
tween the spectroscopic and transit-fit density the planet
would need an orbital eccentricity ≫ 0.2. The planet has
a tidal circularization timescale of ≪ 1Gyr, while the lack
of Hα or significant activity in the light curve or spectrum
suggests the star is much older and hence probably orbiting
the companion. However, this ignores the influence of the
second star and undetected planets. We conclude that this
is either a mini-Neptune sized (2.3±0.6R⊕) planet around
a mid M-type dwarf (Teff = 2938±70K) or a super-Earth
sized (1.4 ± 0.2R⊕) eccentric planet orbiting an early M-
type dwarf.
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KOI 3263: Taken at face value, this object is a Jupiter-
size planet on a ∼ 77 d orbit in the habitable zone of a mid
M-type dwarf. However, Swift et al. (2015) assigned the sin-
gle candidate planet a FP probability of 71% based on the
shape of the transit light curve and the ratio of the prior
probability of the transiting planet scenario vs. various as-
trophysical FP scenarios. The light-curve is V-shaped, but
this could be the product of a grazing (high impact parame-
ter) transit rather than an eclipsing binary, although a signif-
icantly non-zero eccentricity is required to keep the transit
duration and orbital period consistent. KOI 3263 was re-
solved into a binary system (θ = 0.82”, ∆K′ = 2.28). If the
transiting objects is around the 3000 K secondary then the
transiting object must be significantly larger than Jupiter
and on a highly eccentric orbit and thus likely a third star or
brown dwarf. Given the scarcity of transiting giant planets
around M dwarfs, especially giant planets with cool equi-
librium temperatures, Doppler observations of this object
should be undertaken. The expected Doppler amplitude is
about 180 m s−1 for a Jupiter mass and near-circular orbit,
but the faintness (KP ≃ 15.9) makes it a challenging target.
KOI 3444: There were three other sources detected in
high-resolution imaging of the primary, but the two faintest
have appreciable probabilities of being background sources
(see also Lillo-Box, Barrado & Bouy 2014). Our initial fit of
the light curves from the four planets in this system yielded
stellar densities more consistent with the possible compan-
ion than the primary. However, this would require that two
of the four KOIs may orbit too close (P of 12.67 and 14.15 d)
to be dynamically stable over the age of the star. If the plan-
ets orbit the companion their larger sizes and hence masses
should be sufficient to induce transit timing variation (TTV)
visible in the light curves, but none are seen. We therefore
refit the four KOIs without assuming that they all orbit the
same star. The results favor a scenario where three objects
orbit the primary, and a fourth orbits the companion. The
large size of the last also suggests that it is a binary star,
rather than planet, consistent with its identification as a FP
in the DR24 catalog.
KOI 6705: is the smallest candidate planet in our sam-
ple, with a radius of only 0.22+0.11−0.14R⊕. It was only detectable
because of its short period (0.995 days). If confirmed this
would replace Kepler-37b (0.30R⊕, Barclay et al. 2013) as
the smallest known (exo)planet. This system was investi-
gated in detail by Gaidos, Mann & Ansdell (2015) who val-
idated the transit signal but found it to vary with time and
likely be a false positive produced by charge transfer ineffi-
ciency in a Kepler detector.
5.3 Summary and Future Outlook
We have classified the reddest (M-type) stars observed by
the Kepler prime mission into dwarfs and giants and esti-
mated the properties of the dwarfs using empirical, model-
independent relations with photometric colors derived from
a set of nearby calibrator stars with established parallaxes
(and sometimes angular radii). We also investigated the mul-
tiplicity of 54 of the 73 M dwarfs hosting candidate planets
using adaptive optics imaging, and estimated the properties
of candidate stellar companions based on the contrast ratio
in the near-infrared K-band, assuming they are at the same
distance as the primary. We combined the revised proper-
ties of the stars with fits of the Kepler lightcurve transits to
re-estimate the properties of the planets. For systems with
candidate stellar companions we calculated the probability
for each component that it hosts the planet(s). In all but
5 cases we validated the planet as orbiting the primary; in
one system the planet orbits the companion and in four other
cases a definitive assignment cannot be made. Using these
revised parameters, we calculated the occurrence and dis-
tributions with planet radius and orbital period: the overall
occurrence is 2.2 ± 0.3 for P < 180 d, the radius distri-
bution peaks at ∼ 1.2R⊕, and the period distribution is
approximately flat with logP . The distribution of planets
among systems can be explained by a single population of
exponentially-distributed planets on coplanar orbits. There
is suggestive but not conclusive evidence that there are fewer
larger planets close (P < 8d) to the star, but we find no
evidence that occurrence depends on metallicity or height
above the Galactic plane (a proxy for age).
Even more accurate parameters for Kepler M dwarfs
should become available in the next few years. The ESA
Gaia spacecraft is obtaining precise spectrophotometry
as well as parallaxes with precisions as good as 10 µas
(de Bruijne 2012) of all Kepler target stars, including the M
dwarfs. These can combined to generate significantly more
accurate determinations of stellar radii, limited only by pre-
cise determination of bolometric fluxes and Teff . The former
can be generated by fitting appropriate “template” spec-
tra to the Gaia and KIC, KIS, and 2MASS photometry, as
well as low-resolution spectra from large-scale spectroscopic
surveys such as LAMOST (De Cat et al. 2015). Mann et al.
(2015a) showed that Gaia BP-RP colors can be used to gen-
erate a comparatively metallicity-insensitive estimate of Teff ,
but of course this calibration should be re-performed once
actual colors of standard stars are available. Metallicities
can be estimated from the high-resolution spectra obtained
by the Gaia Radial Velocity Spectrometer in the vicinity of
the Ca II infrared triplet, provided the confounding effect of
stellar activity can be accounted for.
Planet radius alone is much less interesting than the
combination of mass and radius. This yields the mean
density of a planet, probably the single most informative
piece of information about a planet’s composition. Near-
infrared spectrographs will observe M dwarfs at wavelengths
near the peak in their emission spectrum and can be
used to detect and measure the masses of their Earth- to
Neptune-size planets by the Doppler radial velocity method
(Artigau et al. 2014; Kotani et al. 2014; Mahadevan et al.
2014; Quirrenbach et al. 2014). Most Kepler M dwarfs are
too faint to be practical targets for Doppler observations,
but mass measurements of planets around a separate set of
nearby, brighter M dwarfs could be combined with Kepler
radii to construct a statistical mass-radius relation, assum-
ing both samples of systems derive from the same population
(Gaidos et al. 2012).
The photometric sensitivity of Kepler has enabled us to
probe the Earth-size and sub-Earth regimes of planet pa-
rameter space, and to quantitatively re-construct the over-
all occurrence and distributions with radius and orbital pe-
riod, especially around M dwarfs. These statistics will be
discriminating tests of planet population synthesis models
and hence the planet formation theory on which those mod-
els are based (Benz et al. 2014). Of particular importance
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will be the models ability to reproduce the peak in the ra-
dius distribution at ≈ 1.2R⊕ (Fig. 11) and their consistency
with the relationship between radius distribution and orbital
period (or lack thereof, Fig. 15) as it relates to evaporation
of H/He envelopes (e.g., Jin et al. 2014).
Failure of a second reaction wheel in May 2013 termi-
nated the primary Kepler mission, but this was succeeded
by the “K2” program of two wheel operation (Howell et al.
2014). K2 targets include many M dwarfs; the extra noise
produced by larger spacecraft pointing error in two-wheel
mode is less significant for a planet of a given radius
around a smaller star (at a given distance), since the
transit depth but also the photon noise is larger. Sev-
eral candidate planets orbiting M dwarfs have already
been reported (Crossfield et al. 2015; Montet et al. 2015;
Mann et al. 2015b). Some of these stars are brighter than
Kepler M dwarfs and may lend themselves to direct inquiry
into the mass-radius relation of Earth- to Neptune-size plan-
ets, although the much shorter observation time baseline
(about 81 days instead of 4 years) and the period distribu-
tion of M dwarf planets (Fig. 12) suggests that the yield
per star will be much lower than that of Kepler. The meth-
ods of M dwarf characterization described in this work may
lend themselves to determination of the properties of the
K2 M dwarf target catalog, at least until Gaia data become
available.
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Table 1. Kepler M Dwarfsa
KIC ID pdwarf Teff [Fe/H] R∗/R⊙ M∗/M⊙ MK d (pc)
892376 0.993 3623± 51 PHOT -0.26±0.09 PHOT 0.42±0.03 0.44±0.04 6.17±0.22 81
1025859 1.000 3549± 57 PHOT 0.05±0.16 PHOT 0.45±0.04 0.47±0.05 5.97±0.29 260
1162635 1.000 3774± 58 PHOT -0.17±0.14 PHOT 0.50±0.04 0.52±0.05 5.64±0.27 255
1292688 1.000 3735± 57 PHOT -0.19±0.14 PHOT 0.48±0.04 0.50±0.05 5.76±0.27 245
1293177 1.000 3420± 57 PHOT -0.49±0.14 PHOT 0.29±0.04 0.29±0.04 7.22±0.33 136
1296779 0.999 3898±212 PHOT 0.28±0.09 PHOT 0.66±0.11 0.68±0.10 4.76±0.60 94
1431845 1.000 3472± 59 PHOT 0.12±0.12 PHOT 0.42±0.04 0.44±0.04 6.17±0.27 168
1432978 1.000 3382± 58 PHOT -0.27±0.13 PHOT 0.30±0.03 0.31±0.04 7.05±0.30 116
1433760 1.000 3381± 61 PHOT -0.40±0.15 PHOT 0.28±0.04 0.28±0.04 7.24±0.35 150
1569863 0.996 3479± 16 PHOT -0.34±0.12 PHOT 0.34±0.02 0.35±0.03 6.77±0.18 141
aOnly the first few lines are shown to indicate content and form.
The full table is available in electronic form.
Small Worlds After All 21
Table 2. Candidate Stellar Companions of KOIs
KIC ID KOI ∆K ′ θ (′′) P.A. (deg) ∆K ′ Teff σTeff pBACK
9390653 249 0.85 4.322 29 0.85 3359 26 0.0018
10489206 251 4.17 3.564 124 4.17 2791 28 0.0362
11752906 253 1.58 4.604 164 1.58 3399 57 0.0073
11752906 253 5.53 4.746 172 5.53 2693 18 0.0868
5794240 254 6.11 6.084 311 6.11 2589 17 0.5191
5794240 254 6.18 3.295 69 6.18 2585 19 0.1992
5794240 254 6.75 2.716 8 6.75 2535 18 0.1784
7021681 255 3.68 3.378 358 3.68 3022 38 0.0149
8120608 571 7.09 3.856 234 7.09 0. 0. 0.2774
6435936 854 0.30 0.016 209 0.30 3527 73 0.0000
6435936 854 3.59 0.154 182 3.59 2832 25 0.0000
7455287 886 4.56 3.682 356 4.56 2533 18 0.0977
7907423 899 6.91 3.000 218 6.91 0. 0. 0.1766
9710326 947 7.30 5.122 219 7.30 0. 0. 0.3134
9710326 947 7.80 3.876 128 7.80 0. 0. 0.2329
8351704 1146 7.94 3.856 36 7.94 2513 1 0.2124
4061149 1201 4.31 2.784 239 4.31 2533 43 0.0531
4061149 1201 5.80 3.814 267 5.80 2527 1 0.2177
4061149 1201 6.29 5.229 106 6.29 2531 1 0.4488
9202151 1393 5.76 5.532 197 5.76 2552 22 0.1677
11497958 1422 1.16 0.214 218 1.16 3352 25 0.0000
5531953 1681 0.07 0.149 142 0.07 3591 111 0.0000
5531953 1681 5.05 4.091 197 5.05 2539 34 0.1284
5531953 1681 6.67 4.986 251 6.67 2620 4 0.3776
5080636 1843 7.18 3.113 267 7.18 2500 5 0.0685
8367644 1879 7.68 5.193 253 7.68 2522 1 0.5119
10332883 1880 4.26 1.690 102 4.26 2813 24 0.0043
10332883 1880 4.28 1.714 100 4.28 2797 33 0.0045
10332883 1880 7.28 4.940 188 7.28 0. 0. 0.1843
2556650 2156 3.96 3.311 306 3.96 2783 127 0.0417
10670119 2179 0.46 0.133 357 0.46 3538 58 0.0000
5601258 2191 5.41 1.741 234 5.41 2591 34 0.0121
5601258 2191 8.64 5.248 312 8.64 0. 0. 0.3970
10027247 2418 2.51 0.106 3 2.51 3006 50 0.0000
10027247 2418 3.72 4.159 30 3.72 2794 18 0.0575
10027247 2418 6.84 3.928 328 6.84 2562 16 0.2685
10027247 2418 7.80 2.390 104 7.80 2543 1 0.1605
8631751 2453 7.66 2.123 353 7.66 2534 0 0.1153
6183511 2542 0.93 0.765 29 0.93 3284 29 0.0001
11768142 2626 0.48 0.205 213 0.48 3487 22 0.0000
11768142 2626 1.04 0.163 185 1.04 3362 31 0.0000
3426367 2662 6.08 0.565 94 6.08 0. 0. 0.0014
11453592 2705 2.65 1.893 305 2.65 2991 47 0.0011
6679295 2862 -0.00 0.573 24 -0.00 3763 24 0.0001
6679295 2862 4.71 4.226 346 4.71 2702 16 0.0694
6679295 2862 6.47 3.405 56 6.47 2508 9 0.1087
5551672 3119 3.11 6.418 219 3.11 2573 56 0.2651
5551672 3119 3.67 5.870 222 3.67 2535 40 0.3075
5551672 3119 3.93 1.085 306 3.93 2546 25 0.0146
5551672 3119 6.59 3.942 286 6.59 2528 43 0.5289
11853130 3263 2.28 0.821 276 2.28 3146 23 0.0005
6497146 3284 2.04 0.439 193 2.04 3144 39 0.0000
6497146 3284 2.91 3.956 4 2.91 3015 45 0.0067
5384713 3444 2.46 1.083 10 2.46 3111 47 0.0006
5384713 3444 5.09 3.578 265 5.09 2544 16 0.0432
5384713 3444 8.09 3.873 354 8.09 0. 0. 0.2950
10525049 4252 0.47 0.043 349 0.47 3533 22 0.0000
4172805 4427 3.21 5.270 273 3.21 2998 34 0.0994
4172805 4427 7.03 3.203 253 7.03 2500 0 0.3119
4172805 4427 7.83 3.377 147 7.83 2532 0 0.4457
2986833 4875 4.22 1.739 22 4.22 2736 39 0.0186
2986833 4875 5.77 5.213 247 5.77 2533 24 0.3408
7731281 5416 0.03 0.138 231 0.03 3668 19 0.0000
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Table 3. Light Curve Fit Parameters
KOI KIC RP /R∗ b τ Period Probability
a
days days
Single Star Systems
3090.01 6609270 0.0167+0.0009
−0.0008 0.2558
+0.1703
−0.1703 0.0784
+0.0033
−0.0046 3.8222
3090.02 6609270 0.0213+0.0012
−0.0012 0.6671
+0.0562
−0.0726 0.0960
+0.0069
−0.0066 15.0368
4463.01 6197344 0.0144+0.0015
−0.0017 0.1519
+0.1315
−0.1036 0.1246
+0.0018
−0.0035 36.7604
4777.01 6592335 0.0103+0.0355
−0.0022 0.7865
+0.1876
−0.3656 0.0219
+0.0084
−0.0132 0.82400
4928.01 1873513 0.1069+0.0008
−0.0008 0.3767
+0.0202
−0.0233 0.0658
+0.0005
−0.0004 3.2904
4957.02 2861126 0.0169+0.0017
−0.0015 0.5897
+0.1413
−0.2766 0.0635
+0.0080
−0.0088 4.9879
5327.01 6776555 0.0370+0.0021
−0.0019 0.6889
+0.0620
−0.0772 0.0399
+0.0030
−0.0029 5.4337
5831.01 10813078 0.0276+0.0022
−0.0015 0.2746
+0.3071
−0.1867 0.1163
+0.0039
−0.0173 10.5524
6149.01 6674908 0.0227+0.0014
−0.0014 0.6018
+0.0960
−0.1423 0.0343
+0.0026
−0.0029 0.5032
6276.01 2557350 0.0148+0.0015
−0.0014 0.2662
+0.2436
−0.1832 0.0658
+0.0054
−0.0064 3.0987
6475.01 4939265 0.0192+0.0014
−0.0013 0.4640
+0.1495
−0.2384 0.0779
+0.0062
−0.0064 4.8451
6635.01 5951140 0.0150+0.0014
−0.0013 0.2120
+0.2340
−0.1484 0.0425
+0.0040
−0.0041 0.5274
6705.01 6423922 0.0057+0.0027
−0.0031 0.4347
+0.4482
−0.3029 0.0355
+0.0046
−0.0169 0.9951
6839.01 7185487 0.0250+0.0017
−0.0015 0.2488
+0.2198
−0.1714 0.0318
+0.0024
−0.0028 0.5348
6863.01 7350067 0.0606+0.0171
−0.0141 0.9520
+0.0279
−0.0487 0.0184
+0.0071
−0.0064 4.4856
7182.01 9513168 0.0239+0.0020
−0.0019 0.4763
+0.1064
−0.3982 0.0752
+0.0098
−0.0058 6.8538
7319.01 10388451 0.0138+0.0013
−0.0013 0.2608
+0.2107
−0.1785 0.1313
+0.0090
−0.0102 17.1675
7408.01 11092783 0.0176+0.0014
−0.0013 0.3652
+0.2075
−0.2325 0.0850
+0.0062
−0.0082 5.1600
7592.01 8423344 0.0283+0.0015
−0.0014 0.1955
+0.2299
−0.1377 0.6094
+0.0360
−0.0383 381.980
7617.01 11559304 0.0157+0.0013
−0.0011 0.3754
+0.2081
−0.2435 0.1005
+0.0091
−0.0083 12.9285
Multiple Star Systems
854.01 6435936A 0.0496+0.0027
−0.0021 0.5256
+0.2314
−0.3259 0.1814
+0.0049
−0.0045 56.0562 0.7455
854.01 6435936B 0.0654+0.0044
−0.0034 0.5355
+0.2406
−0.3857 0.1844
+0.0047
−0.0045 56.0562 0.2545
1422.01 11497958A 0.0445+0.0046
−0.0063 0.8293
+0.0671
−0.6314 0.0770
+0.0036
−0.0046 5.8416 0.9285
1422.01 11497958B 0.0912+0.0364
−0.0128 0.8204
+0.0751
−0.7257 0.0667
+0.0105
−0.0106 5.8416 0.0715
1422.02 11497958A 0.0496+0.0058
−0.0076 0.8293
+0.0671
−0.6314 0.0770
+0.0036
−0.0046 19.8503 0.9285
1422.02 11497958B 0.1315+0.0101
−0.0437 0.8204
+0.0751
−0.7257 0.0667
+0.0105
−0.0106 19.8503 0.0715
1422.03 11497958A 0.0373+0.0105
−0.0121 0.8293
+0.0671
−0.6314 0.0770
+0.0036
−0.0046 10.8644 0.9285
1422.03 11497958B 0.0706+0.0000
−0.0132 0.8204
+0.0751
−0.7257 0.0667
+0.0105
−0.0106 10.8644 0.0715
1422.04 11497958A 0.0378+0.0044
−0.0061 0.8293
+0.0671
−0.6314 0.0770
+0.0036
−0.0046 63.3363 0.9285
1422.04 11497958B 0.0503+0.0240
−0.0038 0.8204
+0.0751
−0.7257 0.0667
+0.0105
−0.0106 63.3363 0.0715
1422.05 11497958A 0.0371+0.0042
−0.0056 0.8293
+0.0671
−0.6314 0.0770
+0.0036
−0.0046 34.1420 0.9285
1422.05 11497958B 0.0664+0.0566
−0.0036 0.8204
+0.0751
−0.7257 0.0667
+0.0105
−0.0106 34.1420 0.0715
1681.01 5531953A 0.0289+0.0009
−0.0008 0.2311
+0.1644
−0.1603 0.0519
+0.0019
−0.0028 6.9391 1.0000
1681.01 5531953B 0.0394+0.0014
−0.0013 0.4036
+0.2862
−0.2519 0.0312
+0.0024
−0.0045 6.9391 0.0000
1681.02 5531953A 0.0214+0.0014
−0.0013 0.2311
+0.1644
−0.1603 0.0519
+0.0019
−0.0028 1.9928 1.0000
1681.02 5531953B 0.0307+0.0025
−0.0023 0.4036
+0.2862
−0.2519 0.0312
+0.0024
−0.0045 1.9928 0.0000
1681.03 5531953A 0.0219+0.0016
−0.0016 0.2311
+0.1644
−0.1603 0.0519
+0.0019
−0.0028 3.5311 1.0000
1681.03 5531953B 0.0313+0.0027
−0.0026 0.4036
+0.2862
−0.2519 0.0312
+0.0024
−0.0045 3.5311 0.0000
1681.04 5531953A 0.0275+0.0016
−0.0016 0.2311
+0.1644
−0.1603 0.0519
+0.0019
−0.0028 21.9140 1.0000
1681.04 5531953B 0.0326+0.0015
−0.0015 0.4036
+0.2862
−0.2519 0.0312
+0.0024
−0.0045 21.9140 0.0000
1880.01 10332883A 0.0227+0.0016
−0.0012 0.5701
+0.2130
−0.3435 0.0433
+0.0024
−0.0022 1.1512 1.0000
1880.01 10332883B 0.3527+0.1638
−0.0469 0.6060
+0.2937
−0.3995 0.0420
+0.0040
−0.0184 1.1512 0.0000
2179.01 10670119A 0.0351+0.0023
−0.0014 0.3344
+0.3288
−0.2192 0.0945
+0.0035
−0.0038 14.8716 0.4460
2179.01 10670119B 0.0445+0.0032
−0.0019 0.3538
+0.3660
−0.2615 0.0931
+0.0032
−0.0030 14.8716 0.5540
2179.02 10670119A 0.0342+0.0024
−0.0019 0.3344
+0.3288
−0.2192 0.0945
+0.0035
−0.0038 2.7328 0.4460
2179.02 10670119B 0.0418+0.0048
−0.0025 0.3538
+0.3660
−0.2615 0.0931
+0.0032
−0.0030 2.7328 0.5540
2418.01 10027247A 0.0238+0.0029
−0.0016 0.4552
+0.3714
−0.3171 0.2289
+0.0146
−0.0236 86.8291 1.0000
2418.01 10027247B 0.1190+0.0172
−0.0108 0.5787
+0.1943
−0.3699 0.2380
+0.0172
−0.0191 86.8291 0.0000
2542.01 6183511A 0.0241+0.0374
−0.0029 0.7293
+0.2260
−0.5106 0.0438
+0.0070
−0.0373 0.7273 0.9998
2542.01 6183511B 0.0391+0.0055
−0.0031 0.4489
+0.3903
−0.3248 0.0460
+0.0051
−0.0051 0.7273 0.0002
2626.01 11768142A 0.0372+0.0079
−0.0028 0.6025
+0.3114
−0.4150 0.1248
+0.0082
−0.0112 38.0973 0.6201
2626.01 11768142B 0.0564+0.0120
−0.0045 0.6147
+0.2925
−0.4059 0.1236
+0.0090
−0.0124 38.0973 0.2487
2626.01 11768142C 0.0721+0.0159
−0.0059 0.6285
+0.2699
−0.4198 0.1236
+0.0090
−0.0133 38.0973 0.1312
2705.01 11453592A 0.0240+0.0006
−0.0007 0.1686
+0.3679
−0.1168 0.0339
+0.0007
−0.0009 2.8868 0.0000
2705.01 11453592B 0.1266+0.0042
−0.0040 0.1534
+0.2573
−0.1050 0.0333
+0.0010
−0.0012 2.8868 1.0000
aTable is truncated. The full table is available in electronic form.
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Table 4. Kepler M Dwarf Candidate Planetsa
KOI KIC ID period (d) Rp/R⊕ S∗/S⊕
247.01 11852982 13.815 1.90±0.19 7.63± 1.12
249.01 9390653 9.549 1.67±0.17 4.90± 0.99
251.01 10489206 4.164 2.73±0.21 29.68± 4.57
251.02 10489206 5.774 0.90±0.09 19.19± 2.96
253.01 11752906 6.383 3.22±0.27 27.57± 3.49
253.02 11752906 20.618 1.80±0.19 5.77± 0.73
254.01 5794240 2.455 13.02±0.83 79.20± 11.10
255.01 7021681 27.522 2.60±0.22 2.65± 0.44
255.02 7021681 13.603 0.78±0.09 6.78± 1.12
463.01 8845205 18.478 2.11±0.20 2.27± 0.45
aOnly the first few lines are shown to indicate content and form.
The full table is available in electronic form.
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APPENDIX A: PHOTOMETRY OF M DWARF
CALIBRATORS
The nearby calibrator M dwarfs cataloged in Mann et al.
(2015a) are comparatively bright and images in all-sky sur-
veys such as Two Micron All Sky Survey (2MASS), Sloan
Digital Sky Survey (SDSS), and the Amateur Photometry
All Sky Surevey (APASS) are often saturated. While some
photometry in the Johnson and Cron-Cousins systems exists
for most of these stars, no Sloan or psuedo-Sloan photome-
try comparable to that of the Kepler Input Catalog (KIC,
Brown et al. 2011) are available for comparisons.
Between 15 and 27 October 2013 we obtained Sloan
gri photometry of 30 calibrator M dwarfs with the 1.3 m
McGraw-Hill Telescope at MDM Observatory on Kitt Peak
in Arizona. Not all passbands were obtained for all stars, and
data on three stars were rejected because the stellar images
were merged or all images were saturated. We surmounted
the problem of saturation and lack of nearby, suitably bright
photometric reference stars by obtaining multiple images
with varying integration times that allowed us to tie the sig-
nal from the Mann et al. (2015a) stars to much fainter stars
from the SDSS Data Release 9 (Ahn et al. 2012). Integration
times ranged from 5 to 300 sec, with the longest integration
times achieving adequate signal for the faint SDSS targets
and the shortest integrations usually accompanied by severe
defocusing of the telescope to avoid saturation of the target
star. Images were corrected using sky flats and/or dome flats
obtained for each filter, usually on the same night.
A set of between two and six integrations were used for
each target and each passband, with the zero-point offsets
between pairs of images calculated using sufficiently bright
but linear/unsaturated images of stars present in both image
pairs. SDSS stars in the field of view were retrieved using a
query of the VIZIER database (V/139). These were matched
with sources in the deepest images with iterative fitting of
a second-order, two-dimensional polynomial with decreasing
tolerance with each iteration down to one arc-sec. Zero-point
offsets and g−r color terms were then calculated by weighted
linear regressions with weights set to the inverse square of
the formal photometric errors. As expected, g-band photo-
metric calibrations exhibit the largest color-terms. Formal
photometric precision is between 0.4 and 1.1%, but the scat-
ter among multiple observations of a few stars is generally
& 1%.
APPENDIX B: DWARF-GIANT
CLASSIFICATION
We formulated a posterior probability that an M star in
the KIC catalog is a main-sequence dwarf as the product of
a prior p˜ based on J-band apparent magnitude, and likeli-
hoods p based on colors and proper motion (if available). We
calculated the prior probability that a star with r− J > 2.2
has a given J magnitude using the TRILEGAL model of
Galactic stellar populations. 5 We calculated a probability
p˜(J ; r − J) =
dwarfs∑
n
Wn/
all∑
n
Wn, (B1)
where the weight Wn of the nth star is
Wn = exp
[
−1
2
(
θ2
θ20
+
(J − Jn)2
σ2J + ρ
2
J
+
(r − J − (rn − Jn))2
σ2r−J + ρ
2
r−J
)]
,
(B2)
θ is the angular arc between a KIC star and a model star,
and θ0, σJ , and σr−J are smoothing parameters. We used
TRILEGAL model version 1.6 (Girardi et al. 2012), simu-
lating the stellar population in square degree fields centered
at each of the 84 Kepler CCD pointings. Gao, Just & Grebel
(2013) showed that the default settings of this model were
best at reproducing observed color-magnitude distributions.
All standard values for TRILEGAL model parameters were
used. The model predicts that nearly all red (r − J > 2.2)
stars with J > 11.5 are dwarfs, while nearly all of their
brighter (J < 11.5) counterparts are giants. This is consis-
tent with the spectroscopy- and photometry-based findings
of Mann et al. (2012). The optimal values for the smoothing
parameters were determined by maximizing the logarithmic
likelihood of a dateset comprised of candidate planet hosts
(which are all presumably dwarfs) and asteroseimically-
detected giants. This yielded θ0 = 1.85 deg, ρJ = 0.817, and
ρr−J = 41.384. TRILEGAL predicts about 0.11 M dwarf
per sq. deg. with J < 10, somewhat less than the 0.14 found
by Le´pine & Gaidos (2011), and too few to calculate priors
for the brightest stars. This leads to artificially miniscule
priors that the brightest stars are dwarfs, and thus classi-
fication of these objects as giants. Proper motions surveys
of M dwarfs in the northern sky are nearly complete to this
magnitude limit (Le´pine & Gaidos 2011; Le´pine et al. 2013;
Gaidos et al. 2014) and the choice of prior for brighter stars
is less critical as long as it is reasonably finite, thus we fix
the mean value at its J = 10 value (p˜ = 0.21) for this range.
We calculated likelihoods based on colors using binary
Gaussian process (GP) classification and training sets of
dwarf and giant stars established independently of colors.
For practical reasons, we assumed independent contributions
of each color cn to the probability, i.e. we ignore covariant
scatter in the distribution of colors of the stars. Stellar col-
ors tend to be highly correlated, and the assumption that
the colors of stars in different passbands are independent is
strictly false. However we removed most of this correlation
by fitting and removing a polynomial fit of color vs. r − J ,
our proxy for Teff , and used the deviate colors c˜ from the
best-fit locus plus r − J in our analysis instead.
We adopted the standard parametric relation for the
correlation matrix elements Kmn
Kmn = exp
[
−1
2
∑
q
(c˜qm − c˜qn)2
w2q + σ2qm + σ2qn
]
, (B3)
where c˜qm is the qth deviatory color of themth star (plus r−
5 Since we were able to simulate large numbers of stars in a uni-
form manner, the Gaussian process analysis employed for colors
offers no advantage and training is very computationally expen-
sive.
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J), σqm is the associated standard error, and wq is the cor-
relation parameter for the qth color. We adopted the “pro-
bit” (cumulative Gaussian) function φ(f) as the “quashing”
function to convert the latent function f to a probability of
belonging to a class (dwarf or giant). The maximum likeli-
hood values of f = fˆ were calculated using the Laplace ap-
proximation in an iterative fashion (Rasmussen & Williams
2005).
We used training sets of giant and dwarf stars to
find optimal values for the hyperparameters. These con-
sist of stars that were classified independently of colors, al-
though some color information was used to select the sam-
ple. For giants, we started with a sample of 12,592 giant
stars with log g established by asteroseismology (Stello et al.
2014; Huber et al. 2014). To this we added 195 K and M
giants that were selected as Kepler targets based on vari-
ability; Kepler observations of all of these stars confirmed
the presence of giant-like radial and non-radial pulsations
(Stello et al. 2013). We also added 345 giants that were
confirmed with moderate-resolution spectra by Mann et al.
(2012). For the dwarf training set we used the 178 calibra-
tor stars in Mann et al. (2015a). We extracted the KIC+KIS
photometry and initially retained all stars with r−J > 1.8.
The colors of distant giant stars can be profoundly
affected by reddening; inspection of color-color diagrams
shows dispersion in the direction predicted by reddening
calculations. It is thus important to thoroughly sample the
distribution of reddening, however, there are only 28 stars
with complete rizJHKS photometry and r−J > 2.2 in our
catalog. Our approach was to estimate the distribution of
reddening Er−J for the entire giant star catalog by compar-
ing the observed r − J color with that synthesized by the
PHOENIX stellar atmosphere model (Husser et al. 2013) for
the known Teff and asteroseimically determined log g. We
then de-reddened the colors of each giant, and created 100
simulated giants reddened by values from the overall distri-
bution. We then retained all simulated stars with r−J > 2.2.
Plots for all the five deviatory colors vs. r − J (Fig. B1) il-
lustrate that separation of giants and dwarfs based on colors
alone can be achieved for most stars with r − J > 2.2.
We determined optimal values of the six hyperparame-
ters by maximizing the quantity
logL =
dwarfs∑
n
log φ(fn) +
giants∑
m
log (1− φ(fm)) , (B4)
using the tnmin routine from Markwardt (2009). We found
that the g − J colors of M giants and dwarfs heavily over-
lap and that g − J is not useful for discriminating between
the two luminosity classes. The signal-to-noise in g-band for
these red stars is also often low, therefore we excluded this
color from further consideration here. The optimal hyper-
parameter values for the other colors are reported in Table
B. The z − J color has the smallest value of w relative to
the dynamic range of colors indicating that, as found by
Gaidos (2013), z-band is the most useful Sloan passband for
discriminating between dwarfs and giants.
For some stars, the KIC catalog also includes measure-
ments of flux in a narrow-band (∼ 150A˚-wide) D51 filter,
which is centered at 5100A˚ and includes the metallicity- and
gravity-sensitive Mg Ib resonant line (Brown et al. 2011).
As described in Brown et al. (2011), g − D51 colors are
Figure B1. Deviatory colors (w.r.t. a quadratic fit to the dwarf
locus) of stars vs. r − J color, a proxy of Teff . Black points are
KIC M stars, red points are the M dwarf training set, and blue
points are the the M giant training set.
Table B1. Hyperparameters for Gaussian Process Classification
Color w
r − J 4.7292
deviatory i− J 27.7956
deviatory z − J 0.2793
deviatory J −H 0.6338
deviatory J −K 0.4851
useful for discriminating between giants and dwarfs with
g − r ≈ 0.8 − 1.3, i.e K- and early M-type stars. The D51
bandpass falls near the boundary between the two spectral
channels of SNIFS spectrograph and we cannot generate ac-
curate synthetic magnitudes as was the case for the Sloan
filters. Thus we use an internal comparison approach in in-
cluding this information. Figure B2 plots g −D51 vs. r− J
colors for Kepler targets, with stars identified as dwarfs in-
dicated as red and stars identified as giants based on astero-
seismic signals indicated by blue. The solid line is a linear ro-
bust fit to the dwarf locus. The separation of dwarfs (bluer)
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Figure B2. g − D51 vs. r − J colors for KIC stars. Red stars
are classified as dwarfs based on other colors and J-magnitudes;
blue stars are asteroseimically-identified giants. The solid curve
is a best-fit line to the dwarfs.
Figure B3.Distribution of ∆g−D51 for dwarfs (solid histogram)
and asteroseimically confirmed giants (dashed histogram) along
with best-fit Gaussian functions (red and blue, respectively) cen-
tered on the median of the distribution and with robust standard
deviation. The giant distribution has been scaled to the size of
the dwarf distribution.
and giants (redder) with g−D51 color is apparent, but only
for stars with r−J < 3.5. Figure B3 shows the distributions
for r − J > 3.5 dwarfs and giants, respectively. The solid
lines are Gaussians with centered on 9 × 10−4 and 0.089,
respectively, and standard deviations of 0.0466 and 0.0407,
respectively. These were determined from filtered medians
and robust standard deviations of the data. For stars with
r−J < 3.5, we calculated classification likelihood factors for
dwarfs and giants using normalized versions of these curves.
GP classification can be ineffective where the training
sets do not span the possible range of parameter space. Our
training set of giants, while large, is not exhaustive; the ap-
parent colors of many giant stars are affected by reddening
and variability over the interval between observations in dif-
ferent filters. Extremely reddened giants falling outside both
the loci of the giant and dwarf training sets will be assigned
ambiguous classifications with probabilities near 0.5. We ad-
dressed this problem by multiplying the dwarf classification
probability by the product of one-sided Gaussian functions
of each of the available deviatory colors relative to the red-
dest dwarf in the training set. The width of the Gaussian
was set to the standard error of the measurements.
Relatively bright stars that are significantly bluer than
either the giant or dwarf locus cannot be classified based on
colors and our GP scheme; they are classified as giants based
on magnitude alone, i.e. J . 11.5. We found that placing
a limit on how blue a giant star could be only led to mis-
classification of many Mira stars and long-period variables as
dwarfs. Rather, we identified as many dwarf star as possible
based on the reduced proper motion, which is a proxy for
absolute magnitude for stars lacking a measured parallax:
HJ = J + 5 log µ+ 5 (B5)
Proper motions were extracted from the Position and Proper
Motion Catalog (PPMXL, Roeser, Demleitner & Schilbach
2010) using the NASA/IPAC Infrared Science Archive,
identifying the closest entry, if any, within 10 arc-sec
to each Kepler target and within 0.1 magnitudes of J-
magnitude. In addition, entries from the SuperBlink cat-
alog of Le´pine & Shara (2005); Le´pine & Gaidos (2011, S.
Le´pine, private communication,) were matched with Ke-
pler targets using the same criteria. Figure B4 plots re-
duced proper motions for stars with independent classi-
fications based on color and apparent magnitude (red =
dwarfs, blue = giants). The luminosity classes are distinct
but partly overlap for the bluest colors. The solid curve
is a robust best-fit quadratic to the dwarf locus: HJ =
9.535 + 1.566(r − J − 2.2)− 0.115 (r − J − 2.2)2. This locus
is relatively immune to the effect of interstellar reddening
since the reddening vector is mostly parallel to the curve.
Fig. B5 plots the dwarf and giant distribution of deviations
∆HJ about this locus and Gaussian distributions centered
on the medians (0.095 and -6.748, respectively) and width
found by robust standard deviations (1.796 and 2.430, re-
spectively). Stars with significantly non-zero PMs (> 3σ) to
with ∆HJ fainter (to the right) of the dashed line (which
presents three standard deviations are classified as dwarfs.
Following this procedure, 19 previously classified as giants
stars were re-classified as dwarfs.
Seven stars with asteroseismic signals were classified as
dwarfs by our procedure: KIC 4732678, 5471005, 5599911,
8428756, , 8654244, 9112438, and 9913261. The classifica-
tions of KIC 4732678, 5471005, and 8654244 are marginal
(P(dwarf)< 0.8). The interpretation of the variability of
5599911 as giant oscillations is doubtful (D. Huber, private
communication). The three other stars have valid asteroseis-
mic signals (D. Huber, private communication) but could be
blends of dwarfs and background giants in the 4” pixels of
Kepler.
APPENDIX C: ESTIMATION OF DWARF
PROPERTIES
In contrast to our approach for classification, we used the
colors themselves, rather than differentials, to estimate the
properties of the dwarf stars. We also retained g− J , which
is strongly correlated and thus predictive of Teff . We ignored
the effect of interstellar reddening and extinction on the Ke-
pler M dwarfs due to the low column densities of dust in the
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Figure B4. Reduced proper motion HJ vs. V −J color for dwarf
stars (red) and giants classified according to color and apparent
J-band magnitude. The solid line is a polynomial fit to the dwarf
locus using a robust-fitting algorithm.
Figure B5. Distributions of deviations of reduced proper motion
∆HJ from the best-fit locus vs. r− J for dwarfs (red) and giants
(blue). Black curves are Gaussian function centered at the me-
dians with widths determined by a robust estimate of standard
deviation.
“Local Bubble”. Reis et al. (2011) found that Eb−y < 0.07
to 500 pc in the direction of the Kepler field; this distance
includes nearly all of our M dwarfs. Adopting reddening co-
efficients of 4.3 for b−y and 2.29 for r−J the corresponding
Er−J should be ≪ 0.037, corresponding to a change of Teff
of ≪ 17K. We carried out a Gaussian process (GP) regres-
sion of Teff and [Fe/H] with all six possible colors. A GP
regression produces interpolated or extrapolated values for
independent coordinate values using a parametric model of
the covariance based on a set of dependent-independent co-
ordinate values.
As in the case of classification (Appendix B), we
adopted a “stationary squared exponential” function for the
covariance of the stellar property (Teff or [Fe/H]). The ele-
ments of the covariance matrix kmn between the mth and
Table C1. GP Hyperparameters for Characterization
Parameter Teff [Fe/H]
χ2(ν = 158) 107.4 467.2
∆ 8382.590 0.422
wg−J 32.592 1.785
wr−J 0.783 1.498
wi−J 10.529 37445.283
wz−J 6.163 1.059
wJ−H 16.459 0.071
wJ−K 2277.978 665255.974
nth observations are prescribed by:
kmn = σ
2
mδmn+∆
2 exp
[
−1
2
N∑
c=0
− (xm(c)− xn(c))
2
w(c)2 + σm(c)2 + σn(c)2
]
,
(C1)
where xm(c) is the cth color (1...N) of the mth star, and ∆
and w(c) are parameters that describe the intrinsic width
of the covariance with color and the magnitude of the co-
variance, respectively. The first term on the right-hand side
accounts for measurement error σm. The larger the value of
∆, the greater the overall covariance between colors and the
stellar property, and the smaller the value of w, the more
sensitive the covariance is to a particular color. In the case
of zero dependence, w(c)→∞ and observations are only re-
lated if they are indistinguishable within errors. Equation C1
assumes that the stellar property-color relation is a smooth
function with a single scale that is of order the range of color
itself, i.e. no smaller-scale structure.
The key to successful GP analysis is the determination
of optimal values for the parameters ∆ and w(c). Our crite-
rion for success was reproduction of the known properties of
each calibrator star using a GP constructed from the prop-
erties of all other calibrator stars, i.e. minimization of
χ2 =
∑
n
(
Ypred − Yobs
σn
)2
, (C2)
where Y represents either Teff or [Fe/H]. We used the MP-
FIT routine of (Markwardt 2009) to find the minimum χ2
parameter values. The best-performance GP parameters and
χ2 values (ν = 158) are reported in Table C and the pre-
dicted vs. actual (spectroscopic) values are plotted in Figs.
C1 and C2. The mean offsets between predicted and actual
values are negligible (0.6 K and 0.003 dex). We found that
r−J color is the best predictor of Teff while the best predic-
tor of [Fe/H] is J −H color. The reduced χ2 for Teff is < 1,
suggesting that the spectroscopic errors are overestimated,
while that for [Fe/H] indicates that the available colors can-
not be used to estimate the [Fe/H] of M dwarfs with the
precision attainable by spectroscopy (∼ 0.05 dex).
We identified 101 dwarfs in our catalog (esssentially
all KOIs) with spectroscopic properties (Teff or [Fe/H])
tabulated in Muirhead et al. (2012a), Mann et al. (2012),
Mann, Gaidos & Ansdell (2013), Muirhead et al. (2014), or
Newton et al. (2015). We identified offsets between the pho-
tometric and spectroscopic values of Teff and [Fe/H] that
were small (weighted means of +61 K and +0.19 dex) but
significant (p = 0.0.026 and 0.015). We investigated and ex-
cluded the following explanations for this offset: (i) an error
in the GP interpolation algorithm; (ii) interstellar redden-
ing, which would make photometric Teff cooler, not hotter;
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Figure C1. Photometrically-derived values of Teff vs.
spectroscopic-based values for the calibrator stars. The dotted
line is equality.
Figure C2. Photometrically-derived values of [Fe/H] vs.
spectroscopic-based values for the calibrator stars. The dotted
line is equality.
(iii) systematic errors in the synthetic magnitudes generated
from spectra of the calibrator stars; and (iv) a systematic
error in spectroscopic Teff (the mean offset of revised Teff for
a few stars incorporating parallaxes is within 25 K).
Teff is determined primarily by r − J color and [Fe/H]
by H−J . These colors have the J-band in common, and we
found that the entire Teff offset and nearly all of the [Fe/H]
offset could be removed by adjusting the J-band values by
0.037 magnitudes, making either the KIC stars brighter or
the calibrators fainter. The 2MASS Point Source Catalog
is uniform to the ∼4% level in unconfused fields, so the re-
quired bias is marginally plausible and could arise from mul-
tiple sources of systematic error. The 2MASS photometry in
the KIC is based on profile fitting and under-sampling by the
2” pixels can produce biases. We compared the aperture and
profile-fit photometry of 1243 M dwarfs with J < 13, but
found the median offset is only 0.002 magnitudes. J-band
is also the most affected by telluric water vapor absorption
Cohen, Wheaton & Megeath (2003) and this could be an-
other source of systematic error.
Figures C3 and C4 compares Teff and [Fe/H] values
Figure C3. Photometrically-derived values of Teff (after J-band
correction) vs. spectroscopic-based values. The dashed line is
equality.
Figure C4. Photometrically-derived values of [Fe/H] (after J-
band correction) vs. spectroscopic-based values. The dashed line
is equality.
based on the corrected J-band photometry with those based
on spectroscopy. The χ2 values are 61 (ν = 70) and 109.4
(ν = 56) for Teff and [Fe/H], respectively and this perfor-
mance is comparable to that on the calibrator stars. We
replaced Teff , [Fe/H] (if available), and the dependent pa-
rameters with spectroscopic values, where available. In ad-
dition, the regression failed for two dwarfs and these were
excluded from subsequent analysis.
