Accurate earthquake locations are of primary importance when studying the seismicity of a given area, they allow important inferences on the ongoing seismo-tectonics. Both, for standard, as well as for earthquake relative location techniques, the velocity parameters are kept fixed to a priori values, that are assumed to be correct, and the observed traveltime residuals are minimized by adjusting the hypocentral parameters. However, the use of an unsuitable velocity model, can introduce systematic errors in the hypocentre location. Precise hypocentre locations and error estimate, therefore, require the simultaneous solution of both velocity and hypocentral parameters.
I N T RO D U C T I O N
The area of northeastern Sicily and southern Calabria is one of the Italian regions with the highest hazard (see, e.g. Monaco & Tortorici 2000) . Historically it experienced several destructive earthquakes (e.g. 1908 December 28) with estimated magnitudes of about 7 or higher (see, e.g. Monaco & Tortorici 2000) . The seismicity in the area has been discussed in various hypothesis and interpretation has been on the seismotectonic patterns in the region (Neri et al. 2003 (Neri et al. , 2005 Billi et al. 2006; Sgroi et al. 2006) .
The significance of seismicity patterns can be considerably improved with relative location procedures, such as HypoDD as proposed by Waldhauser & Ellsworth (2000) or master event methods (see, e.g. Frémont & Malone 1987) . Using relative locations techniques Scarfi et al. (2005) recently demonstrated that in this area some of the trends visible in the hypocentre distribution might be partly an effect of a location bias rather than representing a genuine tectonic feature. In fact, scattered clouds of hypocentres may literally collapse to small volumes with an extent of no more than some hundreds of metres. Moreover, the large number of high quality microearthquake records, available from local seismic networks, discloses the possibility to exploit them for the inversion of seismic velocity models and to compare them to findings from other geological and geophysical disciplines. An important issue in this context is the identification of a suitable velocity model. Neglecting the coupling between hypocentral and velocity parameters during the location process, can indeed introduce systematic errors in the hypocentre location (Thurber 1992; Eberhart-Phillips & Michael 1993) , which strongly depend on the assumed a priori velocity structure . The problem of biases introduced by the uncertainties of the velocity parameters is relevant both for absolute and relative location techniques as was recently underscored by Michelini & Lomax (2004) , who discuss the effect of the choice of an unsuitable velocity model in relative location. The simultaneous solution of both the earthquake location problem as well as the inversion of the velocity structure is a way to tackle drawbacks with location techniques using models where the velocity parameters are kept fixed to a priori values.
For NE-Sicily and SW-Calabria a priori information concerning the velocity structure is available from coarse scale tomographic investigations which cover wide parts of the southern Tyrrhenian sea and adjacent areas (De Luca et al. 1997; Neri et al. 2002; Barberi et al. 2004) . Other information reported in literature comes from analyses of limited portions of few DSS profiles (Deep seismic sounding experiment, see Cernobori et al. 1996; Nicolich et al. 2000) .
Our study concerns the seismicity and the velocity modelling of the region stretching from the Gulf of Patti towards the Messina Strait and Aspromonte Mountain, which is a much smaller area than the one considered in the afore mentioned papers of De Luca et al. (1997) , Neri et al. (2002) or Barberi et al. (2004) . Most of the stations available for earthquake location, however, lie outside the epicentre area of the events and the density of the network does not allow a 3-D tomography with a resolution of interest here. We therefore, limit ourselves to a 1-D inversion of the velocity structure using the VELEST code developed by Kissling (1995) .
Besides the identification of a 1-D model for NE-Sicily and SW-Calabria-which is of importance for a reliable location-we focus on the stability of the inverted model parameters. For this purpose we carry out a series of tests concerning the initial guesses of the velocity structure and locations used in the inversion. In particular, we try to exclude events whose location is unstable in the sense that it has various solutions with equivalent goodness of fit. On the other hand we are aware that the seismic catalogue used here is itself a subset of the earthquakes occurred in the area, and forms-at best-a random sample of an underlying parent population of seismic events. In other words, the results of our inversion may vary when we consider data recorded in different time span even if the assumption holds that our data set forms a representative sample of the parent population of all seismic events. A way to assess the uncertainties which originate from the finiteness of the available data sets, is the use of resampling experiments among which the so-called 'bootstrap' method is the most general one (see, e.g. Efron 1982) . The bootstrap method consists in creating new data sets drawing randomly samples from an existing sample set. During the resampling each item of the original set has equal probability at any time to pass to the new data set ('sampling with replacement'). Thus, it may happen that certain samples occur several times in the new data set, whereas others do not appear at all. As a consequence, some information now is redundant. This is not considered as a drawback as earthquakes indeed tend to occur in clusters, thus redundancy of information is an intrinsic feature of our inversion problem. As a result of the bootstrap resampling we get a number of velocity models for which we obtain statistical parameters as averages, medians and confidence intervals. We can exploit examples not occurring in bootstrapped catalogues for purposes of cross-validation tests as these were not used during the inversion. The goal is to find out whether the results are reproducible. Cross-validation is of particular importance in models with a high number of degrees of freedom where the problem of 'overfitting' exists (i.e. the model is said to 'fit noise').
S E I S M O T E C T O N I C S E T T I N G
The investigated region belongs to the Calabro-Peloritan Arc which is a part of the Apennine-Maghrebian orogenic belt, along the Africa-Europe Plate boundary. The Arc connects the NW-SEtrending southern Apennines with the WSW-striking Maghrebian thrust zones (Fig. 1) . Its recent geodynamic evolution has been closely related to the opening of the Tyrrhenian sea beginning in the middle Miocene, the ESE-ward drift of the Calabro-Peloritan massif and the subduction of Ionian lithosphere. This southeast-directed migration process was accommodated by roughly NW-SE-striking fault systems in the southernmost Tyrrhenian area and northeastern Sicily (Finetti & Del Ben 1986) .
The seismicity of the arc is characterized by the occurrence of both crustal (depth < ∼ 30 km) and subcrustal (depth > ∼ 30 km) earthquakes. The latter are located beneath the southern Tyrrhenian sea, to the east of the fault system stretching from the Aeolian Islands across the site of Tindari to the city of Giardini on the Ionian coast (ATG system hereafter). In the last three centuries, this area was the theatre of large damaging earthquakes, such as the 1783, 1905 and 1908 earthquakes, with maximum MCS intensities of X-XI and estimated magnitudes ranging from 6 to 7.4 (Fig. 1 , see e.g. Monaco & Tortorici 2000) . The fault plane solutions available for the Messina-Reggio Calabria earthquake (1908 December 28; M = 7.1, Gasparini et al. 1985) as well as those obtained for smaller events in southern Calabria (1978 March 11; M = 5.6, Dziewonski et al. 1987) and in the Gulf of Patti (1978 April 15; M = 5.6, Gasparini et al. 1985) are consistent with an ESE-WNW extension. Recently, Neri et al. (2003) identified two tectonic subareas of seismic deformation: the area to the west of the ATG is dominated by a compressional regime presumably induced by plate convergence. Lentini et al. 2000; Monaco & Tortorici 2000) . The small map to the lower right shows the location of major earthquakes in the area of interest and some focal solutions, (Gasparini et al. 1985; Dziewonski et al. 1987). Conversely, the area to the east of the ATG is characterized by NW-SE extension which can be related to an Ionian subduction slab rollback.
D ATA S E T
The Calabro-Peloritan permanent network, managed by Istituto Nazionale di Geofisica e Vulcanologia (INGV), consists of eight three-component seismic stations (see Fig. 2 ). These stations are equipped with short-period seismometers, having a natural frequency of 1 Hz and a damping of 70 per cent of critical. The data are transmitted to the data acquisition centre via radio telemetry. The sampling frequency of the signal and the anti-alias filter corner frequency are, respectively, 125 and 35 Hz. During 2003, some of the stations were replaced by new digital ones, equipped with broadband (40 s) three-component sensors, with a dynamic range of 144 dB. In order to reduce the azimuthal gap, we have been using stations deployed on the Aeolian Islands and on the northern flanks of Mt Etna. Where possible, we added data from the national permanent seismic network. All the stations use the same base time, set by GPS time.
Between 1994 and 2005, about 600 earthquakes were located in northeastern Sicily and southern Calabria (see web site of INGV-http://www.ct.ingv.it/GridTerremoti.htm). Their duration magnitudes which were estimated using a relation by Caltabiano et al. (1986) , range from 1.0 to 3.8. The map and the cross-sections of the earthquakes are displayed in Fig. 2 . For our purpose, we selected only well located events matching minimum requests with respect to location quality, that is, events with at least five well readable P-, two clear S-arrivals and with a maximum azimuthal gap of 180
• . On average 14 pickings were available for each event. We further rejected all events with root mean square (rms) residuals larger than 0.25 s and standard location errors (Erh and Erz) larger than 2.5 km. Moreover, if two or more events were belonging to a multiplet family with similar waveform, we maintained only a representative member choosing the one with the highest number of observations. This both improves the overall quality of the data set and, at the same time, limits undesired effects of redundancy, which may artificially overrate zones with earthquake clusters with respect those where the distribution of hypocentres is dispersed over wider area.
A major problem is the identification of a good start solution for the hypocentre locations and the assessment of the sensitivity of the inversion process in this respect. For this aim, before including the earthquakes in the joint inversion of velocity and hypocentral parameters, we tested the location stability-using the VELEST code but keeping the velocity parameters fixed-by shifting the trial hypocentres randomly in the space, up to ±6 km for the hypocentre spatial coordinates. This helped us to identify events for which different locations with equivalent traveltime residuals can be found. Note that the presence of events with unstable locations bears the risk of introducing biases as the inversion process may decrease the traveltime residuals by shifting around the hypocentre coordinates instead of adjusting the velocity model parameters properly.
In practice, we have been comparing the original locations and the relocations which were obtained using initial hypocentres whose coordinates were subjected to a random perturbation (Husen et al. 1999) . We repeated the test five times and considered the realizations where the difference between the solutions were maximum. In doing so, we get a conservative estimate of the stability of the hypocentre locations by removing events with horizontal or vertical location variations greater than 3 km. All tests revealed fairly stable epicentre determinations for the majority of the events. In fact, the differences of the results between original start locations and the randomly perturbed ones was fairly low (1 km or less for 80 per cent of the events, see Fig. 3 ). After the above selection process, our data set consisted of 181 well locatable events, with a total of 1757 Pand 780 S-observations (Fig. 2 ).
C A L C U L AT I O N O F A M I N I M U M 1 -D M O D E L
For the identification of an optimum 1-D P-velocity model we have been using the widely known software VELEST (Kissling 1995) . In this approach, both hypocentre locations as well as the parameters of the velocity structure and station corrections are inverted, using the global misfit (sum over all traveltime residuals) as a measure for the goodness of fit. A common problem here, as in many other inversion problems, is the dependence of the results from the initial guess. Having eliminated events which can be suspected to depend strongly on the initial solution, we focus on the identification of the starting model for the inversion of the velocity structure. Following the suggestion of Kissling et al. (1994) , we collected all available a priori information regarding the impedance structure of the area under study (velocities and layer thickness). A major feature of the Calabro-Peloritan region is the high-gradient crustal thinning from inner lands of Sicily and Calabria (35-40 km) to the Tyrrhenian basins (10 km) (Dezes & Ziegler 2001) . Other information available in literature comes from analyses of limited portions of few DSS profiles (Cernobori et al. 1996; Nicolich et al. 2000) and tomographic investigations (De Luca et al. 1997; Neri et al. 2002; Barberi et al. 2004) . Because the geology of Calabro-Peloritan area is very complex and the region confines with different tectonic provinces (i.e. Etna and Aeolian Islands), we considered several 1-D a priori models (see Fig. 4 ):
The models from 1 to 6 are directly derived from the studies of De Luca et al. (1997) , whereas in the models 7 and 8 we surmise the presence of velocity gradients, similarly to the model used in Scarfì et al. (2005) . S-phases were included in the inversion procedure by simply assuming a constant Vp/Vs ratio (1.75). We refrained from inverting S-wave velocities and used a fixed Vp/Vs value because the number of S-wave onsets was limited. Thus, S-wave readings were used only to better constrain the earthquake location, in particular the focal depth (see, e.g. Laigle 1998).
Considerable differences are encountered in the solutions obtained for the various starting models (see Figs 4 and 5). In all cases we note a significant increase of the goodness of fit (decrease of traveltime residuals, see Table 1 ). At the end we obtain the highest degree of fit using the initial models 4, 5 or 8, with residuals of ca. 100 ms. For the sake of simplicity we shall focus our further discussion on model 4. The general tendencies with respect to station corrections and statistical considerations, however, remain essentially valid also for the other two models, that is, 5 and 8.
S TAT I O N C O R R E C T I O N S
Station corrections are an integral part of the optimum 1-D inversion. Typically they are referred to a 'reference station', which is chosen preferably close to the geometrical centre of the network, and is among the stations with the highest number of readings. The reference station is assigned to a correction value of 0. Negative corrections are encountered when the true velocities are supposed to be higher, positive correction occur for lower velocities than predicted by the model. We may exclude biases on the station corrections due to topographic effects since VELEST allows to use station elevations for the joint inversion of hypocentral and velocity parameters. Consequently rays are traced exactly to the true station position (Husen et al. 1999) . The distribution of negative or positive station corrections reflects to some part the overall three-dimensionality of the velocity field . In fact, our network is composed of stations deployed in different tectonic units. Mt Etna, in the southern part of the seismic network, is a complex stratovolcano, over 3300 m high, based on a sedimentary cover which itself has a thickness of several thousands of metres. The Peloritani Mountains consist mainly of highly metamorphic rocks, with local sedimentary basins where weaker material may reach thicknesses of several hundreds of metres (see, e.g. Lentini et al. 2000) . In the southern Tyrrhenian sea with the Eolian Islands we note, besides peculiar geological surface conditions, a decrease of the thickness of the crust, with a Moho depth of 22 km in the area of the island of Lipari, and reaching as few as 10 km in the central part of the Tyrrhenian Basin (Dezes & Ziegler 2001) In Fig. 6 , we report the station corrections encountered for the model 4. We identify two major tendencies. All stations on Mt Etna have positive correction values, indicating a delayed arrival of P-waves as expected for the optimum 1-D model, whereas they scatter around −0.1 s in the Calabro-Peloritan Mountains and in the Eolian Islands. In the Calabro-Peloritan Mountains we note slight, but nevertheless systematic differences between stations which are placed on highly metamorphic rock and those in the afore mentioned local sedimentary basins. However, the scatter of the corrections obtained with the various starting models did not exceed 0.1 s.
B O O T S T R A P A S S E S S M E N T O F T H E VA R I A N C E O F T H E V E L O C I T Y S T RU C T U R E , S TAT I O N C O R R E C T I O N S A N D E A RT H Q UA K E L O C AT I O N S
The high computational capacities nowadays available disclose the possibility to examine the stability of even complex schemes of calculus carrying out numerical experiments under various assumptions of disturbance and lack of knowledge concerning the controlling parameters. In the paragraphs above we have been discussing the role of the initial solutions (both with respect to the velocity structure as well as the hypocentre locations). A further source of uncertainty, however, is the finiteness of the data set. As in any statistical problem, the significance of inverted models increases with the amount of available data. In other words, the standard deviation of inverted model parameters should be inversely dependent on the size of the data set. Unfortunately, in inversion problems there is no simple rule-such as the central limit theorem valid for the estimation of averages-which could be used for the estimation of the standard deviations of our calculated model parameters. A way out is given by resampling techniques; in particular the bootstrap method. This method consists in creating new data sets drawing randomly samples from an existing sample set. Resampling is carried out following a scheme known as 'sampling with replacement', that is, a chosen element of the data set is not withdrawn and can be selected repeatedly. Among others, we point out the following advantages of resampling methods over more conventional ones (see, e.g. Hesterberg et al. 2003) .
(1) Fewer assumptions: for instance, resampling methods do not require a priori assumptions on the distribution of the underlying parent population.
(2) Generality: resampling methods are similar for a wide range of statistics, and do not require analytic expressions for each statistic.
(3) Immediate understanding of the concepts of resampling methods as they are formally simple.
(4) Resampling methods have proven to give results being coherent with statistics for which the analytical solutions are known.
For our purposes, we bootstrapped our earthquake data set 80 times and carried out the optimum 1-D inversion with each newly generated data set, starting from the a priori model 4. From the distribution of velocities shown in Fig. 7(a) and (b), we learned that our original model is pretty close to the median of the ones obtained with the bootstrapped data catalogues. In the first 20 km the standard deviation of the velocities is found between 60 and ca. 100 m s -1 , at greater depth this scatter increases to over 200 m s -1 (see Fig. 7d ). Besides this, we note considerable differences in the shape of the statistical distribution of the velocities in the parts above and below 20 km. Whereas in the shallower parts of the structure the distribution of velocities can be roughly considered to be Gaussian, that is, showing low values of both skewness and curtosis, the values for these higher statistical moments are considerably higher below 20 km (Fig. 7c) .
Similarly to the previous paragraph, we consider the statistics of the station corrections obtained for the 80 inversions carried out with the bootstrapped data catalogues. Again we note positive station correction values for stations on Mt Etna, slightly negative ones for the stations on the Calabro-Peloritan Mountains and on the Eolian Islands. Both absolute values and scatter are found of the same order as during the inversions with the various starting models.
We may finally examine how the variations of the velocity structure affect the final hypocentre locations. Certain events are affected more than others, quiet independently on the models found during the bootstrap experiment. Considering the maximum scatter obtained for each event, we get the statistics reported in Table 2 .
C RO S S -VA L I D AT I O N
We can understand any inversion as some kind of supervized learning problem, where we try to adjust model parameters in the sense that a specific set of observations is fitted minimizing the prediction error, obtained from the difference between calculated and observed data. The number of model parameters, however, is typically fixed a priori, exploiting our existing ideas about the structure of the model we are looking for. In our case the model parameters concern the velocity structure. Besides this, we have to account for the hypocentre coordinates and origin times of the earthquakes which further increase the number of degrees of freedom of our inversion problem. C a l a b r i a n A r c M t . P e l o r i t a n i It is well known that the prediction error tends to decrease as the number of degrees of freedom increase. However, we are left with the question whether all these model parameters are necessary and give a significant improvement of the prediction error. Even worse, complex model may exhibit a very unpleasant effect, called 'overfitting'. In this case the prediction error decreases to low values for the data set which is used for the estimation of the model parameters. When applied to other data not used so far, these models give unstable results, even though these new data may belong to the same parent population as the data used during the inversion. There are various concepts reported in the literature which cope with the problem of the trade-off between model complexity and the goodness of fit, such as the 'Akaike Information Criterion', and the 'Bayesian Information Criterion'. We address the reader to textbooks of statistical learning (see, e.g. Hastie et al. 2002) . Here we have been following the cross-validation method, which is a straight forward strategy to assess a generalized prediction error as it is based on the use of an extra sample data set, often referred to as 'test set'. We prefer it to other concepts because it fits well into the general strategy of the present paper, where we try to assess the model performance using as little a priori information about the statistical characteristics of our problem as possible. In cross-validation, part of the available data are used to fit a model, whereas another partlet's say, one-fifth-is set aside for the estimation of the prediction error. The procedure is repeated according to the relation between number of test and total number of available date. For instance, choosing one-fifth of the data for test, cross-validation is repeated at least five times, selecting in each run different examples for the test data set. With a comparatively large test set one obtains a stable estimation of the prediction error, in other words, its estimate has a low variance. As the part of the data available for fitting the model is lower with a large test data, the prediction error tends to be higher than the error expected when all data are used for the model fit. In other words it has a bias towards an overestimation. In the 'leaveone-out' strategy only one sample is used for testing, whereas the remaining (i.e. almost all) data are used for fitting the model. Crossvalidation in this strategy has to be repeated N times, where N is the number of available data. In the leave-one-out-strategy the estimated prediction error is approximately unbiased but can have a high variance, as the training data sets are so similar (see Hastie et al. 2002) .
Recall that the resampling of the original data catalogue was carried out as 'sampling with replacement', consequently a part of events appears several times in the resampled set, others not at all. We may, therefore, exploit the bootstrap experiments for a crossvalidation of the model performance. For large data sets the number of not sampled elements during bootstrapping converges to Ne −1 (N being the total number of elements in a set), that is 36.8 per cent of the total number of events (cf. Hastie et al. 2002) . In order to assess the stability of our inversion, we have been using the results with the original data set as a reference, and compared the deviation of the hypocentre locations obtained both for events sampled during bootstrapping (referred to as 'training events') and the non-sampled ones ('test events'). During the bootstrap process every event has a probability of theoretically in 63.2 per cent for being in the training set, and 36.8 per cent for making part of the test set. This implies that our error estimates are on the safe side as they may be overestimated to some degree. As we bootstrapped 80 times, each event appears during a number of runs in the set of training events, in other runs in the set of test events. We thus may monitor the deviations for each event depending on to which set it belongs (see Fig. 8 ).
Averaging over all bootstrap runs, we find the goodness of fit for both training and test events, measured from the traveltime residuals, only slightly differs from the ones obtained using the total data set. On average the goodness of fit obtained for each single events deviates around 15 ms from the one obtained with the original data set, regardless whether the event belonged to the set of training or test events. When considering for each event the worst residuals encountered during 80 bootstrap runs, the average deviation is 35 ms. In terms of average location differences, we have 330 and 370 m for latitude and longitude, and 520 m for the depth for the test set. Averaging as before over the largest encountered deviations the corresponding values are, 650 and 1150 m. Similar deviations are found for the training set. Averaging over all 80 bootstrap runs we obtain 330 and 360 m for latitude and longitude, and 520 m for depth. For the largest deviation we find 580, 710 and 1290 m, respectively. In Fig. 8 , we note that, except for single events, the trends for test and training set are very similar.
F I N A L O P T I M U M M O D E L
From the bootstrap and cross-validation experiments we conclude that the data set is large enough to provide a fairly stable inversion. All models obtained during the bootstrap test cluster around a median model, which is close to the one obtained with start model 4, maintaining basic characteristics of the start model. The observation that the inverted models strongly reflect the characteristics of the initial guess was observed also in the majority of the other models considered in this paper (see Fig. 4 ). This rises questions as to the significance of the position of the discontinuities assumed a priori, in particular the ones at depths of 4, 10 and 20 km, as well as the Mohorovicic discontinuity ('Moho'), which remain in their original positions also in the inverted models.
An independent evidence for the position of the Moho can be obtained from the frequency distribution of the foci as a function of depth. As we recognize in Fig. 2 , the gross of our foci is concentrated in a depth range less than 20 km. Beyond this depth only few locations are found. A further maximum of earthquake foci is present in a range between 30 and 40 km. The occurrence of such a side maximum of earthquake foci is possible under certain rheological and thermodynamic conditions. First we remember that for the generation of earthquakes it is necessary that the shear strength of rock is controlled by its brittle behaviour. The depth dependence of brittle strength is commonly described by 'Byerlee's law' (see Fig. 9 ) τ c = 0.85 σ n with τ c being the shear strength, σ n = the normal stress acting on a plane; at larger depth, where τ c is over 200 MPa
On the other hand, with increasing temperature ductile behaviour becomes relevant and the strength of the lithosphere is controlled by a power law (or 'Dorn's law'):
where d /dt is the strain rate, σ d the differential stress, n, A, Q are material parameters (see Table 3 ), R the Boltzmann gas constant, and T the temperature in K. The power law is an empirical relation for ductile deformation and has to be modified in some cases. For olivine above differential stress σ 1 − σ 3 > 200 MPa, Goetze (1978) suggested the following relation (referred to as 'modified Dorn's law') [km]
[km]
[s]
Lat. ∆ Lat. which is by far less temperature dependent than the original Dorn's law. The equations given above allow us to set up simple rheological models of the lithosphere as a whole. An interesting model for our present case is the so called 'BraceGoetze Lithosphere', which is sketched in Fig. 9 using the parameters shown in Table 3 . In the crust we have been assuming that ductile strength is essentially controlled by quartz. For depth below the Moho we used the parameters for olivine (see for instance, Stüwe 2002 for more details). We assumed a standard deformation rate for our area of 3 × 10 −15 s −1 . This value was derived from deformation measurements reported by D' Agostino and Selvaggi (2004) and corresponds to an accumulating dislocation of 2 m across 20 km (parameters roughly corresponding to a M = 7 earthquake; see Wells & Coppersmith 1994) in 1000 yr. Following the sketch of the shear strength with depth, we first note a brittle regime where the shear strength increases with depth. The depth where brittle and ductile strength have the same magnitude is called the brittle/ductile transition. In theory, this depth delimits the possibility for the occurrence of earthquakes. Using a pore pressure of 0.8 we obtain a first brittle/ductile transition, that is, a delimiting level for the possibility of earthquakes, at a depth of ca. 17 km. At the Moho we have a transition of rock composition from sialic to mafic, where olivine plays a dominant role. Due to the change in material properties, ductile shear strength is again greater than predicted brittle shear strength, especially when we assume a pore pressure of 0.4 or 0.8. Hence, material failure is again controlled by brittle behaviour and earthquakes are again possible. Assuming a Moho depth of 30 km, that is, in a depth where we again note the occurrence of earthquakes, we infer that brittle fracture is possible, for pore pressure 0.8, in a depth range between 30 and about 36 km. There's plenty of uncertainty with respect to the controlling parameters of the rheological behaviour of the lithosphere, such as the material parameters, the deformation rate, the geothermal gradient at greater depth, etc. Nonetheless our simple calculations show, that the occurrence of earthquakes right underneath the Moho can be explained under reasonable assumptions. In particular, the occurrence of foci at those levels is facilitated in environments with extensional tectonics, which is valid for the area under study. Further, the cluster of the earthquakes in question occurred as a swarm (see Scarfì et al. 2005) which entails the role of fluids supporting a high pore pressure, such as 0.8 postulated Fig. 9 . For the other major a priori discontinuities at 4, 10 and 20 km we have no clear independent evidences which would enhance their significance. During the inversion with the various initial models we noted a tendency of inverted models to be smoother than the original ones. We therefore, tested whether the inversion could be still improved by using a smooth start model. For this purpose we generated a new start model applying a third order polynomial interpolation of the velocities extracted from the median model which had been obtained with start model 4, and using a Moho depth of 30 km. Using a discretized version of this smooth model, with layers each 1 km thick, as initial guess, we obtain the velocity model shown in Fig. 10(b) . As before, the overall shape of the initial model is maintained, that is, the inverted model is smooth, too. However, the goodness of fit is the best of all the models treated here. In other words, from the viewpoint of the traveltime fits of the earthquakes considered here, the existence of the discontinuities at 4, 10 and even at 20 km appears questionable.
Strong discontinuities in a velocity model tend to 'attract' hypocentre locations which is an undesired effect introducing biases to the earthquake location. We suspect that also our results obtained with the optimum model 4 is affected by artificial accumulations of foci, in particular at depth around 10 km. This artefact widely 
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Figure 11. Ranked hypocentre distribution as a function of depth. In model 4 we find 31 hypocentres inside a strip with a width of less than 500 m in a depth around 10 km. In the smoothed model the depth dispersion of these events is about three times larger.
disappears when using the optimum smoothed model (Fig. 11) . The use of smoothed models is certainly preferred in relative location techniques as these may be sensitive to the choice of unsuitable velocity models and the presence of discontinuities (see Michelini & Lomax 2004 ). We applied the double difference location method ('HypoDD') by Waldhauser & Ellsworth (2000) to the same data set as used for our inversion. Choosing a damping parameter of 20 we achieved a reasonable numerical stability of the method. We find that basic characteristics of the locations are maintained, even though the hypocentres appear more clustered when located with the double difference method (Fig. 12) . Note the depth interval between about 18 and 30 km, where hypocentres are essentially absent. This depth range coincides pretty well with the zone where shear strength can be supposed to be controlled by the ductile behaviour of rock (see Fig. 9 ).
The advantages of a smooth velocity model in relative location is evident when details of the geometry of an earthquake cluster are investigated. In order to demonstrate this we have reconsidered the 'CS' cluster of hypocentres close to the village of Castroreale, which were also analysed in Scarfi et al. 2005 . This cluster is situated in a depth where rapid changes of velocities along a gradient or velocity jumps at a discontinuity are both reasonable assumptions. We relocated the events of the cluster applying the double difference method and compared the results with two velocity models: (i) the final solution obtained with the start model 4 and (ii) the one obtained with the smooth start model and a Moho depth at 30 km. As we have been using traveltimes pickings obtained from cross-spectral analysis (for details see Scarfi et al. 2005) , we run the code in the LSQR-mode with the lowest possible damping value of 1. In the first case we note a cluster with a somewhat unclear geometry: most of the hypocentres seem to follow a northeast striking element, whereas two foci, however, cannot be inserted in this geometry though not being identifiable as clear outliers (Fig. 13a) . With the smooth model the goodness of fit of the HypoDD location improves significantly, as rms-residuals decrease from 0.014 to 0.010 s. We again find a northeast striking element, now with all foci fitting to this geometry (Fig. 13b) . Note that a similar geometry of this cluster was obtained by Scarfi et al. (2005) by applying the master event technique of Fremont & Malone (1987) to this earthquake family. In Table 4 we summarize the cluster geometry by calculating the covariance matrix of the hypocentres obtained with the two velocity models. With the smooth model the scatter is smaller, besides this we note a clear prevailing direction inferred from the largest eigenvalue and its eigenvector.
D I S C U S S I O N A N D C O N C L U S I O N
In absolute as well as relative earthquake location the velocity parameters are assumed to be known, that is, they are kept fixed to a Notes: The three components of the eigenvectors are the direction cosines measured to the three axis x 1 (E-W), x 2 (N-S), x 3 (vertical). The crude discretization corresponds to a thickness of the layers around the cluster of 1 km, in the fine discretization the corresponding thicknesses are 0.3 km.
priori values. The use of an inappropriate velocity model, however, can introduce systematic errors into hypocentre location (Thurber 1992; Eberhart-Phillips & Michael 1993) , which strongly depend on the assumed a priori velocity structure Michelini & Lomax 2004) . In the study presented here, we carry out a simultaneous inversion of hypocentre coordinates and a 1-D velocity structure using earthquakes recorded in the Peloritani Mountains in NE-Sicily and SW-Calabria. We limited ourselves to the inversion of a 1-D model, as the density of the seismic network operating in the area is still scarce. We followed the scheme introduced by Kissling et al. (1995) , and focus our attention to the problem of the choice of an initial guess for both the velocity parameters as well as the hypocentre coordinates. In a first series of tests, we analysed the problem of finding good start solution for the hypocentre locations. In particular, we investigated whether certain events had unstable locations bringing the risk of introducing biases to the inverted velocity model. The stability of the hypocentre locations were tested by shifting randomly five times their initial values and comparing the original locations and the final relocations achieved starting from the perturbed initial hypocentres. We excluded events for which the location differences were, in the worst case, above 3 km in the horizontal and vertical directions.
We considered eight initial a priori models, which had been set up and used in previous studies (De Luca et al. 1997; Scarfi et al. 2005) . On the base of the overall traveltime residuals, we identified three models, for which the inversion gives similar values for the goodness of fit (i.e. models 4, 5 and 8).
The accuracy and stability of any kind of inverted model parameters is limited by the fact that the available data set is always finite. We assessed this effect by carrying out a bootstrap resampling of the earthquake catalogue, using the a priori model 4 as initial guess. We considered 80 realizations of resampled catalogues and estimated the variability of the obtained model parameters. Velocities are noted to change in the order of about ±100 m s -1 in the upper 20 km and ±200 m s -1 in the deeper parts of the model. We also note a remarkable change of the shape of the statistical distribution, which is found to be more or less Gaussian in the parts with depth <20 km, whereas the skewness and curtosis tend to augment at greater depth. As a possible explanation we may quote the fact that most of the events are concentrated at depth less than 20 km. As a consequence the ray densities for greater depth decreases and sampling quality of the deeper parts of the model is less.
We further assess the stability of our inversion exploiting the resampled catalogues in a cross-validation test, where we compare location results of sampled and non-sampled events. This helps us to understand whether our model, whose structure is fixed a priori, suffers from overfitting, that is, gives reasonable errors only for the data used during the inversion, but gives unstable results if applied to extra-sample data, even if these belong to the same parent population. This may happen particularly when the number of degrees of freedom of the model is chosen too large. In our case, the comparison of bootstrap runs, where events were sampled and those where they were not sampled events, gives almost coinciding results, both with considering global parameters and looking at the single events themselves (Fig. 8) . We may conclude that the number of degrees of freedom is conservative in the sense that problems of overfitting can be excluded and the application of the inverted model to new data should give stable results.
During the various inversions carried out here we noted a general tendency that the final results maintain basic characteristics of the initial models, such as major velocity jumps assumed a priori (i.e. the discontinuities at 4, 10 and 20 km as well as the Moho depth in our model 4). In a re-evaluation of our results we focus on two aspects: (i) an improved guess for the depth of the Moho, for which our inversion did not offer a reasonable stability and (ii) the internal structure of the more superficial layers, in particular the significance of the shallower velocity jumps (such as the ones mentioned in the model 4).
From the depth distribution of earthquake foci and considerations of the rheological characteristics of rock we may gain a reasonable guess for the Moho depth. In fact, the presence of foci between 30 and 40 km is indicative for a layer where the shear strength of the material is controlled by its brittle behaviour. We explain this by the chemical composition of rock, which is supposed to change from sialic to mafic underneath the Moho.
The velocity parameters in the bootstrap experiment using the initial model 4, cluster around median values, which are close to the ones obtained as final solution of the inversion without bootstrapping. All models obtained during the bootstrap test tend to maintain basic characteristics of the start model, in particular the position of the discontinuities at depths of 4, 10 and 20 km, for which we do not have clear a priori evidences. On the other hand, from the 25 and 75 per cent quantiles of the velocity models, we note a tendency towards a smoothing of these discontinuities. In other words, we question their significance as they may simply reflect the influence of the a priori model. In order to check whether a still better solution can be found, we have generated a new smooth starting model, carrying out a third order polynomial interpolation of velocities extracted from the median model, and fixing the Moho depth at 30 km. Using a discretized version of this smoothed starting model, we obtain the velocity structure plotted in Fig. 10b . As before, the overall shape of the initial model is maintained, that is, the inverted model is smooth, too. However, the goodness of fit (0.095 s) is the best of all models treated here. In other words, from the viewpoint of traveltime fits of the earthquakes considered here, the existence of the discontinuities at 4, 10 and even 20 km appears questionable.
Strong discontinuities in a velocity model tend to 'attract' hypocentre locations which is an undesired effect introducing biases to the earthquake location. We suspect that also our results obtained with the optimum model 4 is affected by artificial accumulations of foci, in particular at depth around 10 km. This artefact widely disappears when using the optimum smoothed model (Fig. 11) . The use of smoothed models is certainly preferred in double difference relative location techniques as these may be sensitive to the choice of unsuitable velocity models and the presence of discontinuities (see Michelini & Lomax 2004) . These effects can be extremely disturbing when the geometry of earthquake clusters is analysed in detail. Reconsidering an earthquake multiplet analysed in Scarfi et al. (2005) we demonstrate how the presence of velocity jumps may affect the geometrical properties of hypocentre clusters (Fig. 13) . With a smooth model these effects disappear and the double difference location returns a pattern congruent with the one obtained by Scarfi et al. (2005) , and which is in agreement with fault plane solutions calculated for the larger events of the cluster.
After all, we believe that the smoothed velocity model is the more suitable one for our purposes. Actually the only well-confirmed discontinuity (in depth range of concern here) is the Moho, whereas the more shallow ones are often argued. On the other hand, even if these discontinuities are physically real one may doubt about the accuracy of our information about their position in the area studied here. Thus, the smoothed model also reflects to some degree the uncertainty concerning this issue.
The differences of the velocity structure obtained with different starting models is larger than those encountered during the bootstrap test. This underscores the importance of the choice of the initial guess. This is not an easy task: often the a priori information concerning the position of discontinuities as well as the depthdependency of velocities of various rock types are rather vague. From Table 1 , we learn that neither the performance of a start model during standard location provides a reliable guide-line. For instance, start model 8 gave the second worst initial rms but turned out as one of the best choices with respect to the final goodness of fit. Fortunately the effects of the uncertainties discussed here on the final locations turned out as not dramatic. The scatter of the locations for the various starting models was less than 1 km for the horizontal coordinates and less than 2 km for the depth.
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