We consider a singular differential-difference operator Λ on the real line which generalizes the Dunkl operator associated with the reflection group Z 2 on R. We establish some spectral theorems for the generalized Fourier transform on R tied to Λ.
Introduction
In this paper, we consider the first-order singular differential-difference operator on R iii) There exists a constant δ > 0 such that for all x ∈ [x 0 , ∞), x 0 > 0, we have
where D is a C ∞ -function, bounded together with its derivatives.
The generalized Fourier transform is defined for a suitable function f on R by which is referred to as the Jacobi-Dunkl operator (see [4, 8] ). In this case, the generalized Fourier transform F Λ coincides with the Jacobi-Dunkl transform. For A(x) = |x| 2α+1 , α > −1/2, we regain the differential-difference operator
which is referred to as the Dunkl operator of index α + 1/2 associated with the reflection group Z 2 on R. Such operators have been introduced by Dunkl in connection with a generalization of the classical theory of spherical harmonics (see [9] and the references therein). In this case, the generalized Fourier transform F Λ coincides with the Dunkl transform of index α + 1/2 associated with the reflection group Z 2 on R.
Motivated by the treatment in the Euclidean setting of the Paley-Wiener and Roe's theorems, we will derive in this paper new real Paley-Wiener theorems for the generalized Fourier transform, on the Lebesgue space L 2 A (R) and on the generalized tempered distribution space S 2 (R). Study the generalized tempered distributions with the spectral gaps. Finally we prove the Roe's theorem in the context of the Dunkl type operator. We note that the real Paley-Wiener theorems has been studied by many authors for various Fourier transforms, for examples (cf. [1, 7, 12, 21] ) and others.
The contents of the paper is as follows. In §2 we recall some basic results about the harmonic analysis associated with the Dunkl type operator on the real line which we need in the sequel. The §3 is devoted to study the L 2 Paley-Wiener theorems for the generalized Fourier transform on the generalized Schwartz space of functions. In §4 we prove new versions of real Paley-Wiener theorems associated with the generalized Fourier transform. In §5 we prove the Roe's theorem for the Dunkl type operator on R. Finally, in the last section we study the generalized tempered distributions with spectral gaps.
Preliminaries
This section gives an introduction to the harmonic analysis associated with the Dunkl type operator. The main references are [15, 20] . Notation. We denote by E(R) the space of C ∞ -functions on R. S(R) the Schwartz space of rapidly decreasing functions on R. S e (R) (resp. S o (R)) the subspace of S(R) consisting of even (resp. odd) functions.
D(R) the space of C ∞ -functions on R which are of compact support.
The eigenfunctions of the Dunkl type operator on the real line
To study the eigenfunctions of Λ, we consider first those of the second-order singular differential operator on R defined by
Our basic reference about L will be the paper [19] from which we recall the following result.
Lemma 1 (i) For each λ ∈ C the differential equation
(iv) There is a positive constant C such that for all λ ∈ C, x ∈ R and n ∈ N 0 , we have
, then the differential operator L reduced to the so-called Jacobi operator. The eigenfunction ϕ λ is the Jacobi function of index (α, β) given by
where F is the hypergeometric function 2 F 1 of Gauss.
Proposition 1 For each λ ∈ C the differential-difference equation
admits a unique C ∞ solution on R, denoted Φ λ given by
The following estimate for the eigenfunction Φ λ (x) shall be useful.
Proposition 2 Let > 0. There exist positive constant C such that for all x ∈ R and λ ∈ R, with |λ| ≥ and n ∈ N 0 , we have
The generalized Fourier transform
Notations We denote by
The topology of S 2 (R) is defined by the semi-norms q n,m , m, n ∈ N. S 2 e (R) (resp. S 2 o (R)) the subspace of S 2 (R) consisting of even (resp. odd) functions.
Definition 1 The generalized Fourier transform of a function
Remarks 1 (i) From (2) we see that S 2 (R) ⊂ S(R).
(ii) The generalized Schwartz space S 2 (R) is invariant under the differentialdifference operator Λ.
(iii) Due to our assumptions on the function A there is a positive constant C such that
Proposition 3 For all f ∈ S 2 (R) the decomposition
where J is the integral operator defined by
and F L stands for the Fourier transform related to the differential operator L, defined on S 2 e (R) by
ϕ λ being the eigenfunction of L as defined by (1) .
We shall need the following properties.
(ii) For f ∈ S 2 (R)
(iii) For f ∈ S 2 (R)
where A is the generalized Laplace operator on R given by
where c(s) is a continuous function on (0, ∞) such that
where dν is the measure given by
is the characteristic function of R\(− , ).
where dν is given by (19) .
where dν is the measure given by (19) .
(ii) The generalized Fourier transform F Λ extends uniquely to a unitary iso-
3 Paley-Wiener theorems of functions for the generalized Fourier transform
We begin by the Paley-Wiener theorem for the generalized Fourier transform on the generalized Schwartz space of functions.
Proposition 5
The generalized Fourier transform F Λ is a bijection from S 2 (R) to S(R).
Proof. By [19] we know that the transform F L is bijective from S 2 e (R) onto S e (R). Hence it suffices in view of (11) 
But this is immediate. First, because the operator J is one-to-one from S 2 o (R) onto S e (R). Next, since the map f → λf is one-to-one from S e (R) onto S o (R). Notations. We denote by S 2 (R) the space of generalized temperate distributions on R, it is the dual space of S 2 (R). E (R) the space of distributions on R with compact support.
ii) The inverse of the generalized Fourier transform of a distribution τ in E (R) is defined by
From above it is easy to obtain the following.
Corollary 1
The generalized Fourier transform F Λ is a topological isomorphism from S 2 (R) onto S (R). Moreover, for all τ ∈ S 2 (R), we have
and
Proof. i) We consider the function f on C given by
A,c (R). By derivation under the integral sign and by using the inequality (7), we deduce that the function f is entire on C and of exponential type. On the other hand the relation (26) can also be written in the form
On the other hand as ψ |R belongs to
Thus from (27), for all ϕ ∈ D(R) we have
Thus using Theorem 2 we deduce that
On the other hand (28) implies
But from Theorem 3 we deduce that
Thus the relations (29), (30) imply
This relation shows that the support
In the following T f will be denoted by f .
ν (R) and we denote it by supp g, the smallest closed set, outside which the function g vanishes almost everywhere.
ii) We denote by
the radius of the support of g.
Remark 2
It is clear that R g is finite if and only if, g has compact support.
Definition 4 We define the Paley-Wiener spaces P W 2 (R) and P W
The real L 2 -Paley-Wiener theorem for the generalized Fourier transform can be formulated as follows
Proof. Let g ∈ P W 2 (R). Then from (25) the function
On the other hand from Theorem 3 we deduce that
Moreover, by a simple calculations, it is easy to see that F Λ (g) has compact support with
ν (R) for any n ∈ N, and F −1 Λ (f ) belongs to E(R). On the other hand from Theorem 3 we have
. ii) We deduce the result from the i).
Definition 5 Let u be a distribution on R and P a polynomial. Then we let
where by convention R(P, u) = 0 if u = 0.
We will now study the real L 2 -Paley-Wiener theorem for the generalized Fourier transform, for which we need the following key propositions.
Proposition 6 Let P be a polynomial and f ∈ S 2 (R). Then in the extended positive real numbers
Proof. Suppose firstly that R(P, F Λ (f )) = 0. Then F Λ (f ) = 0, and hence from Proposition 5, f = 0. Thus (31) is immediately. Moreover, the inequality (31), is clear when R(P, F Λ (f )) = ∞. So we can assume that 0 < R(P,
Hölder's inequality gives
Consequently for all n ∈ N, we deduce that
Using the continuity of F −1
Λ we can show that
with positive constants C and integer M , independent of n. Using Leibniz's rule we deduce that
with C is a constant independent of n. Hence, from the previous inequalities we obtain lim sup
Proposition 7 Let P be a polynomial. Suppose that
A (R) for all n ∈ N 0 . Then in the extended positive real numbers
Proof. Fix ξ 0 ∈ supp F Λ (f ). We can assume that |P (ξ 0 )| = 0. We will show that lim inf
for any fixed ε > 0 such that 0 < 2ε < |P (ξ 0 )|. To this end, choose and fix χ ∈ D(R) such that F Λ (f ), χ = 0, and
For n ∈ N, let χ n (ξ) = P −n (ξ)χ(ξ). On the follow we want to estimate ||F
A (R) . Indeed as above we have ||F
with m ≥ 1. Using the continuity of F
−1
Then, since
Λ (χ n ) . Hence, from the Hölder inequality we obtain
Combining Proposition 6 and Proposition 7 together, we get Theorem 6 Let P be a non-constant polynomial. For any function f ∈ S 2 (R) the following relation holds
Definition 6 Let P be a non-constant polynomial, we define the polynomial domain U p by
We have the following result.
Corollary 2 Let f ∈ S 2 (R). The generalized Fourier transform F Λ (f ) vanishes outside a domain U P , if and only if,
Remark 3 
for all n ∈ N and x ∈ R.
Proof. Assume that support of F Λ (u) is contained in the compact V r . Let R > r and let ε ∈ (0, R − r). We choose χ ∈ D(R) such that χ ≡ 1 on an open neighborhood of support of F Λ (u), and χ ≡ 0 outside V R− ε 3
. As F Λ (u) is of order N , there exists a positive constant C such that for all x ∈ R
Thus from the Leibniz formula (7) we obtain that
Conversely we assume that we have (38). Suppose ξ 0 ∈ R is fixed and such that |P (ξ 0 )| ≥ R + ε, for some ε > 0. Choose and fix χ ∈ D(R) such that suppχ ⊂ ξ ∈ R :
For n ∈ N, we introduce the function χ n defined by χ n (ξ) = P −n (ξ)χ(ξ). We have
Hence, from the Hölder inequality we obtain
. We proceed as in Proposition 7, we prove that
Hence we deduce F Λ (u), χ = 0, which implies that ξ 0 / ∈ supp F Λ (u). Thus support of F Λ (u) is contained in the compact V r .
Notations. Let r > 0, we denote by
Theorem 8 Let u = u 0 ∈ E(R) ∩ S 2 (R), and consider the infinite series {u −n } n∈N of generalized tempered distributions defined as u −n+1 = P (−iΛ)u n , for a polynomial P and for all n ∈ N. Let r > 0. Assume, for all R ∈ (0, r) there exist constants N R ∈ N 0 and C(R) > 0, such that
for all n ∈ N. Then suppF Λ (u) ∩ B r = ∅.
On the other hand, if suppF Λ (u) ∩ B r = ∅ and suppF Λ (u) is compact, then (39) holds, for all R ∈ (0, r).
Proof. Assume that suppF Λ (u) ∩ B r = ∅ and suppF Λ (u) is compact. Let R ∈ (0, r) and let ε ∈ (0, r − R). Choose χ ∈ D(R) such that χ ≡ 1 on an open neighborhood of support of F Λ (u), and χ ≡ 0 on V R+ ε 3
. As u = P n (−iΛ)u −n , we have
Assume that we have (39). For a fixed R ∈ (0, r) let ε > 0. Choose and fix
and put χ n = P n (ξ)χ. We have
Thus we deduce F Λ (u), χ = 0, which implies that suppF Λ (u) ∩ B r = ∅.
Combining Theorem 7 and Theorem 8 together, we get
Corollary 3 Let u = u 0 ∈ E(R) ∩ S 2 (R), and consider the infinite series {u n } n∈Z of generalized tempered distributions defined as u n+1 = P (−iΛ)u n , for a polynomial P and for all n ∈ Z. Let R > 0. Then suppF Λ (u) is contained in S R , if and only if for all ε > 0, there exist constants N ε ∈ N 0 and C ε > 0, such that
for all n ∈ Z.
Remark 4 (i) The previous corollary, gives a characterization of the functions whose generalized Fourier transform has support at the endpoints.
(ii) We note that the results of this section generalize and improve the version presented in [13, 14] .
Roe's theorem associated with Dunkl type operators
In [16] Roe proved that if a doubly-infinite sequence (f j ) j∈Z of functions on R satisfies df j dx = f j+1 and |f j (x)| ≤ M for all j = 0, ±1, ±2, ... and x ∈ R, then f 0 (x) = a sin(x + b) where a and b are real constants.
The purpose of this section is to generalize this theorem for the Dunkl type operator Λ.
Theorem 9 Suppose P (ξ) = n a n ξ n is real-valued and let {f j } ∞ −∞ be a sequence of complex-valued functions on R so that
(i) Let a ≥ 0, R > 0, and assume that {f j } ∞ −∞ satisfies
where (M j ) j∈Z satisfies the sublinear growth condition
Then f = f + + f − where P (−iΛ)f + = Rf + and P (−iΛ)f − = −Rf − . If R (or −R) is not in the range of P then f + = 0 (or f − = 0).
(ii) If we replace (42) with
for all j > 0, then the span of (f j ) j is finite dimensional. Moreover, f 0 = f + + f − , where, for some integer N , (P (−iΛ) − R) N f + = 0 and (P (−iΛ) + R) N f − = 0. Thus f + (or f − ) is a generalized eigenfunction of P (−iΛ) with eigenvalue R (or −R).
In order to prove Theorem 9 we need the following lemmas:
Lemma 2 Let (f j ) j∈Z is be a sequence of functions on R satisfying
and lim
for all ε > 0, then
Proof. First we show that
To do this we need to show that
Since supp(φ) is compact, there is some r < 1 R so that
Choose an integer m with 2m ≥ 2a + 2. A calculation, using the hypothesis of the lemma and Cauchy-Schwartz inequality, implies
Λ and the fact that φ is supported in ξ : |P (ξ)| ≥ R + ε for some fixed ε > 0, it is not hard to prove that the right-hand side of this goes to zero as j → ∞ and so F Λ (f 0 ), φ = 0. To complete the proof we need to show that F Λ (f 0 ) is also supported in
Here we use (44) to obtain
and the argument proceeds as before.
Lemma 3
We assume that −R is not a value of P (ξ). There exists an integer N such that
Proof. Using Lemma 2 and proceeding as in [11] , we prove the result.
Lemma 4 ([6]
). Let X be a finite dimensional complex vector space, and let T : X → X be a linear map with eigenvalues λ 1 , ..., λ p .
Proof of Theorem 9 We want to prove (i). Inverting the generalized transform in (47) yields that
This equation implies
We shall now show that we can take N = 0 in (48).
If not then (P (−iΛ) − R)f 0 = 0. Let p be the largest positive integer so that
for constants a 0 , ..., a N . Then
then this and (41) imply
By (42) these satisfy the sublinear growth condition
An induction using (49) implies for j ≥ 2 that
Letting j → ∞ and using (51) implies (P (−iΛ)−R)f = 0. But this contradicts (49). Consequently, N = 0 in (48). This completes the proof in the case that −R is not in the range of P . In the case that R is not in the range of P we apply the same argument to
Thus we can (as before) conclude, for the sequence (f 2p ) p∈Z that
This completes the proof of (i).
Now we want to prove (ii). We first prove (ii) under the assumption that P (ξ) = −R. Using the growth condition (43) and Lemma 4, we may still conclude that supp(F Λ (f 0 )) ⊂ S R := ξ : P (ξ) = R . But then, as before, we can conclude that (48) holds. But this is enough to complete the proof in this case. A similar argument shows that if P (ξ) = R, then (P (−iΛ) + R) N f 0 = 0. In the general case we again let L = P 2 (−iΛ) and P 0 = P 2 . Then P 0 (ξ) = −R and the span of (f 2j ) j is finite dimensional. The map P (−iΛ) takes the span of (f 2j ) j onto the span of (f 2j+1 ) j . Thus X is finite dimensional. Any f ∈ X will have supp(f ) inside the set defined by P (ξ) = ±R. From this it is not hard to show the only possible eigenvalues of P (−iΛ) restricted to X are R and −R. The result now follows from the last lemma.
Remark 5 (i) If we take P (y) = −y 2 , then P (−iΛ) = A and Theorem 9 give A f 0 = −Rf 0 . This characterizes eigenfunctions f of generalized Laplace operator A with polynomial growth in terms of the size of the powers
(ii) The previous theorem generalizes and improves the version presented in [13, 14] .
Theorem 10 Suppose P (ξ) = n a n ξ n is a non-constant polynomial with complex coefficients. Let {f j } ∞ −∞ be a sequence of complex-valued functions on R so that ∀ j ∈ Z, f j+1 = P (−iΛ)f j .
1) Let a ≥ 0 and let R > 0. Assume that for all ε > 0, there exist constants N ∈ N 0 and C > 0, such that
is satisfied for all n ∈ Z. Then
for constants c(λ, j) ∈ C and N ∈ N.
2) Let a ≥ 0 and let R > 0 and assume that {f j } ∞ −∞ satisfies
where (M j ) j∈Z satisfies the subpotential growth condition
for some m ≥ 0.
We have (i) If P (λ p ) = 0, for all λ p ∈ S R , then N < m in (53).
In particular, if m = 1, then
(ii) If S R consists of one point λ 0 and m = 1 in (55), then
Proof. 1) Assume that {f j } ∞ −∞ satisfies (52). Then Corollary 3 implies that the support of F Λ (f 0 ) is contained in the finite set S R . A standard result in distribution theory, see e.g., [[17] , Theorem 6.25], infers that
for constants c(λ, j) ∈ C, and some integer N . Here δ j ξ denotes the jth distributional derivative of the delta function δ ξ at ξ. The result follows with f 0 = F
. We want to prove 2) (i). For n ≥ 0, we have
for any χ ∈ S 2 (R). Fix λ p ∈ S R such that P (λ p ) = 0 and let N p be the order of F Λ (f ) at λ p . Choose χ ∈ S 2 (R) such that F Λ (χ) = 1 in a small neighborhood of λ p , and F Λ (χ) = 0 around the points V R \{λ p }. Then, for n > N p
plus lower order terms in n. Since | f n , χ | ≤ CM n R n for a constant C > 0, by (54), we have c(λ p , N p ) = 0 for N p ≥ m by(55).
If we assume that m = 1, then N p = 0 and condition (55) implies that the condition (40) is satisfied. Thus from the above, Eq. (53) becomes
We want to prove 2) (ii). Indeed, as in the above and from the assumptions on {f j } ∞ −∞ we prove that
We shall now show that we can take N = 0 in (56).
If not then (P (−iΛ) − P (λ 0 ))f 0 = 0. Let p be the largest positive integer so that (P (−iΛ) − P (λ 0 ))
If we put
then by (54) we obtain
By (55) C j satisfies the sublinear growth condition
An induction using (57) implies for j ≥ 2 that
Letting j → ∞ and using (59) implies (P (−iΛ) − P (λ 0 ))f = 0. But this contradicts (57). Consequently, N = 0 in (56). This completes the proof.
Remark 6
The previous theorem is the analogue for the Theorems 1 and 6 of [2] . 
Proof. Let u ∈ S 2 (R) and M > 0 such that
We have to prove that
Let r > M satisfy ϕ(x) = 0 for all x ∈ [−r, r] and R ∈ (M, r). Then for all n ∈ N the function x −2n ϕ is in D(R) and we can write
and by formula (25), we have
The hypothesis implies that F Λ (R −2n n A (u)) → 0 in S (R). Moreover from the Leibniz formula we deduce that (−x 2 ) −n R 2n ϕ → 0 in S(R). So using the Banach-Steinhaus theorem we prove that Finally we deduce the result by using the fact that (−x 2 ) n R −2n ψϕ → 0 in S(R). Let u ∈ S 2 (R). We put γ u := sup r ∈ [0, ∞) : supp(F Λ (u)) ⊂ (−r, r) c .
Theorem 12 Let u ∈ S 2 (R) such that (−x 2 ) −n F Λ (u) ∈ S (R) for all n ∈ N.
Let u n = F Let ϕ ∈ D(R) satisfy supp(ϕ) ⊂ (−M, M ). We want to prove that
Let r ∈ (0, M ) such that supp ϕ ⊂ (−r, r) and R ∈ (r, M ). Then for all n ∈ N the function x 2n ϕ is in D(R) and we can write
The hypothesis implies that F Λ (R 2n u n ) → 0 in S (R). Moreover from the Leibniz formula we deduce that (−x 2 ) n R −2n ϕ → 0 in S(R). So using the Banach-Steinhaus theorem we prove that and ψ(x) = 0 for all |x| ≤ . Then for all ϕ ∈ D(R) we have
and then F Λ (R n u n ), ϕ = F Λ (u), (−x 2 ) −n R 2n ψϕ .
Finally we deduce the result by using the fact that (−x 2 ) −n R 2n ψϕ → 0 in S(R).
Corollary 5
From the previous theorem we obtain γ u = sup R > 0, lim n→∞ R 2n u n = 0, in S 2 (R) .
Open Problem
In [18] Strichartz proved that Theorem. Let f be a function on R d such that
Then f (x) = Ce The purpose of the future work is to generalize this theorem. In place of oscillator operator − + ||x|| 2 of R d , we shall extended this to generalized oscillator operator L A := −Λ 2 + |x| 2 on R.
