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We investigate the behavior of a one-dimensional Bose-Hubbard gas in both a ring and a hard-
wall box, whose kinetic energy is made to oscillate with zero time-average, which suppresses first-
order particle hopping. For intermediate and large driving amplitudes the system in the ring has
similarities to the Richardson model, but with a peculiar type of pairing and an attractive interaction
in momentum space. This analogy permits an understanding of some key features of the interacting
boson problem. The ground state is a macroscopic quantum superposition, or cat state, of two
many-body states collectively occupying opposite momentum eigenstates. Interactions give rise to
a reduction (or modified depletion) cloud that is common to both macroscopically distinct states.
Symmetry arguments permit a precise identification of the two orthonormal macroscopic many-body
branches which combine to yield the ground state. In the ring, the system is sensitive to variations
of the effective flux but in such a way that the macroscopic superposition is preserved. We discuss
other physical aspects that contribute to protect the cat-like nature of the ground state.
I. INTRODUCTION
The existence of macroscopic quantum superposition
(MQS) states, or cat states, has long been one of the
most counterintuitive predictions of quantum mechanics
[1], as it is at odds with our daily perception of reality,
where such states are not observed. The collapse of the
Schro¨dinger cat state into one of its branches prevents us
from directly observing coherent superpositions of macro-
scopically distinct states. This collapse is understood to
be induced by the decohering effect of a dissipative en-
vironment which, in particular, can be a measuring ap-
paratus [2–5]. Decoherence tends to act faster the larger
the quantum system is [4].
Cat states may be viewed as a particular and extreme
form of entanglement, in which various subsystems (at
least some of them containing many particles) of a macro-
scopic system share their fate by highly correlating their
response to specific questions asked in the form of a quan-
tum measurement. So perhaps the most ubiquitous type
of cat state is that formed in a measurement process
where a microscopic quantum system becomes strongly
correlated with the measuring apparatus. However, this
type of MQS state is almost universally very fragile be-
cause, due to the macroscopic and noisy nature of the
apparatus, the compound system quickly decays into one
of the possible branches. For a given experimental run,
we always observe the macroscopic apparatus in a well-
defined configuration, from which we infer the state in
which the quantum system is left [6].
Cat states are of great fundamental interest. For in-
stance, they have been proposed to test macroscopic re-
alism [7–11], which posits an observer-independent de-
scription of macroscopic objects whilst keeping the laws
of quantum mechanics intact at the micro-level [10]. In
that context, the characterization of an MQS state is
especially relevant. Cat states also promise to be rele-
vant for practical applications such as atom interferome-
try beyond the Heisenberg limit [12], precision measure-
ments [13], quantum information tasks [14] and quantum
metrology [15].
Quite generally, cat states are difficult to realize be-
cause coupling to the environment quickly destroys the
coherent superposition of macroscopic states [4, 5, 16].
So the quest for the realization of MQS states is mostly
about finding means to overcome decoherence and to
probe the coherence between the macroscopically distinct
states before it is lost.
In this paper we present a system with the remarkable
property of possessing a cat-type ground state which is
unusually protected from decay into one of its branches.
Following our previous work [17], in which we introduced
the concept of “kinetic driving”, where a system’s ki-
netic energy is made to oscillate periodically in time with
zero time-average, we investigate the behavior of a one-
dimensional interacting boson system, with both peri-
odic and hard-wall boundary conditions. In each case
the ground state is a cat state involving two branches in
which two different nonzero momentum states are macro-
scopically occupied.
In both the ring and the hard-wall case, the system’s
resilience against collapse shows important differences as
compared with other setups hosting cat-like states. Most
importantly, the circular boson superfluid preserves the
MQS when subject to a spurious flux. Similarly, the gas
between hard walls is fundamentally unaltered by a ve-
locity drift due to gauge invariance. Another important
feature is that the two condensates share the depletion
cloud (here labeled reduction cloud), which provides a
degree of protection against atom losses. Other aspects
of resilience are discussed later in the paper.
Thus our goal here is to study the detailed properties
of the cat-like ground state for a kinetically-driven boson
system in both a ring and a box, where atoms satisfy
periodic and hard-wall boundary conditions, respectively.
This paper is arranged as follows. Section II is de-
voted to a review of the experimental literature on cat
states and an overview of representative theoretical pa-
pers. In section III we briefly reprise the main results
of kinetic driving found in Ref. [17]. In section IV we
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2explain how seemingly natural attempts to find a guid-
ing simple picture fail. Notably, the naive picture of a
ground state consisting of a coherent superposition of two
opposite-momentum condensates each traveling with its
own depletion cloud yields nonsensical results. Section V
is devoted to an illuminating toy model that correctly de-
scribes the strong driving limit and qualitatively applies
to a wider range of driving amplitudes. The resulting
model Hamiltonian contains a pairing interaction which
is a particular case of the general Richardson-Gaudin
pairing model studied in the context of nuclear physics
and small grain superconductivity [18, 19]. Besides that
pairing we additionally have an attractive interaction in
momentum space that favors the macroscopic occupation
of a single momentum mode [20]. We find that the deple-
tion cloud of the conventional, undriven Bose-Hubbard
(BH) model, with its well-known pairing structure, is re-
placed here by a reduction cloud based on a novel type
of pairing and shared by the two condensate branches.
In section VI we investigate the many-body structure
of the cat branches in the ring case. We find that the
they are considerably more complex than the exclusive
occupation of a nonzero momentum state. The collective
ground state involves many momentum Fock configura-
tions and there is no clear criterion to assign each con-
figuration to a given branch. Indeed some momentum
configurations contribute to both branches. We use a
symmetry argument to sharply define the two orthonor-
mal branches of the cat-like ground state. In section VII
we perform a similar study for the hard-wall box, suit-
ably switching between a stationary-wave and a trun-
cated plane-wave representation. This section concludes
with a brief discussion of the case of harmonic confine-
ment, whose ground state shows a similar MQS state
structure, which underlines the robustness of the physi-
cal effects unveiled here.
The atypical character of effective Hamiltonian yields
an unconventional particle current operator that, in both
the ring and the box scenarios, yields a vanishing expec-
tation value (for zero effective flux) for the two stationary
states and cat branches forming the ground doublet. In
a time-of-flight experiment, however, the behavior of the
two cat branches would be markedly different.
Section VIII is devoted to a discussion of how differ-
ent figures of merit help to measure the quality of the
cat state. The discussion includes a brief review of the
various “cattiness” measures that have been proposed in
the literature, and introduces a new figure of merit. In
section IX we investigate how realistic driving protocols
enable the realization of the cat-like ground state. We
find that the ground state is easier to reach in the ring
case. Finally, in section X we discuss why this system
is more resilient to collapse than most cat-state propos-
als. In particular, we consider the possibility of decay
due to spurious rotations or velocity drifts, atom losses
and diagonal impurities. We also contemplate thermal
excitations and coupling to an environment as possible
causes of collapse.
After a concluding section, the paper is complemented
by Appendices dealing with a variational calculation and
a cat measure estimate.
II. CAT STATES
A cat state can be generally defined as the coherent
superposition of two or a few macroscopically distinct
states. Although the precise definition of ‘macroscopic’
and ‘distinct’ is by itself a subject of debate (as briefly
reviewed in section VIII for two branches), there is a con-
siderable variety of physical systems for which cat states
have been proposed and even realized.
Continuous superpositions of macroscopically distinct
states (such as those appearing for double condensates
[21, 22]) may be considered MQS states, but usually are
not referred to as cat states. The collapse of such states
involves the measurement of a continuous macroscopic
variable, which requires a specific discussion [23] that
we shall not address here. A double condensate system
may evolve alternating between cat states and continuous
MQS states [22].
Early experiments prepared atoms in a correlated su-
perposition of spatially separated [24] or internal [25]
states. Evidence of MQS states was also found in persis-
tent current states in superconducting quantum interfer-
ence devices (SQUIDs) [26, 27] following earlier experi-
mental work on macroscopic quantum behavior in those
systems [28–30], or in related Cooper pair boxes [31].
Diffraction, a characteristic quantum wave phe-
nomenon, was observed in molecules as heavy as C60
[32] and even in larger molecules [33–35]. In the context
of magnetism, coherent transitions between macroscopi-
cally distinct states involving different magnetic orienta-
tions of large molecules were observed [36–38].
Entanglement of up to four particles in trapped ion sys-
tems was detected in Ref. [39]. In similar systems, the
number of entangled particles has later been increased to
six [14] and fourteen [40]. Photonic systems have been
tailored to yield small cat states [41, 42] in the optical and
also in the microwave range [43, 44]. In the optical range
these states have been increased to involve hundreds [45]
or even hundreds of millions [46] of photons. In the mi-
crowave range cats of up to hundreds of photons have
been produced [47]. Cat states have also been realized
in micromechanical oscillators [48], sometimes involving
optical levitation of submicron particles [49]. In the con-
text of cold bosonic atoms, a double-well spinor cat was
realized [50].
On the theory side, early studies focused on supercon-
ducting devices [7, 51], including the coupling to a mi-
cromechanical resonator [52]. Other optomechanical os-
cillators have been proposed [53–56]. It has been argued
that even a mirror in a cavity can be prepared in a cat
state [57]. Optical systems are also good candidates for
MQS based on the superposition of coherent states with
very different amplitudes [58]. With the assistance of
3cavity collisions, few-atom systems can exhibit cat states
of the Greenberger-Horne-Zeilinger (GHZ) type [59].
But perhaps the physical system that has collected the
largest group of cat state proposals is the atom Bose-
Einstein condensate [60–74], which is not surprising given
its high tunability. To classify the various proposals,
we may pay attention to the spatial distribution of the
macroscopically distinct states, and the observable whose
expectation value is different for the two branches. The
most common choice is that of two (or a few) spatially
separated atom clouds with the cat branches differing
in the position of those clouds [60, 61, 64, 67, 73, 75].
Cat states may also exist with a similar spatial distribu-
tion but with the relative phase playing the role of the
macroscopic observable distinguishing the two branches
[63, 66, 74]. The branches may occupy the same region
of space but populating modes which differ in the density
profile [76, 77]. Another often-studied cat setup is that
in which the two branches extend over the same ring but
display different phase profiles, thus yielding distinct su-
perfluid currents [69–72]. For quantum gases extended
over a ring, but described by the attractive BH model,
one may have all the atoms concentrated in a given site
but hopping coherently between different sites in a highly
correlated manner [65]. The atom spin can also be the ob-
servable distinguishing the two cat branches [78], some-
times correlated with the condensate position [62].
We may also compare the various guiding principles
that have been proposed to reach a cat state once it
has been identified. When the MQS state is the ground
state of a given system, simple cooling to that ground
state is very difficult because of the tiny energy splitting
that separates the ground and first excited states [79].
Other approaches must thus be followed which can be
roughly classified in three main categories: (i) projective
measurement, (ii) dynamic evolution, and (iii) adiabatic
preparation.
Examples in the first category are provided in Refs. [66,
80], where the creation of macroscopic superpositions of
atoms by some form of measurement on a Bose Einstein
condensate was proposed. The setup usually involves a
system in a continuous superposition of macroscopically
different states that is subject to a limited measurement
unable to resolve the difference between between two dis-
tinct eigenvalues of the measured observable. A similar
situation was found in Ref. [63] for the relative phase of
two interfering condensates.
The proposals in Refs. [12, 58, 67, 72, 73] can be framed
in the second category. Dynamic preparation means that
an initial state is prepared and made to evolve in such
a way that sometime during the evolution the system is
known to be in a cat state. A variant of the proposal of
Ref. [58] was realized experimentally in a photonic system
[43]. The preparation of the initial state can be achieved
by a sudden parameter change, for instance, the flip of
the sign of the interaction in a bosonic atom gas [67], or
a sudden change of the tunneling phase [72].
Adiabatic preparation (third method) has also been
proposed to produce cat states [60, 67]. The authors of
Ref. [60] considered cooling to a ground state that is not
cat-like but which can be adiabatically transformed into
a cat state. Adiabatic preparation was implemented in
the experiment of Ref. [27]. There, a superposition of
two macroscopically different flux states was created by
slowly driving a SQUID towards a level anti-crossing. For
superfluid systems, a general discussion of the difficulties
to prepare MQS states in a rotating ring is presented in
Ref. [70].
Finally, we may refer to the mechanisms that destroy
the MQS state. The main cause of the fast decay of
a Schro¨dinger cat state is the collapse into one of its
branches due to decoherence [3]. The detailed mecha-
nism is very sensitive to the particular physical realiza-
tion but, as already stated, it is a general trend that the
larger and more different the superposed branches are,
the faster the collapse is. Particle losses are known to be
an important source of decoherence for MQS states in ul-
tracold atoms [60] or photonic systems [81]. Interaction
of the condensate with the depletion cloud plays an im-
portant role in destroying the MQS of boson condensates
in two immiscible internal states [62]. The authors of [67]
identify the trapping lasers and the thermal cloud of a
trapped condensate as the main cause of the loss of quan-
tum coherence. Interestingly, some physical effects tend
to inhibit decoherence. For instance, inhomogeneities in
a ring [72] or interactions in a double well [73] can con-
siderably delay the decay of the cat state. A discussion of
the robustness of the more general concept of fragmented
states, of which cat states are a subset, can be found in
Ref. [82]
The unusual resilience to collapse is precisely one of the
most interesting features of the setups considered in this
paper. Section X contains a discussion of the possible
mechanisms that may induce the decay of the cat state.
III. KINETIC DRIVING IN THE RING
In a previous article [17] we considered a kinetically
driven one dimensional Bose-Hubbard (BH) model with
L sites and periodic boundary conditions, i.e. a ring.
We chose a specific time periodic hopping amplitude
(hence kinetic driving), which made our starting point
the Hamiltonian
H(t) = −J cos(ωt)
L−1∑
x=0
(a†xax+1 + a
†
x+1ax)
+
U
2
L−1∑
x=0
nx(nx − 1) ,
(1)
where ax, a
†
x are the usual bosonic annihilation(creation)
operators and nx = a
†
xax is the number operator. The
Hubbard interaction energy is given by U > 0, and
J cos(ωt) is the time periodic tunneling amplitude be-
tween neighboring sites. We set ~ = 1. In [17] we de-
4rived an effective static model in the limit of high fre-
quency driving. The interested reader is referred to the
appendix of [17] for details of the derivation. In the
(quasi-)momentum representation, the effective Hamil-
tonian for the driven system (1) is
Hκ =
U
2L
L−1∑
l,m,n,p=0
J0[2κF (kl, km, kn, kp)]
× a†kpa
†
kn
akmakl δkl+km,kn+kp ,
(2)
where
F (kl, km, kn, kp) ≡ cos(kl)+cos(km)− cos(kn)− cos(kp) ,
(3)
the Kronecker delta expresses momentum conservation
mod 2pi, J0 is the zeroth-order Bessel function, and the
momenta are given by
kp ≡ 2pip/L , (4)
with p taking L integer values from 0 to L − 1, and
κ ≡ J/ω is the driving parameter. In the ring kp is phys-
ically equivalent to kp + 2pin with n ∈ Z. The properties
of the system are determined by κ together with the sys-
tem size L and the total particle number N . We choose
N to be even. The interaction U becomes a global scal-
ing factor and is the only remaining energy scale. The
transformation relating the momentum and position rep-
resentations is
akp =
1√
L
L−1∑
x=0
eikpxax , ax =
1√
L
L−1∑
p=0
e−ikpxakp . (5)
Next we briefly recapitulate some relevant results ob-
tained in [17]. We found that the effective Hamiltonian
(2) has a quantum phase transition of the Kosterlitz-
Thouless type. Starting from a Mott-insulating state at
κ = 0 the system undergoes a transition at κ ' 0.48 into
a fragmented superfluid state, which is (quasi-)condensed
into the momentum eigenstates of nonzero momenta
±pi/2. These momentum eigenstates have nonzero group
velocity. The condensation is signaled by both the on-
set of clearly separated peaks in the momentum density
〈nk〉 at k = ±pi/2 [83], and the closing of the Mott gap.
Additional confirmation is obtained by measuring the
Luttinger liquid parameter, Kb, which takes the univer-
sal value Kb = 1/2 at the Kosterlitz-Thouless transition
point.
Further information can be extracted from the two-
particle momentum density. We found that the
momentum-momentum correlation 〈nknk′〉 develops well
separated peaks at (k, k′) = ±(pi/2, pi/2). Remark-
ably, the correlation is much smaller at (pi/2,−pi/2),
which leads us to conclude that the ground state is a
Schro¨dinger cat-like superposition of two macroscopically
occupied momentum eigenstates, rather than something
similar to a mere product state of N/2 particles in pi/2,
and N/2 in −pi/2.
In Ref. [17] we provided some semiquantitative argu-
ments to understand why the ±pi/2 states are macro-
scopically occupied. In this paper we present additional
considerations that give us a deeper understanding of the
special role played here by the momenta ±pi/2. We may
already point out that, if we take the expectation value
of (2) in a many-body state consisting of all particles
occupying the k momentum eigenstate, the resulting en-
ergy is independent of k. This is a first clear indication
that interactions play a crucial role in determining the
structure of the ground state.
In the standard (undriven) Bose-Hubbard model the
occupation of the zero momentum state is favored be-
cause it minimizes the kinetic energy invested in the co-
herent hopping between sites. Deep in the superfluid
regime the interactions may only represent an energet-
ically small perturbation to this state, but one that is
essential to achieve superfluidity. Here the situation is
more involved because Hκ only consists of interactions,
and does not permit single-particle nearest-neighbor hop-
ping.
At this point we may also note some important sym-
metries. One can verify that Hκ remains invariant un-
der the transformations k → −k (time inversion) and
k → ±pi + k. This highlights the importance of the mo-
mentum eigenstates with momentum eigenvalues 0, pi and
±pi/2, since the unordered pairs (0, pi) and (pi/2,−pi/2)
remain invariant under the mentioned symmetry trans-
formations. Thus the two components of each of those
pairs must play symmetrical roles. In particular, if the
ground state wave function contains a term where pi/2
is macroscopically occupied, then there must be another
term where −pi/2 has exactly that occupation.
Later in the article (see Section V and Appendix A)
we will further argue why the macroscopic occupation
of momenta ±pi/2 can be expected to be energetically
favored.
IV. TWO-MODE MODEL AND FAILURE OF
THE BOGOLIUBOV APPROXIMATION
One can gain more analytical insight by assuming the
presence of only two modes a ≡ a−pi/2, b ≡ api/2. Then
the Hamiltonian (2) becomes:
H2LS =
U
2L
(
2N2 −N − n2a − n2b
+a†
2
b2 + b†
2
a2
)
,
(6)
where we have used na + nb = N , and the subindex 2LS
stands for two-level system.
The above Hamiltonian can be diagonalized with the
canonical transformation, c = 1√
2
(a+ b) , d = 1√
2
(a− b),
which leads to
H2LS =
U
2L
(2N2 − 2N − 4ncnd) , (7)
5the normalized ground state being
|Ψ〉 = 1
(N/2)!
1
2N/2
(a†
2 − b†2)N/2|vac〉 (8)
This state does not have the cat-like momentum-
momentum correlations that we observe numerically, and
which ideally would be represented by a many-body state
of the type
(2N !)−1/2[(a†)N ± (b†)N ]|vac〉 (9)
Actually, it can be shown that in the large-N limit
(8) satisfies 〈nanb〉/〈nana〉 → 1/3, which is much larger
than the numerical result 〈nanb〉/〈nana〉  1, while the
same ratio is exactly zero for the state (9). The rea-
son for this discrepancy lies in the coefficients accompa-
nying the “center” configuration |(N/2)a, (N/2)b〉 when
the binomial expansion is implemented in Eq. (8) [84].
Their weights are simply too large. The failure of the
two-mode approximation to reproduce the correct corre-
lations further highlights the need to include the other
modes (k 6= ±pi/2) and the interactions that connect
them. In the next section we address this question more
precisely through a simplified description of the super-
fluid regime.
We note that, once we have decided to focus on the
macroscopic occupation of two modes, (8) is the closest
analog here to the Gross-Pitaevskii (GP) solution of the
undriven Bose-Hubbard model, where only the occupa-
tion of one mode is considered. The GP approximation
assumes a fully occupied one-atom mode of the type
(N !)−1/2(a†)N |vac〉 . (10)
One might be tempted to follow the steps of the un-
driven Bose gas and replace the operators a, b in (2) and
(6) by c-numbers. However, such an approximation is
valid only when all relevant configurations have a large
occupation of both modes a and b, but we find numer-
ically that this is not the case here. That approxima-
tion does apply to a state of the type (8) [this is clearer
when (8) is written in terms of the c, d operators] but, as
already noted, the numerical results reveal that the sys-
tem is far from that configuration. Most importantly, the
weight of configurations in which both modes (±pi/2) are
largely occupied is tiny. Specifically, we know from nu-
merical inspection that 〈nknk′〉 is very small away from
(k, k′) = ±(pi/2, pi/2), as can be appreciated in right
panel of Fig. 1.
On the other hand, the macroscopic occupation of
±pi/2 invites us to consider the picture of two conden-
sates traveling in opposite directions, each one carrying
its own depletion cloud. One might then perform a Bo-
goliubov calculation based on the macroscopic occupa-
tion of one of the two preferred momentum states, hoping
that a meaningful physical picture will be obtained. How-
ever, such a simple-minded Bogoliubov calculation yields
anomalous results, the main one being that all quasipar-
ticles have zero energy. Thus it becomes clear that the
−pi/2 pi/2
k
pi/2
−pi/2
k
′
2LS
−pi/2 pi/2
k
H0.7
0
5
10
15
20
25
FIG. 1. Momentum correlations for the two-mode ap-
proximation (left panel) and for the full effective Hamil-
tonian (right panel) at κ = 0.7. The respective ratios
〈npi/2npi/2〉/〈n−pi/2npi/2〉 are 4.3 and 45.5, which means that
the ground state of the two-mode approximation is much less
cat-like than that of the full model.
equivalent of the depletion cloud for the fragmented, cat-
like condensate has to be qualitatively different from the
conventional case. We will refer to the set of momentum-
representation Fock states with at least one momentum
k 6= ±pi/2 occupied as the reduction cloud, to clearly dis-
tinguish it from the conceptually simpler depletion cloud
of the undriven Bose-Hubbard model. In the next sec-
tion we study an approximate Hamiltonian that provides
valuable insights on the structure of the reduction cloud.
V. LARGE κ LIMIT. TOY MODEL.
As we have just argued, we need to fundamentally de-
part from the Bogoliubov-de Gennes approach, and turn
to other approximation schemes. In order to investigate
the structure of the reduction cloud, we resort to a sim-
plified Hamiltonian and study it in the superfluid regime.
We will assume that, in Eq. (2), the only relevant scat-
tering processes are those for which the argument of the
Bessel function is zero. This approximation becomes ex-
act in the the limit κ→∞.
For those elementary processes, the matrix element is
independent of κ. They satisfy the condition
F (kl, km, kn, kp) = 0 , (11)
i.e., J0(2κF ) = 1 in (2). By invoking momentum conser-
vation, (11) becomes
cos(kl)+cos(km)−cos(km+kl−kn)−cos(kn) = 0 . (12)
This is true provided any of the following four conditions
is fulfilled:
kl = kn , km = kn , kl + km = ±pi , (13)
the first two describing the absence of a collision. These
three equations can be neatly viewed as four planes in
the first Brillouin zone of (kl, km, kn)-space. This is il-
lustrated in Fig. 2, where the third Eq. (13) appears
6FIG. 2. The four planes (each plotted with a different color)
containing the scattering events whose amplitude in Hκ is
independent of κ. We only show the first Brillouin zone in
kl, km, kn-space.
unfolded into two planes plotted in the same color. Any
point on these four planes represents a scattering event
that has amplitude U/2L. Since limx→0 J0(x) = 1, these
are the amplitudes that dominate in the large-κ limit. In
that limit Hκ effectively becomes
H∞ =
U
2L
2N2 −N −∑
k
n2k
+
∑
k 6=k′
k+k′ 6=pi
a†pi−ka
†
kapi−k′ak′
 .
(14)
Hereafter the sums over momenta k, k′ are understood in
the sense of (4) and (5).
Although this Hamiltonian is exact only for κ → ∞,
we will see that it adequately captures many of the prop-
erties of our system for moderately large values of κ. Fig-
ures 3 and 4a show that, even for κ . 1, the ground state
energy and the momentum density of Hκ are very close
to those of H∞. Comparison of the right Fig. 1 and
the lower Fig. 4 shows that the two-particle momentum
densities are also very similar. This justifies the detailed
study of H∞ as a reference model for the more physical
parameter regime of moderate κ. By removing the scal-
ing factor U/2L, and the terms that are constant for a
given N , we trim H∞ down to the simple toy model
h∞ = −
∑
k
n2k +
∑
k 6=k′
k+k′ 6=pi
a†pi−ka
†
kapi−k′ak′ (15)
which adequately captures, for a broad range of κ values
(κ ∼ 0.5 and larger), the properties of the true ground
state in the superfluid sector.
0.0 0.5 1.0 1.5 2.0
κ
0.0
0.5
1.0
1.5
2.0
E
gs
/U
Egs(κ)
Egs(∞)
FIG. 3. Comparison of the ground state energy of Hκ and H∞
for 8 particles on 8 sites. As expected, for increasing κ the
ground state energy of Hκ approaches that of the asymptotic
model. We have checked this convergence for multiple system
sizes and fillings.
−pi/2 pi/2
k
0
1
2
3
〈n
k
〉
H0.7
H∞
−pi/2 pi/2
k
pi/2
−pi/2
k
′
0
5
10
15
20
25
FIG. 4. Top: Momentum density 〈nk〉 for the ground state
of H0.7 and H∞ for 8 particles on 8 sites. Both show clearly
separated peaks around k = ±pi/2. Bottom: momentum-
momentum correlations for the ground state of H∞. Again,
they are clearly peaked around±pi/2 and show negligible cross
correlations, indicating a cat-like state rather than a product
state. Note that the case κ = 0.7 is plotted in right Fig. 1.
7A. Connection to the Richardson model
The toy model (15) has interesting connections to other
areas of physics. The second term shows a pairing-type
interaction in which only collisions between particle pairs
with total momentum pi are allowed.
Pairing interactions (albeit typically between pairs of
zero total momentum) appear in the theory of supercon-
ductivity and in nuclear physics contexts. This topic has
a rich history in which many exactly solvable models have
been developed and studied. An excellent review on this
topic can be found in Ref. [19], where frequent references
are made to the work of Richardson [18], who found a nu-
merically exact solution for what has later become known
as the Richardson model. The theory was rediscovered
and successfully applied to mesososcopic superconduct-
ing metallic grains [85, 86]. Since then a whole class
of integrable so-called Richardson-Gaudin models have
been found [19]. Despite h∞ not being included in that
set of models, we can make use of many of the tools devel-
oped in [18], and the forthcoming analysis is an adaption
of elements of Richardson’s theory to our model.
The main difference between the Richardson model
and h∞ is the first term on the r.h.s. of Eq. (15), which,
as noted in Ref. [20], may be viewed as an attractive
interaction in momentum space. A particle pair in our
system is created by the operator B†k = a
†
pi−ka
†
k. Just as
in Ref. [18], we can define the seniority operator
νk = |nk − npi−k| , (16)
which counts the number of unpaired particles with mo-
mentum k or pi − k [87]. We note that
[h∞, νk] = 0 , (17)
and define the seniority of an eigenstate of h∞ as its
eigenvalue with respect to the operator
ν =
1
2
∑
k
νk , (18)
which measures the total number of unpaired particles,
the factor 1/2 being introduced to prevent double count-
ing.
The conservation of seniority ([h∞, ν] = 0) permits a
helpful block-diagonalization of h∞, since only configu-
rations with the same seniority are connected by h∞. In
particular, states that do not contain any pairs (ν = N)
are eigenstates of the pairing term with eigenvalue 0 and
thus eigenstates of h∞. The states with the lowest en-
ergy within the class of ν = N are those of the type
|Nk 6=±pi/2〉, their energy being −N2, where
|Nq〉 ≡ (N !)−1/2(a†q)N |vac〉 (19)
is a state with N particles in momentum q.
An important sector in the block-diagonalized Hamil-
tonian is ν = 0, i.e., the set of states that are only made
of configurations where all particles are paired. We refer
to them as fully paired states. Within this set of config-
urations, only |N±pi/2〉 involve the exclusive occupation
of a single one-atom state, since ±pi/2 are the only two
momenta that form a pair with themselves. Similarly to
|Nk 6=±pi/2〉, they benefit the most from the “on-site” at-
tractive interaction in momentum space. However, unlike
|Nk 6=±pi/2〉, |N±pi/2〉 are not eigenstates of the repulsive
pairing term in (15), because of the contribution
∑
k 6=±pi/2
a†pi−ka
†
k
(
api/2api/2 + a−pi/2a−pi/2
)
+ H.c. (20)
there included. Intuitively one expects that states in-
volving only pi/2 or −pi/2 or both will further lower their
energy by mixing with configurations which include pairs
with k 6= ±pi/2. As announced in the previous section,
we will refer to those states as the reduction cloud of the
±pi/2 condensates.
The main differences between the reduction cloud and
the conventional depletion cloud are that (i) the pairs of
the reduction cloud have total momentum pi (in contrast
to zero for the depletion cloud) and, most importantly,
(ii) the reduction cloud is shared by the two condensates.
The reason for the second difference is clear from (20):
the creation of a pair (k, pi−k) of total momentum pi (with
k 6= ±pi/2) can borrow the momentum indistinguishably
from condensate pairs (pi/2, pi/2) or (−pi/2,−pi/2), which
have the same total crystal momentum, namely, pi.
Indeed it can be proven by a variational calculation
that mixing |N±pi/2〉 with other fully paired (but con-
taining at least one k 6= ±pi/2) further lowers the energy
beyond −N2. The details of this can be found in Ap-
pendix A. This result confirms the intuition that the two
states |N±pi/2〉 benefit energetically from the mixing with
the interaction-induced reduction cloud. More specifi-
cally, |N±pi/2〉 mixes with other fully paired states of the
type |(N − 2)±pi/2, 1k, 1pi−k〉 with k 6= ±pi/2, which low-
ers the energy thanks to the pairing interactions in Hκ.
By contrast, states of the type |Nk〉 with k 6= ±pi/2 do
not have this possibility, since the pairing term does not
allow them to mix with other configurations. As already
noted, they are eigenstates of Hκ.
The block diagonalization greatly helps in reducing the
numerical overhead when studying the ground state of
the system. For ν = 0 and unit filling, one only has to
deal with
(
N−1
N/2
)
configurations instead of
(
2N−1
N
)
[88].
For 8 particles on 8 sites this already makes a big dif-
ference. Instead of 6435 configurations, one only has to
work with 70. This allows the system size to be increased
up to 18 particles on 18 sites. In Fig. 5 we see an interest-
ing scaling of the energy per particle when increasing the
system size. The energy drops in a zig-zag pattern. This
is connected to the fact that only when ±pi/2 are among
the allowed momenta can we have fully paired states in-
volving the occupation of just two modes, namely, ±pi/2.
This is possible only when N/4 is an integer.
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FIG. 5. Energy per particle of the ground state of h∞ for
different system sizes with unit filling. N = L is the number
of sites in the ring. A system that does not include ±pi/2 in
its set of momenta has a slightly higher energy per particle
than an adjacent system of similar size that does contain it.
The latter case corresponds to N/4 being an integer.
B. Ground state
Inspection of h∞ shows that all the momenta k 6=
±pi/2 play an equivalent role. This suggests that the
ground state of h∞ can be written as a fully paired state
of the form:
|Ψ0〉 =
N/2∑
m=0
(N−2m)/2∑
l=0
Cm,l
[|(N − 2m− 2l)−pi2 , (2l)pi2 〉+ |(2l)−pi2 , (N − 2m− 2l)pi2 〉]
×
∑
∑
nk=m
Q{nk}
∑
P
|P{nk}〉 ,
(21)
where the sum over {nk} runs over all possible occupa-
tion numbers nk of the pairs (k, pi − k), each one char-
acterized by the momentum k satisfying 0 ≤ k < pi/2,
so that in each sequence {nk}, a given number nk repre-
sents the two-mode state |nk, npi−k〉 containing n parti-
cles in momentum k and n particles in momentum pi−k.
We also sum over all possible permutations P of the se-
quence of pair occupation numbers. Each permutation P
acting on {nk} yields the same number sequence but dis-
tributed throughout the set of state pairs (always with
k 6= ±pi/2) in a different way. The resulting pair con-
figuration is represented by |P{nk}〉 and must have the
same weight as |{nk}〉. Thus the ansatz (21) is expected
to be exact within the toy model, something which we
have confirmed numerically.
To further understand the above state we may write
down the leading contributions to the ground state. If
Qm is defined as Q{nk} for the particular sequence in
which m particle pairs transferred to the reduction cloud
are concentrated in one mode pair [as usual labeled
(k, pi − k) with k 6= ±pi/2], then we can write
|Ψ0〉 =C0,0Q0
(
|N−pi2 , 0pi2 〉+ |0−pi2 , Npi2 〉
)
+ C1,0Q1
(
|(N − 2)−pi2 , 0pi2 〉+ |0−pi2 , (N − 2)pi2 〉
) ∑
k 6=±pi/2
|1k, 1pi−k〉
+ C0,1Q0
(
|(N − 2)−pi2 , 2pi2 〉+ |2−pi2 , (N − 2)pi2 〉
)
+ C1,0Q2
(
|N − 4)−pi2 , 0pi2 〉+ |0−pi2 , (N − 4)pi2 〉
) ∑
k 6=±pi/2
|2k, 2pi−k〉+ . . . ,
(22)
where the terms are written in order of decreasing value of |Cm,lQm|2, as obtained numerically for the case of 8
9particles on 8 sites [89].
The expansion (22) has some interesting informa-
tion. The first term is clearly identifiable as the ideal
Schro¨dinger cat-like superposition of the two macroscop-
ically occupied orbitals ±pi/2 (sometimes called a NOON
state). The second term is the largest contribution to the
reduction cloud. The third term represents an internal
exchange of one pair between the two main configura-
tions of the fragmented condensate, without intervention
of the reduction cloud. The fourth term represents the
exchange of four particles between the fragmented con-
densate and the reduction cloud all going to the same
mode pair; and so on.
The many-body states (21) and (22) show very clearly
that the reduction cloud is shared by the two branches (or
macroscopically distinct configurations) of the cat state.
This fact definitely eliminates the naive picture of the cat
state formed by two macroscopic branches each carrying
its own depletion cloud. Some of these points are further
discussed in Appendix A.
As we have noted, when a particle pair of total mo-
mentum pi is created, its momentum can be equivalently
viewed as coming from either the pi/2 or the −pi/2 con-
densates. In practice this means that, as we see in Eqs.
(21) and (22), such a pair (with k 6= ±pi/2) factors out
from a coherent, still cat-like superposition of the two
different macroscopic branches.
C. First excited state
Numerical inspection shows that the main difference
between the ground and the first excited states is their
behavior under time reversal, i.e., the transformation
that changes the sign of all momenta (k → −k)
TakT
† = a−k . (23)
While the ground state is symmetric with regard to time
inversion, the first excited state is antisymmetric. For
the toy model, the first excited state is very similar to
(21) and (22) except for the relative sign between |(N −
2m − 2l)−pi/2, (2l)pi/2〉 and |(2l)−pi/2, (N − 2m − 2l)pi/2〉,
which is flipped. As a consequence, the first excited state
avoids all configurations for which N − 2m− 2l = 2l.
The energy spectrum for H0.8 is shown in Fig. 6.
The lowest-lying doublet (formed by the similar ground
and first excited states) is clearly well-isolated from the
higher-lying excited states. We also note that in general
the values of |Cm,l| for a given m, l are different in the
ground and the first excited state. This is correlated with
the fact that the two lowest-energy states are not degen-
erate (see Fig. 6). Physically, this non-degeneracy is a
subtle issue that we discuss in the next section.
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FIG. 6. Low-lying excitations of Hκ with κ = 0.8 for 8 parti-
cles on a ring of 8 sites. The lowest two energy levels form an
almost degenerate doublet, separated by a large energy gap
from the rest of the spectrum.
VI. MANY-BODY PLANE WAVES
Interestingly, we find numerically that the natural or-
bitals (defined as the eigenstates of the reduced one-
particle density matrix) are just plane waves. Of them,
the two most occupied ones have momenta ±pi/2 for both
the ground state and the first excited state. Moreover,
as already noted, we find numerically that the ground
state and the first excited state are, respectively, symmet-
ric and antisymmetric under time reversal. Importantly,
this results holds when all coefficients of the ground
state wave function in the momentum Fock representa-
tion are real. These properties suggest another angle
from which to view the relation between the ground state
|Ψ0〉 and the first excited state |Ψ1〉, namely, as the sym-
metric and antisymmetric superposition of two collective
plane waves with average momentum ±pi/2. Specifically,
we are led to the following approximate picture for the
ground doublet:
|Ψ0〉 ' |C(pi/2)〉
|Ψ1〉 ' i|S(pi/2)〉 (24)
where
|C(k)〉 ≡ 1√
2
[|Φ(k)〉+ |Φ(−k)〉]
|S(k)〉 ≡ −i√
2
[|Φ(k)〉 − |Φ(−k)〉] ,
(25)
and |Φ(k)〉 = |Nk〉 is a many-body state with all particles
in momentum k, its wave function being
〈x1, . . . , xN |Φ(k)〉 = L−N/2 exp(ik
∑
i
xi) , (26)
where xi is the space coordinate of the i−th boson. Here
letters C and S are reminiscent of the sin(kx) and cos(kx)
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FIG. 7. Exact (dots) and ideal (dashed lines) natural orbitals
in the ring. The real part of the wave function is plotted.
wave functions which these states acquire in the single-
particle (N = 1) case. In this limit, |Φ(k)〉 becomes the
single-particle state of wave function L−1/2 exp(ikx).
In Fig. 7 we plot the wave function of the numerical
and ideal plane wave orbitals for 8 particles on a ring of 8
sites. The difference between the numerical and the ideal
results is indistinguishable to the eye.
We can now use the approximate picture (24)-(25) as
a guide to organize the numerical results.
Once we have identified the highly correlated nature of
the macroscopic occupation of momenta ±pi/2, as shown
in Fig. 1b (which reproduces Fig. 5 of Ref. [17]), we may
wonder whether we can neatly separate the two branches
of the cat-like state. If we were dealing with an ideal cat
state of the type (9) as exemplified in (25), the answer
would be easy: the two branches would be |Φ(±pi/2)〉,
both being states of the form (10).
The situation is more complicated when, instead of
the ideal cat states (9) and (25), we have to deal with
numerically obtained states which literally involve thou-
sands of momentum configurations. Considering that all
intervening Fock states have total momentum 0 mod 2pi,
we must rule out the possibility of establishing a criterion
to decide to which branch a given momentum configura-
tion contributes. This is even more so if (as will in fact
be the case) a given Fock state may contribute to both
cat branches.
Equations (24) and (25) offer a simple path to iden-
tify the two cat branches if |C(pi/2)〉 and |S(pi/2)〉 are
replaced by the true ground and first excited states. One
only has to invert (25) to propose
|Ψ±〉 = 1√
2
(|Ψ0〉 ± |Ψ1〉) (27)
−pi/2 pi/2
k
pi/2
−pi/2
k
′
|Ψ0〉 − |Ψ1〉
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k
|Ψ0〉 + |Ψ1〉
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FIG. 8. Momentum correlations of the states |Ψ±〉 =
1√
2
(|Ψ0〉 ± |Ψ1〉) constructed from the superposition of the
ground and first excited states. The isolated peaks clearly
suggest that the ground state is formed by two counter-
propagating many-body configurations akin to collective
plane waves. Here κ = 0.7.
and write
|Ψ0〉 = 1√
2
(|Ψ+〉+ |Ψ−〉) (28)
|Ψ1〉 = 1√
2
(|Ψ+〉 − |Ψ−〉) (29)
with the orthogonality of |Ψ0〉 and |Ψ1〉 guaranteeing
〈Ψ+|Ψ−〉 = 0 . (30)
In Fig. 8 we show the two-particle momentum density
of |Ψ±〉. The distinct single peaks at ±(pi/2, pi/2) clearly
confirm the adequacy of the criterion (27) to cleanly con-
struct the two cat branches. Despite its simple appear-
ance, we emphasize that Fig. 8 shows 〈nknk′〉 for a nu-
merically obtained state |Ψ±〉 involving thousands of mo-
mentum configurations of which |N±pi/2〉 (with all parti-
cles in ±pi/2) is only that with the largest weight. Specif-
ically, for N = L = 8, we find that the states |N±pi/2〉
add up to a normalization weight of approximately 50%.
Remarkably, the decomposition in cat branches such
as that shown in (28) with the results of Fig. 8 is also
possible for a boson gas between hard walls, as we discuss
in the next section.
Before shifting to the hard-wall case, we finish this
section with a note on the nondegeneracy of the ground
state doublet shown in Fig. 6. In the particular case of
N = 1, (24) yields two degenerate states, since cos(pix/2)
and sin(pix/2) are wave functions connected by a symme-
try operation, namely, a space translation of one lattice
spacing. Interestingly, the same analysis for N particles
shows that |C(pi/2)〉 and |S(pi/2)〉 differ by a global 1/N
translation. For N > 1, 1/N is less than a lattice spac-
ing and thus such a translation does not yield a degen-
erate state. However, practical degeneracy is obtained
for N  1. This argument, developed for noninteract-
ing bosons, provides a semiquantitative explanation of
the small but nonzero splitting of the interacting ground
state doublet shown in Fig. 6. It also suggests that the
splitting vanishes in the thermodynamic (N →∞) limit.
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A. Particle current
It is tempting to view the branches (27) as collective
states where many particles “travel” with an average mo-
mentum of ±pi/2. However, this picture is invalidated
under closer inspection. The unusual character of the
effective Hamiltonian (2) yields an also unconventional
particle current operator Iκ. If, as a result of a twist in
the periodic boundary conditions, all allowed momenta
are shifted by an amount θ, the matrix elements in Hκ
change accordingly. The space-averaged particle current
operator, Iκ = L
−1∂Hκ/∂θ can thus be written as
Iκ =
Uκ
L2
L−1∑
l,m,n,p=0
J1[2κF (kl, km, kn, kp)]
G(kl, km, kn, kp)a
†
kp
a†knakmaklδkl+km,kn+kp ,
(31)
where J1 is the first-order Bessel function and
G(kl, km, kn, kp) ≡ sin(kl) + sin(km)− sin(kn)− sin(kp) .
(32)
Clearly, the expectation value of Iκ vanishes for a state
of the type |Φ(k)〉 = |Nk〉 where all particles are in the
same momentum k. Numerically, we confirm
〈Ψ±|Iκ|Ψ±〉 = 〈Ψ0,1|Iκ|Ψ0,1〉 = 0 . (33)
However, despite this apparent lack of dynamics, the
two branches |Ψ±〉 will behave very differently in a time-
of-flight experiment in which the crystal momentum in
the lattice becomes the linear momentum in the vacuum
as the confining optical lattice is switched off. Moreover,
we find that, in the presence of a finite twist in the pe-
riodic boundary conditions, the ground state carries a
nonzero current (not shown). Interestingly, the nonzero
value of the current depends crucially on the presence of
the reduction cloud.
VII. KINETIC DRIVING BETWEEN HARD
WALLS
Here we investigate the effect of kinetically driving a
one-dimensional boson system in the presence of hard
walls. With respect to the flat ring scenario studied in
Ref. [17] and in the previous sections, there are similari-
ties but also some key differences.
The symmetry is greatly reduced and momentum con-
servation is lost due to lack of translational invariance.
The momentum values 0, pi do not play symmetric roles
anymore, nor do in general the momenta k, pi − k with
k 6= pi/2, as was the case for the ring. The natural or-
bitals are not plane waves. The toy model which, derived
in the large-κ limit, helped us understand much of the
physics in a wide range of κ values, does not work here
anymore.
We no longer can use the plane wave expansion in
Eq. (5) to derive the effective Hamiltonian. We must
rather introduce stationary waves satisfying the hard-
wall boundary conditions. The usual trick is to extend
the lattice by two sites and use stationary waves to ex-
pand the creation and annihilation operators in position
space [see e.g. Ref. [90]]:
ax =
√
2
L+ 1
L∑
l=1
sin(k˜lx)ak˜l (34)
ak˜l =
√
2
L+ 1
L∑
x=1
sin(k˜lx)ax (35)
Crucially, the wave vector k˜l is defined
k˜l = pil/(L+ 1) , (36)
where l takes L integer values from 1 to L, so that k˜l ∈
(0, pi). This contrasts with the definition of kl given in
(4) for plane waves in the ring, with kl ∈ [0, 2pi). Here
the momentum density of states is twice as high as for
plane waves.
The effective Hamiltonian with hard-wall boundary
conditions is therefore
Hhwκ =
2U
(N + 1)2
N∑
x=1
N∑
l,m,n,p=1
sin(k˜lx) sin(k˜mx) sin(k˜nx) sin(k˜px)×
J0
[
2κF (k˜l, k˜m, k˜n, k˜p)
]
a†
k˜p
a†
k˜n
ak˜mak˜l ,
(37)
with F defined in (3). Its derivation is completely anal-
ogous to that of Hκ, which was presented in Ref. [17].
Note that the main difference with respect to (2) is the
loss of momentum conservation, and hence the necessary
preservation of the the residual sum over the position x.
If the mode functions were plane waves this would yield
a simple Kronecker delta, as in (2).
The derivation of the toy model for the ring relied on
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the simple solutions to Eq. (12), which include momen-
tum conservation. An analogous derivation for the hard-
wall effective Hamiltonian is too involved to produce a
similarly simple Hamiltonian for large κ. Indeed we find
that some properties of the ground state such as its mo-
mentum density significantly change for κ > 0.8 (not
shown). By contrast, in the ring case the large-κ limit
remains consistently smooth for arbitrarily large values
of κ.
As to the Luttinger liquid analysis which we made in
[17] for the ring case, we note that the hard-wall bound-
ary conditions drastically alter the superfluid correlations
[91]. This makes it harder to reliably extract Luttinger
parameters from small systems. Since the biggest system
we can numerically investigate is 8 particles on 8 sites,
we will not attempt here to explore the Luttinger liquid
properties of the confined boson system.
A. Plane-wave representation
Although plane waves do not provide a natural basis
for quantum particles between hard walls, it is neverthe-
less possible to introduce them through the transforma-
tion:
ax =
1√
L
L∑
l=1
eiklxakl . (38)
In this expansion we implicitly set the plane waves to
zero on the fictitious sites x = 0, L + 1 where the hard
wall is supposed to be. Because of this we refer to (38)
as a truncated plane wave expansion. This expansion is
not useful in deriving the effective Hamiltonian, but will
become important later in the physical representation of
the results.
The stationary plane waves can be transformed into
truncated plane waves via
ak˜l =
√
2
L(L+ 1)
L∑
m=1
L∑
x=1
eikmx sin(k˜lx)akm , (39)
with k˜l and km are defined as in (36) and (4), respectively.
Unlike in the continuum limit case, the discrete nature
of the sum and the fundamental difference between the
definitions of k˜l and km make this transformation non-
trivial. It is also the reason why expressing (37) in the
plane wave representation does not provide any immedi-
ate advantage.
B. Numerical results
As for the case of periodic boundary conditions, we
have studied the momentum density and the momentum-
momentum correlations. To properly compare the ring
and hard-wall cases, we work in the truncated plane wave
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FIG. 9. Above: Momentum density for the ground state of
Hhwκ for 8 particles on 8 sites. Just as for the ring the momen-
tum density develops distinct peaks at k = ±pi/2. For κ = 0
the system is in a Mott state. As κ is increased two con-
densates with non-zero momenta form. Below: Momentum-
momentum correlations at κ = 0.8 for 8 particles on 8 sites.
The isolated peaks at ±(pi/2, pi/2) indicate that the ground
state is cat-like.
representation, which is perfectly reachable through the
transformation (39). Once the ground state has been
obtained in terms of stationary modes, it is easy to in-
vestigate the system in the truncated plane-wave repre-
sentation. Interestingly, the properties stay largely in-
tact as compared with the ring case. As κ increases,
two distinct peaks form in the momentum density and
the momentum-momentum correlation also shows dis-
tinct peaks at ±(pi/2, pi/2) [shown in Fig. 9)]. Such
correlated peaks indicate that the ground state remains
Schro¨dinger cat-like even for hard-wall boundary condi-
tions. The ground state is a coherent superposition of two
macroscopically distinct states, one with most atoms at
positive momenta (centered around pi/2) and the other
in the time-reversed configuration.
As in the ring case, we can make use of symmetry to
better understand the cat-like structure of the ground
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and first excited states. Space inversion around the mid-
point of the chain amounts to the transformation
Iak˜lI
† =
{−ak˜l l even
ak˜l l uneven
(40)
where I is the spatial inversion operator. We have
checked numerically that the ground state is symmetric
under I, while the first excited state is antisymmetric.
We also see that they have very similar momentum den-
sities and momentum-momentum correlations.
As we did for the ring, we can translate this into an
approximate picture for the wave function of the ground
and first excited states. Specifically, we propose
|Ψ0〉 ' |C(pi/2)〉 (41)
|Ψ1〉 ' |S(pi/2)〉 , (42)
with the coordinates in (26) referred to the midpoint be-
tween the walls. The adequacy of this approximation for
some purposes can be inferred from an analysis of the
approximate and numerically-exact natural orbitals. It
is possible to work out the reduced one-particle density
matrix for |C(k)〉 and |S(k)〉. One obtains
ρ(1)(x, x′) =
1
L
cos[k(x− x′)] (43)
=
1
L
[cos(kx) cos(kx′) + sin(kx) sin(kx′)] ,
(44)
from which we conclude that the natural orbitals are
φ0(x) = cos(kx) , φ1(x) = sin(kx) . (45)
We can compare them with the natural orbitals obtained
numerically. Setting k = pi/2, we find that they are in-
deed very similar. Figure 10 shows a direct comparison
between the degenerate most occupied orbitals for 8 par-
ticles on 8 sites and the approximate natural orbitals in
(45). We notice that the numerically exact state obeys
the boundary conditions, so its orbitals go more gradually
to zero close to the boundaries. One could ameliorate this
by multiplying the truncated plane waves implicit in (41)
and (42) by an envelope function that smoothly goes to
zero at the walls. This is also what in practice breaks the
symmetry between 0 and pi, since the envelope function’s
discontinuity at the walls will imbalance the momentum
distribution.
The foregoing analysis of symmetries and natural or-
bitals strongly supports the relevance of the approximate
picture (41) proposed above. As we did for the ring, we
can invert the terms and use the relations (25) to identify
the cat branches between hard walls.
The fact that the ground state and first excited states
are, respectively, even and odd under space inversion (al-
ways within the convention that, when expanded into
momentum Fock states, the ground and first excited state
have only real coefficients) strengthens the argument that
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FIG. 10. The solid lines show the two most occupied natural
orbitals at κ = 0.8 for 8 particles on 8 sites. They are plotted
continuously to better compare them with the analytically
obtained orbitals from the ansatz in (41). The points indicate
the value of the wave function at the real sites. They show
very good agreement in the center of the lattice. At the edges
they start to disagree since the truncated waves are highly
discontinuous at the edges while the stationary waves are not.
−pi/2 pi/2
k
pi/2
−pi/2
k
′
|Ψ0〉 − i|Ψ1〉
−pi/2 pi/2
k
|Ψ0〉 + i|Ψ1〉
5
10
15
20
25
FIG. 11. Momentum correlations of the states |Ψ±〉 con-
structed from the superposition of the ground and first excited
states [see (46)] for κ = 0.8. The isolated peaks clearly sug-
gest that one can view the ground state as the superposition
of two counter-propagating collective plane waves between the
walls.
our ground and first excited states are similar to (41) and
(42).
If we understand that the ground state and the first
excited state are, respectively, cosine-like and sine-like
(with respect to the midpoint) we can expect the cat
branches to be:
|Ψ±〉 = 1√
2
(|Ψ0〉 ± i|Ψ1〉) . (46)
This expectation is confirmed in Fig. 11, where the nu-
merical momentum-momentum correlation is shown for
the branches |Ψ±〉. As argued for the ring, the orthogo-
nality of |Ψ0〉 and |Ψ1〉 guarantees 〈Ψ+|Ψ−〉 = 0.
The outcome is that for the hard-wall case the ground
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and first excited states can again be written as
|Ψ0〉 = 1√
2
(|Ψ+〉+ |Ψ−〉) (47)
|Ψ1〉 = −i√
2
(|Ψ+〉 − |Ψ−〉) , (48)
where |Ψ±〉 represent complex but strictly orthonormal
many-body configurations with a preferential occupation
of momenta ±pi/2. We identify them with the two or-
thonormal branches of the cat state. As for the ring
case, we remark that the states |Ψ±〉 yielding the simple-
looking result of Fig. 11 actually involve thousands of
momentum configurations.
Like for the ring case (see Section VI A), one might
naively interpret the branches (46) as traveling many-
body states. We also find here that the expectation value
of the current operator [see Eq. (31)] vanishes in the
ground doublet, with expressions identical to (33).
For completeness, we show in Fig. 12 the spectrum for
the hard wall system. The lowest doublet is separated
from the higher-lying excitations by a smaller energy in-
terval than in the ring case. The comparison of the var-
ious energy differences in the ring and in the hard-wall
cases takes us to the question of the fragility of the cat-
like correlations against finite-time state preparation, a
problem which we address in the section IX.
C. Harmonic confinement
We have so far considered the case of a box poten-
tial, that is, a potential that is zero within two hard-wall
boundaries. Although this type of trapping has been
used in experiment [92], it is much more common to use
a parabolic trap. To see how the presence of such a poten-
tial may modify the results we obtain, we add a potential
term to the driven Bose-Hubbard model
V = V0
∑
j
(xj − x0)2 nj , (49)
where x0 is the centre of the box and nj is the stan-
dard number operator. As before, we prepare the system
in a perfect Mott state, and then add the above poten-
tial while slowly increasing the amplitude of the time-
dependent driving.
For a weak trapping potential, V0 = 0.01U and J = U ,
the momentum density function and the occupation of
the natural orbitals strongly resemble the case of the flat
trap (V0 = 0). As κ is increased from zero, two natu-
ral orbitals become macroscopically occupied, while two
peaks centered on momenta ±pi/2 appear in the momen-
tum density function. This provides strong evidence for
the formation of a similar Schro¨dinger cat state. The
appearance of the two peaks remains true for higher val-
ues of the trap curvature (V0/U = 0.04 and 0.08) This is
also true for random potentials; the cat features survive
as long as the amplitude of the disorder potential is not
large enough to localize the particles (not shown).
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FIG. 12. Energy levels of ground and lowest-lying excited
states for κ = 0.8 with hard-wall confinement. The gap be-
tween the lowest two states and the rest of the spectrum is
considerably smaller than for the ring-case (Fig. 6).
VIII. MEASURES OF “CATTINESS”
The question remains of how to quantify the quality
of a cat-like state, which may loosely be referred to as
“cattiness” [93]. A number of cat quality measures have
been proposed [7, 94, 95]. Quantitative measures tend
to reward both the purity (branch orthogonality) and
the size of the system. From the summary of Ref. [94]
we may distinguish several approaches chosen to char-
acterize the quality of an MQS state: Definition of the
effective size of the superposition by comparing it to a cat
state made from two orthogonal modes [96–99], size of the
relative particle-number fluctuations [78, 100], entangle-
ment measures taken from quantum information theory
[73, 101, 102], magnitude of the off-diagonal correlations
to distinguish mixed states from cat states [8, 9, 75, 103],
and more measurement-based approaches [68, 104–107].
In this section, in order to characterize the ground
states found in our calculation, we adopt the pragmatic,
measurement-based definition of cat quality introduced
in [68]. Since we deal with pure many-body states in-
volving many one-particle modes, this measure is partic-
ularly helpful to us because its general character is not
restricted to the case of two modes. The measure in [68] is
convenient for us also because we know the branches pre-
cisely. It attempts to quantify how well the two branches
A and B of a superposition
|Ψ〉 = |A〉+ |B〉 (50)
can be distinguished after a measurement. More specif-
ically it gauges the maximal probability of successfully
inferring the two n-particle reduced density matrices (n-
PRDMs) ρ
(n)
A and ρ
(n)
B [108] related to the respective
branches after an n-particle measurement:
P (n) =
1
2
+
1
4
||ρ(n)A − ρ(n)B || . (51)
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where || · || is the trace norm ||ρ|| = ∑i |λi| with λi
the eigenvalues of ρ. If both density matrices are identi-
cal, then the probability of correctly inferring the branch
from an n-particle measurement is P = 1/2. This means
one has not learned anything about either branch. For
a perfect cat state P (1) = 1, which means an immediate
“collapse” takes place after the first particle measure-
ment. The more particles it takes to differentiate the
branches, the smaller is the effective size of the superpo-
sition.
Here we simply evaluate (51) without linking it to an
effective cat-size through a value of confidence as the au-
thors of Ref. [68] did. We only consider up to two particle
measurements. In the plane-wave representation, both
branches are sharply defined by the splitting in Eq. (28).
The properly normalized components of the one-
PRDM and two-PRDM are
ρ
(1)
il =
1
N
〈a†kiakl〉 (52)
ρ
(2)
ijlm =
1
N(N − 1) 〈a
†
ki
a†kjaklakm〉 (53)
In Fig. 13 we present P (n) as a function of κ for n = 1, 2.
As κ grows, it is evident that the probability of inferring
A or B rises in both the ring and the hard walls. For
κ < 0.75 the biggest probabilities reached for the ring
are P (1) = 0.93 and P (2) = 0.98, whereas for the hard
walls P (1) = 0.88 and P (2) = 0.95. In the ring one can see
that the probabilities closely approach their theoretical
limit, P (1) = 0.94, P (2) = 0.98, provided by the pairing
model. Even in the large-κ limit, the ground state is not
a perfect cat, since the pairs in the reduction cloud are
shared by both condensate branches. This effect seems to
survive in the thermodynamic limit, as we argue below.
As expected, the probability for collapsing the state
after a two-particle measurement is consistently higher
in both the ring and the hard-wall case. The apparent
discontinuity in the ring for low κ stems from a disconti-
nuity of the first excited state, which does not develop its
peaks at ±pi/2 in the momentum density gradually (not
shown).
Finally in Fig. 14 we look for the scaling of P (1) with
growing system size. The pairing model predicts that
P (1) increases with N but saturates to a value below
unity for N → ∞ due to the presence of the reduction
cloud. This result suggests that the weight of the reduc-
tion cloud saturates to a finite value in the thermody-
namic limit.
Now we define a complementary figure of merit C to
quantify cattiness:
C ≡
∑
k
pk(|〈A|ξk〉| − |〈B|ξk〉|)2 (54)
where |A〉 and |B〉 are normalized, and
pk = 〈Ψ|nk|Ψ〉/N (55)
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FIG. 13. Figure of merit based on the probability P (n) of
knowing if the state collapsed into either branch after an n
particle measurement. Top: ring, bottom: hard walls. The
apparent discontinuity in the ring at κ ' 0.3 is due to a
discontinuity in the behaviour of the first excited state. The
probabilities to infer the cat state for the hard-wall case are
consistently lower than for the ring.
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FIG. 14. Scaling of P (1) with system size for the pairing
model. For up to 16 particles on 16 sites the probability
steadily increases.
is the probability of finding momentum k in a one-particle
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FIG. 15. Figure of merit for “cattiness”, C, defined in Eq.
(54). As before, the discontinuity in the ring result arises
from the behaviour of the first excited state. C < 1 for large κ
because both branches share the reduction cloud. The largest
values reached are: C = 0.79 for the ring, C = 0.85 for the
pairing model and C = 0.51 for hard walls.
measurement, and
|ξk〉 = nk
µ2k
|Ψ〉 , (56)
with µ2k ≡ 〈Ψ|n2k|Ψ〉, is the normalized many-boson state
after projecting out configurations with momentum k un-
occupied. The cattiness C is an intuitive measure tai-
lored to our system. As in Ref. [68], we have looked
for a figure of merit based on a measurement procedure.
The idea is to infer the quality of the superposition by
correlating it with the extent to which |ξk〉 overlaps with
|A〉 or |B〉, i.e., with our ability to predict the outcome
of the second one-particle measurement from the result
of the first measurement.
For an ideal cat, C = 1. For a non-cat state (|A〉 = |B〉
in (50)), C = 0. In Fig. 15 we show the results for the
ring and hard-wall boundary conditions. Again, the dis-
continuity for the ring stems from a discontinuity in the
nature of the first excited state. In the Mott insulating
regime, C is very close to zero and increases notably af-
ter the transition. As for (51) we associate the fact that
C < 1 for large κ to the presence of the reduction cloud,
i.e., the multi-mode nature of the ground state.
The quantitative measure (54) is particularly simple to
apply when only two modes are involved. As an illustra-
tion, in Appendix B we explicitly calculate C for a state
of the form
|Ψ〉 = 1
K
(|A〉+ |B〉) (57)
whereK normalizes |Ψ〉 and the branches are constructed
from non-orthogonal single particle orbitals:
|A〉 = 1√
N !
(a†)N |vac〉 , (58)
|B〉 = 1√
N !
[cos(θ)a† + sin(θ)b†]N |vac〉 . (59)
For θ ∈ (0, pi/2), we find that C nicely interpolates be-
tween 0 and 1.
IX. STATE PREPARATION
We now consider how the cat state can actually be pre-
pared in an experiment. As it is the ground state of the
system, we might expect to naturally fall into this state
as the system is cooled. However, the cat state consists
of a superposition of two branches which are degenerate
in energy and yield a splitting that vanishes in the ther-
modynamic limit. As a consequence, cooling the system
towards zero temperature will just result in a classical
mixture of the two branches [79]. We will instead look at
the feasibility of preparing the cat state by adiabatic ma-
nipulation, as considered in [60, 67]. Working with the
full time-dependent Hamiltonian (1), we initialise the sys-
tem in the Mott state, with one particle occupying each
lattice site, and slowly ramp κ up over many thousands
of driving periods from an initial value of zero to a final
value of κ = 0.8, as shown in Fig. 16a. When this final
value is reached, we then hold κ constant.
To give an indication of the degree to which the in-
stantaneous state of the system exhibits cat correlations
during this process, we evaluate the two-particle reduced
density matrix at momenta (pi/2, pi/2), that is, we com-
pute χ ≡ 〈npi/2npi/2〉. As we have seen earlier, this quan-
tity has a large value when the system is in a cat-like
state and is small otherwise. So it acts as a reasonable
alternative figure of merit to characterize the expected
cat nature of the state we reach upon slowly ramping up
the driving amplitude.
We show the behaviour of χ for periodic boundary con-
ditions (the ring) in Fig. 16b, for various ramp speeds. It
can clearly be seen that as the ramp speed decreases, the
final value of χ increases, indicating that the cat state
is being prepared with greater fidelity. This can be un-
derstood from the quasienergy spectrum of the system,
shown in Fig. 17a. For small κ the system is a Mott
insulator, and so the ground state is separated from the
next excited states by a gap of order U . Accordingly, as
long as the ramp-speed is sufficiently slow with respect to
the gap, |∆˙|/∆  1, the adiabatic approximation holds
and the system safely remains in the ground state. Once
the Mott gap closes, and the system becomes superfluid,
the two lowest-lying states become an almost degenerate
doublet. To form the cat correlations, we want the sys-
tem to remain in this doublet, without being excited to
higher excited states, which again imposes an adiabatic
limit on the speed of the ramp (actually, as noted below,
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the system barely occupies the first excited state due to
symmetry). As the gap is smaller here than in the Mott
regime, the adiabaticity requirement is more stringent,
and we can see it is only fulfilled when the ramp-time is
of the order of 6400T . For more rapid ramps, χ shows
an oscillatory behaviour arising from the excitation of
higher states, which decreases the value of the cat cor-
relations. To confirm this interpretation, we also mea-
sured the overlap (squared) of the final state with the
true ground state of the system for κ = 0.8. For a ramp-
time of 1600T , for example, this takes a value of 0.842,
indicating that a substantial proportion of the state has
been excited out of the ground state. For the slowest
ramp, however, this value rises to 0.999, demonstrating
that the procedure indeed has excellent fidelity.
In Fig. 16c we show the corresponding results for the
hard-wall case. In contrast to the ring, however, even
the slowest ramp speeds used are not able to prepare a
cat state with comparable fidelity. As we show in Fig.
17b, this is a consequence of the differences in the en-
ergy spectrum produced by the change in boundary con-
ditions. For hard walls the lowest doublet of states in
the superfluid regime is barely separated from the next-
highest states, as we can see explicitly by comparing Fig.
12 with Fig 6. We can again measure the overlap of the
obtained state with the actual ground state of the sys-
tem, which reveals that even for a ramp-time of 6400T
the fidelity is substantially lower (' 0.902) than for the
corresponding case of the ring, As a result, slower ramp-
speeds would be needed to prepare a cat state, with time
scales at least an order of magnitude longer than for the
case of a ring.
Interestingly, we find that, for both the ring and the
hard-wall case, the overlap of the final state with any
given excited state is very small. In particular, the over-
lap with the (also cat-like) first excited state is essentially
zero because the ramp-up driving respects the symmetry
of the ground state.
X. RESILIENCE TO COLLAPSE
Here we focus on the robustness of the cat state against
collapse into one of its branches once it has been pre-
pared. By collapse or decay of a cat state we understand
its projection into one branch due to energy lowering or
information retrieval and lasting for a very long time.
For a boson gas in a ring, one possible cause of collapse
is the appearance of a spurious external flux. This can be
due to a rotation drift of the optical lattice or to a depar-
ture from the ideal switching procedure [109] considered
in sections III or IX. The spurious flux may be relevant
in a SQUID [26, 27], where the Josephson coupling gen-
erates a periodic flux dependence that can be tuned to
form a double-well potential which in turn can be easily
imbalanced. Here the physics is different. We have ex-
plicitly checked that, under the effect of an external flux,
the two condensates shift their average momentum while
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FIG. 16. The full time-dependent system is initialized in a
Mott state, and κ ramped linearly from 0 to a value of 0.8
over a time-interval (the ramp-time), and then held constant
for the same time interval (a) Time-dependence of the driving
parameter, κ. (b) Cat correlation χ for a ring system. The
black line is for a ramp-time of 1600T , the red line for 3200T
and the blue line for 6400T . As the ramp-time is increased,
the final value of χ becomes closer to that of the system’s
true ground state (dashed curve), and the oscillations reduce
in amplitude, indicating that the cat state is being prepared
with greater fidelity. (c) As in (b) but for a hard-wall system.
The final value of χ is lower, and even for the slowest ramp-
time, the oscillations in χ remain significant. Much slower
ramps would be needed to prepare the cat state with adequate
fidelity. Physical parameters: U = 1, ω = 50.
preserving the cat structure. In the case of a box (hard
wall), the situation is even simpler, as any velocity drift
can be gauged away.
Particle losses can be a cause of MQS collapse [60, 81].
A necessary condition for this to be an efficient decay
mechanism is that the emitted atom carries information
on the cat branch it comes from. Assuming that upon
detection it is possible to know the momentum the atom
had in the optical lattice, the information retrieval might
be sufficient to cause the collapse. However, this is not
clearly the case if we note that the atom with nonzero
momentum in the lattice had actually zero group veloc-
ity before being emitted (see section VI A). For the re-
duction cloud, the situation is more radical: even if we
were able to know the initial crystal momentum of the
detected atom, if this momentum happens to belong to
the reduction cloud (i.e. it is different from ±pi/2), then
it carries no information whatsoever on the branch state,
since the reduction cloud is identically shared by the two
±pi/2-momentum condensates.
A similar discussion of atom losses applies to a
kinetically-driven boson gas between hard walls.
The interaction with the thermal cloud has sometimes
been identified as a possible cause of cat state collapse
[67]. Here we have not performed a study of thermal
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FIG. 17. Quasienergy spectrum as a function of κ for (a) pe-
riodic boundary conditions, and (b) hard walls. Note how in
(a) the ground state manifold is always isolated from the rest
of the spectrum, but that in (b) the ground-state merges into
the spectrum as κ increases. This makes adiabatic prepara-
tion of the cat-state far more challenging for the case of hard
walls.
excitations, but the existing experience on conventional
boson gases teaches that quasiparticles often reflect the
structure of the depletion cloud. The fact that the reduc-
tion cloud is common to the two macroscopic condensates
strongly suggests that the same is true for the quasipar-
ticles. Thus the assertion that the thermal cloud cannot
cause the decay of the MQS state may be viewed as an
educated conjecture.
Diagonal impurities may also break the nice degener-
acy between cat branches. Both for impurity disorder
(see section IX) and for isolated impurities, we have nu-
merically checked that the cat structure remains intact
within a range of nonzero impurity strength (not shown).
Finally, one may reflect on the role of standard deco-
herence, i.e., dephasing caused by coupling to an external
dissipative environment [2–5]. Cold atom systems tend
to be isolated and thus insensitive to external sources
of dissipation. For the present system, there is an ad-
ditional, more profound reason to believe that dynamic
decoherence is not operating here. A necessary condition
for an environment to cause the collapse of a cat state
is that it couples to the system observable whose eigen-
states (the “pointer basis” of Ref. [3]) characterize the
cat branches. It is difficult to think of a dissipative envi-
ronment that meets those requirements, considering that
the branches of the present state collectively populate
nonzero momentum states while yielding individually a
zero current average, due to the counterintuitive current
operator (see section VI A).
Altogether, there seems to be a number of reasons for
asserting that the cat states we have identified in the
ground doublet of a kinetically driven boson gas are more
protected than most cat states so far investigated. Al-
though we have not been able to check it explicitly, it
seems reasonable to venture that this unusual MQS ro-
bustness will survive in the thermodynamic limit. Thus
the picture emerges of a many-body state with a practi-
cally hidden cat structure that only blossoms when sub-
ject to the invasive momentum-measurement of a time-
of-flight experiment.
XI. CONCLUSIONS
In this paper we have investigated a novel type of
Schro¨dinger cat state whose main characteristic is its un-
usual resilience to collapse into one of its branches. This
is the case of a one-dimensional boson gas (described
by the BH model) between hard walls subject to time-
periodic driving of the kinetic energy with zero average.
As noted in Ref. [17], such a boson system system has
a preference for collectively populating the states of mo-
mentum ±pi/2.
We have focused on exploring the cat-like nature of the
ground state, which has led us to a deeper understand-
ing of this atypical many-body problem. This has been
possible thanks to the fortunate fact that, in the ring
case and for medium and large driving amplitudes, the
time-independent effective Hamiltonian can be approxi-
mated by a Hamiltonian which resembles the Richardson-
Gaudin pairing model. Our effective system addition-
ally includes an attractive interaction in momentum-
space [20] and a peculiar pairing rule that links momenta
k, pi − k (instead of the conventional k,−k). This un-
usual pairing interaction gives rise to a modified deple-
tion cloud which is shared by the two current-carrying
condensate branches and which we label reduction cloud
to clearly distinguish it from the qualitatively different
depletion cloud of the conventional, undriven BH model.
The simplified toy model just described does not ap-
ply so well to the boson gas between hard walls. Yet
many of its features can still be qualitatively understood
in terms of an ensemble of atoms with highly correlated
momenta. This picture is quantitatively confirmed by
analyzing the many-body ground state in the represen-
tation of truncated plane waves (see Fig. 11). We have
also studied the case of harmonic confinement and found
the same structure of many atoms with a high momen-
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tum correlation, which underlines the robustness of the
effect.
We have investigated aspects of the ground state such
as its intrinsic quality as a cat state, the feasibility of its
preparation, and its resistance to collapse. The emerging
picture is that of a boson system whose ground doublet
is formed by two cat-like states. Of the ground state we
can assert that its cat quality and preparation feasibility
are acceptable and its resilience to collapse remarkable.
The cat branches differ in the momentum that is
macroscopically occupied. Despite their nonzero momen-
tum, each cat branch has separately a zero average cur-
rent. This counterintuitive result is directly linked to the
exotic character of the effective Hamiltonian, which re-
sults in an also atypical current operator. The atom mo-
menta can be measured in a time-of-flight experiment,
since upon removal of the confining optical lattice the
crystal momentum within the lattice becomes the linear
momentum in free space. In such an experiment the ma-
jority of atoms are expected to flock in a given direction
that varies randomly from run to run. In such a sce-
nario one could investigate the statistics of correlations
between detected momenta at different times, thus prob-
ing also the reduction cloud of the fragmented condensate
and its resulting correlations.
In the presence of a finite effective flux, the kineti-
cally driven boson gas displays a nonzero current whose
sheer existence depends crucially on the presence of the
reduction cloud. This may be viewed as a new form of
superfluidity.
The present work paves the way to the study of a novel
class of low-energy robust cat states that can be realized
in cold atom setups and other similar systems.
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Appendix A: Variational calculation
Take the state
|Ψ(α)〉 = α|F 〉+ β|R〉 (A1)
=
α√
2
(|N−pi2 , 0〉+ |0, Npi2 〉)
+
β√
2(L− 2)(|(N − 2)−
pi
2
, 0pi
2
〉+ |0−pi2 , (N − 2)pi2 〉
×
∑
k 6=±pi2
|1k, 1pi−k〉 ,
(A2)
where α, β are real and α2 + β2 = 1. Here F stands for
fragmented condensates and R for reduction cloud. We
find
E(α) = 〈Ψ(α)|h∞|Ψ(α)〉 (A3)
= α2(EF − ER) + α
√
1− α2 V + ER , (A4)
which is minimized for α = α0 with
α0 = −sgn(V )
√
1
2
+
(
1 +
2V 2
(EF − ER)2
)−1/2
. (A5)
The various constants are
EF = 〈F |h∞|F 〉 = −N2 , (A6)
V = 2〈F |h∞|R〉
=
√
N(N − 1)(L− 2) , (A7)
ER = 〈R|h∞|R〉
= −N2 + 4N + L− 9 . (A8)
For unit filling (N = L) the energy reduction for 8 par-
ticles on 8 sites due to the cloud is E(α) − ER = −8.19
(here, EF = −64, E(α0) = −72.2 and the numerically
exact ground state energy is Egs = −83.2). For N > 9
one can prove generally that
E(α) < EF . (A9)
In the limit of large N , one obtains
E(α0)− EF = −N
√
N . (A10)
This clearly shows how the mixing with a cloud of
pairs lowers the energy of the fully occupied modes
±pi/2. For simplicity we have omitted the inclusion of
|(N − 2)−pi/2, 2pi/2〉, |2−pi/2, (N − 2)pi/2〉 because it would
have caused the introduction of yet another independent
parameter, without further elucidating the effect of in-
teractions of the condensate with its cloud.
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In order to better understand the benefit of macroscop-
ically occupying a single mode, we may choose a different
state as a starting point for the variational calculation.
Specifically, we take the “center” configuration in the ex-
pansion of Eq. (8) and show how it benefits less from the
reduction cloud:
|Ψc(α)〉 = α|F˜ 〉+ β|R˜〉 (A11)
= α|(N/2)−pi2 , (N/2)pi2 〉
+
β√
2(L− 2)(|(N/2− 2)−
pi
2
, (N/2)pi
2
〉
+ |(N/2)−pi2 , (N/2− 2)pi2 〉)
∑
k 6=±pi2
|1k, 1pi−k〉 .
(A12)
When comparing (A12) with (A2), the key difference is
that the two condensate terms in the reduction cloud of
(A12) can mix due to the pair interaction term, namely,
〈(N/2− 2)−pi2 , (N/2)pi2 |h∞|(N/2)−pi2 , (N/2− 2)pi2 〉
= N/2(N/2− 1) 6= 0 .
(A13)
By contrast, this mixing does not affect (A2) because
their counterparts are not connected by h∞:
〈(N − 2)−pi2 , 0pi2 |h∞|0−pi2 , (N − 2)pi2 〉 = 0 . (A14)
Again we minimize
E˜(α) = α2(EF˜ − ER˜) + α
√
1− α2 V˜ + ER˜ , (A15)
where
EF˜ = 〈F˜ |h∞|F˜ 〉 = −N2/2 , (A16)
V˜ = 2〈F˜ |h∞|R˜〉
=
√
N(N/2− 1)(L− 2) ,
ER˜ = 〈R˜|h∞|R˜〉
= −N2/4 + 3N/2 + L− 9 . (A17)
The value α˜0 that minimizes E˜(α) is formally the same as
(A5) but with Eqs. (A6)-(A8) replaced by (A16)-(A17).
Not only is E˜(α˜0) > E(α0) but also the contribution of
the reduction cloud to the state and the energy is altered.
For unit filling N = L, the change introduced to ER˜ due
to the mixing in Eq. (A13) causes limL→∞ α˜20 = 1 as
opposed to limL→∞ α20 = 1/2. The closer α˜0 is to one,
the less important is the contribution of the reduction
cloud to |Ψc〉 and to E˜α˜0 , as can be seen in Eq. (A15)
and the normalization condition for α, β. This means
that the reduction cloud in |Ψc(α˜0)〉 loses importance
once the system size increases, which is not the case for
|Ψ(α0)〉. Even for moderate sizes, such as 8 particles
on 8 sites α˜20 = 0.92, whereas α
2
0 = 0.76 (the bigger α
the smaller the weight of the reduction cloud). We note
that (A2) and (A12) are just approximate ansa¨tze, hence
the weight of the condensate does not need to vanish
in the thermodynamic limit, as expected for an exact
description.
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FIG. 18. Cattiness C for (B1). For θ = pi/2, 3pi/2 the state is
a perfect cat, for θ = 0, pi it has no cat state feature.
Appendix B: Cat figure of merit
We calculate C for one of the states proposed in [96]
|Ψ〉 = 1
K
(|A〉+ |B〉) (B1)
where
|A〉 = |N, 0〉 , (B2)
|B〉 = 1√
N !
(cθa
† + sθb†)N |vac〉
=
1√
N !
∑
l
(
N
l
)
clθs
N−l
θ
√
l!(N − l)!|l, N − l〉 ,
(B3)
where cθ ≡ cos θ and sθ ≡ sin θ. We find
C(θ) =
∑
k
fk(|〈A|ξk〉| − |〈B|ξk〉|)2 (B4)
=
1
NK4
(
1
M21
(N + 2NcNθ + g1)(N − g1)2
+
g32
M22
) (B5)
where
M21 =
1
K2
(
N2 + 2N2cNθ +
1
N !
N∑
l=0
(
N
l
)2
c2lθ s
2(N−l)
θ l
2l!(N − l)!
)
(B6)
M22 =
1
N !K2
N∑
l=0
(
N
l
)2
c2lθ s
2(N−l)
θ (N − l)2l!(N − l)!
(B7)
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and
g1 =
1
N !
N∑
l=0
(
N
l
)2
c2lθ s
2(N−l)
θ l!(N − l)!l (B8)
g2 =
1
N !
N∑
l=0
(
N
l
)2
c2lθ s
2(N−l)
θ l!(N − l)!(N − l) (B9)
