Abstract-A novel family of low-density parity-check codes based on symmetrically repeated difference systems is proposed. Codes from this family have very high code rate, girth at least six, large minimum distance, and significantly outperform conventional Reed-Solomon codes.
geometry PG(2,64) (from the same family) has the minimum distance 66 and would perform even better. LDPC codes can be designed in a pseudorandom fashion [9] , but this leads to encoders-decoders with complexity exceeding practical limits imposed on high-speed optical communication systems. A more attractive approach that we propose in this letter is to design block-cyclic LDPC codes based on a new class of combinatorial objects that allow encoding and decoding to be performed via fast and simple circuits. Such high-speed FEC architectures are of crucial importance in optical communications, and there has been a great deal of activity in this area. For example, Agere Systems (see Azadet et al. [10] ) reported an optical networking interface device with four parallel RS codecs, each operating at 2.5 Gb/s. Agere Systems [11] , [12] has also implemented a rate 1/2 block length 1024 LDPC code for optical networking, and Flarion [13] researchers developed codecs employing proprietary multiedge type LDPC code of length 4096.
In this letter, a novel class of LDPC codes based on symmetrically repeated difference systems (SRDSs) is proposed. High code rate, large minimum distance, girth of at least six, low complexity encoding and decoding, and excellent BER performance make these codes strong candidates for high-speed applications such as optical communications and networks. The performance of the proposed codes is assessed in a very realistic simulation environment (for more details, see [7] , [15] ) that includes impairments originating from amplified spontaneous emission (ASE) noise, pulse distortions due to fiber nonlinearities, chromatic dispersion, crosstalk effects, and intersymbol interference. Since the coding gain of these LDPC codes is significantly higher than the gain of RS codes of larger redundancy, they are excellent candidates for use in metropolitan area network (MAN) and wide area network (WAN) applications, and long-haul transmission as well.
II. CODE DESCRIPTION
The codes proposed in this letter are based on the theory of difference systems [14] , more precisely on the SRDSs also known as mixed difference systems.
The sets of size are said to form a ( , , ) difference system in an additive abelian group of order if the differences arising from gives each nonzero element of at most times. If we further allow taking several copies of each element distinguished by a subscript, we are able to construct much more powerful designs called here SRDSs or mixed difference systems. For example, let and , and observe the blocks: , , , and .
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The differences arising from elements with the same subscript are called pure differences, and those arising from elements with different subscripts are called mixed differences. The (1,1) pure differences are , , i.e. all nonzero elements of . The (2,2) pure differences are , ; (2,3) mixed differences are , , , etc. Therefore, every nonzero element from can be represented as difference of two elements with the same or different subscript exactly once, and four blocks above form an SRDS (mixed difference system). By cyclically shifting each of the block from initial set (mod 3) twice, giving subscripts unchanged, the following 12 blocks form (9,3,1) balanced incomplete block design (BIBD) or Steiner triple system of order nine: , , ,
For more details on BIBDs and Steiner triple systems and their use in a design of the LDPC codes, please refer to [8] , [14] .
The following construction method due to Bose [16, p. 80] provide a very powerful method of designing a number of different BIBDs.
Let be a set of elements. Associate to each element from symbols . Let sets satisfy the following conditions: 1) every set contains symbols (the symbols from the same set are different from one another); 2) among symbols in sets exactly symbols belong to each of classes ; and 3) the differences from sets are symmetrically repeated so that each repeats times. If is an element from , from each set we are able to form another set by adding to keeping the class number (subscript) unchanged; then sets represent a ( , , , , ) BIBD.
Example: The following blocks , , where the elements are observed per mod , and subscripts per mod 3, from a ( ) SRDS or Steiner triple system of order . By considering the elements of the blocks as position of ones within the corresponding columns of an element-block incident matrix, the matrix of parity-checks can be generated. Since overlapping between any two columns (or rows) is at most one the LDPC code of girth at least six is obtained.
For , the following matrix of parity-check is given as an illustration
The code rate can be estimated as , the code length as , and the number of parity bits as . Therefore, for code lengths larger than 500, the code rate is 0.9, and the construction is suitable for high code rate applications. It will be shown in Section IV that LDPC codes constructed in this way have excellent BER performance in optical communication channel.
III. MIN-SUM DECODING ALGORITHM
The codes proposed in this letter have the girth six and can be decoded by various decoding methods such as one-step majority-logic, bit-flipping, and iterative decoding based on the sum-product (message-passing) algorithm. Although the sumproduct iterative decoding has been demonstrated to perform well in various types of channels, it is computationally extensive and it is not clear if it is suitable for optical communications at data rate 10 or 40 Gb/s or higher. However, the min-sum algorithm, which is an approximation of the a posteriory probability decoding, requires only simple addition and finding minimum operations and, as such, is suitable for high-speed optical transmission, and it is implemented in this letter.
For any codeword in a linear block code given by the parity check matrix , the following set of equations is satisfied:
(1) known as parity check equations. Iterative decoding can be visualized as message passing on a bipartite graph representation, called Tanner graph, of the parity check matrix [8] . There are two types of vertices in the graph: check vertices (check nodes) indexed by and variable vertices (bit nodes) indexed by . An edge connecting vertices and exists if , i.e., if variable participates in the parity check equation . For example, the bipartite graph corresponding to the parity check matrix from Section II is shown in Fig. 1 .
Decoding can be done as follows. First, a priori information of the bit at position , is taken as the channel sample and messages passed from node to node in the bipartite graph are initialized to . In the th iteration, we update the messages to be passed from check node to bit node , , as
and messages to be passed from bit node to check node , , according to (3) Fig. 2 . BER performance of symmetrically repeated differences based LDPC codes at 40 Gb/s with six iterations in min-sum algorithm.
The last step in iteration is to compute updated normalized log-likelihood ratios according to (4) For each bit the estimation is made according to if otherwise
Decoding halts when a valid codeword or a maximum number of iteration has been reached. The steps (2) and (3) can be viewed as propagation of "beliefs" in a code bipartite graph [8] .
IV. PERFORMANCE ANALYSIS Fig. 2 plots the BER obtained from Monte Carlo simulations with six iterations for a symmetric repeated differences BIBD-based LDPC [5491,5308] code with code rate (redundancy of 3.4%), and an SRDS-based LDPC [2461, 2338] with code rate 0.95 (redundancy of 5.3%). A WDM system with 40-Gb/s bit rate per channel and a channel spacing of 100 GHz is considered. It is assumed that the observed channel is located at 1552.524 nm (193.1 THz) and that there exists a nonnegligible interaction with six neighboring channels. The influence of optical and electrical filters is taken into account as well. The transmission system considered has a dispersion map composed of a single-mode fiber (SMF) section (of length 80 km), followed by an erbium-doped fiber amplifier (EDFA) to compensate for the fiber losses in the SMF section, and a dispersion compensating fiber (DCF) section to compensate both for group-velocity dispersion (GVD) and second-order GVD, as well as another EDFA to compensate for the fiber losses in the DCF section. Eight SMF-DCF sections are considered and the factor is additionally decreased by noise loading. Although of much smaller redundancy (5.3%), the LDPC [2461,2338] performs much better than the conventional RS(255 223)+RS(255 239) concatenation scheme (of redundancy 22%). Notice that the complexity of the min-sum algorithm is significantly lower than the complexity of the RS decoding algorithm, since the only operations performed are addition and calculating the minimum. The comparison with RS codes is not completely fair because Fig. 2 does not show LDPC BERs at or . Based on previous results [7] , [8] as well as recent results by Richardson [18] , we believe that the proposed code would not experience the error floor. The existence of a BER floor of LDPC codes is still an open issue, although there has been some progress recently [18] .
V. CONCLUSION
We have proposed a novel class of FEC regular LDPC codes with very high code rates ( 0.9), girth at least six, and large minimum distance, based on SRDSs.
The proposed LPDC codes perform well in the presence of ASE noise, fiber nonlinearities, chromatic dispersion, and intersymbol interference, significantly outperform traditional FEC schemes based on RS codes (of higher redundancy), and are suitable for MAN and WAN applications as well as for highspeed long-haul optical transmission systems.
