We prove that the rank-width of an n-vertex graph can be computed exactly in time O(2 n n 3 log 2 n log log n). To improve over a trivial O(3 n log n)-time algorithm, we develop a general framework for decompositions on which an optimal decomposition can be computed efficiently.
Introduction
We present an exponential-time algorithm to calculate the rank-width of a graph, whose running time is faster than the trivial exponential-time algorithm.
In order to present the result in a general framework, we define a decomposition of a finite set, which is roughly a description how one can split a finite set recursively until no further split can be performed. 1 To be precise, we define a rooted binary tree as a directed tree with a specified vertex r called the root such that the root has two incoming edges and no outgoing edges and every vertex other than the root has exactly one outgoing edges and either two or zero incoming edges. A leaf of a rooted binary tree is a vertex with no incoming edges. A descendent of an edge e of a rooted binary tree is the set of vertices from which there exists a directed path to e.
A decomposition of a finite set V is a pair (T, µ) of a rooted binary tree T and a bijection µ from V to the set of all leaves of V . For a given set function f on the subsets of a finite set V , we measure the f -width of a decomposition (T, µ) of V as the maximum f (µ −1 (X e )) over all edges e of T where X e is the set of leaves that are descendents of e in T . The width of f on a finite set V , denoted by w(f, V ), is the minimum f -width over all possible decompositions of V . If |V | ≤ 1, then V admits no decompositions but we let w(f,
From the definition, it is straightforward to observe the following lemma.
We write 2 V to denote the set of all subsets of V . Let Z be the set of integers.
Throughout the paper, we let n = |V | and let M = max X⊆V |f (X)|.
Lemma 1. Let V be a finite set and let f : 2 V → Z be a function. For a subset
Lemma 1 allows a simple exponential-time algorithm based on dynamic programming to compute w(f, V ). In this paper, our model of computation is the random access machine on which arithmetic operations on integers as well as comparisons can be performed in a unit time only for integers of constant size.
We need at most log 2 M bits to store f (X) and w(f, X) for each subset X 
In this paper, we will present an algorithm to compute w(f, V ) in time O(2 n (n 3 log n log log n log M + log 2 M + α)).
To construct this algorithm, we use the fast subset convolution of Björklund et al. [1] , which we will discuss in Section 2.
Our algorithm may be applied to various width parameters. We will discuss some of them in Section 4. Rank-width of graphs was defined by Oum and Seymour [5] . As a consequence of our algorithm, we obtain an exact algorithm to compute the rank-width of an n-vertex graph in time O(2 n n 3 log 2 n log log n).
This is clearly better than the above O(3 n log n)-time algorithm. We remark that it is N P -hard to compute the rank-width [4].
Fast Subset Convolution
We summarize the algorithm for the fast subset convolution developed in [1] .
Let R be a ring. Let f : 2 V → R and g : 2 V → R be functions. The convolution of f and g is the function f * g :
Theorem 2 (Björklund, Husfeldt, Kaski, and Koivisto [1] ). Let V be a finite set with n elements. Let R be a fixed ring. Given functions f : 2 V → R and
Computing f * g means completing a big table containing all values of (f * g)(S) for all subsets S of V . For the completeness of this paper, we include the whole algorithm for the convolution. For the correctness of the algorithm, please refer to their paper.
Similarly, computeĝ(k, X) = S⊆X |S|=k g(S) for each k ∈ {0, 1, . . . , n} and
|X\S| (f ĝ)(k, S) for each k ∈ {0, 1, . . . , n} and X ⊆ V as follows:
For j ∈ {1, 2, . . . , n},
3 Computing the width of f Lemma 3. Let V be a finite set with n elements. Let k be some number.
Suppose that we are given a big table containing the true/false information whether or not f (X) ≤ k for each subset X of V . Then we can decide whether
Proof. Let us assume that n = |V | ≥ 2, because otherwise the width of f on V is trivial. For all subsets X of V and i ∈ {1, 2, . . . , n}, let
Then Lemma 1 implies the following:
w(f, X) ≤ k if and only if
The equation (2) allows us to compute g i+1 from g i recursively as follows. Constructing g 1 is trivial. By Theorem 4, we can compute g i * g i from g i and so we can compute g i+1 from g i in O(2 n n 2 ) ring operations.
However, if we look carefully, we can compute g i+1 from g i in O(2 n n) ring operations as follows. First, since we need the values of (g i * g i )(X) only when |X| = i + 1, we only need to compute (g i * g i )(i + 1, X) in (C). So if we are given
for all subsets X of V with O(2 n n) ring operations. Second, to compute (ĝ i ĝ i )(i + 1, X) for all subsets X of V in (B), we needĝ i (j, X) for all 1 ≤ j ≤ i.
However, observe thatĝ i (j, X) = S⊆X |S|=j g i (S) =ĝ j (j, X) whenever 0 < j ≤ i and so if j < i, we already have the values ofĝ i (j, X). So we only need the values ofĝ i (i, X), which can be computed in O(2 n n) ring operations by (A).
Therefore we can compute the values of (g i * g i )(X) and g i+1 (X) for all subsets X of size i + 1 in O(2 n n) ring operations and hence we can build g n from g 1 in O(2 n n 2 ) ring operations.
Since g i (X) ∈ {0, 1}, the numbers appearing during the ring operations do not exceed n bits. Two n-bit integers can be multiplied in time O(n log n log log n) [7] (recently improved to n log n 2 O(log * n) in [3] ), and therefore each ring operation can be done in time O(n log n log log n). Overall we we can compute g n from g 1 in time O(2 n n 3 log n log log n) and so we can answer whether w(f, V ) ≤ k in time O(2 n n 3 log n log log n).
Theorem 4. Let V be a finite set with n elements. Let f be an integer-valued function defined on the subsets of V . Let M = max X⊆V |f (X)|. We assume that f is given by an oracle and each oracle call takes time O(α). Then we can compute the width of f on V exactly in time O(2 n (n 3 log n log log n log M + log 2 M + α)).
Proof. We call the oracle 2 n times to precompute values f (X) for all subsets X of V . Then by binary search we find k such that the width of f on V is at most k. For each fixed k, we first compute whether or not f (X) ≤ k; this takes time O(2 n log M ). Then we compute g n in time O(2 n n 3 log n log log n) for fixed k. Since the width of f on V is within −M and M , we can find the minimum
We remark that the constant hidden in O(2 n (n 3 log n log log n log M +log 2 M + α)) can be reduced when f (X) = f (V \ X) for all subsets X of V . This is because if the width is at most k, then there is a decomposition T of f -width at most k such that the root splits V into two sets of at most m = 2n/3 vertices and therefore (g m * g m )(V ) = 1 if and only if w(f, V ) ≤ k. So in this case, it is not necessary to compute g m+1 , g m+2 , . . ., g n and this would save about 1/3 of the computation.
6 4 Applications
Rank-width
Let G = (V, E) be a simple graph. The cut-rank function ρ G (X) is defined as the rank of the X × (V \ X) matrix A = (a ij ) i∈X,j∈V \X over GF (2) where a ij = 1 if ij ∈ E, and a ij = 0 if ij / ∈ E. Rank-width was defined by Oum and
Seymour [5] . The rank-width of a graph G can be equivalently defined as the width of ρ G on V .
Then Theorem 2 implies the following.
Corollary 5. The rank-width of an n-vertex simple graph can be computed in time O(2 n n 3 log 2 n log log n).
Proof. Apply Theorem 2 with M ≤ n/2 and α = O(n 3 ).
Carving-width
Carving-width was introduced by Seymour and Thomas [8] . For a graph G = (V, E) and a subset X of V , let η G (X) be the number of edges of G having one end in X and the other end in V \ X. Then the carving-width can be defined as the width of η G on V .
Corollary 6. The carving-width of a graph G (possibly with parallel edges) can be computed in time O(2 n (n 3 log n log log n log m + m)), when n is the number of vertices and m is the number of edges.
Proof. We have M = max X⊆V |η G (X)| ≤ m.
Branch-width
Branch-width was introduced by Robertson and Seymour [6] . For a graph G = (V, E) and a subset X of the edge-set E, let b G (X) be the number of vertices meeting an edge in X as well as an edge in E \X. Then the branch-width can be equivalently regarded as the width of b G on E. So if e = |E| and n = |V |, then stance, the branch-width of an n-element matroid can be computed in time O(2 n (n 3 log 2 n log log n + α)) when an oracle answers the connectivity of the matroid in time O(α).
