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Abstract—In this paper, we model the signal propagation effect
in ultrasonic imaging using Huygens principle and use this model
to develop sparse signal representation based imaging techniques
for a two-layer object immersed in water. Relying on the fact
that the image of interest is sparse, we cast such an array
based imaging problem as a sparse signal recovery problem and
develop two types of imaging methods, one method uses only
one transducer to illuminate the region of interest and for this
case the system is modeled as a single input multiple output
(SIMO) system. The second method relies on all transducers to
transmit ultrasonic waves into the material under test and in this
case the system is modeled as a multiple input multiple output
(MIMO) system. We further extend our work to a scenario where
the propagation velocity of the wave in the object under test is
not known precisely. We discuss different techniques such as
greedy based algorithms as well as `1-norm minimization based
approach to solve the proposed sparse signal representation based
method. We give an assessment of the computational complexity
of the `1-norm minimization based approach for the SIMO
and the MIMO cases. We further point out the superiority
of the `1-norm minimization based approach over the greedy
based algorithms. Then we give a comprehensive analysis of
error for both the greedy based approaches as well as the `1-
norm minimization based technique for both the SIMO and
the MIMO cases. The analysis utilizes tools from two powerful
branches of modern analysis, local analysis in Banach spaces
and concentration of measure. We finally apply our methods to
experimental data gathered from a solid test sample immersed
in water and show that sparse signal recovery based techniques
outperform the conventional methods available in the literature.
Index Terms—Ultrasonic imaging, sparse signal representation,
array processing, super resolution, Huygens principle.
I. INTRODUCTION
In non-destructive testing (NDT), the goal is to inspect the
internal structure of materials without causing damage to them.
A widely used NDT technique is ultrasonic array imaging,
where an array of transducers is used to obtain an image of the
material under test. There are two different types of ultrasonic
imaging approaches, namely contact test and immersion test.
In a contact test, the transducers array is in contact with test
sample. In situations where the surface of the test sample is not
smooth, contact test may not be possible. In such situations,
one can conduct an immersion test, where the test sample and
the transducer array are immersed in a liquid such as water.
In immersion test, the gap between the transducer array and
the test sample is filled with water.
In ultrasonic array imaging, the knowledge of the array
spatial signature for every point inside the region of interest
(i.e., the vector of array response to a hypothetical source
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located at that point) is essential to the imaging process.
This spatial signature depends on the geometry of the test
setup and on properties of the environment through which
the wave travels. In a homogenous medium, where the wave
velocity is constant, modeling the array signature is rather
straightforward. In non-homogenous media, where the wave
velocity changes along the wave travel path, modeling the
array spatial signature is not straightforward. One example
of such non-homogenous media is immersion test. Indeed, the
main challenge in immersion test is the different velocities that
wave experiences while passing through different layers (here
water and the specimen). Due to this difference in the wave
velocities in the two layers, the wave does not follow a straight
line, when entering from one medium to another one. In fact,
when crossing the interface between two layers, the wave is
subject to refraction, which hinders the task of modeling the
array spatial signature.
One approach to account for the effect of different wave ve-
locities is to use the so-called root mean square (RMS) velocity
method which was first introduced and utilized in seismology
[1]. This method was applied to multi-layer ultrasonic imaging
in [2]. The idea of the RMS velocity technique relies on a ray
theory based approximation of the length of the path traveled
by the wave, in the presence of refraction, when it leaves
from a hypothetical reflector and arrives at a transducer. This
approximation however does not take into account that wave
refraction occurs at infinitely many points on the interface
between the two layers and not at one particular point on this
interface. To overcome this issue, we herein use the Huygens
principle to model the array spatial signature [3]. Then, this
model for the array spatial signature can be used in any
imaging technique such as delay-and-sum (DAS) beamforming
method, which is commonly used in ultrasonic array imaging.
However, the basic shortcoming of the DAS beamformer
stems from the fact that this method is independent of the
statistical properties of the received data and yields poor
resolution and high sidelobe levels [4]. It also suffers from
the Rayleigh resolution limit [5] which is independent of
signal-to-noise ratio (SNR). To avoid these shortcomings of
the DAS beamforming approach, the MUSIC method [6]–
[8] and the Capon technique [8], [9] can be used. These
techniques are highly regarded as high resolution algorithms.
They outperform the DAS beamformer as they offer higher
resolution and have lower sidelobe levels, while, unlike the
DAS beamformer, they do not suffer from Rayleigh resolution
limit. The MUSIC and Capon techniques, however, have their
own disadvantages. They require to have a large number of
array snapshots in order to obtain a sample estimate of the
covariance matrix of the array data. Furthermore, the MUSIC
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2and Capon techniques need high value of SNR in order to yield
an image with high quality. The MUSIC method is a subspace
based approach and requires the knowledge of the dimension
of the signal subspace (i.e., the number of the targets in
the region of interest (ROI)), which is unknown in imaging
applications. Moreover, in the case of highly correlated targets
both MUSIC and Capon techniques fail.
In this paper, we develop sparse signal representation based
imaging techniques which relay on the aforementioned model
of the array spatial signature. Sparse signal representation
based techniques have found their applications in different
fields, such as synthetic aperture radar imaging [10], image re-
construction and restoration [11], sparse antenna array design
[12], and array processing application [13], to mention a few.
Sparse signal representation based techniques do not suffer
from Rayleigh resolution limit, their sensitivity to SNR and
correlated targets are lower than that of the MUSIC technique
and the Capon method, they can also be applied to nonlinear
arrays, even with non-Gaussian measurement noises [4], [14]–
[18].
In this study, we use the aforementioned model for the array
spatial signature (which is based on Huygens principle) to
present a linear model for the array received signals. Assuming
that the wave velocity in the ROI is perfectly known, we cast
our imaging problem as a sparse signal recovery problem. To
do so, we first consider a case that one transducer transmits
and all the receivers will receive the reflections coming back
from the ROI. Therefore, we deal with a single input multiple
output (SIMO) system and show how sparse signal recovery
techniques can be used to image the ROI in this case. We then
address the case of multiple input multiple output (MIMO)
system. Since sparse signal representation in MIMO case
utilizes all the measurements, compared to the SIMO case,
a better performance is expected in the sense that the sidelobe
levels will be lower and error in target location estimates will
be smaller.
We discuss different techniques to solve the proposed sparse
signal representation based method. Among the well known
family of these algorithms is the greedy based algorithm
which covers wide range of techniques by simple modification.
We then present the `1-norm minimization based approach
and discuss the softwares that can solve it and provide an
assessment of the computational complexity of the `1-norm
minimization based approach for the SIMO and the MIMO
cases. We further point out the superiority of the `1-norm min-
imization based approach over the greedy based algorithms.
Then we give a comprehensive analysis of error for both the
greedy based approaches as well as the `1-norm minimization
based technique for both the SIMO and the MIMO cases.
The analysis utilizes tools from two powerful branches of
modern analysis, local analysis in Banach spaces [19], [20]
and concentration of measure [21], [22].
We further extend our investigation and study a situation
where the wave velocity in the ROI is not known. For such
a situation, we reformulate our sparse signal representation
based technique for the MIMO case to perform imaging
without knowing the propagation velocity of the wave in
the specimen, thereby introducing the so-called MIMO case
for unknown velocity (MIMO-UV) algorithm. This algorithm
exploits block sparsity in the image by considering a range of
possible values for the wave velocity. We show the superiority
of our sparse signal representation based methods compared
to the DAS beamformer, the MUSIC method, and the Capon
technique using the experimental data gathered from a solid
object immersed in water.
In the field of ultrasonic imaging, the authors of [23]
exploit sparsity for imaging human tissues. In such a biomed-
ical application, there are no significant variations in the
wave speed when it travels through the tissue of interest.
As such, the authors of [23] use an average figure for the
wave velocity, thereby treating the ROI, essentially, as a
homogenous medium. In our application of interest, the wave
velocity changes abruptly when it enters from one medium to
another one, and thus, the technique of [23] is not applicable.
Another related work, reported in [24], relies on the synthetic
aperture array (SAA) technique. In the SAA method, only one
transducer is used and data gathering and data processing is
not applicable to the case where a transducer array is used. In
[25], we developed sparse signal recovery based techniques for
ultrasonic imaging of a single-layer material in the presence
of mode conversion. The technique of [25] cannot be used for
imaging a two-layer material.
To summarize, our contribution in this paper is to apply
sparse signal representation based techniques along with Huy-
gens principle for imaging a two-layer material and show their
superiority, compared to the existing imaging techniques, using
experimental data. We discuss the greedy based algorithms
as well as the `1-norm minimization based technique as
candidates to solve the proposed sparse signal representation
based method. We further discuss the superiority of the `1-
norm minimization and the softwares that can solve the `1-
norm minimization problem efficiently. We also provide the
computational complexity of each technique that is utilized by
those softwares to solve the `1-norm minimization problem.
Moreover, we give a comprehensive analysis of error for
both the greedy based approaches as well as the `1-norm
minimization based technique for both the SIMO and the
MIMO cases.
The organization of the paper is as follows. We develop
our data model in Section II, and review the existing imaging
methods, such as the DAS beamformer, the MUSIC method
and the Capon technique. In Section III, we cast our prob-
lem as a sparse signal representation based problem. Then,
we develop our sparse signal representation based imaging
methods for the SIMO and the MIMO cases followed by
the introduction of our imaging technique for the MIMO-UV
case. Error analysis for both the SIMO and the MIMO cases
are also given in this section. In Section IV, we present our
experimental results. Conclusions are drawn in Section V.
II. SYSTEM MODEL
A linear array of M transducers is used to image a two-layer
material. Fig. 2 shows the geometry of the test setup. The wave
travels with two different velocities in the two layers. In each
3Fig. 1. Array geometry.
layer, we model the wave propagation as cylindrical wave1. We
use the Huygens principle to describe the wave in the second
layer as the integral of wave field over the interface between
the two layers, thereby accounting for refraction at all points
on this interface. In our model, the effect of the propagation in
the forward path (i.e., from the firing transducer to a scatterer)
is modeled such that this effect is combined with scatterer’s
reflectivity coefficients. Doing so, each scatterer appears to be
an active source which emits the superposition of all waves
refracted at the interface which arrived at the location of that
scatterer. In what follows, we describe our date model in
details.
When the pth transducer transmits, the vector of the signals
received by the array, due to back scattering, is given as
yp(ω) = A(ω; v)ρp(ω; v) + wp(ω) (1)
where yp(ω) ∈ CM×1 contains the data received by the array
when the pth transducer transmits and is expressed as
yp(ω) , [y1p(ω) y2p(ω) · · · yMp(ω)]T . (2)
Here, ymp(ω) is the signal received by the mth receiver in the
frequency domain, i.e., at frequency ω. The signal wp(ω) ∈
CM×1 describes the vector of the receiver noises and is defined
as
wp(ω) , [w1p(ω) w2p(ω) · · · wMp(ω)]T (3)
where wmp(ω) is the noise at the output of the mth receiver
at frequency ω, when the pth transmitter transmits. Matrix
A(ω; v) ∈ CM×L, with L being the number of the point
reflectors inside the second layer, is defined as
A(ω, v) , [a(ω; r1, v) a(ω; r2, v) · · · a(ω; rL, v)] . (4)
In (4), v is the speed of the wave in the second layer and
a(ω; r, v) ∈ CM×1 is the array steering vector, corresponding
1We herein assume that the transducers are much longer than the depth of
the test sample and thus develop our data model in a two-dimensional coor-
dinate system. The idea of two-dimensional imaging using a one-dimensional
linear array is a common practice in ultrasonic NDT, where all quantities
are assumed to be invariant in the third dimension. Our data model can be
extended for three-dimensional volumetric imaging, when a two-dimensional
array is employed.
to L hypothetical reflectors located at {rl}Ll=1, which is
defined as
a(ω; r, v) , [a1(ω; r, v) a2(ω; r, v) · · · aM (ω; r, v)]T (5)
where am(ω; r, v), for m ∈ {1, · · · ,M}, is described as
am(ω; r, v) ,
+∞∫
−∞
g2(ω; rˆ, r, v)f21(ω; r˜m, rˆ)g1(ω; r˜m, rˆ) dxˆ.
(6)
Here, g1(ω; r˜m, rˆ) is the frequency response of the linear time
invariant (LTI) system which models the signal propagation
in the first layer from/to a hypothetical point located at rˆ that
resides on the interface between the two layers to/from the
mth receiver located at r˜m and is given as
g1(ω; r˜m, rˆ) =
1
‖r˜m − rˆ‖0.5 e
−jω ‖r˜m−rˆ‖c (7)
where c is the speed of the wave in the first layer, which
we assume is known. Also in (6), g2(ω; rˆ, r) is the frequency
response of the LTI system which models the signal propaga-
tion in the second layer of the test sample from/to the point
scatterer located at r inside the second layer to/from the point
rˆ on the interface and is expressed as
g2(ω; rˆ, r, v) =
1
‖rˆ− r‖0.5 e
−jω ‖rˆ−r‖v . (8)
Moreover in (6), f21(ω; r˜m, rˆ) is the transmission coefficient
from Layer 2 into Layer 1, from the point located at rˆ on the
interface toward the mth receiver located at r˜m. According to
Huygens-Fresnel principle [26], we can describe f21(ω; r˜m, rˆ)
as
f21(ω; r˜m, rˆ) =
jω|zˆ − z˜m|
4pic‖r˜m − rˆ‖ (9)
where zˆ is the vertical distance from the origin of the coordi-
nate system, that we set it at the location of the first element of
the array from left, to the interface. The vector ρp(ω) ∈ CL×1
is given as
ρp(ω; v) , [ρp(ω; r1, v) ρp(ω; r2, v) · · · ρp(ω; rL, v)]T .
(10)
In (6), we have described the effect of signal propagation
between the point reflectors inside the second layer and
the transducers. This is the signal propagation effect in the
reception (or backward) path. Hence, (6) does not represent
the total effect of the signal propagation. What is missing is
the effect of the signal propagation between the transducer
and point reflectors inside the second layer, which describes
the signal propagation for the transmission (or forward) path.
In fact in (10) each ρp(ω; r, v) for p ∈ {1, 2, · · · , L} is
expressed as
ρp(ω; r, v) =
ρ(r)
+∞∫
−∞
g1(ω; r˜p, rˆ)f12(ω; rˆ, r, v)g2(ω; rˆ, r, v) dxˆ (11)
4where ρ(r) ∈ R+ is a real positive number which stands for
the reflectivity coefficient of the scatterer located at r and
f12(ω; rˆ, r, v) is the transmission coefficient from Layer 1 to
Layer 2 from point rˆ on the interface toward the point located
at r inside the second layer. Note that in our forthcoming
imaging algorithms, we are interested in finding ρ(r) as the
image of the ROI. According to the Huygens-Fresnel principle
[26], f12(ω; rˆ, r, v) is given by
f12(ω; rˆ, r, v) =
jω|z − zˆ|
4piv‖rˆ− r‖ . (12)
Thus, the signal propagation effect in the transmission path
is described by the integral on the right hand sight of (11).
Before describing our problem as a sparse signal represen-
tation based problem, we review the DAS beamformer, the
MUSIC method and the Capon technique, in the subsequent
subsections.
A. The DAS Beamformer
The image provided by the DAS beamformer, i.e., the
estimate of the reflectivity coefficients for a potential reflector
located at r, is denoted as IDAS(ω; r, v) and is given as
IDAS(ω; r, v) =
∣∣∣∣∣
M∑
p=1
∑
ω∈Ω
aH(ω; r, v)yp(ω)
∣∣∣∣∣
2
(13)
where yp(ω) is given in (1), (·)H stands for conjugate
transpose, Ω is the set of all frequencies in the bandwidth of
the probing signal, and a(ω; r, v) is given as in (5). The DAS
beamformer can be easily implemented as its computational
complexity is relatively low. However, it suffers from high
sidelobe level and low resolution [4]. Indeed, its resolution is
bound by the Rayleigh resolution limit which is independent
of SNR [5].
B. MUSIC Based Imaging
To enhance the resolution and to decrease the sidelobe level,
the MUSIC method [6]–[8] can be used for imaging. The
MUSIC method is a subspace based technique which exploits
the second order statistics of the received data to image the
material under test. The basic building block for the MUSIC
technique is the sample covariance matrix which is described
as
Rˆ(ω) =
1
M
M∑
p=1
yp(ω)y
H
p (ω). (14)
The image provided by the MUSIC method is given as [6]–[8]
IMUSIC(ω; r, v) =
∑
ω∈Ω
aH(ω; r, v)a(ω; r, v)
aH(ω; r, v)En(ω)EHn (ω)a(ω; r, v)
(15)
where the columns of En(ω) ∈ CM×(M−L) are the eigenvec-
tors of the matrix Rˆ(ω) corresponding to the smallest M −L
eigenvalues with L being the effective dimension of the signal
subspace. In order to incorporate the information from all
the frequency bins, in (15), we use a summation over the
bandwidth of the probing signal to add the MUSIC image
obtained from different frequency bins. At the end, the L
highest peaks of these function give us the location of the
L reflectors.
C. Capon Based Imaging
Capon filter bank approach is another high resolution tech-
nique that utilizes the sample covariance matrix to generate
a high resolution image for a point reflector located at r [8],
[9]. The Capon image at frequency ω is given as
ICapon(ω; r, v) =
∑
ω∈Ω
aH(ω; r, v)a(ω; r, v)
aH(ω; r, v)Rˆ−1DL(ω)(ω)a(ω; r, v)
(16)
where
RˆDL(ω) , Rˆ(ω) + κI, (17)
is the so-called diagonally loaded sample covariance matrix
and κ is the so-called diagonal loading factor which is a
tunable parameter to calibrate the resulting Capon image. The
standard choice for κ is 10 to 12 dB above the transducer
noise level [27]–[29]. The location of the L highest peaks of
the image in (16) are introduced as the locations of the L
reflectors.
III. SPARSE SIGNAL REPRESENTATION BASED
TECHNIQUES
A. Single Input Multiple Output Case
Despite all the aforementioned advantages for the MUSIC
technique and the Capon method, they have certain drawbacks.
As a subspace based approach, the MUSIC technique utilizes
the signal subspace where its dimension is the number of the
true reflectors. In practice, however, finding the number of true
reflectors is not an easy task. Both the MUSIC technique and
the Capon method are very sensitive to the correlation between
the reflectors. Regarding the Capon method, although the
resolution can be improved by increasing SNR, the sidelobe
level is restricted to σ2/M where σ2 is the power of the
noise. One way to overcome these shortcomings is to use
the sparsity property of the underlying image. Knowing a-
priori that the desired image is sparse, one can exploit this
sparsity to the advantage of the imaging process. Due to their
lower sidelobe levels and higher resolution these approaches
are superior compared to the DAS beamformer, the MUSIC
technique, and the Capon method [4]. Its sensitivity to SNR
and correlation between reflectors is much less than those of
the MUSIC technique and the Capon method. To cast the
problem as a sparse signal recovery problem, at each frequency
we define Φ(ω; v) ∈ CM×N as the dictionary matrix where N
represents the number of the potential reflectors and N > M .
To guarantee that our problem is sparse, N must be much
greater than the number of reflectors (N  L). To accomplish
this goal, we divide the ROI into nx × nz = N pixels. Each
pixel represents a potential reflector. Fig. ?? shows this grid,
with nx pixels in the horizontal direction and nz pixels in
the vertical direction. Note that we impose the sparsity to the
imaging problem by choosing N  L. In fact when N  L,
the problem is called a sparse problem. We should also point
out that the only role of the Huygens principle is to find the
array spatial signature.
5Fig. 2. Two-dimensional grid covering the ROI.
The matrix Φ(ω; v) ∈ CM×N for N > M is defined as
Φ(ω; v) , [a(ω; rˇ1, v) a(ω; rˇ2, v) · · · a(ω; rˇN , v)]. (18)
In (18), rˇl is the location of the lth potential scatterer,
a(ω; rˇl, v) ∈ CM×1 is the array steering vector for the lth
potential scatterer at rˇl (corresponding to the (i, j)th pixel in
the ROI where i = b l−1nx c + 1 and j = l − (i − 1)nx) and it
is given in (5). It is worth mentioning that the matrix Φ(ω; v)
given in (18) only incorporates the reception phase. Using the
dictionary defined in (18), our model presented in (1) can be
rewritten as
yp(ω) = Φ(ω; v)s + wp(ω) (19)
where the lth element of s ∈ CN×1 is nonzero if there is
a scatterer located at the (i, j)th pixel, where i = b l−1nx c + 1
and j = l− (i− 1)nx, and it is zero otherwise. Each nonzero
element of s is one of the entries of (10). Our goal is to
estimate s(rˇl) which is the reflectivity coefficient of a point
target located at rˇl corresponding to the (i, j)th pixel of the
ROI. There are different techniques to recover the sparse signal
s for a given model in (19). Among them we can mention the
greedy based techniques and the `1-norm minimization based
method. In the following we discuss these techniques.
a) Orthogonal Greedy Algorithm: The orthogonal
greedy algorithm (OGA) is a heuristic approach to find the
sparsest vector s in (19). In the OGA one solves the following
optimization problem [30], [31]
ik = arg max
1≤i≤N
| < r(k−1),Φ(ω; v) > | (20)
where < ·, · > stands for the inner product in Euclidean space
and
r(k) = yp(ω)− yˆ(k)p (ω). (21)
In (21) the term yˆ(k)p (ω) is given as
yˆ(k)p (ω) =
k∑
i=1
χkilΦil(ω; v), (22)
in which the coefficients χkil are fitted by least squares to
minimize ‖yp(ω)− yˆ(k)p (ω)‖2. The algorithm stops when the
error term r falls below a predetermined threshold. Known
as forward stepwise regression, the OGA has been widely
used in the setting of statistical modeling since 1960’s [32].
In signal processing, the OGA is known as matching pursuit
(MP) [33]. The algorithm (20) is in fact called orthogonal
matching pursuit (OMP) [34].
b) `1-norm minimization based technique: A well known
technique to find the sparsest signal s in (19) is based on the
`1-norm minimization. Based on (19), the following `1-norm
minimization problem can be used to obtain s:
min
s
. ‖s‖1
subject to ‖yp(ω)−Φ(ω; v)s‖2 ≤ βs. (23)
This optimization problem is known as basis pursuit de-
noising [35] or least absolute shrinkage and selection operator
(LASSO) [36] and can be solved using any software packages
dedicated to solving conventional optimization problem such
as CVX software package [37]. It has been shown in [35] that
(23) outperforms the OGA, given in (20). The CVX software
package casts the optimization problem in (23) as a second
order cone programming (SOCP) and solves it using interior
point method [38]. The parameter βs is the regularization
parameter and is chosen such that the probability of the norm
of the noise vector being larger than βs is small [4], [15].
After obtaining s, we reshape it into an nz×nx matrix which
can be used to obtain the final image. According to (10) and
(11), the reflectivity coefficient for the point reflector located
at rˇl, corresponding to the (i, j)th pixel in the ROI, can be
estimated as
ρ(rˇl) =
sl
+∞∫
−∞
g1(ω; r˜p, rˆ)f12(ω; rˆ, rˇl, v)g2(ω; rˆ, rˇl, v) dxˆ
(24)
where sl is the lth entry of s. The uniqueness of the solution
of (23) is guaranteed if the spark of Φ(ω; v) is greater than 2L
[39], [40, Theorem 2.4]. The matrix Φ(ω; v) is a Vandermonde
matrix and its spark is M + 1. Therefore the uniqueness of
the solution of (23) is guaranteed if M > 2L. However, in the
presence of noise, the sparsity is inexact. Therefore, we need
to guarantee the stability of the solution as well. It has been
shown in [41] that if we have M = O(L logN), then stability
is also guaranteed in the sense that the error is bounded.
One of the reasons to use the `1-norm minimization based
approach instead of the OGA is its stability. In fact the opti-
mization problem represented in (23) is a global optimization
problem. However, the stability of the OGA is local, which
means that the stability is only valid for sufficiently small
values of ‖wp(ω)‖2 [30]. Moreover, for moderately large k,
where k is the number of nonzero elements of the vector s, the
`1-norm minimization based technique can be very faster than
OGA [42]. In [30], [43], [44] the superiority of the `1-norm
minimization approach over the greedy based techniques have
been discussed at length.
c) `1-norm Minimization Solver for the SIMO Case: In
order to solve the `1-norm minimization problem given in (23)
we have used CVX [37], which is a package for specifying and
solving convex programs. CVX supports five solvers: SeDuMi,
SDPT3, Gurobi, MOSEK and GLPK. Each solver has different
6capabilities and different levels of performance. For instance,
SeDuMi, SDPT3, and MOSEK 7 support all of the continuous
(non-integer) models that CVX itself supports, while Gurobi
is more limited, in that it does not support semidefinite
constraints; and GLPK is limited even further. On the other
hand, Gurobi, GLPK, and MOSEK support integer consraints,
while SeDuMi and SDPT3 do not [45]. SeDuMi and SDPT3
are included with the standard CVX distribution. We have used
CVX version 1.22. The solver by default is SeDuMi. SeDuMi
is an open source interior point solver written in MATLAB.
SeDuMi solver uses a variant of the primal-dual interior point
method, which is known as the centering-predictor-corrector
method [46]. SeDuMi solver of the CVX software package
casts the optimization problem given in (23) as a second order
cone programming (SOCP) which using the interior point
implementation the cost is O(N3) [15], [47].
Below we analyse the error for the SIMO case when the
OGA is used to recover the sparse signal s.
d) Error Analysis for the OGA in the SIMO Case: Let
assume that those columns of the matrix Φ(ω; v) correspond-
ing to the nonzero elements of vector s have been gathered in
the sub-matrix Φs(ω; v) ∈ CM×k. As a result we can rewrite
(19) as
yp(ω) = [Φs(ω; v) Φns(ω; v)]u + wp(ω) (25)
where we have partitioned the matrix Φ(ω; v) into two sub-
matrices Φs(ω; v) ∈ CM×k and Φns(ω; v) ∈ CM×(N−k).
The scaler k is the number of nonzero elements of s, i.e.,
k = ‖s‖0. The matrix Φs(ω; v) contains those k columns
of the matrix Φ(ω; v) corresponding to the nonzero elements
of the vector s and the matrix Φns(ω; v) contains the rest
of the columns of the matrix Φ(ω; v). Moreover, the vector
u ∈ RM×1 is the same vector as the vector s and the only
difference is that the k nonzero elements of the vector s have
been located in u1, u2, · · · , uk. The result of the OGA, for the
model described in (25), is given as [30]
u[ = Φ−1s (ω; v)yp(ω) (26)
where the vector u[ ∈ Rk×1 contains the k nonzero elements
of the vector u and the matrix Φ−1s (ω; v) is the pseudo inverse
of the matrix Φs(ω; v). We rewrite (25) for the noiseless case
as
yp(ω) = [Φs(ω; v) Φns(ω; v)]u0 (27)
where the vector u0 ∈ RN×1 is the same vector as the vector
u but for the noiseless measurements. The result of the OGA
for the noiseless model given in (27) is expressed as [30]
u[0 = Φ
−1
s (ω; v)yp(ω) (28)
where the vector u[0 ∈ Rk×1 contains the k nonzero elements
of the vector u0. We manage to find the maximum error due
to the presence of the noise. To accomplish this goal, we use
(26) and (28) and write the following
‖u[ − u[0‖2 ≤ ‖Φ−1s (ω; v)wp(ω)‖2
≤ ‖Φ−1s (ω; v)‖2‖wp(ω)‖2 (29)
For the right hand side of (29) we have the following [48]
‖Φ−1s (ω; v)‖2‖wp(ω)‖2 ≤
‖wp(ω)‖2
σmin
(30)
where σmin is the minimum singular value of the matrix
Φs(ω; v) and can be described as [48]
σmin = ‖Φs(ω; v)‖2. (31)
Hence, using (30) and (31) we can rewrite (29) as
‖u[ − u[0‖2 ≤
‖wp(ω)‖2
‖Φs(ω; v)‖2 . (32)
We also know that the following inequality holds [49]
1√
k
‖Φs(ω; v)‖∞ ≤ ‖Φs(ω; v)‖2 ≤
√
M‖Φs(ω; v)‖∞ (33)
where [48]
‖Φs(ω; v)‖∞ = max
1≤p≤M
k∑
q=1
|Φs[p, q](ω; v)| (34)
where Φs[p, q](ω; v) stands for the (pq)th element of the
matrix Φs(ω; v). Consequently from (33) we obtain
‖Φs(ω; v)‖2 ≥ 1√
k
‖Φs(ω; v)‖∞. (35)
We also have
‖Φs(ω; v)‖∞ ≥ ‖Φs(ω; v)‖max (36)
where [48]
‖Φs(ω; v)‖max = max
1≤p≤k,1≤q≤M
|Φs[p, q](ω; v)|. (37)
Therefore, using (37), the relation given in (35) can be written
as
‖Φs(ω; v)‖2 ≥ 1√
k
‖Φs(ω; v)‖max. (38)
Thus, using (38), we can rewrite (32) as
‖u[ − u[0‖2 ≤
√
k
‖wp(ω)‖2
‖Φs(ω; v)‖max . (39)
According to (6), the (ml)th element of the matrix Φs(ω; v)
for a hypothetical reflector located at rˇl is given as am(ω; rˇl, v)
which after expansion is expressed as
am(ω; rˇl, v) ,
+∞∫
−∞
g2(ω; rˆ, rˇl, v)f21(ω; r˜m, rˆ)g1(ω; r˜m, rˆ) dxˆ
=
+∞∫
−∞
e
−jω ‖rˆ− rˇl‖
v
‖rˆ− rˇl‖0.5
jω|zˆ − z˜m|
4pic‖r˜m − rˆ‖
e
−jω ‖rm − rˆ‖
c
‖rm − rˆ‖0.5 dxˆ.
(40)
Consequently
|am(ω;rˇl, v)| =
+∞∫
−∞
1
‖rˆ− rˇl‖0.5
ω|zˆ − z˜m|
4pic‖r˜m − rˆ‖
1
‖rm − rˆ‖0.5 dxˆ. (41)
7As we mentioned before we choose the first element of the
array from left as the origin of the coordinate system. Then
the z˜m for the mth receiver will be zero. Moreover, zˆ will be
the depth of the water above the test sample and is constant.
Therefore, we can simplify (41) as
|am(ω;rˇl, v)| =
ω|zˆ|
4pic
+∞∫
−∞
1
‖rˆ− rˇl‖0.5
1
‖r˜m − rˆ‖
1
‖r˜m − rˆ‖0.5 dxˆ. (42)
Assume that for a specific indices mˆ and lˆ, we have
|amˆ(ω; rˇlˆ, v)| ≤ |am(ω; rˇl, v)| for all the possible values of
m and r. Therefore, we obtain2
‖Φs(ω; v)‖max ≥ |amˆ(ω; rˇlˆ, v)|
=
ω|zˆ|
4pic
+∞∫
−∞
1
‖rˆ− rˇlˆ‖0.5
1
‖r˜mˆ − rˆ‖
1
‖r˜mˆ − rˆ‖0.5 dxˆ. (43)
Hence using (43) the error bound given in (39) can be
described as
‖u[ − u[0‖2 ≤
√
k
‖wp(ω)‖2
ω|zˆ|
4pic
+∞∫
−∞
1
‖rˆ− rˇlˆ‖0.5
1
‖r˜mˆ − rˆ‖
1
‖r˜mˆ − rˆ‖0.5 dxˆ
. (44)
The only term in (44) that remains to be bounded is ‖wp(ω)‖2.
To bound ‖wp(ω)‖2 we begin by the following lemma
Lemma 1: If f : Rn → R is λ-Lipschitz3, then ∀ > 0
γn(u ∈ Rn : |f(wp(ω))− E(f(wp(ω)))| ≥ ) ≤e
−2
2λ2 (45)
where γn is the Gaussian measure in n dimension.
Proof. See [19], [21], [22].
The function, f(·), is ‖(·)‖2 which is 1-Lipschitz. Therefore,
λ = 1. Furthermore, since each wpi(ω) ∼ N (0, σ2) for
i ∈ {1, 2, · · · ,M}, therefore the expression E(f(wp(ω))) =
E(‖wp(ω)‖2) can be bounded as
E(‖wp(ω)‖2) = E
{
M∑
i=1
|wi|2
} 1
2
≤
{
M∑
i=1
E(|wi|2)
} 1
2
=
√
Mσ (46)
where we have used Jensen’s inequality for the concave
functions [49]. Hence, from (45) we obtain
p(|‖wp(ω)‖2 − E(‖wp(ω)‖2)| ≥ ) ≤ e
−2
2 , ∀ > 0. (47)
According to (47), ‖wp(ω)‖2 concentrates around its mean
with high probability. Thus, using the upper bound obtained
in (46) for E(‖wp(ω)‖2), we obtain that with high probability
‖wp(ω)‖2 ≤
√
Mσ. (48)
2‖Φs(ω; v)‖max = max1≤p≤k,1≤q≤M |Φs[p, q](ω; v)| [48].
3A function g : Rn → Rm is said to be λ-Lipschitz, λ ≥ 0, if |g(a) −
g(b)| ≤ λ|a− b|, for every a,b ∈ Rn [50].
Hence, using (48), the error bound given in (44) is described
as
‖u[ − u[0‖2 ≤√
kM
σ
ω|zˆ|
4pic
+∞∫
−∞
1
‖rˆ− rˇlˆ‖0.5
× 1‖r˜mˆ − rˆ‖ ×
1
‖r˜mˆ − rˆ‖0.5 dxˆ
.
(49)
The error bound for u is exactly the same as the error bound
given for u[ in (49).
e) Error Analysis for the `1-norm Minimization Based
Approach for the SIMO Case: For the optimization problem
given in (23) we have [42, Theorem 4.19]
‖s− s0‖1 ≤ 2 + 2ρs
1− ρs σs(s0)1 +
4τs
1− ρs ‖wp(ω)‖2 (50)
where ρs is a constant such that 0 < ρs < 1, τs > 0. The
term σk(s0)1 is the `1-error of the best k-term approximation
to a vector s0 and is defined as
σk(s0)1 , inf{‖s0 − z‖1, z ∈ CN×1 is k sparse}. (51)
We also have the following [42]
σk(s0)2 ≤ 1
2
√
k
‖s0‖1. (52)
Since ‖s0 − z‖1 ≤
√
N‖s0 − z‖2 then based on (51), we can
write σk(s0)1 ≤
√
Nσk(s0)2. Therefore, we can rewrite (50)
as
‖s− s0‖1 ≤ 2 + 2ρs
1− ρs
√
Nσk(s0)2 +
4τs
1− ρs
√
Mσ (53)
where for the second part of the right hand side of (50) we
have used (48), i.e., ‖wp(ω)‖2 ≤
√
Mσ. Using (52) we can
describe (53) as
‖s− s0‖1 ≤ (1 + ρs)
(1− ρs)
√
k
√
N‖s0‖1 + 4τs
1− ρs
√
Mσ. (54)
Using ‖s0‖1 ≤ N‖s0‖∞ we can express (54) as
‖s− s0‖1 ≤ (1 + ρs)
(1− ρs)
√
k
√
NN‖s0‖∞ + 4τs
1− ρs
√
Mσ (55)
Let δ ∈ N , where N is the null space of the matrix Φ(ω; v).
We further define the set I to be a set of the indices of the
nonzero elements of u0, i.e., I = supp(u0), where u0 has
been given in (27). Then we partition δ as δ = (δI , δIc),
where Ic is the complement of I . The matrix Φ(ω; v) is said to
satisfy the stable null space property with constant 0 < ρs < 1
if [42]–[44]
‖δI‖1 ≤ ρs‖δIc‖1. (56)
We manage to find ρs. To accomplish this goal we define v =
Φs(ω; v)I = Φns(ω; v)I
c. Then we can write the following
‖δI‖1 ≤
√
k‖δI‖2. (57)
We can further write
‖v‖2 = ‖Φs(ω; v)δI‖2 ≥ σmins‖δI‖2 (58)
8where σmins stands for the minimum singular value of the
matrix Φs(ω; v). We also know that σmins = ‖Φs(ω; v)‖2,
hence using (58) the relation (57) is given as
‖δI‖1 ≤
√
k
‖v‖2
‖Φs(ω; v)‖2 ≤
√
k
‖v‖1
‖Φs(ω; v)‖2 . (59)
To connect ‖v‖1 to ‖δIc‖1 we use v = Φs(ω; v)δI =
Φns(ω; v)δIc which upon taking norm-1 from both sides we
obtain
‖v‖1 = ‖Φns(ω; v)δIc‖1 ≤ ‖Φns(ω; v)‖1‖δIc‖1. (60)
Using (60) the modified version of (59) can be described as
‖δI‖1 ≤
√
k
‖Φns(ω; v)‖1
‖Φs(ω; v)‖2 ‖δI
c‖1. (61)
Therefore, based on (61), the parameter ρ in (56) is given as
ρs =
√
k
‖Φns(ω; v)‖1
‖Φs(ω; v)‖2 . (62)
Moreover, instead of s and s0 we can work with s′ =
s
max{s}
and s′0 =
s0
max{s0} . As a result ‖s
′
0‖∞ = 1 and we can rewrite
(55) as
‖s′ − s′0‖1 ≤
(1 + ρs)
(1− ρs)
√
k
√
NN +
4τs
1− ρs
√
Mσ. (63)
Consequently, using (62) the error bound given in (63) can be
described as
‖s′ − s′0‖1 ≤
(
‖Φs(ω; v)‖2 +
√
k‖Φns(ω; v)‖1
)√
N/kN(
‖Φs(ω; v)‖2 −
√
k‖Φns(ω; v)‖1
)
+
4τs‖Φs(ω; v)‖2
√
Mσ(
‖Φs(ω; v)‖2 −
√
k‖Φns(ω; v)‖1
) . (64)
Image reconstruction procedure based on (23) and (24)
utilizes only one snapshot. Although utilizing one snapshot
is one of the advantages of this technique, since we have
access to multiple snapshots, we can use all these snapshots
to improve the quality of the resulting image.
B. Multiple Input Multiple Output Case
In this section, we present the generalization of (23) for the
MIMO case. To develop the model for the MIMO case, we
define
ap(ω; r, v) , [a1p(ω; r, v) a2p(ω; r, v) · · · aMp(ω; r, v)]T .
(65)
In (65), amp(ω; r, v), for m ∈ {1, · · · ,M}, is described as
amp(ω; r, v) ,
+∞∫
−∞
g2(ω; rˆ, r, v)f21(ω; r˜m, rˆ)g1(ω; r˜m, rˆ) dxˆ
×
+∞∫
−∞
[g1(ω; r˜p, rˆ)f12(ω; rˆ, r, v)g2(ω; rˆ, r, v)] dxˆ. (66)
In fact, (65) contains the signal propagation effect for both
the transmission and the reception paths. However, the signal
propagation effect for transmission case depends on the trans-
ducer’s number. Therefore, for each transmitting transducer,
we have a different signature and that is the reason for the
index p in (65). The data model in (1) is modified as
y(ω) = A(ω)ρ + w(ω) (67)
where the vector y(ω) ∈ CM2×1 is described as
y(ω) = [yT1 (ω) y
T
2 (ω) · · · yTM (ω)]T (68)
and the matrix A(ω) ∈ CM2×L is defined as
A(ω) , [AT1 (ω) AT2 (ω) · · · ATM (ω)]T . (69)
Here, the lth column of the matrix Ap(ω) ∈ CM×L is the
array steering vector ap(ω; rˇl, v) ∈ CM×1, given in (65), when
r is replaced with r˘l . Also, the vector ρ ∈ RL×1 is defined
as
ρ = [ρ(rˇ1) ρ(rˇ2) · · · ρ(rˇL)]T . (70)
Finally, the noise vector w(ω) ∈ CM2×1 is described as
w(ω) = [wT1 (ω) w
T
2 (ω) · · · wTM (ω)]T (71)
where the vector wp(ω) ∈ CM×1 is the noise received by the
array when the pth transducer transmits. Then a new dictionary
based on the steering vector given in (65), for the case when
the pth transducer transmits, is defined as
Φp(ω; v) , [ap(ω; rˇ1, v) ap(ω; rˇ2, v) · · · ap(ω; rˇN , v)].
(72)
Therefore, the sparse signal representation based model for the
MIMO case, is described as
y(ω) = Φ˜(ω; v)s + w(ω) (73)
where the lth element of s ∈ CN×1 is nonzero if there is a
scatterer located at the (i, j)th pixel, where i = b l−1nx c + 1
and j = l− (i− 1)nx, and it is zero otherwise. Each nonzero
element of s is one of the entries of ρ in (70). The matrix
Φ˜(ω; v) ∈ CM2×N in (73) is defined as
Φ˜(ω; v) , [ΦT1 (ω; v) ΦT2 (ω; v) · · · ΦTM (ω; v)]T . (74)
Here, Φp(ω; v) ∈ CM×N is the dictionary given in (72). The
optimization problem for the MIMO case is then expressed
as
min
s
. ‖s‖1
subject to ‖y(ω)− Φ˜(ω; v)s‖2 ≤ βm
s  0, s ∈ RN×1+ (75)
where βm is the regularization parameter and is chosen such
that the probability of the norm of the noise vector being
larger than βm is small [4], [15]. To solve this optimization
problem we can use any software packages dedicated to solv-
ing conventional optimization problem such as CVX software
package [37]. The CVX software package casts (75) as a
linear programming problem for which solutions are available
9even for large scale problems [38]. By reshaping s into an
nz × nx matrix, we obtain the final image. The uniqueness
of the solution to (75) is guaranteed, if the spark of Φ˜(ω; v)
which is M2 +1, satisfies M2 > (2L+1− rank(y(ω))) [39],
[40, Theorem 2.4]. This shows that the upper limit on L has
been improved by rank(y(ω)) comparing to the upper limit
that we had for SIMO case. Based on (68), rank(y(ω)) = 1.
Hence the uniqueness of the solution to (75) is guaranteed if
M2 > 2L. For the stability of the result we need to choose
M2 = O(L logN), which guarantees that the error is bounded
[41]. Of course we must still ensure that N > M2 holds true.
a) `1-norm Minimization Solver for the MIMO Case:
The optimization problems given in (75) is in standard primal
linear programming (LP) form. To solve (75), SeDuMi solver
uses the barrier method or path following method [38]. The
inequalities in (75) define the positive orthant in RN×1. These
can be equipped with the following self-concordant barrier (in
fact these are ν-self-concordant barriers)4
Fm(s) = −
N∑
i=1
log(s(i)), νm = N. (76)
This barrier is called the standard logarithmic barrier for
RN×1+ . In fact the standard logarithmic barrier is optimal
for RN×1+ [51, Theorem 4.3.2]. The complexity estimates of
solving (75) using SeDuMi solver is O(
√
N ln( 1m )) [46]. The
parameter m is given as |s − s∗| ≤ m, where s∗ stands for
the optimal value of s in (75).
b) Error Analysis for the OGA in the MIMO Case: Let
assume that those columns of the matrix Φ˜(ω; v) correspond-
ing to the nonzero elements of vector s have been gathered in
the sub-matrix Φ˜s(ω; v) ∈ CM×k. Therefore, we rewrite (73)
as
y(ω) = [Φ˜s(ω; v) Φ˜sn(ω; v)]u + w(ω) (77)
where we have partitioned matrix Φ˜(ω; v) into two sub-
matrices Φ˜s(ω; v) ∈ CM2×k and Φ˜sn(ω; v) ∈ CM2×(N−k).
The scaler k is the number of nonzero elements of s, i.e.,
k = ‖s‖0, and Φ˜s(ω; v) contains those k columns of Φ˜(ω; v)
corresponding to the nonzero elements of the vector s and
Φ˜sn(ω; v) contains the rest of the columns of the matrix
Φ˜(ω; v). Moreover, the vector u ∈ RN×1 is the same vector
as the vector s and the only difference is that the k nonzero
elements of the vector s have been located in u1, u2, · · · , uk.
The result of the OGA, for the model described in (77), is
given as [30]
u[ = Φ˜−1s (ω; v)y(ω) (78)
where the vector u[ ∈ Rk×1 contains the k nonzero elements
of the vector u and the matrix Φ−1s (ω; v) is the pseudo inverse
of the matrix Φ˜s(ω; v). We rewrite (77) for the noiseless case
as
y(ω) = [Φ˜s(ω; v) Φ˜ns(ω; v)]u0 (79)
4Definition: The Standard self-concordant barrier F (x) is called ν-self-
concordant barrier if [51]
max
u∈R1+
[2 < F ′(x), u > − < F ′′(x)u, u >] ≤ ν ∀x ∈ dom F
where the vector u0 ∈ RN×1 is the same vector as the vector
u but for the noiseless measurements. The result of the OGA
for the noiseless model given in (79) is given as [30]
u[0 = Φ˜
−1
s (ω; v)y(ω) (80)
where the vector u[0 ∈ Rk×1 contains the k nonzero elements
of the vector u0. We manage to find the maximum error due
to the presence of the noise. To accomplish this goal, we use
(78) and (80) and write the following
‖u[ − u[0‖2 ≤ ‖Φ−1s (ω; v)wp(ω)‖2
≤ ‖Φ−1s (ω; v)‖2‖wp(ω)‖2 (81)
An element of the matrix Φ˜s(ω; v) for a hypothetical reflector
located at rˇl is amp(ω; rˇl, v) as given in (66). Following the
same procedure that we did for the SIMO case we obtain
amp(ω; rˇl, v) ,
+∞∫
−∞
g2(ω; rˆ, rˇl, v)f21(ω; r˜m, rˆ)g1(ω; r˜m, rˆ) dxˆ
×
+∞∫
−∞
[g1(ω; r˜p, rˆ)f12(ω; rˆ, rˇl, v)g2(ω; rˆ, rˇl, v)] dxˆ (82)
which yields
|amp(ω; rˇl, v)| =
ω|zˆ|
4pic
+∞∫
−∞
1
‖rˆ− rˇl‖0.5
1
‖r˜m − rˆ‖
1
‖r˜m − rˆ‖0.5 dxˆ
ω
4piv
+∞∫
−∞
1
‖r˜p − rˆ‖0.5
|zl − zˆ|
‖rˆ− rˇl‖
1
‖rˆ− rˇl‖0.5 dxˆ. (83)
Assume that for a specific indices mˆ, pˆ and lˆ, we have
|amˆpˆ(ω; rˇlˆ, v)| ≤ |amp(ω; rˇl, v)| for all the possible values
of m, p and r. Therefore, we obtain5
‖Φ˜s(ω; v)‖max ≥ |amˆpˆ(ω; rˇlˆ, v)|
=
ω|zˆ|
4pic
+∞∫
−∞
1
‖rˆ− rˇlˆ‖0.5
× 1‖r˜mˆ − rˆ‖ ×
1
‖r˜mˆ − rˆ‖0.5 dxˆ×
ω
4piv
+∞∫
−∞
1
‖r˜pˆ − rˆ‖0.5 ×
|zl − zˆ|
‖rˆ− rˇlˆ‖
× 1‖rˆ− rˇlˆ‖0.5
dxˆ. (84)
5‖Φs(ω; v)‖max = max1≤p≤k,1≤q≤M |Φs[p, q](ω; v)| [48].
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Hence the error bound given in (44), for the SIMO case, can
be rewritten for the MIMO case as
‖u[ − u[0‖2 ≤
√
k
‖w(ω)‖2
ω2|zˆ|
16pi2cv
+∞∫
−∞
1
‖rˆ− rˇlˆ‖0.5
× 1‖r˜mˆ − rˆ‖ ×
1
‖r˜mˆ − rˆ‖0.5 dxˆ
× 1
+∞∫
−∞
1
‖r˜pˆ − rˆ‖0.5 ×
|zl − zˆ|
‖rˆ− rˇlˆ‖
× 1‖rˆ− rˇlˆ‖0.5
dxˆ
. (85)
To bound ‖w(ω)‖2 we use the same procedure as we did
to bound ‖wp(ω)‖2. The only difference is the size of two
vectors. Therefore, using (48) but this time for ‖w(ω)‖2,
E(‖w(ω)‖2) = E

M2∑
i=1
|wi|2

1
2
≤

M2∑
i=1
E(|wi|2)

1
2
= Mσ
(86)
where we have used Jensen’s inequality for the concave
functions [49]. Hence, from (45) we obtain
p(|‖w(ω)‖2 − E(‖w(ω)‖2)| ≥ ) ≤ e
−2
2 , ∀ > 0. (87)
According to (87), ‖w(ω)‖2 concentrates around its mean with
high probability. Thus, using the upper bound given in (86)
for E(‖w(ω)‖2), we obtain that with high probability
‖w(ω)‖2 ≤Mσ. (88)
Hence using (88), the error bound in (85) is expressed as
‖u[ − u[0‖2 ≤
√
k
Mσ
ω2|zˆ|
16pi2cv
+∞∫
−∞
1
‖rˆ− rˇlˆ‖0.5
× 1‖r˜mˆ − rˆ‖ ×
1
‖r˜mˆ − rˆ‖0.5 dxˆ
× 1
+∞∫
−∞
1
‖r˜pˆ − rˆ‖0.5 ×
|zl − zˆ|
‖rˆ− rˇlˆ‖
× 1‖rˆ− rˇlˆ‖0.5
dxˆ
. (89)
Finally the error bound for u is exactly the same as the error
bound given for u[ in (89).
c) Error Analysis for the `1-norm Minimization based
Method for the MIMO Case: For the optimization problem
given in (75) we have [42, Theorem 4.19]
‖s− s0‖1 ≤
2 + 2ρm
1− ρm σm(s0)1 +
4τm
1− ρm ‖w(ω)‖2 (90)
where ρm is a constant such that 0 < ρm < 1 and τm > 0. The
term σk(s0)1 is the `1-error of the best k-term approximation
to a vector s0 and is defined as [42]
σk(s0)1 , inf{‖s0 − z‖1, z ∈ RN×1 is k sparse}. (91)
We also have the following [42]
σk(s0)2 ≤
1
2
√
k
‖s0‖1. (92)
Since ‖s0 − z‖1 ≤
√
N‖s0 − z‖2 then based on (91), we can
write σk(s0)1 ≤
√
Nσk(s0)2. Therefore, we can rewrite (90)
as
‖s− s0‖1 ≤
2 + 2ρm
1− ρm
√
Nσk(s0)2 +
4τm
1− ρmMσ (93)
where for the second part of the sight hand side of (90) we
have used (88), i.e., ‖w(ω)‖2 ≤ Mσ. Using (92) we can
describe (93) as
‖s− s0‖1 ≤
(1 + ρm)
(1− ρm)
√
k
√
N‖s0‖1 +
4τm
1− ρmMσ. (94)
Using ‖s− s0‖∞ ≤ ‖s− s0‖1 and ‖s0‖1 ≤ N‖s0‖∞ we can
express (94) as
‖s− s0‖1 ≤
(1 + ρm)
(1− ρm)
√
k
√
NN‖s0‖∞ +
4τm
1− ρmMσ (95)
Let δm ∈ N , where N is the null space of the matrix Φ˜(ω; v).
We further define the set Im to be a set of the indices of the
nonzero elements of u0, i.e., Im = supp(u0), where u0 has
been given in (79). Then we partition δm as δ = (δ
Im
, δIcm),
where Icm is the complement of Im. The matrix Φ˜(ω; v) is
said to satisfy the stable null space property with constant
0 < ρm < 1 if [42]–[44]
‖δIm‖1 ≤ ρm‖δIcm‖1. (96)
We manage to find ρm. To accomplish this goal we define
vm = Φ˜s(ω; v)Im = Φ˜ns(ω; v)I
c
m. Then we can write the
following
‖δIm‖1 ≤
√
k‖δIm‖2. (97)
We can further write
‖vm‖2 = ‖Φ˜s(ω; v)δIm‖2 ≥ σmins‖δIm‖2 (98)
where σmins stands for the minimum singular value of the
matrix Φ˜s(ω; v). We also know that σmins = ‖Φ˜s(ω; v)‖2,
hence using (98) the relation (97) is expressed as
‖δIm‖1 ≤
√
k
‖vm‖2
‖Φ˜s(ω; v)‖2
≤
√
k
‖vm‖1
‖Φ˜s(ω; v)‖2
. (99)
To connect ‖vm‖1 to ‖δIcm‖1 we use vm = Φ˜s(ω; v)δIm =
Φ˜ns(ω; v)δIcm which upon taking norm-1 from both sides we
obtain
‖vm‖1 = ‖Φ˜ns(ω; v)δIcm‖1 ≤ ‖Φ˜ns(ω; v)‖1‖δIcm‖1. (100)
Using (100) the modified version of (99) can be described as
‖δIm‖1 ≤
√
k
‖Φ˜ns(ω; v)‖1
‖Φ˜s(ω; v)‖2
‖δIcm‖1. (101)
Therefore, based on (101), the parameter ρ in (96) is given as
ρm =
√
k
‖Φ˜ns(ω; v)‖1
‖Φ˜s(ω; v)‖2
. (102)
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Instead of s and s0 we can work with s
′ =
s
max{s} and
s′0 =
s0
max{s0}
. As a result ‖s′0‖∞ = 1 and we can rewrite
(95) as
‖s′ − s′0‖1 ≤
(1 + ρm)
(1− ρm)
√
k
√
NN +
4τm
1− ρmMσ. (103)
Furthermore, using (102) the error bound given in (103) can
be described as
‖s′ − s′0‖1 ≤
(
‖Φ˜s(ω; v)‖2 +
√
k‖Φ˜ns(ω; v)‖1
)√
N/kN(
‖Φ˜s(ω; v)‖2 −
√
k‖Φ˜ns(ω; v)‖1
)
+
4τm‖Φ˜s(ω; v)‖2Mσ(
‖Φ˜s(ω; v)‖2 −
√
k‖Φ˜ns(ω; v)‖1
) . (104)
C. Multiple Input Multiple Output for Unknown Velocity
In this subsection we address the problem of the MIMO-
UV imaging. We start by introducing a new dictionary matrix
Ψ(ω) ∈ CM2×R˜N as
Ψ(ω) , [Φ˜(ω; v1) Φ˜(ω; v2) · · · Φ˜(ω; vR˜)] (105)
where each Φ˜(ω; vq) ∈ CM2×N , for q ∈ {1, 2, · · · , R˜}, is
given in (74), {vq}R˜q=1 is the set of possible values for the
wave velocity in the ROI, and R˜ is the number of the different
velocities that we consider. Therefore, we can cast the MIMO-
UV problem as a sparse signal representation problem given
as
y(ω) = Ψ(ω)s¯ + w(ω). (106)
In (106), the vector s¯ ∈ RNR˜×1 is given as
s¯ = [s˜T1 s˜
T
2 · · · s˜TR˜]T (107)
where all s˜q are zero unless when vq = v. When vq = v
for some q, the lth element of vector s˜q ∈ RN×1 is nonzero
if there is a scatterer located at the (i, j)th pixel, where i =
b l−1nx c+ 1 and j = l − (i− 1)nx, and it is zero otherwise. In
this case, each nonzero element of s˜q is one of the entries of
ρ ∈ RL×1, given in (70). Based on (106), the corresponding
`1-norm minimization problem is described as
min
s¯
. ‖s¯‖1
subject to ‖y(ω)−Ψ(ω)s¯‖2 ≤ βv
s¯  0, s¯ ∈ RR˜N×1+ (108)
where βv is the regularization parameter and is chosen such
that the probability of the norm of the noise vector being larger
than βv is small [4], [15]. The optimization problem given in
(108) can easily be solved using CVX software package [37].
In fact CVX casts (108) as a linear programming optimization
problem that can be handled efficiently even for large scale
problems. In reality due to modeling errors including grid
resolution and noise s˜q may not be zero when vq 6= v.
Nevertheless, it is very likely that the entries of s˜q are much
smaller compared to the case when vq = v. Hence we can
Fig. 3. Test setup.
find the value of q for which s˜q has the largest `2 norm.
That is if we define qˆ , arg max
1≤q≤R˜
‖s˜q‖2, we introduce s˜qˆ
as the vectorized version of the image of the ROI. Indeed,
the lth element of vector s˜qˆ ∈ CN×1 is nonzero if there is
a scatterer located at the (i, j)th pixel, where i = b l−1nx c + 1
and j = l− (i− 1)nx, and it is zero otherwise. Each nonzero
element of s˜qˆ is one of the entries of ρ ∈ CL×1, given in (70).
Finally by reshaping s˜qˆ into an nz×nx matrix, we obtain the
final image.
a) `1-norm Minimization Solver for the MIMO-UV Case:
The optimization problem given in (108) is in standard primal
linear programming (LP) form. To solve (108), SeDuMi solver
uses the barrier method or path following method [38]. The
inequalities in (108) define the positive orthant in RNR˜×1. This
can be equipped with the following self-concordant barrier (in
fact this is ν-self-concordant barrier)
Fv(s¯) = −
NR˜∑
i=1
log(s¯(i)), νv = NR˜. (109)
This barrier is called the standard logarithmic barrier for
RNR˜×1+ . In fact the standard logarithmic barrier is optimal
for RNR˜×1+ [51, Theorem 4.3.2]. The complexity estimate of
solving (108) using SeDuMi solver is O(
√
NR˜ ln( 1v )) [46].
The parameter v is given as |s¯ − s¯∗| ≤ v , where s¯∗ stands
for the optimal value of s¯, in (108).
IV. EXPERIMENTAL EXAMPLES
In this section, we apply the DAS beamformer, the MUSIC
technique, the Capon method as well as different sparsity
based techniques that we have discussed in the paper to
experimental data gathered from a test sample immersed in
water, and generate the corresponding images and discuss their
differences. The setup has been shown in Fig. 3, where a solid
object with three holes is immersed in water. The horizontal
and vertical distances between the holes are 14 mm and 5
mm, respectively. The specifications for the array have been
summarized in Table I.
The number of the snapshots is equal to the number of
the transducers which is 64. The sample covariance matrix
in (14) is calculated based on all the snapshots. The size of
each bin of the FFT that has been used to map our data into
frequency domain is 41.67 KHz. A total number of 120 bins
are used for the DAS beamformer, the MUSIC technique, and
the Capon method within the whole 5 MHz bandwidth of our
probing signal. Fig. 4 show the 3D images. As can be seen
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TABLE I
ARRAY PARAMETERS SPECIFICATION.
Array parameters Value
Element type rectangular
Number of elements 64
Element Pitch 0.6 mm
Element width 0.53 mm
Element length 0.012 m
Center Frequency 5 MHz
Sampling frequency 100 MHz
Bandwith 5MHz
Speed of wave in water 1482 m/s
Speed of wave in solid 6400 m/s
from Fig. 4-(a), the DAS technique based on (13), suffers from
low resolution and high sidelobe levels. Figs. 4-(b) and (c)
illustrate the results of the MUSIC method and the Capon
technique based on (15) and (16), respectively. The size of
the signal subspace for the MUSIC technique, i.e., L, has been
set to 3. The loading parameter κ for the Capon technique has
been set to 10 to 12 dB above the estimated noise level. The
estimate of the noise power is obtained as
∑M
r=L+1 σr
M−L−1 [27]–
[29], where σr is the rth largest eigenvalue of the sample
covariance matrix and L has been set to 3. The poor results
for both techniques are partly due to relatively low number
of snapshots as only 64 snapshots are not sufficient to obtain
a good estimate of the covariance matrix. As to the Capon
method, the other issue is the parameter κ. Since the Capon
technique is sensitive to κ and since there is only a rule of
thumb for choosing κ, which says κ should be 10 to 12 dB
above the noise level, therefore the performance of the Capon
method changes by κ.
Compared to sparse signal representation based techniques
their resolution are much lower. Fig. 4-(d) shows the result for
the SIMO case based on (23). Unlike the DAS beamformer,
the MUSIC technique and the Capon method, for sparse signal
representation based techniques, we have used one frequency
bin corresponding to the center frequency which is 5 MHz.
Furthermore, for the SIMO case only one measurement vector,
corresponding to the case that one of the transducers has fired,
has been used. The image shown in Fig. 4-(d) corresponds
to the case when the 30th transducer has fired the signal.
Using only one frequency bin and one snapshot, Fig. 4-(d)
shows the superiority of the SIMO based method over the DAS
beamformer, the MUSIC technique and the Capon method. As
can be seen from Fig. 4-(d), the sidelobe levels are more than
80 dB lower than the peaks. Fig. 4-(e) illustrates the result for
the MIMO case based on (75). Similar to the SIMO case, only
one frequency bin corresponding to the center frequency has
been used for the the MIMO based image. From Fig. 4-(e),
we see that sidelobe levels are more than 110 dB lower than
the peaks.
For all the results so far we have assumed that the propaga-
tion velocity of the ultrasonic wave in the specimen is known.
Fig. 4-(f) shows the result for the MIMO-UV based image
based on (108). The set of proposed velocities we have chosen
is {5800, 6000 , 6400, 6600} m/s. Our motivation for that
comes from the fact that the propagation velocity of ultrasonic
waves in this frequencies fall in this range. Of course there is
no limitation here and the ranges of the proposed velocities can
cover any values. Fig. 4-(f) also illustrates the same superiority
that we mentioned for Fig. 4-(d)-(e).
V. CONCLUSIONS
In this paper, we modeled wave refraction which occurs
at the interface of two media using Huygens principle and
used this model to develop sparse signal representation based
imaging techniques for a two-layer object immersed in water.
Relying on the fact that the image of interest is sparse,
we cast such an array based imaging problem as a sparse
signal recovery problem and developed two types of imaging
methods, one method uses only one transducer to illuminate
the region of interest and the second method relies on all
transducers to transmit ultrasonic waves into the material under
test. We discussed greedy based algorithms as well as the `1-
norm minimization based method as well known candidates
to recover the sparse signal. We then mentioned the reasons
why the `1-norm minimization based method is more popular
than greedy based algorithms. We further obtained an upper
bound for the error for both greedy based algorithms as well
as the `1-norm minimization based method in both the SIMO
case and the MIMO case. We further extended our work to
a scenario where the propagation velocity of the wave in the
object under test is not known precisely. We discussed the
software packages and the techniques that they use to solve the
`1-norm minimization based method for the SIMO, the MIMO
and the MIMO-UV cases. We then provided the computational
complexity for each of the SIMO, the MIMO and the MIMO-
UV cases. We applied our methods to experimental data
gathered from a solid test sample immersed in water and
showed that our sparse based techniques outperform the con-
ventional methods available in the literature. The conclusion is
that sparse signal representation based techniques outperform
the DAS beamformer, the MUSIC technique and the Capon
method by a large margin in higher resolution, lower sidelobe
levels and being less sensitive to SNR and correlated targets.
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Fig. 4. The 3D image representation for (a) the DAS beamformer technique based image using (13), (b) the Capon technique based image using (16), (c) the
Music method based image using (15), (d) the `1-norm minimization based image for the SIMO case using (23), (e) the `1-norm minimization based image
for the MIMO case using (75), (f) the `1-norm minimization based image for the MIMO-UV case using (108).
