Abstract. This paper discusses the topological structure of the set of solutions for a variety of Volterra equations and inclusions. Our results rely on the existence of a maximal solution for an appropriate ordinary differential equation.
Introduction
This paper looks at the structure of the set of solutions for various Volterra equations and inclusions. The results are new and extend previously known results in the literature (see [3] , [6] , [7] , [9] , [11] and the references therein). In Section 2 we discuss the abstract Volterra equation y (t) = V (y)(t) a.e. t ∈ [0, T ], y(0) = x 0 ∈ R n (here T > 0 and V is an abstract Volterra operator), and in Section 3 we discuss the differential inclusion 
The analysis in Section 2 makes use of the following well known results from the literature. Theorem 1.1 (Banach, Alaoglu [2] , [10] 
If we supply L ∞ ([0, T ], R n ) with the weak * topology then we will let
If we supply L 1 ([0, T ], R n ) with the weak topology then we let
Solution sets for abstract Volterra operators
Let S V (x 0 ; R n ) denote the solution set of (1.1) (of course solutions to (1.1) are sought in AC([0, T ], R n )). In [9] we established the following result using a well known result from the literature (see [6] , [11] ).
Theorem 2.1. Suppose the following conditions hold:
is a continuous operator, and
It is possible to discuss the solution set in
with a stronger condition. 
we have immeditaely that
We argue by contradiction. Suppose 
and y m converging weak
Thus A (and similarly B) is closed in
Essentially the same reasoning as in Theorem 2.2 establishes the next result.
Proof. The result follows as in Theorem 2.2 (except here we use Theorems 1.3 and 1.4) with w α (t) = y α (t).
We next remove the "global" boundedness assumption (2.3) and (2.4). First we establish general existence principles. Assume (2.1) and (2.2) hold. In addition suppose one of the following conditions hold:
For our general existence principles we also assume the following condition is satsified: Let ε > 0 be given and let τ ε : R n → [0, 1] be the Urysohn function for
and consider the problem (2.8)
Let S Vε (x 0 ; R n ) denote the solution set of (2.8).
Theorem 2.4. Suppose (2.1), (2.2), (2.5) and (2.7) hold. Let ε > 0 be given and assume (2.9) |w| 0 < M 0 for any possible solution w to (2.8).
Proof. Notice (2.7) and (2.9) imply S V (x 0 ; R n ) = S Vε (x 0 ; R n ). It is easy to see that V ε satisfies (2.1), (2.2) and (2.4) (with V replaced by V ε ). Now Theorem 2.2 implies S Vε (x 0 ; R n ) is a nonempty compact connected subset of
Combining Theorem 2.3 with the argument in Theorem 2.4 immediately yields our next result. 
Remark 2.6. In Theorems 2.4 and 2.5 notice that
These existence principles now enable us to discuss the structure of the solution set to (1.1) in a very general setting. Theorem 2.7. Suppose (2.1) and (2.2) hold. In addition assume the following conditions are satisfied: 
and (2.11) the problem v (t) = g(t, v(t)) a.e. t ∈ [0, T ],
v(0) = |x 0 |, has a maximal solution r(t) on [0, T ]. Then S V (x 0 ; R n ) is a nonempty compact connected subset of A 1 ([0, T ], R n ).
2] guarantees that |u(s)| ≤ r(s) for s ∈ [a, t]. In particular |u(t)| ≤ r(t). As a result |u|
Corollary 2.9. Suppose (2.1) and (2.2) hold. In addition assume the following conditions are satisfied:
such that |V (y)(t)| ≤ α(t)g(|y(t)|) for almost every t ∈ [0, T ] and all
and (2.13)
.
Proof. Let
Now (2.14) guarantees that r is well defined. The result is immediate from Theorem 2.7 once we show (2.14)
has a maximal solution given by r(t). Let y be a solution of (2.14), so
and so integration from 0 to t gives y(t) = r(t). We leave the obvious details to the reader.
Solution sets for differential and integral inclusions
In this section we first discuss the differential inclusion (1.2). We let S(x 0 ; R n ) denote the solution set of (1.2). The following result can be found in [3] and [6] .
Theorem 3.1. Suppose the following conditions hold:
is measurable for every x ∈ R n , and
Essentially the same reasoning as in Section 2 immediately yield the following results.
Theorem 3.2. Suppose (3.1) and (3.2) hold and in addition assume the following condition is satisfied:
Next suppose (3.1) and (3.2) hold. In addition assume one of the following conditions hold: t ∈ [0, T ] and every x ∈ R n with |x| ≤ r.
For our general existence principles we also assume the following condition is satisfied: Let ε > 0 be given and let τ ε be as in Section 2. Let F (t, x) = τ ε (x)F (t, x) and consider the problem
Let S ε (x 0 ; R n ) denote the solution set of (3.8).
Theorem 3.4. Suppose (3.1), (3.2), (3.5) and (3.7) hold. Let ε > 0 be given and assume (3.9) |w| 0 < M 0 for any possible solution w to (3.8) .
Theorem 3.5. Suppose (3.1), (3.2), (3.6) and (3.7) hold. Let ε > 0 be given and assume (3.9) holds. Then S(x 0 ; R n ) is a nonempty compact connected subset
Theorem 3.6. Suppose (3.1) and (3.2) hold. In addition assume the following conditions are satisfied:
and all x ∈ R n , and (3.11) the problem
Remark 3.7. In Theorems 3.4-3.6 notice that S(
It is possible to extend these results to the integral inclusion (1.3) (however an extra condition on g will be needed in (3.10) ). Let S(h; R n ) denote the solution set of (1.3). The following result can be found in [3] .
Theorem 3.8. Suppose (3.1)-(3.3) hold and in addition assume the following conditions are satisfied:
Next suppose (3.1) and (3.2) hold. In addition assume the following conditions are satisfied: Let ε > 0 be given and let τ ε and F be as before. Consider the problem
and let S ε (h; R n ) denote the solution set of (3.17). Essentially the same reasoning as in Section 2 immediately yields the following result. Proof. We will apply Theorem 3. 
k(t))g(t, |u(t)|) ≤ ( sup t∈[0,T ] k(t))g(t, v(t))
almost everywhere. So 
