Abstract. Using the units appearing in Stark's conjectures on the values of L-functions at s = 0, we give a complete algorithm for computing an explicit generator of the Hilbert class field of a real quadratic field.
algorithm, and Section 4 to the verification of the result. Section 5 deals with an example.
We end the paper with an Appendix giving a table of Hilbert class fields of real quadratic fields of discriminant less than 2 000.
Construction when the class number is equal to 2
We assume in this section that h k = 2. As we already said, in this case there are two powerful methods to compute H k , and we quote them without proof.
The first uses Kummer theory, which states that when the ground field contains the n-roots of unity, every Abelian extension of exponent dividing n can be obtained by taking n-th roots of elements of the ground field. From this, one easily obtains Proposition 1.1. Let k be a real quadratic field of class number 2, let v be a real embedding of k, let η denote the fundamental unit of k such that v(η) > 1, and let A be a non-principal integral ideal of k. Let α be one of the generators of A 2 chosen so that v(α) > 0. Then H k = k( √ θ) for some θ ∈ {η, α, ηα}.
The second method uses genus field theory, which enables one to construct unramified Abelian extensions of k by taking the compositum of k with Abelian extensions of Q (see [11] ). Hence the determination of H k in this case boils down to a finite number of easy tests.
A special case of Stark's conjectures
We now assume only that h k > 1. We keep the same notations, we let v be one of the real embeddings of k and we denote by¯the action of the non-trivial element of the Galois group of k/Q. We will identify k with its embedded image v(k) into R. Let K be a quadratic extension of H k such that K/k is Abelian and v stays real in this extension but v becomes complex. We identify K with one of its embedded images in R (so with one of its images w(K), where w is a place above v).
Let f denote the conductor of K/k and G its Galois group. Let I k (f) denote the group of fractional ideals coprime with the finite part f 0 of this conductor, let P k (f) denote the group of principal ideals generated by elements multiplicatively congruent to 1 modulo f, and let Cl k (f) := I k (f)/P k (f) be the ray class group modulo f. The Artin map sends any ideal A ∈ I k (f) to an element σ A of the Galois group G, the so-called Artin symbol of A. For any element σ ∈ G and any complex number s with Re(s) > 1, we can thus define a partial zeta function
where A runs through the integral ideals of I k (f) whose Artin symbol is equal to σ. These functions have a meromorphic continuation to the whole complex plane with a simple pole at s = 1 and, in our situation, a simple zero at s = 0.
Theorem 2.1. Assume the Abelian rank one Stark conjecture. Then there exists a unit ε ∈ K such that
for any σ ∈ G. Furthermore, if we set α := ε + ε −1 , we have H k = k(α) and |α| w ≤ 2 for any infinite place w of H k which does not divide v.
We refer to [22] for this conjecture and a more general statement of Stark's conjectures, and to [17] for a proof of this result.
In the next section, we will explain how to compute ζ ′ K/k (0, σ) for σ ∈ G, and how to find the element α as an algebraic number, if it exists.
Description of the algorithm
The first task is to find the field K. An easy way is to construct an element δ ∈ O k such that δ > 0 and δ < 0, and to set K := H k ( √ δ). Another way is to construct the field K using class field theory. Such a field has conductor Av for an integral ideal A and corresponds via class field theory to a subgroup of index 2 of the kernel of the map Cl k (f) ։ Cl k where Cl k is the usual class group. Indeed, the kernel of this map corresponds to the Hilbert class field, and thus its subgroups of index 2 correspond to quadratic extensions of H k . Hence, we may compute the ray class group modulo Av, where A runs through the integral ideals A, by increasing norm, then compute ker(Cl k (f) ։ Cl k ) and check if it contains a subgroup of index 2 whose conductor is Av.
This last idea is probably the best, since heuristics and numerical evidence show that the Stark unit tends to grow exponentially like the square root of the norm of the conductor of K; hence we need to minimize this norm.
Algorithm 3.1. This algorithm computes a modulus f and a subgroup H of Cl k (f) such that f is the conductor of H and the field K corresponding to H by class field theory is a quadratic extension of H k where v splits and v becomes complex. This algorithm uses the tools of [6] .
1. Set n ← 2.
2.
Compute the integral ideals A 1 , . . . , A m of norm n. Set c ← 1.
3. If c > m then set n ← n + 1 and go back to step 2. Otherwise, set f ← A c v. If f is a conductor then go to step 4, else set c ← c + 1 and go to step 3.
4. Compute the kernel of Cl k (f) ։ Cl k and then its subgroups H 1 , . . . , H l of index 2. Set d ← 1.
5. If d > l then set c ← c + 1 and go back to step 3. If f is the conductor of H d then return the result (f, H d ) and terminate the algorithm, else set d ← d + 1 and go to step 5.
Once the field K is chosen, we need to compute the values ζ ′ K/k (0, σ). For this purpose, we use Hecke L-functions (see [13] for the more general theory of Artin L-functions). Let χ be a character of G := Gal(K/k). By composition with the Artin map, χ can be considered as being defined on the group I k (f). If s denotes a complex number with Re(s) > 1, we define
where p runs through the prime ideals of k unramified in K/k. These functions have meromorphic continuations (even holomorphic if χ is non-trivial) to the whole complex plane and are related to the partial zeta functions by the formula
where the sum is taken over all characters of G.
Let χ be a character of G and let τ denote the non-trivial automorphism of the quadratic extension K/H k . If χ(τ ) = 1, the functional equation implies that L ′ K/k (0, χ) = 0; hence χ will not contribute to the value of ζ ′ K/k (0, σ) in ( * ). Thus from now on we assume that χ(τ ) = −1. We extend χ to all ideals of k by setting χ(a) = 0 if a is not coprime with the conductor f χ of χ. To each character χ is associated a canonical L-function defined for s ∈ C with Re(s) > 1 by
where the product is taken over all prime ideals of k.
Proof. Let K χ be the subfield of K fixed by the kernel of χ. By definition the conductor of K χ is equal to f χ . It is clear that the conductor of H k K χ is also equal to f χ , and moreover
We set
where C := π where the sum is taken over all integral ideals of norm n, and let N := −C log κ 2 . Define the following two quantities:
with f 1 (x) := 
where the error term κ is smaller than κ.
Proof. Letting s tend to 1 in the functional equation gives
Then a theorem of Friedman [10] tells us that
where the function f is defined by
for any real number σ such that σ > Re(s). If we differentiate f with respect to the variable x and use the fact that z/(z − s) = 1 + s/(z − s), we obtain
We solve the differential equation and find that
where
But the theory of Mellin transforms (see for example [20] , Chapter 4) tells us that
, and thus f (x, 1) = 2 √ πf 1 (x) and f (x, 0) = 2 √ πf 2 (x). Finally, we compute the number of terms needed for sufficient accuracy by looking at the asymptotic expansion of the functions f 1 and f 2 .
Thus, we need to compute the following three objects. First, the coefficients a n (χ). Second, the functions f 1 and f 2 (there of course exist methods to compute these functions, but here we are interested in efficient methods to compute them for many consecutive values of n). Third, the values of W (χ).
We compute the coefficients a n (χ) by using the multiplicative property
where p m is the largest power of p that divides n.
Algorithm 3.4. Let N be an integer and let χ be a character of G such that χ(τ ) = −1. This algorithm computes the coefficients a n (χ) for 1 ≤ n ≤ N using the sub-algorithm fill-in(φ, p) which distributes the value of a p m (χ) according to the function φ : N \ {0} → C (recall that χ(p) is set equal to zero whenever the prime ideal p divides the conductor of χ).
1. For n going from 1 ≤ n ≤ N set a n (χ) ← 1 and set p ← 1.
2. Set p ← (least prime > p), and if p > N return the coefficients a n (χ) for 1 ≤ n ≤ N and terminate the algorithm.
3a. If p is inert: for m odd set φ(m) = 0, and for m even, set φ(m) = χ(p) m . Execute fill-in(φ, p) and go to step 2.
3b. If p is ramified: write pO k = p 2 and set φ(m) = χ(p) m . Execute fill-in(φ, p) and go to step 2.
Execute fill-in(φ, p) and go to step 2. Sub-algorithm fill-in(φ, p).
If c < N then go to step 3, else go to step 2.
We now need to compute the functions f 1 (C/n) and f 2 (C/n) for consecutive values of n. For f 1 (C/n) = C 2n e −2n/C , the algorithm is very simple.
Algorithm 3.5. Let A > 0 be a real number and let N ≥ 1 be an integer. This algorithm computes the values of
We compute the values of f 2 (C/n) = Ei(2n/C) in the same spirit, that is to say by trying to compute the function Ei for only a very few values. For this, we use the following lemma. 
Proof. The first assertion comes from the definition of the exponential integral function Ei(x) = +∞ x e −t dt/t, and the second is easily proved by induction.
If we have computed φ(N ) we may obtain φ(N − 1) by using Taylor's formula:
where the derivatives φ (m) (N ) can be computed by the previous lemma. Moreover, since (−1)
is always positive, we need only to sum these terms and stop as soon as the next term becomes smaller than the required precision.
Algorithm 3.7. Let A > 0 be a positive constant and let N ≥ 1 be an integer. This algorithm computes the values Ei(nA) for 1 ≤ n ≤ N with the precision κ > 0.
1. Set F N ← Ei(N A), n stop ← ⌈4/A⌉ and n ← N . Set also e 0 ← e A and
and go to step 3. 4. Set n ← n − 1, e 1 ← e 1 e 0 . If n > n stop then go to step 2.
Return the values F n for 1 ≤ n ≤ N and terminate the algorithm.
For small values of n, we compute the exponential integral by standard means since the Taylor series converges slowly. One can find explicit formulas to compute the function Ei in [3] , Proposition 5.6.12.
Note that this type of method for computing Ei and more generally for confluent hypergeometric functions has already been studied in detail, in particular with respect to its numerical stability. See [19, 23, 24] .
Finally, we compute the Artin root number W (χ). We will essentially follow the method given in [8] with a slightly different computational approach. This method needs to work with the conductor of the character χ, but thanks to lemma 3.2, we know that this conductor is f = f 0 v for odd characters.
The following result is a special case of a theorem due to Landau.
Proposition 3.8. Let χ be an odd character of G. Choose an element λ ∈ f 0 such that λ > 0 and the integral ideal g = λf
0 is coprime to f 0 , and choose an element µ ∈ g such that µ > 0 and the integral ideal h = µg −1 is coprime to f 0 . Define the Gauss sum
where Tr denotes the trace of k/Q and β runs through a complete residue system of (O k /f 0 ) × such that β > 0. Then
This yields the following algorithm.
Algorithm 3.9. Let χ be an odd character of G. This algorithm computes the Artin root number W (χ) attached to this character.
(the set { α 1 , . . . , α r } and the matrix whose diagonal entries are the d i 's with zeros elsewhere define a Smith normal form of the finite Abelian group (O k /f 0 ) × , see [6] ). Let G ← 0.
For all tuples
. Output W and terminate the algorithm.
Using these algorithms and Theorem 3.3, we are now able to compute approximations of L ′ K/k (0, χ) for all characters χ. Using formula ( * )
1).
Algorithm 3.10. Let H be a congruence group of conductor f such that the corresponding field K verifies the hypothesis of Section 2, and let κ > 0 be a real number. This algorithm computes approximations of the conjugates of α over k with the precision κ.
1. Let χ 1 , ..., χ h be all the characters of Gal(K/k) such that χ j (τ ) = −1, where h is the class number of k and τ is the non-trivial automorphism of Gal(K/H k ).
2.
For all j, compute the coefficients a n (χ j ) using Algorithm 3.4, and the values f 1 (C/n) and f 2 (C/n) using Algorithms 3.5 and 3.7 with the precision κ.
3. Compute the Artin root number W (χ j ) using Algorithm 3.9, and then deduce the values of L ′ (0, χ j ) by the formula of Theorem 3.3, thus of L
4. Let σ 1 , ..., σ h be a system of representatives of the quotient
, and let z j denote the approximations obtained. 5. Set α j ← e −2zj +e 2zj for all j, return the approximations α j of the conjugates of α over k, and terminate the algorithm.
Once we know the approximations α j , we compute the polynomial
If the element α exists, then this polynomial is the approximation of its irreducible polynomial over k, and thus every coefficient β j should be close to an algebraic integer β j . Theorem 2.1 also provides a bound for the conjugate of β j :
We use the following algorithm to recover an integer of k given by an approximation and a bound for its conjugate (recall that ⌊x⌋, ⌈x⌉ and ⌊x⌉ denote respectively the floor, the ceiling and the closest integer to x ∈ R).
Algorithm 3.11. Let β be a real number and let κ > 0 and B > 0 be two positive real numbers. This algorithm finds, if it exists, a β ∈ O k such that | β − β| < κ and |β| < B. 3. Set β ← a + bω, if | β − β| < κ and |β| < B then return the element β and terminate the algorithm, else set b ← b + 1 and go to step 2.
The correctness of this algorithm follows immediately from the inequalities −κ < β − a − bω < κ and −B < a + bω < B, which imply the given inequalities on b and the value of a. Note that it is also possible to use the LLL algorithm for this computation.
We are now able to give the complete algorithm.
Algorithm 3.12. Let k be a quadratic real number field. Under the hypothesis of Theorem 2.1, this algorithm computes the irreducible polynomial over k of a generating element of H k . 1. Using Algorithm 3.1, find a modulus f and a congruence group H of conductor f such that the corresponding field K verifies the hypothesis of Section 2.
2. Set κ ← 10
Using Algorithm 3.10, compute approximations α i of the conjugates of α over k with precision κ. Set
, where β j are real numbers. For 1 ≤ j ≤ h, using Algorithm 3.11 try to find an algebraic integer β j such that | β j − β j | < κ and |β j | ≤ 2 j h j . If it is possible then return the polynomial
and terminate the algorithm. Otherwise, increase the precision by setting for example κ ← κ 2 , and go back to step 3.
Remark. As we said above, heuristics show that the conjugates of α are mostly of the size of exp √ d k N f ; thus the initial precision is chosen so as to obtain twenty additional digits. However, if this is not enough, we double the precision and redo the computations. Note that this is not really an algorithm, since if the conjecture is false it just keeps doubling the precision without stopping.
Verification of the result
Let P (X) denote the polynomial given by the above algorithm. Since this algorithm is based on a conjecture, we need to check if a root of this polynomial does generate the Hilbert class field of k.
First, we verify that the polynomial (whose degree is equal to h k by construction) is irreducible over k. Then let H be the extension of k generated by any root of P (X). We verify that the extension H/k is unramified at both finite and infinite places, using the algorithms given in [5] .
Once we have proved that the extension H/k is of degree h k and unramified, we still have to prove that it is an Abelian extension. In fact, if h k = 2 or 3, this follows from the fact that the extension is unramified. (This is obvious for h k = 2. For h k = 3, assume the extension is not cyclic; then its Galois group is S 3 and k has a quadratic extension which is a subfield of the Galois closure of H/k and thus unramified. But this is impossible since it implies that 2 divides h k .) In the general case, we factor the polynomial P (X) in the field H, and it must have only linear factors if H/k is Galois. Since every such linear factor corresponds to a k-automorphism of H, we can check if the extension is Abelian by proving that they commute with each other.
However, once we have proved that the extension H/k is a Galois extension, it is possible to be more efficient for small values of h k , since there are only a few possibilities for the Galois group Gal( H/k). Another possibility is to use a result of Bach and Sorenson [1] which gives under GRH an upper bound for the norm of the prime ideals generating the norm group of an Abelian extension. Indeed, this result enables one to write an algorithm which, under GRH, does prove that an extension is Abelian (without having to prove first that it is Galois) and computes at the same time its norm group (see [17] for details).
We now give an algorithm using the first method described above, which does not use GRH.
Algorithm 4.1. Let P (X) be a polynomial of degree h k and with coefficients in O k . This algorithm proves (or disproves) that a root of P (X) generates the Hilbert class field of k.
1.
. If this is not the case then output a message saying that P does not generate an extension of degree h k of k and terminate the algorithm.
2. Let θ be a root of P and let H denote the field k(θ). Compute the minimal polynomial of θ over Q and check if H is totally real using Sturm's algorithm (see [3] , Algorithm 4.1.11). If this is not the case then return a message saying that H/k is ramified at the infinite places and terminate the algorithm.
3. Compute the relative discriminant of H/k using the algorithm given in [5] . If it is different from O k , then output a message saying that H/k is ramified at the finite places and terminate the algorithm. Otherwise, if h k = 2 or 3 return a message saying that H = H k and terminate the algorithm.
4. Compute the factorization of P (X) in H[X]. If P does not admit only linear factors then output a message saying that H/k is not a Galois extension and terminate the algorithm. Otherwise, if h k = 4 or h k is a prime number return a message saying that H = H k and terminate the algorithm.
is the factorization of
If this is not the case then return a message saying that H/k is not an Abelian extension and terminate the algorithm, otherwise return a message saying that H = H k and terminate the algorithm.
An example
The algorithm presented in this paper has been implemented as part of the new version of the PARI/GP [2] package. The quadhilbert function uses complex multiplication to compute the Hilbert class field of complex quadratic fields, and the present algorithm for real quadratic fields. The following example was treated using this implementation.
Let k be the real quadratic field generated by ω := √ 438. We then have d k = 1752, O k = Z + Zω, and the class group of k is cyclic of order 4.
The field K can be taken to be the ray class field of k modulo pv, where p is one of the two prime ideals above 11. Note that the extension K/k is cyclic of order 8, so there is no quadratic extension k
. Let ψ be the character of G such that ψ(σ) = ξ 8 , where ξ 8 is a fixed primitive 8-th root of unity. The characters χ such that χ(τ ) = −1 are then ψ, ψ 3 , ψ 5 and ψ 7 (note that ψ = ψ 7 , ψ 3 = ψ 5 ). With the notations of Theorem 3.3, we compute
and S(ψ
. For the character ψ, we find that W (ψ) = e 2iπ/8 and similarly W (ψ
So we compute the corresponding L-functions, and obtain
We then compute the values of the conjugates of α over k, and we form its irreducible polynomial A relative reduction process gives the following simpler polynomial defining the same field extension:
We now have to check the result: we prove that this polynomial is irreducible over k and that the extension H that it defines is unramified at both finite and infinite places. Moreover, this polynomial factors completely over H; hence the relative extension H/k is Galois. Since its degree is equal to 4, this implies that it is Abelian, and since it is unramified this implies that H is actually the Hilbert class field of k.
Finally, since k/Q is a cyclic extension, it is possible to find a field L of degree 4 such that k ∩ L = Q and kL = H k (see [7] ). In fact, any subfield L of H k of degree h k over Q and disjoint from k will work. In order to find such a field, one can use the algorithm for subfield computation given in [12] , or use the method explained in [4] , which gives only some subfields. In our example, we find that such a field is generated by a root of
Appendix. Tables of Hilbert class fields
For each of the 607 real quadratic field k of discriminant less than 2 000, we give a polynomial defining a field L k over Q such that the Hilbert class field of k is the compositum of k and L k . For the sake of completeness, we recall the list of the 319 fields k with class number equal to 1, for which trivially L k = Q. 1893 1909 1912 1913 1916 1933 1941 1948 1949 1964 1969 1973 1977 1981 1993 1997 There are 194 fields with class number 2. We give a There are 14 real quadratic fields k of discriminant less than 2 000 with class number 2 and such that L k = Q( √ 3).
Discriminant of the fields with
Discriminant of the fields k such that h k = 2 and d L k = 12  156  204  348  444  492  636  732  1068  1212  1308  1356  1644  1788  1884 There are 26 real quadratic fields k of discriminant less than 2 000 with class number 2 and such that L k = Q( There are 24 real quadratic fields with class number equal to 3 and discriminant less than 2 000. In the following table, we give their discriminants together with a
