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ON A KIND OF SELF-SIMILAR SETS WITH COMPLETE OVERLAPS
DERONG KONG AND YUANYUAN YAO∗
Abstract. Let E be the self-similar set generated by the iterated function system
f0(x) =
x
β
, f1(x) =
x+ 1
β
, fβ+1 =
x+ β + 1
β
with β ≥ 3. Then E is a self-similar set with complete overlaps, i.e., f0 ◦ fβ+1 = f1 ◦ f1, but
E is not totally self-similar. We investigate all its generating iterated function systems, give
the spectrum of E, and determine the Hausdorff dimension and Hausdorff measure of E and
of the sets which contain all points in E having finite or infinite different triadic codings.
1. introduction
Let β ≥ 3, and let Eβ be the self-similar set generated by the iterated function system
(IFS)
fd(x) =
x+ d
β
, d ∈ {0, 1, β + 1} .
ThenEβ is the unique non-empty compact set in the real line satisfying Eβ = ∪d∈{0,1,β+1}fd(Eβ)
(cf. [12]). It is easy to check f0 ◦ fβ+1 = f1 ◦ f1. Then the self-similar set Eβ has complete
overlaps.
Our interest in Eβ comes from expansions in non-integer bases (for the surveys see [13, 18]).
One example is expansions with digit set {0, 1, β}. For β > 1, let Fβ be the attractor of the
IFS
φd(x) =
x+ d
β
, d ∈ {0, 1, β}.
Then Fβ is a self-similar set with overlaps since φ0(Fβ) ∩ φ1(Fβ) 6= ∅. There has been
considerable interest in Fβ . For example, Ngai and Wang [16] investigated the Hausdorff
dimension of Fβ . Zou et al. [21] considered the set of points in Fβ having a unique β-
expansion. Yao and Li [19] gave all the generating IFSs of Fβ. Dajani et al. [3] described the
size of the set of bases β for which there exists x ∈ Fβ having finite or countably many different
β-expansions and the set of x ∈ Fβ which have exactly finite or countable β-expansions.
There are two striking differences between Eβ and Fβ , one is that the total self-similarity
(see [2] for its first appearance) fails in Eβ , as we will explain later. Another is that by the
obvious fact that φ0 ◦ φβ = φ1 ◦ φ0 we have φ1k0 = φ0βk for any positive integer k, which is
an important property in discussing Fβ . However, we do not see this property in Eβ.
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We will abbreviate Eβ to E if no confusion arises. Observe that for each point x ∈ E there
exists an infinite sequence (di) ∈ {0, 1, β + 1}N such that
(1.1) x = lim
n→∞
fd1...dn(0) := lim
n→∞
fd1 ◦ · · · ◦ fdn(0) =
∞∑
i=1
di
βi
.
The infinite sequence (di) is called a coding of x. Since f0(β+1) = f11, a point x ∈ E may
have multiple codings. By (1.1) it follows that
E =
{
∞∑
i=1
di
βi
: di ∈ Ω
}
,
where Ω := {0, 1, β + 1} is the alphabet which will be fixed throughout the paper.
0
∆
γβ :=
β+1
β−1
f0 f1 fβ+1
∆1
f00
f01
f0(β+1) = f11
f10 f1(β+1)
f(β+1)0
f(β+1)1
f(β+1)(β+1)
∆2
Figure 1. The first three levels ∆,∆1,∆2 of basic intervals of Eβ with β = 5.
Let ∆ = [0, γβ ] be the convex hull of E, where γβ := (β + 1)/(β − 1). Then for n ∈ N let
∆n :=
⋃
i∈Ωn
fi(∆)
be the union of all level-n basic intervals of E (see Figure 1 for the first three levels of basic
intervals), where Ωn := {d1 . . . dn : di ∈ Ω} is the set of all blocks of length n with respect to
the alphabet Ω. Since β ≥ 3, the basic interval f10(∆) is on the righthand side of f01(∆),
and their intersection is nonempty (in fact is a singleton only if β = 3).
We write
H := ∆\∆1 = (f1(γβ), fβ+1(0)), and Hi = fi(H).
Then H and Hi are open intervals for all i ∈ Ω∗ :=
⋃∞
n=1Ω
n. By a hole of E we mean
an open interval (a, b) with a, b ∈ E and (a, b) ∩ E = ∅. Then H is the biggest hole of E.
Unlike the situation in Fβ , we emphasize that Hi is not necessarily a hole of E. For example,
H0 = f0(H) is not a hole since H0 ∩ f10(E) 6= ∅. By [5, Proposition 2.1] it follows that E is
not totally self-similar.
As a new class of self-similar sets with complete overlaps we first investigate all the gen-
erating iterated function systems (IFSs) of E. We call a nonempty compact set F ⊆ Rd a
self-similar set if it is a finite union of its self-similar copies; this is, there exists a family
of contractive similitudes F = {ψi(x) = ρiOix + bi}Ni=1 (N ≥ 2 is an integer) such that
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F =
⋃N
i=1 ψi(F ), where ρi ∈ (0, 1), Oi is a d×d orthogonal matrix and bi∈ Rd is a translation.
The family F is called a generating IFS for F . It is well known that F determines F uniquely,
but not vice versa.
The question of determining all the generating IFSs for a given self-similar set was initiated
by Feng and Wang [10] and was later studied by Deng and Lau [6, 7], and Yao [20]. The
requirement of some separation condition (open set condition or strong separation condition,
etc.) is crucial in their proof. If the assumption of separation condition is dropped, the
problem will be more complicated. Dajani et al. [5] first gave an answer to this problem for
a kind of self-similar sets which are totally self-similar.
Our first main result is on the generating IFSs of E, which satisfies neither of the conditions
stated in the above paragraph.
Theorem 1.1. If g is an affine map such that g(E) ⊆ E, then g = fi for some i ∈ Ω∗.
During the past fifty years the question on the spectrum of overlapping fractals have been
extensively studied because of its close connections with infinite Bernoulli convolutions and
expansions in noninteger bases. Many works have been devoted to this topic, see [1, 8, 9, 11,
17] and the references therein.
Motivated by the work of [5] we define the spectrum of E by
ℓβ := inf
{∣∣∣∣∣
n−1∑
i=0
diβ
i
∣∣∣∣∣ 6= 0 : di ∈ Ω− Ω = {0,±1,±β,±(β + 1)}, n ∈ N
}
.
In our second result we show that the spectrum ℓβ of E is constant for all β ≥ 3.
Proposition 1.2. For any β ≥ 3, we have ℓβ = 1.
Note that E is a self-similar set having overlaps. Then a point x ∈ E may have multiple
codings. Motivated by the work of [3] we introduce the following subsets of E. For k ∈
N ∪ {ℵ0, 2ℵ0} let
E(k) := {x ∈ E : x has precisely k different codings with alphabet Ω} .
Then E = E(2
ℵ
0 ) ∪ E(ℵ0) ∪ ⋃∞k=1E(k). Our final result is on the Hausdorff dimension and
Hausdorff measures of E and E(k).
Proposition 1.3. (i). The Hausdorff dimensions of E and E(2
ℵ0 ) are given by
dimH E = dimH E
(2ℵ
0
) =
log(3 +
√
5)− log 2
log β
=: s.
Furthermore, Hs(E) = Hs(E(2ℵ0 )) ∈ (0,∞).
(ii) If k = ℵ0 or k ∈ N is not of the form 2m, then E(k) = ∅. Otherwise, the set E(2m)
with m ∈ {0, 1, 2, . . .} has the same Hausdorff dimension given by
dimH E
(2m) =
log r
log β
=: t,
where r ≈ 2.24698 is the root of x3−2x2−x+1 = 0. Furthermore, Ht(E(1)) ∈ (0,∞),
and Ht(E(2m)) =∞ for any m ∈ N.
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The rest of the paper is arranged as follows. In the next section we discuss all the generating
IFSs of E and establish Theorem 1.1. In the last Section we investigate the spectrum, the
Hausdorff dimension and Hausdorff measure of E and of the sets of points in E having finite
or infinite different β-expansions, and prove both Proposition 1.2 and Proposition 1.3.
2. Generating iterated function systems of E
In this section we will investigate all generating iterated function systems of E, and prove
Theorem 1.1. First we prove the asymmetry of E.
Lemma 2.1. −E + c * E for any c ∈ R.
Proof. Suppose on the contrary that −E + c ⊆ E for some c ∈ R. Recall that 0 is the
minimum of E, and γβ is the maximum of E. Then
(2.1) − E + c ⊆ [c− γβ, c] with c− γβ and c ∈ E.
If c 6= γβ, then one of c and γβ − c is not in [0, γβ ], therefore is not in E, leading to a
contradiction with (2.1). So we must have c = γβ . Then
(2.2) − E + γβ ⊆ E.
However, by using β ≥ 3 it is easy to check that
−f1(β+1)(0) + γβ = −
2β + 1
β2
+
β + 1
β − 1 ∈
(
2
β − 1 ,
β + 1
β
)
= H,
where H is the largest hole of E. This leads to a contradiction with (2.2). Therefore,
−E + c * E for any c ∈ R. 
In the next lemma we show that for an affine map g(x) = µx+ b, if g(E) = µE + b ⊆ E,
then g(E) can not intersect both f1(E) and fβ+1(E).
Lemma 2.2. If g(E) ⊆ E, then either g(E) ⊆ f0(E) ∪ f1(E) or g(E) ⊆ fβ+1(E).
Proof. It suffices to prove that g(E) can not intersect both f0(E) ∪ f1(E) and fβ+1(E).
Conversely, assume that
g(E) ∩ (f0(E) ∪ f1(E)) 6= ∅ and g(E) ∩ fβ+1(E) 6= ∅.
Then both E and ∆ = [0, γβ ] are the attractors of the IFS {f0, f1, fβ+1, g}. So they should
be the same, leading to a contradiction. 
The following lemma plays an important role in the proof of Theorem 1.1. For a compact
set A ⊆ R denote by Amax and Amin the largest and smallest elements of A, respectively.
Then Emin = 0 and Emax = γβ.
Lemma 2.3. Assume that µE + b ⊆ E.
(i) If (µE + b)max < f10(0), then µE + b ⊆ f0(E);
(ii) If f01(γβ) < (µE + b)min < fβ+1(0), then µE + b ⊆ f1(E);
(iii) If (µE + b)min > f1(γβ), then µE + b ⊆ fβ+1(E).
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Proof. In view of Figure 1, (i) and (iii) are obvious. We only need to prove (ii).
Suppose µE+b ⊆ E and f01(γβ) < (µE+b)min < fβ+1(0). By Lemma 2.2 and f0(β+1) = f11
it follows that
µE + b ⊆ (f0(E) ∪ f1(E)) ∩ f1(∆)
= (f0(β+1)(E) ∩ f1(∆)) ∪ f1(E) = (f11(E) ∩ f1(∆)) ∪ f1(E) ⊆ f1(E).
This completes our proof. 
2.1. Determination of µ for µE + b ⊆ E. Assume µE + b ⊆ E. Since E is a compact set,
it follows that |µ| ≤ 1. In view of Lemma 2.1 it is only necessary to consider 0 < |µ| < 1 and
b ∈ R. We will show that the only possibility is µ = β−n for some n ∈ N.
Proposition 2.4. If g(E) = µE+ b ⊆ E with 0 < |µ| < 1 and b ∈ R, then µ = β−n for some
n ∈ N.
The proof of Proposition 2.4 will be split into several lemmas.
Lemma 2.5. Let 0 < |µ| < 1. If µE + b ⊆ E, then 0 < |µ| < 1/β or µ = 1/β.
Proof. Suppose µE + b ⊆ E. Then by Lemma 2.2 we have
either µE + b ⊆ E + β + 1
β
or µE + b ⊆ E
β
∪ E + 1
β
.
In the first case, by observing the lengths of the convex hulls on both sides of the inclusion
we have 0 < |µ| ≤ 1/β. In the following we will discuss the latter case
(2.3) µE + b ⊆ E
β
∪ E + 1
β
= f0(E) ∪ f1(E).
Note that each hole of µE + b is mapped by a hole of E, and the largest hole H of E has
length A := fβ+1(0) − f1(γβ).
(I). We first consider the case that µE+b contains a hole including the interval H1 = f1(H).
Say (c, d) is the gap of E such that
(2.4) µ(c, d) + b ⊇ H1.
Then we claim that
(2.5) (c, d) = H.
If (c, d) 6= H, then by noting that the second largest hole of E has length A/β, it follows that
|µ|(d− c) ≤ |µ|A
β
<
A
β
,
leading to contradiction with (2.4). This proves (2.5).
• If µ > 0, then by (2.3) and (2.5) it follows that µfβ+1(E) + b ⊆ f1(β+1)(E). This
implies µ ∈ (0, 1/β].
• If µ < 0, then again by (2.3) and (2.5) we have µf0(E) + b ⊆ f1(β+1)(E). This gives
µ ∈ [−1/β, 0). Suppose µ = −1/β. Then
−f00(E) + b = − 1
β
f0(E) + b ⊆ f1(β+1)(E).
This will lead to a contradiction with Lemma 2.1. So, µ ∈ (−1/β, 0).
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(II). Next we consider the case that µE + b does not contain a hole including H1. Then by
(2.3) we either have µE + b ⊆ f1(β+1)(E) which implies 0 < |µ| ≤ β−2 < 1/β, or
(2.6) µE + b ⊆ f00(E) ∪ f01(E) ∪ f10(E) ∪ f11(E) = f0(∆) ∩ E
which also gives 0 < |µ| ≤ 1/β. In the following it suffices to prove µ 6= −1/β.
Suppose on the contrary that µ = −1/β. Then by (2.6) we have −β−1E + b ⊆ f0(∆) ∩E.
By the same argument as in the proof of Lemma 2.1 it follows that b = γβ/β. Therefore,
(2.7) − E
β2
+
γβ
β
⊆ −E
β
+
γβ
β
⊆ E.
Note by β ≥ 3 that(
− E
β2
+
γβ
β
)
min
=
γβ(β − 1)
β2
=
β + 1
β2
>
2
β(β − 1) = f01(γβ).
Then by (2.6), (2.7) and Lemma 2.3 (ii) it follows that −β−2E+β−1γβ ⊆ f1(E) = β−1(E + 1),
which is equivalent to
−E
β
+
2
β − 1 ⊆ E.
So,
− E
β2
+
2
β − 1 ⊆ −
E
β
+
2
β − 1 ⊆ E.
Note that (
− E
β2
+
2
β − 1
)
min
= −γβ
β2
+
2
β − 1 ∈ (f01(γβ), fβ+1(0)) .
By Lemma 2.3 (ii) it follows that
− E
β2
+
2
β − 1 ⊆ f1(E) =
E + 1
β
.
This implies −β−1E + γβ ⊆ E. One can check that (−β−1E + γβ)min > f1(γβ). By Lemma
2.3 (iii) we can deduce
−E
β
+ γβ ⊆ fβ+1(E) = E + β + 1
β
.
This contradicts to Lemma 2.1. So µ 6= −1/β, and we complete the proof. 
In the following we will show that if µE + b ⊆ E with 0 < |µ| < 1/β, then βµE + c ⊆ E
for some c ∈ R (see Lemma 2.9). To prove this we need the following two lemmas.
Lemma 2.6. Let µE + b ⊆ E with 0 < µ < 1/β. If
(2.8) b ≥ 1
β
− 2µ
β − 1 and b >
1− µ− µβ
β − 1 ,
then βµE + c ⊆ E for some c ∈ R.
Proof. Suppose µE + b ⊆ E. By Lemma 2.2 it follows that
either µE + b ⊆ fβ+1(E) = E + β + 1
β
or µE + b ⊆ f0(E) ∪ f1(E).
In the first case we have βµE + c := βµE + bβ − β − 1 ⊆ E. So it suffices to consider the
latter case.
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Suppose µE + b ⊆ f0(E) ∪ f1(E). Note that µ ∈ (0, 1/β) and A = fβ+1(0)− f1(γβ). Then
the largest hole of µE + b has length µA, which is strictly less than A/β. This implies that
either
µE + b ⊆ f1(β+1)(E) ⊆ f1(E) =
E + 1
β
or
(2.9) µE + b ⊆ f00(E) ∪ f01(E) ∪ f10(E) ∪ f11(E) = f0(∆) ∩E.
In the first case, we have βµE + c ⊆ E by letting c = bβ − 1. For the second case as in (2.9)
we need some effort.
Since µ ∈ (0, 1/β) and β ≥ 3, by the first inequality in (2.8) it follows that(
µ · E + β + 1
β
+ b
)
min
= µ
(
1 +
1
β
)
+ b >
1
β
≥ 2
β(β − 1) = f01(γβ).
Clearly, by (2.9) we have(
µ · E + β + 1
β
+ b
)
min
≤ (µE + b)max < fβ+1(0).
So by Lemma 2.3 (ii) it follows that
µ · E + β + 1
β
+ b ⊆ f1(E) = E + 1
β
,
or, equivalently
µE + T (b) := µE + bβ + µβ + µ− 1 ⊆ E.
Furthermore, by the second inequality in (2.8) we have T (b) > b.
Repeating the above process we have either βµE + c ⊆ E for some c ∈ R or
(2.10) µE + T n(b) ⊆ E for all n ∈ N.
We will finish the proof by showing that the case in (2.10) is impossible. It is easy to check
that
(2.11) T n(x) = βn
(
x− 1− µ− µβ
β − 1
)
+
1− µ− µβ
β − 1 ∀n ∈ N.
Therefore, by (2.8) and (2.11) it follows that T n(b) ր +∞ as n → ∞. This leads to a
contradiction with (2.10). 
Remark 2.7. The proof of Lemma 2.6 implies the following fact: Let µE + b ⊆ E with
0 < µ < 1/β. If
b ≥ 1
β
− 2µ
β − 1 and µE + b ⊆ f0(∆) ∩ E,
then µE + bβ + µβ + µ− 1 ⊆ E. This fact will be used later.
Lemma 2.8. Let µE + b ⊆ E with 0 < µ < 1/β. If
(2.12) b ≥ 1
β
− 2µ
β − 1 and b =
1− µ− µβ
β − 1 ,
then µE + b∗ ⊆ E for some b∗ 6= b. Furthermore, we have b∗ > b unless µ ≤ 1/(β2 + 1).
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Proof. Suppose b = (1− µ− µβ)/(β − 1). Then
(µE + b)max =
1
β − 1 <
β + 1
β
= fβ+1(0).
So µE + b ⊆ f0(E) ∪ f1(E). By (2.12) it follows that
0 ≤ µ ≤ 1
β(β − 1) .
We consider the following two cases.
Case 1. If 1/(β2 + 1) < µ ≤ 1/(β(β − 1)), then(
µ · E
β2
+ b
)
max
=
µγβ
β2
+
1
β − 1 − µγβ =
1
β − 1 − µ
(β + 1)2
β2
<
1
β − 1 −
1
β2 + 1
· (β + 1)
2
β2
≤ 1
β
= f10(0),
where in the last inequality we have used β ≥ 3. So, by Lemma 2.3 (i) it follows that
µβ−2E + b ⊆ β−1E, which is equivalent to
µ · E
β
+ βb ⊆ E.
Since 1/(β2 + 1) < µ ≤ 1/(β(β − 1)), it follows that(
µ · E
β
+ βb
)
min
=
β
β − 1 −
β(β + 1)
β − 1 µ ∈
(
2
β(β − 1) ,
β + 1
β
)
= (f01(γβ), fβ+1(0)).
By Lemma 2.3 (ii) it follows that
µ · E
β
+ βb ⊆ E + 1
β
.
Thus µE + b∗ ⊆ E with b∗ := β2b − 1. Since β ≥ 3 and µ ≤ 1/(β(β − 1)), by an easy
computation we obtain b∗ > b.
Case 2. If µ ≤ 1/(β2 + 1), then by using β ≥ 3 and (2.12) we have(
µ · E + 1
β
+ b
)
min
=
µ
β
+
1− µ− µβ
β − 1 ≥
1
β
≥ 2
β(β − 1) = f01(γβ).
Therefore, by Lemma 2.3 (ii) we get
µ · E + 1
β
+ b ⊆ E + 1
β
.
This is equivalent to µE+b∗ ⊆ E with b∗ = µ−1+βb. Obviously, by (2.12) we have b∗ < b. 
Now we are ready to prove the following lemma.
Lemma 2.9. Let µE + b ⊆ E with 0 < |µ| < 1/β. Then there exists c ∈ R such that
βµE + c ⊆ E.
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Proof. Since the case for µ < 0 can be proved similarly, we only consider the case for µ > 0.
By repeating the same process as in the proof of Lemma 2.6 we have either βµE + c ⊆ E
for some c ∈ R, or
(2.13) µE + b ⊆ f0(∆) ∩ E.
In the following it suffices to consider the case in (2.13). Clearly, by (2.13) it follows that
0 ≤ b = (µE + b)min ≤ f0 (γβ) = γβ
β
.
If b ≥ f01(γβ) = 2/(β(β − 1)), then by Lemma 2.3 (ii) it follows that µE + b ⊆ f1(E) =
β−1(E + 1), which implies µβE + c ⊆ E with c = bβ − 1. So we only need to consider
b ∈ [0, 2/(β(β − 1))). It is convenient to divide the proof into the following two cases.
Case 1. 0 ≤ b < 1/β − 2µ/(β − 1). Then(
µ · E + 1
β
+ b
)
max
= µ
γβ + 1
β
+ b <
2µ
β − 1 +
1
β
− 2µ
β − 1 =
1
β
= f10(0).
Therefore, we have
µ · E + 1
β
+ b ⊆ E
β
by Lemma 2.3 (i), which is equivalent to µE + βb+ µ ⊆ E. Define S(x) := βx+ µ. Then
(2.14) Sn(x) = βn
(
x+
µ
β − 1
)
− µ
β − 1 .
Note that S(b) 6= b. So there exists a unique positive integer m0 such that
Sm0(b) ≥ 1
β
− 2µ
β − 1 and S
m0−1(b) <
1
β
− 2µ
β − 1 .
We continue the above process by replacing µE + b ⊆ E with µE + S(b) ⊆ E to draw
µE + Sm0(b) ⊆ E,
which is reduced to the below case.
Case 2. 1/β − 2µ/(β − 1) ≤ b < 2/(β(β − 1)). There are three cases to consider.
(2A). b > (1 − µ − µβ)/(β − 1). Then by Lemma 2.6 there exists c ∈ R such that
βµE + c ⊆ E.
(2B). b < (1− µ− µβ)/(β − 1). Then by Remark 2.7 we have
µE + T (b) = µE + bβ + µβ + µ− 1 ⊆ E.
Since T (b) < b and
T n(b) = βn
(
b− 1− µ− µβ
β − 1
)
+
1− µ− µβ
β − 1 ,
so there exists a unique positive integer n0 such that
T n0−1(b) ≥ 1
β
− 2µ
β − 1 and T
n0(b) <
1
β
− 2µ
β − 1 .
Then we have µE + T n0(b) ⊆ E by using Remark 2.7 for n0 − 1 times.
Suppose µE + T n0(b) ⊆ E. If 0 ≤ b′ := T n0(b) < 1/β − µγβ, then (µE + b′)max < 1/β. By
Lemma 2.3 (i) we have µE + b′ ⊆ f0(E), which implies βµE + c ⊆ E with c = βb′.
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If 1/β − µγβ ≤ b′ < 1/β − 2µ/(β − 1), then by Case 1 it follows that µE + βb′ + µ ⊆ E.
We claim
f01(γβ) <
(
µ
E + β + 1
β
+ βb′ + µ
)
min
< fβ+1(0),
or equivalently,
(2.15)
2
β(β − 1) < 2µ+ βb
′ +
µ
β
<
β + 1
β
.
Since b′ < 1/β− 2µ/(β− 1), one can verify the right inequality of (2.15) directly. For the left
inequality in (2.15) we note from the hypothesis in Case (2B) that
1
β
− 2µ
β − 1 ≤ b <
1− µ− µβ
β − 1 .
This implies µ < 1/(β(β − 1)). Using this and the fact that β ≥ 3 we can prove the left
inequality of (2.15). So by (2.15) and Lemma 2.3 (ii) it follows that
µ
E + β + 1
β
+ βb′ + µ ⊆ E + 1
β
,
which implies
µE + β2b′ + 2βµ + µ− 1 ⊆ E.
Using µ < 1/(β(β − 1)) and the fact β ≥ 3 one can verify that
b′′ := β2b′ + 2βµ + µ− 1 > 1− µ− µβ
β − 1 >
1
β
− 2µ
β − 1 .
Then by Lemma 2.6 we conclude that βµE + c ⊆ E for some c ∈ R.
(2C). b = (1 − µ − µβ)/(β − 1). Then by Lemma 2.8 we have µE + b∗ ⊆ E with b∗ 6= b.
Furthermore, by Lemma 2.8 it follows that if µ > 1/(β2 + 1), then we have b∗ > b. In this
case we can conclude by Lemma 2.6 that βµE + c ⊆ E for some c ∈ R.
In the following we assume µ ≤ 1/(β2+1). Then by the proof of Lemma 2.8 it follows that
µE + b∗ ⊆ E with
(2.16) b∗ = µ− 1 + βb = µ− 1 + β 1− µ− µβ
β − 1 < b.
So, either we can get βµE + c ⊆ E for some c ∈ R, or we can reduce to Case 1 that
b∗ <
1
β
− 2µ
β − 1 and S
n(b∗) = b for some n ∈ N,
where S(x) = βx+ µ.
Suppose Sn(b∗) = b = (1− µ− µβ)/(β − 1). Then by (2.14) it follows that
b∗ =
1− µβ − µβn
βn(β − 1) .
Combined with (2.16) we obtain
µ =
βn − 1
βn+2 − β .
Using µ ≤ 1/(β2 + 1) and β ≥ 3 this implies n = 1. So
µ =
1
β(β + 1)
and b∗ =
1− 2µβ
β(β − 1) =
1
β(β + 1)
.
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We will finish the proof in Case (2C) by proving
(2.17) µE + b∗ =
E + 1
β(β + 1)
* E.
Suppose (E + 1)/(β(β + 1)) ⊆ E. Since(
E + 1
β(β + 1)
)
max
=
γβ + 1
β(β + 1)
=
2
β2 − 1 <
2
β(β − 1) = f01(γβ),
by Lemma 2.3 (i) it follows that
E + 1
β(β + 1)
⊆ E
β
=⇒ E + 1
β + 1
⊆ E.
One can check that µˆE + bˆ := (E + 1)/(β + 1) ⊆ E satisfies the conditions in Lemma 2.6.
Then by Lemma 2.6 we get
β
β + 1
E + c ⊆ E for some c ∈ R.
This leads to a contradiction with Lemma 2.5 since β/(β + 1) > 1/β.
Therefore, for µE + b ⊆ E with µ ∈ (0, 1/β) we must have βµE + c ⊆ E for some c ∈ R.
This completes the proof. 
Proof of Proposition 2.4. By Lemma 2.5, we have either 0 < |µ| < 1
β
or µ = 1
β
. Suppose
µ 6= β−n for any positive integer n. Then there exists a positive integer k such that β−(k+1) <
µ < β−k or β−(k+1) ≤ −µ < β−k. Using Lemma 2.9 for k times yields
βkµE + ck ⊆ E for some ck ∈ R,
where βkµ ∈ (1/β, 1) or βkµ ∈ (−1,−1/β]. This leads to a contradiction with Lemma 2.5. 
2.2. Determination of b for µE + b ⊂ E. First consider the case for µ = β−1.
Lemma 2.10. If g(E) = β−1E + b ⊆ E, then b ∈ {f0(0), f1(0), fβ+1(0)}
Proof. Suppose β−1E + b ⊆ E. Then by Lemma 2.2 we have
either
E
β
+ b ⊆ fβ+1(E) = E + β + 1
β
or
E
β
+ b ⊆ f0(E) ∪ f1(E).
In the first case, we clearly have b = fβ+1(0), and we pay attention to the second case.
Suppose β−1E+ b ⊆ f0(E)∪ f1(E). Then either β−1E+ b ⊆ f0(∆)∩E or µE+ b contains
the hole H1 =
(
f11 (γβ) , f1(β+1)(0)
)
of length A/β, where A is the length of the largest hole
H = (f1 (γβ) , fβ+1(0)) of E. If β
−1E + b ⊆ f0(∆) ∩ E, then b = 0 = f1(0).
If β−1E + b contains the hole H1, note that every hole of β
−1E + b is mapped by a hole of
E with scaling 1/β, then this hole must be mapped by exactly the largest hole H of E. Thus,
1
β
· f1 (γβ) + b = f11 (γβ) and 1
β
· fβ+1(0) + b = f1(β+1)(0).
This yields b = 1/β = f1(0), completing the proof. 
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Proof of Theorem 1.1. Suppose g(E) = µE + b ⊆ E with 0 < |µ| < 1 and b ∈ R. By
Proposition 2.4 it follows that µ = β−n for some n ∈ N. In the following we will prove by
induction on n that if µ = β−n, then b = fi(0) for some i ∈ Ωn.
When n = 1, this has been proved in Lemma 2.10. Assume n ≥ 1 and suppose b ∈ {fi(0) :
i ∈ Ωn} for µ = β−n. We will prove that b ∈ {fi(0) : i ∈ Ωn+1} for µ = β−(n+1).
Case A. b ∈ fβ+1(E). Then by Lemma 2.3 (iii) we have β−(n+1)E + b ⊆ fβ+1(E). Thus
β−nE + βb− β − 1 ⊆ E.
By induction we have βb− β − 1 = fj(0) for some j ∈ Ωn. It follows that b = f(β+1)j(0) with
(β + 1)j ∈ Ωn+1.
Case B. b ∈ f0(E) ∪ f1(E). If b ≥ β−1, then by Lemma 2.3 (ii) we have β−(n+1)E + b ⊆
f1(E). In this case, b = f1j(0) for some j ∈ Ωn. Now we suppose b < β−1. If b < β−1 −
β−(n+1)γβ, then
(
β−(n+1)E + b
)
max
< 1/β. By Lemma 2.3 (i) we have
β−(n+1)E + b ⊆ E
β
,
and therefore b = f0j(0) for some j ∈ Ωn. In the following we assume β−1 − β−(n+1)γβ ≤ b <
β−1. Then there exists a unique m ≥ n+ 1 ≥ 2 such that
(2.18)
1
β
− γβ
βm+1
> b ≥ 1
β
− γβ
βm
.
We claim that
(2.19) b ∈ {f01(β+1)m−20(0), f01(β+1)m−21(0), f01(β+1)m−1 (0)} .
By (2.18) we have
(
β−(m+1)E + b
)
max
< 1/β. So by Lemma 2.3 (i) it follows that
β−(m+1)E + b ⊆ β−1E, which is equivalent to
β−mE + bβ ⊆ E.
Then by (2.18) and using β ≥ 3 it follows that
bβ ≥ 1− γβ
βm−1
≥ 1− γβ
β
≥ 1
β
and β−mγβ + bβ < 1 <
β + 1
β
.
So, by Lemma 2.3 (ii) we have β−mE + bβ ⊆ f1(E), which implies
β−(m−1)E + bβ2 − 1 ⊆ E.
If m = 2, then by Lemma 2.10 we prove (2.19). Otherwise, for m ≥ 3 it follows from (2.18)
that
(2.20) bβ2 − 1 ≥ β − 1− γβ
βm−2
≥ γβ − γβ
βm−2
≥ β + 1
β
.
Therefore, by Lemma 2.3 (iii) we have β−(m−1)E + bβ2 − 1 ⊆ β−1(E + β + 1) which implies
β−(m−2)E + β(bβ2 − 1)− (β + 1) ⊆ E.
If m = 3, then by Lemma (2.10) we get (2.19). Otherwise, for m ≥ 4 it follows by (2.20) that
β(bβ2 − 1)− (β + 1) ≥ β
(
γβ − γβ
βm−2
)
− (β + 1) = γβ − γβ
βm−3
≥ β + 1
β
.
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We continue the above process for m− 3 times to get
E
β
+ βm−2(bβ2 − 1)− (1 + β)(1 + β + · · · + βm−3) ⊆ E.
Therefore by Lemma 2.10, we have
βm−2(bβ2 − 1)− (1 + β)(1 + β + · · · + βm−3) ∈ {f0(0), f1(0), fβ+1(0)} .
This proves (2.19), establishing the claim.
(B1). b = f01(β+1)m−20(0) = f01(β+1)m−2(0). If m = n+1, then b = f01(β+1)n−1(0), and we
are done. Now we suppose m ≥ n+ 2. Then we claim that β−(n+1)E + b ⊆ E is impossible.
Note that y = π(0m−n−210k(β+1)∞) ∈ E for any k ≥ 2, where π is the natural projection
map from the symbolic space ΩN to E. Then one can check for k sufficiently large that
β−(n+1)y + f01(β+1)m−2(0) ∈ H01(β+1)m−2 =
(
f01(β+1)m−21 (γβ) , f01(β+1)m−1(0)
)
,
where the open interval H01(β+1)m−2 is a hole of E. So β
−(n+1)E + b * E.
(B2). b = f01(β+1)m−21(0). Here we also show that β
−(n+1)y + b * E for all m ≥ n + 1.
Note that z = π(0m−n−1(β + 1)0k(β + 1)∞) ∈ E for all k ∈ N. Observe by using β ≥ 3 that
(2.21) f(β+1)1 (γβ) ≤ f1(0) + fβ+1(0).
Then by (2.21) one can prove for k sufficiently large that
β−(n+1)z + f01(β+1)m−21(0) ∈ H01(β+1)m−1 =
(
f01(β+1)m−11 (γβ) , f01(β+1)m(0)
)
with H01(β+1)m−1 being a hole of E. So β
−(n+1)y + b * E.
(B3). b = f01(β+1)m−1(0). By the same argument as in (B1) it follows that β
−(n+1)E+ b *
E for all m ≥ n+ 1.
Hence, for β−(n+1)E + b ⊆ E we have b ∈ {fj(0) : j ∈ Ωn+1}. This completes the proof by
induction. 
3. Spectrum and unique/multiple expansions
In this section we first prove Proposition 1.2, which shows that the spectrum of E is
constant if β ≥ 3.
Proof of Proposition 1.2. First, let n = 0 and d0 = 1, then we have ℓβ ≤ 1. Now we prove the
other direction. It suffices to prove the following claim: for any n ≥ 0 and any ∑ni=0 diβi 6= 0
with dn 6= 0 we have |
∑n
i=0 diβ
i| ≥ 1. We will prove this by induction on n.
Clearly, the claim holds true for n = 0. Suppose it holds for all n < k for some positive
integer k. Now we consider n = k. Let
∑k
i=0 diβ
i 6= 0 with di ∈ {0,±1,±β,±(β + 1)} and
dk 6= 0. Then |dk| ∈ {1, β, β + 1}. We consider the following three cases.
Case I. |dk| = β or β + 1. Then by using |di| ≤ β + 1 and β ≥ 3 it follows that∣∣∣∣∣
k∑
i=0
diβ
i
∣∣∣∣∣ ≥ β · βk − (β + 1)
k−1∑
i=0
βi = βk+1
(
1− β + 1
β(β − 1)
)
+
β + 1
β − 1 > 1
as desired.
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Case II. |dk| = 1. Without loss of generality we assume dk = 1. If dk−1 = −β or −(β + 1),
then we can rewrite
k∑
i=0
diβ
i =
k−1∑
i=0
d′iβ
i
with d′k−1 = dk−1+β and d
′
i = di for all 0 ≤ i < k− 1. By the induction hypothesis it follows
that |∑ki=0 diβi| ≥ 1. If dk−1 /∈ {−β,−(β + 1)}, then by using |di| ≤ β + 1 and β ≥ 3 it
follows that ∣∣∣∣∣
k∑
i=0
diβ
i
∣∣∣∣∣ ≥ βk − βk−1 − (β + 1)
k−2∑
i=0
βi = βk−1
β2 − 3β
β − 1 +
β + 1
β − 1 > 1.
By induction this proves the claim, and then completes the proof. 
In the following we will investigate the Hausdorff dimensions and Hausdorff measures of E
and E(k). Note that E(k) is the set of points in E having precisely k different codings with
respect to the alphabet Ω. For this we need the following property of E.
Lemma 3.1. f0(E) ∩ f1(E) = f0(β+1)(E) = f11(E).
Proof. By f0(β+1) = f11 we have
f0(E) ∩ f1(E) ⊆ f0(E) ∩ f1(∆) = f0(β+1)(E) ∩ f1(∆)
= f11(E) ∩ f1(∆) = f11(E) = f0(β+1)(E).
On the other hand, since f0(β+1)(E) ⊆ f0(E) and f11(E) ⊆ f1(E), using f0(β+1) = f11 again
it follows that
f0(E) ∩ f1(E) ⊇ f0(β+1)(E) ∩ f11(E) = f11(E) = f0(β+1)(E).
This completes the proof. 
Now we are ready to prove Proposition 1.3.
Proof of Proposition 1.3. The proof is similar to that of [4, Theorem 2]. For completeness we
sketch the main idea.
Note by Lemma 3.1 that for any point x ∈ E, if x has a coding containing the block 11 or
0(β+1), then x has at least two different codings by observing the substitution 11 ∼ 0(β+1).
On the other hand, if x has two different codings, say (ci) and (di) (without loss of generality
we assume c1 < d1), then we must have c1 = 0 and d1 = 1. So, x ∈ f0(E) ∩ f1(E). By
Lemma 3.1 it follows that x ∈ f0(β+1)(E) = f11(E). This implies that c1c2 = 0(1 + β) and
d1d2 = 11. Therefore, x ∈ E has multiple codings if and only if its codings contain the block
11 or 0(β + 1).
Note that f11 = f0(β+1). One can verify that the set E is a graph-directed set satisfying the
open set condition. More precisely, let XA be the subshift of finite type with the forbidden
block 0(β + 1). Then
XA =
{
(di) ∈ ΩN : Adi,di+1 = 1
}
,
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where A is the transition matrix with states 0, 1 and β + 1 given by
A =

 1 1 01 1 1
1 1 1

 .
Then E = πβ(XA) is a graph-directed set. By a well-known result of [15] it follows that
dimH E =
log rA
log β
=
log(3 +
√
5)− log 2
log β
,
where rA = (3 +
√
5)/2 is the spectral radius of A. Since the matrix A is irreducible, or
equivalently, the subshift of finite type XA is transitive with respect to the left shift, we
conclude that HdimH E(E) ∈ (0,∞). Then (i) follows from the second part that
dimH E
(k) < dimH E for any k 6= 2ℵ0 and E = E(2ℵ0 ) ∪ E(ℵ0) ∪
∞⋃
k=1
E(k),
which we will prove below.
Now we consider the subset E(k). Let U := E(1) be the set of x ∈ E having a unique
coding. Observe that a point in E has multiple codings if and only if its codings contain the
block 11 or 0(β + 1). In other words, the set U consists of all x ∈ E with its unique coding
containing neither 11 nor 0(β + 1). So, U is also a graph-directed set satisfying the open set
condition. Let XB be the subshift of finite type with forbidden blocks 11 and 0(β +1). Then
XB =
{
(di) ∈ ΩN : Bdi,di+1 = 1
}
,
where B is the transition matrix on the alphabet Ω = {0, 1, β + 1} defined by
B =

 1 1 01 0 1
1 1 1

 .
Therefore, U = πβ(XB). So, the Hausdorff dimension of U is given by (cf. [15])
dimH U =
log rB
log β
,
where rB ≈ 2.24698 is the spectral radius of B, which satisfies the equation r3−2r2−r+1 = 0.
Furthermore, since the matrix B is also irreducible, the corresponding Hausdorff measure
HdimH U (U) ∈ (0,∞).
Let U be the set of all unique codings of points in U . Note that for any k ∈ N, any x ∈ E(k)
has precisely k different codings, and all of these codings must be end in U. Thus,
E(k) ⊆
∞⋃
n=0
⋃
i∈Ωn
fi(U),
which implies dimH E
(k) ≤ dimH U .
If k = 2m for some m ∈ N, then one can verify that
(3.1)
Λn,m := πβ({d1 . . . dn(0(β + 1))mc1c2 . . . : dn = c1 = β + 1, d1 . . . dn ∈ Bn(U), (ci) ∈ U})
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is a subset of E(2
m) for any n ∈ N, where Bn(U) is the set of admissible blocks of length n in
U. This implies that
dimH E
(k) ≥ dimH Λn,m = dimH U.
Furthermore, note that for different n, n′ the sets Λn,m and Λn′,m are disjoint. Write t :=
dimH U and denote by U(β+1) the set of x ∈ U with its unique coding beginning with β+1.
Since XB is transitive, we have
(3.2) Ht(U(β + 1)) > 0.
So, by (3.1) it follows that
Ht(E(2m)) ≥ Ht(
∞⋃
n=1
Λn,m) =
∞∑
n=1
Ht(Λn,m)
=
∞∑
n=1
∑
d1...dn∈Bn(U),dn=β+1
Ht(fd1...dn(0(β+1))m(U(β + 1)))
= β−2mtHt(U(β + 1))
∞∑
n=1

 ∑
d1...dn∈Bn(U),dn=β+1
β−nt


≥ β−2mtHt(U(β + 1))
∞∑
n=1
C =∞,
where the last inequality follows by using the Perron-Frobenius Theorem (cf. [14]) that∑
d1...dn∈Bn(U),dn=β+1
β−nt ≥ C > 0
for any n ≥ 1.
Finally, we prove that E(k) = ∅ for any other k 6= 2m. Let x ∈ E(k). Then x has multiple
codings. So there exists a smallest integer n1 ≥ 0 such that
T n1(x) ∈ f0(E) ∩ f1(E) = f0(β+1)(E) = f11(E),
where T : E → E is the inverse map of f0, f1 and fβ+1. This implies that all codings
of x1 := T
n1(x) begin with either 0(β + 1) or 11. Note that there exists a unique word
d1 . . . dn1 ∈ Bn1(U) such that x = fd1...dn1 (x1). So, any coding of x either begins with
d1 . . . dn10(β + 1) or begins with d1 . . . dn111. Since fd1...dn10(β+1) = fd1...dn111, there exists a
unique y1 ∈ E such that
x = fd1...dn10(β+1)(y1) = fd1...dn111(y1).
Now we proceed with the same argument on y1 instead of x. Then there exist a smallest
integer n2 ≥ 0, a unique word dn1+1 . . . dn1+n2 and a unique y2 ∈ E such that
y1 = fdn1+1...dn1+n20(β+1)(y2) = fdn1+1...dn1+n211(y2).
If there existsm ∈ N such that the above procedure stops afterm steps, then x has precisely
2m different codings. If the above procedure never stops, then x has a continuum of different
codings. So, E(k) = ∅ for all k 6= 2m. This completes the proof. 
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