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EXAMPLE OF ROTATIONALLY SYMMETRIC
Qn−1-TRANSLATORS AND A NON-EXISTENCE THEOREM IN
Rn+1
JOSE´ TORRES SANTAELLA
Abstract. The main result in this paper is a non-existence Theorem of en-
tire Qn−1-translators in Rn+1. In addition, we found an example of non-
entire complete Qn−1-translator and we show a Tangential Principle for Qk-
translators in Rn+1.
1. Introduction
Translating solitons, or translators for short, in Geometrical Analysis are self-
similar solutions of curvature flows which evolve by translation over a fixed di-
rection. These type of solutions have been extensively studied in recent decades
for its connections with singularities in geometric flows [HS99], minimal surfaces
[HIMW19] and physical phenomena [MMT19]. For a general review of solitons in
different areas in mathematics we refer the reader to [Lau20].
In the case of extrinsic geometric flows, the most studied translators are those
that appear in the Mean Curvature Flow. They have been studied in [HS99] as
models of type 2-singularities. In [Ilm94], the author showed a correspondence of
Mean Curvature Translators with minimal hypersurfaces. More precisely, transla-
tor can be seen as minimal hypersurface in
(
Rn+1, e〈p,v〉 〈·, ·〉), where 〈·, ·〉 denote
the standard Euclidean metric and v ∈ Sn is the direction of translation. Con-
sequently, Mean Curvature translators can be taken as a bridge between minimal
surfaces and self-similar solution to the Mean Curvature Flow.
In the spirit of expanding the analysis of Mean Curvature Translators to other
types of extrinsic geometric flows, we consider translators of the Qk-flow. Being
more precise, we say that a closed manifold Mn evolves under the Qk-flow in Rn+1 if
given an immersion F0 : M → Rn+1, there exist a 1-parameter family of immersion
F : M × [0, T ]→ Rn+1 such that
(
∂F
∂t
)⊥
= Qk(λ), on M × (0, T ),
F (·, 0) = F0(·),
(1)
where (·)⊥ denotes the orthogonal projection onto the normal bundle of TMt in
TRn+1, Mt = F (M, t), Qk(λ) =
Sk+1(λ)
Sk(λ)
and Sl(λ) denotes the symmetric elemen-
tal polynomial in n-variables of order l evaluated in the principal curvatures of Mt.
This flow have been studied by many authors and we refer the reader to [And07],
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2 J. TORRES SANTAELLA
[Die05], [CD16] and [TS20] for some related work on this topic.
In this context, a Qk-translator is a solution F (x, t) to (1) of the form
F (x, t) = F0(x) + tv,(2)
where v ∈ Sn is the direction of translation. Moreover, a Qk-translator can be seen
as a hypersurface which satisfies the equation
Qk(λ) = 〈ν, v〉 ,(3)
where ν and λ are the normal unit vector and the principal curvature vector of
M0 = F0(M) in Rn+1, respectively.
From the PDE perspective, equations (1) and (3) are fully nonlinear for k > 0
and quasilinear for the case k = 0. Additionally, it is a well known result that
the function Qk(λ) is strictly increasing in each component and concave when the
principal curvatures of M0 belong to the cone
Γk+1 := {λ ∈ Rn : Sl(λ) > 0, for l = 0, . . . , k + 1} .(4)
We refer to the reader to [CNS88] and [And07] for a proof of these facts.
In this paper we focus on the similitude and differences of Qk-translators for
cases k > 0 and k = 0. An important similarity is that there are non closed Qk-
translator in Rn+1. Indeed, if F (M) is a closed Qk-translator, let u = 〈F, v〉. Recall
Equation (80) from [TS20],
ku = 1− |∇u| ,(5)
where kf =
∂Qk
∂hij
∇i∇jf and Qk is evaluated in the eigenvalues of the Weingarten
map (hij). The contradiction comes since Equation (5) do not permits to u to reach
its maximum inside M , and therefore u needs to be constant which contradicts the
compactness of M .
On the other hand, we do not expect a correspondence between Qk-translators and
minimal hypersurfaces in weighted Euclidean spaces for k > 0. For instance, if we
consider the functional given by,
Ak(M) =
∫
M
Sk(λ)e
(k+1)〈p,v〉dA,
where M is a closed hypersurface in Rn+1. Then, the first variation of Ak is given
by the formula,
d
dt
Ak(M)
∣∣∣∣
t=0
=
∫
M
(f(k + 1) (Sk 〈ν, v〉 − Sk+1) + divM (Tk−1∇f)) e(k+1)〈p,v〉dA,
(6)
for f ∈ C∞(M). A proof of Equation (6) can be easily derived from the variations
of the Sk functions calculated in [Rei73]. Here the operator Tk = Tk(W) correspond
to the kth-Newton transformation of the the Weingarten of M . That is,
Tk = SkI − Sk−1W + . . .+ (−1)k−1HWk−1 + (−1)kWk
= SkI −WTk−1.
In contrast with the Mean Curvature case, we note that the term div
M
(Tk−1∇f)
vanish only for k = 0, this means that Qk-translator are critical points for Ak just
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Figure 1. Q1-translator z = − ln(1− x2 − y2) in R3.
for k = 0.
The main difference that we cover in this paper is that entire Qn−1-translator do
not exist in Rn+1, in contrast with the bowl soliton for k = 0 found in [AW94].
We prove this result by showing first the existence of a complete strictly convex
non-entire Qn−1-translator for n ≥ 2 and we conclude with a comparison argument.
To be more precise, we find an explicit solution to Equation (3) for case n = 2 (see
Figure 1) and generalize it to higher dimensions. Our result state as follows.
Theorem 1.1. For each n > 2 there exist a complete, strictly convex Qn−1-
translator in Rn+1 of the form{
(x, u(|x|)) ∈ Rn+1 : 0 ≤ |x| < 1
n
}
,
such that u→∞ when |x| → n−1.
Then, we derive the following tangential principle for Qk-translators.
Theorem 1.2. Let k > 0 and M1,M2 ⊂ Rn+1 be two embedded connected Qk-
translators in xn+1-direction such that
(1) M1 is strictly convex.
(2) The principal curvatures of M2 are in the cone Γk+1 ∩ {λ ≥ 0}.
Assume that there exist an interior point p ∈M1∩M2 such that each tangent spaces
coincides at p. If M1 lies at one side of M2, then both hypersurfaces coincide.
Finally, by combining the above theorems, we prove by standard arguments the
main result.
Theorem 1.3. There are no entire Qn−1-translator in Rn+1 such that its principal
curvatures belong to the cone Γn.
We summarize the structure of the paper as follows: In Section 2 we state equa-
tions for rotationally symmetric Qk-translators that we use along this paper. In
section 3 we show an explicit Q1-translator in R3 and prove Theorem 1.1. In section
4 we prove Theorem 1.2 and Theorem 1.3.
Acknowledge: The author would like to thank F. Mart´ın and M. Sa´ez for bringing
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this problem to his attention and for all the support they have provided. Further-
more, he would like to thank A. Martinez-Trivin˜o for his advice and encouragement
about this topic.
2. Graphical Rotationally Symmetric Qk-Translators
In this section we derive some geometric equations for rotationally symmetric
Qk-translators graphs in xn+1-direction in Rn+1.
Let M be a Qk-translator. Then, we may locally describe M as the graph of a
function u : Br(0) ⊂ Rn → R such that Equation (3) has the form,
1√
1 + |Du|2 = Qk(Du,D
2u),(7)
where Qk(q,X) =
Sk+1(q,X)
Sk(q,X)
and the function Sk(q,X) is given below for q ∈ Rn
and a symmetric matrix X.
Proposition 2.1. Let M be a hypersurface in Rn+1 and let p ∈ M . If around p
the hypersurface is described by the graph of a function u : Br(0) ⊂ Rn → R it
follows that the elementary symmetric polynomial on the principal curvatures of M
at p are given by,
Sk(Du,D
2u) := Sk(W) =
δl1...lki1...ik
k
hl1i1 . . . h
lk
ik
,
where
δl1...lki1...ik =

1, if all i1, . . . , ik are distinct and is an even permutation of l1, . . . , lk
−1, if all i1, . . . , ik are distinct and is an odd permutation of l1, . . . , lk
0, in other case
and hli =
(
δlkDkiu√
1 + |Du|2 −
DluDkuDkiu
(1 + |Du|2) 32
)
are the coefficients of the Weirgarten
map in the standard coordinates.
Proof. The proof easily follows from Equation (1) in [Rei73]. 
In the rotationally symmetric case, we consider cylindrical coordinates (θ, r, s)
on Rn+1 given by,
θ = (θ1, . . . , θn−1), r = |x| and s = xn+1,
where θi are the canonical coordinates on Sn−1 and | · | denotes the Euclidean norm.
Then, a rotationally symmetric Qk-translator graphs, or ros Qk-translator for
short, is a hypersurface M given by the graph of a rotationally symmetric function
u : BR(0) ⊂ Rn → R such that,
M =
{
(rθ,u(r)) : θ ∈ Sn−1, 0 ≤ r < R} ,(8)
where u(r) = u(|x|).
Remark 2.2. We will use the dot notation to denote radial derivatives ∂∂r and also
bold letters for rotationally symmetric functions.
The following proposition contains geometrical properties of ros Qk-translators.
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Proposition 2.3. Let M be a Qk-translator of the form (8), then we have the
following quantities at p ∈M in the cylindrical frame {∂θ1 , . . . , ∂θn−1 , ∂r, ∂s} :
(a) Unit normal vector: ν =
∂s − u˙∂r√
1 + u˙2
.
(b) Principal directions and curvatures: ∂θi , u˙∂s + ∂r and λi =
u˙
r
√
1 + u˙2
,
λn =
u¨
(1 + u˙2)
3
2
, respectively.
(c) Sl function evaluated at the principal curvatures:
Sl(λ) =
(
n−1
l−1
)
(l)rn−1
d
dr
(
rn−lϕ(u˙)l
)
, where ϕ(x) =
x√
1 + x2
.
(d) Qk function evaluated at the principal curvatures:
Qk(λ) =
(n− k)
(k + 1)r
√
1 + u˙2
· (n− k − 1)(1 + u˙
2)u˙2 + (k + 1)ru¨u˙
(n− k)(1 + u˙2)u˙+ kru¨ .
(e) The ODE for ros Qk-translators is given by
u¨ =
n− k
k + 1
(1 + u˙2)
u˙
r
(r(k + 1)− (n− k − 1)u˙)
((n− k)u˙− rk) .(9)
Proof. We refer the reader to [dlFRT17] for a proof of the three first properties.
For (d) we have,
Qk(λ) =
Sk+1(λ)
Sk(λ)
=
(n− k)
(k + 1)
·
d
dr
(
rn−k−1ϕ(u˙)k+1
)
d
dr
(rn−kϕ(u˙)k)
=
(n− k)
(k + 1)r
√
1 + u˙2
· (n− k − 1)(1 + u˙
2)u˙2 + (k + 1)ru¨u˙
(n− k)(1 + u˙2)u˙+ kru¨ .
For (e), we have 〈ν, εn+1〉 = 1√
1 + u˙2
. Furthermore, Equation (3) can be written
as
1√
1 + u˙2
=
(n− k)
(k + 1)r
√
1 + u˙2
(n− k − 1)(1 + u˙2)u˙2 + (k + 1)ru¨u˙
(n− k)(1 + u˙2)u˙+ kru¨ .
Finally, Equation (9) follows by reordering the terms of last equation. 
We finish this section by noting that Equation (9) can be reduced to a first order
ODE by taking v = u˙. This method was used to study the behavior at infinity for
the Mean Curvature case in [CSS05].
Remark 2.4. For each k ∈ {0, . . . , n− 1}, the ODE that represents ros Qk-
translator graphs in Rn+1 is given by{
v˙(r) = Fk(r,v),
v(0) = 0,
(10)
where the slope function Fk :
{
(r, s) ∈ R+ × R : s 6= kn−k r
}
→ R is
Fk(r, s) =
n− k
k + 1
(1 + s2)
s
r
(
r(k + 1)− (n− k − 1)s
(n− k)s− kr
)
.
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3. Non-trivial Qn−1-translators
In this section we focus on the existence of ros Qn−1-translators in Rn+1.
The ODE for ros Qn−1-translators is given by,v˙(r) = Fn−1(r,v) =
v(1 + v2)
v − (n− 1)r ,
v(0) = 0.
(11)
Remark 3.1. As we mentioned in the introduction, Equation (11) has an explicit
solution for n = 2 of the form,
v(r) =
2r
1− r2 , r ∈ [0, 1).
Then, we can construct a Q1-translator M in R3 of the form (8) by integration.
Indeed, by construction the function u =
∫ r
0
v(s)ds = − ln(1− r2) satisfies,u¨ = u˙
(1 + u˙2)
(u˙− r) ,
u(0) = u˙(0) = 0.
(12)
On the other hand, we note that M is complete, but non-entire since lim
r→1
u(r) =∞,
and it is strictly convex because its principal curvatures
λ1 =
2
(1− r2)√1 + u˙2 and λ2 =
2(1 + r2)
(1− r2)2(1 + u˙2) 32 ,
are positive in [0, 1).
We summarize the result above in the following proposition,
Proposition 3.2. The surface
M =
{
(rθ,− ln(1− r2)) : θ ∈ S1, r ∈ [0, 1)}
is a complete, non-entire and strictly convex ros Q1-translator in R3.
Remark 3.3. By a comparison argument any solution v(r) to Equation (11) is
increasing. In fact, the function w0(r) = nr satisfies,
w˙0(r) = n < n(1 + n
2r2) =
w0(1 +w
2
0)
w0 − (n− 1)r , for r > 0.
This implies that w0 is a sub-solution to equation (11). Consequently, v ≥ w0 for
r ≥ 0, which implies v˙(r) = Fn−1(r,v) > 0 for r > 0.
The following proposition provides better barrier solutions to our setting.
Proposition 3.4. The functions w1(r) =
nr√
1− n2r2 and w2(r) = − ln(1 − nr)
satisfy,
w˙1(r) ≥ Fn−1(r,w1) and w¨2(r) ≤ Fn−1(r, w˙2), in
(
0,
1
n
)
.
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Proof. For the function w1(r) we have,
w˙1 =
w1(1 +w
2
1)
r
≥ w1(1 +w
2
1)
w1 − (n− 1)r = Fn−1(r,w1).(13)
In the inequality part of (13) we use that w1(r) ≥ nr, which holds for r ∈ [0, 1n ).
On the other hand, for the function w2(r) we have that
w¨2 ≤ w˙2(1 + w˙
2
2)
w˙2 − (n− 1)r ,
is equivalent to,
n ≤ (1− nr)
2 + n2
n− (n− 1)r + n(n− 1)r2 .
An easy computation reveals that the last inequality holds for r ∈ [0, 1n ). 
Remark 3.5. Note that the functions
r∫
0
w1(s)ds and w2(r) act as super and sub
solutions, respectively, to Equation (9). Then, by a comparison argument, any
solution u(r) to Equation (9) with initial condition u(0) = u˙(0) = 0, will exist in
[0, n−1) and develop a singularity at r = n−1.
Now we study the existence problem for dimension n > 2. In the following, we
are concerned in finding an interval of the form [0, δT ] to apply standard existence
arguments to Equation (11).
Let 0 < δT <
pi
2n and we consider the Banach space
X(δT ) =
{
v ∈ C([0, δT ]) : v(0) = 0,
√
r ≤ v(r) ≤ tan(nr)} ,(14)
endowed with the uniform norm. Over X(δT ) we consider the map
T : X(δT )→ C([0, δT ])
v(r)→ T (v)(r) =
r∫
0
v(1 + v2)
(v − (n− 1)s)ds.
The goal of the next proposition is to find δT such that the map T is contractive.
Proposition 3.6. The map T satisfies:
(1) For δT ≤ min
{
n−1 arccos
(√
n
n+1
)
, 1n2
}
, T (X(δT )) ⊂ X(δT ) holds.
(2) There exists δT > 0 such that T is a contraction map on X(δT ).
Proof. First we note that by definition of T , T (v)(0) = 0. Furthermore, since√
r ≥ nr in [0, δT ], it follows that v(r) ≥ nr. Consequently, we have that
v
v − (n− 1)r ≤ n.(15)
Then, Equation (15) implies T (v)(r) ≤ tan(nr). In fact, it follows that
T (v)(r)− tan(nr) =
∫ r
0
(
v(1 + v2)
(v − (n− 1)s) − n sec
2(ns)
)
ds ≤ 0,
where the last inequality we use 1 + v2(r) ≤ 1 + tan2(nr) = sec2(nr).
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On the other hand, we note that T (v)(r) ≥ √r is equivalent to
T (v)(r)−√r =
∫ r
0
(
v(1 + v2)
(v − (n− 1)s) −
1
2
√
s
)
ds ≥ 0.(16)
Since
√
r ≤ v(r) ≤ tan(nr) on [0, δT ], we have
v(1 + v2)
(v − (n− 1)r) −
1
2
√
r
≥ ((n+ 1)r + 2r
2 − v)
2
√
r(v − (n− 1)r) ≥
(n+ 1)r − tan(nr)
2
√
r(v − (n− 1)r) .
We note that the function (n+1)r−tan(nr) is non-negative on
[
0, n−1 arccos
(√
n
n+1
)]
,
which implies (16). This finishes the first part of Proposition 3.6.
In what follows we are going to prove that there is δT < min
{
n−1 arccos
(√
n
n+1
)
, 1n2
}
such that T is a contractive map on X(δT ). Recall that a contractive map satisfies,
||T (v1)− T (v2)||∞ ≤ C ||v1 − v2||∞ ,
for v1,v2 ∈ X and some constant C < 1.
First, we note that
vi − (n− 1)r ≥
√
r
n
, on [0, δT ].(17)
Then it follows that
|T (v1)− T (v2)| (r) =
∫ r
0
∣∣∣∣v1 (v2 − (n− 1)s) (1 + v21)− v2 (v1 − (n− 1)s) (1 + v22)(v1 − (n− 1)s)(v2 − (n− 1)s)
∣∣∣∣ ds
≤ ||v1 − v2||∞ n2
∫ δT
0
1
s
(
(n− 1)s+ v1v2(v1 + v2) + (n− 1)s(v21 + v1v2 + v22)
)
ds
≤ ||v1 − v2||∞
(∫ δT
0
(n− 1) + 2tan
3(ns)
s
+ 3(n− 1) tan2(ns)ds
)
.(18)
In the first inequality we used Equation (17) and for the second inequality we used
vi(r) ≤ tan(nr).
Finally, we note that the terms inside the integral in (18) are all bounded on [0, δT ].
Therefore, by continuity there exists some δT > 0 such that,
δT
(
(n− 1) + 2
∣∣∣∣∣∣∣∣ tan3(nr)r
∣∣∣∣∣∣∣∣
∞
+ 3(n− 1) ∣∣∣∣tan2(nr)∣∣∣∣∞) < 1,
which finishes the proof. 
Proposition 3.7. In the context of the above proposition, there is a unique fixed
point of T : X(δT )→ X(δT ) in C1([0, δT ]).
Proof. First, we note that by Proposition 3.6 the map T : X(δT ) → X(δT ) is
contractive. Then, the Banach Fixed Point Theorem gives a unique v(r) ∈ X(δT )
such that T (v)(r) = v(r) on [0, δT ].
In addition, since T is an integral operator, the fixed point v(r) is differentiable in
[0, δT ]. Moreover, since nr ≤ v(r) ≤ tan(nr), we have
v˙(r) =
v(1 + v2)
v − (n− 1)r ≤
sec(nr)2 tan(nr)
r
,(19)
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which is uniformly continuous on [0, δT ]. Therefore, v(r) ∈ C1([0, δT ]) since ||v˙||∞
is dominated by the uniform norm of (19). 
Proof of Theorem 1.1. Let v(r) ∈ X(δT ) ∩ C1([0, δT ]) the unique fixed point of T
found in Proposition 3.7. Then, we can find a solution tou¨(r) =
u˙(1 + u˙2)
(u˙− (n− 1)r)
u(0) = 0, u˙(0) = 0.
(20)
of the form u(r) =
r∫
0
v(s)ds for r ∈ [0, δT ].
On the other hand, as we mentioned in Remark 3.5, the solution u(r) can be
extended to the interval [0, n−1) and it develops a singularity at r = n−1.
Then, it follows that the hypersurface M of the form (8) is a complete ros Qn−1-
translator. Moreover, the strict convexity is guaranteed by the equations for the
principal curvatures given in Proposition 2.3 together with u¨ > 0 on [0, n−1). 
4. Proofs of Theorems 1.2 and 1.3
The proof of Theorem 1.2 is inspired by the given in [Møl14] for the case k = 0.
Proof of Theorem 1.2. Let p ∈M1 ∩M2 be such interior point with TpM1 = TpM2
and M1 lies at one side of M2. Then, after a rotation and translation, there exists
r > 0 such that each Mi ∩ B(p, r) is the graph of a smooth function ui : Br(0) ⊂
{xn+1 = 0} → R, where p = (0, ui(0)). In addition, since M1 lies at one side of M2,
we assume that u1 > u2 in Br(0) \ {0} and u1(0) = u2(0).
Now we define a 1-parameter family of functions,
us = (1− s)u1 + su2, for s ∈ [0, 1].
Note that for each s ∈ (0, 1), the graph of us : Br(0) → R is strictly convex. This
holds since the convex combination of a positive definite matrix with a positive
semi-definite matrix is positive definite. Here the involved matrices are the second
fundamental forms of u1 and u2, respectively.
In particular, this fact implies that us is an admissible family for the operator,
E(s) = Qk(h
i
j(s))− 〈ν(s), εn+1〉 ,
where the s dependence is related to each us.
Consequently, we have that,
0 = E(u1)− E(u2) =
1∫
0
∂
∂s
E(us)ds.
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Furthermore, we explicitly calculate
∂E
∂s
(s). Indeed, we have
∂E
∂s
(s) =
∂Qk
∂hij
∂
∂s
hij(s)−
∂
∂s
1√
1 + |Dus|2
=
∂Qk
∂hij
∂
∂s
[(
δik√
1 + |Dus|2
− DiusDkus
(1 + |Dus|2)3/2
)
Dkjus
]
+
〈D(u2 − u1), Dus〉
(1 + |Dus|2) 32
=
∂Qk
∂hij
[(
−δik 〈D(u2 − u1), Dus〉
(1 + |Dus|2) 32
− (Di(u2 − u1))Dkus + (Dk(u2 − u1))Dius
(1 + |Dus|2) 32
+3
DiusDkus 〈D(u2 − u1), Dus〉
(1 + |Dus|2) 52
)
Dkjus −
(
δik +
DiusDkus
1 + |Dus|2
)
Dkj(u2 − u1)√
1 + |Dus|2
]
+
〈D(u2 − u1), Dus〉
(1 + |Dus|2) 32
.
On the other hand, by the Mean Value Theorem, there exists s0 ∈ (0, 1) such that,
0 =
1∫
0
∂E
∂s
(us)ds =
∂E
∂s
(us0).(21)
We claim that the function v = u2 − u1 satisfies at 0 an uniformly elliptic lin-
ear equation with coefficient depending only on us0 . In fact, by construction the
function v reaches a negative maximum at 0. Then, Equation (21) at 0 turns to
0 =
∂Qk
∂hij
(hij(s0))
(
δik − Dius0Dkus0
1 + |Dus0 |2
)
Dkjv
1 + |Dus0 |2
.(22)
Note that the term
∂Qk
∂hij
(hij(s0))
(
δik − Dius0Dkus0
1 + |Dus0 |2
)
is uniformly positive on
Br(0) since the principal curvatures of the graph of us0 belong to Γn.
Then, by Hopf’s interior Maximum Principle, v ≡ 0 on Br(0). This means that
M1 ∩Br(p) = M2 ∩Br(p).
Finally, since both graphs are connected we may apply the Uniqueness Continu-
ation Principle for uniformly elliptic linear operators, see for instance [GT83], to
obtain that M1 = M2. 
We end this section with the proofs of the non-existence theorem for entire Qn−1-
translator in Rn+1. Recall that an entire hypersurface in Rn+1 corresponds to a
graph of a function defined on all Rn.
Proof of Theorem 1.3. We prove this by contradiction. Suppose that there is an
entire Qn−1-translator M given by a function u : Rn → R such that its principal
curvatures belong to the cone Γn. This last property implies that M is strictly
convex.
On the other hand, by Theorem 1.1, there is a ros Qn−1-translator Cn−1 of the
form (8) for each n ≥ 2. Recall that Cn−1 is a complete, non-entire and strictly
convex hypersurface.
Then, translating suitably Cn−1 over M , we can find a t0 > 0 such that Cn−1+tεn+1
lies strictly above from M for t ≥ t0. Note that this can be done since Cn−1 is not
an entire graph. Now, we may translate Cn−1 + tεn+1 downward until it touches
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M for the first time. Finally, by Theorem 1.2, we obtain that M = Cn−1 which is
a contradiction. 
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