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We present a continuous-time Monte Carlo impurity solver for multiorbital impurity models which combines
a strong-coupling hybridization expansion and a weak-coupling expansion in the Hund’s coupling parameter J .
This double-expansion approach allows to treat the dominant density-density interactions U within the efficient
segment representation. We test the approach for a two-orbital model with static interactions, and then explain
how the double expansion allows to simulate models with frequency dependent U (ω) and J (ω). The method
is used to investigate spin-state transitions in a toy model for fullerides, with repulsive bare J but attractive
screened J .
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I. INTRODUCTION
Strongly correlated materials exhibit a range of interesting
properties, such as unusually large susceptibilities or high-
temperature superconductivity. A theoretical investigation of
this class of materials is possible within the framework of
dynamical mean-field theory (DMFT) [1], either at the simple
model level or in combination with input from density-
functional-based ab initio calculations [2]. Because of the
interest in cuprate high-temperature superconductors, and also
because of algorithmic limitations, much effort has in the past
been devoted to the study of the single-band Hubbard model.
The discovery of aromatic superconductors [3], iron pnictides
[4], and recent studies emphasizing the multiband character
of cuprates [5] have, however, shifted some of the attention to
correlated multiorbital systems. In these multiorbital systems,
the Hund’s coupling parameter plays an essential role and leads
to new types of correlation phenomena, such as bad-metal
behavior due to local-moment formation [6–8], magnetism and
orbital ordering [9–12], spin-state transitions [13,14], orbital-
selective Mott transition [15,16], nontrivial spatial correlations
[17,18], and unconventional superconductivity [19–21].
Dynamical mean-field simulations of generic multiband
models have become possible thanks to the development of
strong-coupling (hybridization expansion) impurity solvers
[22]. The matrix [23] or Krylov implementations [24] of
this impurity solver can handle arbitrary interactions among
the orbitals, but the computational effort scales exponentially
with the number of orbitals. A far more efficient simulation is
possible within the so-called segment formalism [22], if the
interactions are restricted to the density-density component
of the full Coulomb matrix, and this approximation is still
often made in simulations of transition-metal and actinide
compounds. In most cases, these density-density terms give the
dominant contribution to the interaction energy, so that it may
be advantageous to consider the spin-flip, pair-hopping, and
correlated hopping terms as a perturbation in an expansion that
treats the density-density components exactly. In this paper,
we explore such a double-expansion impurity solver, which
stochastically samples a diagrammatic expansion of the impu-
rity partition function in powers of the hybridization function
and the interaction terms which are not of density-density type.
Such an impurity solver trades the exponential scaling of the
matrix/Krylov approach with an additional weak-coupling-
type expansion, and (for more than two orbitals) a potential
sign problem. It should be efficient in the case of a small
number of orbitals and not too large Hund’s coupling. Here,
we implement and test the double-expansion solver for a
two-orbital model with rotationally invariant interaction.
Aside from potential efficiency gains, a second important
reason for exploring the double-expansion approach is that
such a solver enables the simulation of certain types of
problems which cannot be solved using the established hy-
bridization expansion methods. A relevant example is a model
with a dynamically screened J . The low-energy effective
models solved in DMFT simulations of correlated materials
can be obtained from a downfolding procedure in which the
bands outside some energy window around the Fermi level
are integrated out [25]. This procedure leads to a dynamically
screened interaction. For example, in transition metals and
their compounds, the screening of charge fluctuations results
in density-density interactions which range from a bare value
of typically about 20 eV to a screened value of only a few eV.
Highly efficient algorithms exist to treat this type of screening
[26,27]. The screening of the Hund’s coupling parameter is
usually much weaker, so that the bare and screened J typically
differ by less than 20% [28]. In all the DMFT simulations to
date, the Hund’s coupling has thus been treated as frequency
independent. However, given the sensitivity of multiorbital
phase diagrams on the Hund’s coupling parameter [6,29,30],
it is desirable to develop a method which extends the efficient
technique of Ref. [27] to models with a frequency dependent
J (ω). There are also materials in which the dynamical
screening of J plays a crucial role. In alkali-doped fullerenes
[31,32], the observed superconductivity is believed to arise
from an overscreened J [33–35]: as a result of Jahn-Teller
screening, J (ω) turns negative at some low frequency and
hence favors low-spin states. The double-expansion solver
allows simulations of such dynamically screened multiorbital
systems.
The structure of the paper is as follows. In Sec. II, we
describe the double-expansion method for the case of a
two-orbital model with rotationally invariant interactions and
explain how this method can be used to treat models with
dynamically screened U and J . Section III shows some test
results and information on the average perturbation orders.
1098-0121/2015/92(11)/115123(15) 115123-1 ©2015 American Physical Society
KARIM STEINER, YUSUKE NOMURA, AND PHILIPP WERNER PHYSICAL REVIEW B 92, 115123 (2015)
Simulation results for a model with static U and dynamical
J (ω) are presented in Sec. IV, and a brief summary and outlook
is given in Sec. V.
II. MODEL AND METHOD
A. Two-orbital model
As a simple but nontrivial example, we consider a two-
orbital model with rotationally invariant Slater-Kanamori
interactions and a possible crystal-field splitting. DMFT
replaces the lattice problem by the self-consistent solution
of a two-orbital quantum impurity model with Hamiltonian
H = Hdens +Hsf +H†sf +Hph +H†ph
+Hbath +Hhyb +H†hyb. (1)
The density-density, spin-flip, pair-hopping, bath, and hy-
bridization parts of the Hamiltonian are given by
Hdens = −
∑
α,σ
μnα,σ +
∑
σ
(n1,σ − n2,σ )
+
∑
α
Unα,↑nα,↓ +
∑
σ
U ′n1,σ n2,−σ
+
∑
σ
(U ′ − J )n1,σ n2,σ , (2)
Hsf = −Jc†1,↓c†2,↑c2,↓c1,↑, (3)
Hph = −Jc†2,↑c†2,↓c1,↑c1,↓, (4)
Hbath =
∑
k,α,σ
ka
†
k,α,σ ak,α,σ , (5)
Hhyb =
∑
k,α,σ
c†α,σVk,α,σ ak,α,σ , (6)
where α = 1,2 is the orbital index, σ = ↑, ↓ (or ±1) the
spin index,  the crystal-field splitting, U the intraorbital
interaction, and J the coefficient of the Hund coupling. We
choose the interorbital interaction U ′ = U − 2J for rotational
invariance and denote the impurity creation operators by
c†α,σ and the density operators by nα,σ = c†α,σ cα,σ . The bath
levels, with creation operators a†k,α,σ and energy k , are
parametrized by a quantum number k. The bath energies and
the hybridization parameters Vk,α,σ define the hybridization
function
α,σ (iωn) =
∑
k
|Vk,α,σ |2
iωn − k . (7)
In the case of a semicircular density of states with bandwidth
4tα , the DMFT self-consistency condition provides a simple
relation between the hybridization functions and impurity
Green’s functions Gα,σ [1]:
α,σ = t2αGα,σ . (8)
We will consider an orbital-independent semicircular density
of states with tα = t (α = 1,2) and use t as the unit of energy.
B. Double expansion for static interactions
We solve the impurity model (1) using the continuous-
time Monte Carlo technique [36]. In the double-expansion
approach, this continuous-time method is based on a simulta-
neous expansion of the partition function in the hybridization
terms and the interaction terms which are not of density-
density type (in the model considered here, the spin-flip and
pair-hopping terms). To derive the formalism, we switch to
an interaction representation in which the time evolution of
operators is given by Hdens +Hbath and write the partition
function of the impurity model as
Z = TrcTra
[
e−β(Hdens+Hbath)Tτ exp
(
−
∫ β
0
dτ [Hsf(τ ) +H†sf(τ )
+ Hph(τ ) +H†ph(τ ) +Hhyb(τ ) +H†hyb(τ )]
)]
. (9)
The next step is to expand the time-ordered exponential in
powers of the spin-flip, pair-hopping, and hybridization terms.
Since there is then no coupling between the impurity and the
bath anymore in the time evolution (given by Hdens +Hbath),
the trace over the bath states can be computed analytically
[22,23]. This leads to the expression
Z
Zbath
=
∑
{nα,σ }
∑
nsf
∑
nph
(∏
α,σ
∫
τh1<...<τhnα,σ
∫
τ ′h1<...<τ
′
hnα,σ
)
×
∫
τs1<...<τsnsf
∫
τ ′s1<...<τ
′
snsf
×
∫
τp1<...<τpnph
∫
τ ′p1<...<τ
′
pnph
w
(
τh1 , . . . ,τ
′
nph
)
, (10)
where Zbath = Trae−βHbath and the weight of a configuration
consisting of 2nh hybridization events (nh =
∑
α,σ nα,σ ), 2nsf
spin-flip events, and 2nph pair-hopping events is given by
w = Trc
[
e−βHdensTτ
∏
α,σ
cα,σ
(
τhnα,σ
)
c†α,σ
(
τ ′hnα,σ
)
. . .
cα,σ
(
τh1
)
c†α,σ
(
τ ′h1
)
S
(
τsnsf
)
S†
(
τ ′snsf
)
. . .
S
(
τs1
)
S†
(
τ ′s1
)
P
(
τpnph
)
P †
(
τ ′pnph
)
. . . P
(
τp1
)
P †
(
τ ′p1
)]
×
∏
α,σ
det
[
M−1α,σ ({τh},{τ ′h})
]
J 2nsfJ 2nph (dτ )2(nh+nsf+nph),
(11)
where the time evolution of operators is now given by Hdens,
S = −c†1,↓c†2,↑c2,↓c1,↑, P = −c†2,↑c†2,↓c1,↑c1,↓, and M−1α,σ is a
nα,σ × nα,σ matrix of hybridization functions, with elements
M−1α,σ (i,j ) = α,σ (τ ′hi − τhj ).
The trace vanishes unless there are an equal number of
impurity creation and annihilation operators for each flavor.
This requirement implies that for each Hhyb, we must have a
corresponding H†hyb, and similarly for the spin-flip and pair-
hopping terms. The expansion in the spin-flip and pair-hopping
terms does not lead to a sign problem in this two-orbital
case with static interactions since SS† and PP † pairs do not
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2↑
2↓
1↑
1↓
0 β
S S+ S+ S
FIG. 1. Illustration of an order nh = 12, nsf = 2 configuration
for the two-orbital model. Empty (full) circles represent annihilation
(creation) operators. Vertical dashed lines indicate spin-flip events.
introduce fermionic anticommutation signs. Furthermore, be-
cause the time-evolution operator is diagonal in the occupation
number basis, we can use the segment representation [22] to
graphically represent all the nonvanishing contributions to the
trace (see Figs. 1 and 2). In this representation, each segment
marks a time interval in which the impurity is occupied by an
electron of a given flavor (α,σ ). We denote such a segment
configuration by C and sample the space of all configurations
using the Metropolis algorithm.
C. Monte Carlo sampling
The expression for the trace in Eq. (11) shows that a given
configuration C consists of 2nh hybridization events, 2nsf
spin-flip events, and 2nph pair-hopping events. We can generate
all possible configurations using local updates which insert
or remove pairs of hybridization, spin-flip, or pair-hopping
events. These updates must satisfy the detailed-balance con-
dition w(C)p(C → C ′) = w(C ′)p(C ′ → C), where p(C →
C ′) is the transition probability from configuration C to
configuration C ′. We split this transition probability into a
proposal probability and an acceptance probability p(C →
C ′) = pprop(C → C ′)pacc(C → C ′) and define the ratio of
acceptance probabilities
R(C → C ′) ≡ p
acc(C → C ′)
pacc(C ′ → C) =
pprop(C ′ → C)
pprop(C → C ′)
w(C ′)
w(C) .
(12)
In the Metropolis scheme, the update is accepted with
probability min[1,R].
For the hybridization events, the sampling procedure is
exactly the same as detailed in Ref. [22]. For the insertion,
we try to place a creation operator at a randomly chosen time
τ ′h on the imaginary-time interval. If it falls on a segment, the
move is rejected. Otherwise, we compute the length lmax of the
interval to the next creation operator (which may be associated
with a spin-flip or pair-hopping event) and choose the time
τh for the annihilation operator randomly in this interval.
(By next operator we always mean the neighboring operator
in the direction of increasing imaginary time, taking into
account periodic boundary conditions.) The distance between
the inserted operators will be denoted by l. For the removal,
we randomly pick one of the creation operators, and propose
to remove the segment attached to this operator, provided it is
not cut by a spin-flip or pair-hopping term. The corresponding
2↑
2↓
1↑
1↓
0 β
P P+ P+ P
FIG. 2. Illustration of an order nh = 7, nph = 2 configuration for
the two-orbital model. Empty (full) circles represent annihilation
(creation) operators. Vertical dashed lines indicate pair-hopping
events.
acceptance ratio becomes
Rhyb(nα,σ → nα,σ + 1)
= βlmax
nα,σ + 1e
(μ−α )l−
∑
β,σ ′
=α,σ
U
β,σ ′
α,σ l
β,σ ′
overlap det
[
M
(nα,σ +1)
α,σ
]−1
det
[
M
(nα,σ )
α,σ
]−1 , (13)
where α = ± for α = 1,2 and lβ,σ
′
overlap denotes the total
length of the overlap between the inserted segment and the
segments associated with the β,σ ′ state.
In addition to the hybridization expansion algorithm up-
dates, we sample the spin-flip and pair-hopping terms in C
using the following updates:
(1) insertion and removal of S(τs)S†(τ ′s), τs > τ ′s ,
(2) insertion and removal of S†(τ ′s)S(τs), τ ′s > τs ,
(3) insertion and removal of P (τp)P †(τ ′p), τp > τ ′p,
(4) insertion and removal of P †(τ ′p)P (τp), τ ′p > τp.
The insertion of spin-flip and pair-hopping events is only
possible if the impurity is in the appropriate local state, namely,
the |↓,↑〉, |↑,↓〉, |0,↑↓〉, and |↑↓,0〉 in the order given above.
Suppose we want to insert a spin-flip operator S(τs)S†(τ ′s)
with τs > τ ′s . First, we generate a random imaginary time τ ′s
and check whether the local state at τ ′s is the appropriate one,
namely, |↓,↑〉 in this particular case. If it is not the correct
local state, the move is rejected. If the insertion is possible, we
compute the length lmax from τ ′s to the next operator and choose
τs randomly within this interval. In the inverse procedure, we
remove an SS† operator. To do so, we randomly select an S†
operator among thensf S† operators and remove it together with
the S operator next to it (in the direction of increasing time),
provided that there are no segments or pair-hopping operators
in-between. The same strategy is used for the insertion and
removal of the S†(τ ′s)S(τs) operator, and for the sampling of
the pair-hopping operators.
If we denote the length of the interval between τ ′s and τs
by l, the acceptance ratios for the spin-flip and pair-hopping
events become
RSS† (nsf → nsf + 1) =
βlmax
nsf + 1J
2, (14)
RS†S(nsf → nsf + 1) =
βlmax
nsf + 1J
2, (15)
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RPP † (nph → nph + 1) =
βlmax
nph + 1e
−4lJ 2, (16)
RP †P (nph → nph + 1) =
βlmax
nph + 1e
4lJ 2. (17)
(Here, we assume that the operator on the right has the smaller
time argument.) The acceptance ratio for the two spin-flip
events is the same because the intraorbital interaction is spin
symmetric, and the occupation of the orbitals does not change.
The asymmetry in the pair-hopping case comes from the
crystal-field splitting, which favors the occupation of one of
the orbitals.
D. Retarded interactions
As mentioned in the Introduction, realistic low-energy
models of correlated materials involve retarded interactions. In
the case of the two-orbital model considered here, the DMFT
impurity action thus takes the following general form:
Seff = S0 + Sint + Shyb, (18)
where S0 contains the chemical potential and crystal-field
terms, Hhyb the hybridization functions, and Sint is given by
Sint = 12
∑
α,σ
β,σ ′
∫ β
0
dτ
∫ β
0
dτ ′nα,σ (τ ) ˜Uβ,σ ′α,σ (τ − τ ′)nβ,σ ′(τ ′)
+ 1
2
∑
σ,σ ′
∫ β
0
dτ
∫ β
0
dτ ′ ˜J (τ − τ ′)[X12σ (τ )X21σ ′ (τ ′)
+X21σ (τ )X12σ ′ (τ ′) + X12σ (τ )X12σ ′ (τ ′) + X21σ (τ )X21σ ′ (τ ′)
]
,
(19)
where X12σ = c†1,σ c2,σ and X21σ = c†2,σ c1,σ .
The time-dependent interactions have an instantaneous
component corresponding to the bare interaction and an
(attractive) retarded component describing the effect of
screening: ˜J (τ ) = Jbareδ(τ ) + Jret(τ ) and ˜U(τ ) = Ubareδ(τ ) +
Uret(τ ). Note that the Jbareδ(τ ) contribution in the second
term yields not only the instantaneous spin-flip and pair-
hopping terms Hsf +H†sf +Hph +H†ph (with J = Jbare), but
in addition also a same-spin interorbital density-density inter-
action −Jbare
∑
α<β,σ nα,σ nβ,σ and a chemical potential term
1
2Jbare
∑
α,σ nα,σ . Therefore, in the rotationally invariant case,
the density-density interactions in the first term are chosen as
˜Uα,σα,σ ′ (τ ) = ˜U(τ ), (20)
˜U1,σ2,σ ′(τ ) = ˜U2,σ1,σ ′(τ ) = ˜U(τ ) − 2 ˜J (τ ). (21)
The retarded interactions Uret(τ ),Jret(τ ) arise from some
electron-boson coupling term of the form
He-b =
∑
ν
∑
α,α′,σ
λνα,α′c
†
α,σ cα′,σ (bν + b†ν), (22)
where b†ν (bν) denotes the creation (annihilation) operator
for the νth bosonic degree of freedom. The boson one-body
part is given by
∑
ν ωνb
†
νbν . Here, the bosonic degrees of
freedom represent plasmons, bosonic modes corresponding to
single-particle excitations, and phonons. The former two are
responsible for the dynamical screening processes which are
taken into account in the downfolding procedure. The phonons
further reduce the resulting interaction values.
In terms of λνα,α′ and ων , Uret(ω) are Jret(ω) can be written
as
Uret(ω) =
∑
ν
2
(
λν1,1
)2
ω2 − ω2ν
=
∑
ν
2
(
λν2,2
)2
ω2 − ω2ν
, (23)
Jret(ω) =
∑
ν
2
(
λν1,2
)2
ω2 − ω2ν
=
∑
ν
2
(
λν2,1
)2
ω2 − ω2ν
=
∑
ν
2λν1,2λν2,1
ω2 − ω2ν
.
(24)
Nowadays, ab initio estimates of these retarded interactions
can be obtained by the constrained random phase approxi-
mation (cRPA) [25] for the electronic screening contribution,
and by the constrained density-functional perturbation theory
(cDFPT) [37–39] for the phonon contribution. In reality, there
is a continuum of electronic screening frequencies, so that the
sum in Eqs. (23) and (24) becomes an integral over frequencies
[40].
In most strongly correlated materials, the screened U and
J remain positive, and the frequency dependence of J is
rather weak [28]. An interesting exception are the alkali-doped
fullerides, where the Wannier functions are delocalized on
a C60 molecule. Here, the bare exchange interaction Jbare
becomes small (Jbare ∼ 0.1 eV, bandwidth ∼0.5 eV) [41].
The electronic screening contributions reduce the static value
of J to ∼0.035 eV, which is still positive. The important
low-energy (ωJ ≈ 0.1 eV) screening contributions come from
phonons, which yield an attraction of ∼−0.05 eV, inverting
the sign of the static exchange interaction [35]. The resulting
multiorbital Hamiltonian with an overscreened J is of great
interest since a negative Jscr can induce nontrivial synergies
between the correlated electrons and phonons, leading to an
exotic s-wave superconductivity [33–35]. However, the effect
of the dynamical screening of J is still an open issue. The
algorithm presented in this paper provides a basis for attacking
this challenging problem.
In solving the impurity model with the action Seff in
Eq. (18), we treat the density-density and spin-flip/pair-
hopping terms in Eq. (19) separately. It is therefore convenient
to shift the Jbareδ(τ )δσ,σ ′ contribution to the density-density
term and to write the action Sint with the interactions
˜J and ˜U replaced by J (τ ) = Jbareδ(τ )δσ,−σ ′ + Jret(τ ) and
U(τ ) = Ubareδ(τ ) − Jbareδ(τ )δσ,σ ′(1 − δα,β ) + Uret(τ ). In this
formulation, the density-density interactions become
Uα,σα,σ ′ (τ ) = Ubareδ(τ ) + Uret(τ ), (25)
U1,σ2,−σ (τ ) = U2,σ1,−σ (τ )
= (Ubare − 2Jbare)δ(τ ) + [Uret(τ ) − 2Jret(τ )], (26)
U1,σ2,σ (τ ) = U2,σ1,σ (τ )
= (Ubare − 3Jbare)δ(τ ) + [Uret(τ ) − 2Jret(τ )]. (27)
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The half-filling condition, which is μ1/2 = 32Ubare − 52Jbare
in the model without dynamical screening, becomes μ1/2 =
3
2Uscr − 2Jscr − 12Jbare, with Uscr = U (ω = 0) and Jscr =
J (ω = 0). In the limit Jret(τ ) = (Jscr − Jbare)δ(τ ) (high-
frequency screening), we recover the rotationally invariant Sint
with static interactions equal to the screened values. (Again,
one has to take into account the additional density-density
and chemical potential terms resulting from the X12X21 and
X21X12 operators.)
1. Retarded density-density interactions
The density-density contribution toSint can be calculated ef-
ficiently using the technique discussed in Refs. [26,27,42]. The
retarded part leads to an additional weight factor wscreen({τi})
of the form
wscreen({τi}) = exp
⎛
⎝ ∑
2ni>j1
s
α,σ
i s
β,σ ′
j K
α,σ
β,σ ′(τi − τj )
⎞
⎠,
(28)
where n = nh + nsf + nph, the τi are the times corresponding
to segment start or end points (which can be the locations of
hybridization, spin-flip, or pair-hopping operators), and s =
±1 is a sign (+1 for segment start points and −1 for segment
end points). The function Kα,σβ,σ ′ (τ ) is obtained from the twice
integrated retarded interaction Uret(τ ) and Jret(τ ) [42], and thus
is also orbital and spin dependent:
K
α,σ
α,σ ′(τ ) = KU (τ ), (29)
K
1,σ
2,σ ′(τ ) = K2,σ1,σ ′(τ ) = KU (τ ) − 2KJ (τ ) (30)
with K ′′U (τ ) = Uret(τ ) and K ′′J (τ ) = Jret(τ ). Both KU (τ ) and
KJ (τ ) are defined in the range 0 < τ < β, are β periodic
and symmetric around τ = β/2, and satisfy KU,J (0+) =
KU,J (β−) = 0.
The structure of the configurations thus remains the same
as in the simulations without retarded density-density interac-
tions (they consist of a collection of hybridization, spin-flip,
and pair-hopping events), the only difference is that now
each pair of creation/annihilation operators (both hybridization
events and segment start or end points corresponding to spin-
flip and pair-hopping events) are linked by lines representing
the “interaction” sα,σi s
β,σ ′
j K
α,σ
β,σ ′(τi − τj ) (see Fig. 3). In a local
update, only the lines connected to the inserted or removed
operators have to be considered.
More explicitly, the acceptance ratio for a spin-flip (or pair-
hopping) insertion becomes
RSS† ∝ e
∑′
i
∑
j s
α,σ
i s
β,σ ′
j K
α,σ
β,σ ′ (τi−τj ), (31)
RPP † ∝ e
∑′
i
∑
j s
α,σ
i s
β,σ ′
j K
α,σ
β,σ ′ (τi−τj ), (32)
where the sum over i runs over all operators associated with
the new spin-flip (or pair-hopping) event, and the sum over j
runs over all the other operators in the configuration (i,j pairs
in the same orbital can be ignored).
2↑
2↓
1↑
1↓
0 β
S S+
K1↑2↑
K1↑2↓
K1↑1↑,↓
FIG. 3. (Color online) Illustration of an order nhyb = 4, nsf = 1
configuration for a model with retarded density-density interactions.
Dashed lines indicate interactions Kβ,σ ′α,σ (τ ) connecting all pairs of
hybdrization, spin-flip, and pair-hopping events (only the interactions
involving the creation operator of the noncut segment are shown). The
sign sisj associated with each dashed line is ±1 depending on the
types of operators (creation or annihilation) which it connects.
2. Retarded spin-flip and pair-hopping terms
The sampling of the retarded spin-flip or pair-hopping
operators is analogous to the algorithm discussed in Ref. [43],
i.e., we expand the partition function in powers of these terms
and sample their contribution stochastically. In order to insert
a retarded spin-flip operator, we replace an instantaneous
spin-flip event by a retarded X12σ (τ )X21σ ′ (τ ′) operator, with
τ = τ ′ and σ = σ ′. We describe the procedure here for
retarded spin flips (the retarded pair hoppings are sampled
in the same manner). First, we randomly select the type of
operator (S or S†) which we want to split. In the following,
we assume it is an S operator. Next, we choose one of the nSsf
instantaneous spin-flip events corresponding to S operators.
Suppose we select the S operator located at time τ . This
operator can be written as S(τ ) = X12↓ (τ )X21↑ (τ ). We randomly
select either the X12↓ or X21↑ operators for the proposed shift on
the time axis (suppose it is X12↓ ). To fix the new location, we
compute the distance lmax to the next operator in the forward
direction (taking periodic boundary conditions into account)
and choose the time τ ′ randomly within the interval of length
lmax. The proposed move is from the instantaneous spin-flip
event with weight −JbareX12↓ (τ )X21↑ (τ )dτ to the retarded spin
flip with weight −Jret(τ ′ − τ )X12↓ (τ ′)X21↑ (τ )dτ 2. In this new
configuration, the hopping operators are connected by the
interaction line Jret(τ ′ − τ ) = J (τ ′ − τ ) (see Fig. 4).
In the inverse move, we remove the retarded spin-flip event
by randomly selecting one of the nSrsf retarded spin-flip pairs
corresponding to S. We then randomly choose one of the
operators and try to shift the other operator to its position
on the time axis. If there are other operators between the
retarded spin-flip operators, the move is rejected. With these
procedures, the acceptance ratio for the retarded spin-flip
insertion becomes
RXX
(
nSsf,n
S
rsf → nSsf − 1,nSrsf + 1
)
= n
S
sflmax
nSrsf + 1
e−
∑
U
β,σ ′
α,σ l
β,σ ′
overlap
Jret(τ ′ − τ )
Jbare
. (33)
Because the number of instantaneous spin-flip events nSsf
associated with S operators can now be different from the
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2↑
2↓
1↑
1↓
τ τ’
Jret(τ’ - τ) Jbare
lmax
X21↑
X12↓
0 β
FIG. 4. Retarded spin-flip insertion. An instantaneous spin-flip
operator S(τ ) = X12↓ (τ )X21↑ (τ ) is split into two separate hopping
events X21↑ (τ ) and X12↓ (τ ′) by randomly choosing the position of
one of the operators (here X12↓ ) in the interval of length lmax.
number nS†sf associated with S† operators, we have to keep track
of these perturbation orders separately. In the instantaneous
spin-flip updates, one then uses nS†sf in Eq. (14) and nSsf in
Eq. (15). We also note that in the usual situation where
Jbare > 0 and J (τ ) < 0 (0 < τ < β), Eq. (33) implies that
the Monte Carlo sampling for the simulation with retarded
spin-flip and pair-hopping terms will suffer from a sign
problem.
If the screening frequency is high, so that Jret(τ ) approaches
a δ function, it is more efficient to absorb this factor into the
proposal probability. More specifically, we propose the time τ ′
in the interval of length lmax according to the probability dis-
tribution −Jret(τ ′ − τ )/
∫ τ+lmax
τ
dτ ′|Jret(τ ′ − τ )|. In this case,
the ratio of acceptance probabilities becomes
RXX
(
nSsf,n
S
rsf → nSsf − 1,nSrsf + 1
)
= n
S
sf
nSrsf + 1
e−
∑
U
β,σ ′
α,σ l
β,σ ′
overlap
∫ τ+lmax
τ
dτ ′|Jret(τ ′ − τ )|
Jbare
(−1).
(34)
3. Kink updates
Because of the retarded XσXσ terms in Eq. (19), an
ergodic sampling requires additional updates. One of these
additional updates swaps the Jret links of two randomly chosen
pairs of retarded X operators (Fig. 5). If the time points
corresponding to these retarded pairs are (τi,τ ′i ) and (τj ,τ ′j ),
and the configuration before and after the swapping is denoted
by C and C ′, respectively, the acceptance probability for the
move is given by
Rswap(C → C ′) =
Jret(τ ′i − τj )Jret(τ ′j − τi)
Jret(τ ′i − τi)Jret(τ ′j − τj )
. (35)
In particular, this type of update allows us to produce
configurations with retarded interactions of the type −Jret(τ ′ −
τ )X12σ (τ ′)X21σ (τ ) and −Jret(τ ′ − τ )X21σ (τ ′)X12σ (τ ), and in more
complicated configurations than shown in Fig. 5 also interac-
tions of the type −Jret(τ ′ − τ )X12σ (τ ′)X12σ (τ ) and −Jret(τ ′ −
τ )X21σ (τ ′)X21σ (τ ).
We furthermore need the insertion and removal of “kinks”
−Jret(τ ′ − τ )X12σ (τ ′)X21σ (τ ). While the swap moves discussed
above generate such contributions, they always result in
2↑
2↓
1↑
1↓
X21↑
X12↓ X
21
↓
X12↑
τi τi’ τj’τj0 β
2↑
2↓
1↑
1↓
X21↑
X12↓ X
21
↓
X12↑
τi τi’ τj’τj0 β
FIG. 5. Swap updates. We can generate additional configurations
with retarded pairs of X operators by swapping the end points of two
retarded spin-flip or pair-hopping events.
an even number of kinks, while the partition function also
contains configurations with an odd number of kinks. Suppose
we have nKkink kinks of type K , where K denotes the spin
and orbital sequence, e.g., (↑,2 → 1 → 2), and we randomly
choose one type for the insertion and removal. For the
insertion, we randomly select the time τ for the first operator.
If the kink insertion is possible, we compute the length lmax
of the interval in which the second operator can be inserted
and place it at the time τ ′ according to the distribution
−Jret(τ ′ − τ )/
∫ τ+lmax
τ
dτ ′|Jret(τ ′ − τ )|. In the reverse move,
we randomly select one of the nKkink + 1 kinks of type K , and
remove the corresponding X operators if there is no other
operator in-between. The corresponding ratio of acceptance
probabilities is
RK
(
nKkink → nKkink + 1
)
= β
nKkink + 1
e−
∑
U
β,σ ′
α,σ l
β,σ ′
overlap
∫ τ+lmax
τ
dτ ′|Jret(τ ′ − τ )|. (36)
E. Simplified model
To avoid the sign problem originating from configurations
with an odd number of retarded spin flips and pair hoppings,
it is useful to consider a simplified action which has a retarded
density-density interaction, but only instantaneous spin-flip
and pair-hopping terms:
S
simp
int =
1
2
∑
α,σ
β,σ ′
∫ β
0
dτ
∫ β
0
dτ ′nα,σ (τ )(Us)β,σ ′α,σ (τ − τ ′)nβ,σ ′(τ ′)
+
∫ β
0
dτJscr[S(τ ) + S†(τ ) + P (τ ) + P †(τ )]. (37)
Note that we choose here the screened Hund coupling Jscr =
J (ω = 0) in front of the second term to correctly capture the
limit of high screening frequency. The retarded density-density
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interaction of the simplified model is
(Us)α,σα,σ ′ (τ ) = Ubareδ(τ ) + Uret(τ ), (38)
(Us)1,σ2,−σ (τ ) = (Us)2,σ1,−σ (τ )
= (Ubare − 2Jbare)δ(τ ) + [Uret(τ ) − 2Jret(τ )], (39)
(Us)1,σ2,σ (τ ) = (Us)2,σ1,σ (τ )
= (Ubare − 3Jbare)δ(τ ) + [Uret(τ ) − 3Jret(τ )], (40)
and the K functions in Eq. (28) become
K
α,σ
α,σ ′(τ ) = KU (τ ), (41)
K
1,σ
2,−σ (τ ) = K2,σ1,−σ (τ ) = KU (τ ) − 2KJ (τ ), (42)
K
1,σ
2,σ (τ ) = K2,σ1,σ (τ ) = KU (τ ) − 3KJ (τ ). (43)
The half-filling condition for the simplified model is μ1/2 =
3
2Uscr − 52Jscr.
Because of the spin dependence of the interorbital interac-
tion, Eqs. (31) and (32) now become
RSS† ∝ e−4KJ (l)+
∑′
i
∑
j s
α,σ
i s
β,σ ′
j K
α,σ
β,σ ′ (τi−τj ), (44)
RPP † ∝ e−20KJ (l)+
∑′
i
∑
j s
α,σ
i s
β,σ ′
j K
α,σ
β,σ ′ (τi−τj ), (45)
where l is the distance between the inserted spin-flip or
pair-hopping operators. Apart from this change, the simulation
proceeds as discussed previously for the case of retarded
density-density interactions.
III. TESTS OF THE SOLVER
We first show the results of some tests of the double-
expansion solver, starting with a model that contains only
instantaneous spin-flip and pair-hopping terms, and a static
U . The top panel of Fig. 6 compares the Green’s functions
obtained with the new solver and with the matrix formalism
[23] for a half-filled orbitally degenerate model with U =
8, J = 1.33, μ = 4.5, and β = 50 (DMFT solution for a
semicircular density of states with bandwidth 4). Both results
agree within statistical errors (the error bars are of the order
of 10−5), and as shown in the inset, also the distribution of
the perturbation orders nh is identical. This is because the
sampling of the hybridization operators is independent of
the treatment of the spin-flip and pair-hopping terms (exact
treatment in the time evolution e−τHloc in the case of the matrix
formalism versus stochastic sampling in the double-expansion
approach). Obviously, also the physical quantities derived from
this distribution of perturbation orders, such as the kinetic
energy [44], will agree.
The bottom panel shows the distribution of spin-flip orders
nsf and as an inset the distribution of pair-hopping orders nph.
In this simulation, configurations with spin-flip orders up to
about 25 are relevant, while configurations with more than 3
pair-hopping events are rarely generated. The average spin-
flip order is 5.93 whereas the average pair-hopping order is
only 0.18. This is because a positive J favors high-spin states
(S = 1), and one of the high-spin states, 1√
2
(|↑↓〉 + |↓↑〉), is an
 0.01
 0.1
1
0  0.2  0.4  0.6  0.8 1
−
G
(τ)
τ/β
double−expansion
matrix
0
 0.02
 0.04
 0.06
 0.08
 0.1
 0.12
0 5  10  15  20  25
p(n
h)
nh
0
 0.02
 0.04
 0.06
 0.08
 0.1
 0.12
0 5  10  15  20  25  30
p(n
sf
)
nsf
0
 0.2
 0.4
 0.6
 0.8
1
0 1 2 3 4 5
p(n
ph
)
nph
FIG. 6. Comparison of simulations results for U = 8, J = 86 ,
μ = 4.5, and β = 50 (filling n = 0.396). The top panel shows the
Green’s function, with the solid line showing the result from the
double-expansion solver, while the dashed line has been obtained with
the matrix formalism. The inset in the top panel shows the distribution
of hybridization orders, which is identical in both methods. The
bottom panel shows the distribution of spin-flip and, as an inset,
the distribution of pair-hopping orders for this parameter set.
eigenstate of (S + S†). For negative J , the situation is opposite
and the average perturbation order for the pair-hopping term
becomes large.
The scaling of the perturbation orders with J is illustrated
in Fig. 7 for a half-filled metallic system. For small |J |, nsf and
nph grows roughly proportional to J 2. This result is expected
since the J terms are treated by a weak-coupling expansion,
and in the simulation with static J , each S or P operator
must be balanced by a S† or P †. Hence, the weight (11) is
proportional to (J 2)nsf and (J 2)nph . At larger |J |, deviations
from the quadratic behavior appear, due to changes in the
hybridization order and interference between spin-flip and
pair-hopping terms. We also notice that nsf grows more rapidly
than nph on the J > 0 side, while it is the opposite on the J < 0
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FIG. 7. (Color online) Average perturbation order for nh, nsf, and
nph as a function of J for U = 3 and half-filling (β = 25).
side. As mentioned above, this is because of the increased
weight of high-spin (low-spin) states in the model with J > 0
(J < 0).
To compare the efficiency of the double-expansion and
matrix algorithms, we list in Table I the one-sigma error bars
of the Green’s function produced by a short simulation for
U = 4, μ = μ1/2, β = 50, 1000 time discretization steps, and
a hybridization function corresponding to the noninteracting
model. We find that for the whole range of physical J
parameters (J < U/3), the double-expansion yields more
accurate results for this two-orbital model. Since the error
bars scale like 1/
√
N , with N the number of Monte Carlo
steps (or simulation time), we also show the square of the
ratio of the error bars. This number indicates the approximate
speedup achieved by the double-expansion solver, which
is O(10). While the comparison depends on the level of
optimization of the algorithms (we have not implemented the
TABLE I. Comparison of the accuracy of the Green’s function
measurements in 10-min calculations on a single core for the double-
expansion solver and the matrix solver. The parameters are U =
4, β = 50, μ = μ1/2 and we use the hybridization function of the
noninteracting system. 〈G〉 is the Green’s function averaged over
200 time points in the range [β/2 − β/10, β/2 + β/10] and 〈Gerr〉
corresponds to the average error in the same range. The last column
shows the parameter r = (〈Gerr〉matrix/〈Gerr〉double-exp)2, which is the
speedup achieved by the double-expansion method.
J −〈G〉 〈Gerr〉double-exp 〈Gerr〉matrix r
0.125 2.02 × 10−2 3.41 × 10−4 1.08 × 10−3 10
0.25 1.99 × 10−2 3.55 × 10−4 1.03 × 10−3 8
0.50 1.93 × 10−2 4.29 × 10−4 1.40 × 10−3 11
0.75 1.83 × 10−2 4.91 × 10−4 2.25 × 10−3 21
1.00 1.68 × 10−2 6.25 × 10−4 2.32 × 10−3 14
PS quantum number conservation proposed in Ref. [45] or
the sliding-window updates of Ref. [46] in the matrix code
simulations, nor have we made any efforts to optimize the
double-expansion solver), we believe that the segment-based
double-expansion solver is by construction more efficient.
In models with n  3 orbitals, where the double-expansion
introduces a sign problem, the situation may be different.
We next test the implementation with retarded interactions.
As was already mentioned, in the case of a retarded J (τ ),
the expansion in the retarded spin-flip and pair-hopping terms
produces a sign problem. Therefore, we first consider the sim-
plified model (37) where only the density-density interaction
is retarded, whereas the spin-flip and pair-hopping terms are
instantaneous. For this test, we assume a static interaction
U , so that the retarded density-density part arises from the
retardation of J (τ ). The same-spin density-density interaction
thus becomes U − 3J (τ ), implying Kα,σβ,σ (τ ) = −3KJ (τ ) for
α = β, and the half-filling condition is μ1/2 = 32U − 52Jscr.
For the frequency dependence, we take a single-boson
model with a screening frequency ωJ and a coupling strength
λJ , which corresponds to
J (ω) = Jbare + 2λ
2
JωJ
ω2 − ω2J
, (46)
and hence Jscr = Jbare − 2λ
2
J
ωJ
. In Fig. 8, we show results for
U = 4, μ = μ1/2, Jbare = 1, fixed Jscr = 0.4 and different
values of ωJ . In the limit of large ωJ , the results should
approach those for the frequency-independent parameters U
and Jscr (see inset of the bottom panel). Indeed, as seen in
the top panel of Fig. 6, the Green’s function approaches the
result for a static Jscr as ωJ → ∞, and the same is true for
the imaginary part of the self-energy at the lowest Matsubara
frequency ω1 = π/β (inset). Two-particle quantities, such as
the equal-time spin-correlation function 〈S2z 〉 (middle panel) or
the double occupancy 〈ni↑ni↓〉 (bottom panel) also approach
the correct values in the limit of a large screening frequency.
Aside from the calculations with instantaneous spin-flip and
pair-hopping terms, we also show the result from the simple
density-density approximation, which ignores the spin-flip and
pair-hopping contributions and treats only the (dynamical) Jz.
As is evident from the plots, these two approximations can pro-
duce quite different results. For example, the density-density
calculation exhibits a transition to an insulating high-spin
state at screening frequency ωJ ≈ 7, whereas the calculation
with instantaneous spin-flip and pair-hopping terms yields a
metallic solution down to ωJ = 1.
Finally, let us quantify the effect of the retarded spin flips
and kinks. To simplify the calculations, we switch off the
pair-hopping terms and show the results after one iteration
starting from a metallic solution (noninteracting hybridization
function for β = 50). We consider a model with U = 4,
Jbare = 1, and Jscr = 0. Table II shows the average order of
instantaneous and retarded XX pairs, ninst and nret, as well
as the average sign, for screening frequencies ωJ = 2 and
10 and different inverse temperatures β. An instantaneous
XX pair is either a S or S† operator, while Jret can connect
different types of X operators. The average number of kink
operators Xαβσ Xβασ (a subset of the retarded operators) is listed
as nkink. The sign drops exponentially with β and, at least in
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FIG. 8. (Color online) Green’s functions and local observables
for U = 4, Jbare = 1, Jscr = 0.4, and different screening frequencies
ωJ (μ = μ1/2 and β = 25). Results for the static limit ωJ → ∞ (U =
4, J = Jscr = 0.4) are also shown (horizontal bars in the bottom two
panels) or subtracted (top panel). The curves labeled by J are from
simulations which include instantaneous spin-flip and pair-hopping
terms (with J = Jscr), while the curves labeled by Jz are for the
density-density approximation. Insets: Im at the lowest Matsubara
frequency (top panel), and J (ω) on the real-frequency axis (bottom
panel).
TABLE II. Average signs and perturbation orders for a simulation
with instantaneous spin flips and retarded XX operator pairs, U = 4,
Jbare = 1, and Jscr = 0. ninst is the average number of spin-flip (S or
S†) operators, while nret is the average number of XX operators linked
by Jret(τ ). nkink corresponds to the subset of kink operators Xαβσ Xβασ .
ωJ β sign ninst nret nkink
2 1 0.6768 0.379 1.106 0.451
2 2 0.2807 1.139 2.805 0.821
2 3 0.1036 1.913 4.472 1.108
2 4 0.0366 2.665 6.015 1.326
2 5 0.0127 3.397 7.455 1.500
10 1 0.6369 0.432 1.263 0.501
10 2 0.2093 1.388 3.252 0.918
10 3 0.0623 2.363 5.062 1.206
10 4 0.0196 3.290 6.760 1.421
10 5 0.0064 4.175 8.426 1.601
the temperature range considered, faster than exponentially
with the average order of retarded XX pairs. This limits the
simulations of the full model to high temperatures. In the
following, we will therefore focus on the simplified model,
with only instantaneous spin flips and pair hoppings.
IV. RESULTS
A. Two-orbital model with static interactions
We first consider the model with static interactions U = 5,
J = 56 and U = 8, J = 86 , respectively, and plot the average
perturbation orders for the hybridization, spin-flip, and pair-
hopping terms as a function of filling (per orbital and spin)
in Fig. 9. Near half-filling, and for the stronger interaction
also near quarter-filling, the average hybridization order, and
hence the kinetic energy, is suppressed. This suppression
appears to be related to the spin-freezing phenomenon [6].
As was shown in previous studies [30,47], also the two-orbital
model (both with and without spin-flip and pair-hopping terms)
exhibits a bad metallic state with “frozen” local moments in
a certain filling range close to half-filling and quarter filling.
The downturns near filling 14 and
1
2 in the hybridization order
coincide with the onset of this spin-freezing regime (see Fig. S3
in Ref. [30] and Fig. 12 in Ref. [47]).
While the pair-hopping order shows a similar down-turn,
which is also explained by the appearance of S = 1 moments,
the spin-flip order increases systematically with filling and
takes its largest value in the half-filled Mott insulator. This is
because for J > 0, the Mott insulator is dominated by high-
spin states with one electron in each orbital. While the spin-flip
operators can act on some of these spin-triplet states, the pair-
hopping operator cannot. The situation would be opposite for
J < 0.
If the crystal-field splitting  is increased in the half-filled
high-spin Mott insulator, one either observes a first-order
transition to the low-spin insulator (at large U ), or first a
transition into a strongly correlated metallic state, followed
by a second transition to the low-spin insulator [13]. For
the latter case (U = 5, J = U/6, β = 50), we plot the
different perturbation orders and the orbital polarization as a
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FIG. 9. Average perturbation order for nh, nsf, and nph as a
function of filling (per spin and orbital) for U = 5,8 and J = U/6
(β = 50).
function of  in Fig. 10. The hybridization order nh increases
after the transition into the metal since it is proportional to
the kinetic energy, and becomes very low in the orbitally
polarized low-spin insulator. The spin-flip order nsf remains
approximately independent of  in the high-spin insulator,
decreases continuously with increasing  in the metal, and
then drops to very small values in the low-spin insulating
phase. The average pair-hopping order nph, which is very
low in the high-spin insulator, grows with increasing orbital
polarization in the metal phase, and then jumps to a maximum
value on the insulating side of the metal low-spin insulator
phase boundary. While nph is large in the low-spin insulating
phase, it decreases with increasing  because the population
of the higher orbital with two electrons becomes increasingly
costly.
B. Two-orbital model with dynamically screened J
In this section, we present results for a two-orbital model
with static U and dynamically screened J . To avoid the sign
problem associated with retarded spin-flip or pair-hopping
terms, we only treat the Jz component dynamically [Jz(ω) =
J (ω)] and approximate the spin-flip and pair-hopping terms
with a static Jscr = J (ω = 0). (The double-expansion al-
0
2
4
6
8
 10
 12
 0.6  0.8 1  1.2  1.4  1.6  1.8 2
HS insulator LS insulatormetal
〈n h
〉
Δ
0
2
4
6
8
 0.6  0.8 1  1.2  1.4  1.6  1.8 2
〈n〉
Δ
sf
ph
0
 0.4
 0.8
 1.2
 1.6
2
 0.6  0.8 1  1.2  1.4  1.6  1.8 2
〈n 1
−
n
2〉
Δ
FIG. 10. (Color online) Top two panels: Average perturbation
orders nh, nsf, and nph as a function of the crystal-field splitting
 for U = 5 and J = U/6 (β = 50). The lowest panel shows the
orbital polarization n1 − n2.
gorithm for this simplified two-orbital model has no sign
problem for arbitrary filling because of the even perturbation
orders in Jscr, and the exponential form of the retarded
density-density contribution to the configuration weights.)
For the frequency dependence, we adopt the single-boson
model (46). Since we will be interested in particular also in
negative Jscr, our calculations may be viewed as simple model
calculations for the alkali-doped fullerides. In these materials,
the effectively negative Jscr favors a low-spin state containing
an intraorbital electron pair, which has been argued to drive
the s-wave superconductivity next to the Mott insulating phase
[33–35]. Here, we will not study superconductivity (for a brief
discussion of technical aspects related to simulations in the
superconducting phase, see Appendix C), but the spin-state
transitions which occur as Jscr is varied.
The top panel in Fig. 11 plots 〈S2z 〉 for a half-filled model
with U = 4, unscreened Jbare = 1, screening frequency ωJ =
2 and several values of Jscr in the range −0.2 < Jscr < 0.5.
The curve labeled by “J ” shows the results of simulations with
(static) spin-flip and pair-hopping terms. For sufficiently large
Jscr, the half-filled system is in a high-spin insulating state
and 〈S2z 〉 ≈ 1. Around Jscr = 0.43, a transition to a metallic
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FIG. 11. (Color online) First two panels: 〈S2z 〉 as a function of
Jscr for U = 4, Jbare = 1, ωJ = 2 (first panel) and ωJ = ∞ (second
panel), μ = μ1/2, and β = 25. Both results for the simplified model
with static spin-flip and pair-hopping terms (“J ”) and for the density-
density approximation (“Jz”) are shown. Third and fourth panels:
average perturbation orders for the spin-flip and pair-hopping terms
in the simulation with ωJ = 2 (third panel) and ωJ = ∞ (fourth
panel).
phase occurs, and this phase is stable down to Jscr ≈ −0.13.
Only for screened values below −0.13 do we find a low-
spin insulating phase. The curve labeled by “Jz” shows the
results obtained from the density-density approximation (no
spin-flip and pair-hopping terms). Consistent with Fig. 6,
the stability range of the high-spin insulator is enhanced in
the Jz approximation. On the other hand, the transition to the
low-spin insulator occurs at almost the same Jscr as in the
calculation with spin flips and pair hoppings. This is because
in the range −0.2  Jscr  0.2 the average perturbation order
for pair hoppings and spin flips is very low, as shown in the
third panel. Note that in the simplified model, Jscr is used for
the spin-flip and pair-hopping terms, while the density-density
part is dynamical (i.e., approaches Jbare at high frequencies).
This explains why for small negative Jscr, the spin-flip order is
slightly larger than the pair-hopping order. It also explains the
drop in the perturbation order across the transition from the
metal to the high-spin insulator: The simplified model breaks
the spin SU(2) symmetry and hence the threefold degeneracy
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FIG. 12. (Color online) 〈S2z 〉 as a function of Jscr for U = 4,
Jbare = 1, ωJ = 2, μ = μ1/2, β = 25, and different screening fre-
quencies ωJ .
of the high-spin states. In the high-spin insulating phase, the
weights of the states |↑↑〉 and |↓↓〉 dominate. Consequently,
across the transition into the high-spin insulating state, the
weights of the states |↑↓〉 and |↓↑〉 decrease. Since the spin-flip
operators act on these states, the spin-flip perturbation order
decreases as one enters into the high-spin insulating phase.
For comparison, we also show the results for the static limit
(ωJ = ∞) in the second and fourth panels. As expected, the
high-spin insulator becomes less stable since the transition
occurs at Jscr < Jbare. The transition to the low-spin insulator
exhibits a rather large difference in the critical Jscr between
the J and Jz approximations. This can be ascribed to the fact
that the average perturbation orders for the pair-hopping and
spin-flip interactions become larger compared to the ωJ = 2
case. In the Jz approximation, the metallic solution is stabilized
in the vicinity of the transition to the low-spin insulator. This
result is qualitatively similar to the behavior of the Holstein-
Hubbard model near the transition to the bipolaronic insulator,
where a large screening frequency stabilizes the metallic phase
(see, e.g., Fig. 2 in Ref. [27]). One can explain this correlation
effect by translating the frequency-dependent density-density
interaction into an effective bandwidth reduction [48].
In the calculation with spin flips and pair hoppings, the
effect of ωJ on the critical Jscr for the transition to the
low-spin insulator is much smaller (the transition occurs at
almost the same Jscr for ωJ = ∞ and 2). This seemingly small
effect is due to a compensation between the above-described
stabilization mechanism for the metallic solution and the
increase of the pair-hopping perturbation orders, which favor
the insulating solution.
For the calculation with spin-flip and pair-hopping terms,
we plot 〈S2z 〉 for different screening frequencies ωJ in Fig. 12.
With decreasing ωJ (4), the transition to the low-spin
insulator shifts to less negative values of Jscr, while the critical
value for the transition to the high-spin insulator shows a
nonuniform behavior. Also, in the limit of small ωJ , the
transition to the low-spin insulator is marked by a large jump
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FIG. 13. (Color online) Phase diagram in the space of Jscr and ωJ
for U = 4, Jbare = 1, μ = μ1/2, and β = 25. The rectangle at ωJ = 1
indicates the parameter values for “fullerene compounds” (see text).
in 〈S2z 〉. The dependence of the phase boundaries on ωJ is
plotted over a wider range of ωJ in Fig. 13. As ωJ is reduced
from the large-frequency limit, both phase boundaries shift
to smaller Jscr because the increasing effect of the Jbare = 1
on fast spin fluctuations stabilizes (destabilizes) the high-spin
(low-spin) insulator. At smaller ωJ , the band renormalization
effect, which enhances the stability of the low-spin insulator,
reverses this trend.
While a discussion of fullerene compounds based on results
for a two-orbital model is dangerous, because the fullerides are
three-orbital systems, it is still interesting to comment on the
realistic values of ωJ , Jscr, and U , if translated to the current
setup (with bandwidth 4): ωJ ∼ 1, Jscr between −0.15 and
−0.1, and U ∼ 5–10 [35,41]. Our results in Figs. 12 and 13
suggest that the alkali-doped fullerides are located near the
transition between the metal and low-spin insulator (see box
in Fig. 13), in agreement with experiments [49–55].
The effect of a larger U on the phase diagram of Fig. 13 is
to enhance the stability region of the high-spin insulator, and
to a lesser extent also of the low-spin insulator. For example,
for U = 6, the transitions to the high-spin (low-spin) insulator
occur at Jscr = 0.13 (Jscr = −0.07) for ωJ = ∞, and at Jscr =
0.06 (Jscr = −0.03) for ωJ = 2.
V. CONCLUSIONS AND OUTLOOK
We have presented a double-expansion algorithm for
multiorbital impurity models which combines a hybridization
expansion with a weak-coupling expansion for the spin-flip
and pair-hopping terms. This algorithm is based on the eco-
nomical segment representation and avoids computationally
expensive matrix multiplications. By construction, it performs
particularly well in the regime of weak Hund coupling.
A main motivation for introducing this algorithm is the
ability to treat dynamically screened J (ω). We have explained
the Monte Carlo procedures for the sampling of retarded
density-density, spin-flip, and pair-hopping terms. In practice,
however, the sign problem associated with retarded spin flips
and pair hoppings forced us to consider a simplified model, in
which only the Jz component is treated as dynamical, while
spin-flip and pair-hopping terms are approximated as static
operators. This approximation allows sign-free simulations
of the two-orbital model, and to explore the effect of a
dynamically screened J (ω) in a setup which recovers the
rotationally invariant interaction in the limit of large screening
frequency.
Extending our formalism to models with more than two
orbitals requires additional Monte Carlo moves which change
the “winding number” of configurations (Appendix A). These
updates will introduce negative weight configurations even in
the case of the simplified model. Keeping track of the complex
topology of the segment configurations for models with more
than two orbitals becomes challenging. It may thus be simpler
to pursue an alternative approach, which is not as efficient
as the segment-based algorithm, but more flexible and easier
to implement: As explained in Appendix B, one can rewrite
the spin-flip and pair-hopping operators using auxiliary spin
variables. In combination with the hybridization expansion
algorithm in the matrix formulation and a weak-coupling ex-
pansion in the spin-flip and pair-hopping terms, this auxiliary
field sampling will allow to generate configurations with an
odd number of operators and, hence, nonzero winding number.
However, the physical configurations are in this approach
always combined with fictitious ones, whose contributions to
the Monte Carlo measurements average to zero, but exacerbate
the sign problem.
On the application side, we have presented results for
the spin-state transitions in a two-orbital model with static
U and dynamically screened J (ω). These results show that
our simplified model with static spin-flip and pair-hopping
terms produces results which differ significantly from the
density-density approximation near the transition to the high-
spin Mott insulating state. On the other hand, the transition
to the low-spin insulating state occurs at small negative Jscr.
Because of this, the perturbation orders for the spin-flip and
pair-hopping terms are small, which results in almost identical
transition points as in the density-density case. At least in our
single-boson model, the low-spin insulating phase is stabilized
significantly in the limit of low screening frequency ωJ .
Choosing realistic parameter values for fullerides, we find that
within our two-orbital description, the system is on the verge of
the transition from the metal to the low-spin insulating phase.
Because of the relevance of multiorbital models with over-
screened J for the physics of alkali-doped fullerides, an inter-
esting future application will be the study of superconductivity
in this model. In particular, it will be possible to investigate
the effect of the frequency-dependent Hund’s coupling on the
properties of the superconducting state. To map out the stability
regions of superconducting or other symmetry-broken phases,
it is sufficient to measure appropriate susceptibilities in the
symmetric state, using the algorithm discussed in this paper.
In order to enter the superconducting phase, additional Monte
Carlo updates are needed. We briefly discuss this issue in
Appendix C. Testing the efficiency of the proposed method
in the superconducting state is an important and interesting
future problem.
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APPENDIX A: THREE-ORBITAL MODEL
For multiorbital models with more than two orbitals,
the updates described in Sec. II C are not sufficient for an
ergodic sampling. This is because configurations with nonzero
“winding number” contribute to the partition function, and
these configurations cannot be generated by the insertion and
removal of operator pairs SS†, S†S or PP †, P †P . We will
focus the discussion here on the three-orbital case and the
spin-flip operators; the generalization to more orbitals and to
the pair-hopping case is straightforward.
In the three-orbital context, it is natural to work with the
spin-flip operators Sαβ = c†α↓cβ↓c†β↑cα↑ (α,β = 1,2,3 and α =
β). The number of these operators will be denoted by nS . An
example of a nS = 3 configuration with operators S32, S21, and
S13 is illustrated in the top panel of Fig. 14.
To produce this configuration, we can start from a neigh-
boring S32, S23 pair of spin flips as shown in the bottom panel.
These operators define an interval of length lmax in which
we randomly choose the time τ . We then propose to insert a
spin flip S21 at τ , and simultaneously replace the S23 operator
by an S13 operator. The proposal probability for this move is
pprop(nS → nS + 1) = 1nS dτlmax . (Of course, the configuration in
orbital 1 must be compatible with this operator insertion and
operator replacement, otherwise the move is rejected.) For
3↑
3↓
2↑
2↓
1↑
1↓
0 β
S32
S13
S21
3↑
3↓
2↑
2↓
1↑
1↓
0 β
S32 S23
lmax
τ
FIG. 14. Top panel: Configuration with nS = 3 spin flips and
nonzero winding number in the three-orbital model. Bottom panel:
Configuration with nS = 2 spin flips from which the configuration
in the upper panel can be obtained using the procedure described in
Appendix A.
the inverse move, we randomly select a spin-flip operator and
propose to remove it by simultaneously changing the type of
the spin-flip operator to the right. In this case, the proposal
probability is pprop(nS + 1 → nS), and the ratio of acceptance
probabilities becomes
R(nS → nS + 1) = −nSlmaxJ
nS + 1 . (A1)
Similarly, we could have proposed to insert a S13 operator
and to replace the S23 by an S21 (which is possible only if
the 1↑ state is occupied in orbital 1). Note the minus sign
in the acceptance ratio, which indicates that the sampling of
the configurations with nonzero winding numbers introduces
a sign problem.
APPENDIX B: AN ALTERNATIVE WAY TO PERFORM
THE DOUBLE EXPANSION: “AUXILIARY SPIN” METHOD
Here, we propose an alternative method to treat spin-flip and
pair-hopping interactions. For simplicity, let us consider static
spin-flip and pair-hopping terms. In the scheme discussed in
Sec. II B for the two-orbital model with static spin-flip and pair-
hopping interactions, the corresponding perturbation orders
are always even: The S operator is always paired with an S†
operator and the same is true for P and P †.
Alternatively, we can perform the simulation by introducing
auxiliary spins, similarly to the strategy employed in Ref. [57]
for the interaction-expansion impurity solver [58]. In this
alternative method, we rewrite an O operator (O = S,S†,P ,
and P †) as
O = 1
2
∑
sa=±1
˜Osa , (B1)
where
˜Osa = O + saγ I (B2)
with sa the auxiliary spin, γ a positive real number, and I
the identity operator. We then expand the partition function in
powers of the hybridization operators and the 12 ˜Osa operators
and perform the sum over the spin orientations sa = ±1 in the
Monte Carlo sampling.
In this scheme, in addition to the insertion and removal of
pairs of hybridization operators, we use the following updates:
(1) insertion and removal of 12 ˜Ssa (τs),
(2) insertion and removal of 12 ˜S
†
sa (τs),
(3) insertion and removal of 12 ˜Psa (τp),
(4) insertion and removal of 12 ˜P
†
sa (τp).
Note that, in this method, the perturbation order can be odd
because of the saγ I term. In evaluating the configuration
weights, if we employ the segment formalism, we have to
sum up the weights for 2N configurations with N being
the total perturbation order of the 12 ˜Osa operators. This is
because at each ˜Osa vertex, we have the choice between O
and saγ I operators. It is easy to show that many of these 2N
configurations have zero weight. Therefore, in practice, we can
reduce the number of configurations in the calculation of the
weight. Another possibility is to employ the matrix formalism
[23]. In this case, each of the 12 ˜Osa operators can be represented
by a single matrix, and the summation of the weights over
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2N configurations can be avoided. In practice, if we use a
block-diagonalized matrix representation and local conserved
quantities [44,45], we only need to apply the saγ I operator
to block-diagonalized matrices which contain nonzero matrix
elements of the operatorO. A larger γ improves the acceptance
ratio of the above-mentioned updates; however, a larger γ also
produces a larger number of samples with negative weight.
Therefore, one has to find the optimal value for γ , which will
depend on, e.g., the size of Jscr.
In the presence of retarded density-density interactions,
the configuration weight also contains a bosonic factor
(Sec. II D 1). In the auxiliary spin algorithm, we evaluate this
bosonic factor with the operatorsO instead of ˜Osa . This proce-
dure produces unphysical weights for configurations involving
saγ I operators due to an inconsistency in evaluating the local
trace and the bosonic factor. However, these contributions will
average to zero in the Monte Carlo sampling, and thus we
still get correct thermal averages for the physical quantities.
Because of the “fictitious” weights involving saγ I operators,
it is clear that the auxiliary spin method will have a more
severe sign problem, and thus be less efficient than the scheme
described in Sec. II C. However, it circumvents the algorithmic
complexity originating from the increase in the number of
orbitals, as described in Appendix A.
APPENDIX C: SIMULATIONS IN THE
SUPERCONDUCTING STATE
In a simulation of a symmetry-broken phase, we sometimes
need special updates in addition to the updates used in
the simulation of the normal phase, as was pointed out in
Ref. [59]. For example, let us consider the case of s-wave
2↑
2↓
1↑
1↓
0 β
P
↑↓Δ2 †
↑↓Δ1
Hhyb
Hhyb
†
FIG. 15. Illustration of a configuration with one pair-hopping
operator and two anomalous hybridization functions ↑↓α which
contributes to the partition function of a two-orbital model with
intraorbital singlet pairing. This configuration can be obtained from
the one with two full lines in orbital α = 1 by the procedure described
in Appendix C.
superconductivity in a two-orbital model with a negative
static Jscr. A negative Jscr favors intraorbital singlet pairing
[33–35,60]. To sample this superconducting state, one will
need additional updates such as the insertion and removal of
a P [P †] operator and two anomalous hybridization functions
(see Fig. 15). These anomalous hybridization functions corre-
spond to twoHhyb operators with flavor (1,↑) and (1,↓) [(2,↑)
and (2,↓)] and two H†hyb operators with flavor (2,↑) and (2,↓)
[(1,↑) and (1,↓)]. Alternatively, one could think of an update
in which one instantaneous P [P †] operator is replaced by two
Hhyb operators with flavor (2,↑) and (2,↓) [(1,↑) and (1,↓)]
and two H†hyb operators with flavor (1,↑) and (1,↓) [(2,↑) and
(2,↓)].
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