With the increasing domain and widespread use of wireless devices in recent years (mobile phones, Internet of Things, Wi-Fi), the electromagnetic spectrum has become extremely crowded. To counter security threats posed by rogue or unknown transmitters, we must identify RF transmitters not only by the data content of the transmissions but also based on the intrinsic physical characteristics of the transmitters. RF waveforms represent a particular challenge because of the extremely high data rates involved and the potentially large number of transmitters sharing a channel in a given location. These factors outline the need for rapid fingerprinting and identification methods that go beyond the traditional hand-engineered approaches. In this paper, we investigate the use of machine learning strategies to the classification and identification problem. We evaluate four different strategies: conventional deep neural nets, convolutional neural nets, support vector machines, and deep neural nets with multi-stage training. The latter was by far the most accurate, achieving 100% classification accuracy of 12 transmitters, and showing remarkable potential for scalability to large transmitter populations.
802.22, ISA100a, ISM, NFC, 6LoWPAN, UWB, IEEE's Wi-Fi 802.11, Wireless HART, WirelessHD, WirelessUSB, ZigBee, Z-Wave).
Many RF devices are unsecured for a variety of reasons [1] [2] [3] . It is thus imperative to solve the security vulnerabilities or identify and counter the potentially targeted attacks. Vulnerabilities in the broader sense not only include attacks to the devices, but also false impersonations of these devices, for example, by rogue transmitters. The rapid identification of threats from unknown signals is of paramount importance. Development of accurate identification methods could also lead to better schemes for signal separation in a crowded environment and the mitigation of problems associated with RF interference due to the overlap between different bands. Conventional techniques such as switching frequency bands are insufficient because instead of solving the problem at the root, it tries to create a stop-gap solution.
For identification of threats to aircrafts, Radar Warning Receivers (RWR) typically analyze RF frequency, pulse width, pulse-repetition frequency, modulation (chirp or binary code) on pulses, CW modulations and antenna scan characteristics. In RWR systems, the computer determines the closest fit of these parameters to those found in a threat identification table to yield an identification [4] , [5] . RWR systems do not use identification algorithms that go far beyond schemes based on pattern and parameter matching of hand-selected features. Thus, it makes sense to explore more sophisticated, intelligent techniques.
In recent years, the field of artificial intelligence (AI) has rapidly grown in popularity due to the development of modern machine learning (ML) techniques, such as deep learning (DL). For example, DL successfully learns complex internal representations of data, and in the process produces detectors for discriminative features at a fine granularity that are impossible to do by hand (or with an expert in the loop). Applications of DL to image and speech recognition in everyday life situations are now increasingly common. While ML is widely used in some RF domains such as RF component and circuit design [6] [7] [8] , little work has been done to explore the connection between RF signal processing and ML. In RF applications, particular challenges exist with using data-driven ML techniques to learn systems, including the numerous transmission protocols and the large amounts of data produced by large bandwidths and high data rates. In this study, we examine and extend ML approaches for the RF spectrum domain to develop practical applications in emerging spectrum problems, which demand vastly improved discrimination performance over today's expert-engineered RF systems. Fig. 1 . ML techniques can learn to identify RF signals based on intrinsic characteristics caused by hardware imperfections. We train the system with a dataset with RF In-phase and Quadrature (I/Q) samples and their corresponding labels. We then incrementally train the system to identify new RF signals.
II. PROBLEM DESCRIPTION Current RF identification techniques are based on software and firmware signatures, which are vulnerable to spoofing. More advanced techniques utilize expertly selected discriminable physical characteristics to confirm identity. However, techniques based on manual feature selection fail to achieve the desired discrimination accuracy.
DL techniques have achieved excellent performance in vision [9] and speech [10] problems by learning features similar to those learned by the brain from sensory data. Recently, it has been shown [11] [12] [13] that ML of RF features has the potential to transform spectrum problems in a way similar to other domains. In RF devices, hardware imperfections due to different factors such as solder variation, MMIC fabrication imperfections, tolerances on passive (e.g., resistors, capacitors) and active (e.g., amplifiers) devices, impart intrinsic signaling characteristics on top of digital modulations. ML schemes should be capable of data-driven learning of the appropriate features to describe RF signals and associated properties. In this paper, we focus on the feature extraction and learning problem from RF signals ( Figure 1 ). We propose a novel approach to learning RF features and compare it to various current state-of-the-art ML tools.
We investigated the following techniques for RF fingerprinting as applied to the classification and identification of RF Orthogonal Frequency-Division Multiplexing (OFDM) packets in the time domain [14] : [15] , [16] . Our novel MST approach achieves the highest accuracy across a broad range of conditions, including exposure to a more limited training dataset. We validate our methods on experimental data from 12 different OFDM transmitters.
III. RELATED WORK
The use of physical-layer device identification has been suggested for both security and network management objectives. It has been proposed for intrusion detection [17] [18] [19] , access control [20] , [21] , wormhole detection [22] , cloning detection [23] , [24] , malfunction detection [25] , secure localization [26] , rogue access point detection [27] , etc. It has also been discussed as one of the main hurdles in achieving anonymity and location privacy [28] , [29] . With the ubiquity of IoT and Bring Your Own Device (BYOD) trending in office spaces across the digital world, tracking wireless devices and their unique identification has essentially been a must for IT management and setting Acceptable User Policies of today's workspace [30] .
Wireless platforms for which physical-layer identification has been shown to be feasible include HF Radio Frequency Identification (RFID) transponders, UHF (CC1000) sensor nodes, radar, analog VHF transmitters, IEEE 802.11 and 802.15.4 (CC2420) transceivers [31] [32] [33] .
Traditional approaches to RF Finger-printing (RFFP) have been more of an art than a science. Previous works on RFFP has utilized Subject Matter Expertise (SME) to hone in on RF transmitter imperfections in their analog circuitry introduced during manufacturing [21] , [34] . Channel Impulse Response and Amplitude Modulation Stimulation has been studied to detect and identify both transmitters and passive receivers [21] , [35] . Channel State Information (CSI) has been previously proposed to uniquely identify transmitters at a specific geolocation [36] [37] [38] . These traditional signal processing aided techniques do not scale to identify 100s or 1000s of devices from the same manufacturer and the same model either due to the requirement of a feedback channel and/or a geolocation information.
ML approaches such as SVMs aided with SME have been utilized to uniquely identify 100 low-cost Wi-Fi transceivers [33] . However, the technique still requires users to identify and feed the ML engine its controllables and observables to get excellent classifications (e.g., knowing to look for Scrambling Seed to identify unique descrambler properties, Frame Transient to identify OFDM Synthesizer etc., which requires SME knowledge). Furthermore, even though features such as constellation error vectors, channel state information, decoding metrics, or transmit spectrum have been used for RFFP before and have achieved good performance, some of these features are more affected by the environment than by the device imperfections. Environment distortions are harder to label and classify as many factors impact the environment calibration -how the transmission responds to different fading channels, interference present in the channel, and receiver quality used to collect and observe the data distortions. Scalability is another issue faced by researchers trying to identify every possible combination of the transmitter and potential environment pair [11] , [30] .
Previous efforts have tried to study the scalability issue of using ML approaches to the Command and Control (C2) of RF transmitter nodes. All of these approaches, however, put emphasis on algorithms and expert-driven control techniques and weren't data driven or were focused on optimizing small embedded devices [39] , [40] . DL techniques applied to Image Classification, Speech and Digit Recognition, and new language synthesis between auto-bots have been hugely successful compared to any previous efforts [41] . DL applied to study social network and graph classification use either softmax output layer or consist of ensemble of binary onevs-all classifiers; the former is hard to extend and the latter lacks parameter sharing [42] . This work focuses on evaluating various DL approaches applied to study RF domain and rank their scalability and performance using a methodical and repeatable real-world experimentation and COTS WiFi transceiver platform.
To the best of our knowledge, the first efforts using DL to label [11] [12] [13] and synthesize RF waveforms [43] focused on a small number of modulation classes with synthetic and/or limited channel distortion efforts on the RF signal of interest. The overall goal of RF learning is to understand any RF signal in the wild and identify one from another with high accuracy in a real world scenario. This effort is a first step towards a more comprehensive study of RF domain using a scalable DL technique that is part of our future work.
IV. ALGORITHMS
To demonstrate the ability of ML to learn features from RF signals, we created models that can identify and distinguish different known transmitters, and recognize unknown transmitters to a high degree of accuracy. We investigated four different algorithms: SVM, CNN, DNN and MST. SVM has two configurations, for a total of five different analyses. Hyper parameters were chosen by running many different configurations for each algorithm, and choosing the configurations with the best cross-validation outcome. We note that SVM results in particular were not highly dependent on hyper parameters.
A. Support Vector Machines
We used the SVM implementation found in Weka [44] . We used Platt's Minimization Optimization (SMO) algorithm [45] to compute the maximum-margin hyperplanes. We tested with both the (a) PolyKernel and (b) the Pearson VII Universal Kernel (PuK) [46] . PuK is known to be more effective than PolyKernel, but the Weka implementation is extremely memory-intensive, and was unable to handle our dataset. 1
B. Deep Neural Nets
To set a baseline for neural net models, we used a simple DNN with two fully-connected hidden layers, each with 128 nodes. We used rectified linear units (ReLU) as nonlinearity in the hidden layers and sigmoid transfer function in the output layer. We used a mini-batch size of 32 and an Adam optimizer for training. We used the first-order stochastic gradient during the back-propagation part of the training phase.
C. Convolutional Neural Nets
Our CNN model is composed of two convolutional layers and one fully connected hidden layer. The first convolutional layer had 64 filters of size 8 × 2, followed by max-pooling layer with 2 × 2 pool size. The second convolutional layer had 32 filters of size 16 × 1, followed by max-pooling layer with 2 × 1 pool size. The fully connected layer had 128 nodes and ReLU non-linearity. As in the DNN case, we used a sigmoid transfer function for the output layer. We used the first-order stochastic gradient during the back-propagation part of the training phase. While not implemented in this work, in general, the outputs of a stage can be fed into inputs of any higher stage (e.g., outputs of stage 4 could be fed to stage 9 in addition to stage 5). A front-end can also be added to process the input prior to reaching the first stage.
D. Multi-Stage Training (MST)
We developed the MST method to handle large datasets with limited computing resources in image noise identification and removal [15] , [16] . Here we apply it to the RF identification problem for the first time. MST is an alternative method to achieve efficient deep learning for large nets with fewer computational resources. We begin by reviewing the operational principle of MST because it is relatively unknown compared to other ML methods.
1) Training Neural Networks by Multiple Stages:
In MST, we perform training in multiple stages, where each stage consists of one or more multi-layer perceptrons (MLP), as shown in Figure 2 . The hierarchical strategy drastically increases the efficiency of training [15] , [16] . Instead of building a single complex model that can perform well on all variations of input data, we create multiple simpler models such that each simple model performs well only on a part of the variations in input data.
Using subsequent stages, the area of specialization of individual models is gradually broadened. The process of reaching a more global minimum becomes much easier after the first stage, since models in the following stages search for combinations of partial solutions of the problem rather than directly finding a complete solution using the raw data.
MST performance is dependent on the diversity of areas of specialization between models. Thus, training tasks are distributed in a way that minimizes redundancy between models. Figure 3 illustrates the concept for a toy model. This strategy is more computationally tractable than training one large MLP, and can drastically simplify the approach to deep learning. We use simple MLP models in the first stage, each trained on a batch consisting of a small part of the training dataset. For example, a training dataset consisting of N training samples can be divided into 20 batches with N/10 samples each, noting that batches can have common training samples. For an MST with M MLPs in the first stage, we divide the MLPs into groups of M/20 MLPs, where we train each group using one of the batches. The batches are selected by shuffling the order of samples in the training dataset, and using an overlapping sliding window to select sample subsets as illustrated in Figure 4 . This ensures a unique subset of samples in each batch, and that each sample is present in training. The appropriate number and size of batches are hyper parameters that can be determined empirically. We progressively increase the batch size at higher stages, and typically decrease the input dimension to each stage. For example, the configuration used herein has stage 1 MLPs with an input size of up to 2,048. Stage 2 MLPs have an input size of 60, which equals the number of MLPs in the first stage. Note that batch division is only used in the training phase. Once a stage is trained, the weights of its MLPs are fixed and the entire dataset is propagated forward through each MLP into the next stage. A separate division process is then performed on the propagated dataset, where a new batch size and number is determined for the new stage. Additionally, by systematically assigning specific stopping criteria to each stage, we gain a level of control over how fast the overall system fits the data, resulting in better overall performance. For example, an MST can be designed with a few stages where we choose a small target error at the first stage and drastically decrease it at successive stages. Alternatively, we can choose a larger target error and slowly decrease it over more stages, depending on the complexity of the problem and the convergence properties of the training algorithm. 2) Second-Order Updates: Feed-forward neural networks such as MLP are typically trained by back-propagation, whereby first-order update rules iteratively update the weights. Second-order methods, such as Newton, Gauss-Newton or Levenberg-Marquardt (LM), yield better results, in fewer iterations than first-order methods [47] [48] [49] [50] [51] [52] [53] . MST uses the LM method.
MST offers important advantages over conventional DL algorithms because of reduced computational complexity arising from the hierarchical and distributive nature. This reduced complexity enables the use of second-order training algorithms on a much larger scale than typically possible.
Furthermore, MST capitalizes on the ability of second-order methods to yield more optimal stopping criteria in order to produce ANNs with better generalizing ability [15] , [16] . We leverage these advantages here for RF signal classification and identification.
3) Hyper Parameters: We used a 3-stage MST system with 60/30/30 MLPs per stage, and two hidden layers per MLP. Full configuration details are presented in [53] . We implemented MST in MATLAB using tansig (hyperbolic tangent) activation functions in the hidden layers and purelin (linear) in the output layers.
V. PERFORMANCE EVALUATION
We conducted experiments to demonstrate the applicability of each method to identify unknown transmitters, using training from a subset of the available data from twelve transmitters. Results demonstrate the ability for classification (Section V-C) and incrementally growing the network for novel transmitters (Section V-D).
A. Data Collection and Preparation
We collected our sample RF data from six different radios with two transmitters each, for a total of N t = 12 transmitters. The two transmitters in each radio share a reference oscillator and power supply but are otherwise independent (separate digital-to-analog converter, phase-locked loop, mixer, amplifiers and filters). We captured the RF data at 5 MSPS with an Ettus USRP N210 with WBX daughter card, and stored it using the name convention radio name _ transceiver number _ packet number .
We collected 12,000 packets total, 1,000 packets per transmitter. The packets used a proprietary OFDM protocol similar to IEEE 802.11a/g, with baseband sample rate of the transmitter of 1.92 MSPS (1.2 MHz bandwidth), 3.75 kHz subcarrier spacing, cyclic prefix length 20 samples, 302 subcarriers with QPSK modulation. The use of the proprietary OFDM protocol allowed pseudo-random values injected through a debug interface to the modem; no MAC address or other identification was included in the signal.
The same set of 1,000 packets were transmitted by each radio in randomized order. Each captured packet was represented by n = 10,000 time domain complex-valued I/Q data points. To reduce ambiguity in describing the data preparation and handling, we denote a time-domain data collection by the complex-valued vector
where n = 10, 000 is the number of time-domain points and f i ∈ C, i = 1, . . . , n.
For each signal packet, we detect the onset by thresholding the real value, (f i ), thereby skipping the first N o data points where | (f i )| < τ for some threshold 2 value τ > 0 chosen well above the noise, i < N o .We then use the next N data points in the waveform, to yield a signal vector g,
This method is referred to as wN, where N is varied (e.g., w32, w64, w128, w256, w512, w1024). For DNN, SVM and MST processing, we construct a vector v by concatenating the real and imaginary parts of g into a vector of length 2N: v = ( g 1 , . . . , g N , g 1 , . . . , g N ) .
For CNN processing, we treated real and imaginary parts as elements of a two-dimensional vector and the input to the network formed as a sequence of N of these vectors.
Given that we have a general goal of building accurate models with as little training data as possible, we explored the effects of training the different ML techniques using different amounts of training vs testing data: 1) 90% of the data used for training and 10% for testing, for all values of N. We denote this experiment as 90/10. 2) 10% of the data used for training and 90% for testing, for all values of N. We denote this experiment as 10/90. For our dataset of 12 transmitters, each with 1,000 packets captured, 90% of data corresponds to 10,800 packets and 10% of data to the remaining 1,200 packets.
B. Metrics
Let the operator == be defined such thatỹ i == y i yields 1 ifỹ i and y i are identical and 0 otherwise. We define Accuracy as the percentage of correctly identified RF IDs for all samples in the testing dataset (samples not used in training the model):
where y i is the true RF ID of sample i andỹ i is the ID estimated by the ML algorithm.
C. Basic Classification
In this section, we test the ability to accurately distinguish between a number of known transmitters. Training was conducted using a percentage of the signals from the twelve transmitters (12,000 signals total). Given a new signal (not used in the training phase), the task consisted of identifying which transmitter it belongs to. Figure 5 presents the results for MST, CNN, DNN and SVM methods where 10% or 90% of the data were used for training. The remaining signals that were not used for training were used for testing. MST performed better under all conditions, and remained highly accurate even when trained using far less data (10/90).
We first report CPU time for typical calculations. To show how different strategies compare when it comes to training time, we measured the CPU time required to train each method for the w32, 10/90 dataset. The results are presented in Table I with the corresponding accuracy. MST training was performed with MATLAB, on an Intel Xeon E5-2660 v3 @ 2.6 GHz. We used the GPU version of TensorFlow to train the CNN and DNN models. The training was done on nodes with Nvidia K40m GPUs. Figure 6 shows confusion matrices as obtained from four models using w256 data segments, and 10% of the data for training. The LM MST method outperformed other methods. Given that w256 represents a relatively high-information model, it is rather surprising that the SVM, CNN and DNN models were unable to achieve high accuracy. In contrast, MST had nearly perfect accuracy (98.7%), hence the appearance of an identity matrix. 1) SVM: In most cases, the SVM method underperformed relative to other methods. As expected, the SVM PuK kernel obtained markedly better results than the PolyKernel, but did not obtain the accuracy of MST and also failed to build models for the larger datasets.
2) DNN and CNN: There is a contradictory effect of the segment length on the performance between the DNN and CNN systems. In the former case, the performance decreases as the length of the segments grows while we observe the opposite effect with the latter. We believe that various artifacts affect the signal in increasing number of combinations with the growing length and the DNN model is not robust enough Fig. 6 . These confusion matrices represent the labels for the 12 transmitters, 10/90 w256, as classified for the algorithms: SVM (PolyKernel), DNN, CNN, and MST. MST achieves 98.7% accuracy when trained on only 10% of the data. Note that confusions are more likely between each pair of transmitter on the same radio (i.e., Tx1 and Tx2) than they are likely from one radio to another because multiple transmitters on the same radio share a power supply and reference oscillator. MST, however, appears to be largely insensitive to this characteristic over the range of parameters investigated.
to account for this variability. The CNN model applies filters locally and also incorporates the pooling mechanism, which we believe make it more robust. Also, the longer the length of the input segments, the more device-specific patterns can be learned by the convolutional filters. Finally, the CNN model has more parameters and requires more data to achieve good performance, which explains the worse performance for the short segments.
The performance of both DNN and CNN models degrade significantly under the condition of limited training data. Our contrastive experiments also show that DNN training with limited amounts of data was much less stable in terms of the resulting accuracy.
D. Incremental Learning
We use the term incremental learning to refer to a special kind of transfer learning. In the case of ANNs, transfer learning typically refers to using the parameters of a model trained to perform task A as a starting point to be retrained and tuned to perform task B. In our case, we use incremental learning to refer to training a model to perform task A, and using it as a starting point for another model that performs tasks A & B.
Incremental learning tests the ability to extend the model to capture novel devices. Since the CNN and second-order MST methods outperformed DNN and SVM in many of the classification tasks, we limited our further investigations to the CNN and MST methods. 1) CNN: To avoid building a unique classifier per device and enable low-shot learning of new devices, for CNN we use Fig. 7 . Incremental learning using the CNN multi-label approach can achieve the same accuracy as the base model, when the chosen original transmitters are diverse (w128). Data points with higher accuracy correspond to more diverse transmitter combinations.
output nodes with sigmoid activations as used in multi-label classification. The advantage of this structure is that all device classifiers share the front-end layers. In fact, each device detector differs only in the rows of the weight matrix between the last layer and the output layer. Thus, adding a new device, which entails adding an extra output node, simply requires the estimate of one row of this weight matrix. Figure 7 compares the accuracy of incrementally-trained models. In these plots, we train the original model on a few transmitters, and then incrementally add the remaining transmitters into the incremental model. Each x value therefore has multiple y values, corresponding to the different n-choose-x subsets of original transmitters. Figure 7(a) shows the results of the original model, where the model is built on x transmitters and then tested against the same x transmitters. Figure 7(b) shows the results of the incremental model, where the model is built on n − k transmitters and then tested against all n transmitters. We annotate these models as x + k, where x is the number of transmitters in the original model, and k is the number of transmitters incrementally added.
When the original set of transmitters are more diverse, both original and incremental models perform significantly better than when the original set of transmitters are less diverse. For example, the incremental model (nTx = 10 + 2) can achieve equivalent accuracy to the original model (nTx = 12) when the original set of transmitters are more diverse. The conclusion we draw is that diversity in the original set allows the model to extract more general features that can capture a broader variety of incrementally-added transmitters.
The name of the transmitter is unrelated to diversity. Transmitters belonging to the same radio were treated as a pair, so the scenario combinations are 6 choose 5. The reason for that is to control for possible similarities shared by transmitters belonging to the same radio (see Data Collection and Preparation section). Data points corresponding to all combinations are included in Figure 7 . We note here that some data points are overlapping.
2) MST: For the MST method the computational complexity of the system is largely determined by the number of MLPs in the first stage for two reasons. 1) The size of the input vector is typically larger than the number of MLPs in any stage, whereas increasing the number of transmitters may require increasing the size of the input vector. Thus, first stage Thus, increasing the number of transmitters will require training more MLPs in the first stage, which will also increase the size of the input to the second stage. We designed the following experiment to test the ability of our method to use features learned from known transmitters to build representations for new transmitters. In this classification task experiment, only data from x out of n transmitters was used to train the first stage. We then introduced data from all n transmitters in the second and third stages. The remarkable system performance, shown in Table II , even for the challenging case of w32, 10/90 training with nTx = 6 + 6, establishes MST as a much better alternative than CNN. The ability to incrementally add 6 new devices knowing only 6 devices suggest that the MST-trained ANN possesses the scalability property. This scalability property will be critical for the expansion of the system to a larger number of transmitters, where only a small portion of transmitters would be needed to train the first stage. This will dramatically reduce the complexity of the system.
Note that the highest nTx = 6 + 6 results that we obtained with CNN was 84.8% (90/10) and 76.5% (10/90) as compared to 99.75% and 97.94% respectively for MST. MST and its second-order training approach clearly outperform the more traditional first-order approach.
VI. CONCLUSION AND FUTURE WORK
Our results show that a new DNN strategy based on MST training is well-suited for RF transmitter identification and classification problems. MST outperforms the state-of-the-art ML algorithms DNN, CNN and SVM in RFFP applications.
We also show that diversity in the training set is key to extracting broadly-applicable features and achieving high accuracy with incremental models.
We note that while the results are promising, this study should be viewed as a proof-of-concept study until it is extended to the more challenging conditions encountered in real-world busy environments. We need to test the robustness of the method with more transmitters, varying packets, noisy channels, under conditions of overlapping transmissions, interfering channels, moving sources (Doppler effect), jamming and other channel distortions.
Furthermore, current research in RF DL have not adequately addressed complex valued ANNs. Real and imaginary parts of RF signals are typically treated as two individual real valued vectors. Complex ANNs process the RF signal as one complex vector and might have some performance advantages over the typical approach. For example, complex valued activation function is better suited for training ANN on complex data than the more common sigmoid and rectified linear activation functions [54] . Using complex ANNs for RFFP will be explored in future work.
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