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근 비쿼 스 사 진 상 보에 다 가
고 에 라 고 트워 통 지 상 보,
득 매우 게 루어지고 다 나 비쿼 스, , .
트워 라고 컬어지는 지그비(ZigBee) 트워 에 상
원격지 상 니 링 시스 비 여 그 상당 다 질 것
상 고 다[1]~[7].
내에 는 보통신 강 에 걸맞게 통신 리 가 루어지고[8]
에 지그비 통신 내 도 고 다, [9]~[10].
지그비는 가격 사 가진 근거리 트워, ,
술 나 과IEEE 802.15.4 PHY MAC
상 과 규격 술 미 다(Protocal) [11]~[14].
지그비는 당시 어 리 역 원격검 원격 어 는,
원격 니 링에 맞 었 주 루어 지지 통신,
는 등 어 원격검 리 등에 가 과 시, ,
나 근 들어 지그비 트워 통 상 보 통신 가 날,
어 가고 다.
특 근 트워 비쿼 스에 심 지,
내 근거리에 사 는 지그비 트워킹 술 게 주 고100m
다 지그비 술 가 주도 는 라 에 나. IT839 3
트워 에 게 여 것 다- (U-Sensor) .
지그비는 낮 수 도 계 어 나
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리 도 수 간 사 수 고 지 간단 계가 쉽고 가,
경 갖 었다는 는 다 통신 식에 비 여 통신,
도가 낮 상과 같 실시간 어 운 다.
라 지그비 같 통신 도가 낮 트워 경에 과,
상 는 상 처리가 드시(Image Compression)
다.
상 상 에 재 는 통계 여 (Statistical
거 여 수 다 러 통계 근 산Redundancy) [15]. ,
여 변 차 스 변(DCT, Discrete Cosine Transform), (DPCM,
그리고 역 상 엔트Differential Pulse Code Modulation), (Subband)
등 다(Entropy Coding) [16]~[ 여 거 는 것만17].
는 수 는 다 얻 는 여. ,
닌 보 도 거 어 만 다 지만 통계 가 러 실. ,
드 동 람직 지 시각상(Loss Compression Mode) ,
질 가 다 냐 상에 시각 특징 리. ,
같 에 차가 생 다(Feature Edges) .
러 결 여 간 시각 시스 과 사 상,
웨 브 변 원 상 개, (Wavelet Transform)[18] ,
역 상 나눌 수 고 각 역별 고(Subband Image) ,
실 가능 진다 간 시각에 상 감 역 상. ,
거 여 고 에 질 어느 도 결 수 다 간.
시각 시스 에 연 에 간 눈 상 보 다수개,
역 여 다는 것 다 역들 각각 주 수 폭(Filter) [19].
거 타브 도 다 욱 공간 역(One Octave) . , (Spatial Domain)
에 상 다수 상 척 보 루어진다고 간주 다, (Scales) .
러 사실 근거 여 는 상 에 도 변, Marr (Intensity)
는 리 상 공간 지역 다는 건에 공(Localization)
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식 도 다(Formula) [20].
처럼 간 시각시스 과 사 상 주 수 보 공간 보
동시에 공 는 웨 브 변 상 에 매우 과
고 근 들어 웨 브 변 다 상도 상에 여러 가지,
고리 는 연 가 진 고 다 등 변 계[21]. Antonini
수 에 는 개 고[22], R. de Queiroz
는 웨 브 변 후 계수들 포맷 변 고 스 라, JPEG
는 다 에[23]. , Shapiro EZW(Embedded
과 에Zerotree Wavelet transform) [24] Said Pearlman
SPIHT(Set Partitioning In Hierarchical Trees) [25] ,
계수 집 트리 사 여 지 웨 브(Zerotree)
계수들 주 수 역간에 갖고 는 상 여 매우 우수 능
보 나 스 과 에 연산량 가 개,
연 가 진 고 다[26].
쿼드트리 고리 상 다 상도(Quadtree Decomposition)
얻 사 고 나 다 쿼드트리 는 변.
보다 상 간단 고 결과가 다 상도 역 상, ,
에 상 식 과 같 상처리에 과 수
다는 다 그러나 쿼드트리 고리 같 변. DCT
고리 보다 낮 에 다 쿼드트리 능개,
에 연 가 진 다[15]~[21].
본 연 에 는 상 같 주 고 는 지그비 트워 경 에,
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상 는 에 여 다.
지그비 트워 경 에 상 는 상 비트 트
낮 어 량 는 것과 과 에 생 수 는 질
열 보 실 는 것 과 어 에,
는지에 라 허 수 는 진다.
나 비래 니 링 시스 고 다 는 원격에.
포 에 포 비래 수 니 링 포 상
지그비 트워 는 시스 다 비래 란 순수 어 만.
비래는 날 뜻 지니고 운 곤 뜻 다 에“ ” .
는 날 다니는 곤 미 식 생에 주는 리가
비래 다 러 비래 원격지에 감시 는 비래 니.
링 경우 포 개체수 는 것,
여 원격지 경우 개체수, DCT
보 실 생 수 다.
상 같 결 식 생과 비래 포,
니 링 시스 에 게 사 는 포 상 상 지그비 트,
워 통 원격지 니 링 시스 가상 고 그 처리과 에,
재 수 는 스 과 가우시 거 고 거 상,
는 에 다.
상 포 상에 여 웨 브 변 후 상, ,
역 에 계수 미 여 스 나타내는(Detail Subband)
진 마스 생 다 생 마스 통 여 에 상 계수 찾.
내고 주변 계수 값 여 새 운 상 역 계수 생
고 에 편차, (MAD, Median Absolute Deviation)
여 리 는 값 사 다 는 상에 포( ) .
통계량에 값 택 가 변 계수에
체 평균 뀌는 편차 값 보다
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거가 가능 진다.
다 웨 브 변 다 상도 지 상에 간,
상 도 보 과 수 는 쿼드트리 블‘0’
여 상 는(Quadtree Based Block Quantization)
다 비래 상 웨 브 계수는 스 간 상 도 에 지.
집 도가 에 쿼드트리 경우 보다 과 량
수 다 거 상 순차 수 는 과 에. ,
상 값 거 값 여, ,
거 능 동시에 개 수 도 다.
타당 검 , 256 포 상256 8bit 4
과 상처리에 리 사 는 상 에1
스 과 가우시 가 고 들과 각각,
거 상 수 여 그 결과 비 평가 다 특 각 들. ,
보다 능 평가 질 비 객 평가 도(Measure)
과 주 상비 에 미 상PSNR(Peak signal-to-noise ratio) ,
도 리 보 도 스 거PSNR
과 량 다.
다 과 같다.
에 는 연 경에 간략 개 고 본 연 주1 ,
근 에 다 지그비 트워 에 간략 다. 2 . 3
연 심 변 도 웨 브 변 경과 원리 그리고,
상 신 계 다.
에 는 거에 본 개 후 웨4 , ,
브 수 상 거 에 다 그리고. ,
개 여 변 계수 미 과 편차 거 시,
다 그 다 상 에 본 개 과 상.
에 후 쿼드트리 개 개 고 시스 에,
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여 체 다 마지막 거 과 상. ,
께 여 포 상에 거 동시에 수 는 에
여 거 값 상 값
여 과 결 는 시 다.
에 는 실험 과 실험에 사 포 상에 산 웨5
브 변 수 여 본 연 주 과 연 타당 다.
마지막 에 는 각 에 결과 여 결 짓고 후6 ,
연 과 에 다.
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비쿼 스 사 미는 나 공 처럼 시공 월‘ (Ubiquitous)’ '
언 어 에나 재 다는 뜻 라틴어 다 근 비쿼 스라는 어가' .
는 미 사 복사 사 스 마1988
가 비쿼 스 컴퓨 라는 어 처 사(Mark Weiser) ‘ '
보 끌어 나갈 새 운 러다 리매 고3
다 근에 사 는 비쿼 스라는 어는 사 가 트워 나 컴퓨. ‘ ’
식 지 고 에 상 없 게 트워 에 수 는 보통신
경 라고 도 다.
여 든 곳에 재 는 트워 라는 것 지 처럼 책상 개,
컴퓨 트워 뿐만 니라 게(PC, Personal Computer) , TV,
단말 비게 등 가 닌 든 비 가, , , PC PC
트워 어 언 어 나 누 나 량 통신망 사 수 고, , ,
통신 수 는 것 가리 다 다시말 컴퓨 에 어 능. ,
가 는 것 니라 동차 냉 고 경 시계 스 비 등과 같 어· · · ·
나 사 에 컴퓨 내 시 통신 가능 도 주는 보 술(IT,
경 는 보 술 러다 뜻 다Information Technology) .
그래 비쿼 스 생 공간 언 어 든 트워 신,
는 보 얻 수 는 경 수 다[1].
계 진각 가 도가 는 사 진 에 새
운 돌 비쿼 스 트워 술에 눈 돌리고 다 비쿼 스.
경 에 는 보습득과 돼 원 사 가
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능 짐 지 가능 게 것 다 욱. ,
비쿼 스 가 루어지 가 동차는 심지어 도 산간지역 그리고· , ,
에 도 보 술 수 고 트워 에 연결 는 컴퓨 사,
수도 늘어나 보 술산업 규 도 그만 커지게 다 결. ,
과 편 뿐 니라 시간과 에 지 고도 트워 에 수
는 들 에 계 개 경쟁 열 게 고 다.
비쿼 스 술 컴퓨 심 라 보다는 간 심 술,
다 마 공 같 간 식 지는 못 지만 간에게 없어 는 는.
주 것 사 에 컴퓨 가 내 어 어 간 매우 편리 게 주,
변 사 고 사 사 곧 트워 는 것 미
도 간 신 사 는 주변 사 컴퓨 라고 식 지 못 고 연
스럽고 편리 게 사 수 다 욱 엇 가 생.
루어지는 니라 컴퓨 간 사 게 수 는 개, ,
에 욱 간 라고 수 다 들어 비쿼 스 트워 술. ,
사 간 고 는 경 특 색 그가,
는 비스 공 게 고 나 가 는 간 심리 역시 가능 다. .
에 간 도에 비스가 가능 간 심 술 라는 것
다.
재 컴퓨 다루고 트워 에 단 많 술,
비 많 술 계 만들고 다 그러나 비쿼.
스 트워 가 실 다 상 간 컴퓨 에 술 에,
지 게 것 다.
체 주변 사 들 사람들과 상 사 에 드,
달 사 들 간 식 고 지식 갖게 어 간에게(Sensor Node) ,
언 어 나 도움 수 다 러 들 사람 톱보다도 어. ,
에나 착 가능 다 엇보다 사실 비쿼 스 시 는 보. ,
시 는 달리 컴퓨 보다는 다 들 사람 지원 는1 1
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술 도 시 라는 것 다.
결 비쿼 스는 어 운 신 술 컴퓨 경 라 보단 철, ,
사고 심리 가 들어가는 컴퓨 경 라고 말 수 다.
비쿼 스 컴퓨 다 가지 심 술 , ,
통신 스 보 다 에 경 스스 지 고 단, , .
는 통신 능 역 게 다 러 심, .
술 심 비쿼 스 트워 (USN, Ubiquitous
술 비쿼 스 컴퓨 진 술 미 갖Sensor Networks)
는다.
비쿼 스 트워 란 드라고 리는 매우 독립
들 건 도 복 체 등 리 공간에 여 주, , ,
도 빛 리 움직 등 보 감지 리 수 는 술, , , , ,
미 다 다시 말 트워 는 특 지역에 다수[2]. ,
드 여 주변 보 는 특 보 득 고 스 스
보 수집 여 비스 경 말 다.
트워 는 경 감시 시 없는 곳에 실 사
수 는 가지 심 사 만 시 다 독립 동 다든.
지 랜 시간 사 가능 도 에 지 는 그 나
다 러 만 시 는 트워 에 는 드들 통신 량.
계산 능 등 므 시스 는 어 어 움 다[3].
트워 가 트워 는 본 상 간
보 달 보다는 동 원격 보 수집에 다는 것 다 각 드. ,
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가 특 주변 보 싱 고 싱 보 드 간,
에 통신 여 특 지 동 식 달 사,
가 드 주변 보 원격 수집 여 수 다는 것 다.
러 특징 여 원격지 식 생 감시 니 링 시스 에 매우
술 라고 수 는 것 다.
트워 통 개 드 개
심 특 공간에 포 수집 보 는
트워 미 다(WSN, Wireless Sensor Network) .
내에 는 과 식별WSN (RFID, Radio Frequency IDentification) 통
여 비쿼 스 트워 라고 거나 사(USN) RFID/USN
고 다.
비쿼 스 트워 술 동 상과 같 보량
통신 언 어 나 수 도 는 것 동통,
신 등 통신 끊 없 게 수 도 보 가
결 통신 루어 다 욱 어린 고 등 누. , ,
나 쉽게 수 어 다.
러 술 에 재 통 량 트워,
사 트워 계 다 등 변 가 복 상승, ,
어나고 다.
특 어 통 도 컴퓨 수 도 여 동 갖
는 트워 연결 심 술 주 고 다 컴퓨 경.
도처에 는 다 에 비스 량 가 처리
수 는 어 사 고객 언,
어 나 비스 사 수 는 주 컴퓨 경도 게 다.
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트워 에 주 슈는 싱 능 그룹 리, , ,
고 라우 다 트워 것(Routing) .
는 그룹 리 리 라우 가 주
슈가 다.
라우 상 지 라는 새 운 가 가 어 규(Context Aware) ,
컴퓨 경에 어떻게 상 지 것 지 결 고 웃,
동 식 수 동 식 경우 우 경 견 실시간,
처리 수 는 개 다(Real-Time) .
러 갖 트워 가 드 트워(Ad-Hoc)
다 결 트워 는 드 트워 수 다는 가지고. ,
다.
드 트워 란 드 들에 는 가(Node)
없는 트워 다 트워 지 지 나 스[4,5].
포 트 같 트워 지 는다는 뜻(Access Point)
다.
드 드들 스 사 여 통신 고 티 라우,
능에 스가 가지는 통신 거리상 극복 ,
드들 동 에 트워 폴 지가 동 변 는 특징
다 드 트워 는 독립 수도 고 게 트웨. ,
거쳐 과 같 트워 연동 수도 다 는.
쟁 에 사 트워 등 다 들어 지 지, , .
개 블루 스 랜 등 트워 술들 드시 컴퓨 같, , PDA
고 컴퓨 는 트워 드는 독 트,
워 다.
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재 러 능 만 각 고 는 트워
규격 지그비 다(ZigBee) .
규격 드 링 계 트워 상 과
계 술 고 다 그러나 가지고 수많. P2P(Peer-to-Peer)
들과 통신 벽 게 리 다는 것 그 어 움에
게 다 만 수 리 수 는 계수. P2P
다 결 수 지만 그 수보다 많,
는 경 개 다 트워 폴 지에 생 게,
다.
결 가지 사 고 여 다 트워. ,
드 수가 에 사 드 트워 드 수에 비 수 가
수 집 어 포 수 다는 것 다 나 드가, . ,
동 여도 경 통 트워 가 동 허 수 어
여 트워 폴 지가 수시 변 수 어 다 다, .
드는 브 드 스트 통신 경 사 컴퓨 능, , ,
억 가 라는 것 다.
에 언 내 고 드 트워 는 다 과 같 특징 갖는
다.
망 없 동 스트 만 다- .
각 스트는 라우 역 병 다- .
망 어 거나 단 간 사 에 다- .
스트 동에 없다- .
트워 빠 게 수 비 다- , .
쟁과 같 상 경감시 등에 다- , , .
러 특징 갖는 드 트워 트워 는 식
등 그 가 진 다 특 경감시 원격[6]. ,
지 니 링 시스 에 매우 과 것 다 [7].
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러 에 착 여 본 에 고 실험 상 실 비
게 수 는 식 생 감시 원격지 니 링 시스
다.
재 비쿼 스 트워 수 는 지그비 (ZigBee
갖는 트워 지그비 트워 가 게 각 고Protocol)
다 지그비는 만든 과 가격. IEEE 802.15.4
는 근거리 개 통신 스 다 다시 말 지그. ,
비는 비 특징 주 수 역 사, , 2.4 GHz, 868/915 MHz
는 가 트워 규격 경 내에30m 20~250 Kbps
도 갖는다 나 트워 는 연결 수. 255
여러 개 트워 경우 개 트워 연결 수, 65,536
므 규 가 트에도 수 다[9].
라 원격 어 원격 리 원격 니 링에 고 가 동 공 동, , , ,
산업 동 에 게 망 다, [10].
체 리 에 공개 라는 랫폼MICA2 MOTE
드 여 실 가능 것 단 다 마. MICA2
는 사 나 주 수 역ATmega128 , 433 MHz 915 MHz
고 갖는다 거리는 지도 가능 다, 38.4 Kbps . 100 m .
는 원짜리 동 도 가능 나 식 생 감시 상 라500
등 가 시스 고 다 다 가 커질 수도 다.
게 체 폼 므 내에 도 폼에,
루어지고 [11]~ 본 실험 에 어 도[12],
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드 에는 가 없다.
지그비 연 는 미쓰비시 라 니(ZigBee Alliance)[13] , ,
웰 립스 등 내 업 는 삼 어 다 참여, , TI .
업 는 마 시 여 많 업체가 참여 고ATMEL, NEC,
내에 는 통신연 원 연 원 등 수 참여, LG, ,
고 다 지그비 연. 2003 IEEE 802.15.4 [14]
트워킹 가능 니 링 어 상
는 것 다.
지그비 연 에 는 리 규격 여 보IEEE 802.15.4 ,
트워 계 계 마 그리고 에, ,
업 진 고 다.
지그비는 단순 능 는 가격 시 에 술, ,
우 과 같 트워 에 시 는 것
다 지그비 연 러 지그비 트워 트워.
계 지원 계 워, (Application Support Sublayer),
보 계 지그비 객체(Application Framework), , (ZigBee Device
등에 진 여 월 지그비Object) , 2005 6 1.0
공개 다.
지그비 스택 계 계 가지고OSI 7 ,
트워 계 에 계 지 든 계IEEE 802.15.4
고 다.
지그비 계 는 리 어 다 우 트워.
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계 에 는 드들 트워 에 고 끊는 커니 과 보
그리고 원 는 지 지,
경 찾는 라우 고리 과 달 커니 등 어 다.
지원 계 에 는 개 간 연결 블2
리 간에 시지 커니 어 다.
지그비 객체에는 트워 에 각 역 에 에
는 과 그리고 트워 간 보 과,
들 공 는 비스 견 는 등 어 다.
에 는 사 는IEEE 802.15.4 FFD(Full Function Device)
는 지그비 트워 에 는RFD(Reduce Function Device)
능 에 여 지그비 지그비 라우 그리고, ,
지그비 단말 가지 고 다3 .
지그비 는 만 수 나 지그비 트워 내에FFD ,
나 지그비 가 고 트워 보 거나 다
들 리 는 심역 다 지그비 라우 는 마찬가지.
만 수 나 지그비 트워 내에 티 라우FFD ,
여러 개 지그비 라우 가 재 수 다 지그비 단말 는. RFD
직 트워 라우 에는 참여 지 지만 지그비 는,
미 트워 에 지그비 라우 통 트워 에 참여 수 다.
나 트워 내에 여러 개 지그비 단말 가 재 수 지만 직 나
연결 가능 다 나 지그비 단말 는 나 지그비FFD .
는 나 지그비 라우 트워 고 통신
능 수 고 지그비 비 드 사 통 상당
과 가 수 다.
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지그비에 사 는 주 수는 역 다2.4 GHz ,
들 사 는 역보다는 다 주 수 역 역 주 수,
갖는 특 상 보다 낮 주 수 갖는 에 비 직 사 에
에 다 다 역. 1.1 2.4 GHz
지그비 듈에 규격 다RF [10].
규 격
변 식 DSSS/O-QPSK
사 주 수 2400~2483.5 MHz
신 도 250 kbps
워 10 dBm
수신 감도 -94 dBm
채 수 16
채 간격 5MHz
역 지그비 듈 규격1.1 2.4 GHz
Table 1.1 Specification of ZigBee Module at 2.4 GHz Band
지그비 규상 지 폭0 dBm , 10 dBm
가능 다.
공간에 지그비 에 특(Propagation)
거리별 수신 과 킷 에러 보(PER, Packet Error Rate)
신 지 에 어진 지 지는 킷 에러 평균 수200 m 0% ,
신 다 후 지 수신 감 폭-92 dBm . 200 m
지나 킷 에러 상승 다.
가 내 경 공간과는 달리 는 여러
가지 들 가득 다 내 벽 과 실. 10 ~ 30 dB
다 다만 벽 께 리트 내 철재 사각 등에. , , , ,
과 실 게 달라질 수 같 집 라 라도,
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경 각각 다 다 라 지그비 킷 과 같 경.
사 는 것 람직 개 가 등 재,
경 변 등 고 여 계시 여 트워 보
여 다.
지 지 비쿼 스에 개 술 동 그리고 재, ,
비쿼 스 트워 나 리매 고 는 지그비에
여 살펴보 다.
다 에 는 지그비 트워 경에 상 지
상 거 에 웨 브 변 에 여 보도 다.
- 18 -
후 리에 변 지 신 처리 주 어 다가1950
근에 웨 블 변 어 폭 게(WT, Wavelet Transform)
고 특 웨 브 변 상 등 상,
신 처리에 매우 과 것 다 웨 브[16]~[18]. ,
킷 웨 브 보다 다 고 연 시간 주 수 역 갖고-
어 신 나 지 상과 같 고주 진동 갖는 신 상ㆍ
거에 다.
웨 브 변 에 지진 답1980 (Seismic Response)
라는 에 개 었다 그 후"Ondelette" Morlet [27]. ,
에 변 순수 수 다루어 직 웨 브Grossman
탄생 고 는 등(Orthogonal Wavelet) [28], 1987 Mallat Croissor
거울 여 등 라미드(QMF, Quadrature Mirror Filter)[29], Burt
고리 직 웨 브 등 공통 특징(Pyramid) [30], Stromberg
가지고 다는 것 고 다 상도, (Multi-Resolution Analysis)
라는 개 개 여 체 웨 브 과 신 상처리에, ㆍ
수 는 고 웨 브 변 고리 시 다 결 다 상도[31].
신 처리 역 거울(Subband Coding),
여 라미드 고리 과 같 상처리 포 다 에,
술 통 고 단 는 공헌 다 가 개 다 상도. Mallat
독 수 가 직 수1909 Haar[32]
간 고 골 상 수 척도( , Compact Support)
과 천 거 든 신 재 수(Scaling) (Translation)
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다는 에 것 다.
후 는 다 상도 여 골, 1988 Daubechies Mallat
과 매끄러운 태 갖는 직 웨 브 재 과 립 다
는 골 갖는 웨 브 변 실 계산에[33].
고 수에 도 는FIR(Finite Impulse Response) , Harr
에 지 지 직 재FIR
시 것 웨 브 변 실 시 었다.
에는 다 웨 브 시 었다 등1990 . 1992 Cohen
에 직 웨 브 등에(Biorthogonal Wavelet)[34], Coifman
웨 브 킷 개 었다(Wavelet Packet) [35].
다 에 는 리에 변 과 개 리에 변, (STFT, Short
그리고 웨 브 변 차 개 고 각 변Time Fourier Transform),
비 통 여 웨 브 변 특 겠다.
랑스 수 리에는 에 주 복 는 든1807
수는 각각 다 계수 곱 진 다 주 수 사 사( )
수 다고 다 리에 수. (Fourier Series)
라고 다 주 수가 니 라도 수는 가 수 곱.
진 다 주 수 사 사 나타낼 수 다( ) .
것 리에 변 라 다 식 과 같다, (3.1) .
ω ω (3.1)
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리에 변 신 주 수 특 는 매우 다 그러나 식.
에 수 듯(3.1) 간 계산 에 신 체,
주 수 특 쉽게 수 는 어느 특 시 에 어 주 수,
재 는지 수 없다는 단 가지고 다 시간에 라 주 수가 변. ,
는 비 상 신 에 시간 보 공 지 못 다(Non-Stationary) .
처럼 연 신 리에 변 신 가 격 게 변 는 에 주,
수 역 역에 걸쳐 에 지 포 과가 나타나므 격 변 에
생 시 는 검 어 다 특 통계 특 에( ) . ,
상 신 에 리에 변 는 사 산 여 변
경우 질 우 가 다 러 비 상 신 과.
는 신 격 변 는 연 과 신 변 가 없( )
는 평탄 게 여 는 것 다.
는 리에 수 에 가우시 창Gabor (Basis Function)
취 여 변 수 는 변 시 여 같(Gaussian Window)
결 고 고 러 변 가보변[36], (Gabor's Transform)
는 리에 변 라 다.
리에 변 수가 주 수 척도 만 갖는 리에 변 과
는 달리 시간 천 주 수 스 링 동시에 갖는 사(Basis)
변 결과 시간과 주 수 보 동시에 수 고 다 식, (3.2)
같다.
ω ω (3.2)
식 같 리에 변 리에 변(3.2) , ω 에 창 수
(Window Function), 곱 신 수 사 다. ,
에 시간 게 동 는 시간 창(Time Window),
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고 리에 변 수 신 에 시간 주 수-
얻 수 다(Time-Frequency Representation) . 라 시간 동
는 창 수에 시간 보 고 리에 변 여 주 수 특(Locality)
신 시변 주 수 특(Time-Varying Frequency)
수 다 리에 변 에 것 보다 시간 주 수. -
가능 갖는 창 수(Time-Frequency Localization)
다. 그러나 원리(Uncertainty Principal)[36]
에 가 사 가우시 창 수 시간 주 수 창보다 창 갖Gabor -
는 창 수 얻는다는 것 가능 에 시간 역 간격 게 여,
상도 주 수 역 상도는 낮 지고 주 수 역 상도,
시간 역 상도가 낮 지는 시간 주 수간 상 상- (Trade Off)
나타난다 라 고 는 신 특 에 라 시간 주 수간. -
상도 가변 수 는 새 운 창 수 계 가 다.
러 리에 변 단 보 웨 브" (Mother
라 는 수 수 창 여 얻어Wavelet)" (Contraction)/ (Dilation)
지는 수들 집 통 신 는 웨 브 변 었다.
리에 변 과 같 고 수 사 는 것 니라 식, (3.3)
과 같 웨 브 수, Ψ 수 창 고 시간 동 여/
는 수, Ψ 들 여 신 는 수 사 다.
Ψ Ψ (3.3)
식 (3.3) 는 웨 브 , Ψ 수 창 시 는 척도 변수/
주 수 고, 는 Ψ 시간 천 시 는 변수 시간
계가 다 웨 브 수 변 신. , ,
주 에는 창 수 사 고 고주 에는,
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수 게 다 실 경우 주 신 경우 짧 역. ,
만 찰 는 어 운 고주 신 경우 짧 역만 찰,
여도 주 수 보가 상 지 고 동시에 보 과 얻 수
므 웨 브 변 고 상도 갖는 리에 변 보다 신
에 보다 수 다.
그림 리에 변 과 웨 브 변 시간 주 수 상도 나타3.1 -
낸 것 다.
(a) (b)
그림 리에 변 과 웨 브 변 시간 주 수 상도3.1 -
리에 변 웨 브 변(a) (b)
Figure 3.1 STFT and WT Time-Frequency Resolution Tile
(a) STFT (b) WT
리에 변 그림 같 든 시간 주 수 상도가3.1 (a) -
게 는 것에 웨 브 변 그림 같 주, 3.1 (b)
경우 주 수 상도는 지고 시간 상도는 낮 진다 고주 경.
우에는 주 수 상도는 낮 지지만 시간 상도가 짐 수 다 처.
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럼 웨 브 변 에 사 는 수, Ψ 는 신 시간-
주 수 특 에 맞게 변 는 가변 창 수 역 에 리에
변 고 창 수보다 신 특 나타 낼 수 다.
같 웨 브 변 비 상 신 에 시간 주-
수 역에 가변 여 신 재 에
리에 변 보다 과 다 특 상신 처리 에 간 시각. ,
특 에 맞게 수 도 신 개 역
거에 결과 보여주고 고 계 많 연 가 진
고 다[38,39].
지 지 웨 블 에 척도 과 시간천 얻어지는
수들 식 수 갖는 신(3.3) 에 곱 여
얻어지는 연 웨 브 변, (CWT, Continuous Wavelet Transform)
식 다 식 같다(3.4) .
Ψ (3.4)




식 통 웨 브 지 시간 진동 수(3.5) (Finite Support
수 고 식 통 는Oscillating Function) , (3.6) Ψ 가 에
지 갖는 신 라는 것 수 다(Finite Energy Signal) [18].
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다 그림 는 식 만 는 웨 브 수 다3.2 (3.5) (3.6) .
(a) (b)
그림 웨 브 수3.2.
웨 브 웨 브(a) Haar (b) DAUB4
Fig. 3.4. Examples of Wavelet Function
(a) Haar Wavelet (b) DAUB4 Wavelet
그림 에 는 웨 브 고 는 웨 브 다3.2 , (a) Haar (b) DAUB4 .
수 갖 진동 는 것 수 다.
연 신 웨 브 변 과 역변 각각 식 식 다(3.7), (3.8) .
Ψ (3.7)
Ψ (3.8)
여 , Ψ ω
ω
ω (3.9)
식 웨 브 변 역변 식에 여 식 는 허(3.7), (3.8) , , (3.9)
건 나타내 역변 재 나 건 고 어 수, ,
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웨 브 건 간주 다(Class of Functions) [33].
신 다 상도 , 공간상 신 , 내포
공간(Embedded Subspace), (Projection)
시킴 루어진다 신. , 내포 공간들 다 식









공간 규직 , φ 생 는 φ 가 재
러 내포 공간 들 식 에 같, (3.13) φ 시간 천
스 수 창 통 생 다/ .
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상 가지 건에 어 수 집4 φ
경우 커다란 수 집(Weighted Sum) ,
수 다. , φ 척도 수 는 웨'' (Scaling Function)" "
브 라고 다(Father Wavelet)" . , φ 는 수 집
라고 고, φ 는 수 집 라고 경우,
만 고 계 φ 는 수 집
라고 경우 다 과 같 포 계 만 다(Containment) .
(3.14)
여 , 고 φ , ,
는 φ 생 공간 다.
, φ 수 고, φ 는 수 므
φ φ 식 같 수 고 창(3.15) ,
식 는 다 상도 식(Dilation Equation) (MRA Equation,
라 다 식 계는 상도가Multi-Resolution Analysis Equation) . (3.15) ,
낮 척도 수 φ 는 상도가 척도 수 φ 들 역통과
(Lowpass Filter) 들 통과 여 얻어지는 것 수 다.
φ φ (3.15)
신 상도 공간, 에 낮 상도 공간, 근사
보 실 생 고 신 라고 것, (Residual Signal) ,
직 상보 공간(Orthogonal Complement Subspace), 상에
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재 게 다. , 상도 공간 신 가 단계 낮 상도
공간, 사 없어지는 보 가 가지고 므 공간
상도수 에 공간 는 웨 브 공간(Detail Space)
라 고 공간(Wavelet Space) , 상도수 에 근사공간
라 다(Approximation Space) .
상 상도 공간과 직 는 여 공간 사 계는 식/
과 같 공간 직 다(3.16) (Direct Sum) .
(3.16)
같 식 계 다시 다 식 과 같(3.14) (3.17)
다.
(3.17)
그림 식 에 나타낸 공간 포 계 나타내는 다3.3 (3.17)
어 그램 다(Venn Diagram) .
- 28 -
그림 근사공간과 웨 브 공간3.3
Fig. 3.3 Approximation Spaces and Wavelet Spaces
식 같(3.15) 척도 수, φ 사 게 공간,
는 규직 가 재 생 는 웨 브" , Ψ 가"
재 고, 역시 집 므 φ 다 과 같
Ψ 수 다 식 웨 브 수. (3.18) Ψ 는 상
도 척도 수 φ 들 고역통과 (Highpass Filter) 들
통과 여 얻어지는 것 수 다 식 식. (3.18) (3.15)
계 룬다(Dual) .
Ψ φ (3.18)
집, 는 직 므 역통과 고역통
과 는 다 만 다[18].
(3.19)
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처럼 웨 브 변 리에 변 과 같 수들 집 에
신 상 신 시간과 주 수 역에,
갖는 웨 브 수들 결 나타낼 수 고 식 같 연, (3.4)
웨 브 변 계산 가능 다.
그러나 같 연 웨 브 변 직 보다는 지 컴퓨
에 쉽게 수 는 태 산 웨 브 변 ( DWT,
Discrete Wavelet Transform 사 다) .
산 웨 브 변 다 상도 여 가 시Mallat
고 웨 브 변 다(Fast Wavelet Transform) .
식 여 웨 브(3.15) (3.18) , φ 웨 브 , Ψ
가 결 식 에, (3.3) Ψ 수 창 천 여/
규직 웨 브 (Orthonormal Wavelet Basis), Ψ 수
다. 에 재 는 든 신 , 수들 여 다
식 과 같 수 수 다(3.20) .
φ Ψ
(3.20)
식 역 산 웨 브 변(3.20) (IDWT, Inverse Discrete Wavelet
라 고 여 에 나타난 계수들 집Transform) , ,
산 웨 브 변 라 다 산 웨 브 변 다 과 같 내.





식 산 웨 브 변 계수 과Mallat (3.21)
여 복 다 식 는 고리 다[31]. (3.22) Mallat .
(3.22)
식 에 수 듯 상도에 웨 브 계수(3.22) ,
낮 상도에 웨 브 계수, 단순
링과 다운 샘 링 통 쉽게 수 보 다(Down Sampling) .
계 여, 웨 브 계수
고 식 에, (3.22) 웨 브 계수
수 고 는 다시 식 에, (3.23)
복원 수 다.
(3.23)
만 상도 매우, 경우, φ 는 스(Impulse)
사 신 수 게 고 라 상도, ( 에 신)
웨 브 계수 는 본 신(Sampling)
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같게 결 식 사, (3.23) 없 주어
진 신 산 신 사 수 다 그러므 산 신.
산 웨 브 변 미 고 는 계수
여 식 같 링 통 여 매우 간단 게 계산 수 다(3.22) .
, Ψ 건식 식 에 여 식 계, 3.1 (3.5), (3.6) (3.24)
가 도 다 [18].
(3.24)




식 에(3.25) 는 ω 에 므 역 통과 태가1
고, 는 ω 에 므 고역 통과 태가 다0 .
결 산 신 웨 브 변 역통과, 고역통과
사 식 같 산(3.22) (Discrete Convolution Sum)
는 산 여 계산 여 변 계수 낼 수 고 는 역( ) ,
같 내 다.
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상 신 처리 상 질과 보 지
보 는 다 지 상 공간상 통계.
여 시 공간상에(Statistical Redundancy) ,
거나 특 변 통 역별 상 보 그 에
라 비트 당 통 보다 얻는 것 다 같.
근 나 직 변 리에 변 많 사 고 고 상,
실 에 는 리에 변 과 사 산 여 변 연산
과 에 지 집 특 리 고 다[15].
상 웨 브 변 식 같 단순 처리 생각 수(3.22)
다 역. , 고역 사 상 주 수 역
고 복 처리 여 상처리 거 등 에 리, ( , )
도 개 역 상신 는 것 다 게 사.
상 역 나누는 과 웨 브" (Wavelet Decomposition)"
라고 역 다시 쳐 원 상 재 는 과 웨 브, "
복원 라 다(Wavelet Reconstruction)" .
그림 는 웨 브 변 복원과 나타낸 것 다3.4 .
(a)
(b)
그림 웨 브 복원 과3.4
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웨 브 웨 브 복원(a) (b)
Fig. 3.4 Procedure of Wavelet Decomposition and Reconstruction
(a) Wavelet Decomposition (b) Wavelet Reconstruction
그림 는 차원 상 웨 브 과 나타내 그림3.5 2 3.6 3-
상 보여 다 상 웨 브 과 그림'Lena' . 3.5
같 상 가 역 통과 여 고역 통과 여
후 다운 샘 링, ( 여 역 통과 역 과 고역 통과 역 나눈) (L) (H)
다 다시 각각 역 통과 역과 고역 통과 역에. ,
역 통과 여 고역 통과 여 후 다운 샘 링 개4
역 얻 수 고 과 역 과 원 상(LL, LH, HL, HH) ,
복원 수 다.
(a) (b)
그림 차원 상에 웨 블3.5 2 1-
역 과 역(a) 1- (b) 1-
Fig. 3.5 1 Level Wavelet Decomposition for 2 Dimensional Image
(a) Procedure of 1-Level Decomposition (b) 1-Level Decomposition
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(a) (b)
그림 상과 웨 브 상3.6 Lena 3- Lena
상 상(a) Lena (b) 3- Lena
Fig. 3.6 Lena Image and 3-Level Wavelet Decomposed Lena Image
(a) Lena Image (b) 3-Level Decomposed Lena Image
상 역 만 갖는 역 과 가지는(LL)
역 는 각각 수직 수평 각 리(HL, LH, HH) , , , (Edge)
가지는 고역 역 상들 다 그림 에 볼 수 듯. 3.6 ,
역 상 원 상 역 통과 여 주 들 집(LL)
어 고 원 상과 상당 닮 수 다.
산 웨 브 변 같 간 시각 (Human Visual System)
비슷 게 상 다 상도 수 뿐 니라 상,
처리 수 는 특징 가지므 상 처리 에 연 가 진
고 다[18].
에 는 본 에 사 는 웨 브 변 에 내
고찰 다 다 에 는 웨 브 변 상 거.
다.
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근 비쿼 스 사 진 상 보에 다 가
고 에 라 고 트워 통 지 상 보,
득 매우 게 루어지고 다 나 비쿼 스, , .
트워 라고 컬어지는 지그비 트워 에 상 원격지
상 니 링 시스 비 여 그 상당 다 질 것 상 고
다.
그러나 상 료 지 거나 는 과 에 생
질열 도 고 다 러 결 지 상에. ,
거는 매우 고 수 과 다.
지 상에 는 상 득 과 는 과 에
생 다 특 낮 비트 특징 는 지그비 트워.
경에 는 상 득 과 에 과 께 시 채 상 간 간 ,
개 에 생 다 러 주 수.
스 과 가우시 링 수 다.
근 웨 브 거에 어 수 도 각 ,
웨 브 변 지 상 료 거에 많 들
시 고 다 웨 브 변 여 상 거 는 많[22]~[23].
고리 들 신 별 다 상도 특
다 러 고리 에 가 것 많 웨 브 계수.
그 지 계수 나누는 값 는 것 다(Threshold) .
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신 원 신 찾1994 Donoho Johnstone
처리 는 웨 브 수 (Wavelet Shrinkage)
다 간단 도 거 능 공 다. [22]~[23].
웨 브 수 본 신 에 포 여 계산
고 그 에 비 여 값 는 것 다 그러나 실 경우 원, .
신 지 못 에 게 어 다 라 결.
과 차 계산 거나 는 가 생 다 산. ,
가 같 경우 상 통계량 달라지 라도 동 값 게
다.
본 연 에 는 계산 는 신에 웨 브 계수만 사 여
거 는 값 찾 고 다 웨 브 변 상.
역 계수에 미 마스 연산 수 여 스 찾고,
에 당 는 계수 그 지 계수 는 진 마스 생 여2
스 거 다 다 상 역 역별 편차 고.
각 역 값 여 가우시 거 다.
상 통계량에 라 편차에 가변 값 지므
같 라도 각 상 통계량에 라 값 달라진다 특. ,
편차 경우 값 수 계수들 여 체 값 커지는
결 편차 계수 순 통계량 다.
첨가 신 는 식 과 같 태 수 다(4.1) .
(4.1)
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식 에(4.1) 는 평균 고 산0 σ 가우시 색
(Gaussian white noise) 는 에 지 갖고 는 미지 신 고
는 에 상 신 다 거는 찰. 복원
는 생각 수 다.
식 에(4.1) 복원 는 것 가능 다 라.
, 신 는 근사신 ˆ 찾는 것 리 다.
신 ˆ 식 신 비 얻 수 다(4.2) (SNR) .
ˆ
(4.2)




주어진Donoho Johnstone ˆ 찾
처리 웨 브 수 개 다[22]~[23].
간단 도 복원 고리 공 다 그림 가. 4.1 Donoho
웨 브 수 단계 차 내타낸다3 .
그림 웨 브 수 처리과4.1
Fig. 4.1 Procedure of the Wavelet Shrinkage
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그림 에 보는 같 웨 브 수 본 차는 신4.1
웨 브 변 고 변 계수에 처리 후 그 결과 다시 웨 브,
역변 여 거 는 것 다.
처리 과 그림 같 각 역 계수 값 값4.2
보다 경우 여 는 드 처리, '0' (Hard
Thresholing, 든 변 계수 값 값 만 여주는 트)
처리(Soft Thresholding, 나눌 수 다) .
(a) (b)
그림 웨 브 수4.2
드 처리 트 처리(a) (b)
Fig. 4.2 Wavelet Shrinkage
(a) Hard Threshold (b) Soft Threshold
그림 웨 브 수 다 과 같 단계 체 차4.1
수 다.
[step 1] 신 에 여 산 웨 브 변 수 다 여. DWT(u)




[step 2] 변 역 계수들 처리 여 수 다 드 처리 트.












[step 3] 에 처리 계수 식 과 같 역변 다 여[step 2] (4.6) .
˜ 는 식 는 식 에 처리 계수들 다(4.4) (4.5) .
˜ ˜ (4.6)
상술 웨 브 에 것 식 에 사 값(4.4) (4.5)
λ 결 는 것 다 값. Donoho Johnstone (Universal
Threshold), λ λ 택 통계 결과에 것 식 과(4.7)
같 편차 는 산 신( ) 본 ( 에 라)
결 다[23].
λ λ σ̂ (4.7)
여 σ̂ 는 편차 σ에 고,
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식 (3.8) 는 간값 연산 고, ρ
상도 수 에 얻어진 웨 브 계수 간값 다 식 과 같. , (4.8)
고 상도 웨 브 변 계수 편차 계산 여 편
차 σ̂ 수 고 식 에 여 값, (4.7) λ 얻
수 다.
값 λ 는 드 트 처리 등에 리 없 수 지/
만 특 가 거나 편차가 과 었, , λ
가 커지므 거 신 ˆ 가 열 는 곡(Degradation) (Distortion)
생 는 경 다 등. , Mallat λ 가 ˆ
는 값 니라는 것 지 다.
에 는 처리Donoho Johnstone (Thresholding)
값 개 웨 브 계수 공간[23] ,
보 스 찾 내는 진 마스 연산과 에4.2
개 값 간 여 스 가우시 거 는
다.
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경 지 라 니 링 시스 에 득 상에
비 여 지그비 트워 경에 는 낮 비트 특 상 상,
득 시 가우시 포 어 는 상 에
스 가능 다 가우시 태 에.
웨 브 수 여 과 거가 가능 지만 스 에
는 그 과가 낮고 값 게 리 보 상,
래 다.
라 고 값 는 신에 웨 브 변,
지 상 후 웨 브 계수 여 값,
스 과 가우시 거 는 게 었다.
스 에 값 거 ,
우 상 역 계수에 미 마스 연산 수 여 스,
찾고 에 당 는 계수 그 지 계수 는 진 마스, 2
생 여 스 거 다 상 역 역별 편차,
고 각 역 값 여 가우시 거 는 차
갖는다 상 내 다 과 같다. .
[step 1] 상에 여 산 웨 브 변 수 다.
[step 2] 상 역 계수( 미 고 그 결과 여 스) ,
나타내는 진 마스 낸다2 .
[step 3] 에 진 마스 상 역 웨 브 변 계수 곱[step 2]
여 상 계수 거 고 거 계수는 주변 개 계, 8
수 값 여 보간, (Interpolation)
다.
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[step 4] 에 각각 값과 편차 고,
각 역 값 여 트 처리 다.
[step 5] 웨 브 역변 수 여 거 상 얻는다.
그림 단계 처리 과 도식 여 나타낸 것 다4.3 5 .
그림 거 시스4.3.
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Fig. 4.3. Proposed Denoising System
거 시스 체 처리과 다 과 같다. ,
상 웨 브 변 여 개 역 상 보4
다 상 역 계수 에 여 그림 공간 마. (HL, LH, HH) 4.4
스 여 그림 같 미 연산(Roberts Spatial Mask) 4.5
수 다.
마스 는 곽 검 마스 본 는 마스 빠 연산,
도 에 민감 고 매우 리만 검 는 특징 다 마스.
그림 같4.4 45° 울 가지고 다.
마스 연산 그림 같 변 계수 각 원 에 여 마스4.5 (a)
동 에 당 는 원 들과 곱 고 든 값 여 마스 겹쳐
진 계수 심 원 에 당 시 다 같 연산(Center of Kernel) M .
그림 같 가 차 마스 동시 체 계수에4.5 (b)
수 고 다시 수 여 차원 웨 브 계수 미 결, 2
과 얻어낸다.
그림 미 연산 공간 마스4.4




그림 차원 웨 브 계수 마스킹 연산4.5 2
마스 연산 차원 웨 브 계수 마스킹 연산 과(a) (b) 2
Fig. 4.5 Masking Operation for 2-D Wavelet Coefficients
(a) Masking Method (b) Masking Procedure for 2D Wavelet Coefficients
같 얻어진 미 계수 , , 에 다 과 같





식 에 만들어진(4.9) ~ (4.11) , , 128 128
차원 진 값 가지 각 역에 격 게 변 는2 (Binary) ,
계수 보 공 다 값 갖는 곳 격 게 변 는. , '1'
고 에는 주 상 강 리 과 스 께,
포 어 에 다.
그림 스 에 상 상 웨 브 변 고 변4.6 ,
계수에 마스 연산과 식 처리 결과 나(4.9) ~ (4.11)
타낸 것 다.
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그림 웨 브 계수 미 고 처리 결과4.6
Fig. 4.6 The Results of Thresholding and Differential Operation
for the Wavelet Coefficients
그림에 색 나타나는 값 갖는 곳 강'1'
리나 스 에 당 고 검 색 나타나는 값, '0'
갖는 곳 계수 미 결과가 다.
본 연 에 는 식 과 같 통 리 는(4.12)
진 마스 채택 다 웨 브 계수에 여 가 역 과. , (LH)
역 같 에 미 값 갖거나 각 역 에(HL) (HH)
미 값 갖는 계수 스 라 간주 고 에 보,
에 당 다 식. (4.12) 역시 128 차원128 2
진 값 갖 값 갖는 가 에 당 다, '1' .
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(4.12)
그림 스 상과 식 에 얻어진 나타4.7 (4.12)
내는 마스 ( 다 그림에 수 듯 통) .
스 비 게 찾 낼 수 다.
그림 스 상과 보 마스4.7
Fig. 4.7 Impulse Noised Image and the Mask of the Noise Position
Information
다 식 여 에 상 계수 거 고 거(4.13) ,
계수에는 주변 계수 평균 는 값 여 스 거
상 역 웨 브 계수, 생 다 본.
연 에 는 3 공간 마스 여 주변 계수 개 값 여3 8
계수 보간 다(Interpolation) .
ˆ (4.13)
- 48 -
여 는 든 원 값 '1' 다.
같 생 상 역 웨 브 계수 에
각각 편차 고 각 역 값 고,
에 트 처리 수 여 가우시 거 다.
에 는 웨 브 변 지 상 후 웨 브 계수,
여 값 스 과 가우시 거
는 다 다 에 는 지 상 에 여 살펴본다. .
상 보는 료량 많 에 어
고 통신 트워 달 는 많 어 움 다 욱 과 낮. ,
특징 갖는 지그비 트워 경에 질 지 상
고 는 상 보 고 연 다.
상 상에 재 는 통계 여 (Statistical Redundancy)
거 여 원 상 보량보다 보 상 재 는 것 복,
원 상 실 에 라 실 과 실/ (Lossy Compression)
나눌 수 다(Lossless Compression) .
실 상 질 실없 지 상 는 료
량 는 것 다 수 는 차원 열에 통계. 2
여 료 찾 내는 과 포 다 라 통 상 상.
에 재 는 통계 여 거 여 수 다 러 통계 근.
엔트 가 다 엔트 는 실. (Entropy Coding)
같 뜻 실 허 만, (Run Length Coding) (Huffman
가 다Coding) [17].
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실 원 상 보 여도 게 복원 수 는
므 실 에 비 낮지만 원 상 보 게 보
수 는 가지고 어 료 상과 같 에 사 다.
여 거 는 것만 는 수 는 다.
얻 는 여 닌 보 도 거 어 만 므 실 고,
지 수 없다 실 원 상 보 게 복원 수 없지만.
당 열 허 실 에 비 상당(Degradation)
수 다.
통계 실 에 그 다 람직 지 시각상,
질 가 다 냐 상에 시각 특징 리 같. ,
에 차가 생 다 러 결 간 시각 시스 과. ,
사 상 사 계수 개별 고,
수 여 여 다.
간 시각 시스 눈 통 공간 본 상 들 후, ,
상 료 처리 여 사 특징 끌어 내는 보처리 시스 다 사. ,
리에 경계 지워진 같 색 나 같 질감 만들어진, ,
체 간주 수 다 사 색과 질감 그 사 과 에.
는다 라 사 식 는 어 가 는.
리 보 다 결 상 고리 능 리 곡. , ,
시 는 다.
간 시각 시스 에 연 에 간 눈 상 보 다수개,
역 여 다는 것 다 [15]~[ 역들 각각 주 수 폭19].
거 타브 도 다 욱 공간 역에 상 다수 상 척. , ,
보 루어진다고 간주 다 러 사실 근거 여 는 상 에. , Marr
도 변 는 리 상 공간 지역 다는 건에
공식 도 다 [19].
실 간 시각 시스 고 실 질 열 원,
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상에 실 고 상 수 에 많 에 사 고
다[15].
본 러 리에 라 간 시각 체계 특 주 수 역만(
볼 수 거나 역별 민감도가 다 에 다 상도 갖는 웨)
브 변 에 근거 실 고 다.
상 다 그림 과 같 단계 다4.8 .
그림 상 과4.8
Fig. 4.8 Procedure of Image Compression
그림 첫 째 단계 상 변 는 상 공간4.8 ( )
상 계 고 여 복 보 거나 는 가 가
능 도 상 보 재 는 단계 다 러 변 에 변. 3
과 통 가능 보다 변 는 상 특 에 맞는,
는 에 는 택 다( ) .
째 는 변 당
는 값 통 여 수 는 원 상(Quantization level)
보량 는 본격 상 단계 다 특 단계에 는.
도에 라 수 다.
째 단계에 는 단계에 얻 수 생 빈도수에
라 비트 당 여 보통 엔트 심볼( )
얻는다 허 만 나 산술. (Huffman Encoding)
등 여 에 당 다(Arithmetic Encoding) .
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쿼드트리 변 보다 상(Quadtree Decomposition)
간단 고 결과가 다 상도 역 상,
에 상 식 과 같 상처리에 과 수 다
는 다 그러나 쿼드트리 고리 웨 브 변 과 같. ,
변 고리 보다 낮 에 근에는 변 고리,
과 께 는 등 능개 에 연 가 진 다[15].
본 에 도 가시 웨 브 변 여,
지 상 후 쿼드트리 는 다 웨 브, .
변 상 계수에 여 역별 값 과 쿼드트리 블
여(QBBQ, Quadtree Based Block Quantization) '0'
나타내는 보 생 후 닌 나 지 들과128byte ,
보 엔트 여 체 량 는 다.
특 식 생과 비래 포 니 링 시스 에 포,
상 경우 그 특 상 변 웨 브 계수는 많 포 고 어, '0' ,
과 량 수 다QBBQ .
쿼드트리 상 다 상도 얻 사 고
나 리에 변 과 같 변 보다 상 간단 고,
그 결과가 다 상도 역 상 에 식
과 같 상처리에 과 수 다.
쿼드트리 평 역 열 는 어
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차원 상, 2 , 쉽게
수 다.
그림 같 주어진 차원 상4.9 (a) 2 라 등 여 그, 4
결과 라 고 각각 결과에 다시 등, 4 16
개 심볼(symbol) 생
수 다 과. 복 상 개1
단 에 게 다 처럼 상 등 마다. 4
(Decomposition) 1, 2, 가 고, 상
지 가 가능 다 에 가시킬. ,
각 역 등 각각 등 역에는 래첨( 4 ), 0, 1, 2, 3




Fig. 4.9 Quadtree Decomposition Method
(a) Quadtree Decomposition (b) Quadtree Structure
쿼드트리 심볼 여 원리는 그림 에 보는 같 트리4.9
루트(Root) 드 당 고 그 다 에 등 는 드에는(Node) , 4
루트 드 수 에 가시0 0, 1, 2, 3 심볼
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여 는 것 다 들어. 드 는 평 역 등4
여 생 는 각각 평 역에 , , , 심볼
여 다 같 생 계 쿼드트리. 4
라 다 등 드 드(Quadtree Structure) . 4 (Parent
라 고 드 어 생 드 식 드Node) 4 (Child
라 다Node) .
쿼드트리 과 나 상 나가는 에 라 식
과 상 식 그림(Top-Down Procedure) (Bottom-Up Procedure) ,
과 같 나타낼 수 다4.10 .
그림 쿼드트리 과4.10
상 식 과 식 과(a) (b)
Fig. 4.10 Quadtree Decomposition Procedures
(a) Top-Down Procedure (b) Bottom-Up Procedure
상 식 체 역 나 값 수 는지 단 고,
그 지 역 같 가 도 개 블 (Sub-Block)
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나눈다 나누어진 각 블 들 다시 나 값 수 는지.
별 는 과 거쳐 블 나누어 가는 과 복 다.
식 블 ( 블 에 웃 는 들과 병)
것 지 별 나가는 식 블 동질 역 별
다시 상 역 블 병 수 는지 단 고 복 수,
다 쿼드트리 상 에 는 상 식 진 차가 과.
다.
상 쿼드트리 각 에 리 는 보 갖는 쿼
드트리 상 값들 쿼드트리 가 만들어진다 쿼드트리.
는 과 값들 리 드 고 내0 1 , 0 (Leaf Node) , 1
드 나타낸다 리 드는 재 에 가 료(Internal Node) . ,
내 드는 다 에 개 사 가 루어지는 것 미4
다 쿼드트리 는 각 리 드에 는 상 값들 다. .
그림 4.11 갖는 간단 진 상3
실 쿼드트리 에 쿼드트리 쿼드트리 값 생
는 과 나타낸 것 다 상에 시 는 숫 는 쿼드트리 가.
는 순 나타낸다 그림 쿼드트리 에 원 드는 개. 4 4
블 가 루어지는 것 미 는 내 드(Sub-Block)
사각 드는 상 가 루어지지 는 리 드 다, . ,
그림 드 체 상4.4(d) , 0 내
드 가 재 다는 것 고 체 상 등 여(‘1’) , 1 4
상 다시 내 드 리 드 여 나타내('1') ('0') 1011
다 같 수 게. 2 1100 0000 1000
다 라 체 나타내. 1 1011 1100 0000 1000 17bit
상 간단 나타낼 수 게 다.
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그림 4.11 상에 쿼드트리
진 상 상 블(a) (b)
쿼드트리 진 비트맵(c) (d)
Fig. 4.11 Quadtree Representation for a Image
(a) Example of a Binary Image (b) Segmented Image Block
(c) Quadtree Representation (d) Binary Bitmap
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에 는 과 에 살펴본 웨 브 변 과 쿼드트리4.4 4.5
여 지 상에 시 다 에 같.
니 링 시스 에 포 상 그 상 특 웨 브 계,
수에 많 포 고 어 과 다 가능'0' ,
다 상에 웨 브 변 계수 과.
도에 역별 값 택 과 쿼드트리 통3 '0'
보 생 고 는 쿼드트리 블 (QBBQ)
도 다.
상 능 평가 다 과 같 가지,
고 객 주 평가 수 다/ .
산 여 변(1) (DCT, Discrete Cosine Transform)
산 웨 브 변(2) (DWT, Discrete Wavelet Transform)
산 웨 브 변 쿼드트리 블(3) (DWT)+ (QBBQ)
비 상 상 시스 라(1) DCT "Baseline "
상 본 고 상DCT , (2) DWT
상 과 동 사 고 변(1) DCT (Encoding)
만 시스 다 는 에 차DWT .
여 체만 상 능 평가 것, DCT DWT
다 상 시스 에 가 시. (3) (2) QBBQ
스 다.




















그림 산 여 변4.12
Fig. 4.12 DCT Method
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그림 4.13 DWT Method























Fig. 4.14 Proposed Method
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지 상 산 웨 브 변 단계 통 여 여러 개 역 상
고 각 역에 간 시각시스 특 값,
수 질 상 과 동시에 개 시
킬 수 다.
본 연 에 는 웨 브 여 상 변'DAUB-4' 5-
다 상 웨 브 역 그림. , 5- 4.15
같 개 역 그 에 주 역 역12 , '0' 4
개 역 루어 는 역 상에 지가 집 어 는,
라 나 단 지 여 쿼드트리 블 수
다.
그림 웨 브4.15 5-
Fig. 4.15 5-level Wavelet Decomposition
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쿼드트리 블 단계에 는 값 역별 균, ' (Threshold) ', '
쿼드트리(Uniform Quantization)', '3- (3-Level Quadtree) ',
블 생 가지 단계 다' (Zero -block) ' 4 .
값 역별 균 는 간 시각시스 과 상' ' ' '
주 수 특 여 결 다 간 시각 감 특. , 0 90
가진 신 에 감도 가지 그 사 감도는 차 감 여
45 에 가 다 상 수평 나 수직 보다 각 에. ,
감 에 상 각 역에 값 거나,
낮 간 느끼는 질 도 수 다.
본 에 사 역별 값과 그림 같4.16 (a)
다 여 값 변수 값에 여 역별 값 결. , , 'T'
고 변수 상 에 사 다 그림 는, . 4.16 (b)
웨 브 사 여 수 역별Daub-4 , 5-
나타내고 는 주 역에 여 는 역, '0'
고 고주 갈수 낮 비트 수 여 고주 역7bit , (bit) ,
수평 수직 각 역에 는 비트 낮'10( )', '11( )', '12( )' 3
다.
라 주 에 고주 역 지나감에 라 값 체, ' '
고 체감시 다 그 만 주 역에 는 상 에 지가, ' ' .
많 집 어 에 웨 브 계수들 많 역 주, (
역 그 값과 비트 많 당 여 가 여)










0 T 7 bit
1 6 x T 6 bit
2 6 x T 6 bit
3 6 x T 6 bit
4 8 x T 5 bit
5 8 x T 5 bit
6 8 x T 5 bit
7 10 x T 5 bit
8 10 x T 5 bit
9 12 x T 5 bit
10 12 x T 3 bit
11 12 x T 3 bit
12 15 x T 3 bit
그림 역별 값4.16
역별 값과 웨 브(a) (b) 5-
Fig. 4.16 Subband Threshold Value and Quantization Level Setting
(a) Subband Threshold Value and Quantization Level Table
(b) 5-level Wavelet Decomposition
임계치 조절 변수 압축률 조절T: ( )
- 62 -
다 는 값 과 역별 균 통(Uniform Quantization)
나 웨 브 변 계수들 쿼드트리 과 과 블 생 과3-
수 다.
쿼드트리 과 쿼드트리 과 식 과
여 실험 는 식 웃 개 들 병 것 지, 4
별 나가는 식 블 동질 역 별 다시 상,
역 블 병 수 는지 단 고 복 수 는 과,
다.
쿼드트리 웃 웨 브 변 계수 개 병 여 비트'3- ' 4 1
심볼 고 다시 과 복 여 처(bit, '0' or '1') , 3 , 65536
개 비트 보8 1024 개 비트 보 시1
다 심볼 당 는 웃 개 웨 브 변 계수들. , 4
당 고 나라도 닌 값 재 당 는'0' , '0' , '1'
식 사 다.
그림 쿼드트리 수 다4.17 3- .
그림 4.17 8 웨 브 변 계수들 상에 웃 개 계수8 , 4
값 비 다 계수값 나라도 닌 값 재 게 상 에. '0' ,
라는 심볼 여 는 들어 원 그 진 라는'1' , (1, 0, 208, 82)
웃 변 계수들 상 에 비트 원 그 진 쪽'1' ,
상 에 는 비트 여 다 런 과(0, 0, 0, 0) '0' . 3-
쿼드트리 수 상 에 라는 심볼비트가 나 게 다, '1' .
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그림 쿼드트리 수4.17 3-
Fig. 4.17 Numerical Example of 3-Level Quadtree
다 블 생 단계에 는 쿼드트리 만' (Zero Block) ' , '3- '
들어진 1024(32× 개 비트 심볼들 그림 같 개 단32) 1 4.18, 4.19 8
블 만들어 다1 Byte .
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.
그림 블 보 생4.18 ‘ ’
Fig. 4.18 Example of Generating the 'Zero Block Position Information'
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그림 블 보 십진수4.19 ' '
Figure 4.19 Decimal Number Representation of the Zero Block Position
Information
그림 에 볼 수 듯 개 블 진수 십, 11010100(2) 8 ,
진수 나타낼 수 다 게 보212(10) . 128byte
생 수 다 보는 변 계수들 나타내는 블. '
보 다 블 보 참 여 닌 블 들만 엔트' .
다 는 량 수 다 는 변, . DCT
시에 지그재그 스 과 실' (Zig-Zag Scan)' ' (Run Length Coding)'
통 과 사 과 얻 수 다'0'
단계에 블 생 게 는 얻어진 보는 그림, 4.20
과 같다.
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그림 블 보 생 결과4.20
Fig. 4.20 Generation Result of the Zero Block Position Information
마지막 단계 엔트 에 는 에 생, QBBQ 128byte '
블 보 닌 블 값만 스 여 실' ' '
허 만 수 여 열 만든다' ' , (Symbol Stream) .
상 경우 연 상보다 블 생 많고, ,
시 상 수 다.
처럼 웨 브 변 계수에 많 수 엔트
량 감 고 빈도수가 많 심볼에 낮 비트,
당 수 진다.
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에 는 에 시 거 상 께,
는 에 다 거 에 공통 사 는 값.
통 시 연결 는 차 다.
에 걸쳐 개 거 심 스 에 당4.1~4.3
는 변 계수 값 찾 내어 수 고 편차 여 상,
리 는 값 는 것 과 거 능
갖는다 에 는 웨 브 변 각 역에 여. 4.6
값 처리 후 쿼드트리 블 여 보 과, ‘0’
는 에 다.
에 는 거 상 통 다.
거 후 통계 여 늘어나게 어 그 만,
질 것 라는 에 착 것 다 가지 에 공통.
에 다.
거 지 상 다시 값 래 같
다.
거 값{ / }
역별={ } 거 값{3 }
든 상에 동 값 는 경우 상 통계 특징,
수 없 에 그만 포 상에 극 거
수 다 그러나 값 거 상. ,
보다 과 수 것 다.
본 에 값 과4.1





웨 브 계수 역별 편차={ }
4.6
값{ }
역별={ } 웨 브 변 계수 값{ }
4.8
거 값{ / }
역별={ } 거 값{4.3 }
거 값4.1
Table 4.1 Thresholding Methods for Denoising and Compression
에 볼 수 듯 에 는 값4.1 , 4.6
독립변수 웨 브 변 계수 값 에 에 사“{ }” 4.3 “{
거 값 여 사 다}” .









상 역 계수(LH, HL, HH)
미 마스 생


















그림 거 상 시스4.21
Fig. 4.21 Denoising and Image Compression of the Proposed System
그림 시스 에는 지 상 거 후 수4.21 , ,
값들 단계 다, 2.1 .
그림 시스 에 보 같 지 상에 여4.21 , ,
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웨 브 변 후 각 상 역 계수에5- , (Detail Subband)
에 시 값 찾 낸다 트 공간 마스4.3 . ,
여 스 나타내는 진 마스 생 고
여 웨 브 변 계수 값 수 다 수 변 계수에.
편차 계산 고 그 결과 당 역 값 다.
다 게 값 여 에 쿼드트리, 4.6
블 수 다 값 각 역별 균. ,
수 고 쿼드트리 여 웨 브 변 계수에 포 어, 3-
는 보 과 다 보다'0' . ,
얻 실 허 만 차 수 여
상 얻어낸다.
상 도 나타내 당 비트 단(BPP, Bit Per Pixel)
사 다 복원 상과 거 상 질에 능 객.
평가 첨 신 비(PSNR, Peak Signal-to-Noise Ratio)
사 다 사 계산식 다 과 같다. , PSNR .
(4.14)
여 원 미지 재 미지, 그리고 미지 폭,
과(Width) (Height) , 라 식 에 사, (4.14) RMSE(Root
계산식 다 과 같다Mean Square Error) .
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(4.15)
에 는 본 연 심 웨 브 변 에 지 상
거 다 다 에 는 타당.
검 실험에 여 고찰 다.
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에 는 에 시 거 상 에 여, 4
들과 비 실험 진 여 타당 검 다.
특 거 값 상 역별 값,
시 과 동시에 과 거가 가능 평가 미 상, PSNR
통 보다 게 수 다.
경 가 에 라 생 수 상 과거 심 지나쳤,
들 든 사람들에게 어 강 경계 상 고 나 산업,
는 공업 많 쓰 생과 경 염
가 는 에 다 라 간 가 에게 주는 곤.
나 동 는 개 특 비래 리 나 루살 같, , , ,
날 동 는 말 다 런 들 식 나 직 들 갉.
어 생 에 주고 들 체에 운 병원균,
도 다 상 비래 사람 그 개체 는 수보다 산란.
여 생 는 수가 많 공간 날 다니 언 어 나 므
그 가 욱 시 고 고 특 근에는 경 체, ,
란 독 살 보다는 비래 거 는 여러 개( )
진 고 다.
그림 비래 가 비래 포6.1 (
포 등 사시도 다 포 등 비래 는 과 몬) . UV-A
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여 비래 고 포 는 비 비래 에 수
비 리 사 고 다 그러나 상 포 등 비래 끈끈. ,
에 포 는 식 끈끈 량 계 지 같 질 포,
주 리가 다 포 비래 에. ,
라 그 과 시 가 달라지므 리 는 포 비래, ,
수 게 여 신 수 는 것 엇보다 과
다.
그림 비래 포5.1
Fig. 5.1 Flying Insect Capturing Device
상술 과 결 본 에 는 상 포 등에 수집,
보 실시간 원격지 달 수 는 원격 니 링 시,
스 술 보에 고 다 경 는. ,
트워 에 포 상 보 실시간 과
과 거 개 는 것에 고 검,
과 같 실험 고 그 결과 다5.1.2 .
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비래 포 상 그림 같 시리얼 라 지5.2
그비 듈 사 다 듈들 그림 과 같 비래 포 에. 5.3
탑재 어 포 고 그 결과 원격지 수집 에/ ,
달 는 역 다.
그림 라 지그비 듈5.2
Fig. 5.2 Camera and ZigBee Module
그림 비래 포5.3
Figure 5.3 Flying Insect Capturing Device
그림 는 상 라 듈 여 비래 포 것5.4
다 포 등 내 는 원 생 공간 에 는. ,
상 곡 착 에 습 곡 상 등 생 에,
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상처리 결과 얻 다 건 스트 진 다.
그림 포 상5.4
Fig. 5.4 Capturing Image
본 에 는 고리 평가 그림 실험 상5.5 5
사 다 실험 상들 포 에 포 포 상. 5.1.2 4
과 상처리 고리 평가에 많 사 는 상Lena 256
상 다256 8bit .
실험 상들 상과 달리 리 같 고주 고,
상 비가 낮 고주 다 재 는 웨 브 변 통,
상 보 주 역에 집 시 고 라 여겨지는 고주,
보량 낮 거나 거 상 거 동시에 결과





상 상 상 상 상(a) 01 (b) 02 (c) 03 (d) 04 (e) Lena
Fig. 5.5 Experiment Images
(a) 01 Image (b) 02 Image (c) 03 Image (d) 04 Image (e) Lena Image
우 거 실험 상 상들에 상 스 과, 1%
평균 고 편차가 가우시 색 첨가 고0 5% ,
웨 브 수 과 거 능 상 질PSNR
비 수 여 평가 고 다 능 검 실험에 는 상 실험, ,
상 과 여DCT, WT 0.45bpp~0.1bpp
지 다 에 비트 통 평가PSNR (BPP vs PSNR)
후 복원 상 질 비 수 여 평가 다.
마지막 거 실험에 는 평가 상,
평가 어 결과 상 미 여 질 비 는 여PSNR ,
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보다 쉽고 능 검 수 도 다.
본 에 는 에 거 능 평가 포4 5.1
상들과 상에 스 과 평균 고 편차가Lena 1% 0 5%
가우시 색 첨가 상에 값
웨 브 수 과 거 능 비 평가 다.
거 상 객 평가 첨 신 비 사(PSNR)
다 보다 공 능비 여 각 상에 상술 랜.
게 가시 고 복 거 실험 수 여 얻어진(Random) 10
값 평균 여 객 능 비 다PSNR .
그림 그림 지는 거 실험에 사 상 다 각5.6 5.10 .
그림 는 원 상 고 는 체 수 에(a) , (b) 1% ( 656 )
스 가 상 는 평균 고 편차 갖는 가우, (c) 0 5%
시 가 상 는 스 편차, (d) 1% 5%
갖는 가우시 동시에 가 상 다 각 상. PSNR
비 보 가우시 보다는 스 에 질 열 상,
드러지게 나타남 수 다.
그림 상처리에 주 사 는 상에 동5.10 Lena
가 것 상에 도 타당
다.
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(a) (b) (PSNR= 25.9991dB)
(c) (PSNR= 33.0474dB) (d) (PSNR= 24.8832dB)
그림 상과 상5.6 '01'
상 스 상(a) 01 (b) 1%
가우시 상 스 가우시 상(c) 5% (d) +
Fig. 5.6 '01' Image and Noised Image
(a) Original Image (b) 1% Impulse Noised Image
(c) 5% Gaussian Noised Image (d) Impulse and Gaussian Noised Image
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(a) (b) (PSNR= 24.3734dB)
(c) (PSNR= 33.0488dB) (d) (PSNR= 24.0808dB)
그림 상과 상5.7 '02'
상 스 상(a) 02 (b) 1%
가우시 상 스 가우시 상(c) 5% (d) +
Fig. 5.7 '02' Image and Noised Image
(a) Original Image (b) 1% Impulse Noised Image
(c) 5% Gaussian Noised Image (d) Impulse and Gaussian Noised Image
- 80 -
(a) (b) (PSNR= 25.4303dB)
(c) (PSNR= 33.0137dB) (d) (PSNR= 25.1215dB)
그림 상과 상5.8 '03'
상 스 상(a) 03 (b) 1%
가우시 상 스 가우시 상(c) 5% (d) +
Fig. 5.8 '03' Image and Noised Image
(a) Original Image (b) 1% Impulse Noised Image
(c) 5% Gaussian Noised Image (d) Impulse and Gaussian Noised Image
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(a) (b) (PSNR= 24.5361dB)
(c) (PSNR= 32.9991dB) (d) (PSNR= 24.3617dB)
그림 상과 상5.9 '04'
상 스 상(a) 04 (b) 1%
가우시 상 스 가우시 상(c) 5% (d) +
Fig. 5.9 '04' Image and Noised Image
(a) Original Image (b) 1% Impulse Noised Image
(c) 5% Gaussian Noised Image (d) Impulse and Gaussian Noised Image
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(a) (b) (PSNR= 25.6370dB)
(c) (PSNR= 33.0496dB) (d) (PSNR= 24.8722dB)
그림 상과 상5.10 'Lena'
상 스 상(a) Lena (b) 1%
가우시 상 스 가우시 상(c) 5% (d) +
Fig. 5.10 'Lena' Image and Noised Image
(a) Original Image (b) 1% Impulse Noised Image
(c) 5% Gaussian Noised Image (d) Impulse and Gaussian Noised Image
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그림 그림 지는 스 과 가우시5.11 5.15 1% 5%
포 상에 여 웨 브 수 과 거 실험 결과
다 실험 평가 각 상에 거 실험 수. 10
고 각 결과 비 다PSNR .
그림 거 상5.11 '01' PSNR
Fig. 5.11 PSNR Results of the Denoised '01' Image
그림 거 상 과 평5.11 ‘01’ PSNR
균 차 보 고 그림 는 상 차 보7.2dB , 5.12 ‘02’ 0.3dB
다 스트 상 에 상 차 가 가 다. ‘02’ PSNR .
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그림 거 상5.12 '02' PSNR
Fig. 5.12 PSNR Results of the Denoised '02' Image
그림 과 그림 는 상과 상 결과 다5.13 5.14 ‘03’ ‘04’ PSNR . ‘03’
상 평균 차 보 고 고 상 상 차8dB , ‘04’ 0.9dB
보 고 다.
그림 거 상5.13 '03' PSNR
Fig. 5.13 PSNR Results of the Denoised '03' Image
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그림 거 상5.14 '04' PSNR
Fig. 5.14 PSNR Results of the Denoised '04' Image
그림 거 상5.15 'Lena' PSNR
Fig. 5.15 PSNR Results of the Denoised 'Lena' Image
그림 는 상처리 고리 능평가에 많 사 는 상에5.15 ‘Lena’
거 결과 다 결과가 다 지만 그 차 가. PSNR




1 2 3 4 5 6 7 8 9 10 평균 -② ①
01
① 23.787 23.730 21.623 23.538 24.977 24.120 23.277 25.142 24.320 23.807 23.832
7.292
② 31.489 31.150 30.829 31.292 31.340 30.178 30.869 31.203 31.567 31.323 31.124
02
① 22.937 22.056 23.622 22.678 21.532 22.993 22.832 22.548 22.223 22.619 22.604
-0.271
② 21.607 22.264 22.449 22.216 21.939 22.577 22.937 22.234 22.057 23.055 22.333
03
① 18.424 22.803 22.035 18.391 19.399 22.404 20.642 19.990 21.814 18.814 20.472
7.991
② 26.997 28.724 31.533 26.131 25.802 31.191 26.260 31.171 31.062 25.763 28.463
04
① 21.478 22.627 20.627 22.864 21.933 21.870 22.699 21.402 21.867 22.729 22.010
0.965
② 23.483 21.770 19.974 22.859 23.326 24.094 21.809 25.194 23.806 23.435 22.975
LE
NA
① 24.122 24.035 24.076 24.643 24.962 24.093 23.865 22.503 23.712 23.626 23.964
1.686
② 25.482 25.928 25.812 25.783 25.517 25.825 25.425 24.824 26.077 25.829 25.650
스 가우시 경우5.1 1% + 5%
값: , :① ②
Table 5.1 Case of 1% Impulse Noise + 5% Gaussian Noise
: Universal Threshold Method : Proposed Method① ②
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그림 지는 값 과5.16 5.20 Donoho
거 능 주 평가 나타낸 것 다.
그림 상 경우 값 보다 개5.16 ‘01’ , 8dB PSNR
었고 주 질 차 가 게 나타났다 특 스 경. ,
우 에 는 미 게 남 지만 경우 거 었, ,
수 었다 그림 상 경우. 5.17 ‘02’ , 0.7dB
개 보 고 보다 스 에 과 나 다PSNR ,
상에 비 개 도가 낮다는 것 수 었다 는 상. ‘02’
다 상에 비 체 어 운 경 고 어 비가 낮
거시 생 는 리 열 상 라 생각 다 그림 상. 5.18 ‘03’
경우에는 거 에 비 여 도 매우 개10dB PSNR
보여주고 상 곽 보 는 것
수 었다 그림 상 경우에도 보다 질 상. 5.19 ‘04’
드 지게 나타남 수 다.
마지막 상에 는 도, ‘Lena’ 0.8dB PSNR
상 보 지만 보다 비가 어 도가 어지고 그 결, ,
과 체 주 질 열 었다 그러나 경우에도 스. ,
과 거 고 리 리 보다 보
수 다.
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(a) (b) (PSNR= 25.0120dB)
(c) (PSNR= 23.5491dB) (d) (PSNR= 31.3789dB)
그림 상 거 결과5.16 '01'
원 상 스 가우시 상(a) (b) +
값(c) (d)
Fig. 5.16 Denoising Results of the '01' Image
(a) Original Image (b) Impulse and Gaussian Noised Image
(c) Universal Thresholding Method (d) Proposed Method
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(a) (b) (PSNR= 23.9641dB)
(c) (PSNR= 21.9909dB) (d) (PSNR= 22.6503dB)
그림 상 거 결과5.17 '02'
원 상 스 가우시 상(a) (b) +
값(c) (d)
Fig. 5.17 Denoising Results of the '02' Image
(a) Original Image (b) Impulse and Gaussian Noised Image
(c) Universal Thresholding Method (d) Proposed Method
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(a) (b) (PSNR= 25.1932dB)
(c) (PSNR= 21.8533dB) (d) (PSNR= 31.3003dB)
그림 상 거 결과5.18 '03'
원 상 스 가우시 상(a) (b) +
값(c) (d)
Fig. 5.18 Denoising Results of the '03' Image
(a) Original Image (b) Impulse and Gaussian Noised Image
(c) Universal Thresholding Method (d) Proposed Method
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(a) (b) (PSNR= 24.0105dB)
(c) (PSNR= 22.4030dB) (d) (PSNR= 23.0045dB)
그림 상 거 결과5.19 '04'
원 상 스 가우시 상(a) (b) +
값(c) (d)
Fig. 5.19 Denoising Results of the '04' Image
(a) Original Image (b) Impulse and Gaussian Noised Image
(c) Universal Thresholding Method (d) Proposed Method
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(a) (b) (PSNR= 24.3085dB)
(c) (PSNR= 24.8207dB) (d) (PSNR= 24.9864dB)
그림 상 거 결과5.20 'Lena'
원 상 스 가우시 상(a) (b) +
값(c) (d)
Fig. 5.20 Denoising Results of the 'Lena' Image
(a) Original Image (b) Impulse and Gaussian Noised Image
(c) Universal Thresholding Method (d) Proposed Method
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주 객 평가 통 거/ Donoho
값 보다 스 거 리 보 능 우수
다 객 평가 지 값 보다. PSNR
평균 능 개 보 고-0.2 ~ 8dB , ,
보다 스 과 거 고 상 리 보 보
여 주 질 평가에 도 결과 보 다 그러나 체 어 운. ,
상 경우 결과가 체 비 시 거에,
도 고 질열 상 나타내는 것 수 었다. ,
통 거 상 여 질 평가 보 스,
에 미 게 십 태 상 남는 가 었고 는 스 에 당
는 계수 보간 는 과 에 나타난 상 여겨진다(Interpolation) .
시스 능 평가 , DCT baseline
웨 브 변 그리고, (WT) , (QBBQ)
비 평가 다 복원 상 능 객 평가 당 비트.
과 사 다(BPP, Bit Per Pixel) PSNR .
그림 그림 지는 각각 스트 상5.21 5.25 ‘01’, ‘02’, ‘03’, ‘04’
상에 여 가지 실험 결과 다 상‘Lena’ 3 .
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0.45 지 후 각각 결과 그래 나타내0.1bpp , BPP vs. PSNR
어 비 것 다.
결과 그래 통 시 상 비트 에 는, DCT , 0.13bpp 30dB
도 보 고 지만 비트 낮 지 상PSNR , PSNR
격 게 감 수 다 체 략. DCT
웨 브 들보다 능 어짐0.18bpp
수 다.
그림 상에 는 낮 에 는5.21 ‘01’ 0.18bpp DCT
우수 보 나 고 에 는 웨 브 과 쿼드트리,
차 가 차 커 과는 에 상PSNR , DCT 0.1bpp 10dB
차 보여 우수 수 다.
그림 상5.21 ‘01’ BPP vs. PSNR
Fig. 5.21 BPP vs. PSNR of the ‘01’ Image
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그림 상5.22 ‘02’ BPP vs. PSNR
Fig. 5.22 BPP vs. PSNR of the ‘02’ Image
그림 상에 는 고 에 웨 브 과 쿼드트5.22 ‘02’ 0.1bpp
리 에 비 도 차 보 다DCT PSNR 8dB .
그림 상5.23 ‘03’ BPP vs. PSNR
Fig. 5.23 BPP vs. PSNR of the ‘03’ Image
그림 상에 는 고 에 웨 브 과 쿼드트5.23 ‘03’ 0.1bpp
리 에 비 도 차 보DCT PSNR 15dB
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다 상에 는 매우 과 수 다. ‘03’ .
그림 상5.24 ‘04’ BPP vs. PSNR
Fig. 5.24 BPP vs. PSNR of the ‘04’ Image
그림 상에 도 고 에 웨 브5.24 ‘04’ 0.18bpp
보다 지 에 는 상 차DCT PSNR , 01bpp 10dB
보 다.
그림 상5.25 ‘Lena’ BPP vs. PSNR
Fig. 5.25 BPP vs. PSNR of the ‘Lena’ image
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그림 상 다 실험 상들과 사 결과 보 다5.25 ‘Lena’ .
상 고 경우에 에 격 감0.25bpp DCT PSNR
지만 변 도가 상 게 나타났다, PSNR .
처럼 든 실험 상 객 평가에 고 시에는0.25bpp
웨 브 과 쿼드트리 보다DCT
상 수 고 상마다 다 차 보 고 지만 쿼15dB PSNR ,
드트리 웨 브 보다 다 우수 수
다.
그림 지는 각각 스트 상과5.26 5.30 ‘01’, ‘02’, ‘03’, ‘04’ ‘Lena’
상에 상과 원 상 과, 0.1~0.125bpp (Original Image)
주 질비 결과 다.
평가에 상에 라 상 고0.1~0.125bpp(64
다 과 웨 브 상 비) . DCT ,
에 복원 상 고 시 질 상 블 킹 상DCT
드러지게 나타나지만 동 비트 에 도 웨 브 상,
간 시각 시스 과 사 상 므 러 블,
킹 상 생 지 간 시각 도 매우 우수 질 개 과가,
수 다 웨 브 상 과 쿼드트리 블. ,
상 비 보 체 는 시각 차 게,
찾 수 없지만 는 다 쿼드트리 블 상,




그림 상5.26 ‘01’ , 0.1bpp
원 상(a) (b) DCT, PSNR=17.36dB
(c) WT, PSNR=29.59dB (d) , PSNR=30.73dB
Fig. 5.26 ‘01’ Image, 0.1bpp
(a) Original Image (b) DCT, PSNR=17.36dB




그림 상5.27 ‘02’ , 0.105bpp
원 상(a) (b) DCT, PSNR=13.56dB
(c) WT, PSNR=17.66dB (d) , PSNR=21.09dB
Fig. 5.27 ‘02’ Image, 0.105bpp
(a) Original Image (b) DCT, PSNR=13.56dB




그림 상5.28 ‘03’ , 0.097bpp
원 상(a) (b) DCT, PSNR=17.16dB
(c) WT, PSNR=31.55dB (d) , PSNR=32.65dB
Fig. 5.28 ‘03’ Image, 0.097bpp
(a) Original Image (b) DCT, PSNR=17.16dB




그림 상5.29 ‘04’ , 0.1bpp
원 상(a) (b) DCT, PSNR=17.85dB
(c) WT, PSNR=26.61dB (d) , PSNR=28.06dB
Fig. 5.29 ‘04’ Image, 0.1bpp
(a) Original Image (b) DCT, PSNR=17.85dB




그림 상5.30 'Lena' , 0.125bpp
원 상(a) (b) DCT, PSNR=20.03dB
(c) WT, PSNR=23.09dB (d) , PSNR=23.77dB
Fig. 5.30 'Lena' Image, 0.125bpp
(a) Original Image (b) DCT, PSNR=20.03dB
(c) WT, PSNR=23.09dB (d) Proposed Method, PSNR=23.77dB
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실험 결과 통 고 시 보DCT
다 객 주 우수 수 다 비 에. 0.125 bpp(64:1 )
는 블 킹 상에 상 심 게 상 지만 웨 브 변DCT ,
비 질 결과 보 다.
는 실험 상 실험 결과 비 쉽게 것 다5.2 .
상 비(bpp) DCT WT
‘01’
실험 상
0.235 37.55 34.80 35.09
0.133 29.94 31.74 32.20
0.1 17.36 29.59 30.73
‘02’
실험 상
0.267 33.53 32.28 32.57
0.133 25.73 24.03 24.42
0.105 13.56 17.66 21.09
‘03’
실험 상
0.178 38.25 33.84 35.42
0.125 31.85 32.42 33.78
0.097 17.16 31.55 32.65
‘04’
실험 상
0.267 34.06 30.13 31.47
0.133 27.38 28.30 28.83
0.1 17.85 26.61 28.06
‘Lena’
상
0.25 26.04 25.37 25.72
0.125 20.03 23.09 23.77
0.114 18.47 22.87 23.55
실험 결과5.2
Table 5.2 Summery of Compression Results
보 각 과 에 라 객 평가 지 다5.2 , PSNR
게 나타나지만 상 고 에, 0.1 bpp (80:1) DCT
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보다는 능 개 보 고 고 보다는 고12dB , WT 3.4dB
능 상 나타냈다 상에 도 다 상과 동. , Lena
능 보 고 어 상에 도 과,
수 었다 단 시에 보다. , 0.267 bpp (30:1) DCT PSNR
다 어지는 상 나타나는 는 변 계수에 포 수가 고, '0'
시보다 상 어 쿼드트리 럭 과가 어들
단 다 객 낮 지지만 주 질에는. , PSNR DCT
과 게 차 가 없어 산술 나(Arithmetic Encoding), EZW(Embedded
는 등 다Zerotree Wavelet), (Vector Quantization) ,
시 개 결 수 것 다PSNR .
에 는 에4.8 거 통 시스 에 능
평가 상에 고 값 웨 브 변, 5.2
과 에 개 값 웨 브 변(WT) 4.8
여 수 후(QBBQ) , 0.25 bpp ( 에32:1 ) PSNR
결과 주 질 비 평가 다.
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(a) (b) (PSNR= 25.11dB)
(c) (PSNR= 24.20dB) (d) (PSNR= 32.60dB)
그림 거 상5.31 ‘01’ , 0.25bpp
원 상 스 가우시 상(a) (b)
고 값(c) (d)
Fig. 5.31 Denoising and Compression Results of ‘01’ Image, 0.25bpp
(a) Original Image (b) Impulse and Gaussian Noised Image
(c) Fixed Threshold (d) Proposed Method
- 106 -
(a) (b) (PSNR= 24.04dB)
(c) (PSNR= 21.16dB) (d) (PSNR= 21.42dB)
그림 거 상5.32 ‘02’ , 0.25bpp
원 상 스 가우시 상(a) (b)
고 값(c) (d)
Fig. 5.32 Denoising and Compression Results of ‘02’ Image, 0.25bpp
(a) Original Image (b) Impulse and Gaussian Noised Image
(c) Fixed Threshold (d) Proposed Method
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(a) (b) (PSNR= 25.19dB)
(c) (PSNR= 22.28dB) (d) (PSNR= 32.30dB)
그림 거 상5.33 ‘03’ , 0.25bpp
원 상 스 가우시 상(a) (b)
고 값(c) (d)
Fig. 5.33 Denoising and Compression Results of ‘03’ Image, 0.25bpp
(a) Original Image (b) Impulse and Gaussian Noised Image
(c) Fixed Threshold (d) Proposed Method
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(a) (b) (PSNR= 24.01dB)
(c) (PSNR= 22.37dB) (d) (PSNR= 23.07dB)
그림 거 상5.34 ‘04’ , 0.25bpp
원 상 스 가우시 상(a) (b)
고 값(c) (d)
Fig. 5.34 Denoising and Compression Results of ‘04’ Image, 0.25bpp
(a) Original Image (b) Impulse and Gaussian Noised Image
(c) Fixed Threshold (d) Proposed Method
그림 상 실험 결과 나타낸다 그림 에 처럼5.31 ‘01’ . (a) (c)
고 값 경우 에 스 나타나고32:1
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지만 값 과 스 거 것 수,
었다 값 도 게 나타났다 그림. PSNR 8.4dB .
는 상 실험결과 나타내고 다 상 실험 결과 는 다5.32 ‘02’ . ‘01’
게 도 능개 습 수 었다 다만 값0.3dB . ,
보다 스 게 어든 주 질 보여주고 다 그림.
상 실험 결과 고 비 도5.33 ‘04’ , 10dB
개 보여주고 다 그림 는 상 실험 결과PSNR . 5.34 ‘04’
비 도 개 었지만 주 질비 에 값 경0.7dB
우에 과 감 는 것 수 다.
그림 지는 결과 상 미 것 각5.35 5.38 5.31 5.34
스 거 능과 리 보 능 평가 것 다 실.
험에 사 든 상에 거 과가 우수 쉽게
수 다.
에 각 상에 실험결과 리 것5.3 32:1 PSNR
고 값 과 값 차 나타내었는, PSNR ,








상‘01’ 0.25 24.20 32.60 8.40
상‘02’ 0.25 21.16 21.42 0.26
상‘03’ 0.25 22.28 32.30 10.02
상‘04’ 0.25 22.37 23.07 0.7
거 실험 결과 비5.3 & PSNR (0.25 bpp )
Table 5.3 PSNR of the Results for Denoising & Compression




그림 거 상 미 결과5.35 ‘01’ , 0.25bpp
원 상 스 가우시 상(a) (b)
고 값(c) (d)
Fig. 5.35 Differentiated Result of Denoising and Compression for the
‘01’ Image, 0.25bpp
(a) Original Image (b) Impulse and Gaussian Noised Image




그림 거 상 미 결과5.36 ‘02’ , 0.25bpp
원 상 스 가우시 상(a) (b)
고 값(c) (d)
Fig. 5.36 Differentiated Result of Denoising and Compression for the
‘02’ Image, 0.25bpp
(a) Original Image (b) Impulse and Gaussian Noised Image




그림 거 상 미 결과5.37 ‘03’ , 0.25bpp
원 상 스 가우시 상(a) (b)
고 값(c) (d)
Fig. 5.37 Differentiated Result of Denoising and Compression for the
‘03’ Image, 0.25bpp
(a) Original Image (b) Impulse and Gaussian Noised Image




그림 거 상 미 결과5.38 ‘04’ , 0.25bpp
원 상 스 가우시 상(a) (b)
고 값(c) (d)
Fig. 5.38 Differentiated Result of Denoising and Compression for the
‘04’ Image, 0.25bpp
(a) Original Image (b) Impulse and Gaussian Noised Image
(c) Fixed Threshold (d) Proposed Method
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결6
본 에 는 상 처리과 에 재 수 는 스
과 가우시 웨 브 변 역에 거 고 실험 상 는
에 다루었다 특 근 주 고 는 지그비 트워 경. ,
에 상 거 는 에 여 다, , .
지그비 트워 경 에 상 는 상 비트 트
낮 어 량 는 것과 과 에 생 수 는 질
열 보 실 는 것 과 식 생과,
비래 포 니 링 시스 에 게 사 는 포 상 상
지그비 트워 통 원격지 니 링 시스 가 여 그 처리과, ,
에 재 수 는 스 과 가우시 거 고 거,
상 는 고 실험 통 타당
다 연 결과 다 과 같다. .
첫째 거 상 상에 여 웨 브 변,
후 상 역에 계수 미 여 스 나타내,
는 진 마스 생 다 다 생 마스 통 여 에 상. ,
계수 찾 내고 주변 계수 값 여 새 운 상 역
계수 생 고 에 편차 여 리,
는 사 는 것 다 같 편차. ,
상에 포 통계량에 값 택 가
변 계수에 체 평균 뀌는 편차 값 보다
거가 가능 거 실험 통 다5.2 .
째 본 연 에 쿼드트리 블 상 웨,
브 변 다 상도 상에 간 상 도 ‘0’
보 과 수 다 는 웨 브 변 계수가 스 간.
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상 도 에 지 집 도가 에 쿼드트리 경우 보다,
과 량 수 다는 원리에 착 다.
타당 검 에 과 비 실험, 5.3 , DCT
고 실험에 사 든 상에 보다 주 객/
평가에 우수 결과 보 다 에 는 거 상. , 5.4
순차 수 는 과 에 상 에 고 값 값,
수 고 거 값 과 결 시 상 거,
능 동시에 개 고 다 거 과 에 각 역별. ,
값 통계량에 라 가변 값 변
수 사 여 주어진 에 과 거 결과 얻었다 체, .
상 질 비 에 사 는 과 주 상비 에 여 미, PSNR ,
상 도 특 스 거 과 량PSNR , ,
수 었다.
후 연 과 본 에 사 웨 브 다 웨, (DAUB-4)
브 동 실험과 수 고 그 결과 비 여 상처리에
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