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ABSTRACT 
The purpose of this paper is to describe a new method for tracking trajectories specified in the 
image space. This method, called movement flow-based visual servoing system, is applied to an 
eye-in-hand robot and it is shown that it allows the correct tracking of a trajectory, not only in the 
image but also in the 3-D space. This method is also extended to the case in which the object 
from which the features are extracted, is in motion. To do so, the estimations obtained, using 
several Kalman filters, are integrated in the control action. 
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1. INTRODUCTION 
     Using an image-based visual servoing system, a trajectory between the initial and the desired 
configurations in the image cannot be specified. Only the desired features in the image are 
indicated and not the 3-D trajectory that should be followed to arrive at such a configuration. In 
this paper a new approach to track trajectories called movement flow-based visual servoing that 
presents a correct behaviour not only in the image but also in the 3-D space, is described. 
     Only recently have appeared studies about the use of visual servoing systems to follow 
trajectories in the image [1]. In this last paper, an approach that uses an image-based visual 
servoing system with a time variable reference to track a desired trajectory, is presented. In 
contrast to the approach described by Mezouar and Chaumette, the one described in this article is 
used to track non-timed trajectories. If the tracking is formulated as a timed trajectory, the system 
risks not following the desired trajectory, at the cost of trying to maintain time restrictions.  
This paper presents a solution for tracking image trajectories and an eye-in-hand robotic system 
is applied to confirm the validity of the approach. The approach described in this article uses what 
we call a movement flow to determine the desired configuration from the current one. As such, 
the desired configuration remains close to the current one and the local stability of the image-
based visual servoing is assured, affording a tracking of the desired trajectory in the image. 
     The tracking of moving objects is the object of recent researches (see [2]). Within the field of 
visual servoing it is possible to find several works for real time tracking [3][4]. In this paper the 
estimation of the movement of the object with respect to which the features are extracted is 
integrated in the movement flow-based visual servoing system. This aspect allows to track the 
desired trajectory not only when the object is fixed, but also when is in motion. 
     To evaluate the trajectory tracking system with and without movement of the object from 
which the features are extracted, the setup shown in Figure 1.a is employed. The robot that carries 
out the tracking is a 7 d.o.f Mitsubishi PA-10 with an eye-in-hand camera system composed of a 
JAI-M536 mini-camera. We have used a 5 d.o.f. SCORBOT ER-IX robot to move the object 
from which the four features are extracted to evaluate the behaviour of the proposed system. 
     This paper is organized as follows: firstly the movement flow-based visual servoing system is 
described. To do so, first the main formulation of the visual servoing system is shown. Then the 
concept of movement flow and the potential function used is described. Finally, the results 
obtained and the main conclusions arrived are presented. 
2. MOVEMENT FLOW-BASED VISUAL SERVOING 
     In this section the general concept of movement flow is described, first however, the main 
formulation of the visual servoing system is detailed. 
 
2.1 Visual servoing 
The control actions generated to track a trajectory are obtained from an image-based visual 
servoing system in which the references are obtained from the movement flow:  
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where Cv  is the velocity obtained from the camera coordinate frame; λ 0>  is the gain of the 
controller; +fJˆ  is the pseudoinverse of the interaction matrix [5]; f d-= s se , s=[f1, f2,…, fM]T are 
the set of selected visual information to develop the task (features extracted from the image); 
sd=[f1+m1Φ1(f1), f2+m2Φ2(f2),…, fM+mMΦM(fM)]T; Φi is the movement flow for the feature i, 
m={m1, m2,…, mM } determines the progression speed. 
In Equation (1), the term ˆ t∂ ∂e  represents an estimation of the variations of +f fˆ= ⋅Je e  due to 
the movement of the object from which the features are extracted. As is shown in [6], the 
estimation of the velocity of a moving object tracked with an eye-in-hand camera system can be 
obtained from the measurements of the camera velocity and from the error function. Thus, from 
Equation (1) the value of the estimation of the error variation due to the movement of the tracked 
object can be obtained in this way (to obtain an exponential decrease of the error it must fulfil that 
λ= − ⋅?e e ): 
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From Equation (2), to acquire the value of the motion estimation in each iteration, it can be 
obtained using the following expression:   
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where t∆  can be obtained determining the delay in each iteration of the algorithm, ek and ek-1 are 
the error values at the instants k and k-1, and Ck 1−v  is the camera velocity measurement at the 
instant k-1 with respect the camera coordinate frame. This motion estimation must be filtered due 
to possible imprecision in the camera velocity measurement, Ck 1−v , or even in the extraction of the 
features s. To do so, we have used a filter that employs a set of Kalman filters whose formulation 
is detailed in our previous paper [7]. 
 
2.2 Movement flow definition 
This section describes how to obtain the movement flow for one feature. Therefore, for the sake 
of clarity, the sub-index that indicates which feature is being considered, is omitted in this section 
and in the following one. 
The movement flow, Φ, is a set of vectors that converge towards the desired image. The 
movement flow has the following properties: its values at each point of the desired image 
trajectory are tangent to it and those outside the trajectory aim to decrease the tracking error.  
To define the movement flow, consider, for a given feature, a desired parameterized trajectory 
in the image fd:Γ → ℑ  where Γ ⊂ ℜ. Considering that the coordinates of this trajectory in the 
image are fd(τ)=[fxd(τ), fyd(τ)] and that f are the current coordinates of the feature in the image, the 
error vector E(f)=(Ex, Ey) where Ex=(fx-fxd) and Ey=(fy-fyd) is defined, where fd=(fxd, fyd) are the 
coordinates of the nearest point to f in the desired trajectory. Thus, the movement flow, Φ, is 
defined as a linear combination of two terms: 
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where U is the potential function defined in the following section and G1, G2: ℑ → ℜ+ are weight 
functions so that G1 + G2 = 1.  The first term in (4), ( )τd?f , is obtained by calculating the Taylor 
coefficients of the desired trajectory. As can be seen in Equation (4), the first component of the 
movement flow mimics the behaviour of the desired trajectory, and, therefore, G1 controls the 
progression speed of the trajectory in the image. The purpose of the second term is to reduce the 
tracking error, and therefore G2 controls the strength of the gradient field. As such, when the 
tracking error is too high the value of G1 will be comparatively low with regard to the value of 
G2, so that the progression speed of the trajectory is reduced and the value of the second term in 
(4) is increased to be able to quickly reduce the error. On the other hand, if the error is low, the 
value of G2 will be reduced, and that of G1 will be increased to be able to increase the progression 
speed of the trajectory. Specifically, to determine the values of these weight functions we have 
used the function shown in Figure 1.b and we have defined the parameter δ  being a variable that 
represents an error value such that if ( ) 1 0Gδ    > → =U E f  (maximum tracking error permitted). 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1. a) Experimental setup. b) Evolution of G2. 
 
     As is shown in [8], applying the velocity field codified by Φ, the expected evolution for the 
error, E, for β > 0, will be:   
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     Thus, the error evolves in the direction of the negative gradient of the potential and converges 
at a point of U in which Ex=Ey=0, so that f→fd. 
     Up to now a set of M features has been considered, each of which must follow a desired 
trajectory in the image. However, each of the M trajectories must progress in a co-ordinated way, 
so that the shortest trajectories diminish their velocity to adapt it to the progression of the longest 
ones. Therefore, in a k instant, the set { }k k i i 1...M= ∈s /f  must be observed at a desired 
configuration of the camera in the 3-D Cartesian space. The progression speed, m, of each feature 
depends on the length of the trajectory in the image, so that the time described for each feature to 
pass through N points in the image will be the same.  
     So far, the systems that use image-based visual servoing to track trajectories [1] employ a 
time-variable reference. Such systems do not guarantee the correct tracking of the trajectory since 
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the references can be very restrictive and, therefore, the system tries to maintain the time-
references, even if the tracking is not performed correctly. This problem is solved by using 
movement flow-based visual servoing, as this system is not affected by time restrictions (i.e., the 
references are obtained from the movement flow and not from a time-dependent function). In an 
experiment in which the robot must interact with objects within the workspace, it may be 
obstructed for a certain time. In such a situation, if a time-dependent tracking system based on 
visual servoing is employed, the references are delayed and, therefore, are very restrictive and do 
not afford the correct tracking. However, using movement flow-based visual servoing, once the 
obstruction has ended, the system continues with the tracking and is not affected by the delay.  
 
2.3 Potential Function 
The potential function must attain its minimum when the error is zero and must increase as f 
deviates more from the desired location fd. I is the image that would be obtained after the 
trajectory fd(τ) has been represented. The first step in determining the potential function is to 
calculate the gradient Ig of I [9]. Once the image Ig has been obtained, the next step to determine 
the potential function is to generate a distance map [10]. The distance map creates a distance 
image Id of the image Ig, so that the value of Id at the pixel x is the Euclidean distance of x from 
the complement of Ig. In Figure 2.a, a three-dimensional representation of the distance map is 
shown for the feature f1 used in the results section (see Figure 3.a). In this figure the value of z 
coordinate represents the distance between each pixel and the nearest pixel to it in the desired 
trajectory. This representation shows the distribution of the potential function. 
     Using this potential function and following the steps described, the movement flow can be 
obtained whatever the trajectory might be. In Figure 2.b a detail of the movement flow obtained 
for the trajectory whose distance map is represented in Figure 2.a, is shown. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.  a) Distance map. b) Detail of the movement flow obtained. 
 
3. RESULTS 
3.1 Tracking Trajectories 
First, in this section, the behaviour of the movement flow-based visual servoing system for 
tracking trajectories when the object is fixed is shown. Figure 3.a and 3.b show the desired 
trajectory that must be followed by the camera in the image and in the 3-D space respectively. 
Once the movement flow has been determined (δ  = 10), and considering the concepts of visual 
servoing shown in this paper, the trajectories of the features in the image, represented in Fig. 3.a, 
are obtained (Figure 3.b shows the trajectory of the robot end-effector). The correct behaviour of 
the system, not only in the image but also in the 3-D space, is observed. 
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Figure  3.  a) Comparison of the sampling of the obtained trajectory and the one desired in the 
image. b) Comparison of the obtained trajectory and the desired one in the 3-D space. 
 
3.2 Tracking Moving Objects 
In this case, the SCORBOT ER-IX robot moves the object from which the features are extracted. 
In Figure 4.a the trajectory described by the system in the image space with and without 
considering motion estimation, is represented. The desired trajectory is also shown. It can be 
observed that when we introduce the estimation in the system, the error caused by the movement 
of the object is considerably reduced. Thus, without estimation the system is able to arrive to the 
final of the trajectory when the object motion ends. This is because when the tracking reaches a 
point in the image (marked with arrows in Figure 4), the movement flow tries to reduce the error 
caused by the object motion, however, this control action cannot compensate the motion, and 
only can reduce the error when the motion ends. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure  4. a) Comparison between the desired trajectory in the image and the one obtained with 
and without motion estimation. b) Comparison between the 3-D trajectories obtained with and 
without motion estimation. 
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     In Figure 4.b the difference between the 3-D trajectory obtained with and without motion 
estimation is analyzed. It can be observed that integrating the estimation in the control action, the 
system continues with the tracking of the trajectory although the object was in motion. It can also 
be observed that if the system does not includes the motion estimation only when the motion 
ends, the system is able to continue with the tracking. Regarding the processing time required to 
compute the movement flow, we should mention that is calculated progressively as the tracking is 
done, obtaining an average delay in each iteration of 1,349msec. This value is negligible 
compared with the time required for the capture and processing of the image (40 msec). 
 
4. CONCLUSIONS 
     Up to now, the majority of the image-based visual servoing systems allow to achieve a desired 
configuration of the features in the image from the initials one. However, it is not possible to 
know the trajectory that el robot follows between such configurations. For this purpose, a new 
approach to track trajectories specified with respect to moving objects called movement flow-
based visual servoing that includes an estimation of the error due to the movement of the tracked 
object, is presented. The systems that use image-based visual servoing to track trajectories that 
have been employed up to now use a time-variable reference. These systems do not guarantee the 
correct tracking of the trajectory because the references can be very restrictive and, therefore, the 
system tries to maintain the time-references, even if the tracking is not carried out correctly. This 
problem is solved by using the movement flow-based visual servoing, because this system is not 
affected by time restrictions. The results demonstrate the correct tracking of the desired trajectory 
when the object from which the features are extracted is in motion. The integration of the 
proposed estimator in the movement flow compensates the object motion and obtains the correct 
tracking (in the image and in the 3-D space). 
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