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A sudden change in the macroscopic parameters of a system will cause it to depart from equilib-
rium. In this paper we study how a lack of a sudden change can also disrupt equilibrium. Non-events
can provide information pertaining the microstates of the system, essentially playing the role of a
passive Maxwell demon and allowing Bayesian updates to the equilibrium distribution. We argue
that this effect is present and consequential in almost every physical system, but is ignored in the
standard formulation of equilibrium statistical mechanics. As a case study, we investigate the local
and global thermodynamic properties of an ideal gas placed in a fragile container that does not
burst. This non-event disrupts equilibrium and allows work extraction from the system. It also
leads to corrections to the heat capacity of the gas.
Intuition suggests that if the macroscopic parameters
of a non-equilibrium system is kept constant, the sys-
tem will monotonically approach thermodynamic equilib-
rium [1]. This need not be the case. Here we study the
thermodynamic properties of a simple system in which
the absence of macroscopic changes constitute a con-
tinuous stream of information, which allows one to up-
date the equilibrium description of the system to a non-
equilibrium one.
Consider for example, a gas sampled from a thermal
bath, in equilibrium, with temperature T and placed in
an isolated container such that neither the gas nor the
container undergoes an observable macroscopic change
during τ . At this stage, the fact that the container has
not burst or deformed or leaked so far, informs us that no
molecule above a critical energy has yet hit the walls of
the container. Since the original Boltzmann distribution
actually included such high energies, the statistical de-
scription of the gas better be updated near the walls (but
not in the bulk). In this example, a non-event informs
us of a position and time dependent energy distribution.
The lack of an equilibrium-disrupting event is leading to
a departure from equilibrium.
In this paper we investigate how the thermodynamic
properties of an ideal gas must be dynamically updated
in light of the observation that its container remains
unchanged. Of course, similar arguments can be made
more generally for other macroscopic non-events: Lack of
chemical and nuclear reactions, evaporation and conden-
sation, adsorption and desorption, dissolution and pre-
cipitation all occur when system constituents are within
a specific energy window, and typically with higher like-
lihood near certain locations. Any system that has a
potential to undergo such processes will start revealing
its microstates every moment this potential is not real-
ized. The longer nothing happens, the further away the
system departs from its original state of equilibrium.
This odd conclusion does not stem from the seman-
tics of thermodynamic equilibrium [2, 3]. It has concrete
physical consequences. Local information can often be
used to extract work [4–9], and in our particular case
too, the temperature variations as inferred by the non-
0 0.2 0.4 0.6 0.8 1
Position
1.8
2
2.2
2.4
2.6
Av
er
ag
e 
en
er
gy
Ideal gas in 1D container
==0 ==0.1 ==0.2 ==0.3 ==0.4
FIG. 1. Inferred local mean energy at t = τ , for a 1D fragile
container. Also see corresponding videos included as supple-
mental material. N = 100, vc = 2, kBT = L = m = 1 and
the container domain is divided into 20 bins. The error bars
show the standard error for 107 Monte Carlo samples.
event, as well as the evolving difference in global temper-
atures between the container and the original bath, can
be used to generate work, W (τ). Interestingly, based
off of the duration of the non-event, we can also make
retrodictions and predictions (similar to [10, 11]) about
the past and the future of the temperature distribution
in the fragile container. Furthermore, the heat capacity
Cν(T ) = dE/dT of the gas must be modified in light of
the non-event as a function of time.
Of course, none of this violates any fundamental laws
of physics. A system can be driven out of equilibrium by
performing measurements whose outcome restricts the
space of microstates available to the system [6, 7, 12–
15], thereby turning the equilibrium state into a fluctua-
tion state [16–19]. Such deviations from equilibrium are
quantified by fluctuation theorems [20–29], and have in-
teresting consequences such as second law violation. The
study of the fluctuations of a system and the information
contained in them forms the subject of stochastic ther-
modynamics [30–36]. In our case study, the non-event
is providing us with a continuous stream of information,
essentially playing the role of a passive Maxwell’s demon.
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2Model. Suppose that N ideal-gas particles are sam-
pled from a heat bath of temperature T and placed in
an isolated cubical container of size L. Suppose further
that the container walls undergo a macroscopically visi-
ble change when hit by a particle whose normal velocity
component is greater than a critical velocity, vc. We refer
to this event as a detection.
Let τ be a time period of no detection and E(~r, t) be
the energy in an infinitesimal volume around ~r at time t.
We use the Bayes’ theorem to infer the probability that
the system exhibits an energy distribution E(~r, t),
P (E(~r, t)|τ) = P (τ |E(~r, t))Pa(E(~r))/P (τ) (1)
Here, P (τ) =
∫
P (τ |E(~r, t))Pa(E(~r))D{E(~r, t)} is a
functional integral over all possible E(~r, t), and the a-
priori probability distribution Pa(E) is the many-particle
Maxwell-Boltzmann distribution. The a-priori probabil-
ity that a single particle in 1D has energy E and is at a
point x is
Pa1(E(x))dEdx = exp(−E/kT )(dx/L)dE/(kT
√
E),
whereas for N particles,
Pa(E(x)) =
∫ ∏N
i=1dEiPa1(Ei, x)δ(E −
∑N
i=1Ei). (2)
In a 1D container, a detection can occur at either at 0 or
L. For this to happen before some time τ , there must be
a particle with a velocity greater than vc and that particle
should reach one of the walls before time τ . Therefore,
the conditional probability of no detection before τ given
the energies and positions of the N particles is,
P (τ |{Ei, xi}, t) =
∏N
i=1θ(Ei − Ec)η(Ei, xi) (3)
η(Ei, xi) =
1
2
[
θ(t−τ−xi
√
2m
Ei
) + θ(t−τ−(L−xi)
√
2m
Ei
)
]
where θ is the unit step function, and Ec = mv
2
c/2. The
two step functions in time are for two possible velocities,
±vi that would lead to detection at x = L and x = 0.
E(x, t) can easily be obtained from particle energies and
positions by binning. We can then marginalize this by
taking a functional integral over all E(x, t),
P (τ) =
∫
D{E(x, t)}
∫
dxP (τ |E(x, t))Pa(E(x)). (4)
2D and 3D analogs of the above equations can be ob-
tained by the same procedure.
Variations in local mean energy. The probability
distributions given by eqns.2,3 and 4 are then plugged
into eqn.1 to yield an energy distribution P (E(~r, t)|τ) at
every location ~r. In Fig.1 and Fig.2 we use this distri-
bution to plot the local mean energy 〈E(~r)〉 for various
values of τ . We can interpret this as the temperature
variations within the container, as local mean energy is
a convenient proxy for local temperature [5, 37].
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FIG. 2. Heat maps of the local mean energy of an ideal gas in
a 2D fragile container. Also see corresponding videos included
as supplemental material. τ is varied along rows. Different
columns show the inferred state of the system at different
times, t at present time τ . The total number of Monte-Carlo
trials is 106, kBT = 1, vc = 2, N = 500 and the box is divided
into 625 bins in all cases. M is the number of trials in which
there was no detection until τ . kB = L = m = 1.
We evaluate the integrals in eqns.2-4, and their respec-
tive 2D analogs by Monte-Carlo integration. To do so,
we first generate 106 sets of initial positions and veloci-
ties with the a priori distributions for N particles. We
then select the configurations that lead to detection times
greater than τ and calculate the local mean energy of
those configurations.
In the one dimensional system, we observe a higher
energy density near the detecting end-points for small
τ , indicating that high energy particles are close to the
end-points and moving towards them. As τ increases, the
high energy particles must be closer to the center, hence a
single peak appears near center. For τ > (L/2vc) (where
L/2vc = 0.25 in Fig.1), the time it takes for a critical
velocity particle to go from the center to any one end,
we see that two high energy peaks appear. This is be-
cause these values of τ can only arise when all the high
velocity particles are close to one of end-points and are
moving in a direction opposite to the closest end-point.
In 2D, we only observe events where τ is much smaller
than (L/2vc) since they are already very rare (see Fig.3
for the distribution of detection times). In this regime
3we infer a local mean energy distribution consisting of a
combination of the high and low energy peaks similar to
the τ = 0.1 curve in Fig.1. Videos of the time depen-
dent energy distribution in 1D and 2D are included as
supplementary material.
Fig.3 shows how non-detection events get rarer as τ
increases. We see that non-detection at greater τ is less
likely if the initial temperature of the particles is higher,
as we would intuitively expect.
Since we are considering non-interacting particles, we
can exactly determine the past and future trajectories
of all particles given their present state. This allows us
to evaluate the probability distribution of the local mean
energy at all times from the distribution at any one point
of time. This means that we can infer the initial state of
a system in which we know that no detection occurred,
and predict its future. Fig.2 also shows the retrodicted
and predicted local mean energy. We see that even if the
container walls were to lose their potential to respond to
high energy particles at some time, the local temperature
variations would persist afterwards. This is important in
the context of work extraction, which we will study in
more detail in the next section.
Updating the heat capacity. As the particles
bounce off the container walls, their direction of mo-
tion changes, but their speed remains constant. This
means that a high velocity particle, if any, must already
be present in the initial state of the system. This puts
an upper limit on τ . The maximum time required for
the first detection, if any, is τmax = L/vc, which occurs
when the high velocity particle starts at one edge of the
box and is detected at the opposite edge. If no parti-
cles are detected before τmax, one can infer that there
exist no particles with velocity greater than vc anywhere
in the box. This simple inference will have significant
thermodynamic outcomes.
For an ideal gas with total energy E, the global tem-
perature is given by
T = (∂S/∂E)−1 = (kB∂ log(Ω)/∂E)−1. (5)
where the initial volume of allowed microstates is
Ω(t = 0) = L3N
∫
d3~v1...d
3 ~vNδ[(m/2)(~v1
2+...+ ~vN
2)−E].
This integral is the surface area of a 3N dimensional
sphere. For t > τmax, since there can be no velocity com-
ponent greater than vc, the volume of allowed microstates
becomes
Ω(t) = L3N
∫ [
δ{(m/2)(~v12 + ...+ ~vN 2)− E}
θ(~v1 − ~vc)...θ( ~vN − ~vc)
]
d3 ~v1...d
3 ~vN .
(6)
This integral is the surface area of intersection of a 3N
dimensional sphere with a 3N dimensional cube. The
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FIG. 3. Probability of detection vs. time (τ) for particles in
a 2D fragile container. The arrow indicates the rare events
that are considered in Figs. (2) and (5). vc = 2, N = 500,
L = 1. The bin size of the probability density is 5×10−4 and
set kB = L = m = 1.
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FIG. 4. (a) Comparison between the temperature-energy re-
lations for an ideal gas in a container with (dashed line) and
without (solid line) fragile walls (vc = 2). We geometri-
cally illustrate why there are singular points in the energy-
temperature curve in terms of the phase space of the system of
a single particle. (b) Temperature-energy relations for 10 par-
ticles in a fragile container for various vc. kB = L = m = 1.
radius of the sphere depends on the total energy and the
side of the cube depends on the critical velocity. Analyt-
ical formulas for this surface area can be found in [38].
Changing the total energy (E) of the particles in-
side the box corresponds to changing the radius of the
3N−sphere. The volume of allowed microstates, Ω(E), is
not differentiable at points where the sphere touches var-
ious hyperplanes of intersection of the faces of the cube.
This causes the temperature to be a discontinuous func-
4tion of energy, as shown in Fig.4. For example, for the
special case of a single particle (where the velocity space
is three dimensional), these singularities occur when the
sphere touches the faces, edges and vertices of the cube
(see Fig.4(a)).
At higher dimensions (i.e. for systems with larger num-
ber of particles) there will be a larger number of such
singularities, as we move up the energy scale, i.e. when-
ever the velocity hypersphere crosses hyper-faces, lesser
dimensional hyper-faces, faces, edges and finally the cor-
ners of the hypercube. The heat capacity Cv, which is
the derivative of energy with respect to temperature, has
singularities at these points.
When the total energy is very small, we do not see any
deviation from the ideal gas law. This is because even if
all the energy were due to one velocity component of a
single particle, the velocity would not exceed vc. When
the total energy exceeds a critical value, the tempera-
ture of the system becomes negative. This indicates that
the system is in a population-inverted state and confirms
that it must be out of equilibrium [39–41]. This tran-
sition occurs when the high total energy along with the
constraint, v < vc for every particle causes there to be
more high energy particles than low energy particles. Fi-
nally, when the energy is so large that there can be no
particles with v < vc, the number of microstates becomes
exactly zero, implying that such an event is impossible.
We evaluate the integral in Eq.6 by Monte
Carlo integration by generating 109 sets of random
3N−dimensional vectors with norm √2m/E and find-
ing the fraction of sets where no component of the vector
exceeds vc. We then multiply this by the surface area of
the entire sphere to get the area of intersection.
Work extraction. We now proceed to finding the
maximum possible work that can be extracted from the
system using the inferences derived from the non-event.
The maximum work that can be extracted from the sys-
tem by coupling it to the heat bath from which the par-
ticles were sampled is equal to the free energy difference
between the inferred state and the equilibrium state.
Using ∆F = ∆U − T∆S, and the equations for the
entropy of an ideal gas in d−dimensions,
∆F =
∫
dx
[
(U(x)− U¯)− U¯ log
(U(x)
U¯
)]
(7)
where U¯ = (d/2)NkBT and U(x) is the inferred mean
energy, which is plotted in Fig.2. We have also assumed
constant particle density in space.
Fig.5 shows the variation of ∆F with bath temperature
T and non-detection time τ . We observe that as inferred
state becomes rarer, we can extract more work from it.
As τ → 0 at a fixed temperature, non-detection is more
common and system has not yet moved far from equi-
librium. Therefore the free energy differences decrease
to zero. When τ = 0, we have no information about the
system, hence the free energy differences are exactly zero.
a b
FIG. 5. Free energy of a 2D gas in a fragile container. (a)
Temperature dependence of free energy at τ = 0.05. (b) Vari-
ation of free energy with τ for kBT = 0.8. Each data point
was obtained by 5×106 Monte Carlo samples. vc = 2, L = 1,
N = 500. kB = l = m = 1.
Discussion. Any finite ensemble is expected to fluc-
tuate about its equilibrium state [16–19]. Then the non-
detection of macroscopic changes in the finite system in-
forms us of the degree of the departure from equilibrium
as much as the detection of such changes.
The thermodynamic effects considered in this article
all occur due to the finite number of particles. As the
number of particles increases, the probability of non-
detection events decreases. Many other finite size effects
such as second law violations also vanish in the thermo-
dynamic limit [20–25, 27–29].
As we see in Fig.2, the local energy distribution has
features that depend on the shape of the container. This
effect may also be extended to quantum mechanics, where
confinement is already known to play a role. In partic-
ular, the effect of finite size and confinement geometry
on quantum gases and their phase transitions has been
studied [42–46].
Here we used the Bayes theorem to find the local
mean energy of the system. Bayesian methods and the
general relation between thermodynamics and informa-
tion theory were developed in [47–50]. However, the use
Bayesian methods to determine thermodynamic quanti-
ties can lead to conceptual problems [51].
While we only considered the local mean energy in the
article, the problem of using it to define a local temper-
ature has been a subject of considerable debate. Con-
ventionally, local temperature is defined either through a
mapping to the ensemble average of energy, or as the tem-
perature measured by a model thermometer after cou-
pling for a sufficiently long time. For further discussion
5on this issue, see [12, 13, 37, 52–54].
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