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Abstract—Extracting context from visual representations is of
utmost importance in the advancement of Computer Science.
Representation of such a format in Natural Language has huge
variety of applications such as helping the visually impaired
etc. Such an approach is a combination of Computer Vision
and Natural Language techniques which is a hard problem to
solve. This project aims to compare different approaches for
solving the image captioning problem. In specific, the focus was
on comparing two different types of models: Encoder-Decoder
approach and a Multi-model approach. In the encoder-decoder
approach, inject and merge architectures were compared against
a multi-modal image captioning approach based primarily on
object detection. These approaches have been compared on the
basis on state of the art sentence comparison metrics such as
BLEU, GLEU, Meteor and Rouge on a subset of the Google
Conceptual captions dataset which contains 100k images. On the
basis on this comparison, we observed that the best model was
Inception injected encoder model. This best approach has been
deployed as a web based system. On uploading an image, such
a system will output the best caption associated with the image.
Index Terms—Encoder-decoder, Computer Vision, NLP, Cap-
tioning, caption comparison
I. INTRODUCTION
Extraction of visual information from images and videos
have gained traction in the recent years both in the field of
Computer Vision and Natural Language Processing. Image
captioning is the extraction of the best description of the
image in a natural language form. This has wide variety
of applications such as helping the visually impaired people
understand the contents of the image, automatic defect detec-
tion in supply chain pipelines, searching and indexing large
quantities of images on the internet. This is regarded as the
grand challenge in the field of computer science. Generating
the best caption for an image can go above an beyond a simple
image classification, object detection, context detection tasks.
This problem can be tackled using two different approaches,
bottom-up where a set of words are generated from the image
and are used to form a sentence and top-down in which a
gist is automatically generated from the image into words.
Bottom-up approaches are studied in detail in [1], [2], [3] and
the top-down approaches are studied in [4], [5] and [6].
Deep learning approaches have been gaining traction in
both Computer Vision and NLP where Convolutional Neural
Networks (and variations) are used to better predict ob-
jects/features for the classification tasks [10], [11]. LSTMs
(and variations) have also become popular for sentence pre-
diction tasks [7], [8], [9]. Consequentially, deep learning for
image captioning is also being extensively studied [12] and
[13].
This paper aims at developing a framework for the compar-
ison, analysis and scalable development of Image Captioning
Approaches on any dataset. The structure of this paper is
as follows: After the introduction section, a comparison of
the state of the art approaches of the problem is covered in
Literature Review; Section 3 covers the brief introduction of
datasets used for this problem. Section 4 covers Methods and
Architecture of the system to be able to tackle the problem
at scale. Section 5 covers comparison metrics for evaluating
various models followed by Results and Discussion in Section
6. Finally we conclude with Conclusion and Future Work in
Section 7.
II. LITERATURE REVIEW
Traditional approaches in Image Captioning involved gener-
ating a set of feature detectors such as Objects, context, words
and phrases which was then stitched together using a language
model to form sentences in a bottom-up approach. [1] tries
to detect visual dependencies between features of importance
in the images. [12] uses a combination of CNNs and deep
bidirectional LSTMs for generating captions from images.
As with any bidirectional LSTM, it is capable of generating
the best sentence while keeping a balance between the past
state (history) and the future state. The authors had added
several data augmentation techniques such as image cropping,
multi-scale and vertical mirror to prevent model over-fitting
on MS COCO dataset. Performance analysis indicated that
bidirectional LSTMs significantly outperformed other models
for this task.
A variational auto-encoder approach for this problem was
first proposed in [15]. In this the authors used a combination
of CNN as an encoder and Deep Generative Deconvolutional
Network as a decoder for this task. The DGDN model was
expected to learn the prediction for words sequences given the
encoded image. The authors claim that the model can learn to
predict sentences even when labels/captions are not available
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for the images thus making this a partially unsupervised
approach.
In [16], the authors vary from the traditional encoder-
decoder approach for caption generation to experiment with
a Reinforcement learning based ”Policy network” and ”Value
Network” to generate captions for images. The policy network
is responsible for suggesting the next word state given the
current state and the value network is supposed to provide the
best global look ahead policy. A visual semantic reward policy
is used for this Deep Learning approach.
III. DATASET OVERVIEW
Two datasets were utilized while training our deep learning
models: Flickr8k and Google’s Conceptual Captions [21].
Flickr8k contains 8000 images, each with 5 reference captions.
It was used for the initial development of our models to obtain
the preliminary results. Google’s Conceptual Captions dataset
contains 3.3 million images, each with 1 reference caption,
as mentioned in [21]. It was decided to use 100,000 subset
of Google’s dataset due to the time constraints of our project
to speed up the training process of the deep learning models,
and to decrease the download time of the Google’s Conceptual
Captions dataset.
Dataset pre-processing involved resizing and normalizing
the images from both Flickr8k and Google’s Conceptual
Captions datasets, and creating the image encoding from the
resized images using state-of-the-art Convolutional Neural
Networks. Also, the captions were pre-processed by creating
the word-to-id dictionaries of all the words that appear in both
datasets to encode the image descriptions.
We performed the preliminary analysis of both datasets by
applying the dimensionality reduction techniques such as PCA
and t-SNE to provide some insight into the datasets’ content. In
addition, K-Means clustering was performed on both datasets
with k = 20 to group the images into their respective clusters
as a part of the data visualization process.
Fig. 1: PCA on Google’s Conceptual Captions Dataset
As it is illustrated in PCA and t-SNE plots, there is lots
of overlap between the images in both Flickr8k and Google’s
Fig. 2: t-SNE on Google’s Conceptual Captions Dataset
Conceptual Captions datasets. Moreover, no distinctive image
clusters can be determined based on the obtained plots, which
implies that deep learning approaches are optimal, given the
high dimensionality and variance of the images in Flickr8k
and Google’s Conceptual Captions datasets.
IV. MODEL ARCHITECTURE
There are 2 types of approaches commonly used for image
captioning -
1. Encoder-Decoder Architecture-Based approaches
2. Compositional Architecture based approaches
A. Encoder-Decoder Architecture-Based approaches
This image captioning method works in an end to end
manner. In this method, image features are extracted from
the hidden activation of the encoder model. These image
features are then fed into the decoder which generates a
textual description output. Encoder-Decoder based approaches
for image captioning can be implemented in 2 ways which
differ primarily in where the image is places in the image
caption generator. The 2 ways are the inject and merge based
architectures.
1) Inject Architecture: In the inject model (Fig. 3), the
encoder first encodes the image into a fixed length vector
representation. The model combines the encoded form of the
image with each word from the text description generated so-
far. The decoder acts as a text generation model that uses a
sequence of both image and word information as input in order
to generate the next word in the sequence. Thus, this is a form
of image-conditioned language generation where the decoder
generates sequences based on both linguistic and perceptual
information.
We implemented the Inject architecture based model with
a CNN as the Encoder and an LSTM as the decoder. We
implemented the model with the following variations and
compared the results -
Fig. 3: Inject Architecture
1. Inception V3 model as the encoder and an LSTM decoder.
2. Resnet 50 model as the encoder and an LSTM decoder.
2) Merge Architecture: The merge model (Fig. 4) combines
both the encoded form of the image input with the encoded
form of the textual description generated so far. The combi-
nation of these two encoded inputs is then used by a simple
decoder model to generate the next word in the sequence. This
separates the modeling the image input, the text input and the
combining and interpretation of the encoded inputs.
Thus, the role of the LSTM in the Inject and Merge archi-
tectures is very different. In the Merge model, the LSTM
handles only purely linguistic information and its purpose is
to generate an encoding of the sequence so far. On the other
hand, in the Inject model, the LSTM acts as a text generation
module and generates text using both linguistic and perceptual
information.
Fig. 4: Merge Architecture
We implemented the Merge architecture based model with
a CNN as the image Encoder and an LSTM as the sentence
encoder. We implemented the model with the following
variations and compared the results -
1. Inception V3 model as the image encoder and an LSTM
as the sentence encoder.
2. Resnet 50 model as the image encoder and an LSTM as
the sentence encoder.
The Google Conceptual Captions dataset was cleaned and
all the above models were run on the dataset with a token type
minimum count of 4 (removing tokens with frequency less
than 4). The models were also run on the dataset without any
minimum count on the token type to assess the effectiveness
of thresholding on the tokens.
B. Multi-Modal Object Detection Architecture
Multi-Modal object detection approach, that is partially
based on [22], involves extracting the entity information from
a given image, and encoding that information using a specific
language encoder. In our multi-modal approach, Inception
(v.3) CNN was used to extract the top 5 most likely objects
in the image, and, then, these objects were encoded into
512-dimensional vector using Google’s Universal Sentence
Encoder.
Our implementation of Multi-Modal Object Detection
model follows the same encoder-decoder architecture de-
scribed in the previous sections of the report. The key dif-
ference is that the decoder’s output is now conditioned on the
encoded objects detected in a given images, and not on the
encoded image directly.
This approach explores the possibility that extracting the
entity information from the images might result in a more
accurate representation of the content in the images than what
the standard image encoding allows us to capture. Moreover,
the object encoding has 4 times less the dimensionality than
the image encoding, which decreases the number of trainable
parameters in the deep learning model by a factor of 0.9.
C. Convolutional Neural Networks
In our models, a Convolutional Neural Network was used
to extract features from the image. In practice, it is rare to
train an entire Convolutional Network from scratch, because
it requires large datasets and high compute power. Instead, it is
common to pre-train a CNN on a very large dataset, and then
use this CNN for the task of interest. For our task, we worked
with 2 different pre-trained CNN architectures - Inception-v3
and ResNet50.
1) Inception-v3: Inception-v3 (Fig. 6) is a convolutional
neural network that has been trained on a large number of
images in the ImageNet database. The network is 48 layers
deep and can classify images into 1000 object categories.
Inception-v3 has an image input size of 299-by-299.
2) ResNet-50: ResNet-50 (Fig. 7) is a CNN that is trained
on a large number of images from the ImageNet database.
The network is 50 layers deep and can classify images into
1000 object categories. ResNet-50 has an image input size of
224-by-224.
D. Long Short Term Memory Networks
Our image captioning approaches use an LSTM (Fig. 7) for
language modelling. The LSTM is used to predict the next
word in a sentence in the Inject Architecture and it is used to
generate an encoding of the sentence generated so far in the
Merge Architecture.
The LSTM is a special kind of RNN which is capable of
learning long term dependencies. An LSTM unit typically
consists of a cell, an input gate, a forget gate and an output
gate. LSTMs are widely used in language modelling tasks.
V. METRICS
In order to quantitatively assess our models’ output image
captions, we used 4 benchmark NLP metrics: BLEU, GLEU,
METEOR, and ROUGE. We will discuss their definitions, and
pros & cons in the following subsections.
Fig. 5: Sample Captions
Fig. 6: Inception-v3 Architecture
Fig. 7: Resnet-50 Architecture
Fig. 8: LSTM Architecture
A. BLEU
BLEU is the most popular method for measuring the
similarity between sentences, and widely used to assess the
quality of the generated image captions. As defined in [14],
BLEU score is the geometric mean of n-gram precision scores
multiplied by the brevity penalty for shorter sentences:
BLEU = min(1,
candidate− length
reference− length )(
4∏
i=1
Precisioni)
1
4
(1)
Even though BLEU is commonly used to assess the quality
of image captions in the majority of the papers, it has some
obvious limitations: it does not take n-gram recall into account,
and word matching is not utilized when n-grams are being
matched.
B. GLEU
GLEU metric is an improvement over BLEU score proposed
by Google in their 2016 paper ”Googles Neural Machine
Translation System: Bridging the Gap between Human and
Machine Translation”. This metric is used to evaluate the
quality of the machine translation systems, but it can be used
for evaluating the quality of image captions as well.
GLEU score is defined as the minimum of n-gram recall
and precision, and it is calculated in the following manner
as mentioned in [9]: ”We record all sub-sequences of 1, 2,
3 or 4 tokens in output and target sequence (n-grams). We
then compute a recall, which is the ratio of the number of
matching n-grams to the number of total n-grams in the target
(ground truth) sequence, and a precision, which is the ratio
of the number of matching n-grams to the number of total
n-grams in the generated output sequence.”
C. METEOR
METEOR, just as GLEU, is designed for the evaluation of
the quality of machine translation systems. [14] defines it as
the harmonic mean of precision and recall of unigram matches
between sentences:
METEOR = Fmean(1− p) (2)
This metric addresses the disadvantages of BLEU by uti-
lizing Word-Net to incorporate synonym matching, which
partially resolves the problem of semantic similarity detection
during the image caption quality evaluation.
D. ROUGE
ROUGE is initially proposed for evaluation of summa-
rization systems, and this evaluation is done via comparing
overlapping n-grams, word sequences and word pairs as noted
by [14]. ROUGE measures the longest common sub-sequences
between a pair of sentences, and it tends to favor longer and
more complex sentences, despite their possible subject matter
and semantic disparities.
VI. SYSTEM
A full fledged application was developed which takes an
image as an input and outputs a caption associated with it.
This is built in a modular manner with reusable components as
depicted in Fig. 9. Since our deep learning model consists of an
encoder-decoder pipeline. A CNN encoder model is used with
pre-trained weights on imagenet. For the decoder, a trained
Bidirectional LSTM is used. These weights are stored in a
persistent disk and are loaded on system startup. A Django
based application receives and processes the request which it
then relays the message to an encoder model CNN encoding
fed into Language model for sentence prediction. In a typical
run, this process takes about 40 seconds.
Fig. 9: System Design
While training deep learning models, we realised that in the
process of choosing the best model for the task, several models
were needed to be built and compared against on a common
metric. This was achieved using a clean pipelined design for
the Training process which is depicted in Fig. 10. In a plug-
and-play architecture, any component can be added/replaced to
compare. As explained before, we experimented with various
deep learning architecture variations (inject and merge) and
have paved a way to experiment with several more approaches
such as a Teacher-Student architecture, complete auto-encoder
architecture etc. This can be implemented with the system
design with minimal code changes. On every training run,
performance metrics such as Training time, training loss,
training accuracy, validation loss and validation accuracy is
also collected. We enabled early stopping to prevent the model
from over-fitting the dataset and minimize training time.
Fig. 10: Deep Learning Training Pipeline
A snapshot of the UI is included in Fig. 11 and some
generated captions are included in Fig 5. The tech stack used is
Django, Python, Shell, Tensorflow, Keras, Linux, HTML, CSS,
Javascript. The system can be further enhanced by employing
Distributed training to speed up the computation time and
increase the generalization by training on the complete dataset
containing 3.3 million images.
Fig. 11: System Screenshot
VII. RESULTS AND ANALYSIS
Our results include the graphs of the training process of all
the implemented deep learning models. Models’ comparison
is primarily based on the NLP metrics introduced in the
”Metrics” section of the project report.
The graphs of the training process of each model in Fig. 14
provide us with some insight into how fast each model reached
its convergence, and how the models can be further improved.
Fig. 12: Comparison between Inception LSTM models. (a) BLEU; (b) GLEU; (c) ROUGE
Fig. 13: (a) METEOR Comparison between Inception LSTM models; (b) ResNet LSTM Inject model without threshold; (c)
Inception LSTM models: Training vs. Validation Loss
Fig. 14: (a) ResNet LSTM models: Training vs. Validation Loss; (b) Inception LSTM models: Training vs. Validation Accuracy;
(c) ResNet LSTM models: Training vs. Validation Accuracy
The models were tested on a small subset of the images from
the original Google Conceptual Captions training dataset.
All the models that we implemented tend to overfit relatively
quickly (around the second epoch during training, Fig. 14),
since the training accuracy decreases faster than the validation
accuracy after the second epoch. Even though this undesirable
behaviour is consistent across all the models, it is something
to be expected when dealing with such a complex task, and
training the model with only 100,000 images.
Meanwhile, there is no significant difference between the
training process metrics of the models of the classic encoder-
decoder architecture, we observed that Inception LSTM merge
with threshold model had the lowest training loss and highest
training and validation accuracy, while Inception LSTM Inject
model had the best validation loss values. Therefore, we can
conclude that, overall, Inception LSTM merge with threshold
architecture is the optimal architecture in terms of the deep
learning model metrics.
Also, NLP metrics in the form of the average BLEU, GLEU,
ROUGE, and METEOR scores in Fig. 12 and 13 give us
a tangible assessment of each model’s performance. Since
BLEU and METEOR scores are the most popular and widely
used metrics, it is fair to put more weight onto these two
metrics when assessing our models’ performances.
Overall, we can conclude that Inception LSTM Inject with
threshold architecture is the optimal deep learning model with
BLEU, METEOR and ROUGE scores of 0.13, 0.14, and 0.18,
respectively, in terms of the NLP metrics. Since this model had
the highest validation accuracy, our expectations were that it
would be the best model out of the ones implemented, and
our prediction regarding this model’s performance on the test
set of our data was correct.
In addition, Multi-Modal Object Detection Architecture
did not produce better results than the standard encoder-
decoder architecture. This architecture had the highest training
accuracy of 0.36 and validation accuracy of 0.25, and its
training process had the same issue of overfitting after the
second epoch as other encoder-decoder models. In terms of the
Fig. 15: NLP Metrics of Multi-modal Object Detection Archi-
tecture
NLP metrics (Fig. 15), Object Detection Architecture was not
optimal as well. Such suboptimal results of this architecture
can be attributed to the 4 times smaller encoding size (512-
dimensional encoding size) that was used to condition the
LSTM language model, which made it harder for the model
to find the correlations between the content of images and the
ground truth captions.
It is important to note that applying thresholding resulted
in a slightly better performances across both training perfor-
mance values and NLP metrics, which can be observed on
the graphs in Fig. 12, 13, and 14. Thresholding reduces the
vocabulary size, and, consequently, makes it easier to train
the language model. The positive effect of thresholding is
proved empirically by our final results, and it is something
to incorporate in the improved versions of our implemented
models.
Finally, we would like to point out that using ResNet as the
image encoder in our implementation of the encoder-decoder
architectures did not produce better results based on both
training and NLP metrics when compared to Inception (v.3)
CNN that we used in the majority of our models as the image
encoder.
VIII. CONCLUSION AND FUTURE WORK
This paper discussed in detail an architecture for building,
training and validation a deep learning model for Image
Captioning problem on a reasonably large dataset. Two ar-
chitecture variations in the encoder-decoder approach (inject
and merge) were compared on four main metrics BLEU,
GLEU, Rouge and Meteor. Other system level performance
metrics were also collected. A natural extension to this work
would be to train on the complete Google Captions Dataset
containing 3.3 million images using TF2.0 Distributed training
approaches which can speed up the computation and training
time. A complete auto-encoder approach can also be imple-
mented.
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