With the widespread adoption of object-oriented 
Introduction
Object-Oriented (OO) technologies are changing the software development landscape. Although introduced over 30 years ago, only recently their adoption in the development of software systems is clearly visible.
Despite the significant progress in the adoption of OO technologies, there is a lack of low complexity approaches to analyze large OO systems. The lack of scalable, computationally efficient approaches is limiting the ability to model the evolution of large OO systems, the possibility to efficiently support refactoring or help program understanding activities.
This paper proposes an algorithm for approximate similarity computation with linear time and memory complexity to study large OO software system. The key idea to avoid quadratic cost stems from the pattern recognition approaches in clustering which represent and reason about clusters of elements by replacing them with a proper representative one.
In analogy with astrophysics, as presented in [8] , pattern recognition suggests the use of center-of-mass and centroids to represent clusters of elements which can be ranked by some distance measures. In an astrophysical interpretation of OO systems, objects and classes can considered as "bodies" in a n − bodies gravitational problem like those which happen in galaxies; properties such as the number of attributes or the number of methods in a class directly influence the center of mass of a class. For any given class their centers of mass can be easily computed with linear complexity. Once the centers of mass are available, they can be used to find with linear complexity, classes whose centers of mass are close one to another. This proposed linear algorithm has several foreseeable applications such as program understanding, refactoring or clone detection. As an application example this paper focuses on OO clone detection within and between software releases.
The proposed approach overcomes the intrinsic limitation of applying clone detection methods, developed for procedural code [2, 3, 5, 6, 7] , to OO code. Moreover, such approaches are not applicable to OO as they are. Only few contributions addressed the problem of detecting duplicated code in OO systems [1, 4] , and unfortunately, published contributions do not propose efficient computation approaches. On the contrary, the newly proposed algorithm compares thousands of classes in few seconds.
After providing an original operational definition of OO similarity, this work applies the similarity definition to code duplications identification (i.e., clone detection) using a novel linear time algorithm stemming from Newton mechanics. The accuracy and the time complexity of the approximate algorithm are then compared with those of an exact algorithm, by analyzing 11 releases of a large the open source software system, the Eclipse Framework.
The remainder of the paper is organized as follows.
Section 2 proposes a definition of OO clones, as well as the galaxy approach for studying software evolution, from which stems the algorithm for linear OO clone detection. Section 3 describes the empirical study performed, detailing the context, the hypotheses, discussing the validity threats and, finally, presenting results. Section 4 concludes.
Object-Oriented Similarity and Clone Detection
Any code duplication detection algorithm relies on an operational definition of similarity; in other words, the core of the problem is to exhibit criteria or algorithms to effectively decide whether or not two fragments of code are to be considered indistinguishable (or nearly indistinguishable).
The operational definition of clones adopted in this paper stems from some considerations and definitions: code fragments are clones under a given similarity measure if and only if the associated similarity measure is one or, relaxing the criterion, above a threshold of interest.
To In turn, two methods are considered indistinguishable if they exhibit the same software metrics values.
In general, the above definition requires to compare objects property sets ending up in a complexity O(n 2 ) where n it the number of classes. Much alike, the approach presented in [1] the complexity of finding a similar property in a given set is linear in the set size, however, if the computation of all pair similarity is required the complexity is tied to the square of the set cardinality.
Galaxy clone detection approach
As a first approximation in astrophysics, when modeling the interactions between distant galaxies, the position of asteroids and planets within a galaxy can be disregarded by simply considering all the galaxy mass concentrated in the center-of-mass. This Newton's mechanical metaphor has to be adapted to OO software; in an OO system, objects (classes) may be considered as galaxies or solar systems. Properties such as the number of attributes or the number of descendants in a class hierarchy directly determine the center of mass (as the mass of the sun does for the solar system), while methods (the planets or stars) contribute to it. For any given entity its center of mass can be easily computed with complexity O(n); in other words, the center of mass of the galaxies (i.e., classes) contained in the universe (the software system under analysis) is computed in linear time. More formally, the set of properties P (x) has been divided into two sets:
• Elementary properties (the sun) such as the number of attributes, the number of associations, aggregations, etc; and
• Complex properties (the planets): the methods' metrics, i.e. the number of statements, the cyclomatic complexity, the number of parameters, etc.
Methods play the role of asteroids and planets they influence center of mass; their contribution to the center of mass is computed as software metric descriptive statistics (e.g., min, max, median). Thus, if methods are summarized with n features (metrics) and the object has also associated m elementary properties, the object center of mass is specified by m + n real numbers. Clearly, summarizing the methods of any given object by taking software metric descriptive statistics may be too coarse. Going back to the astrophysics metaphor, extra features, such as the diameter of the solar system or its angular velocity, may be used to refine the model. This means, going back to the OO evolution domain, that a larger set of statistics may be needed. The essential fact is that each added statistics can be computed in linear time with the system size. Furthermore, it is necessary that the statistics is compatible with the scale of the metrics on which it is applied. For example, the metric needs to be in a ratio scale when computing the average.
Once a summary description of each entity in the system is available (i.e., the center of mass), code duplication identification is based on a similarity measure. In this paper, the similarity definition was inspired by the clone detection metric based approaches by Mayrand et al. [7] and Kontogiannis et al. [6] .
Let M X =< m 1 (X), . . . , m n (X) > be the tuple of metrics characterizing the entity X; m i (X) (i = 1 . . . n) stands for the i-th software metric chosen to describe X, and n is a fixed number metrics describing the entities. Notice that a method is regarded here as an entity. Any other entity Y described by the same set of software metrics will be considered indistinguishable from X iff:
The definition requires that classes have the same number of methods, aggregations, etc. plus it implies that pairs of methods (in the different classes) must obey the same rule.
Imposing the identity of metrics leads to a linear complexity algorithm for clone detection once the metrics describing the entity are interpreted as the key of a hash table. Hashing with chaining allows writing an efficient lin-ear complexity algorithm to detect indistinguishable entities. However, to relax the imposed similarity criterion 1, some kind of approximation is needed. To retain linearity complexity, the approach adopted here was inspired by voice coding in telecommunication where voice samples are quantized and a controlled error introduced. In other words, the array of real numbers describing the given entity is first quantized and then used to construct the key of an hash table.
To have a more realistic idea of a "galaxy", Figure 1 depicts center of mass and method metrics for four classes, C 1 , C 2 , C 3 and C 4 . To make two-dimensional representation possible, this example only uses two metrics, namely LOCs and cyclomatic complexity. Crosses, stars and circles represent metric values for methods, while the same bold symbols represent the centers of mass. Finally, the grid performs a quantization on the center of mass values (to perform a comparison and thus the clone detection). In our examples, classes C 1 and C 2 , although having different centers of mass, will be considered as clones due to the quantization effect (their centers of mass are in the same cell of the grid). 
Exhaustive clone detection approach
In the precise approach, the comparison of each pair of entities in turn requires quadratic cost comparison of methods. Classes and methods comparison via brute force equality test on metric values has an additional linear cost.
A first improvement may be obtained via a smart comparison of classes and methods inspired from database compression techniques for retrieving identical elements. Instead of comparing metrics value by value, a smart but still quadratic algorithm compares two hash codes derived from the arrays of metrics. The overall complexity is still O(n 2 ) with the number of classes, but at least each class and method comparison has a constant cost.
Scalability
As stated above, the galaxy approach and the precise approach have complexity respectively of O(n) and O(n 2 ) over the number n of compared classes.
Center of mass computation involved descriptive statistics extracted from methods, that can be carried out with linear complexity or O(n log(n)) with the size of the input set. Therefore, center of mass computation is linear with the number of entities in the system, and approximately constant with the number of methods. Increasing the number of classes, does not usually impact the number of operations performed by any given class. Finally, hash table accesses have complexity O(1).
Empirical Study
In this section we compare accuracy of the galaxy approach versus a quadratic algorithm. Differences between the two approaches may be due to two possible phenomena: false positives and false negatives. These phenomena are usually tied to the granularity of the applied processing and, above all, to the similarity definition.
About false positives, it may happen that small classes with a similar number of attributes, and only access (get and set) methods exhibit the same metrics profile, thus quantization may lead to false positive. False negatives may occur when semantics is the same but the metric profile is different. Here the metric profile involves both the class level and the summary information (the center of mass). Clearly, the accuracy is tied to the center of mass approximation and the quantization function.
Study description
The context of the empirical study is to perform clone detection on Eclipse releases. Eclipse is an open source platform developed by the Object Technology International, Inc. Such a platform is designed to build integrated development environments (IDEs) for different languages (Java, C++, Web scripting languages and many others).
11 releases of Eclipse, ranging from 1.0 to 3.0M4, have been analyzed. The system size varies from 710 kLOCs, 5 kclasses and 46k methods of release 1.0, to 1771 kLOCs, 11 kclasses and 107 kmethods or release 3.0M4. The Eclipse evolution followed a sequential version numbering until release 2.1. Then, there has been a parallel development, consisting in stable releases (2.1.x) and experimental releases (3.0Mx). Further details are shown in Table 1 .
As also briefly discussed in the introduction, the case study presented in this paper aims at analyzing perfor- mance improvement of the proposed galaxy approach and the tradeoff between the timing improvement and the number of false positive obtained. At this purpose, the empirical study aims at confuting the following null hypotheses:
1. H 0 There is no significant improvement in terms of time performance when adopting the galaxy approach;
2. H 0 There are significantly more false positives/false negatives when adopting the galaxy approach than when applying the precise approach.
The empirical study needed, above all, to implement a toolkit composed of Java Parsing and Metrics Extraction Tools and Clone Detection Tools. Computations were carried out on a Pentium 4 Mobile 1.6 GHz laptop with 512 Mbytes of RAM running RedHat 9 Linux (kernel 2.4.20-28.9). Time reported and shown in tables were collected via the time command. The user CPU time required to run the command was reported in the results. Table 2 . Clone detection time performance (sec) on a P4 running Linux and Perl 5.8.
Empirical study results

Releases
Timing comparison
Source code parsing and metric extraction as well as center of mass computation were performed off-line. Parsing and extracting class and method level software metrics required about 45 minutes. Since the overall system size is of about 20 MLOCs, the throughput of this phase was about 10 kLOCs/sec. Time required to compute the center of mass ranges almost linearly from 33 sec. (release 1.0) to 76 sec. (release 3.0M4). In other words, in agreement with the claimed O(n) complexity, doubling the number of classes doubles the time needed to extract the center of mass. Overall, about 680 sec. were necessary for the 11 release with an average of 30 KLOCs/sec. Table 2 shows the time required by the galaxy approach compared to the smart quadratic algorithm. Doubling the number of classes and methods almost doubled the galaxy time while it almost multiply by four the time required by the precise approach. This result agrees very much with the complexity of the algorithms and the expected behavior. The overall time required on the 11 releases by galaxy was about 360 sec. with an average of 55 KLOCs/sec.
It is worth noticing that the really quadratic approach gave performance substantially worse then data reported in Table 2 ; for example a non smart quadratic algorithm, on the first release it required about 1320 sec. and, on the last release, 4300 sec.
Table 3. Clone pairs detected by different approaches
Accuracy comparison
Clones detected by the different algorithms are reported in Table 3 . As expected the number of clones detected by galaxy was always greater or equal than the number identified by the precise approach. This is in agreement with the quantization effect masking differences between classes when summarizing methods with a center of mass representation. We experienced that classes classified as clones by the precise method were always classified as cloned by galaxy; as expected, the contrary was never observed. Indeed due to the independence of descriptive statistics from permutations precise ⊆ galaxy. Also, differences between galaxy and the precise algorithm was negligible and, in most cases, null. Table 4 shows the performance of the proposed approach in terms of the performance improvement factor, which is the ratio between the quadratic algorithm and the galaxy one, and in terms of precision, which is the number of excessive clones given by the galaxy approach with respect to the number of clones reported by the quadratic method. The execution time has been reduced by a factor between 40 and 70 times, while the precision remains within a difference of less than 0.2 % and 60 % of the times the precision is 100.0 %. Table 4 . Performance of the approach Caution has to be paid when reading figures of Table 1 and Table 3 . Figures are clones pairs, similarity mapping is a one-to-many mapping. Given a class in one release, there may be many classes in the subsequent release indistinguishable from it. By inspecting metrics values of class pairs indicated as clones by galaxy and not by the precise approach we observed that galaxy false positives (5 for the releases 1.0 and 2.0) were classes extended by adding new methods or symmetrically changed in two (or more) methods. For example, the class ElementChangedEvent (release 1.0) was matched with the class SchemaEditorContributor (release 2.0) since in release 2.0 ElementChangedEvent added one method. The class SchemaEditorContributor (release 2.0) has exactly the same number of methods with exactly the some metric profiles. An example of the second phenomenon was the class JdwpID. In release 1.0 the method hashCode() and getConstantMaps(Object) has no parameter and one parameter respectively. In release 2.0 the situation was symmetrically changed in hashCode(Object) and getConstantMaps(). As a result, the center of mass was unchanged. However the number of LOCs of those methods is different thus the classes were classified as clone by galaxy and not by the precise algorithm.
Conclusions and work-in-progress
We have presented a novel linear complexity algorithm to compute class similarity in OO systems. The algorithm was inspired by the Newton's mechanics; it approximates class representations with a model similar to the physical center of mass of a n − bodies gravitational problem. Time performance and precision of the approximated algorithm were compared to the precise implementation of our definition of OO similarity. Empirical evidence on about 20 MLOCs of Java code (11 releases of Eclipse) supports the outstanding superiority of this novel approach.
The algorithm was conceived to ensure high precision while keeping low the computational costs. Suitable applications range from interactive support to program understanding, to software evolution modeling, to refactoring and maintenance support in multi million LOCs systems. Tasks such as supporting program understanding, refactoring via IDE environments poses severe challenges to algorithms: accuracy must very high while response time have to be almost real time. We believe that our approach to OO similarity computation is a step forward providing a means to rapidly analyze large OO systems.
We are currently enriching out test set to obtain performance evaluation on different OO systems and languages.
