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The increased complexity and operating frequency in current single chip microprocessors is resulting in a decrease in the perfor-
mance improvements. Consequently, major manufacturers oﬀer chip multiprocessor (CMP) architectures in order to keep up with
the expected performance gains. This architecture is successfully being introduced inmanymarkets including that of the embedded
systems. Nevertheless, the integration of several cores onto the same chip may lead to increased heat dissipation and consequently
additional costs for cooling, higher power consumption, decrease of the reliability, and thermal-induced performance loss, among
others. In this paper, we analyze the evolution of the thermal issues for the future chip multiprocessor architectures and show that
as the number of on-chip cores increases, the thermal-induced problems will worsen. In addition, we present several scenarios that
result in excessive thermal stress to the CMP chip or significant performance loss. In order to minimize or even eliminate these
problems, we propose thermal-aware scheduler (TAS) algorithms. When assigning processes to cores, TAS takes their temperature
and cooling ability into account in order to avoid thermal stress and at the same time improve the performance. Experimental
results have shown that a TAS algorithm that considers also the temperatures of neighboring cores is able to significantly reduce
the temperature-induced performance loss while at the same time, decrease the chip’s temperature across many diﬀerent operation
and configuration scenarios.
Copyright © 2007 K. Stavrou and P. Trancoso. This is an open access article distributed under the Creative Commons Attribution
License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly
cited.
1. INTRODUCTION
The doubling of microprocessor performance every 18
months has been the result of two factors: more transistors
per chip and superlinear scaling of the processor clock with
technology generation [1]. However, technology scaling to-
gether with frequency and complexity increase result in a
significant increase of the power density. This trend, which
is becoming a key-limiting factor to the performance of cur-
rent state-of-the-art microprocessors [2–5], is likely to con-
tinue in future generations as well [4, 6]. The higher power
density leads to increased heat dissipation and consequently
higher operating temperature [7, 8].
To handle higher operating temperatures, chip manu-
factures have been using more eﬃcient and more expen-
sive cooling solutions [6, 9]. While such solutions were
adequate in the past, these packages are now becoming
prohibitively expensive, as the relationship between cool-
ing capabilities and cooling costs is not linear [4, 6]. To
reduce packaging cost, current processors are usually de-
signed to sustain the thermal requirement of typical work-
loads and utilize dynamic thermal management (DTM)
techniques when temperature exceeds the design-set point
[4, 10]. When the operating temperature reaches a prede-
fined threshold, the DTM techniques reduce the proces-
sor’s power consumption in order to allow it to cool down
[4, 6, 7, 11–13]. An example of such a DTM mechanism
is to reduce the consumed power through duty-cycle-based
throttling. While it is very eﬀective achieving its goal, each
DTM event comes with a significant performance penalty
[4, 7].
Moreover, the reliability of electronic devices and there-
fore of microprocessors depends exponentially on the opera-
tion temperature [4, 5, 14–17]. Viswanath et al. [5] note that
even small diﬀerences in operating temperature, in the order
of 10◦C–15◦C, can result in a 2x diﬀerence in the lifespan of
the devices.
Finally, higher temperature leads to power and energy
ineﬃciencies mainly due to the exponential dependence of
leakage power on temperature [4, 6, 7, 13]. As in future gen-
erations, leakage current is expected to consume about 50%
of the total power [1, 3] this issue will become more seri-
ous. Additionally, the higher the operating temperature is,
the more aggressive the cooling solutionmust be (e.g., higher
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fan speeds) which will lead to further increase in power con-
sumption [11, 12].
The chip multiprocessors (CMP) architecture has been
proposed by Olukotun et al. [2] as a solution able to extend
the performance improvement rate without further com-
plexity increase. The benefits resulting from this architecture
are proved by the large number of commercial products that
adopted it, such as IBM’s Power 5 [18], SUN’s Niagara [19],
Intel’s Pentium-D [20], and AMD’s Athlon 64 X2 [21].
Recently, CMPs have been successfully used for multi-
media applications as they prove able to oﬀer significant
speedup for these types of workload [22–24]. At the same
time, embedded devices have an increasing demand for mul-
tiprocessor solutions. Goodacre [25] states that 3G handsets
may use parallel processing at a number of distinct levels,
such as when making a video call in conjunction with other
background applications. Therefore, the CMP architecture
will be soon used in the embedded systems.
The trend for future CMPs is to increase the number of
on-chip cores [26]. This integration is likely to reduce the
per-core cooling ability and increase the negative eﬀects of
temperature-induced problems [27]. Additionally, the char-
acteristics of the CMP, that is, multiple cores packed together,
enable execution scenarios that can cause excessive thermal
stress and significant performance penalties.
To address these problems, we propose thermal-aware
scheduling. Specifically, when scheduling a process for exe-
cution, the operating system determines on which core the
process will run based on the thermal state of each core,
that is, its temperature and cooling eﬃciency. Thermal-aware
scheduling is a mechanism that aims to avoid situations
such as creation of large hotspots and thermal violations,
which may result in performance degradation. Additionally,
the proposed scheme oﬀers opportunities for performance
improvements arising not only from the reduction of the
number of DTM events but also from enabling per-core fre-
quency increase, which benefits significantly single-threaded
applications [10, 28]. Thermal-aware scheduling can be im-
plemented purely at the operating system level by adding
the proper functionality into the scheduler of the OS ker-
nel.
The contributions of this paper are the identification of
the thermal issues that arise from the technological evolu-
tion of the CMP chips, as well as the proposal and evaluation
of a thermal-aware scheduling algorithm with two optimiza-
tions: thermal threshold and neighborhood awareness. To eval-
uate the proposed techniques, we used the TSIC simulator
[29]. The experimental results for future CMP chip config-
urations showed that simple thermal-aware scheduling algo-
rithms may result in significant performance degradation as
the temperature of the cores often reach the maximum al-
lowed value, consequently triggering DTM events. The addi-
tion of a thermal threshold results in a significant reduction
of DTM events and consequently in better performance. By
making the algorithm aware of the neighboring core thermal
characteristics (neighborhood aware), the scheduler is able to
take better decisions and therefore provide a more stable per-
formance comparing to the other two algorithms.
The rest of this paper is organized as follows. Section 2
discusses the relevant related work, Section 3 presents the
most important temperature-induced problems and analyzes
the eﬀect they are likely to have on future chip multiproces-
sors. Section 4 presents the proposed thermal-aware schedul-
ing algorithms. Section 5 describes the experimental setup
and Section 6 the experimental results. Finally, Section 7
presents the conclusions to the work.
2. RELATED WORK
As temperature increase is directly related to the consumed
power, techniques that aim to decrease the power consump-
tion achieve temperature reduction as well. Diﬀerent tech-
niques, however, target power consumption at diﬀerent lev-
els.
Circuit-level techniques mainly optimize the physical,
transistor, and layout design [30, 31]. A common technique
uses diﬀerent transistor types for diﬀerent units of the chip.
The architectural-level techniques take advantage of the ap-
plication characteristics to enable on-chip units to consume
less power. Examples of such techniques include hardware
reconfiguration and adaptation [32], clock gating and mod-
ification of the execution process, such as speculation con-
trol [33]. At the application level, power reduction is mainly
achieved during the compilation process using specially de-
veloped compilers. What these compilers try to do is to ap-
ply power-aware optimizations during the application’s opti-
mization phase such as strength reduction and partial redun-
dancy elimination.
Another solution proposed to deal with the thermal is-
sues is thermal-aware floorplanning [34]. The rationale be-
hind this technique is placing hot parts of the chip in loca-
tions having more eﬃcient cooling while avoiding the place-
ment of such parts adjacent to each other.
To handle situations of excessive heat dissipation, spe-
cial dynamic thermal management (DTM) techniques have
been developed. Skadron et al. in [4] present and evaluate
the most important DTM techniques, dynamic voltage and
frequency scaling (DVFS), units toggling and execution mi-
gration. DVFS decreases the power consumed by the micro-
processor’s chip by decreasing its operating voltage and fre-
quency. As power consumption is known to have a cubic re-
lationship with the operating frequency [35], scaling it down
leads to decreased power consumption and consequently de-
creased heat dissipation. Although very eﬀective in achieving
its goal, DVFS introduces significant performance penalty,
which is related to the lower performance due to the de-
creased frequency and the overhead of the reconfiguration
event.
Toggling execution units [4], such as fetch engine tog-
gling, targets power consumption decrease indirectly. Specif-
ically, such techniques try to decrease the number of in-
structions on-the-fly in order to limit the consumed power
and consequently allow the chip to cool. The performance
penalty comes from the underutilization of the available re-
sources.
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Execution migration [13] is another technique targeting
thermal issues and maybe the only one from those men-
tioned above, that does it directly and not through reducing
power consumption. When a unit gets too hot, execution is
migrated to another unit that is able to perform the same op-
eration. For this migration to be possible, replicated and idle
units must exist.
Executing a workload in a thermal-aware manner has
been proposed by Mooref et al. [12] for large data-centers.
Specifically, the placement of applications is such that servers
executing intensive applications are in positions favored by
the cold-air flow from the air conditioners. Thermal-aware
scheduling follows the same principles but applies this tech-
nique to CMPs.
Donald and Martonosi [36] present a throughout analy-
sis of thermal management techniques for multicore archi-
tectures. They classify the techniques they use in terms of
core throttling policy, which is applied locally to a core or
to the processor as a whole, and process migration policies.
The authors concluded that there is significant room for im-
provement.
3. CMP THERMAL ISSUES
The increasing number of transistors that technology ad-
vancements provide, will allow future chip multiprocessors
to include a larger number of cores [26]. At the same time, as
technology feature size shrinks, the chip’s area will decrease.
This section examines the eﬀect these evolution trends will
have on the temperature of the CMP chip. We start by pre-
senting the heat transfer model that applies to CMPs and
then discuss the two evolution scenarios: smaller chips and
more cores on the same chip.
3.1. Heat transfer model in CMPs
Cooling in electronic chips is achieved through heat trans-
fer to the package and consequently to the ambient, mainly
through the vertical path (Figure 1(a)). At the same time,
there is heat transfer between the several units of the chip
and from the units to the ambient through the lateral path.
In chip multiprocessors, there is heat exchange not only be-
tween the units within a core but also across the cores that co-
exist on the chip (Figure 1(b)). As such, the heat produced
by each core aﬀects not only its own temperature but also the
temperature of all other cores.
The single chip microprocessor of Figure 1(a), can emit
heat to the ambient from all its 6 cross-sectional areas
whereas each core of the 4-core CMP (Figure 1(b)) can emit
heat from only 4. The other two cross-sectional areas neigh-
bor to other cores and cooling through that direction is feasi-
ble only if the neighboring core is cooler. Even if the temper-
ature of the neighboring core is equal to that of the ambient,
such heat exchange will be poor when compared to direct
heat dissipation to the ambient due to the low thermal resis-
tivity of silicon [4]. Furthermore, as the number of on-chip
cores increases, there will be cores with only 2 “free” edges
(cross-sectional areas at the edge of the chip), further reduc-
ing the per-core cooling ability (Figure 1(c)). Finally, if the
chip’s area does not change proportionally, the per-core “free”
cross-sectional area will reduce harming again the cooling
eﬃciency. All the above lead us to conclude that CMPs are
likely to suﬀer from higher temperature stress compared to
single chip microprocessor architectures.
3.2. CMP evolution trends
3.2.1. Trend 1: decreasing the chip size
As mentioned earlier, technology improvements and feature
size shrink will allow the trend of decreasing chip’s size to
continue. This chip’s area decrease results in higher operat-
ing temperature as the ability of the chip to cool by vertically
dissipating heat to the ambient is directly related to its area
(Section 3.1). As such, the smaller the chip size is, the less ef-
ficient this cooling mechanism is. The most important con-
sequence of higher operating temperature is the significant
performance penalty caused by the increase of DTM events.
Further details about this trend are presented in Section 6.1.
3.2.2. Trend 2: increasing the number of cores
As the number of on-chip core increases, so does the
throughput oﬀered by the CMP. However, if the size of the
chip does not scale, the per-core area will decrease. As shown
previously in Section 3.2, this has a negative eﬀect on the op-
erating temperature and consequently on the performance
of the multiprocessor. A detailed study about the eﬀect of in-
creasing the number of on-chip cores will be presented in
Section 6.1 together with the experimental results.
3.3. Reliability
Adding more cores to the chip improves the fault tolerance
by enabling the operation of the multiprocessor with the re-
mainder cores. Specifically, a CMPwith 16 cores can bemade
to operate with 15 cores if one fails.
More cores on the chip, however, will decrease the chip-
wide reliability in two ways. The first is justified by the char-
acteristics of failure mechanisms. According to the sum-of-
failure-rates (SOFR)model [37, 38], the failure rate of a CMP
can be modeled as a function of the failure rate of its basic
core (λBC) as shown by (1). In this equation, n is the number
of on-chip cores, all of which are assumed to have the same
failure rate (λBCi = λBC ∀i). Even if we neglect failures due to
the interconnects, the CMP chip has n-times greater failure







+ λInterconnects = n · λBC + λInterconnects.
(1)
The second way, more cores on the chip aﬀect chip-
wide reliability is related to the fact that higher tempera-
tures exponentially decrease the lifetime of electronic devices
[4, 5, 14–17]. As we have shown in Section 3.2, large-scale












Figure 1: Cooling mechanisms in single chip microprocessors and in chip multiprocessors.
CMPs will suﬀer from larger thermal stress, accelerating
these temperature-related failure mechanisms.
It is also necessary to mention that other factors that af-
fect the reliability are the Spatial (diﬀerent cores having dif-
ferent temperatures at the same time point) and temporal
(diﬀerences in the temperature of a core over the time) tem-
perature diversities.
3.4. Thermal-aware floorplanning
Thermal-aware floorplanning is an eﬀective widely used tech-
nique for moderating temperature-related problems [17, 34,
39, 40]. The rationale behind it is placing hot parts of the chip
in locations having more eﬃcient cooling while avoiding the
placement of such parts adjacent to each other.
However, thermal-aware floorplanning is likely to be less
eﬃcient when applied to CMPs as core-wide optimal deci-
sions will not necessarily be optimal when several cores are
packed on the same chip. Referring to Figure 2(d), although
cores A and F are identical, their thermally optimal floorplan
is likely to be diﬀerent due to the thermally diﬀerent posi-
tions they have on the CMP. These diﬀerences in the optimal
floorplan are likely to increase as the number of on-chip cores
increases due to the fact that the number of thermally dif-
ferent locations increase with the number of on-chip cores.
Specifically, as Figures 2(a) to 2(d) show, for a CMP with n2
cores, there will be (n/2 · (n/2 + 1))/2 diﬀerent possible
locations. A CMP with the majority of its cores being diﬀer-
ent in terms of their floorplan would require a tremendous




At any given time point, the operating system’s ready list con-
tains processes waiting for execution. At the same time, each
core of the CMP may be either idle or busy executing a pro-
cess (Figure 3). If idle cores exist, the operating system must
select the one on which the next process will be executed.
4.2. The ideal operation scenario
In the ideal case, each core has a constant temperature since
the processor was powered-on and therefore no temporal
temperature diversities exist. Additionally, this temperature
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Figure 2: The thermally diﬀerent locations on the chip increase with
the number of cores. For a CMPwith n2 identical square cores, there
will be (n/2 · (n/2 + 1))/2 diﬀerent locations.
diversities. The decrease of spatial and temporal temperature
diversities will have a positive eﬀect on chip’s reliability. Of
course, this common operating temperature should be as low
as possible for lower power consumption, less need for cool-
ing, increased reliability, and increased performance. Finally,
the utilization of each core, that is, the fraction of time a core
is nonidle should be the same in order to avoid cases where a
core has “consumed its lifetime” whereas others have been ac-
tive for very short. Equal usage should also take into account
the thermal stress caused to each core by the applications it
executes. Specifically, the situation where a core has mainly
being executing temperature intensive applications whereas
others havemainly been executingmoderate or low stress ap-
plications is unwanted. Equal usage among cores will result
in improving the chip-wide reliability.
4.3. Highly unwanted scenarios
Several application-execution scenarios that can lead to
highly unwanted cases, such as, large performance penalties
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Figure 3: Basic scheduling scheme in operating systems. Cores state array, shown as part of the scheduler, tracks the state of each core as busy
or idle.
or high thermal stress are discussed in this section. These sce-
narios do not necessarily describe the worse case, but are pre-
sented to show that temperature unaware scheduling can lead
to situations far from the ideal with consequences opposite
to those presented above. Simple thermal-aware scheduling
heuristics are shown to prevent such cases.
4.3.1. Scenario 1: large performance loss
As mentioned earlier, the most direct way the processor’s
temperature can aﬀect its performance is due to more fre-
quent activation of DTM events, which occur each time the
temperature of the core exceeds a predefined threshold. The
higher the initial temperature of the core is, the easier it is
to reach this predefined threshold is. For the temperature
of a core to rise, its own heat generation (local) must be
larger than the heat it can dissipate to the ambient and to
the neighboring cores. However, a core can only dissipate
heat to its neighbors if they are cooler. The local heat genera-
tion is mainly determined by the application running on the
core which may be classified as “hot,” “moderate”, and “cool”
[4, 10, 34] depending on the heat it generates. Therefore, the
worse case for large loss of performance is to execute a hot
process on a hot core that resides in a hot neighborhood.
Let us assume that the CMP’s thermal snapshot (the
current temperature of its cores) is the one depicted in
Figure 4(a), and that a hot process is to be scheduled for ex-
ecution. Four cores are idle and thus candidate for execut-
ing the new process: C3, D4, E3, and E4. Although C3 is the
coolest core, it is the choice that will cause the largest per-
formance loss. C3 has reduced cooling ability due to being
surrounded by hot neighbors (C2, C4, B3, and D3) and due
to not having free edges, that is, edges of the chip. As such, its
temperature will reach the threshold soon and consequently
activate a DTM event, leading to a performance penalty.
A thermal-aware scheduler could identify the inappro-
priateness of C3 and notice that although E4 is not the coolest
idle core of the chip, it has two advantages: it resides in a
rather cool area and neighbors to the edge of the chip both
of which enhance its cooling ability. It would prefer E4 com-
pared to E3 as E4 has two idle neighbors and compared to D4
as it is cooler and has more eﬃcient cooling.
4.3.2. Scenario 2: hotspot creation
The “best” way to create a hotspot, that is, an area on the chip
with very high thermal stress is to force very high tempera-
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Figure 4: Thermal snapshots of the CMP. Busy cores are shown as
shaded. Numbers correspond to core’s temperature (◦C) above the
ambient.
ture on adjacent cores. This could be the result of running
hot applications on the cores and at the same time reducing
their cooling ability.
Such a case would occur if a hot application was executed
on core E3 of the CMP depicted in Figure 4(b). This would
decrease the cooling ability of its already very hot neighbors
(E2, E4, and D3). Furthermore, given that E3 is executing a
hot application and that it does not have any cooler neighbor,
it is likely to suﬀer from high temperature, soon leading to
the creation of a large hotspot at the bottom of the chip.
A thermal-aware scheduler would take into account the
impact such a scheduling decision would have, not only on
the core under evaluation but also on the other cores of the
chip, thus avoiding such a scenario.
4.3.3. Scenario 3: high spatial diversity
The largest spatial diversities over the chip appear when the
temperature of adjacent cores diﬀers considerably. Chess like
scheduling (Figure 5) is the worse case scenario for spatial di-
versities as between each pair of busy and probably hot cores
an idle, thus cooler, one exists.
A thermal-aware scheduler would recognize this situa-
tion, as it is aware of the temperature of each core, and mod-
erate the spatial diversities.
4.3.4. Scenario 4: high temporal diversity
A core will suﬀer from high temporal diversities when the
workload it executes during consecutive intervals has op-
posite thermal behavior. Let us assume that the workload









Figure 5: Chess-like scheduling and its eﬀect on spatial temperature
diversity. The chart shows the trend temperature is likely to follow
over the lines shown on the CMP.
consists of 2 hot and 2 moderate applications. A scenario that
would cause the worse case temporal diversities is the one de-
picted in Figure 6(a). In this scenario, process execution in-
tervals are followed by an idle interval. Execution starts from
the two hot processes and continues with the moderate one
maximizing the temporal temperature diversity.
A thermal-aware scheduler that has information about
the thermal type of the workload can eﬃciently avoid such
diversities (Figures 6(b) and 6(c)).
4.4. Thermal-aware scheduling on chip
multiprocessors
Thermal-Aware Scheduling (TAS) [27] is a mechanism that
aims to moderate or even eliminate the thermal-induced
problems of CMPs presented in the previous section. Specif-
ically, when scheduling a process for execution, TAS selects
one of the available cores based on the core’s “thermal state,”
that is, its temperature and cooling eﬃciency. TAS aims at
improving the performance and thermal profile of the CMP,
by reducing its temperature and consequently avoiding ther-
mal violation events.
4.4.1. TAS implementation or a real OS
Implementing the proposed scheme at the operating sys-
tem level enables commodity CMPs to benefit from TAS
without any need for microarchitectural changes. The need
for scheduling is inherent in multiprocessors operating sys-
tems and therefore, adding thermal awareness to it, by en-
hancing its kernel, will cause only negligible overhead for
schedulers of reasonable complexity. The only requirement
is an architecturally visible temperature sensor for each core,
something rather trivial given that the Power 5 processor
[18] already embeds 24 such sensors. Modern operating sys-
tems already provide functionality for accessing these sen-
sors through the advanced configuration and power inter-
face (ACPI) [41]. The overhead for accessing these sensors is
minimal and so we have not considered it in our experimen-
tal results.
4.4.2. Thermal-aware schedulers
In general, a thermal-aware scheduler, in addition to the
core’s availability takes into account its temperature and
other information regarding its cooling eﬃciency.
Although knowing the thermal type of the workload to
be executed can increase the eﬃciency of TAS, schedulers that
operate without this knowledge, as those presented below,
are shown by our experimental results to provide significant
benefits. Our study is currently limited to simple, stateless
scheduling algorithms which are presented next.
Coolest
The new process is assigned to the Coolest idle core. This is
the simplest thermal-aware algorithm and the easiest to im-
plement.
Neighborhood
This algorithm calculates for each available core a cost func-
tion (equation (2)) and selects the core that minimizes it.
This cost function takes into consideration the following:
(i) temperature of the candidate core (Tc),
(ii) average temperature of directly neighboring cores
(TDA),
(iii) average temperature of diagonally neighboring cores
(TdA),
(iv) number of nonbusy directly neighboring cores
(NBDA),
(v) the number of “free” edges of the candidate core (Nfe).
Each parameter is given a diﬀerent importance through
the ai weights. The value of these weights is determined stat-
ically through experimentation in order to match the char-
acteristics of the CMP. The rationale behind this algorithm
is that, the lower the temperature of the core’s neighborhood
is, the easier it will be to keep its temperature at low levels
due to the intercore heat exchange. Cores neighboring with
the edge of the chip are beneficial due to the increased heat
abduction rate from the ambient,
Cost = a1 · Tc + a2 · TDA + a3 · TdA + a4 ·NBDA + a5 ·Nfe.
(2)
Threshold neighborhood
The Threshold Neighborhood algorithm uses the same cost
function as theNeighborhood algorithm, but schedules a pro-
cess for execution only if a good enough core exist. This good
enough threshold is a parameter of the algorithm. A core is
considered appropriate if its cost function is lower than this
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Figure 6: Temporal temperature diversity. H stands for ‘hot” process,M for a process of moderate thermal stress, and I for an idle interval.
The charts show the trend temperature is likely to follow over the time. (a) The worse case temporal diversity scenario. (b) A scenario with
moderate temporal diversity. (c) The scenario that minimizes temporal diversity.
threshold (in contrast, when the neighborhood algorithm is
used, a process is scheduled no matter the value of the cost
function). This algorithm is nongreedy as it avoids schedul-
ing a process for execution on a core that is available but in a
thermally adverse state.
Although one would expect that the resulting underuti-
lization of the cores could lead to performance degradation,
the experimental results showed that with careful tuning,
performance is improved due to the reduction of the number
of DTM events.
MST heuristic
The maximum scheduling temperature (MST) heuristic, is
not an algorithm itself but an option that can be used in com-
bination with any of the previously mentioned algorithms.
Specifically, MST prohibits scheduling a process for execu-
tion on idle cores when their temperature is higher than a
predefined threshold (MSTT).
5. EXPERIMENTAL SETUP
To analyze the eﬀect of thermal problems on the evolution of
the CMP architecture and to quantify the potential of TAS in
solving these issues, we conducted several experiments using
a specially developed simulator.
5.1. The simulated environment
At any given point in time, the operating system’s ready list
contains processes ready to be executed. At the same time,
each core of the CMP may be either busy executing a pro-
cess or idle. If idle cores exist, the operating system, using a
scheduling algorithm selects one such core and schedules on
it a process from the ready list. During the execution of the
simulation, new processes are inserted into the ready list and
wait for their execution. When a process completes its execu-
tion, it is removed from the execution core, which is there-
after deemed as idle.
The heat produced during the operation of the CMP and
the characteristics of the chip define the temperature of each
core. For the simulated environment, the DTM mechanism
used is that of process migration. As such, when the temper-
ature of a core reaches a predefined threshold (45◦C above
the ambient), the process it executes is “migrated” to another
core. Each such migration event comes with a penalty (mi-
gration penalty—DTM-P), which models the overheads and
performance loss it causes (e.g., invocation of the operating
system and cold caches eﬀect).
5.2. The simulator
The simulator used is the Thermal Scheduling SImulator for
ChipMultiprocessors (TSIC) [29], which has been developed
specially to study thermal-aware scheduling on chip mul-
tiprocessors. TSIC models CMPs with diﬀerent number of
cores whereas it enables studies exploring several other pa-
rameters, such as the maximum allowed chip temperature,
chip utilization, chip size, migration events, and scheduling
algorithms.
5.2.1. Process model
The workload to be executed is the primary input for the sim-
ulator. It consists of a number of power traces, each one mod-
eling one process. Each point in a power trace represents the
average power consumption of that process during the corre-
sponding execution interval. Note that all intervals have the
same length in time. As the power consumption of a process
varies during its execution, a power trace is likely to consist
of diﬀerent power consumption values for each point. The
lifetime of a process, that is, the total number of simulation
intervals that it needs to complete its execution, is defined as
the number of points in that power trace.
TSIC loads the workload to be executed in a workload
list and dynamically schedules each process to the available
cores. When the temperature of a core reaches a critical point
(DTM-threshold), the process running on it must be either
migrated to another core or suspended to allow the core to
cool. Such an event is called thermal violation event. If no
cores are available, that is, they are all busy or do not satisfy
the criteria for the MST heuristic of Threshold Neighborhood
algorithm, the process is moved back to the workload list and
will be rescheduled when a core becomes available.
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Figure 7: The main window of Thermal Scheduling SImulator for Chip Multiprocessors (TSIC).
Each time a process is to be assigned for execution, a
scheduling algorithm is invoked to select a core, among the
available ones, to which the process will be assigned for exe-
cution.
For the experiments presented in this paper, the work-
load used consists of 2500 synthetic randomly produced pro-
cesses with average lifetime equal to 100 simulation intervals
(1millisecond per interval) and average power consump-
tion equal to 10W. The rationale behind using a short av-
erage lifetime is to model the OS’s context-switch operation.
Specifically, each simulated process is to be considered as the
part of a real-world process during two consecutive context
switches.
5.2.2. The chip multiprocessor
TSIC uses a rather simplistic model for the chip’s floorplan
of the CMP. As depicted in Figure 7, each core is considered
to cover a square area whereas the number of cores on the
chip is always equal to n2 where n is the number of cores
in each dimension. In current TSIC implementation, cores
are assumed to be areas of uniform power consumption. The
area of the simulated chip is equal to 256mm2 (the default of
the Hotspot simulator [4]).
5.2.3. Thermal model
TSIC uses the thermal model of Hotspot [4] which has been
ported into the simulator. The floorplan is defined by the
number of cores and the size of the chip.
5.2.4. Metrics
During the execution of the workload, TSIC calculates the
total number of intervals required for its execution (Cycles),
the number of migrations (Migrations) as well as several
temperature-related statistics listed below.
(i) Average Temperature: the Average Temperature repre-
sents the average temperature of all the cores of the chip dur-
ing the whole simulation period. The Average Temperature is
given by (3), where Tti, j is the temperature of core i, j during
simulation interval t, ST is the total number of simulation
intervals, and n is the number of cores,













(ii) Average Spatial Diversity: the Spatial Diversity shows
the variation in the temperature among the cores at a given
time. The Average Spatial Diversity (equation (4)) is the av-
erage of the Spatial Diversity during the simulation period.
A value equal to zero means that all cores of the chip have
the same temperature at the same time, but possibly diﬀer-
ent temperature at diﬀerent points in time. The larger this
value is, the grater the variability is. In the Average Spatial
Diversity equation, Tti, j is the temperature of core i, j during




i, j is the aver-
age chip temperature during simulation interval t, ST is the
total number of simulation intervals, and n is the number of
cores,













(iii) Average Temporal Diversity: theAverage Temporal Di-
versity is a metric of the variation of the average chip temper-
ature, across all cores, and is defined by (5). In the Average
Temporal Diversity equation Tti, j is the temperature of core
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is the average chip temperature during simulation interval t,
T is the average chip temperature as defined by (3), ST is the
total number of simulation intevals, and n is the number of
cores,










(iv) Eﬃciency: eﬃciency is a metric of the actual perfor-
mance themultiprocessor achieves in the presence of thermal
problems compared to the potential oﬀered by the CMP. Eﬃ-
ciency is defined by (6) as the ratio between the time required
for the execution of the workload (Workload Execution Time)
and the time it would require if no thermal violation events
existed (Potential Execution Time, (7)). The maximum value
for the Eﬃciency metric is 1 and represents full utilization of
the available resources,
Eﬃciency = Potential Execution Time
Workload Execution Time
, (6)











For the experimental results presented in Section 6, all
threshold values for the scheduling algorithms, the ai fac-
tors in (2), the MST-T, and the “Threshold Neighborhood,”
have been statically determined through experimentation.
Although adaptation of these threshold values could be done
dynamically, this would result in an overhead for the sched-
uler of the operating system.We are however currently study-
ing these issues.
6. RESULTS
6.1. Thermal behavior and its implications
for future CMPs
In this section we present the thermal behavior and its impact
on the performance for future CMP configurations which are
based on the technology evolution. This leads to chips of de-
creasing area and/or more cores per chip. For the results pre-
sented, we assumed that the CMPs are running an operating
system that supports a minimal overhead thermal scheduling
algorithm such as Coolest (baseline algorithm for this study).
Consequently these results are also an indication of the ap-
plicability of simple thermal scheduling policies.
6.1.1. Trend 1: decreasing the chip size
As mentioned earlier, technology improvements and feature
size shrink will allow the trend of decreasing the chip size
to continue. Figure 8(a) depicts the eﬀect of this chip size
decrease while keeping the consumed power constant for a
CMP with 16 cores. The results clearly show the negative ef-
fect of chip’s area decrease on the average temperature and
















































Figure 8: (a) Eﬃciency and temperature (◦C above the ambient)
and (b) spatial and temporal diversities for diﬀerent chip sizes.
the eﬃciency of the multiprocessor. This is explained by the
fact that the ability of the chip to cool by vertically dissipating
heat to the ambient is directly related to its area (Section 3.1).
Lower cooling ability leads to higher temperature, which
in turn leads to increased number of migrations, and conse-
quently to significant performance loss. The reason for which
the temperature only asymptotically approximates 45◦C is
related to the protection mechanism used (process migra-
tion) which is triggered at 45◦C. Notice that the area of typi-
cal chips today does not exceed 256mm2, which is the point
beyond which it is possible to observe considerable perfor-
mance degradation. A migration penalty (DTM-P) of one
interval is used for these experiments. This value is small
compared to what would apply in a real world system and
consequently these charts present an optimistic scenario.
Another unwanted eﬀect is related to the spatial and tem-
poral diversities, which also become worse for smaller chips
(Figure 8(b)) and is justified mainly by the higher operating
temperatures. Notice that in this chart we limit the chip size
range to that for which no migrations exist in order to ex-
clude from the trend line the eﬀect of migrations.
6.1.2. Trend 2: increasing the number of cores
As explained in Section 3.2, due to thermal limitations, the
throughput potential oﬀered by the increased number of
cores cannot be exploited unless the size of the CMP is
scaled proportionally. Figure 9 depicts the eﬃciency and
10 EURASIP Journal on Embedded Systems










































































Figure 9: (a) Eﬃciency (b) temperature (◦C above the ambient) (c) workload execution time (in terms of simulation intervals) (d) slowdown
orienting from temperature issues for CMPs with diﬀerent number of cores and diﬀerent utilization points.
temperature for CMPs with diﬀerent number of cores (4, 16,
36, and 64) for three diﬀerent utilization points (50%, 80%,
and 100%). Utilization shows the average fraction of cores
that are active at any time point and models the execution
stress of the multiprocessor.
The eﬃciency of the diﬀerent CMP configurations stud-
ied is depicted in Figure 9(a). The decrease in eﬃciency with
the increase in the number of on-chip cores is justified by the
decrease in the per-core area and consequently of the verti-
cal cooling capability. The increased utilization also decreases
the cooling capabilities of cores but this is related to the lat-
eral heat transfer path. Specifically, if a neighboring core is
busy, and thus most likely hot, cooling through that direc-
tion is less eﬃcient. In the worse scenario, a core will re-
ceive heat from its neighbors and instead of cooling, it will
get hotter. Both factors have a negative eﬀect on temperature
(Figure 9(b)) and consequently in the number of migration
events, which is the main reason for performance loss. It is
relevant to notice that for the 36- and 64-core CMPs the aver-
age temperature is limited by the maximum allowed thresh-
old, which has been set to 45◦C for these experiments.
The workload execution time for the diﬀerent CMP con-
figurations studied is depicted in Figure 9(c)). For the 4-core
CMP, higher utilization leads to a near proportional speedup,
which is significantly smaller for the 16-core CMP and al-
most diminishes for multiprocessors with more cores. This
indicates the constrain thermal issues pose on the scalability
oﬀered by the CMP’s architecture. It is relevant to notice that
for the 100% utilization point, the 64-core chip has almost
the same performance as the 16-core CMP. This behavior is
justified by the large number of migration events suﬀered by
the large scale CMPs.
Figure 9(d) displays the slowdown of each configuration
due to temperature related issues taking the utilization into
consideration, that is, if a configuration with utilization 50%
executes the workload in 2X cycles where the same configu-
ration with 100% utilization executes it in X cycles, the for-
mer is considered to have zero slowdown. The results em-
phasize the limitations posed by temperature issues on fully
utilizing the available resources. Notice that these limitations
worsen as the available resources increase.
Finally, Figure 10 depicts the spatial and temporal diver-
sities of the CMP configurations studied, when utilization is
equal to 100%. Both diversities are shown to worsen when
more cores coexist on the chip. This is not only due to the
higher temperature but also due to variability caused by the
larger number of on-chip cores.
6.2. Optimization 1: thermal threshold
The results from the previous section showed a significant
drop in performance as themaximumoperating temperature
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Figure 10: (a) Spatial and (b) temporal diversity as the number of
on-chip cores increases.
is reached. To avoid this performance degradation, we pro-
pose to enhance the basic Thermal-aware scheduling policy
(Coolest) by using a threshold on the core’s temperature. This
is what we named theCoolest +MST scheduling scheme, that
is, a process is executed on the coolest available core only if a
core with temperature lower than N◦C exists. In our case, we
use 40◦C as the threshold value (MST-T), that is, five degrees
lower than the maximum allowed temperature. The goal for
these experiments is to show how, Coolest + MST, is able to
improve the performance by reducing the number of migra-
tions. In addition, we set the DTM-Penalty to zero, which is
the reason why we will not present performance results.
Table 1 presents the number of migrations and the aver-
age temperature for the execution scenarios mentioned be-
fore. As can be seen from the results, the Coolest + MST
heuristic is able to significantly decrease the number of mi-
gration events. The potential of this algorithm increases with
the number of cores. This is a first-class indication that per-
formance improvement can be achieved. At the same time,
this TAS scheme decreases the average chip temperature by
approximately 2◦C for the 16-core and 2.5◦C for the 25-core
CMP.
Figure 11 depicts the number of migrations and tem-
perature of CMPs with diﬀerent number of cores as the
MST-Threshold (MST-T) ranges from 40◦C to 45◦C. Note
that when MST-T is equal to the DTM-threshold (DTM-T)
(45◦C), scheduling is the same as what would apply without
MST (Coolest).
As depicted in Figure 11(a) for both the 16-core and 25-
core CMP, the number ofmigrations increases with theMST-
T. This is due to the fact that cores with very high tempera-
Table 1: Number of migrations and average temperature (◦C)
above the ambient for CMPs of diﬀerent number of cores for two
scheduling schemes.
Number of migrations Temperature (◦C)
Number of
cores
Coolest Coolest + MST Coolest Coolest + MST
4 0 0 11.38 11.38
9 0 0 23.63 23.63
16 1193 6 38.74 36.88
25 109 733 1222 42.58 39.94















































Figure 11: (a) Number of migrations graphed in a logarithmic scale
and (b) average chip temperature (◦C above the ambient) versus
MST-T.
ture are allowed to be used. The same trend stands for the
average temperature of the chip (Figure 11(b)), which justi-
fies what is observed for migrations.
No performance results are presented for this experiment
as the DTM-Penalty value has been set to be equal to 1 in-
terval only. As such, its impact on performance is minimal.
However, as mentioned earlier, in a real-world system the
DTM-Penalty will be significantly larger.
When DTM events are penalized, execution using the
Coolest policy may not complete. If the scheduling algorithm
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is greedy in that it tries to fully utilize the available re-
sources no matter their thermal state, a scenario described
by a vicious-circle of continued process-migrations is possi-
ble. Such a scenario appears when cores with very high tem-
perature are used and at the same time, the average tempera-
ture of the chip is close to DTM-T. For example, this scenario
happens when executing the experimental workload on a 36-
core CMP with Coolest.
6.3. Optimization 2: neighborhood awareness
The results from the previous section showed that adding a
Threshold to the simple thermal-aware scheduling (Coolest)
policy can significantly decrease the number of migration
events. Nevertheless, the Coolest + MST algorithm uses lo-
cal information to make the scheduling decisions, that is, it
considers only the temperature of the candidate cores.
In this section, we present the results for an algorithm
that takes into consideration not only the temperature of
the candidate cores but also the temperatures of all the sur-
rounding or neighboring cores. We presented previously, in
Section 4.4, two algorithms that use this information, the
Neighborhood and the Threshold Neighborhood. The results
presented in this section are for the Threshold Neighborhood
as its performance is much better compared to the simple
Neighborhood.
As we have not yet completely tuned the Threshold Neigh-
borhood algorithm, we present results only for a single setup
of a CMP with 16 cores and 100% utilization. Figure 12(a)
depicts the number of migrations for the two algorithms un-
der evaluation (Threshold Neighborhood and Coolest + MST),
for diﬀerent DTM-Penalties.
The number of migration events suﬀered by the Thresh-
old Neighborhood algorithm is always smaller compared to
those of theCoolest +MST. For theCoolest +MST algorithm,
this number of migrations increases with the DTM-Penalty
as the additional time required for the execution of the work-
load worsens the already problematic thermal state of the
CMP. On the other hand, for the Threshold Neighborhood al-
gorithm the number of migrations decrease with the DTM-
Penalty. This shows the ability of the algorithm to adapt to
the diﬀerent DTM-Penalty values. Specifically, as this penalty
increases, the algorithm becomes more strict when evaluat-
ing the thermal appropriateness of a core.
It must be noted here that the parameters of the Thresh-
old Neighborhood algorithm are not the same for all situa-
tions. As the migration penalty increases, the configuration
that performs better is the one that has smaller weight for the
temperature of the candidate core and larger weight for the
number of nonbusy directly adjacent cores (See (2)). How-
ever, when the migration penalty is small, a conservative se-
lection for execution cores is not desired as the eﬀect of mi-
grations is less important.
Figure 12(b) depicts the execution time of the experi-
mental workload for the diﬀerent scenarios studied. The per-
formance of the Coolest + MST algorithm worsens as the
DTM Penalty increases mainly due to two reasons. The first
is related to the increase of migration events whereas the sec-



































































Figure 12: (a) Number of migrations, (b) temperature (◦C above
the ambient), and (c) execution time (number of simulation inter-
vals) for diﬀerent DTM-Penalties and scheduling schemes.
ond to the fact that each migration has a larger cost. In con-
trast, the performance of Threshold Neighborhood algorithm
is almost constant. This is due to the ability of the algorithm
to decrease the number of migrations it suﬀers, as their cost
increases with the migration penalty.
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Figure 13: Execution time for diﬀerent CMP scheduling schemes
and DTM-Penalties.
Finally, Figure 12(c) depicts the average temperature of
the chip for the diﬀerent configurations studied. It is obvious
that the Threshold Neighborhood algorithmmanages not only
to increase performance but also to decrease the temperature
of the chip. This was expected, as only when the chip has
better temperature characteristics, migration events can be
controlled.
This exploration clearly shows that trying to fully uti-
lize the available resources without taking into consideration
the thermal issues may significantly aﬀect performance. An-
other conclusion is that it is often beneficial to be conserva-
tive on utilizing the on-chip resources as this will allow better
cooling, will decrease the number of migrations, and conse-
quently enhance performance.
6.4. Summary
In the previous sections, we showed the performance im-
provements that may be achieved by two optimizations to
the basic TAS algorithm (Coolest). On the one hand, Coolest
+ MST uses a threshold to reduce the number of migrations.
On the other hand, Threshold Neighborhood uses local and
information about the surrounding cores to take the schedul-
ing decisions. In addition to reducing the number of migra-
tions, this algorithm has also the potential to achieve a better
chip-wide thermal behavior. A simple comparison between
the three TAS algorithms is presented in Figure 13. This Fig-
ure depicts the execution time for the three algorithms for
diﬀerent DTM penalty values on a 16-core CMP.
The results in Figure 13 show that Coolest is intolerant to
the increase of the DTM penalty, resulting in large perfor-
mance loss. This is due to the larger number of migrations
compared with the other algorithms. TheCoolest +MST per-
forms well for smaller values of DTM penalty. Nevertheless,
it is possible to observe that the execution time almost dou-
bled for Coolest + MST when the penalty increased from
15 to 20. In contrast with the previous two algorithms, for
Threshold Neighborhood the execution time is not aﬀected by
the increase in the DTM penalty resulting in almost no per-
formance degradation. As such, we are led to conclude that
the Threshold Neighborhood is the most stable TAS algorithm
that achieves the best overall results.
7. CONCLUSIONS
In this paper, we have shown that packing a large num-
ber of cores onto the same chip reduces the per-core cool-
ing ability comparing to a single chip microprocessor further
increasing the temperature-induced problems. Additionally,
we have presented several scenarios that result in excessive
thermal stress or significant performance loss due to insuf-
ficient heat dissipation. In order to minimize or eliminate
these problems, we propose thermal-aware scheduler algo-
rithms that take into account the thermal state of the CMP
while assigning processes to cores. We have shown that such
a scheduler can decrease or even avoid high-thermal-stress
scenarios, at the same time significantly improving the per-
formance.
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