The Hybrid Electric Vehicle (HEV) consists of at least two sets of energy output systems, the fuel converter (engine or fuel cell) and the energy storage system (battery stack). How to match various components and manage the energy distribution becomes critical for HEV design and control. It is an optimization issue. Much work has been done in this field but a significant portion optimizes the component sizes and control strategy parameters separately. Moreover, most work concerns single objective optimization although more than one objective is more common and natural in HEV optimization. This paper uses an advanced soft computing technique, Non-dominated Sorting Genetic Algorithm (NSGA-II), one of the most efficient MultiObjective Evolutionary Algorithms (MOEAs), to optimize the fuel economy and emissions including HC, CO, and NOx emissions of a parallel HEV simultaneously, instead of converting them into a single objective. The task is to find the trade-off solutions, namely, Paretooptimal solutions, among the four objectives. In addition, three component sizing parameters and four control strategy parameters are treated as variables all together. The obtained set of optimal solutions demonstrates great success either in converging to the real Pareto front or in providing sufficiently diverse solutions. It is concluded that the MOEA serves as a useful guide in the HEV developing process, especially in the earlier phases, since it can furnish the developers with a somewhat comprehensive preview of the problem.
INTRODUCTION
As the environmental problem gets more and more remarkable in today's world, developing cleaner vehicles with less energy usage has now become an intensive research direction in automotive industry. The US Department of Energy (DOE) and the three major automotive manufacturers have proposed a series of motions with respect to this matter throughout the country, among which the PNGV and FreedomCAR are most striking, aiming at developing vehicles with high energy efficiency and less or no emissions. Most focuses are put on the Hybrid Electric Vehicle (HEV) since the pure electric vehicle is not much practical so far. An HEV consists of many components, which call for the reasonable match and suitable control strategy for the fuel converter (engine or fuel cell), motor, generator and various other intuitive mechanical and electric units. It can be boiled down to the optimization issue considering that we are striving to find some optimal solutions from various schemes.
A significant portion of research and application in the HEV optimization context considers single objective (usually the fuel consumption of an HEV), such as the contributions of Wipke et al [1] [2] [3] , Fellini et al [4] [5] and Sasena [6] , although more than one objective is more common and natural in HEV optimization. For instance, we naturally expect to improve its fuel economy and lower its emissions including Hydrocarbons (HC), Carbon Monoxide (CO), Nitrous Oxides (NOx), and Particulate Matter (PM) simultaneously. This is termed Multi-Objective Optimization (MOO); but these objectives are conflicting matters. In general, if we improve the fuel economy by modifying the overall design or the control strategy, one or more of the emissions will increase. Then, what is optimal? Is the result got by the single objective optimization technique the unique optimum? Obviously not. In MOO view, all such trade-off solutions are termed optimal. However, there also exist a number of poor schemes that can be substituted by other superior ones whose objectives are non-inferior to, and at least one objective better than, theirs. Then, MOO is to eliminate such poor solutions and to find those truly superior ones.
Before the popularity of the evolutionary algorithms in engineering, the MOO Problems (MOOPs) were commonly handled by a naive technique: converting them into single objective optimization problems by various methods, among which two methods were widely used, -constraint method and weighted sum method. In HEV optimization, the applications of the former are found in papers mentioned in the previous paragraph and the applications of the latter are found in [7] [8] [9] [10] . However successful these methods might have been, they have limited capability in disclosing the ε real trade-off relationship between the objectives [11] [12], which will be argued more later in this paper.
In this paper, we will use one of the newly emerged Multi-Objective Evolutionary Algorithms (MOEAs), the Elitist Non-Dominated Sorting Genetic Algorithm (NSGA-II), to optimize the HEV fuel economy and emissions. The main task is to find a set of Pareto-optimal solutions, i.e. trade-off solutions, and to provide as much as possible alternative schemes for the designers. How to choose a particular solution from an obtained Paretooptimal set is beyond the multi-objective optimization scope, yet this issue in relation to the HEV design and control will be discussed in some detail at the end of the paper.
PARALLEL HEV CONFIGURATIONS AND ASSUMPTIONS
In this paper, the performances of the HEV including the fuel consumption, emissions, grade ability and acceleration ability, etc. are simulated by the software ADVISOR (ADvanced VehIcle SimulatOR) developed by US National Renewable Energy Laboratory (NREL). It has been reported to be one of the most popular HEV simulators around the world. For more about ADVISOR, please see [2] [13] or visit the NREL website: http://www.ctts.nrel.gov/analysis/. 
Energy Storage System
Hawker Genesis 12V26Ah10EP sealed valveregulated lead-acid (VRLA) battery.
The study case is a parallel HEV from the ADVISOR database. Its configuration is illustrated in Figure 1 . The components include an engine, a motor, and batteries. Both the motor and the engine can apply torque to move the vehicle. In addition, the motor can act in reverse as a generator for braking and to charge the batteries. The HEV is assumed to be a small car roughly based on a 1994 Saturn SL1 vehicle. It has a 5-speed gearbox. Some key baseline components are listed in Table 1 . (1) where ess_module_num and ess_module_mass stand for the number of the module and the mass of each module, whose default values are set to 25 and 11 (kg), respectively. ess_cap_scale is a factor by which the capacity of the battery stack can be increased or decreased. The default value is 1.0, and it will be treated as an optimization variable in this study. So, the total vehicle mass varies during the optimization process as the design variables alter.
PARALLEL HEV CONTROL STRATEGY
For the parallel HEV illustrated in Figure 1 , the control strategy must satisfy the following points:
1. The motor can be used for all driving torque below a certain minimum vehicle speed. 2. The motor is used for torque assist if the required torque is greater than the maximum producible by the engine at the engine's operating speed. 3. The motor charges the batteries by regenerative braking. 4. When the engine would run inefficiently at the required engine torque at a given speed, the engine will shut off and the motor will produce the required torque. 5. When the battery State Of Charge (SOC) is low, the engine will provide excess torque which will be used by the motor to charge the battery. The engine operation modes are shown in Figure 2 and Figure 3 . If current SOC>cs_lo_soc, the engine operation mode is clear from Figure 2 and through the variables description table (Table 3) . However, if current SOC<cs_lo_soc, the situation is a little complex. In Figure 3 , if the requested engine torque from the gearbox is at the operation point "A", the engine will work at point "B" since it must provide the additional power to charge the battery. Nevertheless, if the requested torque is at point "C", and this torque plus the additional charge torque is below the "Minimum Torque Envelop", the engine will work at point "E" instead of "D".
The envelopes and the charge torque marked in Figure  2 and Figure 3 have the following relationships: (2) where, the strategy variables are described in Table 3 . For a given engine, the "Maximum Torque Envelope" is known, therefore the "Off Torque Envelope" and the Minimum Torque Envelope" are solely determined by the two factors between [0~1], cs_off_trq_frac, cs_min_trq_frac, separately. 
HEV MULTI-OBJECTIVE OPTIMIZATION MODEL

SELECTION OF THE MULTIPLE OBJECTIVES
The most attractive features of an HEV are its high fuel economy and low emissions. Generally, for conventional vehicles, higher economy means lower emissions since the total amount of the emissions corresponds to the amount of the fuel consumed. But it is not always the case if it is examined in a more quantitive manner. The relationship between the fuel economy and emissions depends much on the drive conditions including the ground conditions as well as the driver's skill and will. When the batteries and motors are added to the conventional vehicle, the relationship depends much more on the energy management system. Different configurations and different control strategies result in different fuel economy and emissions. Hence the fuel economy and the emissions, including HC, CO, NOx and PM, are not necessarily compatible with each other; and on the contrary, they are always conflicting with each other. Figure 4 shows the ideal loci of the operation points in an SI engine map for them [10] . (There are no PM emissions for a gasoline engine.) Considering that different cities and different users care different levels of the fuel economy and emissions, a set of trade-off solutions that represent a wide range of each issue (the fuel economy and the HC, CO, NOx emissions) is useful for the designers, in that it provides a set of optimal alternatives. The multiple objectives are defined as follows:
{fuel, hc, co, nox } where, fuel represents the fuel consumption (L/ 100 km); hc, co, nox represent the HC emissions, CO emissions and NOx emissions respectively (g/km). In order to eliminate the influence of the energy from the batteries on the fuel consumption, it is wise to run the simulation several times starting with different initial SOC values until the Delta SOC (the variance between the initial SOC and the end SOC) gets to be negligible. Figure 5 shows a case: Delta SOC is within [-0.5%,+0.5%] at the third run with the initial SOC 61.52%. So the entire output energy for the cycle is considered to be solely from the engine. This figure also shows the corresponding MPG and ESS/Fuel energy ratio for each run. 
SELECTION OF THE OPTIMIZATION VARIABLES
There is no doubt that the sizes of the components have great effects on the fuel economy and emissions. Burch also showed great effects of the control strategy parameters [7] . Therefore we choose the engine size, the motor size, the battery capacity and all the strategy variables listed in Table 3 as the optimization variables, except cs_hi_soc and cs_lo_soc considering their dependence on the battery properties.
PERFORMANCE CONSTRAINTS
The vehicle is assumed to have the following performances:
• 0 to 96. The constraints are set to meet the performance requirements framed by the US Consortium for Automotive Research (USCAR) for the PNGV effort [14] .
For convenience sake, in the following parts the four constraints are denoted by t1_acc (s), t2_acc (s), t3_acc (s) and grade (%), respectively.
FINAL MODEL
Then we obtain the mathematical model that has 7 variables and 4 objectives: where, fc_pwr_scale, mc_trq_scale and ess_cap_scale are scale factors that decide the engine size, motor/controller size and batter stack size. They multiply the default engine power, motor/controller torque and battery capacity, then the current engine power, motor torque and battery capacity are obtained. Since the motor speed vector which index the motor power map is assumed to be a set of fixed numbers, the factor mc_trq_scale deciding the motor/controller torque thus 
MULTI-OBJECTIVE OPTIMIZATION AND NSGA-II
MULTI-OBJECTIVE OPTIMIZATION CONCEPTS
Eq. (4) defines an unconstrained MOOP. Figure 6 illustrates a problem with two objectives. Obviously, point "R" cannot be termed optimal, since point "E" is better than it in terms of the both objectives, f1 and f2. Similarly, it can be inferred that the solutions lying in the feasible space but not on the bold curve "ABECD" are all inferior solutions. On the contrary, the solutions on the curve "ABECD" are all optimal solutions in the view of MOO, named Pareto-optimal solutions or trade-off solutions, though there is no superiority on anyone of them to the others. For instance, neither solution "A" nor solution "B" can be argued better than the other. This is the basic concept of MOO distinguishing it from Single Objective Optimization (SOO). The task of the multi-objective optimization is to eliminate the solutions whose objectives can be enhanced simultaneously or at least one objective can be enhanced without sacrificing the others. So the task of the two-objective problem in Figure 6 is to discover the curve "ABECD", or Pareto front.
When the MOOPs are encountered, most engineers convert them into the SOO Problems (SOOPs) by treating the other (M-1) objectives as the constraints and optimizing the remainder one objective. However in the early HEV development phases, we are often not very clear which HEV performance metric should be treated as the objective and which metric should be treated as the constraint. This approach requires experience and the results depend on the (M-1) constraint values given beforehand. If the constraint values are too strict, no feasible solutions may be found. On the other hand, if they are too loose, the requirements may not be satisfied sufficiently. In Figure 6 , if we assume that we retain f 2 as an objective and treat f 1 as a constraint:
. If , the resulting problem with this constraint divides the original feasible objective space into two portions:
and . The left portion becomes the feasible solutions of the resulting problem. Clearly, the point 'E' will be found. If , there exists no feasible solution, and if is chosen, the entire search space is feasible and the method will always find the unique optimum 'D'. This method is termed -constraint method.
There is another widely used approach for converting the MOOP into SOOP, the weighted sum method. It scalarizes the objectives into a single objective F(x) by pre-multiplying each objective with a user-supplied weight i
But this approach requires a precise value of the weight for each objective. For many real world problems, the precise weight values are often not available.
Besides the deficiencies stated above, these two approaches ( -constraint method and weighted sum method) share a more significant deficiency: they always work out only one solution through one simulation run, and therefore providing limited information to the users. Furthermore, the results rely much on the users' subjectivity. A direct technique to get a set of solutions is to run the optimization procedure a number of times using different optimization parameters such as and . Nevertheless, it is easy to imagine the high computational cost. What's more, it has been demonstrated that even if such a technique is adopted, the weighted sum method is incapable of finding tradeoff optimal solutions for problems with a nonconvex Pareto-optimal region [11] . For example, it will only discover the curve "AB" and "CD", but leaving the curve "BEC" undiscovered for the problem illustrated in Figure  6 .
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INTRODUCTION OF MOEA AND NSGA-II
Contrary to the classical optimization approaches, the evolutionary algorithm can find multiple optimal solutions through single simulation runs due to its populationbased approach. Much work has been done in this field since the work of Schaffer in 1984 [15] , which is recognized as the first real implementation of a multiobjective evolutionary algorithm (MOEA), named vector evaluated genetic algorithm or VEGA. During the subsequent twenty years, numerous MOEAs were formed, more and more efficiently, including MOGA, NPGA, NSGA, SPEA, PAES, etc. An overview of the MOEA development is found in [11] [12] . In this paper, we use one of the outstanding MOEAs, the Elitist NonDominated Sorting Genetic Algorithm (NSGA-II) developed by Deb et al. [16] , as the optimization tool, the skeleton of which is outlined below.
Initialize the population P 0 of size N as the parent population Repeat 1. Perform the crossover and mutation operators on P t and get the offspring population Q t 2. Combine the P t and Q t to the mating pool, named R t (|R t |=2N), perform the non-dominated sorting procedure on R t , and calculate the rank of each solution in it 3. Calculate the crowding distance of each solution 4. Resize R t from the size of 2N to N according to the ranks and crowding distances of the solutions 5. Perform the crowded tournament selection operator on R t , which results in the new parent population P t+1 Until some terminal condition is met There are two main goals in multi-objective optimization: (a), to find a set of solutions as close as possible to the true Pareto-optimal front; and (b), to find a set of solutions as diverse as possible. The first goal concerns the convergence of the algorithm, and the second concerns the diversity of the solutions. The NSGA-II adopts a non-dominated sorting procedure (for constrained MOOPs, it adopts a non-constraindominated sorting procedure) to distinguish the closeness of the solutions to the Pareto front, and suggests an elite-preserving strategy to guarantee the convergence. The diversity of the solutions is maintained by a crowding distance technique. The detailed description of NSGA-II is beyond the coverage of this paper. For more information, please refer to [11] [16] .
LINKAGE OF NSGA-II AND ADVISOR
ADVISOR is used as the "objective function call" as well as the "constraint function call" within the MATLAB® environment. The optimization tool modifies some parameters of a specified base HEV, i.e. the variables, and calls some complete ADVISOR simulation runs such as drive cycle test, acceleration test and grade test, then gets the evaluations of the variables, including objective values and constraint values. For this study, the fuel consumption and emissions are evaluated on the US EPA Urban Dynamometer Driving Schedule (UDDS). ADVISOR can run in batch mode without GUI, therefore facilitating such integration with other programs. Figure 7 illustrates the relationship between the optimization tool and ADVISOR. There is a detailed introduction for the interface of ADVISOR with other programs in its documentation. 
OPTIMIZATION RESULTS AND DISCUSSIONS
The population size was set to 30, and the total generation of the evolutionary algorithm was set to 100. After 3030 ADVISOR runs, we got the final output population, the objectives of which are shown in Table 4 and Figure 8 . (The variables are not listed here.) In order to show pair-wise interactions among the four objectives, we plot 4*3=12 interactions in Figure 8 . Note that the sub-plots in the upper diagonal portion of the figure and the sub-plots in the lower diagonal portion are identical except that they exchange the horizontal axis and vertical axis. It is to say, a plot in the (i, j) position of the matrix is identical to the plot in the (j, i) position, except that the plot is mirrored. From the mathematic view, Figure 8 projects the solutions in the hypercube objective space on a number of 2-D planes. It serves as a graphical tool to help to understand the relationship between each pair of objectives and to help to choose the appropriate solutions.
In order to partly demonstrate the results are optimal, we record down the four objective values according to the baseline configuration and control strategy: fuel =7.47 L/00km, nox =0.357 g/km, hc =0.401 g/km, co =2.601 g/km. It is clear that the four objective values of most of the solutions in Table 4 are all smaller than the corresponding ones of the original vehicle. No. 2 solution is an example, the four objectives of which reduce by 31%, 19%, 12.7% and 37%, respectively, compared with the original ones of the baseline configuration. What's more, the original vehicle does not satisfy the grade ability constraint. Its grade ability is 6.1%. However, none of the obtained 30 solutions violates any constraint in Eq. (3). To make the conclusion more convincing, we randomly generate 10 solutions satisfying the vehicle performance constraints and compare them with the outputs of NSGA-II. The comparison result shows that, for any solution in the 10-solution set, there is always at least one solution in the 30-solution set that is better than it. Better here means all the four objectives are smaller. Though this fact cannot sufficiently demonstrates that the 30 solutions are true Pareto solutions, it does demonstrate that the solutions are at least better than the random ones. It can be seen that among 7 variables the 4 control strategy variables (of which the names begin with cs-) have much wider ranges compared with the ranges of the 3 sizing variables (fc_pwr, mc_pwr and ess_cap). The fc_pwr may only vary within 8.5% and there is no permitted variation for the ess_cap. (Our results indicates that the optimal battery capacity is always 15Ah.) It can be also concluded that the motor size (75kW) and the battery capacity (25Ah) of the baseline vehicle are rather great. Most Pareto solutions indicate that a motor with much smaller size and a battery stack with much less electricity capacity may perform well enough, or even better than the original baseline configuration, with respect to the fuel economy as well as various emissions.
CONCLUSIONS
This paper optimized the fuel consumption and the emissions (NOx, HC, CO) simultaneously of a parallel HEV utilizing an efficient MOEA, NSGA-II. The sizes of the energy suppliers (engine, motor and battery stack) as well as the energy control strategy parameters were optimized altogether. The obtained trade-off solutions demonstrate significant improvements upon the baseline vehicle and a wide range of alternatives for the designers.
• Considering the improvements: one of the trade-off solutions (No. 2 solution) reduces the fuel consumption by 31%, NOx emissions by 19%, HC emissions by 12.7% and CO emissions by 37%, respectively, compared with the baseline vehicle.
• Considering the flexibility of the design: the four objectives have a variation of 16%, 23.6%, 12.8% and 58.4%, respectively, and six of the seven design variables have a variation of 8.5%, 25%, 69.5%, 61%, 56.3% and 75%, respectively.
It is also found that the baseline vehicle adopts a rather greater motor and a battery stack than it really needs.
MOEAs have great prospect in the HEV optimization field. They can handle the MOOPs without use of the user-supplied parameters such as the weight of each objective, constraint vector, therefore avoiding the user's subjectivity and preference. They are capable of finding the real Pareto-optimal solutions through relatively less computation. However, MOO is a new issue even in the evolutionary computation field. Much work needs to be done for the HEV MOO. For example, this study performed the optimization over a single drive cycle, UDDS, and it did not analyze the sensitivity of the results for multiple cycles, though previous studies concerning the single objective optimization showed that the optimization results differed for various drive cycles [1] 
