In this paper we investigate a two dimensional free boundary problem involving the A-Laplacian. We show that the free boundary is represented locally by graphs of a family of continuous functions.
Introduction
The authors have considered the following problem in [15] (P ) As a consequence of (0.1), we have the following monotonicity inequality (see [9] )
For examples of functions a(t), we refer to [16] . The Orlicz-Sobolev space W 1,A (Ω) is defined by:
, where
Ω A(|u(x)|)dx < ∞ Throughout this paper, we shall denote by B r (x) a ball with center x and radius r.
In [15] , we showed that for any solution (u, χ), u is Lipschitz continuous and that the free boundary is a union of graphs of a family of lower semi-continuous functions depending only on the vector function H. In this paper, we will show that these functions are actually continuous and that χ is the characteristic function of the set {u > 0}.
Problem (P ) describes a variety of free boundary problems including the lubrication problem [1] , and the dam problem [4] , [5] , [6] , [7] , [8] , [14] , [20] , [21] , [22] , [25] , and [26] . For a more general framework, we refer to [2] , [3] , [18] , [9] , [11] , [12] , [13] and [15] . Regarding the problem with a Newman boundary condition, we refer the reader to [23] and [24] .
The free boundary
The free boundary is defined as the intersection between the two sets {u = 0} and {u > 0}. When H 1 = 0 and H 2 is a constant function, it is easy to show as in [13] that χ x2 0 in D ′ (Ω) and that the free boundary is the graph of a continuous function x 2 = φ(x 1 ). When H is not a constant vector, we can show as in [11] that
Actually (1.1) can be obtained from (P )ii) and by adapting the proof of Lemma 1.4. As a consequence of (1.1), a weak monotonicity of the function χ (see [15] ) holds, which means that χ decreases along the orbits of the following differential equation:
where h ∈ π x2 (Ω) and w ∈ π x1 (Ω ∩ {x 2 = h}), π x1 and π x2 are respectively the orthogonal projections on the x 1 and x 2 axes. We will denote by X(., w) the maximal solution of E(w, h) defined on the interval (α − (w), α + (w)). We know [14] that the limits lim t→α−(w) + X(t, w) ∈ ∂Ω ∩ {x 2 < h} and lim t→α+(w) − X(t, w) ∈ ∂Ω ∩ {x 2 > h} both exit, which we shall denote respectively by X(α − (w), w) and X(α + (w), w). We shall also denote the orbit of X(., w) by γ(w).
Now, we recall for the reader's convenience a few technical properties and definitions established in [11] and [15] :
• α + and α − are uniformly bounded.
• For each h ∈ π x2 (Ω), the mapping is one to one
w).
where D h = {(t, w) / w ∈ π x1 (Ω ∩ {x 2 = h}), t ∈ (α − (w), α + (w))}.
•
• T h and T
−1 h
are C 0,1 .
• The determinant of the Jacobian matrix of the mapping T h , denoted by Y h (t, w), satisfies:
The following monotonicity of χ based on (1.1) (see [11] , [15] ) is the key point in parameterizing the free boundary:
Property (1.2) means that χ decreases along the orbits of the differential equation (E(w, h)).
The consequence of this monotonicity on u is materialized in the next theorem established in [15] .
The proof of Theorem 1.1 is based on the following strong maximum principle:
Thanks to Theorem 1.1, we can define for each h ∈ π x2 (Ω), the following function φ h on π x1 (Ω ∩ {x 2 = h}) (see [15] ):
if this set is not empty α − (w) otherwise.
Then one can easily establish the following proposition as in [7] : 
If we subtract the two equalities from each other, we get
Next, if we assume that t k (w) > t k0 (w 0 ), then we get by (0.3)
Now, observe that
Using (1.4), (1.6) and the fact that H 2 • X is Lipschitz continuous in D h , and since t k0 (w 0 ) is bounded independently of k and w, we obtain from (1.5), for some positive constant C 0
If t k (w) < t k0 (w 0 ), we get in a similar fashion
Combining (1.7) and (1.8), the lemma follows.
Our main goal is to prove that for each h ∈ π x2 (Ω), the function φ h is actually continuous. Due to the local character of this result, we will confine ourselves to the following situation:
We assume that u = 0 on an open and connected subset Γ of ∂Ω and consider a free boundary point in a neighborhood of the form
So we are led to study the following problem:
We observe that the free boundary (∂{u > 0}) ∩ U is the graph of the lower semi-continuous function φ h in (w * , w * ). Our objective is to prove the continuity of the function φ h . To do that, it is enough to show that it is upper semi-continuous. To this end, we need to generalize few lemmas previously established for a linear operator in [11] . In the sequel and without notice, we shall denote by (u, χ) a solution of the problem (P ). Lemma 1.3. Let w 1 , w 2 ∈ (w * , w * ) with w 1 < w 2 , and let
The proof of Lemma 1.3 is inspired from the one of a similar lemma in [2] obtained for the case H(x) = (h(x), 0). Our proof is based on the next lemma.
Lemma 1.4. Under the assumptions of Lemma 1.3, we have
Proof. Let ζ be as in the lemma, ǫ > 0, and F ǫ (u) = min
Integrating by parts, we obtain
The lemma follows by letting ǫ go to 0 in (1.9).
Proof. For ǫ > 0 small enough, let α ǫ (w) = min 1,
, and observe that
h )ζ is a test function for (P), we have:
Now, if we apply Lemma 1.4 to the function
Taking into account (1.11)-(1.12), we obtain from (1.10)
Using the change of variables x = T h (t, w) and arguing as in the proof of Theorem 2.1 in [11] , we get
Hence we derive from (1.13) and (1.14)
The lemma follows by letting ǫ go to 0 in (1.15).
Proof. By Theorem 1.1 ii), we have uoT h = 0 in C r . Applying Lemma 1.2 with domains
) and taking ζ = x 2 − k, we obtain Z k χH 2 dx 0. Then we deduce from (0.3) that χ = 0 a.e. in Z k . This holds for all domains
Then we cannot have the following three situations
Proof. Assume that ii) holds. The proofs of i) and iii) are based on similar arguments. Let ζ ∈ D(T h (B r )), ζ 0. Using the fact that, by Lemma 1.3, χoT h = 0 a.e. in B r ∩ {w w 0 }, we obtain after using the change of variable T h
This means that
. By Lemma 1.1, either u > 0 or u = 0 in T h (B r ), which contradicts the assumption.
Continuity of the free boundary
As mentioned in section 1, to prove the continuity of the function φ h , it is enough to show that it is upper semi-continuous. The main idea to do that is to compare u with a suitable barrier function near a free boundary point. In the following step, we construct such a function. For this purpose, let ǫ > 0, w 1 , w 2 ∈ (w * , w * ) such that w 1 < w 2 , k ∈ π x2 (U ), and assume that ǫ is small enough to guarantee that Z k+ǫ k (w 1 , w 2 ) = T h ({w 1 < w < w 2 }) ∩ {k < x 2 < k + ǫ} ⊂⊂ U and ǫ < h/2h. Then the function v ǫ defined by
Now let v ǫ be the unique solution in
Then we have:
Lemma 2.1. w 2 ). Therefore we obtain from (2.2) and (0.5)
Taking into account (2.4) and the fact that ta(t) is an increasing function, we deduce that ∇v
ii) Similarly, we observe that w 2 ). Therefore we obtain from (2.1) and (2.2)
Subtracting (2.6) from (2.5), and using (0.6), we get
Taking into account (2.7) and (0.2), we obtain
Lemma 2.2. After extending v ǫ by 0 to Z k+ǫ , we obtain
Proof. First we have ∆
for some α ∈ (0, 1) (see [18] ).
Next we claim that w 2 ). In particular we have
We obtain (2.8) since
Now if ν is the outward unit normal vector to L, then we have by (2.8), since ǫ ∈ (0, h/2h)
Finally, for ζ ∈ W 1,A (Z k ), ζ 0, ζ = 0 on ∂Z k ∩ U , we obtain from (2.2) and (2.9)
Lemma 2.3. Assume that
Then we have
By applying Lemma 1.2 and Lemma 2.1 respectively
Adding these inequalities, we get since
Since |I
we obtain lim η→0 I δη 1 = 0. As for I δη 2 , we have
The Lemma follows by letting δ → 0.
Lemma 2.4. Assume that the assumptions of Lemma 2.3 hold. Then we have
where
Proof. First, we observe that we have for any
Next we have 
Proof. Assume that (i) is false. Then
This leads by Theorem 1.1 ii) to
(2.18)
We will show in this case that (ii) holds. From Lemmas 2.4 and 2.5 we know that
Moreover, by Lemma 2.5, the matrix A(x) satisfies
We also have v ǫ = 0 on L and v ǫ > 0 in Z It follows from (2.19), (2.22), (2.23) , and the strong maximum principle that (u − v ǫ ) + ≡ 0 in Z k+ǫ k+ǫ−δ . Consequently, we obtain u v ǫ in Z k+ǫ k+ǫ−δ , and then uoT h (t k+ǫ (w), w) = 0 for all w ∈ (w 1 +δ, w 2 −δ). Since δ is arbitrary small, we get uoT h (t k+ǫ (w), w) = 0 for all w ∈ (w 1 , w 2 ). Hence (ii) holds by Theorem 1.1 ii).
Proof. First we observe that by Lemma 1.6 the following situations cannot hold simultaneously
In fact, to prove the lemma, it is enough to show that neither a) nor b) holds. So assume for example that a) holds. Then by Lemma 1.6 there exists a sequence (t
Then since u(x 0 ) = 0 and u is continuous at x 0 , we may assume that for n large enough, we have
For ǫ > 0 small enough and n large enough, we may assume that
Using (2.24), (2.25) and Lemma 2.6, we conclude that for ǫ > 0 small enough and n large enough, we have u = 0 in Z k+ǫ ∩ T h ({w 0 < w < w + n }). Now since we have assumed that a) holds, we are in contradiction with Lemma 1.6.
Similarly, if we assume that b) holds, we will get a contradiction as well.
Finally, by using Lemma 2.6 and Lemma 2.7, we can establish the main result of the paper. Proof. Let w 0 ∈ (w * , w * ). We will prove that φ h is continuous at w 0 . To this end, it is enough to show that φ h is upper semi-continuous at w 0 . Let x 0 = T h (φ h (w 0 ), w 0 ) = T h (t 0 , w 0 ) and let ǫ > 0. Since u(x 0 ) = 0 and u is continuous at x 0 , there exists η ∈ (0, ǫ) such that u(x) ϑ ǫ (ǫ) ∀x ∈ B η (x 0 ) ⊂⊂ U. Using (2.26), (2.27) and Lemma 2.6, we see that for n large enough, we have
Therefore we obtain 1 and (1.3) , and taking into account that χ = 1 a.e. in {u > 0}, we obtain χ = χ {u>0}
