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Computational thinking (CT) is widely ac-
cepted as a fundamental practice for equip-
ping students to formulate and solve problems
in the digital era. Many countries are adopt-
ing mandatory curricula for computer science
(CS) lessons and CT education at high school.
However, assessing how well students perform
in CT activities is hard. Teachers face many
challenges in the assessment process, because
there is a limited number of resources for as-
sessment and a lack of online access to re-
sources. Therefore, the goal of this paper is
to support teachers by developing an effec-
tive automated Computational Thinking As-
sessment System (CoTAS) for instructing and
evaluating CT skills of high school students
in Python course. CoTAS facilitates the as-
sessment of students’ CT skills. Supported by
CoTAS, teachers will be able to determine stu-
dents’ CT skill levels and shape their learning
by continuously observing students’ individual
levels of development during the learning pro-
cess. Teachers can access different resources
to evaluate CT concepts, practices and per-
spectives. CoTAS can provide automatic feed-
back, so teachers can guide students directly
when misconceptions arise. Moreover, Co-
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TAS offers multi-disciplinary assessment tools
which can be used not only in the program-
ming lessons, but also in other disciplines such
as science, mathematics and social sciences in
which CT skills are integrated.
1 Introduction
Assessment plays a key role in the development of
many educational reform movements. In the Horizon
2017 report, the key trends accelerating adoption of
higher education technology are defined [1]. Accord-
ing to this report, there is a growing focus on mea-
suring learning. This trend describes an interest in
assessment and a wide variety of methods and tools
that educators use to evaluate, measure, and document
academic readiness, learning progress, skill acquisition
and other educational needs of students. On the other
hand, in a study supported by European Commission
called “Developing CT in compulsory education”, the
authors emphasize that the evaluation of CT skills is
at an early stage and there is a need for further study,
and that current assessment methods are insufficient
for evaluating all aspects of CT skills [2]. Research on
assessment literacy indicates that particularly teach-
ers new to a content area and teaching practice often
face many challenges when it comes to engaging in ro-
bust assessment practices in their instructions [3], [4],
also many teachers teaching CT lack a strong back-
ground in programming [5]. In addition, construction-
ist approaches are actively used in CS education. The
process of evaluating students in the constructionist
learning environment has several difficulties, because
it is an open-ended and undefined situation. Design-
oriented learning environments based on construction-
ist approaches require frequent evaluation in various
forms.
For assessing CT, various evaluation tools are used:
tests, observations, open-ended questions, computer-
based coding exams to determine levels of compre-
hension of programming-related terms and to shape
teaching processes [6], [7], [8], [9]; artifact based in-
terviews, portfolios, thinking aloud method, projects,
rubrics to assess students’ effort and development in
the process [10], [11], [12], [13]; performance-based as-
sessment, problem-based assessment, design scenarios
to evaluate problem solving, algorithmic thinking and
abstraction skills [14], [15], [16]; automated program-
ming assessment tools to provide quick feedback [17],
[18], [19], [20] and automated CT assessment tools to
determine the CT skill levels of students [21], [22].
However, finding and validating CT measures that as-
sesses CT with the holistic approach remains challeng-
ing. Brennan and Resnick [23] have six suggestions for
assessing CT: supporting further learning, incorporat-
ing artifacts (portfolio analysis), illuminating artifact
development processes, checking in at multiple way-
points, valuing multiple ways of knowing and including
multiple viewpoints. Therefore, CoTAS aims to eval-
uate the CT concepts, practices and perspectives of
high school students during education in a text-based
programming language (Python). For evaluating stu-
dents’ comprehension of CT concepts, the automated
quality assessment tool and test tool will be used [21],
[24], [25], [26], [27]. CoTAS will offer problem-based
assignments and problem-based tests to evaluate CT
practices. Finally, CoTAS will present survey and in-
terviews for evaluating students’ CT perspectives.
2 General features of CoTAS
The goal of CoTAS is to improve the effectiveness of
CT education and support teachers during the evalua-
tion of CT skills of high school students. CoTAS pro-
vides both summative and formative evaluation tools
for evaluating students’ CT concepts, practices and
perspectives [23], [28].
2.1 CoTAS Tools for CT Concepts
In order to follow students’ comprehension of CT con-
cepts (such as data structures, operators, conditionals,
sequences, loops and functions), the automated qual-
ity assessment tool and the test tool of CoTAS will
be used (Table 1). (1.1)The automated quality as-
sessment tool will measure the proficiency level of stu-
dents’ codes without the need of human supervision.
CT metrics are identified to measure the proficiency-
complexity level of code [21], [22], [24], [25], [26]. This
tool of CoTAS will alleviate teachers’ struggle with
manual assessment of students’ CT skills, as well as
providing real-time feedback on how students develop
CT competency over time. (1.2) Students’ knowledge
level about CT concepts will be evaluated at the end
of each unit with the test tool consisting of multiple
choice questions in order to follow the development
during the training, to detect misconceptions and to
identify issues that are not understood. The contents
of the test will be programming related and Bloom’s
lower order thinking (knowledge, comprehension and
application level) questions.
The evaluation results for CT concepts: In “My
Progress” page of CoTAS, four different types of as-
sessment scores are shown in Figure 1 (1 to 4). The
first part (Fig1.1) shows the proficiency level of stu-
dents’ projects. The percentage of projects’ profi-
ciency level will be presented in three levels (basic,
developing and proficient). The second part (Fig1.2)
shows the usage frequency for CT concepts according
to proficiency levels.
Figure 1: My Progress Page of CoTAS
2.2 CoTAS Tools for CT Practices
In order to evaluate students’ proficiency level of CT
practices (such as formulation, abstraction, algorith-
mic thinking, reusing and remixing, being iterative
and incremental, debugging) problem-based assign-
ment tool and problem-based test tool of CoTAS will
be used (Table 1). (2.1) The problem-based assign-
ment tool will include authentic assessment questions
[13] and problem solving scenarios to evaluate stu-
dents’ CT practices. As the automatic feedback, the
information comprising of the number of attempts
performed while solving a problem, the duration of
code writing and the similarity of the final output to
the desired output will be provided to analyze the
problem solving process of students. Teachers can
also score assignments manually according to predeter-
mined rubrics. The rubrics will offer descriptors of per-
formance levels for each CT practice. (2.2) Problem-
based test tool will consist Bloom’s higher order think-
ing (evaluation, synthesis and analysis level) multiple
choice questions in order to detect development in the
CT practices. This tool can be used not only in the
programming lessons, but also in other disciplines such
as science, mathematics and social sciences in which
CT skills are integrated.
The evaluation results for CT practices: The third
part of “My Progress” page (Fig1.3) presents problem-
based assignment and test scores for CT practices.
2.3 CoTAS Tools for CT Perspectives
In order to evaluate students’ CT perspectives (such as
computational identity, programming empowerment,
perspectives of expressing, connecting and question-
ing), CoTAS will offer the survey and interview ques-
tions (Table 1). (3.1) Students will be required to rate
their agreement or disagreement with the statements
in the survey. Surveys will be conducted at different
time points to capture the development of students’
CT perspectives. (3.2) Interviews will be used to ob-
tain more details on students’ CT perspectives; how-
ever the interview results will be manually evaluated
according to predetermined rubrics so it will require
time and effort.
The evaluation results for CT perspectives: The
fourth part of “My Progress” page (Fig1.4) shows the
survey scores for CT perspectives of students at dif-
ferent time points. Finally, Fig1.5 shows all actions a
student can perform in CoTAS.
3 Benefits of CoTAS
CoTAS will provide different facilities for teachers, stu-
dents and researchers during the assessment of CT
skills of high school students. With the help of CoTAS,
teachers will be able to access CT evaluation resources.
The time spent for evaluation will be reduced through
automatic feedback and provided resources. Teachers
will be able to follow the progress of students during
learning and they can manage the evaluation content
easily. Teachers will see students’ mistakes and mis-
conceptions those are frequently made.
Students will be able to follow their own progress
with the help of CoTAS. Students will receive instant
and guiding feedback related during learning and eval-
uation. CoTAS will provide opportunity for access-
ing to resources anytime and anywhere for students.
Through different assessment tools, students will be
able to realize their own inadequacies and receive guid-
ance to support their individual development.
Researchers will be able to identify the factors those
are effective in improving students’ CT skills by mak-
ing predictive assessments. They will be able to exam-
ine whether there is a relationship between the data
obtained from CoTAS (such as access frequency to
learning resources or number of shared projects etc.)
and students’ level of CT skills. Researchers will have
the opportunity to examine the effectiveness of dif-
ferent assessment tools in predicting students’ final
achievements.
4 Conclusion
Many countries have taken steps to bring the CT con-
cepts into their respective curriculum. Although there
is a high level of consensus regarding the inclusion of
the concepts related to CT into the curriculum, it is
known that there is resource shortage and insecurity
about how this high-level thinking skill should be eval-
uated. In this context, CoTAS will contribute to the
(inter)national CS education field. Moreover, CoTAS
will provide different advantages for improving the CT
skills of students. Coding is generally perceived as dif-
ficult by students, and it is one of the most difficult
learning outcomes to evaluate for teachers. CoTAS
will provide guided and instant feedback to students
for improving the CT learning processes. CoTAS pro-
poses to carry out formative and summative evalua-
tion tools together in a holistic approach. Thus, it
can be used not only in the programming lessons, but
also in other disciplines such as science, mathematics
and social sciences in which CT skills are integrated.
The continuation of learning with the help of CoTAS
(using automatic feedback) outside of regular lessons
will provide the maximum benefit for students to reach
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