Prediction capability is considered an important issue in response surface methodology. Following the line of argument that a design should have several desirable properties we have extended an existing compound design criterion to include prediction properties. Prediction of responses and of differences in response are considered. Point and interval predictions are allowed for. Extensions of existing graphical tools for inspecting prediction performances of the designs in the whole region of experimentation are also introduced. The methods are illustrated with two examples.
Introduction
Experiments provide important information for discoveries in many research areas. Careful planning of an experiment is very important in order to obtain informative answers to the questions of the research problem at hand. The planning phase can be quite involved and methods for finding optimum designs are very useful when there are several quantitative factors related to the response variables of interest and when there are practical restrictions. Work in this area started by considering the optimization of single design-criterion functions aimed at maximizing the precision of the model parameter estimates or prediction of responses. Computational algorithms are well developed mainly for D-and I-efficiency (Cook and Nachtsheim, 1989; Jones and Goos, 2012) . Designs obtained by such methods are the best or very close to the best (as they are based on heuristics), given the assumed model, for the property being optimized. However, for practical purposes, an experiment should answer several research questions and so requires a good design with respect to many properties as advocated by Box and Draper (1975) . Fortunately, in the last decade or so, design methodologies seem to be moving in this direction through the application of compound criteria and multiple objective approaches (Goos et al., 2005; Jones and Nachtsheim, 2011; Lu et al., 2011; Smucker et al., 2012; Gilmour and Trinca, 2012; Smucker and Drew, 2015; Borrotti et al., 2017; da Silva et al., 2017; Trinca and Gilmour, 2017) .
While the use of compound criteria or multiple objective procedures allow the consideration of a set of one-dimensional properties for constructing the design, graphical techniques add information to illustrate the prediction properties of the designs. The study of design prediction capabilities through graphs advanced with Giovannitti-Jensen and Myers (1989) and Myers et al. (1992) when they introduced variance dispersion graphs. These graphs were followed by the quantile plots of Khuri et al. (1996) , the difference variance dispersion graphs of Trinca and Gilmour (1999) and the fraction of design space plots of Zahran et al. (2003) and Jang et al. (2012) . Such techniques are of great value for choosing a final design among many options.
In this paper we consider a flexible compound criterion for optimization of parameter estimation properties as well as prediction. The paper introduces several new methods, namely: (i) difference fraction of design space plots, which show variances of differences in response; (ii) variance dispersion graphs and fraction of design space plots for interval predictions, for both responses and differences in response; (iii) the I D criterion, for point estimation of differences in response; (iv) the (IP ) and (I D P ) criteria for interval estimation of responses and differences in response; (v) using standard errors, rather than variances in the plots; (vi) using relative volume in the plots. These methods can be considered as extensions for prediction criteria motivated by the difference variance dispersion graphs of Trinca and Gilmour (1999) and the adjusted criteria of Gilmour and Trinca (2012) . The designs constructed are further evaluated according to their performances with respect to prediction capabilities using the graphs described and extensions incorporating the new measures. In Section 2 we review the literature and propose extensions to the usual design criteria. In Section 3 we discuss graphical methods for prediction evaluation and propose two extensions, and in Section 4 we illustrate these methods and compare several designs for two examples. Motivated by these results, we note in Section 5 some situations in which central composite designs are optimal. Finally a discussion is presented in Section 6.
Design criteria
Data from experiments with q continuous quantitative factors are routinely analyzed by fitting low order polynomials. These are used as approximations to the unknown true function relating the response variable Y and the treatments. A treatment x is defined by a specific combination of levels of the q factors X 1 , X 2 , . . . , X q . The full model for a completely randomized design with n experimental units (runs) is
where Y is the column vector of random variables of dimension n, µ(x) is the mean vector of Y, depending on x, and ε is the error term random vector satisfying E(ε) = 0 and V ar(ε) = σ 2 I. The full model may be further approximated by
where, using standard notation, β is the p-dimensional vector of unknown parameters and X is the n × p model matrix whose rows, denoted by f (x) , are expansions of levels of the factors in order to accommodate the desired polynomial.
Since the matrix X is defined by the design and the model approximation, for notational simplicity we will refer to the design as X. As discussed in Gilmour and Trinca (2012) , fitting the full model (1) allows unbiased estimation of σ 2 if degrees of freedom from treatment replications are available while fitting model (2) allows simplification and also lack of fit checking if there are spare treatment degrees of freedom. In order to construct optimum designs that allow unbiased estimation of error variance, Gilmour and Trinca (2012) proposed adjustments to the usual alphabetical design criteria, based on the appropriate quantiles of the F distribution, e.g. the (DP ) S (α) and (AP ) S (α) criteria. Following their logic, Goos, in the discussion of Gilmour and Trinca (2012) proposed the same type of adjustment for the I-optimality criterion.
Prediction of responses
For any point x ∈ X , X being the region which the experimenter desires to explore, the variance ofŷ(x), the estimated response from the fitted polynomial, is var(ŷ(x)) =
. An I-optimum design X is such that the average variance of predictions over the whole experimental region X is minimized. Let Ψ = x∈X dx be the volume of the region X . The average prediction variance is defined as
As the integrand in (3) is a scalar, and using properties of the trace of matrix products, it is easily shown that
where M = x∈X f (x)f (x) dx is the so called moment matrix of the region. For regular spherical and cubic regions and polynomial models, the matrix M obeys known patterns, given explicitly, for the full second order model, in Hardin and Sloane (1991a) and Hardin and Sloane (1991b) for example.
Considering that interest is in evaluating the performance of the design for interval predictions, the I criterion may be modified to minimize the average, over the design region X , of the width of pointwise confidence intervals for the mean response. This gives 4 the criterion function
the (IP )(α 3 ) criterion, where d is the number of pure error degrees of freedom of the design X, 1 − α 3 is the confidence level for pointwise intervals for E(y(x)) and F 1,d;1−α 3 is the relevant quantile from the F distribution. According to several researchers, prediction is a key point for planning response surface experiments (Giovannitti-Jensen and Myers, 1989; Hardin and Sloane, 1993; Trinca and Gilmour, 1999; Zahran et al., 2003; Goos and Jones, 2011; Jones and Goos, 2012; Borrotti et al., 2017) .
Prediction of differences in response
In Trinca and Gilmour (1999) it was argued that rather than the response level, prediction of differences in responses would be more interesting. In particular, we are often interested in differences between the estimated response at the expected optimum or standard operating conditions and the estimated response at other locations, i.e. y(x)−y(x 0 ), where x 0 denotes standard conditions or the prior expected optimum combination. We code the factors, so that x 0 = 0, which implies that the focus should be on estimating y(x) − β 0 . There are both theoretical and practical reasons why predicting differences in response makes more sense than predicting responses themselves.
First, the randomization of the experiment ensures that least squares estimators of the parameters are unbiased, except for the estimate of β 0 , which requires the further assumption that the experimental units are a random sample from a population of possible unitssee for example Cox and Reid (2000) , p.32-36, or Chapter 5 of Hinkelmann and Kempthorne (2008) . In response surface studies the runs are almost never a random sample and even treating them as a representative sample is usually implausible. Therefore predictions of responses made from the experiment cannot reasonably be applied to the process over time, but predictions of differences in response can. we can expect to get from a fairly small experiment. Using the factor coding, we can treat this historical estimate as being the true β 0 . Then the best prediction from the experiment of the response at some x is notŷ(x), but
Then the variance of a prediction using this method is
Hence, even if predictions of responses are of interest, the design should be chosen to minimize variances of differences in response.
Based on this argument, we define the I D criterion which minimizes the average difference variance,
For coded factors x 0 = 0 and analogously to (4) we have
where
is the M matrix with first row and first column set to zero. Similarly to the (IP )(α 3 ) criterion we may now define the (I D P )(α 4 ) criterion that searches for X which minimizes
where (1−α 4 ) is the confidence level for pointwise intervals for expected response differences and F 1,d;1−α 4 is the appropriate F distribution quantile. This minimizes the average, over the design region X , of the width of pointwise confidence intervals for the mean response if we use equation (6) for the predictions. 6 2.3 Compound criteria Hardin and Sloane (1993) and Jones and Goos (2012) showed that I-optimum designs have smaller losses in efficiency for parameter estimates than D-optimum designs have in terms of prediction efficiency. Whereas these authors preferred I-optimality on this basis, it is more desirable to build both parameter estimation and prediction into the optimality criterion.
This, together with the commonly accepted view that a design should have several good
properties, suggests investigating a compound criterion for prediction as well as estimation.
To that end we extend the compound criteria of Gilmour and Trinca (2012) in order to take into account predictions of the response as well as expected differences in the response with respect to the experimental region center. Thus we simply divide Gilmour and Trinca (2012) 's equation (5) by
where κ 5 , κ 6 , κ 7 and κ 8 are the priority weights for point response prediction, interval response prediction, point response difference prediction and interval response difference prediction, respectively, leading to the more general compound criteria, after ignoring constant terms, given by
where 8 i=0 κ i = 1 and X 0 is the n × (p − 1) matrix equal to the X matrix except that the column of 1's corresponding to the intercept is removed and Q = I − 11 /n is of dimension n × n. Note that we have included in the formula the D S criterion. By allowing κ 0 > 0 we can use the D S property to reflect parameter point estimation if desired. Note that the formula allows L type criteria, the A criterion being a particular case. For second-order polynomials we recommend the use of weights through the W matrix in order to adjust the scale for the different types of parameter in the polynomial, i.e. linear, quadratic and interaction parameters.
To find a compromise design by maximizing (11) we can use any algorithm proposed in the literature for factorial designs, such as point-or coordinate-exchange type algorithms. Depending on the objectives of the experiment, inspection of only these global measures may not suffice for design choice. This is particularly true for prediction since a design may show a reasonable performance globally by performing extremely well in one portion of the region but badly in another portion that could perhaps be of more interest. Thus, for inspection of design capabilities with respect to prediction, several valuable graphical approaches have been proposed. Giovannitti-Jensen and Myers (1989) proposed the variance dispersion graphs (VDGs) that plot the maximum, mean and minimum variances for predictions of the response calculated over various spheres within the region of interest.
For a scaled region so that the maximum point is at distance 1 from the center, the radius r varies from 0 to 1. From Giovannitti-Jensen and Myers (1989) , for the sphere U r (U r = {x :
2 }, r < 1), the mean, or integrated, variance of predictions is the spherical variance defined by
where Ψ r = x∈Ur dx and M r is the matrix of moments for the region U r . Vining (1993) gave Fortran code to calculate and plot the maximum, minimum and average variances, for given radius, against the distance from the center. VDGs allow visualization of prediction stability over the region and prediction performance of the design in a more informative way than single valued measures. For cuboidal regions, average variances are not calculated and the maximum and minimum variances are searched over restricted hyperspheres when their radii extrapolate the hypercube. The VDG methodology was extended for inspection of variances of response differences by the introduction of difference variance dispersion graphs (DVDGs) by Trinca and Gilmour (1999) . For the sphere U r , the mean or integrated variance of differences between predictions at two points, x ∈ X and the design center, is defined by
8 where M 0r is the matrix M r with first row and first column set to zero.
Because for each design the VDG and DVDG present three (spherical region) or two (cuboidal region) lines it is difficult to compare more than a very few designs in the same plot. Another drawback of these graphs is that they ignore the relative volume associated with the sphere U r and may lead to misleading interpretations. The situation is more serious for q ≥ 4. A more recently preferred display is the fraction of design space (FDS) plot proposed by Zahran et al. (2003) . The FDS plot shows the variance against the relative volume of the region that has prediction variance at or below a given value.
The FDS plot can be easily extended to difference fraction of design space (DFDS) plots, that is the fraction of design space for variances of the estimated differences between y(x) andŷ(x 0 ). The usual method to obtain the information for theses graphs is the one outlined in Goos and Jones (2011) and we use it to obtain FDS and DFDS plots. A very large sample, of size N points, is taken randomly from X and
. . , N (x 0 is fixed at the desired treatment; here we use, as before,
Then these values are sorted such that v (j) (or vd (j) ) is in the j th position. The graph is simply the plot of v (j) (or vd (j) ) against j/(N + 1).
We suggest and use an alternative for VDG and DVDG by replacing the radius or distance from the design center by the relative volume of the region inside the hypersphere formed by each distance, to the whole design region. This is particularly useful because we add information that the FDS does not show, that is in which parts of the region the design has which properties.
The calculation of the values for constructing VDG, DVDG, FDS and DFDS plots is available in the R package dispersion (Oliveira, 2014) . Versions of theses graphs to explore interval prediction properties are easily obtained by multiplying v (j) or vd (j) by 
Examples
In this section we explore the potential of the proposed compound criteria for constructing designs for two experiments. We focus on D S , (DP ) S and prediction efficiencies for constructing the designs. For interval estimation criteria we used α = 0.05 throughout.
The search procedure uses a point exchange algorithm. We further evaluate the prediction capabilities of the designs using several versions of the graphs described in Section 3. In the displays we use the standard error (s.e.) instead of the variance scale in order to discriminate better between designs, since most variances are less than 1. The new proposed plots are presented in the paper while slight variations of the old ones are included the in Supplementary Material.
Example 1: Cassava bread recipe
Escouto (2000) performed experiments in order to gain knowledge for a gluten-free bread recipe using cassava flour for people with coeliac disease. One of the experiments used n = 26 experimental units to study the effects of q = 3 factors, the amount of powder albumen (X 1 ); the amount of yeast (X 2 ) and the amount of cassava flour (X 3 ). Other ingredients and factors associated with the mixing and baking process were kept constant.
The experimental region was the cube defined by 10 ≤ x 1 ≤ 30g, 5 ≤ x 2 ≤ 15g and 45 ≤ x 3 ≤ 65g, and the experimenter decided to use a modified central composite design (CCD) with four center runs and the factorial part duplicated. One objective was to estimate optimum quantities of the ingredients based on some organoleptic characteristics and the primary model considered was the second-order polynomial with p = 10 regression parameters. Note that the full three-level factorial would use 27 runs and would allow no pure error degrees of freedom. Alternative designs for this experiment were given by Gilmour and Trinca (2012) , using the inference based and compound criteria, and in Borrotti et al. (2017) , using the multi-objective algorithm, MS-TPLS, for both sets of properties, D, A and I and D S , A S and I D . Here we explore the prediction performances of some of the previously published designs and construct a few other alternatives based on estimation and prediction properties. The new designs are presented in Table 1 . In Table 2 we show the properties of the designs in terms of the usual single-valued criteria and the new criteria introduced in Section 2. Designs 1 to 3 were presented in Gilmour and Trinca (2012) , design 9 is the best design Borrotti et al. (2017) found for the properties D S , A S and I D , which they called
Designs from 4 to 8 are the new designs, the first four based on a single prediction property each (I, (IP ), I D and (I D P )) and design 8 constructed by using a compound criterion with κ 1 = κ 7 = 0.5 in equation (11), that is, giving equal priority for (DP ) S and point predictions of difference of response.
We note that, as the number of runs is not too small for the model specified, all designs allow for pure error degrees of freedom with designs 4, 6 and 9 (I, In general all designs based on a single property have low performance on at least one property except the (I D P )-optimum design which has a minimum efficiency of 92%.
However, in case we are interested in inferences for the parameters and predictions of differences in response, design 8 (obtained by the compound criterion, considering equal weights for (DP ) S and I D ) has very high efficiencies for all properties. Surprisingly, design 8 outperforms design 9, the I D , D S , A S − sym multiple objective design from Borrotti et al. (2017) , except for I and I D properties, although the maximum difference between them in these two properties is only about 1.5%. For properties like (DP ) S , (AP ) S , (I D P ) and (IP ) the advantage in using design 8 is overwhelming with efficiency gains of 40.63, 28.20, 27.62 and 23.28%, respectively. It is interesting to note that design 8 is very close to the (AP ) Soptimum design (design 3) in terms of pure error and parameter estimation properties but it is considerably superior in terms of overall predictions. Table   2 ). But we can still detect the superiority of our compound design and the (I D P )-optimum design in the whole region. 
Example 2: q = 5 factors in spherical region
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such a large candidate set. We found other equivalences among designs, for example the D S -optimum design is also I-optimum, although, since we are using heuristics, we have no absolute guarantee that the true optimum designs for these criteria are equivalent or unique. Design 11 is also similar to a CCD except that it includes four factorial points duplicated (see Table 6 ), the center point is replicated four times and includes the axial pair for only one factor (X 3 ), while for the other factors it includes only one axial point. The efficiencies of several designs are shown in Table 7 . The optimum designs from the usual criteria do not allow pure error estimation (D S /I) or provide very few treatment replications (A S and CCD/I D ) and thus, efficiencies of these designs with respect to mod-ified criteria are zero or small. We note that designs (AP ) S , (I D P ) are similar and have reasonably high efficiencies generally, providing 8 degrees of freedom for error estimation but only one spare degree of freedom to add a higher order term in the model in case experimental results show lack of fit of the quadratic model. Design 11 behaves similarly but has the advantage of allowing two degrees of freedom for lack of fit. We tried many weight patterns for this example to obtain compromise designs but many returned designs equivalent to some of the single property criteria and so, we present results for only four of them, designs 8, 9, 10 and 11. From these we see that designs 9 and 10 balance better the degrees of freedom between pure error and lack of fit. Design 10, which focuses on parameter estimation through the D S criterion and interval estimation of differences in response, has reasonably high efficiencies overall. 
Central composite designs which are I D -optimal
The classical approach to designing response surface experiments, mostly commonly using CCDs, and the optimal design approach, most commonly using D-optimality, are often contrasted as having quite different philosophies. It is therefore intriguing that the CCD for five factors in 30 runs, based on a resolution-V half-replicate factorial portion, with four center points, in a spherical region, is optimal under the new I D criterion. It is natural to ask whether this is true for other run sizes and for other numbers of factors.
This was explored by running our exchange algorithm for various numbers of factors and run sizes in spherical regions. Subject to there being a very small chance that the algorithm has failed to find the true optimum, we found the following.
• For three factors, the CCD is I D -optimal for 17 ≤ n ≤ 20, i.e. 3 to 6 center points.
• For four factors, the CCD is I D -optimal for 28 ≤ n ≤ 32, i.e. 4 to 8 center points.
• For five factors, the CCD, with a half-replicate of the factorial points, is I D -optimal for 30 ≤ n ≤ 33, i.e. 4 to 7 center points.
• For six factors, the CCD, with a half-replicate of the factorial points, is I D -optimal for 50 ≤ n ≤ 55, i.e. 6 to 11 center points.
We did not explore more than six factors. For other run sizes, the CCD is suboptimal.
However, for run sizes just outside the range given, the optimal design is similar to a CCD, e.g. having one axial point replaced by a center point for small run sizes, or repeating one factorial point for larger run sizes.
Note that these CCDs are optimal only among designs chosen from the candidate set based on the full 3 q design, expanded to have points on the surface of the sphere. Nonetheless, we believe this is the first time CCDs have been shown to be optimal among such a large class of designs. The result nicely links the fields of classical and optimal design.
Discussion
We have extended the compound criterion function of Gilmour and Trinca (2012) to allow for efficient designs in terms of predictions. We focused on two properties, prediction of responses and prediction of differences in the response. Point and interval estimation were considered for both responses and differences.
We also proposed the use of several graphs for depicting the prediction performances of the designs. We have extended the usual graphs such as VDG, DVDG, FDS and DFDS to take into account interval estimation. We have illustrated the methods with two examples, one for a cuboidal and the other for a spherical experimental region of interest. The illustrations showed that the graphs add relevant information mainly if one is interested in predicting the response.
Along with many other authors, we argue that a design should have several good properties and it is important to compare several designs, under a wide range of properties, in order to choose the most appropriate one for the problem at hand. This is good practice even under a single objective optimization since usually there are many designs that are almost equivalent. Evaluating them for several other properties is of great help for discriminating between them.
The usefulness of compound criteria is that a design can be developed according to the objectives of the research. We have illustrated compound optimum designs by combining only two properties at time but of course many properties can be studied together. Even though this was the case for our examples, still the resulting compound designs were quite competitive overall. We have compared a compound design with the one obtained by the multiple objective algorithm of Borrotti et al. (2017) . The multiple objective design did not consider inference and thus our compound design showed advantages. We believe that by using compound criteria we can handle many properties of interest more easily than the 24 multiple objective approach. The graphs proposed are helpful to depict detailed pictures of prediction capabilities of the designs. We recommend the use of the proposed variations of VDG and DVDG plots that use the relative volume instead of distance for both point and interval predictions, since these graphs discriminate better between the different designs.
All varieties of FDS and DFDS plots are good summaries that are always be useful for making a final choice of design.
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SuppMatPrediction.pdf : a pdf file containing additional graphs for the examples discussed in the paper and a small simulation study to evaluate the performances of the designs in Example 1 with respect to mean and difference response bias predictions.
codePrediction.rar: a zipped folder containing R code to obtain designs by optimizing the compound criteria proposed in the article.
