ABSTRACT
INTRODUCTION
Conversion between different resolutions of digital video is an important operation for digital video coding. Both the MPEG-2 [l] and MPEG-4 [2] support the scaling of video in spatial domain using additional storage or bandwidth to represent the error signal between the original high-resolution video and the up-sampled version of the low-resolution video. Conventional low-to-high resolution conversion methods such as bilinear interpolation and zero-order hold are simple but they exhibit blurring and blocking artifacts respectively.
Many researches working on the extraction of high quality still image [3] [4] or high-resolution video [5] using projections onto convex sets (POCS) based method applying on consecutive frames. All of them assumed that camera motions or motion blurring existing in the video sequence, but it is not always true. The visual quality of stationary background or object cannot be enhanced by these methods because there is no additional information the in temporal domain.
In order to preserve the high frequency content in the stationary regions, we propose an adaptive subsampling technique, which exploits the temporal correlation between consecutive frames. This technique consists of a pre-processing module prior to the video encoder and a post-processing module after the decoder. The basic structure of the proposed technique is shown in figure 1. It should be noted that the video coder could be any standard coder provided that the bit rate for the video is high enough so that no temporal decimation would occur.
As the video to be encoded and decoded is of lowresolution, the coding complexity is reduced by a factor of four when compared with coding the highresolution video directly.
PRE-PROCESSING OF VIDEO
For the conventional sub-sampling approach, the high-resolution video is simply low-pass filtered and down-sampled. High spatial fkequency information is filtered and cannot be recovered. Since the temporal correlation between consecutive frames for the stationary regions is very high, we exploit this correlation to transparently stored the information so that the high spatial frequency information can be preserved. For the regions with motion, subsampling is carried out using conventional approach. The human visual system tends to be less sensitive to spatial resolution in these regions. Artifacts may be observed when the video is playback in lower speed.
Here is the proposed algorithm A decision value d(x,y,k) of 0 means the dh pixel is stationary. On the other hand, a value of 1 means it is non-stationary.
Motion detection

Sub-sampling
An adaptive sub-sampling rule for the low-resolution frames f(x,y,k) is formulated in (4) in order to preserve the information of the stationary regions as much as possible. For stationary pixels, subsampling is applied, whereas for non-stationary pixels, averaging is applied.
where (k mod 4) is the remainder when k is divided by 4.
Rearrangement of the sequence
As the highest correlation exists between frames that are four frames apart, the sub-sampled sequence is rearranged into four classes prior to any video encoder in order to obtain the highest coding efficiency. The relationship between the rearranged sequence and the original one as follows.
POST-PROCESSING OF VIDEO
The rearranged video sequence can be encoded for storage or transmission. As the spatial information for the stationary regions is stored in consecutive frames, temporal resolution of the sequence should be maintained in order to recover the higher resolution sequence.
Rearrange the decoded sequence
The four classes of decoded sequence should be rearranged back to one sequence. This is the reverse process of section 2.4 described above.
k' = Lk 141 is the largest integer less than or equal to k/4
Motion map estimation
The motion map estimation process consists of two stages. In the first stage, initial estimation is carried out based on the motion vectors information from the decoder. Stationary regions are estimated between any two consecutive frames. In the second stage, the absolute difference of each pixel between two consecutive frames is compared with a predefined threshold with the stationary regions estimated in the first stage using a larger threshold value while the non-stationary regions using a smaller one.
Five decision maps for each frame are determined from the estimated motion maps d(x,y,k), which determine where the spatial information can be recovered from the temporal neighbours for the stationary regions of each frame. The decision maps are created according to (7) n
Generation of low-resolution sequence
If it is targeted to display low-resolution video h(x,y,k), the intensity of each stationary pixel takes the temporal average of corresponding temporal neighbours based on the decision maps. This process is described in (8).
Reconstruction of high-resolution video
The reconstruction of high-resolution video is also based on the use of temporal information and the decision map. The up-sampled sequence is then passed through a spatial low pass filter for better visual quality and peak-signal-to-noise ratio (PSNR). The up-sampling processing is formulated in (9) and the impulse response of the low pass filter is shown in figure 2. g(x', y', k ) for X mod 2 = k mod 2,
Figure 2 Impulse response of the spatial filter
SIMULATION AND RESULTS
The luminous component of CIF (352 x 288) format "salesman" is used as the original high resolution. It is sub-sampled in the straightforward way to form a QCIF (176 x 144) sequence, which we will call QCIF2. The CIF sequence is also adaptively subsampled using the proposed scheme in section 2 to form a sequence QCIF1. The QCIFl is adaptively up-sampled using the proposed scheme in section 3 to form a CIF sequence called "CIFl". The QCIF2 is up-sampled by zero-order hold to form a CIF sequence called "CIF2". Both QCIFl and QCIF2 are compressed and decompressed by MPEGl at 1300kbits/s. The decompressed QCIF2 is upsampled using zero-order hold to form a CIF sequence called "CIF2". The decompressed QCIFl is up-sampled using the proposed scheme in section 3 to form a CIF sequence called "Coded CIFl without filtering". When the proposed filtering is applied, the resulting sequence is called "Coded CIF 1 with filtering".
Coded CIF2
29.12 dB 
CONCLUSIONS
The proposed technique provides a novel way of video sequence sub-sampling, by exploiting the temporal correlation of stationary regions. High spatial frequency information such as edges can be well preserved in the stationary regions. If the display is targeted at low-resolution, it is very suitable for real-time zoom in operation because the complexity of the technique is small enough for software based implementation. Furthermore, if the display is targeted at high-resolution, this technique can reduce the encoding complexity by a factor of four with small loss in visual quality. Further investigations can be focused on improving the visual quality of non-stationary region or efficient coding of error images.
