Abstract-Several types of ASK multiport homodyne receivers are investigated, and the impact of the phase noise and of the shot noise on these receivers is analyzed. The simplest structure is the conventional multiport receiver with a matched filter in each branch. This structure can tolerate AvT (Av is the laser linewidth and T is the bit duration) of several percent with a small power penalty (3.6 percent for 1-dB penalty and 9.2 percent for 2-dB penalty). Optimization of branch filters of conventional multiport receivers does not help when the linewidth (and the penalty) is small but does improve the receiver performance for larger linewidths. The most important point of the paper is the novel wide-band filter-rectifier-narrow-band filter (WIRNA) structure, proposed and investigated here for the first time for optical communication systems.
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Abstract-Several types of ASK multiport homodyne receivers are investigated, and the impact of the phase noise and of the shot noise on these receivers is analyzed. The simplest structure is the conventional multiport receiver with a matched filter in each branch. This structure can tolerate AvT (Av is the laser linewidth and T is the bit duration) of several percent with a small power penalty (3.6 percent for 1-dB penalty and 9.2 percent for 2-dB penalty). Optimization of branch filters of conventional multiport receivers does not help when the linewidth (and the penalty) is small but does improve the receiver performance for larger linewidths. The most important point of the paper is the novel wide-band filter-rectifier-narrow-band filter (WIRNA) structure, proposed and investigated here for the first time for optical communication systems.
.It is shown that the optimized WIRNA homodyne receivers are extremely robust with respect to the phase noise: the WIRNA tolerable value of AvTis 3.6 percent for 1-dB penalty and more than 50 percent for 2-dB penalty. Thus, the WIRNA structure opens, for the first time, the possibility of constructing homodyne receivers operating at several hundred megabits per second with conventional DFB lasers without complicated external cavities. Under no-phase-noise conditions, all the multiport receivers investigated here have the same performance, which is identical to that of heterodyne ASK receivers. In addition, the optimized WIRNA receivers can tolerate (approximately) the same laser linewidth as the heterodyne ASK receivers. Thus, the main difference between the WIRNA multiport homodyne and heterodyne receivers is that the former shifts the processing to a lower frequency range, in return for a more complicated implementation. This difference makes the WIRNA multiport homodyne receivers particularly attractive at high (say, several gigabit per second) hit rates. I I. INTRODUCTMN NTENSIVE research in coherent optical communications [1]- [lo] showed that the coherent detection may offer several important advantages with respect to the conventional combination intensity modulation/direct detection (IM/DD). These advantages include improved receiver sensitivity, greatly enhanced frequency selectivity, conveniently tunable optical receivers, and the possibility of using alternative modulation formats (FSK and/or PSK). With the present day trend toward higher bit rates ( R b ) , coherent receivers operating at several hundred megabit-or several gigabit-per second appear to be particularly attractive. A designer of a heterodyne receiver faces several difficult problems at high bit rates. First, extremely large bandwidth optical detectors are required since the IF frequency is typically (but not always) equal
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to 3-5 times the bit rate R,. Second, semiconductor lasers frequently exhibit a peak in both amplitude-and phasenoise spectra located at a frequency of several ( 1-10) GHz. If the IF spectrum happens to overlap this noise peak, then the system performance can deteriorate; to the best of the authors' knowledge this effect has not been investigated until now. Homodyne receivers can, in principle, alleviate both problems since they only require the baseband bandwidth. Unfortunately, a conventional synchronous homodyne receiver requires phase-locking between the transmitter and the LO laser. The phase-locking is difficult to achieve, and leads to extremely stringent requirements on the laser linewidth (around 3 X times Rb, see [7] , [SI). Thus, an asynchronous homodyne receiver, i.e., a homodyne receiver without phase-locking, appears to be desirable. The difference between a synchronous and an asynchronous homodyne receiver can be explained as follows. The signal current produced by a photodetector of a homodyne receiver is equal to B, cos 4, where B,y is the signal amplitude and # is the random phase. With the ASK modulation format, the information is carried by the value of B,; a receiver produces an estimate of B,-say B,-and compares it with a threshold. Different receivers use different techniques to evaluate B , . A synchronous receiver attempts to keep q5 close to zero; if q5 << 1, then the signal current is a close estimate of B,. This approach has the highest possible sensitivity. Unfortunately, the circuitry needed to keep C#I << 1 imposes extremely stringent requirements on the laser linewidth [SI, [9] . An asynchronous receiver makes no attempt to maintain # << 1 via phase-locking. Instead, it uses several detectors with a fixed phase shift between them. Receivers of this type are referred to as multiport receivers [ 111-[ 131. For example, a three-port receiver uses three detectors with the output signal currents equal to B, cos q5, B, cos ( 4 + l2Oo), and B, cos (q5 + 240°), respectively. Simple trigonometry shows that if these currents are squared and then added together, then the result is equal to 1.5B:, irrespectively of the value of #. Thus, B, can-be evaluated without phase locking. Since the multiport asynchronous receiver does not use phase locking, it is extremely tolerant to phase noise (see Section VII). As a result, laser linewidth requirements of a multiport homodyne receiver are greatly relaxed as compared to those of a synchronous homodyne receiver (see Section VIII). Thus, the multiport receivers seem to offer the best of both worlds-they use only a baseband part of the frequency spectrum, but do not require phase locking. achieved at the expense of receiver sensitivity (see Section VII). The tolerance of the multiport asynchronous receivers to phase noiselwide laser linewidth is achieved by means of wide-band filter-rectifier-narrow-band filter (WIRNA) processing discussed and investigated in Section VI-C of this paper.' WIRNA processing can be also applied to conventional heterodyne ASK receivers using quadrature demodulators rather than envelope detection.
The most important advantage of the WIRNA structure is that it suppresses the BER floor caused by laser phase noise. In a practical fiber communication system using an ASK modulation format and DFB lasers, the elevated error rate floor due to phase noise would preclude the attainment of satisfactory link BER values in a chain of regenerative repeaters. With the error rate floor present, no decrease in regenerator spacing (i.e., increase in received optical power) would permit operation at the desired BER levels. Thus, suppression of the BER floor is the major advantage of WIRNA receivers. Initial experiments with multiport homodyne receivers were recently reported [11]- [13] , [28] , [29] . 'At the same time, the theory of these receivers seems to be lagging behind experimental research: to the best of the authors' knowledge, the performance of the multiport optical homodyne receivers operating under both shot-and phasenoise conditions has never been studied, and laser linewidth requirements for these receivers have not been established. This paper is aimed to address the foregoing problems. Our analysis of ASK multiport homodyne receivers indicates that both their sensitivity and laser linewidth requirements are similar to those of heterodyne ASK receivers with noncoherent (envelope) postdetection processing. Since the multiport approach eliminates the IF part of the receiver, multiport receivers seem to offer an important advantage for high bit rate systems, at the expense of a more complicated signal processing.
The rest of this paper is organized as follows. The receiver description and the problem statement are contained in Section 11. Section I11 deals with the basic receiver equations, while Section IV is devoted to the system noises and their properties. Performance of the ASK multiport homodyne receiver is investigated in Section V and optimized in Section VI. In Section VII, the results obtained in the first six sections are discussed, with the aim to provide system implications and an intuitive insight into receiver operation. In Section VIII, laser linewidth requirements are derived. Finally, Section IX contains the conclusions of this paper, while the appendices contain the necessary auxiliary material. The analysis is conducted for a multiport receiver with an arbitrary number of ports. Fig. 1 shows a block diagram of a multiport homodyne receiver, and indicates the notation. The received ASK ' The only structural difference between the WIRNA multiport receivers and the conventional multiport receivers is an additional low-pass filter needed for WIRNA processing.
RECEIVER DESCRIPTION AND PROBLEM STATEMENT
optical signal has the complex amplitude E,:
for t E [ET, ( I + 1) T I , units: w where d is the data being transmitted ( d is either zero or one), P, is the peak received power, 4, is the phase noise of the laser transmitter, Z is the number of the bit being transmitted, and T is the bit duration. In this paper, we are not interested in the intersymbol interference (the intersymbol interference has been treated in depth in many excellent texts: [171, [19] , etc.). Thus, we assume that E , ( t ) = 0, f o r t q! [ZT, (2 
In practice, the impact of the intersymbol interference can be minimized (in theory, eliminated) with certain types of filters. For example, finite impulse response (FIR) filters with the time constant smaller than or equal to T , and/or raised cosine filters eliminate, in principle, the intersymbo1 interference completely.
The LO laser has the complex amplitude ELO: where PLo and $Lo are the local oscillator power and phase, respectively. The LO laser frequency is tuned to the frequency of the received signal by means of an AFC loop using temperature and/or current and/or piezoelectric laser mirror [28] control. As usual in coherent systems, an AFC should provide a good frequency control of the center frequency of the LO. By this means, the slow frequency wandering due to the 1 /f component of the phase noise can be minimized.' The phases of the LO and the received signal are assumed to be independent. The signals E, and ELO are processed by the multiport optical network with two inputs and K outputs. The complex amplitude at the kth output of the multiport is
where K is the number of the output ports. Practically, K is likely to be small ( 3 or 4); our analysis applies for any value of K. Note that K = 2 leads to 180" phase shift between the output ports; it is easy to show that the resulting receiver does not eliminate phase noise, and has very poor performance. However, a two-port receiver ( K = 2 ) can be used if the phase shift between the output 'It has been shown experimentally [28] , 1291 that the frequency control is not critical with multiport receivers: no measurable performance degradation has been observed when the local oscillator laser was detuned by frequency offset from the received signal, with the frequency offset being as large as 50 percent of the bit rate 1291, [30] . The authors of [29] , 1301 indicate that the receiver filters were optimized experimentally. ports is designed to be 90" instead of 180" as per expression (3); the resulting structure is referred to as the I-Q receiver [29] . The performance of the I-Q receiver is in principle the same as the performance of the multiport receivers designed as per expression (3) and having, therefore, larger number of ports. References [11]- [14] discuss possible methods of implementing the multiport networks satisfying (3), and present experimental multiport devices. Note that the complex amplitudes { E -} are phase-shifted by 2 n / K with respect to each other. The signals { E k } are detected by K photodetectors. As a result, K photocurrents { ik } are produced:
where R [A/W] is the detectors' responsivity, and nc-( t ) is the current noise process of the kth detector due to the shot noise, the dark current, and the thermal noise. Combining expressions (1)-(4), we obtain
where 4 ( t ) is the total phase noise
In ( S ) , the first term is a dc current, and can be rejected by coupling capacitors (see Fig. 1 ). Further, the power of the second term is negligibly small with respect to the power of the third term since PLo >> P,. Hence, the voltages { Vk } (see Fig. 1 ) are
where nk ( t ) = RL lzck ( t ) is the voltage noise process, Rt is the load resistance, and A, is the signal amplitude
The K voltages { V k } are processed by K low-pass filters (LPF's) and rectifiers (modeled by squarers). The resulting voltages { Vsk } are added and sent to the threshold comparator.
The purpose of this paper is 1) to propose and investigate a WIRNA signal-processing structure; 2) investigate the performance of multiport receivers with both conventional and WIRNA processing; 3) estimate the receiver sensitivity penalty stemming from the phase noise, and 4) establish laser linewidth requirements for multiport receivers.
BASIC RECEIVER EQUATIONS
The output voltage of the kth LPF at the time t is = h ( t ) * vk(t) = AsdSFk(t) + nFk(t>, ' 
I T S t < ( I + l ) T (9)
where the asterisk ( * ) denotes convolution, h ( t ) is the impulse response of the LPF, and nFk ( * ) and SF^ ( * ) are the filtered versions of the noise and of the signal, respectively:
We note that the expressions (9)-(11) do not take into account intersymbol interference. The output voltage of the kth squarer is V S k W = Xk(4 + Yk(4 + Zk(t) (12) where Xk(t) = A:dSik(t) (13)
Finally, the output voltage at the adder output is the input voltage of the threshold comparator: We note that the excess intensity noise of semiconductor lasers as well as the thermal noise of the receiver and the photodetector dark current noise can lead to larger values of q than predicted by (24), thereby degrading the receiver performance.
IV. SYSTEM NOISES AND THEIR PROPERTIES A. R e Phase Noise
The total phase noise 4 ( t ) is defined by (6) . It has a zero-mean Gaussian probability density function (PDF), and its power spectral density (PSD) is given by the following expression (e.g. , [l] [lo] : first, the flicker noise at low frequencies; and second, a peak at the relaxation frequency of the laser-which is typically several gigahertz. The impact of both phenomena on the system performance will be small if
where fFN is the frequency range of the flicker noise, Rb is the system bit rate, and& is the frequency of the phase noise peak. In this paper, we assume that (22) is satisfied; further research will be needed to study the system performance if (22) is not satisfied. Thus, (20) is accepted as a valid model in this paper. We note that the phase noise with the PSD (20) corresponds to the white frequency noise.
B. The Additive Noise
The additive noises { n k ) contaminate the useful signals (see (7) ). The shot noise, the dark current, and the ther-
This section is organized as follows. First, the signalto-noise-ratio at the threshold comparator input is found in the Section V-A. Then, the bit-error-rate (BER) is estimated in Section V-B using the Gaussian approximation technique.
A . The Signal-to-Noise-Ratio
The signal-to-noise-ratio at the input of the threshold comparator ( Fig. 1) ( 2 6 ) where m and (T are the mean and the standard deviation of the voltage V , (see Fig. 1 ). We note that, strictly speaking, the signal-to-noise ratio y is a meaningful performance measure for a Gaussian hypothesis test only. Since the probability density function (PDF) of V , is nonGaussian, the value of y does not contain all the information needed to evaluate the system bit-error-rate (BER); the interrelationship between y and BER is discussed further in Section V-B and Appendix I.
Calculation of m and u is a long and fairly complicated process; it is carried out in Appendices A and B , respectively. Substituting (A18) and (B27) into (26), we obtain where the functions r,( -) , r3( --), and r4( * e ) tistically independent. In the shot noise limited regime, A E + ) T. We will see later that rl ( A , A ) , r3 ( A , PLo is very large; then the { n k } k K _ 1 have zero-mean Gaussian PDF's, and their PSD is given by the following A ) , and r4 ( A , A ) are independent of 1. Substituting (8), (23) , and (24) into (27) yields, after transformations: noise to the { nk 1 ' the { nk 1 are sta-are defined by (A5), (B12), and (~317) , respectively, and 
where r l ( A v T / a ) is given by (G4), r,( ) is given by (H3), Eb is the normalized peak signal energy per bit in electrons per bit, and a is the normalized bandwidth
where Tis the bit duration, Bn = 1 /( 27) is the filter noise bandwidth, and Rb = 1 / T i s the bit rate. Expression (30) can be significantly simplified in several important special cases. 
If Av
being "one" and for d being ''zero" I Unfortunately, in the problem investigated, the PDF of VT is generally nonGaussian; therefore, (37) Section VI-A we study the receiver performance assuming that the matched filter is used: a = 1, and r = T. Then, in Section VI-B, we show that the matched filter does not necessarily provide the optimum performance under conditions of phase noise, and find the optimum value of a . Finally, in the Section VI-C, we propose the WIRNA receiver structure, and study its performance. All the numerical results are presented for K = 3; other reasonable values of K (such as K = 4 and K = 6 ) lead to the same results. The particular value of K = 3 has been selected as follows. 1) K should be as small as it is possible to minimize the complexity of the receiver. 2) K = 3 is the smallest value of with Fig. 3 shows that the optimization of a does not improve the receiver performance for small AvT (up to about 11 percent). However, for larger values of AUT, the optimization of a improves dramatically the receiver performance.
C. The WIRNA Structure
In this section, we propose and investigate a new multiport receiver structure-the wide-band filter-rectifiernarrow-band filter (WIRNA). An intuitive motivation for the WIRNA structure is provided in Section VII. Fig. 8 shows the block diagram of the WIRNA receiver. Comparison of Fig. 8 with Fig. 1 reveals that the conventional receiver is a special case of the WIRNA receiver. Therefore, the performance of the optimum WIRNA receiver must be better than or identical to that of the optimum conventional receiver. Actually, as we shall see in the rest of this section, the optimum WIRNA receiver has much better performance than the conventional multiport receiver if wide-linewidth lasers are employed (large A v T ) ; however, no improvement is obtained for narrow-linewidth lasers (small A v T ) .
The performance of the WIRNA receiver depends on both lowpass filters-LPFI and LPF2. To demonstrate the power and the capabilities of the WIRNA receiver, we consider below two intuitively attractive special cases. In the first special case (WIRNA-l), the bit interval [0, TI is divided into a slots where a is an arbitrary integer. Then, the filter LPFl is designed to have a time constant 7 while the filter LPF2 is designed to have the time constant T -7. As we shall see, both WIRNA-1 and WIRNA-2 have similar performance, which is spectacularly better than that of the conventional multiport receiver for large values of AUT. Note that WIRNA-2 is substantially easier to implement in hardware than WIRNA-1 at high bit rates.
I . The WIRNA-1: Let hl ( t ) and h, ( t ) be the impulse responses of the LPFl and the LPF2, respectively. In this subsection, we consider the following case:
where a is an integer ( a = 1, 2, 3, -* * ) in both (40) 
and
where b is a constant, which is irrelevant for our analysis. Substituting (45) and (46) into (43) and (44), respectively, we obtain (47)
3The WIRNA-1 version o f the receiver implements the chip combining "One can even assume that the branch filters are reset at tne moments signal processing algorithm [27] .
i T / a . Substituting (47) and (48) instead of m and u in (26), we Fig. 12 shows the dependence of the power penalty on the obtain the signal-to-noise ratio at the threshold compara-product AvT for the optimized receiver; the receiver has tor input: been optimized for each value of BER. Comparison of Note that CY = 1 corresponds to the case when the LPFl is a conventional matched filter and the LPF2 is eliminated; then (49) yields:
( 5 0 ) Comparison of (50) with (49) reveals that an increase of q softens the impact of the phase noise (the first term in the denominator) but somewhat increases the impact of the shot noise (the second term in the denominator). Fig.   9 shows the dependence of the power penalty on the ratio 7 / T = 1 / CY for several values of AvT. Inspection of Fig.   9 reveals that while CY = 1 is the optimum choice for small values of AvT, the optimum value of T is substantially smaller than T for large ( AvT ) . The optimum value of CY = T / T can be found using (39). Fig. 10 shows aOpt versus
AvT for BER = (computed using (37), (39), and (49)). Inspection of Fig. 10 confirms that the larger AvT, the larger aOpt (see Section VI1 for the explanation of this phenomenon). Fig. 11 shows the BER versus Eb curves for the optimized WIRNA-1 receiver (cy = cyopt), while Fig. 12 with Figs. 7 and 3 reveals that for large AvT, the WIRNA-1 approach improves dramatically the receiver performance as compared with the conventional (even optimized) multiport structure.
2. The WIRNA-2: In this section, we assume that the impulse responses hl ( t ) and h2 ( t ) are
Then it is easy to see that the mean and the variance of 
where The remaining integration in (55) was carried out numerically. Substituting (53) and (55) into (26), we obtain the signal-to-noise ratio at the threshold comparator input for WIRNA-2. Fig. 13 shows the dependence of the power penalty on the ratio T / T for several values of AvT (computed using expressions (26), (37), (53), and (55)). Inspection of Fig. 13 reveals that the optimum value of 7 is substantially smaller than T for large AvT. The optimum value of a 3 T / T can be found using (39). the optimized receiver; the receiver has been optimized for each value of BER. Comparison of Fig. 16 with Fig.  12 shows that the WIRNA-1 outperforms the WIRNA-2
for AvT 5 40 percent while the WIRNA-2 outperforms the WIRNA-1 for AvT 1 40 percent. However, the difference between the two WIRNA's is very small (less than 0.3 dB for AvT 5 100 percent). This is important since the signal-to-noise ratio y can be evaluated analytically for the WIRNA-1. Thus, (49) is useful as a good approximation for both WIRNA's. Figs. 3, 7 , 12, and 16 reveals two important conclusions: 1) under conditions of phase noise, the matched filter ( T = T ) does not provide the optimum performance; smaller T (wider bandwidth) can lead to substantially better performance; 2) the WIRNA structure provides a dramatic performance improvement with respect to the conventional multiport structure for large values of AvT; note that the conventional multiport receiver can not provide better performance than the optimized WIRNA receiver since the conventional multiport receiver is a special case of the WIRNA receiver. The physical reasons of these phenomena are as follows.
VII. SYSTEM IMPLICATIONS Inspection of

A. The Conventional Structure
As a result of the phase noise (Av > 0), the signal spectrum becomes wider. The bandwidth of the matched filter (7 = T ) is not wide enough to pass the larger signal spectrum, and a part of the signal power is lost ( m decreases when Av increases). In addition, when the filter bandwidth is not wide enough, the phase noise is converted to the amplitude noise [20], and the total noise variance increases. To alleviate the foregoing two problems, one can and should make the filter bandwidth wider. This is why the optimum value of 7 is smaller than T for large Av. Unfortunately, wider filter bandwidth leads to increase of the shot noise power collected, and to degradation of y. If we wish to maintain the 'same BER, we can, of course, increase the signal power, but this leads to a power penalty. Thus, for a given value of AUT, the optimum value of T will be between 0 and T, providing a compromise between the performance degradations caused by the shot-and phase-noise.
The WIRNA structure fights the mixture "shot noise plus phase noise" using a more sophisticated approach. The first LPF (LPF1) of the WIRNA has much wider bandwidth than the LPF of the corresponding conventional structure. As a result, the impact of the phase noise is minimized, but, of course, the shot noise power increases. Then, after the combination "rectifiers + adder", the LPF2 cancels a large part of the excess shot noise power collected by the LPFl .
C. An ASK Heterodyne Receiver Versus the Multiport Receiver
Comparison of (33) with the corresponding expression for the heterodyne ASK receiver [26] reveals that both receivers have the same performance under no-phasenoise conditions. Further, comparison of Fig. 16 with the corresponding data for heterodyne ASK receivers with the envelope post-detection processing 1261 reveals that both receivers, when suitably optimized, can tolerate largeand practically identical-amounts of phase noise: AvT = 10 percent per laser for l-dB power penalty. Thus, both receivers are expected to have the same performance under both shot-and phase-noise conditions. However, the multiport receiver offers an important advantage of shifting the processing to a lower frequency range, in return for a more complicated h a r d~a r e .~ By that means; the whole bandwidth of the photodetector can be used for data reception.
D. The Multiport Homodyne Receiver Versus the PhaseLocked Homodyne Receiver
Both the multiport and the phase-locked receivers eliminate the IF processing and are, therefore, similar in this respect. However, the phase-locked receiver imposes extremely stringent laser linewidth requirements [8] , [9] : Av 5 3 X 10F4Rb for l-dB penalty. At present, these requirements can only be met with fairly complicated and expensive external cavity lasers if Rb is several hundred Mbit/s. The multiport receiver can tolerate substantially larger laser linewidth: 11 percent for l-dB penalty. These requirements can be met with DFB lasers, which are potentially inexpensive and are commercially available now. Thus, the major advantage of multiport homodyne receivers with respect to phase-locked homodyne receivers is the greatly relaxed laser linewidth requirements. The price of this advantage is the reduced sensitivity: the sensitivity of multiport receivers is 3 dB worse as compared with phase-locked receivers (this is also true for heterodyne receivers).
VIII. LASER LINEWIDTH REQUIREMENTS For a given power penalty, the laser linewidth requiren.%s can be determined from Figs. 3, 7 , 12, and 16. The laser linewidth requirements for the power penalties of 1 and 2 dB are summarized in Table I . ' Note that the multiport approach imposes strict requirements on amplifier phase linearity and phase characteristic matching in order to obtain the desired multiport phasing ( 2n / K ) . 3) The WIRNA structure improves dramatically the capability of multiport receivers to tolerate wide laser linewidth. The WIRNA tolerable value of AvT is 11 percent per laser for 1-dB penalty, and, most importantly, more than 50 percent per laser for 2-dB penalty. This means that, at data rates of several hundred Mbit/s, conventional DFB lasers can be used with only a small power penalty, and no complicated external cavity laser designs will be needed.6 For comparison, the reader is reminded [7] , [8] that the synchronous (phase-locked) homodyne receivers impose much more stringent requirements on the laser linewidth: AvT (r 0.031 percent for PSK receivers with 1-dB power penalty. This, of course, must be weighted against the better sensitivity of the synchronous PSK homodyne receivers (their ideal sensitivity is 6 dB better than that of an ASK multiport receiver).
IX. CONCLUSIONS
In this paper, several types of ASK multiport homodyne receivers were investigated, and the impact of the phase noise and of the shot noise on these receivers was analyzed. The first structure investigated was a conventional multiport receiver with a matched filter in each branch.
This structure can tolerate AvT of about 3.6 percent per laser with a small power penalty, but when AvT increases to 10 percent per laser, the penalty increases to 20 dB.
6This is also true for heterodyne ASK reception.
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Optimization of branch filters of conventional multiport receivers does not help for small linewidth/small power penalties but does improve the receiver performance for larger linewidths: when AvT = 10 percent per laser, the penalty is only 4.8 dB with optimized filter. Most importantly, a WIRNA structure was proposed and studied. It was shown that the optimized WIRNA receivers are extremely robust with respect to phase noise: the WIRNA tolerable value of AUT is 11 percent per laser for 1-dB penalty and more than 50 percent per laser for 2-dB penalty. Thus, the WIRNA structure opens, for the first time, the possibility of constructing homodyne receivers operating at several hundred megabits per second with conventional DFB lasers without complicated external cavities.
Under no-phase-noise conditions, all the multiport receivers investigated have the same performance if suitably optimized; the performance is identical to that of the heterodyne ASK receivers. In addition, the optimized (WIRNA) multiport receivers have the same phase noise performance as the heterodyne ASK receivers, and can tolerate (approximately) the same laser linewidth. Thus, the main difference between the (WIRNA) multiport homodyne and heterodyne receivers is that the former eliminates the IF section, in return for a more complicated optical front end. This difference may make the WIRNA multiport homodyne receivers particularly attractive at high (say, several gigabits per second) bit rates if the problem involved in construction of matched wide-band amplifiers are successfully resolved. All the numerical results presented in this paper were calculated for a threeport receiver; other reasonable values of K (such as K = 4 and K = 6 ) lead to the same results.
APPENDIX A THE MEAN VALUE OF V , This appendix is organized as follows. First, we find the mean values of X ( t ) , Y ( t ) , and Z ( t ) . Then we find the mean value of V , ( t ) . Throughout this appendix it is
assumed that t , tl, t2, t5, t6 E [ ZT, ( 1 + 1 ) TI.
The Mean Value of X
The mean value of X can be evaluated using several possible techniques, and we show below two of them. The first technique was proposed by the authors of this paper; the second (simpler and more elegant) technique was proposed by a reviewer of this paper.
The first derivation technique begins with the voltage X , given by (1 3). The conditional mean value of X , is and is given by (C4); substituting (C4) into (A9), we obtain (A4) again.
The Mean Value of Y (A2)
Let us begin with the filtered noise n F k ( t ) defined by (10). It follows from (10) that t ) has a Gaussian zero mean PDF; its variance is It follows from (1 7) that
where 7 is given by (24), and R, ( t l , t z ) is the autocorre-
A4) lation function of n k ( t ) ; the last part of (A10) is obtained by substitution of (25). It follows from (14) 
The usefulness of the function rl ( * , 
Si T f T h ( t -t l ) h ( t -t 2 ) The Mean Value of Z ~
The second derivation technique is simpler and more
Note that SFk( t ) and nFk ( t ) are uncorrelated because
(A61 they stem from independent noise sources (phase noise where and shot noise, respectively):
where the last equality follows from the fact that 
(-48)
In this paper we assume that (A8) is satisfied; then E = 0, and (A6) yields
tX?~(t) E [ Z ( t ) I d ] = 2 A~d E [ S F k ( t ) n F k ( t > ]
. 
THE SECOND MOMENTS OF VT
This appendix is organized as follows. First, we find the second moments of X ( t ) , Y ( t ) , and Z ( t ) . Then we find the second moments of V , ( t ) . In this appendix we find the autocorrelation functions of the corresponding variables, even though the autocorrelation functions are not needed in Section V; they will be needed in Section VI. Throughout this appendix it is assumed that t, t,, t2, t5, t 6 E [IT, (I! + 1) TI.
The Second Moments of X ( t )
Let us substitute (1 1) into (1 3), and (1 3) into (1 7). The result is
It follows from (B6) that the conditional correlation function of X ( t ) is Fig. 17 . The conditional covariance function of X ( t ) can now be found as [21 p.
r3(t57 t6) I ' 2 ( l 5 > t 6 ) -rl(t5, t 5 ) r l ( t 6 , t6)-@ I 2 )
The last part of (B11) is obtained by substituting (B7) and
First, let us find the conditional correlation function of (B4) Yk( t ) given by (14): Fig. 17. The relationship between t4, t 3 , t 2 , t , , 7N0L and 70L ; the case illustrated is given by (Dl).
The last line of (B16) is obtained by substitution of (B15) and (A7). Since all { Yk ( t ) } f= stem from the independent noises { n k ( t ) ) (see (14) and (lo)), the covariance function of Y ( t ) is equal to the sum of the covariance functions of { yk ) f= 1:
The Second Moments of 2 ( t )
First, let us find the conditional correlation function of
[ S d t 5 ) SFk(tdi}. 0319) Note that nFk ( t ) and SFk( t ) stem from statistically independent noise sources, nk ( t ) and 4 ( t ) , respectively.
Hence, the terms in square brackets in the last part of (B19) are mutually statistically independent and, therefore, uncorrelated [16, p. 21 
Hence
Rzk( 5 , t 6 ) = 4A?dRfi~k( t5, k ) R s F~( 5 , t 6 ) (B20) where
RnFk(t.59 t 6 ) E[nFk(t5) I Z d t 6 ) ]
= s::1:h(t5
where the functions R, ( . , .), r4(. , . ), Rl(. , . ), and I?,(. , . ) are given by (25), (B17), (A3), and (A5), respectively. The conditional covariance function of Zk can now be found as follows [21, p. 1761:
0323)
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since mzk ( t ) = 0, as it follows from (A9). All the Consider now the second expectation in (Cl): 
cos (k i)
The Second Moments of VT ( t ) -E{cos (24(t2)) sin (6,,(tl))l sin ( k g ) The variables X , Y, and Z are painvise conditionally uncorrelated, as shown in Appendix F. Hence, it follow-s from (1 6) that the conditional covariance function of VT (B25) Note that 4 ( t 2 ) and 4, ( tl ) are mutually statistically inSubstituting I), and ( ~2 4 ) into (13251, we ob-dependent since t 2 < t l by assumption; the distribution of tain both of them is Gaussian. Hence, the second, the third, and the fourth expectations in (C5) are equal to zero;
FVT(t57 l 6 ) = 0-25A%dK2r3(t5?
therefore, (c5) yields
The variance of V , at the decision moment 
APPENDIX C DEVELOPMENT OF EXPRESSION (A3) FOR R1( t i , t 2 )
Assume that t2 < t l (the case tl < t2 can be handled similarly). Then it follows from (A2) that R,(tl, t 2 ) = 0.5E{ cos 6,,(t,)} 26,(t2) + 6,,(tl) + 2k (c1) where T = I tl -t 2 1, and
It is easy to show [l] , [3], [7] - [9] , 1261 that 6 , , ( tl is a Gaussian zero mean random variable with the variance The second line of (C6) is easily obtained from (C4).
Expression (C6) shows that, generally, the correlation function R ( tl, t 2 ) depends on the absolute values of its arguments. In the rest of this paper we consider the bits transmitted in the steady state oniy: IT + co and therefore, t2 -+ M . Then the second expectation in (Cl) goes to zero as shown by (C6). Hence, combining (Cl) with (C4) and (C6), we obtain
APPENDIX D DEVELOPMENT OF (B10) FOR R2( t l , t2, t3, t4) Without loss of generality, let us assume that
as shown in Fig. 17 . Then it follows from (B9) that = exp (-02,,/2) = exp ( -T A V T ) .
Expressions (D3) and (D4) can be rewritten as
The expressions in square brackets in (D5) and (D6) are the phase noises accumulated over nonoverlapping time intervals (see (Dl)); they have zero means, and their variances are (see (C3)): 
At this point it is convenient to introduce two new times roL and rNoL. As shown in Fig. 17 
0315)
Then (D12) and (D13) can be rewritten as
u$ = 2nAv(rNoL + 4rOL).
0317)
Once 0 2 8 and u$ are known, E(cos 6) and E(cos @ ) can be found easily (see development of (C4) in Appendix C):
Finally, substitution of (D18) and (D19) into (D2) yields
( D20 1
Expression (D20) has been derived under the assumption that the relationship between t4, t3, t2, and t, is given by (Dl); examination of other possible cases reveals that (D20) remains valid irrespectively of the relationship between t4, t3, t2, and t,. (E31 Further, for any i # k , nFi ( tl ) and n~k (t2) are statistically independent since they are generated by the statistically independent ni ( . ) and f l k ( . ) (see (lo) ). Therefore, n~i ( tl ) and n F k ( t2) are also uncorrelated:
Combining (E2), (E3), and (E4), we obtain: 
Vi f k.
(E7 1
Expression (E7) is used in the Appendix B.
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Variables X and Z are Conditionally Uncorrelated
It follows from the definitions (17) and (19) 
Substituting (13) and (15) into (F2), we obtain 
case when i = k; using (lo), result is
3 9 )
It follows from (A14) and ,(A15) that Combining (F18) and (F19), we see that the variables Y( ) and Z ( ) are indeed uncorrelated: VI-C-2 ). In addition, let us assume for the moment that t5 -r < t6 < t5. Then substitution of (29) into (A5) yields
(G1) Because of the symmetry between t5 and t6 (see the definition (A5)), (Gl) holds true for t6 -r < t5 < t 6 , too, if 
( H I )
The case I t5 -t61 5 r is handled similarly to the development of (Gl), with the following result: 
. Throughout this paper, a Gaussian approximation is used for BER evaluation. The actual distribution of VT is, however, generally non-Gaussian. To spot check the accuracy of the Gaussian approximation in the considered problem, the receivers shown in Figs. 1 and 8 have been simulated on a VAX computer. The results of the spot check showed that the system BER can be either smaller or larger than predicted by the Gaussian approximation, but generally is fairly close (within 6 percent in terms of the logarithm of BER) to the predicted value.
The computer simulation program was written for threebranch receivers ( K = 3 ), and performed the following functions. 1) Let the data d be zero: d = 0. 2) Generate the phase noise $ ( t ) and the shot noise processes { nk ( t ) } :I; with zero-mean Gaussian distributions and where P ( 1 / 0 ) is the probability to receive binary 1 when binary 0 was sent, P ( 0 / 1 ) is the probability to receive binary 0 when binary 1 was sent, Tr is the receiver threshold, p ( V T / O ) is the PDF of VT conditional on d = 0 , and p ( V T / 1 ) is the PDF of VT conditional on d = 1 (conditional PDF's were evaluated at Step 7)).
The software implementing Steps 1)-1 1) was written in FORTRAN and run on a VAX computer for A UT = 0.5.
This value of A vT was selected because it satisfies simultaneously two criteria.
1) The theoretically predicted difference between the performance of the conventional optimized multiport receiver ( Fig. 1) and that of the optimized WIRNA receiver (Fig. 8) is large, so that it is important to verify whether this difference is "real" or stems from the inaccuracies of the Gaussian approximation. As a practical "rule of thumb," we require the BER difference of at least one or two orders of magnitude at a certain Eb (see below).
2) For the value of E b satisfying the "rule of thumb" in criterion l), the BER's for both conventional and WIRNA multiport receivers must be sufficiently large to facilitate reasonable simulation times. The BER = requires roughly Nsimul 2 : 10' simulations (i.e., lo5 bits received by a simulated receiver), and leads to the CPU time of 90 min on VAX for the software implementing Steps 1)-11). Hence, we require BER's no smaller that lop4 for the values of Eb satisfying the "rule of thumb" in criterion 1). Inspection of Figs. 6, 11, and 15 reveals that A U T ' = 0.5 satisfies both criteria. We note that the criteria used depend on the purpose of simulation. For example, if the purpose of simulation were to verify the absolute accuracy of the Gaussian approximation, then a different value of A UT (say, A UT = 0.1 ) would be more desirable, since at this linewidth the optimum value of T / r for the WIRNA receiver is small, and there is less likelihood that the combining (or averaging) of the h2 filter would smooth the decision statistic and make it appear Gaussian. However, since our purpose is to verify the relative BER advantage of the WIRNA receiver with respect to the conventional multiport receiver, we must impose criteria 1) and 2), which do not permit selection of A UT = 0.1 as a test case. Table I1 below explains why: it shows the values of BER for A UT = 0.1 and Eb = 100 for both conventional and WIRNA multiport receivers. Inspection of Table I1 reveals that the selection A VT = Fig. 18 . The bit-error rate BER versus the normalized signal energy per bit Eb for the optimized conventional receiver (shown in Fig. 1 ) and for the optimized WIRNA receiver (shown in Fig. 8 In all cases, A vT = 0.5.
satisfies criterion 1) but does not satisfy criterion 2).
Hence, A vT was selected to be 0.5 in our simulation experiments, since this selection satisfies both criterion 1) and criterion 2) simultaneously. Ninety-five percent confidence intervals for the simulation data points are also shown;7 they were estimated using the technique outlined in [32, p. 4441. Inspection of Fig. 18 reveals that the Gaussian approximation is fairly accurate (the inaccuracy is only 6 percent in terms of the logarithm of BER) .
We note, however, that the largest Eb investigated by means of computer simulations was 56. The reason is that with E6 = 56 more than 90 min of the CPU time were needed to obtain one point on Fig. 18 . Reduction of BER by an order of magnitude would increase this already long time by another order of magnitude, making the entire computer simulation approach impractical for lower
BER's.
To understand why the Gaussian approximation provides reasonable accuracy, consider the conditional PDF's 7For some simulations points (e.g., most of the points corresponding to the outimized conventional receiver) the confidence intervals are so small of the decision variable (Fig. 19) . Inspection of Fig. 19 reveals that while the Gaussian approximation "puts" the threshold in a wrong place, the total error probability (as estimated by the area below the "tales" of the PDF's) is roughly the same for both Gaussian and simulation PDF's if the threshold is selected optionally as per step 10) of the simulation software. To, summarize, the spot check of the accuracy of the Gaussian approximation by means of computer simulations reveals that the Gaussian approximation is fairly accurate (within 6 percent in terms of the logarithm of BER) in the case considered. The study was conducted for a limited range of Eb due to practical limitations imposed by the long CPU times required.
