Abstract
market-based optimal power flow (OPF) with different combination of generation and load demand.
Optimal planning of PV based distributed generators (DG) in distribution a network is an important task in order to gain maximum benefits. Several studies were performed for optimal planning of renewable sources [11] [12] [13] [14] . An optimal power flow was solved using non-linear programming in [11] for optimal allocation of renewable distributed generation. Authors in [12] proposed a mixed integer nonlinear programming method for optimal allocation of wind DG unit. A continuous stochastic optimal allocation of wind power considering load uncertainty was presented in [14] .
Modelling strategy
The flowchart of the proposed algorithm used for modeling PV power is summarized in Fig. 1 . The modeling strategy is divided into historical data processing followed by solar irradiance simulation using proper cumulative distribution function, and then the calculation of the simulated PV powers is performed. Finally, Monte Carlo convergence is applied to obtain the most likelihood values of PV powers at each hour. The proposed strategy is discussed in the following subsections.
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Historical Data Processing
Three years of historical data between the years 2001-2003 at different locations of the same site are used in this study. Six readings of the solar irradiance and ambient temperature were taken at each hour during the three years. The available data is seasonally divided (i.e. each season data is separated). The data representing each season is further subdivided into 24-h segments (time segments), each referring to a particular hourly interval for the entire season. Thus, there are 96 time segments for the year (24 for each season). Considering a month to be 30 days, each time segment then has 1620 irradiance (3 years × 30 days per month × 3 month per season × 6 readings per hour).
Solar irradiance modelling
Depending on the 1620 solar irradiance collected to represent solar irradiance in each hour, different cumulative distribution are tested to evaluate the most appropriate cumulative distribution function (CDF) to fit the random phenomenon of the irradiance data. Three types of the most famous probability functions (Weibull, Beta, and Normal) are constructed based on the given data (each hour of the four seasons have its own CDF). A comparison based on the percentage error of solar irradiance of each cumulative distribution function to the actual data is calculated, The root-mean-square error (RMSE) between the actual CDF and simulated CDF is used for estimation of the most appropriate simulated CDF to the actual data. RMSE is calculated for each type of CDF using (1) are the value of actual CDF and simulated CDF respectively at hour h and data j , Nd is the total number of data in each hour (i.e. 1620 data) and Nh is the total number of hours (i.e. 96 hours).
The RMSE is calculated for all random variables (i.e. solar irradiance) for each type of CDF (i.e. Beta or Weibull or Gaussian). The type of CDF that achieves the minimum RMSE is selected to simulate the solar irradiance.
Simulated random variables of solar irradiance
A uniformly distributed random number vector of 100,000 values bounded between 0 and 1 is generated. At each random number the corresponding solar irradiance random variable is obtained from the CDF (i.e. the inverse CDF is obtained at each random number). For each of the obtained 96 CDF, a vector of 100,000 random variables is calculated representing the simulated solar irradiance at each hour at each season. (i.e. 96 simulated random variables vectors are calculated each contain 100,000 random variables).
(1)
Calculation of the simulated PV power
The output power of the PV array is dependent on the solar irradiance and ambient temperature of the site as well as the characteristics of the module itself. At each value of the calculated random variables the corresponding PV power is calculated using Eqs. (2)- (6) T T S N c a a
.
Where: T c is cell temperature °C, T a is average hourly ambient temperature °C, S a is simulated solar irradiance kW/m², N OT is nominal operating temperature of cell °C, I is module
MPP is current at maximum power point (A), P s is simulated output power of the PV module, and N is the number of modules per array.
Monte Carlo simulations convergence
The most likelihood value of the obtained 100,000 random powers at each hour is achieved by running Monte Carlo simulation. The dynamic average is calculated using Monte Carlo convergence Eq. (7). For the very high number of simulations (i.e. 100,000) the Monte Carlo convergence is guaranteed.
Where P ave is the most likelihood value of the PV power calculated at each hour at each season, P s is the PV power random variable and NS is the total number of simulations (100,000).
Problem Statement
The optimization problem under study can be stated as follows:
Objective Function
The optimization problem under study aims to determine exactly the optimal PV based distributed generators locations for the sake of minimizing the distribution feeder annual energy loss. Since each time segment represents 90 h (30 days per month 3 months per season), the objective function can be described as follows using (8) Minimize the annual energy losses = × • Lines thermal limit (line Ampacity): it represents the maximum current that the line can withstand at certain DG penetration, exceeding this value leads to melting of the line.
I flow ≤ I Thermal
• Substation limit: this constraint represents the maximum apparent power that the substation can provide.
• Power balance: the sum of input power should be equal to the sum of output active power in addition to the active power loss. The input power may include the DG active power and the active power supplied by the utility. The active output power is the sum of loads active power.
Assumptions
To formulate an accurate planning strategy that determines the optimal location of PV based DG units, the following assumptions are made.
• All the renewable DG units are working at a unity power factor.
• All buses in the system under study are subjected to the same meteorological conditions. • The energy can be supplied to the substation if the sum of the renewable DGs power exceeds the system demand.
Methodology
The firefly optimization algorithm is inspired from the natural behavior of the fireflies; a firefly of the maximum brightness has the largest ability to attract other fireflies. The brightness of a firefly is affected or determined by the landscape of the objective function. For a maximization problem, the brightness can simply be proportional to the value of the objective function [15] , whilst for a minimization problem; the brightness is inversely proportional to the value of the objective function.
The optimization algorithm is summarized in Fig. 2 and described in the following steps:
Step (1): Generate a set of random fireflies bounded inside certain preset region. Each firefly has one dimension represents the PV DG location. Step (2): Calculate the annual energy losses corresponding to all initial DG locations and the seasonal hourly power schedule of the PV DG by performing unbalanced load flow for the 96 hours.
Step (3): Evaluate the brightness of each firefly based on the type of the objective function (i.e. the brightest firefly is that achieve minimum energy loss).
Step (4): Calculate the distances between all fireflies and the brightest one, the distance between two fireflies i, j (r ij ) for the current optimization problem can be calculated as follow:
Where loc i and loc j are the DG location of fireflies i, j respectively.
Step ( Where the first term is the current firefly position, the second term is used to update the firefly position based on the brightness of the fireflies and the third term is used to randomize the movement of firefly. β0 is the initial attractiveness, γ is the absorption coefficient, the values of these parameters are accurately tuned to solve the optimization problem efficiently. α is a randomization parameter that decrease at each iteration by Eq. (15) and rand is a random number generator uniformly distributed between [0,1].
Step (6): Evaluate the brightness of the fireflies at the updated positions by calculating the objective function.
Step (7): Repeat steps (3)-(5) until reach the maximum number of iterations (k max ).
Test cases and results
Model of PV based DGs
The modeling procedure presented in section II is applied to the 3 years solar irradiance data. The continuous Beta, Weibull and Gaussian CDFs functions are compared to the discrete actual CDF obtained using numerical integration of the real data PDF; different CDFs at different seasons and different selected hours are compared to the actual CDFs and the RMSE is calculated for each season and presented in Table 1 . It is obvious from the table that the Beta CDF is the most appropriate CDF to simulate the random behavior of the solar irradiance. Figure 2 shows a sample of graphical comparison between the actual data, Beta, Weibull, and Normal distributions, it can be clearly concluded from the shown figure that Beta distribution is the most fitting distribution to the actual data which emphasizes the results obtained from the RMSE calculations.
The advantage of the beta distribution over the actual data CDF is that beta distribution is invertible, so that, the simulated solar irradiance could be obtained correspondingly to any random number uniformly distributed between [0, 1]. The hourly 100,000 Monte Carlo simulations for the random PV power are then obtained using the aforementioned uniformly random number generator and the inverse Beta distributions. Table 2 presents the values of the constants and (13) (14) (15) parameters required to calculate the PV output power. The converged Monte Carlo results of the PV power of one module for the 96 hours are presented in Table 3 . In order to validate the proposed modeling strategy, the converged values of Monte Carlo simulations at all hours are compared to the average values of the PV powers obtained using the actual solar irradiance. Figure 3 shows the converged value of Monte Carlo simulations at a sample hour and Fig. 4 shows the average power obtained using actual solar irradiances at the same hour. The comparison shows that the converged value of Monte Carlo simulations is close to the average obtained using the actual data with the preference of Monte Carlo simulations as the huge number of simulations used guarantees the convergence (i.e. reaching the most likelihood value) unlike the small number of actual data which emphasizes the importance of Monte Carlo method. 
Optimal Planning of PV based DGs for Energy Losses Minimization
The proposed algorithm is implemented in MATLAB environment and tested on the IEEE 37-node feeder presented in Fig. 6 to minimize the distribution system annual energy losses through the optimal allocation of the photovoltaic DG.
Six test cases are made; two test cases for the base cases where no DG is connected with different load profiles, four test cases for optimal allocation of PV based DG with different number of PV modules and different load profiles. The test cases are summarized as follow:
• 
1) Test cases # 1 and # 2
The annual energy losses for the base case where no DG is connected is obtained by running the unbalanced load flow for the 96 hours and calculating the power loss for each hour, then the annual energy loss is calculated using (8) . The load profile for the second test case is presented in Fig. 6 . Table 4 summarizes the results of the two test cases.
2) Test cases # 3, #4, # 5 and # 6
In this sub section, the optimal locations of PV based DG with 15000 modules (i.e. rated power of 795 KW) with two different loading profiles (peak load profile and the aforementioned load scaling factor) are determined. Also, the same cases are repeated with PV based DG with 30000 modules (i.e. rated power of 1590 KW). The optimal location of the PV DG and the corresponding annual energy losses for the four test cases are presented in Table 5 and the annual energy losses when PV DG is connected at the optimal location for the four test cases are presented in Fig. 7 . It can be concluded that a significant reduction of power losses occurs when PV DG is connected to the distribution networks at the optimal location. It is clear from the figures that no reduction occurs at the night time as the PV DG output power is null. 
Conclusions
A novel algorithm for modelling the PV based DGs considering their stochastic nature is presented in this paper. The proposed algorithm is based on Monte Carlo method and used to determine a probabilistic hourly/seasonal model for PV DG. Moreover, a Firefly based algorithm is proposed for accurate determination of the optimal locations of the PV based DGs connected to unbalanced distribution network in order to minimize the annual energy losses. The main contributions of the proposed algorithms are that the modelling algorithm considers the stochastic nature of the PV DGs. Thus, the proposed models accurately simulate their behaviour, the rationale behind the proposed model is to include the probabilistic model into a deterministic optimization problem which simplifies the solution of the optimization problem and the firefly algorithm precisely determines the optimal allocation of the PV DG without violating the system constraints.
