We introduce the concept of a family of finite directed graphs (order 1 ) which are directed graphs derived from a infinite directed graph (order 1 ), called the 1 -root digraph. The 1 -root digraph has four fundamental properties which are; V (J ∞ (1)) = {v i |i ∈ N} and, if v j is the head of an edge (arc) then the tail is always a vertex v i , i < j and, if v k , for smallest k ∈ N is a tail vertex then all vertices v ℓ , k < ℓ < j are tails of arcs to v j and finally, the degree of vertex k is d(v k ) = k. The family of finite directed graphs are those limited to n ∈ N vertices by lobbing off all vertices (and edges arcing to vertices) v t , t > n. Hence, trivially we have
Introduction
We generally refer to the entries in a row i as:
Note that rows 1, 2 and 3 follow easily from definition 1.1.
Step 0: Set j = 4, then set i = j and s ≥ 4.
Step 1: Set ent 1i = i.
Step 2: Set ent 2i = ent 1(i−1) − ent 5(i−1) . (Note that d − (v i ) = v(H i−1 (1)) = (i − 1) − ∆(J i−1 (1))).
Step 3: Set ent 3i = ent 1i − ent 2i . (Note that d
Step 4: Consider ent 4(i−1) . If ent 4(i−1) = {v k }, set t = k, else set t = k + 1.
Step 5: Set the prime Jaconian vertex as v t so J(J i (1)) = {v t } to begin with. Let l = t + 1, t + 2, · · · , i − 1 and recursively calculate i − ent 1l + ent 2l . If i − ent 1l + ent 2l = t, add v l to the set of Jaconian vertices, else go to Step 6.
Step 6: Set ent 5i = t. (Note that if J i (1) = {v t , v t+1 , ..v ℓ }, then, ∆(J i (1)) = t).
Step 7: Select smallest k such that, k + ent 3k ≥ i then set ent 6i = ent 6k + 1.
Step 8: Set j = i + 1, then set i = j. If i ≤ s, go to Step 1, else go to Step 9.
Step 9: Exit. Proof. Because the Jaconian vertex v k is unique to
for the Jaco Graph J n (1), n ≥ 2. and let J(J n (1)) = {v k }. From definition 1.7 and Steps 1, 2 and 3 of the Fisher Algorithm it follow that we have associated entries:
and it easily follows from Step 5 that J(J n (1)) = {v k }. Now let
Conversely, if J(J n (1)) = {v k } and J(J n+1 (1)) = {v k , v k+1 , v k+2 } we have from the inverse of definition 1.7 and Steps 1, 2, 3, 4, 5 and 6 of the Fisher Algorithm the associated entries:
Result (b) follows similarly to (a).
Proposition 2.4. For all Jaco Graphs
Proof. It is evident that for some m ∈ N, Card J(
Step 4 of the Fisher Algorithm we initially set i = m and t = k. We also have that
Corollary 2.5. From Proposition 2.4 it follows that if and only if the Jaconian vertex of
Proof. By extending from to
Same reasoning as in case 1, follows.
Proof. The result follows directly from Step 5 of the Fisher Algorithm.
Case 2: For v k+1 and because
Step 2 of the Fisher
So by the same reasoning as in Case 1 it follows that ∆(J m (1)) = n or n − 1.
Theorem 2.10 (Conjectured).
For the Jaco Graphs J n (1), J m (1) with n ≥ 3, m ≥ 3, n = m we have
Theorem 2.11. If the Jaco Graph J n (1) has a unique Jaconian vertex (prime Jaconian vertex only) at v i , then:
Proof. The proof follows through contra absurdum. Assume the Jaco Graph J n (1) has a unique Jaconian vertex v i . If the edge (v i , v n ) is undefined then at most, the edge (v i , v n−1 ) is defined. When considering vertex v i+1 and proceeding with construction per definition, at least the vertex v i+1 , can at most, be linked to v n to have the edge (v i+1 , v n ) defined. So,
, renders a contradiction on the uniqueness of the Jaconian vertex v i . Through contra absurdum we conclude that (v i , v n ) is defined. Hence, result (a) follows.
The Hope subgraph on the vertices v i+1 , v i+2 , · · · , v n allows for d(v n ) = (n − i) − 1. But with the edge (v i , v n ) added we have d(v n ) = (n − i)
Note that ∆(J n (1)) + d(v n ) = n uniqueness of the Jaconian vertex. Theorem 2.14. If for the Jaco Graph J n (1), we have ∆(J n (1)) = k, then the out-degrees of the vertices v k+1 , v k+2 , v k+3 , · · · , v n are respectively, ⌈d
Proof. From definition 1.4 we have that with v k the prime Jaconian vertex, the Hope subgraph H(J n (1)), on vertices v k+1 , v k+2 , v j+3 , · · · , v n is a complete graph. On applying definition 1.1 exhaustively to vertex v k+1 it is clearly possible to link n − (k + 1) edges hence, ⌈d
Furthermore, it follows from definition 1.4 that the subgraph on vertices v k+2 , v k+3 , v j+4 , · · · , v n is a complete graph as well. On applying definition 1.1 exhaustively to vertex v k+2 it is clearly possible to link n − (k + 2) edges hence, ⌈d
By repeating the immediate above to vertices v k+3 , · · · , v n and noting that ⌈d + (v n )⌉ = n − n = 0, the result follows.
Theorem 2.15. If for the Jaco Graph J n (1), we can express n = 7 + 3k, k ∈ {0, 1, 2, · · · }, then:
Proof. For k = 0 it follows from the Fisher Algorithm that ∆(J 7 (1)) ≤ 7(3+0). Furthermore, since 4 + d + (v 4 ) = 7 the edge (v 4 , v 7 ) exists.
Assume the result holds for m = 7 + 3k, k > 0, k ∈ {1, 2, · · · } so for the Jaco Graph
Now consider the Jaco Graph on n vertices with, n = 7 + 3(k + 1). Noting that ∆(
3 Fibonaccian-Zeckendorf Result 
Proof. Through induction we have that first of all, 1 = f 2 and d 
Proof. From the Fisher Algorithm it follows that for s = f 2 , u = f 3 , w = f 4 we have:
So assume for i = f k−1 and r = f k we have d + (v r ) = f k−1 , ∆(J r (1)) = f k−1 and J(J r (1)) = {v i }. So for q = f k+1 , we have that:
is the prime Jaconian vertex of J q (1) so ∆(J q (1)) = r = f k . So result (a) namely, ∆(J h (1)) = t = f n−1 holds in general. [Open problem: Note that for P 0 = {n ∈ N|1 ≤ n ≤ 44} we have, ∆(J n (1)) = 3k if n = 5k. Then for P 1 = {n ∈ N|45 ≤ n ≤ 99} we have, ∆(J n (1)) = 3k + 1 if n = 5k. Then for P 2 = {n ∈ N|100 ≤ n ≤????} we have, ∆(J n (1)) = 3k + 2 if n = 5k and seemingly so on · · · . Find a partitioning P = ∪ i∈N P i to close the result.] [Open problem: Prove Lemma (conjectured) 2. Open access: This paper is distributed under the terms of the Creative Commons Attribution License which permits any use, distribution and reproduction in any medium, provided the original author(s) and the source are credited.
