How do populations respond to environmental change? We aim to provide a conceptual overview using the Price equation, which decomposes the mean change exhibited by a population into four components: viability selection, within-individual changes over their lifetime, fecundity selection, and parent-offspring differences. Mechanisms such as phenotypic plasticity, learning, genetic adaptation, maternal effects and cultural evolution can all be understood via their infl uences on these components. However, we also highlight the fact that population size effects should often be considered more explicitly than this breakdown of components achieves. For example, phenotypic plasticity may help or hinder adaptive evolution, and adaptation does not necessarily lead to a better maintenance of large population size.
Introduction
Since the very inception of evolutionary theory, animal behaviour has been seen as a trait upon which selection can act. Darwin's theory of sexual selection, exposed in the Descent of Man ( Darwin 1871 ) , sparked some of the earliest research on the adaptive value of behaviours (e.g. Noble and Bradley 1933 ) , yet the modern synthesis of the 1940s didn't pay much attention to traits that one would nowadays call behaviours ( Birkhead and Monaghan 2010 ; Kokko and Jennions 2010 ) . It took close to a century before the adaptive framework began to dominate the study of behaviour-thanks to the work of Niko Tinbergen and Konrad Lorenz ( Tinbergen 1963 ) . This solidifi ed the link between evolutionary biology and the behavioural sciences that Charles Darwin had suggested. Like organs, behaviours represent adaptations to the environment. Tinbergen, for instance, demonstrated that the sticklebacks' fi erce reaction against the colour red represents an adaptation to exclude attractive sexual competitors ( Tinbergen 1963 ) , while Lorenz studied the impulse of goslings to follow the fi rst object they see after hatching, which ensures they remain safe with their mother and learn how to be adult geese. These landmark studies sparked decades of search for the adaptive function of different behaviours ( Owens 2006 ) , which later translated into the behavioural ecologists' modern obsession with fi tness consequences of behaviour, ideally in the real ecological context. Behavioural ecology was born (see Birkhead and Monaghan 2010 ; Kokko and Jennions 2010 ) .
There is, however, some irony in the images that these early studies of adaptation convey. There are famed pictures of geese, which happened to be imprinted on Konrad Lorentz's boots on hatching, courting the ethologist as if they were conspecifi c adults; and stories of Niko Tinbergen's sticklebacks wasting energy on aggressive displays towards the refl ection of red cars which would pass by the window next to their tank. It is hard to see the adaptive value of those behaviours. Naturally, we all know that humans are rarely present when goslings hatch,
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Understanding behavioural responses and their consequences A ndrés L ópez-S epulcre and H anna K okko and red car refl ections do not represent a frequent sight for most sticklebacks. Perfectly adaptive behaviours can become maladaptive when taken out of context, and we can only expect organisms to adapt to what has been relevant for a substantial part of their evolutionary history. But history changes. In an era of massive human-induced environmental change, goose anthropophilia and stickleback paranoia are the least of our conservationist worries. While behavioural ecologists argue about the 'optimality' of behaviour ( Fox and Westneat 2010 ; Gardner 2010 ; Kokko and Jennions 2010 ) , entire species are disappearing as they fail to adapt to rapid changes in their environments. The catastrophic population consequences of island birds' inability to escape introduced predators represent a clear example ( Blackburn et al. 2004 ). The list of catastrophic behavioural maladaptation is long. A fatal attraction to lighthouses can claim thousands of seabird lives per night ( Jones and Francis 2003 ) , human use of tactical sonars or seismic surveys appear to cause whales to strand on beaches ( Weilgart 2007 ) , and dragonfl ies lay eggs on the tarmac which, under their polarized vision, looks just like the best of ponds ( Horváth et al. 1998 ) .
Other organisms seem to adapt to change much better, and this might allow them to mitigate any negative population consequences, sometimes to the extent that the change proves benefi cial. Trinidadian guppies Poecilia reticulata can evolve their escape ability upwards within a few years of changing their predatory environment ( O'Steen et al. 2002 ) . Quolls Dasyurus hallucatus in Australia have increased their survival by learning to avoid eating introduced toxic cane toads Rhinella marina ( O'Donnell et al. 2010 ) . Torresian crows Corvus orru have gone beyond learning and survival, and have spread-through cultural transmission-their ability to feed on cane toads by turning them on their bellies and eating their non-toxic innards ( Donato and Potts 2004 ) .
Behavioural ecologists often argue about the likely population consequences of behavioural change (or the lack of thereof) when environments are changing. If bird migration timing becomes mismatched regarding weather and the consequent peaks of food availability, will the consequences be dramatic or mild ( Jones and Cresswell 2010 , Chapter 6 ) ? Will mutualistic relationships between corals and their photosynthesizing symbionts break down or will coral hosts be able to switch to zooxanthellae partners that tolerate thermal stress better ( Kiers et al. 2010 ) ? Given such a diversity of examples, how and when do we expect the behaviour of populations to adapt to a novel environment?
The intention of this chapter is to lay the conceptual framework necessary to understand how changes in behaviour occur at the population level and mention the tools we have in hand to predict it. Throughout the chapter, we make a deliberate effort to understand behaviour as a phenotypic trait that can have a genetic basis while also depending on the environment. Fitness-related behaviours will, by defi nition, have consequences on birth and death rates, which means they will have an impact on population dynamics. The importance of this can be illustrated by a study on Seychelles magpie robins Copsycus sechellarum , where competition for territories and mates was shown to strongly infl uence the demography and extinction risk of this endangered species ( López-Sepulcre et al. 2009 ).
These links between fi tness and demography will allow us to refer to tools of analysis common in evolutionary and population biology. Behaviours are not always like any other trait, however; they possess a high degree of plasticity derived from a diversity of mechanisms (learning, conditioning, genetically determined reaction norms, etc.). Consequently, they have the potential to change at a much faster rate than many other traits of an organism, which causes a perhaps richer set of potential evolutionary trajectories than offered by many other suites of traits.
What causes changes in the average behavioural phenotype of populations?
The behaviours that a population exhibits can be described as a set of phenotypes. In evolutionary biology, our understanding of phenotypic change can be captured by the Price equation ( Price 1970 ), a simple representation of the necessary and sufficient conditions for inter-generational phenotypic change. Although the Price equation has no predictive power beyond one generation nor, in its simplest form, does it explicitly account for all possible mechanisms of change, it is nevertheless a good starting point to structure one's thoughts on the mechanisms responsible for phenotypic change. One of its most common formulations reads, In prose, the equation states that the change in the average phenotype z in a population between one generation and the next (∆ z ) is the sum of two quantities: the covariance between an individual's trait z i and its fi tness w i as quantifi ed in the parental generation (fi rst term on the right hand side), plus the expected (mean) trait difference between parents i and offspring j (second term on the right hand side). The former change captures selection, and the latter describes the bias in the transmission of the trait from parent to offspring (i.e. how consistently different the offspring are from their parents). Note than in the latter term, the average difference between parent and offspring ∆ z i,j is weighed by the fi tness of the parent (i.e. that difference will be represented more often in parents which sired more offspring).
For example, in a migratory bird, the very earliest arriving birds might enjoy better breeding success than they would have before the onset of climate change. If we choose to measure the arrival date as an integer of days after January 1, such that early arrivals are expressed as low values of z i , we expect a negative covariance between z i and fi tness. This, by itself, tends to make ∆ z negative, predicting that birds of future generations will arrive earlier. However, it may also happen that the arrival time of an offspring has little to do with the arrival time of the parent, for example, because arrival timing is infl uenced by weather, rather than a genetic disposition to arrive early, and offspring experience a colder year than their parents (which makes them arrive later and thus have higher z i ). In this case, the early parents with an unusually low z i , whose fi tness w i is high in the second term of the equation, will tend to have offspring who arrive later, hence ∆ z i,j is positively biased. For those parents with later arriving times, their off-spring may arrive earlier than them, creating for those parents a negative ∆ z i,j . Is E ( w i ∆ z i,j ) then zero, given that the population features both positive and negative biases ∆ z i,j ? No: because the fi tness w i of the latter type of parents is low, they have less weight on the mean, and the net effect is a positively biased E ( w i ∆ z i,j ). In other words, offspring are arriving later than they would if the covariance between fi tness and trait value was the only factor at play. This outcome means that the fi tness advantage of parents with early times is diluted by a low fi delity of trait transmission, and thus the phenotype does not change in an adaptive manner. The net change in arrival timing is small or null when most variation is environmentally, rather than genetically, determined.
By describing inter-generational change, this formulation of the Price equation does not explicitly account for changes in the trait within generations. Since many of the examples of interest involve organisms with overlapping generations, we need to make this explicit and rewrite the equation:
The fi rst two terms represent changes within a generation (intra-generational change), which are described as the covariance between survival s and the trait (viability selection, cov( s i z i )) plus the expected change between one time step and the next in the trait values of survivors (individual change E ( s i ∆ z i,i )). The second two terms determine the change between generations (inter-generational change), which consists of the covariance between the reproduction of surviving individuals r i + and the trait (fertility selection, cov( r i + z i )) and the expected parent-offspring differences among reproducing individuals (parent-offspring differences, E ( r i + ∆ z i,j )). It is good to check that this equation reduces to the fi rst one for non-overlapping generations: there is simply no survival (the fi rst two terms of inter-generational change are zero) and fi tness is determined entirely by reproduction ( r i + = w i ).
( )
Our intention in this section is not to suggest that all research conducted in the fi eld should use the four components of Equation 1.2. However, we do fi nd it useful to let this breakdown of components help organise thoughts on whether phenotypes will change as environments change, because any combination of mechanisms that we claim to cause a population change in a given phenotype represent a combination of those terms. Each of those terms should be accounted for when arguing about changing populations (see Fig. 1 .1 ), which means that focusing on one is only suffi cient if the others can be convincingly argued to be negligible. Considering the Price equation thus ensures that our discussion on mechanisms of behavioural change is logically com-plete. We now discuss the different biological mechanisms governing each component of the equation.
Covariance between trait and fi tness: viability and fertility selection
Unsurprisingly, given the attention that behavioural ecologists pay to adaptive functions of a trait, selection has been the main focus of both theoretical and empirical studies of behavioural ecology ( Owens 2006 ) . The fi rst and third terms of Equation 1.2, viability and fecundity selection, capture this line of thought. In principle, documenting selection is easy: individuals with 'better' traits have improved survival or reproduce more effi - ciently. It is rare, however, to see the full covariance between fi tness and the phenotype calculated. Often only survival or reproduction is correlated with the trait. This can mislead, since survival and reproduction may trade off each other.
For example, in the presence of novel predators, some individuals might exhibit better antipredatory behaviour than others. All else being equal, one might expect these individuals to now have higher fi tness than before the predator was introduced, but strictly speaking this argument implies that the survival advantage does not trade-off with reproduction. This would allow us to argue that the covariance between the trait of surviving individuals and reproduction is zero, but in reality, an individual constantly hiding in a refuge may not have high mating success (yet see Jennions et al. 2001 for the lack of evidence for such a trade-off). What is true is that, all else being equal, the arrival of a new predator probably does shift fi tness in the direction that favours timidity more now than it did before. Parameterizing the Price equation to answer such short-term questions is, as such, not diffi cult, given that it merely involves the calculation of means and covariances. The diffi culty lies in obtaining such comprehensive data. It is here -where one appreciates the enormous value of intensive individual-based fi eld studies-that traits, survival, reproduction and parentage relationships are tracked ( Clutton-Brock and Sheldon 2010 ).
It is important to highlight here the conditional nature of the reproductive term in Equation 1.2. The fertility selection component in this formulation is only the covariance between the trait of surviving individuals and their reproductive output: it does not include those individuals that do not survive (hence the notation i +). Survival obviously indirectly affects reproduction because dead individuals do not reproduce (in fact, when considering evolutionary change, survival is only relevant as a means to reproduction), but to avoid double accounting, this is assigned to the survival component.
Between and within individual variation
While behavioural ecology devotes much attention to the study of selection, the remaining two terms of Equation 1.2 are less often explored. The second term describes the degree of trait variation within individuals over their life time, while the last term describes differences between parents and offspring analogously to the second term in Equation 2.1. It is possible, but in reality not very likely, that both values equal zero. This requires that individuals do not change the behavioural trait in their entire lifetimes (e.g. they always display to mates with the same intensity), and that the trait is perfectly inherited such that parents and offspring are identical. If these conditions are not met, we must consider alternative routes to phenotypic change.
Let us fi rst consider individual variation on the phenotype of individuals throughout their lifetimes (second term in Equation 1.2). Behavioural traits are often highly labile. If there is either adaptive or nonadaptive plasticity (reaction norms), we can expect environmentally driven changes in a population from one year to the next ( Chapter 11 ). For example, if individuals tend to fl ee from predators, then years of predator abundance will see more movement than years when predators are scarce. Similarly, individual learning (see Chapter 4 ) or ontogenetic (developmental) change can produce differences in behaviour over time.
Such changes can be usefully classifi ed according to their degree of reversibility. Some behaviours respond to immediate environmental conditions: fl eeing from predators can function in this way. But antipredatory behaviour can also change with age or prior experience in a unidirectional way. Unidirectional changes are common among morphological traits such as the size of an organism that show either determinate or indeterminate growth. Ontogenetic changes in animal behaviour constitute one of the four big questions posed by Tinbergen ( 1963 ) , and potential examples include the onset of breeding (which may be a plastic trait with respect to the social situation, Carrete et al. 2006 ) , irreversible effects of early experience on future habitat choice ( Stamps 2006 ) , and the increase in helping behaviours at senescing ages ( Richardson et al. 2007 ) . Understanding the effect of directional developmental change on changes in the mean phenotype requires tracking the population's cohort or age structure (for a Price equation approach expanded to account for the component of agestructure, see Coulson and Tuljapurkar 2008 ) .
Consider the most extreme case: completely reversible environmental plasticity where individual behaviour is instantly and completely determined by the environment, and the environment varies over time but is experienced in the same way by all individuals. In such a case, individual phenotypes vary over time but no individual differs from another (because they respond to environmental variations in an identical trait). Consequently, all selective components (covariances) disappear. The observable change in behaviour is now completely determined by plasticity tracking the environment (second term in Equation 1.2). Note that this scenario does not say anything about whether the behaviour is adaptive.
Finally, behavioural ecology must consider the last term in Equation 1.2, parent-offspring differences. There are several reasons why this component is important; above we already discussed parent-offspring differences as a source of variation that can counteract selection in the context of migratory bird arrival times. These differences are impacted by several different biological processes. Maternal effects can be important in determining offspring traits such as dispersal ( Massot et al. 2002 ) and territorial behaviour ( Stapley and Keogh 2005 ) . Similarity between parents and offspring (i.e. a diminishing of parent-offspring differences) can also occur for habitat choice through imprinting on the natal habitat ( Davis and Stamps 2004 ) or, more simply, by common environmental effects due to spatial heterogeneity and low dispersal. Social learning is another common route to similarity (as may happen with cultural evolution, e.g. Bentley et al. 2004 ; see also Chapter 4 ).
Of course, the most commonly studied mechanism of parent-offspring similarity in evolution is that which arises through genetic factors. For genetic factors to be of great importance, parentoffspring differences arising via other mechanisms should be small, leading to a dominating assumption in much of behavioural modelling that the mode of inheritance is not a constraint for evolution in the long term ( Parker and Maynard Smith 1990 ) . This is justifi ed in models predicting broad patterns of evolutionary outcomes in the long term (e.g. to answer questions such as whether higher related-ness promotes the evolution of cooperation across species, Cornwallis et al. 2010 ) , considering that parent-offspring similarity is high in the long run even though environmental fl uctuations may swamp it when viewed over short periods of time.
However, this justifi cation for adaptation breaks down when we are concerned with population persistence under acute environmental change. In this case, our interest shifts from studying the long-term ability of natural selection in solving problems to estimating the rate of evolutionary change over a much shorter timescale when the population is unlikely to be at evolutionary equilibrium. In such a context, the question is often: will the behavioural response be adaptive in the timescale of the environmental change, or will it be maladaptive ( Gomulkiewicz and Houle 2009 ; Futuyma 2010 ) ? For this, deviations from zero in the last term in the Price equation play a key role. Behaviours display heritabilities similar to other phenotypic traits ( Stirling et al. 2002 ) , but they are simultaneously susceptible to an unusually diverse plethora of mechanisms governing parent-offspring similarities, including learning, imprinting, and cultural transmission. The relative role in each factor diminishing or heightening parent-offspring differences could be fruitfully studied in a more integrative fashion.
When does behaviour change adaptively?
The breakdown of components presented above serves as a framework for understanding how different mechanisms affect a mean change in population behaviour, but it also helps us to reason whether such change will be adaptive. For a change to be adaptive it must go in the direction indicated by the selective components (i.e. the two added covariances in Equation 1.2). However, simultaneously, a population can also manage to persist in novel environments without adaptive change. For example, if all individuals are able to respond to, and fl ee, from a novel predator, phenotypic tracking without adaptive change can be suffi cient to rescue a population.
In general, there is no guarantee that all components of the Price equation will point in the same direction (have the same sign). According to the idea of counter-gradient selection ( Conover and Schultz 1995 ) , selection and genetic change may oppose an environmental effect, leaving no net phenotypic change. A non-behavioural example of this is the orange hue of Trinidadian guppies, which shows marked differences across populations sharing the same diet, but due to variation in food availability, most differences vanish in the fi eld ( Grether et al. 2005 ) . This example highlights that a lack of phenotypic differences does not exclude genetic population differences.
The genotype-phenotype map has an interesting relationship to selection. Selection can only act on variation that is expressed at the phenotypic level, but it cannot result in an evolutionary response unless the differences in phenotypes have a genetic basis. Hence, highly plastic traits can experience strong selection but, due to their low heritability, little evolutionary response.
Adaptive plasticity, however, has been argued to favour evolution in a different manner: it brings the phenotype closer to the adaptive peak, increasing population size and, consequently, the opportunity to display genetic variation closer to the optimum ( Ghalambor et al. 2007 ; Fierst 2011 , also see Chapter 11 ). In the context of learning, this is known as the Baldwin effect, whereby learning to cope with a new selective pressure allows the population and its genetic variation to persist, allowing future selection and evolution on the learned trait ( Baldwin 1896 ; Chapter 4 ).
The amount of additive genetic variation present is indeed a strong predictor of how well populations manage to evolve to new adaptive peaks. Heritabilities of traits can only become high if there is ample additive genetic variation. This results in high parent-offspring similarity, and phenotypic changes under these conditions are more closely dictated by selection. Interestingly, life history theory predicts that heritabilities should only remain high for traits that are not strong predictors of fi tness due to higher genetic variation ( Bulmer 1989 ; Charmantier and Garant 2005 ) . This prediction arises because selection in the past should have weeded out inferior genotypes if these recurrently, generation after generation, give rise to individuals displaying poor fi tness; yet a review of empirical studies showed that the low heritability of fi tnessrelated traits is due to higher environmental variation, rather then lower genetic variation ( Houle 1992 ) .
In the context of environmental change, lower heritabilities can be a worrying result: it means that those traits that matter most to how well individuals perform might be the fi rst ones to run out of genetic variation should a changed trait value suddenly become optimal. Horizontal transmission of traits will also tend to increase parent-offspring differences and therefore slow down adaptive change ( Helanterä and Uller 2010 ) . For example, if individuals learn new foraging techniques from their peers, the underlying genetic differences in foraging ability will be smaller, and the response to selection will be weaker. Under such a scenario, genetic adaptation will not happen at the same pace as one would see without plasticity and learning.
We have, above, concentrated on the factors that facilitate or hamper genetic adaptation. In a conservation context, the hidden assumption is often that only genetic adaptation can rescue populations in the long term (see discussion on evolutionary rescue in Chapter 16 ). However, our earlier example of individuals fl eeing from predators shows that behaviour can also change (more fl eeing) without genetic evolution. Likewise, if individuals are not genetically adapted to, say, urban environments, but can compensate by learned behaviours passed on vertically and horizontally, the population is just as likely to persist. Indeed, plasticity, when not too excessive, has been shown to buffer populations against environmental variability in a way that can enhance population stability ( Reed et al. 2010 ) .
A different and graver concern is that not all change, whether genetic or non-genetic, occurs in an adaptive direction. Maladaptive behaviours might be horizontally transmitted. There is, for example, evidence that individuals may choose their habitat based on conspecifi c attraction. If some individuals make sub-optimal choices, these can become perpetuated ( Stamps 2001 ; Nocera et al. 2006 ) . Distinguishing between mechanisms of genetic and cultural inheritance in models of social evolution has been shown to yield markedly different evolutionary predictions ( Lehmann et al. 2008 ) . In the following section we will have a more detailed look at maladaptation and adaptation by making the population-level response explicit in terms of population size. This shows that while maladaptation is often bad news for the persistence of a population, fi tness changes can become masked by density dependence. More paradoxically still, there are scenarios where even adaptive evolution can hamper population size.
Demography as a cause and consequence of behavioural adaptation
For all the beauty of the Price equation approach, it is not exempt from drawbacks. Population change can be decomposed in many ways, and unsurprisingly, the attention of a researcher subsequently becomes focused on what the method singles out. The equation remains true when, say, population size varies over time, but since the approach does not contain explicit terms for such changes, it does not encourage thinking about population sizes per se ( Rice 2008 ) . The reason to focus on this is that changes in behaviour are likely to affect demography and population size while, at the same time, population size can be an important factor infl uencing adaptation ( Kokko and López-Sepulcre 2007 ) .
A relatively popular avenue of theoretical work is to examine whether adaptation can proceed fast enough to avoid extinction when the environment changes to a state where the original phenotypes perform so poorly that extinction will follow unless there is evolutionary change ( Chapter 16 ). Among such modellers, Gomulkiewicz and Holt ( 1995 ) were the fi rst to point out that it is not suffi cient to predict a deterministic trajectory where a population fi rst declines after the environmental change occurs and then gradually bounces back (growth now occurs as the remaining individuals are those whose traits allow them to survive and reproduce in the novel environment). The reason why this is not guaranteed to avoid extinction, even if some individuals possess traits that allow them in principle to form a new source population, is that populations can be driven to very low sizes during the dangerous maladapted phase, and small popula-tions are known to be vulnerable to extinction through demographic stochasticity (the factor considered by Gomulkiewicz and Holt 1995 ) as well as many other stochastic factors ( Traill et al. 2010 and references therein). The milder the initial maladaptation, and the larger the initial population, the better the prospects of an evolutionary rescue (the continued persistence of the population that relies on adapting to the new environment, Gomulkiewicz and Holt 1995 ) .
Recently, Chevin and Lande ( 2010 ) have investigated the general question of both plasticity and genetic evolution in density-regulated populations; they also assume that the degree of plasticity can either be constant or can, itself, evolve. Again, the environment is assumed to shift abruptly, and then the population either experiences evolutionary rescue or, failing to do so, goes extinct. They show what Gomulkiewicz and Holt ( 1995 ) in their Discussion already suspected: the density-independent scenario investigated by Gomulkiewicz and Holt ( 1995 ) is a best-case scenario, because density dependence tends to depress population growth. Chevin and Lande ( 2010 ) however also pointed out that if we include phenotypic plasticity, it keeps populations afl oat much better than mere genetic evolution is able to.
This can be exemplifi ed with a specifi c scenario. In the context of habitat choice, it has long been known that environmental change can produce 'ecological traps' ( Schlaepfer et al. 2002 ) . In a trap situation, individuals use out-dated cues of habitat quality and prefer habitats that have become worse than the (non-preferred) alternatives, or prefer to reside in places that have not previously existed (manmade habitats) and that pose unanticipated dangers (also see Chapter 5 ). The population dynamics of such cases are interesting. If the population remains large, then many individuals will be forced to breed in the non-preferred but safe B habitat. But if for any stochastic reason (say, a harsh winter) the population falls to low levels, then most survivors can follow their maladaptive preference for A and the entire population may become a sink-followed by extinction via an Allee effect ( Kokko and Sutherland 2001 ) . In this setting, there is clear scope for evolutionary rescue. Kokko and Sutherland ( 2001 ) showed that either genetic adaptation or learning can rescue populations, but a very simple rule of phenotypic plasticity works much better than all alternatives. If individuals simply imprint on the type of habitat in which they were born, and preferentially breed in similar habitats, then populations almost immediately switch to near-optimal habitat use. This is because most individuals that are alive at any point in time must have been born in habitats that allow for successful breeding.
We do not know at present, however, how general such fi ndings are. Theoretical effort on this important topic appears relatively scattered, with no systematic effort yet existing to work out precisely what kind of phenotypic change (or lack of change), or which kind of population regulation, should impair population persistence under environmental change. Simple rules of thumb may often work well: large population sizes not only buffer species against the demographic processes that cause vulnerability, but also create a more optimistic outlook for coping with new evolutionary challenges. Refl ecting such principles, birds inhabiting large landmasses have been shown to have faster rates of molecular evolution than those confi ned to islands ( Wright et al. 2009 ), and in the realm of microbial evolution there is even direct empirical support for the role of initial population size and genetic variation in promoting evolutionary rescue ( Bell and Gonzalez 2009 ) . The issue of evolutionary rescue is dealt with more extensively in Chapter 16 .
Does adaptation always enhance persistence? No
There is one more point that is as intellectually exciting as it is worrying: adaptation itself might not always be in the best interest of a species when environments change. To understand this somewhat counterintuitive point, it is important to remind oneself that selection is much stronger at the level of the gene, or individual, than at higher levels. A population-detrimental behaviour can spread if there is no active policing against it, and if the behaviour causes a relative fi tness advantage for its bearer ( Rankin et al. 2007 ) . Sexual confl ict is a clear example (see Chapter 15 ), and one does not even have to think about the damaging consequences of extreme male behaviours (that sometimes kill females that males are attempting to fertilize, Reale et al. 1996 , Shine et al. 2001 ; for evolutionary and population dynamic predictions see Rankin et al. 2011 ) to understand that adaptation can lead to a decline of the population. For example, male-male competition often favours large males, and this can place a large energetic burden on the females that raise male offspring as well as reducing equilibrium population sizes if these large males continually eat more food per capita than the females do. This reduction of what is available for the reproductive fraction of the population then effectively decreases the carrying capacity of the habitat ( Kokko and Brooks 2003 ) . Thus, as interesting as the ability of adaptation to rescue populations, is the possibility that strong individual-level selection drives the population closer to extinction.
Conspecifi c competition can make the consequences of adaptation surprising, and this is not confi ned to the realm of male-female interactions. Consider, once again, migrant birds, and now assume that there are two behavioural options that are genetically determined: a bird might migrate or it might attempt overwintering at the breeding grounds. The advantage of migrating is that this allows the bird to escape the harshest conditions in midwinter, and thus (despite the dangers of covering large distances) presumably migration improves survival. The advantage of year-round residency, however, is that the bird will gain prior access to the best territories. This means that the best strategy is not simply determined by what balances the survival prospects: a bird may benefi t by using a strategy that yields lower survival (the overwintering attempt), because it is balanced by better breeding prospects if it survives. Depending on exactly how severe the winter is, this type of a situation can yield full migration, partial migration, or full year-round residency (Kokko 2011) , even if migrants always survive better.
If populations adapt to climate change that makes winters milder and more survivable, one expects the evolution of more residency. This indeed happens in the model of Kokko ( 2011 ) , and at fi rst sight, one might imagine that such adaptation would improve population performance too. Yet the opposite is predicted to happen: populations can dramatically decline once birds maximize their fi tness by abandoning migration. How can there be such a decline in a model that, for once, is focused on a case where climate change is assumed to have only favourable effects (wintering at the breeding grounds is assumed to become easier, while migration mortality is assumed to remain unchanged)?
The reasoning goes as follows. The basic trade-off in the model is between survival over the winter (this is better for migrants) and good breeding prospects (this is better for residents). If the relative difference between surviving in different locations diminishes-which is plausible, given that climate change is expected to have its largest effects nearer the Arctic-then birds will increasingly choose the resident option even though it is still the more dangerous one . They are rewarded for it during the summer season, which makes this choice fully adaptive, but in the summer season the success of one individual comes at the expense of another since not everyone can occupy the best territories (Kokko 2011) . One way to express this is that territorial competition is a zero-sum game, and when individuals evolve to invest more in such games (the expected outcome when the relative importance of survival diminishes relative to intraspecifi c competition for territories), the population as a whole is expected to perform worse than it did with less investment in outcompeting conspecifi cs ( Rankin et al. 2007 ). Birds battling climate change might thus, in some cases, decline not because they fail to adapt, but because they do!
Conclusions: beyond changes in the population mean of a behaviour
We have here encouraged readers to consider that there is more to behavioural change than mere adaptation. The degree to which parents and offspring resemble each other varies because of a multitude of factors, and a change from one generation to the next does not always refl ect adaptive evolution. Nor should we expect populations that adapt fastest to necessarily fare best on a changing planet: sometimes plastic responses to new situations are more adequate than adaptive evolution, and sometimes adaptation itself can lead to population decline.
While we have aimed to be comprehensive in decomposing population change to all relevant categories, it is important to repeat that any categorization tends to focus one's attention to specifi c factors at play, sometimes at the expense of other features that can prove important. Our examples are phrased in terms of a mathematical construction that describes the change in the population mean of a single behavioural trait. For long-term population and evolutionary dynamics, it is important to consider changes in the variance of the trait (see Chapter 12 ; for the relevant mathematical analysis see Coulson and Tuljapurkar 2008 ) . Sex-specifi c behaviours are a clear example where a single mean does not capture what is going on: males can be larger or smaller, behaviourally dominant or subordinate, and more or less numerous than females, with obvious consequences for population dynamics and selection ( Chapter 12 ); likewise the degree of variation among males can impact female behaviour ( Chapter 15 ). Entire suites of behaviours may evolve in interdependent ways, a scenario that can be represented by multivariate extensions of the Price equation and which has spurred the study of behavioural syndromes ( Dingemanse et al. 2010 ). Finally, a simple iteration of the Price equation does not allow us to visualize a likely important phenomenon: the evolution of plasticity and behavioural reaction norms. In essence, this would involve allowing the individual change term in Equation 1.2 to evolve: that is to be itself subject to selection, parent-offspring differences, and within individual variation. This important topic is discussed in Chapter 11 .
Acknowledging these omissions should not take away from our main point that behavioural ecologists should be open-minded about the mechanisms underlying the change in a trait-or lack thereof. The following chapters present exciting examples where learning, plasticity, genetic inheritance and other modes of trait transmission determine what happens when populations experience novel conditions. Simultaneously, we strongly encourage explicit consideration of population size, density, and sex ratio in behavioural contexts. These are not mere outcomes that a conservationist is interested in (see Chapter 17 ), but also feed back to impact, and coevolve with, further behavioural change.
