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No hay arte abstracto. Debes siempre empezar con algo.
Despue´s puedes quitar cualquier trazo de realidad.
– Pablo Picasso (1881-1973)
Esta tesis estudia los problemas relacionados con la alta dimensionalidad de los
datos en un contexto cient´ıfico de teledeteccio´n, con el fin de estimar perfiles de
temperatura en el interior de nubes gaseosas a alta temperatura (como es el caso de
una llama). El objetivo principal es identificar los problemas de las te´cnicas existentes
en este contexto pra´ctico y proporcionar soluciones.
Para ello se realiza una introduccio´n a los retos presentes en los datos de alta
dimensionalidad, y al a´rea de miner´ıa de datos que es actualmente la ma´s activa en el
estudio y tratamiento de este tipo de datos. La reduccio´n de dimensionalidad aparece
como un proceso necesario para solventar algunos de los retos planteados y mejorar
el rendimiento de los algoritmos de aprendizaje.
El resto del trabajo esta´ dividido principalmente en dos partes. Cada una de estas
partes desarrolla un camino alternativo para reducir la dimensionalidad de los datos
y solucionar as´ı los problemas relacionados con la alta dimensionalidad en el contexto
de teledeteccio´n.
En el primero de ellos, el trabajo se centra en la seleccio´n de caracter´ısticas no su-
pervisada para buscar la informacio´n relevante a la aplicacio´n. El principal problema
en la seleccio´n de caracter´ısticas es la imposibilidad de realizar una bu´squeda exhaus-
tiva debido al gran nu´mero de posibles soluciones. Por esto, se propone el uso de
conocimiento previo espec´ıfico de la aplicacio´n f´ısica a tratar, para guiar el proceso de
seleccio´n. Los resultados obtenidos muestran que esta solucio´n mejora los resultados
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en un entorno de seleccio´n no supervisado, o frente a la ausencia de seleccio´n.
La segunda parte de esta tesis se centra en la reduccio´n de dimensionalidad desde
un punto de vista de extraccio´n de caracter´ısticas. En ella se trata de abordar uno de
los problemas principales relacionados con la alta dimensionalidad, la multicolineali-
dad, buscando extraer de un modo supervisado los conjuntos de datos que mantienen
un comportamiento similar u homoge´neo. Esto va a permitir diferenciar diferentes
grupos de datos y, lograr con esta divisio´n, aplicar modelos de estimacio´n espec´ıficos
para los diferentes grupos. La aproximacio´n se basa en estructuras de grafos para in-
cluir la informacio´n local de los datos, lo cual es muy u´til en nuestra aplicacio´n. Esta
solucio´n muestra mejoras significativas en los resultados obtenidos, a la vez que per-
mite obtener estimaciones precisas para los nuevos casos. Adema´s, tambie´n posee una
interpretacio´n f´ısica y ayudara´ a un mejor entendimiento de la aplicacio´n estudiada.
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Abstract
There is no abstract art. You must always start with something.
Afterward you can remove all traces of reality.
– Pablo Picasso (1881-1973)
This thesis studies some of the problems related with high dimensional data in
a scientific context, pursuing the estimation of temperature profiles inside a hot gas
cloud at high temperature (as it occurs inside a flame). The main objective is to
identify the main disadvantages of the actual techniques in this practical context and
to provide solutions to them.
For that purpose we introduce currently known challenges related to high dimen-
sional data, and to data mining field which is the most active regarding the study and
processing of this type of data. The dimensionality reduction appears as an important
step to solve some of the established challenges and to improve the performance of
machine learning algorithms.
The work is mainly divided into two parts. Each one of them develops an alter-
native to reduce the dimensionality of the data solving some of the problems related
to high dimensional data in a remote sensing environment.
The first one, focuses on unsupervised feature selection to search for relevant infor-
mation to the application. The main problem in feature selection is the impossibility
to do an exhaustive search due to the huge number of possible solutions. Thus, we
propose to use specific physical previous knowledge to guide the selection process.
The obtained results show that this solutions improves the results obtained in an
unsupervised framework or against non-selection.
The second part of the thesis is focused in dimensionality reduction from a feature
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extraction point of view. In it, we try to solve one of the problems related with high
dimensionality data, the multicollinearity. For that purpose we extract, in a supervised
mode, subsets of data which have similar behavior or are homogeneous. This allows to
find out different groups of data and, with this division, to apply specific estimation
models for the different discovered groups. This dimensionality reduction approach
is based on graph structures which is useful to include local similarity information
about the data, which is extremely useful in our application. This solution shows
significant improvements and allows better accuracy for new samples. Furthermore,
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Debido al desarrollo y ra´pido avance de las tecnolog´ıas, cada vez es ma´s comu´n
que el hombre se apoye en ellas para el almacenamiento de datos, su procesamiento
y posterior uso. En las u´ltimas de´cadas, la industria de las tecnolog´ıas de la informa-
cio´n se ha mostrado como una de las que crece con mayor rapidez, y parte de este
crecimiento es debido al desarrollo, la gestio´n, y el ana´lisis de grandes cantidades de
datos con fines cient´ıficos, me´dicos, ingenieriles y comerciales. La generacio´n de esta
gran cantidad de datos no so´lo se debe al mundo cient´ıfico, sino tambie´n a las socieda-
des, donde muchas de las acciones cotidianas de sus individuos quedan almacenadas,
generando as´ı enormes bases de datos.
Algunos ejemplos recientes de fuentes de generacio´n de datos son:
Bioinforma´tica: su proyecto ma´s renombrado es el “proyecto genoma humano”
iniciado formalmente en 1990 y concluido con e´xito en 2003. Su objetivo prin-
cipal era la identificacio´n del genoma humano, y debido a la gran cantidad de
datos involucrados fue necesario desarrollar te´cnicas de almacenamiento masivo,
nuevas herramientas de ana´lisis y visualizacio´n de datos y, ma´s gene´ricamente,
una adaptacio´n de la computacio´n a problemas propios derivados del uso de
una cantidad enorme de datos (p.e. [1, 2]).
Redes sociales y comportamientos de usuarios: el uso de ordenadores se ha ex-
tendido del mundo cient´ıfico a la sociedad general. Hoy en d´ıa es habitual el uso
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de un ordenador en las tareas cotidianas, y redes sociales como Facebook c© o
Myspace c© cuentan actualmente con ma´s de 200 millones de usuarios. El ana´li-
sis de estas redes desde un punto de vista de miner´ıa de datos (p.e. teor´ıa de
grafos) proporciona informacio´n sobre el comportamiento de los individuos e
igualmente pueden determinar el funcionamiento organizativo de una empresa,
roles individuales, o comportamientos frente a un problema. Este mismo tipo
de problemas pueden ser encontrados en banca, telefon´ıa o en cadenas de su-
permercados donde las transacciones efectuadas (compras, ventas, operaciones
en bolsa, etc.) quedan registradas y pueden ser analizadas. Estos entornos ge-
neran cada d´ıa una gran cantidad de datos que son almacenados, analizados, y
finalmente usados o vendidos.
Teledeteccio´n: existen numerosos sate´lites que recogen diariamente informacio´n
sobre la Tierra lo que genera millones de datos. Adema´s, debido al desarrollo
de la optoelectro´nica, se han comenzado a utilizar sensores hiper-espectrales
con miles de bandas, lo que aumenta en muchos casos la cantidad de datos
disponible. El ana´lisis e interpretacio´n de todas las bandas son procesos cr´ıticos
para mejorar el conocimiento sobre el objeto medido. Se presume que esta gran
cantidad de datos podra´ revelar informacio´n sobre componentes qu´ımicos y
aportar ayuda para la identificacio´n de cultivos, transmisio´n de enfermedades en
cultivos, mejorar el entendimiento de las sequ´ıas y pestes, entre otros. Tambie´n
en un futuro cercano se podra´ esperar la aplicacio´n de estas te´cnicas en otros
entornos como la medicina, o la alimentacio´n.
Todos estos ejemplos muestran como ha habido un cambio significativo durante las
u´ltimas de´cadas en lo referente a la cantidad de datos generados en nuestro entorno.
Adema´s, no parece que esta tendencia vaya a disminuir, sino al contrario parece que
seguira´ aumentando. Se desarrollan cada d´ıa nuevos sensores, se crean nuevas fuentes
de datos, y se escala a mayores densidades. Una nueva tendencia que se esta´ creando
en la sociedad es el uso de gran cantidad de datos en la vida diaria. Hoy en d´ıa, la
gente utiliza una ca´mara web para grabar fotos, subirlas a un sitio web, modificarlas,
etc. cuando hace dos de´cadas so´lo era posible hacerlo en laboratorios. Sin duda alguna,
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esta aceptacio´n social provocara´ una mayor inversio´n y desarrollo tecnolo´gico.
Investigadores y cient´ıficos del a´rea de la computacio´n han realizado enormes es-
fuerzos para desarrollar algoritmos que ayuden a los expertos de otras a´reas cient´ıficas
a entender y ganar conocimiento a partir de los datos de una manera eficiente y efecti-
va. Las a´reas de aprendizaje automa´tico y miner´ıa de datos son las dos ma´s relevantes,
y han contribuido de manera significativa en el avance y el desarrollo de herramientas
con fines cient´ıficos.
1.1. Aprendizaje automa´tico
Aprendemos, o por induccio´n o por demostracio´n.
La demostracio´n parte de lo universal; la induccio´n de lo particular.
–Aristo´teles, 384-322 a.C.
Simon (1983) define aprendizaje como ”los cambios adaptativos de un sistema que
permiten que e´ste realice la misma tarea o tareas cada vez de una manera ma´s efi-
ciente dentro de la misma poblacio´n ” [3]. Esta definicio´n es muy gene´rica y puede
acotarse a una definicio´n de lo que es el aprendizaje inductivo como ”el razonamiento
realizado a partir de un conjunto de ejemplos/casos proporcionados, para producir
reglas generales” [4]. La figura 1.1 muestra la jerarqu´ıa del aprendizaje y los bloques
sombreados muestran el entorno de trabajo de esta tesis.
El aprendizaje no supervisado y, ma´s concretamente, las te´cnicas de agrupamien-
to han sido una valiosa herramienta en diversos dominios, usadas frecuentemente por
cient´ıficos para el descubrimiento de patrones representativos en los datos. Por ejem-
plo en [5] se utiliza para encontrar estructuras similares y agrupar 3000 componentes
qu´ımicos en un espacio de 90 ı´ndices topolo´gicos. Igualmente se han desarrollado
numerosos me´todos de aprendizaje supervisado (p.e. redes de neuronas, a´rboles de
decisio´n, ma´quinas de vectores de soporte, etc.) con los que se han obtenido resultados
exitosos en muchas y diversas aplicaciones.
Mas recientemente, se ha comenzado a mostrar intere´s por el aprendizaje semi-
supervisado. Este tipo de aprendizaje trata de resolver el dilema que se presenta
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Figura 1.1: Jerarqu´ıas de aprendizaje. Los nodos sombreados se corresponden con el
aprendizaje supervisado que es objeto de esta tesis.
cuando co-existen datos con etiqueta y sin ella, o cuando el etiquetado de los datos
es muy costoso. Para ello, mediante las te´cnicas de aprendizaje semi-supervisado se
propone la utilizacio´n de todos los datos no etiquetados, as´ı como los etiquetados para
lograr una mejor precisio´n en el proceso de aprendizaje. El me´todo Co-training [6], o
algunos me´todos basados en grafos como en [7], pertenecen a este tipo de aprendizaje.
Algunas de sus aplicaciones ma´s recientes incluyen la clasificacio´n de ima´genes hiper-
espectrales [8] donde muchas de estas ima´genes no esta´n etiquetadas previamente.
1.2. Miner´ıa de datos
Una onza de conocimiento vale ma´s
que una tonelada de datos.
–Brian R. Gaines, 1989
Fayyad, Piatetsky-Shaphiro & Smyth (1996) definen miner´ıa de datos como la parte
algor´ıtmica del proceso no trivial de identificar patrones en datos de una manera va´li-
da, novedosa, potencialmente u´til, y finalmente inteligible [9]. Esta definicio´n propone
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Figura 1.2: Pasos en un proceso de descubrimiento de informacio´n en bases de datos.
por tanto la miner´ıa de datos como un paso ma´s dentro de un concepto ma´s global
denominado descubrimiento de informacio´n en bases de datos (Knowledge Discovery
in Databases KDD). El descubrimiento de la informacio´n se define como ”el proceso
de usar una base de datos junto con cualquier seleccio´n, preprocesado y transforma-
cio´n de e´sta, para aplicar algu´n me´todo de miner´ıa de datos con el fin de identificar
patrones” [9]. La figura 1.2 muestra los diferentes pasos de la metodolog´ıa y donde se
encuentra la fase de miner´ıa de datos.
Actualmente es dif´ıcil diferenciar en muchos casos un te´rmino del otro debido a
que algunos algoritmos de miner´ıa de datos (p.e. agrupacio´n espectral [10]) incluyen
de manera impl´ıcita las fases de transformacio´n o seleccio´n extendiendo, por tanto,
la fase de miner´ıa de datos hacia las fases de seleccio´n, preproceso y transformacio´n.
Sin duda, el a´rea de miner´ıa de datos es una de las que ma´s han contribuido a
la adquisicio´n de conocimiento a trave´s del ana´lisis exhaustivo de los datos. Parece
tambie´n evidente, que el desarrollo asociado a los microprocesadores ha ayudado
enormemente a su crecimiento y expansio´n, y a que hoy en d´ıa haya un mayor nu´mero
de personas trabajando en tareas de ana´lisis de datos que en otras disciplinas ma´s
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tradicionales como estad´ıstica o matema´ticas.
Aunque se han visto muchos casos exitosos en diversos campos cient´ıficos, a me-
nudo estos algoritmos carecen de las caracter´ısticas necesarias para trabajar en pro-
blemas reales como los mencionados al comienzo de este cap´ıtulo. Eso es debido a que
todos ellos son disen˜ados para problemas de escala pequen˜a, o porque hacen asuncio-
nes de partida que a menudo no se cumplen en los casos reales. Cuando se obtienen
datos de una manera masiva y de manera sistema´tica, normalmente se desconoce que
variables medidas son relevantes para el feno´meno de intere´s. De este modo, en vez
de trabajar con un conjunto de variables pequen˜o y relevante, se trabaja con datos
de alta dimensionalidad donde so´lo unas pocas variables contienen la informacio´n
deseada.
Por ejemplo, en datos de tipo hiper-espectral, los datos se corresponden con curvas
asociadas a los espectros de energ´ıa. Cada espectro de energ´ıa esta´ compuesto por
miles de longitudes de onda y cada una lleva un tipo de informacio´n. Un criterio de
bu´squeda de informacio´n relevante podr´ıa ser la bu´squeda de los picos de esas curvas.
De ese modo, cada medida es una curva que puede ser analizada para posteriormente
seleccionar las zonas correspondientes a los picos, y reduciendo as´ı su dimensionalidad.
Una de las caracter´ısticas de los datos de alta dimensionalidad es que a menudo
la asuncio´n de que D < N , y N → ∞, siendo D el nu´mero de variables y N el de
ejemplos, no se cumple. Por el contrario, suelen producirse situaciones donde D →∞
y N se mantiene. Este hecho provoca que los me´todos cla´sicos fallen y sean poco
robustos, promoviendo el desarrollo de nuevas herramientas para bases de datos de
alta dimensionalidad.
1.3. Motivacio´n y objetivos
Esta tesis se centra en el estudio de te´cnicas de descubrimiento de informacio´n
dentro de un contexto de aplicaciones cient´ıficas y, ma´s concretamente, en teledetec-
cio´n.
La motivacio´n de este trabajo de investigacio´n viene de nuestro proyecto en iden-
tificacio´n y medicio´n de part´ıculas contaminantes en atmo´sfera. En este entorno y en
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otros como en fundiciones, la estimacio´n de los perfiles de temperatura de una nube
de gases es muy valioso debido a que la temperatura proporciona informacio´n sobre
la eficiencia energe´tica o sobre condiciones atmosfe´ricas.
Actualmente, los sensores de teledeteccio´n son capaces de realizar mediciones de
emisio´n energe´tica con una resolucio´n sin precedentes. Esto es una oportunidad u´ni-
ca para lograr mejorar los resultados obtenidos hasta ahora, pero tambie´n presenta
nuevos problemas debido a la alta dimensionalidad de los datos con los que se tiene
que trabajar.
Presumiblemente so´lo hay unos pocos predictores que son clave, pero debido a la
alta dimensionalidad y a la multicolinealidad observada no es trivial encontrar estos
predictores o alguna transformacio´n que permita mejorar las estimaciones.
1.3.1. Reconstruccio´n de temperaturas en teledeteccio´n
La prediccio´n es muy dif´ıcil, especialmente sobre el futuro.
–Niels Bohr, 1885-1962
Se define teledeteccio´n como la medicio´n o adquisicio´n de informacio´n sobre un objeto
o feno´meno a trave´s de un dispositivo que no esta´ f´ısicamente en contacto con ese
objeto o feno´meno. Normalmente, se ha denominado con este te´rmino a las observa-
ciones terrestres y climatolo´gicas, aunque hoy en d´ıa tambie´n se utilizan este tipo de
mediciones en muchas aplicaciones en tierra, por ejemplo para obtener informacio´n
de lugares inaccesibles o peligrosos.
En la actualidad, la regulacio´n de sustancias perjudiciales es cada vez ma´s restric-
tiva en plantas comerciales que usan procesos de combustio´n (p.e. turbinas de gas,
calderas, incineradores). El control y la reconstruccio´n de la temperatura es un factor
importante para entender el mecanismo de combustio´n, y as´ı minimizar su impacto
medioambiental y mejorar su eficiencia [11, 12, 13, 14, 15].
Aunque tradicionalmente se han usado termopares para la obtencio´n de tempe-
raturas, este me´todo tradicional posee una variedad de inconvenientes debido a su
interaccio´n con el objeto medido. Se han realizado varios esfuerzos para utilizar me´to-
dos que no interaccionen con el objeto de medicio´n aunque la utilizacio´n de sensores
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infrarrojos multiespectrales es bastante reciente. El reto consiste en buscar un mode-
lo inverso al modelo de emisio´n de energ´ıa conocido como Ecuacio´n de Transferencia
Radiativa (RTE) [16]. Este modelo inverso permitira´ la prediccio´n de la temperatura
en futuros casos a partir de los datos correspondientes a las diferentes longitudes de
onda λ. Resaltar que a partir de ahora podemos referirnos indistintamente a este
concepto como longitud de onda λ, o como nu´mero de onda ν, siendo ν = 1
λ
.
La ecuacio´n RTE es definida como:







donde el sub´ındice ν se corresponde con las diferentes longitudes de onda, Bν{T (z)}
es la funcio´n de Planck, la cual indica la radiancia emitida por un cuerpo negro
a la temperatura T, τν(z) es el coeficiente de transmitancia entre el sensor y una
profundidad dada z para una longitud de onda ν, e I0 es la intensidad de emisio´n
inicial. Resaltar que el valor de la transmitancia τ depende, a trave´s de la ley de Beer,
de una manera no lineal del perfil de temperatura T . Esta no linealidad es debida
a la dependencia de absorcio´n de los gases con respecto a la temperatura para cada
longitud de onda.
Por tanto si se considera que no existe ninguna emisio´n inicial, es decir el te´rmino
I0,ν τν(zo) = 0, entonces la ecuacio´n 1.1 expresa la cantidad de energ´ıa emitida por
una nube de gases para cada una de las longitudes de onda ν, y a partir de ahora nos
referiremos a esto como el modelo directo.
El objetivo buscado en este trabajo es la inversa de esta ecuacio´n, es decir, dadas
las medidas de energ´ıa obtenidas por el sensor a distintas longitudes de onda ν,
queremos obtener los perfiles de temperatura T (z) asociados a esas medidas. A este
modelo se le denomina modelo inverso. A partir de ahora nos referiremos a los
datos Rν obtenidos por el sensor como a las entradas x ∈ ℜp×1, y a los perfiles de
temperatura T (z) como a las salidas y ∈ ℜs×1.
Se han realizado algunos trabajos con fines similares durante los u´ltimos an˜os.
Por ejemplo, en el a´rea de monitorizacio´n atmosfe´rica el objetivo es reconstruir el
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estado de la atmo´sfera y sus constituyentes (p.e. agua). En este contexto hemos
identificado principalmente dos aproximaciones. La primera aproximacio´n esta´ basada
en variaciones y usa el modelo directo para calcular la radiancia emitida por un estado
espec´ıfico de la atmo´sfera. Este me´todo optimiza de manera iterativa un vector de
estado en funcio´n de la distancia entre la radiacio´n medida y la estimada hasta lograr
un resultado va´lido [17]. La principal problema´tica de este me´todo es la cantidad de
tiempo necesario para lograr una solucio´n aceptable debido a que el ca´lculo del modelo
directo tiene un alto coste computacional. La segunda aproximacio´n es ma´s reciente y
esta basada en una reduccio´n de la dimensionalidad de las bandas espectrales haciendo
uso de las componentes principales [18]. Para obtener la estimacio´n final utiliza las
proyecciones de los datos originales como nuevas caracter´ısticas, y posteriormente
aplica un modelo de redes neuronales utilizando estas proyecciones como entradas.
Para el problema aqu´ı planteado hemos realizado estudios previos [19] y hemos
concluido que el comportamiento de un modelo similar al propuesto por [18], y de
otros modelos de reduccio´n tipo kernel, producen resultados con un alto grado de
desviacio´n del error entre los diferentes ejemplos.
Esta variabilidad nos induce al estudio de los motivos que la originan, y a la
bu´squeda de nuevos modelos y/o te´cnicas para reconstruir los perfiles de temperatura
a partir de los datos de energ´ıa de las distintas longitudes de onda. A continuacio´n
se presentan algunos de los problemas y retos asociados a esta aplicacio´n.
1.3.2. Retos asociados a la alta dimensionalidad de los datos
Non quia difficilia sunt, non audemus;
sed quid non audemus, difficilia sunt.
–Seneca(Epistuale Morales 104.26)
Los sensores de teledeteccio´n modernos son capaces de realizar mediciones de ra-
diancia con una resolucio´n sin precedentes. Esta alta resolucio´n en las mediciones
proporciona datos de alta dimensionalidad asociados a los espectros de energ´ıa. Esta
alta dimensionalidad en los datos de la aplicacio´n motivadora de este trabajo plantea
dos retos fundamentales en el contexto de aprendizaje supervisado.
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Primeramente, el conjunto de caracter´ısticas que describe los datos puede conte-
ner muchas caracter´ısticas irrelevantes o ruidosas, lo cual a menudo hace empeo-
rar los resultados de los algoritmos. Se han encontrado evidencias tanto teo´ricas
como emp´ıricas que muestran que la existencia de caracter´ısticas irrelevantes
y/o redundantes afectan a la velocidad y a la precisio´n de los algoritmos de
aprendizaje [20, 21, 22].
En el aprendizaje no supervisado el problema de la existencia de caracter´ısti-
cas irrelevantes concierne con su efecto sobre la distancia o medida de similitud.
Eventualmente, segu´n aumente el nu´mero de caracter´ısticas irrelevantes, la simi-
litud entre dos objetos en alta dimensionalidad tiende a desaparecer. Esto hace
que la separacio´n y/o identificacio´n de grupos sea ma´s complicada. Ha sido
probado en [23, 24], que la distancia entres dos puntos al incrementar la dimen-
sionalidad se mantiene casi constante bajo ciertas condiciones en la distribucio´n
de los datos. Esto significara´ que si consideramos una me´trica de distancia que
no sea L1, la distancia entre dos puntos tendera´ a ser 0, y el conjunto de puntos
formara´ una sola agrupacio´n.
En el aprendizaje supervisado, el aumento de caracter´ısticas irrelevantes pro-
voca un aumento de colinealidad (entre dos caracter´ısticas) o multicolineali-
dad (ma´s de dos caracter´ısticas) en los datos. El te´rmino multicolinealidad se
refiere a la gran correlacio´n (dependencia lineal) que existe entre varias varia-
bles/caracter´ısticas que de acuerdo a su naturaleza deber´ıan ser independientes.
Siguiendo el mismo razonamiento descrito para el caso de aprendizaje supervi-
sado, la multicolinealidad aumentara´ debido a que las distancias entre puntos
son menores en alta dimensionalidad y, por tanto, aumenta el nu´mero de carac-
ter´ısticas que sufren de multicolinealidad.
Los efectos de la multicolinealidad son fa´cilmente observables cuando se cons-
truye un modelo de estimacio´n. Si consideramos un modelo de regresio´n con
dos caracter´ısticas x1 y x2, y suponemos que esta´n estandarizadas eliminan-
do la media de las caracter´ısticas para cada observacio´n, y dividiendo entre la
ra´ız cuadrada de su suma corregida al cuadrado, logramos que la matriz XXT
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tenga la estructura de una matriz de correlaciones. Esta matriz tiene 1′s en la
diagonal principal y los otros te´rminos contienen la correlacio´n simple entre la
caracter´ıstica xi y la xj , siendo i y j los ı´ndices de la matriz. Entonces, el modelo
de regresio´n para los diferentes casos k puede representarse como
yk = β0 + β1xk1 + β2xk2 + ǫi k = 1 . . .m . (1.2)
Suponiendo que la salida y tambie´n esta´ centrada, entonces β0 = 0 y la solucio´n
de mı´nimos cuadrados se reduce a calcular la pseudoinversa de la matriz X+ tal
que X+ = (XXT )−1X, siendo la solucio´n del sistema β = X+YT ∈ ℜp×s siendo










siendo r12 la correlacio´n simple entre x1 y x2. Entonces, si hay multicolinealidad,
x1 y x2 esta´n altamente correladas, y |r12| → 1. En esta situacio´n, los valores de
varianza y covarianza de los coeficientes deXXT son muy grandes lo que implica
que los coeficientes de regresio´n β son vagamente estimados. Es destacable que
el efecto de la multicolinealidad se debe a la dependencia lineal casi exacta entre
las caracter´ısticas de X, y que cuando r12 → ±1 esa linealidad es exacta.
En general, siempre existe multicolinealidad en los datos y especialmente en
datos de alta dimensionalidad. Por eso debemos hablar de grados de multicoli-
nealidad (severa o suave) en vez de su existencia o ausencia. Uno de los posibles
efectos de la multicolinealidad severa es la degradacio´n del proceso de aprendiza-
je. Este efecto no es causado por la propia multicolinealidad sino por su falta de
homogeneidad. As´ı, si la nueva prediccio´n se hace en la regio´n del espacio de en-
trada donde ocurre la multicolinealidad, se obtendra´n resultados satisfactorios,
porque aunque el te´rmino individual βj sea mal estimado, la funcio´n
∑p
j=1 βjxij
puede ser bien estimada. Esta falta de homogeneidad hace que pequen˜as varia-
ciones en el conjunto de los datos usados provoque grandes variaciones en los
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modelos aprendidos. Este factor de gran variabilidad en el aprendizaje es real-
mente el que provoca el empeoramiento del proceso, afectando tanto a modelos
lineales como no lineales.
El segundo gran problema es causado por la dispersio´n en los datos que
ocurre especialmente cuando se trabaja en alta dimensionalidad. Aunque, como
se ha comentado, toda esta generacio´n y tratamiento de grandes cantidades de
datos es moderadamente reciente, ya en 1961 Bellman acun˜o´ la hoy bien conoci-
da frase de “la maldicio´n de la dimensionalidad” [25] en relacio´n a la dificultad
de optimizacio´n por enumeracio´n exhaustiva en espacios de productos. Con es-
ta frase, Bellman nos recuerda que si consideramos una malla cartesiana con
unidad de equiespaciado 1
10
de la unidad de un cubo de 10 dimensiones, ten-
dremos 1010 puntos; pero si el cubo tiene 20 dimensiones, entonces tendremos
1020 puntos. Su interpretacio´n fue: que si el objetivo es optimizar una funcio´n
en el espacio continuo del dominio del producto de un par de docenas de di-
mensiones haciendo una bu´squeda exhaustiva en su espacio discreto, fa´cilmente
nos encontraremos realizando trillones de evaluaciones de la funcio´n.
En la aproximacio´n de funciones, si deseamos aproximar una funcio´n con D
variables de entrada y u´nicamente conocemos que es una funcio´n de Lipschitz1,
entonces necesitamos del orden de (1
ǫ
)D evaluaciones en la malla para obtener
una aproximacio´n con un error uniforme ǫ. Si se desea realizar una estimacio´n,
la alta dimensionalidad de los datos afecta en la convergencia del l´ımite superior
del error. De este modo, es necesaria una gran cantidad de ejemplos para reducir
el l´ımite, y adema´s su convergencia es muy lenta a medida que aumenta la
dimensio´n.
En nuestro caso el nu´mero de ejemplos disponibles no es mucho mayor que el
nu´mero de dimensiones de esos datos. Por lo tanto, nos encontramos con un
problema cuando deseamos aproximar a una funcio´n objetivo debido al mal
1Una funcio´n de Lipschitz es un requisito de continuidad de una funcio´n donde dado f : X → Y , y
siendo dx y dy las me´tricas de la funcio´n en X e Y , se cumple que : dy(f(x1), f(x2)) ≤ K ·dx(x1, x2).
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acondicionamiento de los datos.
Para aliviar estos problemas, muchos algoritmos de aprendizaje son a menudo pre-
cedidos por una reduccio´n de dimensionalidad. Siguiendo la clasificacio´n en [26], las
diferentes posibles aproximaciones para reducir la dimensionalidad se encuentran cla-
sificadas principalmente en dos grupos : la seleccio´n de caracter´ısticas y la extraccio´n
de caracter´ısticas.
Los me´todos basados en la seleccio´n de caracter´ısticas tratan de realizar una se-
leccio´n o´ptima de un subconjunto de caracter´ısticas de acuerdo a la funcio´n objetivo.
La mayor´ıa de los estudios relacionados con la seleccio´n de caracter´ısticas pertenecen
a problemas de clasificacio´n [21, 27, 28, 29], y de regresio´n [30].
Por el contrario, las te´cnicas de transformacio´n de caracter´ısticas no esta´n limita-
das a usar u´nicamente un subconjunto de las variables originales, sino que se crea un
conjunto pequen˜o de nuevas caracter´ısticas realizando una transformacio´n general a
partir de los datos de alta dimensionalidad. Normalmente esta transformacio´n involu-
cra todas las caracter´ısticas y puede ser lineal o no lineal. Igualmente, las te´cnicas de
extraccio´n de caracter´ısticas pueden ser supervisadas o no supervisadas, dependiendo
de que se utilicen las variables de salida o no. Nos referimos a te´cnicas no supervisa-
das cuando la extraccio´n de caracter´ısticas se realiza utilizando u´nicamente la matriz
de datos de entrada y sin usar la informacio´n de salida. El ana´lisis de componentes
principales (PCA) [31], tambie´n conocido como la transformacio´n Karhunen-Loeve
o simplemente transformacio´n KL, es posiblemente el me´todo de extraccio´n de ca-
racter´ısticas ma´s conocido. Es comu´n referirse como principal component regression
(PCR) cuando estas nuevas caracter´ısticas son utilizadas con fines de regresio´n.
Entre estas dos aproximaciones, la seleccio´n de caracter´ısticas tiene la ventaja de
que el subconjunto de caracter´ısticas final puede tener un significado inteligible y
puede ayudar a un mejor conocimiento sobre la problema´tica tratada. Por el contra-
rio, los me´todos de transformacio´n utilizan todas las caracter´ısticas para buscar una
transformacio´n que ayude a representar mejor el problema. A menudo, la seleccio´n de
caracter´ısticas es considerada ma´s general que la extraccio´n por considerarse como un




Figura 1.3: Conjunto de datos conteniendo una caracter´ıstica (C3) irrelevante para
su clasificacio´n.
caso especial de transformacio´n. Por ejemplo, el me´todo LASSO [32] realiza de mane-
ra embebida una seleccio´n usando ℓ1
2 como me´trica de penalizacio´n y estableciendo
as´ı que caracter´ısticas son o no son u´tiles en el modelo.
Normalmente todas estas te´cnicas de reduccio´n de dimensionalidad se asientan
sobre un concepto de ”relevancia” para realizar la seleccio´n o la transformacio´n de
caracter´ısticas. Por ejemplo, PCA preserva la varianza de los datos realizando una
transformacio´n lineal a partir de las variables originales. Por tanto, uno de los grandes
retos para disen˜ar una te´cnica de reduccio´n de dimensionalidad es establecer el criterio
para definir este concepto de ”relevancia”. Hay que tener en cuenta que, a menudo, un
mismo criterio puede tener buenos resultados para un conjunto de datos, pero puede
comportarse muy mal para otro distinto. Por ejemplo, si consideramos la te´cnica PCA,
pueden construirse situaciones para las que la direccio´n de ma´xima varianza de los
datos no es la mejor solucio´n para separar los distintos grupos. La figura 1.3 muestra
visualmente ese efecto, donde la componente principal esta´ muy pro´xima a la direccio´n
de la caracter´ıstica C3 que a su vez proporciona una mala separacio´n entre los grupos.
Debido a estas dificultades, la reduccio´n de dimensionalidad es una cuestio´n que
presenta diversos problemas y sigue siendo actualmente motivo de investigacio´n [29].
2ℓ1 es la norma del espacio vectorial de dimensio´n 1 y queda definida como su valor absoluto |v|.
CAPI´TULO 1. INTRODUCCIO´N 15
1.3.3. Objetivos
El objetivo de esta tesis es la estimacio´n de los perfiles de temperatura de una
llama a partir de la radiacio´n que emite.
Cuando una combustio´n no se realiza de manera completa emite elementos conta-
minantes, y la temperatura aparece como un para´metro clave para la monitorizacio´n
y control de estos procesos. Por tanto, su estimacio´n es muy valiosa debido a que
proporciona informacio´n sobre la eficiencia energe´tica de una combustio´n.
Para lograr este objetivo es necesario estudiar los problemas que presenta la alta
dimensionalidad en este contexto y, desarrollar soluciones que permitan extraer la
informacio´n relevante para as´ı obtener estimaciones precisas.
Existen dos aproximaciones fundamentales para reducir la dimensionalidad, la
seleccio´n y la extraccio´n de caracter´ısticas. La seleccio´n de caracter´ısticas tiene una
propiedad muy u´til para la aplicacio´n propuesta. Esta propiedad es la obtencio´n de
un subconjunto de caracter´ısticas originales las cuales se corresponden con diferentes
longitudes de onda propiciando tanto una interpretacio´n f´ısica como el disen˜o de
sensores espec´ıficos. Por esto, un objetivo sera´ el desarrollo de una te´cnica de reduccio´n
de dimensionalidad, basada en la seleccio´n de caracter´ısticas, la cual proporcione un
subconjunto de caracter´ısticas originales representativas para la estimacio´n.
A priori, es lo´gico pensar que la utilizacio´n de todas las caracter´ısticas para realizar
la estimacio´n proporcionara´ mejores resultados. Por eso tambie´n se presenta como un
segundo objetivo el desarrollo de un me´todo de reduccio´n de dimensionalidad que
utilice todas las caracter´ısticas y obtenga resultados con la mayor precisio´n posible.
Para poder lograr estos objetivos es necesario la identificacio´n previa de los pro-
blemas que surgen al aplicar te´cnicas ya conocidas pertenecientes a los campos de
aprendizaje automa´tico y miner´ıa de datos.
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1.4. Solucio´n: Seleccio´n de caracter´ısticas basada
en caracter´ısticas no redundantes e informa-
cio´n previa
En la primera solucio´n planteada en esta tesis, el problema de la alta dimensio-
nalidad ha sido tratado desde una aproximacio´n de seleccio´n de caracter´ısticas no
supervisada. Esta seleccio´n tiene dos ventajas principales. La primera es que al ob-
tener un subconjunto de las variables originales se facilita la interpretabilidad de los
resultados y aumenta el conocimiento sobre el problema, o incluso puede corroborar-
se informacio´n sobre el problema previamente presumible o ya conocida, permitiendo
as´ı la validacio´n en ambos sentidos. La segunda es que este conocimiento permite
el disen˜o de sensores espec´ıficos para ese subconjunto de caracter´ısticas obtenidas,
siendo muy u´til en problemas con contextos espec´ıficos y menos gene´ricos que los
estudiados en esta tesis.
Dado el conjunto de datos de alta dimensionalidad correspondiente a los espectros
de energ´ıa, el me´todo propuesto se basa en realizar una seleccio´n de caracter´ısticas
utilizando la estructura de las direcciones principales obtenidas por el ana´lisis de
componentes principales. Simulta´neamente se analiza la informacio´n f´ısica conocida a
trave´s de la funciones de peso asociadas a la ecuacio´n de transferencia radiativa. Esto
es explicado con ma´s detalle en la seccio´n 3.3. Por ahora es suficiente conocer que
esta informacio´n, conocida a priori, establece una aproximacio´n a la probabilidad de
que una caracter´ıstica este´ relacionada con una determinada informacio´n de salida.
Finalmente, se establece un compromiso entre la reduccio´n de dimensionalidad pro-
porcionada por el ana´lisis de las estructuras de las componentes PCA y la informacio´n
f´ısica de que se dispone. Para ello se aplica una seleccio´n de caracter´ısticas sobre los
vectores de direccio´n principales teniendo en cuenta la informacio´n f´ısica asociada a
cada caracter´ıstica.
De este modo, se soluciona uno de los problemas que presenta la te´cnica PCA el
cual se debe a que la nueva base preserva la varianza en los datos pero no necesaria-
mente proporciona una representacio´n con significado, es decir, que no se corresponde
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con cualidades f´ısicas. Adema´s, el uso de la informacio´n a priori va a evitar seleccionar
caracter´ısticas redundantes, dispersando las caracter´ısticas seleccionadas a lo largo de
todo el espectro.
Existen dos problemas principales para el desarrollo de esta propuesta:
1. co´mo generar la combinacio´n de criterios entre la te´cnica PCA y la informacio´n
f´ısica
2. co´mo establecer el nu´mero de caracter´ısticas a seleccionar y que´ grado de va-
riabilidad debe ser mantenido.
El primer problema planteado se corresponde realmente con el establecimiento del
criterio de ”relevancia” que antes se ha mencionado. Nosotros hemos propuesto usar
un selector de ma´ximos locales que simulta´neamente busca aquellos coeficientes de
mayor valor y, por tanto, con ma´s informacio´n, pero tambie´n mantiene la dispersio´n
de la seleccio´n buscando diferentes caracter´ısticas (asociadas con distintas longitudes
de onda y por tanto cualidades f´ısicas) de manera que se mantenga la diversidad
de la informacio´n seleccionada. Recientemente, en otros estudios [33] se ha utilizado
tambie´n las direcciones obtenidas por PCA para reducir la redundancia de las carac-
ter´ısticas en el proceso seleccio´n, pero al no disponer de informacio´n a priori realizan
una agrupacio´n sobre los coeficientes de las direcciones principales, para finalmente
elegir una caracter´ıstica representante para cada grupo obtenido.
Con respecto al segundo problema, habitualmente se utiliza el valor de la va-
rianza acumulada para determinar el nu´mero de dimensiones mı´nimo necesario para
conservar la varianza del espacio original. Tambie´n es muy comu´n buscar el ”bajo
codo” de la representacio´n de la varianza acumulada o scree graph [31]. Nosotros
hemos utilizado el criterio de la varianza acumulada para seleccionar el nu´mero de
dimensiones y despue´s hemos asignado un nu´mero de caracter´ısticas a seleccionar en
cada una de ellas. El me´todo propuesto ha superado a otras te´cnicas de reduccio´n de
dimensionalidad utilizadas en este contexto.
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1.5. Solucio´n: Extraccio´n de caracter´ısticas y
bu´squeda de modelos homoge´neos.
La segunda parte de esta tesis investiga la utilizacio´n de te´cnicas de extraccio´n de
caracter´ısticas en datos de alta dimensionalidad aplicados a la teledeteccio´n. Como ya
se ha comentado en el apartado 1.3.2, uno de los problemas al que nos enfrentamos al
tratar los datos de alta dimensionalidad pertenecientes al problema de reconstruccio´n
de temperaturas es la multicolinealidad. Recordar que los efectos de la multicolinea-
lidad se muestran o acentu´an especialmente cuando existe falta de homogeneidad en
los datos. En la pra´ctica, esto se ve reflejado en que pequen˜as variaciones en el con-
junto de los datos usados provocan grandes variaciones en los modelos aprendidos
empeorando el proceso de aprendizaje.
Si nos referimos a falta de homogeneidad en un problema de regresio´n estamos
diciendo que las relaciones entre el conjunto de datos de entrada y de salida esta´n
mezcladas, estableciendo relaciones equ´ıvocas entre los dos conjuntos de datos.
En consecuencia, vamos a estar interesados en descubrir que´ subconjuntos de
datos asociados a un contexto f´ısico espec´ıfico pueden ser estimados correctamente
independientemente del resto de subconjuntos. De esta manera, se va a caracterizar
el problema en diferentes modelos que poseen caracter´ısticas similares, tanto desde
un punto de vista del aprendizaje de estos modelos, como desde un punto de vista
f´ısico.
En la aplicacio´n de teledeteccio´n en la que se ha desarrollado este trabajo, este
tipo de estudio va a proporcionar dos valores importantes. El primero es que los
cient´ıficos pueden obtener informacio´n para identificar que´ tipo de problemas reales
pueden ser abordados como si se tratasen de un u´nico sistema, y aplicar un modelo
homoge´neo y espec´ıfico para su resolucio´n. El segundo valor es que permitira´ abordar
el problema global utilizando todas las caracter´ısticas y logrando una mayor precisio´n
en las estimaciones.
La segunda solucio´n propuesta en esta tesis es aprender un modelo que capture
la correlacio´n entre las estructuras de dos conjuntos de datos, manteniendo al mis-
mo tiempo la estructura local de cada uno de ellos. La bu´squeda de una estructura
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intr´ınseca a los dos conjuntos de datos y que mantenga su homogeneidad permite una
divisio´n del modelo global en varios modelos locales a la vez que se alivia el problema
de la multicolinealidad.
Para ello, asumimos que existe un subespacio comu´n a ambos espacios de entrada
y salida, y e´ste contiene la estructura con la informacio´n que buscamos. Para poder
realizar esta aproximacio´n es necesario:
1. definir el modo en el que se mide la distancia entre los diferentes ejemplos y la
te´cnica de representacio´n.
2. detectar las estructuras de los subespacios para encontrar zonas homoge´neas de
datos y agruparlas
3. elaborar diferentes modelos para los diferentes sub-conjuntos de ejemplos iden-
tificados como homoge´neos.
El primer punto se corresponde con la me´trica utilizada para establecer la distan-
cia entre dos ejemplos y el modo de representar dicha distancia. Para esto vamos a
seguir una representacio´n basada en grafos la cual nos permite incorporar tanto in-
formacio´n local como global de una manera sencilla [34, 35, 36] pudiendo as´ı explotar
la homogeneidad local de los datos.
En cuanto al modo de detectar las estructuras en el nuevo subespacio generado
utilizamos un algoritmo basado en densidades debido a que los conjuntos de datos que
posean caracter´ısticas de homogeneidad quedara´n en una misma zona del subespacio
generado frente a otros grupos. Un resumen de algunas de las caracter´ısticas de varios
de estos algoritmos basados en densidades puede encontrarse en [37].
El tercer paso de la propuesta consiste en construir diferentes modelos de estima-
cio´n para los diferentes sub-conjuntos obtenidos. En nuestro caso, se utilizan modelos
lineales debido a que la propuesta se ha basado en la localidad lineal de los datos y
por tanto los modelos de estimacio´n podra´n tambie´n ser lineales.
Adema´s, esta aproximacio´n propuesta abre una nueva forma de abordar problemas
de regresio´n en alta dimensionalidad debido a que la reduccio´n de la dimensionalidad
del modo planteado esta´ muy relacionada con la agrupacio´n de datos y, por tanto,
con la discriminacio´n entre modelos.
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1.6. Organizacio´n
El resto de esta tesis esta´ organizada como sigue. El cap´ıtulo 2 realiza una ex-
plicacio´n de la f´ısica de una combustio´n haciendo especial hincapie´ en los elementos
importantes para aplicaciones de teledeteccio´n.
La Parte I contiene los cap´ıtulos del 3 al 5, y estudia la seleccio´n de caracter´ısticas
no supervisada en datos de alta dimensionalidad usando informacio´n a priori. El
cap´ıtulo 3 hace una introduccio´n a los conceptos generales necesarios para poder
desarrollar la te´cnica propuesta de seleccio´n, la cual combina la informacio´n f´ısica
y estad´ıstica, y es explicada en el cap´ıtulo 4. El cap´ıtulo 5 muestra los resultados
obtenidos al aplicar dicha te´cnica.
La Parte II contiene los cap´ıtulos del 6 al 8 donde se estudia el problema de la
bu´squeda de modelos homoge´neos en los conjuntos de datos de entrada y salida. El
cap´ıtulo 6 hace una introduccio´n a la terminolog´ıa de grafos y a la reduccio´n de
dimensionalidad usando grafos de similitud. Estos conceptos son necesarios para el
desarrollo de nuestra propuesta que se muestra en el cap´ıtulo 7. El cap´ıtulo 8 recoge
los resultados obtenidos correspondientes a esta segunda parte y sus conclusiones. Fi-
nalmente, el cap´ıtulo 9 presenta las conclusiones generales obtenidas con el desarrollo
de esta tesis y se resumen las contribuciones que hemos realizado.
Cap´ıtulo 2
F´ısica de la combustio´n
Este cosmos, el u´nico, no lo hizo un dios ni un hombre,
sino que siempre fue, es y sera´, Fuego siempre vivo
que se propaga siguiendo un patro´n, y se extingue segu´n un patro´n
–Hera´clito (Filo´sofo griego)
2.1. Introduccio´n. Procesos de combustio´n y su
control
Los procesos de combustio´n han estado ı´ntimamente ligados a la actividad coti-
diana del hombre desde la prehistoria con la aparicio´n del fuego. Hoy en d´ıa siguen
siendo casi en un 95% la fuente principal de energ´ıa, adema´s de estar involucrados
en muchos procesos industriales. El principal inconveniente que presentan es la con-
taminacio´n atmosfe´rica que generan. Aproximadamente un 90% de la polucio´n tiene
su origen en estos procesos de combustio´n. Otro problema asociado, es la previsible
futura escasez de combustibles fo´siles que son la principal fuente de energ´ıa.
Frente a estos problemas, el enfoque medioambiental ma´s correcto es el de la
prevencio´n. Para evitar en lo posible las emisiones contaminantes y contribuir al
ahorro energe´tico, es necesario un conocimiento profundo de estos procesos, as´ı como
una mejora y control de la eficiencia de los sistemas de combustio´n.
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Una llama esta´ generada por una reaccio´n qu´ımica de oxidacio´n entre un reactivo y
un oxidante, que se autopropaga y en la que se desprende calor (reaccio´n exote´rmica).
El reactivo o combustible puede ser so´lido, l´ıquido o gas, y el oxidante suele ser ox´ıgeno
puro o aire. En estas reacciones hay adema´s un transporte de calor y una difusio´n de
las especies reactivas. Los productos de esta reaccio´n son principalmente H2O , CO2
,y nitro´geno molecular [38], pero tambie´n se suelen observar otros tales como CO e
hidrocarburos inquemados, cuando la combustio´n no se realiza de forma completa, y
o´xidos de nitro´geno (NO2 y NO) cuando se alcanzan temperaturas elevadas.
La monitorizacio´n precisa del proceso de combustio´n en un horno industrial juega
un papel fundamental tanto para optimizar el propio proceso de combustio´n, mini-
mizando las pe´rdidas energe´ticas, como para controlar la produccio´n y emisio´n a la
atmo´sfera de estos gases contaminantes y part´ıculas. En algunos casos es posible rea-
lizar manualmente el proceso de monitorizacio´n a partir de la experiencia del operario
combinada con informacio´n parcial proporcionada por algu´n sistema de control. Sin
embargo, en la mayor´ıa de los casos es necesario un sistema inteligente y automa´tico
de control para asegurar la correcta monitorizacio´n del proceso.
Uno de los para´metros ma´s importantes de control es la temperatura de la llama.
Pequen˜os cambios en las condiciones de operacio´n (decenas de grados) son responsa-
bles de importantes incrementos en la generacio´n de contaminantes atmosfe´ricos [14].
Los para´metros medidos habitualmente en llamas son la temperatura y la concen-
tracio´n de los distintos productos de combustio´n, as´ı como la distribucio´n espacial
y temporal de estas magnitudes. Las primeras medidas de llamas fueron realizadas
mediante termopares, piro´metros de succio´n y medidas extractivas para gases. Estas
te´cnicas no siempre pueden ser utilizadas debido a las altas temperaturas asociadas al
proceso de combustio´n. Adema´s, resultan muy restrictivas debido a que son medidas
puntuales promediadas en el tiempo, y no pueden dar cuenta de la alta variabili-
dad temporal y espacial de estos procesos. Como ejemplo de e´sto, es conocido que
al introducir un termopar en el interior de la llama el valor de la temperatura se ve
afectado, ya que se produce un efecto de enfriamiento en el entorno de medida (flame
quenching) asociado a la conductividad te´rmica del termopar.
Las te´cnicas o´pticas han superado estas deficiencias gracias a su mayor resolucio´n
CAPI´TULO 2. FI´SICA DE LA COMBUSTIO´N 23
espacio-temporal. Adema´s, poseen la ventaja de ser te´cnicas no intrusivas por lo
que no perturban el sistema a medir. Las te´cnicas o´pticas surgen como consecuencia
del desarrollo de la tecnolog´ıa de los la´ser (de alta potencia, pulsados, diodos la´ser
sintonizables, etc.), y son en la actualidad una de las principales herramientas para el
estudio de procesos de combustio´n y de los contaminantes emitidos en estos procesos.
Estas te´cnicas utilizan sensores ultravioleta, visible o infrarrojo, y esta´n basadas en la
dispersio´n Raman anti-Stokes, Rayleigh, fluorescencia inducida por la´ser y diferentes
te´cnicas espectrosco´picas [39]. Utilizando estas te´cnicas se consigue recuperar valores
de temperaturas con errores entre el 1-5% [11, 14, 40, 41, 42]. Dos de sus desventajas
son que requieren que las concentraciones de los gases a medir sean altas y que se
realicen en laboratorios con salas limpias [43].
2.2. Teledeteccio´n. Interaccio´n radiacio´n-materia
No tenemos el derecho de asumir que las leyes f´ısicas existan,
o si han existido hasta ahora,
que seguira´n existiendo en el futuro de manera similar.
–Max Planck (1858-1947)
Frente a estos inconvenientes y debido a su cara´cter no intrusivo, las te´cnicas de
teledeteccio´n aparecen como ma´s adecuadas para resolver este problema. En concreto,
la teledeteccio´n en el infrarrojo aparece como una te´cnica muy interesante, ya que
los gases calientes que componen la llama (principalmente dio´xido de carbono CO2 y
agua H2O) presentan bandas de emisio´n en la regio´n infrarroja de longitudes de onda
entre 2 y 20 µm
La capacidad de un objeto para reflejar, absorber, dispersar o emitir radiacio´n
depende de la naturaleza y estado del objeto. Por consiguiente, mediante el estudio
de la interaccio´n entre un objeto y la radiacio´n, se podr´ıan determinar las carac-
ter´ısticas y el estado del objeto en cuestio´n. La teledeteccio´n de cualquier objeto
consiste en la medida de alguna propiedad caracter´ıstica del objeto mediante algu´n
procedimiento que no implique el contacto directo con e´l. Por tanto, la teledeteccio´n
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involucra procesos de propagacio´n de sen˜al tales como la energ´ıa que es absorbida,
reflejada, dispersada o emitida por ese objeto generalmente en forma de ondas elec-
tromagne´ticas. El feno´meno f´ısico en que esta´ basada la teledeteccio´n es la interaccio´n
radiacio´n-materia.
Cualquier cuerpo a una temperatura superior a 0 K emite y absorbe radiacio´n elec-
tromagne´tica. La agitacio´n de a´tomos y mole´culas implica el movimiento acelerado de
cargas electro´nicas, que emiten radiacio´n de acuerdo a las leyes del electromagnetis-
mo. La magnitud f´ısica que describe de manera ma´s completa la emisio´n de radiacio´n
electromagne´tica de un cuerpo es la radiancia, que nos da la energ´ıa radiada por la
fuente por unidad de tiempo, a´rea y direccio´n (a´ngulo so´lido). Esta magnitud de-
pende solamente de la naturaleza de la fuente y de su temperatura, pero no de sus
caracter´ısticas geome´tricas.
En realidad la magnitud ma´s interesante no es la radiancia sino la radiancia espec-
tral, que tiene en cuenta co´mo se distribuye la radiancia en las diferentes longitudes
de onda que constituyen el espectro electromagne´tico. Por tanto, la magnitud que
se emplea para caracterizar espectralmente la energ´ıa es la longitud de onda λ. Sin
embargo, en espectroscopia es mucho ma´s comu´n utilizar el nu´mero de onda ν = 1
λ
, ya
que el nu´mero de onda es proporcional a la energ´ıa que llega al detector. Las unidades
utilizadas generalmente para el nu´mero de onda son cm−1.
Se define un cuerpo negro como un cuerpo ideal caracterizado porque absorbe toda
la radiacio´n que le llega y emite toda esa radiacio´n (no transmite ni refleja radiacio´n
para ningu´n nu´mero de onda). La caracter´ıstica principal de un cuerpo negro es que
su radiancia depende exclusivamente de la temperatura, y viene dada por la ley de
Planck






donde c1 = 1,191 · 10−12 y c2 = 1,4388 .
Sin embargo, so´lo unas pocas superficies reales se aproximan al comportamiento
emisivo del cuerpo negro (negro de carbo´n, carborundo). La mayor´ıa de las superficies
absorben so´lo una parte de la energ´ıa que reciben, y no se comportan exactamente
como cuerpos negros. Al no absorber toda la radiacio´n que reciben, un cuerpo no negro
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Figura 2.1: Radiancia espectral de cuerpo negro para dos temperaturas diferentes.
siempre emite menos que un cuerpo negro a la misma temperatura. Para cuerpos
reales, la ecuacio´n anterior se modifica de la siguiente manera






donde ǫ se conoce como la emisividad de la superficie en cuestio´n. Para un cuerpo
negro, ǫ = 1 para todas las longitudes de onda. Se denominan cuerpos grises aquellos
cuerpos para los cuales ǫ < 1, pero su valor no depende de la longitud de onda. Se
denominan cuerpos selectivos aquellos cuerpos para los cuales ǫ < 1, y adema´s su
valor depende de la longitud de onda. Los gases calientes constituyen el ejemplo ma´s
t´ıpico de cuerpos selectivos. Su emisividad es nula en casi todas las longitudes de
onda, excepto en unos determinados intervalos que corresponden con sus bandas de
emisio´n. La posicio´n espectral de estas bandas de emisio´n es caracter´ıstica del propio
gas. Adema´s, la mayor parte de la energ´ıa emitida por gases calientes se corresponde
con la regio´n espectral del infrarrojo medio (entre 2 y 20 mm).
Cuando una mole´cula absorbe o emite un foto´n, su estado energe´tico cambia.
En general, el cambio en energ´ıa se traduce en un cambio traslacional, o como un
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Figura 2.2: Absorcio´n de un foto´n en un sistema de dos niveles cua´nticos.
cambio en el estado electro´nico, vibracional o rotacional de la mole´cula. Debido a
que las energ´ıas involucradas en estos cambios son muy diferentes, estos procesos
pueden tratarse de manera independiente. Exceptuando los cambios traslacionales
(que permiten ba´sicamente un rango continuo de energ´ıas), los estados energe´ticos de
las mole´culas esta´n cuantizados. Esto significa que la emisio´n y absorcio´n de luz so´lo
puede tener lugar a unas frecuencias bien determinadas. Adema´s, cada mole´cula tiene
un conjunto de frecuencias de absorcio´n/emisio´n propio haciendo que su espectro de
absorcio´n constituya una ”huella digital”que permite identificar la especie qu´ımica.
La figura 2.2 muestra el ejemplo ma´s sencillo de un sistema de dos niveles de
energ´ıa. Un foto´n cuya frecuencia ν0 venga dada por la diferencia de energ´ıas E1 −
E0 = h · ν0 sera´ absorbido por el sistema. Por lo tanto, el espectro de absorcio´n de
este sistema presentara´ una l´ınea de absorcio´n para la frecuencia ν0; el resto de las
frecuencias no interacciona con el sistema.
Por lo tanto, la radiacio´n electromagne´tica so´lo es absorbida cuando su energ´ıa
iguala la diferencia entre dos niveles de energ´ıa. Adema´s, este proceso de absorcio´n
no se produce para cualquier pareja de niveles. Las denominadas reglas de seleccio´n
determinan entre que´ niveles esta´n permitidas estas transiciones.
La absorcio´n de luz en las regiones ultravioleta y visible del espectro, es el resul-
tado de transiciones entre estados de energ´ıa electro´nicos en a´tomos o mole´culas. Las
absorciones que se producen en la regio´n espectral del infrarrojo involucran energ´ıas
pequen˜as, que no estara´n relacionadas con la estructura electro´nica de la mole´cula.
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Se pueden obtener resultados sorprendentemente buenos si uno considera un modelo
muy sencillo de mole´cula, como un conjunto de masas unidas por muelles (que repre-
sentan los enlaces), y sin considerar la nube electro´nica que genera las transiciones
electro´nicas. Segu´n este sencillo modelo meca´nico de la mole´cula, e´sta puede absorber
energ´ıa para rotar o para vibrar, es decir, para cambiar su estado energe´tico rotacio-
nal o vibracional. Las energ´ıas que se involucran en estos procesos corresponden a
frecuencias del infrarrojo. En general, una mole´cula vibra y rota simulta´neamente,
por lo que se observa un espectro de absorcio´n denominado vibracional-rotacional,
Por u´ltimo, realizar un breve comentario sobre la forma de las l´ıneas de absorcio´n.
Como se ha indicado anteriormente, los procesos de absorcio´n de fotones tienen lugar
a frecuencias bien determinadas, por lo que en principio el ancho de las l´ıneas de
absorcio´n vendr´ıa determinado por el principio de incertidumbre: el ancho es inversa-
mente proporcional al tiempo de vida del estado excitado, siendo valores t´ıpicos del
ancho ∆ = 10−7cm−1. Sin embargo, existen una serie de mecanismos que producen
un ensanchamiento de las l´ıneas de absorcio´n.
Uno de e´stos, se debe a la velocidad de las mole´culas lo que provoca un despla-
zamiento Doppler en la frecuencia de la l´ınea. Para un gas iso´tropo, la direccio´n de
las mole´culas es aleatoria, por lo que el ensanchamiento Doppler de la l´ınea de ab-
sorcio´n tiene un perfil gaussiano. Este ensanchamiento depende de la temperatura, y
predomina so´lo en condiciones de baja presio´n.
Otro de los mecanismos de ensanchamiento de l´ınea es el asociado a las colisiones
entre mole´culas. En este caso, el perfil de l´ınea es un perfil lorentziano, cuya ecuacio´n
viene dada por
gc(ν − ν0) = γ
π
1
[(ν − ν0)2 + γ2c ]
donde γc es el semiancho de l´ınea, y es proporcional tanto a la temperatura como a
la presio´n.
Como se ha indicado anteriormente, las vibraciones y las rotaciones de una mole´cu-
la son las responsables de las bandas de absorcio´n de la misma en el rango espectral
del infrarrojo. Sin embargo, no todas la vibraciones y/o rotaciones producen una
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absorcio´n de la radiacio´n incidente. So´lo los modos vibracionales y rotacionales de
mole´culares con momento dipolar diferente de cero, o bien aquellos modos que induz-
can un momento dipolar diferente de cero en la mole´cula, son activos en el infrarrojo.
Para que exista un espectro rotacional activo en el infrarrojo se requiere que la mole´cu-
la sea polar (momento dipolar neto no nulo), mientras que para tener un espectro
vibracional activo en el infrarrojo basta que el movimiento vibracional de los a´tomos
de la mole´cula induzca un momento dipolar no nulo.
Por esta razo´n, las mole´culas diato´micas como N2, O2 o H2, as´ı como las mole´culas
de los gases nobles, no presentan espectros de absorcio´n en el infrarrojo. Sin embargo,
y como veremos a continuacio´n, no es el caso del dio´xido del carbono.
2.3. Ca´lculo de la emisividad de un gas. Ley de
Lambert-Beer
La ley de Lambert-Beer expresa cuantitativamente la absorcio´n de radiacio´n en
un medio. La cantidad de radiacio´n absorbida esta´ relacionada con la estructura de
niveles de la mole´cula, con la concentracio´n del gas absorbente (Pa), y con la longitud
del camino o´ptico recorrido (Z).
La figura 2.3 muestra un esquema de absorcio´n donde a una nube de gases llega
una sen˜al de cierta intensidad I0 y tras pasar a trave´s de la nube con un camino o´ptico
(Z) la sen˜al se ha visto modificada y convertida a una nueva intensidad I.
Para la absorcio´n de luz monocroma´tica por parte de una mole´cula de un gas de
la atmo´sfera, la ley de Lambert-Beer vendra´ dada por la expresio´n
I(ν,L) = I0 exp[−α(ν) · Pa · Z] (2.3)
donde α(ν) es el coeficiente de absorcio´n del gas y Pa es la concentracio´n de dicho
gas.
Por tanto, la transmitancia τ de un medio para un valor dado de nu´mero de onda
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= exp[−α(ν) · Pa · Z] (2.4)
Vamos a ver co´mo se relaciona para un gas el coeficiente transmitancia con el coefi-
ciente emisividad. Cuando un cuerpo interacciona con radiacio´n electromagne´tica, ese
cuerpo puede absorber, transmitir o reflejar dicha radiacio´n. La ley de conservacio´n
de la energ´ıa se puede enunciar como
α + ρ+ τ = 1 (2.5)
donde α, ρ y τ son los coeficientes de absorcio´n, reflexio´n y transmisio´n.
Esta ecuacio´n nos dice que el flujo de energ´ıa incidente es igual al flujo absorbido
por la superficie, ma´s el flujo reflejado por la superficie, ma´s el flujo transmitido por la
superficie. Si estamos en condiciones de equilibrio termodina´mico, se verifica adema´s
la llamada ley de Kirchhoff, que queda reflejada en la siguiente ecuacio´n
ǫ = α (2.6)
y que relaciona la emisividad ǫ y el coeficiente de absorcio´n α. Para un cuerpo negro
ideal, ρ = τ = 0 y α = 1. Sin embargo, para un gas tendremos que ρ = 0 con lo que
α+ τ = 1. Teniendo en cuanta la ley de Kirchhoff, la emisividad de un gas viene dada
por
ǫ(ν) = 1− τ(ν) . (2.7)
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Figura 2.4: Bandas de transmitancia del CO2.
Dio´xido de carbono
El dio´xido de carbono, CO2, es el principal componente gaseoso producto de una
combustio´n de combustibles fo´siles. Se produce principalmente durante la fase de
llama de la combustio´n, donde las altas temperaturas alcanzadas permiten la com-
pleta oxidacio´n del carbono. Para un combustible orga´nico, que contiene carbono e
hidro´geno en su composicio´n, la reaccio´n general de combustio´n viene dada por
CxHyOz + nO2 → xCO2 + y
2
H2O+ energı´a
La mole´cula CO2 es una mole´cula lineal, no polar. Su espectro de absorcio´n presen-
ta so´lo bandas vibracionales, que se presentan en forma de un espectro muy compacto.
Cabe destacar la banda centrada en 2347 cm−1(4,26 µm), que es la banda de absorcio´n
ma´s intensa. Otra banda muy importante es la banda centrada en 667 cm−1(15 µm),
ya que es la responsable de la contribucio´n del CO2 al efecto invernadero (ver figu-
ra 2.4)
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2.4. Ecuacio´n de Transferencia Radiativa
Cuando la fuente emisora es un medio homoge´neo, con una temperatura dada y
una concentracio´n de un gas dada, el ca´lculo de la radiancia emitida es sencillo, y
viene dado por
Rgas = (1− τgas)B (2.8)
donde τgas es la transmitancia del gas y depende del nu´mero de onda, de la tem-
peratura, concentracio´n del gas y de la longitud de la nube del gas (camino o´ptico).
B es la ley de Planck, y depende del nu´mero de onda y de la temperatura.
Sin embargo, una llama es un medio fuertemente inhomoge´neo, con gradientes de
temperatura y concentracio´n en su interior. En este caso, la ecuacio´n que nos da la









donde Z es la longitud total de la nube gaseosa, z localiza un punto en el interior de
esa nube, y τ(z) nos da la transmitancia de la nube para un espesor z de la misma. El
perfil de temperaturas T (z) esta´ impl´ıcitamente incluido tanto en la ley de Planck B
como en la funcio´n dτ
dz
, mientras que el perfil de concentraciones cgas(z) esta´ incluido
en la funcio´n dτ
dz
. Por lo tanto, el espectro de energ´ıa emitido por la llama contiene
informacio´n tanto del perfil de temperaturas como del perfil de concentracio´n del gas.
En la figura 2.5 se puede observar la distribucio´n espectral de la energ´ıa emitida
por una llama. En e´l, pueden distinguirse las emisiones de varios gases producto de la
combustio´n: H2O (en las bandas centradas en 3700 y 1590 cm
−1 ), CO2 (en 3700, 2325
y 670 cm−1 ), CO (entre 2130 y 2200 cm−1 ), e hidrocarburos inquemados (en torno
a 2900 cm−1). Tambie´n se pueden observar las correspondientes absorciones de los
gases atmosfe´ricos H2O y CO2 en las mismas bandas. Por ejemplo, es fa´cil apreciar la
absorcio´n del CO2 fr´ıo de la atmo´sfera por el efecto que causa en la banda de emisio´n
del CO2. Por este efecto, la banda queda dividida en dos picos, denominados en la
literatura especializada ’pico rojo’ (ma´s intenso y centrado alrededor de 2250 cm−1 )
y el ’pico azul’ (centrado en torno a 2390 cm−1). Como se observa en dicha figura, la
CAPI´TULO 2. FI´SICA DE LA COMBUSTIO´N 32
Figura 2.5: Bandas de emisio´n de los diferentes gases de una llama.
emisio´n asociada al CO2 es con mucho la caracter´ıstica espectral ma´s intensa en el
espectro de emisio´n, y es precisamente la emisio´n de este gas la que se utilizara´ para
la monitorizacio´n a distancia del proceso de combustio´n y reconstruir los perfiles de
temperatura a partir de su informacio´n espectral.
2.5. Disen˜o de la experimentacio´n
Para poder realizar una evaluacio´n de las te´cnicas propuestas en esta tesis es nece-
sario definir un conjunto de situaciones sinte´ticas que reflejan el comportamiento de
combustiones t´ıpicas. Este conjunto de casos han sido simulados con la herramienta
CASIMIR [44] la cual fue desarrollada en el laboratorio LIR de la Universidad Carlos
III. CASIMIR es el acro´nimo de Ca´lculos Atmosfe´ricos para SIMulacio´n de la trans-
mitancia en el InfraRojo, y es una aplicacio´n software que permite simular el efecto
de absorcio´n de los gases basa´ndose en valores emp´ıricos de la base de datos espec-
trosco´pica HITRAN/HITEMP [45] y en la ecuacio´n de transferencia radiativa (ve´ase
Eq. 1.1).
Esta aplicacio´n se basa en el concepto de linea-a-linea y calcula el espectro de
radiancia a muy alta resolucio´n. Un algoritmo de suavizado puede ser usado como
postprocesado para simular espectros de menor resolucio´n. CASIMIR necesita como
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para´metros de entrada los mismos que han sido descritos para la ecuacio´n RTE. Estos
son: perfil de temperatura y la distribucio´n espacial de las concentraciones de CO2 y
H2O.
Descripcio´n del conjunto de datos
La base de datos utilizada durante este estudio ha sido generado bajo las siguientes
condiciones:
El espectro sinte´tico se corresponde con la radiancia emitida por una combustio´n
de gases calientes (CO2 y H2O) de longitud Z. Los valores de temperatura y
concentraciones asociados presentan gradientes a lo largo de la longitud.
El rango espectral utilizado esta´ localizado entre 2110cm−1 y 2410cm−1. Este
rango espectral corresponde a la banda de emisio´n del CO2, que como se ha co-
mentado es la caracter´ıstica espectral ma´s importante en el espectro de emisio´n
de una combustio´n. La resolucio´n utilizada es alta con un paso de ≈ 0,13cm−1 lo
que proporciona un descretizacio´n en 2341 nu´meros de onda, es decir p = 2341.
Para poder manejar de una manera nume´rica los datos continuos referentes al
perfil espacial de temperatura, se ha realizado una discretizacio´n de la longitud
en celdas de igual taman˜o. Cada una esas celdas tiene asociado un valor medio
de temperatura y concentracio´n de CO2 y H2O. El nu´mero total de celdas
utilizadas para este estudio es de z = 200.
El objetivo de este estudio esta´ centrado en estudiar la dependencia de las dife-
rentes distribuciones espectrales con respecto a los perfiles de temperatura. Por
esta razo´n y por la correspondencia existente entre los perfiles de concentracio´n
de CO2 y H2O con los de la temperatura, los datos de concentracio´n han sido
seleccionados a partir de experimentos t´ıpicos de combustio´n.
Se han realizado algunas asunciones iniciales para los perfiles de temperatu-
ra utilizados. Para una combustio´n de longitud z, los perfiles de temperatura
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tienen siempre su valor ma´ximo en el centro de la nube gaseosa y son sime´tri-
cos con respecto a ese centro. Los perfiles se han simulado usando la siguiente
parametrizacio´n





donde tmin y tmax definen los valores mı´nimo y ma´ximo de la temperatura de
la llama, z0 la distancia desde donde la temperatura empieza a disminuir y r la
velocidad de decremento del perfil.
Con estos para´metros se han generado ma´s de 3000 casos diferentes que han sido
utilizados para realizar la experimentacio´n.
Parte I





Normalmente, cuando el nu´mero de caracter´ısticas p es lo suficientemente grande,
existe un nu´mero de caracter´ısticas l, siendo l ≪ p tal que l contiene virtualmente la
misma informacio´n que la accesible en todas las p variables [31]. Por tanto, cuando se
desea reducir la dimensionalidad de un conjunto de datos, uno de los para´metros que
hay que determinar es ese nu´mero l de caracter´ısticas a seleccionar, y decidir cual de
los subconjuntos de l caracter´ısticas es el mejor.
La seleccio´n de caracter´ısticas, tambie´n nombrada en la literatura estad´ıstica como
seleccio´n de variables o seleccio´n de subconjuntos, trata de realizar la seleccio´n o´ptima
de ese subconjunto de caracter´ısticas originales l de acuerdo a una funcio´n objetivo.
La primera parte de esta tesis investiga como introducir la informacio´n f´ısica den-
tro de una te´cnica de seleccio´n de caracter´ısticas basada en el ana´lisis de componentes
principales. Para ello, en la seccio´n 3.1 se hace una introduccio´n a las diferentes te´cni-
cas de seleccio´n de caracter´ısticas y su taxonomı´a. La seccio´n 3.2 introduce brevemente
la te´cnica de ana´lisis de componentes principales y los conceptos relacionados nece-
sarios para entender el algoritmo desarrollado. La seccio´n 3.3 presenta los te´rminos
f´ısicos asociados a la aplicacio´n espec´ıfica de esta tesis que van a permitir guiar la
seleccio´n de caracter´ısticas y evitar seleccionar caracter´ısticas redundantes e irrele-
vantes. En el cap´ıtulo 4 se describe en detalle el algoritmo de seleccio´n de ma´ximos
locales y, el algoritmo desarrollado de seleccio´n de caracter´ısticas haciendo uso del
conocimiento sobre el problema. El cap´ıtulo 5 muestra los experimentos realizados y
36
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sus resultados.
3.1. Te´cnicas de seleccio´n de caracter´ısticas
La seleccio´n de caracter´ısticas puede ser realizada de una manera binaria (inclu-
yendo o no una caracter´ıstica) o se puede realizar una ponderacio´n (normalmente
entre 0 y 1) para indicar la importancia individual de cada caracter´ıstica. La ma-
yor´ıa de los estudios relacionados sobre la seleccio´n de caracter´ısticas pertenecen a
problemas de clasificacio´n [21, 27, 28] y de regresio´n [30].
Dependiendo de si el proceso de seleccio´n se produce antes, paralelamente o si-
multa´neamente al aprendizaje, nos encontramos con tres tipos de modelos: si es antes
del aprendizaje se denomina una aproximacio´n tipo filtro (p.e. RELIEF [46]), si se
utiliza paralelamente para evaluar la seleccio´n realizada haciendo una llamada al
algoritmo de aprendizaje, se llama de tipo envoltorio (–wrapper approach- [21],p.e.
usando algoritmos gene´ticos para la seleccio´n [47]), y si el me´todo de aprendizaje se
incluye como parte de su algoritmia, la seleccio´n entonces sera´ de tipo embebido (p.e.
LASSO [32] y MARS [48]).
Independientemente del tipo de te´cnica utilizada, es necesario definir el modo de
evaluacio´n de la bondad de una caracter´ıstica. La informacio´n mutua, definida como







donde px(x) y py(y) son las distribuciones
de probabilidad marginales de x e y respectivamente, es un te´rmino muy utilizado
debido a que la relacio´n entre las entradas y las salidas debe ser alta [49]. El coeficiente
de correlacio´n de Pearson, definido como ρ(X, Y ) = cov(X,Y )
σxσy
siendo cov la covarianza
entre X e Y , y σ las desviaciones esta´ndar respectivas, es tambie´n otro de los valores
utilizados frecuentemente para evaluar las caracter´ısticas [22, 50].
Como se ha descrito en el apartado 1.3.2, los conjuntos de datos que poseen alta
dimensionalidad presentan dos retos fundamentales para los problemas de regresio´n.
Primero, en espacios de alta dimensionalidad la existencia de multicolinealidad au-
menta debido a la presencia de caracter´ısticas irrelevantes o ruido. En [51, 52] los
investigadores han notado que en presencia de un gran nu´mero de variables (cientos o
miles) es comu´n que una gran parte de e´stas no aporte ninguna informacio´n debido a
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su irrelevancia o redundancia y por tanto que exista multicolinealidad. En problemas
de regresio´n los efectos de la multicolinealidad van a verse reflejados en los coefi-
cientes del modelo regresor. Estos coeficientes pasan a tener valores grandes, lo que
implica que son vagamente estimados y dif´ıcilmente el modelo se va a comportar de
manera adecuada frente a nuevos casos. El comportamiento del modelo u´nicamente
sera´ correcto cuando la nueva prediccio´n se haga en la regio´n del espacio donde ocurre
la multicolinealidad. El segundo reto esta´ relacionado con la dispersio´n de los datos.
En conjuntos de datos de alta dimensionalidad, los datos tienden a estar separados
unos de otros provocando as´ı lo que comu´nmente se denomina “la maldicio´n de la
dimensionalidad” [25].
La mejor manera de aliviar este problema es aumentar el nu´mero de casos dis-
ponibles de nuestra base de datos, pero en numerosas ocasiones esto no es posible
debido al alto coste de etiquetado, escasez de datos reales, necesidad de implicacio´n
humana (p.e. datos me´dicos), etc. Recientemente en [53], han propuesto una te´cnica
basada en la aplicacio´n de PCA de modo supervisado para paliar las consecuencias
de la alta dimensionalidad y su dispersio´n en el espacio. Su desarrollo esta´ pensado
para una aplicacio´n a datos de microarray, y para ello realizan de manera recursiva
una reduccio´n de dimensiones tipo PCA con aquellas caracter´ısticas originales que
esta´n ma´s relacionadas con las salidas.
Algunas soluciones propuestas para reducir el problema de la multicolinealidad
tratan de regularizar los coeficientes del modelo estimado penalizando de esta manera
los coeficientes grandes. La te´cnica Ridge Regression [54] y la ma´s reciente LASSO [32]
son dos de las ma´s conocidas - ve´ase [55, 56] y sus referencias-. Esta´s te´cnicas no
discriminan sobre que´ variables se realiza la regularizacio´n y por tanto, aplica dicha
penalizacio´n a todos los ejemplos por igual, afectando tanto a los ejemplos mejor
estimados como a los peores. Esto provoca una regularizacio´n global que empeora
los resultados en las estimaciones ma´s favorables y mejora para los menos favorables.
Esto es debido a la multicolinealidad y a la falta de homogeneidad.
La mayor´ıa de estas aproximaciones son de tipo filtro o de tipo embebido. Esto
se debe a que la aproximacio´n tipo wrapper necesita buscar en el espacio de solu-
ciones el mejor subconjunto de caracter´ısticas de acuerdo al criterio de ”relevancia”
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establecido. Normalmente este criterio carece de monoticidad (con respecto a las
caracter´ısticas) y es necesario realizar una bu´squeda combinatoria en el espacio de
todos los subconjuntos de caracter´ısticas. Esto implica, que au´n sabiendo el nu´me-








evaluaciones para encontrar el subconjunto o´ptimo. Este nu´mero de
evaluaciones es inviable en conjuntos de datos de alta dimensionalidad, y es necesario
realizar asunciones heur´ısticas como una seleccio´n hacia delante o hacia atra´s, floating
search, u optimizacio´n con gene´ticos entre otras propuestas [21, 57, 58, 59].
En el contexto de regresio´n, la bu´squeda secuencial hacia delante es conocida
como stepwise regression. En muchos casos la inclusio´n o eliminacio´n sistema´tica
de caracter´ısticas logra obtener modelos exitosos aunque no o´ptimos [60, 61]; pero
si existe una multicolinealidad severa, provocara´ gran inestabilidad en los modelos
creados. Otra desventaja de un modelo stepwise regression se debe a que la seleccio´n
se basa en un ranking de caracter´ısticas individuales, y no permite considerar sus
inter-relaciones.
En esta investigacio´n vamos a explorar un nuevo me´todo no supervisado de selec-
cio´n de caracter´ısticas en datos de alta dimensionalidad. Este me´todo es espec´ıfico de
la aplicacio´n tratada ya que se utilizara´ el conocimiento sobre el problema como infor-
macio´n a priori del me´todo. La seleccio´n de un subconjunto original de caracter´ısticas
reducira´ los problemas de dispersio´n de los datos, mientras que la introduccio´n de co-
nocimiento a priori servira´ para eliminar las caracter´ısticas redundantes seleccionando
aquellas que sean representativas de las diferentes cualidades f´ısicas. Adema´s la selec-
cio´n de un subconjunto de variables originales puede ser interpretado posteriormente
desde un punto f´ısico y proporcionar un mejor conocimiento sobre la aplicacio´n. Otros
beneficios de encontrar un subconjunto de caracter´ısticas originales son la reduccio´n
del coste computacional evitando realizar ca´lculos sobre caracter´ısticas irrelevantes,
y reducir el coste de sensores en el caso de la teledeteccio´n.
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3.2. Ana´lisis de componentes principales (ACP o
PCA)
PCA es una te´cnica lineal de reduccio´n de dimensionalidad, que intenta mantener
la variacio´n presente en un conjunto de datos. Para ello se realiza una transforma-
cio´n a un nuevo conjunto de variables, las componentes principales (PCs), las cuales
esta´n decorreladas y ordenadas, siendo las primeras componentes las que contengan la
mayor parte de la variacio´n presente en el conjunto inicial de las variables originales.
PCA tambie´n tiene una interpretacio´n geome´trica adema´s de la puramente es-
tad´ıstica. La interpretacio´n geome´trica de la primera PC se corresponde con el nuevo
eje de coordenadas que maximiza la variacio´n de las proyecciones de los datos origi-
nales en el nuevo eje de coordenadas. La figura 3.2 muestra un conjunto de puntos
representados en un espacio bidimensional (x1 y x2) y su correspondiente nueva base
formada por los ejes z1 y z2. El eje z1 se corresponde con el eje mayor imaginario de
la elipse formada por el conjunto de puntos originales, mientras que el eje z2 forma
una base ortogonal con respecto a z1.
Sea xi ∈ ℜp×1 (ver notacio´n1) un vector correspondiente a las diferentes longitudes
de onda de un espectro de energ´ıa, y X ∈ ℜp×m su correspondiente matriz con m
ejemplos. PCA es una transformacio´n lineal de las diferentes longitudes de onda que
maximiza la varianza.




i ∈ ℜp×p la matriz de covarianza deX , yαk un vector co-
lumna con los coeficientes de la transformacio´n, αTk = (αk1, αk2, · · · , αkp). Para obte-
ner la primera PC, tenemos que encontrar el valorα1 que maximice var(
∑p
j=1 α1jxj) =
αT1Σα1, bajo la restriccio´n de α
T
1α1 = 1.
Se puede demostrar que α1 es el autovector correspondiente al mayor autovalor,
Λ1, de Σ, y que var(z1) = Λ1 [31]. En general, la k-th PC, zk =
∑p
j=1 αjkxj , puede
1Las letras mayu´sculas en negrita denotan matrices D, las letras minu´sculas en negrita un vector
columna d. dj representa el elemento columna j
th de la matriz D. dij define un escalar en la fila i
y la columna j de la matriz D y el elemento escalar i-th del vector columna dj . Todas las letras no
negritas denotan variables escalares. ||x||2 =
√
xT x define la norma eucl´ıdea de x.
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Figura 3.1: Nuevos ejes obtenidos por PCA.
ser obtenida maximizando la siguiente expresio´n
n∑
i=1
||αTxi||22 = ||αTΣα||F ,
con la restriccio´n αTα = I, donde Σ = αΛαT siendo αk el kth autovector o k-PC,
y Λk su autovalor [31].
En muchas aplicaciones reales el objetivo principal es preservar la mayor parte de
la variacio´n en los datos, y para lograrlo se seleccionan las primeras dimensiones de
las proyecciones Z en la nueva base obtenida del ana´lisis PCA .
Algunos ejemplos de aplicaciones que utilizan esta´s proyecciones como variables
de entrada a sus algoritmos pueden ser el reconocimiento de caras [62], o en [63] se
utiliza para identificar materiales dentro de mezclas siendo las entradas espectros de
alta resolucio´n al igual que en nuestra aplicacio´n. Este segundo ejemplo estudia como
afecta la reduccio´n de dimensionalidad con PCA al utilizarla junto con te´cnicas de
clasificacio´n como SVM.
3.3. Funciones de peso y su importancia en tele-
deteccio´n
Las funciones de peso proporcionan informacio´n sobre en que´ zonas de la nube de
gases existe una mayor o menor absorcio´n para una determinada longitud de onda.
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Esta mayor o menor absorcio´n se puede interpretar como informacio´n asociada a cada
caracter´ıstica o longitud de onda.








dz es la funcio´n de peso [64, 65], y pondera la funcio´n de
Planck Bν para la zona de emisio´n de radiacio´n correspondiente zi. Como la funcio´n
de peso es la derivada del perfil de transmitancia, proporciona informacio´n espacial
de que´ zona de la nube gaseosa contribuye de manera ma´s importante a la emisio´n
para un nu´mero de onda determinado. Debido a esto, una seleccio´n cuidadosa de
un conjunto de longitudes de onda puede ser elegida para disponer de informacio´n
sensible a las diferentes zonas de la combustio´n.
Para entender mejor de una manera cualitativa por que´ la funciones de peso
contienen este tipo de forma podemos considerar la emisio´n de radiacio´n de una
combustio´n hacia el instrumento de medida o sensor, como una serie consecutiva
de celdas a diferentes profundidades y de volumen la unidad. Entonces, la radiacio´n
emitida esta´ determinada por estos tres factores:
la temperatura de cada una de las celdas, que es la variable que queremos
estimar.
el nu´mero de mole´culas de los gases (principalmente CO2 en combustiones), que
puede ser asumido como constante y conocido.
la transmitancia de los gases y la atmo´sfera desde la celda hasta el sensor.
Esto se muestra en la figura 3.22 para un caso de teledeteccio´n atmosfe´rica y para tres
celdas a diferentes profundidades. Para la celda ma´s alejada, la densidad atmosfe´rica
es alta y por eso la radiacio´n emitida tambie´n lo es, pero la mayor´ıa es absorbida
por las celdas posteriores y una parte muy pequen˜a alcanza el sensor. Para la zona
ma´s cercana, ocurre lo contrario. La transmitancia es alta pero comparativamente
2Esta imagen ha sido tomada de [65].
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Figura 3.2: Izquierda, muestra la atenuacio´n de la radiacio´n emitida desde tres pro-
fundidades diferentes. Derecha, el perfil de contribucio´n total a la emisio´n recibida en
el sensor.
la emisio´n es muy pequen˜a porque la densidad disminuye exponencialmente con la
profundidad. De este modo, existira´ un punto intermedio donde la contribucio´n a
la emisio´n total que recibe el sensor sea ma´xima. La parte derecha de la figura 3.2
muestra cual es la contribucio´n de cada celda a la radiacio´n emitida para una longitud
de onda espec´ıfica. El punto ma´s alto de la curva indica la zona de mayor influencia
para esa longitud de onda.
As´ı, sabemos que la mayor´ıa de la informacio´n contenida en una longitud de onda
determinada pertenece a un conjunto de celdas espec´ıfico. De ese modo se pueden
seleccionar un conjunto de longitudes de onda espec´ıficos que permitan reconstruir la
informacio´n de temperaturas de la atmo´sfera o en nuestro caso de una combustio´n.
La figura 3.3 muestra las funciones de peso para cada una de las longitudes de
onda de un conjunto de combustiones generadas sinte´ticamente. Estas funciones de
peso mostradas son la media aritme´tica de todos los datos generados. Es decir, cada
funcio´n de peso esta´ asociada a un caso y a una determinada longitud de onda. Como
nuestro objetivo es predecir un conjunto de casos variado, la funcio´n de peso final
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Figura 3.3: Izq. Valor de la funcio´n de peso de una combustio´n vista en 2D (las zonas
claras indican ma´s importancia). Dcha. Valor de la funcio´n de peso para diferentes
longitudes de onda.
que se muestra en la figura se corresponde con la media aritme´tica de todos los casos
disponibles. La imagen de la izquierda muestra con diferentes grados de luminosidad
la importancia de las diferentes longitudes de onda (eje Y) para las distintas celdas a
lo largo del espacio (eje X). La imagen de la derecha muestra esta misma informacio´n
pero con una vista lateral, donde cada curva se corresponde con una funcio´n de peso.
Adema´s, hay que tener en cuenta que las funciones de peso dan informacio´n so-
bre un rango de profundidades (un conjunto de celdas) y no sobre un punto o celda
espec´ıfica. Esto limita la capacidad de poder realizar estimaciones muy precisas. Tam-
bie´n, las funciones de peso se superponen unas con otras y, como consecuencia, aunque
se realicen mediciones a p longitudes de onda diferentes, u´nicamente se obtendra´n l
caracter´ısticas de informacio´n independiente.
Finalmente, an˜adir que para casos con temperaturas muy diferentes, las funciones
de peso pueden variar mucho, y por tanto no es trivial la seleccio´n de un conjunto
o´ptimo cuando el problema a tratar contiene una gran diversidad de perfiles. Esto
provoca que no pueda utilizarse directamente este tipo de informacio´n y haya que
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buscar otras alternativas. En el siguiente cap´ıtulo vamos a describir nuestra propuesta
donde se introduce de una manera aproximada este tipo de informacio´n junto con la
reduccio´n de dimensionalidad por seleccio´n de caracter´ısticas.
Cap´ıtulo 4
Seleccio´n guiada de caracter´ısticas
Es mucho mejor dar una respuesta aproximada a la pregunta correcta,
que a menudo es vaga, que una respuesta exacta a la pregunta equivocada,
la cual siempre puede ser precisa.
–J. W. Tukey (1915-2000)
A priori la utilizacio´n de datos de alta dimensionalidad deber´ıa permitir una mejor
aproximacio´n en un problema de regresio´n. Por el contrario, trabajar en problemas
que poseen alta dimensionalidad conlleva desventajas debido a la multicolinealidad, la
redundancia y la irrelevancia de caracter´ısticas como se menciono´ en el apartado 1.3.2.
Para beneficiarnos tanto de la te´cnica de reduccio´n de dimensionalidad PCA co-
mo de la informacio´n f´ısica conocida a priori, nosotros vamos a desarrollar una nue-
va aproximacio´n para seleccionar caracter´ısticas combinando ambos elementos. Esta
aproximacio´n esta´ basada en el estudio de los coeficientes de los autovectores corres-
pondientes al ana´lisis PCA sobre los datos de entrada.
Debido a que no se hace uso de los datos de salida durante ninguno de los pasos de
la propuesta, podemos considerarla como una te´cnica de seleccio´n de caracter´ısticas
no supervisada. De este modo aplicaremos PCA al conjunto de datos de entrada
y posteriormente haremos una seleccio´n de caracter´ısticas guiada examinando los
coeficientes de las PCs.
El primero de los dos pasos va a aliviar los problemas relacionados con la multico-
linealidad de los datos. Esto se debe a que los diferentes autovectores correspondientes
46
CAPI´TULO 4. SELECCIO´N GUIADA DE CARACTERI´STICAS 47
al ana´lisis PCA esta´n decorrelados y por tanto el estudio de los coeficientes corres-
pondientes a distintos autovectores tambie´n contendra´n informacio´n intr´ınsecamente
decorrelada.
El segundo paso hara´ uso de la informacio´n conocida a priori sobre el problema
para realizar una seleccio´n guiada sobre los coeficientes de los diferentes autovec-
tores. Este proceso logra, de una manera natural e intuitiva, evitar la informacio´n
redundante correspondiente a coeficientes en los autovectores con valores similares
A continuacio´n se explica en ma´s detalle tanto la importancia de los coeficientes
de los autovectores correspondientes a PCA, como la introduccio´n de la informacio´n
f´ısica haciendo uso de esos coeficientes.
4.1. Estudio de los coeficientes del ana´lisis PCA e
introduccio´n de la informacio´n f´ısica
Si examinamos las proyecciones Z de los datos originales sobre los coeficientes de
los autovectores/PCs α correspondientes al ana´lisis PCA, obtenemos que la k−e´sima
componente se define como zk =
∑p
j=1 αjkxj ∈ ℜp×1, donde xj ∈ ℜp×m es el vector
original de datos y α ∈ ℜj×k contiene en sus vectores columna los autovectores
correspondientes a la nueva base. Recordar que los autovectores esta´n decorrelados
y por tanto αTα = I. Recordar tambie´n que el ana´lisis PCA tiene la propiedad de
que intenta maximizar la ”dispersio´n” de los datos en el nuevo espacio α de menor
dimensio´n, lo que a efectos pra´cticos significa que trata de mantener los puntos en
el espacio transformado tan alejados como sea posible y por lo tanto manteniendo la
variacio´n del espacio original.
En nuestro caso nos vamos a basar en los coeficientes de los autovectores α en
vez de utilizar las proyecciones Z para buscar aquellas caracter´ısticas originales ma´s
influyentes y lograr as´ı una seleccio´n de caracter´ısticas eficiente.
Si estudiamos estos coeficientes α, se observa que un valor alto del coeficiente
i-e´simo correspondiente al autovector αk implica que la caracter´ıstica x
T
i de X es
muy dominante en ese eje o autovector. En general, seleccionando las caracter´ısticas
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correspondientes a los coeficientes ma´s altos de cada uno de los primeros l autovectores
se puede aproximar la misma proyeccio´n que la obtenida por PCA.
Para realizar una seleccio´n de caracter´ısticas utilizando estos coeficientes es nece-
sario definir el criterio de relevancia junto con su modo de aplicacio´n, y tambie´n el
nu´mero de caracter´ısticas que sera´n seleccionadas.
El criterio de relevancia sera´ el valor absoluto de los coeficientes de los autovec-
tores, y existen principalmente tres me´todos base de su aplicacio´n para realizar una
seleccio´n de caracter´ısticas no supervisada [31]:
1. Asociar una caracter´ıstica con cada con cada uno de los u´ltimos autovectores
l1 eliminarlas. Esto se puede realizar de una sola vez o de manera iterativa. En
este u´ltimo caso se realiza PCA en las l∗1 = (p− l1) caracter´ısticas restantes, y
se elimina un segundo subconjunto de caracter´ısticas l2, y as´ı sucesivamente. El
razonamiento de este me´todo se basa en que los autovalores pequen˜os se corres-
ponden con relaciones casi constantes entre un subconjunto de caracter´ısticas.
Por lo tanto, si una de las caracter´ısticas que interviene en esa relacio´n es elimi-
nada no se perdera´ mucha informacio´n (es fa´cil de ver que se eliminara´ aquella
con el mayor valor absoluto en el correspondiente autovector).
2. Asociar un conjunto de l∗ caracter´ısticas con los u´ltimos l autovectores, y eli-
minar esas caracter´ısticas. Un criterio para evaluar cada caracter´ıstica es maxi-
mizar la suma de los cuadrados de los coeficientes en los u´ltimos l autovectores,
pero este´ me´todo no ha tenido resultados satisfactorios de acuerdo a los estudios
realizados en [66, 67].
3. Asociar una caracter´ıstica con cada uno de los primeros autovectores, seleccio-
nando la caracter´ıstica con el mayor coeficiente en valor absoluto y que no haya
sido seleccionada previamente. De este modo, se seleccionan l caracter´ısticas
y las restantes l∗ = p − l son eliminadas. Este me´todo es complementario al
descrito en el punto 1, y adema´s selecciona una u´nica caracter´ıstica para gru-
pos que esta´n altamente correlados disminuyendo la seleccio´n de caracter´ısticas
redundantes.
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Figura 4.1: Representacio´n ”scree-graph”para la matriz de correlaciones.
A priori, tanto los me´todos de eliminacio´n de las u´ltimas caracter´ısticas asociadas a
los u´ltimos autovectores como los de seleccio´n de aquellas caracter´ısticas asociadas a
los primeros l autovectores poseen similares caracter´ısticas desde un punto de vista
teo´rico. En la pra´ctica, debido al gran nu´mero de caracter´ısticas utilizadas, los me´to-
dos basados en la eliminacio´n de caracter´ıstica asociadas a los u´ltimos autovectores se
presentan ma´s complejos y costosos en tiempo. Por tanto, nuestro me´todo va a basar-
se en una seleccio´n de un conjunto de caracter´ısticas correspondientes a un nu´mero
k de las primeras PCs. De este modo queda definido tanto el concepto de relevancia
de una caracter´ısticas, como la manera de evaluar ese criterio de relevancia para las
diferentes caracter´ısticas del conjunto de datos.
El segundo problema planteado surge de la necesidad de determinar el nu´mero k de
primeras PCs sobre el cual se desea aplicar el criterio de relevancia arriba explicado.
En este caso vamos a poder aplicar un criterio similar al utilizado por la te´cnica
PCA para lograr mantener ma´xima varianza de los datos utilizando u´nicamente las
primeras k proyecciones.
Este criterio esta´ basado en examinar la variacio´n total acumulada por las pri-
meras k componentes principales y establecer un valor umbral deseado, usualmente
alrededor del 90%. Entonces el nu´mero de componentes principales utilizadas sera´ el
menor nu´mero k tal que su varianza acumulada total exceda ese porcentaje. Una va-
riacio´n de este criterio esta´ basado en una visualizacio´n de esta´ varianza acumulada
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Figura 4.2: Funcio´n del modelo broken stick model para 100 caracter´ısticas.
en una gra´fica bi-dimensional denominada ”scree-graph”. La figura 4.1 muestra la
representacio´n de nuestra aplicacio´n para la matriz de correlaciones de los datos de
entrada. En ella puede verse que existe alrededor de la componente nu´mero 5 lo que
se denomina ”el bajo codo”.
Otro criterio que extiende de un modo gene´rico este mismo concepto aplicado
de manera visual, es el denominado modelo broken stick. Este modelo dice que, si se
dispone de una vara con longitud la unidad y se parte en p segmentos, entonces puede









Para decidir cuantas PCs seleccionar, bastar´ıa con comparar la proporcio´n de varianza
que contiene el k autovector y ver si es mayor que el valor de tk dependiendo del valor
k correspondiente al nu´mero de PCs a seleccionar. La figura 4.1 muestra los valores
correspondientes para tk de la funcio´n descrita.
Se observa que inicialmente los valores son altos pero disminuyen ra´pidamente
al aumentar el nu´mero de componentes k, es decir, para un pequen˜o nu´mero de
caracter´ısticas es muy probable que sus valores este´n por encima de esta´ funcio´n pero
despue´s esta´ funcio´n umbral tiende a estabilizarse y sera´ mayor que los valores de
varianza las subsiguientes componentes principales. Se mantienen todas aquellas PCs
cuyo valor es mayor, y el resto se eliminan.
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Figura 4.3: Ejemplo donde la caracter´ıstica y es irrelevante porque si omitimos x
perdemos la informacio´n relativa a los dos grupos.
Debido a la multicolinealidad existente entre los datos, el nu´mero de PCs seleccio-
nadas siguiendo los criterios descritos es muy bajo (aprox. 4-5). Con ese valor para k
tendr´ıamos u´nicamente cuatro caracter´ısticas seleccionadas de entre las miles de po-
sibles lo cual parece ser una reduccio´n demasiado restrictiva y posiblemente se pierda
capacidad de reconstruccio´n en la aplicacio´n real de este trabajo. Emp´ıricamente se
ha comprobado que los resultados al estimar la funcio´n buscada con ese nu´mero de
caracter´ısticas esta´n muy alejados de los deseables.
Una posible solucio´n es aumentar el valor de k, aumentando as´ı el nu´mero de
caracter´ısticas seleccionadas, donde cada una de ellas esta´ asociada a una PC. Esta
aproximacio´n tiene un problema principal y es que a medida que nos acercamos
a aquellas PCs de menor valor en varianza, cada vez sus caracter´ısticas asociadas
contienen menos variabilidad y por tanto su inclusio´n en el conjunto de caracter´ısticas
seleccionadas se hace inocuo segu´n nos acercamos al nu´mero total de PCs existentes,
que es igual al nu´mero de caracter´ısticas originales. Incluso puede ser que algunas de
estas caracter´ısticas sean ruido o totalmente irrelevantes. Por tanto esa aproximacio´n
es una aproximacio´n ciega y no aporta una mejora cualitativa a la metodolog´ıa.
Nosotros vamos a realizar una seleccio´n guiada donde utilizaremos u´nicamente
las primeras PCs pero vamos a incluir un buscador de ma´ximos locales, tratando de
encontrar aquellos coeficientes ma´s relevantes en un vecindario determinado.
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Figura 4.4: En este ejemplo las caracter´ısticas x e y son redundantes debido a que
ambas caracter´ısticas proporcionan el mismo poder discriminante para los grupos.
Antes de poder explicar el algoritmo detallado de este modo de seleccio´n de ca-
racter´ısticas utilizando los coeficientes de PCA, vamos a introducir la implicacio´n que
tienen los coeficientes de las PCs y su relacio´n con los dos problemas planteados en
la seccio´n 1.3.2 que a su vez esta´n relacionados con dos de los problemas que ocurren
en alta dimensionalidad: la redundancia y la irrelevancia de caracter´ısticas.
La figura 4.3 muestra un ejemplo de caracter´ıstica irrelevante. Este tipo de carac-
ter´ısticas deben ser evitadas ya que pueden provocar el empeoramiento del proceso de
aprendizaje. Si examinamos co´mo afectan este tipo de caracter´ısticas a los coeficientes
de las PCs obtenidas por el ana´lisis PCA en un contexto de alta dimensionalidad se
observa que estas caracter´ısticas xTi tendera´n a ser constantes y cercanas a cero, y
por tanto sus coeficientes asociados para las distintas componentes principales sera´n
αi1, αi2, · · · , αik ≈ 0.
Por otro lado, si examinamos la figura 4.4 se observa que la informacio´n propor-
cionada por las variables x e y es similar y por tanto son caracter´ısticas redundantes.
Tambie´n podemos decir que la variable x puede ser obtenida a partir de y tal que
y = α · x, y viceversa. Cuando existen caracter´ısticas redundantes los coeficientes de
las PCs obtenidas sera´n muy similares tal que, αik ≈ αjk siendo zk =
∑p
j=1 αjkxj la
proyeccio´n de los datos en las PCs. Por lo tanto, durante la seleccio´n de caracter´ısticas
son deseables los siguientes criterios:
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Criterio de relevancia: sera´n relevantes aquellos valores absolutos αk corres-
pondientes a las primeras k PCs, tal que sean distintos de 0 y lo ma´s grandes
posibles en valor absoluto.
Criterio de no redundancia: se considerara´n no redundantes todos los valores
absolutos de αk correspondientes a cada una de las primeras k PCs, tal que
dichos valores no sean similares.
Hasta ahora, hemos abordado los problemas relacionados con el nu´mero de carac-
ter´ısticas a seleccionar, el criterio para hacerlo, y el modo de evitar la inclusio´n de
caracter´ısticas redundantes. Todos estos puntos han sido tratados desde un punto de
vista puramente estad´ıstico y hemos propuesto la utilizacio´n de los coeficientes de las
primeras PCs para evitar o paliar dos de los problemas presentes en alta dimensio-
nalidad.
El u´ltimo punto a tratar para poder completar la propuesta realizada esta´ rela-
cionado con el modo de incorporar la informacio´n f´ısica descrita en la seccio´n 3.3 al
me´todo de seleccio´n guiada de caracter´ısticas. Como se comento´ en dicha seccio´n, las
diferentes caracter´ısticas asociadas a cada uno de los canales del espectro (nu´meros
de onda) esta´n relacionadas de algu´n modo con las diferentes profundidades en la
nube gaseosa del perfil de temperatura que se desea reconstruir. Recordar que la figu-
ra 3.3 mostraba las funciones de peso t´ıpicas de un proceso de combustio´n, donde es
conocido que las zonas adyacentes xim y x(i+1)m del espectro de energ´ıa normalmente
llevan asociadas informacio´n similar o redundante desde un punto de vista f´ısico. El
reto ahora es co´mo incorporar este conocimiento sobre caracter´ısticas redundantes
desde un punto de vista f´ısico, y simulta´neamente mantener el criterio que hemos
establecido para eliminar las caracter´ısticas redundantes en el proceso de seleccio´n.
En la figura 4.5 esta´ representada la primera PC α1 correspondiente al ana´lisis
PCA aplicado a los datos de entrada X. Es decir, los valores del eje de la Y se
corresponde con los coeficientes de la PC para cada una de las caracter´ısticas de
entrada xTi . Si u´nicamente se utiliza el criterio de no redundancia como restriccio´n
para seleccionar o no una caracter´ıstica, entonces se seleccionara´ una caracter´ıstica
de cada una de las franjas horizontales que se visualizan. Esto es debido a que, como
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Figura 4.5: Seleccio´n de caracter´ısticas sobre los coeficientes de una PC usando agru-
pamiento k-means.
se comento´ anteriormente, los coeficientes de una misma PC con valores similares
contienen informacio´n similar. Por tanto, para evitar la redundancia se buscara´n
aquellas caracter´ısticas ma´s representativas de cada una de las franjas horizontales. Un
modo simple de poder lograr una seleccio´n de este tipo puede ser aplicar el algoritmo
k-medias sobre los coeficientes de la PC y seleccionar los centroides.
Sobre el mismo tipo de representacio´n, la figura 4.6 indica sobre los coeficientes
de una PC la seleccio´n obtenida utilizando la informacio´n f´ısica conocida sobre el
problema. A partir del estudio de las funciones de peso, se concluye que las zonas del
espectro adyacentes contienen informacio´n similar, y por tanto es deseable elegir una
caracter´ıstica para representar un rango espectral determinado y eliminar el resto de
caracter´ısticas que son redundantes. Esto se ve representado por las franjas verticales
que separan unas caracter´ısticas asociadas a una determinada zona del espectro de
otras. As´ı, se seleccionan caracter´ısticas asociadas a los diferentes rangos espectrales.
Nuestra propuesta mezcla ambas soluciones, el criterio de no redundancia y la
informacio´n f´ısica, para eliminar la informacio´n redundante de una manera guiada.
De este modo, sobre las primeras k PCs vamos a buscar no so´lo el valor ma´s alto
correspondiente a cada una de ellas como se propuso en [31], sino los nmayores valores
de los coeficientes, teniendo en cuenta que esos valores deben pertenecer a diferentes
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Figura 4.6: Seleccio´n de caracter´ısticas sobre los coeficientes de las PCs agrupando
por zonas de informacio´n f´ısica.
zonas del rango espectral. Por tanto, ahora redefinimos los criterios anteriormente
descritos de relevancia, y de no redundancia para formalizar nuestra propuesta final:
Criterio de relevancia: sera´n relevantes aquellas n · k caracter´ısticas xTi tal
que los n valores absolutos asociados a cada αk correspondiente a las primeras
k PCs, sean distintos de 0 y lo ma´s grandes posibles.
Criterio de no redundancia: se considerara´n no redundantes aquellas carac-
ter´ısticas xTi tal que los valores absolutos asociados en αk correspondientes a
cada una de las primeras k PCs no sean similares.
Criterio de no redundancia f´ısica: se consideran no redundantes todas aque-
llas caracter´ısticas xTi tal que no exista otra caracter´ıstica seleccionada en el
vecindario xTi−r − xTi+r de dicha caracter´ıstica.
Los criterios segundo y tercero pueden ser juntados y simplificados como sigue:
Criterio guiado de no redundancia: se consideran no redundantes aquellas
caracter´ısticas xTi tal que los valores absolutos asociados en αk correspondientes
a cada una de las primeras k PCs no sean similares, y pertenezcan a vecindarios
espectrales distintos tal que si xTi es una caracter´ıstica ya seleccionada, la nueva
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Figura 4.7: Solucio´n propuesta para mezclar los criterios de no redundancia, relevancia
y la informacio´n f´ısica.
seleccio´n x∗Ti no puede pertenecer al entorno de x
T
i−r − xTi+r siendo r el rango
de vecindad.
La figura 4.7 muestra este nuevo criterio guiado de no redundancia junto con el
criterio de relevancia ya descrito. Cada uno de los cuadros del mallado representa
dicha mezcla. De esta manera la seleccio´n de caracter´ısticas vendra´ guiada por un
nuevo criterio de ”relevancia guiada” que buscara´, dentro de cada una de estas zonas
del mallado, los coeficientes ma´s grandes en valor absoluto. Para este fin, se ha desa-
rrollado un algoritmo para buscar ma´ximos locales que se ha denominado algoritmo
de seleccio´n de picos [68].
El algoritmo de seleccio´n de picos va a buscar las caracter´ısticas xTi que tengan
un mayor valor absoluto en cada uno de los autovectores αk, pero al mismo tiempo
realiza esta bu´squeda en un entorno local para evitar la seleccio´n de caracter´ısticas
adyacentes. Con esta mezcla de informacio´n estad´ıstica y f´ısica se espera que la se-
leccio´n de caracter´ısticas sea ma´s apropiada y se mejoren los resultados obtenidos
en la estimacio´n frente a otro tipo de seleccio´n, o frente a la utilizacio´n de todas las
caracter´ısticas originales.
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4.2. Selector de picos en las componentes princi-
pales
El algoritmo de seleccio´n de picos se basa en la definicio´n de una ventana deslizante
que se mueve a lo largo de las diferentes caracter´ısticas (rangos espectrales) para ir
buscando los ma´ximos locales. La ventana posee una propiedad que la determina
que es su longitud. Esta´ longitud de ventana es el equivalente a definir el para´metro
descrito como rango de vecindad r en el criterio guiado de no redundancia. En la
figura 4.8 puede verse dibujada esta ventana sobre uno de los ma´ximos locales de una
funcio´n sinte´tica.
Esta ventana deslizante recorre las diferentes caracter´ısticas xTi de cada una de las
PCs seleccionadas en busca de ma´ximos locales cumpliendo as´ı tanto con el criterio
de relevancia, valores altos de los coeficientes de las PCs, como con el criterio guiado
de no redundancia evitando valores similares y cercanos en vecindad.
La descripcio´n detallada del algoritmo se muestra en el algoritmo 1. Como entra-
das del algoritmo es necesario definir el taman˜o horizontal de la ventana (v anch), el
nu´mero k de PCs que sobre las que se realizara´ la seleccio´n de caracter´ısticas y la
matriz con las PCs (αk), correspondientes a los datos de entrada X. El taman˜o hori-
zontal de la ventana esta´ relacionado con el rango de vecindad r. Decir que el taman˜o
vertical de la ventana sera´ igual al horizontal y por tanto se trata de una ventana
deslizante cuadrada. Entonces, el algoritmo recorre de manera iterativa las distintas
caracter´ısticas xTi : 1 < i < p, y cuando la distancia eucl´ıdea entre el ma´ximo valor
dentro de la ventana (max local) y el u´ltimo mı´nimo encontrado (min global) sea
mayor que un valor umbral definido (v umbral) entonces se clasifica ese punto como
ma´ximo local an˜adie´ndolo al conjunto de caracter´ısticas seleccionadas (FS). Una vez
se realiza la bu´squeda de los ma´ximos locales para las diferentes k PCs se devuelve
un vector con todas las caracter´ısticas seleccionadas.
La figura 4.8 muestra un ejemplo del resultado de aplicar el algoritmo de seleccio´n
de picos a una funcio´n tipo y = abs(sin(x) − 0,5). En la imagen, los puntos de tipo
cuadrado negro se corresponden con los picos encontrados, mientras que los s´ımbolos
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Algoritmo 1 Seleccio´n de ma´ximos locales
Entrada: v anch ← taman˜o horizontal de ventana deslizante
v umbral ← valor umbral de ma´ximo local
k-PCs ← nu´mero de PCs
p ← nu´mero de caracter´ısticas totales
α← matriz de autovectores
1: FS← ∅
2: for i = 1 : 1 : k-PCs do
3: min global = 0;
4: for j = v anch : 1 : p - v anch do
5: min local ← MIN(α(j−v anch : j+v anch)i)
6: if min local < min global then
7: min global = min local
8: end if
9: if (αji −min global) > v umbral) then
10: FS ← FS ∪ j





en forma de cruz se corresponden con la discretizacio´n de la funcio´n. Como puede
observarse el algoritmo reconoce perfectamente todos los ma´ximos tanto globales
como locales.
Algoritmo de seleccio´n guiada de caracter´ısticas
Haciendo uso del algoritmo de bu´squeda de ma´ximos locales descrito, podemos
finalizar la descripcio´n del procedimiento de seleccio´n guiada de caracter´ısticas pro-
puesto en este trabajo. Este procedimiento puede resumirse en los siguientes pasos:
Paso 1 Calcular la matriz de covarianza Σ de las entradas X, Σ = XXT . En al-
gunos casos puede ser ma´s o´ptimo el ca´lculo de la matriz de correlaciones en vez
de la matriz de covarianzas [31]. Esto es recomendable cuando las caracter´ısticas
tienen distintas escalas o pertenecen a unidades medidas diferentes.
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Figura 4.8: Ventana deslizante y ma´ximos locales obtenidos por el algoritmo seleccio´n
de picos para una funcio´n y = abs(sin(x)− 0,5)
.
Paso 2 Calcular los autovectores y los autovalores de la matriz de covarian-
zas/correlaciones Σ = αΛαT utilizando la te´cnica PCA.
Paso 3 Seleccionar el nu´mero de dimensiones k al que se quieren reducir los
datos y construir la matriz α1..k a partir de α.
Paso 4 Llamar al algoritmo de seleccio´n de ma´ximos locales con la matriz αk,
v umbral, p, k, y el taman˜o de ventana v anch.
Recordar que vamos a utilizar esta seleccio´n guiada de caracter´ısticas para un
problema de reconstruccio´n de perfiles de temperatura a partir de los datos de su es-
pectro de energ´ıa. Entonces, una vez se han obtenido el subconjunto de caracter´ısticas
originales (FS) con este procedimiento, se construye un regresor utilizando u´nicamen-
te esas caracter´ısticas. Como se indica en el siguiente cap´ıtulo, en este trabajo hemos
utilizado un regresor tipo perceptron multicapa.
Cap´ıtulo 5
Experimentos
Si buscas resultados distintos, no hagas siempre lo mismo.
–Albert Einstein (1879-1955)
Los experimentos realizados van dirigidos a mostrar la mejora de resultados obtenidos
al utilizar la te´cnica propuesta de seleccio´n de caracter´ısticas relevantes. Para ello se
va a realizar una comparativa en el entorno de reconstruccio´n de temperaturas a
partir de los espectros de emisio´n de una combustio´n t´ıpica.
La comparativa se basa en evaluar los resultados para estas tres situaciones:
No se realiza ninguna seleccio´n previa y se utilizan todas las caracter´ısticas
originales para realizar la estimacio´n. Recordar que el nu´mero de caracter´ısticas
originales es p = 2341.
Me´todo de seleccio´n B4 [31]. Se seleccionan las caracter´ısticas originales co-
rrespondientes a los coeficientes ma´s grandes de las primeras k PCs. Con este
criterio se han seleccionado 15, 30, 45, 75 y 105 caracter´ısticas. Mencionar que
aunque el nu´mero de caracter´ısticas sean e´stas, ha sido necesario en algunos
casos utilizar ma´s PCs debido a la duplicidad de caracter´ısticas asociadas a dis-
tintas PCs. Este me´todo de seleccio´n ha sido elegido porque es el ma´s conocido
y el ma´s exitoso dentro de las aproximaciones de seleccio´n de caracter´ısticas
basadas en los coeficientes de las PCs.
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Seleccio´n guiada de caracter´ısticas utilizando nuestra aproximacio´n basada en
el algoritmo de seleccio´n ma´ximos locales. Al igual que en la situacio´n anterior,
se han seleccionado un total de 15, 30, 45, 75 y 100 caracter´ısticas originales.
En este caso el nu´mero de PCs utilizadas ha sido de quince. Este nu´mero ha
sido elegido en base a la cantidad de varianza contenida en las primeras PCs y
ajustado de manera heur´ıstica con respecto al error obtenido por la estimacio´n
final del problema.
5.1. Red de neuronas
Las redes de neuronas pueden ser usadas entre otras aplicaciones, en problemas
de regresio´n para ajustar datos experimentales. Debido a la no-linealidad del mode-
lo inverso que estamos tratando, se ha usado una red de neuronal tipo perceptron
multicapa (MLP) que posee la caracter´ıstica de poder realizar ajustes no lineales.
Perceptron multicapa
Ha sido demostrado que el perceptron multicapa es un un aproximador univer-
sal [69, 70], en el sentido de que cualquier funcio´n continua sobre un compacto de ℜn
puede aproximarse con un perceptron multicapa, con al menos una capa oculta. Su
capacidad de aprender a partir de ejemplos, aproximar funciones no lineales, filtrar
ruido, etc. hace que sea un modelo adecuado para abordar problemas reales [71].
Un modelo tipo MLP esta´ basado en tres capas: entrada, oculta y la de salida.
Cada una de las capas esta´ constituida por un conjunto de neuronas que reciben sus
entradas de la capa inmediatamente anterior, y env´ıan los valores de salida a la capa
directamente siguiente. La capa de entrada se corresponde con los datos introducidos
en el modelo y no realiza ningu´n tipo de procesamiento, u´nicamente transmite esos
datos a la capa oculta. La salida de las otras neuronas del modelo, capa oculta y
capa de salida, dependen de una funcio´n f , de las entradas ponderadas, y de un valor
umbral. La salida de una neurona i sera´







donde xj , wij y bi son, respectivamente, los valores de entrada, las ponderaciones
de los enlaces y el umbral asociado a la neurona i, y u es el nu´mero de neuronas de
la capa anterior. La funcio´n f se denomina funcio´n de activacio´n y la ma´s comu´n es





Los valores de salida outi, son las entradas de la capa siguiente al nodo evaluado
y el proceso se repite hasta obtener los valores correspondientes a las neuronas de la
capa de salida.
Los valores de los pesos para cada uno de los enlaces entre las diferentes neuronas
de diferentes capas tiene que ser determinado para establecer el modelo final. Este
proceso de ajuste es denominado proceso de entrenamiento de la red. Para ello es
necesario utilizar los ejemplos disponibles del problema a resolver. La mayor´ıa de las
reglas de aprendizaje son formuladas con un objetivo espec´ıfico, p.e. mover de manera
iterativa la posicio´n de un vector hasta lograr una posicio´n que minimiza o maximiza
una funcio´n de coste particular.
Un MLP utiliza un aprendizaje supervisado que ajusta los para´metros de la red







(yk − yˆk) (5.3)
siendo m el nu´mero de ejemplos de entrenamiento. El me´todo que generalmente
se utiliza para el aprendizaje de los para´metros del modelo MLP es el algoritmo de
retropropagacio´n. Este algoritmo propaga hacia las capas anteriores la diferencia entre
el valor de salida deseado y el obtenido por la ultima capa del MLP.
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Este tipo de modelo ha sido utilizado en problemas de teledeteccio´n atmosfe´ri-
ca [72, 73] por lo que se intuye que su uso en nuestra aplicacio´n puede ser muy
apropiada.
Queremos resaltar que, adema´s de los problemas relacionados con la alta dimen-
sionalidad ya explicados, para un modelo concreto como en este caso un MLP, surgen
problemas de computabilidad cuando se utilizan muchas entradas. Esto se debe al
aumento de la complejidad del modelo, y la consecuente gran cantidad de ca´lculos
necesarios para realizar una iteracio´n en el algoritmo de aprendizaje. Esto es sin duda
una gran desventaja que puede hacer inviable su utilizacio´n para casos donde exis-
ten miles de entradas. La seleccio´n de un subconjunto de estas caracter´ısticas evita
tambie´n este tipo de problemas.
5.2. Experimentos y comparativa
Para medir el rendimiento de los diferentes criterios de seleccio´n de caracter´ısticas










|ykj − yˆkj| (5.4)
donde z es la discretizacio´n de la longitud, m el nu´mero de ejemplos, y es el valor real
de la temperatura, e yˆ es el valor obtenido por el modelo estimador. El MAE propor-
ciona informacio´n sobre el error nume´rico y el error f´ısico que se esta´ cometiendo en
la estimacio´n de cada caso. Por tanto, este valor de error es medido en unidades de
temperatura (K). Otra de las medidas que vamos a utilizar para medir el error es la
desviacio´n esta´ndar (SD) de las salidas con respecto a la media.
Los experimentos realizados se corresponden con tres aproximaciones y van enca-
minados a mostrar que el me´todo propuesto mejora los resultados obtenidos frente
a la utilizacio´n de todas las caracter´ısticas, o frente a otro me´todo de seleccio´n no
supervisado que tambie´n se basa en los coeficientes de las PCs como es el me´todo B4.
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Aproximacio´n inicial: sin seleccio´n de caracter´ısticas.
Los resultados obtenidos utilizando todas las caracter´ısticas (2341) son mostrados
en la u´ltima fila de la tabla 5.1. Para realizar las pruebas de test hemos separado el
conjunto de datos en dos subconjuntos, uno para el entrenamiento de la red neuronal y
el otro se utilizara´ u´nicamente para obtener los errores de test. Para el entrenamiento
de la red se ha utilizado el me´todo cross-validation con un valor de 10.
Algunos valores de referencia en la literatura muestran que errores del 1-5% pue-
den ser considerados como va´lidos en este tipo de reconstrucciones de temperatu-
ras [11, 14, 40, 41, 42]. En [74] los investigadores tambie´n han obtenido errores rela-
tivos por debajo del 1% en el rango de 1280-1690 K, utilizando un sistema digital de
imagen.
Los resultados obtenidos sin realizar una seleccio´n previa de caracter´ısticas y utili-
zando un MLP como modelo estimador son de ≈ 23 K de error. Este error es > 5% y
esta´ por encima de los valores de referencia. Por lo tanto esta aproximacio´n no puede
ser considerada como va´lida.
Seleccio´n utilizando el criterio B4
Para esta segunda prueba se ha seleccionado las caracter´ısticas utilizando el crite-
rio de seleccio´n B4, donde se selecciona una caracter´ıstica por cada una de las primeras
k PCs eligiendo la caracter´ıstica con el coeficiente ma´s grande [67, 75].
Se ha aplicado esta seleccio´n sobras las primeras k PCs para lograr seleccionar
15, 30, 45, 75 y 105 caracter´ısticas para realizar diferentes pruebas. Posteriormente,
se han utilizado estos subconjuntos de caracter´ısticas como entradas a un MLP para
realizar las estimaciones.
Los resultados obtenidos pueden verse en la primera fila de la tabla 5.1. Estos
resultados mejoran notablemente los obtenidos anteriormente sin realizar seleccio´n
de caracter´ısticas. Ahora los errores son ≈ 6 K frente a los ≈ 23 K que obten´ıamos
antes. Estos resultados esta´n en un error relativo de ≈ 1 − 1,5% lo cual puede ser
considerado como va´lido para algunas aplicaciones [11, 14, 40, 41, 42], pero au´n
existen otros me´todos que alcanzan mejores resultados <
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Figura 5.1: Caracter´ısticas seleccionadas (circulos azules) usando el me´todo (SG) para
una reduccio´n a 30 caracter´ısticas.
Seleccio´n guiada usando el algoritmo propuesto
Para nuestra aproximacio´n hemos usado el propuesto algoritmo de seleccio´n de
ma´ximos locales para elegir, igual que para me´todo anterior, un subconjunto de 15,
30, 45 ,75 y 105 caracter´ısticas. Estas caracter´ısticas tambie´n van a ser usadas como
entradas para un MLP el cual proporciona como salidas los valores de temperatura
del perfil de una llama.
Un total de 15 autovectores han sido utilizados para realizar la seleccio´n y las
caracter´ısticas resultantes de esta seleccio´n son mostradas en la figura 5.1. Los erro-
res asociados a los resultados obtenidos utilizando esta seleccio´n pueden verse en la
segunda fila de la tabla 5.1. Claramente las estimaciones obtenidas mejoran las dos
anteriores. El error obtenido es ≈ 4 K obteniendo el mejor resultado para 45 carac-
ter´ısticas con un error de 3.72 K. Estos resultados mejoran en 2 K los resultados
obtenidos por el me´todo B4 y en ma´s de 18 K los obtenidos utilizando todas las ca-
racter´ısticas. Igualmente la desviacio´n esta´ndar de los resultados obtenidos es ≈ 2,5
K que tambie´n mejora los resultados de las otras dos aproximaciones.
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Figura 5.2: Errores obtenidos por el me´todo B4 y la seleccio´n guiada (SG) para
diferentes nu´meros de caracter´ısticas.
Estos errores son < 1% lo cual puede considerarse como una precisio´n de re-
construccio´n muy alta. Cabe destacar los buenos resultados obtenidos con 30 carac-
ter´ısticas. Estos resultados son similares a los obtenidos con 45 caracter´ısticas, lo cual
significa que se ha realizado una reduccio´n o´ptima de las caracter´ısticas durante el
proceso de seleccio´n que hemos utilizado.
La figura 5.2 muestra los errores obtenidos, tanto para el me´todo B4 como para el
me´todo propuesto (SG), para los diferentes nu´meros de caracter´ısticas seleccionadas.
Se observa en la figura que a partir de 45 caracter´ısticas la estimacio´n en vez de mejo-
rar empeora, y sucede igualmente para ambos me´todos. Esto significa que las nuevas
caracter´ısticas an˜adidas no son relevantes para realizar la estimacio´n, y posiblemente
contienen ruido o son redundantes.
Adema´s, queremos destacar que estos resultados reafirman lo dicho en el apar-
tado 1.3.2 cuando dec´ıamos de que un aumento del nu´mero de caracter´ısticas (alta
dimensionalidad) no siempre lleva asociada una mejora, sino que puede empeorar el
rendimiento del proceso de aprendizaje.
5.3. Conclusiones
En esta primera parte, hemos estudiado co´mo realizar una seleccio´n no supervi-
sada de caracter´ısticas para datos de alta dimensionalidad e introducir informacio´n
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Cuadro 5.1: Errores obtenidos para los me´todos de seleccio´n de caracter´ısticas B4,
nuestra propuesta y un modelo sin seleccio´n de caracter´ısticas
Me´todo de Nu´mero de Temperatura Test Temperatura Entrenamiento
seleccio´n caracter´ısticas (MAEs/SD)K (MAEs/SD)K
15 7.10/4.48 7.02/4.37
30 5.80/4.26 5.78/4.11









las 2341 22.56/17.18 22.45/17.25
caracter´ısticas
previa del problema durante el proceso. Para ello, hemos propuesto un nuevo me´todo
para seleccionar caracter´ısticas que aprovecha la estructura de las componentes prin-
cipales junto con el conocimiento previo sobre el problema para mejorar el modelo de
estimacio´n en una aplicacio´n de teledeteccio´n. El ana´lisis de componentes principales
retiene la mayor parte de la informacio´n desde un punto de vista de las caracter´ısticas
representadas en un espacio de menor dimensio´n, y desde un punto de vista de mini-
mizacio´n del error de reconstruccio´n. Por otro lado el conocimiento sobre el problema
ha permitido dispersar la seleccio´n de las caracter´ısticas reduciendo la redundancia
en dicha seleccio´n.
Con el algoritmo propuesto se han abordado los tres problemas presentes en los
datos de alta dimensionalidad:
1. Las caracter´ısticas que son irrelevantes van a tener coeficientes en las PCs cer-
canos a 0 por lo que se evitan buscando aquellos coeficientes ma´s grandes.
2. Las caracter´ısticas redundantes tienden a tener valores similares en las PCs por
lo que la introduccio´n del conocimiento f´ısico del problema va a dispersar la
seleccio´n logrando as´ı reducir el efecto de la redundancia en los datos.
3. En consecuencia, la multicolinealidad se va a ver reducida debido a los dos
puntos ya comentados, y porque al utilizar un ana´lisis de tipo PCA, las nuevas
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PCs decorrelan los datos. Por tanto, la seleccio´n sobre sus coeficientes tambie´n
ayuda a mantener esa decorrelacio´n.
Los resultados obtenidos demuestran que nuestro algoritmo de seleccio´n es capaz
de realizar una reduccio´n de dimensionalidad seleccionando las caracter´ısticas rele-
vantes. Estos resultados mejoran los obtenidos previamente y son considerados como
aceptables para muchas aplicaciones de teledeteccio´n.
Adema´s, la seleccio´n de caracter´ısticas originales tiene la ventaja de que son ne-
cesarios un menor nu´mero de ca´lculos para realizar la estimacio´n o para el almacena-
miento de los datos. En el caso de disen˜o de instrumentacio´n, esto permite un menor
nu´mero de sensores con su consecuentes beneficios tanto en coste como en compleji-
dad. Adema´s, la posibilidad de interpretar la seleccio´n obtenida es de gran ayuda en
la mejora del conocimiento del problema tratado.
Desde el punto de vista f´ısico podemos considerar como aceptables los resultados
obtenidos con nuestra propuesta de seleccio´n guiada de caracter´ısticas y puede con-
cluirse que el uso de una red de neuronas tipo MLP junto con el algoritmo propuesto
pueden ser aplicados para estimar perfiles de temperatura de llamas.
Parte II
Ana´lisis Discriminante Basado en





Cuando trabajo en un problema, nunca pienso en la belleza.
So´lo pienso en como resolver el problema. Pero si cuando he acabado,
la solucio´n no es bella, entonces se´ que esta´ mal.
–R. Buckminster Fuller (1895-1983)
La extraccio´n de caracter´ısticas crea un conjunto pequen˜o de nuevas caracter´ısticas
realizando una transformacio´n general a partir de los datos de alta dimensionalidad.
Las te´cnicas utilizadas pueden ser supervisadas o no supervisadas. Nos referimos a
te´cnicas no supervisadas cuando la extraccio´n de caracter´ısticas se realiza utilizando
u´nicamente la matriz de datos de entrada y sin usar la informacio´n de salida.
6.1. Aproximaciones existentes y limitaciones
Aunque en la primera solucio´n aportada en este trabajo se ha utilizado para rea-
lizar una seleccio´n de caracter´ısticas, el ana´lisis de componentes principales tambie´n
denominado como la transformacio´n Karhunen-Loeve o simplemente transformacio´n
KL, es posiblemente el me´todo de extraccio´n de caracter´ısticas ma´s conocido(ve´ase
seccio´n 3.2). Se trata de una te´cnica no supervisada, no hace uso de las salidas, y
su propo´sito principal es reducir la dimensionalidad manteniendo la variacio´n en los
datos y minimizando el error de reconstruccio´n desde un punto de visto de mı´nimos
cuadrados.
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Las nuevas caracter´ısticas extra´ıdas por PCA sera´n la proyeccio´n de los datos ori-
ginales sobre las diferentes componentes principales. En muchas ocasiones el objetivo
principal es preservar la mayor parte de la variacio´n en los datos, y para lograrlo
se seleccionan las primeras dimensiones de los datos proyectados en la nueva base
obtenida del ana´lisis PCA. Aunque posee desventajas, su simplicidad y potencia han
hecho que sea una herramienta muy utilizada y sea considerada un esta´ndar para
reducir la dimensionalidad.
Hay muchas aplicaciones que utilizan esta´s proyecciones como variables de en-
trada a sus algoritmos. En teledeteccio´n de atmo´sfera ha sido utilizada de manera
satisfactoria para reconstruir perfiles de temperatura usando redes de neuronas como
modelo de estimacio´n, y las proyecciones resultantes del ana´lisis PCA como entradas
a la red [72, 73]. Es comu´n referirse a este tipo de configuraciones como PCR (prin-
cipal component regression) donde las nuevas caracter´ısticas son utilizadas con fines
de regresio´n. En [63] se utiliza para identificar materiales dentro de mezclas, y las
entradas son espectros de alta resolucio´n al igual que en nuestra aplicacio´n. En ese
trabajo se estudia como afecta la reduccio´n de dimensionalidad realizada con PCA al
utilizarla junto con te´cnicas de clasificacio´n como las ma´quinas de vectores de soporte
(SVMs).
Como se ha comentado, PCA es una te´cnica no supervisada y por tanto no esta-
blece ningu´n tipo de relacio´n entre las entradas y las salidas. Esto hace que en muchas
ocasiones la reduccio´n obtenida no sea una representacio´n va´lida del modelo buscado.
Una versio´n supervisada de PCA es la regresio´n con reduccio´n de rango (RRR) que
busca un espacio de menor dimensio´n cuando la matriz XXT es de rango deficiente
y por tanto no invertible. Esta aproximacio´n tiene en cuenta la salida pero desde un
punto de vista de mı´nimos cuadrados y no busca relaciones internas entre los datos,
ni estructuras.
En ciencias aplicadas, el descubrimiento de estructuras comunes entre dos domi-
nios de un mismo problema puede ser muy interesante para entender la naturaleza de
la relacio´n existente entre ellos. El ana´lisis de correlaciones cano´nico (CCA) [76] es un
me´todo de reduccio´n estad´ıstico multivariante usado para identificar y cuantificar la
CAPI´TULO 6. INTRODUCCIO´N 72
correlacio´n entre dos conjuntos de caracter´ısticas. CCA encuentra el conjunto de vec-
tores base para dos conjuntos de variables tal que, la correlacio´n de sus proyecciones
en esas bases sea mutuamente maximizada. Este me´todo, aunque es comu´n en otras
disciplinas como la psicolog´ıa, su divulgacio´n en el campo del aprendizaje automa´ti-
co es relativamente reciente. Adema´s, tanto las te´cnicas PCA como CCA pueden
ser fa´cilmente extendidas a su versio´n no-lineal gracias al denominado kernel-trick
originando as´ı las te´cnicas Kernel-PCA (KPCA) y Kernel-CCA (KCCA).
En [19] los investigadores han realizado un estudio de esta´s te´cnicas descritas y
sus versiones no lineales KPCA y KCCA para el problema tratado en esta tesis. Las
conclusiones muestran que aunque esta´s te´cnicas atenu´an algunos de los problemas
debidos a la alta dimensionalidad y a la multicolinealidad, se observa una gran va-
riacio´n en los resultados en los diferentes tipos de datos. Esto es un indicio de que
la multicolinealidad en los datos sigue presente y por tanto es necesario algu´n otro
tratamiento para lograr resultados ma´s precisos.
Una aproximacio´n que trata de abordar este problema realizando una agrupacio´n
de los datos en base a su correlacio´n es descrita en [77]. Ese trabajo denominado
correlational spectral clustering hace uso de la generalizacio´n de CCA en su forma
de kernel-CCA y de ese modo trata de buscar dos subespacios nuevos, una para las
entradas ψx y otra para las salidas ψy, de tal modo que los datos este´n ma´ximamente
correlados en esos nuevos subespacios. Posteriormente busca agrupaciones de las pro-
yecciones en el nuevo espacio de entrada usando un algoritmo de k-medias. Aunque
este me´todo encuentra grupos de datos homoge´neos, u´nicamente tiene en cuenta la
correlacio´n entre los nuevos datos proyectados y no trata de mantener de ningu´n mo-
do la distancia del espacio original de los datos. Adema´s no busca un u´nico espacio
que contenga las dos representaciones de un objeto sino que busca espacios diferentes
para las entradas ψx y las salidas ψy.
En resumen, tanto CCA, su extensio´n KCCA, o el propuesto me´todo correlational
spectral clustering buscan estructuras comunes en los datos, tanto en la entrada como
en la salida, pero carecen de de algo importante para nuestra aplicacio´n que es la
importancia de la localidad de las relaciones entre los datos. Es decir, aquellos datos
que en su espacio original se encuentran ma´s cercanos unos de otros utilizando una
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me´trica eucl´ıdea tienen una relacio´n mayor entre ellos.
Como puede observarse, la reduccio´n de dimensionalidad es un tema ampliamente
tratado tanto en las a´reas de inteligencia artificial, como en miner´ıa de datos; pero,
la idea de mantener la informacio´n local y buscar desde un punto de vista geome´trico
una la estructura de un espacio de menor dimensio´n que mantenga dicha informacio´n,
no ha sido tratada hasta recientemente.
Las te´cnicas local linear embedding LLE [35] e ISOMAP [36] son dos estudios que
se interesan por la bu´squeda de esa estructura en un subespacio de menor dimensio´n
donde posiblemente residan los datos de alta dimensionalidad. Estas te´cnicas se basan
en la linealidad local de los datos para poder reconstruir el comportamiento de un de
ellos a partir de su relacio´n con otros datos similares (localmente cercanos de acuerdo
a la me´trica utilizada). De este modo logran reproducir comportamientos no lineales,
y se proponen como alternativas a PCA o al escalado multi-dimensional (MDS [78]).
En [79] se desarrolla un nuevo algoritmo que busca tambie´n la estructura intr´ınseca
de los datos pero utiliza una solucio´n basada en conceptos bien conocidos de teor´ıa
de grafos (ver p.e. [34]). En ese mismo estudio tambie´n se establecen relaciones con
me´todos antes utilizados en visio´n por computador basados en spectral clustering [80].
En esta investigacio´n hemos propuesto un modelo que busca estructuras comunes
entre dos conjuntos de datos que pertenecen a distintas medidas de un mismo objeto.
Para ello, vamos a seguir el mismo enfoque de las te´cnicas LLE e ISOMAP y de ese
modo buscar conjuntos de datos homoge´neos que contengan informacio´n similar en
los espacios de entrada y de salida. Esto va a permitir un modelado del problema
teniendo en cuenta las diferentes estructuras encontradas tanto en la salida como en
la entrada.
Resaltar que en [81] se explica la relacio´n existente entre la utilizacio´n de una
aproximacio´n por grafos para la bu´squeda de un subespacio de menor dimensio´n
y el agrupamiento. Esto es debido a que de manera impl´ıcita el algoritmo basado
en grafos enfatiza los grupos naturales contenidos en los datos. Por esto, la aproxi-
macio´n propuesta abre un nuevo modo de abordar problemas de regresio´n en alta
dimensionalidad dado que la reduccio´n de dimensionalidad propuesta da lugar a la
bu´squeda de manera impl´ıcita de agrupaciones de datos, que se corresponden con
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distintos modelos. No existen muchos estudios en los que se intente realizar este tipo
de agrupaciones en problemas de regresio´n. Por ejemplo en [82], los autores propo-
nen un me´todo heur´ıstico e iterativo para agrupar las salidas, y posteriormente crear
automa´ticamente sus estad´ısticas de primer y segundo orden del espacio de entrada.
Entonces, se reasignan los ejemplos a los diferentes grupos creados a partir de la agru-
pacio´n en las salidas. En dicho estudio no se habla en ningu´n momento de reduccio´n
de dimensiones en las salidas como modo creacio´n de indicadores para la posterior
agrupacio´n, y tampoco se establece ningu´n requisito de localidad lineal siendo ambos
requisitos necesarios en nuestra propuesta.
6.2. Grafos y terminolog´ıa
Nuestra aproximacio´n esta´ basada en un entorno de grafos que va a permitir
incorporar la informacio´n local de los datos. Haciendo uso del concepto de Laplaciano
de un grafo, podemos calcular un espacio de baja dimensio´n que sea representativo
de los datos y que preserva de manera o´ptima la informacio´n local [79]. Este tipo
de ana´lisis hace un uso expl´ıcito de las conexiones entre los ve´rtices del grafo para
poder interpretar la reduccio´n de dimensiones de un modo geome´trico. A continuacio´n
vamos a definir algunos te´rminos necesarios para comprender mejor el desarrollo de
nuestra propuesta.
Un grafo G consiste en un conjunto de ve´rtices/nodos V (G) y un conjunto de
arcos/aristas W (G), donde un arco es un par no ordenado de ve´rtices distintos per-
tenecientes a G. Un par no ordenado se identifica como {i, j} = {j, i}. Si {i, j} es
un arco, entonces se dice que i y j son adyacentes, o que i es vecino de j, y se de-
nota escribiendo i ∼ j. En nuestro caso, este conjunto de arcos va a representar la
similitud entre puntos, siendo wij = wji la medida de similitud entre i y j, donde los
ve´rtices vi y vj representan los puntos del conjunto de datos. As´ı, la matriz W va a
ser una matriz sime´trica correspondiente a un grafo no dirigido donde los arcos entre
dos ve´rtices son bidireccionales. La figura 6.1 muestra un ejemplo de un grafo donde
pueden verse los arcos y los ve´rtices de un dodecaedro.
Para representar de una manera binaria las relaciones entre los distintos ve´rtices
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de un grafo se utiliza la matriz de adyacencia. La matriz de adyacencia A(G) es
una matriz de nu´meros enteros cuyas filas y columnas indexan los ve´rtices de G, de
modo que la entrada ij de A(G) es igual al nu´mero de arcos desde i a j. La matriz
A(G) es sime´trica, y los te´rminos de la diagonal son ceros porque no existen bucles
en un grafo. Si u´nicamente se dispone de la informacio´n de similitud wij entre los
puntos de un conjunto de datos, entonces esta matriz A(G) va a ser uno para todos
sus elementos i, j : i 6= j. Tambie´n puede utilizarse esta matriz de adyacencia para
introducir informacio´n conocida sobre la localidad del problema como si se tratase de
una ma´scara.
Por tanto, si wij = 0 indicara´ que los ve´rtices i y j no esta´n conectados, o de
manera equivalente se puede decir que el grado de similitud entre los puntos i y j es





y su matriz asociadaD se define como una matriz diagonal con grado deg(v1), . . . , deg(vm)
en la diagonal principal.
La matriz Laplaciana L(G) es otro concepto importante y puede ser usado para
encontrar muchas otras propiedades del grafo. Existen diversas definiciones de matriz
Laplaciana en la literatura y para nuestro estudio se define como:
L = D−W .
Una de las propiedades importantes de esta definicio´n de matriz Laplaciana es
que es una matriz sime´trica y semidefinida positiva. Una matriz B es semidefinida
positiva si uTBu ≥ 0 para cualquier vector u. Adema´s, si una matriz es positiva
definida entonces todos sus autovalores son tambie´n positivos.
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Figura 6.1: El grafo de un dodecaedro tiene 20 ve´rtices y 30 arcos.
6.3. Una visio´n de grafos embebidos para reducir
la dimensionalidad
Recordar que en la pra´ctica cuando se dispone de datos de alta dimensionalidad,
como es nuestro caso, es recomendable y beneficioso transformar estos datos originales
a un espacio de menor dimensionalidad [83].
La tarea principal de la reduccio´n de dimensionalidad es encontrar una funcio´n
de transformacio´n F : x → xˆ que transforme x ∈ ℜp al espacio deseado de baja
dimensio´n xˆ ∈ ℜp′, siendo p′ ≪ p
xˆ = F (x) . (6.1)
El mismo proceso es aplicable al espacio de salida y ∈ ℜs para obtener yˆ ∈ ℜs′ siendo
s′ ≪ s. Esta funcio´n F puede ser lineal o no lineal para diferentes casos.
La bu´squeda de dicha transformacio´n F para reducir la dimensionalidad puede
ser abordada desde un nuevo punto de vista basado en grafos embebidos [84].
Si introducimos el mismo problema de reduccio´n desde un punto de visto de un
grafo embebido tenemos que G = (V,W ) es un grafo no dirigido donde V (G) son los
ve´rtices que se corresponden con los diferentes ejemplos disponibles {1, . . . , m}, y los
arcos W (G) conectan los datos que esta´n cercanos indicando su grado de similitud.
Por tanto, si deseamos reducir la dimensio´n en el grafo G tenemos que considerar
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una transformacio´n de dicho grafo G a una l´ınea tal que los nodos/puntos que este´n
conectados permanezcan tan cercanos como sea posible. Sea xˆ = (xˆ1, xˆ2, . . . , xˆm) los
nuevos datos en dicha transformacio´n, entonces un criterio razonable para encontrar
una ”buena” transformacio´n F es minimizar la siguiente funcio´n objetivo [79]
m∑
ij
(xˆi − xˆj)2wij (6.2)
bajo restricciones de ortogonalidad y escalado. Si examinamos esta funcio´n, puede
verse que debido a los valores de la matriz de similitud W se induce una penalizacio´n
cuando dos puntos vecinos xi y xj son proyectados lejos uno del otro. Por lo tanto,
si minimizamos la expresio´n 6.2 estamos asegurando que si dos puntos xi y xj esta´n
cercanos en el espacio original, tambie´n lo estara´n xˆi y xˆj . Desarrollando la funcio´n






















donde L = D−W es la matriz Laplaciana como se ha definido en el apartado anterior,
y D es una matriz diagonal tal que dii =
∑
j wij .
Por tanto el problema de reduccio´n de dimensionalidad se reduce a encontrar la




imponiendo la restriccio´n xˆTDxˆ = 1 para evitar un escalado arbitrario. Esta ecuacio´n
puede ser resuelta como un problema de autovectores. De este modo la solucio´n viene
dada por la siguiente expresio´n
Lxˆ = ΛDxˆ . (6.5)
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6.3.1. Estructuras locales y globales
La mayor´ıa de los me´todos tradicionales utilizan una aproximacio´n global para
realizar la reduccio´n de la dimensionalidad. As´ı, PCA es o´ptimo para grupos de datos
que este´n distribuidos de una manera gaussiana, pero no es capaz de diferenciar datos
que siguen otra distribucio´n. Lo mismo sucede con el ana´lisis lineal discriminante
(LDA) [83, 85] que es el homo´logo a PCA pero para problemas de clasificacio´n.
Como se ha descrito hasta ahora, se puede considerar que los datos puede ser gene-
rados por un sistema estructurado que posiblemente contenga muchos menos grados
de libertad que el que se presenta en las mediciones o espacio original. Usando la apro-
ximacio´n de grafos que acabamos de ver, puede utilizarse la matriz de similitud W
para introducir la informacio´n local de los datos originales y posteriormente obtener
la geometr´ıa del espacio subyacente que contiene esas estructuras locales.
Esta aproximacio´n esta´ muy relacionada con el aprendizaje semi-supervisado, don-
de se busca una funcio´n de clasificacio´n revelada, tanto por los datos etiquetados como
los que no, que sea lo suficientemente suave como para mantener la estructura inter-
na/local [86].
El concepto clave para el aprendizaje semi-supervisado es la asuncio´n de consis-
tencia. En clasificacio´n, este concepto de consistencia significa que:
1. puntos cercanos tienden a tener la misma etiqueta.
2. puntos que tienen la misma estructura tienden a tener la misma etiqueta.
Esta segunda asuncio´n se puede interpretar desde un punto de vista de reduccio´n de
dimensionalidad como que aquellos puntos que residen en un mismo espacio de menor
dimensionalidad tendra´n la misma etiqueta. Una interpretacio´n desde un punto de
vista de grafos embebidos es que si dos puntos esta´n unidos por un arco, tendera´n a
pertenecer a la misma clase. Adema´s, los puntos que este´n contenidos en un sub-grafo
densamente conectado tambie´n tendera´n a pertenecer a un mismo grupo [87]. Con
estas asunciones se pueden utilizar tanto los datos etiquetados como los que no esta´n
etiquetados para mejorar el proceso de aprendizaje.
Para nuestro problema utilizaremos este tipo de aprendizaje semi-supervisado
de una manera impl´ıcita debido a que al tratarse de un problema de regresio´n no
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disponemos de informacio´n real del etiquetado de los datos, sino que disponemos
de datos continuos de alta dimensio´n. Por tanto, podemos considerar que todos los
datos esta´n no etiquetados y aceptar como ciertas las asunciones de consistencia
para poder as´ı buscar las diferentes estructuras locales. Tambie´n podemos pensar
de modo contrario, que todos los datos esta´n etiquetados pero que no existen dos
etiquetas iguales y, por tanto, tenemos tantas etiquetas como casos, siendo necesario
la bu´squeda de estructuras locales para obtener conjuntos de puntos homoge´neos.
Como puede verse, nuestra propuesta esta´ de manera impl´ıcita dentro de lo que se
considera el aprendizaje semi-supervisado.
6.3.2. Grafo de similitud o matriz ”kernel”
Los para´metros ba´sicos necesarios para incluir la informacio´n local y poder descu-
brir las diferentes estructuras en el conjunto de datos son dos. El primero de ellos es
la matriz o grafo de similitud W. El grafo de similitud se corresponde con los valores
de los arcos W de un grafo G(V,W ). Cada arco contiene la informacio´n referente al
grado de similitud entre dos casos/ve´rtices vi y vj, siendo wij ≥ 0. Si wij = 0 significa
que los ve´rtices xi y xj no esta´n conectados. El segundo para´metro es la matriz de
adyacencia A(G) que permite decidir cuando dos ve´rtices vi y vj esta´n unidos o no
por un arco. Estos dos para´metros pueden ser utilizados de manera simultanea para
lograr as´ı la matriz de similitud final deseada.
Existen diferentes modos para transformar un conjunto de puntos dado x1, . . . ,xm,
en una matriz de similitudes. Recordar que el objetivo principal es modelar el com-
portamiento local entre los datos. Adema´s, la mayor´ıa de los modelos de construccio´n
dan lugar a matrices de tipo disperso lo cual tiene ventajas desde un punto de vista
computacional. A continuacio´n se describen las diferentes maneras de poder obtener
dicha matriz de similitudes.
Grafo de ǫ-vecinos: se conectan todos los puntos cuya distancia entre pares sea
ma´s pequen˜a que ǫ. Debido a que las distancias entre todos los puntos conectados
son de escala similar (como mucho ǫ), realizar una ponderacio´n de los arcos no va
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a incorporar informacio´n adicional sobre los datos del grafo. De este modo, el grafo
ǫ-vecinos es normalmente considerado un grafo sin pesos.
Grafo de k-vecinos ma´s cercanos: aqu´ı, un ve´rtice vi estara´ conectado con
otro vj si vj pertenece a los k-vecinos ma´s cercanos de vi. Esta definicio´n por si sola
provoca la creacio´n de un grafo de tipo direccional, debido a que las relaciones de k-
vecinos ma´s cercanos no son sime´tricas. Para hacer que este grafo sea no direccionado
se puede adoptar uno de los siguientes caminos. El primero consiste en ignorar las di-
recciones de los arcos y conectar los ve´rtices vi y vj tanto si vj esta´ entre los k-vecinos
ma´s cercanos de vi, o si vi esta´ entre los k-vecinos ma´s cercanos de vj. El grafo resul-
tante es el que comu´nmente es referido como grafo de k-vecinos ma´s cercanos. La otra
opcio´n es conectar los ve´rtices vi y vj, si y so´lo si ambos esta´n entre los k-vecinos ma´s
pro´ximos del otro. A este grafo se le denomina grafo de k-vecinos mutuamente ma´s
cercanos. En ambos casos, una vez se han conectado los ve´rtices de manera apropiada
se establecen los pesos de cada uno de los arcos con los valores de similitud adecuados.
Grafo completamente conectado: simplemente se conectan todos los pun-
tos con similitud positiva, y se establecen los valores de sus arcos con wij . Como
el grafo debe modelar el comportamiento local, este tipo de construccio´n so´lo es
apropiada cuando la funcio´n de similitud utilizada contiene ese tipo de informa-
cio´n por s´ı misma. Un ejemplo de funcio´n de este tipo ser´ıa una funcio´n gaussiana




2σ2 . Para esta funcio´n, el para´metro σ controlara´ el taman˜o de
los vecinos a tener en cuenta de manera similar a como lo hace ǫ para el caso de un
grafo de k-vecinos ma´s pro´ximos.
Otro tipo de funciones que incluyen el comportamiento local por s´ı mismas son
las funciones de tipo kernel que se caracterizan por ser semi-definidas positivas [88].
Algunas matrices tipo kernel que pueden usarse con el fin descrito son:
K(x, y) = x · y, (6.6)
K(x, y) = (1 + x · y)p, (6.7)
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K(x, y) = e
−||x−y||2
2σ2 . (6.8)
Por tanto, este tipo de matrices tambie´n pueden ser utilizadas de manera equiva-
lente como matriz de similitudes W.
El resto de esta segunda parte de la tesis se organiza como sigue. El cap´ıtulo 7
contiene el desarrollo de la te´cnica propuesta junto con la descripcio´n del algoritmo
utilizado. Los resultados de los experimentos correspondientes a esta segunda pro-
puesta se muestran en el cap´ıtulo 8.
Cap´ıtulo 7
Ana´lisis de datos de estructuras
homoge´neas
Todo tiene que ser lo ma´s simple posible, pero no ma´s.
–Albert Einstein (1879-1955)
Un conjunto de datos pareados es aquel donde un mismo objeto es representado en
dos (o ma´s) espacios diferentes. En ese contexto es coherente suponer que existe un
modelo latente que relaciona las diferentes representaciones, las cuales pueden ser
imaginadas como las diferentes formas del objeto subyacente que aparecen al ser
representado en los respectivos espacios. Este pareado de conjuntos de datos puede
tener su origen en los diferentes me´todos de medida utilizados.
En el problema de regresio´n que estamos tratando, el conjunto de datos esta´ re-
presentado por un matriz de entrada X = {x1, . . . ,xm} donde xi ∈ ℜp×1 y representa
los datos de emisio´n energe´tica a diferentes longitudes de onda de una llama, y una
matriz de salida Y = {y1, . . . ,ym} donde yi ∈ ℜs×1 y se corresponde con los perfiles
de temperatura asociados a esa llama.
En nuestro caso, el objeto subyacente sera´ la propia f´ısica y las dos representaciones
sera´n las dos medidas que se obtienen. Por un lado, se tiene la medida obtenida
usando el espectroradio´metro, lo que proporciona un espectro de energ´ıa a diferentes
longitudes de onda, y por otro se tienen las medidas de la temperatura en las diferentes
zonas de la llama. Ambas medidas se corresponden con la misma ley f´ısica y, por
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tanto, son diferentes representaciones de un mismo objeto. Nosotros proponemos la
bu´squeda de ese espacio comu´n a ambas representaciones de tal modo que en ese nuevo
espacio comu´n ambas vistas este´n relacionadas en base a un criterio de homogeneidad,
logrando as´ı atenuar los problemas relacionados con la multicolinealidad explicados
en la introduccio´n (apartado 1.3.2).
De este modo, asumimos que existe un subespacio comu´n a ambos espacios, de
entrada y salida, y que ese subespacio va a contener las estructuras comunes a am-
bos permitiendo as´ı identificar los diferentes grupos homoge´neos. La aproximacio´n
propuesta hace uso de un procedimiento de tres pasos.
1. Dado un conjunto de datos X ∈ ℜp×m e Y ∈ ℜs×m, debemos encontrar el
subespacio de menor dimensio´n que contenga ambos conjuntos de datos y los
correlacione.
2. Detectar las estructuras homoge´neas que se crean en el espacio generado y
agruparlas.
3. Realizar la estimacio´n para cada una de las estructuras detectadas.
Para el disen˜o de este proceso hay que tratar, entre otras, las siguientes cuestiones:
¿Co´mo definir el concepto de grupo homoge´neo en el disen˜o de la te´cnica?
¿Que´ tipo de agrupamiento debemos hacer sobre los datos obtenidos en el nuevo
espacio generado?
¿Que´ tipo de estimador sera´ necesario utilizar para realizar la reconstruccio´n de
las temperaturas?
Ma´s concretamente, la propuesta consiste en un algoritmo de reduccio´n de dimen-
sionalidad que va a usar la informacio´n relacionada con las salidas para mitigar el
efecto de la multicolinealidad en las entradas. El algoritmo va a explotar la geometr´ıa
de los datos de salida y encontrar un subespacio de entrada que mejor preserve esa
geometr´ıa. Para esto vamos a utilizar una entorno basado en grafos que nos permite
introducir esa informacio´n sobre la geometr´ıa tanto global como local. A continuacio´n
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se describe la forma en la que se ha realizado esta propuesta y la descripcio´n completa
del algoritmo.
7.1. Agrupamiento por maximizacio´n de correla-
ciones y de distancias
En la seccio´n 6.1 se hablo´ del me´todo correlational spectral clustering [77] el cual
usa la te´cnica KCCA [89] para buscar dos subespacios diferentes, una para las entradas
ψx y otra para las salidas ψy de tal modo que las proyecciones en los subespacios
este´n ma´ximamente correladas. Este modelo asume un modelo subyacente que soporta
ambos subespacios y las transformaciones son diferentes para cada uno de ellos.
Aunque este me´todo encuentra grupos de datos homoge´neos, u´nicamente tiene en
cuenta la correlacio´n entre los nuevos datos proyectados y no trata de mantener de
ningu´n modo la distancia en el espacio original de los datos.
Nuestro me´todo se basa en la asuncio´n de un u´nico modelo subyacente el cual
contiene el subespacio comu´n a ambas representaciones del objeto, las entradas X
y las salidas Y. Con este esquema, vamos a buscar la transformacio´n que encuentre
el espacio de menor dimensio´n y que preserve las distancias originales de ambos
conjuntos de datos de manera independiente. Adema´s, se an˜ade la restriccio´n de que
en esos nuevos subespacio generados ψx y ψy se mantenga una relacio´n lineal de uno
frente al otro. Esta es la me´trica definida como criterio de homogeneidad. Siguiendo
la notacio´n introducida en el cap´ıtulo anterior, xˆ = (xˆ1, . . . , xˆm′) ∈ ℜp′×m sera´ la
transformacio´n de los datos de la entrada, y yˆ = (yˆ1, . . . , yˆs′) ∈ ℜs′×m de la salida.
La propuesta de este me´todo en el contexto de una aplicacio´n de regresio´n es
motivada por el conocimiento de que existen un conjunto de estructuras en los datos
de salida, los cuales son desconocidos en los datos de entrada debido a que es de ma-
yor complejidad. Por lo tanto, nuestro objetivo es encontrar una transformacio´n que
permita descubrir el subespacio de las entradas que mejor represente esa informacio´n
estructurada de las salidas. Siguiendo la formulacio´n introducida en la seccio´n 6.3
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podemos construir dos grafos G y H para los datos de entrada y los datos de sa-
lida, respectivamente. Cada uno de estos grafos tiene asociado su respectiva matriz
de similitud U ∈ ℜm×m y W ∈ ℜm×m. Recordar que si dos ve´rtices vi y vj , que se
corresponden con dos ejemplos distintos de los m posibles, esta´n conectados entonces
el valor de la matriz de similitud uij ≥ 0, y que si su valor uij = 0 significa que no
esta´n conectados o que su similitud es mı´nima. Un criterio razonable para lograr una








(xˆi − xˆj)2uij . (7.2)
Adema´s hay que an˜adir la restriccio´n de que el espacio de salida ψy pueda ser
reconstruido linealmente desde ψx. Esta restriccio´n trata de encontrar en las entradas
la misma estructura de las salidas. De este modo, la ecuacio´n 7.2 queda modificada




(xˆi − xˆj)2uijwij (7.3)
donde se introduce la informacio´n referente a las salidas usando la matriz de
similitudes W. Esta ecuacio´n trata de preservar las distancias en el espacio de las
entradas pero u´nicamente cuando esas entradas esta´n correlacionadas con las salidas.
As´ı se logra realizar una reduccio´n selectiva en base a homogeneidades.
Es conocido que la matriz de similitud de las salidas W tiene una estructura de
bloque. Esta estructura de bloque vendra´ determinada por el criterio elegido para
crear la matriz de similitud (ve´ase apartado 6.3.2). En nuestro caso esta matriz de
similitud W es creada usando una funcio´n de correlacio´n lineal. Por tanto podemos
asumir sin perdida de generalidad que los datos y1, . . . , ym esta´n ordenados de acuerdo
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donde el super´ındice c indica las diferentes estructuras de bloque internas. El objetivo
entonces es intentar separar estos bloques, los cuales representan zonas homoge´neas,
unos de otros. Asumiendo que so´lo existen dos estructuras, podemos reescribir la
ecuacio´n 7.3 como un nuevo problema de optimizacio´n donde se tratara´ de maximizar
la distancia entre los casos que pertenezcan a estructuras diferentes, y minimizar la









(xˆi − xˆj)2uijwb,ij (7.5)
donde ww,ij indica la similitud entre los elementos que pertenecen a un mismo
bloque/grupo, y wb,ij indica la similitud entre los elementos pertenecientes a distintos
bloques. Entonces, las nuevas funciones objetivo son minimizar 7.1 y 7.4, y maximi-
zar 7.5.
De este modo, se mantiene la informacio´n en el espacio de salida de acuerdo a la
ecuacio´n 7.1, y se buscan los conjuntos de datos de las entradas que presentan esa
estructura de acuerdo a la ecuacio´n 7.4. Simulta´neamente, tambie´n se mantiene la
estructura interna (informacio´n local) de las entradas, a la vez que se maximiza la
distancia frente a los datos de otras estructuras en 7.5 (informacio´n global).
Asumiendo que no tenemos ninguna informacio´n a priori sobre la matriz de simi-
litud de las entradas, podemos considerar que su estructura es del tipo 1
m
eeT . Esta
estructura es de tipo PCA y equivale a buscar las direcciones de mı´nima varianza de




i(xi − x)(xi − x)T = 1mX(I − 1meeT )XT . Desarrollando la ecuacio´n 7.4, y
teniendo en cuenta que
∑
j uij = m, que
∑
ij uij = m
2, y que Dii =
∑
j wij siguiendo
















= mı´n(2m2 xˆTDxˆ− 2m2 xˆTWwxˆ) = mı´n (2m2 xˆTLwxˆ) (7.6)
siendo L = D −W. Como puede verse, es igual a la ecuacio´n 6.3 salvo por el
factor constante 2m2 que no afecta a la optimizacio´n de la ecuacio´n. De este modo el
problema de optimizacio´n queda expresado como:
mı´n xˆTLwxˆ (7.7)
De manera similar se puede desarrollar la ecuacio´n 7.5, obteniendo
ma´x xˆTLbxˆ . (7.8)
Con esto demostramos que utilizando una orientacio´n basada en grafos es simple
introducir en las entradas la informacio´n referente al espacio de salida. Entonces, el
problema de buscar el subespacio de entrada que mejor represente los bloques de la
salida es equivalente a resolver los problemas 7.7 y 7.8.
Una vez determinado como encontrar el nuevo subespacio de entrada ψx , es nece-
sario encontrar tambie´n el subespacio de la salida ψy correspondiente a la ecuacio´n 7.1
Este subespacio deben mantener una dependencia lineal para poder as´ı estimar las
salidas a partir de las entradas. Desarrollando la ecuacio´n 7.1 y teniendo en cuenta
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= mı´n 2(bTXDXTb− bTXWXTb)
= mı´n bTX(D−W)XTb . (7.9)
Sustituyendo Lw = Dw −Ww y xˆ por su combinacio´n lineal sobre las entradas
xˆi = b
Txi, la expresio´n 7.7 puede ser expresada como
mı´n bTX(Dw −Ww)XTb . (7.10)
Igualmente, la ecuacio´n 7.5 se reescribe como
ma´x bTX(Db −Wb)XTb . (7.11)
Hay que resaltar que la matriz Dw proporciona una manera natural de medir la
densidad que existe alrededor de un punto xi. Por lo tanto, cuanto ma´s grande sea













Si miramos las ecuaciones 7.9 y 7.13 se puede observar que son similares debido
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a que la matriz W utilizada en 7.9 para indicar las similitudes entre los puntos
y la utilizada en 7.13 para indicar la estructura de las salidas es la misma. Esto es
as´ı porque la matrizWw contiene de manera intr´ınseca informacio´n sobre la estructura
de los datos de salida, y por la restriccio´n establecida sobre Dw.






TX(Db −Wb)XTb = ma´xb(1− bTXWbXTb) = mı´nb bTXWbXTb








Para el caso de bu´squeda de estructuras lineales en la salida se utiliza una matriz
de similitud W que establece las distancias en base a su correlacio´n lineal. En este
caso la matriz Ww = Y







Resaltar que igualmente puede utilizarse una matriz tipo kernelWw = K(y, y) = Kyy
para detectar las estructuras de la salida y de eso modo permitir buscar estructuras
no lineales.
Si no se dispone de informacio´n sobre los diferentes grupos de la salida no se pueden
determinar los valores de la matriz Wb pero se puede utilizar la matriz de covarianza
total como criterio u´nico para medir la distancia entre los puntos pertenecientes a
diferentes grupos. Para el caso que estamos estudiando, esto implica una matriz de







donde b es la transformacio´n del subespacio buscado.
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A continuacio´n se describe el algoritmo completo utilizado para obtener los bus-
cados diferentes modelos locales. Para ello se indica como se ha obtenido la transfor-
macio´n b y como se aplica un estimador para cada modelo.
7.2. Descripcio´n del algoritmo
Con el fin de agrupar diferentes subconjuntos de datos homoge´neos para as´ı sol-
ventar el problema de la multicolinealidad, vamos a transformar el problema general
de regresio´n en n sub-problemas de regresio´n donde cada uno de esos subconjuntos
llevara´ asociado un modelo para la estimacio´n de los perfiles de temperatura.
Para ello nos basamos en las estructuras contenidas en los datos de salida las cuales
son recogidas en la matriz de Gram definida por Cyy = Y
TY. Posteriormente es
necesario pasar esta informacio´n referente a las estructuras de la salida a los datos de
entrada. Este problema es resuelto utilizando la ecuacio´n 7.16 obtenida en el desarrollo
explicado en este cap´ıtulo, y de ese modo se calcula la matriz de transformacio´n B.
Esta matriz B permite proyectar los datos de entrada X en un nuevo subespacio
donde residen las estructuras buscadas. Posteriormente se procede a realizar una
agrupacio´n de los datos proyectados P donde los distintos ejemplos quedan agrupados
por homogeneidad. Cada uno de estos grupos se correspondera´ con un modelo local.
Entonces, se calcula cada uno de estos modelos para obtener finalmente la estimacio´n
de los perfiles de temperatura.
A continuacio´n se describe de manera detallada el algoritmo utilizado donde los
datos de entrada y de salida son X ∈ ℜp×m e Y ∈ ℜs×m respectivamente, con m ejem-
plos, y cada uno de estos ejemplos con una dimensio´n de entrada p, y una dimensio´n
de salida s:
1. Construir la matriz de Gram correspondiente a los datos de salidaWw = Cyy =
YTY ∈ ℜm×m, o su versio´n gene´rica tipo kernelKyy usando alguno de los kernel
definidos en (6.6), (6.7), o (6.8), o sus posibles combinaciones (ve´ase [88] para
ver los operadores que conservan las propiedades de un kernel).
2. Resolver el problema generalizado de autovectores correspondiente a la funcio´n
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objetivo 7.16. Para ello se utilizan los siguientes pasos:
Calcular la descomposicio´n en valores singulares (SVD) de X, X = USVT,
siendo X la matriz centrada de los datos de entrada, y s1, . . . , sr son los valores
singulares asociados a los autovectores por la izquierda de U, y por la derecha
de V.
Entonces, sustituyendo X por su descomposicio´n SVD, la ecuacio´n 7.16
puede ser transformada en ma´xB
tr(BTUSVTWwVSUTB)
tr(BTUSVTVSUTB)
. Haciendo C = SUTB




ser resuelto como un problema de autovectores sobre C y despue´s resolver en
B como B = US−1C.
3. Calcular los nuevos datos proyectados en los nuevos ejes calculados, siendo P =
BTX.
4. Aplicar un algoritmo de agrupacio´n por densidades sobre las primeras l nuevas
caracter´ısticas de los datos proyectados P ∈ ℜl×m.
5. Aplicar un modelo de regresio´n para cada uno de los c grupos obtenidos.
En el primer paso, la matriz de Gram ya incluye informacio´n relevante sobre la lo-
calidad de los datos por lo que no ha sido necesario utilizar una matriz de adyacencia
externa. Au´n as´ı, si se dispone de informacio´n previa sobre datos que deben ser consi-
derados vecinos se puede incluir una matriz de adyacencia indicando esta´ informacio´n
a modo de ma´scara.
Para calcular el nu´mero de dimensiones a utilizar en las proyecciones obtenidas P
nos basamos en los mismos criterios que utilizamos en el cap´ıtulo 4 donde el porcentaje
de varianza acumulada es el ma´s comu´n. Otro criterio u´til en este caso es establecer
su valor al nu´mero de variables desconocidas del modelo a estimar, debido a que el
subespacio nuevo generado vendra´ determinado en el caso ideal por ese nu´mero. Esto
sucede cuando se ha logrado realizar una buena reduccio´n de la dimensionalidad y se
separan las interdependencias existentes. Aunque no disponemos de una base teo´rica
para este supuesto, si parece que esto sucede en nuestra aplicacio´n.
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Para los casos de entrenamiento, una vez se han proyectado los datos en el nuevo
espacio generado, se realiza una agrupacio´n por densidades logrando as´ı que todos los
ejemplos que poseen homogeneidad puedan ser identificados como un u´nico modelo.
Los algoritmos basados en densidades buscan grupos de datos teniendo en cuenta
la distribucio´n de los puntos. De este modo, se trata de encontrar zonas que tienen
una alta concentracio´n de puntos en su entorno, mientras que entre diferentes zonas
aparecen a´reas de baja densidad de puntos.
Existen varios algoritmos de densidades basados en diferentes criterios. Nosotros
utilizamos DBSCAN [90] el cual esta´ basado en la unio´n de zonas de alta densidad.
Para ello, utiliza el concepto de punto central para ir construyendo de manera iterativa
un esqueleto de puntos que corresponden a un mismo grupo. Mean-Shift [91], usa un
vector de desplazamiento que indica las zonas de mayor densidad. De este modo el
vector posicio´n se desplaza indicando paso por paso las a´reas de densidad alta. Otros
algoritmos basados en densidades son: KNN-clust, Clique, DENCLUE, LPC, etc.,
donde cada uno presenta caracter´ısticas y aplicaciones espec´ıficas.
En [37] puede encontrarse una comparativa de algunas de estas te´cnicas. Nosotros
hemos utilizado el algoritmo DBSCAN por su simplicidad y rapidez frente a otros ma´s
costosos computacionalmente como Mean-Shift. Adema´s los resultados obtenidos en
la deteccio´n de los diferentes grupos buscados son satisfactorios como hemos visto en
este trabajo y se demostro´ en [37].
Uno de los problemas comunes en este tipo de te´cnicas de reduccio´n y descu-
brimiento de informacio´n (ISOMAP [36], LLE [35], etc.) suele ser como realizar el
proceso de test. Debido a que se basan en la matriz de Gram para calcular un subes-
pacio en base a las distancias entre pares, esta matriz tambie´n es necesaria para el
test, y la u´nica manera de poder incluir un nuevo ejemplo en el proceso es ampliar la
matriz de Gram y volver a realizar el ca´lculo de los autovectores. Por lo tanto, estas
te´cnicas tienen un cara´cter ma´s exploratorio que de aprendizaje como tal.
Nosotros hemos desarrollado nuestro algoritmo de tal modo que al final obtenemos
un conjunto de vectores que forman una base B y que puede utilizarse para el proceso
de test. Si se quiere realizar el test sobre un nuevo caso xtest, se puede obtener su
proyeccio´n ptest en el nuevo espacio B como, ptest = B
Txtest.
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Cuando se proyecta un dato de test se utiliza el algoritmo del ma´s cercano con un
valor de K = 1 para su clasificacio´n dentro de uno de los grupos detectados. Es decir,
el nuevo dato xtest es proyectado obteniendo ptest. Entonces, se busca el ejemplo de
entrenamiento ptrain ma´s cercano a ptest y se le asigna al mismo grupo/modelo.
Cap´ıtulo 8
Experimentos
Una vez eliminado todo lo que es imposible, entonces
lo que sea que quede, aunque improbable, debe ser la verdad.
–Sherlock Holmes (El signo de los cuatro)
En este cap´ıtulo vamos a mostrar los resultados obtenidos al aplicar la te´cnica
desarrollada al problema de estimacio´n de la temperatura a partir de los datos de un
espectro en el contexto de teledeteccio´n.
El disen˜o de los experimentos es el mismo que se ha descrito en el apartado 2.5
aunque los objetivos buscados difieren. Aqu´ı vamos a comprobar que los diferentes
grupos de datos encontrados van a permitir una estimacio´n ma´s precisa que el modelo
global. Para ello se aplicara´ el algoritmo propuesto descrito en el apartado 7.2 y
as´ı descubrir los diferentes grupos existentes. Posteriormente se aprendera´ un modelo
de estimacio´n para cada uno de ellos. Los resultados obtenidos para cada uno de los
modelos sera´n comparados con los resultados obtenidos por un modelo global para
ese mismo conjunto de ejemplos. Adema´s, se establecera´ una comparacio´n frente a la
utilizacio´n de otros me´todos de extraccio´n de caracter´ısticas como son PCA y KCCA.
Debido a que el modelo inverso que tratamos de resolver se comporta de manera
no lineal, se ha utiliza un perceptron multicapa para realizar las estimaciones en
los modelos globales. Por el contrario, hemos optado por utilizar un regresor lineal
(mucho ma´s simple), para mostrar la mejora obtenida al aplicar diferentes modelos de
estimacio´n para cada uno de los diferentes conjuntos de datos descubiertos. Esto es
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Figura 8.1: Grupos obtenidos al proyectar los ejemplos en las dos primeras dimensio-
nes.
debido a que en el desarrollo de nuestra te´cnica, hemos utilizado matrices de similitud
lineales y por tanto las estructuras encontradas son tambie´n lineales. Este factor nos
permite poder aplicar con e´xito un modelo de estimacio´n lineal para los diferentes
grupos encontrados.
8.1. Resultados
En esta seccio´n se describen los resultados obtenidos para las cuatro pruebas
realizadas. Cada una de las pruebas se corresponde con uno de los grupos encontrados,
y para realizar la comparativa se obtienen las estimaciones tanto para el modelo
global, como para los distintos modelos locales.
La figura 8.1 muestra las proyecciones P de los datos de entrenamiento y de test
en las primeras dos dimensiones. Estas dos dimensiones contienen la mayor parte
de la varianza acumulada, y adema´s el nu´mero de para´metros desconocidos en la
aplicacio´n son dos, la temperatura y la longitud de la llama, lo cual coincide con
uno de los criterios a utilizar para seleccionar el nu´mero de dimensiones a utilizar
al realizar la reduccio´n. Los diferentes colores que se muestran se corresponden con
los diferentes grupos encontrados, y los puntos circulares de color naranja son los
CAPI´TULO 8. EXPERIMENTOS 96
puntos de test. Destacar que las diferentes estructuras mostradas no son todas iguales.
Puede observarse que existe una estructura que presenta una mayor complejidad
(mostrada en color azul) en la cual existen interdependencias que no han sido resueltas
y probablemente contenga diferentes sub-estructuras en su interior.
La propiedad que caracteriza a estas diferentes estructuras mostradas es que se
corresponden con a´reas de alta densidad de puntos, frente a zonas de menor o baja
densidad. Por esto, el algoritmo escogido DBSCAN realiza un buen agrupamiento de
los datos. Tambie´n puede observarse en la figura que los datos de test ptest = B
Txtest
esta´n perfectamente embebidos en las estructuras de los datos de entrenamiento
ptrain = B
Txtrain . Debido a esto, el algoritmo de clasificacio´n de los K ma´s cercanos
con una valor de K = 1 es muy apropiado. Con este clasificador se han obteniendo
resultados muy precisos, ≈ 98% de e´xito, al asignar un nuevo punto a uno de los
modelos locales existentes.
Para mostrar la mejora frente a un u´nico modelo global hemos realizado cuatro
pruebas diferentes. Cada una de las pruebas se corresponde con uno de los grupos
descubiertos. Para el modelo global se ha elegido un MLP como regresor debido a la
no-linealidad global del problema, y para los modelos locales se ha elegido un regresor
tipo lineal.
Como se ha comentado anteriormente, puede observarse en la figura 8.1, que el
grupo asociado al color azul presenta una estructura mucho ma´s compleja que los
otros grupos. Por esto, es previsible que el modelo lineal sea menos favorable en este
caso. La estructura de ese grupo es ma´s compleja debido a que las distancias relativas
entre sus ejemplos y el resto de grupos es muy similar. Frente a este caso puede
adoptarse un modelo de estimacio´n tipo MLP debido a que su linealidad sera´ menor
que para los otros grupos. En la tabla 8.1 hemos incluido los resultados de ambos
casos para apreciar este hecho.
La arquitectura usada para el MLP es una capa oculta y el nu´mero de neuronas
ha sido fijado siguiendo una aproximacio´n tipo greedy. Hemos obtenido resultados
satisfactorios para un valor de 30 neuronas ocultas. La tabla 8.1 muestra el error
medio absoluto por perfil de temperaturas (MAEs), al igual que se hizo en la parte







j=1 |ykj − yˆkj| donde z es la
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longitud de la combustio´n discretizada, y m el nu´mero de ejemplos. Igualmente, la
tabla recoge la informacio´n referente a la desviacio´n esta´ndar del error en las salidas
con respecto a la media (SD). Estos errores son medidos en unidades Kelvin (K).
Figura 8.2: Ejemplo de una mala estimacio´n utilizando el modelo global frente a la
correcta estimacio´n con nuestro modelo de grupos.
El error MAEs proporciona una idea del error f´ısico obtenido. En los experimentos
realizados, el error MAEs esta´ por debajo de un 1% de error relativo lo cual es
considerado como alta precisio´n para la mayor´ıa de aplicaciones pra´cticas [92, 74].
La tabla 8.1 esta´ dividida en tres filas principales. A su vez, las dos primeras
filas principales se dividen en otras cuatro que se corresponden con los diferentes
grupos encontrados por el algoritmo. La primera fila principal muestra los resultados
obtenidos para cada uno de los grupos utilizando el modelo global. Para este modelo
global se ha escogido PCA como te´cnica de reduccio´n de la dimensionalidad. Como se
vio en el apartado 3.2, PCA es la te´cnica de reduccio´n de caracter´ısticas ma´s utiliza y
es considerada un esta´ndar dentro de los me´todos de extraccio´n de caracter´ısticas. Por
esto, la utilizamos como base de comparacio´n frente a nuestra propuesta. Igualmente,
la segunda fila muestra los resultados correspondientes al me´todo propuesto para cada
uno de los grupos, tanto para entrenamiento como para el test.
Aunque los resultados mostrados para el modelo global son bastante precisos y
reducen el error con respecto a los datos obtenidos en la primera parte1, se observan
oscilaciones no deseadas en la reconstruccio´n de ciertos perfiles. Para proporcionar un
1Recordar que en la parte I se trata una te´cnica de seleccio´n de caracter´ısticas y no de extraccio´n
como en este caso y por tanto, la extraccio´n no posee algunas de sus ventajas como la obtencio´n de
un subconjunto de caracter´ısticas originales.
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mejor entendimiento de este hecho, hemos incluido las figuras 8.2 y 8.3. La figura 8.2
muestra un ejemplo donde el modelo global obtiene peores resultados que el propuesto.
Adema´s, en la estimacio´n obtenida por el modelo global pueden observarse algunas
oscilaciones que no son deseables y son indicadores del efecto de la multicolinealidad
en los datos. Estos efectos no aparecen en las estimaciones realizadas con nuestra
propuesta y las oscilaciones desaparecen. Por otro lado, la figura 8.3 muestra un
ejemplo donde los dos modelos, tanto el global como el de agrupamiento, obtienen
resultados satisfactorios y su error de estimacio´n es muy bajo.
Figura 8.3: Ejemplo de una correcta estimacio´n tanto para el modelo global como
para el modelo de grupos.
Como se ha comentado, la tabla 8.1 incluye para el grupo 1 los resultados tanto
para un estimador lineal como para un estimador MLP. Puede verse que debido a
que se trata de un grupo de complejidad mayor el estimador lineal obtiene perores
resultados, y por eso se ha utilizado un estimador no lineal que es capaz de mejorarlos.
Finalmente, la tercera de las filas principales incluye los resultados obtenidos pa-
ra un u´nico modelo global para diferentes tipos de estimadores. Se han elegido tres
estimadores diferentes, los cuales son representativos del entorno de extraccio´n de
caracter´ısticas y de esta aplicacio´n. Estos modelos son de tipo lineal, PCA y KCCA.
En el modelo lineal se utilizan las variables originales y se ha incluido para enriquecer
la comparativa frente al resto de modelos. PCA y KCCA son dos te´cnicas de extrac-
cio´n de caracter´ısticas que permiten reducir el nu´mero de dimensiones como ya se
comento´ en la seccio´n 6.1. Por eso, tambie´n se han incluido en la comparativa debido
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Cuadro 8.1: Error absoluto medio de temperaturas por ejemplo (MAEs), y su desvia-
cio´n esta´ndar (SD).
Me´todo Grupo No. Temperatura Test Temperatura Entrenamiento
(MAEs/SD)K (MAEs/SD)K
Grupo 1(MLP) 2.04/2.84 2.32/3.36
Modelo global Grupo 2(MLP) 3.47/3.32 2.38/3.24
Grupo 3(MLP) 0.90/1.12 0.35/0.49
Grupo 4(MLP) 0.97/1.32 0.41/0.51
Media total 1.65/1.94 1.11/1.52
Modelo 1 Grupo 1(MLP) 0.61/1.29 0.52/0.60
Modelo 1 Grupo 1(lineal) 2.50/3.09 2.40/2.70
Modelo 2 Grupo 2(lineal) 0.40/0.45 0.31/0.26
Modelo 3 Grupo 3(lineal) 0.39/0.86 0.19/0.16
Modelo 4 Grupo 4(lineal) 0.42/0.46 0.24/0.19
Media total 0.44/0.64 0.29/0.26
Lineal 4.74/5.45 4.52/5.15
Modelo global PCA+MLP 2.38/17.33 2.26/16.42
KCCA+MLP 2.27/4.65 2.20/4.41
a que pertenecen al mismo contexto de nuestra propuesta, y adema´s se trata de te´cni-
cas utilizadas con e´xito en diversos tipos de aplicaciones. Observar que la media de
error ≈ 0,4 K obtenida por nuestra propuesta mejora tambie´n significativamente los
resultados de estos tres estimadores, donde el mejor de ellos (KCCA) tiene un error
≈ 2,4 K.
En general, los resultados obtenidos por la aproximacio´n propuesta de agrupa-
miento+regresio´n mejoran notablemente los resultados que logra el modelo global.
Esta mejora es tanto cualitativa como cuantitativa. Esto se observa en la tabla 8.1
donde para todos los casos los modelos espec´ıficos mejoran los resultados del modelo
global tanto en error absoluto como en la desviacio´n esta´ndar, y en la figura 8.2 donde
se observa que el modelo espec´ıfico resuelve el problema de las oscilaciones.
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8.2. Conclusiones
Toma un poco ma´s de te´ –ofrecio´ sol´ıcita la Liebre de Marzo.
–Hasta ahora no he tomado nada –protesto´ Alicia en tono ofendido–,
de modo que no puedo tomar ma´s. –Quieres decir que no puedes tomar menos
–puntualizo´ el Sombrerero–. Es mucho ma´s fa´cil tomar ma´s que nada.
–Lewis Carroll (Alicia en el pa´ıs de las maravillas)
En esta segunda parte de la tesis hemos estudiado el problema de reduccio´n de
dimensionalidad desde un punto de vista de extraccio´n de caracter´ısticas. Ma´s concre-
tamente hemos presentado un me´todo que busca la estructura intr´ınseca comu´n a los
datos de entrada y de salida, preservando simulta´neamente su informacio´n local. Para
ello, hemos desarrollado un algoritmo basado en grafos que preserva la informacio´n de
la entrada e incluye la estructura de las salidas a modo de gu´ıa. Hemos aplicado esta
te´cnica al problema espec´ıfico de teledeteccio´n donde se quiere estimar los perfiles de
temperatura a partir de los datos pertenecientes a espectros de energ´ıa.
Los resultados obtenidos despue´s de realizar una divisio´n del problema global en
varios modelos lineales ma´s simples ha mejorado los resultados obtenidos por un u´nico
modelo. Esto demuestra la hipo´tesis inicial donde se preve´ıa la falta de homogeneidad
de los datos y, por tanto, una influencia de la multicolinealidad en los resultados de las
estimaciones para los casos de test. Con nuestra te´cnica esto no sucede y se ha visto
que los datos de test quedan impl´ıcitamente embebidos en las estructuras descubiertas
logrando as´ı una clasificacio´n casi perfecta de los nuevas casos y mitigando los efectos
de la alta dimensionalidad de los datos. Adema´s, los errores obtenidos esta´n por
debajo del 1% lo cual es considerado como muy alta precisio´n [74].
Una de las caracter´ısticas importantes de las te´cnicas de descubrimiento de in-
formacio´n es la posibilidad de interpretacio´n. En este sentido queremos resaltar la
relacio´n que existe entre los grupos encontrados y el taman˜o de la llama. Los dife-
rentes grupos identificados se corresponden en algu´n modo con diferentes longitudes
y por tanto existen determinados umbrales de longitud donde el comportamiento de
la combustio´n cambia significativamente, mientras que dentro de unos rangos de-
terminados su relacio´n es lineal. Este tipo de informacio´n es muy u´til a la hora de
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caracterizar nuevos problemas y determinar la capacidad para resolverlos.
Tambie´n queremos destacar que aunque los resultados son satisfactorios, de entre
las estructuras encontradas hay algunas ma´s complejas que otras. Esto se ve reflejado
en que el error asociado a esas estructuras es ligeramente mayor, o en nuestro caso,
ha sido necesario la utilizacio´n de un modelo no lineal para lograr errores similares a
los obtenidos en otros grupos. Este hecho tambie´n puede apreciarse visualmente en
las proyecciones sobre el nuevo espacio (ve´ase figura 8.1).
Esto indica que esa estructura puede ser motivo de un segundo ana´lisis o realizar
un ana´lisis recursivo, logrando as´ı una bu´squeda de estructuras lineales jerarquizadas.
Aunque es muy posible que realizando ese tipo de ana´lisis se obtengan nuevas estruc-
turas lineales en el grupo de mayor complejidad, no hemos realizado esas pruebas
porque los resultados obtenidos son o´ptimos para la aplicacio´n presentada. A pesar
de esto, queremos indicar que para otras aplicaciones pudiera ser interesante buscar
estas jerarqu´ıas y obtener una taxonomı´a de grupos homoge´neos, tanto para obtener
informacio´n descriptiva como para fines de estimacio´n como los estudiados en esta
tesis.
Cap´ıtulo 9
Conclusiones y resumen de
contribuciones
No he fallado. U´nicamente he encontrado 10.000
maneras que no funcionan. –Thomas A. Edison 1847-1931
En esta tesis hemos estudiado algunos de los problemas relacionados con la alta
dimensionalidad de los datos en el contexto de una aplicacio´n de teledeteccio´n. En
este contexto, la reduccio´n de la dimensionalidad es un proceso necesario para lograr
obtener resultados ma´s precisos y ma´s robustos ante nuevos casos que deseen ser
estimados.
Esta reduccio´n ha sido estudiada desde dos puntos de vista: la seleccio´n y la extrac-
cio´n de caracter´ısticas. En el apartado de seleccio´n de caracter´ısticas se ha utilizado la
estructura de las componentes principales junto con informacio´n f´ısica del problema
para desarrollar un nuevo algoritmo que permite encontrar un subconjunto de carac-
ter´ısticas originales relevantes. Con este subconjunto de caracter´ısticas seleccionadas
se han obtenido mejores resultados que con el me´todo B4, o frente a la utilizacio´n de
todas las caracter´ısticas.
Los errores obtenidos han sido < 1% lo cual puede considerarse como una precisio´n
alta en este tipo de aplicaciones. Adema´s, se ha logrado una reduccio´n significativa del
nu´mero de caracter´ısticas originales logrando una reduccio´n de factor setenta y ocho.
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Esto va a permitir disen˜ar sistemas espec´ıficos utilizando u´nicamente ese subconjunto
de longitudes de onda lo que simplifica los sistemas y reduce su coste.
Con respecto a las principales contribuciones de esta parte, han sido:
Desarrollo de un algoritmo de seleccio´n de caracter´ısticas no supervisado que
permite incluir informacio´n previa sobre el problema espec´ıfico de estimacio´n
de temperaturas en teledeteccio´n.
Con el algoritmo desarrollado se ha introducido el modo de resolver algunos de
los problemas relacionados con la alta dimensionalidad: caracter´ısticas irrele-
vantes y/o redundantes, y la multicolinealidad, haciendo uso de los coeficientes
de las estructuras de las componentes principales.
Obtencio´n de un subconjunto de caracter´ısticas originales, las cuales esta´n aso-
ciadas a un subconjunto de longitudes de onda espec´ıficos. Esto no so´lo ha
mejorado los resultados en obtenidos en precisio´n, sino que adema´s permite el
disen˜o de sensores por bandas con el consiguiente ahorro tanto en coste como
en tiempo de computacio´n.
A pesar de los buenos resultados obtenidos en la primera parte, se ha observado que
algunos de los perfiles estimados contienen oscilaciones indeseadas. Estas oscilaciones
son debidas principalmente a los efectos de la multicolinealidad, la cual es muy severa
en la aplicacio´n tratada, y a la heterogeneidad de los datos.
Por eso, la segunda parte de este trabajo se ha basado en la reduccio´n de la dimen-
sionalidad bajo una aproximacio´n de extraccio´n de caracter´ısticas y con el principal
objetivo de resolver este efecto. Desde un punto de vista de regresio´n, los efectos
de la multicolinealidad son visibles cuando los datos donde ocurre son heteroge´neos.
Para evitar sus efectos y simulta´neamente reducir la dimensionalidad de los datos,
se ha desarrollado un algoritmo basado en grafos el cual intenta preservar la locali-
dad de las estructuras en un espacio de menor dimensio´n logrando as´ı agrupar zonas
homoge´neas. De este modo se ha divido el problema global de regresio´n en varios
modelos ma´s simples, convirtiendo as´ı el problema inicial en un problema de clasifi-
cacio´n+regresio´n. Con esta aproximacio´n se ha logrado una mejora en los resultados
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obtenidos con un error medio de ≈ 0,4 K, y se ha resuelto de manera exitosa el
problema de las oscilaciones en los perfiles estimados.
Las principales contribuciones de esta segunda parte han sido:
Se ha definido y desarrollado el concepto de grupos homoge´neos como solucio´n
al problema de la multicolinealidad en datos de alta dimensio´n.
Se ha desarrollado una te´cnica basada en grafos para descubrir un subespacio de
menor dimensio´n que el original y que contenga los grupos de datos homoge´neos
correspondientes a dos representaciones de un mismo objeto.
La te´cnica desarrollada permite aprender el subespacio que soporta las diferen-
tes estructuras homoge´neas, por lo que el proceso de test puede realizarse sin
problemas frente a otras te´cnicas similares que carecen de esta posibilidad.
Se introduce una nueva perspectiva para abordar problemas de regresio´n en alta
dimensionalidad basada en la bu´squeda de estructuras en el espacio de salidas
(taxonomı´a en las estructuras de salida) y transferirlas a las entradas.
Se han mejorado en precisio´n los resultados obtenidos hasta ahora, y se puede
considerar que las estimaciones realizadas son de una precisio´n muy alta para
la aplicacio´n de teledeteccio´n en llamas.
Como lineas de trabajo futuras se proponen la bu´squeda de taxonomı´as de estruc-
turas en el espacio de salidas de una manera recursiva y, la utilizacio´n de modelos
no-lineales en el ana´lisis de estructuras homoge´neas. La extensio´n recursiva permi-
tira´ ir descubriendo los diferentes modelos subyacentes a los datos de una manera
iterativa, y posteriormente aplicar modelos de estimacio´n espec´ıficos para cada uno
de ellos obteniendo resultados ma´s precisos.
En cuanto a la utilizacio´n de modelos no-lineales permitir´ıa ampliar el nu´mero
de posibles aplicaciones debido a que en muchos casos las asunciones de linealidad
pueden no ser va´lidas.
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