This paper presents a phase description of chaotic dynamics for the study of chaotic phase synchronization. A prominent feature of the proposed description is that it systematically incorporates the dynamics of the nonphase variables inherent in the system. Taking these non-phase dynamics into account is essential for capturing the complicated nature of chaotic phase synchronization, even in a qualitative manner. We numerically verified the validity of the proposed description for the Rössler and Lorenz oscillators, and found that our method provides an accurate description of the characteristic distorted shapes of the synchronization regions of their chaotic oscillators. Furthermore, the proposed description allowed us to systematically explain the origin of this distortion.
This paper presents a phase description of chaotic dynamics for the study of chaotic phase synchronization. A prominent feature of the proposed description is that it systematically incorporates the dynamics of the nonphase variables inherent in the system. Taking these non-phase dynamics into account is essential for capturing the complicated nature of chaotic phase synchronization, even in a qualitative manner. We numerically verified the validity of the proposed description for the Rössler and Lorenz oscillators, and found that our method provides an accurate description of the characteristic distorted shapes of the synchronization regions of their chaotic oscillators. Furthermore, the proposed description allowed us to systematically explain the origin of this distortion.
Chaotic phase synchronization is observed in a wide range of systems, including physiological systems, where, for example, it improves the efficiency of gas exchange carried out in cardiorespiratory systems, and engineering systems, where, for example, it plays an important role in secure data transmission processes implemented using chaotic oscillator circuits. For this reason, a general theory of chaotic phase synchronization would have applications in many fields. However, because of the complicated nature of the underlying systems and the lack of suitable methods of reduction, there has been little progress in the development of such a theory. In this paper, we present a reduced model that provides a description of chaotic phase synchronization in a very broad context. A prominent feature of the phase description provided by our model is that it systematically incorporates the dynamics of the non-phase variables existing in the system. While these dynamics are not essential for the phase description of limit-cycle oscillators, they are very important for the phase description of chaotic oscillators. This feature of our model allows it to mimic both the rhythmic aspects and the chaotic aspects of chaotic oscillation.
I. INTRODUCTION
The intrinsic rhythms exhibited by dynamical systems have attracted interest in a wide range of fields.
1 For example, the beating of the heart has been studied extensively, not only because of its importance with regard to human health, but also because it is a rich source of information as a dynamical system. 2 In many cases, such a) Electronic mail: imai@acs.i.kyoto-u.ac.jp rhythmic systems interact with other oscillatory units, and these interactions create further intriguing phenomena. A typical example of such phenomena is phase synchronization, 3 for example, synchronization between the heartbeat and locomotor rhythm, 4 which is thought to improve the efficiency of blood circulation through active muscles.
The phase reduction approach provides a systematic method for analyzing phase synchronization.
5 This method provides a concise description of rhythm dynamics, and it has served as a framework for the study of phase synchronization for many years. In this way, the phase reduction approach has contributed greatly to our understanding of phase synchronization phenomena.
Although, in its conventional form, the phase reduction approach can be applied only to weakly perturbed limit-cycle oscillators, recently this approach has been extended to a more general form with broader application. For example, Refs. 6 and 7 demonstrate that phase reduction can be extended to noisy limit-cycle oscillators and limit-cycle solutions of reaction-diffusion systems, respectively. However, the application of phase reduction to the analysis of chaotic oscillators-a very common type of rhythmic system-has not yet been established.
For chaotic oscillators, the emergence of a variant of phase synchronization can often be found when the behavior of the system is described in terms of properly defined phase variables. 8 This type of synchronization phenomena exhibited by the phase variables in descriptions of chaotic dynamics is called chaotic phase synchronization (CPS). We believe that establishing the application of the phase reduction approach to the analysis of chaotic oscillators would lead to significant progress in our understanding of CPS. In this paper, we present formalism that does indeed accomplish this.
A particularly difficult problem in formulating the phase reduction analysis of chaotic oscillators is to incorporate a proper treatment of the non-phase variables. For chaotic systems, in general, even a weak perturbation can cause a qualitative change in the behavior of the non-phase variables. Such changes may drastically S ... alter the rhythmic properties of the oscillator. For this reason, it is important to properly treat the dynamics of the non-phase variables. However, in previous studies on the phase reduction of chaotic oscillators, this has not been done. [9] [10] [11] Contrastingly, in this paper we construct a phase description of chaotic dynamics that systematically incorporates the dynamics of the non-phase variables.
II. PHASE DESCRIPTION OF CHAOTIC DYNAMICS
To derive a phase description of chaotic dynamics, first, we consider an unperturbed system of the forṁ
which we assume to possess a chaotic attractor. Let S be an (m − 1)-dimensional surface of section. This surface can be partitioned into small cells, S i . For each cell S i , we choose a typical solution X r (t; i) of the differential equation (1), with the initial condition X r (0; i) ∈ S i . The solution X r (t; i) passes through the surface of section S repeatedly after the initial time (t = 0), and thus the time T (i) of its first return to S can be defined (see Fig. 1 ). We call each trajectory Γ i := {X r (t; i) | 0 ≤ t ≤ T (i)} the representative trajectory for the cell S i , and we employ a set of the representative trajectories, {Γ i }, as reference orbits for introducing a phase variable. Suppose that in a neighborhood of the chaotic attractor, there exists a smooth change of coordinates X → R(X), φ(X) satisfying the following conditions:
where the endpoints of the interval [0, 2π] are identified with each other. Hereafter, we write R X(t) and φ X(t) simply as R(t) and φ(t). Although, in terms of the coordinates (R, φ), the system (1) can be formally expressed aṡ
it is more convenient to rewrite the latter in a phaseoscillator-like form. Let T n be the time of the nth return to S, and let C n be the index of the cell in which the state of the system exists at T n . For t ∈ (T n , T n+1 ], the time evolution of φ can be expressed as follows:
When t passes T n+1 (in other words, the next time the state returns to S), the evolution equation of φ is replaced with the new equation corresponding to the next cell, C n+1 . The condition (2) implies the condition
where R r (t; i) := R X r (t; i) . Next, we consider the situation in which this oscillator is subject to a weak perturbation, εp(t), and the system is governed by the equatioṅ
In this situation, the extent to which the time evolutions of R and φ are perturbed depends on sensitivity functions. Explicitly, these time evolutions are described by the following:
Let δR(t) represent the deviation of R(t) from its value on the representative trajectory; i.e., δR(t) := R(t) − R r (t − T n ; C n ) for t ∈ (T n , T n+1 ]. Here, we assume that the surface of section, S, is partitioned so finely that δR(t) can be regarded as a small quantity of O(ε) until the next return to S. Ignoring terms of second and higher order with respect to ε and using the condition (5), we can rewrite Eqs. (6) and (7) as
where
where Φ(t; i) is the fundamental matrix of the homogeneous equation
whose value at the initial time, Φ(0; i), is the identity matrix, and Υ(t; i) := Φ −1 (t; i) (∂R/∂X)| X=Xr(t; i) . From Eq. (10), we obtain the recurrence equation
The second term on the right-hand side of Eq. (9) represents the deviation of the frequency from its value on the representative trajectory, which is caused by δR(t). Now, assume that the surface of section is selected to be one for which the variation in the return time is very small. Specifically, we assume that this variation is sufficiently small that the second term on the right-hand side of Eq. (9) is much smaller than the third term. Ignoring this small term, Eq. (9) can be rewritten aṡ
Equation (12) has the same form as the phase oscillator model, except for the C n -dependence. To remove the C n -dependence from Eq. (12), a bit more consideration is necessary. For simplicity, let us restrict the class of perturbation to periodic driving functions. With a weak periodic driving function εp(θ) whose angular frequency, Ω, is close to the average frequency of the unperturbed system (1), the time evolution of the phase difference, ψ(t) := φ(t) − Ωt, will be much slower than that of R(t). In this case, it is reasonable to regard ψ as a constant on the time scale of the R-dynamics. This allows us to reduce Eq. (11) to the map (13) where H(i, ψ) denotes the averaged effect of the periodic driving: The chaotic behavior of the system is encapsulated in the map (13) . Iteration of Eq. (13) produces the (conditional) natural measure µ i (ψ; ε), 12 the probability of visiting the cell S i under the condition that the phase difference is equal to ψ. Averaging the ψ-dynamics with respect to µ i , we obtain from Eq. (12) the flow described byψ (t) = δω ψ(t); ε + εG ψ(t); ε ,
Note that this flow does not involve C n . What does the existence of the flow described by Eq. (14) indicate? Note that Eq. (14) can be viewed as an averaged equation derived from the phase oscillatoṙ φ(t) = ω(ψ; ε) + εζ φ(t), ψ; ε ·p(Ωt),
which is adjusted by the map (13) in the sense that ω and ζ depend on µ i via Eqs. (15) . In other words, the rhythm dynamics of chaotic oscillators are described as a mapadjusted phase oscillator (MAPO). The existence of the flow described by Eq. (14) therefore indicates that the MAPO (16) with the map (13) determines the rhythmic properties (such as the average frequency) of the original chaotic oscillator, as illustrated in Fig. 2 .
III. NUMERICAL EXAMPLES
In this section, we demonstrate the validity of the above-mentioned description through consideration of numerical examples.
A. The Rössler oscillator
As a first example, we consider the following Rössler oscillator 13 driven by a weak sinusoidal perturbation:
with the parameter values a = 0.2, b = 0.2, and c = 5.7. Does the MAPO model [Eqs. (13) and (16)] accurately produce the Arnold tongue for this system? The Arnold tongue can be constructed using the MAPO model by calculating the range of Ω in which there exists at least one value of ψ satisfying the conditions
where f ε (ψ) denotes the right-hand side of Eq. (14)-i.e., f ε (ψ) = δω(ψ; ε) + εG(ψ; ε).
To obtain δω and G, we adopt the surface of section depicted in Fig. 3(a) , which is one of the optimal isophases (constructed using the method of Ref. 14) of the unperturbed system. With this surface of section, the variation in the return time [see Fig. 3 
(b)] is sufficiently small that Eq. (12) provides an accurate approximation of Eq. (9). Using numerical simulations, we can easily evaluate T (i), R r T (i); i , Φ T (i); i , Υ(t; i), and ζ(φ; i)
. This allows us to calculate δω and G defined in Eqs. (15) . With this treatment, the MAPO model produces the Arnold tongue depicted in Fig. 3(c) . Except in several isolated regions, the discrepancy between the form of the Arnold tongue derived from the MAPO model and that derived from the original model is small. The only significant discrepancy between the two consists of several horizontal spikes in the former [e.g., near (ε, Ω) = (0.021, 1.077)].
To understand the appearance of the horizontal spikes, let us consider Fig. 3(d) , which plots the instantaneous frequency difference, δω, and the coupling function, G, on one of these spikes. The curves in this figure have jumps at several values of ψ. These jumps dramatically extend the range of Ω in which there exists at least one value of ψ satisfying the conditions (18). This leads to the emergence of the spike. A closer investigation reveals that these jumps correspond to the values of ψ at which narrow periodic windows appear in the R-dynamics (13). The spikes reflect these large changes occurring in narrow parameter ranges.
The spikes are not observed in the Arnold tongue derived from the full model. This is because, in the full model, the phase difference ψ fluctuates slightly on the time scale of the R-dynamics, and consequently R does not remain confined to these narrow windows. This observation suggests that the fast fluctuations in ψ play a key role in smoothing the frequency change.
To produce an effect similar to that caused by the fast fluctuations in ψ, we can utilize a moving average filter.
By applying this filter to δω and G, the MAPO model is adjusted so that it provides a more accurate approximation [see Fig. 3(e) ].
The remaining slight difference between the Arnold tongue obtained from the full model and that obtained from the MAPO model can be attributed to the anomalous enhancement of the diffusion coefficient discussed in Ref. 15 . This enhancement occurs near the point at which CPS breaks down and weakens the system's periodicity in that region. Because the MAPO model is constructed assuming strong periodicity of the system, as this periodicity weakens, the discrepancy between the forms of the Arnold tongue derived from the full model and the MAPO model increases. However, as long as it is not too large, the error inherent in the form derived from the MAPO model does not prevent us from obtaining an accurate understanding of the global structure of the tongue, because this error is localized in the region near the point at which CPS breaks down.
B. The Lorenz oscillator
As a second example, we consider the following Lorenz oscillator 16 driven by a weak sinusoidal perturbation:
with the parameter values σ = 10, β = 8/3, and ρ = 210. 17 We use the flat surface depicted in Fig. 4(a) as the surface of section. Although this surface was not determined through a careful optimization procedure, with it, the variation of the return time is indeed small, varying by only approximately ±2% [see Fig. 4(b) ]. (This is close to the same as the variation observed in our investigation of the Rössler oscillator, discussed above, in which we used an optimal isophase.) With this small variation, the form of the Arnold tongue derived from the MAPO model in this case again deviates only slightly from that derived from the full model, as shown in Fig. 4(c) .
The Arnold tongue for the Lorenz oscillator (19) exhibits an abrupt extension along the Ω-axis at ε = ε c ≈ 0.46. This extension, like the spikes in the case of the Rössler oscillator, also reflects the appearance of periodic windows in the R-dynamics. The difference between the present situation and that for the Rössler oscillator is that in the present situation, the periodic windows are so wide that despite the fluctuations of ψ, R remains confined to these windows for some time, and hence these windows have a strong effect even on the behavior of the full model. (Indeed, the Lorenz oscillator exhibits periodic behavior in part of the region above ε = ε c , as reported in Ref. 17.) Note that the MAPO model accurately approximates the frequency in the regions both above and below ε = ε c . This indicates that the MAPO model properly inherits the perturbation dependence of the non-phase variables from the full model. This inheritance results from the fact that ω and ζ in the phase . By preprocessing these quantities using a moving average filter, we obtained a more accurate approximation (e). In this figure, for reference, the blue curve indicates the edge of the Arnold tongue obtained by using the other surface of section. oscillator (16) depend on the natural measure µ i ; when the periodic driving triggers a qualitative change in the behavior of R, this change leads to large changes in µ i , and thus in the characteristics of the phase oscillator (16) [see the insets of Fig. 4(c) ]. In this way, the MAPO model successfully incorporates the dynamics of the non-phase variables existing in the system.
IV. CONCLUSION
In summary, we have proposed the MAPO model as a framework for the study of CPS. This model consists of a chaotic map describing the evolution of the non-phase variables and a phase oscillator adjusted in accordance with the natural measure of the map, as illustrated in Fig. 2 . This map, as well as the phase oscillator, depends on the perturbation applied to the original chaotic oscillator. Accordingly, the MAPO model allows us to examine how the perturbation induces a qualitative change in the behavior of the non-phase variables and alters the rhythmic properties of the chaotic oscillator.
The Arnold tongues of chaotic oscillators may have distorted shapes, which differ from the triangular shape exhibited by the tongues of limit-cycle oscillators. The origin of this distortion can be clarified through analysis of the MAPO model, as demonstrated in Sec. III. In this way, the MAPO model helps us to understand the complicated nature of CPS.
The MAPO model also provides evidence for the validity of many experimental results that have been obtained using methods based on conventional phase descriptions. For experimental systems, it is often difficult to distinguish chaotic oscillators from limit-cycle oscillators perturbed by noise. For this reason, it can often be the case that a system regarded as a noisy limit-cycle oscillator is in fact a chaotic system with strong periodicity. The MAPO model indicates that if the behavior of the non-phase variables is robust against the perturbation, experimental results obtained using methods based on conventional phase descriptions are valid even in the case that the target system is in fact a chaotic oscillator.
Although in this paper we restricted the class of perturbation to external driving functions, preliminary results suggest that the rhythm dynamics of mutually interacting chaotic oscillators can be also described as the MAPO model. Further analysis will be conducted in the near future.
