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Abstract—It is well established that path loss in the underwater
acoustic channel is dependent on the transmission distance and
signal frequency utilized, thereby causing the capacity to be
dependent on transmission distance. It has been demonstrated
that this dependence of capacity can lead to significant effects
on the design of topologies for underwater acoustic networks.
However, recent research in the field of underwater acoustics
shows that attenuation also depends upon the depth and
temperature of the environment, thereby influencing the available
capacity in the channel. In light of the advent of multiple
mobile vehicles being used underwater and also the high local
variability of ocean conditions it is extremely important to also
accurately take into account the effects of depth and temperature
on the communication channel. In this paper we analyze the
dependence of channel capacity upon depth and temperature by
taking into account enhanced propagation loss and ambient noise
models developed for the underwater acoustic channel. Numerical
analysis provides us with quantification of available capacity,
bandwidth and also optimum transmission strength necessary
while using a time-invariant model. Due to the stark differences
in the parameters effecting the underwater channel as compared
to radio the results presented in this paper can be useful for
designing novel approaches to maximize the performance of
underwater networks.
I. INTRODUCTION
Underwater wireless networking based on the acoustic
channel has been gaining steady interest with the advent of
wireless sensor networking and usage of multiple autonomous
underwater vehicles in cooperative missions. Even though such
networks are becoming increasingly common in research and
practical deployments [1], [2] there is not much research
carried out into the topic of assessing the channel so as to
enable design of protocols, systems and methods that leverage
the channel characteristics to maximize performance.
The underwater acoustic communication channel differs
significantly from the radio channel thereby warranting
research that addresses questions related to the fundamental
capabilities. The property of available and utilizable bandwidth
and capacity of a communication channel is one that influences
design of network communication systems in every way. Even
though there is rigorous research in the area of assessing
these properties in the radio channel, the multiple differences
between the channel characteristics warrant similar research
focused on the underwater channel as well. Most current
reported results focus on channel capacity calculations that
do not take into account the effect of parameters based on the
ambient ocean environment and network deployment topology.
The authors of [3] use a channel model with additive Gaussian
noise and in [4] the work focuses on using a Rayleigh fading
model along with additive white Gaussian noise.
Path loss in most wireless channels is dependent solely
upon the distance between the transmitter and receiver,
however, the absorption coefficient equation proposed by
the authors of [5] and [6] shows that the path loss in
an underwater acoustic channel is dependent not only on
transmission distance but also the signal frequency utilized.
Using this model, known as the Thorp model, as a basis
for calculating the absorption coefficient, the authors of [7]
propose that the useful bandwidth, and thereby capacity,
available is dependent on the transmission distance. Channel
capacity is an important factor that influences network design
and the overall throughput achievable also greatly influences
the related protocols. As such the work done in [7] and
[8] to conclusively demonstrate via numerical and simulative
analysis that the underwater acoustic channel capacity reduces
with distance is of great importance.
Extending the previous works on absorption coefficients the
authors of [9] proposed an expression that also accounts for
the effects of temperature and depth on acoustic propagation
loss, thereby introducing parameters that account for other
ambient ocean conditions and possible network node topolgy
characteristics as well. Since path loss directly influences
channel capacity [7] the introduction of the Fisher & Simmons
model makes it important to also evaluate the effects of
the parameters introduced on channel capacity. The exhibited
variance in the absorption coefficient due to temperature and
depth establishes a strong basis for possible significant effects
of these parameters on channel capacity. In our work we asses
the dependency of capacity on temperature and depth using an
analytical method that takes into account the physical models
of propagation loss based on the Fisher & Simmons model for
calculating the absorption coefficient and the ambient noise in
the channel.
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Table I
VALUES FOR REPRESENTING TYPES OF GEOMETRICAL SPREADING VIA
THE GEOMETRICAL SPREADING COEFFICIENT k
Spherical Cylindrical Practical
k 2 1 1.5
In the following sections of the paper, after a brief
discussion that compares the Thorp and Fisher & Simmons
models, we present background on the acoustic propagation
models we utilize to develop a path loss model that can
be used to asses available bandwidth and capacity. We then
go on to define bandwidth based upon a 3 dB loss in the
band-edge SNR, as proposed in [7] and tested in simulations
by [8], in order to calculate the available capacity using the
Shannon’s theorem [10]. We then proceed to present some
results we obtain based upon numerical evaluation followed
the conclusions.
II. ACOUSTIC PROPAGATION MODEL
The transmitted acoustic signal between sensor nodes in a
network reduces in overall signal strength over distance due
to a host of factors governing the sound propagation factors in
ocean. Propagation loss is composed majorly of three aspects,
namely, geometrical spreading, attenuation and the anomaly of
propagation. The anomaly of propagation is extremely difficult
to model and as such the attenuation, in dB, that occurs over a
transmission range l for a signal frequency f can be obtained
by:
10 logA(l, f) = k · 10 log l + l · 10 log a(f) (1)
where a(f) is the absorption coefficient and k represents
the geometrical spreading factor. This geometrical spreading
factor can be substituted with values shown in table 1 in order
to represent accurately the type of spreading that occurs. For
the purpose of our work we use practical spreading, as it
should most closely express the actual spreading that occurs.
The path loss can be easily obtained when Equation 1 is used
along with the Thorp model which provides the absorption
coefficient a(f) in dB/km for f expressed in kHz:
10 log a(f) =
0.1f2
1 + f2
+
40f2
4100 + f2
+2.75⇥10 4 ·f2+0.003
(2)
Using Equations 1 and 2 as a basis [7] and [8] are able to
calculate the channel capacity based on distance and signal
frequency, however, it must be noted that the Thorp model
is only valid when used at a temperature of 4 C and depth
of approximately 1000m [11]. These limitations make this
equation unsuitable to be utilized in general applications aimed
at accurately determining channel capacity. As such, a better
model for predicting the absorption coefficient that takes into
account a range of temperatures and depths needs to be
utilized.
The Fisher & Simmons model proposed in [9] is one of the
most commonly used and referenced models [11], [12] that not
only takes into account the effect of temperature and depth on
the absorption coefficient but also introduces the effects of
relaxation frequencies caused by boric acid and magnesium
sulphate. Our work focuses on using this model to evaluate
the absorption coefficient and thereby obtain channel capacity
as dependent on frequency, distance, depth and temperature.
We briefly discuss this absorption model and the resultant
attenuation model in the proceeding section and then provide
an overview of the noise model and the signal-to-noise ratio
(SNR) which can be used to determine optimal transmission
frequencies.
A. Attenuation Model
The absorption coefficient in dB/km may easily be obtained
by utilizing the Fisher & Simmons model, which taking into
account depth and temperature takes the form [9]:
10 log a(d, t, f) = A1P1
f1f2
f21 + f2
+A2P2
f2f2
f22 + f2
+A3P3f2
(3)
where d is the depth in meters and t is the ambient temperature
in  C. The coefficients A1, A2 and A3 represent the effects
of temperature on signal absorption, while P1, P2 and P3
represent the effects of depth and f1 and f2 represent the
relaxation frequencies introduced due to the absorption caused
by boric acid and magnesium sulphate. The exact form of these
coefficients can be seen in table 2.
Table II
FISHER & SIMMONS MODEL COEFFICIENTS
A1 = 1.03 · 10 8 + 2.36 · 10 10 · t  5.22 · 10 12 · t2
A2 = 5.62 · 10 8 + 7.52 · 10 10 · t
A3 = [55.9  2.37 · t+ 4.77 · 10 2 · t2
 3.48 · 10 4 · t3] · 10 15
f1 = 1.32 · 103(t+ 273.1)e
 1700
t+273.1
f2 = 1.55 · 107(t+ 273.1)e
 3052
t+273.1
P1 = 1
P2 = 1  10.3 · 10 5 · d+ 3.7 · 10 9 · d2
P3 = 1  3.84 · 10 5 · d+ 7.57 · 10 10 · d2
Even though the Fisher & Simmons model allows us to
model the effects of varying depth, for the model to hold true
this depth should not be greater than 8km. Furthermore, there
is a restriction that water salinity must be restricted to the
global observed average of 35 ppt and the acidy level to a pH
value of 8.
Taking into account these restrictions we plot the absoprtion
coefficient as predicted by the Fisher & Simmons model
against the results provided by the Thorp model in Figure 1.
From the results depicted in the plot it is quite clear that there
are significant differences between the values as predicted by
the Thorp model and the Fisher & Simmons model, even when
a reference depth of 1km, which is within the capabilities
boundary of the Thorp model, is used. For frequencies below
300 kHz, at a 1km depth and 4 C temperature, the Thorp
model predicts an absorption coefficient that is significantly
higher than the one predicted by the Fisher & Simmons
model, whereas for frequencies above this mark the predicted
attenuation is much lower. These differences are mainly due
to the relaxation frequencies associated with boric acid and
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Figure 1. Absorption coefficient as predicted by the Thorp and Fisher &
Simmons models at varying depths (Temperature of 4 C is used to provide
a reference within the capabilities of the Thorp model).
magnesium sulphate introduced by the Fisher & Simmons
model. Even at the depth and temperature values which
the Thorp model was designed to operate at, the Fisher &
Simmons model outperforms it in accuracy. However, when
we impose a variation in depth the Throp model becomes
incapable of predicting change in the absorption coefficient.
The plot demonstrates that the absorption coefficient reduces
with increasing depth.
The previously presented Equation 1 holds true only as long
as the parameters effecting path loss are limited to distance
and frequency. However, since the Fisher & Simmons model
introduces temperature and depth to the absorption coefficient,
Equation 1 can be transformed to:
10 logA(l, d, t, f) = k · 10 log l + l · 10 log a(d, t, f) (4)
where d is the depth, t represents temperature of the ambient
ocean environment and a(d, t, f) is the absorption coefficient
dependent not only on the signal transmission frequency, but
also depth and temperature. Equation 4 provides us with
the overall path loss; the first term is representative of the
spreading loss, whereas the second term the absorption loss.
The path loss represented by Equation 4 is the attenuation
that occurs on a single unobstructed propagation path. As such,
if a signal with frequency f is transmitted with a power Ptx
then we can calculate the arriving signal power Prx as:
Prx =
Ptx
A(l, d, t, f)
(5)
The result obtained from Equation 5 takes into account
only the case for a directional transmission, i.e. the direct
propagation path from transmitter to receiver. However, in case
a transmission that is not directional needs to be modelled this
case can be extended by accounting for the received power on
indirect transmission routes as well. In our paper though we
are focusing on a directional transmission model only.
B. Ambient Noise Model
Ambient noise in the ocean can be described as Gaussian
and having a continuous power spectral density (p.s.d.). The
four sources for ambient noise are turbulence, shipping, waves
and thermal noise. The p.s.d. in dB re µPa per Hz for each of
these is given by the formulae [13] shown in table 3. In these
equations, Nt is the turbulence noise, Ns is the shipping noise
(with s as the shipping factor which lies between 0 and 1),
Nw the wind-driven wave noise (with w as the wind speed in
m/s) and Nth the thermal noise. Each type of noise becomes
dominant within a certain range of frequencies; turbulence
noise has an effect in very low frequencies with f < 10 Hz.
Shipping noise is most prominent in the frequency range of 10
Hz   f   100 Hz; the shipping factor s represents the amount
of activity with 0 being none and 1 being very heavy activity.
In most cases moderate shipping activity can be modelled
using s = 0.5. Noise caused by wind-driven waves is most
dominant in the 100 Hz   f   100 kHz range while thermal
noise is only effective when f>100 kHz.
Table III
FORMULAE PROVIDING P.S.D. OF THE AMBIENT NOISE.
10 logNt(f) = 17  30 log f
10 logNs(f) = 40 + 20(s 0.5) + 26 log f 60 log(f + 0.03)
10 logNw(f) = 50 + 7.5w1/2 + 20 log f 40 log(f + 0.4)
10 logNth(f) =  15 + 20 log f
The overall noise p.s.d. may be obtained from:
N(f) = Nt(f) +Ns(f) +Nw(f) +Nth(f) (6)
The values obtained from Equation 6 can be used along
with those obtained from Equation 4 in order to arrive at an
assesment of the total arriving signal strength.
C. SNR & Optimal Frequencies
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Figure 2. Optimal frequency at various depths.
Using knowledge of the signal attenuation A(l, d, t, f) and
the noise p.s.d. N(f) the SNR observed at the receiver may
be calculated. Extending Equation 5 we can arrive at the
following relationship for the SNR:
SNR(l, d, t, f) =
Ptx
A(l, d, t, f)N(f) f
(7)
where  f is the receiver noise bandwidth (defined as a narrow
band around f ). The attenuation noise (AN) factor, given
by A(l, d, t, f)N(f) from Equation 7, provides the frequency
dependent part of the SNR. It is shown in [7] that for each
transmission distance l there exists an optimal frequency
at which the maximal narrow-band SNR is obtained. Since
SNR is inversely proportional to the AN factor, the optimal
frequency is that for which the value of 1/AN is the highest
over the combination of a certain distance, temperature and
depth, fo(l, d, t). Using these optimal frequencies, one may
choose a transmission bandwidth around fo(l, d, t) and adjust
the transmission power to meet requirements of a desired SNR
level. In order to calculate the best case channel capacity we
use the optimal frequency as the transmission signal frequency
in our work.
In Figure 2 we plot the optimal frequency as obtained by
finding the frequency corresponding to the maximum 1/AN
factor. The plot not only uses the AN factor from Equation
7 but also shows the results as obtained when the absorption
coefficient in the AN factor is replaced by the one provided
by the Thorp model. We plot the effect of distance on
optimal frequency and also vary this by depth while keeping
the temperature constant at 4 C in order to provide a fair
comparison to the AN factor predicted by the Thorp model.
As can be seen from the plot, even when the considered
depth is 1km the Fisher & Simmons model provides optimal
frequencies that are higher than the Throp model due to the
introduction of relaxation frequencies caused by boric acid and
magnesium sulphate, as such making this model more suitable
for predicting optimal transmission frequencies. The variance
of optimal frequencies due to depth is made quite clear from
this plot; as depth increases so do the optimal transmission
frequencies for a particular distance. Correctly determining the
optimal transmission frequency is of great importance since an
incorrectly chosen value could lead to sub-optimal network
performance and throughput.
III. CHANNEL BANDWIDTH, TRANSMISSION POWER
AND CAPACITY
A. Bandwidth and Transmission Power
The system bandwidth can be defined by the application,
however, in our case we choose to define it as a heuristic
of 3 dB around a center frequency used for transmission.
As such, in our evaluation work, like in [7], the available
bandwidth is a range of frequencies around fo(l, d, t), such
that, the difference of A(l, d, t, fo(l, d, t))N(fo(l, d, t)) and
A(l, d, t, f)N(f) is within the bandwidth definition. Here we
can define fmin(l, d, t) as the smallest frequency f for which
ANfo(l,d,t)   ANf  3 holds true and fmax(l, d, t) as the
largest frequency f for which ANfo(l,d,t)   ANf  3 holds
true as well.
Thus the transmission bandwidth B(l, d, t) in our case is:
B(l, d, t) = fmax(l, d, t)  fmin(l, d, t) (8)
and now we can easily obtain the transmission power
Ptx(l, d, t) from Equation 7 by selecting a target SNR level
around a frequency fo(l, d, t). Using the 3 dB bandwidth
definition and describing a target SNR as SNR0 we can define
the transmission power as:
Ptx(l, d, t) = SNR0B(l, d, t)
R
B(l,d,t)N(f)dfR
B(l,d,t)A
 1(l, d, t, f)df
(9)
B. Channel Capacity
Usable channel capacity is undoubtedly one of the best
metrics since it governs many aspects of network design and
can lead to significant changes in topologies, protocols and
access schemes utilized in order to maximize the overall
throughput. As per the Shannon theorem [10] the channel
capacity C, i.e. the theoretical upper bound on data that can
be sent with a signal power of S subject to additive white
Gaussian noise is:
C = B log2
✓
1 +
S
N
◆
(10)
where B is the channel bandwidth in Hz and SN represent
the SNR. The basic Shannon relationship shown in 10 can be
extended to be applicable in cases where the noise is dependent
on frequency to take the form of:
C =
Z
B
log2
✓
1 +
S(f)
N(f)
◆
df (11)
If we assume a time-invariant channel for a certain interval
of time along with Gaussian noise then we can obtain the
total capacity by dividing the total bandwidth into multiple
narrow sub-bands and summing their individual capacities. In
this case each sub-band has a width of a small  f which is
centered around the transmission frequency fo(l, d, t) and this
can be obtained from the relationship defined in Equation 8.
As such, extrapolating from Equations 7, 8, 9 and 11 we
may now obtain the channel capacity, as affected by distance,
depth and temperature from:
C(l, d, t) =
Z
B(l,d,t)
log2
✓
1 +
Ptx(l, d, t)
A(l, d, t, f)N(f)B(l, d, t)
◆
df
(12)
IV. NUMERICAL EVALUATION
In our work we evaluate the optimal transmission frequency
using the method described in the previous sections and also
obtain the transmission power from Equation 9. A similar
method for evaluating the available bandwidth by using
Equations 3, 4, 6 and 8 is used. Authors of [7], [8] clearly
show that there is a very close relationship between bandwidth,
capacity as predicted by Shannon’s theorem, and the effect of
transmission distance on these channel properties.
We evaluated the optimal transmission frequencies at
various depths, temperature and transmission distance in order
to derive the patterns of effects that these parameters would
have on the predicted channel capacity. For the purpose
of evaluating ambient noise we assumed a shipping factor
s = 0.5, for moderate shipping, and no wind-caused waves
leading to a w = 0.
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Figure 3. Effects of depth on bandwidth over multiple transmission distances
(temperature was set to a constant of 4 C for this evaluation).
In Figure 3 we plot the effects that depth and signal
transmission distance have on bandwidth. The plot indicates
that available bandwidth increases almost linearly with
increasing depth, however, this linear effect is not constant
over every transmission distance; the shorter the transmission
distance, the more quickly bandwidth increases with depth.
This clearly indicates that having network designs with short
transmission distances would make better use of channel
capacity and thereby provide an overall higher throughput.
Depending upon the depth of the transmitting nodes the
channel bandwidth can vary even as high as 11 kHz for a
particular distance; on an average the bandwidth varies by 5
kHz as an effect of depth and transmission distance.
Since the Fisher & Simmons model also allows us to
evaluate effects of temperature on bandwith and capacity
we evaluated the variance of bandwidth with temperature
and multiple transmission distances. Figure 4 shows a plot
that displays the effects of temperature on bandwidth when
multiple signal transmission distances are used. For the
purpose of this evaluation we fixed the depth at 500m and only
used temperatures ranging between  2 C and 36 C, since
observed ocean temperature is generally restrcited within this
range.
From the plot in Figure 4 it becomes quite clear that
increasing temperature generally causes bandwidth to increase,
however, this relationship is not linear. Furthermore, at
comparitively shallow depths (at least till 1km depth) the
bandwidth decreases from  2 C till a certain point before
increasing again. Such non-constant increase or decrease in
capacity makes it critical for underwater acoustic systems, at
least mobile ones, to be designed with this in mind. Since the
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Figure 4. Effects of varying temperature on bandwidth over multiple
transmission distances (depth fixed at 500m).
shallow water region normally comprises of the thermocline
where temperature fluctuations can occur over the course
of the day, shallow water networks would greatly suffer in
performance unless they stick to the minimum bandwidth or
follow adaptive schemes.
We also compare the effects of temperature and depth on
channel capacity in order to have a more concrete picture.
For our calculations we used a target SNR of 20 dB while
obtaining the transmission power.
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Figure 5. Effects of temperature on total capacity with changing depth (5km
transmission distance)
The channel capacity calculated using Equation 12 is
plotted in Figure 5 for a comparison on the effects of
depth and temperature. The plot presents the effects of
temperature on capacity while also varying the depth but
keeping the transmission distance fixed at 5 km. Just as with
bandwidth, channel capacity increases with increasing depth
and temperature also appears to have the same effect. In case
of deep sea nodes or even mobile nodes, the network and
protocols could be designed to take benefit of this fact by
allowing deeper nodes to communicate at higher bandwidths
to achieve an overall higher throughput.
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Figure 6. Relationship between capacity and transmission power at varying
depths (transmission distance of 5 km)
In Figure 6 we plot the relationship between capacity and
transmission power. From the depicted results it appears that a
higher channel capacity is available for the same transmission
power with increasing depth. Once again, this result could
be leveraged to design adaptive transmission schemes for
mobile underwater networks that achieve higher throughput
with increasing depth or power management methods that
reduce transmission power to achieve a constant target bitrate
as depth increases.
V. CONCLUSIONS
The channel models based on the Thorp equation for
calculating the attenuation coefficient are incomplete because
they do not take into account the effects of temperature
and depth. Not only does the optimal transmission frequency
change with depth and temperature when a competent model
is used but these factors also cause significant variations in
bandwith, capacity and transmission power.
The result of temperature effecting channel capacity and
bandwidth in shallow waters is significant as any network
operating in these waters would need to account for the
capacity fluctuations. Not having access to accurate results
could lead to these networks over or under estimating
channel capacity, both of which, would lead to sub-optimal
performance. The exhibited variance of bandwidth and
capacity due to temperature and depth could also lead to
schemes that allow for higher power savings or greater
throughput by actively sampling the ambient environment.
Furthermore, since the channel capacity is necessary for
determining optimal resource allocation in a network, a more
complete understanding of ambient effects on the link capacity
now allows for better solution to be designed.
Having developed equations and approximations that can
lead to evaluation of bandwidth, capacity and transmission
power for a target SNR as a function of the frequency,
distance, depth and temperature in a time-invariant channel,
a model to develop simulation tools that predict performace
more accurately is now available as well. The principles and
methods presented here can also be extended to apply to
models with multi-path propagation and time-variability.
VI. ACKNOWLEDGEMENT
The work reported in this paper is supported by the EC
IST-EMANICS Network of Excellence (#26854).
REFERENCES
[1] I. F. Akyildiz, D. Pompili, and T. Melodia, “Challenges for efficient
communication in underwater acoustic sensor networks,” SIGBED Rev.,
vol. 1, no. 2, pp. 3–8, 2004.
[2] ——, “Underwater acoustic sensor networks: research challenges,” Ad
Hoc Networks (Elsevier), vol. 3, pp. 257–279, 2005.
[3] H. Kwon and T. Birdsall, “Channel capacity in bits per joule,” IEEE J.
Ocean. Eng., vol. 11, no. 1, pp. 97–99, Jan 1986.
[4] H. A. Leinhos, “Capacity calculations for rapidly fading communications
channels,” IEEE J. Ocean. Eng., vol. 21, no. 2, pp. 137–142, April 1996.
[5] W. H. Thorp, “Analytic Description of the Low-Frequency Attenuation
Coefficient,” Acoustical Society of America Journal, vol. 42, pp. 270–+,
1967.
[6] ——, “Deep-Ocean Sound Attenuation in the Sub- and
Low-Kilocycle-per-Second Region,” Acoustical Society of America
Journal, vol. 38, pp. 648–+, 1965.
[7] M. Stojanovic, “On the relationship between capacity and distance
in an underwater acoustic communication channel,” in WUWNet ’06:
Proceedings of the 1st ACM international workshop on Underwater
networks. New York, NY, USA: ACM, 2006, pp. 41–47.
[8] A. F. Harris and M. Zorzi, “Modeling the underwater acoustic channel in
ns2,” in ValueTools ’07: Proceedings of the 2nd international conference
on Performance evaluation methodologies and tools, ICST, Brussels,
Belgium, Belgium, 2007, pp. 1–8.
[9] F. H. Fisher and V. P. Simmons, “Sound absorption in sea water,” The
Journal of the Acoustical Society of America, vol. 62, no. 3, pp. 558–564,
1977.
[10] D. A. Bell, “Information Theory and Its Engineering Applications,”
vol. 22, May 1954, pp. 346–346.
[11] H. G. Urban, Handbook of Underwater Acoustic Engineering. STN
ATLAS Elektronik GmbH, November 2002.
[12] R. J. Urick, Principles of Underwater Sound, 3rd ed. Los Altos,
California: Peninsula Publishing, 1983.
[13] R. Coates, Underwater Acoustic Systems. New York: Wiley, 1989.
The author has requested enhancement of the downloaded file. All in-text references underlined in blue are linked to publications on ResearchGate.
