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畳み込み層で、「畳み込み演算」を行う。図はフィルターサイズ 22 、ストライド 2
とするの一つ例である。入力の行列にまず始める 22 部分をフィルター行列を掛ける。
その結果を新し行列 Aの 11a 成分とする。そしてウィンドウを右側にストライド 2 で移





対して、そのまま出力し、0 以下のものを 0 を出力する。負の要素が必要なら、パラメ





正定かつ対称な行列 Aに対して、   cxbAxxxf TT 
2
1
の最小値は bAx  の解と同
じくなる。大型の線形方程式 bAx  を解く為に、最急降下法が一つ方法として使われて
います。
最急降下法は、任意の )0(x 点から、歩一歩と )(xf の放物線の一番低いところに近づく
ことである。かくステップに、
)1()1()(   iii rxx 
をする。その中に二つの変量が関わる、方向 )(ir と歩幅 )(i である。最急降下法の方向は
f の減少が一番速い、つまり )( )(
'
ixf の方向である。
)()()( )(' iii Axbxfr 
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)()()()1( iiii rxx 
3.2 共役方向法と共役勾配法
共役方向法と最急降下法の違うとこるは、最急降下法の方向 )(ir が唯一ではない、前を
同じ方向で進めることが多い。共役方向法の方向      110 ,...,, nddd たちはお互いに A直
交と設定している。 d たちが A直交というのは、 0)( j
T
i Add 。
各反復に      iiii dxx  )(1 をし、各方向にちょうど１反復をし、やり直しをしなく、
n反復で収束完了となる。
真解までのエラ項
    xxe ii 
を定義する。
そして最急降下法の    ii Axbr  の定義は変わらなく、残差として理解できる。














































セット  110 ,...,, nuuu があって、 0)0( ud  と設定し、Gram-Schmidt 定数 ij として、
ji  に対して、 Tjijii dud )()(  で )(id を構築する。
共役勾配法なら、 )(ii ru  とし、そして
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)()()()1( iiii dxx 













)()1()1()1( iiii drd   
3.3 前処理付きの共役勾配法
一つ対称正定な行列M を想定する、 Aに近似している、ただし、反転するのはやす
い。 bAx  を解答することの代わりに、 bMAxM 11   を求める。もし AM 1 の条件数
)( 1AM  は Aの条件数 )(A より小さいなら、 bMAxM 11   を求めるほうが速い。
しかし、 AM 1 は通常対称正定ではなく、そのため、 Eが存在し、 MEET  を満た





















































 、 )()(ˆ i
T
i dEd  を設定し、そして定義の )()(ˆ i
T
i xEx  、





















)()()()1( iiii dxx 





























その一、残差 rの再帰式は利用できない。非線形共役勾配法なら、残差 )(' )()( ii xfr 
と設定する。



























その三、歩幅 の計算は複雑になる。 )( )()()( iii dxf  の最小値を求めるのは、
  0)(' )()()()(  iTiii ddxf  から探す。一つ方法として、Newton-Raphson 法を利用する。
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

ここで )(" xf は )(xf ヘッセ行列。
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)()1()1()1( iiii drd   
非線形共役勾配法の前処理について、M はよく "f に似ているものと設定される。し




















































for i in range(batch_size):
e,v = torch.symeig(MA[i],eigenvectors=True)





トレーニング行列 Aのサイズを 55 としている。テスト行列のサイズは 55 である。
実験二、Net1 でを Jacobi 法の前処理器を近似するモデルを学習し、その訓練済みパ
ラメータを次の条件数を最小化する Net2 の初期パラメータとする。
1EA 16C 64C 128C 64C
13
Net1 の損失関数は
1 AEE T と 1J の Frobenius Norm を最小になるように設定してい
る。
Fro
T JEEEloss 111)(  
def loss_1(MJ):
norm = 0
for i in range(batch_size):




Net1 と Net2 のトレーニング行列 Aのサイズを 55 としている。テスト行列のサイズ
は 55 である。
実験三、Net1 でコレスキー分解の前処理器を近似するモデルを学習し、その訓練済み
パラメータを条件数を最小化する Net2 の初期パラメータとする。Net1 と Net2 を小さい
サイズの行列で訓練、テストデータの行列はサイズを増やして検証を行う。損失関数を
Eと Aのコレスキー分解式 ALLT  の Lのノルムに定義した、
Fro
LEloss 11  
def loss_1(E_L):
norm = 0
for i in range(batch_size):
norm = norm + torch.norm(E_L[i])
return norm














プロセッサ Intel® Core™ i9-9820X CPU@3.30GHz × 10
グラフィック Geforce RTX 2080 Ti/PCle/SSE2
OS 種別 64 ビット ubuntu 16.04LTS
ディスク 2.0TB
4.3 実験結果
トレーニングデータセットのサイズを 30 万とし、32 エポック、バッチサイズを 32
として、学習を行う。Geforce RTX 2080 Ti/PCle/SSE2 で各ネットワークを 12 時間に学
習した。
テストデータセットのサイズを 1000 として、処理済 AM 1 の条件数は Aの条件数
より小さくなるパーセンテージを記録した。
実験 1で、ネットワークを学習を通じて、 )()( 1 AAM   は 99.3％にたつ。
実験 2で、net1 の学習を通じて、net2 の初期パラメータが得られる。そして net2
の学習を通じて、最後のモデルは )()( 1 AAM   100％、 )()( 11 AJAM    50.5％
にたつ。
実験 3 で、net1 を学習を通じて、net2 の初期パラメータが得られる。そして net2 を













モデル 実験一 実験二 実験三
))(( ANetIterIter  99.3％ 99.7％ 82.3%
))(()( 1 ANetIterJIter  99.8％
))(()( 1 ANetIterLIter  11.5%
実験五では、この関数に対して共役勾配法は 5 回で完了となることで、Maxima で得た
最小値との差は 4.9779e-06 である。そして、Maxima で )(xf の最小値を検証のため求め
た。実験一で直接条件数を最小化する学習から得たモデルと実験三で小さいサイズの行
列学習だれたモデルは収束できなかった。実験二からのモデルは 3 回で反復終了となり、
Maxima の最小値までの差は 2.6625e-06 である。前処理付き共役勾配法は共役勾配法よ
り、良い結果に収束できた。ただし、モデルの訓練には、値が -10 から 10 までの行列
のみを用いているので、この実験ではモデルを適用する際、行列のスカラー倍による調
節を行っている。
各反復で H の条件数  H 、とモデルから得られた E を使って THEE 1 の条件数
 THEE 1 を記録した。実験一と実験三で、条件数は大幅増えてしまう、収束もできな
かった。
16
モデル 実験一 実験二 実験三
反復 1
 H 3.6727 4.9258 5.1825
 THEE 1 38.6839 3.9707 830.2775
反復 2
 H 3.6727 5.0329 5.1825


























import torch.nn as nn
import torch.optim as optim
import numpy as np
import matplotlib.pyplot as plt
from torch import Tensor
from torch.autograd import Variable
import tensorflow as tf
from torch.utils.data import Dataset, DataLoader
import tqdm







self.conv2 = nn.Conv2d(16,64,2,padding=(1, 1))
self.conv2 = nn.DataParallel(self.conv2)


























if torch.cuda.device_count() > 1:
print("Let's use", torch.cuda.device_count(), "GPUs!")
net = net.to(device)




for i in range(batch_size):














A = np.expand_dims(A, axis=0).astype(np.float32)
A = A.tolist()
A = torch.tensor(A)
if np.linalg.det(A0) > 0:
dataset.append(A)
i = i + 1




for epoch in range(num_epochs):































self.conv2 = nn.Conv2d(16,64,2,padding=(1, 1))
self.conv2 = nn.DataParallel(self.conv2)


























if torch.cuda.device_count() > 1:
print("Let's use", torch.cuda.device_count(), "GPUs!")
net = net.to(device)






for i in range(batch_size):
e,v = torch.symeig(MA[i],eigenvectors=True)














A = np.expand_dims(A, axis=0).astype(np.float32)
A = A.tolist()
A = torch.tensor(A)
if np.linalg.det(A0) > 0:
dataset.append(A)
i = i + 1




for epoch in range(num_epochs):

























import torch.nn as nn
import torch.optim as optim
import numpy as np
import matplotlib.pyplot as plt
from torch import Tensor
from torch.autograd import Variable
import tensorflow as tf
from torch.utils.data import Dataset, DataLoader
import tqdm
from tqdm import tqdm
import sympy as sym









self.conv2 = nn.Conv2d(16,64,2,padding=(1, 1))
self.conv2 = nn.DataParallel(self.conv2)






























return 1/10 * ((x[0]-1)**2 + 2*(x[1]-1)**2 + 3*(x[2]-1)**2 + 4*(x[3]-1)**2 +



















while (i < 100 and f(x[i])-opt > econd):
j = 0
delta_d = np.dot(d.T, d)
xtmp = x[i]
while True:
q = np.dot(hesse(xtmp.tolist()), d)
alpha = -np.dot(grad(xtmp), d) / np.dot(d.T, q)
xtmp = xtmp + alpha*d
j = j + 1






beta = delta_n / delta_o
d = r + beta*d
k = k + 1
if (k == n or np.dot(r.T,d) <= 0):
d = r
k = 0













H0 = 10 * H0
H = np.diag(np.diagonal(H0))+np.tril(H0)
H = np.expand_dims(H, axis=0)












while (i < 100 and f(x[i])-opt > econd):
j = 0
delta_d = np.dot(d.T, d)
xtmp = x[i]
while True:
q = np.dot(hesse(xtmp.tolist()), d)
alpha = -np.dot(grad(xtmp), d) / np.dot(d.T, q)
xtmp = xtmp + alpha*d
j = j + 1





delta_m = np.dot(r.T, s)
H0 = hesse(xtmp)
H0 = 10 * H0
H = np.diag(np.diagonal(H0))+np.tril(H0)
H = np.expand_dims(H, axis=0)







s = np.dot(Minv, r)
delta_n = np.dot(r.T, s)
beta = (delta_n - delta_m) / delta_o
k = k + 1




d = s + beta*d



















while (i < 100 and f(x[i])-opt > econd):
j = 0
delta_d = np.dot(d.T, d)
xtmp = x[i]
while True:
q = np.dot(hesse(xtmp.tolist()), d)
alpha = -np.dot(grad(xtmp), d) / np.dot(d.T, q)
xtmp = xtmp + alpha*d
j = j + 1









s = np.dot(Minv, r)
delta_n = np.dot(r.T, s)
beta = (delta_n - delta_m) / delta_o
k = k + 1




d = s + beta*d












[1] J Sappl; L Seiler; M Harders; W Rauch, Deep Learning of Preconditioners for
Conjugate Gradient Solvers in Urban Water Related Problems, arXiv:1906.06925v1
[cs.LG], Jun 17, 2019
[2] J.R Shewchuk, An Introduction to the Conjugate Gradient Method Without the
Agonizing Pain, School of Computer Science Carnegie Mellon University
Pittsburgh, PA 15213, August 4, 1994
[3] 金森 敬文, 統計的機械学習, オーム社, 2018
[4] 斎藤 康毅, ゼロから作るディープラーニング, オライリージャパン, 2016
[5] C.M.ビショップ(著); 元田 浩(監訳); 栗田 多喜夫(監訳); 樋口 知之(監訳), 松本
裕治(監訳); 村田 昇(監訳), パターン認識と機械学習, 丸善出版, 2012
