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Abstract
It is well-known that there exist infinitely-many inequivalent representations of the canonical (anti)-commutationrelations of Quantum Field Theory (QFT). A way out, suggested by Algebraic QFT [16], is to instead define thequantum theory as encompassing all possible (abstract) states. In the present paper, we describe a quantizationscheme for general linear (aka. free) field theories that can be seen as intermediate between traditional Fockquantization and full Algebraic QFT, in the sense that:
• it provides a constructive, explicit description of the resulting space of quantum states;
• it does not require the choice of a polarization, aka. the splitting of classical solutions into positivevs. negative-frequency modes: in fact, any Fock representation corresponding to a "reasonable" choiceof polarization is naturally embedded ;
• it supports the implementation of a "large enough" class of linear symplectomorphisms of the classical,infinite-dimensional phase space.
This approach relies on three main ingredients:
• Kijowski’s projective formalism for QFT [19], which constructs quantum states of the full theory as projectivefamilies of partial states on finite-dimensional truncations (a short standalone introduction to this formalismis included);
• the Stone–von Neumann theorem [39] stating the equivalence of representations in the finite-dimensional(aka. quantum mechanical) case, which the projective formalism allows to lift to the infinite dimensionalcase;
• a prescription [27] to select countable collections of truncations in a way that does not compromise theuniversality of the resulting quantum state space: in the present context, admissible collections are shownto be in one-to-one correspondence with dense, countably-generated vector subspaces of the (dual of the)classical phase space.
The proposed quantization (like Algebraic QFT) is notably meant for use on curved spacetimes, where the lackof a preferred choice of polarization makes the introduction of a Fock representation problematic. Accordingly,we illustrate it in the simple case of a free Klein–Gordon field on a spatially-compact, cosmological spacetime.Specifically, we exhibit a quantum state space that supports arbitrarily good approximations of the time evolution.For comparison, we examine how well the same time evolution could be approximated by unitary transformationson a suitable Fock representation: in the case of a flat spacial geometry (on a torus), the minimal error is provedto be bounded below.
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1 Introduction
1.1 Geometric Quantization and the Choice of a Polarization
Geometric quantization [44] is meant to provide a systematic procedure to turn any (finite-dimensional) classical phase space
(aka. symplectic manifold, [44, section 1.1]) into a quantum theory, namely an Hilbert space carrying a representation of a
suitable algebra of classical elementary observables. The latter are functions on the phase space, with commutation relations
determined by their Poisson brackets.
The first step of this procedure, called pre-quantization [44, chap. 8], yields a Hilbert space on which the full classical Poisson
algebra (consisting of all functions on the classical phase space) can be represented exactly. To get a physically admissible
quantum theory, it is however necessary to impose a polarization [44, chap. 9], which selects a subspace out of the very large
pre-quantum Hilbert space. At the same time, it restricts the algebra of observables to a sub-algebra of elementary observables,
which are the ones that can be directly quantized (for example linear observables, assuming the classical phase space from
which we started carries a linear structure). Further observables are then quantized as composite operators in terms of the
elementary ones (modulo a choice of operator ordering), and their commutators receive quantum corrections of order ~.
In the present article, we will mostly be concerned with so-called complex polarizations.1 Geometric quantization along a
complex polarization is also known as holomorphic quantization [44, section 9.2], the prime example of which is the quantization
of the harmonic oscillator. Considering a one-dimensional harmonic oscillator, its two-dimensional phase space can be
parametrized by a complex variable z := α q + i β p (with q, p the position and impulsion, respectively). This complex variable,
resp. its complex conjugate, is then quantized as the annihilation, resp. creation, operator acting on a (single mode) Fock space,
which provides the Hilbert space of the quantum theory. Coherent states |z〉 picked at a certain value of the variable z can be
formed by modeling them on the vacuum state (which is a coherent state picked at z = 0) and, for any quantum state |ψ〉, the
function z 7→ 〈z | ψ〉 is holomorphic (up to a Gaussian measure factor), hence the name of this quantization scheme (although,
from the point of view of geometric quantization sketched above, one would arrive at it differently, starting from a pre-quantum
Hilbert space which would consists of arbitrary functions on the phase space, and recovering the usual Fock space by imposing
holomorphic dependence in the complex variable z).
The natural choice for the constants α, β entering the complex parametrization of the phase space is α :=
√
mω/2~ &
β :=
√
1/2m~ω. This choice adjusts the polarization to the dynamics: it ensures that the time evolution preserves the particle
number (and, in particular, the vacuum state), so that the particle states are precisely the energy eigenstates. In the case
of finitely many degrees of freedom (dofs), such a fine-tuning of the polarization to the dynamics is however not strictly
necessary: the Stone–von Neumann theorem [39] ensures that the representations obtained using different linear complex
polarizations are unitarily equivalent. In other words, these representations describe the same quantum theory: they yield
identical physical predictions (provided, of course, that the Hamiltonian is properly quantized in the particular representation
used: the annihilation and creation operators represent different quantized variables in different polarizations, so the expression
of the Hamiltonian in term of those operators will also have be different, if it is to keep representing the same classical
function). Alternatively, this unitary equivalence relating different linear complex polarizations can be stated as the existence
of a (projective, see subsection 3.1 and subsection B.1.1, as well as [42, section 2.7 and appendix 2.B]) unitary representation of
the group of Poisson-brackets-preserving linear transformations of the classical phase space (aka. symplectomorphisms), since
those are the transformations that relate different polarizations at the classical level. This so-called metaplectic representation
(see [44, chap. 10] and/or subsection B.1.1) will play an important role in the construction we are going to develop.
Note that the Stone–von Neumann theorem also guarantees the unitary equivalence of the finite-dimensional2 Fock and
Schrödinger representations (in the terminology of geometric quantization, the latter arises from a real linear polarization).
By contrast, even when only dealing with finitely many dofs, polarizations that select different sub-algebras of elementary
observables (eg. linear vs. non-linear polarizations) yields physically distinct quantum theories: in fact, the notion of equivalence
of representations would not even make sense in this case, since we would be trying to compare representations of different
1Real polarizations, such as the one underlying the position representation of quantum mechanics, can be seen as a limit case [44, section
9.3], however this limit is not well-defined for an infinite-dimensional theory: the equivalent of Fock spaces does not exist for real polarizations
(due to the lack of Lebesgue measures on infinite dimensional spaces). On the other hand, projective state spaces can be constructed without
problems in real polarizations [19], and, in fact, the state space we will construct not only contains all holomorphic polarizations at same
time, but it is easy to see that it even encompasses all real ones (see the note 13 before theorem 3.16).2By finite-dimensional Fock representation, we mean a representation built on finitely many dofs, although the Hilbert space on which
the representation acts may be infinite-dimensional (it is in the bosonic case).
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algebras.
1.2 Polarizations in Quantum Field Theory
Unfortunately, the Stone–von Neumann theorem breaks down in the case of theories with infinitely many dofs, aka. field the-
ories. While Fock spaces can still be constructed for such theories, different linear complex polarizations often (see eg. [36]) give
rise to physically inequivalent quantum field theories (QFTs). One may then wonder what is the "right" choice of polarization.
If we consider the Schrödinger equation of quantum mechanics as a classical field theory (aka. first-quantized theory), the
"classical" phase space for this theory (ie. the space of solutions of the field equations) is just the Hilbert space of the quantum
mechanical theory (see eg. [10] and/or [26, section 3]). As a complex Hilbert space, it is naturally equipped with a complex
polarization, and the corresponding (second-quantized) Fock space is precisely the Fock space describing an arbitrary number
of particles obeying the first-quantized theory.
However, if we go over to relativistic field theories, we no longer get the particle structure of the QFT for free. For example,
in the case of a scalar field obeying the Klein–Gordon equation, the phase space is parametrized by the field and its time
derivative as conjugate variables (since the Klein–Gordon equation is of 2nd order in ∂t). Even if the scalar field happens to be
complex, this does not provide us with a usable complex polarization. This is because, in order to build a Fock representation,
the complex structure must combine with the Poisson bracket structure into the inner product of a complex Hilbert space (see
subsections A.1.4 and B.1.4), while if we use the naive complex structure on the phase space of the complex scalar field, the
resulting inner product (known as Klein–Gordon inner product, see eg. [13, eq. 1.3]) fails to be positive-definite.
On the other hand, when working on a Minkowski background, there exists a canonical splitting of the phase space into
positive- vs. negative-frequency modes, and, by reversing the complex structure over the negative-frequency modes, one gets
an admissible complex polarization3. The resulting Fock space then consists of 2 particle species (aka. a particle and its anti-
particle), in agreement with the phase space (which gets identified with the 1-particle Hilbert space) having twice the dimension
of the field space (since, as mentioned above, the Klein–Gordon equation is of 2nd order).
By proceeding along these lines to quantize relativistic field theories, the symmetries of the Minkowski background enter
critically the construction of the quantum state space of QFTs. Unsurprisingly, this approach breaks down in the case of QFT
on curved spacetime, where there is in general no preferred polarization, ie. no preferred particle structure. Worse, if we
simply elect some arbitrary Fock space for the theory, the time evolution may actually kick the quantum states out of this
space (ie. time translations may not be implementable as unitary transformations on the chosen Fock space): heuristically, the
spacetime curvature tends to create particles, which may void the normalizability of the quantum state we started from (see
below).
A similar issue affects interacting field theories: even on flat spacetime, the Fock representation used to describe the free
theory will no longer support the time evolution if we add interactions (this statement can be made precise as the Haag’s no-go
theorem, [15]). In other words, and in contrast to the quantum mechanics of finite-dimensional systems, the quantization of
the (kinematical) classical phase space needs to be fine-tuned to the dynamics of the theory, requiring a precise understanding
of the latter (which we typically don’t have...). In the present article, we will focus on the quantization of free (aka. linear) field
theories: indeed, we will mainly be concerned with the extension to the infinite-dimensional case of the Stone–von Neumann
theorem, which, as mentioned at the end of subsection 1.1, does not make away with the linear structure of the classical phase
space. Nevertheless, we will briefly comment on perspectives for interacting theories in subsection 5.3.
3More generally, a preferred complex polarization can always be deduced from a static, linear time-evolution operator (as illustrated
for example in the proof of prop. 4.5). In the case of relativistic field theory, the time evolution operator is schematically given by ∂t =
±i
√
~p2 +m2 and the ±i pre-factor appearing in this expression is precisely the desired complex structure.
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1.3 Universal Quantum State Spaces
To understand the polarization dependence of the infinite-dimensional Fock representation, mentioned at the beginning of
the previous subsection, it is useful to realize the special role played by the vacuum state in the definition of this representation:
the entire Fock space is spanned by states describing only discrete excitations on top of the vacuum. In systems with finitely
many dofs, any change of (linear) polarization can be implemented as a unitary transformation (as discussed in subsection 1.1),
but this transformation does not preserve the number of particles, and, in particular, does not preserve the vacuum state (see
def. B.3). In the case of infinitely many dofs, a change of polarization may thus map a Fock state to state excited over infinitely
many modes, which is no longer normalizable in the original Fock space. In other words, the issue is that a given Fock
representation only explores a small neighborhood around the chosen vacuum state: the so-called vacuum sector.
The state space would be more robust if it would extend beyond the boundaries of the individual Fock representations,
bundling together the various vacuum sectors, and we would start with better chances to support arbitrary field dynamics.
A way to achieve this is provided by Algebraic QFT: instead of restricting states to be vectors in a particular Hilbert space,
one defines the quantum state space as encompassing all possible quantum states. Note that quantum states can be discussed
independently of any supporting Hilbert space, since a state can be completely specified by the expectation values it associates
to all products of elementary observables (aka. by its moments, or n-point functions). However, such abstract states are hard
to construct in practice, because the various expectations values cannot simply be chosen independently: the state need to obey
non-trivial positivity conditions to ensure a valid probability interpretation for all possible measurements.
In the present article, we want to propose an approach, that, while preserving most of the universality of the algebraic
approach, restores the computational convenience of the traditional Fock quantization. Indeed, it yields a quantum state space
that spans a large class of vacuum sectors, and still admits an explicit, constructive parametrization. This is achieved with the
help of a formalism that was introduced by Jerzy Kijowski [19] and further developed by Andrzej Okołów [34]. The idea is to
describe quantum states as projective families of partial density matrices (aka. mixed states), which capture the properties of
the state over finitely many dofs. The partial theories, extracting finite selections of dofs from the continuum field theory, will
be realized on finite-dimensional Fock representations, which will allow us to leverage the Stone–von Neumann theorem, while
coarse-graining projections will be given by partial traces over suitable tensor product factorizations.
The physical justification for this approach comes from an operational perspective, where one focuses on information that
can be both experimentally measured and algorithmically computed, at an arbitrary precision (at least in principle). Then, one
realizes that, while a field theory may hold infinitely many dofs, any given experiment only measures finitely many observables:
hence, when computing predictions for its outcome, it is sufficient to work in a partial theory, extracting just the dofs we need.
The article is organized as follows:
• We start in section 2 by reviewing Kijowski’s projective formalism. The formulation we will be using differs in two respects
from the original one. The first difference is that we will equip the collection of partial theories with the structure of a
(small) category. While the resulting formalism is shown in prop. 2.8 to be equivalent to the original one (where one relies
instead on a structure of partially ordered set), it will allow us to avoid introducing spurious input into the quantization
procedure on which the final quantum state space does not actually depend. This will make the construction presented
in section 3 manifestly universal. Second, we will present a prescription to extract from the collection of partial theories
a countably-generated sub-collection: this is necessary to ensure that the projective limit state space can be described
constructively, which, as explained above, is one of our main goals. This prescription can be understood as restricting
the observable algebra to a "dense" sub-algebra, and, crucially, it can be performed without voiding the universality of the
quantum theory (theorem 2.14).
• Section 3 forms the core of the article. We set up projective quantum state spaces for general infinite-dimensional linear
phase spaces (theorem 3.6). Admissible sub-collections of partial theories according to the just mentioned restriction
prescription are shown to be in 1-to-1 correspondence with dense, countably-generated, linear subspaces in the phase space
(theorem 3.14). In this context, the universality result from theorem 2.14 is expressed as the existence of an arbitrarily small
phase space automorphism mapping any two such dense subspaces into each other, which ensures that the choice to work on
a particular dense subspace has no physically measurable consequences. Moreover, the linear phase space transformations
which preserve a given dense subspace form a dense sub-group in the group of all phase space automorphisms (prop. 3.15),
so that eg. time evolution can be implemented at an arbitrary precision on the restricted quantum theory. Finally, there
is a natural embedding of the space of density matrices over an infinite-dimensional Fock space into the thus constructed
projective state space (theorem 3.16). All results in this section are derived both for the bosonic case (where the classical
phase space is a symplectic vector space, see subsection A.1), as well as for the fermionic case (where the phase space is an
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Euclidean space, see subsection A.2).
• For illustrative purposes, and as a confirmation that the input structure assumed in section 3 is indeed physically reasonable,
we work out a concrete example in section 4, namely the description of a free scalar field (obeying the Klein–Gordon
equation) on an arbitrary spatially-compact cosmological spacetime. The applicability of the framework from section 3 is
established in theorem 4.4, and the resulting quantum theory is shown to improve on Fock quantization, as the latter in
general would not support a good enough approximation of the time evolution (prop. 4.6).
• Two extensive appendices have been added, covering the mathematical tools to study classical and quantum linear field
theory (both in the bosonic and fermionic cases). This includes fairly standard material, with the aim of fixing the notations
and conventions, as well as proofs of various technical results used in the main text. In particular, we present a new proof
of Shale’s characterization [36] of those symplectomorphisms that are unitarily implementable on an infinite-dimensional
bosonic Fock representation (subsection B.1.5).
2 Projective Quantum State Spaces
2.1 General Formalism
We consider a classical (field) theory, characterized by its (infinite-dimensional) phase space, which we would like to quantize
(see subsection 4.1 for more details what this phase space concretely may be).
The first input we need is a collection of partial theories, labeled by selections of finitely many dofs. Each such selection
(which we will call a label) is meant as the arena to describe some concrete experiment, measuring finitely many observables.
Next, we need to ensure consistency of the partial descriptions of a given system: namely, any partial theory detailed enough
to support the observables we are measuring should lead to the same physical predictions for our experiment. To achieve this,
we need coarse-graining prescriptions, specifying how to extract from a large collection of dofs (aka. a finer label) a smaller
sub-collection (aka. a coarser label). Such prescriptions will be labeled by arrows going from finer to coarser labels. Thus, the
collection of partial theories gets naturally equipped with the structure of a (small) category.
Definition 2.1 A (small) category L consists of [30]:1. a label set L (aka. objects);
2. for any λ1, λ2 ∈ L, a set of arrows Lλ2→λ1 (aka. morphisms);3. for any λ1, λ2, λ3 ∈ L, a composition operation · : Lλ2→λ1 × Lλ3→λ2 → Lλ3→λ1 ;such that:4. (identity) for any λ ∈ L there exists an identity arrow 1λ ∈ Lλ→λ such that, for any λ′ ∈ L, ∀µ ∈ Lλ′→λ, 1λ ·µ = µand ∀µ ∈ Lλ→λ′ , µ · 1λ = µ (this implies that 1λ is unique);
5. (associativity) for any λ1, λ2, λ3, λ4 ∈ L and any µ12 ∈ Lλ2→λ1 , µ23 ∈ Lλ3→λ2 , µ34 ∈ Lλ4→λ3 , µ12 · (µ23 · µ34) =
(µ12 · µ23) · µ34.We define a binary relation 6 on L by:
∀λ1, λ2 ∈ L, λ1 6 λ2 ⇔ Lλ2→λ1 6= ∅.
6 is a pre-order, ie. a reflexive and transitive binary relation (the reflexivity follows from the identity property above,and the transitivity from the existence of the composition operation).
A quantization scheme yielding a projective quantum state space will associate to each label λ a Hilbert space Hλ (understood
6
Hcλ3
Hcλ2 ⊗Hcµ23
Hcλ1 ⊗Hcµ12 ⊗Hcµ23 Hcλ1 ⊗Hcµ12·µ23
Φcµ23
Φcµ12
Φcµ12·µ23
≈
Hcλ2
Hcλ1 ⊗HcµHcλ1 ⊗Hcµ′
Φcµ′ Φ
c
µ
Φcµ|µ′
Figure 2.1 – Consistency conditions in a system of factorized Hilbert spaces: composition (left) and unambiguity (right) of
arrows
as the quantization of the partial theory labeled by λ), and to each arrow µ : λ2 → λ1 a tensor product decomposition of Hλ2
as Hλ1 ⊗Hµ (which identifies the dofs retained by Hλ1 within Hλ2 ).
To understand where such a structure would come from, it is useful to consider its classical precursor. On the classical
side, we can represent the infinite-dimensional phase space of the continuum theory as (a dense subset in) a projective limit of
finite-dimensional phase spaces (Mλ)λ [24, def. 2.6]. Each of these "small" phase spaces accommodates a partial theory, and
the coarse-graining relations between them are expressed as projections going from finer (higher dimensional) phase spaces into
coarser (lower dimensional) ones. These projections allow to partially forget information about a physical system (described
by a point in the phase space), and, in a dual way, to lift observables (described by functions on the phase space): this is
how the coarser algebra of observables can be identified as a sub-algebra of the finer one. As this lifting of observables has
to respect the Poisson-brackets [24, def. 2.1 and prop. 2.2], one can show [24, prop. 2.10] that it selects a preferred Cartesian
product factorization4 of the finer phase spaceMλ2 asMλ1 ×Mµ, withMµ holding the dofs discarded by the coarse-graining
(ie. those dofs that Poisson-commute with the ones inMλ1 ).
These Cartesian product decompositions of the small phase spaces Mλ are then naturally quantized as tensor product
decompositions of the Hilbert spaces Hλ. The consistency conditions satisfied by the latter reflect the ones satisfied by their
classical counterparts. The first such condition, represented on the left part of fig. 2.1, determines the composition of arrows:
it states that, instead of directly trimming a very fine label λ3 to a very coarse one λ1, it is always possible to perform the
coarse-graining in two steps, through an intermediate label λ2. The second condition (right part of fig. 2.1) encapsulates the
unambiguity of all coarse-graining relations: while there may be multiple distinct arrows going from a label λ2 to a label λ1, the
tensor product factorizations they define should be equivalent, ie. should prescribe identical embeddings of the λ1-dofs within
Hλ2 . The corresponding condition at the classical level tells us that the Cartesian product factorization Mλ2 ≈ Mλ1 ×Mµ
derived from a Poisson-bracket-preserving projection Mλ2 → Mλ1 is unique up to reparametrization of the complementary
Mµ: this is precisely the uniqueness part of [24, prop. 2.10].
Such multiple, redundant arrows are useful when there exists many equivalent ways of writing down the coarse-graining
relations, and no reason to prefer one over the others (indeed, we will take advantage of this possibility in subsection 3.1).
In the same spirit, it is worth noting that the formalism also allows for redundant labels: distinct labels λ, λ′ with arrows in
both directions between them (so that both λ 6 λ′ and λ′ 6 λ hold: that’s why 6 is only a pre-order). Thus, we can use the
labels to encode more that just particular selections of dofs: for example, we can decorate the partial theories with some extra
structure (such as preferred coordinates, or a choice of polarization, allowing us to make the Hλ completely explicit), while at
the same time retaining universality (since all possible choices of the extra structure can coexist in the label set, as long as
suitable arrows can be defined to relate them; again, see subsection 3.1).
4More precisely, such a factorization always exists locally. There might be obstructions for it to hold globally; see the discussion preceding
[24, prop. 2.10].
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Definition 2.2 A system of factorized Hilbert spaces c consists of (see also [25, def. 2.1] and [20, def. 2.4]):1. a (small) category Lc;
2. for any λ ∈ Lc, a complex Hilbert space Hcλ (with Hcλ 6= {0});3. for any λ1, λ2 ∈ Lc and any µ ∈ Lcλ2→λ1 , a complex Hilbert space Hcµ and a Hilbert space isomorphism Φcµ : Hcλ2 →
Hcλ1 ⊗Hcµ;such that:4. (composition) for any λ1, λ2, λ3 ∈ Lc and any µ12 ∈ Lcλ2→λ1 , µ23 ∈ Lcλ3→λ2 , Hcµ12·µ23 ≈ Hcµ12 ⊗ Hcµ23 and
Φcµ12·µ23 ≈
(
Φcµ12 ⊗ 1cµ23
) ◦ Φcµ23 (where ≈ denotes, respectively, natural isomorphic identification and equalityup to this identification, and 1cµ23 denotes the identity operator on Hcµ23 );
5. (unambiguity) for any λ1, λ2 ∈ Lc and any µ, µ′ ∈ Lcλ2→λ1 , there exists a Hilbert space isomorphism Φcµ|µ′ : Hcµ →
Hcµ′ such that Φcµ′ = (1cλ1 ⊗ Φcµ|µ′) ◦ Φcµ (this implies that Φcµ|µ′ is unique).For any λ ∈ Lc, we will denote by Scλ the ordered vector space of self-adjoint trace-class operators on Hcλ (the orderstructure being determined by the subset of non-negative operators in Scλ, which forms a proper convex cone; see [5,section II.2.5]) and by Bcλ the C∗-algebra of bounded operators on Hcλ [16, section III.2].
Representing partial information about a quantum state as a density matrix on Hλ, the Hilbert space factorizations from
2.2.3 provide a natural way to selectively forget about some of this information, by tracing over the complementary tensor
product factor Hµ. Importantly, the thus-defined partial trace provides a well-defined coarse-graining mapping going from the
space of density matrices over Hλ2 to the space of density matrices over Hλ1 : indeed, the unambiguity property (2.2.5 and right
part of fig. 2.1) is precisely what we need to ensure that different arrows between the same two labels λ2 → λ1 all define the
same partial trace operation.
Moreover, the composition property (2.2.4 and left part of fig. 2.1) is inherited by the partial traces, so that the complete
quantum state space can simply be defined as a projective limit (aka. inverse limit): a particular quantum state can be specified
by a consistent family of partial states, where consistent means that the partial states on coarser labels match what they should
be as deduced from partial states on finer labels. In order for the overall consistency of a state to be fully enforced simply by
relations between pairs of comparable labels, it is however necessary that the label set Lc,6 be directed: ie. for any two labels
λ1, λ2, there should exist a label λ3 > λ1, λ2. Then, the appropriate consistency between the partial states over λ1 and λ2 will
be imposed indirectly, through the existence a common refining state over λ3.
Note that it is mandatory to work with density matrices (aka. "mixed" states) rather than vectors in the Hilbert space
(aka. "pure" states) because the partial trace is the right tool to forget about some dofs in a quantum theory, and it can only be
defined at the level of density matrices (see [23, subsection 2.2] for further discussion as to why working with density matrices
may anyway be physically preferable in the context of quantum field theories ).
Proposition 2.3 Let c be a system of factorized Hilbert spaces. For any λ1, λ2 ∈ Lc and any µ ∈ Lcλ2→λ1 , we define:Trµ : Scλ2 → Scλ1
ρ 7→ Tr⊗µ (Φcµ ρΦc,−1µ ) ,
where Tr⊗µ denotes the partial trace [3, section 2.3] over the second tensor product factor in Hcλ1 ⊗Hcµ.Let λ1, λ2, λ3 ∈ Lc. We have:1. for any µ ∈ Lcλ2→λ1 , Trµ is surjective (aka. onto), linear and order-preserving;
2. for any µ, µ′ ∈ Lcλ2→λ1 , Trµ = Trµ′ ;3. for any µ12 ∈ Lcλ2→λ1 , µ23 ∈ Lcλ3→λ2 , Trµ12·µ23 = Trµ12 ◦Trµ23 .
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Proof Respectively, 2.3.1 follows from the properties of the partial trace, 2.3.2 from def. 2.2.5, and 2.3.3 from def. 2.2.4. 
Definition 2.4 Let c be a system of factorized Hilbert spaces. For any λ1 6 λ2 ∈ Lc, we define Trλ2→λ1 := Trµ for some
µ ∈ Lcλ2→λ1 .If Lc,6 is directed (ie. ∀λ1, λ2 ∈ Lc,∃λ3 ∈ Lc / λ1, λ2 6 λ3), we define Sc as the projective (aka. inverse) limit ofthe projective system ((Scλ)λ∈Lc , (Trλ2→λ1)λ16λ2).
Proposition 2.5 Sc is an ordered vector space with positive cone Sc+ := {(ρλ)λ∈Lc ∈ Sc ∣∣∣ ∀λ ∈ Lc, ρλ > 0}.
Proof The infinite Cartesian product∏λ∈LcScλ equipped with componentwise operations and product order is an orderedvector space. Since the projections are linear (prop. 2.3.1), Sc is a vector subspace of ∏λ∈LcScλ, hence an ordered vectorspace. 
The complete algebra of quantum observables is defined in a dual way, and, accordingly, builds an inductive limit (aka. direct
limit): observables are lifted from coarse theories into finer ones (see [19, section 6] as well as [37, section 1]). Thanks to the
properties of the partial trace, the lifting of observables is compatible with the coarse-graining of states, in the sense that the
evaluation of expectation values is suitably intertwined.
For any projective state ρ = (ρλ)λ, the evaluation A 7→ Tr(ρA) defines a linear functional on the C∗-algebra of quantum
observables and it satisfies the positivity constraints needed to ensure a well-defined probabilistic interpretation of quantum
measurements (namely, for any observable A, Tr(ρA†A) > 0): in other words, it defines a state in the algebraic sense [16, part
III, def. 2.2.8]. Thus, the projective state space is naturally embedded in the space of all possible quantum states considered in
algebraic QFT.
Proposition 2.6 Let c be a system of factorized Hilbert spaces. For any λ1, λ2 ∈ Lc and any µ ∈ Lcλ2→λ1 , we define:
ιµ : Bcλ1 → Bcλ2
A 7→ Φc,−1µ
(
A⊗ 1cµ
)
Φcµ
.
Let λ1, λ2, λ3 ∈ Lc. We have:1. for any µ ∈ Lcλ2→λ1 , ιµ is an injective (aka. one-to-one), isometric morphism of C∗-algebras;
2. for any µ ∈ Lcλ2→λ1 , any ρ ∈ Scλ2 and any A ∈ Bcλ1 , Tr ((Trµ ρ)A) = Tr (ρ(ιµA));
3. for any µ, µ′ ∈ Lcλ2→λ1 , ιµ = ιµ′ ;4. for any µ12 ∈ Lcλ2→λ1 , µ23 ∈ Lcλ3→λ2 , ιµ12·µ23 = ιµ23 ◦ ιµ12 .
Proof Respectively, 2.6.1 follows from the properties of the tensor product of operators, 2.6.2 from the definition of Trµ(prop. 2.3) and the properties of the partial trace, 2.6.3 from def. 2.2.5, and 2.6.4 from def. 2.2.4. 
Definition 2.7 Let c be a system of factorized Hilbert spaces. For any λ1 6 λ2 ∈ Lc, we define ιλ2←λ1 := ιµ for some
µ ∈ Lcλ2→λ1 .If Lc,6 is directed, we define Bc as the inductive (aka. direct) limit of the inductive system ((Bcλ)λ∈Lc , (ιλ2←λ1)λ16λ2).We define Bc as the completion of Bc with respect to the operator norm. Bc is a C∗-algebra, with a unit that we willdenote by 1c. Thanks to prop. 2.6.2, Tr is well-defined as a bilinear map Tr (( · )( · )) : Sc × Bc → C, which can beextended (by continuity in the second argument, [35, theorem VI.26]) as a map Sc × Bc → C. We define the quantumstate space on c as:
Sc+,1 := {ρ ∈ Sc | ρ > 0 & Tr ρ := Tr ρ1c = 1}.
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Hcλ3
Hcλ2 ⊗Hcµ23
Hcλ1 ⊗Hcµ12 ⊗Hcµ23 Hcλ1 ⊗Hcµ12·µ23 Hcλ1 ⊗Hcµ13
Φcµ23
Φcµ12
Φcµ12·µ23
≈
Φcµ13
Φcµ13|µ12·µ23
Figure 2.2 – Recovering the "3-spaces" consistency condition of the original formulation from the composition and unambiguity
properties of arrows
The original formulation of projective quantum state spaces simply used a structure of directed (pre-)ordered set on the
collection of partial theories [19, 34, 20, 25]. In other words, the tensor product factorization connecting the partial Hilbert
spaces Hλ2 and Hλ1 over two labels λ2 > λ1 was supposed to be completely fixed once the involved labels were known,
excluding the option of "redundant" arrows5 which we discussed in the comments before def. 2.2. The compatibility between
the various coarse-grainings was then formulated as a single "3-spaces" consistency condition, involving 3 increasingly fine
labels λ1 6 λ2 6 λ3 [25, eq. (2.1.1) and fig. 2.1].
The formulation used in the present article reduces to the original one by choosing a preferred arrow6 for every pair of
labels λ1 6 λ2. The 3-spaces consistency condition is then recovered by combining the composition and unambiguity properties
of arrows (2.2.4 and 2.2.5) as shown on fig. 2.2.
Since both formulations turn out to be equivalent, enriching the label set with a category structure may at first seems
a gratuitous complication. As mentioned above, the motivation for allowing redundant arrows (and labels) comes from the
pursuit of a manifestly universal quantization (in particular in view of the construction that we will present in subsection 3.1):
at the end of the day, the quantum state space does not depend on the assignment of preferred arrows (provided, of course,
that the unambiguity property from 2.2.5 holds), hence we may as well dispense from choosing them in the first place. A
further advantage of the categorical reformulation is conceptual: by splitting the original 3-space consistency condition into
two separate conditions, its physical meaning, and in particular its role in the well-definiteness of coarse-grainings, can be
made more transparent.
Proposition 2.8 Let c be a system of factorized Hilbert spaces and assume that Lc,6 is directed. For any λ1 6 λ2 ∈ Lc,choose µλ2→λ1 ∈ Lcλ2→λ1 (choosing µλ2→λ1 = 1λ1 if λ1 = λ2), and define:1. for any λ ∈ Lc, Hλ := Hcλ;2. for any λ1 6 λ2 ∈ Lc, Hλ2→λ1 := Hcµλ2→λ1 & Φλ2→λ1 := Swapλ2→λ1 ◦ Φcµλ2→λ1 , where Swapλ2→λ1 is theisomorphism Hλ1 ⊗Hλ2→λ1 → Hλ2→λ1 ⊗Hλ1 swapping the tensor product factors7;
3. for any λ1 6 λ2 6 λ3, Φλ3→λ2→λ1 := Swapλ3→λ2→λ1 ◦ Φcµ|µ′ where µ := µλ3→λ1 , µ′ := µλ2→λ1 · µλ3→λ2 , and
5Redundant labels have been also excluded in all formulations except the one from [25], ie. the order on Lc has been required to be a
partial order, rather than a pre-order (the latter drops the antisymmetry property satisfied by the former).6And, defining on Lc the equivalence relation λ ∼ λ′ ⇔ (λ 6 λ′ & λ′ 6 λ), the pre-order 6 on Lc can be turned into a partial order
on the quotient Lc/ ∼, see [24, prop. 2.8].7This is necessary due to opposed conventions in def. 2.2 vs. [25, def. 2.1].
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Swapλ3→λ2→λ1 is the isomorphism Hλ2→λ1 ⊗Hλ3→λ2 → Hλ3→λ2 ⊗Hλ2→λ1 swapping the tensor product factors.Then, (Lc, (Hλ)λ∈Lc , (Hλ2→λ1)λ16λ2 , (Φλ2→λ1)λ16λ2 , (Φλ3→λ2→λ1)λ16λ26λ3) fulfills [25, def. 2.1]. Moreover, for any
λ1 6 λ2 ∈ Lc, the definition of Trλ2→λ1 , resp. ιλ2←λ1 , given in def. 2.4, resp. in def. 2.7, coincides with the one given in[25, def. 2.2], resp. [25, def. 2.3]. Thus, the definitions for the state space and for the algebra of operators given in defs. 2.4and 2.7 coincide with the ones from [25, subsection 2.1].
Proof Let λ1 6 λ2 ∈ Lc and let µ := µλ2→λ1 . By definition of Φcµ (2.2.3), Φλ2→λ1 is a Hilbert space isomorphism
Hλ2 → Hλ2→λ1 ⊗ Hλ1 . Moreover, if λ1 = λ2 = λ, µ = 1λ by assumption, and, applying 2.2.4 to 1λ = 1λ · 1λ, weget Hc1λ ≈ Hc1λ ⊗ Hc1λ (in a natural identification), hence Hc1λ ≈ C, as well as Φc1λ ≈ (Φc1λ ⊗ 1c1λ) ◦ Φc1λ , hence
Φc1λ ≈ 1cλ : Hλ → Hλ ⊗ C.Let λ1 6 λ2 6 λ3 ∈ Lc and let µ := µλ3→λ1 , µ′ := µλ2→λ1 · µλ3→λ2 . Φcµ|µ′ is an isomorphism Hcµλ3→λ1 →
Hcµ′ ≈ Hcµλ2→λ1 ⊗ H
c
µµλ3→λ2
, and, combining 2.2.4 with 2.2.5, we get that Φλ3→λ2→λ1 is a Hilbert space isomorphism
Hλ3→λ1 → Hλ3→λ2 ⊗Hλ2→λ1 , satisfying:(
Φλ3→λ2→λ1 ⊗ 1cλ1
) ◦ Φλ3→λ1 = (1cµλ3→λ2 ⊗ Φλ2→λ1) ◦ Φλ3→λ2 .Thus, [25, eq. (2.1.1)] is fulfilled. In particular, this implies that Φλ3→λ2→λ1 is trivial whenever λ1 = λ2 and/or λ2 = λ3.For any λ1 6 λ2 ∈ Lc, Trλ2→λ1 := Trµλ2→λ1 and the definition of the latter in prop. 2.3 coincides with [25, def. 2.2].Similarly, ιλ2←λ1 := ιµλ2→λ1 and the definition of the latter in prop. 2.6 coincides with [25, def. 2.3]. 
2.2 Isomorphisms of Projective State Spaces
We now want to discuss the isomorphisms of the structures introduced in the previous subsection, and in particular their
automorphisms, which will play an important role in the next subsection. To build an isomorphism between two systems
of factorized Hilbert spaces (def. 2.2) c and d, we need a one-to-one mapping between the labels in each system, as well as
unitary identifications of the corresponding Hilbert spaces. We do not require a one-to-one mapping between the arrows, but
we do require that the orders on each side match, and, for any λ1 6 λ2, we demand that, at least for one pair of arrows
(µ, µ′) (with µ : λ2 → λ1 in c and µ′ between the corresponding labels in d), the unitary identifications be compatible with the
coarse-graining decompositions, as represented in fig. 2.3 (thanks to 2.2.5, this is enough to ensure that fig. 2.3 holds for any
pair of arrows).
An isomorphism τ defined in this way provides a bijective mapping from the algebra of observables over c into the one over
d, and, by duality, a bijective mapping in the other direction, ie. from d to c, between the quantum state spaces. The reason
why τ acts in the right direction on the observables is because it is first defined as a mapping between labels, and the latter
represent sub-algebra of observables (what we called above selections of dofs).
Of course, since these are bijective mappings, the direction in which they are more naturally defined is irrelevant. But it
would become significant if we were to consider morphisms, rather than isomorphisms: such morphisms could be defined by
relaxing the requirement for the map between the label sets to be bijective. For example, it is easy to see that, if the image
of this map were only a subset K of the target label set, observables could still be push-forwarded and states could still be
pull-backed: indeed observables, being elements in an inductive limit, are represented as equivalence classes (see [25, def. 2.3]),
which can be extended beyond K, while states are represented as projective families, which can be restricted to K. Such label
set restrictions are extensively discussed in [25, subsection 2.2] and will play a role in the proof of theorem 3.16 (leading to
a standard pattern in the statement of theorem 3.16, namely mappings in opposite directions between states and observables,
suitably intertwining the trace evaluation). Interestingly, if K happens to be cofinal in Ld (ie. such that any label in Ld is
dominated by a label in K), both the mapping between the observable algebras and the one between the state spaces would
still be bijective (see the explanations at the beginning of subsection 2.3): arguably, such a morphism could then merit the
qualification of isomorphism, although we choose here to adopt a more straightforward definition.
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Hcλ2
Hcλ1 ⊗Hcµ
Hdτλ2
Hdτλ1 ⊗Hdµ′
Φcµ Φ
d
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U τλ2
U τλ1
U τµ|µ′
Figure 2.3 – Compatibility with the coarse-graining decompositions of an isomorphism between two systems of factorized Hilbert
spaces
Definition 2.9 Let c, d be two systems of factorized Hilbert spaces. An isomorphism τ from c to d consists of:
1. a bijective map Lc → Ld, λ 7→ τλ;
2. for any λ ∈ Lc, a Hilbert space isomorphism U τλ : Hcλ → Hdτλ;such that:3. for any λ1, λ2 ∈ Lc, λ1 6 λ2 ⇔ τλ1 6 τλ2;
4. for any λ1 6 λ2 ∈ Lc, there exist µ ∈ Lcλ2→λ1 , µ′ ∈ Ldτλ2→τλ1 and a Hilbert space isomorphism U τµ|µ′ : Hcµ → Hdµ′such that Φdµ′ = (U τλ1 ⊗ U τµ|µ′) ◦ Φcµ ◦ U τ,−1λ2 .The composition of two such isomorphisms is obtained by taking the composition of the individual maps 2.9.1 and 2.9.2and is associative. The identity automorphism idc on c is obtained by choosing these maps to be identity maps. Theinverse τ−1 of τ is obtained by taking the inverse of each map (in particular, for any λ′ ∈ Ld, U τ−1λ′ := U τ,−1τ−1λ′ ).Proposition 2.10 Let c, d be two systems of factorized Hilbert spaces and let τ be an isomorphism from c to d. For any
λ ∈ Lc, we define the maps Στλ and Λτλ by:
Στλ : Sdτλ → Scλ
ρ 7→ U τ,−1λ ρU τλ
,
and:
Λτλ : Bcλ → Bdτλ
A 7→ U τλ AU τ,−1λ
.
For any λ ∈ Lc, we have:
1. Στλ is a bijective, linear, order-preserving map Sdτλ → Scλ and Λτλ is an isometric ∗-algebra isomorphism Bcλ → Bdτλ;
2. ∀ρ ∈ Sdτλ,∀A ∈ Bcλ,Tr (Στλ(ρ)A) = Tr (ρΛτλ(A)).and for any λ1 6 λ2 ∈ Lc:3. Trλ2→λ1 ◦Στλ2 = Στλ1 ◦ Trτλ2→τλ1 ;4. Λτλ2 ◦ ιλ2←λ1 = ιτλ2←τλ1 ◦ Λτλ1 ;
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Proof 2.10.1 and 2.10.2 can be checked from the definitions of Στλ and Λτλ. 2.10.3 and 2.10.4 follow from def. 2.9.4 togetherwith the definitions of Trλ2→λ1 (prop. 2.3 and def. 2.4) and ιλ2←λ1 (prop. 2.6 and def. 2.7). 
Definition 2.11 Let c, d be two systems of factorized Hilbert spaces with Lc,6 and Ld,6 directed, and let τ be anisomorphism from c to d. We define the maps Στ (inverse active transformation) and Λτ (passive transformation) by:
Στ : Sd → Sc
(ρλ′)λ′∈Ld 7→ (Στλ(ρτλ))λ∈Lc
,
and:
Λτ : Bc → Bd
[Aλ]
c 7→ [Λτλ(Aλ)]d
,
where [Aλ]c denotes the equivalence class of Aλ ∈ Bcλ in Bc (representing the inductive limit Bc as a quotient set, see[25, def. 2.3]).From prop. 2.10, Στ is well-defined as a bijective, linear, order-preserving map Sd → Sc, Λτ can be extended to a
C∗-algebra isomorphism Bc → Bd, and they satisfy:
∀ρ ∈ Sd,∀A ∈ Bc,Tr (Στ (ρ)A) = Tr (ρΛτ (A)).
Moreover, Στ and Λτ are bijective maps (respectively with inverse Στ−1 and Λτ−1 ).
Proposition 2.12 Let c be a system of factorized Hilbert spaces. The space Ac of automorphisms of c is a group.Assuming that Lc,6 is directed, Ac acts on the right (resp. on the left) on Sc (resp. Bc).
Proof As underlined in def. 2.9 the composition of isomorphisms is associative, there exists an identity automorphism on
c, and every isomorphism admits an inverse, hence Ac is a group.We now assume that Lc,6 is directed. By definition of the identity automorphism idc on c, Σidc = idSc and Λidc = idBc .Let τ, τ ′ be two automorphisms of c. For any λ ∈ Lc, U τ ′τλ := U τ ′τλ ◦ U τλ (where τ ′τ denotes the composition). Thus,
Στ
′τ = Στ ◦Στ ′ and Λτ ′τ = Λτ ′ ◦Λτ . Therefore, τ 7→ Στ (resp. τ 7→ Λτ ) is a right (resp. left) action of Ac on Sc (resp.
Bc). 
2.3 Universal Label Subsets
We mentioned in subsection 1.3 that our motivation to use the projective formalism set up in subsection 2.1 was to make the
construction of states easier (eg. compared to an approach using general algebraic states), and ideally to have a our disposal
a complete, explicit parametrization of the whole quantum state space. But writing the state space as a projective limit is not
enough to achieve this goal. Indeed projective families cannot be arbitrary: they have to fulfill the consistency relations coming
from coarse-graining (namely, for any λ1 6 λ2, we must have ρλ1
!
= Trλ2→λ1 ρλ2 ). It turns out that, when the label set is
uncountably infinite, constructing such families can be extremely hard: worse, a seemingly valid projective system can even
yields an empty projective limit [41].8
There is a case in which constructing (all possible) projective families is unproblematic: if the label set happens to be
isomorphic (as a pre-ordered set) to N,6, states can be constructed recursively, by choosing each ρn+1 in the pre-image ofTrn+1→n 〈ρn〉 (the partial trace is always surjective, aka. onto). From there, we can identify a larger class of (directed) labels
sets that will support a constructive description of the state space. Indeed, we know that restricting the label set Lc to a cofinal
8Note that for the construction we will develop in section 3, the emptiness issue is easily averted: as long as there exists some admissible
complex structure on the classical phase space (which is typically the case for QFT on curved space-time, even though there may be no way
to single out a specific one), the embedding result from theorem 3.16 guarantees that the projective state space is non-empty. Furthermore,
if we were only concerned about possible emptiness of the quantum state space, there exists a prescription to extend any projective state
space so that it will contain "enough" states [20]. Unfortunately, this prescription does not tell us how to actually construct said states
(existence is proved via the axiom of choice).
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Figure 2.4 – Density property for universal label subsets (in all figures of the present subsection, dofs are symbolically represented
by discs and circles, labels by groups of such discs, and label subsets by shaded regions)
part K (ie. some K ⊆ Lc such that ∀λ ∈ Lc,∃κ ∈ K with κ > λ) does not change the label set: this is because knowing the
projective family (ρλ)λ over K is enough to reconstruct it over the whole label set Lc (defining ρλ := Trκ→λ ρκ; the composition
property of traces from 2.2.4 ensures that the thus reconstructed family will be well-defined and projective as long as the one
over K is).
To summarize, we can achieve our goal provided the label set admits a cofinal, increasing sequence (or, equivalently, provided
it is directed and of countable cofinality). However, typical classical field theories do not naively fulfill this requirement: they
possess a continuum of dofs, which cannot be captured by a countably-generated collection of labels (recall that labels are finite
selections of dofs9). On the other hand, this continuum of dofs is really a mathematical abstraction rather than a physical
reality: from an experimental point of view, observables can only be resolved with limited precision (the experimental protocol,
specifying which observable(s) a particular experiment will be measuring, can only convey a finite amount of information).
This realization motivates the approach proposed in [27]10, which restricts the original theory to a countably-generated one,
by extracting from the "naive" label set Lc a countably-cofinal subset K. To ensure that K is large enough, ie. that it supports
arbitrarily good approximations of all observables from the original theory, we demand that it be dense in Lc: namely, that
any label λ can be made an element of K with the help of an arbitrarily small deformation. Furthermore, we demand that,
whenever λ happens to include sublabels which are already in K, the deformation can be chosen such that it leaves these
sublabels invariant, as schematized in fig. 2.4. This extra condition turns out to be important to guarantee that restricting
ourselves to K is physically innocuous.
Since our notion of density in the label set will rely on "small deformations" of the labels, we need to start by telling
what those deformations should be: this is achieved by giving ourselves the action of a topological group T on the system of
factorized Hilbert spaces, ie. a homomorphism from T into the group of automorphisms introduced in prop. 2.12. This approach
notably has the advantage that only labels whose observable algebras are isomorphic can be deemed "close". Note that the
concrete choice of T will depend on the particular physical system at hand, and this choice will determine in which sense the
restriction to K respects the universality of the quantization and the symmetries of the theory (see below).
Definition 2.13 Let c be a system of factorized Hilbert spaces. Let T be a topological group and let T → Ac, t 7→ t〉be a group homomorphism (aka. an action of T on c). A T -universal label subset for c is a subset K of Lc such that:
1. K is directed and of countable cofinality (ie. it admits a sequence (κn)n∈N such that ∀κ ∈ K,∃n ∈ N / κ 6 κn);2. K is a lower set of Lc (ie. ∀κ ∈ K,∀λ ∈ Lc, λ 6 κ⇒ λ ∈ K);
3. for any neighborhood V of 1 in T (where 1 denotes the identity element of T ) and any λ ∈ Lc, there exists t ∈ Vsuch that:t〉λ ∈ K & ∀κ ∈ K / κ 6 λ, (t〉κ = κ & U t〉κ = 1cκ).
9More precisely, the number of dofs can be thought as (half) the dimension of the phase space: labels correspond to finite-dimensional
phase spaces, while countably-cofinal label sets can span phase spaces of at most countable dimension. See sections 3 and 4 for concrete
examples.10The present subsection is mostly taken from [27, subsection 2.2], albeit starting from a slightly different definition, which allows us to
streamline the proof of the universality property (theorem 2.14 below, corresponding to [27, theorem 2.8] in the original article).
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Figure 2.5 – The recursion step for the proof of theorem 2.14 as captured by lemma 2.15
While it is true that the formulation of classical field theories in terms of a continuum of dofs is a matter of mathematical
convenience, it does accomplish an important objective, to which any attempt at a more discrete formulation should carefully
pay heed: it minimizes the amount of arbitrariness entering the definition of the theory. By restricting the quantum theory to
some label subset K, are we making the quantization critically dependent on the choice of this K? In which sense can different
choices be said to be equivalent?
Fortunately, we have the following universality result: for any two label subsets K and K′ obeying def. 2.13 above, the
quantum theories built on K vs. K′ are isomorphic. The isomorphism between them can almost be thought of as an equivalence
of representations. Since the algebras of observables on both sides are only dense sub-algebras of the continuous one, which a
priori do not coincide, it is not possible to map an observable on one side to the exact same observable on the other side, but
we can arrange for the correspondence between observables to be an arbitrarily good approximation. Namely, a given observable
A in the sub-algebra selected by K will be mapped to an observable A′ lying in the sub-algebra selected by K′, with A and
A′ related by an arbitrarily small deformation (again, closeness is defined with respect to the topological group T ). While the
small deformations involved are not necessarily the same for all pairs of observables (in the statement of theorem 2.14 below,
they are label-dependent; see however prop. 3.15), the closeness criterion they satisfy is uniform11 across the observable algebra
(it is parametrized by a single small open in T ).
Keeping in mind the limited experimental resolution of observables mentioned above, this result ensures that the choice to
work on a particular K has no physically measurable consequences, as long as K fulfills def. 2.13, which justifies the terminology
"universal label subset".
The proof of theorem 2.14 is a recursive one, with lemma 2.15 capturing one recursion step, as illustrated in fig. 2.5. The idea
is to construct the isomorphism τ mapping K into K′ by defining it first on a small label of K, and by progressively extending
it to incorporate more and more labels from each side. Lemma 2.15 itself is proved by passing an auxiliary label back and forth
between K and K′, aggregating additional dofs as we go: one step consists in first using the universal label subset property for
K′, to build a deformation from a certain label of K into K′, before using the property for K, to deform a slightly enlarged
label back into K (fig. 2.6). It is to for this reason that we needed the extra stabilizing condition in 2.13.3: it ensures that, as
we extend τ , its definition on earlier labels will no longer change: otherwise, we would have no guarantee that the procedure
would ultimately converge to a well-defined isomorphism.
Theorem 2.14 Let c be a system of factorized Hilbert spaces and let T be a topological group acting on c. Let K,K′ betwo T -universal label subsets for c and let d (resp. d′) denote the restriction of c on K (resp. K′). For any neighborhood
11This alone distinguishes the present universality result from a similar sounding result, known as Fell’s theorem [11], which states the
approximate equivalence of different Hilbert spaces representations of a given algebra. The comparison between the two will be further
analyzed in subsections 4.2 and 5.2.
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Figure 2.6 – The proof of lemma 2.15, using the density property represented on fig. 2.4 successively in both directions
V of 1 in T , there exists an isomorphism τ from d to d′ such that:
∀κ ∈ K,∃t ∈ V / (τκ = t〉κ & U τκ = U t〉κ ). (2.14.1)
Lemma 2.15 Let c be a system of factorized Hilbert spaces, T be a topological group acting on c and K,K′ be two
T -universal label subsets for c. Let V be an open neighborhood of 1 in T and suppose that there exist κ1 ∈ K, κ′1 ∈ K′and t1 ∈ V such that t1〉κ1 = κ′1. Then, for any κo ∈ K, κ′o ∈ K′, there exist κ2 ∈ K, κ′2 ∈ K′ and t2 ∈ V such that:1. κ2 > κ1, κo, resp. κ′2 > κ′1, κ′o;
2. t2〉κ2 = κ′2;
3. ∀κ ∈ K / κ 6 κ1, (t2〉κ = t1〉κ & U t2〉κ = U t1〉κ ).
Proof Let κo ∈ K, κ′o ∈ K′. We define:
Vα := {t ∈ T | t . t1 ∈ V}.
Vα is a neighborhood of 1 in T . Since K is directed (def. 2.13.1), there exists κα ∈ K such that κα > κ1, κo. We define
λα := t1〉κα ∈ Lc. Applying def. 2.13.3 (for the T -universal label subset K′) to Vα, λα, there exists tα ∈ Vα such that
κ′α := tα〉λα ∈ K′ and:
∀κ′ ∈ K′ / κ′ 6 λα, (tα〉κ′ = κ′ & U tα〉κ′ = 1cκ′). (2.15.1)We define:
Vβ :=
{t ∈ T ∣∣ tα . t1 . t−1 ∈ V}.
Vβ is a neighborhood of 1 in T . Since K’ is directed, there exists κ′2 ∈ K′ such that κ′2 > κ′α, κ′o. We define
λβ := (tα . t1)−1〉κ′2 ∈ Lc. Applying def. 2.13.3 (for the T -universal label subset K) to Vβ , λβ , there exists tβ ∈ Vβ suchthat κ2 := tβ〉λβ ∈ K and:
∀κ ∈ K / κ 6 λβ, (tβ〉κ = κ & U tβ〉κ = 1cκ). (2.15.2)We define t2 := tα . t1 . t−1β ∈ V . Then, 2.15.2 holds by construction.From def. 2.9.3, we have κ′1 6 λα and κα 6 λβ . Applying eq. (2.15.1) (resp. eq. (2.15.2)), we get tα〉κ′1 = κ′1 (resp.tβ〉κα = κα). Therefore, κ2 > κα and κ′α > κ′1, so 2.15.1 holds.
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Let κ ∈ K such that κ 6 κ1. We have t1〉κ 6 κ′1, hence t1〉κ ∈ K′ (from def. 2.13.2) and t1〉κ 6 λα. Eq. (2.15.1)then yields (tα . t1)〉κ = t1〉κ and U tα.t1〉κ = U t1〉κ . Moreover, (tα . t1)〉κ 6 κ′α, hence κ 6 λβ . Eq. (2.15.2) then yieldst−1β 〉κ = κ and U t−1β 〉κ = 1cκ, so 2.15.3 holds. 
Proof of theorem 2.14 Let V be a neighborhood of 1 in T . Let Vo be an open neighborhood of 1 in V . Let (κo,n)n>0(resp. (κ′o,n)n>1) be a cofinal sequence (def. 2.13.1) in K (resp. K′). Applying def. 2.13.3 (for K′) to Vo and κo := κo,o ∈ K,let to ∈ Vo such that κ′o := to〉κo ∈ K′. Using lemma 2.15, we construct recursively three sequences (κn)n>0 in K,(
κ′n
)
n>0 in K′ and (tn)n>0 in Vo, such that:1. (κn)n>0 and (κ′n)n>0 are increasing;
2. for any n > 0, κn > κo,n, so (κn)n>0 is cofinal in K, and, similarly, (κ′n)n>0 is cofinal in K′;
3. for any n > 0, tn〉κn = κ′n;4. for any m > n > 0 and any κ ∈ K such that κ 6 κn, tm〉κ = tn〉κ and U tm〉κ = U tn〉κ .For any κ ∈ K, we define τκ := tn〉κ and U τκ := U tn〉κ , for some n > 0 such that κ 6 κn (this is well-defined thanksto 2.14.2 and 2.14.4). Since τκ 6 κ′n, we have τκ ∈ K′ (using def. 2.13.2 for K′). Next, for any κ′ ∈ K′, there exists
n > 0 such that κ′ 6 κ′n, so defining κ := t−1n 〉κ′ 6 κn, we get κ ∈ K (using def. 2.13.2 for K) and κ′ = τκ, therefore
κ 7→ τκ is a surjective map K → K′. Finally, for any κ1, κ2 ∈ K, there exists n > 0 such that κ1, κ2 6 κn, so theinjectivity of κ 7→ τκ, as well as def. 2.9.3 and 2.9.4, follow from the corresponding properties of tn〉. Therefore, τ is anisomorphism from d to d′, and it satisfies eq. (2.14.1) by construction. 
An immediate corollary of the previous result is that any element t of T (and, more generally, any automorphism of c
whose adjoint action induces a bi-continuous homomorphism on T ) can be approximately realized as an automorphism of
the restricted theory: this works because the image of K under t is again a T -universal label subset, which can be deformed
back into K by virtue of theorem 2.14, yielding an automorphism that stabilizes K. This property can be used to ensure that
the symmetries of the classical theory will be (approximately) implemented in the quantum theory constructed over K (see
eg. prop. 3.15).
Proposition 2.16 Let c be a system of factorized Hilbert spaces and let T be a topological group acting on c. Let K bea T -universal label subset for c and let d denote the restriction of c on K. For any to ∈ T and any neighborhood Vo ofto in T , there exists an automorphism τ of d such that:
∀κ ∈ K, ∃t ∈ Vo / (τκ = t〉κ & U τκ = U t〉κ ). (2.16.1)
Proof Let to ∈ T and let Vo be a neighborhood of to in T . Let K′ := {to〉κ | κ ∈ K} and V := {t ∈ T ∣∣ t−1 . to ∈ Vo}.
K′ is a T -universal label subset for c (thanks to to〉 being an automorphism of c and t 7→ to . t . t−1o being anautomorphism of T ) and V is a neighborhood of 1 in T . Let d′ denote the restriction of c on K′. Applying theorem 2.14,there exists an isomorphism τ˜ from d to d′ fulfilling eq. (2.14.1). Then τ := τ˜−1to〉 is an automorphism of d fulfillingeq. (2.16.1). 
3 Quantization of Linear Field Theories
We want to develop the quantization of a general linear classical field theory along the lines of the previous section. Linear
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Figure 3.1 – Relating finite-dimensional Fock representations build over different frames
here means that the classical phase space is taken to be a (infinite-dimensional) symplectic (subsection A.1, in the bosonic case)
or inner-product (subsection A.2, in the fermionic case) vector space, ideally with its linear structure being preserved by the
time evolution (ie. the Hamiltonian function is quadratic, or the field theory is "free"; see however subsection 5.3).
3.1 State Space and Observables
We begin by recalling some properties of the (Fock) quantization of a finite-dimensional vector space F (of dimension 2d),
as this will form the basic building bloc of our construction (for concreteness, let us focus on the symplectic, or bosonic, case,
a detailed overview of which is given in subsection B.1; the fermionic case, covered in subsection B.2, is very similar). Given
a symplectic frame λ = (e1, . . . , e2d) in F (aka. Darboux linear coordinates, see def. A.2), we can build a corresponding Fock
representation Hlinλ : each pair (e2k+1, e2k+2) of conjugate frame vectors constitutes a mode, and the canonical orthonormal
basis for Hlinλ will be indexed by the number of particles in each of these modes.
Of course, we know from the Stone–von Neumann theorem that the choice of the frame λ is irrelevant: if we consider
a different frame λ′, there should exist a unitary identification relating Hlinλ to Hlinλ′ . We can think of all possible Fock
quantizations, resulting from all possible choices of frames, as forming a vector bundle: the base space being the space of all
symplectic frames, and the fiber over a frame λ being the Fock space Hlinλ . Then, the natural identification relating the Fock
representations built over different frames can be thought of as a connection in this bundle (right part of fig. 3.1). We have
some freedom in the definition of this connection, as the unitary identifications provided by the Stone–von Neumann theorem
are only fixed up to a phase. Exploiting this freedom, it is possible to arrange for the connection to be flat (aka. curvature-free),
which is the choice we will adopt. There is however a catch: the space of frames is not simply-connected, it contains a
topologically non-trivial loop (prop. A.6), and the price we pay for making the connection flat is that, when parallel-transporting
around this loop, we pick-up an extra sign factor (see the explanations before prop. B.5).
A different way of formulating the same mechanism is to match the canonical basis in each Hlinλ to define a global
trivialization of the bundle, with an "anonymous" Fock space F (d)lin as model fiber. This "naive" global trivialization should not
be confused with the proper identification of Fock representations, which matches the physical interpretations of the observables
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Figure 3.2 – Coarse-graining labels (this schematic visualization should not be taken too literally though: symplectic frames are
always even-dimensional)
(in fact, due to the above-mentioned topological non-triviality, the latter does not provide a global trivialization). Instead, we
want to look at the deviation between the two: by casting over F (d)lin the proper parallel transport, we obtain on F (d)lin a unitary
representation of the symplectic group, the group of all transformations mapping a symplectic frame into another (fig. 3.1). From
this perspective, the topological non-triviality of the connection manifests itself in the projective nature of the representation
(meaning that we may pick up additional phases when composing transformations, see [42, section 2.7 and appendix 2.B]): it is
actually a representation of the double cover of the symplectic group, the so-called metaplectic group (props. A.6 and B.5).
With this tool at our disposal, we can now turn to the quantization of an infinite-dimensional symplectic vector space V .
The basic observables to be implemented in the quantum theory will be the linear forms on V (sufficiently regular ones, ie. those
that can written as Ω(v, · ); see def. A.1 and the comments preceding it). Thus, a selection of dofs, adequate for an experiment
measuring finitely many of those linear observables, will correspond to a linear subspace in the dual of V . Since the symplectic
structure of V gives us a natural identification between V and (the sufficiently regular part of) its dual, we can equivalently
think of selections of dofs as subspaces in V itself. Taking advantage of the admissibility of redundant labels, which was
highlighted in the discussion preceding def. 2.2, our labels will be the finite symplectic families in V (ie. incomplete symplectic
frames, def. A.2). Not every finite-dimensional subspace of V is the span of a symplectic family, but those who are, are the
ones that correspond to valid partial theories (keeping in mind that dofs are pairs of conjugate variables), and those who are
not, can always be embedded into a larger one, who is (prop. A.3).
Next, we need to establish the coarse-graining relations between these labels. Clearly a label λ1 should be considered coarser
than a label λ2 if, and only if, the subspace spanned by λ1 is included in the subspace spanned by λ2 (in order for their
respective counterparts in the dual to be included in the same way: see the above explanation of how labels select dofs). If the
symplectic family λ2 simply extends λ1 (ie. λ1 consists of the first 2n vectors of λ2), it is straightforward to write a suitable
tensor product decomposition (2.2.3) of the Fock space built on λ2: each vector of the particle basis can be ⊗-factorized by
putting on one side all particles in the λ1-modes, and on the other all particles in the remaining λ2-modes (def. B.9). If the
coarser modes cannot so easily be split out of λ2, the solution is to first transform λ2 into a label λ′2 that does extend λ1, using
the metaplectic representation to relate Hlinλ2 and Hlinλ′2 , and then factor H
lin
λ1 out of Hlinλ′2 (fig. 3.2). Accordingly, any element of
the metaplectic group that can transform λ2 into an extension of λ1 will define an arrow from λ2 to λ1.
The ability to connect labels which are not obviously compatible is crucial. If we would only have arrows between labels
which extend each other, the directedness requirement for the label set (def. 2.4) would enforce that all labels be extracted from a
common, global, symplectic frame: depending on the choice of such a complete basis in V would be even worse12 than depending
on the choice of a polarization for V (recall subsection 1.2). In this sense, the polarization-independence of the construction we
are going to present can really be understood as a direct consequence of the finite-dimensional Stone–von Neumann theorem.
By contrast, the availability of a flat connexion in the bundle of finite-dimensional quantizations is not indispensable: if we
were working with a curved connection, we could simply associate arrows to paths in the space of symplectic frames. In other
words, our use of the metaplectic representation is only a cosmetic preference (it makes the construction tighter, by not keeping
track of the precise paths but merely of their winding parities; cf. the definition of the metaplectic group in prop. A.6).
In line with the discussion preceding def. 2.2, we have many different labels describing the same selection of dofs (namely
12And if we could only connect labels when the partial polarizations from which they are built extend each other, we would end up
depending precisely on a global choice of polarization: this is in fact what was done in [25, subsection 3.2].
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symplectic families spanning the same subspace of V ), as well as many different arrows between two given labels (there is some
freedom in extending λ1 into a family λ′2 with the same span as λ2, as well as the additional freedom of picking one of the
two elements of the metaplectic group which map λ2 into λ′2). This redundancy allows for a very explicit description of the
Fock spaces Hlinλ and Hlinµ , without threatening the overall consistency (which will automatically follows from 2.2.4 and 2.2.5;
see below). We could try to dispense from relying on explicit frames by introducing more "abstract" Hilbert spaces: the idea
would be to consider "Fock spaces modulo change of frame", in the same way as an n-dimensional vector space can be though
as "Rn modulo change of basis". However, the topological non-triviality of the connection discussed at the beginning of the
present subsection stands in the way of such an approach: to make the construction consistent, we would need to fix various
choices of phases throughout the label set. This would not only be awkward, but in fact an artificial complication, since global
phases end up canceling out, when representing quantum states as density matrices.
Definition 3.1 Let V,Ω be a symplectic vector space (def. A.1). We define:
1. Lbos := {(e1, . . . , e2n) ∈ V 2n ∣∣∣ n > 0 & ∀i, j 6 2n,Ω(ei, ej) = Ω(n)ij } (where Ω(n) denotes the canonical 2n×2nsymplectic matrix, see def. A.2);
2. for any λ = (e1, . . . , e2n) ∈ Lbos, dλ := n > 0 and Vλ := Span {e1, . . . , e2n} ⊂ V (note that dimVλ = 2dλ, see theproof of prop. A.3);
3. for any λ1, λ2 ∈ Lbos such that Vλ1 * Vλ2 , Lbosλ2→λ1 := ∅;
4. for any λ1 = (e1, . . . , e2n) , λ2 = (f1, . . . , f2m) ∈ Lbos such that Vλ1 ⊆ Vλ2 :
Lbosλ2→λ1 :=
{
µ ∈ Mp(m) ∣∣∣ ∃ (e2n+1, . . . , e2m) ∈ V 2(m−n) / µB (f1, . . . , f2m) = (e1, . . . , e2m)},
where Mp(m) denotes the metaplectic group over R2m and B its action on a symplectic (2m)-family (prop. A.6);
5. for any λ1, λ2, λ3 ∈ Lbos and any µ12 ∈ Lbosλ2→λ1 , µ23 ∈ Lbosλ3→λ2 , µ12 · µ23 := `dλ3←dλ2(µ12)µ23 (ie. the compositionas group elements, identifying Mp(dλ2 ) as a subgroup of Mp(dλ3 ), see prop. A.9).
Proposition 3.2 Lbos is a (small) category. Moreover, Lbos,6 is directed, with:
∀λ, λ′ ∈ Lbos, λ 6 λ′ ⇔ Vλ ⊆ Vλ′ . (3.2.1)
Proof Let λ1 = (e1, . . . , e2n) , λ2 = (f1, . . . , f2m) , λ3 = (g1, . . . ,g2l) ∈ Lbos and µ12 ∈ Lbosλ2→λ1 , µ23 ∈ Lbosλ3→λ2 . Let
(e2n+1, . . . , e2m) ∈ V 2(m−n) such that µ12 B (f1, . . . , f2m) = (e1, . . . , e2m) and (e2m+1, . . . , e2l) ∈ V 2(l−m) such that
µ23 B (g1, . . . ,g2l) = (f1, . . . , f2m, e2m+1, . . . , e2l). Then, (µ12 · µ23)B (g1, . . . ,g2l) = (e1, . . . , e2l) (prop. A.9), so thecomposition is well defined as a map Lbosλ2→λ1 × Lbosλ3→λ2 → Lbosλ3→λ1 .For any λ ∈ Lbos, 1λ is the identity element of Mp(dλ). The associativity of the composition operation follows fromthe properties of `m←n (prop. A.9).Eq. (3.2.1) follows from prop. A.7. Let λ, λ′ ∈ Lbos. Using prop. A.3, there exists λ′′ ∈ Lbos such that Vλ + Vλ′ ⊆ Vλ′′ ,hence Lbos,6 is directed. 
The classical precursor of a fermionic QFT is a "phase space" with an Euclidean rather than symplectic structure (subsec-
tions A.2 and B.2). This leads to a subtlety regarding orientation: while symplectomorphisms are always orientation-preserving,
ie. all symplectic frames share the same orientation, this is not true for orthonormal frames. As detailed below (before def. 3.5),
we cannot allow arrows to be associated to orientation-reversing transformations. Therefore, two orthonormal families λ1 and
λ′1 spanning the same vector subspace, but with reverse orientation, will be incomparable in the ordering of labels, although they
naively correspond to the same selection of dofs. Fortunately, this does not spoil the directedness of the label set (def. 2.4), since
20
the two families can still be embedded into a strictly larger subspace (assuming V to be infinite-dimensional), and completed
there into families λ2 and λ′2, which do share the same orientation.
Definition 3.3 Let V, ( · | · ) be a real, infinite-dimensional pre-Hilbert space (subsection A.2). We define:
1. Lferm := {(e1, . . . , e2n) ∈ V 2n ∣∣ n > 0 & ∀i, j 6 2n, (ei | ej) = δij};
2. for any λ = (e1, . . . , e2n) ∈ Lferm, dλ := n > 0 and Vλ := Span {e1, . . . , e2n} ⊂ V (dimVλ = 2dλ);
3. for any λ1, λ2 ∈ Lferm such that Vλ1 * Vλ2 , Lfermλ2→λ1 := ∅;
4. for any λ1 = (e1, . . . , e2n) , λ2 = (f1, . . . , f2m) ∈ Lferm such that Vλ1 ⊆ Vλ2 :
Lfermλ2→λ1 :=
{
µ ∈ Spin(m) ∣∣∣ ∃ (e2n+1, . . . , e2m) ∈ V 2(m−n) / µB (f1, . . . , f2m) = (e1, . . . , e2m)},
where Spin(m) denotes the spin group over R2m and B its action on an orthonormal (2m)-family (prop. A.22);
5. for any λ1, λ2, λ3 ∈ Lferm and any µ12 ∈ Lfermλ2→λ1 , µ23 ∈ Lfermλ3→λ2 , µ12 ·µ23 := `dλ3←dλ2(µ12)µ23 (ie. the compositionas group elements, identifying Spin(dλ2 ) as a subgroup of Spin(dλ3 ), see prop. A.24).
Proposition 3.4 Lferm is a (small) category. Moreover, Lferm,6 is directed, with:
∀λ, λ′ ∈ Lferm, λ 6 λ′ ⇔
[
Vλ ⊆ Vλ′ &
(
Vλ 6= Vλ′ or λ has the same orientation as λ′) ]. (3.4.1)
Proof The proof that Lferm is a category works as in the bosonic case, using prop. A.24 in place of prop. A.9.The direction ‘ ⇒ ’ of eq. (3.4.1) follows from 3.3.3 and 3.3.4 together with the definition of the spin group (prop. A.22).The direction ‘ ⇐ ’ follows from 3.3.4 together with prop. A.23 or prop. A.22. Since V is infinite-dimensional, eq. (3.4.1)is sufficient to ensure the directedness of Lferm using prop. A.19. 
We can now define the system of factorized Hilbert spaces along the lines sketched at the beginning of the present subsection.
The composition property (2.2.4), resp. the unambiguity property (2.2.5), is secured thanks to the compatibility of the metaplectic
representation with the natural tensor-product decomposition of Fock spaces: a symplectomorphism which only acts on the first
2n, resp. the last 2m − 2n vectors of a symplectic frame, will be represented by a unitary transformation which only acts on
the first, resp. the second, tensor-product factor (subsection B.1.3).
The same is true for orientation-preserving orthogonal transformations (aka. rotations) in the fermionic case. But even when
an orientation-reversing transformation only acts on one group of modes, its unitary representation may pick-up an extra
sign-prefactor, which depends on the particular state over the other group of modes: such an operator then cannot be written
as a tensor product with only the identity operator acting on one side (depending of our choice of conventions, the problem
may affect either transformations acting on the first vectors or those acting on the last ones, see the comment at the beginning
of subsection B.2.3). This is the reason why we had to exclude such transformations above: it would otherwise not be possible
to arrange for both the composition and the unambiguity properties to hold.
Definition 3.5 Let lin ∈ {bos, ferm}. We define:
1. for any λ ∈ Llin, Hlinλ := F (dλ)lin (where F (n)bos/ferm denotes the bosonic/fermionic Fock space over n states, see def. B.2and def. B.19);
2. for any λ1, λ2 ∈ Llin and any µ ∈ Llinλ2→λ1 , Hlinµ := F (dλ2−dλ1 )lin and Φlinµ := Γ(dλ2 ,dλ1 )lin ◦ T(dλ2 )lin (µ) (where T(m)bos/fermdenotes the representation of the metaplectic/spin group on F (m)
bos/ferm, see prop. B.5, resp. prop. B.22, and Γ(m,n)bos/fermis the factorization introduced in def. B.9, resp. def. B.24).
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Theorem 3.6 The objects from def. 3.5 constitute a system of factorized Hilbert spaces (def. 2.2).
Proof Let lin ∈ {bos, ferm}. For any λ1, λ2 ∈ Llin and any µ ∈ Llinλ2→λ1 , T(dλ2 )lin (µ) is a unitary isomorphism Hlinλ2 → Hlinλ2(prop. B.5, resp. prop. B.22), and Γ(dλ2 ,dλ1 )lin is a unitary isomorphism Hlinλ2 → Hlinλ1 ⊗Hlinµ (def. B.9, resp. def. B.24).Let λ1, λ2, λ3 ∈ Llin, µ12 ∈ Llinλ2→λ1 , and µ23 ∈ Llinλ3→λ2 . Γ(dλ3−dλ1 ,dλ2−dλ1 )lin provides a natural identification
Hlinµ12·µ23 → Hlinµ12 ⊗ Hlinµ23 , and, modulo this identification (Γ(dλ2 ,dλ1 )lin ⊗ 1linµ23) ◦ Γ(dλ3 ,dλ2 )lin ≈ Γ(dλ3 ,dλ1 )lin , hence 2.2.4follows from eq. (B.10.2), resp. eq. (B.25.2).Let λ1, λ2 ∈ Llin and µ, µ′ ∈ Llinλ2→λ1 . 2.2.5 is obtained by applying prop. B.11, resp. prop. B.26, to µ′ µ−1. 
To confirm that we are indeed quantizing the classical symplectic space V,Ω, we identify the quantized observables corre-
sponding to linear forms on V (exponentiated to avoid issues with unbounded operators), and check their commutator relations.
These observables are labeled by vectors v in V , because, as mentioned in the introduction of the present subsection, we only
consider linear forms which can be written as Ω(v, · ) (these are the ones among which Poisson-brackets can be defined, see
subsection A.1.1).
Definition 3.7 Let v ∈ V and let λ = (e1, . . . , e2n) ∈ Lbos such that v ∈ Vλ. Let x ∈ R2n such that v = 2n∑
i=1
xiei. We
define a bounded operator Obosλ (v) ∈ Bbosλ by Obosλ (v) := exp(i xˆ) (where xˆ is the essentially self-adjoint operator on
Hbosλ defined in def. B.3).
Proposition 3.8 Let v ∈ V , λ1 ∈ Lbos such that v ∈ Vλ1 , and λ2 > λ1 (hence Vλ1 ⊆ Vλ2 , so v ∈ Vλ2 ). Then,
Obosλ2 (v) = ιλ2←λ1
(Obosλ1 (v)). Thus, we can associate to any v ∈ V an observable Obos(v) ∈ Bbos (def. 2.7).Let v,w ∈ V and λ ∈ Lbos such that v,w ∈ Vλ. We have:
Obosλ (v)Obosλ (w) = ei/2Ω(v,w)Obosλ (v +w). (3.8.1)Thus, Obos(v)Obos(w) = ei/2Ω(v,w)Obos(v +w).
Proof Let v ∈ V , λ1 = (e1, . . . , e2n) ∈ Lbos and λ2 = (f1, . . . , f2m) ∈ Lbos such that v ∈ Vλ1 and λ1 6 λ2. Let
x ∈ R2n and y ∈ R2m such that:
v =
2n∑
i=1
xiei =
2m∑
j=1
yjfj .
Let µ ∈ Lbλ2→λ1 and let (e2n+1, . . . , e2m) ∈ V 2(m−n) such that µB (f1, . . . , f2m) = (e1, . . . , e2m). We define x′ ∈ R2mby:
x′i :=
{
xi if i 6 2n
0 otherwise ,
so that v = 2m∑
i=1
xiei. Using eqs. (B.10.1) and (B.5.3), we get:
Φbos,−1µ ◦
(Obosλ1 (v)⊗ 1) ◦ Φbosµ = exp (i σ̂−1 x′),where σ = p(m)(µ) (with the covering map p(m) : Mp(m) → Sp(m) from eq. (A.6.1)). From the definition of the left action
B (def. A.4), we get y = σ−1 x′, hence ιλ2←λ1(Obosλ1 (v)) = ιµ(Obosλ1 (v)) = Obosλ2 (v).
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Let v,w ∈ V and λ = (e1, . . . , e2n) ∈ Lbos such that v,w ∈ Vλ. Let x,y ∈ R2n such that v = 2n∑
i=1
xiei and
w =
2n∑
i=1
yiei. Since (e1, . . . , e2n) is a symplectic family, Ω(v,w) = txΩ(n) y, so eq. (3.8.1) follows from eq. (B.5.1). 
In the fermionic case, the classical linear observables are written as (v | · ), and since they will be represented by bounded
quantum operators (all Hfermλ are finite-dimensional, as fermionic Fock spaces over finitely many modes), we do not need to
exponentiate them.
In order for the corresponding quantum observables to be well-defined as elements of Bferm (def. 2.7), it is necessary to adopt
a particular choice of sign conventions in the definition of the fermionic creation and annihilation operators (eq. (B.19.1)) and
of the tensor-product factorization of fermionic Fock spaces (def. B.24). On the other hand, one could argue that fermionic
observables are not directly measurable anyway, only bosonic observables are (including composite ones, eg. even products of
elementary fermionic observables). Hence, only the latter should be expected to belong to Bferm, which they do regardless of
the choice of conventions.
Definition 3.9 Let v ∈ V and let λ = (e1, . . . , e2n) ∈ Lferm such that v ∈ Vλ. Let x ∈ R2n such that v = 2n∑
i=1
xiei.
We define a bounded operator Ofermλ (v) ∈ Bfermλ by Ofermλ (v) := xˆ (where xˆ is the essentially self-adjoint operator on
Hfermλ defined in def. B.20).
Proposition 3.10 Let v ∈ V , λ1 ∈ Lferm such that v ∈ Vλ1 , and λ2 > λ1. Then, Ofermλ2 (v) = ιλ2←λ1(Ofermλ1 (v)). Thus,we can associate to any v ∈ V an observable Oferm(v) ∈ Bferm.Let v,w ∈ V and λ ∈ Lferm such that v,w ∈ Vλ. We have:[
Ofermλ (v),Ofermλ (w)
]
+
= (v | w)1bosλ , (3.10.1)
where [ · , · ]+ denotes the anti-commutator. Thus, [Oferm(v),Oferm(w)]+ = (v | w)1bos.Proof The proof is the same as the one of prop. 3.8 using eqs. (B.25.1) and (B.22.2), def. A.20 and prop. B.21 in place ofthe corresponding bosonic results. 
3.2 Universal Label Subsets on a Separable Normable Vector Space
We have a natural action of the group of automorphisms of V (symplectomorphisms, resp. isometries) on the quantum state
space constructed in subsection 3.1, which in particular confirms its polarization-independence.
Note that, in the definition below, the maps Um〉λ between the Hilbert spaces are all trivial, because the hard work has already
been done when constructing the system of factorized Hilbert spaces (def. 3.5 and theorem 3.6): the actual unitary transfor-
mations relating the Fock spaces on different symplectic frames have been hard-wired in the various arrows, underpinning the
physical interpretation of the labels, on which we can now rely in a transparent way.
Definition 3.11 Let Abos := A(V,Ω) (def. A.11), resp. Aferm := Ao(V, ( · | · )) (def. A.25). Let lin ∈ {bos, ferm}. Forany m ∈ Alin, we define m〉 ∈ Alin (prop. 2.12) by:
1. for any λ = (e1, . . . , e2n) ∈ Llin, m〉λ := (me1, . . . ,me2n);
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2. for any λ ∈ Llin, Um〉λ := idF(dλ)lin : Hlinλ → Hlinm〉λ (note that dλ = dm〉λ).
Proposition 3.12 m 7→ m〉 is a group action of Alin on the system of factorized Hilbert spaces lin (def. 3.5).
Proof For any λ ∈ Llin and any m ∈ Alin, m〉λ ∈ Llin by definition of Alin. For any λ ∈ Llin and any m,m′ ∈ Alin, wehave (mm′)〉λ = m〉(m′〉λ). In particular, λ 7→ m〉λ is a bijective map Llin → Llin.Let m ∈ Alin. Since m is a linear map on V , we have, for any λ ∈ Llin, Vm〉λ = m 〈Vλ〉 and, for any µ ∈ Mp(dλ),resp. Spin(dλ), µ B (m〉λ) = m〉(µ B λ). Thus, for any λ1, λ2 ∈ Llin, Llinλ2→λ1 ⊆ Llinm〉λ2→m〉λ1 , and applying the sameargument to m−1,Llinλ2→λ1 = Llinm〉λ2→m〉λ1 . This ensures that 2.9.3 holds. Moreover, for any λ1 6 λ2 ∈ Llin, there exists µ ∈
Llinλ2→λ1 = Llinm〉λ2→m〉λ1 , and, defining Um〉µ|µ = idF(dλ2−dλ1 )lin : Hlinµ → Hlinµ , we have Φlinµ = (Um〉λ1 ⊗ Um〉µ|µ) ◦ Φlinµ ◦ Um〉,−1λ2 ,so 2.9.4 holds. In this way, we have checked that m〉 is indeed an automorphism of the system of factorized Hilbert spaces
lin, for any m ∈ Alin.Finally, for any m,m′ ∈ Alin and any λ ∈ Llin, U (mm′)〉λ = Um〉m′〉λ ◦ Um′〉λ , so m 7→ m〉 is a group action. 
To check the validity of the previously defined action, we control that the quantum observables transform as they should (in
accordance with the discussion in subsection 2.2, def. 3.11 leads to automorphisms acting directly on observables, and inversely
on states).
Proposition 3.13 For any v ∈ V and any m ∈ Alin, Λm〉 (Olin(v)) = Olin(mv) (where Λm〉 is the action induced on
Blin by the automorphism m〉, see def. 2.11).
Proof This follows from the definition of m〉 (def. 3.11) and Olin(v) (def. 3.7, resp. def. 3.9). 
We now want to apply the prescription from subsection 2.3, to extract a dense subset of Llin, over which projective states
can be constructed explicitly and systematically. The natural choice for the group of symmetries T is to simply take the full
group of automorphisms of V : by prop. 2.16, this will in particular ensure that any automorphism of V can be (approximately)
implemented on the resulting state space. Moreover, since in the present section 3 the classical phase space V is kept completely
general, we do not have, beyond its symplectic or inner-product structure, any further insight from the physics of the problem
to pick out a more specific T .
Next, we need a topology on T . In the fermionic case, we get it for free, since the classical inner-product defines a norm
on V , and thus a topology on its group of isometries (subsection A.2.3). In the bosonic case, we demand a topology that is
normable and compatible with the symplectic structure Ω, as developed in subsection A.1.3. This is an additional structure on
V , which will have to come from our understanding of the particular theory at hand (see the detailed example worked out in
section 4). It is important to stress that selecting a normable topology on V is not the same as selecting a specific norm: a
choice of the latter would, in some cases, boil down to the choice of a polarization (prop. A.17). By contrast, by only relying
on the induced topology, we ensure that the construction will be invariant under a much larger class of transformations (at
first glance, homeomorphisms rather than isometries; see section 4, in particular prop. 4.6, for a more refined analysis of this
question).
With this setup in place, we obtain a one-to-one correspondence between universal label subsets for the lin projective structure
of the previous subsection and dense, countably-generated subspaces in V . This result is very satisfactory, in the sense that
it fits exactly with the physical picture that the notion of universal label subsets was meant to formalize (as motivated in
subsection 2.3): as far as the derivation of actual predictions for real-world experiments is concerned, it is perfectly sufficient
to only characterize the quantum states over a dense sub-algebra of observables (keeping in mind that the space of "good" linear
observables can be identified with V itself, via the symplectic structure, resp. inner-product).
For the rest of this subsection, we assume that V is equipped with a normable topology, which is compatible with Ω
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in the sense of def. A.10, resp. that V is equipped with the topology induced by the real scalar product ( · | · ).
Theorem 3.14 Let Alino ⊆ Alin be the topological group Ao(V,Ω) (def. A.11 and prop. A.12), resp. Ao(V, ( · | · ))(def. A.25). Alino acts on lin through the restriction of the action of Alin.Let D be a dense, countably generated, subspace of V . Let KD := {κ ∈ Llin ∣∣ Vκ ⊆ D}. Then, KD is a Alino -universallabel subset for lin (def. 2.13).Reciprocally, if K is a Alino -universal label subset for lin, D := ⋃
κ∈K
Vκ is a dense, countably generated subspace of
V and K = KD .In particular, lin admits Alino -universal label subsets if, and only if, V is separable.
Proof KD is a Alino -universal label subset. D is a symplectic vector space (as stressed at the beginning of theproof of prop. A.13), resp. a real, infinite-dimensional pre-Hilbert space (since it is dense in V , which is infinite-dimensional). Hence, using the characterization of the order in Llin (from eq. (3.2.1), resp. eq. (3.4.1)) together withprop. A.3, resp. prop. A.19, KD is directed and of countable cofinality (2.13.1). Moreover, the characterization of the orderalso implies that KD is a lower set of Llin (2.13.2).Let | · | be a norm on V inducing its topology (hence making it a normed symplectic vector space, see def. A.10 andprop. A.12), resp. the norm induced by the scalar product ( · | · ). Let V be a neighborhood of idV in Alino and let  > 0be such that ∀m ∈ Alino , ‖m− idV ‖ < ⇒ m ∈ V . Let λ ∈ Llin. Using prop. A.13, resp. prop. A.26, there exists m ∈ Alinosuch that Vm〉λ = m 〈Vλ〉 ⊆ D, m|Vλ∩D = idV |Vλ∩D and ‖m− idV ‖ < . Thus, m〉λ ∈ KD . Moreover, for any κ ∈ KDsuch that κ 6 λ, Vκ ⊆ Vλ ∩D, so m〉κ = κ, and, by definition of m〉, Um〉κ = 1linκ . In other words, KD has the property ofuniversal label subsets (2.13.3).
K = KD with D = ⋃κ∈K Vκ. Let K be a Alino -universal label subset for lin and let D = ⋃κ∈K Vκ. Since K is directed(2.13.1), D is a vector subspace of V . Let (κn)n∈N be a sequence in K such that ∀κ ∈ K,∃n ∈ N / κ 6 κn (2.13.1).Then, D = ⋃n∈N Vκn . Since each Vκn is finite-dimensional, D is countably generated. Let v ∈ V and  > 0. Usingprop. A.3, resp. prop. A.19, there exists λ ∈ Llin such that v ∈ Vλ. Let m ∈ Alino , with ‖m− idV ‖ < /|v|+1, such thatm〉λ ∈ K (2.13.3), and let w := mv. We have |w − v| <  and w ∈ D, hence D is dense in V .By definition of D, K ⊆ KD . Let λ ∈ KD . Let F = Vλ ⊆ D (if lin = bos), resp. let F be a finite dimensional subsetof D such that Vλ ( F (if lin = ferm, using that D is infinite dimensional, see above). Using the directedness of K,there exists κ ∈ K such that F ⊆ Vκ, which implies λ 6 κ, hence λ ∈ K (2.13.2). Thus, K = KD . 
In the particular class of theories we are considering here, we can slightly improve over the universality and stability results
from subsection 2.3 (theorem 2.14 and prop. 2.16 respectively). As underlined in the discussion before theorem 2.14, the small
deformations involved in these results are a priori not themselves elements of T . Rather, they are transformations which
coincide, on each label κ, with a certain element tκ of T , but the latter may be κ-dependent. What the proposition below shows
is that, in the case of universal label subsets of Llin, tκ can, in fact, be chosen to be independent of κ.
In other words, any two dense, countably-generated subspaces of V can be mapped into each other by an automorphism of V ,
and we can arrange for this automorphism to be arbitrarily close to the identity map on V : this gives a transparent explanation
why physical predictions will never depend on the specific dense subset on which we happen to be working. Similarly, not only
can any element of Alino (aka. automorphism of V ) be approximated over any given universal label subset, but this approximation
can be chosen to belong to a certain subgroup of Alino (namely the subgroup consisting of those automorphisms which stabilize
the given dense subspace).
Proposition 3.15 For any D,D′ dense, countably generated subspaces of V , and any neighborhood V of idV in Alino ,there exists m ∈ V such that m 〈D〉 = D′ (hence m〉 〈KD〉 = KD′ ).
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Moreover, for any dense, countably generated subspace D of V , the subgroup Alino (D) of Alino defined by:
∀m ∈ Alino ,m ∈ Alino (D)⇔ m 〈D〉 = D ⇔ m〉 〈KD〉 = KD ,is dense in Alino .
Proof Mapping a dense subspace into another. Let D,D′ be two dense, countably generated subspaces of V , and let Vbe a neighborhood of idV in Alino . Let  ∈ ]0, 1/2[ such that, ∀m ∈ Alino , ‖m− idV ‖ 6 ⇒ m ∈ V . Applying theorem 2.14to the Alino -universal label subsets KD and KD′ , let τ be an isomorphism from the restriction of lin on KD to itsrestriction on KD′ , and, for any κ ∈ KD , let mκ ∈ Alino such that ‖mκ − idV ‖ 6 , τκ = mκ〉κ and U τκ = Umκ〉κ = 1linκ .Let v ∈ D. Using prop. A.3, resp. prop. A.19, in the symplectic vector space, resp. real, infinite-dimensional pre-Hilbertspace, D, there exists κ ∈ KD such that v ∈ Vκ. For any κ ∈ KD such that v ∈ Vκ, we have:
∀t ∈ R,Λτ(Olin(tv)) = [Λτκ(Olinκ (tv))]lin = [Olinmκ〉κ(tmκv)]lin.Moreover, if κ, κ′ ∈ KD are such that v ∈ Vκ, Vκ′ , there exists κ′′ ∈ KD such that κ, κ′ 6 κ′′ (for KD is directed), hencemκ〉κ = τκ,mκ′ 〉κ′ = τκ′ 6 τκ′′ (2.9.3). Then, from:
∀t ∈ R, [Olinmκ〉κ(tmκv)]lin = [Olinmκ′ 〉κ′(tmκ′v)]lin,we get:
∀t ∈ R,Olinτκ′′(tmκv) = Olinτκ′′(tmκ′v),which implies mκv = mκ′v (as follows from the definition of Olinλ (v) in defs. 3.7 and B.3, resp. defs. 3.9 and B.20).Therefore, for any v ∈ D, we can define mv := mκv, for some κ ∈ KD such that v ∈ Vκ, and we have mv ∈ Vτκ ⊆ D′.Since, for any κ ∈ KD , ‖mκ − idV ‖ 6 , we have, for any v ∈ D, |mv − v| 6  |v|. Let v,w ∈ D. Using againprop. A.3, resp. prop. A.19, there exists κ ∈ KD , such that v,w ∈ Vκ. Hence, mv = mκv and mw = mκw, withmκ ∈ Alino . Therefore, m is a linear map D → D′, and a symplectomorphism, resp. an orthogonal transformation. Let
v′ ∈ D′. There exists κ′ ∈ KD′ such that v′ ∈ Vκ′ , and there exists κ ∈ KD such that τκ = κ′ (2.9.1). Thus,
v := m−1κ v′ ∈ Vκ, so mv = v′. This proves that m 〈D〉 = D′.Since m is bounded on the dense subspace D, it can be extended to a linear map m˜ : V → V , with m˜ 〈D〉 = D′.Moreover, Ω, resp. ( · | · ), is continuous with respect to | · | (A.10.1), so m˜ is a symplectomorphism, resp. an orthogonaltransformation. Finally, ‖m˜− idV ‖ 6  with  < 1/2, so m˜ is a bijective, bi-continuous, map V → V and m˜ ∈ V .Group of automorphisms stabilizing a dense subspace. Let D be a dense, countably generated subspace of V . Letm ∈ Alino and let V be a neighborhood of m in Alino . Let D′ := m 〈D〉. D′ is dense in V (for D is and m is bijectiveand bi-continuous) and countably generated (for D is and m is linear). Let V˜ := {m˜ ∈ Alino ∣∣ m˜−1 m ∈ V}. V˜ is aneighborhood of idV in Alino . Hence, there exists m˜ ∈ V˜ such that m˜ 〈D〉 = D′. Thus, m˜−1 m ∈ V ∩Alino (D). This provesthat Alino (D) is dense in Alino . 
3.3 Embedding of Fock Representations
Through the choice of a complex polarization I (aka. complex structure, see subsections A.1.4 and A.2.4), V can be turned
into a complex Hilbert space. The latter can be taken as the 1-particle Hilbert space on which to build a Fock space F (V,I)lin .
This provides a representation of the infinite-dimensional algebra of linear observables of V (subsections B.1.4 and B.2.4). Thus,
density matrices on F (V,I)lin yield algebraic states [16, part III, def. 2.2.8] on this algebra, and so do the projective states from
subsection 3.1 (as we mentioned before prop. 2.6). Forgetting for a moment about the refinement of the construction advocated
in subsections 2.3 and 3.2, we ask how these two spaces of quantum states – the one arising from a Fock representation and the
one built over the "unrestricted" projective structure from subsection 3.1 – are related. Specifically, we will exhibit an injective
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Hilbert
spaces
projective
limit of
state
spaces
LI
|ψ〉 ⊗ |ζλ2→λ1〉Hlinλ2 ∼ Hlinλ1 ⊗Hlinµ
|ψ〉Hlinλ1
χλ2←λ1
|ψ 〉〈ψ| ⊗ |ζλ2→λ1 〉〈ζλ2→λ1 | = ρλ2
|ψ 〉〈ψ| = ρλ1
Trµ
reconstructing
the ρλ′ over
Llin \ LI
ρλ′ Hlinλ′
Trµ′
Figure 3.3 – Importing states from the Fock space into the projective state space over LI , before extending them to all Lc
(aka. one-to-one) embedding of the former into the latter.
The proof comports two steps:
• First, we consider the subset LI of labels which are compatible with the complex structure I , namely the symplectic,
resp. real-orthonormal, families which arise from complex-orthonormal families.13 Any real vector subspace can be (strictly)
embedded into a complex vector subspace, and any complex vector subspace admits a complex orthonormal basis. Thus,
recalling the characterization of the label ordering from eq. (3.2.1), resp. (3.4.1), any label from Lc is dominated by a label
from LI . In other words, LI forms a cofinal part of Lc. As explained in subsection 2.3, this means that restricting ourselves
to LI does not alter the projective state space (rightmost part of fig. 3.3).
• In a second step, we exploit the relation between projective state spaces and a different construction, namely inductive limits
of Hilbert spaces [25, theorem 2.9]. Given a label λ in LI , state vectors in the partial Hilbert space Hlinλ can be promoted
into F (V,I)lin by putting all remaining modes in the I-vacuum. This allows to view F (V,I)lin as an inductive limit over the
collection of Hilbert spaces
(Hlinλ )λ∈LI . Density matrices with support only on Hlinλ (seen as a vector subspace of F (V,I)lin ),
can easily be transported into the projective state space by padding them with the I-vacuum (fig. 3.3). This transport can
then be extended to arbitrary density matrices on F (V,I)lin through a limiting process, providing the desired embedding.
The understanding of Fock spaces as inductive limits in fact offers an interesting perspective on the polarization-dependence
of infinite-dimensional Fock representations. The space of states on a "partial" Hilbert space Hlinλ is, in this picture, understood
as a subset of the space of all states (since "partial" density matrices on Hlinλ get identified with those "full" density matrices
whose support is restricted to Hlinλ ⊂ F (V,I)lin ). Crucially, the physical interpretation of a given "partial" state on Hlinλ depends
on the choice of I-vacuum, because the latter is used to fix the behavior of the corresponding "full" state along the remaining
modes. By contrast, in the projective approach, states on Hlinλ are simply understood as reflecting partial information about the
full state: no attempt is made at "completing" them, thus their physical interpretations only depend on the interpretation of the
label λ. This is the reason why the Stone–von Neumann theorem can be lifted in the latter case, but not in the former.
Theorem 3.16 Let I be a compatible complex structure on V,Ω, resp. V, ( · | · ) (def. A.16, resp. def. A.28). Let SlinI
13A similar argument could be made to demonstrate that the labels which respect a given real polarization also form a cofinal part of Lc.
It follows that the projective state space from subsection 3.1 can actually be identified with the one originally proposed by Kijowski [19],
where the position representation was employed to quantize the partial theories.
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denote the space of self-adjoint trace-class operators on F (V,I)lin and BlinI the algebra of bounded operators on F (V,I)lin .There exist two maps ΣI : SlinI → Slin (Slin was defined in def. 2.4) and ΛI : Blin → BlinI (Blin was defined in def. 2.7)such that:1. ΛI is a C∗-algebra morphism and ΣI is a linear, order-preserving map;
2. for any v ∈ V , ΛI(Olin(v)) = Olin(I)(v);
3. for any ρ ∈ SlinI and any A ∈ Blin, Tr (ρΛI(A)) = Tr (ΣI(ρ)A);
4. ΣI |SlinI,+,1 is injective and:
ΣI
〈SlinI,+,1〉 =
ρ = (ρλ)λ∈Llin ∈ Slin+,1
∣∣∣∣∣∣∣ supλ1∈LI infλ2∈LI
λ16λ2
Tr (ρλ2 Θλ2|λ1) = Tr ρ = 1
,
where SlinI,+,1 denotes the space of density matrices on F (V,I)lin (ie. trace-class, semi-definite positive operators of unittrace), Slin+,1 was defined in def. 2.7, LI is the label subset:
LI :=
{
λ ∈ Llin ∣∣ ∃ (b1, . . . ,bn) I-orthonormal family/λ = (b1, Ib1, . . . ,bn, Ibn)},
and, for any λ1, λ2 ∈ LI with λ1 6 λ2, Θλ2|λ1 ∈ Blinλ2 .
Proof Restriction to LI . Let λ ∈ Llin and let F := Vλ ⊕ I 〈Vλ〉. F is a complex vector subspace of V (seen asa complex pre-Hilbert space, see def. A.16, resp. def. A.28), hence F admits a I-orthonormal basis (b1, . . . ,bn). Let
λ˜ := (b1, Ib1, . . . ,bn, Ibn). λ˜ is a symplectic family, resp. a real-orthonormal family. If lin = ferm and Vλ = F ,we choose bn+1 ∈ F⊥ and we redefine λ˜ := (b1, Ib1, . . . ,bn, Ibn,bn+1, Ibn+1). Then, we have, in any case,
λ˜ ∈ LI ⊆ Llin and λ 6 λ˜ (using the characterization from eq. (3.2.1), resp. (3.4.1)). In other words, LI is a cofinal partof Llin.Now, we define (lin, I) to be the restriction of the system of factorized Hilbert spaces lin to LI ⊂ Llin, and we havethe maps:
Σ1 : Slin → S(lin,I)
(ρλ)λ∈Llin 7→ (ρλ)λ∈LI
&
Λ1 : B(lin,I) → Blin
[Aλ]
(lin,I) 7→ [Aλ]lin
.
LI being cofinal ensures that Σ1 is an isomorphism of ordered vector spaces and Λ1 can be extended to a C∗-algebraisomorphism B(lin,I) → Blin (as can be shown by a straightforward adaptation of [25, prop. 2.6]). Moreover, for any
ρ ∈ Slin and any A ∈ B(lin,I), we have Tr (ρΛ1(A)) = Tr (Σ1(ρ)A) by construction.For any λ1, λ2 ∈ LI with λ1 = (b1, Ib1, . . . ,bn, Ibn), λ2 = (b′1, Ib′1, . . . ,b′m, Ib′m) and λ1 6 λ2, we choose an
I-orthonormal basis (bn+1, Ibn+1, . . . ,bm, Ibm) of V ⊥λ1 ∩ Vλ2 . Next, we choose µλ2→λ1 ∈ Mp(m), resp. Spin(m), suchthat µλ2→λ1 B (b′1, Ib′1, . . . ,b′m, Ib′m) = (b1, Ib1, . . . ,bm, Ibm) and:
Γ
(b1,...,bm;V,I)
lin =
(
eiφλ2→λ1 T
(m)
lin (µλ2→λ1)⊗ idF(W,J)lin ) ◦ Γ(b′1,...,b′m;V,I)lin , (3.16.1)
with W := V ⊥λ2 , J := I|W→W , and φλ2→λ1 ∈ R (eq. (B.14.2), resp. (B.30.2)). In particular, µλ2→λ1 ∈ L(lin,I)λ2→λ1 = Llinλ2→λ1(and we can choose µλ2→λ1 = 1 if λ1 = λ2). Then, we can construct (LI , (Hλ)λ∈LI , (Hλ2→λ1)λ16λ2 , (Φλ2→λ1)λ16λ2 , (Φλ3→λ2→λ1)λ16λ26λ3)fulfilling [25, def. 2.1] as described in prop. 2.8 (note that LI is directed, as a cofinal part of a directed set).
Vacuum state and inductive limit. Let λ1, λ2 ∈ LI with λ1 = (b1, Ib1, . . . ,bn, Ibn), λ2 = (b′1, Ib′1, . . . ,b′m, Ib′m) and
λ1 6 λ2. Combining eq. (3.16.1) with the definition of Φlinµ (3.5.2) and with eq. (B.14.1), resp. (B.30.1), we obtain:
28
(idF(n)lin ⊗ Γ(bn+1,...,bm;W1,J1)lin ) ◦ Γ(b1,...,bn;V,I)lin = (eiφλ2→λ1 Φlinµλ2→λ1 ⊗ idF(W2,J2)lin ) ◦ Γ(b′1,...,b′m;V,I)lin , (3.16.2)where W1,2, J1,2 denote the orthogonal complement of Vλ1,2 respectively. Let (bj)j∈J be an orthonormal basis of W2,(
b′j
)
j∈J := (bj)j∈J and I := {1, . . . ,m} unionsq J . Applying eq. (3.16.2) to ∣∣∣(0)i∈I; (bi)i∈I〉lin = ∣∣∣(0)i∈I; (b′i)i∈I〉lin andusing the definition of Φλ2→λ1 from prop. 2.8 yields:∣∣∣0(n+1), . . . , 0(m)〉
lin
⊗
∣∣∣0(1), . . . , 0(n)〉
lin
= eiφλ2→λ1 Φλ2→λ1
∣∣∣0(1), . . . , 0(m)〉
lin
. (3.16.3)
We define, for any λ1 6 λ2 ∈ LI , ζλ2→λ1 := e−iφλ2→λ1 ∣∣∣0(dλ1+1), . . . , 0(dλ2 )〉
lin
∈ Hλ2→λ1 ≈ F (dλ2−dλ1 )lin . For any
λ1 6 λ2 6 λ3 ∈ LI , we then have:
Φλ3→λ2→λ1 (ζλ3→λ1) = ζλ3→λ2 ⊗ ζλ2→λ1 , (3.16.4)where we have used eq. (3.16.3) together with the consistency relation fulfilled by Φλ3→λ2→λ1 [25, eq. (2.1.1)].We define a Hilbert space F˜ (V,I)lin as (the completion of) the inductive limit of the system ((Hλ)λ∈LI , (χλ2←λ1)λ16λ2),where, for any λ1 6 λ2 ∈ LI , the isometric injection χλ2←λ1 is given by:
χλ2←λ1 : Hλ1 → Hλ2
ψ 7→ Φ−1λ2→λ1 (ζλ2→λ1 ⊗ ψ)
.
It follows from eq. (3.16.4) and [25, eq. (2.1.1)] that, for any λ1 6 λ2 6 λ3 ∈ LI , χλ3←λ2 ◦ χλ2←λ1 = χλ3←λ1 . We denoteby S˜linI , S˜linI,+,1, resp. B˜linI , the space of self-adjoint trace-class operators, the space of density matrices, resp. the algebraof bounded operators, on F˜ (V,I)lin . Using [25, theorem 2.9]14, there exist a linear, order-preserving map Σ2 : S˜linI → S(lin,I)and a C∗-algebra morphism Λ2 : B(lin,I) → B˜linI such that:5. for any ρ ∈ S˜linI and any A ∈ B(lin,I), Tr (ρΛ2(A)) = Tr (Σ2(ρ)A);
6. Σ2|S˜linI,+,1 is injective and:
Σ2
〈
S˜linI,+,1
〉
=
ρ = (ρλ)λ∈LI ∈ S(lin,I)+,1
∣∣∣∣∣∣∣ supλ1∈LI infλ2∈LI
λ16λ2
Tr (ρλ2 Θλ2|λ1) = Tr ρ = 1
,
where, for any λ1 6 λ2 ∈ LI :
Θλ2|λ1 := Φ
−1
λ2→λ1 ◦
(|ζλ2→λ1〉〈ζλ2→λ1 | ⊗ 1cλ1) ◦ Φλ2→λ1 ∈ Blinλ2 .
Isomorphism between the inductive limit F˜ (V,I)lin and the Fock space F (V,I)lin . For any λ = (b1, Ib1, . . . ,bn, Ibn) ∈ LI ,we define an isometric injection:
χI←λ : Hλ → F (V,I)lin
ψ 7→
(
Γ
(b1,...,bn;V,I)
lin
)−1 (
ψ ⊗
∣∣∣(0)j∈J ; (bj)j∈J〉
lin
) , (3.16.5)
where (bj)j∈J is some orthonormal basis of V ⊥λ . Note that if (b′j)j∈J is another orthonormal basis of V ⊥λ , we have∣∣∣(0)j∈J ; (bj)j∈J〉
lin
=
∣∣∣(0)j∈J ; (b′j)j∈J〉lin, hence χI←λ does not depend on the choice of the basis (bj)j∈J . Usingeq. (3.16.2), together with the definitions of χλ2←λ1 and ζλ2→λ1 , we have, for any λ1 6 λ2 ∈ LI :
χI←λ2 ◦ χλ2←λ1 = χI←λ1 .
14In the statement of [25, theorem 2.9], the map Σ2 is only defined on the space of semi-definite positive, trace-class operators. However,
one can check from its construction in the proof that it can be extended to a linear, order-preserving map on the space of self-adjoint,
trace-class operators. Similarly, the morphism properties of Λ2 can be checked from its definition.
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Hence, by the universal property of the inductive limit, there exists a linear map Φ˜ : ⋃
λ∈LI
χ˜I←λ 〈Hλ〉 → F (V,I)lin such
that, for any λ ∈ LI , χI←λ = Φ˜ ◦ χ˜I←λ, where χ˜I←λ denotes the natural injection Hλ → F˜ (V,I)lin . Since both χ˜I←λ and
χI←λ are isometric injections for all λ ∈ LI , so is Φ˜, and since F (V,I)lin is complete, Φ˜ can be extended to an isometricinjection F˜ (V,I)lin = ⋃
λ∈LI
χ˜I←λ 〈Hλ〉 → F (V,I)lin .
Let N > 0 and let v1, . . . ,vN ∈ V . Let v∗1, . . . ,v∗N be their dual vectors in V ∗(I) (the dual of the Hilbert space V (I),the latter being the completion of V with respect to the complex scalar product 〈 · | · 〉I , see def. B.12, resp. B.28) andlet:
ψ := (v∗1 ⊗ · · · ⊗ v∗N )sym := ∑
ε∈SN
εˆ
(
v∗1 ⊗ · · · ⊗ v∗N
) ∈ (V ∗)⊗N,sym,
resp:
ψ := (v∗1 ⊗ · · · ⊗ v∗N )alt := ∑
ε∈SN
sig(ε) εˆ(v∗1 ⊗ · · · ⊗ v∗N) ∈ (V ∗)⊗N,alt,
where V ∗ denotes the dense subspace {v∗ | v ∈ V } ⊆ V ∗(I) and (V ∗)⊗N,sym, resp. (V ∗)⊗N,alt, denotes the symmetric,resp. alternating, subspace (as defined in def. B.1, resp. B.19) of the tensor product (V ∗)⊗N (defined without anycompletion, so that (V ∗)⊗N and (V ∗)⊗N,sym, resp. (V ∗)⊗N,alt, are complex pre-Hilbert spaces). Using prop. A.3, resp.A.19, together with the fact that LI is a cofinal part of Llin, there exists an I-orthonormal family (b1, . . . ,bn) such thatSpanR {v1, . . . ,vN} ⊆ SpanC {b1, . . . ,bn}. Let λ := (b1, Ib1, . . . ,bn, Ibn) ∈ LI and let (bj)j∈J be an orthonormalbasis of the orthogonal complement of Vλ = SpanC {b1, . . . ,bn} in V (I), so that (bi)i∈I with I := {1, . . . , n} unionsq Jis an orthonormal basis of V (I). For any (Ni)i∈I ∈ NI such that ∀j ∈ J,Nj = 0, we have ∣∣∣(Ni)i∈I; (bi)i∈I〉
lin
∈
χI←λ 〈Hλ〉 ⊆ Φ˜
〈
F˜ (V,I)lin
〉. Moreover, we have, by construction:
ψ ∈ SpanC {∣∣∣(Ni)i∈I; (bi)i∈I〉
lin
∣∣∣ (Ni)i∈I ∈ NI/∀j ∈ J,Nj = 0}.
Since:
(V ∗)⊗N,sym/alt = SpanC {(v∗1 ⊗ · · · ⊗ v∗N )sym/alt ∣∣∣ v1, . . . ,vN ∈ V },
it follows that (V ∗)⊗N,sym/alt ⊆ Φ˜〈F˜ (V,I)lin 〉. Moreover, (V ∗)⊗N,sym/alt is dense in (V ∗(I))⊗N,sym/alt, hence ⊕
N>0
(V ∗)⊗N,sym/alt
is dense in F (V,I)lin . F˜ (V,I)lin being complete, this ensures that the isometry Φ˜ is surjective, and therefore a Hilbert spaceisomorphism.We define:
Σ3 : SlinI → S˜linI
ρ 7→ Φ˜−1 ρ Φ˜ &
Λ3 : B˜linI → BlinI
A˜ 7→ Φ˜ A˜ Φ˜−1 ,
and ΣI := Σ−11 ◦ Σ2 ◦ Σ3, ΛI := Λ3 ◦ Λ2 ◦ Λ−11 . ΣI ,ΛI then fulfill 3.16.1, 3.16.3 and 3.16.4.
Observables. Fetching from [25, proof of theorem 2.9] the expression for Λ2, we have for any λ ∈ LI and any Aλ ∈ Blinλ :
ΛI
(
[Aλ]
lin
)
= Φ˜ Φ˜−1I→λ
(
1˜I→λ ⊗Aλ
)
Φ˜I→λ Φ˜−1
where:7. 1˜I→λ denotes the identity operator on the Hilbert space H˜I→λ, the latter being defined as the (completion of) theinductive limit of the system ((Hκ→λ)κ>λ , (χκ2←κ1→λ)κ2>κ1>λ) with, for any κ1, κ2 ∈ LI such that κ2 > κ1 > λ:
30
χκ2←κ1→λ : Hκ1→λ → Hκ2→λ
ψ 7→ Φ−1κ2→κ1→λ (ζκ2→κ1 ⊗ ψ)
;
8. and Φ˜I→λ is a Hilbert space isomorphism F˜ (V,I)lin → H˜I→λ ⊗Hlinλ satisfying:
∀κ ∈ LI
/
κ > λ, Φ˜I→λ ◦ χ˜I←κ =
(
χ˜I←κ→λ ⊗ 1linλ
) ◦ Φκ→λ,
with χ˜I←κ→λ the natural injection Hκ→λ → H˜I→λ.Defining ΦI→λ := Φ˜I→λ Φ˜−1 : F (V,I)lin → H˜I→λ ⊗Hlinλ , we have, for any λ 6 κ ∈ LI :
ΦI→λ χI←κ =
(
χ˜I←κ→λ ⊗ 1linλ
) ◦ Φκ→λ. (3.16.6)
Let v ∈ V and let λ ∈ LI such that v ∈ Vλ. Let κ ∈ LI such that κ > λ. In particular, v ∈ Vκ ⊇ Vλ. Let(
b′1, . . . ,b
′
m
) be the I-orthonormal family such that κ = (b′1, Ib′1, . . . ,b′m, Ib′m). Comparing the definition of Olinκ (v)(def. 3.7, resp. 3.9) with the one of Olin(I)(v) (eq. (B.15.1), resp. (B.31.1)), we have:
Γ
(b′1,...,b
′
m;V,I)
lin ◦ Olin(I)(v) =
(
Olinκ (v)⊗ idF(W,J)lin ) ◦ Γ(b′1,...,b′m;V,I)lin ,with W,J the I-orthogonal complement of Vκ. Thus, we get, for any ψ ∈ Hlinκ :
Olin(I)(v) ◦ χI←κ(ψ) =
(
Γ
(b′1,...,b
′
m;V,I)
lin
)−1 ◦ (Olinκ (v)(ψ)⊗ ∣∣∣(0)j∈J ; (bj)j∈J〉
lin
)
= χI←κ ◦ Olinκ (v)(ψ),with (bj)j∈J some J-orthonormal basis ofW . Now, we also haveOlinκ (v) = ικ←λ(Olinλ (v)) = Φ−1κ→λ (1linµκ→λ ⊗Olinλ (v)) Φκ→λ(prop. 3.8, resp. 3.10), so, using eq. (3.16.6) twice, we get:
Olin(I)(v) ◦ χI←κ = Φ−1I→λ
(
χ˜I←κ→λ ⊗Olinλ (v)
)
Φκ→λ
= Φ−1I→λ
(
1˜I→λ ⊗Olinλ (v)
)
ΦI→λ χI←κ
= ΛI
(Olin(v)) ◦ χI←κ.
Since F (V,I)lin = ⋃
κ∈LI
κ>λ
χI←κ 〈Hκ〉 (thanks to the directedness of LI ), this ensures that 3.16.2 holds. 
We now want to clarify the relation between Fock state spaces and the projective state space built, along the lines of
subsections 2.3 and 3.2, on a universal label subset KD (for some dense, countably-generated subspace D of V ). When
restricting the label set from Llin to KD, the projective state space is affected in two different ways: the new state space may
contain states that have no equivalent in the original one (ie. states that cannot be extended over the full label set Llin),
while some projective states that were distinct over Llin may become identified once restricted to KD (intuitively, we have now
less observables to distinguish between states). The first effect is what makes states much easier to construct over KD, but
the second may break the embedding of Fock state spaces: while the embedding into the state space over Llin, established in
theorem 3.16, can certainly be post-composed with the restriction of projective states to KD, yielding a mapping into the state
space over KD, the question is whether this mapping will still be injective.
Prop. 3.17 below answers this question in the affirmative, provided (in the bosonic case) that the complex structure I underlying
the considered Fock space induces the same topology on V as the one with respect to which D is dense. Keeping in mind
that this topology is supposed to come from physical considerations (see the discussion before theorem 3.14, as well as the
example studied in subsection 4.2, in particular prop. 4.5), this appears to be a fairly reasonable assumption. Note that we
do not need any further compatibility between I and D: in particular, the complex structure I is not assumed to stabilize the
vector subspace D. This result demonstrates that projective state spaces on universal label subsets, while admitting a convenient
constructive description, offer considerable flexibility for the construction of quantum states: all Fock representations respecting
the topology can be embedded side by side into such a state space (as stressed in subsection 3.2, there can be many distinct
complex structures consistent with the same topology: in subsection 4.2, we will show an example of a continuum of inequivalent
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Fock representations which are all compatible with the same normable topology).
The proof relies on two facts:
• A quantum state is completely determined by its characteristic function (in the bosonic case, where linear observables have to
be exponentiated), resp. by its moments (in the fermionic case): this holds for density matrices on a finite-dimensional Fock
representation (first part of prop. B.7, resp. B.23), hence can be lifted to projective states in the state space from subsection 3.1,
and therefore also holds for any infinite-dimensional Fock representation, by virtue of the previous embedding result.
• Infinite-dimensional Fock representations are weakly-continuous (with respect to any norm on V topologically compatible
with their complex structure): this ensures that the characteristic function, resp. the n-points functions, of a Fock state
will be continuous (in this topology) and can be fully reconstructed once known on a dense subset. The weak-continuity
of infinite-dimensional Fock representations is, again, deduced from the corresponding property of finite-dimensional ones
(second part of prop. B.7, resp. B.23), together with the characterization of Fock states from 3.16.4 (roughly expressing that
those states lie arbitrarily close to the vacuum over all but finitely many modes: thus, the task of proving weak-continuity
for such states can be reduced to the task of proving it for the vacuum, whose characteristic function is simply a Gaussian
distribution).
Proposition 3.17 Let I be a compatible complex structure on V,Ω, resp. V, ( · | · ), and let | · | be the norm induced by
I (def. A.16), resp. by ( · | · ). Let D be a | · |-dense subspace of V and let:
KD :=
{
κ ∈ Llin ∣∣ Vκ ⊆ D}.
Let (lin, D) denotes the restriction to KD of the system of factorized Hilbert spaces lin and let ΣD : Slin → S(lin,D)denotes the restriction of states. Then, ΣD ◦ ΣI |SlinI,+,1 is injective.Proof Using the argument outlined at the beginning of the proof of theorem 3.14 (note that this argument did not makeuse of D being countably generated), KD is directed, hence S(lin,D) and ΣD are well defined.Let ρI , ρ′I ∈ SlinI,+,1 such that ΣD ◦ ΣI(ρ) = ΣD ◦ ΣI(ρ′). Let ρ = (ρλ)λ∈Llin := ΣI(ρI), resp. ρ′ = (ρ′λ)λ∈Llin :=
ΣI(ρ
′
I). By hypothesis, we have:
∀κ ∈ KD, ρκ = ρ′κ. (3.17.1)
Bosonic case. We first consider the case lin = bos. Using eq. (3.17.1) together with 3.16.2 and 3.16.3, we have:
∀v ∈ D,Tr(ρI Obos(I) (v)) = Tr(ρ′I Obos(I) (v)). (3.17.2)
Let  > 0. Recalling from the proof of theorem 3.16 that F (V,I)bos = ⋃
λ∈LI
χI←λ
〈Hbosλ 〉, and using [25, 2.10.1], there
exists λ ∈ LI such that:
‖ρI −Θλ ρI Θλ‖1 <

6
, (3.17.3)
where ‖ · ‖ denotes the trace-norm [35, theorem VI.20] and Θλ the orthogonal projection on χI←λ 〈Hbosλ 〉. Let (b1, . . . ,bn)be the I-orthonormal family such that λ = (b1, Ib1, . . . ,bn, Ibn).Let v ∈ V and let vλ and v⊥λ be the I-orthogonal projections of v on Vλ and W := V ⊥λ , respectively. If v⊥λ = 0, wehave, using eq. (B.15.1):
Obos(I) (v) =
(
Γ
(b1,...,bn;V,I)
bos
)−1 ◦ (Obosλ (vλ)⊗ idF(W,J)bos ) ◦ Γ(b1,...,bn;V,I)bos .If v⊥λ 6= 0, let bn+1 := v⊥λ/|v⊥λ |. Eq. (B.15.1) then yields:
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Obos(I) (v) =
(
Γ
(b1,...,bn,bn+1;V,I)
bos
)−1 ◦ (exp (i xˆ)⊗ idF(W ′,J′)bos ) ◦ Γ(b1,...,bn,bn+1;V,I)bos , (3.17.4)
withW ′, J ′ the I-orthogonal complement of SpanC {b1, . . . ,bn+1} and x ∈ R2n+2 such that v = n+1∑
p=1
(x2p−1 + ix2p)bp.
Defining xλ := (x1, . . . ,x2n, 0, 0) and x⊥λ := (0, . . . , 0, ∣∣v⊥λ ∣∣, 0), we have from eq. (B.5.1):
exp (i xˆ) = exp (i xˆλ) exp
(
i xˆ⊥λ
).
Next, eq. (B.10.1) gives:
exp (i xˆλ) =
(
Γ
(n+1,n)
bos
)−1 ◦ (Obosλ (vλ)⊗ 1) ◦ Γ(n+1,n)bos ,while combining eq. (B.11.1) with eq. (B.10.1) gives:
exp
(
i xˆ⊥λ
)
=
(
Γ
(n+1,n)
bos
)−1 ◦ (1⊗ exp (i v (a + a+) )) ◦ Γ(n+1,n)bos ,
where v := |v⊥λ |/√2. Inserting into eq. (3.17.4) and using eq. (B.14.1), we obtain:
Obos(I) (v) =
(
Γ
(b1,...,bn;V,I)
bos
)−1 ◦ (Obosλ (vλ)⊗Obosλ,⊥(v⊥λ )) ◦ Γ(b1,...,bn;V,I)bos , (3.17.5)
where Obosλ,⊥(v⊥λ ) is the unitary operator on F (W,J)bos defined by:
Obosλ,⊥(v⊥λ ) :=
(
Γ
(bn+1;W ,J)
bos
)−1 ◦ (exp (i v (a + a+) )⊗ idF(W ′,J′)bos ) ◦ Γ(bn+1;W ,J)bos .If v⊥λ = 0, we define Obosλ,⊥(v⊥λ ) := idF(W,J)bos , so that eq. (3.17.5) holds in any case.Using the definition of χI←λ (eq. (3.16.5)), we then have, for any ψ,ψ′ ∈ Hbosλ :〈
χI←λ(ψ′)
∣∣∣ Obos(I) (v) ∣∣∣ χI←λ(ψ)〉
bos
=
〈
ψ′
∣∣ Obosλ (vλ) ∣∣ ψ〉bos 〈(0)j∈J ; (bj)j∈J ∣∣∣ Obosλ,⊥(v⊥λ ) ∣∣∣ (0)j∈J ; (bj)j∈J〉bos,where (bj)j∈J ′ is some orthonormal basis of W ′, resp. W , and J = J ′ unionsq {n+ 1} (if v⊥λ 6= 0), resp. J = J ′ (if v⊥λ = 0).Inserting the definition of Obosλ,⊥(v⊥λ ), this becomes:〈
χI←λ(ψ′)
∣∣∣ Obos(I) (v) ∣∣∣ χI←λ(ψ)〉
bos
=
〈
ψ′
∣∣ Obosλ (vλ) ∣∣ ψ〉bos 〈0 ∣∣∣∣ exp(i ∣∣v⊥λ ∣∣ a + a+√2
) ∣∣∣∣ 0〉
bos(note that this holds even if v⊥λ = 0, for exp(i 0) = 1). The first term can then be substituted using the equation for
vλ (taking advantage of (vλ)⊥λ = 0), while the second term can be calculated eg. in the Schrödinger representation(prop. B.6), yielding:〈
χI←λ(ψ′)
∣∣∣ Obos(I) (v) ∣∣∣ χI←λ(ψ)〉
bos
= e−1/4 |v
⊥
λ |2
〈
χI←λ(ψ′)
∣∣∣ Obos(I) (vλ) ∣∣∣ χI←λ(ψ)〉
bos
.
In other words, we have:
ΘλObos(I) (v) Θλ = e−
1/4 |v⊥λ |2 ΘλObos(I) (vλ) Θλ.
Using eq. (3.17.3) and recalling that both Obos(I) (v) and Obos(I) (vλ) are unitary operators (hence of unit norm), we get:∣∣∣Tr(ρI Obos(I) (v))− e−1/4 |v⊥λ |2 Tr(ρI Obos(I) (vλ))∣∣∣ < 3 .Using 3.16.2 and 3.16.3 in the reverse direction, and noting that vλ ∈ Vλ by definition, we arrive at:
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∣∣∣Tr(ρI Obos(I) (v))− e−1/4 |v⊥λ |2 Tr (ρλObosλ (vλ))∣∣∣ < 3 . (3.17.6)
The functions V → R, v 7→ e−1/4 |v⊥λ |2 and V → Vλ, v 7→ vλ are | · |-continuous. Moreover, from prop. B.7, the function
Vλ → R, vλ 7→ Tr (ρλObosλ (vλ)) is continuous as well. Hence, for any v ∈ V , there exists a | · |-open neighborhood Uof v such that:
∀w ∈ U,
∣∣∣e−1/4 |w⊥λ |2 Tr (ρλObosλ (wλ))− e−1/4 |v⊥λ |2 Tr (ρλObosλ (vλ))∣∣∣ < 3 .Combining with eq. (3.17.6), this gives:
∀w ∈ U,
∣∣∣Tr(ρI Obos(I) (w))− Tr(ρI Obos(I) (v))∣∣∣ < .
In other words, the function V → R, v 7→ Tr(ρI Obos(I) (v)) is | · |-continuous. Similarly, the same is true for ρ′I . Since
D is | · |-dense, it follows that eq. (3.17.2) holds for every v ∈ V . Using 3.16.2 and 3.16.3 once more, we then have, forany λ ∈ Lbos:
∀v ∈ Vλ,Tr (ρλObosλ (v)) = Tr (ρ′λObosλ (v)).Using prop. B.7, this implies ∀λ ∈ Lbos, ρλ = ρ′λ, so ρ = ρ′. Since ΣI |SbosI,+,1 is injective (3.16.4), we conclude that
ρI = ρ
′
I .Fermionic case. We now consider the case lin = ferm. For any k > 0 and any v1, . . . ,vk ∈ D, there exists κ ∈ KDsuch that v1, . . . ,vk ∈ Vκ. Hence, eq. (3.17.1) yields:
∀k > 0, ∀v1, . . . ,vk ∈ D,Tr (ρOferm(v1) . . .Oferm(vk)) = Tr (ρ′Oferm(v1) . . .Oferm(vk)).Using 3.16.1, 3.16.2 and 3.16.3, we then get:
∀k > 0, ∀v1, . . . ,vk ∈ D,Tr(ρI Oferm(I) (v1) . . .Oferm(I) (vk)) = Tr(ρ′I Oferm(I) (v1) . . .Oferm(I) (vk)). (3.17.7)
Let v,w ∈ V . Applying eq. (B.31.1) for some I-orthonormal basis (bi)i6n of SpanC {v,w}, we have:
Oferm(I) (v) =
(
Γ
((bi);V,I)
ferm
)−1 ◦ (xˆ⊗ idF(W,J)ferm ) ◦ Γ((bi);V,I)ferm
Oferm(I) (w) =
(
Γ
((bi);V,I)
ferm
)−1 ◦ (yˆ ⊗ idF(W,J)ferm ) ◦ Γ((bi);V,I)ferm ,
where W := (SpanC {v,w})⊥, J := I|W and x,y ∈ Rn are such that v = n∑
p=1
(x2p−1 + ix2p)bp, resp. w =
n∑
p=1
(y2p−1 + iy2p)bp. Using the definition of xˆ (def. B.20), we thus have:
∥∥∥Oferm(I) (v)∥∥∥ = √‖xˆ† xˆ‖ =
√ txx
2
=
|v|√
2
&
∥∥∥Oferm(I) (w)−Oferm(I) (v)∥∥∥ =
√ t(y − x) (y − x)
2
=
|w − v|√
2
.
Thus, for any k > 0, the map V k → BfermI , v1, . . . ,vk 7→ Oferm(I) (v1) . . .Oferm(I) (vk) is | · |-continuous. Since D is
| · |-dense, and ρI , ρ′I are trace-class, this ensures that eq. (3.17.7) holds for any v1, . . . ,vk ∈ V . Using 3.16.1, 3.16.2and 3.16.3 in the reverse direction, we obtain, for any λ ∈ Lferm:
∀k > 0, ∀v1, . . . ,vk ∈ Vλ,Tr(ρλOfermλ (v1) . . .Ofermλ (vk)) = Tr(ρ′λOfermλ (v1) . . .Ofermλ (vk)).
Therefore, prop. B.23 implies that ρλ = ρ′λ for any λ ∈ Lferm, in other words, that ρ = ρ′. Since ΣI |SfermI,+,1 is injective
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Figure 4.1 – Time evolution between Cauchy surfaces, yielding an automorphism of the phase space built over a model slice
(3.16.4), we conclude that ρI = ρ′I . 
4 Application to QFT on Curved Spacetime
In the previous section, we took as input some linear classical phase space (equipped with a suitable topology) and we
established how to construct a corresponding quantum state space. Then we proved various universality results. We now want
to illustrate this procedure, by showing how a suitable phase space can be obtained for a concrete classical field theory, and by
discussing what the universality results grant us in this case.
4.1 Description of a Klein–Gordon Field
We take a globally hyperbolic spacetimeM (ie. a spacetime that can be foliated by Cauchy surfaces, see [4]), and consider a
free Klein–Gordon scalar field thereon. To any Cauchy surface Σc inM we can associate a classical phase space Vc, consisting
of the germs of solutions of the field equations in the vicinity of this surface. The time evolution between two such Cauchy
surfaces provides a linear symplectomorphism between the corresponding phase spaces (left part of fig. 4.1).
By mapping each spatial slice into a model slice Σ, we can map the phase spaces on them into a common symplectic vector
space V , carrying a linear, symplectomorphic representation of the time evolution (or, more generally, of the full groupoid of
slice displacements and deformations), as represented on fig. 4.1. Then, using the framework from section 3, we want to turn V
into a quantum state space on which slice changes will act as automorphisms. Since there is, in general, no complex structure
on V that would be preserved under slice change (we show in prop. 4.6 how this fails even in a very simple example), relying
on a Fock representation is unsuitable: most slice changes would not act as unitary transformations.
Alternatively, we could dispense from introducing a model slice, and construct an a priori distinct quantum state space on
each slice: the symplectomorphism relating the phase spaces Vc on two different slices should then lead to an identification
(isomorphism in the sense of def. 2.9) between the corresponding quantum state spaces and associated observables algebras.
While this would be equivalent to the previous approach (for the identifications would effectively solder together the state
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spaces over all possible slices into a single, common state space), the advantage would be to pave the way from a more flexible
formulation, and in particular for the use of partial, localized spatial slices, rather than full, extended ones (in the spirit of the
General Boundary Formulation [33], as will be briefly discussed in subsection 5.3).
Definition 4.1 LetM be an oriented (d+ 1)-dimensional (smooth) manifold and let g be a pseudo-Riemannian metriconM, of signature −,+, . . . ,+. Let m > 0. We define:
SM :=
{
φ ∈ C∞(M→ R) ∣∣ gφ−m2 φ = 0},where C∞(M → R) denotes the space of smooth, real-valued functions on M, and g the d’Alembert operator(aka. Laplace–Beltrami operator, see [7, section V.B.4]), whose expression in a coordinate chart is (using implicit summationconvention):
g :=
1√|g|∂µ
(√
|g| gµυ ∂υ ·
),
with |g| := −det gµυ .
The Klein–Gordon equation involves 2nd-order time-derivatives of the field, thus we expect the phase space attached to a
Cauchy surface Σc to consist of the value of the field and its first time-derivative on Σc. In order for the time evolution (as
well as more general slice changes) to act as a symplectomorphism, we need however to clarify the differential-geometric nature
of the objects involved. A careful analysis reveals that the time derivative of the field, aka. its momentum, should be thought
as a volume-form15 over Σc. Then, by contracting the (scalar-valued) field with the (top-form-valued) momentum, we obtain an
object which can be integrated intrinsically, so that the symplectic structure defined in this way will not depend on any data
local to the slice, and will be preserved under slice change.
For convenience, we will convert the momentum back into a simple scalar-valued function, through the use of a fiducial
metric: this is the reason for the particular scaling entering the definition of the normal vector n below. By fixing the fiducial
metric once and for all on the "model slice" Σ, we guarantee the invariance of the symplectic structure: it will be expressed as
an integral against the fiducial volume element (see the proof of theorem 4.4).
Definition 4.2 Let Σ be an oriented d-dimensional manifold and let ho be a positive-definite metric on Σ. A spatial
Σ-slice inM is a map c : Σ→M such that:1. the image Σc := c 〈Σ〉 of c is a regular (aka. embedded, [29, section 5]) submanifold ofM;2. c induces a diffeomorphism between Σ and Σc (the latter with its manifold structure inherited fromM);3. Σc is space-like, ie. the pull-back hc := c∗g of g is a positive-definite metric on Σ.Let x ∈ Σ and p := c(x) ∈ Σc. A coordinate chart (yµ)µ=0,1,...,d in a neighborhood U of p inM is adapted to c if:4. Σc ∩ U = {(yµ)µ=0,1,...,d ∣∣ y0 = 0};
5. the basis (∂0, ∂1, . . . , ∂d) of Tp(M) is positively oriented with respect to the orientation ofM;
6. the basis (∂1, . . . , ∂d) of Tp(Σc) is the image by [dc]x of a basis of Tx(Σ) positively oriented with respect to theorientation of Σ.Such adapted coordinate charts always exist (by definition of a regular submanifold). Given (yµ)µ=0,1,...,d, we define theassociated coordinate chart (xi)i=1,...,d, in the neighborhood c−1 〈U〉 of x in Σ, such that the coordinate representationof c becomes (x1, . . . , xd) 7→ (0, x1, . . . , xd).For any smooth, real-valued function φ onM we define φc ∈ C∞(Σ→ R)× C∞(Σ→ R) by:
15To be even more precise, it is a density [12, section 11.4]: its sign is tied to the orientation of the normal vector to the spatial slice, rather
than to an intrinsic orientation along this slice. In def. 4.2, the orientation of this normal vector is inferred by comparing an orientation on
Σ with a pre-determined global orientation of the spacetimeM, which is how a dependence in the former is fortuitously introduced.
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∀x ∈ Σ, φc(x) :=
(
φ ◦ c(x); [dφ]c(x) (nx)
),
where, for any x ∈ Σ, nx ∈ Tc(x)(M) is the vector defined by:
nυx := −
√
|g|
|ho| g
0υ ,
in a coordinate chart adapted to c around c(x) ∈ Σc, with the determinant |ho| computed in the associated coordinatechart around x ∈ Σ. Note that nx is independent of the choice of adapted coordinate chart.
In a first approximation, the phase space can be parametrized by pairs of smooth, real-valued functions on Σ (the field and its
momentum, as defined by the φ 7→ φc mapping from def. 4.2), and the symplectic structure thereon can be defined by integrating
those with respect to the fiducial metric ho. The form of the Klein–Gordon equation, together with the precise expression
for φc (including the proper scaling of the normal vector, as explained in the comment preceding def. 4.2), ensures that slice
changes are indeed realized as linear symplectomorphisms. Thus, quantizing this phase space as described in subsection 3.1,
the implementation of the dynamics will follow immediately from the general action of linear symplectomorphisms presented
in def. 3.11.
However, to take advantage of universal label subsets, along the lines of subsections 2.3 and 3.2, we would like to equip the
classical phase space with a suitable topology. This topology need to be compatible with the symplectic structure (as formalized
in def. A.10) and such that the symplectomorphisms representing slice changes are all bounded. Indeed, it is only for bounded
transformations (elements of the topological group Alino used in subsection 3.2) that props. 2.16 and 3.15 guarantee the existence
of arbitrary good approximations: we cannot expect unbounded transformations to be represented in a satisfactory way over the
projective quantum state space once we restrict ourselves to a universal label subset. As we will see in the next subsection,
getting the topology right is the most subtle part of the construction.
Having chosen our topology, we may want to complete the phase space accordingly (eg. turning it into a L2 space or, more
generally, into some kind of Sobolev space): although this step is optional (since we have allowed for the symplectic form to
be only weakly non-degenerate, see subsection A.1.1), it can make the resulting phase space W more convenient to work with.
Note that we have implicitly assumed that the symplectic form is well-defined for arbitrary pairs of smooth functions (so that
the phase space W extends the space C∞(Σ→ R)×C∞(Σ→ R), or at least the image under φc of the space of global smooth
solutions): this is not an issue as long as Σ is compact since smooth functions will be bounded in this case, and the integration
domain will be finite. As will become clear in subsection 4.2, the framework set up in the present subsection is anyway not
really appropriate for non-compact spatial slices (see also subsection 5.3).
Definition 4.3 Let M be as in def. 4.1 and let Σ be as in def. 4.2. Let C be a set of spatial Σ-slices in M. Let
m > 0. A phase space for M, C is a normable symplectic vector space W , together with a linear map Ψ : C∞(Σ →
R)× C∞(Σ→ R)→W satisfying:1. for any c ∈ C , the map:
Ψc : SM → W
φ 7→ Ψ(φc)is injective (aka. one-to-one) and its image is a dense vector subspace of W ;
2. for any c, c′ ∈ C , there exists a bounded linear symplectomorphism u on W , such that Ψc′ = u ◦Ψc (note that, dueto 4.3.1, this uniquely characterizes u, and applying for c′, c implies that u is bijective and bi-continuous, ie. it is anelement of Ao(W ), see def. A.11 and prop. A.12).
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4.2 Example: Spatially-compact Cosmological Spacetimes
As a minimal example, we now specialize to the type of geometry often considered in cosmological models: the spacetime
M is assumed to admit a preferred foliation, with the sole time-dependence being in the form of a scale factor multiplying a
constant spatial metric (and, for simplicity, we will restrict ourselves to spatial slices cut along this preferred foliation, using
the constant spatial metric as our fiducial metric).
It turns out that the right topology for this system is not the naive L2 one on C∞(Σ→ R)×C∞(Σ→ R). Instead, in order to
allow for the time-evolution to be realized as a bounded transformation, we need to introduce corrective weights at high-energy.
In Fourier transform, this amounts roughly to integrating the modulus squared of the field with respect to a
(
p2 +m2
)1/2
d(d)p
measure16, which corresponds to the Lorentz-invariant Dirac distribution on the mass-shell of a particle of mass m [42, section
2.5]. However, this does not mean that we are dependent on the spacetime to be globally Lorentz-invariant (it is not), as we
would if we were using this modified L2-structure to pick-out a preferred polarization (keeping in mind that the choice of a
norm often prescribes an associated polarization, as shown in prop. A.17). Because we only care about the topology (thanks to
prop. A.12), only the asymptotic behavior of the weight is important: any measure behaving asymptotically as Θ(|p|) (ie. bounded
above and below by |p| up to a constant) induces the same topology. This suggests that the topology we will be using is not
only adequate for the particular class of non-Minkowski spacetimes considered here (as we will explicitly prove), but should
more generally be so for any scalar field theory with the same high-energy (aka. UV) structure as the Klein–Gordon equation
(namely local Lorentz-invariance), in agreement with one the motivations put forward in the introduction (subsection 1.2): it is
better if we can avoid fine-tuning the quantum state space to the dynamics.
Indeed, the adiabatic methods employed in the proof below can presumably be adapted, eg. to more general spacetimes
and generic spatial slices in them. The basic idea is that the boundedness of the time-evolution is governed by the growth
of the high-energy modes (because there are only finitely many modes below any given energy threshold), and, since those
oscillate very fast, they are not sensible to the variations of the metric: hence, we can simply adopt the topology that would
be appropriate on Minkowski background (which, as a static spacetime, admits an invariant complex structure, and therefore a
norm with respect to which the time-evolution is isometric; see prop. 4.5 below). On the other hand, the compactness hypothesis
of theorem 4.4 cannot be so easily relaxed. Continuous functions on a non-compact space are not necessarily bounded, so that
different norms are less likely to be equivalent (aka. induce the same topology) and operators are less likely to be bounded.
In particular, there is not even a canonical L2 topology on a non-compact manifold: by contrast, all L2 spaces defined from
smooth measures [12, section 11.4] on a compact manifold are isomorphic as topological vector spaces (see also [38, chap. 3]).
A possible way out of this issue will be sketched in subsection 5.3.
Finally, some comments are warranted on the subject of modes. The very simple example we chose to discuss here admits a
preferred mode-decomposition: its classical phase space splits into a large direct sum of two-dimensional vector subspaces, each
of which holds one dof. (ie. can be parametrized by a pair of canonically-conjugate variables), and this splitting is preserved (in
fact: selected) by the time-evolution. This should not be confused with a preferred polarization: although typical field theories
on Minkowski background possess both, we may have the former without the latter (as we do in the present case, due to the
lack of preferred complex structures on the modes themselves), or vice-versa (a polarization only entails a preferred structure of
complex Hilbert space on the phase space, it does not a priori equip it with a preferred complex orthogonal basis). Furthermore,
while the availability of such a mode-decomposition certainly make for a huge simplification in all calculations below, this
should not give the impression that it would be an essential ingredient in our construction of the quantum state space. Nowhere
in section 3 did we assume any further structure on the classical phase space beyond its linear and symplectic structures and
its topology. In particular, the definition of the label set (def. 3.1) has no knowledge of preferred modes: labels do not have to
respect the boundaries of a mode-decomposition, should the phase space admit one, and their coarse-graining relations can be
established intrinsically (they follow directly from the symplectic structure of the phase space once the particular labels involved
are given).
Theorem 4.4 Let Σ be a compact, oriented, d-dimensional manifold (without boundary), equipped with a positive-definitemetric h and let α, β ∈ C∞(R→ ]0,+∞[ ). LetM := R× Σ and let g be the pseudo-Riemannian metric onM:
16As for the modulus squared of the field conjugate momentum, it is integrated with a (p2 +m2)−1/2 d(d)p measure, to compensate for
the implicit
√
p2 +m2 contribution coming from the time derivative: these two opposite rescalings cancel out when considering a product of
the field with its conjugate momentum, to give the correct compatibility with the symplectic structure (which is defined without any special
weighting).
38
g :=
(−β(t)
α(t)h
).
Let ho = h and let:
C := {ct:Σ→M, x 7→ (t, x) | t ∈ R}.The systemM, C admits a separable phase space W,Ψ.
Proof Bounded evolution for one mode. Let T > 0, A,B ∈ C∞( [−T, T ] → ]0, +∞[ ) and F ∈ C∞( [−T, T ] → R).Let µ > 0 and define the time-dependent real 2× 2 matrix:
Hµ(t) :=
(
µB(t)
−µA(t) + 1µF (t)
).
By compactness of [−T, T ], there exists µT > 0 such that:
∀µ > µT ,∀t ∈ [−T, T ] , µA(t)− 1
µ
F (t) > 0.
We now assume µ > µT . Then, for any t ∈ [−T, T ], H(t) is diagonalizable in M2(C) (the space of 2 × 2 complexmatrices), with eigenvalues ±i ωµ(t), where:
ωµ(t) =
√
µ2A(t)B(t)− F (t)B(t) > 0.For any t ∈ [−T, T ], we define the corresponding spectral projectors:
Π±µ (t) :=
1
2
∓ i Hµ(t)
2ωµ(t)
.
(Note that Π±µ are not orthogonal projectors, since Hµ is not a normal operator.)We define the evolution operator Uµ ∈ C∞( [−T, T ]→ GL2(R)) as the solution of the differential equation:
U˙µ = Hµ Uµ
(where ˙( ) denotes derivative with respect to t), with initial condition Uµ(0) = 1 (note that Uµ(t) is invertible for any t,since its inverse can be obtained as the solution of the time-reversed evolution). We define U±µ = Π±µ Uµ ∈ M2(C)\{0},so that Uµ = U+µ + U−µ . Let ‖ · ‖ denote the operator norm in M2(C). We have:
‖Uµ‖ 6
∥∥U+µ ∥∥+ ∥∥U−µ ∥∥,as well as:∥∥U±µ ∥∥2 = ∥∥∥U±†µ U±µ ∥∥∥.
Moreover, the differential equation satisfied by Uµ together with the definition of Π±µ yields:
d
dt
U±†µ U
±
µ = U
±†
µ Π˙
±
µ Uµ ± i ωµ U±†µ U±µ + U †µ Π˙±†µ U±µ ∓ iωµU±†µ U±µ
= U±†µ Π˙
±
µ Uµ + U
†
µ Π˙
±†
µ U
±
µ .Thus, we get:
d
dt
ln ‖Uµ‖ 6
d
dt
∥∥U+µ ∥∥2
2 ‖Uµ‖
∥∥U+µ ∥∥ +
d
dt
∥∥U−µ ∥∥2
2 ‖Uµ‖
∥∥U−µ ∥∥ 6
∥∥∥ ddtU+†µ U+µ ∥∥∥
2 ‖Uµ‖
∥∥U+µ ∥∥ +
∥∥∥ ddtU−†µ U−µ ∥∥∥
2 ‖Uµ‖
∥∥U−µ ∥∥ 6
∥∥∥Π˙+µ ∥∥∥+ ∥∥∥Π˙−µ ∥∥∥,
where the second inequality follows from the triangular inequality. Next, we have:
Π˙±µ = ∓i
H˙µ
2ωµ
± i Hµ
2ωµ
ω˙µ
ωµ
,
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so we get:
d
dt
ln ‖Uµ‖ 6 ‖H˙µ‖
ωµ
+
‖Hµ‖
ωµ
|ω˙µ|
ωµ
.
Therefore, there exists a constant CT independent of µ such that:
∀t ∈ [−T, T ] , ‖Uµ(t)‖ 6 CT .Since Uµ(t) is real for any t ∈ [−T, T ], its operator norm in M2(R) coincides with its operator norm in M2(C).
Definition of W and Ψ. Let W˜ := L2 (Σ→ R,√|h|d(d)x). W˜ is a real Hilbert space, whose scalar product willbe denoted ( · , · ). By the Sturm–Liouville decomposition [6, theorem 44], there exists a sequence (λk)k∈N and anorthonormal basis (Ek)k∈N of W˜ such that:1. (λk)k∈N is increasing and λk −→
k→∞
∞;
2. for any k ∈ N, Ek ∈ C∞(Σ→ R) and ∆hEk = −λk Ek , where ∆h := 1√|h|∂i (√|h|hij ∂j ·).For any ψ, ψ′ ∈ C∞(Σ→ R), integration by parts yields:(
ψ, ∆hψ
′) = −∫
Σ
√
|h|d(d)x hij ∂iψ ∂jψ′ =
(
∆hψ, ψ
′).
In particular, ∀k, λk > 0. For any ψ ∈ C∞(Σ → R), we have ψ ∈ W˜ (for ψ2√|h| d(d)x is a smooth measure on thecompact manifold Σ, thus integrable), hence:∑
k
(Ek, ψ)
2 = (ψ, ψ) <∞
Since ∆hψ ∈ C∞(Σ→ R), we also get:∑
k
λ2k (Ek, ψ)
2 <∞,
therefore, using that (λk)k∈N is a positive, increasing sequence:∑
k
√
λk + 1 (Ek, ψ)
2 <∞ &
∑
k
1√
λk + 1
(Ek, ψ)
2 <∞.
We define W := `2(N→ R)× `2(N→ R) and the linear map:
Ψ : C∞(Σ→ R)× C∞(Σ→ R) → W
ϕ, pi 7→
(
(λk + 1)
1/4 (Ek, ϕ)
)
k∈N
,
(
(λk + 1)
−1/4 (Ek, pi)
)
k∈N
.
Ψ is injective since Ψ(ϕ, pi) = Ψ(ϕ′, pi′) implies that ϕ and ϕ′, resp. pi and pi′, are almost everywhere equal, hence,being smooth, that they are equal.
Evolution between spatial slices. For any t ∈ R, ct is a spatial Σ-slice, and, for any φ ∈ C∞(M → R), we define
φt ∈ C∞(Σ→ R)× C∞(Σ→ R) by:
∀x ∈ Σ, φt(x) := φct(x) =
(
φ(t, x);
√
αd(t)
β(t)
∂tφ(t, x)
)
(where we have expressed nx using the expression for g), so that:
Ψt(φ) := Ψ (φt) =
(
(λk + 1)
1/4 (Ek, φ(t, · )))
k∈N
,
(
(λk + 1)
−1/4
√
αd(t)
β(t)
(
Ek, ∂tφ(t, · )
))
k∈N
.
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Let φ ∈ C∞(M→ R) and ∀t, (uk(t))k∈N, (vk(t))k∈N := Ψt(φ). Using the expression for g, we get:
φ ∈ SM ⇔ ∂t
√αd
β
∂tφ
 = √β αd−2 ∆hφ−m2√β αd φ. (4.4.1)
For any k ∈ N and any t ∈ R, the compactness of Σ, together with the smoothness of φ and Ek , allows to differentiateunder the integration, yielding:
d
dt
uk(t) = (λk + 1)
1/2
√
β(t)
αd(t)
vk(t), (4.4.2)
as well as:Ek, ∂t
√αd
β
∂tφ
 (t, · )
 = (λk + 1)1/4 d
dt
vk(t),
and integration by parts yields:(
Ek,
√
β αd−2 ∆hφ(t, · )−m2
√
β αd φ(t, · )
)
=
(
−
√
β(t)αd−2(t)λk −m2
√
β(t)αd(t)
)
(λk + 1)
−1/4 uk(t).
Thus, eq. (4.4.1) becomes:
φ ∈ SM ⇔ ∀k ∈ N, ∀t ∈ R, d
dt
vk(t) = (λk + 1)
−1/2
(
−
√
β(t)αd−2(t)λk −m2
√
β(t)αd(t)
)
uk(t) (4.4.3)
(the ‘⇐’ directions follows, like the injectivity of Ψ, from the equality of almost everywhere equal smooth functions).Let t ∈ R. We define, for any s ∈ R:
A(s) :=
√
β(t+ s)αd−2(t+ s) > 0, B(s) :=
√
β(t+ s)
αd(t+ s)
> 0
& F (s) :=
√
β(t+ s)αd(t+ s)
(
1
α(t+ s)
−m2
), (4.4.4)
and, using the notations of the first part of the present proof:
∀k ∈ N, uk(t, t+ s) := U√λk+1(s) ∈ GL2(R).For any k ∈ N such that √λk + 1 > µ|s|, ‖uk(t, t+ s)‖ 6 C|s|. Moreover, as λk −→
k→∞
∞, there are only finitely many
k ∈ N with √λk + 1 6 µ|s|. Thus, for any s ∈ R, there exists a well-defined, bounded (with respect to the canonicalnorm on W = `2(N→ R)× `2(N→ R)) linear operator u(t, t+ s) : W →W such that:
∀u, v = (uk)k∈N , (vk)k∈N ∈W,u(t, t+ s)(u, v) = ((1, 0) . uk(t, t+ s) (ukvk
))
k∈N
,
(
(0, 1) . uk(t, t+ s) (ukvk
))
k∈N
. (4.4.5)
Then, eqs. (4.4.2) and (4.4.3) ensure that, for any φ ∈ C∞(M→ R):
φ ∈ SM ⇔ ∀s ∈ R,Ψt+s(φ) = u(t, t+ s)(Ψt(φ)). (4.4.6)Noting that, for any t ∈ R, Ψct = Ψt|SM , we have proved that, for any t, t′ ∈ R, there exits a bounded linear operatoru(t, t′) : W →W such that Ψct′ = u(t, t′) ◦Ψct .
Injectivity and dense image of Ψct . Let t ∈ R. Let φ 6= φ′ ∈ SM. Then, there exists t′ ∈ R such that φ(t′, · ) 6= φ′(t′, · ),so φt′ 6= φ′t′ . As Ψ is injective, we thus have Ψt′(φ) 6= Ψt′(φ′). Since Ψt′(φ) = u(t, t′)(Ψt(φ)) and Ψt′(φ′) =u(t, t′)(Ψt(φ′)), this implies that Ψt(φ) 6= Ψt(φ′). Hence, Ψct = Ψt|SX is injective.
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Let u = (uk)k∈N , v = (vk)k∈N be sequences in R such that there exists K ∈ N such that ∀k > K, uk = vk = 0. Inparticular, (u, v) ∈W . For any t′ ∈ R, we define:
u(t′), v(t′) := u(t, t′)(u, v).
By definition of u(t, t′), we have, for any t′ ∈ R and any k > K , uk(t′) = vk(t′) = 0. Moreover, for any k 6 K ,
t′ 7→ uk(t′) ∈ C∞(R→ R). Thus, defining:
∀t′ ∈ R, ∀x ∈ Σ, φ(t′, x) :=
∞∑
k=0
(λk + 1)
−1/4 uk(t′)Ek(x),
we have φ ∈ C∞(M→ R) (recalling that Ek ∈ C∞(Σ→ R) for any k ∈ N). Eq. (4.4.2), together with the definition ofu(t, t′), ensures that, for any t′ ∈ R, Ψt′(φ) = u(t′), v(t′). In particular, Ψt(φ) = u, v. Moreover, eq. (4.4.6) then impliesthat φ ∈ SM. Hence, the space of eventually zero sequences is included in the image of Ψct , and, since this space isdense in W , so is the image of Ψct . To summarize, we have proved that 4.3.1 holds.Symplectic structure. We equip W with a weak symplectic structure Ω (def. A.1), defined by:
∀(u, v), (u′, v′) ∈W,Ω(u, v; u′, v′) := ∞∑
k=0
uk v
′
k − u′k vk .
The Cauchy–Schwarz inequality ensures that Ω is a well-defined, bilinear, antisymmetric form on W = `2(N →
R)× `2(N→ R), and, for any (u, v) ∈W \ {0}, we have:
Ω
(
u, v;
−v
|u, v|2 ,
u
|u, v|2
)
= 1,
where | · | denotes the canonical norm on W , namely |u, v|2 := |u|2`2(N→R) + |v|2`2(N→R). More precisely, for any
(u, v), (u′, v′) ∈W , we have:∣∣Ω(u, v; u′, v′)∣∣ 6 |u|`2(N→R) ∣∣v′∣∣`2(N→R) + ∣∣u′∣∣`2(N→R) |v|`2(N→R) 6 |u, v| ∣∣u′, v′∣∣,and for any (u, v) ∈W \ {0}:
|u, v|
∣∣∣∣ −v|u, v|2 , u|u, v|2
∣∣∣∣ 6 1.
Thus, W, Ω, | · | is a normed symplectic vector space with ‖Ω‖ = ∥∥Ω−1∥∥ = 1 (def. A.10), so in particular, W, Ω equippedwith the topology induced by | · | is a normable symplectic vector space. In addition, since the eventually zero sequencesform a dense, countably generated subspace of W , W is separable.Finally, using the notations of the first part of the present proof, we have, for any s ∈ R:
tHµ(s)
(
1
−1
)
+
(
1
−1
)
Hµ(s) = 0, (4.4.7)
ensuring that:
tUµ(s)
(
1
−1
)
Uµ(s) =
(
1
−1
).
Using the definitions of u(t, t′) and Ω, it follows that, for any t, t′ ∈ R, u(t, t′) is a symplectomorphism of W, Ω, whichcompletes the proof of 4.3.2. 
As we will see, even on such a simple cosmological spacetime, there does not exist any polarization that would be preserved
under time evolution (unless the spacetime happens to be static, ie. the scale factor α(t) is constant). The best that can be done
if we insist on choosing a complex structure is to elect one with respect to which the instantaneous Hamiltonian at some time
t is the generator of an isometry (aka. an essentially (anti-)self-adjoint operator). Unsurprisingly, a complex structure chosen
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in this way induces on W precisely the topology that we derived above (we derived this topology from the requirement for
the time evolution to be bounded: clearly, for the instantaneous Hamiltonian to be the generator of an isometry, it should at
least be the derivative of a bounded evolution). This means (by virtue of prop. 3.17) that the Fock spaces constructed on those
"instantaneous" complex structures will be satisfactorily embedded in our projective quantum state space, even after restricting
ourselves to a universal label subset. It also offers further confirmation that the topology we are using is physically reasonable
and appropriate given the time evolution.
Proposition 4.5 Let W,Ψ be the phase space constructed in the proof of theorem 4.4 and assume m > 0. Let t ∈ R,and, for any t′ ∈ R, let u(t, t′) be the symplectomorphism of W satisfying Ψct′ = u(t, t′)◦Ψct . There exists a compatiblecomplex structure It on W (def. A.16) such that ddt′ u(t, t′)∣∣t′=t is a densely-defined, essentially It-anti-self-adjointoperator on W .Moreover, the norm | · |t associated to It induces the topology of W .Proof Complex structure for one mode. Let Hµ(s) be as in the first part of the proof of theorem 4.4, with A(s), B(s)&
F (s) from eq. (4.4.4) and µ = √λk + 1 > 1. We have H2µ(0) = −ω2µ 1, with ωµ(0) > 0 (note that, since we assumed
m > 0, µ2A(0)− F (0) > 0 for any µ > 1), hence:
Iµ :=
−1
ωµ(0)
Hµ(0)
is such that I2µ = −1. Moreover:
Ω(1) Iµ =
1
ωµ(0)
(
µA(0)− 1µF (0)
µB(0)
)
> 0, where Ω(1) := ( 1−1 ),
and, using eq. (4.4.7), tIµ Ω(1) Iµ = Ω(1), so Iµ defines a compatible complex structure on R2, Ω(1). The map:
zµ : R
2 → C
u, v 7→ 〈1, 1 | u, v〉Iµ = (ξµ − i)u+ (1/ξµ + i) v
, where ξµ := √A(0)− 1/µ2 F (0)
B(0)
,
then defines a Hilbert space isomorphism from R2 equipped with the complex scalar product 〈 · | · 〉Iµ (def. A.16) into
C with its canonical Hilbert space structure. In particular, the norm | · |µ := √〈 · | · 〉Iµ = |zµ( · )|C associated to Iµsatisfies:√
1 + min
(
ξ2µ, 1/ξ
2
µ
) | · |R2 6 | · |µ 6√1 + max (ξ2µ, 1/ξ2µ) | · |R2 ,
where | · |R2 denotes the Euclidean norm of R2.Complex structure on W . We define It : W →W by:
∀u, v = (uk)k∈N , (vk)k∈N ∈W,
It
(
u, v
)
=
(
(1, 0) . I√λk+1
(
uk
vk
))
k∈N
,
(
(0, 1) . I√λk+1
(
uk
vk
))
k∈N
.
By construction, It is a compatible complex structure on W, Ω. Moreover, the norm | · |t associated to It satisfies:√
1 + min
(
ξ2inf, 1/ξ2sup) | · | 6 | · |t 6√1 + max (ξ2sup, 1/ξ2inf) | · |,where ξinf := inf
k∈N
ξ√λk+1, resp. ξsup := sup
k∈N
ξ√λk+1, and | · | denotes the canonical norm ofW = `2(N→ R)×`2(N→ R).
We have ξ√λk+1 > 0 for any k ∈ N and, since λk −→k→∞∞ (4.4.1), ξ√λk+1 −→k→∞√A(0)/B(0) > 0, hence 0 < ξinf, ξsup <∞,so | · |t and | · | are equivalent. In particular, W, 〈 · | · 〉It is a Hilbert space (it is complete with respect to | · |t) and themap Zt:W → `2(N→ C) such that:
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∀u, v = (uk)k∈N , (vk)k∈N ∈W,Zt
(
u, v
)
=
(
z√λk+1 (uk, vk)
)
k∈N
,
is well-defined and a isomorphism of complex Hilbert spaces.
Self-adjoint Hamiltonian. We denote byD the subspace ofW consisting of the (u, v) ∈W such that u(t, t′)(u, v)− (u, v)
t′ − tconverges in norm when t′ → t, and, for any (u, v) ∈ D, we define:
d
dt′
u(t, t′)∣∣∣∣
t′=t
(u, v) := lim
t′→t
u(t, t′)(u, v)− (u, v)
t′ − t .
D is a dense subspace ofW for it contains all pairs of eventually-zero sequences, as follows from the definition of u(t′, t)(eq. (4.4.5)).We denote by D′ the subspace of `2(N→ C) consisting of the z = (zk)k∈N such that:
∞∑
k=0
ω2√
λk+1
|zk|2C <∞.
For any z = (zk)k∈N ∈ D′, we define:
H z :=
(
ω√λk+1 zk
) ∈ `2(N→ C).
We can check that the domain of the adjoint of H is D′, and that it is equal to H, in other words H is self-adjoint.By definition of u(t, t′) and Zt, we have, for any (u, v) ∈ D, Zt(u, v) ∈ D′ and:
Zt
[
It
(
d
dt′
u(t, t′)∣∣∣∣
t′=t
)
(u, v)
]
= HZt(u, v).
Hence, It ( ddt′ u(t, t′)∣∣t′=t) admits a self-adjoint extension (namely Z−1t HZt defined on Z−1t 〈D′〉 ⊇ D), ie. ddt′ u(t, t′)∣∣t′=tis essentially anti-self-adjoint. 
Finally, we want to examine to what extend the use of projective techniques improves the universality of the quantum state
space. By universality we mean limited reliance on data beyond the linear and symplectic structures of the phase space (both
of which being assumed, in the scope of the present study, to be physically unobjectionable; this is further discussed at the end
of subsection 1.1 and in subsection 5.3). Thus, the question can be equivalently rephrased as relating to the implementation of
linear symplectomorphisms in the quantum theory, and a family of particular interest is the time evolution itself (because, even
if there were good reasons to rely on some extra data, ideally this data should be preserved under the evolution).
So we first need to understand which linear symplectomorphisms can be unitarily represented on a Fock space. Obviously,
transformations that preserve the complex polarization on which the Fock space is built are straightforward to implement (for
they already act as unitary transformations on the 1-particle Hilbert space, see eg. prop. B.14 and its proof). But, as shown by
Shale [36], the class of unitarily implementable symplectomorphisms is actually larger: in addition to polarization-preserving
ones, it also includes those which differ from the identity only by a Hilbert–Schmidt operator (with respect to the real inner-
product induced by the complex structure), as well as compositions of both groups. Further explanations, together with a
self-contained proof of this result (based on the characterization of Fock states from 3.16.4), can be found in subsection B.1.5.
Nevertheless, in the model we are considering here (further specialized to a flat torus spatial geometry and a non-constant scale
factor), the result below implies that there is no choice of polarization that would make the time evolution implementable on a
Fock representation (at least, complex structures that would induce the topology of W are excluded, which, in light of prop. 4.5,
should be sufficient to settle the question).
Now, when working with projective state spaces, and restricting ourselves to a universal label subset, as presented in
subsections 2.3 and 3.2, the time evolution may also fail to strictly be an automorphism in our quantum theory. Instead, in the
spirit of prop. 2.16, and thanks to the topology having been chosen so that this evolution is bounded, we plan to approximate
it at an arbitrary good precision by a transformation that does induces an automorphism both of our quantum state space and
of our observable algebra. Then, to be fair in our comparison, we should allow such an approximating process to take place on
the Fock side as well, although the reason why some approximation would be needed in the first place would be quite different:
in the former case, it is the restricted algebra of observables on which the state space is constructed which is not stabilized
44
by the evolution (unless the dense subspace D happens to be chosen to support it), while in the latter case, the algebra is the
"complete" one, and is certainly stabilized, but the particular subset of states we are confining ourselves to is too small, and,
as states evolves, they immediately leave it.
Still, as the following proposition shows, relaxing what we mean by an "implementation of the time evolution" is not enough
to make the use of Fock spaces satisfactory. Indeed, it is not possible to arrange for arbitrarily good approximations: there is an
incompressible error, bounded below by a term that may well get prohibitively large over cosmological times (eg. for spacetimes
that undergo periods of de Sitter-like expansion or contraction).
Proposition 4.6 We consider the phase space W,Ψ constructed in the proof of theorem 4.4 and we specialize to thecase of Σ being a flat d-torus (d > 1). Let I be a compatible complex structure on W (def. A.16) and suppose that thenorm | · |I associated to I induces the topology of W .Let t, t′ ∈ R. Let m be a bijective linear symplectomorphism of W and suppose that there exists a Hilbert spaceautomorphism mˆ of F (W,I)b such that:
∀v ∈W, mˆObos(I) (v) mˆ−1 = Obos(I) (mv).Then:∥∥u(t, t′)− m∥∥
I
>
∣∣αc(t′)− αc(t)∣∣
min
(
αc(t), αc(t′)
) , (4.6.1)
where ‖ · ‖I denotes the operator norm corresponding to the norm | · |I , and c := d− 14 .Proof Time-dependent field redefinition. Let t ∈ R. LetHµ(s) and Uµ(s) be as in the first part of the proof of theorem 4.4,with A(s), B(s)&F (s) from eq. (4.4.4) and µ = √λk + 1 > 1. We define, for any s ∈ R:
Nµ(s) :=

n(s)
1
µ
n˙(s)
n2(s)B(s)
1
n(s)
,
where n(s) := α d−14 (t+ s) > 0, as well as:
U (N)µ (s) := Nµ(s)Uµ(s)N
−1
µ (0).
We have U (N)µ (0) = 1, and U˙ (N)µ = H(N)µ U (N)µ , with, for any s ∈ R:
H(N)µ (s) := N˙µ(s)N
−1
µ (s) +Nµ(s)Hµ(s)N
−1
µ (s) = µ η(s)
(
1
−1
)
+
1
µ
ε(N)(s),
where η(s) := √β(t+s)/α(t+s) and ε(N)(s) is a matrix independent of µ. For any s ∈ R, we define θ(s) := ∫ s
0
η(τ) dτ .
For any s ∈ R, we have:
‖Nµ(s)‖2 =
∥∥N−1µ (s)∥∥2 = pµ(s) +√p2µ(s)− 1, where pµ(s) := 12
(
n2(s) +
1
n2(s)
+
1
µ2
n˙2(s)
n4(s)B2(s)
)
> 1.
Thus, we get, for any s ∈ R and any µ > 1:
‖Nµ(s)‖ =
∥∥N−1µ (s)∥∥ 6 P (s) :=
√
p1(s) +
√
p21(s)− 1.
Let δ > 0 and define:
U (δ)µ (s) := R
−1(µ θ(s)− δ s)U (N)µ (s),where, for any θ ∈ R:
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R(θ) :=
(
cos(θ) sin(θ)
− sin(θ) cos(θ)
).
We have U (δ)µ (0) = 1, and U˙ (δ)µ = H(δ)µ U (δ)µ , with, for any s ∈ R:∥∥∥H(δ)µ (s)∥∥∥ 6 δ + 1µ ∥∥∥ε(N)(s)∥∥∥.Hence, we get, for any s ∈ R:∥∥∥∥Uµ(s)− (n(s) 1
n(s)
)
R
(
µ θ(s)− δ s) ( 1n(0)
n(0)
)∥∥∥∥ 6 P (0)P (s) (eδ |s|+ 1µ E(s) − 1)+ 1µ Q(s), (4.6.2)where:
E(s) :=
∣∣∣∣∫ s
0
∥∥∥ε(N)(τ)∥∥∥ dτ ∣∣∣∣ & Q(s) := P (0) n˙(s)n2(s)B(s) + P (s) n˙(0)n2(0)B(0) .
Modes with a nearly diagonal evolution. Let Γ be the d-dimensional lattice in Rd such that Σ := Rd/Γ. Then,
{λk | k > 0} =
{
4pi2 tx.x ∣∣ x ∈ Γ∗}, where Γ∗ := {x ∈ Rd ∣∣∣ ∀γ ∈ Γ, tx.γ ∈ Z} [6, section 5.2]. Since Γ∗ is again a
d-dimensional lattice, there exists x ∈ Γ∗ with λ := 4pi2 tx.x 6= 0, and, for any n ∈ N, there exists kn ∈ N such that
λkn = λn
2.Let t′ ∈ R \ {t} and  > 0. We define:
1 := ln
(
1 +

2P (0)P (t′ − t)
)
> 0 & µo := max
(
2Q(t′ − t)

,
3E(t′ − t)
1
)
<∞,
as well as:
no := max
(
µo√
λ
,
3 |θ(t′ − t)|
2
√
λ 1
).
The set:
K :=
{
n ∈ N
∣∣∣ n > no & ∃N ∈ N/ ∣∣∣√λ θ(t′ − t)n− 2piN ∣∣∣ 6 1
3
}
is infinite. Indeed, if √λ θ(t′ − t)
2pi
is rational, there exists q > 1 such that qN ∩ [no, +∞[ ⊆ K . If it is irrational,{√
λ θ(t′ − t)nmod 2pi ∣∣∣ n ∈ N} is dense in the circle, and, in particular, 0 is an accumulation point; since {0, . . . , no}is finite, K is infinite.Let n ∈ K and let µ := √λkn + 1 = √λn2 + 1 > µo. Let N ∈ N such that ∣∣∣√λ θ(t′ − t)n− 2piN ∣∣∣ 6 13 . Then,defining δ := 1t′−t (µ θ(t′ − t)− 2piN), we have:∣∣δ (t′ − t)∣∣ 6 1
3
+
|θ(t′ − t)|
2n
√
λ
6 2 1
3
.
Hence, by definition of 1 and µo, eq. (4.6.2) becomes:∥∥∥∥∥Uµ(t′ − t)−
(
n(t′−t)
n(0)
n(0)
n(t′−t)
)∥∥∥∥∥ 6 .
We now suppose α(t′) > α(t) (the case α(t′) 6 α(t) is similar). For any n ∈ K , we define u(n), v(n) ∈W by:
∀k ∈ N, u(n)k = δkkn & v(n)k = 0.By definition of u(t′, t) (eq. (4.4.5)), we obtain:
46
∣∣∣∣u(t′, t)(u(n), v(n))− n(t′ − t)n(0) (u(n), v(n))
∣∣∣∣ 6 ,
where | · | denotes the canonical norm of W = `2(N → R) × `2(N → R). Moreover, for any n 6= n′ ∈ K ,Span{(u(n), v(n)), u(t′, t)(u(n), v(n))} ⊥ Span{(u(n′), v(n′)), u(t′, t)(u(n′), v(n′))} (with respect to the canonicalreal scalar product of W ). Hence, defining:
W := Span{(u(n), v(n)) ∣∣∣ n ∈ K},
W is an infinite-dimensional vector subspace of W , and we have, for any v ∈W:∣∣∣∣u(t′, t)(v)− n(t′ − t)n(0) v
∣∣∣∣ 6  |v|.
Lower-bound on ∥∥u(t, t′)− m∥∥
I
. Let 〈 · | · 〉I be the complex scalar product associated to I (def. A.16) and let ( · | · )Ibe the corresponding real scalar product, ie. ( · | · )I := Re 〈 · | · 〉I . Let W be the real Hilbert space obtained bycompleting W with respect to the norm | · |I induced by ( · | · )I . Since | · | and | · |I define the same topology on W ,there exist C1, C2 > 0 such that:
C1 | · | 6 | · |I 6 C2 | · |,so, for any v ∈W, we have:∣∣∣∣u(t′, t)(v)− n(t′ − t)n(0) v
∣∣∣∣
I
6  C2
C1
|v|I . (4.6.3)
Now, from [36, corollary 6.1.1] (of which we give an alternative proof in subsection B.1.5), there exists an orthogonalautomorphism O and a symmetric Hilbert–Schmidt operator T on W such that m = (idW + T ) O∣∣W . Let (bn)n∈K bea ( · | · )I-orthonormal basis of W. Then, (O bn)n∈K is an orthonormal family in W , so, T being Hilbert–Schmidt, wehave:∑
n∈K
|mbn −O bn|2I <∞.
Thus, K being infinite, there exists n ∈ K such that |mbn −O bn|I 6 , and, in particular, |mbn|I 6 1 + . On theother hand, eq. (4.6.3) requires ∣∣u(t′, t)(bn)∣∣I > n(t′ − t)n(0) −  C2C1 . So, we arrive at:∥∥u(t′, t)− m∥∥
I
> n(t
′ − t)− n(0)
n(0)
− 
(
1 +
C2
C1
).
Since this holds for any  > 0, this proves eq. (4.6.1) (remember we focused on the case α(t′) > α(t)).
Note. If we had taken Σ to be the d-sphere instead of a d-torus, we would have {λk | k > 0} = {n (n+ d− 1)} [6,section 5.4]. Asymptotically for large n, √n (n+ d− 1) + 1 ∼ n + d−12 + o(1). Thus, in the case of an even spatialdimension d, the argument in the second part of the proof would fail whenever θ(t′−t)/2pi is a rational with an oddnumerator (because the linear diophantine equation determining the modes with a diagonal evolution would have nosolution in this case). Still, it would still hold for generic θ(t′−t)/2pi. It does not seem unreasonable to conjecture that forless symmetric manifolds the {√λk + 1 θ(t′ − t)mod 2pi ∣∣∣ λk > 0} should be even more likely to be densely distributedover the circle. This suggests that the lower bound eq. (4.6.1), which relies on having infinitely many√λk + 1 arbitrarilyclose to 0mod 2pi/θ(t′−t), may in fact hold generically. Unfortunately, while some results are known about the asymptoticdistribution of the λk [1], these results do not seem currently sufficient to settle this conjecture. 
The proof of prop. 4.6 actually suggests a way in which the time-evolution could be made unitarily implementable on a
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suitable Fock representation: namely, at the price of a time-dependent rescaling of the field by α(d−1)/4(t) (the field conjugate
momentum is then not only rescaled correspondingly, but also pick an extra contribution from the derivative of this rescaling,
hence the form of the time-dependent transformation Nµ(t) applied in the first part of the proof above; see also [14]).
One can check that this field redefinition matches precisely the one we would get if the mapping Ψ in the proof of theorem 4.4
were defined using the instantaneous spatial metric α(t)h instead of the constant one h. Except that, since Ψ is defined at the
level of the common phase space (according to the picture presented in the introduction of subsection 4.1), it cannot depend on
the metric at a particular time: we no longer know from which spatial slice the field is coming at the point where Ψ is applied
(cf. def. 4.3), which is the reason why we had to use the fiducial metric in its definition (besides, it was anyway good enough
for our purpose, as the topology is not sensible to the particular metric we are using). So, if we would like to take advantage
of such a field rescaling, it would have to be incorporated already into the mapping φ 7→ φc from def. 4.2 (going much beyond
the simple adjustment which was necessary to allow for a slice-independent symplectic structure on the common phase space).
Such a redefinition would effectively absorb the non-trivial part of the dynamics (through which the curvature of the
background spacetime manifested itself). Of course, this is always possible: it can be understood as a variation on reduced
phase space quantization, where the dynamics is completely solved beforehand, at the classical level, rather than trying to
implement it in the quantum theory. However, doing so would go against our stated goal to avoid, as much as possible,
fine-tuning the quantum state space to every detail of the dynamics. From a more conceptual perspective, it would be somewhat
in tension with the physical intuition of locality: if one believes that it is directly the field that is measured in practice (and
not whatever combination of field and metric observables happens to trivialize the time evolution), it is difficult to justify why
it should obey different, inequivalent representations at different spacetime locations.
5 Outlook
5.1 Summary
We set out to construct, starting from a classical linear field theory, a quantum state space that would depend on nothing
but the linear and symplectic (resp. Euclidean) structures of the classical phase space. The first part of the solution is to build
such a quantum state space by gluing together small building blocks: by having each building block only hold finitely many
dofs, we can hope to benefit from the Stone–von Neumann theorem. However, this alone does not guarantee the polarization-
independence of the resulting state space: an infinite-dimensional Fock representation can also been understood as linking
together finite-dimensional ones (when viewing it as an inductive limit, as described in subsection 3.3), yet it fails to be
polarization-independent because the linking itself depends crucially on a global choice of vacuum state, and vacuum states are
not preserved under changes of polarization.
It is the particular form of the coarse-graining relations needed in projective state spaces (subsection 2.1) that allows us
to fully exploit the finite-dimensional metaplectic representation: the latter (whose existence is largely a consequence of the
Stone–von Neumann theorem) turns out to be exactly the right tool to consistently put side by side, in an extended label set, all
possible truncations of the theory, quantized using all possible choices of frames (subsection 3.1). The thus established quantum
theory is then strictly and manifestly universal: its polarization-independence is further confirmed both by its ability to support
an action of the full automorphism group of the classical phase space, as well as by the existence of natural embeddings of
arbitrary infinite-dimensional Fock state spaces.
However, it is not yet constructive: quantum states defined as projective families may well be just as hard to construct as
the abstract states used in algebraic QFT (recall subsection 1.3). To ensure that our state space will be of practical use, we want
it to be systematically and explicitly parametrized, and this requires to make some concessions in terms of universality. First,
we need an additional structure on the classical phase space: namely, a normable topology (at least in the bosonic case; in the
fermionic case, a suitable topology can be derived directly from the inner-product structure). We can then restrict the algebra
of observables to a dense, countably-generated subspace, which can legitimately be considered sufficient as far as experimental
predictivity is concerned (see also the next subsection), and yields a countably-cofinal label set, on which projective states can
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be constructed in a straightforward recursive manner (subsections 2.3 and 3.2; this is assuming that the classical phase space is
separable: the physical argument developed before def. 2.13 suggests that it indeed should be). Importantly, the particular choice
of this dense subspace can be shown to be effectively irrelevant: universality is restored in an approximate way, by proving that
any two such dense subspaces can be mapped into each other by a symplectomorphism arbitrarily close to the identity.
The cosmological model examined in section 4 validates this approach. It confirms both, that concrete physical theories do
in fact possess a natural topology, and that our slightly relaxed notion of universality still constitute a marked improvement
compared to what could be achieved over a traditional Fock representation.
5.2 Notions of Density and Universality
An important feature of the proposed quantization scheme is its focus on an operational perspective, where one strives to
only include in the mathematical formalism what is strictly needed to compute predictions for actual physical experiments.
In this sense, it can be seen as simply formalizing into a rigorous and consistent framework the pragmatic approaches which
are routinely (and often implicitly) used in QFT calculations. A typical example is the textbook computation of the CMB
power spectrum from inflationary models: issues relating to the lack of a unitary implementation of the time evolution (which
was stressed in subsection 4.2) do not surface, because the calculation can simply be done separately mode by mode. This is
consistent with the realization underpinning projective quantum states spaces, namely, that we never need to consider at once
all the infinitely many dofs of a (quantum) field theory.
In this spirit, it is sometimes argued that the universality limitations of Fock representations are sufficiently addressed by
Fell’s theorem [11]. Given finitely many observables A1, . . . , An and associated error thresholds 1, . . . , n, this result ensures
that any state ρ on the observable algebra (in the sense of [16, part III, def. 2.2.8]) can be approximated by a density matrix ρ′
on the Fock space, satisfying
∣∣Tr ρAi − Tr ρ′Ai∣∣ 6 i for any i ∈ {1, . . . , n}. The argument is that this is good enough, as far
as universality is concerned, since, as we stressed many times, only finitely many observables are ever measured in practice.
However, when relying on Fell’s theorem to restore the universality of the quantum state space, one is effectively constructing
quantum states as families of successive approximations, each such approximation capturing, within certain error margins, the
properties of the state over a certain finite truncation of the theory, yet being encoded in a density matrix ρ′ on the full Fock
space. As we have demonstrated in the present work, the same strategy can be carried out much more economically by taking
each ρ′ to be a density matrix on a small, partial Hilbert space, holding only the truncation on which ρ′ is significant.
In addition, the construction of quantum states can then be further simplified by restricting the set of truncations to a dense
subset K. The universality property fulfilled by such subsets ensures that, for any two choices K, K′, and any error threshold ,
there exists a bijective mapping associating a state ρ′ on K′ to each state ρ on K, together with a dual mapping A 7→ A′ between
observables, with A and A′ -close and satisfying Tr ρA = Tr ρ′A′. While this notion of universality may seem somewhat
reminiscent of the just discussed Fell’s theorem, its meaning and applicability is quite different. First, the density property
it establishes is of a much stronger nature, as the bound  is uniform across all states ρ and observables A. Second, and
more importantly, while Fell’s theorem is about approximating states (a given Fock representation spans a restricted subspace
of states over the full algebra of observables), this result should be thought as being about approximating observables (building
states over a universal label subset confines the observables to a dense sub-algebra but, in a certain sense, enlarges the space
of states; see the discussion preceding prop. 3.17). Because of this, our measure of closeness is at the classical rather than
quantum level: we are putting a bound directly on the distance between the observables A and A′ (with respect to a topology
inherited from the classical theory), rather than trying to put a bound on
∣∣Tr ρA− Tr ρ′A∣∣ = ∣∣Tr ρ′A′− Tr ρ′A∣∣ (in fact, Tr ρ′A
does not make sense since A a priori does not belong to the sub-algebra on which the state ρ′ is defined).
This is justified because the classical theory we are starting from is relevant for the resulting quantum theory. Indeed,
being the language in which experimental protocols will be written, it serves to label quantum observables with an actual
interpretation, thus providing the interface between the mathematical formalism and the physical world. More precisely, since
realistic measurements have a limited resolution, what an experimental protocol specifies are certain small opens in the classical
observable algebra. For all practical purposes it is therefore sufficient to pick in each of these opens an observable that happens
to be implemented in our quantum theory: our notion of density is precisely meant to ensures that this will always be possible.
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5.3 Toward Non-spatially-compact Spacetimes and Interacting Theories
For the notions of density and universality discussed in the previous subsection to be physically appropriate, it is important
to get the classical topology right, and, as we have seen in section 4, this is in fact the only non-trivial ingredient we need
to determine in order to apply the formalism of section 3 to a specific (free) field theory. However, it was underlined at the
beginning of subsection 4.2 that, if the classical phase space is parametrized by fields defined over a non-compact spatial slice,
it is unlikely to support the kind of topology we need17 (namely, a distinguished structure of normable symplectic vector space,
as described in def. A.10).
On the other hand, and in the spirit of the operational focus mentioned above, it would be sufficient, instead of considering
the whole spacetime at once, to consider arbitrary compact regions thereof, which are the regions in which actual experiments
take place. A way to achieve this would be to combine the formalism discussed in the present article with the General Boundary
Formulation of QFT [33]. The latter is built on a collection of partial (spacial) slices, which may be chosen to be compact ones.
We can then study the evolution between two (or more) such partial slices, glued along their boundaries to delimit a compact
region of spacetime. Going over to the quantum theory, the idea is to attach an a priori distinct quantum state space to each
partial slice: while the approach we followed in section 4 consisted in identifying the phase spaces over different spatial slices
with the one on a "model" slice, which was then quantized, allowing us to represent the time evolution as an automorphism of
the resulting quantum state space, we mentioned already at the beginning of subsection 4.1 that it would work just as well to
represent the evolution by morphisms relating quantum state spaces built on different slices.
Using a priori distinct phase/state spaces could also be a strategy to handle non-linear (aka. interacting) theories. When
exploiting the time evolution to solder together the phase spaces over different slices (aka. kinematical spaces), the resulting
joint phase space (aka. reduced or dynamical space) does not carry a preferred linear structure, unless this time evolution is
linear. But the individual kinematical phase spaces do carry such a linear structure18, which could be used to quantize them
along the lines of section 3. The role of this kinematical linear structure would just be to select the elementary observables
of the theory (see subsection 1.1; note that these elementary observables are, by nature, kinematical: see the discussion in [24,
section A]). Even though we would then not get for free the implementation of the dynamics in the quantum theory (since the
time evolution would no longer be linear, its quantization would not simply follow from def. 3.11), this does not preclude the
existence of suitable morphisms relating the state spaces on different (partial) slices.
In fact, this is nothing but the standard strategy when dealing with finitely many dofs (ie. quantum mechanics of one or
finitely many particles): one relies on a (kinematical) linear structure to perform the quantization (see the comment at the end
of subsection 1.1), yielding eg. the ordinary Schrödinger representation, which turns out to support the dynamics of non-linear
systems (such as the hydrogen atom). Going over to the case of infinitely many dofs, it is thus not unreasonable to expect that
the added flexibility afforded by the use of projective state spaces, which suffices to rescue the Stone–von Neumann theorem,
may also be enough to escape Haag’s no-go theorem [15].
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A Classical Linear Geometry
We review in details the quantization of finite- and infinite-dimensional linear systems. The aim is to fix the notations and
conventions, as well as to derive various auxiliary results that will be needed in section 3. The present appendix is devoted to
the classical structure of linear systems (symplectic, resp. Euclidean, vector spaces), while their quantization will be discussed
in section B (bosonic, resp. fermionic, Fock spaces).
A.1 Symplectic Vector Spaces
A.1.1 Finite Symplectic Families
A symplectic structure on a finite-dimensional vector space V is a non-degenerate anti-symmetric bilinear form Ω, where
non-degeneracy means that the mapping v 7→ Ω(v, · ) should provide a bijective identification between V and its dual. Given
a function f on V , we can then define its Hamiltonian vector field Xf through Ω(Xf , · ) := df , and the Poisson-brackets
between two functions given by {f, g} := Ω(Xg, Xf ).
If the vector space V is infinite-dimensional, we have two options regarding the non-degeneracy property [7, VII.A.2]: we
can either demand that the mapping v 7→ Ω(v, · ) be simply injective (aka. one-to-one), in which case Ω is said to be weakly
non-degenerate, or we can demand it to be bijective into the topological dual of V (obviously, this requires some kind of topology
on V ), making Ω strongly non-degenerate. The only linear forms to which a Hamiltonian vector field can be associated (and
for which Poisson-brackets can be computed) will be the ones that lies in the image of the v 7→ Ω(v, · ) mapping: this defines,
in the algebraic dual of V , a subspace of admissible linear observables (which, in the case of a strong symplectic form, will
correspond precisely to the topological dual).
For the purpose of the construction in section 3, weak non-degeneracy is sufficient (and in fact, until prop. 3.13 included, we
do not even assume V to be equipped with a topology).
Definition A.1 A symplectic vector space V,Ω is a (possibly infinite dimensional) real vector space equipped with a(weak) symplectic form [7, VII.A.2], ie. a bilinear antisymmetric Ω : V × V → R such that:
∀v ∈ V / v 6= 0, ∃w ∈ V / Ω(v,w) = 1. (A.1.1)
For the rest of this subsection A.1, V will denote a (possibly infinite dimensional) symplectic vector space.
Definition A.2 A finite symplectic family in V is a family (e1, . . . , e2n) of vectors in V (for some n>0) such that:
∀i, j 6 2n,Ω(ei, ej) =
n∑
p=1
δi,2p−1δj,2p − δi,2pδj,2p−1 =: Ω(n)ij . (A.2.1)
Proposition A.3 Let F be a finite dimensional vector subspace of V , and let (e1, . . . , e2n) be a finite symplectic familyin F . Then, there exists m > n and a family (e2n+1, . . . , e2m) of vectors in V such that (e1, . . . , e2m) is a symplecticfamily and F ⊆ Span {e1, . . . , e2m}.In particular, for any finite dimensional vector subspace F of V , there exists a finite symplectic family (e1, . . . , e2m)in V such that F ⊆ Span {e1, . . . , e2m}.
Proof We proceed by recursion on dimF − 2n. Since Ω(n) is an invertible 2n × 2n matrix, the vectors in a finitesymplectic family are linearly independent. Hence, 2n 6 dimF and, if dimF = 2n, F = Span {e1, . . . , e2n}.We now assume dimF > 2n. Let F˜ := {v ∈ F | ∀i 6 2n,Ω(v, ei) = 0}. Using again the invertibility of Ω(n), we
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have F = Span {e1, . . . , e2n} ⊕ F˜ , so in particular dim F˜ > 0. Let v ∈ F˜ \ {0}. Let w ∈ V such that Ω(v,w) = 1(eq. (A.1.1)). We define e2n+1 := v, e2n+2 := w −∑i,j62nΩ(w, ei)Ω(n),−1ij ej . By definition of F˜ , (e1, . . . , e2n+2) is asymplectic family in F ′ := F +Span {w}. Noting that dimF ′− (2n+ 2) < dimF −2n, we can then apply the recursionhypothesis. 
A.1.2 Finite-dimensional Symplectic and Metaplectic Groups
The symplectic group is the group of automorphisms of a symplectic vector space. It can in particular be defined on R2n
equipped with its canonical symplectic structure.
Definition A.4 Let n > 0. We denote by Sp(n) the linear symplectic group over R2n:
Sp(n) := {σ ∈ GL2n(R) ∣∣∣ tσΩ(n) σ = Ω(n)}
(where GL2n(R) denotes the group of invertible 2n×2n real matrices), and define a (left) action B of Sp(n) on the spaceof symplectic (2n)-families in V by:
∀σ ∈ Sp(n), ∀ (e1, . . . , e2n) symplectic family in V, σ B (e1, . . . , e2n) := (σ−1ji ej)
i62n
.
As a closed subgroup of the Lie group GL2n(R), Sp(n) is a Lie group [40, theorem 3.42], with Lie algebra:
sp(n) =
{h ∈ M2n(R) ∣∣∣ thΩ(n) + Ω(n) h = 0} (A.4.1)
(where M2n(R) denotes the vector space of 2n× 2n real matrices).
Identifying R2n ≈ (R2)n with Cn, all symplectic transformations which happen to be C-linear (and not just R-linear) are
actually unitary and, vice-versa, all unitary transformations are symplectic (see [44, section 5.2] and/or subsection A.1.4 for
further insight on why it is so). In other words, the unitary group is a subgroup of the symplectic group, and the latter can be
decomposed (at least as a topological space) into unitary and non-unitary components (in the spirit of polar decomposition, see
the first part of the proof of prop. A.6).
We have a corresponding decomposition of the symplectic Lie algebra: indeed, any 2n × 2n real matrix can be written as
the sum of a C-linear part and an anti-C-linear one.
Proposition A.5 For any h ∈ sp(n), we define β(h), γ(h) ∈ Mn(C) by:
∀p, q 6 n, βpq(h) := 1
2
(h2p−1,2q−1 + h2p,2q) + i
2
(h2p−1,2q − h2p,2q−1)
& γpq(h) := 1
2
(h2p−1,2q−1 − h2p,2q) + i
2
(h2p−1,2q + h2p,2q−1).
We have:1. for any h ∈ sp(n), β†(h) = −β(h) and tγ(h) = γ(h) (where † denotes the adjoint matrix);
2. for any h, h′ ∈ sp(n):
β
(
[h, h′]) = [β(h), β(h′)]+ γ∗(h) γ(h′)− γ∗(h′) γ(h)
& γ
(
[h, h′]) = γ(h)β(h′)− γ(h′)β(h) + β∗(h) γ(h′)− β∗(h′) γ(h)
(where ∗ denotes the complex conjugate).
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Proof Using the characterization of sp(n) (eq. (A.4.1)), we get, for any h ∈ sp(n) and any p, q 6 n:h2p−1,2q−1 = −h2q,2p, h2p−1,2q = h2q−1,2p & h2p,2q−1 = h2q,2p−1,hence statement A.5.1 holds.For any h ∈ sp(n) and any p, q 6 n, we have:
βpq(h) + γpq(h) = h2p−1,2q−1 + i h2p−1,2q
& βpq(h)− γpq(h) = h2p,2q − i h2p,2q−1.
Thus, for any h, h′ ∈ sp(n), expanding the commutator and reorganizing the terms yields:
β
(
[h, h′])+ γ([h, h′]) = (β(h) + γ(h))β(h′) + (β∗(h) + γ∗(h)) γ(h′) +
− (β(h′) + γ(h′))β(h)− (β∗(h′) + γ∗(h′)) γ(h).and:
β
(
[h, h′])− γ([h, h′]) = (β(h)− γ(h))β(h′)− (β∗(h)− γ∗(h)) γ(h′) +
− (β(h′)− γ(h′))β(h) + (β∗(h′)− γ∗(h′)) γ(h),Combining these two equations, we obtain statement A.5.2. 
The symplectic group is not simply-connected, as its unitary subgroup (mentioned above) comports a topologically non-trivial
loop (the determinant of unitary matrices can describe a full circle). In particular, it admits a double-covering group, the so-
called metaplectic group, whose importance comes from the fact that it is this metaplectic group, and not directly the symplectic
group, that will be realized in the quantum theory (see [44, chap. 10] and/or subsection B.1.1, as well as the introduction of
subsection 3.1): this is analogous to the way particles of half-integer spin exhibit a representation of the double-cover of the
3-dimensional rotation group (see also [42, section 2.7 and appendix 2.B]).
For the benefit of the proof of prop. B.5, we detail here the construction of this double covering, following [18, section 1.3].
Proposition A.6 For n > 0, Sp(n) is path-connected and its fundamental group pi1(Sp(n)) [18, chap. 1] is isomorphic to
Z. Hence, Sp(n) admits a unique (up to isomorphism) connected double cover, called the metaplectic group over R2nand denoted Mp(n), which can be constructed as [18, theorem 1.38 and prop. 1.32]:
Mp(n) := {γ path from 1 to σ ∈ Sp(n)}/≡2 ,
the equivalence relation ≡2 being defined as:
∀γ, γ′ paths from 1 to σ, σ′ ∈ Sp(n), γ ≡2 γ′ ⇔ (σ = σ′ & [γ−1 . γ′]homtp ∈ 2Z ⊂ Z ≈ pi1(Sp(n)))
where, respectively, γ−1 denotes the reversed path γ , γ−1 . γ′ the composed path γ′ followed by γ−1, and [ · ]homtp thehomotopy class of a path (with fixed endpoints). The covering map is then defined as:
p(n) : Mp(n) → Sp(n)
[γ]≡2 7→ γ(1)
(A.6.1)
For n = 0, Sp(0) = {1} and we define Mp(0) := {1, 1−} ≈ Z2.The left action B can be lifted as an action of Mp(n) on the space of symplectic (2n)-families in V .
Proof Fundamental group. To study the topology of Sp(n) for n > 0, one can use the following isomorphism (see [2,section 4.4] and [8, prop. 34]):
φ : U(n) × H(n) → Sp(n)u, h 7→ u exp(h) ,
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where:
U(n) := {u ∈ GL2n(R) ∣∣∣ tuΩ(n) u = Ω(n) & I(n) u = u I(n)}
(with ∀i, j 6 2n, I(n)ij = ∑np=1−δi,2p−1δj,2p + δi,2pδj,2p−119) and:
H(n) := {h ∈ M2n(R) ∣∣∣ th = h & hΩ(n) + Ω(n) h = 0}
The invertibility of φ follows from polar decomposition (with h = 12 log(tσ σ) and u = σ exp(−h), see [35, theorem VI.10]as well as the previously mentioned references). H(n) is a vector subspace of M2n(R), hence is simply-connected. Onecan check that U(n) is isomorph to the group Un(C) of unitary n×n complex matrices through the natural identificationof Cn with R2n (in agreement with the logic from subsection A.1.4), and Un(C) is isomorph to U1(C)× SUn(C) via:
ψ : U1(C) × SUn(C) → Un(C)
λ, r 7→ un(λ) r where un(λ) :=

λ
1 . . .
1

(whose inverse is given by λ = det u and r = un(1/λ) u). SUn(C) is simply-connected [17, appendix E] and U1(C)is path-connected with pi1(U1(C)) ≈ Z [18, theorem 1.7]. Putting everything together, Sp(n) is path-connected and
pi1
(Sp(n)) is isomorphic to Z.
Smooth double covering. ≡2 being an equivalence relation (ie. a reflexive, symmetric and transitive binary relation)follows from 2Z being a subgroup of Z, and the map p(n) given by eq. (A.6.1) is well-defined by definition of ≡2. Let
σ ∈ Sp(n) and let γ be a path from 1 to σ. Let γ˜ be a path from 1 to 1 such that [γ˜]homtp = 1 ∈ Z ≈ pi1(Sp(n)) and let
γ′ = γ . γ˜ . By construction, [γ]≡2 6= [γ′]≡2 and p(n)( [γ]≡2 ) = p(n)( [γ′]≡2 ) = σ. Moreover, if γ′′ is a path from 1 to
σ, we either have [γ−1 . γ′′]homtp ∈ 2Z, implying γ′′ ≡2 γ , or [γ−1 . γ′′]homtp ∈ Z \ 2Z, implying γ′′ ≡2 γ′. Thus, everypoint in Sp(n) has exactly 2 pre-images under p(n). Equipping Mp(n) with a suitable topology [18, section 1.3], p(n) canbe made a double covering of Sp(n). Furthermore, there exists a unique smooth structure on Mp(n) making p(n) smooth[29, prop. 2.8].
Group structure. The pointwise multiplication of paths define a binary operation20 on the space of paths in Sp(n) startingfrom 1:
∀γ1, γ2 paths starting from 1, γ1 γ2 =: (γ : [0, 1]→ Sp(n), t 7→ γ1(t) γ2(t)).
Let γ1, γ′1 be paths from 1 to σ1 ∈ Sp(n) such that γ1 ≡2 γ′1, and γ2 be a path from 1 to σ2 ∈ Sp(n). Let γ := γ1 γ2,resp. γ′ := γ′1 γ2. We have γ(1) = σ1 σ2 = γ′(1), as well as [γ−1 . γ′]homtp = [γ−11 . γ′1]homtp, eg. via the homotopy map
ηs defined by:
∀s ∈ [0, 1] , ∀t ∈ [0, 1] , ηs(t) :=
{
γ′1
(
2t
)
γ2
(
2st
) if t 6 1/2
γ1
(
2(1− t)) γ2(2s(1− t)) if t > 1/2 .
Thus, [γ−1 . γ′]homtp ∈ 2Z, ie. γ ≡2 γ′. In other words, the pointwise multiplication of paths is compatible with theequivalence relation ≡2 with respect to its first argument. Similarly, it is compatible with ≡2 with respect to its secondargument, and, by transitivity of ≡2, it is also compatible with ≡2 with respect to both arguments simultaneously. Thisallows the pointwise multiplication of paths to be lifted to a binary operation on Mp(n), which turns Mp(n) into a
19While the matrices Ω(n) and I(n) only differ by a sign prefactor, we use different notations to underline that these are the matrix
representations of different objects, with different transformation properties under change of basis: Ω(n) represents a bilinear form, while
I(n) represents an endomorphism (namely the canonical complex structure of R2n ≈ Cn, see subsection A.1.4).20This multiplication operation should not be confused with the composition of paths. In particular, two paths starting from 1 are not
composable unless the first one also end at 1, ie. is a loop based at one.
54
topological group (associativity follows from the associativity of the matrix multiplication in Sp(n); the identity elementof Mp(n) is the equivalence class of the constant path t 7→ 1; the inverse of any element can be obtained by pointwiseinversion of a representative path; and the compatibility with the topology of Mp(n) can be checked from the definition ofthe latter together with the continuity of the matrix multiplication and inverse in Sp(n)). Moreover, p(n) is then a grouphomomorphism Mp(n) → Sp(n).Since p(n) is also a smooth covering map, Mp(n) is in particular a Lie group, and its Lie algebra can be identifiedwith sp(n) via [dp(n)]
1
≈ idsp(n) . Specifically, we have, for any h ∈ sp(n):
expMp(n)(h) = [t 7→ expSp(n) (t h)]≡2 , (A.6.2)
where expSp(n) , resp. expMp(n) denotes the exponential map in Sp(n), resp. Mp(n) (indeed s 7→ [t 7→ expSp(n) (s t h)]≡2is a one-parameter subgroup [40, def. 3.29] and its tangential vector at 1 is h).
Uniqueness. Let M˜p(n) be a connected double cover of Sp(n) with covering map p˜(n) : M˜p(n) → Sp(n). Let 1˜ ∈
p˜(n),−1 〈1〉. For any path γ in Sp(n) starting from 1, there exists a unique path γ˜ in M˜p(n) starting from 1˜ such that
p˜(n) ◦ γ˜ = γ; moreover if two paths γ, γ′ starting from 1 are homotopic (with fixed endpoints), so are their lifts γ˜, γ˜′in M˜p(n) and, in particular, γ˜(1) = γ˜′(1) [18, prop. 1.30 and subsequent comment]. For any homotopy class [γ]homtpof paths starting from 1, we define χ([γ]homtp) := γ˜(1). Let H := χ−1 〈1˜〉 ⊂ pi1(Sp(n)) (the set of homotopy classesof loops based at 1 whose lifts are loops based at 1˜). H is a subgroup of pi1(Sp(n)) and, for any pair of paths γ, γ′from 1 to σ ∈ Sp(n), χ([γ]homtp) = χ([γ′]homtp) iff. [γ−1 . γ′]homtp ∈ H . In particular, χ induces a bijective mappingfrom pi1(Sp(n))/H into p˜(n),−1 〈1〉 (the surjectivity follows from M˜p(n) being path-connected, as connected cover of alocally path-connected space). Since p˜(n),−1 〈1〉 is a set of two elements, we get H = 2Z and χ thus induces a bijectivemapping χ˜ : Mp(n) → M˜p(n) satisfying p˜(n) ◦ χ˜ = p(n). Using the definition of the topology of Mp(n), together with thecovering map property of p˜(n), one can check that χ˜ is an homeomorphism.
Moreover, if M˜p(n) is equipped with a topological group structure such that p˜(n) is a group homomorphism, and 1˜ ischosen to be the group unit, the maps:
m : Mp(n) ×Mp(n) → Mp(n)
µ1, µ2 7→ µ1 µ2
&
m˜ : Mp(n) ×Mp(n) → Mp(n)
µ1, µ2 7→ χ˜−1
(
χ˜(µ1) χ˜(µ2)
)
are two lifts of the map:
m′ : Mp(n) ×Mp(n) → Sp(n)
µ1, µ2 7→ p(n)(µ1) p(n)(µ2)
,
and coincide at (1,1), hence they are equal [18, prop. 1.34]. In other words, χ˜ is then a group isomorphism.
Action on finite symplectic families. p(n) being a group homomorphism, the action B can be lifted to Mp(n) by precom-posing it with p(n) (this also holds in the n = 0 case, where B is simply the trivial action on the empty symplecticfamily). 
In section 3, finite-dimensional truncations of the classical theory will be labeled by symplectic families, and a family λ1 will
be considered coarser that a family λ2 if the span of λ1 is included in the span of λ2. If the family λ2 happens to extend the
family λ1, it is easy to write down the corresponding coarse-graining relation between the partial quantum theories (thanks to
subsection B.1.3). The following result shows that we can always go back to this case using the natural action of the symplectic
group (and, hence, of the metaplectic group) on finite symplectic families (from def. A.4).
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Proposition A.7 Let n 6 m and let (e1, . . . , e2n) , (f1, . . . , f2m) be two finite symplectic families in V such thatSpan {e1, . . . , e2n} ⊆ Span {f1, . . . , f2m}. Then, there exists a family (e2n+1, . . . , e2m) of vectors in V and an element
µ ∈ Mp(m) such that µB (f1, . . . , f2m) = (e1, . . . , e2m).
Proof Let F := Span {f1, . . . , f2m}. Using the invertibility of Ω(m), F equipped with the restriction of Ω is a symplecticvector space, so we can apply prop. A.3 to the finite dimensional vector subspace F in F . Hence, there exists afamily (e2n+1, . . . , e2m) of vectors in F such that (e1, . . . , e2m) is a symplectic family and Span {e1, . . . , e2m} =Span {f1, . . . , f2m}. Let σ be the 2m × 2m matrix such that ∀i 6 2m, fi = σji ej . Since both (e1, . . . , e2m) and
(f1, . . . , f2m) are symplectic families, σ ∈ Sp(m) and we can choose µ ∈ Mp(m) above σ, so that µ B (f1, . . . , f2m) =
(e1, . . . , e2m). 
To discuss the composition of coarse-graining relations (2.1.3, 2.2.4 and 3.1.5), we will need to identify lower-dimensional
metaplectic groups as subgroups of higher-dimensional ones. This identification is derived from the action of the metaplectic
group on finite symplectic families, by considering what happen when such families can be extended.
Definition A.8 Let m > n > 0. We define an injection ιm←n : Sp(n) → Sp(m) via:
∀σ ∈ Sp(n),∀i, j 6 2m, ιm←n(σ)ij = {σij if i, j 6 2nδij otherwise .
Proposition A.9 For any m > n > 0, ιm←n can be lifted to an injective group homomorphism `m←n : Mp(n) → Mp(m).For any l > m > n > 0, we have `l←m ◦ `m←n = `l←n.For any m > n > 0, any µ ∈ Mp(n) and any symplectic (2m)-family (e1, . . . , e2m) in V , we have:
`m←n(µ)B (e1, . . . , e2m) = (f1, . . . , f2m)with (f1, . . . , f2n) := µB (e1, . . . , e2n) and (f2n+1, . . . , f2m) := (e2n+1, . . . , e2m).
Proof For any l > m > n > 0, we have ιl←m ◦ ιm←n = ιl←n.For any m > 0, we define `m←0(1) := 1 and `m←0(1−) = 1−, where 1− ∈ Mp(m) is the element such that
p(m),−1 〈1〉 = {1, 1−}. Then, we have p(m) ◦ `m←0 = 1 = ιm←0 ◦ p(0).Let n > 0. From the proof of prop. A.6, a representative of the homotopy class 1 ∈ Z ≈ pi1(Sp(n)) is provided by theloop γ(n)1 : [0, 1]→ Sp(n), t 7→ ιn←1(r(2pit)) where:
∀θ ∈ R, r(θ) := (cos θ − sin θ
sin θ cos θ
).
Now, for any m > n > 0, the push-forward map ιm←n,∗ induces a group homomorphism:
h : pi1
(Sp(n)) → pi1(Sp(m))
[γ]homtp 7→ [ιm←n ◦ γ]homtp
(because homotopy maps can be push-forwarded as well). Since h(1) = [ιm←n ◦ γ(n)1 ]homtp = [γ(m)1 ]homtp = 1, weget h = idZ. Thus, ιm←n,∗ induces an injection `m←n : Mp(n) → Mp(m), [γ]≡2 7→ [ιm←n ◦ γ]≡2 . Moreover, we have
p(m) ◦ `m←n = ιm←n ◦ p(n) (with the covering map p(n) : Mp(n) → Sp(n), resp. p(m) : Mp(m) → Sp(m), from eq. (A.6.1)).The compatibility with the group structure, the composition property and the expression for the action follow from thecorresponding properties of ιm←n. 
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A.1.3 Infinite-dimensional Norms and Automorphisms
For the characterization of universal label subsets (subsections 2.3 and 3.2), we will need a topology on V , which should
be suitably compatible with the symplectic structure. A.10.1 express the continuity of Ω, while A.10.2 can be understood as the
continuity of the inverse map (which, as described in subsection A.1.1, is only defined on a subspace of the topological dual).
Note that we restrict ourselves to normable topologies: the proof of prop. A.13 relies quite heavily on this hypothesis. However,
the example studied in subsection 4.2 suggests that this should not be a problem in practice (it arguably fails in the non-compact
case, yet it is not even totally clear that the symplectic vector space V itself could be defined unambiguously in this case, which
calls for an altogether different approach, as advocated in subsection 5.3).
Definition A.10 A normed symplectic vector space is a symplectic vector space V,Ω equipped with a norm | · | such thatthere exist two real numbers ‖Ω‖ ,∥∥Ω−1∥∥ > 0 satisfying:
1. ∀v,w ∈ V, |Ω(v,w)| 6 ‖Ω‖ |v| |w|;
2. ∀v ∈ V \ {0} , ∃w ∈ V /Ω(v,w) = 1 & |v| |w| 6 ∥∥Ω−1∥∥.A normable symplectic vector space is a symplectic vector space V,Ω equipped with a topology which can be inducedby a norm that makes V into a normed symplectic vector space.
A topology as prescribed in def. A.10 allows to define a topological group of automorphisms on V . Importantly, the definition
of this group (and of its topological structure) can be shown to be independent of the particular norm we are using on V :
it only depends on the topology induced by this norm. This property will be crucial for the universality of the construction
considered in subsection 3.2 (see also the comments preceding prop. A.17, as well as the extensive discussion revolving around
this question in subsection 4.2).
Definition A.11 We define the group A(V,Ω) of automorphisms of V,Ω as the group of bijective linear mappingsm : V → V satisfying:
∀v,w ∈ V,Ω(mv,mw) = Ω(v,w).
If | · | is a norm making V into a normed symplectic vector space, we equip the space B(V, | · |) of continuous linearmappings V → V with the norm ‖ · ‖ defined by:
∀m ∈ B(V, | · |), ‖m‖ := sup
|v|=1
|mv|
(aka. the operator norm). We define the topological group Ao(V,Ω, | · |), as the group of bi-continuous automorphisms of
V,Ω, | · |, equipped with the topology induced by ‖ · ‖.
Proposition A.12 If | · |1 is a norm making V into a normed symplectic vector space (def. A.10), and | · |2 is a norm thatdefines the same topology on V , V,Ω, | · |2 is also a normed symplectic vector space. Moreover, ‖ · ‖1, ‖ · ‖2 define thesame topology on Ao(V,Ω, | · |1) = Ao(V,Ω, | · |2) (def. A.11).Hence, if V is equipped with a topology making it a normable symplectic vector space (def. A.10), we can define thetopological group Ao(V,Ω) as Ao(V,Ω, | · |) (for some norm | · | inducing the topology of V ).
Proof Since | · |1, | · |2 define the same topology, there exists c, c′ > 0 such that:
c | · |1 6 | · |2 6 c′ | · |1.Thus, we get:
∀v,w ∈ V, c2 |v|1 |w|1 6 |v|2 |w|2 6 c′2 |v|1 |w|1,
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so A.10.1 and A.10.2 hold with ‖Ω‖2 = ‖Ω‖1c2 and ∥∥Ω−1∥∥2 = c′2 ∥∥Ω−1∥∥1. We also get:
c
c′
‖ · ‖1 6 ‖ · ‖2 6
c′
c
‖ · ‖1,
so ‖ · ‖1 and ‖ · ‖2 define the same topology on Ao(V,Ω, | · |1) = Ao(V,Ω, | · |2). 
The following auxiliary result is at the core of the characterization of universal label subsets in Llin (theorem 3.14).
Proposition A.13 Let | · | be a norm on V making it a normed symplectic vector space (def. A.10) and let D be a densevector subspace in V . For any  > 0 and any finite-dimensional vector subspace F of V , there exists m ∈ Ao(V,Ω, | · |)such that:1. m 〈F 〉 ⊆ D;
2. m|F∩D = idV |F∩D;3. ‖m− idV ‖ < .
Lemma A.14 Let V,Ω, | · | be a normed symplectic vector space. Let n > 0, E > 0 and  > 0. There exists o > 0 suchthat, for any finite symplectic family (e1, . . . , e2n) and any family (v1, . . . ,v2n) of vectors in V , satisfying:
∀i 6 2n, |ei| 6 E & |ei − vi| < o,there exists a symplectic family (f1, . . . , f2n) in V satisfying:
∀i 6 2n, fi ∈ Span {vj | j 6 i} & |ei − fi| < .
Proof We proceed by recursion over n > 1.We first consider the case n = 1. Let  > 0 and E > 0. We define:
o :=
min(1, )
1 + 2 ‖Ω‖ (2E + 1)2 > 0.Let (e1, e2) be a symplectic family in V such that ∀i 6 2, |ei| 6 E . Let (v1,v2) be a family of vectors in V such that
∀i 6 2, |ei − vi| < o. Then,
|Ω(v1,v2)− 1| < o ‖Ω‖ (|e1|+ |e2|+ o) 6 o ‖Ω‖ (2E + 1).In particular, Ω(v1,v2) > 1/2, so defining α := 1/√Ω(v1,v2) > 0, we have |α− 1| < ∣∣α2 − 1∣∣ < 2 o ‖Ω‖ (2E + 1). Thus,defining fi := αvi for i 6 2, (f1, f2) is a symplectic family with, for any i 6 2, fi ∈ Span {vj | j 6 i} and:
|ei − fi| < o [1 + 2 ‖Ω‖ (2E + 1) (|ei|+ o)] 6 .We now consider the case n > 1, assuming that the result holds for m 6 n− 1. Let  > 0 and E > 0. Let 1 > 0 beobtained by applying the case m = n− 1 to  and E , and define:
′ := min
(
1, ,
1
4 ‖Ω‖ (E + 1)2
)
> 0.
Let 2 > 0 be obtained by applying the case m = 1 to ′ and E , and define:
o := min
(
2,
1
2 + 4 ‖Ω‖ (E + 1)2
)
> 0.
Let (e1, . . . , e2n) be a symplectic family in V such that ∀i 6 2n, |ei| 6 E . Let (v1, . . . ,v2n) be a family of vectors in Vsuch that ∀i 6 2n, |ei − vi| < o. By definition of 2 > o, there exists a symplectic family (f1, f2) with, for any i 6 2,
fi ∈ Span {vj | j 6 i} and |ei − fi| < ′. In particular, |ei − fi| <  and |fi| < |ei| + ′ 6 E + 1. For any j > 2, we
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define:
v′j := vj − Ω(f1,vj) f2 + Ω(f2,vj) f1,so that, for any i 6 2 and any j > 2, Ω(fi,v′j) = 0. We have, for any j > 2:∣∣ej − v′j∣∣ < o + |Ω(f1,vj)| |f2|+ |Ω(f2,vj)| |f1|
< o + 2 ‖Ω‖ o |f1| |f2|+ ‖Ω‖ ′ |ej | (|f1|+ |f2|)
< 1.Thus, by definition of 1, there exists a symplectic family (f3, . . . , f2n) with, for any i > 2, fi ∈ Span{v′j ∣∣ 2 < j 6 i}and |ei − fi| < . Then, by construction, (f1, . . . , f2n) is a symplectic family with the desired properties. 
Lemma A.15 Let V,Ω, | · | be a normed symplectic vector space. Let k > 0 and Eo > 0. There exists E > 0 such that, forany finite-dimensional vector subspace F of V , of dimension dimF = d, and any finite symplectic family (e1, . . . , e2n)in F , with:
d = 2n+ k & ∀i 6 2n, |ei| 6 Eo,
(e1, . . . , e2n) can be extended into a finite symplectic family (e1, . . . , e2m) with m 6 d− n satisfying:
F ⊆ Span {e1, . . . , e2m} & ∀i 6 2m, |ei| 6 E .
Proof Let Eo > 0. We proceed by recursion over d− 2n = k > 0. The case d = 2n is trivially satisfied with E = Eo.We consider the case d− 2n = k > 1, assuming that the result holds for d− 2n = k − 1 with E′ > 0. We define:
E := max
(
E′,
√(
1 + 2d ‖Ω‖ E′2) ‖Ω−1‖) > 0
Let F with dimF = d, (e1, . . . , e2n) be a finite symplectic family in F , with ∀i 6 2n, |ei| 6 Eo, and let F ′ be a
(d − 1)-dimensional vector subspace of F containing (e1, . . . , e2n). By definition of E′, (e1, . . . , e2n) can be extendedinto a finite symplectic family (e1, . . . , e2m) with m 6 d− n− 1 satisfying:
F ′ ⊆ Span {e1, . . . , e2m} & ∀i 6 2m, |ei| 6 E′ 6 E .
Let F˜ := Span {e1, . . . , e2m} and F˜⊥ := {v ∈ V ∣∣∣ ∀w ∈ F˜ ,Ω(v,w) = 0}. If F ⊆ F˜ , we are done. Otherwise, thereexists v˜ 6= 0 such that F ⊆ F˜ ⊕ Span {v˜}. We define:
Π : V → V
w 7→ w −∑2mi,j=1 Ω(m),−1ij Ω(w, ei) ej .Then, v := Π(v˜) ∈ F˜⊥ \ {0} and F ⊆ F˜ ⊕ Span {v}. Applying A.10.2, there exists w˜ ∈ V such that Ω(v, w˜) = 1 and
|v| |w˜| 6 ∥∥Ω−1∥∥. Let w := Π(w˜) ∈ F˜⊥. Since v ∈ F˜⊥, Ω(v,w) = Ω(v, w˜) = 1, and, using the expression for Π, weget:
|w| 6 ∣∣w˜∣∣ (1 + 2m ‖Ω‖ E′2) 6 E2|v| .
Defining e2m+1 = √|w|/|v|v and e2m+2 = √|v|/|w|w, (e1, . . . , e2m+2) is a finite symplectic family with the desiredproperties. 
Proof of prop. A.13 A.10.1 holds for any v,w ∈ V , hence it in particular holds for any v,w ∈ D. Let v ∈ D \ {0}.There exists w˜ ∈ V such that Ω(v, w˜) = 1 and |v| |w˜| 6 ∥∥Ω−1∥∥. Since D is dense, there exists w ∈ D such that
|w − w˜| 6 1/2 ‖Ω‖ |v|. Then, |Ω(v,w)− 1| 6 1/2, so Ω(v,w) > 1/2 > 0, and therefore |v| |w/Ω(v,w)| 6 2∥∥Ω−1∥∥+‖Ω‖−1.Thus, A.10.2 holds on D with 2∥∥Ω−1∥∥ + ‖Ω‖−1. Since A.10.2 implies eq. (A.1.1), D, Ω|D is in particular a symplecticvector space, hence D, Ω|D , | · | is a normed symplectic vector space.Applying lemma A.15 to the subspace F ∩D of D, there exist E1 > 0 and a finite symplectic family (e1, . . . , e2n1) in
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D, such that F ∩D ⊆ Span {e1, . . . , e2n1} =: F1 and ∀i 6 2n1, |ei| 6 E1. Let F˜1 := F + F1. Applying lemma A.15 tothe subspace F˜1 of V , there exist E2 > 0 and a family (e2n1+1, . . . , e2n2) of vectors in V , such that (e1, . . . , e2n2) is asymplectic family, F˜1 ⊆ Span {e1, . . . , e2n2} =: F2 and ∀i 6 2n2, |ei| 6 E2. If F ⊆ D, m = idV ∈ Ao(V,Ω, | · |) fulfillsA.13.1 to A.13.3, so in the following we assume F 6⊆ D, hence n2 > n1.Let K := 2(n2 − n1) and N := 3n2 − 2n1. For any k 6 K , let E3(k) be the bound provided by lemma A.15 given kand E2, and define E3 := max
06k6K
E3(k) > 0. Let:
1 :=
min (, 1/2)
2 ‖Ω‖ (N − n1)E3 > 0.For any n 6 N , let o(n) be the bound provided by lemma A.14 given n, E3 and 1, and define o := min
0<n6N
o(n) > 0.
Since D is dense, there exists, for any 2n1 < i 6 2n2, vi ∈ D such that |ei − vi| < o. Let F˜2 := F2 +Span {v2n1+1, . . . ,v2n2}. We have dim F˜2 6 2n2 +K , hence, by definition of E3, (e1, . . . , e2n2) can be extended into asymplectic family (e1, . . . , e2n3) with n3 6 N , such that F˜2 ⊆ Span {e1, . . . , e2n3} =: F3 and ∀i 6 2n3, |ei| 6 E3. Forany i ∈ {1, . . . , 2n1} ∪ {2n2 + 1, . . . , 2n3}, we define vi := ei. Thus, by definition of o, there exists a finite symplecticfamily (f1, . . . , f2n3) in V such that:
∀i 6 2n3, fi ∈ Span {vj | j 6 i} & |ei − fi| < 1.The first condition implies ∀i 6 2n3,Span {f1, . . . , fi} ⊆ Span {v1, . . . ,vi}, hence:Span {f1, . . . , f2n1} ⊆ F1, Span {f1, . . . , f2n2} ⊆ D and Span {f1, . . . , f2n3} ⊆ F˜2 + F3 = F3.Since the vectors in a symplectic family are linearly independent, a dimension argument yields Span {f1, . . . , f2n1} = F1and Span {f1, . . . , f2n3} = F3. Moreover, using the invertibility of Ω(n1):Span {e2n1+1, . . . , e2n3} = {w ∈ F3 | ∀v ∈ F1,Ω(v,w) = 0} = Span {f2n1+1, . . . , f2n3}.Thus, there exists σ ∈ Sp(n3−n1) such that σ B (e2n1+1, . . . , e2n3) = (f2n1+1, . . . , f2n3).Now, we define m : V → V by:
∀w ∈ V,mw := w + 2n3∑
i,j=2n1+1
Ω
(n3−n1),−1
ij Ω(ej ,w) (fi − ei).
From the definition of 1, we get:
‖m− idV ‖ < min (, 1/2),so m is bijective and bi-continuous (using the power series expansion of 1/1−x), and it fulfills A.13.3. Moreover, we have:
∀w,w′ ∈ V,Ω(mw,mw′)− Ω(w,w′) = 2n3∑
i,k=2n1+1
wiw
′
k
[tσ−1 Ω(n3−n1) σ−1 − Ω(n3−n1)]
ik
,
where ∀i ∈ {2n1 + 1, . . . , 2n3} , wi := 2n3∑
j=2n1+1
Ω
(n3−n1),−1
ij Ω(ej ,w). Hence, m ∈ Ao(V,Ω, | · |) follows from σ ∈
Sp(n3−n1). Finally, for any w ∈ F ⊆ F2, w = 2n2∑
i=1
wi ei, so mw = 2n1∑
i=1
wi ei +
∑
i=
2n1 + 1
2n2wi fi ∈ F1 +
Span {f1, . . . , f2n2} ⊆ D, so A.13.1 holds, and, similarly, for any w ∈ F ∩ D ⊆ F1, mw = w, so A.13.2 holds.

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A.1.4 Complex Structures
A complex structure on a real vector space is a prescription to turn it into a complex vector space of half the dimension: it
can be specified as an R-linear bijective mapping, representing the scalar multiplication by the imaginary unit.
On a symplectic vector space V , a complex structure suitably compatible with the symplectic structure Ω will not only turn
V into a complex vector space, but also equip it with a structure of pre-Hilbert space (aka. inner-product space), the completion
of which can be used as the 1-particle Hilbert space of an infinite-dimensional Fock representation, as we will describe in
subsection B.1.4 (see also subsection 1.2: polarizations in QFT are precisely the complex structures obeying def. A.16).
Definition A.16 A compatible complex structure on a symplectic vector space V,Ω is a linear map I : V → V satisfying:
1. I2 = −idV ;2. ∀v,w ∈ V,Ω(Iv, Iw) = Ω(v, w);
3. ∀vV \ {0} ,Ω(v, Iv) > 0.
V can then be equipped with a structure of complex pre-Hilbert space, with the scalar multiplication defined by:
∀z ∈ C, ∀v ∈ V, z v := Re(z)v + Im(z) Iv,and the scalar product defined by:
∀v,w ∈ V, 〈v | w〉I := Ω(v, Iw) + iΩ(v, w).Moreover, the norm | · | induced by the scalar product 〈 · | · 〉I makes V into a normed symplectic vector space (with
‖Ω‖ = ∥∥Ω−1∥∥ = 1).
It is a well-known result on finite-dimensional unitary vector spaces that, considering the three structures that can be
recovered from the complex Hermitian product, viz. the symplectic form Ω, the complex structure I , and the real inner-product
( · | · ) := Re 〈 · | · 〉I , any two of them uniquely determine the third one. In addition, if a norm happens to arise from a
real scalar product, this scalar product can be retrieved from the norm (although not all norms do: only those that satisfy the
so-called "parallelogram identity").
Analogous correspondences hold in the infinite-dimensional case: we already mentioned in def. A.16 how the complex scalar
product, hence in particular its real part, can be reconstructed from Ω and I ; the result below shows that, for a certain class of
norms on symplectic vector spaces, a complex structure can be extracted; and the last part of the equivalence will be established
in def. A.28.
This is the reason why it was important to establish in prop. A.12 that the structure we will be using in subsection 3.2 does
not depend on the choice of a norm, but only of a normable topology on V : while the former would, in many cases, amounts
to a choice of polarization, the latter affords a much greater flexibility, as demonstrated by the results from subsection 4.2, in
particular props. 4.5 and 4.6.
Proposition A.17 Let V,Ω, | · | be a normed symplectic vector space such that:
1. ‖Ω‖ = ∥∥Ω−1∥∥ = 1;
2. ∀v,w ∈ V, |v +w|2 + |v −w|2 = 2 |v|2 + 2 |w|2 (parallelogram identity).Then, there exists a unique compatible complex structure I such that | · | is the norm induced by I .
Proof Let v ∈ V \ {0}. From A.10.2, there exists w ∈ V such that Ω(v, w) = 1 and |v| |w| 6 1. Let w, w′ ∈ V suchthat:
Ω(v, w) = Ω(v, w′) = 1 & |w| , ∣∣w′∣∣ 6 1|v| .
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From A.10.1, we have 2 6 |v| ∣∣w +w′∣∣, hence:∣∣w −w′∣∣2 = 2 |w|2 + 2 ∣∣w′∣∣2 − ∣∣w +w′∣∣2 6 4|v|2 − 4|v|2 = 0.Thus, for any v ∈ V \ {0}, we can define Iv as the unique vector in V such that:
Ω(v, Iv) = |v|2 & |Iv| 6 |v|.Using A.10.1, this implies |Iv| = |v|. Moreover, the definition can be extended to v = 0, since I0 := 0 is the uniquevector in V such that |I0| 6 0. The characterization of Iv ensures that, for any v ∈ V , I(Iv) = −v, and, for any λ ∈ R,
I(λv) = λ Iv.Let v, w ∈ V and let F := Span {v, Iv,w, Iw}. The parallelogram identity ensures that there exists a real scalarproduct ( · , · )F on F whose associated norm is the restriction of | · | to F . Hence, there exists a vector v′ ∈ Fsuch that Ω(v, · )|F = (v′, · )F . In particular, we have ∣∣v′∣∣2 = Ω(v, v′) 6 |v| ∣∣v′∣∣, as well as |v|2 = (v′, Iv)F 6∣∣v′∣∣ |Iv| = ∣∣v′∣∣ |v|. The uniqueness of Iv then requires v′ = Iv, so Ω(v, Iw) = (Iv, Iw). Applying the samereasoning to w yields Ω(v, Iw) = Ω(w, Iv). Since this holds for any v, w ∈ V , it follows from I(Iv) = −v that
Ω(Iv, Iw) = Ω(v, w).Let w1,w2 ∈ V . For any v ∈ V , we have Ω(v, I(w1 + w2)) = Ω(w1 + w2, Iv) = Ω(v, Iw1 + Iw2), henceeq. (A.1.1) implies that I(w1 + w2) = Iw1 + Iw2. This concludes the proof that I is a compatible complex structureinducing the norm | · |.If I ′ is another compatible complex structure inducing the same norm, we have:
|v|2 = Ω(v, I ′v) = Ω(I ′v, I ′I ′v) = ∣∣I ′v∣∣2,
hence, by uniqueness of Iv, I ′ = I . 
Proposition A.18 Let V (C), 〈 · | · 〉 be a complex pre-Hilbert space, and let V be the underlying real vector space.Define Ω : V × V → R by:
∀v,w ∈ V,Ω(v, w) := Im 〈v | w〉.Then, V, Ω is a symplectic vector space, and I : V → V, v 7→ iv is a compatible complex structure.
Proof Ω is R-bilinear and antisymmetric by construction. Eq. (A.1.1) is fulfilled with w = iv/|v|2. I is R-linear, andfulfills def. A.16 by construction. 
A.2 Real pre-Hilbert Spaces
The elementary observables in fermionic QFTs obey anti-commutator relations, rather than commutator relations. Accord-
ingly, the classical precursors of such theories should be defined on a "phase space" carrying a symmetric bilinear form, rather
than an anti-symmetric one. Since symplectic forms were defined in def. A.1 as (weakly) non-degenerate, bilinear, anti-symmetric
forms, the natural analogue in the symmetric case is to consider a structure of real pre-Hilbert space (aka. inner-product space;
the analogue of a strongly non-degenerate symplectic form would naturally be a real Hilbert space, in which, by virtue of the
Riesz representation theorem, the scalar product provides a bijective identification between V and its dual). The analogue of
Hamiltonian vector fields will then be gradient vector fields, and the analogue of the Poisson brackets of two functions f, g will
be the scalar product of their gradients (∇f | ∇g) (which is, as requested, symmetric in f, g).
The present appendix is mostly a straightforward repetition of subsection A.1 in the case of a real scalar product, and we
will only comment on the few differences. Note that for the quantization to exist, the phase space should be even-dimensional
(this was automatically ensured in the symplectic case, since no non-degenerate anti-symmetric form can be constructed on an
odd-dimensional space).
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In this sub-section, V, ( · | · ) is a real pre-Hilbert space. V is assumed to be either even or infinite dimensional.
A.2.1 Finite Orthonormal Families
Finite truncations of a field theory will still be labeled by partial frames, aka. finite families. In agreement with the comment
above, we only consider even-dimensional families: like in the bosonic case, 1 dof. or "mode" corresponds to a 2-dimensional
subspace of (the dual of) V .
Proposition A.19 Let F be a finite dimensional vector subspace of V , and let (e1, . . . , e2n) be a finite orthonormalfamily in F . Then, there exists m ∈ N, with n 6 m 6 ddimF/2e (where d · e denotes the ceiling function), and a family
(e2n+1, . . . , e2m) of vectors in V such that (e1, . . . , e2m) is an orthonormal family and F ⊆ Span {e1, . . . , e2m}.In particular, for any finite dimensional vector subspace F of V , there exists a finite orthonormal family (e1, . . . , e2m)in V such that F ⊆ Span {e1, . . . , e2m}.
Proof Let F˜ := F ∩ (Span {e1, . . . , e2m})⊥. Let (e2n+1, . . . , ep) be an orthonormal basis in F˜ . Then, (e1, . . . , ep) is anorthonormal basis in F and, in particular, p = dimF . If p is even, let m = p/2. If p is odd, F ( V (since V is even orinfinite dimensional), hence there exists ep+1 ∈ F⊥ with (ep+1 | ep+1) = 1 and we let m = p+1/2. 
A.2.2 Finite-dimensional (Special) Orthogonal and Spin Group
While symplectomorphisms are automatically orientation-preserving (because a volume form, prescribing an orientation, can
be constructed directly from the symplectic form Ω, see [44, section 8.2]), this is not the case of orthogonal transformations
(viz. reflections are orientation-reversing). However, as we will see in subsection B.2.3, arrows can only be associated to
orientation-preserving transformations, ie. elements of the special orthogonal group. Fortunately, prop. A.23 below ensures that,
for V infinite-dimensional (which is the case we are actually interested in), this restriction on the admissible arrows does not
jeopardize the directedness of the label set (prop. 3.4): this is because a choice of orientation in a vector space F2 does not fix
the orientation of a strictly lower-dimensional subspace F1 of F2 (we can always compensate a change of orientation in F1 by
a reflexion in its orthogonal complement).
Also, beware that, since we are only interested in even-dimensional phase spaces, and in agreement with the notations used
in subsection A.1, we identify all groups and Lie algebras by the half-dimension of the space on which they act (ie. the number
of dofs).
Definition A.20 We denote by SO(n) the special orthogonal group over R2n:
SO(n) := {σ ∈ GL2n(R) ∣∣ tσ = σ−1 & detσ = 1},
and define a (left) action B of SO(n) on the space of orthonormal (2n)-families in V by:
∀σ ∈ SO(n), ∀ (e1, . . . , e2n) orthonormal family in V, σ B (e1, . . . , e2n) := (σ−1ji ej)
i62n
= (σij ej)i62n.
SO(n) is a Lie group with Lie algebra:
so(n) := {h ∈ M2n(R) | th + h = 0}.
For any m > n > 0, we define an injection ιm←n : SO(n) → SO(m) as in def. A.8 (note that ιm←n is indeedwell-defined as it preserves the determinant).
63
Like in the symplectic case (see the comments before prop. A.5), the (even-dimensional) special orthogonal group contains
a unitary subgroup. In fact, since C-linear transformations which preserve the real inner-product preserve the associated
symplectic structure, and vice-versa (in the spirit of the correspondence discussed before prop. A.17), this unitary subgroup is
precisely the intersection of the symplectic and orthogonal groups. This is the reason why the signs in A.5.1 vs. A.21.1 match
for the β(h) part, but not for the γ(h) one (the sign difference is emphasized in bold below).
Proposition A.21 For any h ∈ so(n), we define β(h), γ(h) ∈ Mn(C) as in prop. A.5.We have:1. for any h ∈ so(n), β†(h) = −β(h) and tγ(h) =−γ(h);
2. for any h, h′ ∈ so(n):
β
(
[h, h′]) = [β(h), β(h′)]+ γ∗(h) γ(h′)− γ∗(h′) γ(h)
& γ
(
[h, h′]) = γ(h)β(h′)− γ(h′)β(h) + β∗(h) γ(h′)− β∗(h′) γ(h).
Proof The proof is similar to the one of prop. A.5. 
Proposition A.22 For n > 0, SO(n) is path-connected and its fundamental group is isomorphic to Z (if n = 1) or Z2(if n > 1). Its connected double cover, called the spin group over R2n, and denoted Spin(n), can be constructed like inprop. A.6, with covering map p(n) : Spin(n) → SO(n).For n = 0, SO(0) = {1} and we define Spin(0) := {1, 1−} ≈ Z2.The left action B of SO(n) on the space of orthonormal (2n)-families in V can be lifted to an action of Spin(n) byprecomposing it with p(n).
Proof Let SOd(R) := {σ ∈ GLd(R) ∣∣ tσ = σ−1 & detσ = 1}, so that, for any n > 1, SO(n) = SO2n(R). We firstconsider the case n = 1. SO(1) = SO2(R) ≈ U1(C), hence it is path-connected with pi1(SO(1)) ≈ Z.For any d > 2, SOd(R) can be written as a fiber bundle with base Sd−1 (the unit sphere in Rd) via [22, example I.5.1]:
ρ : SOd(R) → Sd−1r 7→ rud ,
where ud := (0, . . . , 0, 1) ∈ Rd. The fibers can be identified with SOd−1(R) via:
ι˜ : SOd−1(R) → ρ−1 〈ud〉 ⊂ SOd(R)r 7→ r′ where ∀i, j 6 d, r′ij =
{rij if i, j 6 d− 1
δij otherwise .
Since Sd−1 is path-connected for d > 2, the path-connectedness of SOd(R) for d > 2 follows recursively from thepath-connectedness of SO2(R). Moreover, the theory of homotopy groups on fiber bundles [18, prop. 4.48, theorems 4.3and 4.41] provides an exact sequence (a sequence of group homomorphisms, such that the image of a given morphism isthe kernel of the next one):
pi2
(
Sd−1
)→ pi1(SOd−1(R)) ι˜∗→ pi1(SOd(R))→ pi1(Sd−1).
For d > 4, pi2(Sd−1) ≈ pi1(Sd−1) ≈ {0}, hence the push-forward map ι˜∗ is then an isomorphism pi1(SOd−1(R)) →
pi1
(SOd(R)). Now, we have the double covering map [17, section 1.6.1]:
p˜3 : SU2(C) → SO3(R)
cos ‖θ‖2 1− i sin ‖θ‖2 σ(uθ) 7→ 1+ (1− cos ‖θ‖) J2(uθ) + sin ‖θ‖ J(uθ)
,
where θ ∈ R3, uθ := θ/‖θ‖ and, for any u = (u1, u2, u3) ∈ R3:
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σ(u) :=
(
u3 u1 − i u2
u1 + i u2 −u3
)
& ∀x ∈ R3, J(u)x := u ∧ x.
Since SU2(C) is simply-connected [17, appendix E], we infer pi1(SO3(R)) ≈ Z2 (as a consequence of the homotopy liftingproperty of covering spaces, [18, prop. 1.32]), so ∀d > 3, pi1(SOd(R)) ≈ Z2, and, in particular, ∀n > 2, pi1(SO(n)) ≈ Z2.Specifically, for any n > 2, a representative of 1 ∈ Z2 ≈ pi1(SO(n)) is given by the loop γ(n)1 : [0, 1] → SO(n), t 7→r˜(n)(2pit), where:
∀i, j 6 2n,∀θ ∈ R, r˜(n)ij (θ) := {r˜ij(θ) if i, j 6 3δij otherwise
& ∀θ ∈ R, r˜(θ) := 1+ (1− cos θ) J2(u3) + sin θ J(u3) =
cos θ − sin θ 0sin θ cos θ 0
0 0 1
.
Thus, for any n > 1, a representative of 1 ∈ pi1(SO(n)) is given by the loop γ(n)1 : [0, 1] → SO(n), t 7→ ιn←1(r(2pit)),with ιn←1 from defs. A.8 and A.20 and r(θ) as in the proof of prop. A.9.For any n > 1, we can therefore obtain the unique connected double cover Spin(n) of SO(n), with covering map
p(n) : Spin(n) → SO(n), by the same construction as in the proof of prop. A.6 (except that, for n > 2, the equivalencerelation ≡2 should be defined with respect to the subgroup {0} of Z2, hence corresponds to homotopy equivalence ofpaths; the double cover coincides in this case with the universal cover, as follows from [18, props. 1.31 and 1.32]). Since
p(n) is a group homomorphism (with the group structure on Spin(n) defined as in the proof of prop. A.6), the action Bcan be lifted by precomposition. 
Proposition A.23 Let n < m and let (e1, . . . , e2n) , (f1, . . . , f2m) be two finite orthonormal families in V such thatSpan {e1, . . . , e2n} ( Span {f1, . . . , f2m}. Then, there exists a family (e2n+1, . . . , e2m) of vectors in V and an element
µ ∈ Spin(n) such that µB (f1, . . . , f2m) = (e1, . . . , e2m).
Proof Proceeding like in prop. A.7, there exists a family (e2n+1, . . . , e2m) of vectors in V such that (e1, . . . , e2m) isan orthonormal family and Span {e1, . . . , e2m} = Span {f1, . . . , f2m}. If (e1, . . . , e2m) and (f1, . . . , f2m) have oppositeorientations, we redefine e2m as −e2m (note that we took the precaution to assume n < m). Then, there exists σ ∈ SO(n)such that ∀i 6 2m, fi = σji ej , and we can choose µ ∈ Spin(m) above σ, so that µB (f1, . . . , f2m) = (e1, . . . , e2m). 
Proposition A.24 For any m > n > 0, ιm←n (from defs. A.8 and A.20) can be lifted to an injective group homomorphism
`m←n : Spin(n) → Spin(m). For any l > m > n > 0, we have `l←m ◦ `m←n = `l←n.For any m > n > 0, any µ ∈ Spin(n) and any orthonormal (2m)-family (e1, . . . , e2m) in V , we have:
`m←n(µ)B (e1, . . . , e2m) = (f1, . . . , f2m)with (f1, . . . , f2n) := µB (e1, . . . , e2n) and (f2n+1, . . . , f2m) := (e2n+1, . . . , e2m).
Proof Since we have the same expression for the representative loop γ(n)1 as in the symplectic case (proof of prop. A.9),we obtain in the same way that, for any m > n > 0 the push-forward map pi1(SO(n))→ pi1(SO(m)) induced by ιm←nis idZ (if m = n = 1), or the quotient map Z → Z2 ≈ Z/2Z (if m > n = 1), or idZ2 (if m > n > 1). The rest of theproof is then similar. 
A.2.3 Infinite-dimensional Automorphisms
The question of norms and topology is much easier in the inner-product case than in the symplectic case (subsection A.1.3),
since the inner-product directly provides us with a preferred norm.
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Definition A.25 We define the group Ao(V, ( · | · )) of automorphisms of V, ( · | · ) as the group of bijective linearmappings m : V → V satisfying:
∀v,w ∈ V, (mv | mw) = (v | w).
Equipping V with the norm | · | induced by the scalar product ( · | · ), we note that any m ∈ Ao(V, ( · | · )) isbi-continuous (as an isometry), so we can equip Ao(V, ( · | · )) with a structure of topological group like in def. A.11.
Proposition A.26 Equipping V with the norm | · | induced by the scalar product ( · | · ), let D be a dense vector subspacein V . For any  > 0 and any finite-dimensional vector subspace F of V , there exists m ∈ Ao(V, ( · | · )) such that:1. m 〈F 〉 ⊆ D;
2. m|F∩D = idV |F∩D;3. ‖m− idV ‖ < .
Lemma A.27 Let n > 0 and  > 0. There exists o > 0 such that, for any finite orthonormal family (e1, . . . , e2n), andany family (v1, . . . ,v2n) of vectors in V satisfying:
∀i 6 2n, |ei − vi| < o,there exists an orthonormal family (f1, . . . , f2n) in V satisfying:
∀i 6 2n, fi ∈ Span {vj | j 6 i} & |ei − fi| < .
Proof The proof is similar to the one of lemma A.14, using standard Gram–Schmidt orthonormalization rather than itssymplectic counterpart, and taking advantage of the fact that |ei| = 1 by definition (which allows to dispense from thebound E that was needed for lemma A.14). 
Proof of prop. A.26 Since D is dense in V , which is even or infinite dimensional, D itself is even or infinite dimensional.The rest of the proof is similar to the one of prop. A.13, but easier, since we do not need to keep track of a bound on thenorm of the frame vectors ei (which is 1 by definition), so we can directly use prop. A.19 in place of lemma A.15. 
A.2.4 Complex Structures
Like in the bosonic/symplectic case, a choice of complex structure (aka. polarization) is needed to construct an infinite-
dimensional fermionic Fock space from a real pre-Hilbert space (subsection B.2.4). The reconstruction of a complex inner-
product from a real one together with a choice of complex structure constitutes the last part of the correspondence announced
in subsection A.1.4.
Definition A.28 A compatible complex structure on a real pre-Hilbert space V, ( · | · ) is a linear map I : V → Vsatisfying:
1. I2 = −idV ;2. ∀v,w ∈ V, (Iv | Iw) = (v | w).
V can then be equipped with a structure of complex pre-Hilbert space, with the scalar multiplication defined by:
∀z ∈ C, ∀v ∈ V, z v := Re(z)v + Im(z) Iv,and the (complex) scalar product defined by:
∀v,w ∈ V, 〈v | w〉I := (v | w)− i (v | Iw).Note that, for any v ∈ V :
(v | Iv) = (Iv | IIv) = − (Iv | v) = − (v | Iv) = 0,
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so 〈 · | · 〉I being positive-definite follows from the corresponding property of ( · | · ).
B Linear Holomorphic Quantization
We introduce Fock spaces using their explicit representation as multi-particle spaces. See [44, section 9.2] for how to arrive
at these spaces through an holomorphic polarization in the context of geometric quantization. See also our treatment of Fock
spaces on infinite-dimensional classical phase spaces (in subsection B.1.4) for additional insight regarding the role of complex
structures (subsection A.1.4).
B.1 Bosonic Fock Spaces
B.1.1 Finite-dimensional Case – Metaplectic Representation
We define here the Fock quantization of a finite-dimensional symplectic vector space in a chosen symplectic frame (ie. identi-
fying the classical phase space with R2n, equipped with its canonical symplectic structure). This gives a preferred orthonormal
basis (in terms of occupation numbers) in the resulting Fock space: this very explicit description will be the one used for the
partial Hilbert space that we will attach to a given label (as labels correspond to finite symplectic families in a possibly infinite-
dimensional symplectic vector space, cf. subsection 3.1 and def. A.2). We could alternatively start from just a complex structure
(aka. complex polarization) on the phase space (as we will do in subsection B.1.4), yielding a Fock space with an unambiguous
notion of total occupation number (hence, a preferred vacuum state), but no preferred mode basis. The two definitions coincide,
noting that a frame in particular determines a complex structure (through the identification R2n ≈ (R2)n ≈ Cn).
Thanks to the Stone–von Neumann theorem, it is possible to relate Fock spaces constructed over different symplectic frames
(even if said frames are associated to different complex structures). Equivalently (as explained in the introduction of subsec-
tion 3.1), we have (projective) unitary representation of the symplectic group (def. A.4), which we will construct in the present
subsection.
Definition B.1 Let N > 0 and let H be a Hilbert space. For any ε ∈ SN (the permutation group over {1, . . . , N}), wedefine a unitary operator εˆ over H⊗N by:
∀e1, . . . , eN ∈ H, εˆ
(
e1 ⊗ · · · ⊗ eN
)
:= eε(1) ⊗ · · · ⊗ eε(N)
(note that ε 7→ εˆ is a right group action of SN on H⊗N ).We define the Hilbert space H⊗N,sym by:
H⊗N,sym := {Ψ ∈ H⊗N ∣∣ ∀ε ∈ SN , εˆΨ = Ψ}.
By convention, H⊗0,sym ≈ C.
Definition B.2 Let n > 0. We define the bosonic Fock space over n states as F (n)bos := D(n)bos where:
D(n)bos :=
⊕
N>0
(Cn)⊗N,sym,
and ( · ) denotes the completion with respect to the inner product norm. F (n)bos is a complex separable Hilbert space.Let (b1, . . . ,bn) denotes the canonical basis of Cn. For any (N1, . . . , Nn) ∈ Nn, we define:
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|N1, . . . , Nn〉bos :=
1√
N !N1! . . . Nn!
∑
ε∈SN
εˆ
(
b1 ⊗ · · · ⊗ b1︸ ︷︷ ︸
N1
⊗ · · · ⊗ bn ⊗ · · · ⊗ bn︸ ︷︷ ︸
Nn
) ∈ (Cn)⊗N,sym,
with N = N1 + · · ·+Nn. ( |N1, . . . , Nn〉bos )(N1,...,Nn)∈Nn is an orthonormal basis of F (n)bos.For any p 6 n, we define the linear operators ap, a+p : D(n)bos → D(n)bos by:
∀ (N1, . . . , Nn) ∈ Nn, ap |N1, . . . , Nn〉bos :=
√
Np |N1, . . . , Np − 1, . . . , Nn〉bos
& a+p |N1, . . . , Nn〉bos :=
√
Np + 1 |N1, . . . , Np + 1, . . . , Nn〉bos.
We give the quantization of both linear and quadratic observables. The Hamiltonian vector fields of these observables
generate affine symplectic transformations on the phase space, viz. respectively, translations and linear symplectomorphisms.
Checking that the quantum commutators match the classical Poisson brackets, we ensure that we have a representation of
the Lie algebra of the group of affine symplectic transformations (up to a central charge [42, section 2.7], since the constant
functions appearing as the Poisson brackets of linear observables act as trivial transformations on the phase space).
The quantization of the generators of linear symplectomorphisms uses the decomposition of the symplectic Lie algebra
into C-linear (unitary) and anti-C-linear parts (prop. A.5). In accordance with the comments at the beginning of the present
subsection, the unitary part of a transformation, which preserves the complex structure determined by a symplectic frame,
preserves the total occupation number (and in particular the vacuum), and, as we will see, this part is still well-defined over
infinite-dimensional Fock representations (prop. B.14 and its proof, as well as subsection B.1.5). It is the polarization-changing,
non-unitary component that turns out to be problematic when going over to infinite-dimensional classical phase spaces, and
lead to the breakdown of the Stone–von Neumann theorem.
Finally, the additional constant term at the end of the expression for hˆ generalizes the well-known 0-point energy correction
of the quantum harmonic oscillator, and we will further discuss below why it is needed from the point of view of building a
unitary representation of the symplectic group.
Definition B.3 For any x ∈ R2n, we define a linear operator xˆ : D(n)bos → D(n)bos by:
xˆ :=
n∑
p=1
x2p−1 + ix2p√
2
ap +
x2p−1 − ix2p√
2
a+p .
For any h ∈ sp(n), we define a linear operator hˆ : D(n)bos → D(n)bos by:
hˆ := n∑
p,q=1
[
−i βpq(h) a+p aq − i2 (γpq(h) apaq − γ∗pq(h) a+p a+q )
]
− i
2
(Trβ(h))1
(with β(h), γ(h) from prop. A.5).
Proposition B.4 For any x ∈ R2n, xˆ is a symmetric operator, and, for any h ∈ sp(n), hˆ is a symmetric operator.Moreover, for any x,x′ ∈ R2n and any h, h′ ∈ sp(n), we have the following commutators:[
xˆ, xˆ′
]
= −i
(txΩ(n) x′)1, [hˆ, xˆ] = −i ĥx & [hˆ, hˆ′] = −i [̂h, h′].
Proof For any p 6 n and any ψ,ψ′ ∈ D(n)bos, 〈ψ′, ap ψ〉 = 〈a+p ψ′, ψ〉, hence, for any x ∈ R2n, xˆ is symmetric, and, forany h ∈ sp(n), hˆ is symmetric (using prop. A.5.1).For any p, q 6 n, [ap, a+q ] = δpq 1 and [ap, aq] = [a+p , a+q ] = 0 (these commutators are well defined as linearoperators D(n)bos → D(n)bos since D(n)bos is a common invariant domain for ap, aq, a+p , a+q ). Defining, for any u ∈ Cn and any
β, γ ∈ Mn(C):
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X(u) :=
n∑
p=1
up ap, X
+(u) :=
n∑
p=1
u∗p a
+
p ,
A(γ) :=
n∑
p,q=1
γpq apaq, A
+(γ) :=
n∑
p,q=1
γ∗pq a
+
p a
+
q , & B(β) :=
n∑
p,q=1
βpq a
+
p aq ,
we get, for any u, u′ ∈ Cn and any β, β′, γ, γ′ ∈ Mn(C):[
X(u), X+(u′)
]
=
〈
u′, u
〉
1
[B(β), X(u)] = −X (tβu) & [B(β), X+(u)] = X+ (β∗u)[
A(γ), X+(u)
]
= X
(
(γ + tγ)u∗) & [A+(γ), X(u)] = −X+( (γ + tγ)u∗)[
B(β), B(β′)
]
= B
( [
β, β′
] )
[
B(β), A(γ′)
]
= −A (γ′β + tβγ′) = −A( (γ′ + tγ′)β)[
B(β), A+(γ′)
]
= A+
(
β∗γ′ + γ′β†
)
= A+
( (
γ′ + tγ′)β†)[
A(γ), A+(γ′)
]
= Tr (γ (γ′∗ + tγ′∗) )1+B((γ′∗ + tγ′∗)(γ + tγ))
=
1
2
Tr ( (γ′∗ + tγ′∗) (γ + tγ) )+B((γ′∗ + tγ′∗)(γ + tγ))
where 〈u′, u〉 := n∑
p=1
u′∗p up. We obtain the desired commutators using prop. A.5 together with the relation:
∀x ∈ R2n,∀h ∈ sp(n), β∗(h)u(x) + γ(h)u∗(x) = u (hx),
where ∀x ∈ R2n,∀p 6 n, up(x) := x2p−1 + ix2p√
2
. 
We now need to justify that the previous Lie algebra representation can be exponentiated yielding a (projective) unitary
representation of the group of affine symplectic transformations: from this representation, we can then extract the advertised
unitary representation of the metaplectic group (prop. A.6), its action on the quantized linear observables, as well as the
exponentiated commutation relations of the latter.
Note that is over its unitary subgroup that the representation of the symplectic group is projective: as explained before
prop. A.6, this unitary subgroup comports a topologically non-trivial loop, and, when going around this loop, we catch an extra
phase factor, coming for the additional −i/2Trβ(h) term that was included in the expression of hˆ. This is the reason why we
do not actually have a representation of the symplectic group, but rather of its metaplectic double cover.
If we were to drop the constant term from the definition of hˆ, the representation would no longer be projective over the
unitary part of the symplectic group (see the proof of prop. B.14), but the contributions from the non-unitary parts γ(h) in
the commutators would also no longer be correctly compensated (as can be seen from the proof of prop. B.4): in other words,
the representation would again be projective, this time because it would present a central charge (see also the introduction of
subsection 3.1 for a different perspective on this issue).
Proposition B.5 For any x,y ∈ R2n, xˆ, yˆ are essentially self-adjoint and we have:
exp(i xˆ) exp(i yˆ) = e
i/2 txΩ(n) y exp(i xˆ+ i yˆ) (B.5.1)(where exp denotes the exponential of an anti-self-adjoint operator, as defined through spectral resolution [35, theoremVIII.5]).Moreover, for n > 0, there exists a unique unitary representation T(n)bos of the metaplectic group Mp(n) (prop. A.6) on
F (n)bos such that:
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∀h ∈ sp(n), ∀ψ ∈ D(n)bos, T(n)bos( expMp(n)(t h))ψ − ψt →t→0 i hˆψ (B.5.2)(where expMp(n) denotes the exponential mapping sp(n) → Mp(n)), and it satisfies:
∀µ ∈ Mp(n),∀x ∈ R2n, T(n)bos(µ) exp (i xˆ) T(n)bos(µ−1) = exp (i ̂p(n)(µ)x) (B.5.3)(with the covering map p(n) : Mp(n) → Sp(n) from eq. (A.6.1)).For n = 0, we define T(0)bos by:
T
(0)
bos(1) = idF(0)bos & T(0)bos(1−) = −idF(0)bos .
Proof We define:
g :=
{
i θ 1+ i xˆ+ i hˆ ∣∣∣ θ ∈ R, x ∈ R2n & h ∈ sp(n)}.
From prop. B.4, g, [ · , · ] is a Lie algebra. We denote by G the corresponding simply-connected Lie group [40, theorem3.28].For any M > 0, we define:
D(n,M)bos :=
M⊕
N=0
(Cn)⊗N,sym ⊂ D(n)bos.
From the definition of ap, a+p for p 6 n (def. B.2) and of the operators in g (def. B.3), for any X ∈ g, there exists aconstant c(X) > 0 such that:
∀M > 0,∀ψ ∈ D(n,M)bos , Xψ ∈ D(n,M+2)bos & ‖Xψ‖ 6 c(X) (M + 2) ‖ψ‖.Let (Xk)k6K be a basis of the vector space g and let c := max
k6K
c(Xk). Let s ∈ ]0, 1/2Kc[. For any M > 0 and any
ψ ∈ D(n,M)bos , we have:
∞∑
m=0
sm
m!
∑
k1,...,km6K
‖Xk1 . . . Xkmψ‖ 6
∞∑
m=0
(M + 2)(M + 4) . . . (M + 2m)
m!
(Kcs)m ‖ψ‖
= (1− 2Kcs)−M/2−1 ‖ψ‖ <∞.Using the notations of [32, section 2] and defining ξ := |X1|+ · · ·+ |XK |, we thus have:
∀ψ ∈ D(n)bos,
∥∥∥esξ ψ∥∥∥ := ∞∑
m=0
sm
m!
∑
k1,...,km6K
‖Xk1 . . . Xkmψ‖ <∞.
Hence, by Nelson’s criterion for the integrability of a Lie algebra representation by unbounded skew-symmetric operators[32, lemma 9.1], every −iX for X ∈ g is essentially self-adjoint, and there exists a unitary representation T˜(n)bos of G on
F (n)bos such that:
∀X ∈ g, T˜(n)bos
(
expG(X)
)
= exp
(
X
) (B.5.4)(where expG denotes the exponential mapping g → G and exp denotes the exponential of operators defined throughspectral resolution).In particular, for any x ∈ R2n, xˆ is essentially self-adjoint and eq. (B.5.1) follows from the Baker–Campbell–Hausdorffformula in G (with [xˆ, yˆ] from prop. B.4 for x,y ∈ R2n).From prop. B.4, h 7→ i hˆ is a Lie algebra morphism sp(n) 7→ g. Hence, for any n > 0, there exists a Lie grouphomomorphism ϕ from the universal cover S˜p(n) of Sp(n) into G such that ∀h ∈ sp(n), [dϕ]1 (h) = i hˆ [40, theorem 3.27].
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In a way similar to prop. A.6, S˜p(n) can be constructed as [18, prop. 1.36]:
S˜p(n) := {[γ]homtp ∣∣∣ γ path on Sp(n) starting from 1},with the group structure being defined via pointwise multiplication of the paths, and we have the projection:
p˜(n) : S˜p(n) → Mp(n)
[γ]homtp 7→ [γ]≡2(p˜(n) is well-defined since the relation ≡2 is coarser than homotopy equivalence). p˜(n) is a covering map and a grouphomomorphism, with [dp˜(n)]
1
= idsp(n) . Moreover, we have:
p˜(n),−1 〈1〉 =
{
[γ]homtp
∣∣∣ γ loop based at 1, [γ]homtp ∈ 2Z ⊂ Z ≈ pi1(Sp(n))}.
As underlined in the proof of prop. A.9, a representative of the homotopy class 1 ∈ Z ≈ pi1(Sp(n)) is provided by theloop γ(n)1 : [0, 1]→ Sp(n), t 7→ expSp(n) [2pit h(n)1 ] where:
∀i, j 6 2n, h(n)1,ij := δi2δj1 − δi1δj2.
Using the analogue of eq. (A.6.2) for S˜p(n), together with [40, theorem 3.32], we thus get, for any w ∈ Z ≈ pi1(Sp(n)) ⊂S˜p(n):
ϕ(w) = ϕ ◦ expS˜p(n) (2piw h(n)1 ) = expG (2ipi w hˆ(n)1 ),and eq. (B.5.4) then implies:
T˜
(n)
bos ◦ ϕ(w) = exp
(
2ipi w hˆ(n)1 ) = exp (− 2ipi w a+1 a1 − ipi w 1) = (−1)w 1. (B.5.5)
Hence, ∀w ∈ 2Z ≈ p˜(n),−1 〈1〉 , T˜(n)bos ◦ ϕ(w) = 1, so there exists a unitary representation T(n)bos of Mp(n) on F (n)bos,satisfying T˜(n)bos ◦ϕ = T(n)bos ◦ p˜(n). In particular (using [40, theorem 3.32] for ϕ and p˜(n) together with eq. (B.5.4)), we have:
∀h ∈ sp(n), ∀t ∈ R, T(n)bos( expMp(n)(t h)) = exp (it hˆ). (B.5.6)
Since i hˆ ∈ g, hˆ is essentially self-adjoint, so eq. (B.5.6) implies eq. (B.5.2) [35, theorem VIII.7].Reciprocally, if T(n)′bos is a unitary representation of Mp(n) satisfying eq. (B.5.2), then, for any h ∈ sp(n), t 7→
T
(n)′
bos
(
expMp(n)(t h)) is a strongly continuous one-parameter unitary group (thanks to D(n)bos being dense in F (n)bos and
T
(n)′
bos(µ) being unitary for all µ ∈ Mp(n)), so by Stone’s theorem [35, theorem VIII.8], there exists a self-adjoint op-erators hˆ′ on F (n)bos such that ∀t ∈ R, T(n)′bos( expMp(n)(t h)) = exp (it hˆ′) and eq. (B.5.2) implies ∀ψ ∈ D(n)bos, hˆ′ψ = hˆψ.Thus, we get ∀h ∈ sp(n), T(n)bos( expMp(n)(h)) = T(n)′bos( expMp(n)(h)), so T(n)bos and T(n)′bos coincide on a neighborhood of 1 inMp(n). Hence, Mp(n) being connected for any n > 0, they are identical, ie. the unitary representation T(n)bos is uniquelycharacterized by eq. (B.5.2).Finally, using the Baker–Campbell–Hausdorff formula in G together with eq. (B.5.4) and prop. B.4, we have, for anyh ∈ sp(n) and any x ∈ R2n:
exp
(
i hˆ) exp (i xˆ) exp (− i hˆ) = exp (eadi hˆ(i xˆ)) = exp (i xˆ′),where:
x′ = eh x = p(n) (expMp(n)(h)) x.
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Thus, eq. (B.5.3) holds for µ in a neighborhood of 1 in Mp(n), and therefore for all µ ∈ Mp(n). 
B.1.2 Characteristic Function of a Density Matrix
As is well known, the Fock representation routinely used to describe the quantum harmonic oscillator is unitarily equivalent
to the position (aka. Schrödinger) one (which, from the point of view of geometric quantization can be seen as arising from a
real polarization [44, section 9.3]). In fact, the existence of such a unitary equivalence, just like the existence of a projective
unitary representation of the symplectic group, is guaranteed by the Stone–von Neumann theorem fulfilled by finite-dimensional
linear systems.
Proposition B.6 Let E(n) := L2 (R→ C)⊗n ≈ L2 (Rn → C) equipped with its canonical complex Hilbert spacestructure. There exists a Hilbert space isomorphism R : F (n)bos → E(n) such that:1. ∀ (N1, . . . , Nn) ∈ Nn, R |N1, . . . , Nn〉bos = ψN1 ⊗ ψN2 ⊗ · · · ⊗ ψNn , where, for any N ∈ N:
∀q ∈ R, ψN (q) := pi
−1/4
√
2NN !
e−
q2
2 HN (q),
and HN denotes the N-th Hermite polynomial:
∀q ∈ R, HN (q) := (−1)N eq2 d
N
dqN
e−q
2 ;
2. for any x ∈ R2n, R exp(i xˆ)R−1 = T (x1,x2)⊗ T (x3,x4)⊗ · · · ⊗ T (x2n−1,x2n), where, for any u, v ∈ R and any
ψ ∈ L2 (R→ C):
∀q ∈ R, [T (u, v)ψ] (q) := exp
(
i u q − iu v
2
)
ψ (q − v).
Proof That B.6.1 defines a Hilbert space isomorphism F (n)bos → E(n) follows from ( |N1, . . . , Nn〉bos )(N1,...,Nn)∈Nn beingan orthonormal basis of F (n)bos and from the orthogonality and completeness properties of the Hermite polynomials.For any u, v ∈ R, T (u, v) is a unitary transformation of E(1) and, for any τ, τ ′ ∈ R, we have:
T (τu, τv)T (τ ′u, τ ′v) = T
(
(τ + τ ′)u, (τ + τ ′)v
).
Moreover, τ 7→ T (τu, τv) is strongly continuous (the proof is similar to [28, proof of prop. A.5]). Then, by Stone’s theorem[35, theorem VIII.8], T (u, v) = exp(iX(u, v)), with the densely defined, essentially self-adjoint operator X(u, v) givenby:
∀ψ ∈ D, ∀q ∈ R, [X(u, v)ψ] (q) := −i d
dτ
[T (τu, τv)ψ]
∣∣∣∣
τ=0
(q) = u q ψ(q) + i v
d
dq
ψ(q),
where D denotes the space of complex-valued, smooth, rapidly decreasing functions on R. For any N ∈ R, we have:
∀q ∈ R, [X(u, v)ψN ] (q) = (u+ i v) qψN (q)− i v
√
2(N + 1)ψN+1(q).Since X(u, v) is a symmetric operator for any u, v and (ψN )N∈N is an orthonormal basis of L2(R→ C), it follows that:
∀q ∈ R, q ψN (q) =
√
N
2
ψN−1(q) +
√
N + 1
2
ψN+1(q),
hence, for any x ∈ R2n and any ψ ∈ D(n)bos:
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R xˆψ =
n∑
p=1
1(1) ⊗ · · · ⊗X(p)(x2p−1, x2p)⊗ · · · ⊗ 1(n)Rψ.
Therefore B.6.2 holds. 
The proof of prop. 3.17 uses two auxiliary results concerning finite-dimensional Fock representations, viz. that these represen-
tations are weakly continuous, and that a density matrix defined over such a Fock space is entirely specified once the expectation
values of all exponentiated linear observables are known. Both results can be deduced from the properties of the so-called
Wigner-Weyl transform [43], which maps density matrices on the Fock (or Schrödinger) representation to quasi-probability
distributions on the phase space. The quasi-probability distribution of ρ is defined as the Fourier transform of its characteristic
(aka. moment-generating) function x 7→ Tr (ρ exp(ixˆ)) and, as argued in [28, section A], the latter turns out to be more useful
in the context of projective state spaces (for partial traces can be performed very easily, by simply taking the restriction of the
characteristic function to a symplectic subspace). In terms of the characteristic function, the Wigner-Weyl correspondence states
that there is a bijective mapping between the space of density matrices on F (n)bos and a certain space of continuous functions
on the phase space V (or, more precisely, on the dual thereof, which is identified with V as mentioned in subsection A.1.1; see
again [28, section A]).
Proposition B.7 Let ρ, ρ′ be density matrices on F (n)bos (ie. trace-class, semi-definite positive operators of unit trace) suchthat:
∀x ∈ R2n,Tr (ρ exp(ixˆ)) = Tr (ρ′ exp(ixˆ)).
Then, ρ = ρ′.Moreover, for any density matrix ρ on F (n)bos, the function R2n → C, x 7→ Tr (ρ exp(ixˆ)) is continuous.
Proof ρ being entirely specified by its characteristic function x 7→ Tr (ρ exp(ixˆ)) follows from the invertibility of theWigner transform (see [28, prop. A.10]) together with the just proven equivalence of the Fock representation with theSchrödinger one.Similarly, the continuity of the characteristic function follows from the Schrödinger representation being weaklycontinuous (see [43] or [28, props. A.5 and A.7]). 
A related result, that can be easily deduced from the previous one, is that the Fock representation is cyclic: by acting on
the vacuum state with every exponentiated linear observables, we span a dense subset of F (n)bos. This allows to completely
characterize a unitary transformation on F (n)bos by giving its action on the vacuum state together with its commutator with
arbitrary linear observables. Note that it in particular means that the metaplectic representation derived above is entirely fixed
(up to phase factors), since the vacuum state is determined (up to a phase) by the complex structure: it is the unique state
annihilated by the quantization of those (complex-valued) linear observables which are holomorphic with respect to the chosen
complex structure.
Proposition B.8 The vector subspace Span{exp (i xˆ) |0, . . . , 0〉bos ∣∣ x ∈ R2n} is dense in F (n)bos.
Proof Reasoning by contradiction, suppose that there exists ψ ∈ F (n)bos with 〈ψ | ψ〉bos = 1 such that:
∀x ∈ R2n, 〈ψ | exp(i xˆ) | 0, . . . , 0〉bos = 0,and apply prop. B.7 to:
ρ :=
|ψ〉bos〈ψ|bos + |0, . . . , 0〉bos〈0, . . . , 0|bos
2versus:
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ρ′ :=
|ψ〉bos + |0, . . . , 0〉bos√
2
〈ψ|bos + 〈0, . . . , 0|bos√
2
.

B.1.3 Coarse-graining
We now turn to coarse-graining, namely the possibility, given a symplectic frame (e1, . . . , e2n, e2n+1, . . . , e2m), to write a
tensor product decomposition of its associated Fock space, such that the first tensor product factor carries a representation of
the first n dofs (spanned by (e1, . . . , e2n)), while the second factor collects the last m−n dofs (spanned by (e1, . . . , e2n)). Note
that, thanks to prop. A.7, it is enough to consider coarse-grainings which respect the frame in this way (see subsection 3.1).
Importantly, the thus-obtained tensor product decomposition is compatible with the unitary action of the metaplectic group
introduced in subsection B.1.1: metaplectic transformation acting only on the first 2n vectors of the frame, resp. only on the
last 2m− 2n, are represented by unitary operators acting only on the first tensor product factor, resp. only on the second. This
is the key property that allows us to prove, respectively the composition (2.2.4) and unambiguity of arrows (2.2.5) needed for
projective systems (see the proof of theorem 3.6).
Definition B.9 For any m > n > 0, we define an isomorphism of Hilbert spaces Γ(m,n)bos : F (m)bos → F (n)bos ⊗F (m−n)bos by:
∀ (N1, . . . , Nm) ∈ Nm,Γ(m,n)bos |N1, . . . , Nm〉bos := |N1, . . . , Nn〉bos ⊗ |Nn+1, . . . , Nm〉bos. (B.9.1)
Proposition B.10 Let m > n > 0. For any x ∈ R2n, we have:(
xˆ⊗ 1) ◦ Γ(m,n)bos = Γ(m,n)bos ◦ yˆ, (B.10.1)where:
∀i 6 2m,yi =
{
xi if i 6 2n
0 otherwise .
For any µ ∈ Mp(n), we have:(
T
(n)
bos(µ)⊗ 1
) ◦ Γ(m,n)bos = Γ(m,n)bos ◦ T(m)bos(`m←n(µ)), (B.10.2)with `m←n : Mp(n) → Mp(m) from prop. A.9.Proof For any p 6 n, we have:
Γ
(m,n)
bos ◦ ap = (ap ⊗ 1) ◦ Γ(m,n)bos & Γ(m,n)bos ◦ a+p =
(
a+p ⊗ 1
) ◦ Γ(m,n)bos (B.10.3)(with tensor products of densely-defined operators defined as in [35, section VIII.10]). Thus, eq. (B.10.1) follows fromdef. B.3, and similarly, for any h ∈ sp(n):(hˆ⊗ 1) ◦ Γ(m,n)bos = Γ(m,n)bos ◦ hˆ′,where:
∀i, j 6 2m, h′ij = {hij if i, j 6 2n
0 otherwise = [dιm←n]1 (h) = [d`m←n]1 (h).
Using eq. (B.5.6) and [40, theorem 3.32], we get, for any n > 0:
∀h ∈ sp(n),(T(n)bos( expMp(n)(h))⊗ 1) ◦ Γ(m,n)bos = Γ(m,n)bos ◦ T(m)bos(`m←n ◦ expMp(n)(h)).
Hence, eq. (B.10.2) holds for µ in a neighborhood of 1 in Mp(n), and therefore for all µ ∈ Mp(n).
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For n = 0, eq. (B.10.2) follows from the definition of `m←0 (proof of prop. A.9) together with ∀m > 0, T(m)bos(1−) = −idF(m)bos(for m > 0, this is implied by eq. (B.5.5)). 
Proposition B.11 Let V be a symplectic vector space (def. A.1). Let m > n, (e1, . . . , e2m) be a symplectic family in V(def. A.2), (e′2n+1, . . . , e′2m) ∈ V 2(m−n) and µ ∈ Mp(m) such that:
µB (e1, . . . , e2m) =
(
e1, . . . , e2n, e
′
2n+1, . . . , e
′
2m
).
Then, there exists a unitary transformation Φ : F (m−n)bos → F (m−n)bos such that:
Γ
(m,n)
bos ◦ T(m)bos
(
µ
)
=
(
1⊗ Φ) ◦ Γ(m,n)bos .
Proof We define Π(m) ∈ Sp(m) by:
Π
(m)
ij :=
m∑
p=1
δi,2p−1δj,2(m−p)+1 + δi,2pδj,2(m−p)+2,
and q(m) ∈ sp(m) by:
q(m)ij := 12 m∑
p,q=1
(
δp,m+1−q − δpq
)(
δi,2p−1δj,2q − δi,2pδj,2q−1
).
Using (q(m))2 = 1
2
(
Π(m) − 1) and q(m) Π(m) = −q(m), we get:
expSp(m) (piq(m)) = Π(m).
Thus, defining µ˜ := expMp(m) (piq(m))µ expMp(m) (− piq(m)), [40, theorem 3.32] together with the definition of B yields:
µ˜B (e2m−1, e2m, . . . , e1, e2) =
(
e′2m−1, e
′
2m, . . . , e
′
2n+1, e
′
2n+2, e2n−1, e2n, . . . , e1, e2
).
Now, (e1, . . . , e2m) is a symplectic family, hence so is (e1, . . . , e2n, e′2n+1, . . . , e′2m), and therefore there exists σ ∈Sp(m−n) such that p(m)(µ˜) = ιm←(m−n)(σ). Hence, µ˜ ∈ p(m),−1 〈ιm←(m−n)(σ)〉 = `m←(m−n) 〈p(n),−1 〈σ〉〉 (where wehave used that the lift `m←(m−n) of ιm←(m−n) is injective and that both p(n) and p(m) are double covers). In particular,
µ˜ is in the image of `m←(m−n), so by prop. B.10 there exists a unitary transformation Φ˜ : F (m−n)bos → F (m−n)bos such that:
Γ
(m,m−n)
bos ◦ T(m)bos
(
µ˜
)
=
(
Φ˜⊗ 1) ◦ Γ(m,m−n)bos .Next, using eq. (B.5.6), we get:
T
(m)
bos
(
µ˜
)
= exp
(
ipiqˆ(m)bos) T(m)bos(µ) exp (− ipiqˆ(m)bos),with:
qˆ(m)bos = m∑
p=1
(
a+p − a+m+1−p
2
)(
am+1−p − ap
2
)
− 1
2
bm/2c1,
where b · c denotes the floor. Observing that exp (ipiqˆ(m)bos) |0, . . . , 0〉bos = e−ipi/2bm/2c |0, . . . , 0〉bos, and, by eq. (B.5.3):
∀x ∈ R2m, exp (ipiqˆ(m)bos) exp (i xˆ) exp (− ipiqˆ(m)bos) = exp (i Π̂(m) x) = Π̂(m)bos exp (i xˆ) Π̂(m)bos , (B.11.1)where:
∀ (N1, . . . , Nm) ∈ Nm, Π̂(m)bos |N1, . . . , Nm〉bos := |Nm, . . . , N1〉bos,we get exp (ipiqˆ(m)bos) = e−ipi/2bm/2cΠ̂(m)bos (thanks to prop. B.8). Thus,
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T
(m)
bos
(
µ
)
= Π̂
(m)
bos Γ
(m,m−n),−1
bos ◦
(
Φ˜⊗ 1) ◦ Γ(m,m−n)bos Π̂(m)bos = Γ(m,n),−1bos ◦ (1⊗ [Π̂(m−n)bos Φ˜ Π̂(m−n)bos ]) ◦ Γ(m,n)bos ,which yields the desired result. 
B.1.4 Infinite-dimensional Fock Representation
Fock spaces can also be built over infinite dimensional vector spaces, but as stressed in subsection 1.2, this requires the
choice of a polarization, in the form of a complex structure (def. A.16). This complex structure, together with the symplectic
structure, turns the infinite dimensional classical phase space into a (complex) Hilbert space, allowing it to play the role of the
1-particle Hilbert space on which the Fock space is modeled.
Definition B.12 Let V,Ω be a symplectic vector space and let I be a compatible complex structure on V (def. A.16). Let
V (I) denote the completion of the corresponding complex pre-Hilbert space, and V ∗(I) its dual.21 We define the bosonicFock space F (V,I)bos over V,Ω, I as:
F (V,I)bos :=
⊕
N>0
(
V ∗(I)
)⊗N,sym.
Let (bi)i∈I be an orthonormal basis of V (I), and denote by (b∗i )i∈I its dual basis. For any (Ni)i∈I ∈ NI such that∑
i∈I
Ni =: N <∞, let i1, . . . , in ∈ I such that {i1, . . . , in} = {i ∈ I | Ni 6= 0}, and define:
∣∣∣(Ni)i∈I; (bi)i∈I〉
bos
:=
1√
N !
∏
i∈I Ni!
∑
ε∈SN
εˆ
(
b∗i1 ⊗ · · · ⊗ b∗i1︸ ︷︷ ︸
Ni1
⊗ · · · ⊗ b∗in ⊗ · · · ⊗ b∗in︸ ︷︷ ︸
Nin
) ∈ (V ∗(I))⊗N,sym.
(∣∣∣(Ni)i∈I; (bi)i∈I〉
bos
)
(Ni)i∈I∈NI ,
∑
i∈I Ni<∞
is an orthonormal basis of F (V,I)bos .
In analogy to subsection B.1.3, we can extract, from an infinite-dimensional Fock representation, partial theories associated
to finite symplectic families, provided these families are compatible with the complex structure I underlying the considered
Fock representation (ie. they arise from I-orthonormal families). This is the tool we will use to construct the embedding of the
infinite-dimensional Fock state space in the projective one (proof of theorem 3.16).
Proposition B.13 Let (b1, . . . ,bn) be a finite orthonormal family in V (I). Denotes by W the orthogonal complementof SpanC {b1, . . . ,bn} in V (I) and by J its complex structure (W is a Hilbert space, hence a symplectic vector spaceequipped with a compatible complex structure, as shown in prop. A.18). There exists a unique Hilbert space isomorphism
Γ
(b1,...,bn;V,I)
bos : F (V,I)bos → F (n)bos ⊗F (W,J)bos such that, for any orthonormal basis (bj)j∈J of W :
∀ (Ni)i∈I ∈ NI
/∑
i∈I Ni <∞,
Γ
(b1,...,bn;V,I)
bos
∣∣∣(Ni)i∈I; (bi)i∈I〉
bos
= |N1, . . . , Nn〉bos ⊗
∣∣∣(Nj)j∈J ; (bj)j∈J〉
bos
, (B.13.1)
where I := {1, . . . , n} unionsq J .
Proof Since (∣∣∣(Ni)i∈I; (bi)i∈I〉
bos
)
(Ni)i∈I∈NI ,
∑
i∈I Ni<∞
is an orthonormal basis of F (V,I)bos , ( |N1, . . . , Nn〉bos )(N1,...,Nn)∈Nn
21This is necessary in order to match the conventions adopted in the treatment of Fock spaces on finite-dimensional symplectic vector
spaces. Otherwise eq. (B.14.2) below would not come out right.
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of F (n)bos, and (∣∣∣(Nj)j∈J ; (bj)j∈J〉
bos
)
(Nj)j∈J∈NJ ,
∑
j∈J Nj<∞
of F (W,J)bos , eq. (B.13.1) uniquely defines a Hilbert space iso-
morphism F (V,I)bos → F (n)bos ⊗F (W,J)bos .What is left to prove is that this definition is independent of the choice of the orthonormal basis (bj)j∈J of
W . Let (b′j)j∈J be another orthonormal basis of W and let (b′i)16i6n := (bi)16i6n. Using the definition of∣∣∣(Ni)i∈I; (bi)i∈I〉
bos
, together with the fact that ∀i 6 n, ∀j ∈ J, 〈bi ∣∣ b′j〉I = 0, we get, for any (Ni)i∈I , (N ′i)i∈I ∈ NIsuch that ∑
i∈I
Ni,
∑
i∈I
N ′i <∞:
〈
(Ni)i∈I; (bi)i∈I
∣∣∣ (N ′i)i∈I; (b′i)i∈I〉bos = δN1N ′1 . . . δNnN ′n 〈(Nj)j∈J ; (bj)j∈J ∣∣∣ (N ′j)j∈J ; (b′j)j∈J〉bos.Hence, inserting:∣∣∣(N ′i)i∈I; (b′i)i∈I〉bos = ∑
(Ni)i∈I∈NI∑
i∈I Ni <∞
〈
(Ni)i∈I; (bi)i∈I
∣∣∣ (N ′i)i∈I; (b′i)i∈I〉bos ∣∣∣(Ni)i∈I; (bi)i∈I〉bos
in eq. (B.13.1) confirms that the same equation holds with respect to the orthonormal basis (b′j)j∈J . 
The extraction of finite partial theories from the infinite dimensional Fock space defined in prop. B.13 is compatible with the
coarse-graining of such finite theories as introduced in def. B.9. It is also compatible with the finite dimensional metaplectic
representation (from subsection B.1.1) in the following sense:
While F (V,I)bos does not support a representation of the full, infinite dimensional symplectic group on V (see subsection B.1.5
for more details on this), it does support a representation of its unitary subgroup, ie. the group of linear bijections of V that
preserve both the symplectic structure Ω and the complex structure I , or, equivalently, that preserve the complex scalar product
〈 · | · 〉I (see def. A.16 and prop. A.18, as well as the discussion preceding prop. A.5). Indeed, such bijections correspond to a
change of orthonormal basis in the 1-particle Hilbert space, which maps transparently into a change of basis in the Fock space.
Considering now a unitary transformation of V,Ω, I that only affects a finite-dimensional subspace F = SpanC {b1, . . . ,bn}
(leaving the I-orthogonal complement of F untouched), its action on F (V,I)bos will decompose over the tensor product factorization
from prop. B.13, reducing, up to a phase, to the action of the corresponding finite dimensional unitary transformation on F (n)bos.
Proposition B.14 Let (b1, . . . ,bn,bn+1, . . . ,bm) be a finite orthonormal family in V (I). Denote by W1, J1 the orthog-onal complement of SpanC {b1, . . . ,bn} and by W2, J2 the orthogonal complement of SpanC {b1, . . . ,bm}. Then, wehave:(
Γ
(m,n)
bos ⊗ idF(W2,J2)bos ) ◦ Γ(b1,...,bm;V,I)bos = (idF(n)bos ⊗ Γ(bn+1,...,bm;W1,J1)bos ) ◦ Γ(b1,...,bn;V,I)bos (B.14.1)
Let (b1, . . . ,bn) , (b′1, . . . ,b′n) be two orthonormal families in V (I) with SpanC {b1, . . . ,bn} = SpanC {b′1, . . . ,b′n},and denotes by W, J the orthogonal complement of SpanC {b1, . . . ,bn}. Then, we have:
Γ
(b′1,...,b
′
n;V,I)
bos =
(
eiφµ T
(n)
bos(µ)⊗ idF(W,J)bos ) ◦ Γ(b1,...,bn;V,I)bos , (B.14.2)where µ is some element of Mp(n) such that (b′1, Ib′1, . . . ,b′n, Ib′n) = µB (b1, Ib1, . . . ,bn, Ibn), and φµ ∈ R.
Proof Eq. (B.14.1) can be checked from the definitions of Γ(m,n)bos (eq. (B.9.1)) and Γ(b1,...,bn;V,I)bos (eq. (B.13.1)), usingsome orthonormal basis (bj)j∈J ofW2 and using (bj)j∈{n+1,...,m}unionsqJ as an orthonormal basis ofW1 (taking advantage ofeq. (B.13.1) being valid with respect to any basis of the orthogonal complement as was stressed in the proof of prop. B.13).Let (b1, . . . ,bn) , (b′1, . . . ,b′n) be two orthonormal families in V (I) with SpanC {b1, . . . ,bn} = SpanC {b′1, . . . ,b′n},
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and denotes by W, J the orthogonal complement of SpanC {b1, . . . ,bn}. Let u be the unitary n × n matrix given byuij := 〈b∗i ∣∣ b′∗j 〉I = 〈b′j ∣∣ bi〉I . Let (bj)j∈J be an orthonormal basis ofW , (b′j)j∈J := (bj)j∈J , and I := {1, . . . , n}unionsqJ .For any (Ni)i∈I , (N ′i)i∈I ∈ NI such that ∑
i∈I
Ni,
∑
i∈I
N ′i <∞, we have:
〈
(Ni)i∈I; (bi)i∈I
∣∣∣ (N ′i)i∈I; (b′i)i∈I〉bos =
=

(∏
j∈J δNjN ′j
) 〈
N1, . . . , Nn
∣∣ u⊗N ∣∣ N ′1, . . . , N ′n〉bos if n∑
i=1
Ni =
n∑
i=1
N ′i =: N
0 else . (B.14.3)
Note that u⊗N commutes with εˆ for any ε ∈ SN , hence it stabilizes the subspace (Cn)⊗N,sym of (Cn)⊗N . Accordingly,we define a unitary automorphism uˆ on F (n)bos by:uˆ := ⊕
N>0
u⊗N .
Inserting eq. (B.14.3) in eq. (B.13.1) then yields:
Γ
(b1,...,bn;V,I)
bos =
(uˆ⊗ idF(W,J)bos ) ◦ Γ(b′1,...,b′n;V,I)bos .
There exists a Hermitian n× n matrix h such that u = eih. Thus, for any N ∈ N, we have:
u⊗N = exp(i N∑
k=1
1(1) ⊗ · · · ⊗ h(k) ⊗ · · · ⊗ 1(N)),
and therefore:
uˆ = expi⊕
N>0
N∑
k=1
1(1) ⊗ · · · ⊗ h(k) ⊗ · · · ⊗ 1(N).
Moreover, using the definition of ap, a+p (def. B.2), the essentially self-adjoint operator ⊕
N>0
N∑
k=1
1(1)⊗· · ·⊗h(k)⊗· · ·⊗1(N)
(defined on the dense domain D(n)bos) can be rewritten as:
⊕
N>0
N∑
k=1
1(1) ⊗ · · · ⊗ h(k) ⊗ · · · ⊗ 1(N) = n∑
i,j=1
hij a+i aj .
Next, we define a mapping Mn(C)→ M2n(R), r 7→ r(R) by:
∀p, q ∈ {1, . . . , n} , r(R)2p−1,2q = −r(R)2p,2q−1 = Re(rpq) & r(R)2p−1,2q−1 = r(R)2p,2q = − Im(rpq).
We have h(R) ∈ sp(n) and:
β
(h(R)) = i h & γ (h(R)) = 0,
so that:
uˆ = exp(i ĥ(R) − i
2
(Tr h)1) = e−iφµ T(n)bos(µ−1).
where µ−1 = expMp(n) (h(R)) and φµ := 12 Tr h. Moreover, i r 7→ r(R) is an injective algebra morphism, so that p(n)(µ)−1 =
expSp(n) (h(R)) = (−i u)(R). Finally, by definition of u, we have:
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b′q =
n∑
p=1
u∗pqbp = n∑
p=1
Re(upq)bp − Im(upq)I bp = n∑
p=1
(−i u)(R)2p−1,2q−1 bp + (−i u)(R)2p,2q−1 I bp,
as well as:
I b′q =
n∑
p=1
(−i u)(R)2p−1,2q bp + (−i u)(R)2p,2q I bp,
so, noting that both (b1, Ib1, . . . ,bn, Ibn) and (b′1, Ib′1, . . . ,b′n, Ib′n), are finite symplectic families, we get:(
b′1, Ib
′
1, . . . ,b
′
n, Ib
′
n
)
= µB (b1, Ib1, . . . ,bn, Ibn).

The identification of finite partial theories within the infinite-dimensional Fock space afforded by prop. B.13 allows to lift
the linear observables from the finite dimensional case (def. B.3) to the infinite dimensional one. Thanks to the compatibility
properties laid out in prop. B.14, the thus constructed observables on F (V,I)bos are consistently defined, ie. independent of the
particular truncation one uses, and their commutators obey the canonical commutation relations.
Proposition B.15 For any v ∈ V , there exists a unique unitary automorphism Obos(I) (v) of F (V,I)bos such that, for any finiteorthonormal family (b1, . . . ,bn) in V (I) with v ∈ SpanC {b1, . . . ,bn}, we have:
Γ
(b1,...,bn;V,I)
bos ◦ Obos(I) (v) =
(
exp (i xˆ)⊗ idF(W,J)bos ) ◦ Γ(b1,...,bn;V,I)bos , (B.15.1)
where x ∈ R2n is defined by v =: n∑
p=1
(x2p−1 + ix2p)bp.
Moreover, for any v,w ∈ V we have:
Obos(I) (v)Obos(I) (w) = e
i/2Ω(v,w)Obos(I) (v +w). (B.15.2)
Proof Since Γ(b1,...,bn;V,I)bos is a Hilbert space isomorphism, eq. (B.15.1) uniquely defines a unitary automorphism of F (V,I)bos .What is left to prove is that the thus definedObos(I) (v) does not depend on the choice of the orthonormal family (b1, . . . ,bn).Let (b1, . . . ,bn) and (b′1, . . . ,b′m) be two orthonormal families with v ∈ SpanC {b1, . . . ,bn} ∩ SpanC {b′1, . . . ,b′m},and assume that eq. (B.15.1) holds with respect to (b1, . . . ,bn). We extend (b1, . . . ,bn), resp. (b′1, . . . ,b′m), intoan orthonormal basis (b1, . . . ,bn,bn+1, . . . ,bl), resp. (b′1, . . . ,b′m,b′m+1, . . . ,b′l), of SpanC {b1, . . . ,bn,b′1, . . . ,b′m}.Using eq. (B.14.1) together with eq. (B.10.1), and noting that:
v =
l∑
p=1
(y2p−1 + iy2p)bp with ∀i 6 2l,yi := {xi if i 6 2n
0 else ,
we obtain that eq. (B.15.1) holds with respect to (b1, . . . ,bl). Next, using eq. (B.14.2) together with eq. (B.5.3), andnoting that:
v =
l∑
p=1
y2p−1 bp + y2p Ibp =
l∑
q=1
[
p(n)(µ)y
]
2q−1 b
′
q +
[
p(n)(µ)y
]
2q
Ib′q ,
for any µ ∈ Mp(l) such that (b′1, Ib′1, . . . ,b′n, Ib′n) = µ B (b1, Ib1, . . . ,bn, Ibn), we obtain that eq. (B.15.1) holdswith respect to (b′1, . . . ,b′l). Using again eqs. (B.14.1) and (B.10.1), we conclude that eq. (B.15.1) holds with respect to(
b′1, . . . ,b
′
m
).Finally, eq. (B.15.2) follows from eq. (B.5.1), noting that:
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Ω n∑
p=1
x2p−1 bp + x2p Ibp,
n∑
p=1
y2p−1 bp + y2p Ibp
 = txΩ(n) y.

B.1.5 Automorphisms of the Infinite-dimensional Fock Representation
We now want to examine what is left of the Stone–von Neumann theorem in the infinite dimensional case. As emphasized
in the discussion preceding prop. B.14, symplectomorphisms that happens to preserve the complex structure are unitary trans-
formations of the 1-particle Hilbert space and are easily implemented on the infinite dimensional Fock space. Going a little
further, if a symplectomorphism only affects the complex structure over a finite dimensional (complex) subspace F of V (ie. it
stabilizes both F and its orthogonal complement F⊥, and restricts to a C linear, hence unitary, transformation on F⊥), we
can use the tensor product decomposition from prop. B.13 together with the finite dimensional metaplectic representation from
prop. B.5 to implement this symplectomorphism on F (V,I)bos .
So one may ask what is the largest subgroup of the infinite dimensional symplectic group of V that can be represented
on the Fock space from subsection B.1.4. This question has been answered by Shale [36, theorem 4.1], and we give below an
alternative proof (using the characterization of Fock states from 3.16.4) of the necessary condition that must be fulfilled by a
symplectomorphism for it to be implementable on F (V,I)bos . That this condition is also sufficient can be proved by explicitly giving
the corresponding unitary representation (see the cited reference). In any cases, the result reproduced below confirms that there
exists, in the infinite dimensional case, infinitely many inequivalent Fock representations: given any symplectomorphism m on
V , I ′ := m−1 I m is a compatible complex structure on V , but the Fock representations F (V,I)bos and F (V,I′)bos will not be unitarily
inequivalent unless m is unitarily implementable on F (V,I)bos (indeed, m defines trivially a unitary mapping from F (V,I)bos to F (V,I
′)
bos ,
so if there is a unitary equivalence that can bring us back from F (V,I′)bos to F (V,I)bos , this gives a unitary implementation of m on
F (V,I)bos ).
Proposition B.16 Let V,Ω be a symplectic vector space and let I be a compatible complex structure on V . Denote by
〈 · | · 〉 the complex scalar product associated to I (def. A.16) and by ( · | · ) the real scalar product ( · | · ) := Re 〈 · | · 〉.Denote by V the real Hilbert space obtained by completing V with respect to the norm induced by ( · | · ).Let m be a bijective linear symplectomorphism of V and suppose that there exists a Hilbert space automorphism mˆ of
F (V,I)bos such that:
∀v ∈ V, mˆObos(I) (v) mˆ−1 = Obos(I) (mv). (B.16.1)Then, there exist an orthogonal automorphism O and a symmetric Hilbert–Schmidt operator T on V such that m =(idV + T ) O∣∣V .Lemma B.17 Let (f1, . . . , f2n) be a finite symplectic family in V (def. A.2) and define the 2n× 2n matrix S by:
Sij := (fi | fj).Then, detS > 1.
Proof Let F := Span {f1, . . . , f2n}. By definition of a finite symplectic family, dimF = 2n and Ω|F is non-degenerate.Let (e1, . . . , e2n) be a ( · | · )-orthonormal basis of F . The 2n× 2n real matrix W defined by:
∀i, j 6 2n,Wij := Ω(ei, ej),is anti-symmetric and non-degenerate. Hence, iW being a non-degenerate Hermitian matrix, there exists non-zero, real,distinct eigenvalues υ1, . . . , υk and mutually orthogonal, complex vector subspaces E1, . . . , Ek of C2n such that:
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W =
k∑
r=1
i υr Πr ,
where Πr denotes the orthogonal projection on Er . Since W is a real matrix, there exists, for any r 6 k, an r′ 6 ksuch that υr′ = −υr (in particular, as υr 6= 0, r′ 6= r) and Er′ = E∗r (where ( )∗ denotes complex conjugation). Byreordering the eigenvalues, we can enforce υ1, . . . , υl > 0 and ∀r 6 l, υl+r = −υr , with l = k/2. For each r 6 l, wechoose a complex orthonormal basis (zr,1, . . . , zr,dr) of Er . (z∗r,1, . . . , z∗r,dr) is then an orthonormal basis of El+r = E∗r .We define (z1, . . . , zn) := (z1,1, . . . , z1,d1 , . . . , zl,1, . . . , zl,dl), (υ′1, . . . , υ′n) := (υ1, . . . , υ1, . . . , υl, . . . , υl) and, for any
p 6 n:
f ′2p−1 :=
√
2
υ′p
2n∑
i=1
Re(zip) ei & f ′2p := √ 2υ′p
2n∑
i=1
Im(zip) ei.
By construction, (f ′1, . . . , f ′2n) is a symplectic, ( · | · )-orthogonal family, with, for any p 6 n, ∣∣f ′2p−1∣∣ = ∣∣f ′2p∣∣ = 1/√υ′p.Moreover, we know from def. A.16, that, for any p 6 n:
1 = Ω(f ′2p−1, f2p) 6
∣∣f ′2p−1∣∣ ∣∣f ′2p∣∣ = 1υ′p .
We denote by σ the element of Sp(n) such that σ B (f1, . . . , f2n) = (f ′1, . . . , f ′2n). Then, we have:
Sij =
2n∑
k=1
σki σkj
∣∣f ′k∣∣2,
so detS = (detσ)2 Πnp=1 1υ′2p > 1, where we have used that, by definition of Sp(n), (detσ)2 = 1. 
Lemma B.18 There exists  > 0 such that, for any d > 0 and any d× d positive-definite matrix M satisfying:
log det
1+M
2
− log detM
2
< , (B.18.1)
we have:
Tr(√M − 1)2 < 1,
where √M denotes the positive square-root of M [35, theorem VI.9].
Proof The function:
F : ]0, +∞[ → R
υ 7→ log 1+υ22 − log υis strictly decreasing on ]0, 1[ and strictly increasing on ]1, +∞[. At υ = 1, we have F (1) = 0, F ′(1) = 0 and
F ′′(1) = 1. Hence, there exists 1 > 0 such that:
∀υ ∈ ]1− 1, 1 + 1[ , (υ − 1)
2
3
6 F (υ).
Moreover, defining 2 := min (F (1− 1), F (1 + 1)) > 0, we have:
∀υ ∈ ]0, +∞[ , F (υ) < 2 ⇒ |υ − 1| < 1.We define  := min (2, 1/3).Let d > 0 and let M be a positive-definite matrix satisfying eq. (B.18.1). Let (υ1, . . . , υd) be the eigenvalues of √M(with multiplicities). For any k 6 d, υk > 0, and eq. (B.18.1) can be rewritten:
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d∑
k=1
F (υk) < .
Since F (υ) > F (1) = 0 for any υ > 0, we have, ∀k 6 d, F (υk) <  6 2, so ∀k 6 d, |υk − 1| < 1. Thus, we get:
Tr(√M − 1)2 = d∑
k=1
(υk − 1)2 6
d∑
k=1
3F (υk) < 3  6 1.
Proof of prop. B.16 Characterization of a Fock state. Using eg. the Schrödinger representation (prop. B.6), one canshow [28, proof of prop. A.10], for any n > 0 and any ψ,ψ′ ∈ F (n)bos:∫
R2n
d(2n)x
(2pi)n
exp
(
−
txx
4
) 〈
ψ′
∣∣ exp(i xˆ) ∣∣ ψ〉
bos
=
〈
ψ′
∣∣ 0, . . . , 0〉
bos
〈0, . . . , 0 | ψ〉bos.
Let λ1, λ2 ∈ LI with λ1 6 λ2 (LI was defined in theorem 3.16) and let µλ2→λ1 be chosen as in the proof of theorem 3.16.For any density matrix ρ˜ on Hλ2→λ1 := Hbosµλ2→λ1 ≈ F (m−n)bos (with m := dλ2 and n := dλ1 ), we have:∫
F
dµF (v)
(2pi)m−n
exp
(
−(v | v)
4
) Tr (ρ˜Obosλ2→λ1(v)) = Tr (ρ˜ |0, . . . , 0 〉 〈 0, . . . , 0|bos ),
where F := V ⊥λ1 ∩ Vλ2 , the Lebesgue measure µF on F is normalized with respect to( · | · ), and, for any v ∈ F , theunitary operator Obosλ2→λ1(v) on Hλ2→λ1 is defined as:
Obosλ2→λ1(v) := exp(i xˆ),
with x = (x2n+1, . . . ,x2m) ∈ R2(m−n) such that v =: m∑
p=n+1
(x2p−1 + ix2p) bp and (b1, . . . ,bm) the orthonormal
family such that µλ2→λ1 B λ2 =: (b1, Ib1, . . . ,bm, Ibm).Let ρ be a density matrix on Hbosλ2 and let ρ˜ be the partial trace on Hbosλ1 of Φλ2→λ1 ρΦ−1λ2→λ1 , with Φλ2→λ1 :=Swapλ2→λ1 ◦Φbosµλ2→λ1 : Hbosλ2 → Hλ2→λ1 ⊗Hbosλ1 (prop. 2.8). By definition of the partial trace, we have, for any boundedoperator A on Hλ2→λ1 :Tr (ρΦ−1λ2→λ1 (A⊗ 1bosλ1 ) Φλ2→λ1) = Tr (ρ˜ A).Hence, we get:
Tr (ρΘλ2|λ1) = ∫
F
dµF (v)
(2pi)m−n
exp
(
−(v | v)
4
) Tr(ρΦ−1λ2→λ1 (Obosλ2→λ1(v)⊗ 1bosλ1 ) Φλ2→λ1),
where we have used the definition of Θλ2|λ1 and ζλ2→λ1 from the proof of theorem 3.16. Moreover, combining eq. (B.11.1)with eqs. (B.5.3) and (B.10.1), we have, for any v ∈ F :
Φ−1λ2→λ1
(Obosλ2→λ1(v)⊗ 1bosλ1 ) Φλ2→λ1 = Obosλ2 (v).
Let ρI be a density matrix on F (V,I)bos . From 3.16.4, we have:
sup
λ1∈LI
inf
λ2∈LI
λ16λ2
Tr (ρλ2 Θλ2|λ1) = 1,
where ρ = (ρλ)λ∈Lbos := ΣI(ρ). Using the previous expression, together with 3.16.2 and 3.16.3 yields, for any λ1, λ2 ∈ LIwith λ1 6 λ2:
Tr (ρλ2 Θλ2|λ1) = ∫
F :=V ⊥λ1∩Vλ2
dµF (v)√
2pi
dimF exp
(
−(v | v)
4
) Tr (ρ(I)Obos(I) (v)),
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so we arrive at the characterization:
sup
F1∈L˜I
inf
F2∈L˜I
F1⊆F2
∫
F :=F⊥1 ∩F2
dµF (v)√
2pi
dimF exp
(
−(v | v)
4
) Tr (ρ(I)Obos(I) (v)) = 1, (B.16.2)
where L˜I denotes the set of finite-dimensional, complex (with respect to I) vector subspaces of V , and we have usedeq. (3.2.1).
Condition on m. We define a density matrix ρm on F (V,I)bos by:
mˆ−1 ∣∣∣(0)i∈I; (bi)i∈I〉
bos
〈
(0)i∈I; (bi)i∈I
∣∣∣
bos
mˆ,
with (bi)i∈I some orthonormal basis of V (I) (see def. B.12). Note that ρm does not depends on the choice of (bi)i∈I ,since, for any other orthonormal basis (b′i)i∈I of V (I), ∣∣∣(0)i∈I; (bi)i∈I〉bos = ∣∣∣(0)i∈I; (b′i)i∈I〉bos. For any v ∈ V , wehave:
Tr (ρmObos(I) (v)) = 〈(0)i∈I; (bi)i∈I ∣∣∣ Obos(I) (mv) ∣∣∣ (0)i∈I; (bi)i∈I〉
bos
=
〈
0
∣∣∣∣ exp(i |mv|√2 (a + a+)
) ∣∣∣∣ 0〉
bos
,
where the first equality follows from eq. (B.16.1) and the second is obtained by applying eq. (B.15.1) to the orthonormalfamily (b) where b := mv/|mv| and |mv| := √(mv | mv). Computing it eg. in the Schrödinger representation (prop. B.6)gives:
Tr (ρmObos(I) (v)) = exp(−(mv | mv)4
).
Thus, performing the Gaussian integration, eq. (B.16.2) becomes:
sup
F1∈L˜I
inf
F2∈L˜I
F1⊆F2
(
detNF⊥1 ∩F2
)−1/2
= 1,
where, for any finite dimensional subspace F of V , we have defined the positive-definite linear operators on F :
NF :=
idF +MF
2
& MF := ΠF m† mΠF ,
with ΠF the ( · | · )-orthogonal projection on F , and the adjoint m† being taken with respect to the real scalar product
( · | · ) (indeed, m is not assumed to be C-linear). Since the function ]0, ∞[→ ]0, ∞[ , x 7→ x−1/2 is strictly decreasing,this condition can be rewritten as:
inf
F1∈L˜I
sup
F2∈L˜I
F1⊆F2
detNF⊥1 ∩F2 = 1. (B.16.3)
Condition on |m| − idV . Let  > 0 be as in lemma B.18. Since e > 1, there exists F1 ∈ L˜I such that:
∀F2 ∈ L˜I
/
F1 ⊆ F2, log detNF⊥1 ∩F2 < .Let F2 ∈ L˜I such that F1 ⊆ F2, and let (b1, . . . ,bn) be a 〈 · | · 〉-orthonormal basis of F := F⊥1 ∩F2. Let (e1, . . . , e2n) :=
(b1, Ib1, . . . ,bn, Ibn), which is both a ( · | · )-orthonormal basis of F and a finite symplectic family (as follows fromdef. A.16). Let (f1, . . . , f2n) := (me1, . . . ,me2n). Since m is a symplectomorphism, (f1, . . . , f2n) is a finite symplecticfamily. Thus, defining the 2n× 2n matrix M by:
∀i, j 6 2n,Mij := (ei |MF ej) = (fi | fj),lemma B.17 implies that detMF = detM > 1. Hence, we have:
log det
idF +MF
2
− log detMF
2
< ,
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so lemma B.18 implies Tr(√MF − idF)2 < 1. In particular, it implies ‖MF ‖ < 4, so ∥∥m|F2∥∥ < 2 + ∥∥m|F1∥∥.Now, for any v ∈ V , there exists F ∈ L˜I such that v ∈ F , so |mv| 6 ∥∥m|F⊕F1∥∥ |v| < (2 + ∥∥m|F1∥∥) |v|. Hence, mis a bounded operator on V , and therefore, there exists a bounded operator m on V such that m = m|V . m† m is thena bounded, positive, symmetric operator on V , so there exists a projection-valued measure on [0, ‖m‖] such that [31,Remark 20.18]:
m† m = ∫ ‖m‖
0
dΠ(υ) υ.
For any δ ∈ ]0, 1[, we define the spectral projectors Πδ,− := ∫ (1−δ)2
0
dΠ(υ), resp. Πδ,+ := ∫ ‖m‖
(1+δ)2
dΠ(υ), as well as
the subspaces Wδ,± := Πδ,± 〈V 〉.Let (g1, . . . ,gk) be a ( · | · )-orthonormal family in Wδ,±. Using lemma A.27, together with the density of V in V ,there exists a ( · | · ) orthonormal family (g′1, . . . ,g′k) in V , satisfying:
∀i 6 k, ∣∣g′i − gi∣∣ < δ/2(k + 1) (‖m‖+ 1) .
For any w ∈W := Span{g′1, . . . ,g′k}, we have:
|mw| = ∣∣∣∣∣ k∑
i=1
wi mg′i∣∣∣∣∣ >
∣∣∣∣∣
k∑
i=1
wi mgi∣∣∣∣∣− k∑
i=1
|w| ‖m‖ ∣∣gi − g′i∣∣ > (1 + δ/2) |w|,
resp:
|mw| = ∣∣∣∣∣ k∑
i=1
wi mg′i∣∣∣∣∣ 6
∣∣∣∣∣
k∑
i=1
wi mgi∣∣∣∣∣+ k∑
i=1
|w| ‖m‖ ∣∣gi − g′i∣∣ 6 (1− δ/2) |w|.
Next, F := Span{g′1, Ig′1, . . . ,g′k, Ig′k} is a finite-dimensional, complex (with respect to I) vector subspace of V , hence
F ∈ L˜I , and defining F2 := F1 ⊕ F ⊇ W , we have F2 ∈ L˜I with F1 ⊆ F2. Let (g′′1 , . . . ,g′′2n) be an eigenbasisof the positive operator MF⊥1 ∩F2 , with eigenvalues (υ1, . . . , υ2n), and let W ′ := F1 ⊕ Span{g′′i ∣∣∣ υi > (1 + δ/2)2},resp. F1 ⊕ Span{g′′i ∣∣∣ υi 6 (1− δ/2)2} ⊆ F2. For any w ∈W ′⊥ ∩ F2 with w 6= 0, we have:
|mw| < (1 + δ/2) |w|, resp. > (1− δ/2) |w|.
Hence,W ∩W ′⊥ = {0}, so the orthogonal projection onW ′ induces an injectionW →W ′, which requires k = dimW 6dimW ′ = dimF1 +N (F2)δ,± , where N (F2)δ,+ := #{υi > (1 + δ/2)2}, resp. N (F2)δ,− := #{υi 6 (1− δ/2)2}.
On the other hand, Tr(√MF⊥1 ∩F2 − idF⊥1 ∩F2)2 = 2n∑
i=1
(
√
υi − 1)2 < 1, so N (F2)δ± 6 4δ2 . Therefore, k 6 dimF1 + 4δ2 .In particular, this implies dimWδ,± < ∞ for any δ ∈ ]0, 1[, so the eigenvalues of m† m are discrete, with 1 as uniqueaccumulation point. Moreover, the previous reasoning in fact shows that, for any δ ∈ ]0, 1[, there exists Fδ,± ∈ L˜I , with
F1 ⊆ Fδ± such that, for any F2 ∈ L˜I with Fδ± ⊆ F2, we have dimWδ,± 6 dimF1 +N (F2)δ,± .Let υ1 > · · · > υk > 1 be the k-th highest eigenvalues of m† m, and, for any i 6 k, let δi := min (√υi −
1, 1/2
) ∈ ]0, 1[. Since LI is directed (proof of theorem 3.16), there exists F2 ∈ L˜I , with F1 ⊆ F2, such that, ∀i 6
k,N
(F2)
δi,+
> dimWδi,+ − dimF1 > i− dimF1. So, we get:
k∑
i=dimF1 +1
δ2i
4
6 Tr(√MF⊥1 ∩F2 − idF⊥1 ∩F2)2 < 1.
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Since this holds for any k 6 dim{∫ ‖m‖
1(+)
dΠ(υ)v
∣∣∣∣∣ v ∈ V
}, we conclude:
∑
i>dimF1
min
(
(
√
υi − 1)2 , 1/4
)
6 4,
where ‖m‖ > υ1 > · · · > υi > · · · > 1 are the eigenvalues of m† m strictly greater than 1. Similarly, we have:∑
j>dimF1
(
1−√υ−j
)2 6 4,
where 0 < υ−1 6 · · · 6 υ−j 6 · · · < 1 are the eigenvalues of m† m strictly smaller than 1.Defining T˜ := √m† m − idV (the square-root being defined by spectral resolution), we have Tr T˜ 2 < ∞, ie. T˜ isHilbert–Schmidt. Finally, we can define O := m (idV + T˜ )−1 and T := O T˜ O†. 
B.2 Fermionic Fock Spaces
Repeating the previous section for the fermionic case, the main difference is that we need to carefully keep track of the
additional sign factors caused by the anti-commutation of the fermionic annihilation and creation operators. On the other
hand, fermionic Fock spaces have the advantage of being finite-dimensional (at least when considering only finitely many
classical dofs), which simplifies some proofs.
B.2.1 Finite-dimensional Case – Spin Representation
Definition B.19 For any N > 0 and any Hilbert space H, we define the Hilbert space H⊗N,alt by:
H⊗N,alt := {Ψ ∈ H⊗N ∣∣ ∀ε ∈ SN , εˆΨ = sig(ε) Ψ},where, for any permutation ε ∈ SN , the unitary operator εˆ has been defined in def. B.1 and sig(ε) = ±1 denotes thesignature of ε. By convention, H⊗0,alt ≈ C.For any n > 0, we define the fermionic Fock space over n states as:
F (n)ferm :=
n⊕
N=0
(Cn)⊗N,alt.
For any (N1, . . . , Nn) ∈ {0, 1}n, we define:
|N1, . . . , Nn〉ferm :=
1√
N !
∑
ε∈SN
sig(ε) εˆ(bN11 ⊗ · · · ⊗ bNnn ) ∈ F (n)ferm
whereN := N1+· · ·+Nn (recall that (b1, . . . ,bn) denotes the canonical basis of Cn). ( |N1, . . . , Nn〉ferm )(N1,...,Nn)∈{0,1}nis an orthonormal basis of F (n)ferm. In particular, F (n)ferm is a complex finite dimensional Hilbert space (of dimension 2n).For any p 6 n, we define the linear operators ap, a+p : F (n)ferm → F (n)ferm by:
∀ (N1, . . . , Nn) ∈ {0, 1}n , ap |N1, . . . , Nn〉ferm := (−1)N1+···+Np−1 Np |N1, . . . , Np − 1, . . . , Nn〉ferm
& a+p |N1, . . . , Nn〉ferm := (−1)N1+···+Np−1 (1−Np) |N1, . . . , Np + 1, . . . , Nn〉ferm.
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(B.19.1)
In analogy to the bosonic case (def. B.3), we give the quantization of the linear and quadratic observables. The former satisfy
anti-commutation relations, that are the counterpart of the symmetric scalar product at the classical level. The latter, being
quadratic in the ladder operators, satisfy commutation relations, and implement the generators of the orthogonal group, which
will give rise to the spin representation described below.
Like at the classical level (prop. A.21), the sign differences with respect to the bosonic case affect the anti-C-linear part of h:
recall that those generators that are C-linear are shared by the symplectic and orthogonal Lie algebra (they belongs to the Lie
algebra of the unitary group, on which they overlap). Note that the extra phase in hˆ (discussed before def. B.3 and prop. B.5)
is also affected: although this phase is expressed in terms of the C-linear part of h, we stressed above that its presence is only
necessary to ensure that the commutators of the anti-C-linear generators comes out right.
Definition B.20 For any x ∈ R2n, we define a linear operator xˆ on F (n)ferm by:
xˆ :=
n∑
p=1
x2p−1 + ix2p√
2
ap +
x2p−1 − ix2p√
2
a+p .
For any h ∈ so(n), we define a linear operator hˆ on F (n)ferm by:
hˆ := n∑
p,q=1
[
−i βpq(h) a+p aq − i2 (γpq(h) apaq+ γ∗pq(h) a+p a+q )
]
+
i
2
(Trβ(h))1
(with β(h), γ(h) from props. A.5 and A.21).
Proposition B.21 For any x ∈ R2n, resp. any h ∈ so(n), xˆ, resp. hˆ, is a symmetric (hence self-adjoint) operator.Moreover, for any x,x′ ∈ R2n and any h, h′ ∈ so(n), we have the following (anti-)commutators:[
xˆ, xˆ′
]
+
=
(txx′)1, [hˆ, xˆ] = −i ĥx & [hˆ, hˆ′] = −i [̂h, h′], (B.21.1)
where [ · , · ]+ denotes the anti-commutator.
Proof For any p 6 n, a+p is the adjoint of ap, hence, for any x ∈ R2n, xˆ is symmetric, and, for any h ∈ so(n), hˆ issymmetric (using prop. A.21.1). Since F (n)ferm is finite dimensional, these operators are self-adjoint.For any p, q 6 n, [ap, a+q ]+ = δpq 1 and [ap, aq]+ = [a+p , a+q ]+ = 0. Now, using that, for any operators A,B,C,Don F (n)ferm, we have:
[AB, C] = A [B, C]+ − [A, C]+B & [AB, CD] = [AB, C]D + C [AB, D],we get, for any u, u′ ∈ Cn and any β, β′, γ, γ′ ∈ Mn(C):[
X(u), X+(u′)
]
+
=
〈
u′, u
〉
1
[B(β), X(u)] = −X (tβu) & [B(β), X+(u)] = X+ (β∗u)[
A(γ), X+(u)
]
= X
(
(γ− tγ)u∗) & [A+(γ), X(u)] = −X+( (γ− tγ)u∗)[
B(β), B(β′)
]
= B
( [
β, β′
] )
[
B(β), A(γ′)
]
= −A (γ′β + tβγ′) = −A( (γ′− tγ′)β)[
B(β), A+(γ′)
]
= A+
(
β∗γ′ + γ′β†
)
= A+
( (
γ′− tγ′)β†)
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[
A(γ), A+(γ′)
]
=− 1
2
Tr ( (γ′∗− tγ′∗) (γ− tγ) )+B((γ′∗− tγ′∗)(γ− tγ))
where X(u), X+(u), A(γ), B(β) were defined in the proof of prop. B.4, and A+(γ) is redefined as (note the signdifference!):
A+(γ) :=−
n∑
p,q=1
γ∗pq a
+
p a
+
q .
The desired commutators then follow from prop. A.21 like in the proof of prop. B.4. 
Exponentiating the representation of the Lie algebra into a (projective) representation of the orthogonal group is easier than
deriving the metaplectic representation in the bosonic case, because we are here only dealing with bounded symmetric operators
(as stressed at the beginning of the present section, we are working on a finite-dimensional Hilbert space).
Proposition B.22 For any n > 0, there exists a unique unitary representation T(n)ferm of the spin group Spin(n) (prop. A.22)on F (n)ferm such that:
∀h ∈ so(n), ∀t ∈ R, T(n)ferm( expSpin(n)(t h)) = exp (it hˆ) (B.22.1)
(where expSpin(n) denotes the exponential mapping so(n) → Spin(n) and exp the exponential of operators), and it satisfies:
∀µ ∈ Spin(n),∀x ∈ R2n, T(n)ferm(µ) xˆ T(n)ferm(µ−1) = ̂p(n)(µ)x (B.22.2)
(with the covering map p(n) : Spin(n) → SO(n) from prop. A.22).For n = 0, we define T(0)ferm by:
T
(0)
ferm(1) = idF(0)ferm & T(0)ferm(1−) = −idF(0)ferm .
Proof From prop. B.21, h 7→ ihˆ is a Lie algebra morphism, hence by [40, theorems 3.27 and 3.32], there exists unitaryrepresentation T˜(n)ferm of the universal cover S˜O(n) of SO(n) such that:
∀h ∈ so(n),∀t ∈ R, T˜(n)ferm( expS˜O(n)(t h)) = exp (it hˆ).
When n = 1, S˜O(n) 6= Spin(n), but using the expression for a representative of 1 ∈ pi1(SO(1)) given in the proof ofprop. A.22, and proceeding like in the proof of prop. B.5, there exists a map T(n)ferm from Spin(n) into the space of unitaryoperators on F (n)ferm such that T˜(n)ferm = T(n)ferm ◦ p˜(n) (where p˜(n) denotes the covering map S˜O(n) → Spin(n)). Since p˜(n)is a group homomorphism and a covering map, T(n)ferm is a unitary representation of Spin(n) and it satisfies eq. (B.22.1).The uniqueness is guaranteed because eq. (B.22.1) completely specifies T(n)ferm in a neighborhood of the group unit andSpin(n) is connected for any n > 0.Finally, eq. (B.22.2) can be obtained in a neighborhood of the group unit, using the commutators computed in prop. B.21together with the definition of the exponential of a bounded operator, and then extended by connectedness. In the n = 0case, it can be checked directly. 
B.2.2 Moments of a Density Matrix
In the bosonic case, we have shown (prop. B.7) that density matrices can be characterized by their moment-generating
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function x 7→ Tr (ρ exp(ixˆ)). Since exponentiation is not needed in the fermionic case (the linear observables are bounded
operators), we can directly characterize a density matrix by its moments (aka. n-points functions).
Proposition B.23 Let ρ, ρ′ be density matrices on F (n)ferm (ie. semi-definite positive operators of unit trace; note that,since F (n)ferm is finite-dimensional, any operator is trace-class) such that:
∀k > 0, ∀x1, . . . ,xk ∈ R2n,Tr (ρ xˆ1 . . . xˆk) = Tr (ρ′ xˆ1 . . . xˆk).Then, ρ = ρ′.Moreover, for any density matrix ρ on F (n)ferm, and any k > 0, the function (R2n)k → C, x1, . . . ,xk 7→ Tr (ρ xˆ1 . . . xˆk)is continuous.
Proof Using the definition of ap, a+p (eq. (B.19.1)), we have:
∀ (N1, . . . , Nn) ∈ {0, 1}n , apa+p |N1, . . . , Nn〉ferm = (1−Np) |N1, . . . , Nn〉ferm,hence:
|0, . . . , 0 〉 〈 0, . . . , 0|ferm = a1 a+1 . . . an a+n =
(
1
2
+ i xˆ(1) xˆ(2)
)
. . .
(
1
2
+ i xˆ(2n−1) xˆ(2n)
),
where ∀i, j 6 2n,x(j)i := δij . Moreover, we also have:
F (n)ferm = Span{xˆ1 . . . xˆk |0, . . . , 0〉 ∣∣ k > 0, x1, . . . ,xk ∈ R2n}.
Thus, an operator ρ on F (n)ferm is entirely characterized by the value of:
〈0, . . . 0| xˆk . . . xˆ1 ρ xˆ′1 . . . xˆ′k′ |0, . . . , 0〉ferm = Tr (ρ xˆ′1 . . . xˆ′k′ |0, . . . , 0 〉 〈 0, . . . , 0|ferm xˆk . . . xˆ1),for any k, k′ > 0 and any x1, . . . ,xk,x′1, . . . ,x′k′ ∈ R2n, and therefore by the value of Tr (ρ xˆ1 . . . xˆk) for any k > 0and any x1, . . . ,xk ∈ R2n.For any x ∈ R2n, we have ‖xˆ‖2 = ∥∥xˆ2∥∥ = 12 |x|2 (where |x|2 := txx). This ensures that the function x 7→ xˆ isstrongly continuous, so that, for any operator ρ, and any k > 0, the function x1, . . . ,xk 7→ Tr (ρ xˆ1 . . . xˆk) is continuous.

B.2.3 Coarse-graining
Coarse-graining is not as straightforward as it was in the bosonic case, due to the sign prefactors entering the definition
of the ladder operators (eq. (B.19.1)). In particular, operators acting on the last m − n modes may pick up a sign prefactor
dependent on the occupation numbers in the first n modes. Of course, we could have set up the conventions differently, and/or
introduced additional signs in the definition of the tensor product decomposition below (eq. (B.24.1)) to compensate for the ones
in eq. (B.19.1). But this would merely shift the problem to the operators acting on the first n modes. Our particular choice of
convention has the merit that projective fermionic linear observables can be treated just like the bosonic ones (see def. 3.9 and
prop. 3.10).
This is where it is important to have restricted ourselves to orientation preserving automorphisms (ie. SO(n) rather than O(n),
with double cover Spin(n) rather than Pin(n), see def. A.20 and prop. A.22, as well as [9, section 4.3]). For orientation reversing
transformations, lemma B.27 would not hold, and no choice of sign conventions would allow to enforce at the same time both
the composition and unambiguity properties for arrows (2.2.4 and 2.2.5 guaranteed by props. B.25 and B.26 respectively).
Definition B.24 For any m > n > 0, we define an isomorphism of Hilbert spaces Γ(m,n)ferm : F (m)ferm → F (n)ferm ⊗ F (m−n)ferm
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by:
∀ (N1, . . . , Nm) ∈ Nm,Γ(m,n)ferm |N1, . . . , Nm〉ferm := |N1, . . . , Nn〉ferm ⊗ |Nn+1, . . . , Nm〉ferm. (B.24.1)
Proposition B.25 Let m > n > 0. For any x ∈ R2n, we have:(
xˆ⊗ 1) ◦ Γ(m,n)ferm = Γ(m,n)ferm ◦ yˆ, (B.25.1)where:
∀i 6 2m,yi =
{
xi if i 6 2n
0 otherwise .
For any µ ∈ Mp(n), we have:(
T
(n)
ferm(µ)⊗ 1
) ◦ Γ(m,n)ferm = Γ(m,n)ferm ◦ T(m)ferm(`m←n(µ)), (B.25.2)
with `m←n : Spin(n) → Spin(m) from prop. A.24.Proof The proof is the same as in the bosonic case (prop. B.10, except for the complications due to unbounded operatorsin the latter).
Note. The signs pre-factors in eq. (B.19.1) have been chosen so that the analogue of eq. (B.10.3) holds: this is whatallows the bosonic proof to work unchanged. 
Proposition B.26 Let V be an even or infinite-dimensional real pre-Hilbert space (like in subsection A.2). Let m > n,
(e1, . . . , e2m) be an orthonormal family in V , (e′2n+1, . . . , e′2m) ∈ V 2(m−n) and µ ∈ Mp(m) such that:
µB (e1, . . . , e2m) =
(
e1, . . . , e2n, e
′
2n+1, . . . , e
′
2m
).
Then, there exists a unitary transformation Φ : F (m−n)ferm → F (m−n)ferm such that:
Γ
(m,n)
ferm ◦ T(m)ferm
(
µ
)
=
(
1⊗ Φ) ◦ Γ(m,n)ferm .
Lemma B.27 We define the operator S(n) on F (n)ferm by:
∀ (N1, . . . , Nn) ∈ Nn, S(n) |N1, . . . , Nn〉ferm := (−1)N1+···+Nn |N1, . . . , Nn〉ferm.
For any µ ∈ Spin(n), we have:
T
(n)
ferm
(
µ
)
S(n) = S(n) T
(n)
ferm
(
µ
). (B.27.1)
Proof Let h ∈ so(n). Since hˆ only contains terms either quadratic in the operators ap, a+p or proportional to the identity,hˆ commutes with S(n). Hence, for any n > 0, eq. (B.22.1) ensures that eq. (B.27.1) holds in a neighborhood of the identity,and therefore, by connectedness, for any µ ∈ Spin(n). For n = 0, S(0) = idF(0)ferm , so eq. (B.27.1) can be checked directly.

Proof of prop. B.26 The matrix Π(m), resp. q(m), defined in the proof of prop. B.11, is in Sp(m)∩SO(n), resp. sp(m)∩so(n).Thus, observing that (e1, . . . , e2m) and (e1, . . . , e2n, e′2n+1, . . . , e′2m) are orthonormal families with the same orientationand proceeding like in the proof of prop. B.11, there exists µ˜ ∈ Spin(m−n) such that:
expSpin(m) (piq(m))µ expSpin(m) (− piq(m)) = `m←(m−n)(µ˜).
Let Φ˜ := T(m−n)ferm (µ˜). Using eq. (B.22.1) and eq. (B.25.2), we get:
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exp
(
ipi qˆ(m)ferm) T(m)ferm(µ) exp (− ipi qˆ(m)ferm) = Γ(m,m−n),−1ferm ◦ (Φ˜⊗ 1) ◦ Γ(m,m−n)ferm ,with:
qˆ(m)ferm = m∑
p=1
(
a+p − a+m+1−p
2
)(
am+1−p − ap
2
)
+
1
2
bm/2c1
(the sign difference with respect to the proof of prop. B.11 comes from the sign difference in defs. B.20 vs. B.3). From:
exp
(
ipi qˆ(m)ferm) a+q exp (− ipi qˆ(m)ferm) = a+m+1−q = Π̂(m)ferm a+q Π̂(m),−1ferm ,where:
∀ (N1, . . . , Nm) ∈ {0, 1}m , Π̂(m)ferm |N1, . . . , Nm〉ferm := (−1)
∑
i<j NiNj |Nm, . . . , N1〉ferm,
we have exp (ipi qˆ(m)ferm) = eipi/2bm/2c Π̂(m)ferm (for the vectors of the form a+q1 . . . a+qN |0, . . . , 0〉ferm generate F (m)ferm). Using:
∑
16i<j6m
NiNj =
∑
16i<j6n
NiNj +
 ∑
16i6n
Ni
 ∑
n<j6m
Nj
+ ∑
n<i<j6m
NiNj ,
we get:
∀ (N1, . . . , Nm) ∈ {0, 1}m ,Γ(m,m−n)ferm ◦ Π̂(m)ferm |N1, . . . , Nm〉ferm =
= (−1)(
∑
16i6nNi)(
∑
n<j6mNj)
(
Π̂
(m−n)
ferm |Nn+1, . . . , Nm〉ferm
)
⊗
(
Π̂
(n)
ferm |N1, . . . , Nn〉ferm
),
and therefore:
∀ (N1, . . . , Nn) ∈ {0, 1}n ,∀ |ψ〉 ∈ F (m−n)ferm ,Γ(m,m−n)ferm ◦ Π̂(m)ferm ◦ Γ(m,n),−1ferm
(
|N1, . . . , Nn〉ferm ⊗ |ψ〉
)
=
=
((
S(m−n)
)(∑16i6nNi)
Π̂
(m−n)
ferm |ψ〉ferm
)
⊗
(
Π̂
(n)
ferm |N1, . . . , Nn〉ferm
).
Putting everything together, we obtain:
∀ (N1, . . . , Nn) ∈ {0, 1}n ,∀ |ψ〉 ∈ F (m−n)ferm ,Γ(m,n)ferm ◦ T(m)ferm
(
µ
) ◦ Γ(m,n),−1( |N1, . . . , Nn〉ferm ⊗ |ψ〉) =
= |N1, . . . , Nn〉ferm ⊗
(
Π̂
(m−n)
ferm
(
S(m−n)
)(∑16i6nNi)
Φ˜
(
S(m−n)
)(∑16i6nNi)
Π̂
(m−n)
ferm |ψ〉
)
= |N1, . . . , Nn〉ferm ⊗
(
Π̂
(m−n)
ferm Φ˜Π̂
(m−n)
ferm |ψ〉
),
where the second equality comes from lemma B.27. Setting Φ := Π̂(m−n)ferm Φ˜Π̂(m−n)ferm yields the desired result. 
B.2.4 Infinite-dimensional Fock Representation
Building Fock spaces over infinitely many fermionic dofs works in a way very similar to the bosonic case (subsection B.1.4),
except that, due to the anti-commutation of the ladder operators, we need an ordered orthonormal basis of the 1-particle Hilbert
space to seed an orthonormal basis of the corresponding Fock space. This does not represent any restriction, since, given some
I-orthonormal basis of V , we can always order it (any set can be equipped with a total order), and, of course, the fermionic
Fock space itself does not depend on the choice of ordering: different orderings simply corresponds to different orthonormal
basis of F (V,I)ferm , and are related by a straightforward unitary transformation.
Definition B.28 Let V, ( · | · ) be an infinite-dimensional real pre-Hilbert space and let I be a compatible complexstructure on V (def. A.28). Let V (I) denote the completion of the corresponding complex pre-Hilbert space, and V ∗(I) its
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dual. We define the fermionic Fock space F (V,I)ferm over V, ( · | · ) , I as:
F (V,I)ferm :=
⊕
N>0
(
V ∗(I)
)⊗N,alt.
Let (bi)i∈I be an orthonormal basis of V (I), with I a totally ordered set22, and denote by (b∗i )i∈I its dual basis. Forany (Ni)i∈I ∈ {0, 1}I such that ∑
i∈I
Ni =: N < ∞, let i1 < · · · < iN such that {i1, . . . , iN} = {i ∈ I | Ni 6= 0} and
define:∣∣∣(Ni)i∈I; (bi)i∈I〉
ferm
:=
1√
N !
∑
ε∈SN
sig(ε) εˆ(b∗i1 ⊗ · · · ⊗ b∗iN ) ∈ (V ∗(I))⊗N,alt.
(∣∣∣(Ni)i∈I; (bi)i∈I〉
ferm
)
(Ni)i∈I∈{0,1}I ,
∑
i∈I Ni<∞
is an orthonormal basis of F (V,I)ferm .
Proposition B.29 Let (b1, . . . ,bn) be a finite orthonormal family in V (I). Denotes by W the orthogonal complementof SpanC {b1, . . . ,bn} in V (I) and by J its complex structure. There exists a unique Hilbert space isomorphism
Γ
(b1,...,bn;V,I)
ferm : F (V,I)ferm → F (n)ferm ⊗ F (W,J)ferm such that, for any orthonormal basis (bj)j∈J of W (with J a totally orderedset):
∀ (Ni)i∈I ∈ {0, 1}I
/∑
i∈I Ni <∞,
Γ
(b1,...,bn;V,I)
ferm
∣∣∣(Ni)i∈I; (bi)i∈I〉
ferm
= |N1, . . . , Nn〉ferm ⊗
∣∣∣(Nj)j∈J ; (bj)j∈J〉
ferm
, (B.29.1)
where I := {1, . . . , n}unionsq J (the total orders on {1, . . . , n} and J being extended so that ∀i ∈ {1, . . . , n} ,∀j ∈ J, i < j).
Proof The proof is similar to the one of prop. B.13. 
Proposition B.30 Let (b1, . . . ,bn,bn+1, . . . ,bm) be a finite orthonormal family in V (I). Denote by W1, J1 the orthog-onal complement of SpanC {b1, . . . ,bn} and by W2, J2 the orthogonal complement of SpanC {b1, . . . ,bm}. Then, wehave:(
Γ
(m,n)
ferm ⊗ idF(W2,J2)ferm ) ◦ Γ(b1,...,bm;V,I)ferm = (idF(n)ferm ⊗ Γ(bn+1,...,bm;W1,J1)ferm ) ◦ Γ(b1,...,bn;V,I)ferm (B.30.1)
Let (b1, . . . ,bn) , (b′1, . . . ,b′n) be two orthonormal families in V (I) with SpanC {b1, . . . ,bn} = SpanC {b′1, . . . ,b′n},and denotes by W, J the orthogonal complement of SpanC {b1, . . . ,bn}. Then, we have:
Γ
(b′1,...,b
′
n;V,I)
ferm =
(
eiφµ T
(n)
ferm(µ)⊗ idF(W,J)ferm ) ◦ Γ(b1,...,bn;V,I)ferm , (B.30.2)where µ is some element of Spin(n) such that (b′1, Ib′1, . . . ,b′n, Ib′n) = µB (b1, Ib1, . . . ,bn, Ibn), and φµ ∈ R.
Proof The proof is similar to the one of prop. B.14. In particular, paying attention to the sign factors in def. B.19, thefollowing equality holds on F (n)ferm for any n× n complex matrix h:
n⊕
N=0
N∑
k=1
1(1) ⊗ · · · ⊗ h(k) ⊗ · · · ⊗ 1(N) = n∑
i,j=1
hij a+i aj .
Also, note that a C-linear bijection on a finite-dimensional complex vector space is always an orientation-preservingtransformation of the underlying R-vector space (as GLn(C) is connected), which confirms that (b′1, Ib′1, . . . ,b′n, Ib′n)and (b1, Ib1, . . . ,bn, Ibn) have the same orientation. 
22By the well-ordering theorem, aka. Zermelo’s theorem, any set can be equipped with a total order.
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Proposition B.31 For any v ∈ V , there exists a unique bounded self-adjoint operator Oferm(I) (v) on F (V,I)ferm such that, forany finite orthonormal family (b1, . . . ,bn) in V (I) with v ∈ SpanC {b1, . . . ,bn}, we have:
Γ
(b1,...,bn;V,I)
ferm ◦ Oferm(I) (v) =
(
xˆ⊗ idF(W,J)ferm ) ◦ Γ(b1,...,bn;V,I)ferm , (B.31.1)
where x ∈ R2n is defined by v =: n∑
p=1
(x2p−1 + ix2p)bp.
Moreover, for any v,w ∈ V we have:[
Oferm(I) (v), Oferm(I) (w)
]
+
= (v | w) idF(V,I)ferm . (B.31.2)
Proof The proof is similar to the one of prop. B.15 using eqs. (B.25.1), (B.22.2) and (B.21.1) in place of eqs. (B.10.1),(B.5.3) and (B.5.1) respectively. 
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