We give a recursive formula to count maximal small copies of the Mandelbrot set and its higher degree analogues. This formula is used to compute the asymptotic growth of the number of maximal small copies of period n.
Introduction

Let d
2 be an integer that will remain fixed in what follows. Every degree d polynomial map with one critical point is affinely conjugate to one element in the family {f c : z → z d + c} parametrized by C. By f n c (z) we will mean the n-fold composition of f c with itself; then the Multibrot set of degree d can be defined as
∞}.
In particular, M 2 is the well-known Mandelbrot set. The most noticeable 'self-similarity' feature of M d is the appearance within itself of small homeomorphic copies of M d densely scattered around ∂M d (see figure 1). A consequence of this self-similarity is that every small copy contains a full collection of small-small copies of M d . A small copy is maximal if it is not contained in another small copy.
The period of a small copy C is the smallest n 1 such that f n c (0) = 0 for all c ∈ C. It has been noted [L,M] that the number of small copies of M 2 of period n is given by the formula G 2 (n) := δ|n 2 δ−1 µ(n/δ), where the sum is taken over all divisors δ of n, and µ denotes the Möbius function (see section 2.2); it is easy to see that G 2 (n) ∼ 2 n−1 as n → ∞. In this paper we give a formula for the number N d (n) of maximal small copies of M d of period n, and show that this quantity has the same asymptotic behaviour as the number
of small copies of period n in the Multibrot set M d . In fact we will prove a stronger result. Theorem 1. Fix a prime r. Along the sequence of n whose smallest divisor is r, the following holds:
Thus, for every prime r the function
when n is restricted as above (see figure 2). R d (n) counts non-maximal small copies of period n, or equivalently, small copies with multiple renormalization.
Section 2 provides basic information on Multibrot sets and small copies. We use these facts to produce the recursive formula (3) for R d (n) . Then, in section 3 we prove theorem 1.
Maximal small copies of M d
Periodic components and small copies
Proofs of the facts given below can be found in [DH] for d = 2. See [E,McM] Every hyperbolic component (primitive or not) U = U 0 is associated with a small copy
In particular, the period of πU is 1, so πU = U 0 and we say that U is the base of C. The homeomorphism π will be known as the renormalization operator of C.
Let M := {C α } α∈A be the collection of small copies of M d . M is partially ordered by inclusion. A small copy that is not contained in another small copy is said to be maximal. Clearly, a small copy is maximal if, and only if, its renormalization operator π is not expressible as the composition of other renormalization operators:
Observation. The small copies that visually resemble M d (see boxes A and C in figure 1) are based at primitive components. An example of a 'hidden' small copy, based at a non-primitive component, is shown in box B. Maximal copies should not be confused with primitive ones. For instance, the copy in box B is maximal, and it contains a primitive/non-maximal copy of A, indicated by an arrow.
Let the function per : M −→ N assign to each C ∈ M the period of its base. If two copies C 1 , C 2 ∈ M have non-empty intersections, then one is contained in the other; say C 2 ⊂ C 1 , in which case
where π 1 is the renormalization operator of C 1 .
Recall that G d (n) denotes the total number of small copies of period n, while N d (n) counts the maximal ones. Our immediate goal is to obtain a recursive formula for the number R d (n) of non-maximal copies C ∈ M with per C = n. The formula for R d (n) is a consequence of equation (1) and an explicit count of small copies of period n. Define the family of polynomials {h r ∈ Z[z]} by the recursive procedure
Lemma 2 (Gleason
and note that h n−1 (c) = 0 is precisely the condition f n−1 c (c) = 0. Since h n−1 (z) has degree d n−1 , the result will follow after proving that all the roots of h n−1 (z) are simple.
For every r 0, h r (z) is a monic polynomial with integer coefficients, therefore its roots belong to the ring A of algebraic integers. Suppose c is a multiple root of h r (z); that is, h r (c) = 0. From h r (z) = d(h r−1 (z))
d−1 · h r−1 (z) + 1 we conclude that
By the additive/multiplicative closure of A (refer for instance to [NZM, theorem 9 .12]), the left-hand side expression is again an algebraic integer, so −1/d ∈ A. However, Q ∩ A = Z [NZM, theorem 9.9 ]. This contradiction shows that c must be a simple root of h r (z).
It follows from the Möbius inversion formula (4) that the number of small copies with period exactly n is
Now, clearly R d (1) = 0. In order to evaluate R d (n) for n 2, observe that a non-maximal copy C 2 of period n is contained in a unique maximal copy C 1 of period δ < n, and that per C 1 divides per C 2 . Then by equations (1) and (2),
The Möbius function
The Möbius function µ : N −→ N can be defined recursively by
Alternatively, if the factorization of n into different primes is n = p Let f : N −→ C be any function, and define g(n) := δ|n f (δ). Then,
Formula (4) is known as the Möbius inversion formula [NZM, theorem 4.8] .
Proof of asymptotic behaviour
The value of R d (n) depends strongly on the prime decomposition of n. For instance, R d (r) = 0 exactly when r is 1 or a prime; (see figure 2) . To describe the growth of R d (n) as n → ∞, let us denote byn the smallest (prime) divisor of n > 1. In what follows, we will fix a prime r and assume that n is restricted to the sequence {n |n = r}. A plot of log + R 2 (n) for n = 1, . . . , 500. Note that R 2 (n) = 0 when n is prime. 
Definition. For ease of notation we adopt the following set of shorthand:
Proposition 4. Let n ∈ N such thatn = r and n > r 2 ; then
Proof. Separate the recursive term in formula (3) to obtain two sums over all δ that divide n.
By definition the first summand in the second sum is evaluated at δ = r, a prime number. Since R d (r) = 0, the domain of δ can be reduced to r < δ < n so this sum is precisely C.
Since we are assuming n/r > r, we can extract from the first sum in (6) the two summands that correspond to δ = r and δ = n/r. Both terms are equal insofar as they have the form F (r) · F (n/r):
Since the only divisors of r are α = 1 and α = r, the last expression is equal to
Gathering all the terms yields the result.
Proposition 5. The following three limits hold:
In each case we will show that the numerator is bounded from above by an expression of the form f (n)d λ(n) , where f (n) is a polynomial and λ(n) − (n/r) → −∞. Theorem 1 will follow immediately.
The proof of proposition 5 will make repeated use of the following two facts:
α < n r (α ∈ N) ⇒ α n r + 1 .
It turns out that the obvious estimate α < n/r ⇒ α n/r − 1 is not strong enough to establish our result; the better bound (8) follows from r < n/α ⇒ r + 1 n/α. 
Proof of (L1). Note that the term
We will show that each of these three terms is dominated by d
