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Probabilistic analysis is an emerging field of structural engineering which is very significant in structures of great impor-
tance like dams, nuclear reactors etc. In this work a Neural Networks (NN) based Monte Carlo Simulation (MCS) pro-
cedure is proposed for the vulnerability analysis of large concrete dams, in conjunction with a non-linear finite element
analysis for the prediction of the bearing capacity of the Dam using the Continuum Strong Discontinuity Approach.
The use of NN was motivated by the approximate concepts inherent in vulnerability analysis and the time consuming
repeated analyses required for MCS. The Rprop algorithm is implemented for training the NN utilizing available infor-
mation generated from selected non-linear analyses. The trained NN is then used in the context of a MCS procedure to
compute the peak load of the structure due to different sets of basic random variables leading to close prediction of the
probability of failure. This way it is made possible to obtain rigorous estimates of the probability of failure and the fragility
curves for the Scalere (Italy) dam for various predefined damage levels and various flood scenarios. The uncertain prop-
erties (modeled as random variables) considered, for both test examples, are the Young’s modulus, the Poisson’s ratio, the
tensile strength and the specific fracture energy of the concrete.
 2006 Published by Elsevier Ltd.
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The theory and methods of structural vulnerability have been developed significantly during the last
twenty years and have been documented in an increasing number of publications. These advancements in0167-4730/$ - see front matter  2006 Published by Elsevier Ltd.
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ated with structural loads and resistances have stimulated the interest in the probabilistic treatment of struc-
tures. The vulnerability of a structure, or its probability of failure under various loading scenarios, is an
important factor in the design, construction, monitoring and maintenance procedures of dams since it inves-
tigates the probability of the structure to successfully complete its design requirements. Therefore, vulner-
ability analysis is at the heart of risk analysis methodologies that have been developed for very
important structures like dams and subsidies essentially the decision making procedures, leading to safety
measures that the owners and the dam engineers have to take into account due to the aforementioned
uncertainties. Although from a theoretical point of view the field has reached a stage where the developed
methodologies are becoming widespread, from a computational point of view serious obstacles have been
encountered in practical implementations.
First and second order reliability methods that have been developed to estimate structural reliability [1–3]
lead to elegant formulations requiring prior knowledge of only the means and variances of the component
random variables and the definition of a differentiable failure function. For small-scale problems these types
of methods prove to be very efficient, but for large-scale problems and/or large number of random variables
Monte Carlo Simulation (MCS) methods seem to be superior. In fact, simulation methods are the only meth-
ods available to treat practical reliability problems in complex structures where a complete non-linear three-
dimensional modelling is required (for example capturing the failure mode mechanisms in dams where the
arch-effect, or vault-effect, plays a major role in the structural response [4]). Furthermore, in this type of struc-
tures is not possible to establish a priori the failure surfaces determining the structural collapse.
The basic MCS is simple to use, but for typical structural reliability problems the computational effort
involved becomes excessive due to the enormous sample size and consequently the CPU time required for each
Monte Carlo run. To reduce the computational effort more elaborate simulation methods, called variance
reduction techniques, have been developed. Despite the improvement in the efficiency of the basic MCS var-
iance reduction techniques, they still require disproportionate computational effort for treating practical reli-
ability problems. This is the reason why very few successful numerical investigations are known in estimating
the probability of failure of real-world structures and are mainly concerned with simple elastic frames and
trusses [5–7].
In the present paper a Neural Networks (NN) based Monte Carlo Simulation (MCS) procedure is pro-
posed for the vulnerability analysis of large concrete dams, in conjunction with a non-linear finite element
analysis for the prediction of the bearing capacity of the dam using the Continuum Strong Discontinuity
Approach (CSDA) [4,8]. The use of artificial intelligence techniques, such as Neural Networks (NN), in
structural reliability analysis has been reported in a number of publications [9–11], in which the efficiency
as well as the accuracy of this methodology for obtaining close predictions of the probability of failure in
complex structural systems is demonstrated. The principal advantage of a properly trained NN is that it
requires a trivial computational effort to produce an acceptable approximate solution. The Rprop algo-
rithm is implemented for training the NN utilizing available information generated from selected non-lin-
ear analyses. The trained NN is then used in the context of a MCS procedure to compute the peak load of
the dam due to different sets of basic random variables leading to close prediction of its probability of
failure.
Once a NN is trained to produce acceptable estimates of the peak loads of the dam, rigorous calculations of
fragility curves can be subsequently obtained by performing a number of reliability analyses associated with
various predefined damage levels of the dam and various flood scenarios. The proposed combined NN–CSDA
methodology is first demonstrated through a simple ‘‘academic’’ example involving a concrete beam test sub-
jected to a loading system placed in four points. From this initial demonstration, the capacity of the CSDA to
model and predict material failure is assessed through comparisons with corresponding experimental results,
while the ability of the NN to predict close estimates of the peak loads with and consequently of the proba-
bility of failure is validated. The aforementioned calculations are then repeated for the vulnerability analysis of
Scalere (Italy) dam demonstrating the efficiency as well as the applicability of the proposed methodology in
large and complex structural systems. The uncertain properties (modeled as random variables) considered
for this example are the Young’s modulus, the Poisson’s ratio, the tensile strength and the specific fracture
energy of the concrete.
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2.1. Motivation
Phenomenological modeling of material failure, in structural mechanics, aims at capturing the formation of
those macroscopically observable discontinuities in the displacement field which, depending on the context,
are termed, cracks, fractures, slip lines, etc. They are identified as the locus of those material points where loss,
and eventual exhaustion, of the material capacity to carry stresses (material failure) takes place, and, as they
spread through the structure, are responsible for the progressive reduction of the structural tangent stiffness to
zero (identifying the structural failure and the critical load stage) or to negative values (identifying post-critical
stages). The mechanical modeling of the onset and progression of displacement discontinuities (technically
termed strong-discontinuities) can be approached from a wide range of options which can be classified into
two large groups: (1) continuum approaches, based on the use of non-linear continuum (stress–strain) consti-
tutive models, equipped with strain-softening to capture the progressive loss of the strength of the material as
strain increases, and (2) discrete approaches (also termed cohesive or non-linear fracture mechanics based
approaches) lying on the insertion, at predetermined discontinuity paths, of specific traction–separation laws
(also equipped with softening for the same purpose) whereas the bulk of the structure remains in elastic state.
As for numerical procedures, the continuum approaches have been traditionally used in connection with
standard finite elements resulting in the so called smeared approaches. They do not require an a priori knowl-
edge of the discontinuity path which is a posteriori identified through those element patches where concentra-
tion of intense deformations (strain localization or weak discontinuities) occur. However, there is a strong
dependency of the captured discontinuity paths on the mesh orientation (mesh bias dependency); they often
result in stress-locking effects and translate into lack of robustness and enormous difficulties to reach the struc-
tural critical and post-critical stages.
On the other hand, discrete approaches often resort to specific finite elements with zero thickness, placed
along the sides of the regular elements, to capture a real strong discontinuity. However, either the position
of those finite elements has to be determined before the analysis, thus limiting the prediction capability of
the method, or a continuous remeshing to set them appropriately has to be done. This requires sophisticated
remeshing procedures, leading to unaffordable computational costs when large three-dimensional structures
and multiple discontinuities are aimed at being modeled.
The above considerations justify the very limited capacity of those classical strategies to be applied to vul-
nerability analysis purposes, based on the Monte Carlo Simulation methods requiring a large number of com-
plex simulations.
In recent years some alternatives have emerged, belonging to the family of the so called strong discontinuity
approaches, as an attempt to overcome the problems of the previous approaches. In particular, the continuum
strong discontinuity approach (CSDA), which has been adopted here, is equipped with recent and advanced
ingredients in order to make it an efficient and robust strategy for solving complex three-dimensional multi-
crack problems. The fundamental features of CSDA are the following:
• A real displacement discontinuity (crack) is considered in the mathematical description of the displacement
field, through the so called strong discontinuity kinematics [12–14], (see Fig. 1). The displacement, u, and
strain, e, fields in a body X experiencing a strong discontinuity across the crack surface, S, are then
described asuðxÞ ¼ uðxÞ þ HSsutðxÞ HS ¼ 1 8x 2 X
þ
0 8x 2 X

ð1Þ
eðxÞ ¼ rSuðxÞ ¼ eðxÞ|{z}
regular
ðboundedÞ
þ dS sut nð Þsym|fflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflffl}
singular
ðunboundedÞ
; ð2Þ
where sub in Eq. (1) is the displacement jump, HS is the step function and dS in Eq. (2) is the Dirac’s delta
function, which is regularized for computational purposes.
Fig. 1. Strong discontinuity kinematics.
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bulk and at the discontinuity interface [14]. The model is equipped with strain softening, to reproduce the
material de-cohesion as cracking occurs. The softening modulus is regularized to match with the
unbounded strains in Eq. (2). Therefore, the complete analysis is performed within a continuum setting.
Nevertheless, it can be shown that the selected continuum 3D material model is automatically projected
into a 2D discrete model (traction–separation law) at the discontinuity interface as the strong discontinuity
kinematics in Eqs. ((1) and (2)) develops. For practical purposes, that discrete model is neither derived nor
implemented, but the results at the failure interface are the same as if it had been effectively implemented.
Therefore, both, the volume and surface dissipative effects, taking place during the material failure, are cap-
tured in a common continuum context.
• The use of finite elements with embedded discontinuities [13] makes possible to adopt rather coarse meshes,
without affecting the accuracy of the results (see Fig. 2) and not requiring remeshing procedures. Those ele-
ments basically consist of enriching the standard finite elements crossed by the crack path, with additional,
discontinuous, deformation modes that capture the displacement discontinuities (cracks) occurring inside
the element. These deformation modes have an elemental support. Therefore, the corresponding enriching
degrees of freedom can be condensed at the elemental level, so that the enrichment does not enlarge the size
of the system of equations to be solved, and multiple cracks can be captured, even in coarse meshes, at a
reduced computational cost.
• The critical conditions for the material failure, and the directions of its propagation, are checked at every
step in the whole structure (looking for the singularity of the so called localization tensor [13]). This means
that the material cracks are captured without any a priori knowledge of them. Then, a so-called global
tracking algorithm [15] is used to determine which elements are capturing the crack path and, therefore,
have to be enriched.Fig. 2. Finite elements with embedded discontinuities.
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stitutive equations [16]. This ensures positiveness and constancy, during a given time step, of the algorith-
mic tangent stiffness, and translates into dramatic improvements of the robustness of the linearization
procedure and a large reduction (to only one) of the number of iterations per time step. Specific arc-length
strategies are implemented to control the error introduced by that implicit-explicit algorithm.
Additional theoretical aspects of the CSDA are described in detail in [12–16].
2.2. Experimental assessment of the CSDA: the four point bending test
In order to assess the capacity of the CSDA to model and predict material failure a very well-known exper-
imental benchmark test, widely used for numerical validation in computational failure mechanics, is repro-
duced here. It corresponds to the four point bending test sketched in Fig. 3a. A notched concrete beam,
whose material is characterized by the following parameters: Young’s modulus E = 24800 MPa, Poisson’s
ratio m = 0.18, tensile strength ru = 2.8 MPa, fracture energy Gf = 100 N/m, and thickness 156 mm, is sup-
ported at two points and subjected to a loading system imposing two forces in points A and B. The load–dis-
placement system is controlled until reaching the complete failure of the beam. The experimental setting is
shown in Fig. 3b and the results have been reported by Arrea and Ingrafea [17].
The experimentally observed failure mode displays a crack crossing the specimen from the tip of the notch
toward the load application point B, as shown in Fig. 3c and d.
The selected constitutive model to reproduce the material behaviour is a classical isotropic continuum dam-
age model described in [12–14]. The initial behaviour, under increasing strains, is elastic, characterized by the
elastic properties E and m, up to reaching the limit elastic strength characterized by the tensile strength ru.
Beyond this point, a progressive deterioration of the secant stiffness reduces the material strength to zero,
through a softening behaviour characterized by the fracture energy Gf.
In Fig. 3e the numerically obtained failure mode, using the CSDA under the plane-stress hypothesis, is
shown. It is characterized by a curved crack path resembling very well the experimental one. The plot in
Fig. 3f displays the experimental envelope of the structural responses, load P versus CMSD (crack-mouth slid-
ing displacement) curves, and the numerically obtained results. It can be observed that the numerical struc-
tural response lies completely into the experimental band. The numerical simulation of the complete
structural failure can be done, in a very robust manner, in very few minutes of CPU using a single personal
computer. In addition, the independence of the obtained results on the orientation of the finite element mesh
(mesh objectivity) can be shown. This example exemplifies the ability of the selected computational material
failure setting (the CSDA) to provide fast and reliable numerical results to be used for the purposes of this
work as detailed in subsequent sections.
3. Structural reliability analysis
In the design of structural systems, limiting uncertainties and increasing safety is an important issue to be
considered. Structural vulnerability, which is defined as the probability that the system meets some specified
demands for a specified time period under specified environmental conditions, is used as a probabilistic mea-
sure to evaluate the integrity (available risk) of structural systems.
The probability of failure pf can be determined using a time invariant reliability analysis procedure with the
following relationship:pf ¼ p½R < S ¼
Z 1
1
F RðtÞfSðtÞdt ¼ 1
Z 1
1
F SðtÞfRðtÞdt; ð3Þwhere R denotes the structure’s bearing capacity and S the external loads. The randomness of R and S can be
described by known probability density functions fR(t) and fS(t), with FR(t) = p[R < t], FS(t) = p[S < t] being
the cumulative probability density functions of R and S, respectively.
Most often a limit state function is defined as G(R,S) = S  R and the probability of structural failure is
given by
Fig. 3. Four-point bending test. (a) Geometrical description. (b) Experimental setup. (c) Crack surface after the experiment.
(d) Experimental crack. (e) Numerically obtained crack path. (f) Numerical and experimental structural responses.
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Z
GP0
fRðRÞfSðSÞdRdS: ð4ÞIt is practically impossible to evaluate pf analytically for complex and/or large-scale structures, especially in
the case of the vulnerability analysis of large concrete dams considered in the present study. In such cases the
integral of Eq. (4) can be calculated only approximately using either simulation methods, such as the Monte
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second order reliability method (SORM), or response surface methods (RSM) [1–3,18]. Despite its high com-
putational cost, MCS is considered as a reliable method and is commonly used for the evaluation of the prob-
ability of failure in computational mechanics, either for comparison with other methods or as a standalone
reliability analysis tool.
In reliability analysis the MCS method is often employed when an analytical solution is not attainable and
the failure domain can not be expressed or approximated by an analytical form. This is mainly the case in
problems of complex nature with a large number of basic variables where all other reliability analysis methods
are not applicable. Expressing the limit state function as G(x) < 0, where x = (x1,x2, . . .xM) is the vector of the
random variables, Eq. (4) can be written aspf ¼
Z
GðxÞP0
fxðxÞdx; ð5Þwhere fx(x) denotes the joint probability of failure for all random variables. Since MCS is based on the theory
of large numbers (N1) an unbiased estimator of the probability of failure is given bypf ¼
1
N1
XN1
j¼1
IðxjÞ; ð6Þin which I(xj) is a failure indicator for each simulation defined asIðX jÞ ¼
1 if GðX iÞ 6 0;
0 if GðX iÞ < 0;

ð7Þthus in every simulation where violation is encountered the failure counter is increased by 1.
It is important in structural reliability using simulation methods, to efficiently and accurately evaluate the
probability of failure for a load scenario. In order to estimate pf an adequate number of Nsim independent ran-
dom samples is produced using a specific, usually uniform, probability density function of the vector x. The
value of the failure function is computed for each random sample xj and the Monte Carlo estimation of pf is
given in terms of sample mean bypf ffi
NH
N sim
; ð8Þwhere NH is the number of successful simulations.
4. Multi-layer perceptrons
A multi-layer perceptron is a feed-forward neural network, consisting of a number of units (neurons)
linked together that attempts to create a desired relation in an input/output set of learning patterns. A
learning algorithm tries to determine a set of parameters called weights, in order to achieve the right
response for each input vector applied to the network. The numerical minimization algorithms used
for the training generate a sequence of weight matrices through an iterative procedure. To apply an algo-
rithmic operator A we need a starting weight matrix w(0), while the iteration formula can be written as
follows:wðtþ1Þ ¼ A wðtÞ  ¼ wðtÞ þ DwðtÞ: ð9Þ
All numerical methods applied are based on the above formula. The changing part of the algorithm Dw(t) is
further decomposed into two parts asDwðtÞ ¼ atdðtÞ; ð10Þ
where d (t) is a desired search direction of the move and at the step size in that direction.
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of the entire network, such as the direction of the overall weight update vector, which are referred to as global
techniques. In contrast, local adaptation strategies are based on weight specific information only such as the
temporal behaviour of the partial derivative of this weight. The local approach is more closely related to the
neural network concept of distributed processing in which computations can be made independent to each
other. Furthermore, it appears that for many applications, local strategies achieve faster and reliable predic-
tion than global techniques despite the fact that they use less information [19].
4.1. Global adaptive techniques
The algorithms most frequently used in the NN training are the steepest descent, the conjugate gradient and
the Newton’s methods with the following direction vectors:
Steepest descent method: d (t) = $E(w(t)).
Conjugate gradient method: d (t) = $E(w(t)) + bt1d (t1) where bt is defined:bt1 ¼ rEt  rEt=rEt1  rEt1 Fletcher–Reeves:
Newton’s method: d (t) = [H(w(t))]1$E(w(t)).
The convergence properties of optimization algorithms for differentiable functions depend on properties of
the first and/or second derivatives of the function to be optimized. When optimization algorithms converge
slowly for neural network problems, this suggests that the corresponding derivative matrices are numerically
ill-conditioned. It has been shown that these algorithms converge slowly when rank-deficiencies appear in the
Jacobian matrix of a neural network, making the problem numerically ill-conditioned [20].
4.2. Local adaptive techniques
To improve the performance of weight updating, two completely different approaches have been proposed,
namely Quickprop [21] and Rprop [22].
4.2.1. The Quickprop method
This method is based on a heuristic learning algorithm for a multi-layer perceptron, developed by Fahlman
[21], which is partially based on the Newton’s method. Quickprop is one of most frequently used adaptive
learning paradigms. The weight updates are based on estimates of the position of the minimum for each
weight, obtained by solving the following equation for the two following partial derivatives:oEt1
owij
and
oEt
owij
ð11Þand the weight update is implemented as follows:DwðtÞij ¼
oEt
owij
oEt1
owij
 oEtowij
Dwðt1Þij : ð12ÞThe learning time can be remarkably improved compared to the global adaptive techniques.
4.2.2. The Rprop method
Another heuristic learning algorithm with locally adaptive learning rates based on an adaptive version of
the Manhattan-learning rule and developed by Riedmiller and Braun [22] is the Resilient backpropagation
abbreviated as Rprop. The weight updates can be writtenDwðtÞij ¼ gðtÞij sgn
oEt
owij
 
; ð13Þ
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min a  gðt1Þij ; gmax
 	
; if oEtowij 
oEt1
owij
> 0;
max b  gðt1Þij ; gmin
 	
; if oEtowij 
oEt1
owij
< 0;
gðt1Þij ; otherwise;
8>><
>>:
ð14Þwhere a = 1.2, b= 0.5, gmax = 50 and gmin = 0.1 [23]. The learning rates are bounded by upper and lower limits
in order to avoid oscillations and arithmetic underflow. It is interesting to note that, in contrast to other algo-
rithms, Rprop employs information about the sign and not the magnitude of the gradient components. In this
work the Rprop learning algorithm is used since it has been proved by the authors the most efficient one in
terms of generalization and rapid convergence of the training procedure [24].
4.3. NN based MC simulation
Vulnerability analysis of large concrete dams using Monte Carlo Simulation is a highly intensive compu-
tational problem which makes conventional approaches incapable of treating large scale problems even in
today’s powerful computers. In the present study the use of NN was motivated by the approximation concepts
inherent in vulnerability analysis. The idea here is to train a NN to provide computationally inexpensive esti-
mates of analysis outputs required for the reliability analysis problem. The major advantage of a trained NN
over the conventional process, under the provision that the predicted results fall within acceptable tolerances,
is that results can be produced in a few clock cycles, representing orders of magnitude less computational effort
than the conventional computational process.
An NN is trained utilizing available information generated from selected CSDA analyses. The CSDA data
analysis was processed to obtain input and output pairs which were used to produce a trained NN. The trained
NN is then used to predict the peak load due to different sets of basic random variables. After the peak loads
are predicted, close estimates of the probability of failure are obtained by means of MCS. The predicted values
for the peak loads should resemble closely, though not identically, to the corresponding values of the CSDA
analyses which are considered ‘‘exact’’. It appears that the use of a properly selected and trained NN can elim-
inate any limitation on the sample size used for MCS and on the dimensionality of the problem, due to the
drastic reduction of the computing time required for the repeated analyses.
As it was mentioned, earlier the main objective of this study is to investigate the ability of the NN to predict
the peak load and incorporate the NN in the framework of reliability analysis. This objective comprises the
following tasks: (i) select the proper training/testing set, (ii) find the suitable neural network architecture and
(iii) train the neural network. The appropriate selection of input–output training data is one of the most
important parts in NN training. Although the number of training patterns may not be the only concern,
the distribution of samples is of greater importance. The number of conventional CSDA analysis calculations
performed in this study ranges between 50 and 200 samples, while some of them are used to test the accuracy
of the NN predictions with respect to the ‘‘exact’’ results obtained from the CSDA. The selection of the train-
ing set is based on the requirement that the full range of possible results should be represented in the training
procedure. In order to fulfil the requirement that the full range of possible results should be represented, the
training set is generated randomly using the Latin Hypercube Sampling within the bounds: mean value ±6r,
where the percent variation is 99.9999998, since in both test examples considered the random variables follow
the normal distribution.
There are typically two types of networks, namely fully and patterned connected networks. In this work a
fully connected network is used. In a fully connected network, each node in a layer is connected to all the
nodes of the previous and the next layer. The number of nodes to be used in the hidden layers is not known
in advance, for this reason the learning process initiates with a relatively small number of hidden nodes (10 in
this study) and gradually increase the number of hidden nodes and next, until achieving the desired conver-
gence. The NN configuration achieving the desired convergence, for both test examples, has one hidden layer
with 20 hidden nodes. Tests performed for more than one hidden layer showed no significant improvement in
the obtained results [9,20].
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to provide predictions of the peak load corresponding to different values of the input random variables. The
results are then processed by means of MCS to calculate the probability of failure pf. Similarly for the vul-
nerability analysis of concrete dams using the MCS, the computed peak loads are compared to the corre-
sponding external loading leading to the computation of the probability of structural failure according to
Eq. (6). The considered external loads correspond to various flood scenarios and include a constant self-
weight and an increasing fictitious density of the water (and the corresponding hydrostatic pressure). It must
be mentioned here that by approximating the ‘‘exact’’ solution with a NN prediction of the peak load, the
accuracy of the predicted pf depends not only on the accuracy of the NN prediction of the peak load but
also on the sensitivity of pf with regard to a slightly modified, due to the NN approximation, sample space
of resistances [9].
5. Numerical results
Two test examples have been considered to illustrate the efficiency of the proposed NN based methodology,
one academic and one real world test example. In both test examples the probability of failure is estimated
using the basic MCS. Elastic modulus, Poisson’s ratio, tensile strength and fracture energy are considered
to be random variables in both test examples, following the normal distribution. The NN software used in
this study is based on the back propagation algorithm developed by the authors [20].
5.1. Assessment of the combined NN–CSDA methodology: the four point bending test
The first test example is considered for performing a parametric study with respect to the number of train-
ing patterns that are required in order to train properly the NN. For this reason numerical results have been
obtained, in terms of the peak load, for training sets composed by 50, 100, 150 and 200 sets of random mate-
rial properties. The concrete mechanical parameters for this test example are summarized in Table 1 where
mean values and standard deviations for the four random variables considered are shown. To assess the four
different training sets reliability analysis is performed. A sample size equal to 1000 is used for calculating the
probability of failure. The corresponding external loading, leading to the computation of the probability of
failure, according to Eq. (6), is considered to be equal to 90 kN. In Fig. 4a and b the value of the CMSD value
and the peak load for each of the 1000 samples is depicted, while in Fig. 5 the load versus the CMSD curve for
all the samples is shown.
The four different training sets are first compared with respect to their prediction ability in a selected set of
10 patterns randomly selected from the 1000 samples mentioned above. The capability of the four training sets
to predict the peak load is shown in Table 2. As it can be observed the peak load predicted based on the NN50
training set is the worst one while the NN100, NN150 and NN200 perform equally well with respect to the
CDSA prediction. As it was mentioned earlier, once an acceptable trained NN is obtained in predicting the
peak loads, the probability of failure for each test case is estimated by means of the NN-based Monte Carlo
Simulation. The results of this calculation are provided in Table 3. The probability of failure for the case of the
exact calculations pf_CDSA = 1.00% while for the case of the neural networks pf_NN50 = 0.60%,
pf_NN100 = 0.90%, pf_NN150 = 1.00% and pf_NN200 = 1.00%. According to a previous work of the authors, if
the number of samples is increased the NN100 will converge closely to the pf_CDSA [9].Table 1
Concrete beam: mechanical parameters
Mean value Standard deviation
Concrete beam
Elastic Modulus (MPa) 24700 1087.23
Poisson’s Ratio 0.18 0.0108
Tensile strength (MPa) 2.8 0.448
Fracture energy (N/m) 100 4.5
Fig. 4. Four-point bending test. (a) CMSD and (b) peak load for the 1000 samples.
Fig. 5. Four-point bending test. Load versus CMSD curves for the 1000 samples.
M. Papadrakakis et al. / Structural Safety 30 (2008) 217–235 227
Table 2
Comparison of CDSA (‘exact’) and NN predictions of the peak load for 10 randomly selected input sets of random variables
Young’s
modulus (MPa)
Poission’s
ratio
Tensile strength
(MPa)
Fracture energy
(N/m)
Peak load (kN)
CSDA NN50-
prediction
NN100-
prediction
NN150-
prediction
NN200-
prediction
23266 0.159 2.98 56.85 117.77 114.82 115.24 115.33 115.83
24603 0.177 2.89 59.54 120.32 121.48 121.33 121.38 120.69
23845 0.167 3.81 63.47 130.37 131.75 129.70 130.29 131.41
24238 0.172 2.55 64.80 117.15 117.87 118.14 118.04 117.09
26451 0.203 3.28 68.11 134.34 137.55 136.97 137.54 137.41
24137 0.171 2.80 70.83 124.84 122.86 123.20 123.25 123.37
22400 0.147 2.03 72.99 104.53 107.01 107.03 107.20 106.03
20852 0.126 1.56 73.38 90.09 95.07 94.62 95.35 93.74
20779 0.125 2.28 75.15 107.60 104.53 103.83 104.08 103.46
25626 0.191 3.46 77.64 141.95 140.61 139.69 140.13 140.69
Table 3
Comparison of the probability of failure calculated by the CDSA and the NN based procedure for 1000 simulations (applied load 90 kN)
CSDA NN50-prediction NN100-prediction NN150-prediction NN200-prediction
1.00% 0.60% 0.90% 1.00% 1.00%
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A large concrete arch dam has been considered as a second test example in order to illustrate the feasibility
of the proposed methodology. First, the probability of failure of the Dam is computed for a given water level
while at a next step, fragility curves are obtained for various predefined damage levels of the dam and various
flood scenarios. The probability of failure for each damage level and each scenario is estimated using the NN-
based MCS in conjunction with the CSDA for the prediction of the peak load of the dam. The uncertain prop-
erties (modeled as random variables) considered for the Dam are the Young’s modulus, the Poisson’s ratio,
the tensile strength and the specific fracture energy of the concrete. All random variables are assumed to be
Gaussian.
5.2.1. Problem description
This problem corresponds to the benchmark test presented in the 7th International Benchmark Workshop
[25], which here is reproduced using the Continuum Strong Discontinuity Approach. The Scalere dam is an
arch dam located in the centre-north of Italy. It was constructed in 1910–1911. The foundation rock consists
of stratified Eocene sandstones dipping upstream. The dam has not been provided with contraction joints. The
crest elevation is at 830.5 m a.s.l., maximum height 34.0 m, and crest length 158.0 m. The systematic failure
analysis has consisted of fixing all the parameters that are related to the numerical strategy, while changing
the four material mechanical properties aforementioned. Therefore, the results will be associated to those
physical perturbations.
5.2.1.1. Geometry. The geometry of the concrete dam has been taken from [26]. Only a small part of the foun-
dation has been modelled because the analysis is addressed to the dam structural collapse. Nevertheless, in
order to recover the actual structural response, appropriate boundary conditions have been considered.
The finite element mesh is displayed in Fig. 6, from different points of view. The discrete model is composed
of 13580 tetrahedral elements and 3047 nodes.
5.2.1.2. Boundary conditions. The kinematical restrictions that have been considered are the following: the
lateral and bottom surfaces are clamped (surface A, B and C in Fig. 6b), while the other ones are free.
Fig. 6. Dam Geometry and finite element mesh. (a) Upstream view. (b) Inferior view.
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strategy: the hydrostatic pressure, acting on the up-stream wall of the dam for the full reservoir case, is mul-
tiplied by a loading factor (starting from zero) while keeping constant the self-weight of the dam. The max-
imum attained load factor would be that determining the safety factor for the most unfavourable action (the
hydrostatic pressure). Certainly, since the hydrostatic pressure is proportional to the water density, this is
completely equivalent to apply the load factor to that water density resulting in a ‘‘fictitious’’ water density
(see Fig. 7).
This is not the most common scenario adopted in dam design, but it is considered more acceptable from the
structural failure point of view. Eventually, the resulting pressure for every load factor could be translated into
an equivalent height of the water above the dam crest (increasing overflow strategy).
5.2.1.3. Material properties. The adopted (average) mechanical properties are the following: both materials,
rock and concrete, have been modelled by an isotropic continuum damage model [12]. The analysis assumes
uncertainty for the concrete modelling and deterministic for the rock foundation. Consequently, the results
evaluate the ‘‘structural collapse’’ rather than the ‘‘structure-foundation collapse’’. The rock foundation is
modelled providing appropriate boundary conditions. The rock and concrete mechanical parameters are sum-
marized in Tables 4 and 5, respectively. In Table 5 mean values and standard deviations for the four random
variables considered are shown.Fig. 7. Load factor evolution.
Table 4
Rock mechanical parameters
Rock foundation
Elastic modulus (MPa) 20000
Poisson’s ratio 0.20
Compressive strength (MPa) 10.0
Tensile strength (MPa) 1.0
Fracture energy (N/m) 100
Table 5
Concrete mechanical parameters
Mean value Standard deviation
Concrete
Elastic modulus (MPa) 20000 876.8
Poisson’s ratio 0.20 0.012
Compressive strength (MPa) 10.0
Tensile strength (MPa) 1.0 0.16
Fracture energy (N/m) 100 4.5
Mass density (Kg/m3) 2300
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are the following:
• Two materials are modelled: rock and concrete.
• No interface elements between the rock foundation and the concrete are considered.
• The rock has been assumed as deterministic.
• The four concrete material properties (Young’s modulus, Poisson’s ratio, tensile strength and fracture
energy) are defined taking into account variations via a probability density function. Their mean values
are displayed in Table 5.
• A unique numerical scenario has been adopted. Only the mechanical parameters for concrete are modified.
• Linear geometric analyses are performed.
• Hydraulic fracture phenomena have been included.
• A multi-crack procedure, allowing for multiples failure surfaces, has been considered in all cases.
5.2.2. Probability of failure
Numerical results have been obtained, in terms of the load factor, for 100 sets of basic random material
properties. Fig. 8 shows the load factor evolution as a function of the horizontal displacement for a given
set of input parameters (x-direction of the P-node located in the dam crest, see Fig. 6a). The peak load (peak
load factor) identifies the maximum carrying capacity of the structure (critical load) under increasing loading
processes. The post peak response in Fig. 8 corresponds to the post-critical response of the structure, which
would not be traced in an actual case of structural collapse under increasing loads, but allows identifying theFig. 8. Dam analysis. Load factor versus P-node (see Fig. 6) horizontal displacement.
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the geometry in the deformed configuration (Fig. 9b) display the typical failure mechanism. It is formed by the
conjunction of two primary macro cracks propagating across the concrete bulk, as shown in Fig. 10a and b.
However, the complete dissipative process also considers a number of secondary discontinuity surfaces, in
both the dam domain and the rock foundation.
From the 100 CDSA analyses performed with the CSDA, 95 randomly selected are chosen to give the pairs
(inputs-outputs) for the NN training. The remaining five are used to test the accuracy of the NN predictions
with respect to the ‘‘exact’’ results obtained from the CSDA. Table 6 presents the results of this comparison,
while in Fig. 11 the performance of the trained NN for the 95 training patterns is shown. It can be observed
that the relative error of peak load factor predicted with the NN and the CDSA is approximately 2.78% which
is considered as adequate for the needs of the subsequent reliability analysis. Once an acceptable trained NN is
obtained in predicting the peak load factors, the probability of failure for each test case is estimated by means
of the NN-based Monte Carlo Simulation described earlier. Results of this calculation are presented in
Fig. 12. The fictitious water density for this calculation takes the deterministic value of 13 KN/m2 which cor-
responds to an extreme flood condition (8 m above the maximum water level). From this figure it can be
observed that the MCS converges after 108 simulations to a probability of failure pf = 5 · 107%.
The feasibility of the proposed methodology for computing the probability of failure in large and complex
structural systems is demonstrated in Table 7. In this table, a comparison of the required computing time for
developing the three fragility curves of Fig. 13 using the NN based MCS and the basic brute force MCS is
presented. The total time required by the proposed NN–MCS can be decomposed in three parts. In the first
part is the time required for developing the training and testing sets, running 100 CDSA analyses. The secondFig. 9. Dam analysis. (a) Iso-displacement maps. (b) Deformed configuration.
Fig. 10. Dam analysis. Paths of primary cracks, (a) upstream and (b) downstream view.
Table 6
Comparison of CDSA (‘exact’) and NN predictions of the peak load for five randomly selected input sets of random variables
Young’s modulus (MPa) Poission’s ratio Tensile strength (MPa) Fracture energy (N/m) Critical load factor (peak load)
NN-prediction CSDA Error (%)
20084 0.20072 0.99553 93.100 7.50 7.29 2.78
19453 0.19213 0.90258 96.994 7.55 7.45 1.38
18884 0.18971 0.79474 100.570 7.19 7.30 1.44
21199 0.21998 1.2994 101.590 8.14 7.94 2.52
20661 0.20439 1.0997 109.960 6.80 6.97 2.42
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Fig. 11. Performance of the trained NN for the 95 training patterns.
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Fig. 12. Probability of failure calculated with the NN based MCS for various numbers of simulations.
Table 7
Comparison of required computing time for developing the three fragility curves of Fig. 13 using the NN based MCS and a brute force
MCS
Training/testing set (h) Training (h) Prediction (h) Total
Sequential (h) Sequential (years)
NN–MCS 1.44E+03 2.64E03 2.15E+00 1.44E+03 1.67E01
Brute force MCS – – – 1.44E+10a 1.67E+06a
a Estimated.
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level c. As it can be seen the main part in the total time of the NN–MCS procedure is the first part required for
developing the training and testing sets. It can be seen that the enormous computational cost required for a
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Fig. 13. Flood fragility curves for Scalere dam computed with the NN–MCS approach.
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were available the required computing time for such calculation would be 1670 years. With the use of NN in
the context of a MCS this time is reduced to 1.500 h. In the present application, a sequential solution pro-
cedure was adopted in two personal computers, implementing only the proposed NN–MCS procedure. The
total time required for the above calculations was approximately 2 months.
5.2.3. Fragility curves
Once the NN based MCS is established for obtaining close predictions of the probability of failure of a dam
for a given level of external loading, rigorous calculations of fragility curves can be subsequently obtained by
performing a number of reliability analyses associated with various predefined damage levels of the dam and
various flood scenarios. These calculations are performed with a minimum additional computational cost.
Results of the aforementioned calculation are shown in Fig. 13 where the computed flood fragility curves
for Scalere dam are presented. In this figure, each water fictitious density c is assumed to correspond to dif-
ferent water level and therefore to a different flood case scenario. In this work for each fictitious water density
c1.0E+09 NN based MC simulations are performed. In every simulation a check was performed in order to
fulfil that the sample drawn was within the bounds of the NN sampling: mean value ±6r. In case that a sample
was outside of these bounds it was rejected.
Three different damage levels are considered:
• Moderate damage.
• Severe damage.
• Structural collapse.
Moderate damage is assumed to correspond to 60% of the peak load of the dam and is associated with
damages that can be easily repaired without affecting the dam operation. Severe damage is assumed to cor-
respond to the 80% of the peak load and is associated with extensive damages requiring immediate retrofit
and rehabilitation actions. Structural collapse is assumed to correspond to the 100% of the peak load. In
order to obtain the three fragility curves shown in Fig. 13, for each NN based MC simulation the predicted
peak load is compared with the limit states for the three damage levels considered. From the fragility curves
of Fig. 13, useful conclusions can be derived for the dam behaviour under ordinary and extraordinary load-
ing conditions.
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This paper presents an application of Neural Networks to the reliability analysis of large concrete dams in
which failure is predicted with the Continuum Strong Discontinuity Approach. The approximate concepts
that are inherent in reliability analysis and the time consuming requirements of repeated structural analyses
involved in Monte Carlo Simulation motivated the use of Neural Networks.
The computational effort involved in the conventional Monte Carlo Simulation becomes excessive in large-
scale problems because of the large sample size and the computing time required for each Monte Carlo run.
The use of Neural Networks can practically eliminate any limitation on the scale of the problem and the sam-
ple size used for Monte Carlo Simulation provided that the predicted critical load factors, corresponding to
different simulations, fall within acceptable tolerances. A Back Propagation Neural Network algorithm is suc-
cessfully applied to produce approximate estimates of the critical load factors, regardless the size or the com-
plexity of the problem, leading to very close predictions of the probability of failure. The methodology
presented could therefore be implemented for predicting accurately and at a fraction of computing time the
probability of failure of large and complex structures.Acknowledgements
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