In this paper we describe all group gradings by a finite abelian group G of any Lie algebra L of the type "A" over algebraically closed field F of characteristic zero.
Introduction
In this paper we describe all gradings by finite abelian groups on the matrix Lie algebras sl(n) over an algebraically closed field of characteristic zero. We introduce two types of gradings of sl(n), type I, induced from the gradings of the full matrix algebras M n , described in [4] , and type II, obtained by a simple procedure from so called involution gradings of the full matrix algebras M n , described in [5] , and show that they exhaust all possible gradings of sl(n). A survey of known results about the gradings of simple Lie algebras can be found in [10, Section 3.3] , including the results of V. Kac [9] classifying cyclic gradings of all simple Lie algebras. Many examples of grading on simple Lie algebras can be found in the papers of J. Patera and coauthors (see, for example, [6, 11, 12] ).
Some notation and simple facts
Let F be an arbitrary field, A a not necessarily associative algebra over an F and G a group. We say that A is a G-graded algebra, if there is a vector space sum decomposition
such that
A subspace V ⊂ A is called graded (or homogeneous) if V = ⊕ g∈G (V ∩ A g ). An element a ∈ R is called homogeneous of degree g if a ∈ A g . We also write deg a = g. The support of the G-grading is a subset Supp A = {g ∈ G|A g = 0}.
If N is a normal subgroup of G then A naturally acquires a G/N-grading if one sets
If A is an associative algebra then (1) is called a Lie grading if instead of (2) one has
[A g , A h ] ⊂ A gh for all g, h ∈ G.
Suppose now that F is of characteristic different from 2. If A is an associative algebra with involution * and, in addition to (2) , one has (A g ) * ⊂ A g for all g ∈ G.
then we say that (1) is an involution preserving grading or simply an involution grading. In this case, given a graded subspace B ⊂ A we set B (+) = {b ∈ B | b * = b}, the set of symmetric elements of B
and B (−) = {b ∈ B | b * = −b}, the set of skew-symmetric elements of B.
If B is an associative subalgebra of A then B (−) is a Lie subalgebra of A, that is, with respect to [x, y] = xy − yx while B (+) is a Jordan subalgebra of A, that is, with respect to x • y = xy + yx. We always have B = B (−) ⊕ B (+) .
In this paper we study group gradings on simple Lie algebras. The following simple remark formally shows why in this case we may restrict ourselves to the case of abelian groups. We give a proof for completeness.
Lemma 1 Let L = ⊕ g∈G L g be a simple Lie algebra over an arbitrary field F , graded by a (possibly, noncommutative) group G. Then the support Supp L generates in G an abelian subgroup.
Proof. First we note that gh = hg for g, h ∈ G as soon as
We are going to generalize this property to the case of more than two factors. Namely, we will prove that inequality [L g 1 , . . . , L g k ] = 0 implies that g 1 , . . . , g k pairwise commute. Hence g k commutes with all g 1 , . . . , g k−1 .
Now we consider arbitrary g, h ∈ Supp L. Since L is simple and L g = 0, there exist g 1 , .
.
. . , L g k ] = 0 and gg 1 · · · g k = h.
Then all g, g 1 , . . . , g k commute and hence gh = hg.
3 Two types of Lie gradings on associative algebras
If R is an associative algebra over an arbitrary field F , graded by an abelian group G, L a Lie subalgebra in R with respect to the bracket operation [x, y] = xy − yx and L is a graded subspace of R then L becomes a G-graded algebra with
] ⊂ L gh easily follows. Thus some gradings of a Lie algebra can be induced from the gradings of an associative algebra. In certain cases all gradings of important Lie algebras can be obtained in this way.
For example, this is the case when R = M n , the matrix algebra of order n over an algebraically closed field F of characteristic 0 and L is a Lie subalgebra of all matrices which are skew-symmetric under a symplectic involution (simple Lie algebra of the type C k , n = 2k, k ≥ 3) or a Lie subalgebra of all matrices which are skew-symmetric under a transpose involution (simple Lie algebra of the type B k , n = 2k + 1, k ≥ 2 or simple Lie algebra of the type D k , n = 2k, k > 4). This made it possible to give a complete description of all abelian gradings on simple Lie algebras of the types just mention, in an earlier paper [5] .
Below we briefly recall the results of [4] , where the full description of abelian group gradings on the full matrix algebra has been given.
Abelian Gradings on Matrix Algebras
A grading R = ⊕ g∈G R g on the matrix algebra R = M n (F ) is called elementary if there exists an n-tuple (g 1 , . . . , g n ) ∈ G n such that the matrix units E ij , 1 ≤ i, j ≤ n are homogeneous and E ij ∈ R g ⇐⇒ g = g
A grading is called fine if dim R g = 1 for any g ∈ Supp R. A particular case of fine gradings is the so-called ε-grading where ε is n th primitive root of 1. Let G = a n × b n be the direct product of two cyclic groups of order n and
Then
and all X i a X j b , 1 ≤ i, j ≤ n, are linearly independent. Clearly, the elements X i a X j b , i, j = 1, . . . , n, form a basis of R and all the products of these basis elements are uniquely defined by (9) .
Then from (9) it follows that R = ⊕ g∈G R g is a G-grading on M n (F ) which is called an ε-grading.
Now let R = M n (F ) be the full matrix algebra over F graded by an abelian group G. The folowing result has been proved in [4 
where
, L is a graded subspace of R = M n , and the following is true.
Corollary 1 (Type I Gradings) Given any grading
is the set of all skew-symmetric matrices under the ordinary transpose involution X → t X, L 1 the set of all symmetric matrices of trace zero. This is not induced from any Z 2 -grading of M n since, according to the general theory of [4, Section 4, Theorems 5, 6] any such grading is elementary, that is, there are two natural numbers k, l such that
Quite a general result, as we will see in the future, dealing with the gradings of an associative algebra R in the presence of involutions, is the following. is an involution G-grading then a Lie grading by G on R can be given by
Here, as in Section 2, R (±) g is the set of symmetric (skew-symmetric) elements in R g with respect to * . 2
The proof of this theorem is a direct verification of the relations
If we consider the restriction of the grading of Theorem 2 on R = M n to the matrices of trace zero then we obtain the following result.
Corollary 2 (Type II Gradings) Let R = M n and suppose R satisfies the hypotheses of Theorem 2. If also char F ∤ n then a grading of the Lie algebra L = sl(n) will be obtained if we set
Note that we need the restriction char F ∤ n to make sure that R = F I ⊕[R, R].
All involution gradings of R = M n have been described in [5, Sections 6, 7, 8] .
Abelian Involution Gradings on Matrix Algebras
Throughout this subsection we assume the base field F being algebraically closed of characteristic zero.
We first recall that any involution * of R = M n can always be written as
where Φ is a nondegenerate matrix which is either symmetric or skew-symmetric and X → t X is the ordinary transpose map. In the case where Φ is symmetric we call * a transpose involution. If Φ is skew-symmetric * is called a symplectic involution. Before we formulate the theorem describing involution gradings on M n we need three (slightly modified) lemmas from [5] . The first one deals with certain fine involution gradings while the last two with elementary involution gradings. If R has an involution * then by R (±) we denote the space of symmetric (respectively skew-symmetric) matrices in R under * . (1) Φ is skew-symmetric,
(2) Φ is symmetric,
The next lemma handles the case of an elementary grading compatible with an involution defined by a symmetric non-degenerate bilinear form. 
and m + 2l = n. The involution * acts as
where I s is the s × s identity matrix. Moreover, R (−) consists of all matrices of the type
consists of all matrices of the type
The last lemma deals with the case of an elementary grading compatible with an involution defined by a skew-symmetric non-degenerate bilinear form.
Lemma 4 Let R = M n (F ), n = 2k, be the matrix algebra with involution * defined by a skew-symmetric non-degenerate bilinear form. Let G be an abelian group and let R be equipped with an elementary involution G-grading defined by an n-tuple (g 1 , . . . , g n ). Then g 1 g k+1 = .
. . = g k g 2k , the involution * acts as
while R (+) consists of all matrices of the type
We can now explicitly describe gradings on a matrix algebra with involution.
Recall that in the case of an algebraically closed field any involution * on a matrix algebra is, up to isomorphism, either the transpose or the symplectic involution.
Theorem 3 Let R = M n (F ) = ⊕ g∈G R g be a matrix algebra over an algebraically closed field of characteristic zero graded by the group G and Supp R generates G. Suppose that * : R → R is a graded involution. Then G is abelian, n = 2 k m and R as a G-graded algebra with involution is isomorphic to the tensor product 
where Y ∈ R (0) , X t i are the elements of the basis of the canonical (−1)-grading of M 2 , i = 1, . . . , k, t = t 1 · · · t k ∈ T , sgn(t) = ±1, depending on the cases in Lemma 2.
2
As we have seen, not every grading of L = sl(n) ⊂ R = M n is induced by a grading of R. The best way to see why this happens in the "A" case but not in the case of "B"," C", "D" is to consider the connection between the gradings by an abelian group G and the action by automorphism of the dual group G.
Dual group action
Let F be a field. Denote by G the dual group for G. Thus the elements of G are all irreducible characters χ : G → F * , where F * is the multiplicative group of the field F .
If Λ is a subset of G then we denote by Λ ⊥ the subgroup of G given by
Similarly one defines S ⊥ , a subgroup in G, for any subset S ⊂ G.
If G is a a finite abelian group and G is its group of characters over a field F containing a primitive root of degree n = |G| then G ∼ = G. More precisely, if
is a primitive root of 1 of degree n j and ξ j (a i ) = 1 if j = i.
Obviously, G separates the elements of G in the sense that for any g 1 = g 2 there exists a χ ∈ G such that χ(g 1 ) = χ(g 2 ). Then there is a natural isomorphism between G and G given by g → ψ g where ψ g (χ) = χ(g).
Notice that if Λ is a subgroup of G and H = Λ
⊥ then there is a natural
We briefly recall the relation between the G-gradings and G-actions in the case where G is finite (see e.g. [4] ) and F contains a primitive root of degree n = |G|. Let R be an arbitrary, i.e. not necessarily associative, algebra graded by a finite abelian group G, R = ⊕ g∈G R g . Any element a in R can be uniquely decomposed as the sum of homogeneous components, a = g∈G a g , a g ∈ R g . Given χ ∈ G we can define
It is easy to observe that (17) defines a G-action on R by automorphisms and a subspace V ⊂ R is a graded subspace if and only if V is invariant under this action, i.e. G * V = V . In particular, a is a homogeneous iff a is a common eigenvector for all χ ∈ G. The elements of the identity component R e , e the identity element of G, are precisely the fixed points of the above action.
We will also use the following relation between actions by the subgroups of G and gradings by the factor-groups of G. Notice that thanks to the isomorphism α : Λ → G/H we have the action of Λ on G/H given by λ(gH) = λ(g) and on R by λ * ( x∈G/H r x ) = x∈G/H λ(x)r x .
Lemma 5 Let H and Λ be subgroups of G and G, respectively, such that
homogeneous in the natural G/H-grading if and only if a is a common eigenvector for all
Proof. In view of what was said about the connection between gradings and actions, both claim will follow if we prove that the isomorphisms α : Λ ∼ = G/H and β : G/H ∼ = Λ, are compatible with the restriction of the action of G to Λ and the natural action of G/H on the G/H-graded algebra R. It is sufficient to check this compatibility for one of them, say, β. For instance, every element is the sum of those ones which are homogeneous in the G/H-grading. If r has degree gH then r = h∈H r gh and for π ∈ G/H we should have:
It follows that indeed the action of Λ is equivalent to the action of the whole of G/H, which is what we needed. 2
Now the difference between the "A" case and those of "B"," C", "D" in the case of an algebraically closed field F of characteristic zero is that each algebra L from the latter list, with the exception of some small rank algebras, has a canonical embedding in a matrix algebra R in such a way that any automorphism of L is induced by an automorphism of R. Our example above shows that this cannot be done in the case of simple Lie algebras of type "A". Still the following result from the classical Lie Theory tells us the following. Now suppose we are given a grading of L = sl(n) by a finite abelian group G. We consider the dual group G. Then we have the action of G by the automorphisms of L. We will call a G-grading L = g∈G L g on L = sl(n) inner if G acts on L by inner automorphisms. Otherwise we call this grading outer.
Suppose first that the grading is inner, that is, for each χ ∈ G there is a nondegenerate matrix T χ ∈ M n such that
It is then obvious that the same formula (18) defines an action of G on R, thus a G-grading of R = M n . This will be a unique G-grading of R = M n that induces the given grading of L = sl(n), and it is given by R e = F I ⊕ L e and R g = L g for g = e. The description of such gradings of sl(n) is identical to that of M n given in Theorem 1. For convenience, we formulate this result below in the language of Lie algebras.
Outer gradings. General Results
Main results and arguments of the remaining sections of this paper heavily depend on [5] , where it is assumed that the base field F is algebraically closed of characteristic zero. Therefore, although some intermediate results and arguments could be proved under milder restrictions, we still prefer from now on to work under this assumption.
So we have to consider the case of an outer grading, namely where there is an element of G which acts on L as an outer automorphism. In this case there is a subgroup Λ ⊂ G of index 2, which acts by inner automorphisms on L.
An element, say ϕ ∈ G \ Λ is the composition of an inner automorphism X → Φ −1 XΦ and the canonical automorphism X → − t X. Thus the action of ϕ is given by
This formula defines also an action of ϕ on the associative algebra R = M n by a Lie automorphism such that ϕ * I = −I. Moreover, we now can extend the action of G on R by Lie automorphisms if we set χ * I = I for χ ∈ Λ and χ * I = −I otherwise.
Notice that in (19) the matrix Φ is defined up to a scalar multiple. A simple but useful remark about the form of Φ is the following. Proof. Indeed, we must have ϕ * X = ϕ * X where tildes mean the matrices modified as a result of the inner automorphism in question. If we denote by Ψ the modified Φ then we will have
It follows that t (C −1 )Ψ = αΦC, for some coefficient α and so we may take Ψ = t CΦC, as claimed.
2 Proposition 1 One can choose the character ϕ, the elements a, h ∈ G, the subgroups Λ 1 ⊂ G and K ⊂ G in such a way that the following hold:
Proof. This is an easy exercise, which we accomplish here for completeness. Let us denote G by Γ. We can decompose Γ as Γ = Γ 2 × Γ ′ 2 where Γ 2 is the Sylow 2-subgroup and Γ ′ 2 is the product of all other Sylow p-subgroups. Since Γ 2 ⊂ Λ it easily follows that Γ ′ 2 ⊂ Λ. Now we can decompose Γ 2 as the direct product of cyclic subgroups
where i is the smallest index such that χ i / ∈ Λ. If we replace in (20) each χ j / ∈ Λ by χ −1 i χ j then the decomposition remains but only one direct summand will be outside Λ. Now we can set ϕ = χ i , and choose Λ 1 to be the direct product of the remaining cyclic factors of the transformed Γ 2 , and Γ ′ 2 . This then proves (i) and (ii).
For the proof of (iii) the easiest way is to recall that G ∼ = G. Then if we have a direct cyclic decomposition
is a primitive root of 1 of degree n j and ξ j (a i ) = 1 if j = i. Since we can assume ϕ being one of ξ i , our claim (iii) is an immediate consequence of these two decompositions. Let us denote by H the subgroup of order 2 generated by h, as in the preceding Proposition 1. Then Λ ∼ = G/H, with a well-defined isomorphism α : Λ → G/H given by α(λ)(ḡ) = λ(g). Hereḡ = gH, an element of G/H. Therefore it is easy to check that we have a G/H-grading on L = sl(n) defined by Lḡ = L g ⊕ L gh .
As noted above, we have an extension of the action of G on R = M n by Lie automorphisms if we set χ * I = I for χ ∈ Λ and χ * I = −I otherwise. This is equivalent to saying that the outer grading of L extends to a Lie grading of R if we set
For the factor-grading we then have Rē = F I ⊕ Lē and Rḡ = Lḡ ifḡ =ē. 
Proof. Since Λ ∼ = G/H acts on L by inner automorphisms it follows that the G/H-grading of L is inner hence induced from a unique G/H-grading of R. It follows that the G/H-Lie-grading of R described just before this lemma is actually an associative grading. If we decompose R as the tensor product
following Theorem 1 then all R (i) are stable under Λ-action. Since Λ and ϕ commute, and each Rḡ is a weight subspace under the action of Λ, it follows that for eachḡ ∈ G/H we have ϕ * Rḡ ⊂ Rḡ. Moreover,
g for allḡ =ē and 1 ≤ i ≤ k. Now let us consider R e for any i = 1, . . . , k. Finally, from the intersection property of the supports it follows that
As before, we then have ϕ * R
Since the action of Λ on L is inner with each λ ∈ Λ one can associate a non-degenerate matrix T λ ∈ M n such that
We can also say that X is homogeneous of degreeḡ if and only if
Now, as before, we can extend the action of Λ on L to R = M n . It is given by the same formula (21). Therefore, we have a G/H-grading of M n . Actually, as mentioned before, for anyḡ =ē we have that Rḡ = Lḡ while Rē = F I ⊕ Lē.
If we know theḠ = G/H-grading of L and an automorphism ϕ satisfying ϕ * Lḡ = Lḡ then we can recover the G-grading using the following procedure.
Proposition 2 Using our previous notation, one can find L a , for any a ∈ḡ, in the form as follows:
Proof. Indeed, let M a denote the right side of (23). Since any element in M a is still in Lḡ the action of any λ ∈ Λ amounts to the scalar multiplication by λ(g) = λ(a), for any a ∈ḡ. Now let us check the action of ϕ.
Since ϕ 2 ∈ Λ we have that ϕ 2 * X = ϕ 2 (ḡ)X = ϕ 2 (a)X = (ϕ(a)) 2 X. Plugging this value in (23) we obtain
Since ϕ and Λ generate the whole of G it follows that X + ϕ(a) −1 (ϕ * X) is an eigenvector for the action of any χ ∈ G with eigenvalue χ(a), proving that the degree of this element in the G-grading is a. So M a ⊂ L a . Notice also that
It is immediate then that M a + M ah = Lḡ. Since, being graded components of the G-grading of L, the subspaces L a and L ah have trivial intersection we must conclude that M a = L a and M ah = L ah , so that our claim is correct. 2
Now we know that the action of ϕ on L is given by (19) and that both ϕ and Λ belong to the same abelian group G. This causes a number of relations between the matrix Φ, as in (19) and the matrices T λ , as in (21), for each λ ∈ Λ.
We have
and also
Since X is any matrix with trace zero, it follows that the conjugating matrices on the right sides of both equations differ only by a scalar β. We then have
Now let us extend the action of ϕ to M n , using the same formula (19). It is obvious that ϕ and Λ remain commutative. It follows then that for any homogeneous component Lḡ, respectively, Rḡ we have ϕ * Lḡ = Lḡ, respectively, ϕ * Rḡ = Rḡ. Let us notice that the action of ϕ on M n satisfies the following relation:
It is clear, conversely, that any mapping ϕ : M n → M n satisfying (25) must be of the form (19). Indeed, if we combine such ϕ with X → − t X then we obtain an automorphism of M n , hence a conjugation by an appropriate nondegenerate matrix Φ, as needed.
If ϕ is of order 2 then −ϕ becomes an involution and so the factor-grading on M n by G/H becomes an involution grading. Such gradings have been completely described in Subsection 3.2.
We cannot immediately apply these results to outer gradings of L = sl(n) since our outer automorphism ϕ need not be an element of order 2. But there is a way to replace, in certain situations, outer automorphisms of arbitrary order by those of order two. Notice that in the statement of the theorem that follows we model on the form of G and G as it is given in Proposition 1. 
for all g ∈ G.
Proof. Note that by Corollary 2 the above formulas define a G-grading of L.
To prove the converse, we consider a new abelian group G = c 2 × G and its
The action of G on G naturally extends that of G on G by setting ω(c) = −1.
Now the action of G on L naturally extends to that of G if we set ω * X = (ϕ * ψ −1 )(X). As a consequence, L acquires a G grading given by
Here (ω, χ) * X = ω * (χ * X) = χ * (ω * X) and i, j = 0, 1, χ ∈ G.
It is obvious that then if we know the G-grading of L then the G-grading can be recovered by setting
To find the components of the G-grading of L, we proceed as follows. We rewrite G in the form
In this case, the subgroup P = ϕω −1 2m × Λ 1 acts on L by inner automorphisms. As previously, this action naturally extends to an associative action on R. Under this extended action −ω is an involution * of an associative algebra R and so we write X * = −ω * X. The components of the G-grading of L are the symmetric and skew-symmetric components of the components of the factor-grading by G/P ⊥ , under this involution (see Lemma 5) .
Since (Λ 1 ) ⊥ = c 2 × a 2m and ω −1 = ω, we need only the annihilator of ϕω on c 2 × a 2m , which is, obviously,
So we have to determine the G/Q-grading of L and then partition it into the skew-symmetric and symmetric components. Obviously, G/Q ∼ = G, so that actually we have an inner G-grading.
We consider the components of the
Now we can apply Proposition 2 to conclude that for any X ∈ L (e,g)Q the element X + ω((e, g))
will be of degree (e, g) while
of degree (c, gh). Therefore, the elements of the form X + ω * X, that is the skew-symmetric elements of * = −ω are of degree (e, g) while the elements of the form X − ω * X, that is the symmetric elements are of degree (c, gh).
) . By the above, L (e,g) is the set of skew-symmetric elements in L (e,g)Q while L (c,g) consists of the symmetric elements in L (c,g)Q , which is the same as L (e,gh)Q .
As we mentioned above, G/Q ∼ = G allows us to make the above inner grading of L by G/Q into an inner grading by G. We may set
Because this grading of L is inner it is the restriction of the G-grading of R defined by R e = F I ⊕ L e and R g = L g for g = e. Our involution −ω of R is then compatible with this new grading. If we denote by R (±) g the set of −ω-symmetric (resp., skew-symmetric) elements of R g , and recall that skewsymmetric elements of an involution always have trace 0, we will have
Corollary 3 Suppose the outer automorphism ϕ as above is of order 2. Then −ϕ is an involution * and there is an inner involution compatible
Proof. In this case we have ψ = id, ω acts as ϕ, and
By the proof of our theorem, L (e,g) is the set of skew-symmetric elements inL g while L (c,g) is the set of symmetric elements in L gh = R gh ∩ L and our lemma follows.
To study outer gradings on L = sl(n) we are going to apply Lemma 7. According to this lemma, the matrix algebra R = M n possesses a grading by the groupḠ = G/H. One can decompose R as the tensor product
, theḠ-grading on P being elementary and theḠ-grading on Q being fine. Moreover, both P and Q are invariant under ϕ. The intersections L ∩ P and L ∩ Q are thus G-graded Lie algebras sl(p) ⊂ P = M p and sl(q) ⊂ Q = M q , respectively, and the G/H-grading on P is inner and elementary whileḠ-grading on Q is inner and fine. Since the action of ϕ satisfies ϕ(XY ) = −ϕ(Y )ϕ(X) on R, it follows that on each P and Q we can write ϕ in the form (19) for appropriate Φ.
These remarks allow us to restrict ourselves to the cases where the original G-grading is either such that the induced G/H-grading is elementary or such that the induced G/H-grading is fine. When we get information about these two cases we will have to return to the general case and consider the tensor products.
Fine gradings
We start with a lemma close to [5, Lemma 4] .
Lemma 8 Let R = M n (F ) = t∈T R t be the n × n-matrix algebra with an ε-grading, T = a n × b n . Let also ϕ : R → R be a mapping on R defined by ϕ * X = −Φ −1 t XΦ. If ϕ * R t = R t for all t ∈ T then n = 2 and ϕ acts on sl(2) as the conjugation by one of the matrices X a , X b or X ab (see (8) ).
Proof. First we consider the ϕ-action on X a . Since R a is stable under ϕ,
for some scalar α = 0. Then
with some β = −α −1 . Since X n a = I, we obtain β n = 1, so that β = ε j for some 0 ≤ j ≤ n − 1.
Denote by P the linear span of I, X a , . . . , X n−1 a
P as a vector space and the conjugation by X a acts on X 
In this case X
a where the scalars α ′ j can be explicitly computed using (9) . Since the degrees in X a , X b define the degrees in the T -grading, we can see that (30) immediately implies X 2 b = I, i.e. n = 2.
As we have shown before, (29) implies Φ = X j b Q with Q = α 0 I + α 1 X a . Since n = 2, the argument following (29) applies if we change places of a and b so that Φ = X k a (β 0 I + β 1 X b ). Comparing these two expressions we obtain that Φ must be one of I, X a , X b , or X ab , up to a scalar multiple. Finally note that X −1 ab Y X ab = − t Y for any traceless 2 × 2 matrix Y and then −Φ −1 t Y Φ is the conjugation by one of the matrices X ab · I, X ab · X a , X ab · X b or X 2 ab which are scalar multiples of X ab , X a , X b and I, respectively. 2
A quick corollary is as follows.
Also, the restriction of the outer automorphism ϕ ∈Ĝ \ Λ to any factor R (i) , 1 ≤ i ≤ k, coincides with the action of some inner automorphism. The order of the restriction of ϕ to
Proof. Only the claim about the order requires some justification. To do this, we have to apply Lemma 8 and the formula (25). 2
To formulate the next theorem we recall that if a grading by a group G on a matrix algebra R = M n is fine then it follows from the results of Subsection 3.1 that the support of the grading is a subgroup, say T , and a canonical graded basis can be chosen of nondegenerate matrices X t , t ∈ T , such that
If there is an involution * on R, which respects the grading, then there is a function β :
Theorem 7 Let L = sl(n) = g∈G L g ⊂ R = M n be given an outer grading by a finite abelian group G such that the respectiveḠ-grading of R is fine. Then n = 2 k and there is a fine involution grading on R = g∈G R g with a subgroup T as its support and an element h of order 2 in G such that R, as a G-graded algebra with involution is isomorphic to the tensor product R = R (1) ⊗· · ·⊗R (k) of graded involution stable subalgebras R (i) each of which is a matrix algebra of order 2 of one of the four types in Lemma 2, with support
The basis of R is formed by the Kronecker products X t = X t 1 ⊗ · · · ⊗ X t k where t i ∈ T i . Further,
Finally, the original G-grading of L can be recovered as follows (we mention only nonzero components).
{h} such that g = th, t ∈ T such that and β(t) = 1.
(a) L t = Span {X t , X th } for t ∈ T \ {h} such that β(t) = −1 and β(th) = 1; (b) L t = Span {X t } for t ∈ T such that β(t) = −1 and β(th) = −1; (c) L t = Span {X th } for t ∈ T \ {h} such that β(t) = 1 and β(th) = 1
Proof. By the argument preceding Lemma 7 and the definition of the factorgrading, Rē = Span {I} ⊕ Lē = Span {I} ⊕ L e ⊕ L h . By our hypotheses, dim Rē = 1 and so L e = L h = {0}. Now we adopt the notation and the argument of Theorem 6. By Corollary 4 any character ϕ ∈ G \ Λ acts as an automorphism of order 2 and so Theorem 6 and Corollary 3 state that then R possesses an inner grading R = ⊕ g∈G R g stable under the involution * = −ϕ. Following the proof of Theorem 6, we write G = a 2m ⊗K,
Since ϕ commutes with G this grading is stable under the involution. To check that this grading of R is fine we only need to check dim R e = dim R (e,e)Q = 1 ([4, Section 4]). Now
proving that indeed dim R e = 1. After this we can invoke Theorem 3 to obtain the structure of R = ⊕ g∈G R g , as it is claimed in our theorem. To obtain the components of the original grading of L, we recall that by Theorem 6,
gh ∩ L. Also, X t ∈ L for t = e and X t ∈ R (−) if β(t) = −1 while X t ∈ R (+) if β(t) = 1. Now the computation leading to the explicit form of the components of the original grading becomes obvious. 2
Elementary Gradings
In this section we continue our study of outer gradings on L = sl(n). We use the notation and results of Proposition 1. Therefore,
th primitive root of 1,
The Lie automorphism ϕ is outer. By Lemma 7 the G/H grading of L is inner. We setḠ = G/H. Let now theḠ-grading on R = M n be elementary. Suppose it is given by an n-tuple τ = (ḡ 1 , . . . ,ḡ n ). Then we know from [5, Section 7] that the action of Ḡ ∼ = Λ is given as follows. If λ ∈ Λ and X ∈ R then
If we use (24), then in order for ϕ to respect the elementaryḠ-grading in question, we must have T λ ΦT λ = βΦ for all λ ∈ Λ, β a nonzero scalar, depending on λ.
Now we closely follow the argument in [5] to determine the best possible form of Φ, up to an inner automorphism of M n , making sure that theḠ-grading is still elementary. If we identify M n with End V where V is an n-dimensional vector space with basis {e 1 , . . . , e n } then an elementary grading of M n corresponding to (31) where
We split Φ into q 2 blocks by drawing horizontal and vertical lines according to the partition n = p 1 + . . . + p q . Let Φ ij denote the block of dimension p i × p j in the position (i, j). If we use (32) then we have λ(a i )Φ ij λ(a j ) = βΦ ij for all 1 ≤ i, j ≤ q. Since λ is a character, if Φ ij = 0 then λ(a i a j ) = β. Now if Φ ij = 0 and Φ i ′ j = 0 then λ(a i a j ) = λ(a i ′ a j ) and so λ(a i ) = λ(a i ′ ) for any λ ∈ Λ. Because Ḡ ∼ = Λ we must have a i = a i ′ . By our hypothesis then i = i ′ . Recalling that Φ is non-degenerate we determine that in each row of blocks there is one block Φ ij different from zero. The same is true for the columns of blocks of Φ. Now it follows from the commutativity a i a j = a j a i that if in the i th row we have Φ ij = 0 then in the j th row we must have Φ ji = 0. Our main property used for this and other claims is that the value of a i a j is constant for all cases where Φ ij = 0. Let us denote by x 0 the element of the groupḠ to which all such products are equal. It is obvious now that by rearranging the basis of V and changing notation for the components of τ we may assume that
Also, there exists an element x 0 ∈Ḡ such that
In the same basis we must have
It should be noted that thanks to the non-degeneracy of Φ we must have all ingredient matrices square and Ψ i of the same order as Ψ ′ i .
Now we have to recall ϕ 2 ∈ Λ. Let us set
It follows that
Considering the explicit form (33) for Φ, we find that the following are true:
and
It follows from (35) that α 2 λ 0 (x i ) 2 = α 2 λ 0 (x 0 ) = 1. Therefore each Φ i is either symmetric or skew-symmetric. We also have
So again α 2 λ 0 (z j )λ 0 (y j ) = α 2 λ 0 (x 0 ) = 1. Now let us conjugate our matrix algebra by a nondegenerate matrix of a shape similar to Φ:
In this case the matrices T λ will not change while the blocks of Φ will change as follows. By Lemma 6 each Φ i will be replaced by
This allows us to assume, without loss of generality, that, depending on whether αλ 0 (x i )) is 1 or −1, each Φ i is either an identity matrix I k i of appropriate order k i or a In the new basis Φ will look like the following:
At this point we are ready to construct an inner automorphism ψ of L such that ψ commutes with the action of the whole of G and also the action of ϕ 2 = λ 0 coincides with ψ 2 , which will allow us to apply Theorem 6.
We will look for ψ in the form of an inner automorphism given by a diagonal matrix T ψ with respect to a basis of V which results after all the above transformations. Notice that thanks to (34) and (38), in which we set γ u = αλ 0 (y u ) for u = 1, . . . , t, we can write
This suggests that the matrix we want to find has the form of
. . , εI ks , πI l r+1 , ρI l r+1 . . . , πI ls , ρI ls ,
Now T 2 ψ = ξT λ 0 for some scalar ξ. This gives us the following relations
Now in order for ψ to commute with ϕ we must have an equation of the form (32) satisfied for T ψ , that is,
for an appropriate parameter δ. If we use (42) then, considering all nonzero entries of Φ, we arrive at the following relations
In the case where at least one of the diagonal blocks of Φ is nonzero, we can modify our n-tuple τ by dividing all entries by x 1 . Then we will have x 0 =ē and α 2 = 1. Resolving (41) and (43) in this case we obtain ξα −1 = δ and then πρ = ξα −1 and µ u ν u = ξα −1 , for all u. It follows that, in this case, one can choose ε any square root of ξα −1 , π any square root of −ξα −1 while ρ = −π. Then πρ = ξα −1 , as required. We can also take as µ u any square root of ξγ u and ν u = In the case where we have no nonzero diagonal blocks in Φ the only equations we have to resolve are
In this case we take µ u any square root of ξγ u and ν u = ξα µu
. Then the value of µ u ν u is a constant ξα so that we can set δ equal to this value. Now T ψ satisfies (41) hence ψ commutes with ϕ. Since T ψ is diagonal the conjugation by T ψ commutes with the conjugation by all T λ , λ ∈ Λ.
Thus the existence of ψ with the properties desired has been proved. Once we found ψ we can use Theorem 6 and make the following conclusion.
Theorem 8 Let L = sl(n) be given an outer grading by a finite abelian group G such that the respectiveḠ-grading is elementary. Then there is an involution * on R = M n , an element h of order 2 in G, and an elementary involution G-grading R = g∈G R g such that
Here R (±) g is the set of symmetric (skew-symmetric) elements in R g with respect to the involution * .
Proof. All claims have been proved except that the grading R = g∈G R g is elementary. This, however, easily follows because the action of ψ is given as the conjugation by a diagonal matrix. So every matrix unit E ij is an eigenvector of ψ. Since the same is true for the action of Λ 1 , every matrix unit E ij is graded. It is well-known in this case [13] that the grading must be elementary. 2
Mixed Gradings
Our approach to handling the outer gradings on L = sl(n), is to apply Theorem 6. Therefore, given an outer automorphism of L = sl(n), we have to find an inner automorphism ψ which commutes with the action of G and such that the action of ϕ 2 coincides with ψ 2 .
At this point we have R = R (0) ⊗ R (1) ⊗ · · · ⊗ R (k) where theḠ-grading on R
is elementary and that on R (1) ⊗ · · · ⊗ R (k) is fine. Recall also that G-grading on Lie algebra L induces a G-grading on R as on a Lie algebra. The subspaces R (0) and R (1) ⊗ · · · ⊗ R (k) are also G-graded and the G-grading on them has been described in Sections 6 and 7. Let us choose G-graded bases in these two subspaces, such that every element is either traceless or is the identity matrix. Then we have a G-graded basis on R consisting of I ⊗ I and some traceless matrices of the form u ⊗ v where at least one of u, v has trace zero. Then these latter matrices will form a G-graded basis of L = sl(n). To prove this claim we have to apply the generators of G to these matrices. Assume g 1 = deg G u, g 2 = deg G v. If none of u, v is I, and λ ∈ Λ we will have λ * (u⊗v) = (λ * u)⊗(λ * v) = λ(g 1 )λ(g 2 )(u⊗v) = λ(g 1 g 2 )(u⊗v) = λ(g 1 g 2 h)(u⊗v).
If we apply ϕ then using (25) we will get ϕ * (u ⊗ v) = −(ϕ * u) ⊗ (ϕ * v) = −ϕ(g 1 )ϕ(g 2 )(u ⊗ v) = ϕ(g 1 g 2 h)(u ⊗ v).
It follows that deg(u ⊗ v) = g 1 g 2 h. As for the elements of the form u ⊗ I and I ⊗ v then they retain their degrees as the elements of
Using this notation, we define a mapping ψ : R → R by the formula
Here ψ * u is defined as an inner automorphism, the result of our argument in Section 7 leading to Theorem 8. For that ψ we had ψ 2 = ϕ 2 on R (0) . We also remember that according to Corollary 4, ϕ 2 = id when restricted to R (1) ⊗ · · · ⊗ R (k) . So it is immediate ψ 2 = ϕ 2 for the mapping defined by (44). Clearly, ψ is inner, given by the matrix T ψ ⊗ I where T ψ has been found in Section 7. It is obvious that ψ commutes with G. Thus our G-grading of L = sl(n) can be recovered by Theorem 2 from a G-grading, which respects an involution of R = M n . All such gradings have been completely described in Theorem 3.
Our final results will then look as follows. If we want a more explicit form, we have to notice that in both "inner" and "outer" types of the gradings we have to start with a G-grading R = A ⊗ B where A ∼ = M p is a G-graded subalgebra with an elementary G-grading and B ∼ = M q a G-graded subalgebra with a fine grading. There is a subgroup
with T ∩ Supp M p = {e}, which supports M q . Thus a basis of B can be chosen in the form of {X t | t ∈ T } where each X t is the Kronecker product X t 1 ⊗ . . . ⊗ X t k where t s = a In the case of Type I gradings, to obtain any grading of L we have to choose a basis of R in the form {E ij ⊗ X t | 1 ≤ i, j ≤ p, t ∈ T } and set
{(E 11 − E ii ) ⊗ X g | 1 < i ≤ n} .
In the case of Type II gradings, the p-tuple τ has to be chosen as prescribed in Lemmas 3 and 4. The same lemmas define an involution * on A. Also, n 1 = . . . = n k = 2, and an involution * is defined on B by X * t = −(sgn t)X t where sgn t = ±1, as defined in Theorem 3. Now an involution * is defined on R by (Y ⊗ X t ) * = Y * ⊗ X * t so that Y ⊗ X t is symmetric if either Y is symmetric and sgn t = 1 or Y is skew-symmetric and sgn t = −1. Similarly for skew-symmetric elements. It is obvious from the disjoint property for the supports of A and B that such symmetric (skew-symmetric) elements span R (±) . Now we can define 
