Abstract -A general sufficient condition for the asymptotic normality of MIMO channel outage capacity is considered. Some physical aspects of this condition are discussed. Simple alternative conditions, which do not require eigenvalue decomposition, are proposed for the MIMO channels whose correlation matrix has a Toeplitz structure. It is demonstrated that some popular correlation matrix models satisfy this condition. In many cases, the convergence to the asymptotic normality is at least as 1/ n t , where t n is the number of Tx antennas.
I. INTRODUCTION
Outage capacity is one of the major characteristics of fading channels as it gives the ultimate upper limit on the error-free information rate with a given probability of outage [1] . Even though the outage capacity distribution of some MIMO channels is known, its complexity does not allow for significant insight. To overcome this problem, the asymptotic analysis with respect to the number of antennas is used. This approach has already been successfully exploited in [2] , [3] , [4] , [5] and [6] , for Rayleigh, keyhole, multi-keyhole and general type of MIMO channels, and has been found to predict reasonably well the outage capacity of channels with a moderate number of antennas. In particular, Martin and Ottersten [3] have proven that when the number of antennas at the transmit end is large, the outage capacity distribution of a spatially correlated Rayleigh MIMO channel is asymptotically normal under some general conditions. In this paper we extend the results of [3] in the following directions:
The generalized condition for asymptotic normality of the outage capacity distribution is discussed in detail, and some physical implications of this condition are highlighted.
We define the convergence rate of the outage capacity distribution to the Gaussian one and show that in many cases this rate is bounded from below by 1/ 2 , i.e. the convergence is not slower than 1/ t n , where t n is the number of transmit antennas.
While the condition for asymptotic normality in [3] requires eigenvalue decomposition of an asymptotically large correlation matrix at the transmit end, we show that for the channels with Toeplitz correlation structure, this condition is always satisfied if the correlation decays faster than 1/ D , where D is the distance between the antennas.
Finally, it is shown that the presented theory applies to a number of popular correlation models.
While the theoretical conditions on asymptotic normality of the outage capacity distribution cannot be verified in practice, the presented study provides theoretical tools to evaluate the accuracy of the Gaussian approximation when the number of antennas is finite. Proposition 1: Define a convergence rate of
II. GENERALIZED CONVERGENCE CONDITION
where the inequality is due to (2) . The best convergence rate is determined by the supremum of (3) 
Thus, the best possible rate is 1/ 2
n in this case. This best rate is achieved, for example, by Toeplitz correlation matrices (see Section IV). Note that using a specific fixed δ to find Z R may lead to an incorrect result 2 , i.e. the supremum in (4) is essential. It should also be pointed out that the generalized Liapounoff Theorem does not require δ to be a constant [9] ; it can be a function of t n , ( ) 0 t n δ > , which further extends the generality of (1). [9] gives specific examples, which demonstrate greater generality of this formulation. 
which physically means that the multipath is not rich enough as t n → ∞ . A proof is straightforward and omitted due to the page limit From (5), a necessary condition for [ [3] , Theorem 1] is that c = ∞ .While condition (5) is less general than (1), it allows for an insight and is simple to evaluate since it involves only the second-order moments of (ii) The largest eigenvalue is not dominated by all the other eigenvalues, i.e. 2 For example, the results in [3] correspond to 1 δ = , which implies 1/ 6 
where 4 c ≤ is an absolute constant. A proof is based on [ [11] , Theorem 1.1.] 3 and omitted due to the page limit. In analogy with (3), the rate of convergence 0
where the inequality is due to (7) . From (3), the best convergence rate of
In this best case, 1/ 2 R ∆ ≥ (9) It should be noted that: (i) Even though the lower bound in (9) is achieved at 1 δ = , it does not necessarily mean that the upper bound in (7) gives the best estimate of t n ∆ for 1 δ = [9] . (ii) In some cases, the upper bound in (7) significantly overestimates t n ∆ , so that the convergence is better than expected from the bound [9] .
IV. CONVERGENCE CONDITION FOR TOEPLITZ MATRICES
While the conditions in [ [3] , eq. 10] and (1) are important theoretical tools, their usefulness for practical computations is rather limited due to two reasons: (i) The eigenvalues are 3 [ [11] , Theorem 1.1.] is stated for 1 δ = , but it can also be extended to
known in a closed form only for some simple matrices. Consequently, the above mentioned conditions can be evaluated analytically only in such cases. (ii) Numerical evaluation of these conditions is also difficult, since the numerical complexity (number of operations, inaccuracy, etc.) of the eigenvalue problem increases rapidly with t n , so that its solution for t n → ∞ is problematic if possible at all. The following theorem gives a condition that is easier to evaluate.
Theorem 2: Let t R be a Toeplitz correlation matrix with
i.e. t R is non-degenerate and square-summable 4 . Then for any 0 δ > , the following holds:
where
and a non-negative real function ( )
is the spectrum of t R [12] . A proof is based on Szego Theorem [12] and omitted due to the page limit.
Not only does Theorem 2 give a practical way to evaluate the condition (1) for Toeplitz correlation matrices 5 without using eigenvalue decomposition, it also shows that under condition (10), the channel eigenvalues and so the outage capacity are always asymptotically normal. 6 Moreover, since ( ) 0 t n Z δ → for all 0 1 < δ ≤ , by using (11), (7) and (8), one obtains that 1/ 2 R ∆ ≥ (the best case), i.e. under the conditions of Theorem 2, the convergence is at least as 1/ t n . This result is general for a wide class of Toeplitz correlation matrices which satisfy (10), regardless of any other details. As a numerical example, Fig. 1 shows the upper bound in (7) ( ) Z δ is calculated at 1 δ = for t R given by the exponential correlation model [13] (see also (14) ) with correlation parameter 0.5
is obtained by Monte-Carlo simulation using 5 10 trials. As predicted, the upper bound (solid line) decreases as 1/ t n (1/ t n is also shown for comparison). . 5 Toeplitz correlation matrix physically corresponds to a uniform antenna array geometry, when correlation depends on the spacing between elements only, but not on their positions. 6 Note that the uniform correlation matrix [10] does not satisfy (10), unless
well below the upper bound, and decreases with t n at least as 1/ t n . When t R is not Toeplitz, Theorem 2 does not apply. However, it is straightforward to show for correlation matrices with an arbitrary structure, that (1) t n Z is bounded by the norm of t R as follows:
where ( ) is to increase with correlation, which results in slower convergence for higher correlated channels (see also [5] 
7 In this sense, the Tx antennas have to be "asymptotically uncorrelated". where t ρ is the complex conjugate of t ρ . While the eigenvalues of t R are given by a transcendental equation [13] , which does not allow easy evaluation of (1) 
