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ON LOCALLY SEMI-SIMPLE REPRESENTATIONS OF QUIVERS
CALIN CHINDRIS AND DAN KLINE
ABSTRACT. In this paper, we solve a problem raised by V. Kac in [6] on locally semi-simple
quiver representations. Specifically, we show that an acyclic quiver Q is of tame represen-
tation type if and only if every representation of Q with a semi-simple ring of endomor-
phisms is locally semi-simple.
CONTENTS
1. Introduction 1
2. Background 2
3. The tame case 6
4. Proof of Theorem 1 17
References 18
1. INTRODUCTION
Throughout, K denotes an algebraically closed field of characteristic zero. All quivers
are assumed to be finite, connected, and without oriented cycles. All representations
and modules are assumed to be finite-dimensional. By a module, we always mean a left
module.
In [6], Kac asked for a representation-theoretic description of the so-called locally semi-
simple representations of a quiver Q. These representations arise most naturally when
studying quiver representations within the general framework of invariant theory. In this
context, a β-dimensional representation is said to be locally semi-simple if its SL(β)-orbit
is closed in the representation space of β-dimensional representations. It follows from
general results of King [7] and Shmelkin [9] that if V is a locally semi-simple representa-
tion of Q then the ring EndQ(V ) of endomorphisms of V is semi-simple (see Section 2.2).
In [6, page 161], Kac suggests that the converse ought to be true when Q is a tame quiver.
In this paper, we prove that this is indeed the case. On the other hand, we show that
for any wild quiver there exist representations with semi-simple rings of endomorphisms
which are not locally semi-simple. Our main result is:
Theorem 1. Let Q be a quiver. Then the following statements are equivalent:
(1) Q is tame;
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(2) every representation V of Q with a semi-simple ring of endomorphisms is locally semi-
simple.
The layout of this paper is as follows. In Section 2, we recall general results from quiver
invariant theory and explain how to reformulate Kac’s question in terms of orthogonal
Schur sequences and stability weights for quivers (see Theorems 6 and 8). In Section 3, our
goal is to provide a constructive solution to the problem of finding stability weights for
orthogonal Schur sequences of representations of tame quivers. This essentially proves
one implication of our main result. We complete the proof of Theorem 1 in Section 4.
Acknowledgment: The authors would like to thank Dmitri Shmelkin for clarifying dis-
cussions on the results from [9, 10]. The authors were supported by the NSA under grant
H98230-15-1-0022.
2. BACKGROUND
Let Q = (Q0, Q1, t, h) be a finite quiver with vertex set Q0 and arrow set Q1. The two
functions t, h : Q1 → Q0 assign to each arrow a ∈ Q1 its tail ta and head ha, respectively.
A representation V ofQ overK is a collection (V (x), V (a))x∈Q0,a∈Q1 of finite-dimensional
K-vector spaces V (x), x ∈ Q0, and K-linear maps V (a) : V (ta) → V (ha), a ∈ Q1. The
dimension vector of a representation V of Q is the function dim V : Q0 → Z defined by
(dimV )(x) = dimK V (x) for x ∈ Q0. The one-dimensional representation of Q supported
at vertex x ∈ Q0 is denoted by Sx and its dimension vector is denoted by ex. By a dimen-
sion vector of Q, we simply mean a vector d ∈ ZQ0≥0.
Let V and W be two representations of Q. A morphism ϕ : V → W is defined to be a
collection (ϕ(x))x∈Q0 of K-linear maps with ϕ(x) ∈ HomK(V (x),W (x)) for each x ∈ Q0,
such that ϕ(ha)V (a) = W (a)ϕ(ta) for each a ∈ Q1. We denote by HomQ(V,W ) the K-
vector space of all morphisms from V toW . We say that V is a subrepresentation ofW if
V (x) is a subspace ofW (x) for each x ∈ Q0 and (ix : V (x) →֒ W (x))x∈Q0 is a morphism of
representations, i.e. V (a) is the restriction ofW (a) to V (ta) for each a ∈ Q1. The category
of all representations of Q is denoted by rep(Q). It turns out that rep(Q) is an abelian
category. A representation V ∈ rep(Q) is called a Schur representation if EndQ(V ) ≃ K.
Given a quiver Q, its path algebra KQ has a K-basis consisting of all paths (including
the trivial ones), and multiplication in KQ is given by concatenation of paths. It is easy
to see that any KQ-module defines a representation of Q, and vice-versa. Furthermore,
the category mod(KQ) of KQ-modules is equivalent to the category rep(Q). In what
follows, we identify mod(KQ) and rep(Q), and use the same notation for a module and
the corresponding representation.
The Euler form of Q is the bilinear form 〈−,−〉 : ZQ0 × ZQ0 → Z defined by
〈α, β〉 =
∑
x∈Q0
α(x)β(x)−
∑
a∈Q1
α(ta)β(ha), ∀α, β ∈ ZQ0 .
The corresponding Tits quadratic form is q : ZQ0 → Z, q(α) = 〈α, α〉, ∀α ∈ ZQ0.
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2.1. Semi-stable quiver representations. Let Q be a quiver and β ∈ ZQ0≥0 a dimension
vector of Q. The affine space
rep(Q, β) :=
∏
a∈Q1
Matβ(ha)×β(ta)(K)
is called the representation space of β-dimensional representations of Q. It is acted upon
by the base change group
GL(β) :=
∏
x∈Q0
GL(β(x), K)
by simultaneous conjugation, i.e., for g = (g(x))x∈Q0 ∈ GL(β) and V = (V (a))a∈Q1 ∈
rep(Q, β), g · V is defined by
(g · V )(a) = g(ha)V (a)g(ta)−1, ∀a ∈ Q1.
Under our assumption that Q has no oriented cycles, the ring of invariants I(Q, β) :=
K[rep(Q, β)]GL(β) is just the base fieldK.
Let us now consider the commutator subgroup SL(β) =
∏
x∈Q0
SL(β(x), K) of GL(β)
and its action onK[rep(Q, β)]. The resulting ring of semi-invariants SI(Q, β) := K[rep(Q, β)]SL(β)
is highly non-trivial. It has a weight space decomposition over the group X⋆(GL(β)) of
rational characters of GL(β):
SI(Q, β) =
⊕
χ∈X⋆(GL(β))
SI(Q, β)χ.
For each character χ ∈ X⋆(GL(β)),
SI(Q, β)χ = {f ∈ K[rep(Q, β)] | gf = χ(g)f for all g ∈ GL(β)}
is called the space of semi-invariants on rep(Q, β) of weight χ.
Remark 1. Note that any θ ∈ ZQ0 defines a rational character χθ : GL(β)→ K
∗ by
(1) χθ((g(x))x∈Q0) =
∏
x∈Q0
(det g(x))θ(x).
In this way, we identify ZQ0 with X⋆(GL(β)) whenever β is a sincere dimension vector.
In general, we have the natural epimorphism ZQ0 → X⋆(GL(β)). We also refer to the
rational characters of GL(β) as (integral) weights of Q. 
Definition 2. Let θ be a weight of Q and V ∈ rep(Q, β).
(1) V is called θ-semi-stable if there exists a semi-invariant f ∈ SI(Q, β)nθ, with n ≥ 1,
such that f(V ) 6= 0.
(2) V is called θ-stable if there exists a semi-invariant f ∈ SI(Q, β)nθ, with n ≥ 1,
such that f(V ) 6= 0, dimGL(β)V = dimGL(β) − 1, and the action of GL(β) on the
principal open subset rep(Q, β)f is closed.
In what follows, if γ, θ ∈ ZQ0 , we define θ(γ) :=
∑
x∈Q0
θ(x)γ(x). We are now ready to
state King’s numerical criterion for semi-stability for quiver representations:
Theorem 3. [7, Theorem 4.1] Let V ∈ rep(Q, β) and θ ∈ ZQ0 a weight of Q.
(1) V is θ-semi-stable if and only if θ(dimV ) = 0 and θ(dimV ′) ≤ 0 for every subrepresen-
tation V ′ ≤ V .
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(2) V is θ-stable if and only if θ(dim V ) = 0 and θ(dimV ′) < 0 for every proper subrepresen-
tation 0 6= V ′ < V .
Given a weight θ of Q, we define rep(Q)ssθ to be the full subcategory of rep(Q) consisting
of all representations (including the zero representation) of Q satisfying the list of homo-
geneous inequalities in Theorem 3(1). It turns out that rep(Q)ssθ is an abelian subcategory
of rep(Q) closed under extensions. Moreover, the simple objects of rep(Q)ssθ are precisely
the θ-stable representations of Q.
If β is a dimension vector of Q, rep(Q, β)ssθ denotes the possibly empty (open) subset of
rep(Q, β) consisting of θ-semi-stable representations.
2.2. Locally semi-simple quiver representations. Let Q be a quiver and β a dimension
vector of Q.
Definition 4. [9] A representation V ∈ rep(Q, β) is said to be locally semi-simple if the orbit
SL(β)V is closed in rep(Q, β).
In [6], Kac shows that any representationW ∈ rep(Q, β) has a Jordan decomposition of
the form:
W = V +N,
where:
• V ∈ rep(Q, β) is locally semi-simple;
• N ∈ rep(Q, β) is such that 0β ∈ StabSL(β)(V ) ·N . Here 0β is the zero element of the
vector space rep(Q, β).
So, the classification problem for quiver representations splits into two problems: (I) the
classification of locally semi-simple quiver representations; and (II) the classification of
nilpotent quiver representations with respect to certain algebraic subgroups of SL(β).
The following result by Shmelkin provides a characterization of locally semi-simple
quiver representations.
Theorem 5. [9] For a representation V ∈ rep(Q, β), the following statements are equivalent:
(1) V is locally semi-simple;
(2) there exists a semi-invariant 0 6= f ∈ SI(Q, β)χ such that f(V ) 6= 0 and GL(β)V is closed
in rep(Q, β)f ;
(3) there exists a character χ ∈ X∗(GL(β)) such that the orbit ker(χ)V is closed in rep(Q, β).
Combining King’s results on semi-stability and Theorem 5, we have:
Theorem 6. Let Q be a quiver, β a dimension vector of Q, and V ∈ rep(Q, β). Let
V ≃
r⊕
i=1
V mii
be a decomposition of V into pairwise non-isomorphic indecomposable representations V1, . . . , Vr,
with multiplicitiesm1, . . . , mr ≥ 1. Then the following are equivalent:
(1) V is locally semi-simple;
(2) there exists a common weight θ of Q such that each Vi is θ-stable.
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Proof. (⇒) We know from Theorem 5 that there exists a character χ ∈ X∗(GL(β)) such that
ker(χ)V is closed in rep(Q, β). Choose a weight θ ∈ ZQ0 such that χ = χθ. We will show
that each Vi is θ-stable. According to [7, Propositions 2.6(i) and 3.2(i)], this is equivalent to
checking that for every one parameter subgroup λ ∈ X∗(ker(χθ)), limt→0 λ(t)V ∈ GL(β)V ,
whenever the limit exists. But this is clear since for any such λ, limt→0 λ(t)V ∈ ker(χθ)V =
ker(χθ)V ⊆ GL(β)V .
(⇐) It follows from [7, Proposition 3.2(i)] that GL(β)V is closed in rep(Q, β)ssθ and V is
θ-semi-stable. Choose f ∈ SI(Q, β)Nθ with N ≥ 1 such that f(V ) 6= 0. Then, GL(β)V
remains closed in rep(Q, β)f , and so V is locally semi-simple by Theorem 5. 
Remark 2. In light of Theorem 6, we say that a representation V ∈ rep(Q) is locally semi-
simple if there exists a weight θ ∈ ZQ0 such that the indecomposable direct summands of
V are all θ-stable. 
Example 1. For a Dynkin quiver Q, any indecomposable representation V ∈ rep(Q) is
locally semi-simple since any such V is stable with respect to θ = 〈dimV, ·〉−〈·, dimV 〉. 
Remark 3. Theorem 6 tells us that for any locally semi-simple representation V of Q,
EndQ(V ) is a semi-simple algebra. Indeed, let V1, . . . , Vr be the pairwise non-isomorphic
indecomposable direct summands of V with multiplicities m1, . . . , mr ≥ 1. Then: (1)
each Vi is Schur since any stable representation is Schur; and (2) HomQ(Vi, Vj) = 0 for all
1 ≤ i 6= j ≤ r since a homomorphism between two stable representations is either zero or
an isomorphism. Consequently, we get that
EndQ(V ) ≃
r∏
i=1
Matmi×mi(K),
i.e. EndQ(V ) is a semi-simple ring. 
Definition 7. A sequence of representations V1, . . . , Vr is said to be an orthogonal Schur
sequence if the representations Vi are Schur and HomQ(Vi, Vj) = 0 for all 1 ≤ i 6= j ≤ r.
(Representations satisfying the second condition are called mutually orthogonal.)
Theorem 8. Let A be aK-algebra and V an A-module. Let
V ∼=
r⊕
i=1
V mii
be a decomposition of V into pairwise non-isomorphic indecomposable A-modules V1, . . . , Vr with
multiplicitiesm1, . . . , mr ≥ 1. Then EndA(V ) is a semi-simpleK-algebra if and only if V1, . . . , Vr
form an orthogonal Schur sequence.
Proof. Let us write EndA(V ) in block-matrix form:
EndA(V ) ∼=
(
Matmi×mj (HomA(Vj, Vi))
)
i,j
.
By [2, Lemma 1.3.3], we know that:
EndA(Vi) = Ii ⊕KIdVi , ∀1 ≤ i ≤ r,
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where Ii is a nilpotent ideal of EndA(Vi). This decomposition induces an algebra homo-
morphism ui : Matmi×mi (EndA(Vi)) → Matmi×mi(K) for each 1 ≤ i ≤ r. Next, set up the
function:
u : EndA(V )→
r∏
i=1
Matmi×mi(K),
defined by u((fi,j)) = (u1(f1,1), . . . , ur(fr,r)) for all (fi,j) ∈ EndA(V ). It is proved in [2,
Theorem 1.3.4] that u is a surjective morphism of algebras with ker u a nilpotent ideal of
EndA(V ).
(⇒) If EndA(V ) is semi-simple then ker(u) = 0. This clearly implies that HomA(Vj, Vi) = 0
for all i 6= j. Moreover, any nilpotent ideal of EndA(Vi) gives rise to a nilpotent ideal of
EndA(V ). So we must have that EndA(Vi) ∼= K for each 1 ≤ i ≤ r.
(⇐) If V1, . . . , Vr forms an orthogonal Schur sequence, then
EndA(V ) ∼=
∏
i
Matmi×mi(HomA (Vi, Vi))
∼=
∏
i
Matmi×mi(K).
So EndA(M) is a semi-simple ring by the Artin-Wedderburn Theorem. 
3. THE TAME CASE
Kac’s problem reduces to the following: For an orthogonal Schur sequence of represen-
tations of a tame quiver, can we find a common weight such that each representation is
stable with respect to this weight?
In [4], the authors use a generalization of orthogonal exceptional sequences to describe
the faces of the so called cones of effective weights associated to arbitrary (acyclic) quiv-
ers. Using their result, we are able to find a common stability weight for orthogonal
exceptional sequences. It turns out that when at least one non-regular representation is
present, orthogonal Schur sequences can be rearranged to form exceptional sequences
(see Sections 3.1, 3.2.1, and 3.2.2). This technique fails for orthogonal Schur sequences of
regular representations, so further analysis is needed in this case (see Section 3.2.3).
Definition 9. (1) A representation V is called exceptional if V is Schur andExt1Q(V, V ) =
0.
(2) Let L = (V1, . . . , Vr) be a sequence of exceptional representations. L is called an
exceptional sequence if HomQ(Vi, Vj) = Ext
1
Q(Vi, Vj) = 0 for i < j. If, in addition,
HomQ(Vi, Vj) = 0 for all i 6= j, L is called an orthogonal exceptional sequence.
Let L = (V1, . . . , Vr) be an orthogonal exceptional sequence of representations of a
quiver Q. If β1, . . . , βr are the dimension vectors of V1, . . . , Vr then (β1, . . . , βr) is a quiver
Schur sequence in the terminology of [4]. According to Theorem 5.1 in [4], the sequence
(β1, . . . , βr) corresponds to a unique face of the cone of effective weights associated to Q
and β := β1 + . . . + βr. Moreover, if θ is a lattice point of F then each βi is θ-stable. Since
in our set-up βi is a real Schur root, the only, up to isomorphism, θ-stable βi-dimensional
representation is Vi, 1 ≤ i ≤ r. Hence, as an immediate consequence of [4, Theorem 5.1],
we get:
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Proposition 10. Let Q be a quiver and L = (V1, . . . , Vr) an orthogonal exceptional sequence of
representations of Q. Then there exists a weight θ such that Vi is θ-stable for all 1 ≤ i ≤ r.
Remark 4. From Proposition 10 and Theorem 6, it follows that direct sums of representa-
tions whose dimension vectors form orthogonal exceptional sequences are locally semi-
simple. Similar results can be found in [10].

3.1. Dynkin quivers.
Proposition 11. Let Q be a Dynkin quiver and L = (V1, . . . , Vr) an orthogonal Schur sequence.
Then L can be arranged to form an orthogonal exceptional sequence.
Proof. Let T be the quiver with T0 = {1, . . . , r}, and an arrow from i to j if and only if
Ext1Q(Vi, Vj) 6= 0. We will show that T is acyclic. Assume for a contradiction that there
exists an oriented cycle a1 . . . aℓ in T . Then:
(2) Ext1Q(Vta1 , Vta2) 6= 0, . . . ,Ext
1
Q(Vtaℓ−1 , Vtaℓ) 6= 0,Ext
1
Q(Vtaℓ , Vta1) 6= 0.
Let αi = dimVi, 1 ≤ i ≤ r. Then:
(3) q(αta1 + . . .+ αtaℓ) =
∑
i 6=j
〈αtai , αtaj〉+
ℓ∑
i=1
q(αtai) =
∑
i 6=j
〈αtai , αtaj〉+ ℓ.
We know that 〈αtai , αtaj〉 ≤ 0 for any i 6= j since the representations Vi are mutually
orthogonal. Hence:
q(αta1 + . . .+ αtaℓ) ≤
ℓ−1∑
i=1
〈αtai , αtai+1〉+ 〈αtaℓ , αta1〉+ ℓ.
Using (2), we get that 〈αtai , αtai+1〉 ≤ −1 for all 1 ≤ i ≤ ℓ, where taℓ+1 = ta1. So,
q(αta1 + . . .+ αtaℓ) ≤ 0. But this impossible since q is positive definite as Q is assumed to
be Dynkin. Thus T is acyclic.
It is well known that when T has no oriented cycles we can order the vertices of T such
that ta > ha for each a ∈ T1. In particular, if i < j, then Ext
1
Q(Vi, Vj) = 0 (otherwise there
exists an arrow i→ j in T , which would imply i > j). 
3.2. Euclidean quivers. Throughout this section we assume that Q is a Euclidean quiver
and denote by δ the unique imaginary Schur root of Q.
Given a representation V , the defect of V is the constant 〈δ, dimV 〉. A representation
V is called preprojective, regular, or preinjective precisely when all indecomposable direct
summands of V have negative, zero, or positive defect respectively.
Lemma 12. [3] Let X, Y ∈ rep(Q) be indecomposable representations.
(1) If Y is preprojective and X is not, then HomQ(X, Y ) = 0 and Ext
1
Q(Y,X) = 0.
(2) If Y is preinjective and X is not, then HomQ(Y,X) = 0 and Ext
1
Q(X, Y ) = 0.
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3.2.1. Non-regular case. Inwhat follows, by “non-regular representations of the same type”,
we understand a collection of non-regular representations which are either all preprojec-
tive or all preinjective.
Proposition 13. Let L = (V1, . . . , Vr) be an orthogonal Schur sequence of non-regular represen-
tations of the same type. Then L can be arranged to form an orthogonal exceptional sequence.
Proof. Let T be the quiver with T0 = {1, . . . , r} and an arrow from i to j if and only if
Ext1Q(Vi, Vj) 6= 0. It suffices to show that T is acyclic. Assume for a contradiction that
there exists an oriented cycle a1 . . . aℓ in T . Then:
Ext1Q(Vta1 , Vta2) 6= 0, . . . ,Ext
1
Q(Vtaℓ−1 , Vtaℓ) 6= 0,Ext
1
Q(Vtaℓ , Vta1) 6= 0.
Let αi = dim Vi, 1 ≤ i ≤ r. In precisely the same way as the proof of Proposition 11, we
obtain:
q(αta1 + . . .+ αtaℓ) ≤ 0.
This forces q(αta1 + . . .+ αtaℓ) = 0 since q is positive semi-definite; in particular,
αta1 + . . .+ αtaℓ = rδ (for some r ∈ Z>0).
Thus:
0 = 〈δ, αta1 + . . .+ αtaℓ〉 = 〈δ, αta1〉+ . . .+ 〈δ, αtaℓ〉.
But this contradicts our assumption that all the Vi have nonzero defect of the same sign.

Next we consider orthogonal Schur sequences of both preprojective and preinjective
representations.
Corollary 14. Let L = (V1, . . . , Vr) be an orthogonal Schur sequence of non-regular representa-
tions. Then L can be arranged to form an orthogonal exceptional sequence.
Proof. This follows from Proposition 13 and Lemma 12 by arranging the preprojectives to
the left of the preinjectives. 
3.2.2. Mixed case. Next we consider orthogonal Schur sequences that contain both non-
regular and regular representations. It turns out that the assumption of mutual orthogo-
nality greatly restricts these types of orthogonal Schur sequences.
Lemma 15. Let X be a regular indecomposable representation with dimX = δ and Y a non-
regular indecomposable representation. Then X and Y are not mutually orthogonal.
Proof. If Y is preprojective then Y has negative defect, thus 〈δ, dim Y 〉 = −〈dimY, δ〉 < 0.
This clearly implies that HomQ(Y,X) 6= 0. The preinjective case is similar. 
Lemma 16. Let X1, . . . , Xℓ be a collection of regular representations with αi = dimXi. Let Y be
a non-regular indecomposable representation. If Y is mutually orthogonal to eachXi, then for any
subcollectionXi1 , . . . , Xit, the dimension vectors αi1 , . . . , αit satisfy:
αi1 + . . .+ αit 6= rδ, for any r ∈ Z.
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Proof. Assume for a contradiction that αi1 + . . .+ αit = rδ, with r > 0. If Y is preinjective,
then it has positive defect, so 0 < r〈δ, dimY 〉. Thus:
0 < 〈αi1 + . . .+ αit , dimY 〉 =
t∑
s=1
〈αis, dimY 〉 = −
t∑
s=1
dimK Ext
1
Q(Xis, Y ),
which is impossible. The preprojective case is similar. 
Lemma 17. Let L = (V1, . . . , Vr) be an orthogonal Schur sequence consisting of both regular
representations and non-regular representations of the same type. Then L can be arranged to form
an orthogonal exceptional sequence.
Proof. Let T be the quiver with T0 = {1, . . . , r} and an arrow from i to j if and only if
Ext1Q(Vi, Vj) 6= 0. It suffices to show that T is acyclic. Suppose there exists an oriented
cycle a1 . . . aℓ in T . Then:
Ext1Q(Vta1 , Vta2) 6= 0, . . . ,Ext
1
Q(Vtaℓ−1 , Vtaℓ) 6= 0,Ext
1
Q(Vtaℓ , Vta1) 6= 0.
Let αi = dimVi, 1 ≤ i ≤ r. Lemma 15 implies that the αi are Schur roots with αi 6=
δ, ∀1 ≤ i ≤ r. Therefore, they have to be real Schur roots; in particular, for each i, q(αi) = 1.
Using the same analysis as in Proposition 13, we obtain q(αta1 + . . . + αtaℓ) = 0. Thus
αta1 + . . .+ αtaℓ = rδ, and it follows that
0 = 〈δ, αta1 + . . .+ αtaℓ〉 = 〈δ, αta1〉+ . . .+ 〈δ, αtaℓ〉
By Lemma 16, at least one Vtai must be non-regular, so at least one 〈δ, αtai〉 is nonzero, and
the non-zero 〈δ, αtai〉 are all of the same sign. This leads to a contradiction. 
Proposition 18. LetL = (V1, . . . , Vt) be an orthogonal Schur sequence of representations consist-
ing of both regular and non-regular representations. ThenL can be arranged to form an orthogonal
exceptional sequence.
Proof. Wemay assume L contains both preprojective and preinjective representations. By
Proposition 13, the preprojectives can be arranged to form an orthogonal exceptional se-
quence. By Lemma 17, the regulars and preinjectives can be arranged to form an orthog-
onal exceptional sequence. By Lemma 12, the combination of these two sequences (with
the preprojectives first) forms an orthogonal exceptional sequence. 
We are now ready to consider orthogonal Schur sequences of regular representations.
3.2.3. Regular case. In this section we restrict our attention to R(Q) = rep (Q)ss〈δ,·〉, the
abelian subcategory of regular representations of repQ that is closed under extensions.
Here, 〈δ, ·〉 denotes the weight θ ∈ ZQ0 defined as θ(i) = 〈δ, ei〉 for all i ∈ Q0.
In R(Q), there exist Schur representations that are not exceptional, and orthogonal
Schur sequences that cannot be arranged to form orthogonal exceptional sequences, so
different techniques will be required.
We begin by recalling the Auslander-Reiten translate τ for hereditary algebras. For a
more general definition, see [1].
Recall. LetA = KQ. TheAuslander Reiten translations are defined by τ(−) := DExt1A(−, A)
and τ−(−) = Ext1A(D(−), A).
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Definition 19. A regular representation is called regular simple if it has no proper regular
subrepresentations.
Remark 5. (1) The regular simple representations are precisely the 〈δ, ·〉-stable repre-
sentations.
(2) By “regular non-simple,” we mean regular representations which are not regular
simple.

The image, kernel, and cokernel of a morphism between two regular representations
are regular. Also, if X is an indecomposable regular representation, then τ i(X) 6= 0 for
any i ∈ Z and in fact, X is τ -periodic.
Lemma 20. [3] Let X be a regular simple representation. Then:
i) X is Schur;
ii) τ i(X) is regular simple for all i;
iii) τ(X) ∼= X if and only if dimX is an imaginary root;
iv) if X has period p, then dimX + dim τ(X) + . . .+ dim τ p−1(X) = δ.
Definition 21. A regular representation X is called regular uniserial if all of the regular
subrepresentations of X lie in a chain:
0 = X0 ( X1 ( . . . ( Xr−1 ( Xr = X
In this case, X has regular simple composition factors X1, X2/X1, . . . , Xr/Xr−1, regular
length rℓ(X) := r, regular socle rSoc(X) := X1 and regular top rTop(X) := X/Xr−1.
Remark 6. It follows from the proof of [8, Theorem 2.12] that any regular subrepresenta-
tion of a regular indecomposable representation is also indecomposable. 
Theorem 22. [3] Every indecomposable regular representation X is regular uniserial. Moreover,
if E is the regular top of X , then the compositions factors of X are precisely E, τ(E), . . . , τ ℓ(E)
where ℓ + 1 = rℓ(X). Thus a regular indecomposable is uniquely determined by its regular top
and regular length.
In light of Theorem 22, for a regular indecomposable representation V , we write V =(
E, τ(E), . . . , τ ℓ(E)
)
whereE is the regular top of V and ℓ+1 = rℓ(V ). Wewill write these
factors horizontally or vertically, depending on whatever is most convenient.
Remark 7. Let E be a non-homogeneous regular simple with period p and let r ≤ p − 1.
For 0 < j < r, we always have:
τ j(E)
τ j+1(E)
...
τ r(E)
 →֒

E
τ(E)
...
τ r−1(E)
τ r(E)
 and

E
τ(E)
...
τ r−1(E)
τ r(E)
։

E
τ(E)
...
τ j(E)
 .

Lemma 23. [3] Let beX a regular indecomposable representation lying in a tube of period p. Then
the following are equivalent:
10
a) X is Schur.
b) dimX ≤ δ.
c) rℓ(X) ≤ p.
Definition 24. Let E be a regular simple with τ -orbit E = {E, τ(E), . . . , τ p−1(E)}. The
tube T generated by E with period p is the set of all indecomposable regular representations
whose regular composition factors lie in E .
If a tube T has period p, so does every indecomposable representation in T . Tubes
generated by a δ-dimensional regular simple are called homogeneous. The number of non-
homogeneous tubes of a Euclidean quiver is at most three.
Lemma 25. Let L = (V1, . . . , Vr) be an orthogonal Schur sequence of regular representations.
Then for each i 6= j, the following hold:
a) rSoc(Vi) ≇ rSoc(Vj);
b) rSoc(Vi) ≇ rTop(Vj);
c) rTop(Vi) ≇ rTop(Vj).
Proof.
a) Suppose rSoc(Vi) ∼= rSoc(Vj). Since Vi 6∼= Vj , we know rℓ(Vi) 6= rℓ(Vj). Without loss of
generality, assume that rℓ(Vi) < rℓ(Vj). Then by Remark 7, Vi →֒ Vj , so HomQ(Vi, Vj) 6=
0 (contradiction). (c) is similar.
b) If rSoc(Vi) ∼=rTop(Vj) then:
Vj ։ rTop(Vj) ∼= rSoc(Vi) →֒ Vi
Thus HomQ(Vj , Vi) 6= 0, which is a contradiction.

Lemma 26. Let V and W be regular indecomposable representations lying in the same tube. If
f : V → W is a nonzero morphism then the regular top of V is isomorphic to a regular composition
factor ofW .
Proof. Write V = (T, . . . , τ ℓ(T )). Then im f ∼= V/ ker f ≤ W . If ker f = 0, we are
done. Otherwise, ker f ∼= (τk(T ), . . . , τ ℓ(T )) for 0 < k < ℓ. In particular, V/ ker f ∼=
(T, . . . , τk−1(T )) ≤ W , i.e. T is the regular top of a regular subrepresentation of W . In
particular, T is a regular composition factor ofW . 
Let V =
(
E, . . . , τ ℓ(E)
)
andW be two regular indecomposable representations lying in
the same tube. We writeW ❁ V if:
rTop(W ) ∼= τ j(E) and rSoc(W ) ≃ τ i(E)with 0 < j ≤ i < ℓ.
We will also write V ⊓W to mean the set of regular composition factors shared by V and
W . Using this notation, we have the following lemma:
Lemma 27. Let V1 and V2 be regular Schur representations lying in the same tube. Then V1 and
V2 are mutually orthogonal if and only if either V1 ⊓ V2 = ∅, V1 ❁ V2, or V2 ❁ V1.
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Proof. (⇒) If V1 ⊓ V2 = ∅, we are done. Otherwise, there exists E ∈ V1 ⊓ V2 and we can
write:
V1 = (τ
−t1(E), . . . , E, . . . , τ s1(E))
V2 = (τ
−t2(E), . . . , E, . . . , τ s2(E))
Since V1 and V2 are mutually orthogonal, Lemma 25 implies rSoc(V1), rSoc(V2), rTop(V1),
rTop(V2) are all distinct. So, without loss of generality, let us assume s2 > s1. We will
show that V1 ❁ V2. It suffices to show t1 < t2. If this is not the case, then by Remark 7 we
have the following morphisms:
V2 ։
 τ−t2(E)...
τ s1(E)
 →֒ V1
which would contradict orthogonality. Hence, V1 ❁ V2.
(⇐) If V1 ⊓ V2 = ∅ then Lemma 26 implies that V1 and V2 are mutually orthogonal.
Now, let us suppose V1 ❁ V2 (the case when V2 ❁ V1 is similar). Let E be the regular top
of V2 and ℓ2+1 its regular length. Then, by definition, there exist 0 < j ≤ i < ℓ2 such that:
• rTop(V1) = τ
j(E);
• rSoc(V1) = τ
i(E);
• the composition factors of V1 are of the form τ
k(E) with j ≤ k ≤ i;
• the regular length of V1 is i− j + 1.
Let us prove first that HomQ(V2, V1) = 0. It this were not the case, then the regular top
of V2 would be isomorphic to a composition factor of V1 by Lemma 26, i.e. E would be
isomorphic to τk(E) with 0 < k < ℓ2. But this is a contradiction since the period of E is
strictly larger than ℓ2 as V2 is assumed to be a regular Schur representation.
To check that HomQ(V1, V2) = 0, we will work with the regular socle of V1. Specifically,
let us assume for a contradiction that there exists a non-zero morphism f ∈ HomQ(V1, V2).
Then, using Remark 7, we get that rSoc(V1/ ker f) = τ
l(rTop(V1)) = τ
l+j(E) for some
0 ≤ l ≤ i − j. On the other hand, we have that rSoc(im f) = rSoc(V2) = τ
ℓ2(E), and so
τ ℓ2(E) ∼= τ l+j(E) (contradiction). 
Definition 28. Let L be an orthogonal Schur sequence of regular representations lying in
a tube T . We say that L is maximal if every regular simple of T is either an element of L,
or the regular top or regular socle of a (unique) representation in L.
Remark 8. Let T be a tube and L ⊆ T an orthogonal Schur sequence. Then we can
always extend L to a maximal orthogonal Schur sequence by simply adding to L the
regular simples of T  L. 
It turns out that working with maximal orthogonal Schur sequences greatly simplifies
the task of solving for a common stability weight. In what follows, we restrict our atten-
tion to maximal sequences.
Corollary 29. Let L be a maximal orthogonal Schur sequence lying in a non-homogenous tube T
of period p. Let V ∈ L with rTop(V ) = T and rℓ(V ) = ℓ + 1, i.e. V = (T, τ(T ), . . . , τ ℓ(T )).
Then for any 0 < k < ℓ, one of the following three cases holds:
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(1) τk(T ) ∈ L;
(2) There exists a unique X ∈ L and k < j < ℓ such that τk(T ) = rTop(X) and τ j(T ) =
rSoc(X);
(3) There exists a unique X ∈ L and 0 < j < k < ℓ such that τk(T ) = rSoc(X) and
τ j(T ) = rTop(X).
Proof. Suppose τk(T ) 6∈ L. Since L is maximal, we know there exists X ∈ L such that
τk(T ) is either the regular top or the regular socle of X . Either way V 6❁ X , so Lemma 27
implies X ❁ V . The uniqueness part of our claim follows from Lemma 25. 
Next we show that to obtain a stability weight for a regular representation, we only
need to check King’s criterion for the regular subrepresentations.
Lemma 30. Let L = (V1, . . . , Vr) be a collection of regular representations and θ a weight such
that each Vi is θ-stable in R(Q), i.e. for each i, θ(dim Vi) = 0 and θ(dim V
′
i ) < 0 for all proper
regular subrepresentations 0 6= V ′i < Vi. Then there exists a weight σ such that each Vi in L is
σ-stable in repQ.
Proof. A non-regular subrepresentation of a regular indecomposable is either preprojec-
tive or a direct sum of regular and preprojective subrepresentations. In particular, any
non-regular subrepresentation has negative defect.
Let N = max{θ(dimX ′i)|X
′
i ≤ Vi is non-regular , Vi ∈ L} and define
σ =

θ if N < 0
θ + 〈δ, ·〉 if N = 0
θ + (N + 1)〈δ, ·〉 if N > 0
Choose Vi ∈ L. We will show Vi is σ-stable. If N < 0, there is nothing to show. Suppose
N > 0. First, observe that σ(dimVi) = θ(dim Vi) + (N + 1)〈δ, dimVi〉 = 0. For a regular
subrepresentation V ′i ≤ Vi, we have:
σ(dimV ′i ) = θ(dim V
′
i ) + (N + 1)〈δ, dimV
′
i 〉 = θ(dimV
′
i ) < 0
For a non-regular subrepresentation X ′i ≤ Vi, we have
σ(dimX ′i) = θ(dimX
′
i) + (N + 1)〈δ, dimX
′
i〉 ≤ θ(dimX
′
i)− (N + 1) < 0
Thus, each Vi is σ-stable by Theorem 3. The case when N = 0 is similar. 
Remark 9. We point out that for a homogeneous Schur representation V to be θ-stable in
R(Q), we only need to check that θ(δ) = 0. This because for such a V , dimV = δ and its
regular subrepresentations are {0} and V by Lemma 23.
Lemma 31. [5, Lemma 6.1] Let T1, . . . , TN be the non-homogeneous tubes of Q, with pi the
period of Ti. Let {ǫij} be the set of dimension vectors of all non-homogeneous regular simple
representations, with 1 ≤ i ≤ N and 1 ≤ j ≤ pi. Suppose there exists constants cij such that∑
i,j
cijǫij = 0. Then for each i, Ci := ci1 = . . . = cip1 . Furthermore, C1 + . . .+ CN = 0.
While the next corollary is stated for the case of three non-homogenous tubes, similar
statements can be made in the other cases.
13
Corollary 32. Suppose there are exactly three non-homogenous tubes and let
{E1, . . . , Ep1}, {L1, . . . , Lp2}, {K1, . . . , Kp3}
be the regular simples of each of these tubes. Then the vectors
dimE1, . . . , dimEp1 , dimL1, . . . , dimLp2−1, dimK1, . . . , dimKp3−1
are linearly independent over R.
Proof. Suppose
∑p1
i=1 ai dimEi+
∑p2−1
j=1 bj dimLj+
∑p3−1
s=1 cs dimKs = 0. By Lemma 31, there
exist a, b, c ∈ R such that for each i, j, s
a := ai, b := bj , and c := cs
Furthermore, we can write
∑p2−1
j=1 b dimLj = b(δ − dimLp2) and
∑p3−1
s=1 c dimKs = c(δ −
Kp3). Putting everything together gives:
(4) (a + b+ c)δ = b dimLp2 + c dimKp3.
Note that indecomposable representations lying in different tubes are always mutually
orthogonal and do not have any non-trivial extensions. Thus applying the quadratic form
to (4) gives:
0 = b2 + c2 + 0 + 0.
So b = c = 0, and thus a = 0. 
Proposition 33. Let L be a maximal orthogonal Schur sequence lying in a non-homogenous tube
T . Then there exists a weight θ such that each representation in L is θ-stable.
Proof. Let E0, E1 = τ(E0), . . . , Ep−1 = τ
p−1(E0) be the regular simples of T and assume
L is maximal. For each Vi ∈ L which is regular non-simple, let Fi := rSoc(Vi) and Ti :=
rTop(Vi). By Lemma 31, we can solve the following system of p inequalities for θ:
(5)

θ(dimFi) < 0
θ(dimTi) = −θ(dimFi)
θ(dimEi) = 0 ( for Ei ∈ L)
Choose V ∈ L with ℓ + 1 = rℓ(V ). If V is regular simple then θ(dimV ) = 0 by the
construction of θ and hence V is θ-stable by Lemma 30.
Let us assume now that V is not simple inR(Q). Wewill show V is θ-stable by checking
that θ(dimV ) = 0 and θ(dimV ′) < 0 for any regular subrepresentation 0 6= V ′ < V .
Let T = rTop(V ), S = rSoc(V ) = τ ℓ(T ), and V ′ a proper regular subrepresentation of
V . Then:
dimV = dimT + dim τ(T ) + . . .+ dim τ ℓ(T ),
and
dimV ′ = dim τ i(T ) + . . .+ dim τ ℓ(T ),
for some 0 < i ≤ ℓ.
Let 1 < k < ℓ. If τk(T ) is not a regular socle or regular top for any regular non-simple
representation in L, then by construction
θ(dim τk(T )) = 0.
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If τk(T ) is the regular top or socle of some regular non-simple representation X in L,
Corollary 29 implies there exists a unique j with k < j < ℓ such that {τk(T ), τ j(T )} =
{rSoc(X), rTop(X)}. Thus, by the construction of θ in (5), we have:
(6) θ(dim τk(T )) + θ(dim τ j(T )) = θ(rTop(X)) + θ(rSoc(X)) = 0.
Putting everything together, we get that:
θ(dimV ) = θ(dimT ) + 0 + . . .+ 0 + θ(dimS) = 0.
Finally, we determine the sign of θ(dimV ′) by analyzing the composition factors of V ′ .
If i = 1 then
θ(dim V − dimT ) = −θ(dim T ) < 0.
Now, let us assume that i > 1. Let F be a composition factor of V ′. According to Corollary
29, exactly one of the following cases occur.
(a) F is not a regular socle or top for any regular non-simple representation inL. Then,
F is one of the Ei’s, and hence
θ(dimF ) = 0.
(b) There exists a unique composition factor F ′ of V ′ such that F and F ′ are the regular
top and socle of some representation X in L. In this case, by the construction of θ,
we have:
θ(dimF ) + θ(dimF ′) = 0.
(c) F is one of the Fi’s, being the regular socle of some representation Y ∈ L whose
regular top is not among the composition factors of V ′. Then:
θ(dimF ) < 0.
In conclusion, we get that:
θ(dim τ i(T )) + . . .+ θ(dimS) ≤ θ(dimS) < 0.
The proof now follows from Lemma 30. 
Proposition 34. Let L be an orthogonal Schur sequence of regular representations. Then there
exists a common stability weight for L.
Proof. There are at most three non-homogeneous tubes T1, T2, and T3 with periods p1, p2,
and p3 respectively. Assume L is an orthogonal Schur sequence such that:
L = L0 ∪ L1 ∪ L2 ∪ L3,
where L0 consists of only homogeneous Schur representations, and Li ⊆ Ti, 1 ≤ i ≤ 3.
Extend Li to a maximal orthogonal Schur sequence in Ti for each 1 ≤ i ≤ 3.
It suffices to show we can solve the system of inequalities (5) across each tube simulta-
neously. Notice that when we satisfy (5) over one tube, we automatically have θ(δ) = 0.
Thus, we have one less equation to solve in the other tubes. So by Corollary 32, we can
solve (5) across the non-homogenous tubes simultaneously. Any other representation in
our orthogonal Schur sequence must lie in a homogeneous tube, and thus has dimension
δ. But we already have θ(δ) = 0. So far, we have proved that there exists a weight θ such
that for any V ∈ L and V ′ ≤ V with V ′ regular, θ(dimV ) = 0 and θ(dimV ′) < 0.
Finally, invoking Lemma 30, it follows that there exists a common weight θ0 such that
any V ∈ L is θ0-stable. 
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Example 2. Let Q be the D˜5 quiver:
1
❂
❂❂
❂ 2
5 // 6
@@✁✁✁✁
❂
❂❂
❂
4
@@✁✁✁✁
3
The three non-homogeneous regular tubes of Q are generated by the following regular
simples:
T1 =
〈
E1 =
K
id   
❇❇
❇❇
K
K
id
// K
id
>>⑤⑤⑤⑤
id   
❇❇
❇❇
K
id
>>⑤⑤⑤⑤
K
,E2 =
0
❄
❄❄
❄ 0
K // 0
@@✁✁✁✁
❂
❂❂
❂
0
??⑧⑧⑧⑧⑧
0
, E3 =
0
❂
❂❂
❂ 0
0 // K
??⑧⑧⑧⑧
❄
❄❄
❄❄
0
@@✁✁✁✁
0
〉
,
T2 =
〈
L1 =
K
id   
❇❇
❇❇
K
K
id
// K
id
>>⑤⑤⑤⑤
!!❇
❇❇
❇❇
0
==⑤⑤⑤⑤⑤
0
, L2 =
0
!!❇
❇❇
❇ 0
K
id
// K
==⑤⑤⑤⑤
id   
❇❇
❇❇
K
id
>>⑤⑤⑤⑤
K
〉
,
T3 =
〈
Y1 =
K
id   
❇❇
❇❇
0
K
id
// K
>>⑤⑤⑤⑤
id   
❇❇
❇❇
0
>>⑤⑤⑤⑤⑤
K
, Y2 =
0
  ❇
❇❇
❇ K
K
id
// K
id
>>⑤⑤⑤⑤
  ❇
❇❇
❇❇
K
id
>>⑤⑤⑤⑤
0
〉
.
Consider the following orthogonal Schur sequence
L = L0 ∪ L1 ∪ L2 ∪ L3,
where:
L0 =

V0 =
K [ 10 ]
!!❈
❈❈
❈ K
K2
id
// K2
[1 1] ==④④④④
[1 2] !!
❈❈
❈❈
❈
K [
0
1 ]
==④④④④④
K

,
L1 =

V1 =
K [ 10 ]
!!❈
❈❈
❈ K
K2
id
// K2
[1 1] ==④④④④
[1 1] !!
❈❈
❈❈
❈
K [
0
1 ]
==④④④④④
K
=
 E1E2
E3
 , V2 = E2

,
L2 =

V3 =
K [ 10 ]
!!❈
❈❈
❈ K
K2
id
// K2
[1 0] ==④④④④
[1 1] !!
❈❈
❈❈
❈
K [
0
1 ]
==④④④④④
K
=
(
L1
L2
)
, and L3 = {V4 = Y1, V5 = Y2}.
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We first solve for a weight θ so that each representation Vi is θ-stable in R(Q), then
modify θ to obtain a stability weight in repQ. We begin by solving the following system:

dimE1
dimE2
dimE3
dimL1
dimY1
 · θ =

1 1 1 1 1 1
0 0 0 0 1 0
0 0 0 0 0 1
1 1 0 0 1 1
1 0 1 0 1 1


θ1
θ2
θ3
θ4
θ5
θ6
 =

1
0
−1
1
0
 .
(Note that the constants on the right hand side of the equations of the system above are
picked according to the recipe described in the proof of Proposition 33.)
The general solution of this system is (t, 2 − t, 1 − t, t− 1, 0,−1) for t ∈ R. When t = 1,
we get θ = (1, 1, 0, 0, 0,−1) and it is easy to check that each Vi is θ-stable in R(Q). (Of
course, any other integer t and the corresponding θ work equally well.) Furthermore, if
we let N = max{θ(dimXi) | Xi ≤ Vi, Xi non-regular}, then N = 1.
Now set:
σ = θ + 2〈δ, ·〉 = (3,−1,−2, 2, 0,−1).
One can check that each Vi is σ-stable. In particular, it follows that the representation
V =
6⊕
i=1
Vi is locally semi-simple. 
4. PROOF OF THEOREM 1
We begin with an example of a representation of a wild quiver that has a semi-simple
endomorphism ring but is not locally semi-simple.
Example 3. Let Q be the 3-arrow Kronecker quiver
• ////
//
•
and consider the representation V defined by V (1) = V (2) = K2, andmaps [ 1 00 1 ] , [
1 0
0 0 ] , [
0 0
0 1 ].
It is easy to check that V is a Schur representation. Suppose V is θ = (θ1, θ2)-stable for
some weight θ. Then θ(1)+θ(2) = 0 as θ((2, 2)) = 0. Moreover, it is easy to see that V has a
proper subrepresentation of dimension vector (1, 1). This would imply that θ(1)+θ(2) < 0
(contradiction). So, V cannot be stable with respect to any weight. 
Let Q′ and Q be two acyclic quivers and let F : repQ′ → repQ be a fully faithful exact
embedding. For a dimension vector β ′ ∈ Z
Q′
0
≥0 of Q
′, set
F(β ′) :=
∑
i∈Q′
0
β ′(i)dimF(Si) ∈ Z
Q0
≥0.
Then for any V ′ ∈ rep(Q′) with dim V ′ = β ′, we have dimF(V ′) = F(β ′).
For a weight θ ∈ ZQ0 of Q, set
F−1(θ) := (θ(dimF(Si)))i∈Q′
0
∈ ZQ
′
0 .
Then, for any dimension vector β ′ of Q′ and any weight θ of Q, we have
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θ(F(β ′)) = θ
∑
i∈Q′
0
β ′dimF(Si)
 = ∑
i∈Q′
0
β ′(i)θ(dimF(Si)) = F
−1(θ)(β ′).
Proposition 35. Given any wild quiver Q, there exists a Schur representation that is not stable
for any weight.
Proof. Since the path algebra of any wild quiver is strictly wild, we know that there exists
a fully faithful exact embedding F : rep(K3)→ rep(Q).
Let V ′ be the representation of K3 in Example 3 with β
′ = dimV ′ = (2, 2). If V denotes
F(V ′) then its dimension vector is β = F(β ′).
Assume for a contradiction that V ∈ repQ is θ-stable for some weight θ ∈ ZQ0 . In
particular, we have that θ(β) = 0. Denoting F−1(θ) by θ′, we also get that θ′(β ′) = 0.
Now, letW ′ be the subrepresentation of V ′ of dimension vector (1, 1) from the example
above. Since F is a fully faithful exact functor,W := F(W ′) is a proper subrepresentation
of V . Moreover, θ′(dimW ′) = θ(dimW ) < 0 but this is a contradiction since θ′(dimW ′) =
1
2
θ′(β ′) = 0. 
Now, we are ready to prove Theorem 1:
Proof of Theorem 1. (⇐) This follows from Proposition 35.
(⇒) Assume that Q is a tame quiver and let V be a representation of Q such that EndQ(V )
is a semi-simple ring. Let V1, . . . , Vr be the pairwise non-isomorphic indecomposable di-
rect summands of V . According to Theorem 6, we need to show that there exists a com-
mon weight θ ∈ ZQ0 such that each Vi is θ-stable. In the tame case, this follows from
Proposition 10, Proposition 11, Corollary 14, Proposition 18, and Proposition 34. 
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