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Abstract
For a Hermitian matrix H ∈ Cn,n and symmetric matrices S0, S1, . . . , Sk ∈ Cn,n, we consider




: v ∈ Cn \ {0}, vTSiv = 0 for i = 0, . . . , k
}
.
For this, we derive an estimation in the form of minimizing the second largest eigenvalue of a
parameter depending Hermitian matrix, which is exact when the eigenvalue at the optimal is
simple. The results are then applied to compute the eigenvalue backward errors of higher degree
matrix polynomials with T-palindromic, T-antipalindromic, T-even, T-odd, and skew-symmetric
structures. The results are illustrated by numerical experiments.
keyword structured matrix polynomial, spectral value sets, µ-values, perturbation theory, eigen-
value backward error, nearness problems for matrix polynomials
AMS subject classification. 15A18, 15A22, 65K05, 93C05, 93C73
1 Introduction
Let H ∈ Cn,n be Hermitian and S0, S1, . . . , Sk ∈ C
n,n be symmetric matrices. In this paper, we
maximize the Rayleigh quotient of H with respect to certain constraints involving symmetric matrices
S0, S1, . . . , Sk. More precisely, we compute




: v ∈ Cn \ {0}, vTSiv = 0 for i = 0, . . . , k
}
, (P)
where T and ∗ denote respectively the transpose and the conjugate transpose of a matrix or a vector.
Such problems occur in stability analysis of uncertain systems and in the eigenvalue perturbation
theory of matrices and matrix polynomials [6, 8, 14, 18]. The µ-value of M ∈ Cn,n with respect to
perturbations from the structured class S ⊆ Cn,n is denoted by µS(M) and defined as
µS(M) := (inf {‖∆‖ : ∆ ∈ S, det(In −∆M) = 0})
−1 ,
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where In is the identity matrix of size n× n and ‖.‖ is the matrix spectral norm. A particular case of
problem (P) with only one symmetric constraint (i.e., when k = 0) is used to characterize the µ-value
of the matrix under skew-symmetric perturbations [9]. Indeed, when S is the set of all skew-symmetric
matrices of size n× n, then M. Karow in [9] shown that
µS(M) = (mhs0(H,S0))
1
2 , where H =M∗M and S0 =M +M
T .










where λ2(A) stands for the second largest eigenvalue of a Hermitian matrix A. However, we note that
problem (P) with more than one symmetric constraints is unknown yet and still open.
Another motivation to study problem (P) comes from the eigenvalue backward error computa-
tion of structured matrix polynomials. Let P (z) =
∑m
j=0 z
jAj be a regular matrix polynomial with
A0, A1, . . . , Am ∈ C
n,n. For a given λ ∈ C, the smallest perturbation (∆0, . . . ,∆m) from some pertur-





= 0, is called the structured eigenvalue
backward error of λ as an approximate eigenvalue of P (z). The matrix polynomials in most en-
gineering applications follow some symmetry structure [16, 10, 11]. The perturbation set S refers
to a symmetry structure in the coefficients of the matrix polynomial. For example, if ATj = Am−j
(ATj = −Am−j), for j = 0, . . . ,m, then P (z) is called T-palindromic (T-antipalindromic), and if
ATj = −Aj for j = 0, . . . ,m, then it is called a skew-symmetric matrix polynomial. Similarly, P (z) is






for j = 0, . . . ,m. If the conjugate trans-
pose ∗ replaces the transpose T, then the corresponding matrix polynomials called ∗-palindromic,
∗-antipalindromic, skew-Hermtian, ∗-even, and ∗-odd, see [16, 12, 17, 13] and references therein.
The problem of finding structured eigenvalue backward error has been studied, and computable
formulas have been obtained for polynomials with Hermitian and related structures in [4], and for
∗-palindromic polynomials and T-palindromic pencils in [5].
It was noticed in [15] that the structured eigenvalue backward error problem for T-palindromic,
T-antipalindromic, skew-symmetric, T-even, and T-odd polynomials reduce to the problem (P) where
the number of symmetric constraints in (P) depends on the degree of the polynomial P (z). For the
pencil case (i.e., when m = 1), the reduced problem (P) involves only one symmetric constraint, and
thus the result [9, Theorem 6.3] obtained the eigenvalue backward errors for these structures [5, 15].
However, for higher degree polynomials (i.e., whenm > 1), the eigenvalue backward error is not known
for these structures since the reduced problem (P) involves more than one symmetric constraint. In
such cases, the computation of the backward error may include obtaining an appropriate extension
of [9, Theorem 6.3]. This gives another motivation to study the problem (P) .
We note that an upper bound to the problem (P) with more than one symmetric constraint were
obtained in [15]. Motivated by [9], we aim to derive an explicit computable formula for (P). We found
that our results improve the bounds given in [15].
1.1 Contribution and outline of the paper
In Section 2, we introduce some notation and terminologies. We also recall some preliminary results
from the literature that will be used in later sections.
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In Section 3, we derive an upper bound for (P) in terms of minimizing the second largest eigenvalue
of a parameter depending Hermitian matrix. An approximation to this upper bound can be easily
computed in Matlab. The upper bound is shown to be equal to the exact value of the supremum
in (P) if the eigenvalue at the optimal is simple.
The reduction of the structured eigenvalue backward error problem to a problem of the form (P)
was obtained in [5, 15] for matrix polynomial with structures like T-palindromic, T-antipalindromic,
T-even, T-odd, and skew-symmetric polynomials. We restate these results in Section 4 in our notation.
The results from Section 3 are then applied to derive computable formulas for the structured eigenvalue
backward errors of matrix polynomials under consideration.
In Section 5, we present numerical experiments to highlight that our results give better estimation
to the supremum in (P) than the one obtained in [15]. The significance of structure-preserving and
arbitrary perturbations on the eigenvalue backward errors is also illustrated in Section 5.
2 Preliminaries
In the following, we denote the spectral norm of a matrix or a vector by ‖ · ‖, the smallest and the
largest eigenvalues of a Hermitian matrix A respectively by λmin(A) and λmax(A), the Moore-Penrose
pseudoinverse of a matrix or a vector X by X†, ⊗ denotes the Kronecker product, and the smallest
singular value of a matrix A by σmin(A). We use Herm(n) and Sym(n) to denote the set of Hermitian
and symmetric matrices of size n × n. The second-largest eigenvalue of a Hermitian matrix A is
denoted by λ2(A), and the second-largest singular value of a matrix A is denoted by σ2(A). The
symbol i denotes the imaginary unit and satisfying the equation i2 = −1.
For H ∈ Herm(n) and S0, S1, . . . , Sk ∈ Sym(n), we define
m̃hs0s1...sk(H,S0, . . . , Sk) := inf
{
v∗Hv | v ∈ Cn, ‖v‖ = 1, vTSiv = 0 for i = 0, . . . , k
}
. (2.1)
Although our main focus would be the problem (P), we note that the corresponding results for (2.1)
follow directly from the results for (P), since
m̃hs0s1...sk(H,S0, . . . , Sk) = −mhs0s1...sk(−H,−S0, . . . ,−Sk).
As mentioned earlier, the problem (P) with only one symmetric constraint is solvable, and a
computable formula for mhs0(H,S0) is known by [9]. We recall this result in the following theorem.
Theorem 2.1 [9, Theorem 6.3] Let H ∈ Herm(n) and S ∈ Sym(n). Then
sup
{














The following lemma provides helpful information in analysing the extrema of eigenvalue functions
of a real parameter.
Lemma 2.2 [3] Let G,H ∈ Herm(n) and let the map L : R → R be given by L(t) := λk(G + tH),
where λk(G + tH) is the kth largest eigenvalue of G + tH. Let the columns of the matrix U ∈ C
n,n
3
form an orthonormal basis of the eigenspace of the eigenvalue λk(G) of G. Then the left and right






















The following two lemmas that give lower bounds on the sum of the rank of two matrices will be
used in computing problems (P) with more than one symmetric constraints.
Lemma 2.3 Let A and B be two matrices of the same size and let their row spaces be R1 and R2,
and their column spaces be C1 and C2, respectively. Then
rank(A) + rank(B)− dim(R1 ∩R2)− dim(C1 ∩ C2) ≤ rank(A+B).










≥ rank(S′) + rank(S′′) + 2, then rank(S′ + S′′) ≥ 2.
Proof. For matrices S′ and S′′, we have from Lemma 2.3 that
rank(S′) + rank(S′′)− dim(R1 ∩R2)− dim(C1 ∩ C2) ≤ rank(S
′ + S′′), (2.2)
where R1 and R2 are the row spaces and C1 and C2 are the column spaces of S







= dim(R1 +R2) = dim(R1) + dim(R2)− dim(R1 ∩R2)






) = dim(C1 + C2) = dim(C1) + dim(C2)− dim(C1 ∩ C2)
= rank(S′) + rank(S′′)− dim(C1 ∩ C2). (2.4)










) ≤ rank(S′) + rank(S′′) + rank(S′ + S′′). (2.5)









≥ rank(S′) + rank(S′′) + 2 in (2.5) yields
that rank(S′ + S′′) ≥ 2.
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3 Maximizing Rayleigh quotient with symmetric constraints
Motivated by [9], we obtain a computable formula to estimate the supremum in (P) with more than
one symmetric constraint. For this, let us fix the following terminology that will be repeatedly used
throughout the paper. For H ∈ Herm(n), S0, . . . , Sk ∈ Sym(n), and (t0, . . . , t2k) ∈ R
2k+1, we define
























In this section, we will find out that the computation of mhs0s1...sk(H,S0, . . . , Sk) will lead to a
minimization problem of a function of the following form
ψ : R2k+1 −→ R, (t0, . . . , t2k) 7−→ λ2 (G+ t0H0 + · · · + t2kH2k) .
The following lemma provides helpful information to analyse the extrema of ψ, the proof of which is
inspired by [4, Theorem 3.2].
Lemma 3.1 Let H ∈ Herm(n) and S0, . . . , Sk ∈ Sym(n). Assume that for any (t0, . . . , t2k) ∈ R
2k+1 \
{0}, we have rank(f(t0, . . . , t2k)) ≥ 2, where f(t0, . . . , t2k) is defined by (3.1). Then the function
ψ : R2k+1 → R, (t0, . . . , t2k) 7−→ λ2(F (t0, . . . , t2k)), where
F (t0, . . . , t2k) =
[
H f(t0, . . . , t2k)
f(t0, . . . , t2k) H
]
(3.4)
has a global minimum
λ̂2 = min
(t0,...,t2k)∈R2k+1
ψ(t0, . . . , t2k)
in the region t20 + · · · + t
2
2k ≤ β





λ2(t0H0 + · · ·+ t2kH2k) : (t0, . . . , t2k) ∈ R





with matrices H0, . . . ,H2k defined by (3.2)-(3.3).
Proof. To prove that ψ has a global minimum, we will show that there exists a constant β > 0 such
that for all (t0, . . . , t2k) ∈ R




ψ(t0, . . . , t2k) ≥ ψ(0, . . . , 0). (3.5)
Since the closed ball Nβ =
{
(t0, . . . , t2k) ∈ R





is compact in R2k+1 and since
the function ψ is continuous as eigenvalues depend continuously on the entries of a matrix, ψ will have
a global minimum λ̂2 ≤ ψ(0, . . . , 0) on Nβ. This from (3.5) will then imply that λ̂2 ≤ ψ(t0, . . . , t2k)
for all (t0, . . . , t2k) ∈ R





λ2(t0H0 + · · · + t2kH2k) : (t0, . . . , t2k) ∈ R





Then c ≥ 0. Indeed, if we let
f̃(t0, . . . , t2k) = t0H0 + · · ·+ t2kH2k,
and T = diag(−1, 1) ⊗ In, then
f̃(−t0, . . . ,−t2k) = T f̃(t0, . . . , t2k)T
−1.
This implies that λ is an eigenvalue of f̃(t0, . . . , t2k) if and only if −λ is an eigenvalue of f̃(t0, . . . , t2k).
Also the assumption rank(f(t0, . . . , t2k)) ≥ 2 implies that rank(f̃(t0, . . . , t2k)) ≥ 4 for all (t0, . . . , t2k) ∈
R
2k+1 \{0}. This implies that λ2(f̃(t0, . . . , t2k)) > 0 for all (t0, . . . , t2k) ∈ R
2k+1 with t20+ · · ·+ t
2
2k = 1.
Moreover, since λ2(f̃(t0, . . . , t2k)) is a continuous function as eigenvalues depend continuously on the
entires of the matrix, the infimum c is attained on unit sphere in R2k+1. This implies that c > 0
because λ2(f̃(t0, . . . , t2k)) always take positive values on the unit sphere.
Now define β = λmax(H)−λmin(H)
c
and let (t0, . . . , t2k) be such that t
2




exists r > β so that t20 + · · · + t
2
2k = r
2 > β2. By using Wehl’s theorem [7], for any two Hermitian
matrices A,B ∈ Cn,n we have that
λ2(A+B) ≥ λ2(A) + λmin(B).
This yields that
ψ(t0, . . . , t2k) = λ2(F (t0, . . . , t2k))
= λ2(G+ t0H0 + · · ·+ t2kH2k) (∵ from (3.2)− (3.3))









≥ βc+ λmin(G) (∵ r ≥ β)
= ψ(0, . . . , 0),
where the last identity follows using the facts that ψ(0, . . . , 0) = λ2(G) = λmax(H) = βc + λmin(G)
and λmin(G) = λmin(H). This completes the proof.
Remark 3.2 Although the rank condition in Lemma 3.1 seems to be strong, it was noticed that the
symmetric matrices arising in most practical applications satisfy the rank condition. For example,
we show in Section 4 that the symmetric matrices occurring while finding the eigenvalue backward
errors for T-palindromic, T-antipalindromic, T-even, and T-odd matrix polynomials satisfy the rank
condition in all the cases.
Our next result is a generalization of [9, Lemma 6.1] which provides an upper bound to mhs0,...,sk .
Lemma 3.3 Let the function ψ : R2k+1 7−→ R be as defined in Lemma 3.1 for matrices H ∈ Herm(n)
and S0, . . . , Sk ∈ Sym(n). Then
mhs0...sk(H,S0, . . . , Sk) ≤ inf
t0,...,t2k∈R
ψ(t0, . . . , t2k).
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: z1, z2 ∈ C
}
. Then γv is a 2-dimensional





∈ γv and (t0, . . . , t2k) ∈ R
2k+1, we have





H f(t0, . . . , t2k)










z1Hv + z2f(t0, . . . , t2k)v







T f(t0, . . . , t2k)v)
)
, (3.6)
where f(t0, . . . , t2k) and F (t0, . . . , t2k) are respectively defined by (3.1) and (3.4). If we suppose that
vTSjv = 0 for each j = 0, . . . , k, then for any x ∈ γv such that ‖x‖ = 1, we have from (3.6) that
x∗F (t0, . . . , t2k)x = v
∗Hv,
since vT f(t0, . . . , t2k)v = 0 and ‖x‖ = 1 implies that |z1|
2 + |z2|
2 = 1. Thus by Courant-Fischer
max-min principle [7], we have
ψ(t0, . . . , t2k) = λ2(F (t0, . . . , t2k)) ≥ min
x∈γv , ‖x‖=1
x∗F (t0, . . . , t2k)x = v
∗Hv
for all (t0, . . . , t2k) ∈ R
2k+1. This implies that
inf
t0,...,t2k∈R
ψ(t0, . . . , t2k) ≥ v
∗Hv,
for all v ∈ Cn such that ‖v‖ = 1 and vTSjv = 0 for each j = 0, . . . , k. This yields that
inf
t0,...,t2k∈R
ψ(t0, . . . , t2k) ≥ mhs1...sk(H,S0, . . . , Sk).
The next result considers the case when ψ attains its minimum at a point (t̂0, . . . , t̂2k) where it is a
simple eigenvalue of F (t̂0, . . . , t̂2k). This will be useful in showing that the upper bound in Lemma 3.3
is equal to the value of mhs0,...,sk .
Lemma 3.4 Let the function ψ : R2k+1 7−→ R be as defined in Lemma 3.1 for matrices H ∈ Herm(n)
and S0, . . . , Sk ∈ Sym(n). Suppose that ψ attains a global minimum at (t̂0, . . . , t̂2k) 6= (0, . . . , 0) and
define λ̂2 := ψ(t̂0, . . . , t̂2k). If λ̂2 is a simple eigenvalue of F (t̂0, . . . , t̂2k), where F (t0, . . . , t2k) is as
defined in Lemma 3.1, then there exists a vector v ∈ Cn \ {0} such that
v∗Hv
v∗v
= λ̂2, and v
TSjv = 0 for all j = 0, . . . , k,
and
mhs0...sk(H,S0, . . . , Sk) = λ̂2.
Proof. From (3.4), we have that
F (t0, . . . , t2k) =
[
H f(t0, . . . , t2k)
f(t0, . . . , t2k) H
]
= G+ t0H0 + · · ·+ t2kH2k, (3.7)
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where f(t0, . . . , t2k) and the matrices G, H0, . . . ,H2k are defined by (3.1)–(3.3). The function ψ has a
global minimum λ̂2 at a point (t̂0, . . . , t̂2k) ∈ R
2k+1 \ {0} and λ̂2 is a simple eigenvalue of the matrix
F (t̂0, . . . , t̂2k). Then in view of Lemma 2.2, ψ is partially differentiable at (t̂0, . . . , t̂2k) and
∂ψ
∂tj
(t̂0, . . . , t̂2k) = v
∗
0Hjv0, j = 0, . . . , 2k, (3.8)
where v0 is a unit eigenvector of F (t̂0, . . . , t̂2k) corresponding to the eigenvalue λ̂2. Since λ̂2 is the
global minimum of ψ, we get
∂ψ
∂tj
(t̂0, . . . , t̂2k) = 0, for all j = 0, . . . , 2k,
which implies from (3.8) that
v∗0Hjv0 = 0, for all j = 0, . . . , 2k. (3.9)





for some x, y ∈ Cn. Then from (3.7), we have
[
H f(t̂0, . . . , t̂2k)










if and only if
G0x = −(f(t̂0, . . . , t̂2k)y
G0y = −f(t̂0, . . . , t̂2k)x.
(3.10)
Also from (3.9), for each j = 0, . . . , k − 1, we have that











= 0 ⇐⇒ Re xTSjy = 0











= 0 ⇐⇒ ImxTSjy = 0.
This implies that xTSjy = 0 for all j = 0, . . . , k − 1. Similarly
v∗0H2kv0 = 0 ⇐⇒ Rex
TSky = 0. (3.11)
Using this in (3.10), we get x∗G0x = −xT f(t̂0, . . . , t̂2k)y = −t̂2kxTSky which implies that x
TSky ∈ R,
since G0 is Hermitian and thus (3.11) implies that x
TSky = 0. Thus far we have that
xTSjy = 0 for all j = 0, . . . , k, and x
∗G0x = 0 =⇒ x
∗Hx = λ̂2x
∗x.
Therefore, the proof is over if we show that y = αx for some α ∈ C \{0}. For this note that in view of





is an eigenvector of F (t̂0, . . . , t̂2k) corresponding to the eigenvalue





is an eigenvector of F (t̂0, . . . , t̂2k) corresponding to the eigenvalue λ̂2. Since λ̂2
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is a simple eigenvalue of F (t̂0, . . . , t̂2k), the eigenspace corresponding to eigenvalue λ̂2 is of dimension










for some α ∈ C with |α| = 1, since ‖v0‖ = 1, and thus we
have y = αx. This completes the proof.
As a summary of this section, we have the following result that computes mhs1...sk and m̃hs1...sk .
Theorem 3.5 Let H ∈ Herm(n) and S0, . . . , Sk ∈ Sym(n), let ψ : R
2k+1 7→ R be defined by
(t0, . . . , t2k) 7→ λ2(F (t0, . . . , t2k)), and let ψ̃ : R
2n+1 7→ R be defined by (t0, . . . , t2k) 7→ λ2n−1(F (t0, . . . , t2k)),
where F is defined by (3.4). Then,
mhs0...sk(H,S0, . . . , Sk) ≤ inf
t0,...,t2k∈R
ψ(t0, . . . , t2k)
m̃hs0...sk(H,S1, . . . , Sk) ≥ sup
t0,...,t2k∈R
ψ̃(t0, . . . , t2k).
(3.12)
Moreover, the following statements hold.
1) If rank(f(t0, . . . , t2k)) ≥ 2 for all (t0, . . . , t2k)) ∈ R
2k+1, where f is defined by (3.1), then both
infimum and supremum in (3.12) are attained in the region t20 + · · · + t
2
2k ≤ β
2 where β =
λmax(H)−λmin(H)
c
and c = min
{
λ2(t0H0 + · · · + t2kH2k) : t
2




, where H0, . . . ,H2k
are defined by (3.2)–(3.3).
2) Suppose that the infimum (supremum) in (3.12) is attained at (t̂0, . . . , t̂2k). If ψ(t̂0, . . . , t̂2k)(
ψ̃(t̂0, . . . , t̂2k)
)
is a simple eigenvalue of F (t̂0, . . . , t̂2k), then equality holds in (3.12).
Proof. The statements about mhs0...sk and ψ follow immediately from Lemmas 3.1, 3.4, and 3.3. The
corresponding results for m̃hs0...sk and ψ̃ are then follow because of the facts that
m̃hs0...sk(H,S0, . . . , Sk) = −mhs0...sk(−H,−S0, . . . ,−Sk),
and ψ̃(t0, . . . , t2k) = −ψ(−t0, . . . ,−t2k) for all (t0, . . . , t2k) ∈ R
2k+1.
We close the section with the following remark on problem (P) with two symmetric constraints.
Remark 3.6 When we consider mhs0s1 , i.e., problem (P) with two symmetric constraints, the rank
condition in Theorem 3.5 for the existence of the global minimum of ψ can be modified to an explicit
condition on ranks of S0 and S1 which is independent of the parameters (t0, t1, t2) ∈ R
3. More










rank(S1) + 2, then by Lemma 2.4 rank(S0 + S1) ≥ 2. This implies that for any (t0, t1, t2) ∈ R
3 \ {0},
rank((t0+it1)S0+t2S1) ≥ 2. Indeed, when t0+it1 = 0 or t2 = 0, this is immediate, since rank(S0) ≥ 2
and rank(S1) ≥ 2. Now suppose t0+ it1 6= 0 and t2 6= 0, then consider S






















and from Lemma 2.4, rank((t0 + it1)S0 + t2S1) ≥ 2.
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4 Applications: Computing eigenvalue backward errors for struc-
tured polynomials
Let P (z) =
∑m
j=0 z
jAj be a regular matrix polynomial with (A0, . . . , Am) ∈ S ⊆ (C
n,n)m+1 and let
λ ∈ C. Then the structured eigenvalue backward error of λ with respect to P and S, is defined by


























When S = (Cn,n)m+1, then η(P, λ) := ηS(P, λ) is called the unstructured eigenvalue backward error.
The unstructured backward error is well known in [2, Proposition 4.6] and given by
η(P, λ) =
σmin (P (λ))√
1 + |λ|2 + · · · + |λ2m|2
. (4.2)
As mentioned earlier, the structured eigenvalue backward errors have been studied, and computable
formulas were obtained for various structured matrix polynomials in [4, 5]. It was shown in [5, 15] that
for T-palindromic, T-antipalindromic, skew-symmetric, T-even, and T-odd polynomials, computation
of structured eigenvalue backward error is reduced to the problem of solving mhs0...sk , where k depends
on the degree of P and matrices H,S0, . . . , Sk depend on the structure of P . For these structures,
when the polynomial is of degree one (i.e., when m = 1), ηS(P, λ) was obtained by solving mhs0 using
Theorem 2.1. However, for higher degree polynomials (i.e., when m > 1), the structured eigenvalue
backward errors were not known in [4, 5, 15], due to unavailability of a computable formula for the
reduced problem in mhs0,...,sk . Therefore, in this section, we compute structured eigenvalue back-
ward errors for T-palindromic, T-antipalindromic, skew-symmetric, T-even, and T-odd polynomials
by solving the reduced problem in mhs0...sk using Theorem 3.5.
4.1 T-palindromic and T-antipalindromic polynomials
Consider a matrix polynomial P (z) =
∑m
j=0 z
jAj . Then P is called T-palindromic if A
T
j = Am−j and
it is called T-antipalindromic if ATj = −Am−j , for each j = 0, . . . ,m. Let palT (antipalT) denote the
subset of (Cn,n)m+1 such that (∆0, . . . ,∆m) ∈ palT (antipalT) implies ∆
T
j = ∆m−j (∆
T
j = −∆m−j)
for each j = 0, . . . ,m, and the corresponding eigenvalue backward errors from (4.1) are denoted by
ηpalT(P, λ) when S = palT and η
antipalT(P, λ) when S = antipalT. For both T-palindromic and T-
antipalindromic polynomials, if λ ∈ C \ {0} such that λ = ±1, then there is no difference between
structured eigenvalue backward error and unstructured eigenvalue backward error [1, Theorem 5.3.1].
However, this is not the case if λ 6= ±1. It was noticed in [5, Theorem 3.2] that computing ηpalT(P, λ)
or ηantipalT(P, λ) reduced to a problem of the form (P). We state this reduction as a result in the form
that will be useful for us.
For this we define, Λm := [1, λ, . . . , λ












diag(γ01, . . . , γk1, γk2, . . . , γ02)⊗ In if m is odd
diag(γ01, . . . , γk1, 1, γk2, . . . , γ02)⊗ In if m is even.
(4.3)
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Theorem 4.1 [5] Let S = {palT, antipalT} and let P (z) =
∑m
j=0 z
jAj be a regular matrix polynomial
with (A0, . . . , Am) ∈ S. Suppose that λ ∈ C \ {0,±1} such that M := (P (λ))
−1 exists and define
H := Γ−1((Λ∗mΛm)⊗ (M
∗M))Γ−1.
• (when S = palT) Then
ηpalT(P, λ) = (mhs0,...,sk(H,S0, . . . , Sk))
− 1
2 ,











where ej+1 denotes the j
th standard basis vector of Rm+1.
• (when S = antipalT) Then
ηantipalT(P, λ) =
(




if m is odd, and
ηantipalT(P, λ) =
(






























where ej+1 denotes the j
th standard basis vector of Rm+1.
If we consider the function ψ : R2k+1 7→ R as defined in Theorem 3.5 for the symmetric matrices
Sj’s or S̃j’s of Theorem 4.1, it will always has a global minimum. This is because the symmetric
matrices satisfy the rank condition in Theorem 3.5 required for the global minimum of ψ. This is
shown in the following result for symmetric matrices S0, . . . , Sk. However, we note that an analogous
result can be obtained for matrices S̃0, . . . , S̃k using similar arguments. This will be used in formulating
a computable formula for ηpalT(P, λ) and ηantipalT(P, λ).
Lemma 4.2 Let the matrices S0, . . . , Sk be as defined in Theorem 4.1. Then for any (t0, . . . , t2k) ∈
R
2k+1 \ {0},
rank ((t0 + it1)S0 + (t2 + it3)S1 + · · · + (t2k−2 + it2k−1)Sk−1 + t2kSk) = 2n.
Proof. In view of Theorem 4.1, for any (t0, . . . , t2k) ∈ R
2k+1 \ {0}, we have













m−k+1 − (t2k−2 + it2k−1)e
T
m−k+2






(t0 + it1)e1 + · · ·+ (t2k−2 + it2k−1)ek + t2kek+1 − t2kem−k+1












where Ωm := (t0 + it1)e
T






m−k+1 − (t2k−2 + it2k−1)e
T
m−k+2 −
· · · − (t0 + it1)e
T
m+1 and M , Λm, and Γ are as defined in Theorem 4.1. In view of (4.4), we will prove




ΩTmΛm ⊗M) = 2n. For this, let J1 = Λ
T
mΩm ⊗M
T and J2 = Ω
T
mΛm ⊗M . Then J2 = J
T
1 . Note that
the first block row of J1 is Ωm ⊗M
T and all other rows are scalar multiple of this row. This implies
that






since Ωm 6= 0 (as not all tj ’s zero) and M is invertible. Thus also rank(J2) = rank(J
T
1 ) = n. The


























Now from Lemma 2.4,










= 2n + 2n− n− n = 2n (4.6)
and also
rank(J1 + J2) ≤ rank(J1) + rank(J2) = n+ n = 2n. (4.7)






= rank(J1 + J2) = 2n.





= 2n. Note that not all block rows
of J2 are zero, since not all tj ’s are zero, w.l.o.g. lets assume that t0+ it1 6= 0. Consider the first block
row of J2 which is (t0 + it1)Λm ⊗M , then
rank((t0 + it1)Λm ⊗M) = n = rank(J2),
since M is invertible. Also the first n rows of J1 are given by Ωm ⊗M
T , and we have
rank(Ωm ⊗M
T ) = n = rank(J1).










(t0 + it1)Λm ⊗M
])
= 2n.
For this, let Aj and Bj denote the j
th row of Ωm ⊗M
T and (t0 + it1)Λm ⊗M , respectively, and let
rj and cj denote respectively the j
th row and jth column of M . Then
Aj = Ωm ⊗ c
T
j and Bj = (t0 + it1)Λm ⊗ rj. (4.8)
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We show that for each p = 1, . . . , n, the set Dp = {Bp, A1, . . . , An} is linearly independent. On
contrary, suppose that Dp is linearly dependent for some p ∈ {1, . . . , n}, then there exists scalars















That means from (4.8)













j=1 αjp(t0 + it1)c
T








j · · ·
∑n





On comparing the first term in both sides, we get













Substituting (4.10) in (4.9), we get
(t0 + it1)Λm × rp = Ωm ⊗ rp =⇒ (t0 + it1)Λm = Ωm. (4.11)
Again comparing both sides in (4.11) and using the fact that (t0 + it1) 6= 0, we get either λ = 1
or λ = −1, which is a contradiction, since λ ∈ C \ {0,±1}. Hence {Bp, A1, . . . , An} is linearly
independent for each p = 1, . . . , n. Also since {B1, . . . , Bn} is linearly independent, we have that





= 2n which com-
pletes the proof.
An application of Theorem 3.5 in Theorem 4.1 yields a computable formula for the structured
eigenvalue backward errors of palindromic polynomials. More precisely, we have the following results.
Theorem 4.3 Let P (z) =
∑m
j=0 z
jAj be a regular matrix polynomial with (A0, . . . , Am) ∈ palT.
Suppose that λ ∈ C \ {0,±1} be such that M := (P (λ))−1 exists. Define k = ⌊m−12 ⌋ and let ψ :
R
2k+1 7→ R be defined by (t0, . . . , t2k) 7→ λ2(F (t0, . . . , t2k)), where F (t0, . . . , t2k) is as defined in
Theorem 3.5 for matrices H,S0, . . . , Sk of Theorem 4.1. Then
• The function ψ has a global minimum
λ̂2 := min
(t0,...,t2k)∈R2k+1






• Moreover, if the minimum λ̂2 of ψ is attained at (t̂0, . . . , t̂2k) ∈ R
2k+1 and is a simple eigenvalue





Proof. In view of Lemma 4.2, the matrices S0, . . . , Sk satisfy that for any (t0, . . . , t2k) ∈ R
2k+1 \ {0},
rank ((t0 + it1)S0 + (t2 + it3)S1 + · · · + (t2p−2 + it2p−1)Sk−1 + t2pSk) = 2n ≥ 2,
since n ≥ 1. Thus from Theorem 3.5, ψ attains its global minimum. Now the proof is immediate by
using Theorem 3.5 in Theorem 4.1.
Theorem 4.4 Let P (z) =
∑m
j=0 z
jAj be a regular matrix polynomial with (A0, . . . , Am) ∈ antipalT.
Suppose that λ ∈ C \{0,±1} be such that M := (P (λ))−1 exists. Define k = ⌊m−12 ⌋ and let p = k if m
is odd and p = k + 1 if m is even. Let ψ : R2p+1 7→ R be defined by (t0, . . . , t2p) 7→ λ2(F (t0, . . . , t2p)),
where F (t0, . . . , t2p) is as defined in Theorem 3.5 for matrices H, S̃0, . . . , S̃p of Theorem 4.1. Then
• The function ψ has a global minimum
λ̂2 := min
(t0,...,t2p)∈R2p+1





• Moreover, if the minimum λ̂2 of ψ is attained at (t̂0, . . . , t̂2p) ∈ R
2p+1 and is a simple eigenvalue





Proof. The proof follows by arguments similar to those of Theorem 4.3.
4.2 T-even and T-odd polynomials
Amatrix polynomial P (z) =
∑m
j=0 z









for j = 0, . . . ,m. Let Se(So) denote the subset of (C
n,n)m+1 such that (∆0, . . . ,∆m) ∈ Se(So) implies






, for j = 0, . . . ,m, and let the corresponding eigenvalue
backward errors from (4.1) be denoted by ηevenT(P, λ) when S = Se and η
oddT(P, λ) when S = So.
Then from [15, Theorem 3.4.1] computing ηevenT(P, λ) and ηoddT(P, λ) reduced to a problem of the
form (P). We state this as a result in the following.
Theorem 4.5 [15] Let P (z) =
∑m
j=0 z
jAj be a regular matrix polynomial, where (A0, . . . , Am) ∈ S ⊆
(Cn,n)m+1. Let λ ∈ C \ {0} such that M := (P (λ))−1 exists. Define Λm := [1λ . . . λ
m] ∈ C1×(m+1)
and H := Λ∗mΛm ⊗M
∗M .











T , and Sej := Cej + C
T
ej,
where ej denotes the j
th standard basis vector of Rm+1. Then



















ηoddT(P, λ) = (mhso0...sok(H,So0, . . . , Sok))
− 1
2 .
Next, we obtain a result similar to Lemma 4.2 for matrices Se0, . . . , Sek of Theorem 4.5. This will
be used in computing ηevenT(P, λ) and ηoddT(P, λ). Note that an analogous result for So0, . . . , Sok
follows similarly.
Lemma 4.6 Let the matrices Se0, . . . , Sek be as defined in Theorem 4.5. Then for any (t0, . . . , t2k) ∈
R
2k+1 \ {0},
rank ((t0 + it1)Se0 + (t2 + it3)Se1 + · · · + (t2k−2 + it2k−1)Sek−1 + t2kSek) ≥ 2n.
Proof. For any (t0, . . . , t2k) ∈ R
2k+1 \ {0}, we have





where Λm := [1λ . . . λ
m] ∈ C1×(m+1) and
Ωm :=
{
[0 t0 + it1 0 t2 + it3 0 · · · 0 t2k−2 + it2k−1 0 t2k] if m is odd








0 (t0 + it1)M
T · · · 0 t2kM
T
0 λ(t0 + it1)M






0 λm(t0 + it1)M











0 (t0 + it1)M
T · · · 0 t2kM
T 0
0 λ(t0 + it1)M







0 λm(t0 + it1)M




when m is even, then
ΛTmΩm ⊗M
T +ΩTmΛm ⊗M = J1 + J
T
1 . (4.13)
Observe that, the first block row of J1 is nonzero as not all tj’s are zero. Suppose that j
th block entry
of the first row is nonzero, then the first and jth block columns of J1 + J
T
1 are linearly independent.
This shows that rank(J1 + J
T
1 ) ≥ 2n. Thus the result follows from (4.12) and (4.13).
As an application of Theorem 3.5 in Theorem 4.5 yields a computable formula for the structured
eigenavalue backward error of T-even and T-odd polynomials. For future reference, we state the
results separately for ηevenT(P, λ) and ηoddT(P, λ).
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Theorem 4.7 Let P (z) =
∑m
j=0 z
jAj be a regular T-even matrix polynomial, where (A0, . . . , Am) ∈
Se. Let λ ∈ C \ {0} be such that M := (P (λ))





and let ψ : R2k+1 7→ R
be defined by (t0, . . . , t2k) 7→ λ2(F (t0, . . . , t2k)), where F (t0, . . . , t2k) is as defined in Theorem 3.5 for
matrices H,Se0, . . . , Sek of Theorem 4.5. Then
• The function ψ has a global minimum
λ̂2 := min
(t0,...,t2k)∈R2k+1
ψ(t0, . . . , t2k) and η




• Moreover, if the minimum λ̂2 of ψ is attained at (t̂0, . . . , t̂2k) ∈ R
2k+1 and is a simple eigenvalue
of F (t̂0, . . . , t̂2k), then




Proof. In view of Lemma 4.6, the matrices Se0, . . . , Sek satisfy that for any (t0, . . . , t2k) ∈ R
2k+1 \{0},
rank ((t0 + it1)Se0 + (t2 + it3)Se1 + · · · + (t2p−2 + it2p−1)Sek−1 + t2pSek) = 2n ≥ 2,
since n ≥ 1. Thus from Theorem 3.5, ψ attains its global minimum. Now the proof is immediate
using Theorem (3.5) in Theorem 4.5.
Analogous to Theorem 4.7, in the following we obtain a formula for the structured eigenvalue
backward error of T-odd polynomials.
Theorem 4.8 Let P (z) =
∑m
j=0 z
jAj be a regular T-odd matrix polynomial, where (A0, . . . , Am) ∈ So.





and let ψ : R2k+1 7→ R be defined
by (t0, . . . , t2k) 7→ λ2(F (t0, . . . , t2k)), where F (t0, . . . , t2k) is as defined in Theorem 3.5 for matrices
H,So0, . . . , Sok of Theorem 4.5. Then
• The function ψ has a global minimum
λ̂2 := min
(t0,...,t2k)∈R2k+1





• Moreover, if the minimum λ̂2 of ψ is attained at (t̂0, . . . , t̂2k) ∈ R
2k+1 and is a simple eigenvalue





Proof. A result similar to Lemma 4.6 can be obtained for matrices So0, . . . , Sok. Thus the proof
follows on the lines of Theorem 4.7.
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4.3 skew-symmetric matrix polynomials





j = −Aj for each
j = 0, . . . ,m. Let SSym(n) denote the set of all skew-symmetric matrices of size n × n and let the
skew-symmetric backward error (when S = (SSym(n))m+1) from (4.1) be denoted by ηskewT(P, λ).
Then according to [15, Theorem 5.2.20], computing ηskewT(P, λ) is equivalent to solving a problem of
the form (P). We first state this reduction from [15] and then obtain a formula for ηskewT(P, λ using
Theoerm 3.5.
Theorem 4.9 [15] LetP (z) =
∑m
j=0 z
jAj be a regular skew-symmetric matrix polynomial, where Aj ∈
SSym(n) for each j = 0, . . . ,m. Suppose that λ ∈ C \ {0} such that M = (P (λ))−1 exists. Define
Λm := [1λ . . . λ
m] ∈ C1×(m+1), H := Λ∗mΛm ⊗M






T and Sj := Cj + C
T
j ,
where ej+1 is the j
th standard basis vector of Rm+1. Then,
ηskewT(P, λ) = (mhs0...sm(H,S0, . . . , Sm))
− 1
2 .
As an application of Theorem 3.5 in Theorem 4.9 yields a computable formula for ηskewT(P, λ) and
is given in the following result.
Theorem 4.10 Let P (z) =
∑m
j=0 z
jAj be a regular skew-symmetric matrix polynomial, where Aj ∈
SSym(n) for each j = 0, . . . ,m. Let λ ∈ C\{0} be such thatM := (P (λ))−1 exists. Let ψ : R2m+1 7→ R
be defined by (t0, . . . , t2m) 7→ λ2(F (t0, . . . , t2m)), where F (t0, . . . , t2m) is as defined in Theorem 3.5 for
matrices H,S0, . . . , Sm of Theorem 4.9. Then
• If rank(f(t0, . . . , t2m)) ≥ 2 for all (t0, . . . , t2m) ∈ R
2m+1, where f is defined by (3.1) for matrices
S0, . . . , Sm, then the function ψ has a global minimum
λ̂2 := min
(t0,...,t2m)∈R2m+1





• Moreover, if the minimum λ̂2 of ψ is attained at (t̂0, . . . , t̂2m) ∈ R
2m+1 and is a simple eigenvalue





Remark 4.11 We note that unlike Lemmas 4.2 and 4.6, an analogous result for the symmetric
matrices S0, . . . , Sm of Theorem 4.9 need not be true, that means, for any (t0, . . . , tm) ∈ R
2m+1 \ {0},
rank((t0 + it1)S0 + · · · + (t2m−2 + it2m−1)Sm−1 + t2mSm) ≥ 2n is not necessarily true. For example,

















T + e2Λm ⊗M =
[
0 M
MT λ(M +MT )
]
.
Thus if we take t0, t1 ∈ R and set t2 = λ(t0 + it1), then rank((t0 + it1)S0 + t2S1) ≤ n.
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5 Numerical Experiments
In this section, we illustrate the proposed methods for computingmhs0...sm . To compute the formula in
Theorem 3.5, we used the GlobalSearch in Matlab Version No. 9.5.0 (R2018b) to solve the associated
optimization problem.
5.1 Comparison with the upper bound in [15]
Note that for given matrices H ∈ Herm(n) and S0, . . . , Sk ∈ Sym(n), an upper bound for mhs0...sm was
obtained in [15, Theorem 3.2.2] in terms of 2k+1th largest eigenvalue of a recursively defined parameter
depending Hermitian matrix of size 2(k+1)n × 2(k+1)n. This upper bound was conjectured to be equal
to mhS0...Sm in [15, Conjecture 3.2.8] if the eigenvalue at the optimal is simple. We compare our result
(Theorem 3.5) of computing mhs0...sm with the bound in [15, Theorem 3.2.2].
We generate the matrices H ∈ Herm(n) and S0, . . . , S1 ∈ Sym(n) for different values of n randomly
using the randn and rand commands in Matlab. We chose these matrices such that the optimal
eigenvalues in Theorem 3.5 and in [15, Theorem 3.2.2] are simple. This will imply the exact formula
for mhs0s1 by Theorem 3.5. Also, this will satisfy the hypothesis in [15, Conjecture 3.2.8]. The
computed results are depicted in Table 5.1, where the right and left side charts show the results,
respectively, when the matrices are generated using rand and randn commands in Matlab. We make
two observations:
• Our estimation to mhs0s1 in Theorem 3.5 is better than the one obtained in [15, Theorem 3.2.2];
• Since the values in the second column (mhs0s1 according to Theorem 3.5) is smaller than the
values in the third column (upper bound in [15, Theorem 3.2.2]), we conclude that the conjecture
in [15] is not true, and it is in general only an upper bound to mhs0s1 .
n mhs0s1 upper bound






n mhs0s1 upper bound






Table 5.1: Estimation to mhs0s1 from Thoerem 3.5 and [15, Theorem 3.2.2]
5.2 Estimation to structured eigenvalue backward errors
In view of Sections 4.1-4.3, we can estimate the structured eigenvalue backward errors of T-palindromic,
T-antipalindromic, T-even, T-odd, and skew-symmetric polynomials by computing mhs0...sk . We in-
clude examples only for T-palindromic and T-even polynomials by noting similar results for other
structures also.
Example 5.1 (T-palilndromic polynomial) P (z) = A0+ zA1+ z
2AT1 + z
3AT0 is a 3×3 T-palindromic
polynomial of degree 3, where the entries of the coefficient matrices are generated using the randn
command in Matlab.
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Table 5.2 (left side) records eigenvalue backward errors of P (z) for random λ. The second column
stands for the unstructured eigenvalue backward error η(P, λ) (from (4.2)) and the third column
records the structured eigenvalue backward error ηpalT(P, λ) obtained in Theorem 4.3. Note that, we
found the exact value of ηpalT(P, λ) up to four decimal points for these examples, since the eigenvalue
at the optimal is simple (see Theorem 4.3). This may be due to the fact that the corresponding
matrices H and S0, S1 are special with some specific structures. This shows that, as expected, the
eigenvalue backward errors with respect to structure-preserving and unstructured perturbations are
significantly different.
Next, we chose λ values such that they approach to the eigenvalue −0.8493−0.5910i of P (z). The
corresponding results are depicted in Table 5.2 (right side). Again the unstructured and the struc-
tured eigenvalue backward errors are different. Also, as expected, both unstructured and structured
eigenvalue backward errors tend towards zero with λ approaching the eigenvalue −0.8493 − 0.5910i.
















Table 5.2: Structured and unstructured eigenvalue backward errors for T-palindromic polynomial P (z)
Example 5.2 (T-even polynomial) L(z) = A0 + zA1 + z
2A2 + z
3A3 is a 4 × 4 T-even polynomial
of degree 3, where the entries of the coefficient matrices are generated using the randn command in
Matlab. The structured eigenvalue backward error, ηevenT (P, λ, is obtained using Theorem 4.7, and the
unstructured backward error is computed using (4.2). We record these values in Table 5.3 (left side) for
randomly generated λ. The two eigenvalue backward errors η(P, λ) and ηevenT(P, λ) are significantly
different. This shows that eigenvalues are less sensitive under structure-preserving perturbations.
Table 5.3 (right side) records the result when λ approaches to the eigenvalue −0.9544 + 1.8341i of
L(z). In this case, both unstructured and structured backward errors tend towards zero.
















Table 5.3: Structured and unstructured eigenvalue backward errors for T-even polynomial L(z)
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6 Conclusion
In this paper, we have derived an estimation of the supermum of the Rayleigh quotient of a Hermitian
matrix with respect to constraints involving symmetric matrices. Our estimate is in the form of
minimizing the second largest eigenvalue of a parameter depending Hermitian matrix. We have then
applied these results to compute the structured eigenvalue backward errors of matrix polynomials with
T-palindromic, T-antipalindromic, T-even, T-odd, and skew-symmetric structures.
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