Abstract. We consider the problem of the recovery of a Robin coefficient on a part γ ⊂ ∂Ω of the boundary of a bounded domain Ω from the principal eigenvalue and the boundary values of the normal derivative of the principal eigenfunction of the Laplace operator with Dirichlet boundary condition on ∂Ω \ γ. We prove uniqueness, as well as local Lipschitz stability of the inverse problem. Moreover, we present an iterative reconstruction algorithm with numerical computations in two dimensions showing the accuracy of the method.
Introduction
Let Ω ⊂ R n (n 2) be a bounded domain with boundary ∂Ω of class C 2 , and γ, Γ D be disjoint nonempty closed subsets of the boundary ∂Ω such that ∂Ω = Γ D ∪γ. Let h ∈ C 0 (γ) and h > 0. In this paper, we consider the following Robin eigenvalue problem:
in Ω, u = 0 on Γ D , hu + ∂ ν u = 0 on γ, where ν is the outward unit normal vector of ∂Ω. In what follows, we only consider the principal eigenvalue and eigenfunction (see [13] ). Moreover, we assume that the principal eigenfunction is positive and it is normalized by Ω u(h) 2 dx = 1.
Our aim of this paper is to study an inverse problem of the Robin eigenvalue problem (1.1). In particular, we consider the recovery of an unknown Robin coefficient h defined in the inaccessible part γ of the boundary ∂Ω, given the principal eigenvalue λ(h) and the Neumann data ∂ ν u(h)| ΓD on the accessible part Γ D .
This inverse problem is closely related to the coating problem and reinforcement problem [6, 14, 7, 21, 23] . If we consider a two-phase eigenvalue problem with a thin coating of the boundary with Dirichlet boundary condition, then Friedman [14] proved that the principal eigenvalue converges to the principal eigenvalue of a Robin eigenvalue problem. From this point of view, the inverse problem considered in this paper can be interpreted as the question of whether the thickness of the coating can be determined when the principal eigenvalue and the Neumann data on the accessible part are given.
We remark that the setting of the inverse problem is similar to the detection problem of internal corrosion. There are many results for uniqueness, stability, and reconstruction algorithm for this inverse problem. For the details about the inverse problem, see [17, 11, 2, 10, 9, 12, 8, 19, 4, 16, 22] and the references therein.
To our knowledge, there are a few results concerning the Robin inverse eigenvalue problem (1.1). The papers [3, 5] dealt with a Robin inverse eigenvalue problem when the support of a Robin coefficient is sufficiently small and gave a non-iterative algorithm of MUSIC (multiple signal classification) types for detecting the Robin coefficient from the measurements of an eigenvalue and a Neumann data of the accessible part of the boundary.
The purpose of this paper is twofold. First, we study the uniqueness and local stability for the inverse problem. Second, we deal with the numerical computation by using a Neumann tracking type functional.
The paper is organized as follows. In Section 2, we prove the uniqueness of the inverse problem. Also, we give some estimates for the principal eigenfunction and prove the Frechét differentiability of the eigenfunction with respect to the Robin coefficient. Moreover, we obtain a local Lipschitz stability result by the result of the Frechét differentiability. In Section 3, we consider a Neumann tracking functional and give a Frechét derivative of the functional by using the results in Section 2. In Section 4, we explain our algorithm and show the numerical results.
Uniqueness and Differentiability
In this section, we prove the uniqueness of the inverse problem and the Frechét differentiability of the solution u(h) in (1.1) with respect to the Robin coefficient h. Furthermore, we show the local stability of the inverse problem by the Frechét differentiability. First of all, let us consider the uniqueness of the inverse problem.
2.1. Uniqueness of the inverse eigenvalue problem. Theorem 1. Let Ω ⊂ R n (n 2) be a bounded domain with C 2 boundary and γ, Γ D be disjoint nonempty closed subsets of the boundary ∂Ω such that ∂Ω = Γ D ∪ γ. Let (λ(h j ), u j ) be solution of the Robin eigenvalue problems (1.1), corresponding to the Robin coefficients h j , with h j ∈ C 0 (γ) and h j > 0 for j = 1, 2.
By using Holmgren's unique continuation theorem (see [18] ), we obtain w ≡ 0 in Ω. Hence (h 1 − h 2 )u 2 = 0 on γ. Let us assume that there exists a point x 0 ∈ γ such that h 1 (x 0 ) = h 2 (x 0 ). Then by continuity of h 1 and h 2 , there exists a open subset U ⊂ γ such that h 1 = h 2 in U . Due to the boundary condition for u 2 we have
Applying Holmgren's theorem again, we obtain u 2 ≡ 0 in Ω. However, this is in contradiction with u 2 > 0. Hence we have h 1 = h 2 .
2.2. Differentiability. Next, we consider the Frechét differentiability of the solution u(h) in (1.1) with respect to the Robin coefficient h. Let A be the admissible set of Robin coefficients defined by
Then we can obtain the following result of the Frechét differentiability of the solution u(h) in (1.1):
Let Ω, γ, Γ D be as in Theorem 1. For any ξ ∈ A , the solution u(h) ∈ H 1 (Ω) of (1.1), with h ∈ A , is Frechét differentiable in the following sense:
is the solution of the following sensitivity problem:
Before proving Theorem 2, we need to show some estimates. In this section we will denote by C, a constant C > 0 depending on u, γ and Ω.
Lemma 3. Under the assumptions of Theorem 2, the following estimate holds:
Proof. By min-max principle, we obtain
Let us take Φ = u(h), then we have
(2.5)
Let us consider the limit of u(h + ξ) for ξ L ∞ (γ) → 0. Using the upper bound (2.5), we have the boundedness of u(h + ξ) in H 1 (Ω). Applying Rellich's Theorem, there existλ andû ∈ H 1 (Ω) such that
Then from the weak form of u(h + ξ), for any φ ∈ H 1 (Ω) we have
From the upper bound (2.5) we getλ ≤ λ(h). Since λ(h) is the principal eigenvalue, we obtainλ = λ(h) andû = u(h). Therefore
Lemma 3 gives us the following estimates:
Under the assumptions of Theorem 2, we have the following eigenvalue estimate:
Moreover, the following H 1 -estimate holds:
Since λ(h) is the principal eigenvalue, due to Fredhom alternative we have
Therefore,
Note that from Lemma 3 and the normalization of the principal eigenfunction u(h) we can get
Next we will consider the H 1 -estimate for v. Consider the weak form of v (2.10)
and taking φ = v in (2.10), we have
From Lemma 3 and (2.9),
. In order to get further estimate of v, let us consider the Fourier expansions of v with respect to the mixed eigenvalue problem as follows:
where {λ k } k≥1 are eigenvalues and {u k } k≥1 are corresponding normalized eigenfunctions. Note that λ 1 = λ(h) and u 1 = u(h). Then v admits the following the Fourier expansions:
By the Fourier expansions (2.14), the left-hand side of (2.11) is
Also, by using (2.6) and the normalization of the principal eigenfunction, the righthand side of (2.11) is
where we used (2.12) and the trace theorem. Combining these estimates, we have
Let us put δ = k≥2 α 2 k . Then it can be estimated easily as
Thus we obtain δ = o( ξ ). Moreover,
Thus we have α 2 1 + 2α 1 + δ = 0. Note that α 1 is small by Lemma 3. Since δ is sufficiently small, we have
It follows that by (2.15)
Therefore we obtain v H 1 (Ω) = o( ξ 1/2 ), which finishes the proof.
Next, let us show the smallness for u ′ .
Proposition 5. We assume that u ′ ∈ H 1 (Ω) is the solution of (2.4). Then the following estimate holds:
Proof. Consider the weak form of sensitivity equation (2.4)
where
Taking φ = u ′ and using the assumption
Let us consider the following the Fourier expansions for u ′ :
where the u k were defined in (2.13). By the assumption Ω u(h)u ′ dx = 0, we obtain
Note that by using trace theorem we have
.
Thus we obtain
It follows that
Furthermore, by (2.18) we have
Combining (2.20) and (2.21), we can show that u
Now we can prove Theorem 2.
Proof of Theorem 2. Let us put
Consider the weak form of (2.22)
Since λ(h) is the principal eigenvalue of the eigenvalue problem (1.1), by using Fredhom alternative we have
Thus by the normalization of u(h) we obtain
Thus by Proposition 2.7 and the trace theorem we obtain
In the same way of the proof of Proposition 2.7 and Proposition 5, we take φ = w and we consider the Fourier expansions as follows:
Then we obtain
Furthermore by (2.16),
Therefore, we have
, which is the desired conclusion.
By Theorem 2 and the elliptic regularity theory for mixed boundary problem (see [20, Theorem 7 .36.6, p.621]), we can prove the Frechét differentiability for u(h) in H 2 .
Corollary 6. For any ξ ∈ A with h + ξ ∈ A , the solution u(h) is Frechét differentiable in the following sense:
(Ω) and g ∈ H 1/2 (γ). Then by the standard elliptic regularity theory, there exists a unique solution w ∈ H 2 (Ω) of the mixed problem
where the constant C does not depend on f and g. In the estimate (2.25), if we take
, then by the estimates (2.7), (2.23), and Theorem 2, we can obtain
2.3. Local Lipschitz stability. From the results of this section, it is now possible to derive a local stability (or local injectivity) result.
Proof. For |ε| sufficiently small, h + εξ ∈ A . Then we can apply the results of the previous section, in particular Corollary 6 and (2.23), which show that condition (2.26) is equivalent to (2.27)
thus by Holmgren's theorem u ′ (h)[ξ] ≡ 0 in Ω. Again thanks to (2.4) we find that
From the continuity of ξ and the fact that ξ ≡ 0 on γ there is an open subset V of γ where u = 0. Now the Robin boundary condition for u yields ∂ ν u = 0 on V and by Holmgren's theorem again we find that u ≡ 0 in Ω, which is impossible since the principal eigenfunction is not identically zero.
Note that using similar arguments as in [1] it would be possible to obtain a local Lipschitz stability (and also local uniquess) when only a discretization of the Neumann data on the boundary is available. We also expect that a global logarithmic stability estimates holds, as in the problem of the determination of corrosion [2, 9] .
Neumann tracking type functional and its properties
In this section, let us introduce a Neumann tracking type functional in order to turn the inverse problem into an optimization problem.
We consider the following least-squares functional F over the admissible set A defined by:
where (λ, g) are given spectral data. Also let us consider a Tikhonov regularization functional F reg for the functional F defined by
where η > 0 is a regularization parameter. By Theorem 1, we can easily show that the functional (3.28) has a unique minimizer in A which is the solution of the inverse problem.
Proposition 8. There exists a unique function h ∈ A of the functional (3.28)
Moreover h is the solution of the inverse problem.
Proof. Let h be the solution of the inverse problem. Then we obtain λ(h) = λ and ∂ ν u| ΓD = g. Thus h is a minimum for F with F (h) = 0. On the other hand, we assume F (h) = 0. Then we can easily see that h is the solution of the inverse problem. Also leth be another minimum for F . Then λ(h) = λ(h) and ∂ ν u| ΓD (h) = ∂ ν u| ΓD (h). Thus by Theorem 1 we obtain h =h.
In order to solve the minimization problem for F by using gradient methods, we compute the Frechét derivative of the functional F with respect to h. It can be easily derived by Corollary 6.
Theorem 9. The Frechét derivative of the functional F at the point h ∈ A in the direction ξ ∈ A is
where ϕ is the solution of the following problem:
Remark 10. Note that (3.31) is equivalent to the system (3.32)
for a suitable F ∈ L 2 (Ω). Now, since u is the unique positive normalized eigenfunction of (1.1), the only solution of (3.32) for F ≡ 0 is ϕ ′ ≡ 0. Then, by Fredholm alternative, for any F ∈ L 2 (Ω) the system admits a unique solution ϕ ′ , and so the same holds for (3.31).
Proof. By Corollary 6 and the eigenvalue estimate (2.23), we obtain
Let us focus on the first term. By the Green's second identity we obtain
By the divergence theorem we have
Therefore, since λ ′ = γ ξu(h) 2 ds, we have that the Frechét derivative F ′ of the functional F is given by
Reconstruction algorithm and numerical tests
We use a gradient descent type algorithm to solve the minimization problem for the functional F . Let tol be a fixed tolerance level and τ k > 0 the step sizes at each iteration k, that can be fixed or obtained by line search. In all numerical experiments below, we keep τ k fixed.
Algorithm 1 Reconstruction algorithm.
Inputs: spectral data (λ, g) and initial guess h 0 . Set k = 0 and iterate: 
This will be used in the next numerical simulations, to show the effectiveness of the proposed reconstruction scheme. In what follows, we consider the annular region Ω = B(0, 2) \ B(0, 1), with γ = ∂B(0, 1) and Γ D = ∂B(0, 2). For each test, we create a mesh to generate the spectral data and a different one for the reconstruction.
The spectral data are obtained solving problem (1.1) with the target Robin coefficient by the Shift-invert method. We also add a uniform noise to the measurements. Given the noiseless boundary Neumann trace g = ∂ ν u of the principal eigenfunction and its eigenvalue λ, the noisy datag andλ is obtained by adding to g and λ a uniform noise in the following way:
where ε(x) is a uniform random real in (−ε 0 , ε 0 ), and ε 0 , ε λ > 0 are chosen according to the noise level. The relative noise on the Neumann trace is measured as:
while the noise on the principal eigenvalue is simply ε λ . We impose
so that the two noise levels are comparable. In case of noisy data, we use a regularized version of the reconstruction algorithm, based on the minimization of the Tikhonov regularized functional F reg (3.29). In this case, the descent direction in algorithm 1 is computed with the following formula:
where η > 0 is the regularization parameter, which is chosen experimentally. All the computations are done using FreeFem++ [15] .
In Figure 1 we consider the reconstruction of the Robin coefficient h(x, y) = 1 + xy 2 − x 2 y 5 for (x, y) ∈ γ = ∂B(0, 1), the interior part of the boundary of the annular region Ω.
The initial guess is h ≡ 1 on γ. We present reconstruction from noiseless data (top left), and noisy data: 0.5 % (top right), 1% (bottom left) and 2% (bottom right).
We can see that the algorithm performs well in case of no noise or low noise, while the quality of the reconstruction starts to deteriorate already for noise levels of 2%. This is completely coherent with the ill-posedness of the inverse problem. 
