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Abstract
Let G be a simple complex Lie group with Weyl group W . We give a formula for the
character of W on the zero weight space of any finite dimensional representation of G. The
formula involves partition functions, generalizing Kostant’s partition function. On the elliptic
set of W the partition functions are trivial. On the elliptic regular set, the character formula
is a monomial product of certain co-roots, up to a constant equal to 0 or ±1. For a Coxeter
element we recover Kostant’s formula for this trace. If the long element w0 = −1, our formula
leads to a method for determining all representations of G for which the zero weight space is
irreducible.
Introduction
Let G be a simple complex Lie group. Choose a maximal torus T in G, with normalizerN , and let
W = N/T be the Weyl group. If V is an irreducible finite-dimensional representation of G then
N preserves the subspace V T , consisting of T -invariant vectors in V . This representation of N on
V T factors throughW . It is an old problem, going back at least to [12] and [19], to understand this
correspondence V 7→ V T , from G-modules to W -modules. A survey of the problem as of 2014
can be found in [14].
For classical groups, results on the decomposition of V T as a W -module have been obtained in
[1], [2], [3], [11], [12] using Schur-Weyl duality. For a fixed classical group, say G = SL3, this
method involves multiplicities in induced representations of arbitrarily large symmetric groups.
For G = G2, [21] gave a computer algorithm, but not a formula, for explicitly computing the
character of V T in terms of the highest weight of a given V .
The main results in this paper are as follows.
1. For any simple group G we give a formula for the trace on V T of any element w ∈ W , as a
function of the highest weight of V . Our formula is expressed in terms of weighted partition func-
tions, generalizing Kostant’s partition function. The computational complexity of these partition
1
functions depends on the dimension of the fixed-point set Tw of w in T . The most complex case
is w = 1, where we recover Kostant’s partition function [18]. Partition functions arise in many
different contexts and have an extensive literature (see, for example, [8] and references therein) but
explicit formulas for partition functions seem to rare, except in small rank.
2. When w is elliptic (that is, when Tw is finite) our partition functions are trivial; in this case our
formula for tr(w, V T ) becomes an explicit signed sum of harmonic polynomials on the Lie algebra
of T . If in addition w is regular (that is, if the group generated by w acts freely on the set of roots)
then the signed sum collapses to a monomial:
tr(w, V T ) = ǫ(λ) · C ·
∏
α∈Rλ
〈λ+ ρ, αˇ〉 (1)
where ǫ(λ) ∈ {−1, 0, 1}, C is an elementary positive constant depending only on the orderm of w
and Rλ is a set of roots depending on a certain congruence class modulom of the highest weight λ
of V . See Thm. 6.3 for the explicated version of (1). When w = cox is a Coxeter element we have
C = 1, Rλ = ∅ and we recover Kostant’s result tr(cox, V T ) = ǫ(λ) [19].
3. Let w0 ∈ W be the long element. If w0 is elliptic then it is also regular. Applying (1) to
w = w0 leads to a method for finding all V for which V T is W -irreducible, by checking only a
finite number of V . This question is raised in [14], specifically for F4, so we do the checking for
F4 to show that only those V of dimensions 1, 26 and 52 have irreducible V T .
4. The proof of (1) relies on an inequality for centralizers of torsion elements: If g ∈ G and Ad(g)
has order m then
dimCG(g) ≥
r
m
, (2)
where r is the number of roots of G. Moreover equality holds in (2) if and only if g normalizes a
maximal torus T ′ and projects to an elliptic regular element in the Weyl group of T ′. Whenm = h
this result is also due to Kostant [17].
The paper is organized as follows.
Section 2 analyzes the Weyl Character Formula (WCF) itself, independently of Weyl groups. Here
we compute the restriction of the WCF to cosets tS of subtori S ⊂ T , extending the method of
[26]. Taking S = 1 and t of finite order m, we express tr(t, V ) as a monomial (as in (1) above),
provided that t is “not more singular" (see 2.2) than the highest weight of V modulom.
In section 3, we take an elementw ∈ W and apply the results of section 2 to the case where S is the
connected fixed-point subtorus of w in T and t ∈ T isG-conjugate to an element of w. (We regard
elements of W as cosets of T in N .) We pass from tr(t, V ) to tr(w, V T ) by taking the constant
term of the function s 7→ tr(st, V ) on S. Here partition functions arise. The character formula for
tr(w, V T ) is given in Thm. 3.4.
Sections 4 and 5 discuss the cases G2 and SL4. For these groups, formulas for dimV T are known
see [2] and [20]. Here, for w 6= 1 we work out our partition functions to give completely explicit
formulas for tr(w, V T ) for G2 and SL4. The results for G2 foreshadow our later results on elliptic
regular traces.
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In section 6 we specialize to elliptic w, where the partition functions become trivial, and then
to elliptic regular w, to prove (1). This uses the inequality (2) for the dual group Gˆ of G. (In
this context, the dual group was first used by D. Prasad in [24] to give a new interpretation of
Kostant’s result for tr(cox, V T ).) We then apply Thm. 6.3 to the long element w0, in the cases
where w0 = −1, to show that the problem of determining when V T is irreducible can be reduced
to checking a small number of V ; we carry this out for F4.
In the appendix we prove the inequality (2) which verifies the “not more singular" condition from
section 2 which in turn feeds into the proof of Thm. 6.3. This result is of a different nature
than those above and has multiple interpretations, one of which is an inequality for Thomae’s
function, generalized to Lie groups. The proof of (2) consists of case-by-case computations with
Kac-coordinates.
1.1 General notation
G is a complex Lie group which is connected and simple (all normal subgroups of G are finite).
T ⊂ B is a maximal torus in a Borel subgroup of G.
g, t, b are the corresponding Lie algebras, with similar notation for other Lie groups.
X∗(S) and X∗(S) are the character and co-character lattices of any torus S.
eλ : S → C
× is the character of S corresponding to λ ∈ X∗(S).
X = X∗(T ), Xˇ = X∗(T ) and 〈 , 〉 is the canonical pairingX × Xˇ → Z.
R ⊂ X and Rˇ ⊂ Xˇ are the roots and coroots of T .
R+ is the set of roots of T in b and Rˇ+ = {αˇ : α ∈ R+}.
ρ = 1
2
∑
α∈R+
α ∈ 1
2
X.
X+ = {λ ∈ X : 〈λ,R+〉 ⊂ Z≥0}.
ρ+X+ is the set of dominant regular weights.
Vµ, for µ ∈ ρ+X+, is the irreducible representation of G with B-highest weight µ− ρ.
χµ is the character of Vµ.
N is the normalizer of T in G andW = N/T is the Weyl group.
tw = n−1tn, where t ∈ T and n ∈ w ∈ W .
rα ∈ W is the reflection for α ∈ R.
ε : W → {±1} is the sign character.
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N = {0, 1, 2, 3, . . .} is the set of non-negative integers.
2 The Weyl Character Formula and subtori
In this section we analyze the restriction of the Weyl Character Formula to cosets of subtori in T .
Fix an element t ∈ T and a subtorus S ⊂ T . Additional notation for this situation is as follows.
R1 = {α ∈ R
+ : eα(ts) = 1 ∀s ∈ S}, R
1 = R+ −R1.
ρ1 =
1
2
∑
α∈R1
α ∈ 1
2
X
H(λ) =
∏
α∈R1
〈λ, αˇ〉
〈ρ1, αˇ〉
.
W1 = 〈rα : α ∈ R1〉, W
1 = {v ∈ W : v−1R1 ⊂ R+}.
It follows from [6, VI.1 Thm 2] that the product mappingW1 ×W 1 →W is a bijection.
Next, we partition
R1 = R2 ⊔R3,
where
R2 = {α ∈ R1 : eα(s) = 1 ∀s ∈ S}, R
3 = R1 −R2.
Thus, R2 is the set of positive roots which take a constant value eα(t) 6= 1 on the coset tS, and R3
is the set of positive roots which are non-constant on tS. Finally we set
S0 = {s ∈ S : eα(ts) 6= 1 ∀α ∈ R
3}.
This set is an open and dense in S.
Lemma 2.1 Let tS be a coset of S in T . For s ∈ S0 we have
tr(ts, Vµ) =
∑
v∈W 1
ε(v) ·H(vµ)∏
α∈R2
(1− e−α(t))
·
evµ−ρ(ts)∏
β∈R3
(1− e−β(ts))
.
Proof: Let T ′ be the covering torus of T with character group 1
2
X (cf. [6, VI.3.3]). We may
regard T ′ as Hom(1
2
X,C×) and the covering map T ′ → T as induced by the inclusionX →֒ 1
2
X .
We again write eλ : T ′ → C× for the character of T ′ corresponding to λ ∈ 12X .
The Weyl group W acts on T ′ via its action on 1
2
X , and W acts on the coordinate ring C[T ′] as
(w · f)(t) = f(tw). Let A and A1 be the operators on C[T ′] given by
A(f) =
∑
w∈W
ε(w)w · f, A1(f) :=
∑
w∈W1
ε(w)w · f
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where ε : W → {±1} is the sign character. Using the bijectionW1 ×W 1 →W , we have
A(f) =
∑
v∈W 1
∑
u∈W1
ε(uv)(uv · f) =
∑
v∈W 1
ε(v)A1(v · f).
In particular for µ ∈ X we have
A(eµ) =
∑
v∈W 1
ε(v)A1(evµ). (3)
Restricted to T , the character χµ : T → C may be regarded as a function on T ′, via the covering
map T ′ → T . It is given by Weyl’s Character Formula (WCF):
χµ =
A(eµ)
A(eρ)
. (4)
On the right side the numerator and denominator are functions on T ′ whose zeros must be cancelled
in order to evaluate χµ.
From Weyl’s identity (applied toW andW1), we have
A(eρ) = D
1 ·D1 = D
1 · A1(eρ1), (5)
where
D1 =
∏
α∈R1
(
eα/2 − e−α/2
)
, D1 =
∏
α∈R1
(
eα/2 − e−α/2
)
, eρ1 =
∏
α∈R1
eα/2
are all elements of C[T ′].
Recall t ∈ T has been fixed. Now we also fix s ∈ S0 and let x ∈ T ′ be a lift of ts. Also let z ∈ T ′
be arbitrary. For all u ∈ W1, v ∈ W 1 and µ ∈ 12X we have
euvµ(xz) = evµ(x) · euvµ(z).
It follows that
A1(evµ)(xz) = evµ(x) ·A1(evµ)(z).
From (5) we have
A(eρ)(xz) = D
1(xz) ·D1(xz).
For all α ∈ R1 we have eα(st) = 1, so eα/2(x) = ±1. It follows that eρ1(x) = ±1 and that
D1(xz) = eρ1(x) ·D1(z) = eρ1(x)A1(eρ1)(z),
so
A(eρ)(xz) = eρ1(x) ·D
1(xz) · A1(eρ1)(z). (6)
So far x is fixed but we have made no restriction on z. Since the set of elements in T ′ on which no
root = 1 is dense in T ′, we can choose a sequence zn → 1 in T ′ such that eα(xzn) 6= 1 for all n
and all α ∈ R.
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From (4) and (6) we have that
χµ(xzn) =
1
eρ1(x) ·D
1(xzn)
∑
v∈W 1
ε(v)evµ(x)
A1(evµ)
A1(eρ1)
(zn).
Letting n → ∞ we get, from the Weyl dimension formula applied to the connected centralizer
CL(t)
◦, where L = CG(S), that
χµ(x) =
1
eρ1(x) ·D
1(x)
∑
v∈W 1
ε(v)H(vµ)evµ(x).
Since R1 ⊔R1 = R+, we have
eρ1 ·D
1 = eρ ·
∏
α∈R1
(1− e−α).
It follows that
χµ(x) =
∑
v∈W 1
ε(v)H(vµ)∏
α∈R1
(1− e−α(x))
evµ−ρ(x).
Since all vµ − ρ ∈ X we may replace x by its projection st ∈ T . Decomposing the product
according to R1 = R2 ⊔ R3, we obtain the formula in Lemma 2.1 . 
2.1 The case S = 1
From now on we assume ρ ∈ X . This can be arranged by taking a two-fold cover of G, hence is
no loss of generality.
When S = 1 our previous notation can be simplified as follows. We now write
Rt = R1 = {α ∈ R
+ : eα(t) = 1},
Wt = W1 = 〈rα : α ∈ Rt〉,
R1 = {α ∈ R+ : eα(t) 6= 1} as before,
W 1 = {v ∈ W : v−1Rt ⊂ R
+} as before.
Also set
∆ = eρ
∏
α∈R1
(1− e−α).
Taking S = 1 in Lemma 2.1 we get, for all µ ∈ ρ+X+ that
tr(t, Vµ) =
1
∆(t)
∑
v∈W 1
ε(v)evµ(t)H(vµ). (7)
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Remark: The function λ 7→ H(λ) is a polynomial function on t∗ of degree |Rt|. In fact, H and
its W -translates Hv(µ) := H(vµ) belong to the space H of W -harmonic polynomials on t∗. In
[22] Macdonald showed thatH and itsW -translates span an irreducible representation ofW inH,
now called the truncated induction of the sign character ofWt toW .
By a theorem of Borel (see [25, section 5] for a simple proof), the graded vector space H is
canonically isomorphic to the homology of the flag manifold B = G/B. The translates Hv, for
v ∈ W 1, correspond to the fundamental classes of the connected components of the fixed-point
submanifold Bt. In this interpretation, equation (7), combined with the Borel-Weil theorem, is an
elementary special case of the Atiyah-Segal fixed-point theorem [4, Thm. (3.3)].
2.2 Traces of torsion elements
In this section we study the WCF in the case where S = 1 and t has finite order.
Since the polynomialH transforms by the sign character ofW1, the sum (7) may be written as
tr(t, Vµ) =
1
|Wt| ·∆(t)
·
∑
v∈W
ε(v)evµ(t)H(vµ). (8)
Since t has finite order, the function µ 7→ evµ(t) is invariant under translations by a W -stable
sublatticeX ′ of finite index in X . For example, we could take X ′ = mX , wherem is the order of
t. However it is convenient to not make a specific choice of X ′ at this stage.
Fix such aW -stable sublattice X ′ ⊂ X . Then for each coset y ∈ X/X ′, we can define a function
δy : W → C by δy(v) = evµ(t) for any µ ∈ y. We set
Qy =
1
|Wt|
∑
v∈W
ε(v)δy(v)H
v.
Thus Qy is a harmonic polynomial on t∗, of degree |Rt| and depending only on y, such that
tr(t, Vµ) =
1
∆(t)
·Qy(µ), for all µ ∈ y. (9)
Let
Rˇy = {αˇ ∈ Rˇ
+ : 〈µ, αˇ〉 ∈ mZ}
and letWy = 〈rα : αˇ ∈ Rˇ+y 〉. One checks that
δy(vu) = δy(v) for all u ∈ Wy. (10)
Equation (10) implies that under the action ofW onH we have
Quy = ε(u)Qy, for all u ∈ Wy.
It follows that Qy is divisible by the polynomial∏
αˇ∈Rˇy
αˇ. (11)
7
Hence if |Rt| < |Rˇy| we have Qy = 0 and if |Rt| = |Rˇy| then Qy is a constant multiple of the
polynomial (11). From (9) we get the following.
Proposition 2.2 Let t ∈ T have finite order, let X ′ ⊂ X be a W -stable sublattice under which
µ 7→ evµ(t) is invariant under translations and let y ∈ X/X
′.
(a) If |Rt| < |Rˇy| then tr(t, Vµ) = 0 for all dominant regular weights µ ∈ y.
(b) If |Rt| = |Rˇy| then there is a constant Ct,y ∈ C such that for all dominant regular weights
µ ∈ y we have
tr(t, Vµ) = Ct,y
∏
αˇ∈Rˇy
〈µ, αˇ〉.
2.3 Principal weights
We continue with t and X ′ as above. For certain cosets y ∈ X/X ′ we can compute the constant
Ct,y appearing in Prop. 2.2.
Lemma 2.3 If y = ρ+X ′ then for all x ∈ W we have
Qxy(xρ) = ε(x)∆(t).
Proof: We first assume x = 1. From (5) we have∑
w∈W
ε(w)ewρ = D
1 ·D1,
as functions on T ′. We compute as in the proof of Lemma 2.1. Let z ∈ T be such that eα(tz) 6= 1
for all α ∈ R and let t′, z′ be lifts of t, z in T ′. We compute
∆(t′z′) =
1
D1(t′z′)
∑
w∈W
ε(w)ewρ(t
′z′) =
∑
v∈W 1
ε(v)evρ(t
′)

∑
u∈Wt
ε(u)euvρ(z
′)
D1(z′)
 .
Taking the limit as z′ → 1 we get
∆(t) =
∑
v∈W 1
ε(v)evρ(t)H(vρ) = Qρ(ρ).
Now for arbitrary x ∈ W we have
Qxρ(xρ) =
1
|Wt|
∑
w∈W
ε(w)ewxρ(t)H(wxρ) =
ε(x)
|Wt|
∑
w∈W
ε(wx)ewxρ(t)H(wxρ) = ε(x)Qρ(ρ) = ε(x)∆(t).

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Proposition 2.4 Fix t, X ′ as above, and suppose y = xρ + X ′ for some x ∈ W . If |Rt| = |Rˇy|
then for every dominant regular weight µ ∈ y we have
tr(t, Vµ) = ε(x)
∏
αˇ∈Rˇy
〈µ, αˇ〉
〈xρ, αˇ〉
.
Proof: From (9) We have
tr(t, Vµ) =
Qy(µ)
∆(t)
.
Since |Rt| = |Rˇy| we have
Qy(µ) = Ct,y
∏
αˇ∈Rˇy
〈µ, αˇ〉.
On the other hand, from Lemma 2.3 we have
ε(x)∆(t) = Qy(xρ) = Ct,y
∏
αˇ∈Rˇy
〈xρ, αˇ〉,
so
Ct,y =
ε(x)∆(t)∏
αˇ∈Rˇy
〈xρ, αˇ〉
.
The proposition follows. 
2.4 Principal elements and principal weights
Letm be a positive integer, and let t = 2ρˇ(eipi/m), where
2ρˇ =
∑
α∈R+
αˇ.
Since tm = 2ρˇ(−1) is central in G, we may take X ′ = mZR in the previous section. Note that
Rt = {α ∈ R
+ : 〈α, ρˇ〉 ∈ mZ}. (12)
Lemma 2.5 Let v ∈ W and let y = vρ+mZR ∈ X/mZR. Then for t = 2ρˇ(η) as above we have
|Rt| = |Rˇy|.
Proof: We have Rˇy = {αˇ ∈ Rˇ : 〈vρ, αˇ〉 ∈ mZ}. Since wRˇy = Rˇwy for all w ∈ W , we
may assume v = 1. Thus, |Rt| and |Rˇy| are determined by the distributions of heights 〈α, ρˇ〉 and
〈ρ, αˇ〉 of the roots α ∈ R and co-roots αˇ ∈ Rˇ. One of the main results of [17] is a proof of
Shapiro’s observation that the partition of the number positive roots according to height is dual to
the partition given by the exponents of the Weyl group. Since R and Rˇ have the same Weyl group,
the lemma follows. 
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3 Traces of Weyl group elements on zero weight spaces
We now apply the results from the previous section to compute tr(w, V Tµ ) for w ∈ W and µ ∈
ρ+X+.
3.1 Characters and constant terms
Given w ∈ W , let S = (Tw)◦ be the identity component of the fixed-point group Tw := {t ∈ T :
tw = t}, and let Y = X∗(S) be the character lattice of S.
The the rank of Y equals the rank of the fixed-point sublatticeXw = {ν ∈ X : wν = ν} and Xw
is the character lattice of T/[w, T ], where [T, w] = {tw · t−1 : t ∈ T}.
For s ∈ S ∩ [T, w] one checks that sm = 1, where m is the order of w. This implies that the
composite mapping
S →֒ T −→ T/[T, w] (13)
has finite kernel, hence is surjective. It follows that the restriction mapX → Y is injective onXw.
By definition, w is a coset of T in N . Thus we regard w ⊂ N . Fix n ∈ w. From the surjectivity of
(13) it also follows that every element of w is T -conjugate to an element of nS. Indeed, given any
t ∈ T , there exist s ∈ S and z ∈ T such that s = (zw · z−1) · t, so we have
z(nt)z−1 = n(zw · z−1)t = ns.
Let C[S] be the coordinate algebra of S. Every element ϕ ∈ C[S] is uniquely expressible as a
C-linear combination
ϕ =
∑
ν∈Y
ϕˆ(ν)eν
of characters eν of S. We define the constant-term functional
∫
S
: C[S]→ C by∫
S
ϕ(s) ds := ϕˆ(0).
Lemma 3.1 Let V be a finite-dimensional algebraic representation of G and let w ∈ W . Then the
trace of w on the zero weight space V T is given by
tr(w, V T ) =
∫
S
tr(ns, V ) ds,
for any choice of n ∈ w.
Proof: For λ ∈ X , let V λ = {v ∈ V : tv = eλ(t)v ∀t ∈ T}. We have nV λ = V wλ. It follows
that for all s ∈ S we have
tr(ns, V ) =
∑
wλ=λ
tr(ns, V λ) =
∑
wλ=λ
tr(n, V λ) · eλ(s).
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Since the restriction mapX → Y is injective on Xw it follows that∫
S
tr(ns, V ) ds = tr(n, V T ) = tr(w, V T ).

SinceW is finite, some power of n lies in T . It follows that n is semisimple. Also n ∈ CG(S), the
centralizer of S. Hence there exists g ∈ CG(S) such that ng ∈ T . We set
t := ng ∈ T.
Since g centralizes S, we have (ns)g = ts for all s ∈ S. It follows that
tr(ns, V ) = tr(ts, V ),
as functions on S. From Lemma 3.1 we have
Proposition 3.2 The trace of w on the zero weight space V T is given by
tr(w, V T ) =
∫
S
tr(ts, V ) ds,
where t ∈ T is CG(S)-conjugate to an element of w.
3.2 Formal Fourier Series
In this section we extend the functional
∫
S
to certain rational functions on S, using the theory of
formal characters [13, 22.5].
Let S be an algebraic torus over C with character lattice Y = X∗(S) and coordinate algebra C[S].
The expansion
f =
∑
ν∈Y
fˆ(ν)eν , for f ∈ C[S]
is the algebraic version of the Fourier expansion of f . The Fourier transform f 7→ fˆ is a linear
bijection from C[S] to the set C[Y ] of finitely supported functions Y → C.
In fact f → fˆ is a C-algebra isomorphism C[S]
∼
→ C[Y ], where C[S] has the pointwise product
and C[Y ] has the convolution product:
φ ∗ ψ(ν) =
∑
λ+µ=ν
φ(λ)ψ(µ). (14)
Under this isomorphism the constant term functional
∫
S
: C[S]→ C corresponds to the evaluation
functional φ 7→ φ(0) : C[Y ]→ C.
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Let us be given elements ν1, . . . , νr ∈ Y , not necessarily linearly independent or even distinct,
but all nonzero. In fact we assume there is an element σˇ in the dual lattice Yˇ = X∗(S) such that
〈νi, σˇ〉 > 0 for all i. Let Γ ⊂ Y be the semigroup generated by {ν1, . . . , νr}.
We let C[[Y ]] be the set of functions φ : Y → C supported on finitely many sets of the form
µ − Γ. The convolution product (14) extends to C[[Y ]] and C[Y ] is a subalgebra of C[[Y ]]. Note
that elements of C[[Y ]] are not necessarily Fourier transforms of functions on S. Nevertheless we
can extend the functional
∫
S
to C[[Y ]] by setting∫
S
φ = φ(0).
For any complex number z and i = 1, . . . , r the Fourier transform of 1− ze−νi becomes invertible
in C[[Y ]]; its inverse is the function whose support is contained in −Nνi and whose value at −nνi,
for n ∈ N, is zn. More generally, the convolution-inverse of hˆ, where
h =
r∏
i=1
(1− zie−νi) ∈ C[S], (15)
is given by the weighted partition function
hˆ−1(−µ) = P (µ) =
∑
zn11 z
n2
2 · · · z
nr
r (16)
where the sum runs over all (n1, . . . , nr) ∈ Nr such that
r∑
i=1
niνi = µ. Note that hˆ−1 is supported
on −Γ and (eˆµ ∗ hˆ−1)(0) = P (µ).
Lemma 3.3 Let h ∈ C[S] have the form (15) and let S0 be a Zariski dense subset of S on which h
is never zero. Suppose f, g ∈ C[S] are such that f =
g
h
on S0. Then∫
S
f(s) ds =
∑
µ∈Y
gˆ(µ)
∫
S
(eˆµ ∗ hˆ
−1) =
∑
µ∈Y
gˆ(µ)P (µ),
where P (µ) is given by (16).
Proof: We have f · h = g on S0. But since S0 is dense in S we actually have f · h = g in C[S].
Hence gˆ = f̂ · h = fˆ ∗ hˆ in C[[Y ]]. Since hˆ is invertible in C[[Y ]] it follows that
fˆ = gˆ ∗ hˆ−1 =
∑
µ∈Y
gˆ(µ)eˆµ ∗ hˆ
−1,
so we have ∫
S
f(s) ds = fˆ(0) =
∑
µ
gˆ(µ)(eˆµ ∗ hˆ
−1)(0) =
∑
µ
cµP (µ).

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3.3 The character formula
We now apply the results of section 2 to the situation of 3.1.
We enumerate R3 = {β1, . . . , βr}, let νi ∈ Y be the restriction of βi, and let zi = e−νi(t). As in
(16), for ν ∈ Y we set
P (ν) =
∑
zn11 z
n2
2 · · · z
nr
r
where the sum runs over all (n1, . . . , nr) ∈ Nr such that
r∑
i=1
niνi = ν.
We can now state and prove our character formula.
Theorem 3.4 Let w ∈ W and let Vµ be an irreducible representation of G with highest weight
µ− ρ. Then the trace of w on the zero weight space V Tµ is given by
tr(w, V Tµ ) =
1∏
α∈R2
(1− e−α(t))
∑
v∈W 1
ε(v)H(vµ)evµ−ρ(t)P (vµ− ρ), (17)
where t ∈ T is CG(S)-conjugate to an element of w.
Proof: From Prop. 3.2 we have that
tr(w, V Tµ ) =
∫
S
tr(ts, Vµ) ds.
From Lemma 2.1 we have that
tr(ts, Vµ) =
∑
v∈W 1
ε(v) ·H(vµ)∏
α∈R2
(1− e−α(t))
·
evµ−ρ(ts)∏
β∈R3
(1− e−β(ts))
.
In Prop. 3.3 we take
f(s) = tr(ts, Vµ), g(s) =
∑
v∈W 1
ε(v) ·H(vµ)∏
α∈R2
(1− e−α(t))
· evµ−ρ(ts), h(s) =
∏
β∈R3
(1− e−β(ts))
and S0 = {s ∈ S : eβ(ts) 6= 1 ∀β ∈ R3} to obtain
tr(w, V Tµ ) =
∫
S
tr(ts, Vµ) ds = (gˆ ∗ hˆ
−1)(0) =
∑
v∈W 1
ε(v) ·H(vµ)∏
α∈R2
(1− e−α(t))
·
∫
S
evµ−ρ(ts)∏
β∈R3
(1− e−β(ts))
ds.
Since ∫
S
evµ−ρ(ts)∏
β∈R3
(1− e−β(ts))
ds = evµ−ρ(t)
∫
S
evµ−ρ(s)
r∏
i=1
(1− zie−νi(s))
ds = evµ−ρ(t)P (vµ− ρ),
Theorem 3.4 is proved. 
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4 Example: G2
In this section we explicate our character formula for G of type G2.
Let α and β be simple roots, where α is long, and let βˇ0 = 3αˇ+ 2βˇ be the highest co-root. Let ωα
and ωβ be the corresponding fundamental weights, so that ρ = ωα + ωβ. Our character formulas
are expressed in terms of functions of the coordinates (a, b) of the dominant regular weight
µ = aωα + bωβ , (18)
where a, b are positive integers.
For k ∈ Z, define (k)2 = 0 or 1 if k is even or odd respectively, and form ∈ {3, 4, 6} set
(k)m =

1 if k ≡ 1 mod m
−1 if k ≡ −1 mod m
0 if gcd(k,m) > 1.
(19)
So (k)3 =
(
k
3
)
is the Legendre symbol and (k)6 = (k)2 · (k)3.
For relatively prime positive integers m,n, and q ∈ Q, let Pmn(q) be the number of solutions
(x, y) ∈ N × N of the equation mx + ny = q. For any integer k, we have the constant-term
formula ∫
C×
zk
(zm − z−m)(zn − z−n)
dz = Pmn
(
k −m− n
2
)
.
Now Pmn(q) = 0 unless q ∈ N, in which case Pmn(q) is given by Popoviciu’s formula [23] (see
also [5, 1.3])
Pmn(q) =
q
mn
−
{
qm′
n
}
−
{
qn′
m
}
+ 1,
where m′, n′ are any integers such that mm′ + nn′ = 1, and {r} = r − ⌊r⌋ denotes the fractional
part of a rational number r.
ForG2 we will need just two of these partition functions, P12 and P23, which have the more explicit
formulas
P12(k) = 1 +
⌊
k
2
⌋
, P23 = 1 +
⌊
k
2
⌋
−
⌈
k
3
⌉
.
The conjugacy classes inW are represented by
e, rα, rβ, cox
3, cox2, cox.
For µ = aωα + bωβ the values of tr(w, V Tµ ) are shown in the following table.
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w tr(w, V Tµ )
e
a3b
12
+
a2b2
8
+
ab3
36
+
ab
6
+ (b)3 ·
2a
9
+ (a)2 · (b)2 ·
3
8
rα (−1)
a+b
[
P23
(
3a+ 2b− 5
2
)
+ (−1)a · P23
(
3a+ b− 5
2
)
− P23
(
b− 5
2
)]
rβ (−1)
a+1
[
P12
(
2a+ b− 3
2
)
− P12
(
a + b− 3
2
)
+ (−1)b · P12
(
a− 3
2
)]
cox
3 1
8
[(a)2 · a(3a+ 2b)− (a + b)2 · (a + b)(3a+ b) + (b)2 · (2a+ b)b]
cox
2 1
9
[(a)3 · (3a+ 2b)− (a+ b)3 · (3a+ b) + (2a+ b)3 · b]
cox −(a)6 · (3a+ 2b)6 + (a+ b)6 · (3a+ b)6 − (2a+ b)6 · (b)6
As far as I know, the dimension of V Tµ forG2 was first given explicitly in [2]. The formulas therein
evidently take positive integer values without any sign cancellations. On the other hand, they have
nine different cases, according to congruences of (a, b) mod (2, 6). A more compact expression
for dimV Tµ was obtained by Vergne, using coordinates (m,n) where µ− ρ = mα+nβ (see [20]).
If we change coordinates to (a, b) as in (18) then Vergne’s formula for dimV Tµ simplifies to the
one given above.
For w = rα we have S = βˇ0(C×) and we may take t = βˇ(−1). We have
R1 = R+, R2 = {α}, R3 = R+ − {α},
so for s = βˇ(z) we compute∏
γ∈R2
(1− e−γ(t)) = 2,
∏
γ∈R3
(1− e−γ(ts)) = (1− z
−4)(1− z−6).
From Thm. 3.4 we get
tr(rα, V
T
µ ) = −
1
2
∑
v∈W
ε(v)(−1)〈vµ,βˇ〉P23
(
〈vµ, βˇ0〉 − 5
2
)
.
The vth summand is nonzero only if v−1β0 ∈ R+. Summing over such v we get
tr(rα, V
T
µ ) = −
∑
ε(v)(−1)〈vµ,βˇ〉(〈vµ, αˇ〉)2P23
(
〈vµ, βˇ0〉 − 5
2
)
,
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where now the sum runs just over v ∈ {e, rβ, rβrα}. Since 〈vµ, αˇ〉 ≡ 〈vµ, βˇ0〉 mod 2, we may
omit the factors (· · · )2 and we get
tr(rα, V
T
µ ) = −(−1)
bP23
(
3a+ 2b− 5
2
)
+ (−1)b · P23
(
3a+ b− 5
2
)
− (−1)a+bP23
(
v − 5
2
)
.
Since the first term is zero unless a is odd, we may write tr(rα, V Tµ ) in the form given in the table
above.
For w = rβ the calculation is entirely similar: We have S = αˇ0(C×), where α0 is the highest root,
and we may take t = αˇ(−1).
The elliptic traces tr(coxk, V Tµ ), for k ∈ {1, 2, 3}, are straightforward to compute using (7).
Observations.
1) V Tµ is a multiple of the regular representation ofW if and only if (a, b) ≡ (0, 0) mod (2, 6).
2) Let W2 ≃ WA1×A2 be a subgroup generated by reflections about a pair of orthogonal roots.
Then V Tµ is induced from a character ofW2 if and only if b ∈ 3Z.
3) In the case µ = aρ the elliptic characters simplify to
tr(cox3, V Taρ) = (a)2 · a
2 tr(cox2, V Taρ) = (a)3 · a tr(cox, V
T
aρ) = (a)6.
A similar result was proved in [16] for w = cox and G = SLm, m odd. For any simple group G
one can show (directly from the WCF, as in [op. cit.], or using Thm. 6.3 below) that for every
elliptic regularw ∈ W of orderm there is a real Dirichlet character χm, of modulusm or 2m, such
that
tr(w, V Taρ) = χm(a) · a
d,
where d = |{α ∈ R+ : 〈ρ, αˇ〉 ∈ mZ}|.
4) On each coset in X/2X , the trace of the long element w0 = cox3 simplifies to a product of
orthogonal coroots:
µ = (a, b) 23 · tr(w0, V
T
µ )
(++) 0
(+−) −a(3a + 2b)
(−+) −b(2a + b)
(−−) (a+ b)(3a+ b)
(This is a general fact, cf. (6.3) below.)
These product formulae allow us to determine when V T is irreducible for W . Indeed, the long
element w0 = cox3 and there are only finitely many a, b for which tr(w0, V Tµ ) belongs to the set
{χ(w0) : χ ∈ Irr(W )} = {±1,±2}, namely
(a, b) = (1, 1), (1, 2), (2, 1), (3, 2).
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The first three cases are the trivial, seven-dimensional and adjoint representations, which have
irreducible zero weight spaces. The last case µ = 3ωα + 2ωβ, we have tr(w0, V Tµ ) = −2 and
tr(cox2, V Tµ ) = +1. As these are not the values of any χ ∈ Irr(W ), it follows that V
T
µ cannot be
irreducible forW . (This method will be extended to other groups G in section 6.2.1.)
5 Example: SL4
Let G = SL4(C), let α, β, γ be simple roots, with α and γ orthogonal to each other. Let ωα, ωβ, ωγ
be the corresponding fundamental weights, so that ρ = ωα + ωβ + ωγ .
For a dominant regular weight µ, the character of V Tµ is expressed as a function of coordinates
(a, b, c) where a, b, c are positive integers such that
µ = aωα + bωβ + cωγ.
Replacing Vµ by its dual does not change theW -module structure of V Tµ , so we may assume that
a ≤ c.
We set
s :=
c+ a
2
, d :=
c− a
2
.
We have V Tµ 6= 0 if and only if s, d are integers and d+ b is odd.
We index the conjugacy classes inW = S4 by partitions [λ1λ2 · · · ] of 4. For example [1111] is the
identity element and [4] is the Coxeter class.
The character values are shown in the following table.
w tr(w, V Tµ )
[1111]
{
1
2
ab(a + b) b ≤ d+ 1
1
2
a (bc + 1− d2) b ≥ d+ 1
[211] (−1)a
{
[P (m13)+P (m24)]·[s]2Z−(−1)
bP (m34)·[a]1+2Z−[P (m14)+P (m13)]·[d]2Z
}
[22] (−1)b
{〈s
2
〉
−
〈
b+ s
2
〉
− (−1)a
〈
d
2
〉}
[31] (a)3 ·
(
[2s+ b+ d]3N − [b− d]3N
)
[4]
1
2
{
(−1)aδ
(s
2
)
+ (−1)bδ
(
s+ b
2
)
− (−1)cδ
(
d
2
)}
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where for any A ⊂ Z and x ∈ R we use the notation
[x]A = 1 if x ∈ A, [x]A = 0 if x /∈ A,
〈x〉 = x if x ∈ Z, 〈x〉 = 0 if x /∈ Z,
δ(x) = (−1)x if x ∈ N, and δ(x) = 0 if x /∈ N,
P (x) = (−1)x
(
1 +
⌊
x
2
⌋)
if x ∈ N, P (x) = 0 if x /∈ N,
andmij are the following integers.
m14 =
1
2
(b−d−3)+s, m13 =
1
2
(b−d−3), m24 =
1
2
(b+d−3), m34 =
1
2
(−b+d−3)
The dimension of V Tµ was obtained in [20, Thm.6.1], using coordinates different from ours. Our
standing condition a ≤ c puts us in case (2) (if b ≤ d+ 1) or (4) (if b ≥ d+ 1) of [loc. cit.].
We give here the details of computation for the trace of a reflection on V Tµ , leaving the other (easier)
cases to the reader.
We take w = rβ, S = {(x, y, y, z) : xy2z = 1}, t = (−1,−1, 1, 1) = αˇ(−1). Then R1 = ∅,
R2 = {β}, R3 = {α, γ, α + β, β + γ, α + β + γ}, so
1− eβ(t) = 2, eρ(t) = −1.
For s ∈ S we set
χ(s) = x/y, η(s) = y/z, (χη)(s) = x/z.
From Thm. 3.4 we have
tr(rβ, V
T
µ ) = −
1
2
∑
v∈W
ε(v)(−1)〈vµ,αˇ〉
∫
S
evµ−ρ(s)
(1− χ−2(s))(1− η−2(s))(1 + (χη)−1(s))
ds. (20)
For any ν ∈ Y the constant term integral∫
S
eν(s)
(1− χ−2(s))(1− η−2(s))(1 + (χη)−1(s))
ds =
∑
(p,q,r)
(−1)r,
where the sum is over those (p, q, r) ∈ N3 such that
2pχ+ 2qη + r(χ+ η) = ν. (21)
If ν is the restriction to S of vµ− ρ then (21) means that
2p+ r = A, 2q + r = C, (22)
where vµ− ρ = Aα +Bβ + Cγ. In particular, r ≡ A ≡ C mod 2. Settingm = min{A,C} we
have (−1)r = (−1)m and we find that∫
S
evµ−ρ(s)
(1− χ−2(s))(1− η−2(s))(1 + (χη)−1(s))
ds = P (m) · [A− C]2Z,
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where
P (m) = (−1)m
(
1 +
⌊m
2
⌋)
and [x]2Z = 1 if x ∈ 2Z, zero otherwise.
We next determine those v for which (22) has a solution. Since ρ = 3
2
α + 2β + 3
2
γ, we have
A = 〈vµ− ρ, ωˇα〉 = 〈µ, v
−1ωˇα〉 −
3
2
and likewise C = 〈µ, v−1ωˇγ〉 − 32
Write v−1 as a permutation v1v2v3v4, sending i 7→ vi. The values of v−1ωˇα and v−1ωˇγ are deter-
mined by v1 and v4, respectively. When v1 = 4 we have A < 0 so there is so solution to (22).
Likewise, when v4 = 1, 2 we have C < 0 (since a ≤ c, in the case v4 = 2), so there is again no
solution to (22) .
We list the remaining possibilities: For each pair (v1, v4) there are two v’s, with opposite values of
ε(v). In each row the top v has sign ε(v) = +1 and the bottom v has sign ε(v) = −1.
v1 v4 m = min{A,C} |A− C| v
−1 〈µ, v−1αˇ〉
1 4 s+ 1
2
(b− d− 3) d 1234 a
1324 a + b
1 3 1
2
(b− d− 3) s 1423 a + b+ c
1243 a
2 4 1
2
(b+ d− 3) s 2314 b
2134 −a
2 3 1
2
(b− d− 3) d 2143 −a
2413 b+ c
3 4 1
2
(−b+ d− 3) b+ s 3124 −a− b
3214 −b
Label the rows of this table by the pairs (i, j) = (v1, v4). For each (i, j) let mij , Aij, Cij be the
corresponding values ofm,A,C and set
Mij = P (mij) · [Aij − Cij]2Z.
Now (20) becomes
tr(rβ, V
T
µ ) =
− 1
2
{
[(−1)a−(−1)a+b)]·(M14 +M23) + [(−1)
b−(−1)a)]·(M13 +M24) + [(−1)
a+b−(−1)b)]·M34
}
= (−1)a
{
(a + b)2 · (M13 +M24)− (b)2 · (M14 +M23) +
1
2
[(−1)a+b−(−1)b)] ·M34
}
We can simplify further: If M13 or M24 6= 0 then s ∈ 2Z which implies a + b is odd. If M14 or
M23 6= 0 then d ∈ 2Z which implies b is odd. Likewise if IfM34 6= 0 then a is odd. So in fact,
tr(rβ, V
T
µ ) = (−1)
a
{
M13 +M24 −M14 −M23 − (−1)
b ·M34
}
= (−1)a
{
[P (m13) + P (m24)] · [s]2Z − [P (m14) + P (m23)] · [d]2Z − (−1)
bP (m34) · [b+ s]2Z
}
.
Finally, sincem13 = m23 we get the value for tr(rβ, V Tµ ) in the table above.
19
Observations:
1. V Tµ is a multiple of the regular representation when a, b, c ∈ 2Z and either a or c is in 3Z. For
example, if (a, b, c) = (2, 4, 12) then dimV Tµ = 24 so V
T
µ is exactly the regular representation of
W .
2. For the case µ = aρ (where a is odd, to have V Taρ 6= 0), the character values simplify to (see (19)
for notation)
tr(14, V Taρ) =
1
2
a(a2 + 1)
tr(211, V Taρ) =
1
2
(1 + (a)4 · a)
tr(22, V Taρ) = a
tr(31, V Taρ) = (a)3
tr(4, V Taρ) = 1
6 Elliptic traces
Returning to an arbitrary simple group G, suppose now that w ∈ W is elliptic. This means the
torus S is trivial, Xw = 0 and in (13) we have T = [T, w]. This implies that all elements of the
coset w are T -conjugate, which in turn means that w itself is contained in a single G-conjugacy
class; we denote this class by wG.
The vanishing of Xw implies that
tr(w, V Tµ ) = tr(w
G, Vµ).
From equation (7) we have, for any t ∈ T ∩ wG, that
tr(w, V Tµ ) =
1
∆(t)
∑
v∈W 1
ε(v)evµ(t)H(vµ). (23)
Specializing Prop. 2.2 to this situation we obtain
Proposition 6.1 Let t ∈ T ∩ wG have orderm and let y ∈ X/mX .
(a) If |Rt| < |Rˇy| then tr(w, V
T
µ ) = 0 for all dominant regular weights µ ∈ y.
(b) If |Rt| = |Rˇy| then there is a constant Ct,y ∈ Q such that for all regular dominant weights
µ ∈ y we have
tr(w, V Tµ ) = Ct,y ·
∏
αˇ∈Rˇy
〈µ, αˇ〉.
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6.1 Elliptic regular traces
We now assumeG is simply connected. We say w ∈ W is regular if the group generated by w acts
freely on R. In this section we give a monomial formula for tr(w, V Tµ ) when w is both elliptic and
regular.
Proposition 6.2 Assume w ∈ W is elliptic and regular, let t ∈ T ∩ wG and let m be the order of
Ad(t). Then for all y ∈ X/mX we have |Rt| ≤ |Rˇy|, with equality if and only if y is conjugate to
ρ+mX under the natural action ofW onX/mX .
Proof: It suffices to prove the result for one t ∈ T ∩ wG. Let t = 2ρˇ(η), where η ∈ C× has order
2m. From [29, Prop.8] it follows that
t ∈ wG (24)
In particular, Ad(t) has orderm, so Ad(g) has orderm for every g ∈ wG.
Let n ∈ N ∩ wG. Since w is elliptic regular and Ad(n) has orderm, it follows that
dimCG(t) = dimCG(n) =
|R|
m
.
The character latticeX is the co-character lattice of the dual torus Tˆ = C×⊗X and ZRˇ = X∗(Tˆ ).
Setting ζ = η2, which has order m in C×, we have a map X → Tˆ given by λ 7→ λ ⊗ ζ . This
factors through an injective mapping
X/mX → Tˆ , y 7→ yˆ,
where yˆ = λ⊗ ζ for any λ ∈ y. Let k be the order of yˆ in Tˆ . Since yˆm = 1 we have that k divides
m.
We may identify Tˆ with a maximal torus in the dual group Gˆ of G, Rˇ with the root system of Tˆ in
Gˆ, andW with the Weyl group of Tˆ in Gˆ. Note that Gˆ is adjoint, since G is simply connected.
Applying Thm. 7.1 of the appendix to Gˆ gives the first inequality in the following.
dimCGˆ(yˆ) ≥
|Rˇ|
k
≥
|Rˇ|
m
=
|R|
m
= dimCG(t),
Since G and Gˆ have the same rank, this immediately gives the inequality |Rt| ≤ |Rˇy|.
If y ∈ ρ + mX then applying [29, Prop.8] to Gˆ shows that yˆ ∈ wˆGˆ, where wˆ ∈ W is elliptic
regular of orderm, so that dimCGˆ(yˆ) = |Rˇ|/m. This implies that |Rt| = |Rˇy|.
Conversely, if |Rt| = |Rˇy| then k = m and dimCGˆ(yˆ) = |Rˇ|/m. The condition for equality in
Thm. 7.1 implies that yˆ ∈ wˆGˆ where wˆ ∈ W is elliptic regular of order m Since yˆ ∈ Tˆ , it follows
that yˆ is Wˆ -conjugate to ρ⊗ ζ , which means y isW -conjugate to ρ+mX . 
From Props. 6.1 and 6.2 we get
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Theorem 6.3 Let w ∈ W be elliptic regular of orderm and let y ∈ X/mX .
1. If y = vρ+mX for some v ∈ W then for all dominant regular µ ∈ y we have
tr(w, V Tµ ) = ε(v)
∏
αˇ∈Rˇy
〈µ, αˇ〉
〈vρ, αˇ〉
. (25)
2. If y is not in theW -orbit of ρ+mX then for all dominant regular µ ∈ y we have
tr(w, V Tµ ) = 0.
Remark: The denominator in (25) is depends on v ∈ W only up to sign. For if we set Rˇm =
{αˇ ∈ Rˇ+ : 〈ρ, αˇ〉 ∈ mZ} and Nm(v) = |{αˇ ∈ Rˇm : vα ∈ −R+}|, then∏
αˇ∈Rˇy
〈vρ, αˇ〉 = (−1)Nm(v)
∏
αˇ∈Rˇm
〈ρ, αˇ〉.
Example: We illustrate the vanishing statement in Thm. 6.3 when w = w0 is the long element in
the Weyl groupW of type E8.
Here CG(t) has type D8, so |Rt| = 56. The set of cosets X/2X is a vector space over F2 on
which W preserves a nondegenerate quadratic form q. The W -orbits are the loci {0}, (q = 1),
(q = 0). The values of q are easily seen as follows [27] An element y ∈ X/2X may be viewed
as a ± coloring of the Dynkin graph of E8, according to the signs of the fundamental weights on
y. Let Dy be the subgraph supported on the − vertices. Then q(y) is the number of connected
components of Dy, modulo two.
If q(y) = 1 the centralizer CGˆ(yˆ) has type A1E7, so |Rˇy| = 64. It follows that tr(w0, V
T
µ ) = 0 if
and only if µ ∈ y where y = 0 or q(y) = 1.
If q(y) = 0 then tr(w0, V Tµ ) is a monomial in µ of degree |Rˇy| = 56. There are 135 such cosets
y ∈ X/2X .
6.2 Irreducible zero weight spaces
It was shown already in [12] that every irreducible representation of the symmetric group Sn ap-
pears as V T for some irreducible representation (irrep) of SLn. It follows from Kostant’s general
result on tr(coxG, Vµ) that the trace of cox ∈ Sn on any irrep of Sn also lies in {−1, 0,+1}.
When they first met, Kostant asked Lusztig if he could prove this last fact for Sn directly. Lusztig
observed that since cox generates its own centralizer, one need only produce n irreps of Sn for
which tr(cox) 6= 0. The exterior powers of the reflection representation fit the bill.
In any irreducible Weyl groupW , it is still true that cox generates its own centralizer and one can
again find h irreps (no longer exterior powers) ofW on which cox has nonzero trace. Thus for any
simpleG we have:
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(1) The trace of coxG on any irrep of G lies in {−1, 0,+1};
(2) The trace of cox on any irrep ofW lies in {−1, 0,+1}.
One may ask if (1)⇒ (2) as it did for the symmetric group. That is, does every irrep ofW appear
as V T for some irrep of G? In fact, the answer is no, even for G = SO(5).
So the question, raised in [14], becomes: which irreps ofW appear as V T for some irrep V of G?
Our character formula for elliptic regular traces leads to a method for answering this question in
the case thatW contains an elliptic involution w0. In this case w0 is central inW and therefore w0
acts by a scalar ±1 on any irreducible representation ofW .
From Thm. 6.3 it follows that V Tµ can only be irreducible if µ + 2ZR belongs the theW -orbit of
ρ+ 2ZR in X/2ZR, in which case there is v ∈ W such that
dimV Tµ = ±
∏
αˇ∈Rˇy
〈µ, αˇ〉
〈vρ, αˇ〉
, (26)
for every dominant regular µ ∈ vρ+ 2ZR. Note that each factor 〈µ, αˇ〉 is strictly positive. Hence
each y ∈ X/2ZR contains only finitely many µ’s for which the product in (26) is the dimension of
an irreducible representation ofW . Thus one arrives at a finite list L of possible µ′s for which V Tµ
can be irreducible. Numerical computation of other character values for µ ∈ L can then be used to
determine which V Tµ are in fact irreducible.
6.2.1 Irreducible zero weight spaces for F4
Here we carry out the strategy just outlined, for the group G of type F4. We label the extended
Dynkin diagram for F4 as
0 1 2 ⇒ 3 4
and ρ = 8α1 + 15α2 + 21α3 + 22α4. The elements n ∈ w0 are conjugate to t := ωˇ1(−1) where
ωˇ1 = αˇ0 = 2αˇ1 + 3αˇ2 + 2αˇ3 + αˇ4 is the fundamental co-weight dual to α1. The root system
Rt ∪ −Rt has base {α0, α2, α3, α4} and has type A1 × C3, so that |Rt| = 10. We find that∏
αˇ∈Rˇ2
〈ρ, αˇ〉 = 218 · 32 · 5.
Using coordinates µ = aω1 + bω2 + cω3 + dω4, we list all positive coroots αˇ1, . . . , αˇ24 as linear
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forms Ai(µ) = 〈µ, αˇi〉, as follows.
A1 = a A2 = b A3 = c A4 = d
A5 = a + b A6 = b+ c A7 = c+ d
A8 = a + b+ c A9 = 2b+ c A10 = b+ c + d
A11 = 2b+ c+ d A12 = a+ b+ c+ d A13 = a+ 2b+ c
A14 = 2b+ 2c+ d A15 = a+ 2b+ c + d A16 = 2a+ 2b+ c
A17 = a+ 2b+ 2c+ d A18 = 2a+ 2b+ c+ d
A19 = a+ 3b+ 2c+ d A20 = 2a+ 2b+ 2c+ d
A21 = 2a+ 3b+ 2c+ d
A22 = 2a+ 4b+ 2c+ d
A23 = 2a+ 4b+ 3c+ d
A24 = 2a+ 4b+ 3c+ 2d
On each of the 16 cosets y ∈ X/2X , the function µ 7→ tr(w0, V Tµ ) has the form
tr(w0, V
T
µ ) =
ǫ(µ)
218 · 32 · 5
Ai1Ai2 · · ·Ai10 ,
where ǫ(µ) ∈ {−1, 0,+1}. These are shown in the table below, where the cosets in X/2X are
labelled by the parities of a, b, c, d (“+" is even, “-" is odd).
µ = (a, b, c, d) 218 · 32 · 5 · tr(w0, V
T
µ )
(±±++) 0
(+ + +−) −A1A2A3A6A5A8A9A13A16A24
(+−+−) A1A3A9A10A12A13A16A19A21A24
(−++−) A2A3A6A9A12A15A16A17A19A24
(−−+−) −A3A5A8A9A10A15A16A17A21A24
(+ +−+) A1A2A4A5A14A17A19A20A21A22
(+−−+) −A1A4A6A8A10A12A14A17A20A22
(−+−+) −A2A4A8A12A13A14A15A20A21A22
(−−−+) A4A5A6A10A13A14A15A19A20A22
(+ +−−) A1A2A5A7A10A11A12A15A18A23
(+−−−) −A1A6A7A8A11A15A18A19A21A23
(−+−−) −A2A7A8A10A11A13A17A18A19A23
(−−−−) A5A6A7A11A12A13A17A18A21A23
Since tr(w0, V Tµ ) is nonzero when V
T
µ is irreducible, we need consider only the 12 cosets y for
which c, d are not both even. For each such y we find all µ ∈ y for which tr(w0, V Tµ ) belongs to
the set {1, 2,±4, 6,−8, 9, 12,−16} of traces of w0 on the irreducible representations of W [10,
24
p.413]. In fact from all of the the twelve cosets there are only five such µ. In these cases Vµ is
small enough to compute dimV Tµ , as shown in the next table.
µ tr(w0, V
T
µ ) dimV
T
µ
ρ 1 1
ω1 + ρ −4 4
ω4 + ρ 2 2
ω1 + ω2 + ρ 4 228
2ω4 + ρ 12 12
The first three cases, where dimVµ = 1, 52, 26 are known to have irreducible zero weight spaces.
In the fourth case µ = ω1+ω2+ρ, V Tµ is clearly reducible. In the last case µ = 2ω4+ρwe note that
W has a unique 12-dimensional irreducible character χ12, such that χ12(cox) = 1. On the other
hand, the co-root βˇ = 2αˇ1 + 4αˇ2 + 3αˇ3 + αˇ4 has 〈µ, βˇ〉 = 12, which means that tr(cox, V Tµ ) = 0,
by Kostant [19]. It follows that V Tµ is reducible in this last case. This completes the determination
of all µ for which V Tµ is irreducible, in the case G = F4.
7 Appendix: Thomae’s function on a Lie group
In this appendix we will prove Thm. 7.2 below, which was used in the proof of Thm. 6.3 above.
However, we will start from a new direction.
In Real Analysis, Thomae’s function τ : R→ R is an example of a function which is discontinuous
precisely on the rational numbers. It is defined by τ(x) = 1/m if x = n/m is rational in lowest
terms with m > 0, and τ(x) = 0 if x is irrational. So τ(n) = 1 for every integer n and on each
open interval (n, n+1) the function τ has maximum value 1/2, taken just once, at the midpoint of
the interval.
More succinctly, τ(x) is the reciprocal of the order of x in the group R/Z (with the convention,
used henceforth, that the reciprocal of infinity is zero). For any group G one can similarly define a
function τG(g) equal to the reciprocal of the order of g ∈ G.
Consider the group G = SO3 of rotations about a fixed point O in three-dimensional Euclidean
space. Here τG(g) = 1/m if g rotates by a rational multiple n/m (in lowest terms) of a full circle
and τG(g) = 0 otherwise. So τG(g) = 1 if g = e is the identity rotation and elsewhere τG has
maximum value 1/2 taken just on the conjugacy class of half-turns. Since every element of G
is conjugate to a rotation about a fixed axis through O, this example is essentially the same as
Thomae’s original one, but now we observe that 1/2 = 1/h, where h is the Coxeter number of G.
More generally, let G be any compact Lie group which is simple as an abstract group. As with the
original Thomae function, τG is discontinuous precisely on the torsion elements in G. The proof
is the same, using the facts 1) that torsion elements can be approximated by elements of infinite
order, 2) for every ǫ > 0 there are only finitely many conjugacy classes in G whose elements have
order ≥ 1/ǫ, and 3) conjugacy classes are closed in G.
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On the regular elements of G we have τG ≤ 1/h with equality on just the class of principal
elements. These are analogues in G of the half-turns in SO3, introduced in [17]. The principal
elements are those in the class coxG.
We next consider relative maxima of τG on singular elements.
All conjugacy classes in the simple compact Lie groupG were classified by E. Cartan [9], in terms
of Euclidean geometry. We recall this briefly, using the language of [6, chap. V]. First, every
element of G can be conjugated into a fixed maximal torus T . Second, the Lie algebra of T may
be regarded as an affine Euclidean space E, partitioned into facets according to a system H of
hyperplanes arising from affine roots of G. For each facet F we set
FG := {g exp(x)g−1 : g ∈ G, x ∈ F}.
Third, if we choose a facet C which is open in E then the group G is a finite union
G =
⋃
F⊂C
FG,
over all facets F contained the closure C.
For each facet F let rF be twice the cardinality of the (finite) set {H ∈ H : F ⊂ H}. If o is a
special vertex in E then r := ro is the number of roots of G. We will prove the inequality
τG(g) ≤
1
h
+
rF
r
, (27)
for any facet F and any element g ∈ FG. In fact, exp(F ) has a unique element of minimal
order mF , which can be calculated from Kac-coordinates (see below). Thus the inequality (27) is
equivalent to the combinatorial inequality
1
mF
≤
1
h
+
rF
r
. (28)
For a general facet F , equality need not be attained in (28). For example τG(e) = 1 < 1 + 1/h.
When does equality hold in (28)?
Let N = NG(T ) be the normalizer of T in G and let W = N/T . As in the body of the paper we
regard each element w ∈ W as a subset of N and set wG = {gng−1 : g ∈ G, n ∈ w}. We will
prove:
Theorem 7.1 For any facet F ⊂ E and any element g ∈ FG we have the inequality
τG(g) ≤
1
h
+
rF
r
with equality if and only if g ∈ wG for some elliptic regular element w ∈ W .
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Now, rF is the number of roots of the centralizer of any element in FG. Since r · h = dimT , Thm.
7.1 may be restated in the form used in the proof of Thm. 6.3.
Theorem 7.2 Suppose g ∈ G has has finite orderm. Then the dimension of the centralizer CG(g)
satisfies the inequality
dimCG(g) ≥
r
m
and equality holds if and only if g ∈ wG where w ∈ W is an elliptic regular element of orderm.
We prove this latter version via computations with Kac-coordinates for torsion classes in G [15]
(see also [28, 2.4]). Here we recall only what is required to set up our computations. Let I be an
index set for the affine roots {αi : i ∈ I} whose vanishing hyperplanes Hi ⊂ E are the walls of
C. For each subset J ( I let FJ = ∩j∈JHj . This sets up a bijection J 7→ FJ between subsets
J ( I and facets F ⊂ C. The connected centralizer GJ = CG(g)◦ is the same subgroup of G, for
all g ∈ FJ . Hence dimCG(g) is constant for g ∈ FGJ .
There are unique positive integers {ci : i ∈ I} such that
∑
i∈I
ciαi = 1. We have
∑
i∈I
ci = h, the
Coxeter number of G.
For a given positive integer m, let Gm be the set of elements in G of order m. Let Sm be the set
of I-tuples s = (si : i ∈ I) consisting of relatively prime integers si ≥ 0 such that
∑
i∈I
cisi = m.
There is a surjective mapping from Sm to the set ofG-congugacy classes in Gm (Kac coordinates).
Two s, s′ ∈ Sm map to the same conjugacy class in Gm if and only if s, s′ are conjugate under a
certain group Ω of permutations of I arising from symmetries of the affine Dynkin graph D of G.
The elements in FGJ of minimal order have Kac coordinates
si =
{
0 if i ∈ J
1 if i /∈ J
and this minimal order is
mJ :=
∑
i/∈J
ci.
The vertices of D are also indexed by I . For each proper subset J ( I the subgraph DJ of D
supported on J is the Dynkin graph of a finite root system RJ with |RJ | = rJ . In fact RJ is the
root system of T in GJ . Let
f(J) = f(G, J) := dimGJ −
r
mJ
= rJ + n−
r
mJ
,
where n = dim T . We must prove that f(J) ≥ 0 and determine those J for which f(J) = 0.
This will be done in cases. If J = ∅ thenmJ = h and result is clear, so we assume |J | ≥ 1.
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7.1 Classical Groups
We make some preliminary simplifications in the classical cases An, Bn, Cn, Dn.
First, if |J | = 1 in type A one checks that f(J) = 1, so we may assume |J | ≥ 2 in type A.
Next, we have a reduction step. Identify elements of I with vertices in the affine Dynkin graph D.
Say that a vertex i ∈ I is interior if i is adjacent to at least two other vertices. Otherwise i is a
boundary vertex. All interior i’s have the same value c of ci (c = 1 in types An and c = 2 in the
other classical cases). Every vertex in I is adjacent to at least one interior vertex.
Fix J ( I and letm = mJ . Since |J | ≥ 1 we havem < h, and in type A we havem < h− 1.
Suppose i, j are adjacent vertices in I − J and that i is interior. Remove i and the edge {i, j} from
D. Replace each remaining edge {i, k} by {j, k}, keeping the number of bonds the same. We
obtain an affine Dynkin graph D′ of a simple Lie group G′ of the same type as D of rank n − 1,
along with new Kac coordinates s′ ∈ Sm′(G′) wherem′ = m− ci. One checks that
f(G, J)− f(G′, J) = mm′ +m|R′| −m′|R| = (h−m)(h+ k −m),
where k = −1 for An, k = 0 for Bn, Cn and k = 2 for Dn. Since m < h, and m < h− 1 in type
A, it follows that f(G, J)− f(G′, J) > 0 in all cases.
Thus, in all classical cases, we may assume:
If si = sj = 1 then i, j are not adjacent in D. (29)
We will also use the following inequality: For real numbers q1, . . . , qa we have
a∑
i=1
q2i ≥
q2
a
, (30)
where q =
∑a
i=1 qi, and equality holds if and only if qi = q/a for all i = 1, . . . , a. One can prove
(30) by summing the inequalities q2i + q
2
j ≥ 2qiqj for 1 ≤ i < j ≤ a.
7.1.1 An
By (29) the root system RJ has type
m∏
i=1
Aqi−1,
for some integers qi ≥ 2, with q = n+ 1 = h. So
f(J) =
m∑
i=1
q2i − q + n−
q(q − 1)
m
≥
q2
m
− 1−
q(q − 1)
m
=
q
m
− 1 > 0,
sincem < q.
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7.1.2 Type Bn
The coefficients ci are as shown
1
1 2 2 · · · 2 2⇒ 2
The elliptic regular elements in the Weyl group of type Bn are powers of a Coxeter element. Thus
their conjugacy classes correspond to divisors k of n, and the order of w = coxk ism = 2n/k. The
Kac coordinates of the class wG are given in the table below.
m = 2n/k s = (s0, s1, · · · , sn)
2n
1
1 1 1 1 1 · · · 1 1⇒ 1
n (n even)
1
1 0 1 0 1 · · · 0 1⇒ 0
2 <
2n
m
even
0
0 0 · · · 0︸ ︷︷ ︸
Dk/2
1 0 · · · 0︸ ︷︷ ︸
Ak−1
1 0 · · ·0 1 0 · · · 0︸ ︷︷ ︸
Ak−1
1 0 · · ·0 ⇒ 0︸ ︷︷ ︸
Bk/2
1 <
2n
m
odd
0
0 0 · · · 0︸ ︷︷ ︸
D(k+1)/2
1 0 · · · 0︸ ︷︷ ︸
Ak−1
1 0 · · ·0 1 0 · · · 0︸ ︷︷ ︸
Ak−1
1 0 · · ·0 ⇒ 0︸ ︷︷ ︸
B(k−1)/2
Let I1 = {i ∈ I : ci = 1}. Fix a proper subset J ( I and let Let m = mJ =
∑
i/∈J ci. The
possibilities for the set J = {i ∈ I : si = 0} can be grouped into three cases, according to J ∩ I1,
modulo the involution of D.
Case 1: I1 ⊂ J . Here we have
RJ = Dp ×
a∏
i=1
Aqi−1 ×Br, p ≥ 2, r ≥ 1,
wherem = 2(a+ 1) and n = p + r + q, with q = q1 + q2 + · · ·+ qa. Then
f(J) = 2p(p− 1) + 2r2 +
a∑
i=1
qi(qi − 1) + n−
n2
a+ 1
= (p− r)(p− r − 1) +
(
(p+ r)2 +
a∑
i=1
q2i
)
−
n2
a + 1
≥ (p− r)(p− r − 1) +
(p+ r + q)2
a+ 1
−
n2
a + 1
= (p− r)(p− r − 1) ≥ 0,
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with equality if and only if
p+ r = q1 = q2 = · · · = qa =
n
a + 1
=
2n
m
,
and p = r or p = r + 1. It follows that s are the Kac coordinates of wG where w is the elliptic
regular class inW from one of the last two rows of the above table.
Case 2: |J ∩ I1| = 1. Here we have
RJ =
a∏
i=1
Aqi−1 × Br, r ≥ 0, n = q + r, m = 2a+ 1,
so that
f(J) = 2r2 +
a∑
i=1
qi(qi − 1) + n−
2n2
2a+ 1
≥ r + 2r2 +
q2
a
−
2(q + r)2
2a+ 1
= r +
(2ar − q)2
a(2a+ 1)
> 0,
since r ≥ 0. Thus strict inequality holds in this case.
Case 3: I1 ∩ J = ∅. Here we have
RJ =
a∏
i=1
Aqi−1 × Br, r ≥ 0, n = q + r + 1, m = 2(a+ 1),
so that
f(J) = 2r2 +
a∑
i=1
qi(qi − 1) + n−
2n2
m
= r2 − r +
(
(r + 1)2 +
a∑
i=1
q2i
)
−
n2
a + 1
≥ r(r − 1) +
n2
a + 1
−
n2
a + 1
= r(r − 1) ≥ 0,
with equality if and only if r ∈ {0, 1} and r + 1 = q1 = · · · = qa = n/(a + 1). Since m < 2n by
assumption, this forces r = 1 and n = m. Thus n is even and (si) is the Kac coordinates of wG
where w is the elliptic regular class inW of order n.
7.1.3 Type Cn
The coefficients ci are as shown:
1⇒ 2 2 · · · 2 2⇐ 1
The elliptic regular elements in the Weyl group of type Cn are powers of a Coxeter element. Thus
their conjugacy classes correspond to divisors k of n, and the order of w = coxk ism = 2n/k. The
Kac coordinates of the class wG are given in the table below.
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m = 2n/k s = (s0, s1, · · · , sn)
2n
1
1 1 1 1 1 · · ·1 1⇒ 1
2n
k
< 2n 1⇒ 0 · · ·0︸ ︷︷ ︸
Ak−1
1 0 · · ·0︸ ︷︷ ︸
Ak−1
1 · · · 1 0 · · ·0︸ ︷︷ ︸
Ak−1
⇐ 1
There are three cases:
Case 1: I1 ⊂ J .
Here we have
RJ = Cp ×
a∏
i=1
Aqi−1 × Cr, p, r ≥ 1, n = p+ r + q, mJ = 2(a+ 1),
so we have
f(J) = 2p2 + 2r2 +
a∑
i=1
qi(qi − 1) + n−
n2
a+ 1
= (p− r)2 + p + r +
(
(p+ r)2 +
a∑
i=1
q2i
)
−
n2
a+ 1
≥ (p− r)2 + p+ r +
n2
a+ 1
−
n2
a+ 1
= (p− r)2 + p+ r > 0.
Case 2: |J ∩ I1| = 1. Here we have
RJ =
a∏
i=1
Aqi−1 × Cr, r ≥ 1, n = r + q, mJ = 2a+ 1,
so we have
f(J) = 2r2 +
a∑
i=1
qi(qi − 1) + n−
2n2
m
> 0
as this is the same as Case 2 for Bn.
Case 3: |J ∩ I1| = 0. Here we have
RJ =
a∏
i=1
Aqi−1, n = q, mJ = 2a,
so we have
f(J) =
a∑
i=1
qi(qi − 1) + n−
n2
a
≥
n2
a
−
n2
a
= 0
with equality if and only if all qi = n/a. Thus a divides n and (si) are the Kac coordinates of wG
where w ∈ W is elliptic regular of order 2n/a.
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7.1.4 Type Dn
The coefficients ci are as shown:
1 1
1 2 2 · · · 2 2 1
The elliptic regular elements in the Weyl group of type Dn correspond to even divisors k of n and
odd divisors k of n− 1, as shown in the table below.
m s = (si)
2n− 2
1 1
1 1 1 · · · 1 1 1
n (if n is even)
1 1
1 0 1 0 1 · · ·0 1 0 1
2n
k
2 < k even
0 0
0 0 · · · 0︸ ︷︷ ︸
Dk/2
1 0 · · · 0︸ ︷︷ ︸
Ak−1
1 0 · · · 0 1 0 · · · 0︸ ︷︷ ︸
Ak−1
1 0 · · · 0 0︸ ︷︷ ︸
Dk/2
2n− 2
k
1 < k odd
0 0
0 0 · · · 0︸ ︷︷ ︸
D(k+1)/2
1 0 · · · 0︸ ︷︷ ︸
Ak−1
1 0 · · · 0 1 0 · · · 0︸ ︷︷ ︸
Ak−1
1 0 · · · 0 0︸ ︷︷ ︸
D(k+1)/2
We choose the indexing set I as in [6], so that I1 = {0, 1, n− 1, n}. Up to automorphisms of D,
there are five cases for J ∩ I1.
Case 1: I1 ⊂ J .
Here we have
RJ = Dp ×
a∏
i=1
Aqi−1 ×Dr, p, r ≥ 2.
In this, and only this case our inequality (30) is not sharp enough, so we need another reduction.
Let dJ = max{|qi− qj |}. We can reduce to the case dJ ≤ 1, as follows. First note that RJ andmJ
are unchanged by permutations of the components RJi = Aqi−1. Assume that q1 − q2 = dJ ≥ 2.
Let j1 ∈ J1, j2 ∈ J2 be adjacent to the interior vertex k ∈ I − J . Define new Kac coordinates s′
by s′j1 = 1, s
′
j2
= s′k = 0, leaving all other si unchanged. Let J
′ = {i : s′i = 0}. Then
RJ ′ = Dp ×
a∏
i=1
Aq′i−1 ×Dr,
where q′1 = q1 − 1, q
′
2 = q2 + 1, and q
′
j = qj for j 6= 1, 2. Since the weights ci are constant on
interior vertices, we havemJ ′ = mJ . One checks that
RJ − RJ ′ = 2(q1 − q2 − 1) > 0.
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Proving f(J) ≥ 0 reduces to showing f(J ′) ≥ 0. Hence we may assume the type-A components
of RJ have just two ranks Aq−1 and Aq , occuring, say, x and y times respectively. Then mJ =
2(x+ y + 1) and n = k + qx+ (q + 1)y, where we have set k = p+ r. Now we compute
f(J) = 2p(p− 1) + 2r(r − 1) + xq(q − 1) + yq(q + 1) + n−
n(n− 1)
x+ y + 1
= (p− r)2 + k2 − k + q2x+ (q + 1)2y −
n(n− 1)
x+ y + 1
= (p− r)2 +
1
x+ y + 1
[(q − k)(q − k + 1)x+ (q − k + 1)(q − k + 2)y + xy] ≥ 0,
and equality holds if and only if p = r and each product inside [· · · ] is zero. Without loss of
generality, we may assume y = 0. Then q = 2p or q = 2p − 1, so that w is an elliptic regular
element of orderm = 2n/2p orm = 2(n− 1)/(2p− 1), respectively.
Case 2: J ∩ I1 = {0, n}.
Here we have
RJ =
a∏
i=1
Aqi−1, n = q, mJ = 2a,
so that
f(J) =
a∑
i=1
qi(qi − 1) + n−
n(n− 1)
a
≥
q2
a
−
q(q − 1)
a
=
q
a
> 0.
Case 3: J ∩ I1 = {0, 1}. Here we have
RJ = Dr ×
a∏
i=1
Aqi−1, a ≥ 1, r ≥ 2, n = q + r + 1, m = 2(a+ 1),
so that
f(J) = 2r(r − 1) +
a∑
i=1
qi(qi − 1) + n−
n(n− 1)
a+ 1
≥ 2r2 − r + 1 +
q2
a
−
(r + q + 1)(r + q)
a + 1
= (r − 1)2 +
a
a+ 1
·
(
r −
q
a
)(
r −
q
a
+ 1
)
≥ (r − 1)2 +
a
a+ 1
·
(
−
1
4
)
> 0
since r ≥ 2.
Case 4: |J ∩ I1| = 1.
Here we have
RJ =
a∏
i=1
Aqi−1, n = q + 1, mJ = 2a+ 1,
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so that
f(J) =
a∑
i=1
qi(qi − 1) + q + 1−
2q(q + 1)
2a+ 1
= 1 +
a∑
i=1
q2i −
2q(q + 1)
2a+ 1
≥
1
a(2a+ 1)
[
a(2a+ 1) + (2a+ 1)q2 − 2aq(q + 1)
]
=
1
a(2a+ 1)
[
(q − a)2 + a(a + 1)
]
> 0.
Case 5: J ∩ I1 = ∅. Here we have
RJ =
a∏
i=1
Aqi−1, n = q + 2, mJ = 2(a+ 1),
so that
f(J) =
a∑
i=1
q2i + 2−
(q + 2)(q + 1)
a + 1
≥
q2
a
+ 2−
(q + 2)(q + 1)
a + 1
=
(q − a)(q − 2a)
a(a+ 2)
≥ 0,
with equality if and only if q = 2a, so all qi = 2. This means that n = 2(1 + a) is even and (si)
are the Kac-coordinates of wG where w is the elliptic regular class inW of order n.
7.1.5 Exceptional groups
Suppose now that G has one of the types G2, F4, E6, E7, E8. In these cases, the Kac-coordinates
of the classes wG for w elliptic regular are tabulated in [?, 7.1].
In principle, one can verify Thm. 7.2 by writing down all s = (si) ∈ Sm, for 1 < m < h,
and checking the theorem for each such m. One can make this verification more efficient by
considering both ends of the interval 1 < m < h in different ways.
Recall that for each J ( I we must prove that
|RJ | ≥
|R|
mJ
− n
and determine when equality holds. Here n is the rank of G, andmJ =
∑
i/∈J ci.
We make the following two calculations.
Step 1. For 1 < m < n we compute the minimum
r(m) = min{|RJ | : mJ = m}.
We check that
r(m) ≥
|R|
m
− n
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for eachm < n and we verify that equality holds for at most one J withmJ = m. This proves the
theorem whenmJ < n, so from now on we assumemJ ≥ n.
Step 2. For r ≤ h− n we compute the minimum
m(r) = min{mJ : |RJ | = r}.
We check that
r ≥
|R|
m(r)
− n
for each r ≥ h− n and we verify that equality holds for at most one J with |RJ | = r. This proves
the theorem when |RJ | ≤ h− n.
Suppose |RJ | > h− n. Since h = |R|/n andmJ ≥ n we have
|RJ | >
|R|
n
− n ≥
|R|
mJ
− n,
completing the verification of Thm. 7.2.
We illustrate the steps for E8. Here n = 8 and h = 30. The coefficients ci are as shown.
1 2 3 4 5 6 4 2
3
In step 1, we take 1 < m < 8 and compute r(m) in the following table. The types of RJ for which
mJ = m are shown; those for which |RJ | = r(m) are in bold face. The right column gives the
unique J for which r(mJ) = (240/m)− 8, if it exists.
m types of RJ : mJ = m r(m) (240/m)− 8 J
2 A1E7, D8 112 112
0 0 0 0 0 0 0 1
0
3 E7, D7, A2E6, A8 72 72
0 0 0 0 0 0 0 0
1
4 A1E6, A1D6, A3D5, A7A1 52 52
0 0 0 1 0 0 0 0
0
5 A1E6, A2D5, D6, A6A1, A7,A4A4 40 40
0 0 0 0 1 0 0 0
0
6 E6, A1D7, A6, A
2
1D5, A
2
1A5, A3D4, 32 32
1 0 0 0 1 0 0 0
0
A7, A3A4, A1A2A5, A2A5,
7 A1D5, A2D4, A1A5, A1A6, A6, 28 26 +
2
7
none
A6, A3A4, A2D5, A1A2A6, A1A2A4
In the last case m = 7, there are two J’s for which RJ has type A1A2A4. These have |RJ | =
r(7) = 28, but this is strictly greater than (240/7)− 8.
In step 2, we take r = 2, 4, 6, . . . , 20 and compute m(r) in the following table. The types of RJ
for which |RJ | = r are shown; those for which mJ = m(r) are in bold face and that J for which
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|RJ | = (240/mJ)− n is shown in the right column.
r types of RJ with |RJ | = r m(r) [240/m(r)]− 8 J
2 A1 24 2
1 1 1 1 1 0 1 1
1
4 A21 20 4
1 1 1 0 1 0 1 1
1
6 A31, A2 18 16/3 none
8 A41, A1A2 15 8
1 1 0 1 0 1 0 1
0
10 A51, A
2
1A2 14 64/7 none
12 A31A2, A
2
2, A3 12 12
1 0 1 0 0 1 0 1
0
14 A41A2, A1A
2
2, A1A3 12 12 none
16 A21A
2
2, A
2
1A3 10 16
1 0 1 0 0 1 0 0
0
18 A31A3, A2A3 10 16 none
20 A1A
3
2, A1A2A3 9 56/3 none
22 A1A4, A
2
1A2A3 8 22
0 1 0 0 0 1 0 0
0
In each case we have r ≥ [240/m(r)]− 8 and equality is achieved by at most one J , as indicated
in the rightmost column.
The proof of Thm. 7.2 for E8 is now complete. For the other exceptional groups the calculations
in steps 1,2 are easier and left to the reader.
7.2 Torsion automorphisms of simple Lie algebras
In this appendix we have worked with simple compact groups G, to simplify the exposition. The
proofs and results are unchanged if instead G is the complex Lie group of inner automorphisms of
a simple Lie algebra g.
In fact, Theorem 7.2 holds for the full automorphism group of g. Let g be a simple complex Lie
algebra, with automorphism group Aut(g). For each θ ∈ Aut(g) let gθ = {x ∈ g : θ(x) = x}
be the fixed-point subalgebra. Given a Cartan subalgebra t ⊂ g, let Aut(g, t) = {θ ∈ Aut(g) :
θ(t) = t}, let Rt be the root system of t in g and put r = |Rt|. Each element of Aut(g, t) induces,
via its action on t and g, an automorphism of the root system Rt.
As in the introduction we say that any automorphism w of a root system R is elliptic regular if w
fixes no nonzero element in the root lattice ZR and 〈w〉 acts freely on R.
Theorem 7.3 Let θ ∈ Aut(g) have finite orderm. Then
dim gθ ≥
|R|
m
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and the following are equivalent.
(a) dim gθ =
|R|
m
;
(b) θ normalizes a Cartan subalgebra t such that the image of θ in Aut(Rt) is elliptic regular;
(c) If ζ ∈ C× has order m then the action of the fixed-point subgroup Gθ on the eigenspace
g(θ, ζ) has a closed orbit with finite stabilizers.
The equivalence (b) ⇔ (c) is proved in [29]. The equivalence (a) ⇔ (b) is proved in exactly
the same way as in the cases of inner automorphisms, treated above. The same affine diagrams D
appear but with different orientation on the multiple bonds, and the coefficients {ci} are different
(see, for example, [28]). Since we do not need this generalization for characters of zero weight
spaces we will not give these calculations here.
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