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Natural disasters have been considered as one of the main causes of the largest blackouts in North 
America. When it comes to power grid resiliency against natural hazards, different solutions exist that are 
mainly categorized based on the time-frame of analysis. At the design stage, robustness and resiliency 
may be improved through redundant designs and inclusion of advanced measurement, monitoring, control 
and protection systems. However, since massive destructive energy may be released during the course of 
a natural disaster (such as a hurricane) causing large-scale and widespread disturbances, design-stage 
remedies may not be sufficient for ensuring power grid robustness. As a result, to limit the consequent 
impacts on the operation of the power grid, the system operator may be forced to take immediate remedial 
actions in real-time. To effectively manage the disturbances caused by severe weather events, weather 
forecast information should be incorporated into the operational model of the power grid in order to 
predict imminent contingencies. In this work, a weather-driven generation dispatch model is developed 
based on stochastic programming to provide a proactive solution for power grid resiliency against 
imminent large-scale disturbances. Hurricanes and ice storms are studied as example disaster events to 
provide numerical results. In this approach, the statistics of the natural disaster event are taken into 
account along with the expected impact on various power grid components in order to determine the 
availability of the grid. Then, a generation dispatch strategy is devised that helps operate the grid subject 
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PROBLEM STATEMENT AND RESEARCH OBJECTIVES 
1.1. Introduction 
Optimal operation and control of interconnected power systems present a variety of challenges 
that in part stem from the uncertainty in load and generation as well as the recent energy market 
restructuring and open-access policies. Economic operation of the system implies that every step in 
planning, scheduling and dispatch of the power system has to be economical and financially optimal. 
Traditionally, energy management systems at power utilities have achieved this through the optimal 
power flow (OPF) study. OPF is essentially an optimization problem that tries to minimize the 
operational cost of the power system while ensuring the operational and technical constraints are 
maintained at all times. It is considered more general and superior over other conventional power system 
optimization problems such as economic dispatch and unit commitment. Due to the wide geographical 
span and the large number of components, power systems could potentially be affected by a variety of 
disturbances, which could make the task of system control (e.g. voltage and frequency regulation) 
challenging and difficult. If not mitigated efficiently, some of these disturbances may spread out of 
control and potentially lead to system blackouts inflicting massive financial costs on the system and the 
society as a whole. Blackouts are often initiated by large-scale external events such as natural disasters, 
excessive generation outage, outage of critical transmission lines, and suchlike. However, their likelihood 
of occurrence also depends partly on how the power grid is being operated. The possibility of power 
system disturbances turning into a large-scale blackout increases when the system is exposed to a 
simultaneous sequence of events such as: transmission system congestion and tight operating margins, 
voltage and frequency stresses caused by intermittent renewable energy resources, insufficient amount of 
power reserves, uncoordinated operation of generation units, severe weather conditions such as high 
winds, heavy rains, very high/low temperatures, heavy ice/snow, suchlike.  
System blackouts can cause excessive financial and societal damages, which is why a 
considerable amount of research has been dedicated to solutions and control remedies to reinforce the 
power grid against such catastrophic events. In the power system, control actions may be taken in two 
ways, namely: preventive and corrective [1]. Preventive remedial decisions are made before the onset of 
an event (contingency) with the goal of maintaining system stability before and after the event while the 
operating set-points remain unchanged from pre-contingency to post-contingency. Corrective remedial 
decisions, on the other hand, are made after the event occurs, which means that the operating set-points 
can change to respond to the new system condition. Although preventive approach provides a higher level 




Natural disasters have been considered as one of the two main causes of the largest blackouts in 
North America (the other has been cascading failures) [2], [3] and typically happen as a result of 
uncontrolled release of energy. When it comes to power grid resiliency against natural disasters, different 
solutions can be proposed that are mainly categorized based on the timeframe of analysis. At the design 
stage, robustness and resiliency can be improved through redundant designs and/or inclusion of 
distributed energy resources (DER), Microgrids, Wide-Area Monitoring, Protection and Control systems, 
System Integrity Protection Schemes (SIPS), and reconfigurable tie-switches. Moreover, advanced 
features such as dynamic asset management of aging infrastructure and dynamic rating of overhead lines 
driven by weather conditions and line loading can drastically improve the working condition of these 
components and reduce their susceptibility to different natural hazards. However, since massive 
destructive energy may be released during the course of a natural disaster such as a high intensity 
hurricane (which, according to the statistics, could be much higher than the mechanical strength of the 
power grid infrastructures) the previously mentioned remedies may not be adequate and efficient for 
secure operation of the power system. As a result, when a massive natural disaster occurs, to limit its 
impact on the operation of the power grid, the system operator may be forced to take immediate remedial 
actions in real-time. In doing this, the operator would need to take into account the reduced generation 
and transmission capacity, the reduced system connectivity, and the new load demands due to the disaster 
event. Assuming these actions help the power grid resist total collapse and maintain its stability during the 
course of the event, once the event passes, the focus must be shifted towards restoring power to the 
affected areas of the grid, if any. From a cost-benefit analysis point of view, grid resiliency is best 
achieved if counter-measures are taken before the natural disaster event unleashes its destructive energy. 
Before the onset of an imminent disaster event, the system operator can put in place a control strategy that 
proactively dispatches the system in anticipation that some parts/resources may become affected by the 
event, and hence come to be unavailable. The main objective here is to determine a series of control 
decisions that maintain the continuity of service by satisfying the demand and operational requirements of 
the system during the present as well as forecasted post-contingency states. Clearly, if no proactive 
solution can ensure the stability and security of the system, load shedding should be attempted as the last 
resort. 
Security-constrained OPF (SCOPF) is one of the solutions for proactive dispatch of the power 
grid. It is an extended version of OPF where some additional security constraints, also known as 
contingency constraints, are included into the optimization problem, therefore allowing the OPF to satisfy 
pre-contingency as well as post-contingency operational limits [4]. As opposed to an optimal dispatch 
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which is purely economic, secure dispatch of the power grid incorporates corrections to the system 
operation in order to account for possible security violations. Traditionally, SCOPF has been proposed 
and used as an effective remedy to provide secure and economic operation of the power system before the 
occurrence of a large-scale disturbance. It typically takes into account the pre- and post-contingency 
constraints as well as the operational costs, stability constraints, etc. Depending on the nature of the 
contingency, deterministic (conventional) and stochastic versions of SCOPF have been proposed in the 
literature. Risk-based SCOPF (RB-SCOPF) is another variant of SCOPF where the notion of risk has 
been defined and incorporated into the problem formulation. As opposed to SCOPF, RB-SCOPF attempts 
to provide a secure solution with less likelihood of exposure to failure by considering the severity as well 
as the likelihood of contingency events. On the other hand, due to the volatility and intermittency of 
renewable energy resources and innate uncertainties of load demands in deregulated power systems, many 
new challenges have emerged to which the conventional OPF and SCOPF may not apply any more. To 
provide more efficient solutions, some novel variants of OPF have been proposed recently within the 
context of stochastic programming, including chance-constrained OPF, robust OPF, and probabilistic 
OPF. An extensive literature survey on these topics is presented in the next chapter.  
1.3. Problem Statement and Research Objectives 
Research on secure generation dispatch of the power system and the inclusion of risk in the 
problem has been well established and explored; however, fewer studies have been reported in the 
literature focusing on the impact of weather and natural disasters on power grid failure rate and outages. 
Moreover, connecting the mathematical formulation of a secure generation dispatch with volatile 
renewable resources such as wind power to realistic natural disaster events such as hurricanes is largely 
unexplored. The main challenges of this problem may be listed as: (a) an appropriate model is desired to 
evaluate the risks imposed by the disaster on the power grid operation. Such a model should take into 
account the imminent uncertainties associated with the event such as intensity and footprint of impact, (b) 
a probabilistic contingency screening engine is required to extract the contingency scenarios caused by 
the disaster, and (c) the event-related aspects should be integrated with the power grid operation model in 
a meaningful way. A wide range of information is also required for this purpose. This may include the 
disaster forecast data, the GIS data of the power system, and/or the statistical data of the disaster event. 
The computational solutions to tackle this problem should be geospatial and stochastic, which means they 
should take into account the location/span as well as the likelihood of the events and contingencies. 
Providing such an integrated model is the main objective of this thesis. Here, a generation dispatch model 
is proposed based on stochastic programming to provide power grid resiliency against imminent large-
scale natural hazards such as hurricanes and ice/snowstorms. The event-induced risks of violating the 
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steady state constraints on the bus voltages and the power flows through the transmission lines are 
included into the problem formulation, resulting in a risk-averse dispatch model. To provide numerical 
results, hurricane and ice/snowstorm effects are studied through a geo-statistical model where the 
probability of the outage of power grid components is calculated. The IEEE 118-bus power system is 
used to provide numerical results which are tied with the historical data of the US natural disaster events. 
Although the focus here is on hurricanes and ice/snowstorms, effort has been made so as to make the 
solution generic and comprehensive so that it can also be applied to other types of natural hazards that can 
be predicted. The main contributions of the current project with respect to the state-of-the-art in this field 
include: 
• A unified mathematical framework is proposed for secure and efficient operation of the power 
system that takes into account the uncertainties associated with the wind power and imminent 
disturbances caused by natural hazards, 
• The proposed methodology provides a natural-disaster-driven multi-area and adjustable 
corrective/preventive risk-averse generation dispatch scheme,  
• The uncertainties of the network topology have been considered through the inclusion of 
stochastic contingency constraints, 
• A mathematical algorithm is proposed to perform statistical analysis of hurricanes suitable for a 
generation dispatch model, 
• Having the uncertainties of the power system considered as mentioned above, a unified under-
voltage and under-frequency pseudo risk-based stochastic load shedding model is proposed as a 
last resort to carry out a proactive load shedding in order to preserve the continuity of service for 
the more critical loads and protect the system against possible large-scale blackouts. 
Due to being versatile and having the capacity for adaptation, the proposed methodology can be 
considered as a risk-averse weather-driven generation dispatch model. The modeling approach adopted 
here is based on some key assumptions as described in the following: 
• In the sense of frequency control, the present work applies to the tertiary controller of the power 
system that determines the power set-points of the generating units which take part in the primary 
and secondary control.  
• Due to the fact that in designing a tertiary controller the system frequency is assumed to be at 
(quasi) steady-state condition, the steady-state load flow equations of the power system (i.e. 
AC/nonlinear) have been adopted. 
• It has been assumed that the power system under study is balanced. 
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• Among a range of functions typically served by an energy management system (see chapter 3 for 
the examples), in the present study, the focus has been put on the generation dispatch problem 
only. 
• The proposed generation dispatch model is formulated based on AC optimal power flow and 
solved using a MATLAB-based interior-point solver for OPF (see chapter 5). Although the 
interior-point algorithm is considered as a mature solution method for OPF with a desirable 
convergence rate, it guarantees only local optimality of the solution. In recent publications, 
semidefinite programming (SDP) relaxation methodology and branch and bound algorithm have 
been proposed to compute global optimum for a subclass of OPF problems [142]. In this study, 
although the optimality of the solution (i.e. local or global) is not discussed, it can be stated with 
certainty that the provided solution is, at least, locally optimal.     
• In this thesis, a multi-objective optimization approach has been adopted using weighted 
combination of multiple objective functions. It should be emphasized that this approach does not 
guarantee global optimum. In fact, in multi-objective models, solutions based on pareto 
optimality can be sought to ensure global optimum. However, since the main goal of this work is 
to show the practicality of risk-based SCOPF approaches for weather driven energy management 
systems, investigation on optimality has not been addressed.    
1.4. Thesis Overview 
The rest of this thesis is organized as follows: A survey of the literature is presented in chapter 2. 
In chapter 3, a conceptual Energy Management System (EMS) model is proposed for a power system 
subjected to an extreme weather event. Chapter 4 presents the procedure for modeling a hurricane event 
and its impact on the power grid. A remedial risk-averse generation dispatch model is proposed in chapter 
5 based on security-constrained AC optimal power flow. Numerical results are provided using the results 
of chapter 4. A methodology is proposed in chapter 6 to perform a proactive load shedding (as a last 
resort) when the proposed remedial generation dispatch model is not able to maintain the security of the 
power grid affected by an extreme weather event. In chapter 7, the methodology in chapter 5 is enhanced 
to incorporate the wind power (as an uncertain source of generation) into the weather-driven remedial 
dispatch model. The weather-driven dispatch model is then modified in chapter 8 so as to efficiently 
mitigate and manage the detrimental effects of ice-storms and snowstorms on the power transmission 
system. Finally, concluding remarks, findings and contributions of this project are summarized in chapter 






2.1. Optimal Power Flow (OPF), Security-Constrained OPF (SCOPF), and Risk-Based SCOPF 
(RB-SCOPF) 
The objective of OPF is to find the most economical set-points of the power system while 
ensuring all operational and safety constraints are met. In the literature, the deterministic OPF problem 
has been studied in depth, with various solution methods proposed. A review of the general OPF, solution 
methods and the relevant developments has been presented in [5]. With the objective of being able to 
withstand major random or planned disturbances without service interruption, secure operation of the 
power grid has been thoroughly discussed in the literature [4], [6]. Traditionally, this aspect has been 
combined with the notion of OPF, creating the SCOPF approach [4], where the most severe contingencies 
are modeled and incorporated into the problem formulation. In SCOPF, the operational states of the 
power system are modified so as to account for possible security violations and contingencies. 
In a power system, control actions may be taken in two ways, including: corrective and 
preventive [1]. Preventive remedial decisions are made before the onset of a contingency with the goal of 
maintaining system stability before and after the event. In this case, the operating set-points are left 
unchanged from pre-contingency to post-contingency. Corrective decisions, on the other hand, are made 
after the contingency occurrence which means the operating set-points are varied to respond to the new 
system condition. Based on these definitions, two classes of SCOPF problems have been proposed: (a) 
Preventive SCOPF (P-SCOPF), and (b) corrective SCOPF (C-SCOPF). As opposed to the P-SCOPF 
whose emphasis is on improving the system security where no adjustments of the control variables during 
post-contingency periods are allowed, C-SCOPF is formulated with more emphasis on cost efficiency 
rather than security. In the literature, two different types of security constraints have been incorporated 
into the conventional SCOPF (P- or C-SCOPF) problem, i.e. steady-state and dynamic security 
constraints. Steady-state security constraints include the system operational limits (e.g. voltage levels, 
flow and angle difference limits for transmission lines, active and reactive power limits for generating 
units, etc.). The earliest works on SCOPF with steady-state security constraints have been reported in [7]-
[9] based on the DC models of the power system; whereas, AC models were first adopted in [10] to 
incorporate steady-state reactive power and voltage constraints. Here, the security constraints were added 
to the AC power flow equations via their penalty functions and Lagrange multipliers. In 1987, a benders 
decomposition based method was proposed in [11] to solve the AC OPF problem with security 
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constraints. The results were evaluated on the IEEE 118-bus test power system. Dynamic security 
constraints, on the other hand, focus on the voltage stability, small-signal stability, and the transient 
stability aspect of the power system. Early works on system optimization with dynamic security 
constraints were reported in the late 90s [12] where voltage stability constraints were incorporated into 
the problem formulation by adopting a linearized model of the power system. A few years later, a more 
direct problem referred to as dynamic security constrained OPF (DSC OPF), which incorporated voltage 
stability constraints into the conventional SCOPF, was introduced and analyzed in [13]. This work was 
further investigated in [14], [15]. A comprehensive review of the-state-of-the-art on voltage stability 
SCOPF including algorithms and problem formulations has been presented in [16]. Recently, a large 
number of research papers have been presented discussing the inclusion of transient stability constraints 
into a conventional OPF problem [17]-[24]. A review of the transient stability constrained OPF (TSC 
OPF), solution methods, and available algorithms has been provided in [25] where a hybrid solution 
method, i.e. by combining heuristic and traditional deterministic optimization methods, has been 
proposed to find the global optima of the TSC OPF problem. 
Since the conventional SCOPF is, even with few contingencies, very likely to turn into a large-
scale nonlinear problem, there has been a major focus in the literature on contingency selection/reduction 
in order to keep the size of the problem tractable. For instance, a fast cyclic contingency screening model 
was proposed in [26] that was claimed to be very efficient in facilitating the online SCOPF analysis. In 
addition, two contingency filtering techniques based on comparison of intermediate P-SCOPF solutions in 
post contingency analysis are proposed in [27]. Also, a model was proposed in [28] that used the norm of 
the vector of Lagrange multipliers for post-contingency states. As another approach to tackle the 
scalability of the SCOPF problem, a decentralized solution for a large-scale interconnected power system 
has been proposed in [29]. In this approach, multi-area system SCOPF problem is decomposed into 
smaller individual SCOPF problems. It is worth mentioning that the proposed decentralized SCOPF 
solution methods have been commonly based on linearized DC models of the power system that may 
restrict the applicability of these methods to more realistic conditions. 
In the literature, various solution methods have been proposed for the deterministic SCOPF. For 
instance, a novel solution method based on Real Coded Genetic Algorithm (RCGA) for OPF has been 
proposed in [30]. The objective here is to improve the security of the transmission lines based on a 
severity index (SI) by adjusting the generation dispatch and the angle of phase-shifting transformers. 
Also, a technique based on steady-state security analysis (SSSA) has been proposed in [31] to solve the 
C-SCOPF using a contingency filtering method. Instead of defining sub-problems for different 
contingencies, a direct method was proposed in [32] based on Primal Dual Interior Point method (IPM) 
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for simultaneous optimization of the AC-OPF base case and the (N-K) contingencies. Also, a Particle 
Swarm Optimization with Reconstruction Operator (PSO-RO) based solution for SCOPF problem has 
been proposed in [33], where the constraints are handled through reconstruction operators, instead of 
penalizing the objective function. In this paper, the authors have formulated the OPF with (N-1) 
contingency criterion. In addition, a wide range of solution methods based on artificial intelligence 
techniques have been proposed to solve the SCOPF problem [34], [35]. Some solution methods have also 
been proposed based on parallel processing architecture to increase the time efficiency of SCOPF 
problems. For example, a parallel processed nonlinear primal-dual IPM was proposed in [36] for a 
deterministic SCOPF. 
Due to the intermittency of renewable energy resources and the inherent uncertainties of load 
demands in deregulated power systems, new technical challenges in OPF and SCOPF have recently 
emerged. To provide more efficient solutions, some novel variants of OPF have been proposed recently 
within the context of stochastic programming [37], [38], chance-constrained OPF [39]-[41], robust 
optimization [42]-[44] and probabilistic OPF [45]. In general, optimization problems with uncertain 
parameters may be tackled in two ways depending on the available information on the uncertainties. The 
first approach is the stochastic programming where the uncertain parameters are replaced by variables 
with known probability distributions. However, when the probability distribution of uncertain parameters 
are not known or cannot be estimated, the second approach may be adopted referred to as robust 
optimization; where the parameters are only assumed to lie within a certain range. 
The stochastic programming models can be further classified into three sub-groups, including: (a) 
recourse problems where the potential loss due to uncertainty is compensated for by solving a second 
stage problem in which the expected value of the uncertain first-stage optimal value is taken into account, 
(b) chance-constrained programming where the constraints of the original problem are not required to be 
fully satisfied in all scenarios, but only with a certain likelihood or confidence capturing a certain portion 
of the highly probable scenarios, and (c) probabilistic programming where the probability distributions of 
uncertain parameters are estimated and included in the original problem in order to provide an estimated 
deterministic equivalent. Some recent methodologies applied to this class of problems include two-point 
estimation method, first-order second moment method and the cumulant method [46]. A survey on the 
optimization problems involving uncertainties has been presented in [47]. 
There have been some publications proposing methodologies to incorporate the wind power, as a 
volatile renewable resource, into the OPF and economic dispatch problems [48], [49]. Stochastic 
Programming has been studied for generation and transmission expansion planning in a power system 
with uncertain renewable generation [37], [38], [50]. In [51], a chance constrained based approach has 
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been presented to evaluate the effect of uncertainties on the optimality of the OPF solution. Also, the 
effect of load uncertainties on the solution of probabilistic OPF has been evaluated in [46]. A chance-
constrained OPF is proposed in [52] to achieve the optimal dispatch in a power system with uncertain 
wind resource where a hybrid GA-ANN based solution method has been proposed. In [53], a stochastic 
dynamic OPF problem is proposed based on adaptive critic based design (ACD) to optimally dispatch 
power in a power grid with high level of uncertainty. On the other hand, robust optimization has also been 
applied to economic dispatch [55], [55], unit commitment [43], [44], [56], and power offering strategies 
[57] problems. As another application, robust OPF for networks with renewable energy sources has been 
proposed in [42] to optimize base-case generation in order to balance the forecasted load.  
Although stochastic and deterministic SCOPF have been studied thoroughly in the literature, in 
most cases the proximity of the system to failure as a result of a contingency has been either assumed 
unknown or modeled subjectively. To address this issue, risk-based security assessment was proposed 
[58], [59], where the notion of risk was modeled as a combination of severity of a contingency and its 
probability of occurrence. This way, the risk index was defined as a measure of the system’s exposure to 
failure. Li and McCalley proposed a general risk-based formulation for the SCOPF problem (RB-SCOPF) 
[60]. As opposed to SCOPF based approaches, RB-SCOPF attempts to provide a secure solution with less 
likelihood of exposure to failure by taking into consideration the severity as well as the likelihood of 
contingency events. A survey of the literature related to risk analysis and management of power systems 
subject to outages has been presented in [61] where the restoration strategies with regards to the risk of 
predicted hazards have been reviewed. 
2.2. Load Shedding 
Power system blackouts may occur as a result of a combination of events including but not 
limited to transmission system congestions, voltage and angle instability, islanding, etc. Although 
widespread outages (blackouts) cannot be completely prevented, it is possible to reduce the number and 
severity of instances, alleviate the consequences, and speed up power restoration using advanced 
monitoring, control and protection schemes. Some symptoms of blackouts may include: (a) equipment 
tripping due to faults or overloading, (b) power system islanding (frequency instability), (c) angle or out-
of-step instability, and (d) voltage instability/collapse. System blackouts can cause excessive financial and 
societal damages, which is why many researchers have focused on solutions to reinforce the power grid 
against such disastrous events. Most solutions rely on designing controllers and deploying devices that 
can provide extra voltage, active power and reactive power support during the time of need. However, if 
none of these proactive approaches manage to bring the system back into safety, load shedding can be 
used as the last resort. 
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In a load-shedding scheme, the amount of load to be shed may either be fixed a priori, or be 
determined based on dynamic load parameters and/or OPF solutions [62]. Load shedding schemes can be 
of two classes, namely: (a) under-frequency load shedding (UFLS) where the loads are shed when the 
frequency drops below a certain threshold; and (b) under-voltage load shedding (UVLS) where the 
amount of load to be dropped is determined based on voltage stability margins. Each of these categories 
may be implemented in a centralized or decentralized fashion. 
In the literature, various modified UFLS schemes have been proposed in support of enhanced 
protection. These for instance include adaptive UFLS where both frequency and its rate of change are 
monitored [63], [64], dynamic UFLS schemes that dynamically adjust the load shed level [65], and 
optimal UFLS [66] that determines the shed level based on OPF. In [67] an adaptive load shedding 
scheme has been proposed that provides emergency protection against excess frequency decline by 
minimizing the risk of line overloading. In [68], two centralized algorithms for adaptive under frequency 
load shedding have been compared by considering both frequency and voltage instabilities. These 
adaptive schemes are mostly dependent on active power imbalance which is determined based on the first 
derivative of the frequency [69]. Therefore, their effectiveness might be compromised by the lack of data 
or even due to poor estimation of certain parameters that relate the rate of change in frequency to the 
active power imbalance. As a solution, an approach based on the second derivative of frequency was 
presented in [69] to forecast the frequency trajectory. In [70], an analysis of adaptive UFLS based on 
frequency gradient was presented which concluded that the gradient can give misleading information 
about the active-power deficit, provided certain factors (such as load voltage characteristics or voltage 
profile of the system) are ignored or assumed to be constant. This means that in a load shedding scheme, 
the voltage and frequency variations have to be monitored simultaneously. On the other hand, there have 
been many load shedding schemes proposed in the literature based on OPF. For instance, a mixture of 
generation rescheduling (through risk-based dynamic security constraints) and load shedding has been 
proposed in [71] to enhance the overall transient stability of the system. Also, an OPF based load 
shedding scheme is proposed in [66] to achieve an optimal load curtailment. Various solution methods 
have been adopted in the literature to carry out the UFLS, including golden section search and successive 
linear programming (LP) [71], Newton-method-based approximation [69], interior-point [66], and 
nonlinear programming [72]. 
Novel UVLS schemes have also been reported in the literature. An optimal load-shedding 
algorithm was proposed in [62] based on PSO and GA, which took into account the static voltage stability 
margin and its sensitivity on the voltage collapse point. In [73], the authors proposed a more efficient 
solution method based on hybrid Particle Swarm-Based-Simulated Annealing Optimization technique 
11 
 
(PSO-B-SA) to solve the same under-voltage load shedding problem [62]. An adaptive UVLS scheme 
was proposed in [74] using model predictive control to protect power system against voltage instability. 
The proposed approach was solved using sequential quadratic programming technique. The inclusion of 
dynamic models of load and wind farms into the UVLS scheme was addressed in [75] in an effort to 
determine the minimum amount and the most appropriate location of load shedding. As a distinct 
approach, the Lyapunov energy method has been incorporated into UVLS problem in [76] where using 
the Lyapunov stability theorem, the localized and zonal proximity of the system to voltage instability 
have been investigated. In [77], load shedding has been performed to avoid risk of voltage instability 
where the minimum eigenvalue of the load flow Jacobian matrix has been adopted as a proximity 
indicator. A LP-based optimal UVLS algorithm was proposed in [78] to improve the load margin, i.e. the 
distance to the saddle node bifurcation of the power flow equations, where the objective function was to 
minimize the total shed level. In [79], [80], a UVLS scheme has been proposed to alleviate the risk of 
voltage instability through the use of close-loop controllers and time simulations. The real-life model of 
the Western region of the RTE system has been adopted as the test bed. On the other hand, an optimal 
load shedding scheme has been proposed in [81], [82] where the load candidates have been selected based 
on the sensitivity of minimum eigenvalue of load flow Jacobian with respect to the load shed. Also, the 
derivative of the apparent power with respect to the admittance has been proposed in [83] as an instability 
index to be used in load shedding programs. 
It is observed that in the majority of publications, loads have been shed based on deterministic 
states of the power system, and often, only one contingency scenario has been considered. In reality, 
however, there are many uncertainties associated with the system including the parameters (e.g. load 
demands), system topology, and even the contingencies themselves. Moreover, in the wake of an 
imminent disaster event, the system operator may desire to perform a proactive load shedding to preserve 
the continuity of service for the more critical loads, and protect the system against possible large-scale 
blackouts. This would additionally allow the operator to re-dispatch the generation in advance and 
manage the system proactively. 
2.3. Hurricane Induced Risks for Power Grids and Modeling Approaches 
The damages inflicted by hurricanes may be the result of two phenomena: (a) high wind speeds 
that may shut down wind farms and damage the overhead lines and towers/poles, (b) heavy rains and 
hurricane surge that could lead to flooding of substations. Hurricanes have been the subject of scientific 
study and analysis for a long time. In some recent examples, the nature and characteristics of two 
devastating hurricanes that have occurred in the US, i.e., hurricanes Katrina and Rita, have been studied 
in detail in [84], and the modeling aspect of the hurricane wind field has been addressed in [85], [86]. A 
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literature survey on modeling hurricanes was presented in [87] with an insight to historical trends of 
hurricane modeling. Moreover, a wide range of publications has been focused on precise prediction of the 
hurricane track and landfall [88]-[94]. On the other hand, the influence of extreme weather events and 
natural disasters on the power grid has been investigated to some extent in the literature. The focus has 
been on how the event could affect the failure rate of grid components and lead to outages. For example, 
in [95], statistical models have been adopted to predict the number of power grid outages caused by 
hurricanes and ice storms; or, the failure of overhead lines have been predicted by probabilistic models in 
[96], [97]. 
2.4. Mitigation of Ice/Snowstorm Risks on Power Grids  
Icing events typically occur when the ambient temperature falls to around –3oC to +2oC. The 
wind velocity, on the other hand, tends to be fairly low when ice is formed and typically ranges between 8 
and 9 miles per hour in a severe storm [98]. Historical records show that severe snowstorm and icing 
events happen frequently all around the world and they may severely affect municipal infrastructures and 
in particular, electric power grids. For example, past instances have been reported in: (a) the United States 
(January 1972) where two 500-kV transmission lines were severely damaged. The duration of the event 
was approximately 48 hours and the maximum ice thickness measured on a line was 9 mm [99]; (b) 
Canada and USA (January 1998) where extreme ice formation on power lines resulted in about 1.5 
million households losing electric power. According to [100], the system was not completely restored 
until October 1998 but 90% of the affected customers had regained electricity within two weeks; (c) 
France (December 1999) where a three day storm led to the outage of 38 transmission lines and caused 
almost 5000 MW of power loss. Approximately 3.5 million households were affected [101]; (d) Sweden 
(January 2005) (called the storm Gudrun) where the storm had gust wind speeds of up to 46 m/s (≈103 
miles/hour) affecting the distribution system, the telecommunication services, the railways and many 
roads for a long duration of time. Between January 8th and 9th, roughly 650,000 people lost access to 
power. The restoration process took up to seven weeks, according to [99].   
Icing-induced outages due to the failure of the power transmission system may lead to prolonged 
lack of service which can lead to serious social and economic damages. This has encouraged researchers 
to study mitigation techniques and/or power grid management countermeasures to avoid large-scale 
damages to the grid during such events. In general, mitigation techniques proposed in the literature can be 
classified into two main groups, namely: (a) ice melting/breaking techniques, and (b) ice prevention 
techniques. In the former, it is assumed that the ice has already been formed on the overhead conductors, 
and therefore attempts are made to melt down the ice so as to protect the affected conductors and their 
supporting structures against detrimental mechanical forces of the ice. On the contrary, the latter group 
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focuses mainly on preventing formation of ice on the overhead conductors. Various techniques have been 
proposed in the literature for removing existing ice from the overhead lines. These can be classified into 
three types, comprising [102]: (a) thermal methods (using the Joule effect (or heat loss) of the current 
carrying conductor), (b) mechanical methods, and (c) passive methods. Thermal techniques are based on 
melting of ice through over intensification of current [103], [104], forced short-circuit faults [105], [106], 
and/or resistive wires or tracers [102]. Due to the fact that these techniques demand a large amount of 
energy, their applications are limited to only a short period of time or limited segments of the at-risk lines. 
The mechanical methods, on the other hand, try to break down the ice by applying a mechanical force. 
Finally, passive methods are based on natural forces such as wind, gravity, and temperature variations that 
do not prevent ice formation, but may limit its detrimental effects.  
When it comes to ice prevention, heating line conductors or ground wires to prevent ice accretion 
(or deice the already iced line) has been considered as one of the most efficient methods [107]. For 
example, currents can be redirected and concentrated by switching out some non-affected lines. This 
technique requires pre-planned switching scenarios. In recent years, considerable work has been done on 
developing models to study the physical phenomena of icing and melting in detail [108]-[112]. Another 
approach proposed in the literature is to install a VAR source at one end of a line and a VAR load at the 
other. Under icing conditions they are both switched in, increasing the current flow through the line [113]. 
Deciding which lines to switch out to concentrate currents through the affected areas is a challenging 
problem by itself, and has been addressed via dynamic programming in [104]. It has been shown in [106] 
that it takes more energy to melt down the accreted ice than to prevent it from forming; hence, preventive 
approaches are considered more efficient [114]. Naturally, ice prevention using load currents is achieved 
at the cost of suboptimal operation of the system. Moreover, system losses should increase in order to 
supply the additional heat which is required to prevent ice formation. While this is not desirable during 
normal operation, it is an accepted practice during emergency conditions. 
In addition to research on ice melting and ice prevention techniques, inspired by currently 
available numerical weather prediction (NWP) models, a range of studies have focused on developing 
average models to represent the ice and snowstorm events mathematically. For instance, simplified polar 
models have been proposed in [99], [115]-[116] for reliability calculations of the transmission system 
where only the wind speed/direction and precipitation levels are taken into account. In addition, time-
varying continuous severity levels have been adopted in the model to represent the dynamics of the 





WEATHER-DRIVEN ENERGY MANAGEMENT SYSTEM  
(A CONCEPTUAL MODEL) 
In this chapter, a conceptual Energy Management System (EMS) model is proposed for a power 
system subjected to an extreme weather event. The implementation details of the building blocks of this 
model for specific events are described in the next chapters. 
3.1. Introduction 
A power system is a large-scale electric circuit that connects power suppliers to the customers 
through the transmission and distribution networks. In essence, power system is a critical infrastructure 
that is necessary for proper functioning of the daily operations of the society. Any interruption in power 
delivery could result in extensive financial and societal damages to other dependent infrastructures such 
as gas utilities, water supplies, public health system, telecommunication systems, transportation system, 
and suchlike. In severe weather conditions, the likelihood of forced outages of various components in the 
power system may increase due to various causes including but not limited to: (a) structural damage, (b) 
tower collapse due to weather-related mechanical loads, (c) short-circuit faults, (d) safety clearance 
violations due to flooding, extreme conductor sags, etc., and (e) very high/low temperatures. Moreover, 
power system outages may potentially turn into large-scale blackouts as a result of: (a) inability to prevent 
consequent tripping due to voltage fluctuations, overloads, and power swings referred to as cascading 
failures, (b) malfunction of the protection system due to inadequate or improper coordination, or 
misrepresentation of measurements, (c) insufficient measurements or faulty monitoring system, (d) 
improper set-point re-adjustment, or (e) voltage instability due to system weakness or poor design. 
Therefore, to provide power grid robustness against an imminent extreme weather event, numerous 
aspects of grid monitoring, operation and protection have to be carefully considered, which can be a 
tedious task. In the next section, a conceptual weather-driven model is proposed to minimize the risks 
imposed by an imminent extreme weather event on the power grid. Such a model could help the power 
system operator enhance the resiliency of the system before, during, and after the onset of the event.   
3.2. Weather-Driven Energy Management System (WD-EMS) Model 
Figure 3.1 illustrates the block diagram of the proposed WD-EMS model. The model comprises 
three top-level subsystems, namely: weather system analysis, contingency analysis, and remedial energy 
management system, described as follows. 
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3.2.1. Weather System Analysis 
According to National Snow and Ice Data Center (NSIDC)1, “weather” is defined as day-to-day 
state of the atmosphere and its short-term variations in minutes to weeks. It is, in essence, the combination 
of temperature, humidity, precipitation, cloudiness, visibility, and wind. “Climate”, on the other hand, 
refers to the longer term variations of the atmosphere.  
Today weather forecasts are mostly based on models that incorporate observations of air pressure, 
temperature, humidity and winds to output the best estimate of current and future conditions in the 
atmosphere. In terms of the time-frame and validity of the results, the forecast models can be either short-
term or long-term. Short-term models are reasonably accurate up to a week. Long-term models, however, 
tend to use statistical relationships among large-scale climate signals and are typically used for seasonal 
forecasting. 
 
Figure 3.1   Block diagram of the proposed WD-EMS model 




In the proposed weather system analysis block, using historical observations, measurements from 
the radar systems, and GIS information of the geographical area under study, the near-future parameters 
of the weather system such as temperature, wind speed, precipitation and humidity are forecasted by 
adopting numerical weather prediction (NWP) algorithms. A wide range of NWP algorithms are 
commonly used around the world; here, a few important ones, according to the US National Climate Data 
Center (NCDC)2, are listed as follows:  
• Global Data Assimilation System (GDAS) 
• Global Ensemble Forecast System (GEFS) 
• Global Forecast System (GFS) 
• North American Mesoscale (NAM) 
• Rapid Refresh (RR) 
• Rapid Update Cycle (RAC) 
The implementation details of each of these algorithms are outside the scope of the current study. 
As a result, for demonstration purposes and without loss of generality, the proposed weather system 
analysis block is simulated here using a simplified statistical approach, which is described in the next 
chapter.    
3.2.2. Contingency Analysis 
The contingency analysis is performed in two steps. First, the risks imposed by the simulated 
weather system (derived from the weather analysis subsystem) on the power grid under study are 
evaluated by a processing unit based on the GIS model of the grid. A range of weather data can be used 
here, including but not limited to the wind speeds that each component would be exposed to, the flood 
level of at-risk substations, the snow precipitation level, the temperature variations, etc. Here, only the 
GIS data of the power grid as well as the simulation data of the weather system are used, and no power 
system studies are performed. In the second stage, based on the risk and severity functions developed for 
each at-risk component of the power system, contingency scenarios are generated. Statistical approaches 
can be adopted to account for uncertainties involved in the weather system. The results are finally used in 
the proposed energy management system.   
3.2.3. Remedial Energy Management 
Thus far, no power system studies have been performed and the WD-EMS model has only been 
dealing with the GIS information of components as well as the simulation results of the weather system. 
                                                             
2 National Climate Data Center (www.ncdc.noa.gov) 
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In the third and last subsystem, the contingency scenario information is incorporated into a wide variety 
of power system studies in order to mitigate the risks imposed by the weather system on the power grid. 
The studies usually begin with contingency screening. Since the number of initial contingency 
scenarios can be excessive due to the number of at-risk components, the contingency screening and 
scenario reduction tasks are very important so as to keep the size of the problem tractable. Therefore, at 
first, some studies such as load flow and fault analysis may be performed to evaluate and rank the 
contingencies based on the severity and the imposed risks. Here, depending on the observability of the 
grid and the adequacy of the measurements, some supplementary studies may be carried out to increase 
the accuracy of the results, e.g. state estimation. Also, due to being stochastic, the demand of the network 
cannot be specified with certainty. As a result, load forecasting may be conducted to provide an estimate 
of the load demands while a severe weather system strikes the grid. Lastly, some statistical studies may be 
carried out to determine the likelihood and probability of each contingency scenario.  
In brief, the contingency screening study can be performed in the following steps: 
1. Collect an inventory of the system components, 
2. Perform various load flow studies based on the load forecast scenarios (heavy and light 
loading conditions) and state estimation results, 
3. Perform exhaustive symmetric and asymmetric short-circuit studies,  
4. Use the results of steps 2 and 3 to detect vulnerable parts of the grid, as well as severe 
contingencies, 
5. Perform a wide range of sensitivity analyses to rank the scenarios in terms of their 
severities and extent, 
6.  Based on the likelihood of each contingency, perform clustering analysis and create final 
contingency scenarios (may be of type N-1 or N-k, depending on the severity of the 
weather system).   
Next, using the results of the contingency screening studies, some complementary power system 
studies are performed to optimize the utilization level of the available system resources and minimize the 
probable damages and losses during and in the aftermath of the weather system. A wide range of studies 
may be initiated at this stage, including generation dispatch, unit commitment/de-commitment, protection 
coordination, transient and dynamic stability studies, reliability studies, load management (demand 
response and load shedding), etc. The main advantage of such a remedial WD-EMS model is that it 
provides a preventive solution to deal with large-scale high intensity disturbances caused by extreme 
weather systems.  
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3.3. Highlights on the Proposed Methodology 
Naturally, the most accurate and reliable results would be achieved when the proposed WD-EMS 
model is linked to and synchronized with an NWP system. In this study, however, a simplified 
mathematical approach is developed to simulate the weather events. Two cases are studied including 
hurricanes and ice/snowstorms. Then, a statistical analysis with a clustering methodology is performed so 
as to extract the results of the contingency analysis and provide the energy management system with all 
the information it requires.   
To model the remedial energy management subsystem, an approach based on risk-averse 
generation dispatch is proposed to provide the system operator with a multivariable decision making tool 
in dealing with the risks imposed on the power grid by an extreme weather system. In this approach, a 
wide range of operating constraints as well as the likelihood of contingency scenarios are taken into 
account to provide remedial solutions. As mentioned previously, the dispatch problem applies to the 
tertiary frequency control where the steady-state linear and nonlinear load flow equations are valid. In 
other words, the dynamic and transient states of the studied power grid are ignored here. Various options 
can be considered for the objective function of the proposed optimization problem, including but not 
limited to: 
• Maximize cumulative reliability, 
• Minimize costs such as generation cost, load shedding cost, power quality cost, risk costs, 
etc. 
• Minimize total loss, 
• Minimize the risk of cascading failures 
The optimization variables may include active and reactive power generations, bus voltage 
magnitude and angles, transformer tap rations, firing (delay) angle of power electronic systems (e.g. 
FACTS and HVDC), and/or protection set-points. 





MODELING OF HURRICANE AND INDUCED CONTINGENCY  
SCENARIOS IN A POWER GRID 
In this chapter, the first and second parts of the proposed WD-EMS model (i.e. weather system 
and contingency analysis) are presented. Figure 4.1 illustrates the general flowchart of the proposed 
approach. This approach can be adopted for any weather event; however, a hurricane is considered in this 
chapter as the case study. The weather event modeling parameters, i.e. the quantities of interest (QoI), are 
random variables determined statistically based on the available historical observations. If these 
parameters are known (for example through weather forecast systems) their deterministic values can be 
used instead and the corresponding statistical analysis can be skipped. Using this model, in the next step, 
the weather system is simulated for a specific geographical location as it moves across the area. Based on 
the simulation results, the geospatial raster information of the QoI is generated. The information includes 
the probability density function (PDF), mean and standard deviation of the event-related QoI measured at 
different locations in the geographical area under study.   
 
Figure 4.1 Flowchart of the first two steps of the proposed WD-EMS model for a weather event 
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QoI depends on the weather system under study, and may include wind speed, temperature, flood 
level, rain/snow precipitation level, ice accretion, etc. For the case study of the hurricane, only the wind 
speed is taken into account as the QoI. Here, the affected area is divided into a number of equally sized 
rectangles (the number represents the resolution of the study) and the geospatial information of the QoI 
(hurricane wind speed) is calculated for each cell whose index includes the latitude (φ) and longitude (ψ) 
of the center point of the cell (Figure 4.1).  
This information is then fed into the contingency analysis stage of the proposed WD-EMS model. 
In the second stage, based on the GIS model of the studied power grid and the geospatial distribution of 
the QoI, a statistical methodology is proposed to determine the contingency scenarios caused by the 
ongoing hurricane and their probability of occurrence. To achieve this objective, first, the outage 
probabilities of power system components are calculated; then, the contingency scenarios are defined 
using a hierarchical clustering algorithm, and finally, the probability of each contingency is determined.  
In the present study, the hurricane surge and substation flooding are not included into the model 
because they depend on factors such as soil type and topography that are considered to be outside the 
scope. In the following, the details of each step in Figure 4.1 and numerical results are provided.  
4.1. Static Gradient Wind Field of Hurricane 
A literature survey on the hurricane wind field modeling has been provided in chapter 2. In 
general, the gradient wind field of a hurricane at any point in time can be given as a function of the 
distance to the eye, i.e. the hurricane center. As a hurricane travels along its track, the field is portrayed as 
a vortex with translational movement. The static field is, in essence, the time snapshot of the hurricane 
wind field, whereas its time varying behavior is represented through the dynamic field. It is known that 
the field contour lines of a mature hurricane are concentric circles [86], [87]. Inspired by the vortex shape 
of the static gradient wind field of Hurricane Katrina (2005) [86], a parametric function based on gamma 








xxkbakxW a exp),,|( 1    (4.1) 
W is the wind speed (in kt or m/s) and x is the distance to the hurricane eye in nautical mile or km. 
The field contour lines are concentric circles with the values given by (4.1). Without loss of generality, it 
is assumed here that the hurricane has no detrimental influences outside the outer boundary (determined 
by the hurricane size rs), and at any time, is modeled by the modeling parameter set m = {wm, rmw, rs}. To 
estimate the parameters of the model (i.e. k, a, b), an analytical approach is adopted based on three 
assumptions including: (a) the boundary of the hurricane is assumed to be a circle on which the wind 
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speed has been reduced to wm/β; in other words, W(rs) = wm/β, (b) according to definition, W(rmw) = wm, 
and (c) W reaches its maximum value at the distance rmw; in other words, ∂W/∂x(rmw) = 0. By applying 
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The contour lines of the static wind field and the graph of function (4.1) are illustrated in Figures 
4.2 (a)-(b). Figure 4.2(c) shows the comparative schematics of the gradient wind field of Hurricane 
Katrina at landfall [86] and the synthesized hurricane generated by (4.1) where m ={wm=75 m/s, rmw=30 
km, rs=360 km} and β=10. Comparing the wind fields of the two, it can be concluded that the synthetic 
field model (4.1) provides conservative estimates of the hurricane wind speeds. 
4.2. Dynamic Gradient Wind Field of Hurricane 
The dynamic gradient wind field is a time varying version of the static wind field (4.1) where the 
modeling parameter m changes with time. In other words, it represents the gradient wind field of a 
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In essence, Wd is a generalized representation of the static field with time-varying modeling 
parameters and eye location. The values of wm(t), rmw(t), rs(t) are determined through an algorithm 











Figure 4.2 Static gradient wind field (a) 2D snapshot of the contour lines of maximum sustained wind 
speeds at any point in time, (b) Synthesized static gradient wind field of hurricane, (c) Comparative 
illustration of the gradient wind fields of Hurricane Katrina and its synthetic model. 
In general, the parameters of the hurricane (dynamic) wind field can be classified into two 
groups, namely: (a) Fundamental parameters, including: hurricane intensity at landfall, hurricane track(s), 
landfall location, land decay factor, and hurricane translational speed, (b) Model parameters, including: 
hurricane size, maximum sustained wind speed and radius to maximum wind speed. The fundamental 
parameters are, in essence, continuous and discrete random variables and are assumed to be independent. 
The model parameters are also random variables and may be correlated.  In what follows, a multivariate 
statistical approach is proposed to simulate the dynamic gradient wind field using the historical 
observations of the aforementioned parameters.   
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4.3. Statistical Analysis of Hurricane Parameters 
The results of statistical analysis of modeling parameters are provided in this section based on the 
historical data of the US hurricanes (1851-2012) [117]. The main objectives of statistical analysis of 
hurricane parameter set {wm, rmw, rs} are twofold: (a) determine the probability density function (PDF) of 
each parameter, (b) determine whether they are dependent, independent or, in general, correlated. 
Traditionally, the intensity of hurricanes is classified according to wm using the Saffir-Simpson (SS) scale 
[118]. A quantitative summary of parameters of the US hurricanes at landfall for different intensities are 
provided in Table 4.1 (SS=5 is excluded due to unavailability of sufficient observations) where Q1 and Q3 
are the first and third quartiles, respectively. In other words, 25% and 75% of the sample distribution are 
less than Q1 and Q3, respectively. 
Table 4.1 Quantitative Summary of Parameters of the US Hurricanes 
A- Radius to Maximum Wind rmw (in nautical miles - nm) 
SS Min Q1 Median ( x~ ) Q3 Mean( x) Max Std. Dev 10% Tr. Mean 
1  5 25.00 30.00 40.00 30.15 50.00 11.25 30.50 
2 10 11.25 20.00 30.00 20.56 45.00 9.74 20.00 
3 10 15.00 20.00 30.00 22.19 40.00 9.75 21.79 
4 10 10.00 15.00 21.25 16.54 30.00 6.89 15.91 
 
B- Maximum Sustainable Wind Speed wm (in nautical miles per hour - kt) 
SS Min Q1 Median ( x~ ) Q3 Mean( x) Max Std. Dev 10% Tr. Mean 
1  65 70.00 70.00 75.00 72.12 85.00 5.38 72.00 
2 85 85.00 90.00 90.00 89.32 95.00 3.24 89.24 
3 100 100.00 100.00 105.00 103.42 110.00 4.03 103.24 
4 115 115.00 122.50 130.00 122.19 130.00 6.57 122.14 
 
C- Hurricane Size rs (in nautical miles - nm) 
SS Min Q1 Median ( x~ ) Q3 Mean( x) Max Std. Dev 10% Tr. Mean 
1  100 175.00 200 275.00 220.00 400 71.96 217.93 
2 125 225.00 250 300.00 269.23 500 97.29 265.63 
3 150 231.25 250 343.75 271.74 400 76.24 271.43 
4 125 181.25 275 306.25 244.44 325 77.84 244.44 
 
In the literature, the normal and lognormal PDFs are often proposed for wm and rmw, respectively 
[86], [87]. However, it is observed that after landfall, the PDF of each parameter changes as the hurricane 
starts traveling inland. Therefore, kernel density estimation (KDE) is adopted here to derive the PDFs of 
the hurricane parameters. A kernel distribution is a nonparametric representation of the probability 
density function (pdf) of a random variable. This distribution is defined by a smoothing function and a 
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bandwidth value that controls the smoothness of the resulting density curve. To address the second 
objective, first, the mutual box-plots of the parameters are plotted in Figure 4.3 to better visualize the self-
dependency of parameters for various intensities. Also, mutual scatter plots of the measured parameters 
are assessed. The results of intensities SS= 1, 2 are illustrated in Figure 4.4 and those of SS= 3, 4 are 







Figure 4.3 Comparative box-plots of hurricane parameters for various intensities: (a) box-plots of rmw in 
nm, (b) box-plots of rs in nm, (c) box-plots of wm in kt. 
(a) 
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Figure 4.5 Mutual scatter plots of historical observations: (a) SS = 3, (b) SS = 4. 
Also, it should be noted that some historical observations may have the exact same rmw and wm 
but different rs. Because of cases such this, the number of dots may not seem equal in some intensities. 
The relevant KDEs of individual parameters are illustrated in Figures 4.6 (including SS=1, 2) and 4.7 
(including SS=3, 4), respectively.  
By observing Figures 4.4-4.5, no linear correlations among the parameters can be detected. 
However, lack of linear correlation does not necessarily indicate that other forms of correlations do not 
exist. Therefore, an approach is used here based on multivariate t-copula to assess any correlations that 
may exist among the hurricane parameters {wm, rmw, r s}. Copulas are in general functions that represent 
dependencies among variables and provide a way to create distributions that model correlated 
multivariate data. One important design decision in a Monte Carlo simulation study is the choice of 
probability distributions for the random inputs.  
Selecting a distribution for each individual variable is often straightforward, but deciding what 
dependencies should exist among a group of variables may not be. A copula is a statistical means to 
provide this functionality. 
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Figure 4.6 KDE of parameters (rmw and rs are in nautical miles (nm), and wm  
is in nautical miles per hour (kt)) for SS = 1, 2. 







Figure 4.7 KDE of parameters (rmw and rs are in nautical miles (nm), and wm  
is in nautical miles per hour (kt)) for SS = 3, 4. 
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Since the parameters of hurricanes at landfall are known to follow normal (wm) and lognormal 
(rmw, rs) PDFs, it may be rational to opt for the Gaussian copula; however, because of limited sample size 
(or observations), a t-copula is adopted here instead with the degree of freedom (υ). As such, the 
following algorithm is proposed here [140] to simulate the hurricanes at landfall, and the Statistics 
Toolbox of MATLAB has been used to perform all the necessary steps [141]:  
1. By adopting KDE, and based on the historical observations of hurricanes at landfall, estimate the 
marginal PDF of each hurricane parameter, i.e. wm, rmw, rs, independently for the intensities SS=1 
to 4 using MATLAB <ksdensity> function. In MATLAB, the PDFs are by default, evaluated at 
hundred equally spaced points that cover the range of the parameters. 
2. Based on the PDFs obtained in the previous step, evaluate the cumulative density function (CDF) 
of each parameter, independently, for each sample using MATLAB <ksdensity> function. 
3. Group the evaluated CDFs into a single matrix whose columns correspond to the CDF values of 
each parameter. Then fit a multivariate t-copula to the matrix using the well-known maximum 
likelihood estimation (MLE) technique with a certain level of confidence (i.e. 95% in this study) 
(use MATLAB <copulafit> function). The fitted copula is supposed to represent the existing 
dependencies among the hurricane parameters at this stage. 
4. Take an arbitrary number of correlated samples (i.e. 7000 in this study) from the fitted t-copula 
representing the “dependent” CDFs of parameters (use MATLAB <copularnd> function). 
5. Adopt suitable inverse CDF functions to transform the simulated CDFs to simulated parameters.        
Assuming that the parameters are in order {rmw, rs, wm}, the estimated degrees of freedom for each 
intensity are υSS=1=4.8809, υSS=2=3.6647, υSS=3=1.5973, υSS=4=4.606 and the linear correlation matrices 
have been extracted for the CDFs of the parameters and given as follows: 
Pearson’s linear correlation matrices of the 
simulated parameters at landfall (α=0.05) 
Pearson’s linear correlation matrices of the 
historical observations (samples) at landfall  
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 The mutual scatter plots of the simulated parameters of the hurricane at landfall are illustrated in 
Figures 4.8 and 4.9. Based on the estimated correlation matrix, rmw and ωm are negatively correlated for 
SS=1, 3, 4; and positively correlated otherwise. Similarly, rs and ωm are negatively correlated for SS=3; 
and positively correlated otherwise. rmw and rs are positively correlated under all intensities. The 
mentioned dependencies could also be noticed by the scatter plots of the observations. The simulated 
parameters represent simulated hurricanes at landfall that would be used in consequent analyses described 
in the following. 
4.4. Simulation of Hurricanes 
Assuming that the track information is known (for instance has been provided by the National Hurricane 
Center [118]) and the translational speed of hurricane is constant, an algorithm is proposed here to model the 
dynamic wind field of hurricane (4.5). In other words, attempts are made to determine the time variations of the 
modeling parameters (i.e. rmw(t), rs(t) and wm(t)) when each simulated hurricane travels inland. 
In this algorithm, the locations of the eye are specified every two hours for a total duration of 
twelve hours. The steps of the proposed algorithm are described as follows: 
1. Assume a landfall location (φ0,ψ0), NP equally probable tracks and NT 2-hour simulation time 
steps (i.e. t=2,4,6,…, 2NT). 
2. Given the forecasted track data and hurricane translational speed, use data in step 1 to 

























Figure 4.9 Comparative scatter plots of simulated parameters of hurricane at landfall for SS = 3, 4. 
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3. Simulate N0 hurricanes at landfall according to the Copula-based analysis mentioned before. 
4. Take N0 samples of a lognormal PDF with parameters µ = -3.466 and σ = 0.703 (for the state 
of Texas [86]) to simulate the land decay factor α. This is used in (4.8). 
When a hurricane makes landfall and starts travelling inland, its energy decreases due to lack 
of a heat source from the sea (i.e. hurricane’s main source of energy) and increased surface 
friction. This phenomenon has been modeled in the literature [86], [87] using an 
exponentially decaying function (i.e. exp(-αt)) with the decay rate of α. The decay factor is, 
in essence, a random variable whose probability distribution depends on the land type and 
would be determined through historical observations (measurements) of the hurricane central 
pressure.  
5. Scenario index s←1. 
6. Extract m0,s = {wm0,s, rmw0,s, rs0,s} from step 3. 











8. Calculate Holland pressure parameter B at landfall, i.e. B0,s, using (4.7) [86]: 
smwss rPB ,0,0,0 00309.000184.038.1 −∆+=  (4.7) 
9. Calculate ΔPl,s at eye location l (at time tl after landfall; can be on each track p) for each 
specific land decay factor in step 4 based on the filling model proposed in [86] as follows: 
]exp[,0, lsssl tPP ×−×∆=∆ α  (4.8) 
where l =  1, 2…Np×NT  is the index of each eye. 
10. Using the eye locations (φl, ψl), calculate radius to maximum winds for the traveling 
hurricanes at eye location l as follows [87]: 
]0394899.00005086.0636.2exp[ 2,, lslsmw Pr l ϕ+∆−=  (4.9) 
11. Calculate Holland pressure parameter B using (4.8) and (4.9) at each location as follows: 
smwslsl l
rPB ,,, 00309.000184.038.1 −∆+=  (4.10) 













=  (4.11) 
13. Due to lack of an analytical equation for rS, take NP×NT simple random samples (SRSs) of rs 
from the simulated hurricane sizes at landfall (step 3) and pair them up with other 
parameters.. 
14. While s < N0, s←s+1 and repeat steps 6-13 for each hurricane at landfall. 
The histograms of wm and rmw are shown in Fig. 4.10 for 7000 hurricane samples making landfall 
at the coastline of the state of Texas (i.e. φ0=28.9oN, ψ0=95.2oW) as they travel along an example track 
(Azimuth=350o). According to these plots, the average value of wm decreases with time; however, the 
average value of rmw increases. Moreover, it can be seen that the distribution of each parameter changes 
with time. The hurricanes generated based on the methodology proposed in this section will then be used 
to assess the hurricane-induced risks on the power grid. There are some important modeling aspects to the 
proposed methodology that are highlighted in the following.  
First, a sufficiently large value for the sample size (N0) may be determined through separate 
statistical studies. However, this aspect is considered to be outside the scope of the present study, and as a 
result, a predetermined value (i.e. N0=7000) is adopted here. Also, it should be noted that the model 
calibration (evaluation) is a very important stage in developing the wind field model of hurricanes. The 
model can be subject to a range of uncertainties, biases and lack of sufficient information that can 
negatively affect its accuracy. Ideally, the output(s) of the hurricane wind field model (or the simulation 
results) should regenerate the actual wind speeds measured in the field. These aspects have been 
addressed in the literature and many studies have been performed to validate the existing numerical 
models of hurricane wind field [119]-[122]. It is worth mentioning that there can be many key factors in 
the model validation process that demand further considerations. As an example, the surface level winds 
at a certain height (measured in the field) and the gradient level winds (used by the model) are different in 
nature and should be somehow distinguished and matched in model validation.  
In general, one approach to validate the model is to compare the single measured (gust) wind 
speeds with those generated by the model during a hurricane event [87] at a specific location. Another 
approach is to compare the entire gridded output of the modeled wind field with the associated 
observations over a relatively short time period (4-6h) during which the actual wind field is assumed to be 
stationary [87]. As such, obtaining a true model for the hurricane demands exhaustive numerical and 
experimental studies. This aspect is not addressed here due to the approximate nature of the studies, and 
the heuristic way in which contingencies are modeled. However, to mimic the historical observations as 
33 
 
closely as possible, the wind field model proposed in [87] is adopted that has been used to statistically 

















4.5. Hurricane Effects on the Power Grid 
In a power grid, a range of components may be affected during a hurricane event. For example, 
excess wind conditions may damage the structure of transmission lines/towers or shut down the wind 
power plants located in the areas under the influence of hurricane. Also, the power system substations 
may be flooded as a result of hurricane surge. Depending on the extent of damage, secure operation of the 
power system can be endangered as a result of the induced outages and faults. As mentioned previously, 
the hurricane surge is not studied here.  
In order to assess the risks of hurricane wind field on the power grid, it is critical to calculate the 
outage probabilities of lines and wind farms as well as the modified available wind powers (due to the 
change in nominal wind speeds) (Figure 4.1). To achieve this, first, the expected value of the wind speeds 
by which the power grid objects (i.e. transmission line or wind power plant) are exposed to should be 
calculated. Here, the geospatial model of the affected power grid and the raster information of the 
hurricane wind speeds are overlaid and then, for each object of interest (OOI), the expected value of the 
wind speed is calculated. It should be noted that an OOI may be single (e.g. wind farms) or multi-segment 
(e.g. transmission lines). In the next and final step, the calculated wind speeds are used to extract the 
contingency scenarios and their associated probabilities using a hierarchical clustering algorithm. The 
details of each step are described in the following.      
4.5.1. Hurricane Impact Matrix 
The hurricane impact matrix, denoted as “HIM”, provides the maximum sustained wind speed 

















,  (4.12) 
 
where o is the object index (transmission lines or wind farm), dmax(o, h) is the maximum distance between 
object o and the eye of hurricane h (in nautical mile), dmin(o, h) is the minimum distance between object o 
and the eye of hurricane h (in nautical mile) and mh is the modeling parameter of hurricane h. Others 
parameters have been described in the List of Symbols.  
Figure 4.12 illustrates a conceptual power grid comprising single- and multi-segment OOIs which 
are under the influence of hurricanes. The figure shows Np tracks on which a hurricane moves inland with 
a certain probability (PrNp). Each small circle represents the hurricane eye whose affected area is assumed 
to be a circle with a radius equal to the hurricane size. In this study, the transmission lines are treated as 
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objects of multiple segments whereas the wind power plants are considered as single nodes. Because each 
segment of a line may be divided into many sub-sections with different distances to a specific hurricane, 
the distance between each line segment and a hurricane is calculated as the minimum distance from that 
segment to the hurricane eye. Here, it is assumed that if a hurricane hits one point along the line, the 
whole line will be affected. Clearly, himj,h = 0 indicates that all segments of line j are outside of the 
hurricane h affected area. 
 
Figure 4.12 Conceptual illustration of the computation methodology of the HIM matrix. 
4.5.2. Outage Probabilities 
In order to calculate the outage probabilities, the affected objects of the grid are first detected 
based on the wind field of simulated hurricanes for each track. Then, the wind speed PDFs of the affected 
objects are non-parametrically estimated using KDE (using the data from the HIM matrix). As a result, 
for each affected OOI, NP PDFs are achieved using the KDE method. Depending on the type of the 
object, different formulations have been adopted to calculate the probability of outage. 
Wind farms may be affected by the wind fields of hurricanes in two ways: they may either be 
forced to shut down (i.e. due to very high wind speeds when Vw>Vcow) or may be de-rated at lower wind 
speeds. Therefore, the outage probability of a wind farm mainly depends on the likelihood that it gets 
exposed to wind speeds greater than the cut-out wind speed of the turbine. In view of the fact that each 
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hurricane moves along each track with a certain probability, the outage probability of a wind farm can be 
























)(PrPr)(PrPr}Pr{  (4.13) 
where Prss and Prp are the probability of the hurricane intensity ss and the hurricane track p, respectively, 
and f indicates the PDF of the maximum sustained wind speeds experienced by wind farm w. The integral 
is computed numerically using MATLAB <trapz> function. 
On the other hand, assuming that each wind farm is a single node on the grid map, its available 
power for every scenario is given by (4.14) where the rated power is prorated according to the expected 
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In (4.14) and the numerical results provided in this chapter, the power curve of the wind turbine 
GE 1.5-S is adopted and scaled up for demonstration purposes, with cut-in speed=4 m/s, rated speed= 
13.5m/s and cut-out speed=25.5m/s. 
For transmission lines, it is assumed here that the outage probability of a line depends on the 

































j  (4.16) 
where w1 and w2 are constant wind speeds that may lead to the line outage (without loss of generality, 
here: w1 = 110 mph and w2 = 155 mph).  
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In (4.17), f indicates the PDF of the maximum sustained wind speeds experienced by line j. This 
PDF is developed based on the hurricane samples created in the previous section. It should be mentioned 
that in (4.17), a mixed probability (i.e. corresponding to the summation part) and statistics (i.e. 
corresponding to the integral part) model has been proposed. The flowchart of the algorithm proposed to 
calculate the outage probabilities is shown in Figure 4.13. 
 
Figure 4.13 Flowchart of calculating outage probabilities. 
4.5.3. Contingency Probabilities 
The probability of different (N – k) contingencies now need to be calculated based on the 
individual outage probabilities calculated in the previous section. In order to achieve this, a clustering 
algorithm is adopted in this section as follows:  
1. Find the similarity/dissimilarity between each pair of the affected objects using a distance 
matrix whose entries are the Euclidean distances among the outage probabilities.  
2. Using the distance matrix, group the pairs that are in close proximity. Note that within 
this context, proximity is defined as the closeness in the value of the outage probabilities 
for individual hurricanes. In this stage, a cluster tree is made. 
3. Finally, combine the clusters whose distances are less than a certain threshold into larger 
38 
 
clusters. This way, the objects (lines or wind farms) which in a similar fashion are 
exposed to hurricanes are grouped together. Each cluster realizes an (N-k) contingency. It 
should be noted that the probability of each contingency is different from the individual 
outage probabilities of the enclosed objects. 
The final number of clusters is an important parameter that depends on the relative consistency of 
each link in the hierarchical cluster tree. This can be quantified through the inconsistency coefficient 
which compares the height of a link in a cluster hierarchy with the average height of the links below it. 
It should be noted that in the calculation of these contingency probabilities, it has been assumed 
that the hurricane has in fact occurred. Because of this, the probabilities are denoted here as  
Pr(c | hurricane) and are essentially the arithmetic average of the outage probabilities of the (components) 
included into the same cluster. These probabilities are then modified and used in the proposed generation 
dispatch model (as described in the next chapters). 
4.6. Numerical Results 
The simulation results are presented in two parts. In the first section, the contingency scenarios 
are determined by considering the transmission lines only. Then, both transmission lines and wind farms 
are taken into account as OOIs based on which, a new set of contingency scenarios are generated. The 
IEEE 118-bus power system is plotted onto the map of the state Texas and is considered as the power grid 
under study. This geographical zone is selected for demonstration purposes only. The one-line diagram of 
the IEEE 118-bus system is illustrated in Figure 4.14. The electrical data of the test power system is 
provided in [123].  
To map a standard IEEE system onto the state of Texas, we created an arbitrary GIS database 
where each component of the system has geographic coordinates. Single-segment components (e.g. buses, 
wind farms, loads, generators) and multi-segment components (e.g. transmission lines) are both identified 
in the database. Using the database and the Mapping toolbox of MATLAB, a geographical plot was then 
created where each component is drawn on the map. The historical data in [98], [99] have been used for 
simulation. Although historical data have been applied for producing the hurricane database, the 
simulated hurricanes do not refer to any actual events. It is often safe to assume that the hurricane landfall 
and possible inland pathways can be forecasted by US National Hurricane Center with relative accuracy 
(see [99] for past examples). As a result, the following assumptions are made: 
• The hurricane intensity (SS) is a discrete random variable following a given probability 
mass function (PMF), as given in Table 4.2. 
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• The hurricane track is a discrete random variable (given by length and azimuth angle) and 
follows a known PMF, as given in Table 4.3. The hurricanes are simulated assuming that 
they travel inland for 12 hours; therefore, six 2-hour time-steps (i.e. six hurricane eye 
locations on each track) are considered. 
• Landfall location is exact given information, (φ0=28.9oN, ψ0=95.2oW) 
• Land decay factor is a continuous random variable following a known PDF (i.e. 
lognormal PDF with parameters µ = -3.466 and σ = 0.703 for Texas [86]), 
• Hurricane translational speed is considered known (it is assumed here that a slow moving 
hurricane has been forecasted with 9 miles/hour displacement speed). 
A Monte-Carlo simulation study is performed based on the proposed 14-step algorithm of section 
4.4. This provides the geographical information about the simulated hurricanes including latitude and 
longitude of the hurricane eye locations, radius to maximum wind speed of hurricane, and its wind field. 
Using this information, together with the geographic data of the power grid, i.e., IEEE 118-bus, the 
outage probabilities are calculated using (4-13)-(4-17). 
 




Figure 4.15 illustrates the power grid mapped onto the map of the state of Texas, as well as the 
forecasted tracks. The red crosses represent the hurricane eye locations calculated based on the forecast 
information of the tracks. It should be noted that although in the one-line diagram of Figure 4.15, the 
locations of the buses with respect to each other may have been modified compared with the one shown in 
Figure 4.14 (so as to fit to the specific geographical location), the electrical information is the same. In 
other words, the electric power grids of Figures 4.14 and 4.15 are electrically identical. By taking into 
consideration the historical observations, the PDF of each hurricane parameter is estimated non-
parametrically where eventually, 7000 samples of hurricanes are generated at landfall. Finally, the 
parameters of hurricanes at each eye location on the tracks are computed deterministically when 
hurricanes travel inland. In the following, the results for two scenarios are provided:  
 
Figure 4.15 Mapping of the IEEE 118-bus grid onto the map of the state of Texas, illustrating the 
example hurricane tracks  
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Table 4.2 PMF of the Hurricane Intensity 
SS 1 2 3 4 
Probability 0.05 0.15 0.42 0.38 
 
Table 4.3 Hurricane Tracks 
Track (1) 
Track information: Length=108 miles, Azimuth=340o, Probability: 0.25 
Eyes 1 2 3 4 5 6 
φ(ON) 29.14 29.39 29.63 29.88 30.12 30.37 
ψ(OW) 95.30 95.40 95.51 95.61 95.71 95.82 
Track (2) 
Track information: Length=108 miles, Azimuth=330o , Probability: 0.50 
Eyes 1 2 3 4 5 6 
φ(ON) 29.13 29.35 29.58 29.80 30.03 30.25 
ψ(OW) 95.35 95.50 95.65 95.80 95.95 95.10 
Track (3) 
Track information: Length=108 miles, Azimuth=320o , Probability: 0.25 
Eyes 1 2 3 4 5 6 
φ(ON) 29.10 29.30 29.50 29.70 29.89 30.09 
ψ(OW) 95.39 95.58 95.78 95.97 96.17 96.36 
 
4.6.1. Contingency Scenarios of Transmission Lines  
The steps to derive the contingency scenarios are described in the following where only the 
transmission lines are considered: 
• The list of affected lines is created and their outage probabilities are calculated, 
• The mutual Euclidean distances of the outage probabilities are calculated, 
• Affected lines with minimum distances are paired up, 
• Using the statistics toolbox of MATLAB, a binary cluster tree (dendrogram) is built 
illustrating the distances between different pairs and potential clusters, 
• Using this tree, a suitable number of scenarios is determined heuristically providing the 
most consistent clustering, 
• Finally, the clusters and their average outage probabilities are extracted.  
Based on the binary cluster tree, two (N-k) contingency scenarios are generated for this case 
study. The dendrogram is shown in Fig. 4.16. The final results of the scenarios including the scenario 
index, affected lines and probabilities are given in Table 4.4. In the following, the results of a case study 
with wind farms considered are provided.  
4.6.2. Contingency Scenarios of Transmission Lines and Wind Farms  
A similar approach is proposed here when the wind farms are also taken into consideration. As 
before, the IEEE 118-bus test system is mapped onto the map of the state Texas and a few wind farms are 
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assigned randomly, connected to the following buses: 12, 15, 26, 31, 32, 36, 40, 49, 54, 55, 62, 74, 87, 91, 
99, 105, 107, 113 and 116. The data of the wind farms are the same as the ones provided in [104]. 
 
Figure 4.16 Binary Cluster Tree (dendrogram) for cluster analysis  
Table 4.4 Outage and Contingency Probabilities 
Cluster Index Transmission Line Outages (From bus, To bus,) Pr(c | hurricane) 
1 
(92, 100), (94, 100), (100, 101), (100, 103), (100, 104), 
(100, 106) 0.1852 
2 (98, 100), (99, 100) 0.2025 
 
The steps are stated in the following: 
• A list of the affected lines/wind farms and their outage probabilities are extracted,  
• The mutual Euclidean distances of the outage probabilities are calculated,  
• Affected lines/wind farms with minimum distances are paired up,  
• Using the Statistics toolbox of MATLAB, a binary cluster tree (dendrogram) is built 
illustrating the distances between different pairs and potential clusters,  
• Using this tree, a suitable number of scenarios is determined providing the most 
consistent clustering (here, 7 contingency scenarios are generated),  
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• Finally, the clusters and their average outage probabilities are extracted.  
Based on the binary cluster tree, three (N-k) contingency scenarios are generated for this case 
study. The dendrogram is shown in Fig. 4.17. The final contingency results are summarized in table 4.5.  
 
Figure 4.17 Binary Cluster Tree (dendrogram) for cluster analysis 
Table 4.5 Outage and Contingency Probabilities 
Cluster 
Index Transmission Line Outages (From bus, To bus,) Wind Farms Pr(c | hurricane) 
1 (98, 100), (99, 100) — 0.2025 
2 
(92, 100), (94, 100), (100, 101), (100, 103), 
(100, 104), (100, 106) — 0.1852 
3 — 105 0.1373 
 
Each row Table 4.5 relates to a (N-k) contingency scenario with a specific probability. The 
expected values of the wind speeds of each affected wind farm due to hurricanes traveling on each path 
are calculated based on the estimated PDFs in (4.15) and are summarized in Table 4.6. By calculating the 
average value of wind speeds of each affected wind farm (i.e. the total expected wind speed), a prorated 
available wind power is calculated as the percentage of the rated power of the farm based on its power 
curve (i.e. last column in Table 4.6). According to this table, the wind farm connected to bus 87 generates 
86% of its rated power due to the expected wind speed available at the bus. The presented results are used 
in the next chapters to solve the proposed generation dispatch model. 
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Table 4.6 Expected Wind speeds of Affected Wind farms 
Wind Farms  
Expected Wind Speed (m/s) Average Wind 
Speed (m/s) 
Prorated Pmax 
(%) Track 1 Track 2 Track 3 
87 13.08 12.21 11.38 12.22 86 
91 15.12 14.22 13.41 14.24 100 
99 12.57 13.55 14.38 13.51 100 
105 19.49 20.31 19.99 20.03 100 
107 13.40 14.31 15.35 14.34 100 
 
4.7. Including Forecast Information in Simulating Hurricanes at Landfall 
In this section, special cases are studied where it is assumed that some of the hurricane 
parameters have been fairly accurately forecasted at landfall before the onset of the event. This is a 
reasonable assumption due to the fact that, in reality, it is likely that some parameters such as the 
maximum sustained wind speed (WM) can be estimated through available numerical weather prediction 
models. Hence, the objective here is to use this extra information to improve the accuracy of the 
algorithm proposed earlier for simulating the hurricane at landfall. 
Mathematically speaking, the copula PDF of the hurricane parameters is, in general, a three-
variable function given as in (4.18) realizing a hyperplane in a four-dimensional space: 
),,( MSMWCOPCOP WRRff =  (4.18) 
Figure 4.18 illustrates a conceptual graph of the hyperplane where the PDF fCOP is estimated by 
fitting a multivariate copula to the marginal CDFs of the hurricane parameters. It should be noted that this 
function has been already estimated and used for simulating the hurricanes at landfall, although it was not 
shown. In the previous sections of this chapter, the simulation task was performed by taking correlated 
simple random samples (SRSs) from this function (fCOP). 
 
Figure 4.18 Multivariate probability density function of the hurricane parameters at landfall 
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Now, let’s assume that the predictive distribution of at least one of these parameters is fairly 
accurately known. Figure 4.19 illustrates a conceptual graph of such a distribution, i.e. h(ŵM), for the 
maximum sustained wind speed (WM). Based on the concepts of conditional probability, the reduced-













α  (4.19) 
where the forecast information of only one parameter (i.e. WM here) has been included. 
 
Figure 4.19 Conceptual graph of the predictive probability distribution of the maximum sustainable wind 
speed of hurricane at landfall 
Having the PDFs g and h completely determined, the simulation of hurricanes at landfall can be 
performed in three steps: (a) simulate WM by taking N simple random samples from h, (b) simulate (RMW 
,RS) couples by taking N correlated simple random samples from g, (c) pair the simulated WM and (RMW 
,RS) couples to simulate hurricanes at landfall, i.e. each hurricane would be represented by a triple (RMW, 
RS, WM) (not necessarily in this order). 
When the predictive distributions of two parameters are known, the integral equation (4.19) can 
















α  (4.20) 
To provide numerical results, a normal predictive distribution is assumed for WM where the 
predicted value is μ=103.2251 (kt) and the standard deviation is σ=3.13 (kt). As a result, with 90% 
confidence level, the prediction interval would be: [W1, W2] = [μ-1.65σ, μ+1.65σ] = [98.06, 108.38] (kt). It 
is easy to conclude that the predicted values represent a hurricane with intensity SS=3. Therefore, all the 
numerical results provided in this section are associated with hurricanes with this intensity. 
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In the following, the graphs of the multivariate t-copula PDF fCOP are illustrated. Since it is not 
possible to sketch all four dimensions of fCOP, some reduced order three-dimensional pieces are 
numerically excerpted by fixing one parameter at a constant value. The results are shown in Figures 4.20-
4.22. According to these figures, it can be concluded that in some cases, the shape of the reduced order 
plane changes considerably with respect to the fixed parameter indicating that the hyperplane realizes a 
complicated geometry. It should also be noted that the copula PDF is, in general, defined on the marginal 
CDFs of its variables. As a result, the domain of a copula PDF is an n-dimensional unit hypercube. 
However, in the figures provided here, for the sake of clarity, the values of the axes have been converted 
back to the original values of the associated variables using relevant inverse CDF functions without 






















Figure 4.21 Reduced order copula PDF planes for constant levels of RMW 
After determining the multivariate t-copula PDF fCOP, the reduced order copula PDF of the 
remaining (i.e. unpredicted) variables given by (4.19) and/or (4.20) should be computed. Here, the case of 
(4.19) is demonstrated where only the forecast information of one variable (here WM) is assumed to be 
known. To reduce the computational burden, this step is performed by discretizing (4.19) into a form 














SMWCOPSMW KhKRRfRRg  (4.21) 
Clearly, this equation gives an approximate reduced-order copula PDF for the unpredicted 
variables, but it is adopted here due to being computationally efficient and scalable. Figure 4.23 illustrates 
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the final reduced-order copula PDF given in (4.21). It is worth mentioning that in Figure 4.22, the 
reduced-order copula PDF fCOP(RMW, RS, WM=K) has been shown for some values of K. 
The ultimate objective here is take correlated simple random samples from the reduced-order 
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Figure 4.23 Reduced order copula PDF gα for given forecast information of WM 
Then, the inverse reduced-order copula CDF (i.e. Gα-1) should be determined. Finally, the 
correlated samples of the unpredicted variables are taken by generating random samples from uniformly 
distributed interval [0, 1] (i.e. unif[0,1]) and calculating the inverse CDF Gα-1 of these random samples. 
Although the described approach is mathematically justifiable, it may fail to provide a feasible 
solution due to associated complexity and numerical limitations. For instance, the multivariate inverse 
CDF Gα-1 is not, in general, easy to compute due to having a non-standard geometry.  
To tackle this difficulty, a pseudo-bootstrap model is proposed here based on a uniform predictive 
distribution for the forecasted parameter(s) that provides a computationally efficient and scalable solution 
technique. The notion pseudo-bootstrap is adopted here since the proposed methodology lacks the 
recursion aspect of traditional bootstrap techniques used in statistical studies. Also, in the proposed 
sampling model, a new set of observations is created from the first-hand samples taken from the primary 
observations. This is the only resemblance between a traditional bootstrap and the proposed model. 
The main assumption here is that the prediction interval of the forecasted variable is uniformly 
distributed. The difference between the actual and the simplified predictive distributions has been 
illustrated in Figure 4.24.  
Please note that the prediction interval and the confidence level are preserved in the proposed 
methodology. In what follows, the details of the proposed methodology are described step-by-step:  
• Ignoring the available forecast information, take N correlated triple samples from fCOP: This step 
is exactly the same as the one described in the previous sections of this chapter to simulate 
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hurricanes at landfall using t-copula. Certain portions of the results have been given in Table 
4.7. 
 
Figure 4.24 Difference between the actual and the simplified predictive distributions 
Table 4.7 Unsorted correlated samples from fCOP  
Sample Index WM RMW RS 
1 112.8920 25.1907 379.1046 
2 103.3719 8.0977 147.3211 
3 99.6009 28.9416 321.4880 
4 96.1282 24.9824 428.4812 
5 98.8469 26.4456 191.6742 ⁞ ⁞ ⁞ ⁞ 
101 92.5945 62.6361 483.5071 
102 106.4428 16.4341 241.9978 
103 110.9051 7.6656 119.7377 
104 112.5682 10.8333 224.0545 
105 110.0927 10.9214 317.6039 ⁞ ⁞ ⁞ ⁞ 
6996 100.9495 45.2214 382.2296 
6997 95.6151 26.6344 456.2942 
6998 99.7449 28.1543 292.6897 
6999 96.6510 24.8288 339.4118 




• Sort the resulting samples ascendingly according to the WM column, i.e. the column 
corresponding to a variable whose forecast information is available. The results are given in 
Table 4.8. 
• Excerpt a portion of the triple samples where W1< WM < W2 (i.e. WM belongs to the prediction 
interval).  Sample indices from 1630 to 5451 are excerpted from Table 4.8. 
• From the resulting data, extract the columns corresponding to the unpredicted variables, i.e. 
(RMW, RS), and treat them as a new set of observations. 
• Now, fit a t-copula to the new observations. 












Table 4.8 Sorted correlated samples from fCOP  
Sample Index WM RMW RS 
1 81.5848 3.6121 82.5424 
2 82.1308 4.6818 636.7191 
3 84.2684 5.3711 626.2618 
4 84.4809 5.4835 103.4332 
5 85.2335 80.6181 92.6310 ⁞ ⁞ ⁞ ⁞ 
101 89.9697 52.0526 300.7591 
102 89.9842 9.9014 365.6962 
103 89.9913 25.7932 114.8406 
104 90.0061 8.6934 104.2115 
105 90.0256 55.2917 460.1455 ⁞ ⁞ ⁞ ⁞ 
6996 126.8421 71.2602 115.5958 
6997 126.9816 4.4083 121.7919 
6998 127.0233 21.5533 83.9612 
6999 127.6560 3.9089 90.9840 
7000 127.9531 4.6624 127.7513 
 
• Take N correlated couple samples from the fitted copula to simulate (RMW, RS).  
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• Take N samples from the actual predictive distribution to simulate WM.  
• Pair the results from the last two steps to simulate the hurricanes at landfall. 
The mutual scatter plots are illustrated in Figure 4.25. These results can be used in the same way 
as the one described earlier in this chapter to extract the contingency scenarios of the affected power grid.   
4.8. Concluding Remarks 
In this chapter, the implementation details of the first and second stages of the proposed WD-
EMS model (chapter 3) were presented. A general formulation was proposed to determine the power 
system contingency scenarios caused by an imminent hurricane. As illustrated in Figure 4.1, the analysis 
was initiated by simulating the hurricane at landfall. Then, the inland movement of hurricane was 





Figure 4.25 Mutual scatter plots of the hurricane parameters at landfall 
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The parameters of the static and dynamic models of hurricane were classified into three types, 
namely: (a) deterministic and known comprising the hurricane translational speed inland and landfall 
location, (b) random (stochastic) with known probability distribution including hurricane tracks, hurricane 
intensity at landfall, land decay factor, (c) random with unknown probability distribution including the 
hurricane size, the radius to maximum wind speed and the maximum sustained wind speed. In a more 
general model, the deterministic parameters could be random and the know parameters may be unknown. 
In these cases, the size of the problem would be substantially increased demanding more advanced 
statistical studies. In the present study, the random parameters with known probability distribution were 
simulated through sampling from their associated Probability Density Function (PDF) or Probability 
Mass Function (PMF). However, due to being unknown, the probability distribution of the parameters of 
type (c) was first estimated based on the relevant historical observation, then, the estimated function was 
used to simulate the relevant parameter.  
In brief, given some hurricane tracks, the static and dynamic characteristics of the hurricane wind 
field were simulated based on four random parameters including: (wm, rmw, rs) at landfall and the land 
decay factor α. Among these, α was sampled independently and grouped with the rest of the parameters 
which were simulated dependently using t-Copula. Unless the values of all these parameters are known, 
the hurricane would be modeled statistically through sampling. 
After simulating the hurricanes, their effects on the power system components were quantified 
through geospatial analysis and finally, the stochastic contingency scenarios were derived by adopting a 
hierarchical clustering algorithm. These results are used in the next chapters where the EMS part of the 




REMEDIAL RISK-AVERSE GENERATION DISPATCH 
During the course of a severe weather system (e.g. hurricane, ice storm, tornado, etc.), many 
components in the power grid may be affected. In particular, loss of transmission lines or generation 
resources may adversely impact the operation of the grid and force a re-dispatch of the generation units. 
However, large generation units have considerable ramp-rate limitations and usually are not able to vary 
their outputs fast enough. This could lead to temporary imbalance between supply and demand that, if not 
resolved quickly enough, may lead to more severe cascading failures. When a damaging weather system 
is forthcoming, it is most beneficial to proactively dispatch the grid so as to minimize the likelihood of 
future failures. To assist the operator in proactively responding to an imminent weather event, a remedial 
risk-averse generation dispatch model is proposed in this chapter based on security-constrained AC 
optimal power flow. In reference to chapter 3 (Figure 3.1), the proposed model may be seen as the 
Generation Dispatch part of the proposed remedial EMS model (i.e. the third and last stage of the 
proposed WD-EMS model).  
Other functions of this remedial EMS model (including contingency screening, protection 
coordination, stability assessment, load management, load forecast, etc.) are considered to be out of the 
scope of the current study and as a result, will not be discussed in this document.  
In brief, the (N-k) contingency scenarios, determined according to the methodology proposed in 
the previous chapter are included into the remedial dispatch model which provides means for preventive 
and/or corrective generation dispatch of the power grid. In this model, the static over/under-voltage and 
transmission line overflow risks are considered. Also, the available spinning reserves of participating 
units are taken into consideration. The details of the proposed model are described in the following. 
5.1. Proposed Methodology 
In this section, the proposed remedial dispatch model is formulated and the approach to modeling 
the spinning reserve and static risks is described.   
5.1.1. AC Optimal Power Flow 
In general, the objective of an AC optimal power flow problem is to find the optimum operating 
point of the power network as well as the active and reactive power dispatch of generators in such a way 
that it minimizes an objective function, while ensuring all operational margins and constraints of the 
network are satisfied. The cost function can be the generation cost, the transmission losses, or any other 
function of the system variables. The AC OPF problem was introduced first by Carpentier in 1962 [4] and 
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since then, several algorithms have been proposed to solve this highly nonlinear optimization problem, 
including Newton-Raphson, quadratic programming, nonlinear programming, LP relaxations and various 
interior point methods [4]. For a system with NB buses and NG generators, the standard AC OPF problem 
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In (5.1), the objective is to minimize the (active and reactive power) generation cost subject to the 
following constraints: 
• Power Flow Constraints: this is the set of the equality constraints that reflect the AC power flow 




















''''' cossin θθ  (5.3) 
where G and B are real and imaginary parts of the admittance matrix, respectively. 
• Line Flow Constraints: during normal operating condition, the flows of transmission lines have to 
be less than the maximum rated value. In these constraints, the transmission flow limits are taken 
into consideration for both sending (i.e. denoted by SEN superscript) and receiving (i.e. denoted 
by REC superscript) ends of individual lines. 
max),,(:1 j
SEN
j SYVSNLj ≤Θ=∀ L  (5.4) 
max),,(:1 j
REC
j SYVSNLj ≤Θ=∀ L  (5.5) 
• Dynamic Bus Angle Constraints: the limit on line angle is especially important in line switching 
and FACTS device applications, and represents a concept different from line loading. Although 
this study focuses on steady state operation, a limit is enforced on the differences between phase 
angles of buses connected to one another through the transmission lines so that the results are also 
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maxmin:1 kkk VVVNBk ≤≤=∀ L  (5.9) 
maxmin:1 kkkNBk θθθ ≤≤=∀ L  (5.10) 
In the conventional AC optimal power flow, the optimization variables to be solved include the 
vector  X = [PiG, QiG, Vk, θk]T. The inputs (or parameters) include: PiG,min, PiG,max, QiG,min, QiG,max, Vkmin, 
Vkmax, θkmin, θkmax, Sjmax, θk1,k2min, θk1,k2max, Y-bus, and finally, generation cost coefficients. 
  
5.1.2. Preventive/Corrective Security Constrained AC Optimal Power Flow (P/C SCOPF) 
The conventional AC OPF problem allows for reaching a minimum-cost operating point of the 
network subject to all operational constraints. Although this solution is valid for the current pre-
contingency state of the system, it may not be suitable for the post-contingency state where some outages 
may have occurred. In order to ensure that both pre-contingency and post-contingency constraints are 
met, the conventional OPF is often extended in the form of a security-constrained OPF (SCOPF) problem. 
Here, additional security constraints are modeled, therefore allowing the OPF to “securely” dispatch the 
generations [4]. Hence, SCOPF makes control adjustments to the pre-contingency (base case) operation in 
order to prevent violations in the post-contingency conditions. The main difficulties associated with 
SCOPF are its high dimensionality, memory requirements, and computational demands, especially when 
it is formulated based on AC OPF. A thorough literature survey on the SCOPF has been presented in 
chapter 2 addressing the solution methods and novel techniques to efficiently tackle the difficulties 
associated with the nature of SCOPF problems.  
Generally, the SCOPF problem is a nonlinear, non-convex and large-scale optimization problem. 
To formulate the SCOPF problem, two approaches have been proposed in the literature, namely: 
preventive and corrective SCOPF. In this section, a general formulation of the corrective version of the 
SCOPF problem (C-SCOPF) is introduced. It will be shown that the preventive SCOPF (P-SCOPF) can 
be achieved by minor modification of the C-SCOPF. It is assumed that a number of contingency 
configurations can be considered for a power grid. The objective of SCOPF is to propose a generation 
dispatch so as to minimize the generation cost of the base case (pre-contingency configuration) and at the 
same time, satisfy all the pre-contingency and post-contingency states. The objective function can be 
formulated as given in (5.11): 





















0, )()(  (5.11) 
where the subscript zero in PGi,0 corresponds to the base case. The optimization problem (5.11) is solved 
subject to the following constraints: 
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• Power Flow Constraints: these are the equality constraints corresponding to the base case and 
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cj SYVSNLcjNCc ≤Θ=∀=∀ LL  (5.15) 




2,1:},...,1{2,1,,0 kkckckkkNBkkNCc θθθθ ≤−≤∈∀=∀ L  (5.16) 
• Preventive/Corrective Dispatch Constraint: in a power system, control decisions can be classified 
as either preventive or corrective [1]. Preventive remedial decisions are made before the onset of 
a contingency and do not allow any change of the control variables in post-contingency states. In 
other words, active and reactive powers of generators, tap ratios, shunt reactors, and load apparent 
powers have to remain fixed. Corrective decisions, however, are made more based on economic 
objectives than security, as they allow rescheduling the control variables up to a certain limit. The 
proposed formulation allows for preventive versus corrective dispatch. In the latter case, the 
amount by which the outputs of the generators can change with respect to the normal operating 
condition can be limited. Note that the mode control parameter cg in general can have different 
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In essence, the preventive/corrective dispatch constraints are included to confine the maximum 
allowed variation of the generation dispatch (control) variables between the base case and the c-th 
post contingency state. When cg =0, the dispatch is preventive, otherwise, it is corrective.   
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min:1,,0 kckkNBkNCc θθθ ≤≤=∀=∀ LL  (5.21) 
The optimization variables include: X=[PGi,c , QGi,c , Vk,c , θk,c]T. the constants (or parameters) 
include: PiG,min, PiG,max, QiG,min, QiG,max, Vkmin, Vkmax, θkmin, θkmax, Sjmax, θk1,k2min, θk1,k2max, Y-bus, and generation 
cost coefficients. 
According to the proposed formulation, it can be concluded that the (P/C)-SCOPF is at least 
(NC+1) times larger in size than the AC optimal power flow. In the next section, a formulation is 
proposed to include the spinning reserve into the OPF and/or (P/C)-SCOPF problems.   
5.1.3. Modeling of Spinning Reserves 
In power systems, the operating reserve is referred to as the generating capacity employed by the 
system operator in contingency cases in order to restore the balance between supply and demand [124].  
According to [125], there are two main types of operating reserve, namely: (a) “contingency reserve” 
which is used to restore the load-generation balance in contingency cases, and (b) “regulating reserve” 
which is employed to restore the load-generation balance determined in real-time. These types of 
operating reserves can be compared in terms of their response time and status (i.e. online or off-line). A 
summary of the main operating reserves and their characteristics is provided in Table 5.1. 
Table 5.1 Main characteristics of operating reserves 
 Response Time (minutes) 
AGC 




Reserve (SR) 10 No Yes No 
Supplementary 
Reserve 10 No Yes Yes 
Regulating Reserve 5 Yes Yes No 
 
The main objective here is to incorporate the spinning reserve (SR) into the proposed dispatch 
model. According to Table 5.1, the SR must be on-line and begin to respond within ten minutes. In other 
words, the specified amount of SR must be fully available to the system operator in ten minutes. Due to 
this limitation, the ramp-rate (RR) of each generating unit participating in the SR imposes a constraint on 
the amount of available SR. According to definition, RR is the maximum possible rate of change of the 
supplied power of a generating unit typically given in (MW/min). Depending on whether the supplied 
power increases or decreases, two rates can be defined: (a) RR+  is the maximum rate of increase in the 
supplied power; (b) RR– is the maximum rate of decrease in the supplied power.  
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Accordingly, two SRs can be determined, namely: (a) SR+  is the power that can be added to 
current generation level within ten minutes, (b) RR– is the power that can be deducted from current 
generation level within ten minutes. According to these definitions, the available SR of a generating unit q 
can be calculated based on its RRs as given in (5.22) and (5.23). Figure 5.1 shows the variations of the 













































In the proposed formulation, each unit can provide up to ten times its ramp-rate as the SR. The 





Figure 5.1 Spinning reserves versus supplied power of a participating unit  
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In a power system, the amount of power supplied as the SR is reasonably less than the rated 
demand or supply; however, it is still an expensive resource. As a result, the system operator desires to 
procure the minimum possible amount of SR (determined through a range of system studies) so as to 
minimize the total cost of operation. Due to this fact, an optimization problem is proposed here to 
incorporate the SR into the dispatch model where the total amount of purchased reserve is minimized 
while the minimum required amount of SR is met. The corresponding objective function (i.e. total amount 
of purchased reserve) is then formulated as in (5.24): 









where without loss of generality, a quadratic function is proposed here to model the SR cost. The total 
reserve cost (i.e. purchased reserve) is minimized in (5.24) subject to the following constraints: 
• Generation-Reserve Constraints: The generation constraints given in (5.25) and (5.26) can be 
justified using the SR functions shown in Figure 5.1 where q is the index of a generator supplying 
the SR. According to these constraints, if a generating unit should provide a certain amount of 








−  (5.26) 
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The additional optimization variables include SRq+ , SRq– and PGq. The parameters of the proposed 
formulation comprise RRq–, RRq+, SR–,min, SR+ ,min and PqG,max.  The following inequalities have to be met in 








min,  (5.32) 
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The proposed problem is formulated to make sure that the minimum SR can be provided by the 
units providing the reserve. This is different than determining how much reserve each participating unit 
should provide. The latter has been already determined through the ramp rates. In other words, in the 
proposed problem, the dispatch of participating units is modified so as to make sure the minimum 
required SR can be practically provided when it is required.  
In the next section, the complete dispatch model is described followed by the numerical results.  
5.1.4. Modeling of Risk Variables 
A literature survey on the risk assessment and its inclusion into the generation dispatch models 
has been presented in chapter 2. In the majority of publications, the risk has been defined as the severity 
of a contingency event times its probability of occurrence, i.e. Risk = Severity × Probability. Using this 
definition, two sorts of severities are adopted here, and a cumulative risk is included into the objective 
function of the proposed risk-averse dispatch problem to be minimized. The severities include: (a) line 
overflow and (b) bus over/undervoltage. For each type, a severity function is defined as follows: 
5.1.4.1. Line Overflow Severity Function 
The proposed line overflow severity function has been illustrated in Figure 5.2. It is assumed here 
that below a certain loading level Δj (defined as per unit loading of line j), the line j is in safe condition 
and subjected to no risks. As a result, the severity is zero. However, beyond this level, the loading gets 
into a region that may impose some risks (e.g. overheating risk, voltage instability risk, transient stability 
risk, etc.) on the line and/or the power grid. Therefore, the severity increases in this region with respect to 
a severity variable δjl. Here, taking into account only the overheating risk, a linear function is proposed to 
model the overflow severity. In essence, Δj is a soft constraint meaning that the line loading is allowed to 
surpass this level, but subject to a penalty determined by the severity function.  
 
Figure 5.2 Line overflow severity function 
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Obviously, the line loading should not be allowed to increase unboundedly; hence, a hard limit is 
defined based on the thermal limit of the line conductor. The line loading should not be allowed to cross 
the hard limit and this is easily accomplished through the box constraints in the optimization problem. 
5.1.4.2. Bus Over/Undervoltage Severity Function 
Figure 5.3 illustrates the proposed bus over/undervoltage severity function. According to this 
figure, the voltage severity variable δkv is defined as the deviation of the voltage magnitude of bus k from 
a set-point value (e.g. 1.0 p.u). Similar to line overflow severity, a linear severity function is adopted here. 
Also, two hard limits are included beyond which the bus voltage is not allowed to take any values.    
 
Figure 5.3 Bus over/undervoltage severity function 
5.1.4.3. Proposed Formulation 
The procedure proposed to incorporate the voltage and line flow risks into the dispatch problem is 
described in the following. It is assumed that every contingency has a probability of occurrence associated 
with it. For example, a line or a generating unit may fail with a certain probability. This could cause some 
lines to become overflowed or some bus voltages to get deviated from their nominal set-points. The 
objective is to minimize the cumulative risk imposed by such a contingency event through modifying the 
generation dispatch. Remembering that the risk is defined as severity × probability, the objective function 





















Pr δαδα  (5.33) 
The objective function is minimized subject to:         
• Line Flow Constraints: 
max)(: j
l
jjj SSj ×+∆≤∀ δ  (5.34) 
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k VVV +=  
(5.35) 
• Box Constraints: 
maxmin: kkk VVVk ≤≤∀  (5.36) 
2/][0: minmax kk
v
k VVk −≤≤∀ δ  (5.37) 
max,0: lj
l
jj δδ ≤≤∀  (5.38) 
The optimization variables include: X=[δlj , δvk]T. the constants (or parameters) to be provided 
include: δl,maxj,c,  Δj. It should be noted that the optimization variables and the parameters of the 
conventional AC OPF or SCOPF are also added to these variables and parameters when the risks are 
included into those problems.  
5.1.5. Remedial Risk-Averse Generation Dispatch 
The ultimate objective of this study is to proactively modify the generation dispatch of a power 
system with the goal of minimizing the generation and spinning reserve costs, and at the same time, the 
operational risks imposed on the system due to outages inflicted by a severe weather system such as 
hurricane. For this, (N-k) contingency analysis has been performed (as described in the previous chapter) 
and in addition, both over/under-voltage and line overload risks are included, which make the dispatch 
model a risk-averse type. In this chapter, the wind generating units and their outage probabilities are 
ignored, temporarily, due to the fact that their inclusion into the proposed dispatch model necessitates 
further enhancements and new wind related cost terms and constraints need to be considered. These topics 
are covered in a separate chapter for more in-depth considerations. In brief, in the following, based on the 
hurricane scenarios and the associated line outage probabilities presented in the preceding chapter, a Risk-
Based Security Constrained Optimal Power Flow (RB-SCOPF) problem is formulated to minimize the 
impacts and costs caused by hurricanes (or any other extreme weather event) on the power grid. The 
proposed problem is formulated as follows where the reactive power costs have been ignored:  



































































α  (5.39) 
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The objective function (5.39) has three terms comprising (from top to bottom): (a) the generation 
cost, (b) the cost of spinning reserve, and (c) the risk cost which includes overload and over/undervoltage 
risks. The optimization problem (5.39) is solved subject to the following constraints: 




















,',',',',',, cossin:,0 θθL  (5.41) 
• Line Flow Constraints: the line flow constraints are provided for both sending and receiving ends 
of each in-service line. During normal operating condition, the flow of the line has to be less than 
the maximum rated value. However, in the contingency networks, this may not at times be 
possible. Most utilities allow for temporary violation of their line rating during emergency 
conditions [4]. In the formulation proposed here, it is assumed that for a line j this upper limit can 













cj SYVSNLcjNCc δ+∆≤Θ=∀=∀ LL  (5.43) 
• Voltage Security Constraints: during normal operating condition, bus voltages must lie within the 
permissible range provided by ANSI. However, during different contingencies, this may not at 
times be possible. In the formulation proposed here, it is assumed that for a bus k this range can 
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++ ×≤≤=∀=∀ qcq RRSRNGrqNCc 100:1,,0 ,LL  (5.57) 
−− ×≤≤=∀=∀ qcq RRSRNGrqNCc 100:1,,0 ,LL  (5.58) 
The optimization variables include: X=[PGi,c , QGi,c , Vk,c , θk,c ,  δlj,c , δvk,c , SR+ q,c , SR–q,c ]T. The 
constants (or parameters) include: RR+ q, RR–q, δl,maxj,c,  Δj,c, P iG,min, PiG,max, QiG,min, QiG,max, Vkmin, Vkmax, θkmin, 
θkmax, Sjmax, θk1,k2min, θk1,k2max, Y-bus, generation cost coefficients, cgi,c , SRc+ ,min and finally, SRc–,min.   
In the following, a formula is proposed to determine the probability of each contingency (Prc) 
caused by hurricanes. The proposed methodology can apply to other weather related outages, but with 
different parameters. Here, to calculate the probability of each contingency, the following assumption is 
made: An imminent event will occur after T1 units of time with a certainty factor CF (for example, if we 
are 90% confident that a hurricane will make landfall within the next T1 hours, then CF = 0.90). Assume 
that the system operator desires a proactive generation dispatch that maintains the system until T2 units of 
time after the event. As a result, the dispatch interval TD= T1 + T2 is defined as the time during which the 
generation dispatch remains valid. Based on these assumptions, Prc is calculated as in (5.59), where  











































To derive (5.59), let’s define two cases E: an event occurs at t=T1 and E’: the event does not 
occur at t=T1. As a result, at t=T1, Pr(E) = CF, Pr(E’)=1-CF.  Let’s assume that if the studied event 
occurs, it can cause some outages. Since the event does not occur up to t=T1, the probability of having no 
outages up to t=T1+T2=TD can be given by Prc(c=0) in (5.59). On the other hand, the probability of having 
at least one outage up to t=TD is T2/TDΧCF. However, according to chapter 4, the event (i.e. hurricane in 
this study) can cause different outages with various likelihood of occurrence. Hence, to derive the 
probability of each contingency scenario (i.e. Prc(c≥1)), the total probability T2/TDΧCF is required to be 
distributed to different scenarios. To this purpose, a normalized probability approach is adopted as given 
in (5.59).   
In the following, numerical results are provided where the entire proposed dispatch problem  
(5-39)-(5-59) is solved using a MATLAB-based interior-point solver for OPF provided with the 
MATPOWER software [126]. 
5.2. Numerical Studies 
The IEEE 118-bus benchmark power system is studied here as the test system. In this section, the 
hurricane inflicted (N-k) contingency scenarios, calculated according to the methodology proposed in the 
previous chapter, are included into the proposed dispatch model (5.39)-(5.59) and the numerical results 
are extracted and analyzed. To calculate the probability of each contingency using (5.59), it is assumed 
that with CF=0.9, a hurricane is forecasted to make landfall within the next 6 hours (T1=6 h) which will 
continue moving inland for 12 hours (T2=12 h). The details of the hurricane forecast data (including the 
PMF of tracks, intensities, etc.) are the same as described in the previous chapter. This way, the total 
dispatch time TD would be 18 hours. Using (5.59), Prc (c=0, 1, 2) can be calculated easily. Hence, the final 
results and contingency scenarios are determined as presented in Table 5.2.  
To provide a better comparison, power grid dispatch problem has been solved for three types of 
problems, namely: (a) the conventional AC OPF where all the contingency scenarios, reserves and risk 
related variables are ignored in the objective function, (b) Risk-Based AC OPF (RB-OPF) where the 
contingency scenarios are all ignored and only the risk variables and spinning reserve variables are added 
to the AC OPF, and finally, (c) the Risk-Based Security Constrained OPF (RB-SCOPF) where (5.39)-
(5.59) is completely solved.  
A comparison of these problems, in terms of what aspect has been considered in each problem, is 
provided in Table 5.3. The parameter data used are provided in Table 5.4. The electrical data of the test 
power system including cost coefficients as well as active and reactive power limits are obtained from 
[123].  Moreover, ten generators are randomly selected to provide the spinning reserve, comprising the 




Table 5.2 Outage and Contingency Probabilities 
Cluster Index Transmission Line Outages (From bus, To bus,) Pr(c | hurricane) 
1 (92, 100), (94, 100), (100, 101), (100, 103), (100, 104), 
(100, 106) 
0.1852 
2 (98, 100), (99, 100) 0.2025 
 Contingency Probabilities 
Pr0 Pr1 Pr2 
0.4 0.2866 0.3134 
 
 
Table 5.3 Dispatch Problems Considered and Their Differences 
 Spinning Reserve Risks Contingency Scenarios 
OPF – – – 
RB-OPF × × – 
RB-SCOPF × × × 
 
Table 5.4 Parameters of the Dispatch Model 
Vmax(p.u) Vmin(p.u) δmax(p.u) Δj (p.u) RR+  (MW/min) RR– (MW/min) SR+ ,min (MW) 
1.05 0.95 0.35 0.85 3 3 790 
SR+ ,max(MW) cg αr αl αv αsr θk1,k2min, θk1,k2max 
790 0.10 1 105 104 104 0, +30o 
 
Table 5.5 summarizes the results for three values of the preventive-corrective control gain cg (i.e. 
this coefficient is the same for all generators). It provides a comparison of the generation cost, total active 
power losses, the extreme values of bus voltages, the average values of voltage and overload risk 
variables, and the number of iterations of the optimization process for each value.  The results show that 
as risk and security are incorporated into the dispatch problem, the generation cost increases. This is 
expected since the dispatch solution moves further away from the economic point. This comparison is 
beneficial for the system operator in deciding whether or not to incorporate the security constraints and 
the risk indices in the dispatch optimization problem. It is also shown in Table 5.5 that as corrective 
dispatch turns into a preventive one (by reducing cg to 0), the generation cost increases. This is natural, 
since corrective dispatch offers more flexibility at the hands of the system operator to steer the system 
towards a more economically viable point through the “wait and see” approach. However, under the 
preventative scheme, the system has to prepare itself for all possible contingencies by making the “here 
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and now” decisions. Another aspect which is important for the applicability of the proposed algorithm for 
real-time applications is the convergence speed. It was observed in the simulations that incorporating risk 
and security into the problem formulation increases the number of iterations needed to converge.  
Table 5.5 Comparative Simulation Results 
 AC OPF RB-OPF 
RB-SCOPF 
cg=0.5 cg=0.1 cg=0.01 
Generation Cost ($) 129,660 130,010 137,420 138,390 138,830 
Total Active Power Loss 
(MW) 77.40 81.263 57.897 53.208 52.949 
Mean(δl)  1.87×10-9 2.07×10-12 1.405×10-12 5.569×10-12 
Mean(δv)  0.0063 0.005 0.005 0.005 
Min (|V|) 1.01 p.u 0.976 p.u 0.9735 p.u 0.9735 p.u 0.9736 p.u 
Max (|V|) 1.06 p.u 1.039 p.u 1.0313 p.u 1.0313 p.u 1.0314 p.u 
iterations 18 20 23 22 23 
 
In addition, the effect of selecting different risk coefficients (αl and αv) on the network quantities 
has been investigated on the RB-SCOPF problem and the results are illustrated in Fig. 5.4. For each test, 
one coefficient is varied while the other is kept constant, and the effect of these variations on some 
network quantities has been shown. It can be seen that the over/undervoltage risk coefficient (αv) has a 
dominant effect on the network quantities than the overload risk coefficient of the lines (αl). Of course, 
this is not necessarily a general rule, and can in fact be a characteristic of the system under study which is 
likely to be more vulnerable with respect to risk of over/undervoltage than the risk of line overload. It can 
be seen that higher values of αv ensure that the maximum node voltage across the system reduces 
(likewise, minimum node voltage increases), which in turn leads to a reduction in power losses due to a 
flatter voltage profile. In general, for any system under study this sensitivity analysis has to be performed 
in order to select the right set of parameters. 
In a separate study, the RB-SCOPF (5.39)-(5.59) is solved with risk coefficients assumed equal. 
The effects of variations in these coefficients on some network quantities have been illustrated for various 
preventive-corrective control gains (Fig. 5.5). According to the results, it can be concluded that the effect 
of control gain on the network quantities diminishes as the risk coefficients increase; as a result, the 
preventive or corrective dispatch does not seem to provide much benefit in the sense of network 
performance when a risk-averse dispatch is of interest. Moreover, it is observed that as the preventive/ 
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corrective gain increases, the number of iterations required to achieve convergence would be more 
uniformly increasing with respect to the risk coefficients. However, for risk coefficients less than a certain 
margin (e.g. 104), no statement about the rate of convergence can be made solely based on the value of the 
risk coefficients. 
  
(a) Effect of risk coefficients on the generation cost 
  
(b) Effect of risk coefficients on total active power losses in the system 
  
(c) Effect of risk coefficients on maximum node voltage across the network 
Figure 5.4 Variations of different network quantities with respect to risk coefficients  






Figure 5.5 Variations of different network quantities with respect to preventive/corrective dispatch 
coefficient cg for RB-SCOPF. 
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In all the previous case studies, the minimum spinning reserve was kept constant. To evaluate the 
effect of this parameter on various network quantities, a separate set of studies have been performed and 
the results have been illustrated in Figures 5.6-5.8. The variations of generation cost and total active 
power loss of the studied power grid with respect to the minimum spinning reserve for various values of 
voltage risk coefficient are illustrated in Figure 5.6. According to this figure, it can be concluded that: (a) 
the generation cost increases monotonically with respect to the voltage risk coefficient; however, the 
variations are decreasing for total active power loss, (b) for a fixed voltage risk coefficient, when the 
spinning reserve cost is dominant, the generation cost increases monotonically with respect to the 
minimum spinning reserve. However, when the voltage risk is dominant in the objective function, the 
generation cost decreases with respect to the voltage risk coefficient, (c) the variations in generation cost 
and total active power loss with respect to the minimum spinning reserve (when voltage risk coefficient is 
constant) are not as considerable as the changes calculated with respect to the voltage risk coefficient 
(when minimum spinning reserve is constant). So, the voltage risk coefficient still plays a dominant role 
in network quantities. The effects of minimum spinning reserve on the maximum and minimum bus 
voltage magnitudes (Figure 5.7) and the convergence rate (or number of iterations) (Figure 5.8) are not 
very straightforward and as a result, no general conclusions can be made.           
An important aspect of the proposed dispatch model to investigate is the expected value of perfect 
information (EVPI). The EVPI, in decision theory, is defined as the price that one would be willing to pay 
to get access to perfect information [127]. In the context of this study, the perfect information (PI) is the 
exact knowledge about the ongoing weather system and the induced contingencies of the power grid. If 
the system operator gets access to such a PI, he/she may prefer to perform the generation dispatch for 
each contingency scenario, separately, rather than perform it once by solving a stochastic optimization 
problem considering all the uncertainties involved. The EVPI is an index used to compare these two 
situations (with and without access to PI) to quantify the difference between the expected profit that one 
would get by getting access to PI or lose by not having access to such information. As mentioned 
previously, it represents the maximum price that one may like to pay to receive the PI.  
      To calculate the EVPI, based on the proposed problem formulation, it is required to solve the 
RB-OPF problem for each contingency scenario (including the base case) independently and derive the 
generation cost for each case. Then, using the probability of each contingency, the expected value of the 
generation cost is calculated and deducted from the generation cost of the proposed RB-SCOPF problem, 


















Figure 5.6 Variations of generation cost and total active power loss with respect to minimum spinning 







Figure 5.7 Variations of minimum and maximum bus voltage magnitudes with respect to minimum 







Figure 5.8 Variations of total number of iterations with respect to minimum spinning reserve for RB-




In the following, the EVPI is calculated for various case studies and the results are provided. In 
the first study, the variations of the EVPI have been calculated with respect to the voltage risk coefficient 
(αV) while the line overflow risk coefficient (αL) has been kept constant. The results are provided in Table 
5.6 where GC1 and GC2 are the generation cost of RB-SCOPF and expected cost of RB-OPF problems, 
respectively (as defined in (5.60)). According to the results of this table, the EVPI increases 
monotonically with αV, meaning that if the system operator prefers to operate the system such that the 
active power loss is low and the voltage profile is improved, the PI is advantageous in reducing the 
generation cost. In another study, the variations of the EVPI have been calculated with respect to αL while 
αV has been kept constant. The results are provided in Table 5.7. According to this table, αL has negligible 
effect on EVPI.   
 The concepts introduced in this chapter are used in the next chapters to enhance the proposed 
remedial dispatch problem by adding more functionality.  
 
Table 5.6 EVPI for various values of αV (αL= 103). 
αV 63 158.5 398.1 1000 
GC1 ($) 130,370 130,510 130,810 131,130 
GC2 ($) 129,960 129,960 129,990 130,040 
EVPI ($) 410 550 820 1,090 
  
Table 5.7 EVPI for various values of αL (αV= 103). 
αL 15.849 63 100 1000 
GC1 ($) 131,130 131,130 131,130 131,130 
GC2 ($) 129,960 129,960 130,040 130,040 






In this chapter, a methodology is proposed to perform a proactive load shedding (as a last resort) 
when the proposed remedial generation dispatch model is not able to keep the security of the power grid 
affected by a severe weather system. According to the literature survey on load shedding methodologies 
presented in chapter 2, in most cases, loads are shed based on deterministic states of the power system, 
and often, only one contingency scenario is considered. In reality, however, there are many uncertainties 
associated with the power system including the dynamics of the loads, the topology of the system and 
even the range and probability of the contingencies.  
Moreover, in the wake of an imminent disaster event, the system operator may desire to perform a 
proactive load shedding in order to preserve the continuity of service for the more critical loads and 
protect the system against possible large-scale blackouts. This emergency load shedding approach can be 
considered as an additional tool at the disposal of the system operator to help ensure the stability of the 
overall system. To address these issues, a unified under-voltage and under-frequency risk-based stochastic 
load shedding methodology is proposed here based on security-constrained AC OPF (SCOPF). 
6.1. Proposed Methodology 
The proposed method takes into account the uncertainties in the contingencies as well as the 
network topology. It determines the minimum shed level iteratively through the inclusion of a primal 
relaxed risk-based SCOPF. The proposed algorithm can be employed in conjunction with other operating 
dispatch applications during emergency conditions. The details of the proposed model and the simulation 
results are presented in the following. 
6.1.1. Preconditions 
It is assumed here that the power system is likely to be affected by a large-scale, yet uncertain, 
disturbance (e.g. a natural disaster such as a hurricane) during a certain time period in the future. This 
disturbance is expected to result in poor voltage profiles and transmission bottlenecks across the affected 
regions in such a way that it will not be possible to keep supplying all the loads and preserve the integrity 
of the system at the same time. Under such scenario, the quality of service is also likely to be jeopardized. 
Given these preconditions, the main objective is to implement load shedding (with minimum 
possible number of loads dropped) to proactively mitigate this situation, and help preserve the quality of 
service through generation re-dispatch. In the following sections, first the fundamental concepts are 
introduced based on a simplified non-contingency constrained case, then, the problem formulation is 
presented in detail where all contingencies are taken into consideration.  
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6.1.2. Review of Fundamental Concepts 
Given a desired load shed level (ΔS), defined as in (6.1), the focus of this section is on developing 
a methodology to shed individual loads such that stresses imposed due to poor voltage profiles or 














In the literature, load shedding based on OPF with fictitious generators [128] or through the 
relaxation of constraints [66] has been proposed. However, it was observed in simulation studies that 
modifying the demands through the inclusion of a set of new variables in an AC OPF problem can 
exacerbate the its convergence characteristics due to the increase in the size of the problem. In order to 
resolve this issue, the methodology proposed here is based on a relaxed contingency-constrained OPF 
which uses nonlinear and static equations of the power system. In this methodology, an iterative approach 
is adopted through which the minimum shed level is determined. Due to the resemblance between 
traditional risk-based dispatch models and the proposed load shedding scheme, the notion of “pseudo” is 
used in this chapter for the sake of disparity. 
Under a simplified non-contingency-constrained case and similar to the RB-OPF formulation 
































• Load Flow Constraints: this is the set of the equality constraints that reflect the AC power 
flow equations. In complex form, this can be represented as (6.3) and (6.4). In (6.4) it is 
assumed that the load is shed with a constant power factor, which means that the amount of 



























''''' cossin θθ  (6.4) 
• Line Flow Constraints: during normal operating conditions, the flow of each transmission 
line has to be less than the maximum rated value. Here, the constraint is relaxed through a 
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new slack variable μ.  
max),,(:1 jjj SYVSNLj +≤Θ=∀ µL  (6.5) 
• Voltage Security Constraint: during normal operating conditions, bus voltages must lie within 
the permissible range provided by ANSI. Here, the constraint is relaxed through introducing a 
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• Total Load Shedding Constraint: In the proposed problem formulation, it is also assumed that 














• Individual Load Shedding Constraint: Naturally, it is assumed that the total amount of active 




k PP ≤∆≤0  (6.9) 
Ø Upper and Lower Bound (i.e. Box) Constraints: 
0≥jµ  (6.10) 
2/][0 minmax kkk VV −≤≤ ξ  (6.11) 
maxmin
kkk VVV ≤≤  
(6.12) 
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i QQQ ≤≤  (6.15) 
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The fundamental assumption of the proposed problem (6.2)-(6.15) is that the original OPF cannot 
converge due to poor voltage profiles and/or transmission line congestions. To tackle this issue, the 
constraints on bus voltages (6.6) and transmission line flows (6.5) are relaxed using new slack variables. 
The only missing part of this scheme is how to relate the load shedding variables to the slack variables 
associated with the inequality constraints. In other words, we would like to find out how the changes in 
the demand would affect the bus voltages and line flows. Sensitivity analysis is one approach that may be 
sought to approximate these relationships, but it has its own drawbacks; most importantly it is valid for 
only one operating point and it provides a one-to-one relationship based on linearized models. This would 
affect the accuracy of the analysis. A different approach is therefore proposed here that includes new 
weighted cost terms in the objective function. In the proposed formulation, the load shedding variables 
are determined in such a way that the weighted sum of squares of the slack variables (i.e. overload and 
undervoltage severities) is minimized while the generation cost is also taken into consideration in order to 
deliver an economical generation dispatch. 
According to this formulation, given a fixed total shed level ∆S, individual loads are shed such 
that the total excess powers of transmission lines or undervoltage levels of buses are minimized. The 
variables of the proposed formulation are those of a conventional OPF (complex powers and voltages) in 
addition to the new slack and load shedding variables. Among these, only the load shedding variables are 
extracted and the demands are updated accordingly; then, a conventional OPF is performed to determine 
the economic dispatch. Figure 6.1 illustrates the flowchart of the proposed algorithm. According to this 
figure, at first, the shed level is set at zero.  
Then the OPF is executed. If it does not converge, the shed level increases by a certain level δ 
(which is a user-defined parameter) and the proposed load shedding problem (6.2)-(6.15) is executed. If 
the load shedding problem does not converge, the shed level tolerance ε increases iteratively until it 
converges; otherwise, the loads are updated according to the resulting load shedding variables ΔPld, and 
the OPF is solved for new load levels. This procedure repeats until the OPF converges. The load shedding 
problem (6.2)-(6.15) and the OPF are solved using a MATLAB-based interior point solver for OPF 
provided with the MATPOWER software [126].  
The main advantages of the proposed formulation are threefold: (a) it can be considered as a 
nonlinear sensitivity analysis tool in the sense that the loads with more influence on the overflowed lines 
or low voltage buses will be shed more compared to others, (b) In addition to load shedding, it provides 
the operator with the minimum shed level required to make the OPF converge, (c) since all the constraints 




6.1.3. Contingency Constrained Load Shedding 
In the preceding section, a simplified formulation for the proposed load shedding scheme was 
presented where no contingencies were included. In this section, the proposed load shedding scheme is 
presented in full-scale where contingency constraints are also taken into account. It is assumed that (N-k) 
contingency analysis has been performed and some known but uncertain (N-k) scenarios with associated 
likelihood of occurrence have been identified. The proposed pseudo risk-averse contingency-constrained 
load shedding is then formulated as follows:  
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0:1,,0 , ≥=∀=∀ cjNLcjNCc µLL  (6.25) 
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ci QQQNGiNCc ≤≤=∀=∀ LL  (6.30) 
It can be observed that (6.16)-(6.30) is an extended version of (6.2)-(6.15) where the total 
“expected” shed is confined by a given shed level as shown in (6.23). Each load is finally reduced 
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 (6.31) 
Assuming that the contingency scenarios have been fully identified, here a risk-based 
contingency-constrained optimal power flow (RB-CCOPF) will be executed instead of the conventional 
OPF. As a result, the generation dispatch of the power system will be modified to minimize the 
generation cost and, at the same time, the cumulative overload and undervoltage risks. The proposed 
dispatch model has been described in chapter 5 and the reader is encouraged to refer to (5.39)-(5.59) for 
more information. The flowchart of the proposed contingency-constrained load shedding is the same as 
the one shown in Figure 6.1, except that the proposed RB-CCOPF (5.39)-(5.59) and the load shedding 
(6.16)-(6.30) are solved instead. Numerical results are presented in the next section. 
6.2. Numerical Results 
The results of numerical studies are provided in two parts: first, the simplified non-contingency 
constrained case is studied where a conventional AC OPF and the load shedding problem (6.2)-(6.15) are 
solved based on the flow chart shown in Figure 6.1.  Then, the full-scale stochastic version of the problem 
is studied where the RB-CCOPF and the load shedding problem (6.16)-(6.30) are solved instead, and the 
results are discussed. 
6.2.1. Non-Contingency Constrained Load Shedding 
The IEEE 118-bus power system is adopted here as the test power system. This system includes 
54 generators and 186 lines with a total load demand of 4242 MW allocated to 99 buses. A heavy loading 
condition is simulated by increasing the demand to 1.6 times the base case. The rated power of all 
branches is assumed to be 120 MVA. While operating in this condition, it is assumed that a disturbance 
causes the simultaneous outage of lines 12-2 and 12-3. It is observed that the conventional AC OPF does 
not converge in this situation due to voltage and transmission power flow violations. To resolve this issue, 
the proposed iterative algorithm (Figure 6.1) is executed to determine the least possible load shedding 
while retaining the economic operation of the power system as much as possible. The detailed list of 
individual load sheds as well as the relieved generation capacity (with respect to the base case) at each 
iteration of (6.2)-(6.15) for a given αsh=8.71×107 is presented in Table 6.1.  
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Detailed List of Load Shed 
MW Mvar Bus no. MW Mvar 
1 6.3 0.4 140.56 0.149 
116 5.0 0.0 
Total 5.0 0.0 
2 212.6 121.4 2.24 0.0 
1 15.1 8.0 
2 32.0 14.4 
34 31.6 13.9 
43 2.9 1.1 
59 35.6 14.5 
60 9.2 0.4 
116 74.3 0.0 
Total 200.7 52.3 
3 356.6 222.2 0.24 0.0 
1 37.5 19.8 
2 32 14.4 
21 22.4 12.8 
34 25.2 11.1 
43 8.5 3.3 
44 25.6 12.8 
52 19.4 5.4 
53 15.6 7.5 
59 19.0 7.8 
60 13.8 0.5 
76 32.5 17.2 
95 9.3 6.8 
116 75.0 0 
Total 335.8 119.4 
 





















−=  (6.33) 
 
where FI is the sum of excess apparent powers in MVA through all overflowed lines and VI is the 
sum of deviations of voltage magnitudes from the lower permissible bound considering all weak voltage 
buses. Table 6.1 also depicts how the total shed is increased iteratively until the AC OPF converges. The 
maximum shed level resulting in the convergence of the AC OPF is calculated in this fashion and is 
considered here as the minimum possible shed level to retain the stable and economic operation of the 
power system. A summary of the overflowed branches and weak voltage buses for the same case is given 
in Table 6.2.  According to Tables 6.1 and 6.2, when the shed level is (5 MW, 0 Mvar), the transmission 
line 68-116 becomes heavily overflowed (with over 57%) and bus 2 is the bus with the lowest voltage 
magnitude (0.9 p.u). It is also observed that after three iterations, the shed level is increased to 335.8 MW 
(119 Mvar) and as a result, the OPF converges, which means all the constraints are satisfied with a new 
economic and secure generation dispatch. Moreover, it is seen that in the last iteration, the load at bus 116 
receives the maximum shed with respect to others due to being the load closest to the overflowed line 68-
116.  
In a separate study, the effect of the weight coefficient αsh on the minimum shed level has been 
investigated. Simulation results indicate that the minimum shed level (i.e. the minimum shed based on 
which the AC OPF converges) is initially highly dependent on the choice of αsh, but as the weight 
coefficient increases, its impact becomes less prominent.   
The variations of minimum shed level and relieved generation capacity for various weighting 
coefficients αsh are illustrated in Figure 6.2.  
  
 




Also, Table 6.3 summarizes the number of iterations, the total shed level and the number of loads 
that are dropped (Nsh) for various weight coefficients αsh. It can be seen that there exists a value for αsh 
which results in the lowest shed level, as well as the minimum number of load shed instances and 
iterations. Of course, this would be a system-dependent variable and the optimum value could very well 
vary from one power system to another. 
Table 6.2 Overflowed branches and weak voltage buses (αsh=8.71×107) 
Overflowed Branches (F > 1.0 p.u) 
Iter. 






Fr. To Fr. To Fr. To 
1 
8 9 1.034 60 61 1.105 68 69 1.011 
8 5 1.054 63 59 1.104 68 81 1.003 
9 10 1.040 63 64 1.104 81 80 1.003 
23 24 1.005 38 65 1.014 17 113 1.002 
26 30 1.026 64 65 1.014 68 116 1.580 
38 37 1.058 65 66 1.017    
2 
38 37 1.006 63 59 1.003 68 116 1.003 
60 61 1.004 63 64 1.003    
3 38 37 1.002       






p.u Deg. p.u Deg. 
1 
1 0.926 -15.54 64 0.959 -4.01 
2 0.90 -17.46 76 0.941 -1.94 
3 0.947 -15.50 95 0.957 -1.77 





6.2.2. Stochastic Contingency Constrained Load Shedding 
In this section, the proposed load shedding solution is evaluated based on uncertain multi-
contingency scenarios where stochastic programming is adopted to solve (6.16)-(6.30). A heavy loading 
condition is simulated here by increasing the demand of IEEE 118-bus system to 1.7 times the base case. 
The rated power of all branches is assumed to be 165 MVA for this test. 
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Table 6.3 Effects of Weighting Coefficient on Load Shedding Parameters– Non-Contingency 
Constrained Case 
αsh 105 2.63×105 6.92×105 1.82×106 4.79×106 
Iterations 7 6 4 4 4 
Shed(MW) 819.46 683.72 412.23 412.10 412.23 
Nsh 27 24 15 15 17 
αsh 1.26×107 3.31×107 8.71×107 2.29×108 6.03×108 
Iterations 4 4 3 4 3 
Shed(MW) 412.23 412.05 335.72 412.41 336.84 
Nsh 18 18 13 18 14 
 
Table 6.4 provides four example (N-k) contingency scenarios (with associated likelihood of 
occurrence) that are considered in this study. The procedure for calculating the probabilities has been 
described in chapter 4 where the hurricane effects on the power grid were studied. The current problem 
may be considered as an extended version of the previous case where multiple contingencies are 
considered. Here, all the contingencies are incorporated into a pseudo risk-averse stochastic load shedding 
formulation (6.16)-(6.30) where the expected shed level is to be minimized. Depending on the 
contingency scenarios, the expected shed levels of individual loads are applied and kept unchanged for all 
scenarios while RB-CCOPF (5.39)-(5.59) is solved. The list of minimum shed levels of individual loads 
as well as the relieved generation capacity (with respect to the base case) is summarized in Table 6.5 for 
each scenario. It is assumed that αsh=8.71×107. The parameters of the load shedding problem are listed in 
Table 6.6. 
Table 6.4 Scenario and Outage Probabilities  
Scenario Index 
Tripped-Out Lines 
(Sending-End Bus, Receiving-End Bus,) 
Probability 
0 (Normal) None 0.40 
1 (80,96),(92,102),(82,96), (94,96) 0.13 
2 (94,95) 0.10 
3 (92,100), (99,100), (101,102), (98,100), (100, 103) 0.17 




Table 6.5 Detailed Load Shedding Results (αsh=1.26×107)  
Scenario Index/Probability (0=Normal Scenario) 
0/0.40 1/0.13 2/0.10 
Bus MW Bus MW Bus MW Bus MW Bus MW 
1 0.67 16 13.1 79 7.64 5 13.1 104 3.11 
18 23.8 17 27.2 80 20.1 6 22.4 105 21.0 
35 7.52 18 6.11 81 19.5 7 15.3 106 5.97 
36 27.2 24 8.00 90 11.4 23 45.9   
44 18.6 25 21.7 98 23.8 29 10.3   
45 5.06 26 11.4 99 2.61 30 7.36   
61 45.5 42 46.5 107 1.79 39 71.4   
77 13.2 47 7.52 115 12.1 59 48.6   
97 48.0 48 24.3 116 27.2 60 9.46   
98 2.49 49 2.55 117 13.7 61 30.6   
99 1.60 58 65.6   62 7.16   
100 14.1 64 1.94   79 23.8   
109 4.49 65 8.50   96 13.2   
117 23.8 78 48.4   97 27.2   
3/0.17 4/0.20 
Summary: 
Bus MW Bus MW Bus MW 
4 46.5 60 23.8 1 44.0 Iterations: 4 
10 2.17 77 12.0 7 21.4 αsh: 1.259×107 
11 5.79 78 27.2 21 48.2 Total Expected Shed: 
20 18.4 85 2.39 22 4.30 262.7 MW 
40 48.3 86 21.0 23 12.3 Total Relieved Reserve: 
41 4.95 87 6.45   269.02 MW 
42 13.9 103 46.4    
43 5.41      
 
In this stochastic contingency constrained case, it is observed that at each scenario, different loads 
are dropped. Since the individual loads (to be shed) are different for each scenario, the total number of 




Table 6.7 summarizes the number of iterations, the shed level and the number of loads which get 
shed (Nsh) for various weighting coefficients αsh. The variations of minimum shed level and relieved 
generation capacity for various weighting coefficients α in the contingency-constrained case are also 
illustrated in Figure 6.3. 
Table 6.6 Parameters of the Dispatch Model (4.1)-(4.13), (5.16)-(5.29) 
ρ Vkmax Vkmin Pr0 ρj,cmax αsh cg αl αv 
0.9 1.05 0.95 0.1 1.2 1 0.1 104 104 
 
Table 6.7 Effects of Weighting Coefficient on Load Shedding Parameters – Contingency 
Constrained Case 
αsh 105 2.24×105 5.01×105 1.12×106 2.51×106 
Iterations 9 8 7 6 6 
Shed (MW) 681.51 594.93 511.99 425.75 426.93 
Nsh 100 94 89 84 85 
αsh 5.62×106 1.26×107 2.82×107 6.31×107  
Iterations 5 4 4 4  
Shed (MW) 340.39 262.7 266.77 268.06  
Nsh 72 61 61 56  
 
Figure 6.3  Variations of minimum shed level and relieved generation capacity versus αsh in contingency 




Based on this figure, the coefficient αsh =1.26×107 results in the best shed level (which is 
determined through trial and error). The simulation studies show that the proposed load shedding 
approach provides a computationally efficient and reliable solution and is able to deal with uncertainties 
associated with the topology and imminent contingencies of a power system. It should be noted that the 





REMEDIAL GENERATION DISPATCH INCLUDING WIND POWER 
In this chapter, a methodology is proposed to incorporate the wind power (as an uncertain source 
of generation) into the weather-driven remedial dispatch model proposed in chapter 5. In chapter 4, it was 
described how the wind field of a hurricane could affect the available wind power in the areas affected by 
the event (see (4.14)). In this chapter, we will make use of the results of chapter 4 including the 
contingencies, their likelihood of occurrence and the available wind power of each wind power plant. 
Here, the dispatch model proposed in chapter 5 is enhanced to include wind power generation, which is 
assumed to be uncertain (i.e. a random variable) although with a known probability density function. A 
multi area approach is adopted in order to account for the reserve requirements due to the wind power 
uncertainties.  
The numerical results are provided using the IEEE 118-bus test power system based on the 
scenarios generated in chapter 4 for the hurricane case study. The hurricane event has been selected due to 
causing the most severe wind conditions in the affected areas. In the following, the details of the proposed 
methodology are presented.    
7.1. Wind Power Modeling 
The effect of wind power on the generation dispatch is modeled here through a novel multi-area 
cost term included in the objective function of the proposed optimization problem (in chapter 5). To 
accomplish this, it is assumed that the probability distribution of the output power of each wind farm is 
known or can be estimated. This section describes how the probability density function (PDF) of the 
output power of each wind farm is modeled and how the cost term is formulated.  
7.1.1. PDF of the Wind Power 
Inspired by the wake effect of wind farms [129], a simplified model is adopted here to extract the 
PDF of the output power of each wind farm. It is assumed that each farm comprises Nz wind zones or 
cross-correlated wind regimes (i.e. the wind turbines of each zone are driven by the same wind speed; 
however, the wind speeds of different wind zones are assumed to be different, although correlated). 
Moreover, it is assumed that the wind speed of each wind zone is Weibully distributed. The PDF, 
cumulative density function (CDF) and inverse CDF of a Weibully distributed random variable are given 









































































wbl  (7.3) 
Given these assumptions, a simplified algorithm is proposed here on the basis of the concept of 
the wake effect to create cross-correlated wind speeds of each wind farm as follows:  
1. Let µ(1×Nz)= µ0×[1 1 … 1] and σ(Nz×Nz) = {[σij] |σii=σ0 & σij=λ×σ0 (i≠j)} be the mean and 
covariance matrices of a multivariate normally distributed random variable (r.v), 
respectively (where µ0 and σ0 are constants), and λ<1 be the correlation coefficient.   
2. Take Ns samples of the aforementioned multivariate r.v. and save them in the matrix: Z(Ns×Nz).  
3. Evaluate the univariate Gaussian CDF (FN) with parameters µ0 and σ0 at each entry of the 
matrix Z and save the results in the matrix χ(Ns×Nz). Note that the parameters of steps 1 and 3 
are the same. 
4. Assuming that the Weibull PDF (fwbl) (7.1) represents the probability distribution of the 
average wind speed of each wind farm (i.e. the arithmetic average of the wind speeds of 
various wind zones), take wind speed samples in different wind zones using the inverse 
Weibull CDF (7.3) according to the following:  
V(Ns× Nz)~ F-1wbl(χ(Ns× Nz)|a, b) (7.4) 
where the columns of V correspond to the wind speed samples in each wind zone. 
5. Using the turbine power curve, extract the output power of turbine for each wind sample. 










),()(  (7.5) 
7. Using non-parametric kernel density estimation (KDE), extract the PDF of the output power 
of each wind farm.  
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 It is observed that the distribution of the output power of each wind farm does not necessarily 
look like a standard function. As a result, a non-parametric estimation methodology is adopted here where 
the PDF of the average wind speed of each wind farm and the power curve of each wind turbine are 
assumed known. The PDF can be estimated parametrically using maximum likelihood estimation (MLE), 
while the power curve is usually provided by the turbine manufacturer. Without loss of generality, the 
power curve of the wind turbine type GE 1.5S is adopted in this work for all turbines, which means that 
each single turbine generates 1.5 MW at rated wind speed. Figure 7.1 illustrates the power curve of this 
turbine and the estimated PDFs of the output power for an example wind farm rated at 200 MW 









Figure 7.1  (a) PDF of the average wind speed of the wind farm (a=7.12, b=1.25), (b) Power curve of GE 
1.5S turbine, (c)-(d) non-parametric PDF of the output power of an example 200 MW wind farm for 
various correlation coefficients. 
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It is evident from this figure that the PDF of the output power of each wind farm may 
substantially change depending on the correlation level of wind zones. According to the extracted results, 
the PDF will tend to become Gaussian as the geographical distances among the turbines increase.  To this 
point, the PDF of the output power of each wind farm has been determined. In the following, the 
procedure to include the wind power into the generation dispatch model is described. 
7.1.2. Wind Power Costs 
A multi-area cost term will be included in the objective function of the proposed dispatch model 
to represent the wind power. The cost equation is derived based on the fact that although the output power 
of a wind farm is usually scheduled in advance, the actual available power may be different due to the 
intermittency and uncertainty of wind resource. Therefore, to maintain the balance in demand and supply, 
the power grid operator has to utilize the available spinning reserves during the periods of shortage in 
supply (i.e. over-estimation of wind power) or curtail the surplus wind power during periods of excess 
wind (i.e. under-estimation of wind power). Taking these scenarios into consideration, the proposed wind 
cost comprises three terms which include the wind power shortage cost, the wind power surplus cost, and 
the unity power factor cost. The first two terms realize the above cases, while the last term ensures the 
unity power factor condition. In the literature, depending on the type of the generator, various load flow 
models have been proposed for wind farms [130]. In this chapter, it is assumed that the active and reactive 
powers of wind farms are both controllable, which means that their generated powers can be dispatched 
similar to conventional generation units. The inclusion of wind power into economic dispatch and OPF 
has been reported in the past [131], [132]. Here, a multi-area version of the previously proposed wind cost 
equations is proposed where the entire power grid is divided into a few coherent (synchronous) areas and 
the cost terms are defined for each area. The details of the proposed area clustering algorithm are 
described in the next section. The proposed multi-area wind cost is given as follows where A is the area 
index: 































































,  (7.10) 
where CW is the total wind cost, CW,L is the wind power shortage cost, CW,H is the wind power surplus cost 
and CW,Q is the unity power factor cost. In (7.10), SR+ is the positive spinning reserve of each generator 






































It is evident from (7.11) that (7.10) is either a constant or a function of the scheduled dispatch of 
the generating unit(s) that participate in the spinning reserve. The dispatch problem and all the integrals 
are solved numerically and the value of the reserve in (7.10) is calculated in every iteration of the solution 
method and accordingly, a simple if-then-else program can achieve the correct value of the reserves. The 
results confirm that convergence is not considerably affected due to this nonlinear behavior of the 
available spinning reserve in each area.     
In the present formulation, it is assumed that the cost of wind power shortage reduces when the 
amount of available spinning reserve in the system increases and vice versa. In other words, the cost of 
wind power overestimation decreases when the grid is able to compensate the power shortage using the 
available spinning reserve. To model this condition, without loss of generality, an exponential cost 
coefficient is adopted here as given in (7.7). It should be noted that in (7.7) and (7.8), the integral variable 
τ represents the available wind power while Pw,A and Qw,A are the dispatch (scheduled) values. It can be 
stated that these cost terms depend on the expected value of the difference between the actual wind power 
and the scheduled one. The cost term CW will eventually be included into the objective function of the 
previously proposed dispatch model in order to account for the effects of wind power uncertainties.  
In order to solve the resulting optimization problem using the MATLAB solver provided with the 
MATPOWER software [126] (developed based on the interior-point algorithm), the first and second 
derivatives of the wind cost (7.6) have to be calculated. To do that, Leibnitz’ theorem for integrals given 
in (7.12) is adopted based on which the gradient (i.e. first derivative) and hessian (i.e. second derivative) 
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In order to calculate the wind cost terms (dependent on resA), a number of synchronous or 
coherent areas of the power grid has to be determined. In what follows, a hierarchical synchronous area 
clustering algorithm is proposed and described. 
7.1.3. Hierarchical Synchronous Area Clustering 
In general, clustering is defined as the division of a set of objects into groups in such a way that 
each group (cluster) contains objects that are similar to one another but different from the objects of other 
groups. Therefore, the first step in any clustering algorithm is to define a measure to evaluate the 
similarity or dissimilarity of data objects. Clustering algorithms can be classified in various types 
including [133]-[135]: (a) hierarchical algorithms, e.g. agglomerative algorithms, and divisive algorithms, 
(b) Partitioning algorithms, e.g. K-medoids, K-means, probabilistic algorithms, and density-based 
algorithms, (c) Grid-based algorithms, (d) Constraint-based algorithms, (e) Evolutionary algorithms, and 
(f) High dimensional data clustering such as subspace clustering, projection algorithms, and co-clustering.  
In a synchronous area clustering algorithm, the clustering measure has to be able to quantify the 
coherency of buses with respect to each other. 
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7.1.3.1. Coherency Distance Matrix 
In a power system, two buses, or in general two areas, are said to be synchronous or coherent 
when their reference angles oscillate in proportion to each other in the event of a contingency. In this 
chapter, a coherency distance matrix (D) is defined as the clustering measure which is calculated through 
simulation-based angle sensitivity analysis. The steps of building matrix D is described as follows: 
1. Run AC load flow and save the results. 
2. For each PV bus, increase the injected active power by ΔP and run the load flow. For each PQ bus, 
decrease the demand active power by ΔP and run the load flow. Finally, monitor and record the 
changes of bus angles (ΔΘ). 
3. Using the results of steps 1 and 2, build the sensitivity matrix S defined as: S(i,j)= ΔΘ(j)/ ΔP(i) 
(rad/MW) where i  is the bus index at which the injected/absorbed active power has been changed 
and j is the bus index whose change of angle has been monitored. The coherent buses have 
relatively high sensitivity indices. 








jiSiiSjiD −×−=  (7.20) 
whose diagonal elements are zero.  
In the following, a hierarchical algorithm is proposed using the coherency distance matrix to 
specify the synchronous areas. 
7.1.3.2. Synchronous Area Clustering Algorithm 
In the proposed algorithm, the first step is to specify the area root buses (ARBs). Within the 
context of coherency, these are the center buses of individual areas. Then, using the coherency distance 
matrix, buses are added to each area one at a time in order to have the entire system clustered into 
coherent areas. The main inputs to the algorithm are the desired number of areas and the coherency 
distance matrix. The algorithm outputs the ARBs along with the buses of each area. The details of the 
algorithm are as follows: 
1. Find the ARBs of the first two areas with maximum coherency distance, i.e. [ARB1, ARB2] = 
Max(n,p){D(n, p)}. In other words, the algorithm starts by segregating the system into two areas with 




Figure 7.2 Illustration of step 1 of the area clustering algorithm 
2. If the desired number of areas was reached, go to step 3. Otherwise, find the ARBs of the next areas 
which are the ones with maximum Euclidian distances to the previously assigned ARBs as follows 
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Figure 7.3 Illustration of step 2 of the area clustering algorithm 
3. So far, the areas and the ARBs have been determined. In this step, the remaining buses are 
assigned to the synchronous areas. Having the ARBs on the list, each bus is assigned to the 
area whose ARB has the minimum distance to the bus. This is mathematically expressed as 
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Figure 7.4 Illustration of step 3 of the area clustering algorithm 
The results of the above hierarchical area clustering algorithm are then used in the wind cost. In 
the following, the complete dispatch model including wind power generation is described. 
7.2. Remedial Generation Dispatch Model Including Wind Power 
In this section, a modified version of the previously introduced remedial dispatch model 
is proposed where the wind power cost is incorporated. The objective function is given as 
follows: 

























































































where CW,c is the wind cost for contingency c given as follows: 
 





















































The objective function (7.23) is minimized subject to the following constraints: 
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The optimization variables include: X=[PGi,c , QGi,c , PFw,c , QFw,c, Vk,c, θk,c,  δlj,c, δvk,c, SR+ q,c,  
SR–q,c ]T. the constants (or parameters) include: RR+ q, RR–q, δl,maxj,c,  Δj,c, PiG,min, PiG,max, QiG,min, QiG,max, 
δPwF,max, QwF,min, QwF,max, Vkmin, Vkmax, θkmin, θkmax, Sjmax, θk1,k2min, θk1,k2max, Y-bus, generation cost coefficients, 
cgi,c , cfw,c, SRc+ ,min and finally, SRc–,min. In (7.23), the probability of contingency Prc is calculated based on 
the same approach proposed in chapter 5. In the following, numerical results are provided where the 
entire proposed dispatch problem (7-23)-(7-44) is solved using the MATLAB-based interior-point solver 
for OPF provided with the MATPOWER software [126]. 
7.3. Numerical Results 
Prior to calculating the outage probabilities, the IEEE 118-bus test power system is divided into 
NA=5 synchronous areas and the wind farms of each area are assigned randomly in such a way that 
adequate spinning reserve will be available in case the largest wind farm is forced shut down. Figure 7.5 
illustrates the IEEE 118-bus system mapped onto the map of the state Texas where red circles indicate the 
wind farms and the red crosses denote the PV buses. Landfall and hurricane tracks have been also 




Figure 7.5 Illustration of wind farms and PV buses on the IEEE 118-bus systems 
Table 7.1 Results of Hierarchical Area Clustering 
Area Wind Farms Conventional Generators Loads 
1 
12, 15, 26, 31, 32, 36, 
40, 113 
1, 4, 6, 8, 10, 18, 19, 24, 25, 





2 87, 91 77,85, 89,90, 92 67,78,82,83,84,86,88,96 
3 74, 70, 73, 76 53, 71, 75, 118 
4 49, 54,55, 62, 116 42,46, 56,59,61, 65,66,72, 
44,45,47,48,50,51,52,57, 
58,60,63,64,68 








Considering the simulated hurricanes and geographic data of the grid described in chapter 4, three 
(N-k) contingency scenarios are extracted and assuming that T1=6 hours and T2=12 hours, the 
probabilities of contingency scenarios are calculated according to chapter 5, equation (5.59). The results 
are provided in Table 7.2. Each row in this table relates to a (N-k) contingency scenario with a specific 
probability which is inserted into the proposed dispatch model in (7.23).  
Table 7.2 Outage and Contingency Probabilities 
Cluster 
Index 
Transmission Line Outages (From bus, To bus,) Wind Farms Pr(c | hurricane) 
1 (98, 100), (99, 100) — 0.2025 
2 
(92, 100), (94, 100), (100, 101), (100, 103), 
(100, 104), (100, 106) 
— 0.1852 
3 — 105 0.1373 
Contingency Probabilities 
Pr0 Pr1 Pr2 Pr3 
0.4 0.2314 0.2117 0.1569 
 
The expected values of the wind speeds of each affected wind farm due to hurricanes traveling on 
each path have been calculated and provided in chapter 4. The results of two distinct formulations are 
compared here. These include: (a) risk-based OPF with wind cost (RBOPFW) where the contingency 
constraints and scenarios are excluded and the problem is solved for the normal scenario incorporating the 
wind cost only, and (b) risk-based contingency-constrained OPF with the wind cost (RB-CCOPFW) 
where (7.23) is fully solved. The parameters used in (7.23) are provided in Table 7.3. Figure 7.6 
illustrates the comparative variations of generation cost, wind cost and total active power loss of the grid 
versus severity coefficients for RBCCOPFW problem. Variations of maximum and minimum values of 
the bus voltage magnitudes as well as simulation time for RB-CCOPFW have been shown in Figure 7.7. 
To calculate the expected value of perfect information (EVPI), a similar formulation like the one 
proposed in chapter 5 is adopted here where the expected value of the generation cost of RBOPFW 
problem is compared with the total generation cost of RB-CCOPFW problem. This can be mathematically 






Figure 7.6 Variations of generation cost, wind cost and total active power loss with respect to 






Figure 7.7 Variations of maximum and minimum values of bus voltages as well as the simulation time 




Table 7.3 Parameters of the Dispatch Model 
Vmax(p.u) Vmin(p.u) δmax(p.u) Δj (p.u) RR+  (MW/min) RR– (MW/min) SR+ ,min (MW) 
1.05 0.95 0.35 0.85 3 3 790 
SR+ ,max(MW) cg αr αl αv αsr θk1,k2min, θk1,k2max 
790 0.10 1 105 104 104 0, +30o 
aA bA Kw,H Kw,Q αw  
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(7.45) 
Figure 7.8 shows the variations of the average values of the risk variables (δV, δL) for RB-
CCOPFW. Figure 7.9 illustrates the EVPI calculated in (7.45) with respect to the severity coefficients. 
  
  
Figure 7.8 Variations of risk variables as well as EVPI with respect to over/under voltage and line 




Figure 7.9 Variations of EVPI and the expected values of generation costs (i.e. GC2 in (7.45)) 
with respect to over/under voltage and line overflow severity coefficients 
 Figure 7.10 illustrates the comparative variations of generation cost, wind cost and total active 
power loss of the grid versus severity coefficients for RBOPFW problem. Variations of maximum and 
minimum values of the bus voltage magnitudes as well as simulation time for RBOPFW have been shown 
in Figure 7.11. In addition, variations of the generation cost (calculated based on RB-CCOPFW 
formulation) with respect to the preventive/corrective control parameters cg and cf have been also 
investigated, where for simplicity it is assumed that the two parameters are equal.  
As expected, it is observed that as the dispatch moves from preventive mode (i.e. cg=cf =0) 
towards fully corrective mode (i.e. cg=cf =1), the generation cost decreases; however, the changes have 
not been considerable in the RB-CCOPFW formulation. 
The inter-area power flows have also been recorded for various formulations with different risk 







Figure 7.10 Variations of generation cost, wind cost and total active power loss with respect to over/under 






Figure 7.11 Variations of maximum and minimum values of bus voltages as well as the simulation time 




Table 7.4 Inter-Area Power Flows for Various Formulations 
Fr. To 
OPF (Chapter 5) 
RBOPF (Chapter 5) 
(αL=1000, αV=100) 
RBOPF (Chapter 5) 
(αL=1000, αV=25,100) 
MW Mvar MW Mvar MW Mvar 
1 2 82.30 -13.71 83.15 -13.14 82.86 -6.06 
1 3 161.27 -25.54 103.85 2.34 133.94 9.90 
1 4 207.56 -153.90 196.23 -167.43 202.25 -233.02 
2 3 26.70 21.31 33.62 13.26 28.43 18.02 
4 2 28.28 1.86 28.18 3.41 28.34 2.61 
4 3 53.73 -2.54 54.01 -8.44 53.18 -4.31 
4 5 74.29 -19.69 73.87 -13.21 74.28 21.92 
5 2 61.34 9.36 62.61 -14.02 66.43 -1.15 
Fr. To 
RBOPFW (Chapter 7) 
(αL=1000, αV=100) 
RBOPFW (Chapter 7) 
(αL=1000, αV=25,100) 
RB-CCOPFW (Chapter 7) 
(αL=1000, αV=25,100) 
MW Mvar MW Mvar MW Mvar 
1 2 82.47 -11.86 78.14 -12.53 43.88 -4.79 
1 3 133.84 -16.70 123.47 -6.40 75.88 -5.86 
1 4 207.43 -164.27 205.54 -249.86 169.6 -224.32 
2 3 27.12 12.36 25.32 11.13 -2.75 10.28 
4 2 28.28 1.87 23.33 1.89 28.36 2.73 
4 3 54.16 -8.72 53.59 -4.39 -45.74 40.03 
4 5 74.03 -15.77 65.73 13.54 -45.74 40.03 
5 2 62.22 -14.04 84.52 6.22 100.70 -24.66 
 
In general, although the inter-area power flows are slightly different among OPF, RBOPF and 
RBOPFW, they are similar in direction; but the results differ in RB-CCOPFW. It was noted in Table 7.2 
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that the major outages occur in areas 2 and 5. Comparing this table with Table 7.4, it can be observed that 
the power generation dispatches are modified in RB-CCOPFW to export excess powers from area 5, but 
to import powers to area 2. 
7.4. Chapter Summary 
A multi-area risk-averse remedial generation dispatch model was proposed in this chapter based 
on AC OPF to provide power grid resiliency against severe weather systems, while also considering the 
effects of uncertain wind power. Hurricane was considered as a case study where the proposed solution 
allowed for preventive or corrective dispatch of the grid in the presence of imminent hurricane events. 





MITIGATION OF ICE/SNOWSTORM RISKS ON POWER  
TRANSMISSION SYSTEMS 
In this chapter, a multi-step methodology is proposed based on weather-driven risk-averse 
optimal power flow to prevent ice formation on the power transmission lines in regions exposed to severe 
ice/snowstorms. The natural heat losses of the current carrying overhead conductors are used to prevent 
ice accretion on the affected lines. The proposed algorithm first attempts to re-dispatch the power 
generation units so as to increase the power flow through the at-risk lines. If this is not sufficient in 
preventing ice accretion, in the next step, an area-based forced outage scenario is determined through 
which one or more lines are intentionally de-energized in order to further increase the power flows 
through the at-risk lines.  
If none of the previous steps manage to bring the at-risk lines back into safety, a stochastic 
contingency constrained generation dispatch model is formulated as a last resort so as to maintain the 
continuity of service subject to possible failure of one or more at-risk lines due to severe ice accretion. 
The IEEE 118-bus power system has been used to provide numerical results and evaluate the efficiency of 
the proposed methodology. 
It should be noted that although the fundamental concepts of the proposed methodology can be 
also applied to the distribution system, the formulation and the solution techniques may be different for 
several reasons. First and foremost, the distribution networks are likely to be unbalanced due to unequal 
loading of single-phase loads. Also, the portion of (uncertain) distributed generation (DG) units may be 
higher in these networks. Under these conditions, versatile and adaptive techniques should be adopted to 
obtain viable results. Taking these differences into consideration, the following assumptions are made in 
this chapter:  
• The transmission system is assumed completely balanced and hence, balanced load flow 
and optimal power flow (OPF) equations are used,  
• Generation units are fully controllable (or dispatchable),   
• Renewable energy resources (such as wind power units) do not contribute to the proposed 
ice prevention model because it is assumed here that they are not fully controllable,  
• No FACTS devices or power electronic controllers operate in the system; in other words, it 
is assumed that the active and reactive power set-points of the conventional generators are 
the only control inputs available to the system operator,   
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• The current and future state of the system can be calculated deterministically; In other 
words, all uncertain variables are ignored.   
In the following, the proposed methodology is described. 
8.1. Proposed Risk-Averse Ice Prevention Methodology 
In the present study, a multi-step methodology is proposed based on risk-averse optimal power 
flow to prevent ice formation on the transmission lines affected by ice/snowstorms. The proposed 
approach comprises three main tasks: First, it tries to re-dispatch the power generation units to increase 
the power flow through the at-risk transmission lines beyond some desired pre-determined levels. It is 
assumed that the weather forecast information is available and the affected zones of the power grid can be 
predicted fairly accurately before the onset of the event. If the results of the first step fail to achieve the 
objective (i.e. temperatures high enough that prevent ice formation), area-based forced outage scenarios 
are considered in the next step through which one or more lines are de-energized so as to further increase 
the power flow levels through the at-risk lines. The results are assessed based on various criteria in order 
to determine the best outage scenario. If the forced outage cannot bring the affected lines back into safety, 
as the last resort, a contingency constrained optimal power flow is performed where it is expected that 
some at-risk lines may become unavailable and may be forced out due to severe snow and icing condition. 
Here, the objective is to ensure continuity of service to as many loads as possible under all foreseeable 
contingencies.  
Figure 8.1 illustrates the flowchart of the proposed ice prevention algorithm. With the 
ice/snowstorm forecast information assumed available (which is a reasonable assumption for modern 
weather prediction systems), a geospatial analysis is performed to extract the at-risk lines and buses of the 
power grid. This information is then used to perform the first-step generation re-dispatch. If all the power 
flows through the affected lines could reach the desired pre-determined levels (that can ensure safety), the 
program would terminate successfully. Otherwise, forced outage scenarios are studied as the next step 
based on the preliminary off-line topological analysis. Various outage scenarios are identified and 
assessed using different criteria so as to select the best scenario. The criteria considered here include: (a) 
increase the total power loss in the affected area, (b) increase the total generation of the affected area, and 
(c) decrease the sum of the underflow levels of all at-risk lines. After implementing the best scenario, if 
there still remain some at-risk lines, in the last step, a contingency analysis is performed based on the 
underflow levels of those lines, and subsequently, a contingency-constrained optimal power flow model 
(refer to chapter 5, equations (5.39)-(5.58) for more information) is formulated and solved that yields a 




Figure 8.1 Flow chart of the proposed Ice Prevention Algorithm 
Due to the similarity of the first few steps with those presented in the preceding chapters, it is 
assumed here that all required information up to the “off-line topological analysis” step is available based 
on which consequent numerical studies are performed.  In the following, the details of the proposed 
algorithm are presented.   
8.1.1. Minimum Power Flow Requirements  
The required heating energy suggested by thermal methods depends primarily on whether the 
application is for anti-icing (i.e. ice prevention) or de-icing (i.e. ice melting). In both cases, the minimum 
current in the affected overhead conductor(s) must be increased in order for the conductor surface to reach 
a temperature greater than 0°C. The required current depends on many parameters including the ambient 
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temperature, the wind velocity, and the heat exchanges involving wind and droplets, as well as the ice 
thickness in the case of de-icing. 
 Historically, the first study on the current magnitude required to prevent ice formation on 
overhead line conductors was performed by J.E. Clem in 1930 [135], based on which, equation (8.1) has 







1042  (8.1) 
where ΔT is the required temperature rise (in oC) above ambient, RAC is the AC resistance of the 
conductor at 20 oC (in ohms/mile), D is the conductor diameter (in inches), and V is the wind speed (in 
miles/hour). This formula is valid for V>2 mph.  
Clem also proposed the following equation, to determine the current required to melt the ice 









5.1772  (8.2) 
where wi is the melt-through power (in W/mm2), wc is the power required to maintain the temperature rise 
(in W/mm2) and D is the conductor diameter (in mm). 
In (8.2), the heat loss due to radiation and heat gain due to solar radiation are neglected. Taking 
these energies into consideration, a more accurate equation was proposed by Manitoba Hydro for 





















where RAC is the conductor AC resistance (in ohms/km), PC is the convective heat transfer (in Watt), PS is 
the radiative heat transfer (in Watt), PSOL is the solar heat transfer (in Watt), ρ is the ice density (in kg/m3), 
LF is the latent heat of fusion (in Joules/kg), CpI is the specific heat of ice (in Joules/kg/oC), TF is the 
fusion temperature of ice (in oC), TA is the ambient temperature (in oC), Δt is the required time for melt (in 
seconds), and VMELT is the volume of ice sector to be melted down above the conductor (in m3).  
The validity of the above formulation has been verified experimentally. However, the Manitoba 
Hydro model makes some limiting assumptions. In particular, it works well for dry-grown ice because all 
impinging precipitation is assumed to be captured and frozen, and that heat transfers associated with the 
impinging precipitation are ignored. However, it is not adapted for mild temperatures where ice 
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accumulates in a wet regime and where some impinging precipitation drips off the ice surface and 
contributes or extracts heat energy to or from the iced conductor [137].   
Among the previously presented equations, (8.1) is adopted here to determine the minimum 
current required for preventing ice formation on the affected transmission lines. In our calculations, 
ΔT=9oC as it was claimed to be adequate in most conditions [114].  
8.1.2. Off-line Topological Analysis  
A power grid affected by a severe ice/snowstorm can be divided into three zones, namely: (a) 
affected zone, (b) boundary zone, and (c) immune zone. Affected zone is an area that encompasses the 
buses under direct influence of the storm. The boundary zone, however, includes unaffected buses which 
are directly connected to the affected buses. The immune zone comprises all unaffected buses that are not 
directly connected to the affected zone. Similarly, the power transmission lines can be divided into three 
groups: (a) affected (at-risk) lines, (b) links and (c) unaffected lines. Here, affected lines are assumed 
directly connected to the affected buses. Links connect boundary buses to either unaffected buses or other 
boundary buses. Unaffected lines, as expected, are lines that span the immune region of the grid. Links 
can be further divided into three types: (a) import lines, (b) export lines and (c) internal lines. 
Import/export lines inject/pull power into/from the boundary area; whereas, internal lines transmit power 
from one point in the boundary area to another point in the boundary area. Figure 8.2 illustrates the above 
definitions where the affected buses are highlighted in yellow. 
The main objective of the off-line topological analysis is to determine the affected and boundary 
zones, as well as the import/export links based on the available storm forecast information. The results of 
this step will be used in step 2 in Fig. 8.1 where the forced switching scenarios are evaluated. 
  
 
Figure 8.2 Area separation of ice storm affected power system    
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8.1.3. Ice Storm Constrained Dispatch Model  
In this section, a risk-based generation dispatch model is formulated aiming at increasing the flow 
of the at-risk lines. Three kinds of risk variables are defined which include: (a) overflow risk variables 
defined for all lines, (b) underflow risk variables defined for at-risk lines, and (c) over/undervoltage risk 
variables defined for all buses. The proposed dispatch model can be considered as the enhanced version 
of the previously introduced dispatch model (in chapter 5, equations (5.39)-(5.58)) where some new 
underflow risk variables are included. 
Underflow severity variables δjl,L indicate how much the flow of the at-risk line is short of the 
amount predetermined to ensure safety against icing event (e.g. obtained from (8.1)). An underflow 






min,δ  (8.4) 
where LA is the set of affected lines and δjl,L is the underflow risk variable.  
Clearly, it is desired to minimize all underflow severity variables δjl,L to ensure safety for at-risk 
lines. The underflow risks will be defined only for the set of affected lines, i.e.  LA, and as a result, the 
proposed generation dispatch model is given as in (8.5) where the first term tries to minimize the cost of 
generation, the second term tries to minimize the total amount of spinning reserves purchased, and the last 
term tries to minimize the risk of over/undervoltage for the buses, the risk of overflow for all unaffected 
lines, and the risk of underflow for all at-risk lines, respectively.  
 
Figure 8.3 Underflow severity function versus underflow risk variable (α is a weighting coefficient) 
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The optimization problem (8.5) is solved subject to the following constraints: 




















''''' cossin θθ  (8.7) 
• Line Flow Constraints: The line flow constraints have been extended to include the new 
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In this formulation, the optimization variables include: PGi , QGi, Vk, θk,  δl,Hj, δl,Lj, δvk, SR+ q, and 
SR–q. The rest of the parameters are assumed given and constant. The problem tries to minimize the 
underflow risk variables using the associated severity cost term in (8.5). This way, the shortage of power 
flow levels in the at-risk lines from the desired values is reduced so as to increase the flow level (or heat 
loss) in those lines. Another important aspect of this formulation is the inclusion of generation cost 
weighting coefficient γi in (8.5). These coefficients are included in an effort to increase the generation 
level of the generators that have more impact on the flow level of the affected lines. They are calculated 
based on the sensitivity analysis of the active power flow through the line of interest to the active power 
generated at different generation buses. This is expressed in (8.27): 

























Max1.1γ  (8.27) 
The idea is to prioritize generation units whose generation can increase the flow of power through 
the at-risk lines more. According to (8.27), under equal conditions, the cost of generation for generators 
that have higher impact on the active power flows of the at-risk lines would be lower. The dispatch 
program (8.5)-(8.26) is then solved in step 1. If the proposed dispatch program results in zero values for 
all underflow risk variables, it indicates that ice accretion has been completely prevented. This is an ideal 
condition and our studies have showed that in most cases after dispatching the power system based on 
119 
 
(8.5)-(8.26), many at-risk lines will be left with considerable underflow levels. As a result, other solutions 
have to be considered. Here, we proceed with the forced outage of some candidate links as described in 
the next section. 
8.1.4. Forced Outage Scenarios  
The main objective of the forced outage plan is to further increase the flow of power through the 
affected lines. To do this, the concept of super node is adopted here. This is a node that represents a 
closed area and is formed by combining the affected and the boundary areas in Figure 8.2. Clearly, at any 
point in time, Kirchhoff’s Current Law (KCL) applies to this node as follows:      
LOSDEMEXPIMPGEN SSSSS ++=+  (8.28) 
where SGEN is the total generation in the super node, SDEM is the total demand in the super node, SLOSS is 
the total power loss through the lines in the super node, and SIMP, SEXP are the total import and export 
powers through the links to and from the super node, respectively. All terms represent complex values.  
The main objective here is to increase SLOSS (or the flow through the affected lines) for a given and 
fixed value of demand SDEM. Due to the interrelated nature of terms in (8.28), changing one variable could 
force others to change as well. For example, increasing the generation level in the super node may 
increase the power exported to the external network, and this may not drastically help with increasing 
SLOSS. On the other hand, the links that export/import power to/from the super node may be the most 
influential ones in achieving this feat. As such, we consider these links to be the outage candidates. The 
outage candidates are prioritized based on the off-line topological analysis described in the previous 
section. A heuristic algorithm is proposed here to derive the best outage scenario. The main advantage of 
this approach is that it is fairly scalable to arbitrarily large scale power systems, as the outage candidates 
are limited to the import/export links.  
The proposed algorithm comprises two main loops where the outage candidates are evaluated in 
the inner loop and the outage scenarios are created in the outer loop. The flowchart of the algorithm is 
illustrated in Figure 8.4. Each outage candidate is evaluated in the inner loop using a performance 
criterion. The algorithm starts with an empty outage scenario array. In the inner loop, the link outages are 
applied one at a time and the criterion is evaluated for each candidate. In the end, the best candidate is 
selected based on the value of the criterion and included into the outage scenario array. Once a link is 
added to the outage scenario array, it would remain out of service for the rest of the computations. Given 
all the entries of the outage scenario array are assumed out of service, the inner loop iterates through the 
rest of the outage candidates to determine the next outage. The results for three performance criteria are 
considered separately and compared, including their impact on: (a) increasing SGEN, (b) reducing (SIMP-
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SEXP), and (c) reducing Σ(δl,L). In the inner loop, the proposed dispatch model (8.5)-(8.27) is solved in 
each iteration and the above criteria are evaluated based on the solution of the dispatch problem. If the 
criterion is improved, the outage candidate will be selected; otherwise, it will be ignored.  
 
Figure 8.4 Flowchart of the proposed forced outage algorithm  
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8.2. Numerical Results 
As mentioned previously, it is assumed here that the buses affected by the ice/snowstorm can be 
fairly accurately determined using the numerical weather forecast information as well as the GIS 
information. Therefore, this aspect of the problem is assumed known. The IEEE 118-bus test power 
system (Figure 8.5) has been studied here, and the interior-point based OPF solver provided with the 
MATPOWER software [125] has been used to solve the proposed dispatch model. It is assumed that 
buses 28, 29 and 31 are affected by a severe ice storm. The affected overhead conductors are assumed to 
be of 707 MCM ACSR type. Therefore, using (8.1) with parameters R=0.1129Ω/mi, θ=9°C, v=10mph 
and d=1.108in, the minimum required flow through the affected lines has been determined to be equal or 
greater than 136 MVA in order to prevent ice formation. The results of the off-line topological analyses 
have been provided in Table 8.1. Using the information of this table, the proposed dispatch problem (8.5)-
(8.27) is solved. The results for two different cases with and without considering the generation cost 
weighting coefficients γi are provided in Table 8.2.    
 
  Figure 8.5 Single-line diagram of the IEEE 118-bus power system. 
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Table 8.1 Results of the Off-line Topological Analyses  
 (Sending-End Bus, Receiving-End Bus) or Bus Number 
Affected Buses 28, 29, 31 
Boundary Buses 17, 27, 32 
Affected Lines (27,28), (28,29), (17,31), (29,31), (31,32) 
Import/Export 
Links 
(15,17), (16,17), (17,18), (25,27), (30,17), (23,32), (17,113), (32,113), (32,114), 
(27,115) 
Internal Links (27,32) 
 
Table 8.2 Results of Step C1 in Figure 8.1 
A. Without Generator Cost Weighting Coefficients γi 
At-risk lines: 
(From bus, To Bus, Underflow p.u/100MVA) 
(27, 28, 0.6711), (28,29, 0.7023), (17,31,0.7336), 
(29,31, 0.6245), (31,32,0.2811) 
Simulation Time (s) 3.297 
Total Active Power Loss (MW) 138.42 
Total Generation Cost ($) 156,790 
Net Import Power = (SIMP-SEXP)TOT 144.24 MW 
Net Generation of the affected area = SGENTOT 119.234 MW 
B. With Generator Cost Weighting Coefficients γi 
At-risk lines: 
(From bus, To Bus, Underflow p.u/100MVA) 
(27, 28, 0.6695), (28,29, 0.7004), (17,31,0.7283), 
(29,31, 0.6219), (31,32,0.2760) 
Simulation Time (s) 2.094 
Total Active Power Loss (MW) 129.6819 
Total Generation Cost ($)  158,364 
Net Import Power = (SIMP-SEXP)TOT 144.26 
Net Generation of the affected area = SGENTOT 121.4614 
The parameters of the proposed dispatch model are listed in Table 8.3. Comparing the results of 
Table 8.2, it is observed that although the case with coefficients γi provides better results, none of the two 
cases in Step 1 could considerably increase the total flow of the affected lines and as a result, in the next 




Table 8.3 Parameters of the Dispatch Model 
Vmax(p.u) Vmin(p.u) δmax(p.u) Δj (p.u) RR+  (MW/min) RR– (MW/min) SR+ ,min (MW) 
1.05 0.95 0.35 0.85 3 3 790 
SR+ ,max(MW) cg αr αl,H =αl,L αv αsr θk1,k2min, θk1,k2max 
790 0.10 1 105 104 104 0, +30o 
The results of the step 2 for three different switching criteria including total net import power, 
total underflow level and total generation level of the affected area have been provided in Table 8.4. In 
this table, the forced outage scenario (including the links to be forcefully de-energized) as well as the flow 
level of the remaining at-risk lines (i.e. affected lines with associated non-zero underflow risk variables) 
can be compared for different switching criteria (i.e. Tables 8.4.A, 8.4.B and 8.4.C). As expected, the 
outage scenario with minimum net underflow criterion results in the least underflow level, the one with 
maximum net generation criterion results in the maximum generation level and finally, the one with 
minimum net import criterion results in the least import level.  
The important measures to look at here may include the number of remaining at-risk lines, the 
number of forced outage lines, the underflow levels of individual at-risk lines and the total generation 
level (or the total generation cost) that all are preferred to be minimized. According to such a preference 
and the results of Table 8.4, it can be concluded that the outage scenario with the minimum underflow 
criterion results in the best solution among the three considered criteria.  
It can be seen that even after applying the forced outages, there still remain some at-risk lines 
which could be forcefully tripped out as a result of ice accumulation and other external forced such as 
wind/ice loads, galloping, etc. Therefore, at this point, the last step of the proposed ice prevention 
algorithm, i.e. step 3 in Figure 8.1, is initiated by defining contingency scenarios in a similar fashion as 
the one proposed in chapter 4.  
A linear outage probability function is assumed here (to be determined heuristically) for each at-
risk line versus the underflow risk variable to determine the probability of contingency scenarios. Figure 
8.6 illustrates the probability function based on which the contingency scenarios are determined and listed 
in Table 8.5. The rest of the computations are performed similar to the one described in detail in chapter 
5; therefore, the results of the last step have not been elaborated here. It should be noted that using the 
contingency scenarios determined in Table 8.5, the dispatch model does not converge and load shedding 
is necessary because all lines feeding the buses: 28 and 29 are under severe risk of ice accumulation and 




Table 8.4 Results of Step C2 in Figure 8.1 for various switching criteria 
A. Switching criterion = Minimize (SIMP-SEXP)TOT  
Forced Outage Scenario (From bus, To Bus) (23, 32), (27,115), (17,18) 
Remaining at-risk lines: 
(From bus, To Bus, Underflow p.u/100MVA) 
(27, 28, 0.6635), (28,29, 0.6934), (17,31,0.7698), 
(29,31, 0.6120), (31,32,0.2515) 
Simulation Time of Dispatch Model (s) 2.25 
Total Active Power Loss (MW) 128.42 
Total Generation Cost ($) 159,220 
Net Import Power = (SIMP-SEXP)TOT 131.787 
Net Generation of the affected area = SGENTOT 148.388 





Forced Outage Scenario (From bus, To Bus) (32,114) 
Remaining at-risk lines: 
(From bus, To Bus, Underflow p.u/100MVA) 
(27,28,0.6261), (28,29,0.6508), (17,31,0.5028),  (29,31, 
0.5535), 
Simulation Time of Dispatch Model (s) 7.515 
Total Active Power Loss (MW) 140.5985 
Total Generation Cost ($) 159,450 
Net Import Power = (SIMP-SEXP)TOT 132.95 
Net Generation of the affected area = SGENTOT 160.09 MW  
 
C. Switching criterion = Maximize SGEN 
Forced Outage Scenario (From bus, To Bus) (23,32), (32,114), (17,18) 
Remaining at-risk lines: 
(From bus, To Bus, Underflow p.u/100MVA) 
(25,27,0.6415), (27,28,0.6682), (26,30,0.7722), (17,31, 
0.5771), (29,31,0.4843) 
Simulation Time of Dispatch Model (s) 1.922 
Total Active Power Loss (MW) 130.83 
Total Generation Cost ($) 162,260 
Net Import Power = (SIMP-SEXP)TOT 137.48 





  Figure 8.6 Outage probability function versus the line underflow risk variable 
 
Table 8.5 Contingency Scenarios with Associated Probabilities 
Cluster Index Transmission Line Outages (From bus, To bus,) Pr(c | ice storm) 




8.3. Concluding Remarks 
In this chapter, a risk-based multi-step methodology was proposed to prevent ice formation on the 
transmission lines in a geographical area affected by ice/snowstorm. It was assumed that no FACTS 
devices or HVDC converters exist in the system, and the proposed methodology instead focused on the 
AC OPF based generation re-dispatch in order to increase the flow of power through the at-risk lines and 
hence raise the surface temperature of those conductors. This can help avoid formation of ice on the lines, 
which reduces the risks imposed on the transmission system. The proposed algorithm first focused on 
increasing the power flow through the affected lines through generation re-dispatch, and if necessary, 
through intentional outages of lines that are not directly affected by the ice/snowstorm. If these solutions 
could not ensure safe operation of the system, a contingency-constrained dispatch model was then 




CONCLUDING REMARKS AND FUTURE WORK 
9.1. Summary and Conclusions 
Secure operation of the power grid during the course of a large-scale natural disaster event 
requires a proactive dispatch that anticipates what sections/resources of the power grid are likely to 
become unavailable as a result of the event. In this work, it was shown that this feat can be achieved by 
modeling and implementing a weather-driven security-constrained dispatch model for the power grid. 
Focus of the current research was on weather-induced natural hazards such as hurricanes and 
ice/snowstorms. The generation dispatch model developed in this work includes the wind power resource 
(see chapter 7), power grid operational uncertainties due to the extreme weather event (see chapters 4, 5 
and 8), and spinning reserve requirements (see chapter 5).  
Two detrimental weather events have been studied, namely hurricanes (see chapter 4) and 
ice/snowstorms (see chapter 8). It is possible that the parameters and features of the weather event can be 
forecasted with accuracy. However, to consider cases where some of the model parameters are not 
available, a statistical approach was presented here that takes advantage of the available historical data in 
order to estimate the parameters of interest. This analysis was shown for a hurricane where a multivariate 
statistical approach based on t-copula has been adopted to capture the nonlinear dependence among the 
modeling parameters of the hurricane and simulate the event mathematically. Then, a statistical analysis 
based on hierarchical clustering methodology has been performed to determine the contingency scenarios 
of the power system under study induced by hurricane. Also, it has been illustrated that using a 
conditional probability approach, the available forecast information of the modeling parameters (e.g. 
maximum wind speed, or radius to maximum wind speed) can easily be taken into account so as to 
enhance the accuracy of the simulations. It has been concluded that a nonlinear correlation exists among 
the modeling parameters of hurricane and as a result, univariate methodologies may not capture the 
nonlinear dependence structure of the event accurately.        
To provide a better comparison, power grid dispatch problem has been solved for three types of 
problems, namely, (a) the conventional AC OPF where all the contingency scenarios, reserves and risk 
related variables have been ignored in the objective function, (b) Risk-Based AC OPF (RB-OPF) where 
the contingency scenarios have been ignored and only the risk variables and spinning reserve variables 
have been added to the AC OPF, and finally, (c) the Risk-Based Security Constrained OPF (RB-SCOPF) 
where the proposed problem has been solved while considering all risk variables and contingency 
scenarios.  The results have shown that as risk and security are incorporated into the dispatch problem, the 
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generation cost increases. This is expected due to the fact that the dispatch solution moves further away 
from the economical point. It has also been shown that when corrective dispatch turns into a preventive 
one, the generation cost increases. Finally, it was observed in the simulations that incorporating risk and 
security into the problem formulation increases the number of iterations required to converge.   
In order to evaluate the effects of minimum spinning reserve on various network quantities, a 
separate set of studies have been performed. According to the results, it has been concluded that: (a) for a 
fixed voltage risk coefficient, when the spinning reserve cost is dominant, the generation cost increases 
monotonically with respect to the minimum spinning reserve. However, when the voltage risk is 
dominant in the objective function, the generation cost decreases with respect to the voltage risk 
coefficient, and (b) the variations in generation cost and total active power loss with respect to the 
minimum spinning reserve (when voltage risk coefficient is constant) are not as considerable as the 
changes calculated with respect to the voltage risk coefficient (when minimum spinning reserve is 
constant).    
The proposed remedial generation dispatch model has also been supported by a stochastic unified 
undervoltage/under-frequency load shedding capability (elaborated in chapter 6) that is put into effect as a 
last resort when the proposed dispatch problem is not able to keep the security of the power grid during 
severe disturbances. The minimum shed level has been determined iteratively through the inclusion of a 
primal relaxed risk-based contingency-constrained AC OPF where the nonlinear static model of the 
power system is adopted. It has been shown that during heavy loading conditions, when the total shed 
level increases, the line flow and the bus over/undervoltage risks reduce. It has been shown through 
various numerical studies that there is a certain minimum shed level beyond which the generation 
dispatch problem converges. In addition, the number of loads to be curtailed (or affected by the load 
shedding problem) increases when the contingency scenarios are taken into consideration.          
To represent the stochastic wind power in the dispatch problem, multi-area probabilistic cost 
terms have been incorporated into the objective function of the model (see chapter 7). Numerical results 
have shown that the proposed dispatch model including the wind power is capable of handling the risks 
imposed by hurricanes on the power system; although resulting in a more costly generation (due to the 
additional wind power cost terms) in comparison with the earlier dispatch models. Moreover, according to 
the simulation times, it can be concluded that the proposed algorithm shows a desirable convergence rate 
that may make it a suitable choice for practical applications.      
Lastly, mitigation of risks imposed by ice and snowstorms on the power transmission system has 
been elaborated in chapter 8 where a risk-based multi-step methodology has been proposed to prevent ice 
formation on the transmission lines in a geographical area affected by a severe ice/snowstorm. By 
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performing a series of steps, namely, intentionally increasing the flow of power through the at-risk lines, 
forcing outages of non-affected lines, and finally, performing a risk-based security-constrained OPF, it 
was observed that the security of the power grid can be maintained during the course of a severe 
ice/snowstorm event.  
9.2. Contributions of the Dissertation 
The main contributions of the thesis are as follows: 
• Proposing a weather-driven risk-based generation dispatch model for secure and efficient 
operation of a power system subjected to extreme weather events, 
• Proposing a unified stochastic risk-based undervoltage/under-frequency load shedding model that 
takes into account the uncertainties of the power system, 
• Proposing multi-area probabilistic cost terms to include the wind power into the generation 
dispatch model,  
• Using the proposed weather-driven model to mitigate the risks imposed by hurricane and ice 
storm events on the power grid as the case study, 
• Developing a multivariate geospatial and statistical model to study the effects of a hurricane event 
on the power grid and wind power plants, 
• Showing how the uncertainties of the weather event(s) affect the total generation cost as well as 
the dispatch of the power system under study.    
The research work conducted during the course of the project has directly or indirectly resulted in 
4 journal papers (three published, one under review) and 4 conference papers as listed below:  
• Pirooz Javanbakht, Salman Mohagheghi, “Mitigation of Snowstorm and Ice Storm Risks on 
Power Transmission Systems,” under review in IEEE Transactions on Power Systems. 
• Salman Mohagheghi, Pirooz Javanbakht, “Power Grid and Natural Disasters: A framework for 
Vulnerability Assessment,” Accepted, IEEE Annual Green Technology Conference (2015), New 
Orleans, LA, 
•  Pirooz Javanbakht, Salman Mohagheghi, “A Risk-Aware Generation Dispatch Including Wind 
Power for a Power Grid Subjected to Hurricanes,” Article in press, International Transactions on 
Electrical Energy Systems (2014), DOI: 10.1002/etep.2017, 
• Pirooz Javanbakht, Salman Mohagheghi, “A Risk-Averse Security-Constrained Optimal Power 




• Pirooz Javanbakht, Salman Mohagheghi, “Hybrid Controller for Frequency Regulation of 
Hydroelectric Power Plants for Standalone Operation,” International Journal of Distributed 
Energy Resources and Smart Grids (2013), vol. 9, no. 3, pp. 249-265, 
• Pirooz Javanbakht, Salman Mohagheghi, M. Godoy Simões, “Transient Performance Analysis of 
a Small-Scale PV-PHS Power Plant Fed by a SVPWM Drive Applied for a Distribution System,” 
IEEE Energy Conversion Congress and Expo (ECCE), Denver, CO (2013), 
• Pirooz Javanbakht, Salman Mohagheghi, Babak Parkhideh, S. Dutta, R. Chattopadhyay, S. 
Bhattacharya, “Vehicle-to-Grid Scheme Based on Inductive Power Transfer for Advanced 
Distribution Automation,” IEEE Energy Conversion Congress and Expo (ECCE), Denver, CO 
(2013), 
• Jason Sexauer, Pirooz Javanbakht, Salman Mohagheghi, “Phasor Measurement Units for 
Distribution Grid: Necessity and Benefits,” IEEE PES Innovative Smart Grid Technologies 
(ISGT), Washington, DC (2013). 
9.3. Discussions and Future Work 
The present work has been based on some key assumptions that may restrict its applicability to 
specific power systems or certain categories of system studies. First, in the sense of frequency control, the 
proposed dispatch model applies to the tertiary controller of the system that determines the power set-
points of the generating units which take part in the primary and secondary control. Due to the fact that in 
designing a tertiary controller the system frequency is assumed to be at (quasi) steady-state condition, the 
steady-state load flow equations of the power system (i.e. AC/nonlinear) have been adopted. Next, it has 
been assumed that the power system under study is balanced and as a result, balanced AC optimal power 
flow (AC OPF) has been used. Also, among a range of functions typically served by an energy 
management system (see chapter 3 for the examples), in the present study, the focus has been put on the 
generation dispatch problem only. Finally, high-voltage power electronic systems such as FACTS 
controllers and HVDC transmission have been ignored here.    
To cope with realistic conditions of the power system, the current study can be enhanced in many 
ways by adding new features and capabilities. In the following, some topics are proposed as future work 
aiming at improving the adaptability and versatility of the dispatch model proposed here: 
• Develop the unbalanced version of the proposed dispatch model applied to low-voltage 
distribution systems in order to study the hybrid multi-phase systems and incorporate 
single-phase loads and generators into the model,   
• Include the load flow and OPF models of FACTS devices and HVDC transmission, 
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• Enhance the proposed model by including load uncertainties and load forecast 
information, 
• Include more functions to the model such as unit commitment, state estimation, stability 
assessment, etc.,   
• Develop more accurate models for the weather-induced mechanical loads (e.g. wind, ice) 
on the transmission and distribution lines/towers/poles, 
• Model the effect of rain/water surge due to hurricane on the power system components.     
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FUNDAMENTALS OF FREQUENCY CONTROL IN POWER SYSTEMS 
A.1.     Introduction 
In a power system, the quality of supplied power is determined based on the steadiness of 
frequency and voltage magnitudes controlled by active and reactive powers, respectively. In normal 
operating conditions of AC power systems dominated by reactance (as power systems typically are), the 
frequency, as a global quantity, can be controlled by tuning the generated active power, whereas, the 
voltage magnitude at each bus, as a local quantity, is regulated by adjusting the reactive power. So, in a 
power system, efficient control of active and reactive powers plays a critical role in satisfactory operation 
of the system. In general, three layers of control contribute to the frequency regulation of a power system 
referred to as primary, secondary and tertiary controllers that operate in different time intervals [139]. 
Since the concept of voltage/reactive power control is out of the scope of this document, it is not covered 
in this section. Interested readers are encouraged to refer to relevant references for more information. In 
the following, only the hierarchies and fundamental concepts of the frequency control are discussed.  
In a power system, the generated and the absorbed active powers have to be in balance at any 
time, otherwise the frequency deviation occurs. The system frequency is essentially a measure of how 
well the rotational speeds of generators are regulated. An increase in the active power demand of the 
system would magnify the resistive force that acts against the shaft of the generator. This would cause a 
frequency drop. On the contrary, by reducing the active power demand, the accelerating force on the shaft 
of the generator increases resulting in the frequency increase. In order to keep the system frequency well 
regulated at a set level, some generating units (i.e. referred to as regulating units) have to modify their 
outputs in response to changes in the load demand. As mentioned before, the objective of preserving the 
active power balance is accomplished through three distinct layers of control, namely: primary, secondary 
and tertiary. The large and slow changes in demand are responded to by the process of “unit commitment 
(UC)” which basically decides which generating unit should be operating, shut down or in an intermediate 
standstill mode. The UC is typically performed once a day to give the daily operating schedule. At shorter 
time intervals, typically every 15-30 minutes, the process of “economic dispatch (ED)” determines the 
actual output power of each generator. The combination of ED and UC actions taken in minutes to hours 
range is referred to as the “tertiary control”. The basic assumption in the tertiary control task is that the 
frequency of the power system is well regulated and as a result, the steady-state load flow models of the 
system are valid. Smaller and faster changes in the load demand (happening in 1-15 minute time range) 
are taken care of through the “secondary control”, also referred to as “automatic generation control 
(AGC)”. The main objectives of the AGC are threefold: (a) frequency regulation, (b) tie-line power (i.e. 
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the inter-area power exchange) control, and (c) short-term power allocation among various units based on 
the participation coefficients. The real-time changes in demand (in range of seconds) are responded to by 
the primary control which is the fastest controller in the frequency control process. In what follows, the 
fundamental concepts of these three control levels are described. 
A.2.     Primary Control 
The primary controller of a generating unit (taking part in the primary control) is the first and 
fastest frequency controller in a power system and usually responds to the frequency deviations in a few 
seconds. The controller modifies the active power supplied by the generator to restore the power balance 
and stabilize the frequency. As soon as the power balance in re-established, the frequency remains 
unchanged and fixed at a new quasi steady-state level (f ± δf) which may differ from the set-point value. 
The inter-area power exchanges among various utilities would be also settled at new levels which may be 
different than the contracted ones. This is mainly because the primary controller is droop-based providing 
a proportional type of reaction. Figure A.1 illustrates the variations of frequency versus time for an 
example generator happening as a result of an increase in load demand. This graph has been created for 
the sake of illustration only and to derive that, no actual simulation studies have been performed. 
The value of droop of a generator is typically given as a ratio defined based on the steady-state 
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Figure A.1 Example variations of power system frequency versus time  
To better explain the performance of the primary controller, an example contingency event is 
described. As we know, any turbine-generator system has an internal kinetic energy stored due to its 
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rotating mass. When the system load suddenly increases, a resistive torque starts acting against the shaft 
rotation. What happens is first, the stored energy of the shaft is released to supply the increased load while 
the mechanical power of the shaft remains constant. So far so good! However, after a while, the turbine-
generator system decelerates resulting in the system frequency drop. To restore the frequency back to 
normal, it is required to increase the turbine mechanical power (a motive torque has to be applied) which 
is presumably commanded by the primary controller. The controller is, in essence, no more than a 
proportional type system with the gain of 1/R. It is worth mentioning that the droop R is typically given 
based on the steady-state model of the generator that ignores the self-healing (or frequency dependency) 
of the load. Each primary controller is also associated with dead-band type nonlinearity due to the 
governor action which simply means the error in frequency should be higher than a certain limit to 
activate the governor. 
The contribution of a generator to frequency regulation in a multi-machine system depends on the 
droop and the primary control reserve of the generator concerned. The magnitude of maximum overshoot 
of frequency depends on a few factors including: (a) the amount of power imbalance, (b) The kinetic 
energy stored in the rotating mass(es) of generators, (c) the number of generators participating in the 
primary control, (d) the dynamic characteristics of generators and controllers, (e) the self-regulating effect 
of loads, etc. The quasi steady-state frequency deviation ∆f depends on: (a) the droop of generators, (b) 
the self-regulating effect of loads, (c) the amount of power imbalance, etc. 
In brief, the generating units are not able to restore the original frequency of the network and the 
contracted active power exchange only by relying on the primary controller. There should be another 
controller able to modify the set-point of governor system to satisfy the frequency and power constraints. 
This new controller is referred to as the secondary controller or AGC and is described in the following. 
A.3.     Secondary Control 
The secondary controller is typically referred to as AGC and incorporates the proportional-
integral type of functionality in order to: (a) restore the frequency of the network to its original set-point, 
and (b) recover the planned/contracted exchange power among various power utilities and/or producers. 
One important distinction between the primary and secondary controllers is that only the area affected by 
the power disturbance is supposed to participate in the secondary control while in the primary control 
process, all system areas and generating units undertake the control actions. This objective is satisfied 
through the proper selection of the secondary control parameters. The AGC operates in the time range of 
minutes that separates its time frame from the primary controller. The block diagram of the frequency 
control system detailing the power plant i (i=1, 2…N) is illustrated in Figure A.2, where “Del.” represents 





Figure A.2 Block diagram of the frequency control system 
In order to ensure that only the AGC of the affected area is activated when a power disturbance 
occurs, the “bias” of the secondary controller (i.e. Ks,i in Figure A.2) associated with each generator 
should be, ideally, equal to the power-frequency characteristic of the control area to which the generator 




−=,  (A.2) 
where ∆f is the frequency deviation and ∆Pi is the change in generated active power to eliminate the 
frequency deviation. The bias is usually given in MW/Hz or MW/0.1Hz. 
According to Figure A.2, the secondary control is aimed at minimizing the area control error 
(ACE) which is defined for individual area i as follows: 
( ) ( ) fKPffKPPACE isimesschismesischii ∆−∆=−−−= ,,  (A.3) 
 is the scheduled or set-point active power of each unit, Pmes is the actual active power generation of each 
unit, similarly, fsch and f mes are the set-point and actual frequency of the system, respectively. 
It is desired to avoid getting the primary controller impaired by the action of the secondary 
controller. To meet this, the power developed by the primary controller (i.e. Kp×(fsch - fmes)) has to be 
subtracted from the power imbalance to avoid neutralizing the performance of the primary control (Figure 
A.2). This does ideally happen when the “droop” and the “bias” are equal, i.e. Kp = Ks. However, because 
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of the uncertainties associated with the self-healing effect of the load, the bias may be selected slightly 
higher than the droop to provide the “effective droop”. 
In the following, balancing and frequency control in the power system of North America (as an 
example case) are briefly discussed.  
The power system of North America comprises four interconnections which can be thought of as 
independent frequency controllers, namely [139]: (a) Western (generally everything west of the Rockies), 
(b) Texas (also known as ERCOT: Electricity Reliability Council of Texas), (c) Eastern (everything east 
of Rockies except Texas and Quebec), and (d) Quebec. Each region can be modeled as a huge generator 
trying to regulate the system frequency at 60 Hz. In each interconnection, the balancing of generations 
and loads are managed by entities called “Balancing Authorities”. They dispatch the power among 
generators to meet their needs. There are over 100 BAs in North America connected together through 
high voltage high capacity transmission lines. There are other entities called Reliability Coordinators 
(RC) that supervise the operation of BAs. The frequency responses (i.e. Kp) of the interconnections are as 
follows: (a) Western: 1,482 MW/0.1Hz, (b) Texas: 650 MW/0.1Hz, (c) Eastern: 2,760 MW/0.1Hz, and 
(d) Quebec: 120 MW/0.1Hz. In other words, the loss of 1,000 MW of generation would cause the 
following frequency drops in each interconnection: (a) Western: 0.067 Hz, (b) Texas: 0.154 Hz, (c) 
Eastern: 0.036 Hz, (d) Quebec: 0.833 Hz. Due to being variable, to come up with a unique value for the 
Bias or the drop of each interconnection, some statistical approaches are demanded. 
A.4.     Tertiary Control 
Tertiary controller is any automatic or manual change in the set-points of the generators 
participating in the secondary control, in order to: 
• Guarantee the provision of an adequate secondary control reserve (i.e. spinning reserve) at the 
right time, 
• Optimally dispatch the power of the various generators taking part in the secondary control the 
best possible way, in terms of economic considerations. 
• Schedule the operation of generating units and change the loads (i.e. load shedding, demand 
response, etc.). 
• etc. 
It is essentially a supervisory level controller which determines the active power set-points of all 
generating units participating in the frequency control in coordinated and economic fashion in the time 
ranges of minutes up to hours. The tertiary controller is typically included into the energy management 
system (EMS) for reliable and secure operation of the power system. The critical functions of this 
146 
 
controller include unit commitment (UC), economic dispatch (ED), optimal power flow (OPF), etc. A 
more general block diagram of hierarchies of the frequency control in a multi-machine power system is 
illustrated in Figure A.3. 
 
Figure A.3  General block diagram of hierarchies of the frequency control in  
a multi-machine power system 
 
According to the description of this section, the current project is aimed at proposing and 






COMPLEX DERIVATIVES USED IN THE PROPOSED DISPATCH MODEL 
B.1.     Basics of Lagrangian, Gradient and Hessian  
In this section, the basic equations of Lagrangian, Gradient and Hessian of a single variable and 
multivariable function are presented. 














































































































































































      
(B.2) 



































































































































            (B.3) 
2nd derivate of g is in general, a three dimensional matrix and is not used in load flow or optimal 
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Since the gradient of Lagrangian is a vector, the Hessian would be a two dimensional matrix, 
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                                (B.11) 
Therefore, the Hessian of Lagrangian is a p×p matrix where p is the number of optimization 
variables, i.e. x=(x1…xp)T. In the following, the Hessian and gradient of power grid measures used in AC 
optimal power flow are presented. 
B.2.       Complex Derivatives of AC Optimal Power Flow 
In this section, the complex derivatives used in AC optimal power flow including the ones for 
circuit quantities are presented.  















=                                                                               (B.12) 
(1) Optimization variable:  
T
pGpGppp QPVx )( )14()13()12()11()1( ××××× Θ=   
4321 ppppp +++=  
(B.13) 
(2) Equality constraints, i.e. AC load flow equations:  
T
nn xgxgxgxg ))()()(()( 21)1( L=×  (B.14) 
(3) Inequality constraints, i.e. power-flows through transmission lines:  
T
mm xhxhxhxh ))()()(()( 21)1( L=×  (B.15) 
where (PG, QG) are injected active and reactive powers of generators (p3=p4) and (V, Θ) are the complex 
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(B.16) 
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λ M                              (B.19) 




























































































































































































































































































































































































































































































































































   (B.21) 
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where p is the total number of optimization variables, i.e. x. 





































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































µ ML                (B.31) 
The OPF solver requires first and second derivatives of f(x), g(x) and h(x) to solve the problem. 
So far, the general structure of the derivative matrices was presented. In the following, more details about 
the functions g(x) and h(x) and their derivatives are given. 
B.2.2.   Complex Derivatives of Circuit Quantities: 
Note: [A] denotes the diagonal matrix of a vector A.  



































































































































































































































































                            (B.32) 
n= # of buses, m= # of generators. 
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B.2.2.2. Complex Current Injections at Buses: 
uYI bb ~






























                                        (B.33) 
B.2.2.3. Complex Power Injections at Buses (Load Flow Equality Constraints): 
 
Figure B.1 Demonstration of load flow equations 
SBr: branch (line) flow; SD: load demand; SG: Injected Power; 
0)( )1( =×−+=× GDBrn SCgSSxg  (i.e. Load flow equality constraints) 
1)22(][ ×+Θ= mnTQgPgVX   n: # of buses; m: # of generators 
(B.34) 
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M ;                           (B.37) 










                                                       (B.39) 
In summary: 









where n: # of buses; m: # of generators. 
B.2.2.3.2. Second Order Derivatives 
According to following matrix, sixteen (16) entries have to be calculated where p1=p2=n, 

















































































































































































































































































































































































































































[ ] ])~[]~[]~[~( *** uYuuIjg bb −=Θ∂
∂
; 
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(B.43-1): 
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[ ] [ ] [ ] [ ] )~~(]~[)~]~([ **** uYIujIu bbb −=Θ∂
∂


















*** uuuuYu Tb  




































      
(B.45) 
Finally, 
(B.43) = j((B.44) – (B.45)) 
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159 
 




























































                          (B.47) 
(B.47-1): 
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Finally, 
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(B.51-1): 












ααλ eeeIe b ~
~
)]~[()]~[]~[( *  
























[ ][ ] [ ][ ] ]~[~~]~[)]~[]~[( **** uYejeIjIe bbb λλλ −=Θ∂
∂


















*** eeeuYe Tb  























[ ] [ ]uYejeuYjuYe TbTbTb ~]~[]~[]]~[[)]~[]~[( ****** λλλ +−=Θ∂
∂
                      (B.53) 
Finally, 
[ ][ ] [ ] [ ]{ }]]~[[~]~[]~[]~[~)]~[]~[( ******** λλλλ uYuYeuYIejuYe TbTbbbTb −+−=Θ∂
∂
             (B.54) 



























































             (B.55) 
Other entries of (41) are zero. In order to enhance the computational performance, some final 
factorizations are performed as follows: 
[ ] [ ]u~×=Α λ  ;       [ ]uYb ~×=Β ;   *Β×Α=Χ ;    [ ]uY Tb ~* ×=∆ ;   [ ] [ ]λλ ∆−×∆×=Ε ]~[ *u  ;      









































































































































Tλ                                                            (B.60) 
Conclusion: 
In the last section, the Gradient and Hessian of load flow equality constraints were presented 
given the dimensions of various entries. The Gradient and Hessian of other network quantities are given 
in the following. 
B.2.2.4. Branch Flows 
In this section, the complex derivatives of the branch flows including complex current and power 
flows are presented. 
B.2.2.4.1. Complex Currents 
 
Figure B.2 Complex currents through branches 
[ ] [ ]












                                                               (B.61) 
where YF and YT are complex matrices calculated based on line data. 
In the following, the derivatives of IF (i.e. from-end current) are given. The equations for IT are 
identical to IF, it just needs to change the subscripts from F to T. 
B.2.2.4.1.1. First Derivatives 
[ ] [ ] uCuC FF ~~ µµ =                                                                          (B.62) 
where n: # of buses; m: # of generators; nl: # of transmission lines. 
[ ] [ ][ ]00~~~ eYujYI FFF =∇                                                                   (B.63) 
































































































µ M                                                        (B.64) 
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164 
 






















                               (B.67) 














































µµ                                        (B.69) 
Note: Other entries of (B.65) are all zero. 
B.2.2.4.2. Complex Apparent Powers 
 
Figure B.3  Complex powers through branches 
[ ] [ ] [ ]














                                                         (B.70) 
where CF (nl×n) and CT (nl×n) are line-bus connection matrices. 
In the following, the derivatives of SF (i.e. from-end power) are given. The equations for ST are 
identical to SF, it just needs to change the subscripts from F to T. 
B.2.2.4.2.1. First Derivatives 
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SF                                                                       (B.75) 
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(B.76) 
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Finally,  




























































































































* µµµµµ           
(B.82) 
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Finally, 
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Finally, 











































































                                      (B.87) 
[ ]µµ ** ][ FF II = ;                                                                         (B.88) 
[ ] [ ] uCuC FF ~~ µµ =                                                                       (B.89) 
 Finally, 
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F µ                                                        (B.91) 
Final factorization to improve computational performance: 
[ ] FTFF CY ××=Α µ* ;     [ ]uu FF ~]~[ * ×Α×=Β ;    ]~[]~[ *uuFF ××Α=Χ ;     ]~[]~[ * uuTFF ××Α=∆ ; 
T
FFF BB +=Ε ;   [ ] 1~ −=Φ u  
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)1( ≤−×= ×××× nlnlFnlnlFnl IIIxh     where   FFF jNMI +=
~             (B.96) 
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(B.100) 
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T IIIIh µµµ                      (B.104) 
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2 µµµ                       (B.106) 

















































2 µµµ                      (B.107) 





)1( ≤−×= ×××× nlnlFnlnlFnl SSSxh     where   FFF jQPS +=
~             (B.108) 
0][][)( )1(
2
max)1()()1()()1( ≤−×+×= ×××××× nlnlFnlnlFnlFnlnlFnl SQQPPxh                     (B.109) 
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B.2.2.4.4.2. Second Derivatives 
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