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1. Introduction
The main object of this paper is a stochastic differential equation
Xt = X0 +
∫ t
0
a(s,Xs)ds+
∫ t
0
b(s,Xs)dWs +
∫ t
0
c(s,Xs)dB
H
s
+
∫ t
0
∫
R
q(s,Xs−, y)ν(ds, dy), t ∈ [0, T ],
(1)
where W is a standard Wiener process; BH is a fractional Brownian motion (fBm)
with the Hurst parameter H ∈ (12 , 1); ν is a Poisson measure with finite intensity
measure.
Such equation can be used to model processes with jumps on financial markets,
where two principal random noises influence the prices. One noise is coming from
economical background and has a long-range dependence, which is modeled by the
fBm. Another noise is intrinsic to the stock exchange, where millions of agents act
independently and behave irrationally sometimes; this is a white noise and it is
modeled by a Wiener process.
Although equation (1) were not studied before, many authors considered some
particular examples.
For a pure fractional stochastic equation without Wiener component and jumps
Xt = X0 +
∫ t
0
a(s,Xs)ds+
∫ t
0
c(s,Xs)dB
H
s , (2)
existence and uniqueness of a solution to such equation was proved first in [5, 6,
∗Corresponding author. Email: zhora@univ.kiev.ua
ISSN: 1744-2508 print/ISSN 1744-2516 online
c© 200x Taylor & Francis
DOI: 10.1080/1744250YYxxxxxxxx
http://www.informaworld.com
October 9, 2018 2:7 Stochastics: An International Journal of Probability and Stochastic Processes
shevchenko-mbfbm-jumps-gssr
2
11, 12]. In [10] this result was proved under weaker assumptions on coefficients
and integrability of the solution was established for H > 3/4. For a homogeneous
drift-less equation (i.e. a(s, x) = 0, c(s, x) = c(x)), the integrability was shown in
[4] for all H > 1/2.
Mixed stochastic differential equation without jumps
Xt = X0 +
∫ t
0
a(s,Xs)ds +
∫ t
0
b(s,Xs)dWs +
∫ t
0
c(s,Xs)dB
H
s (3)
was first considered in [7], where unique solvability was proved for time-independent
coefficients and zero drift, i.e. a = 0. Later, in [14], existence of solution to (3) was
proved under less restrictive assumptions, but only locally, i.e. up to a random time.
In [3] global existence and uniqueness of solution to (3) was established under the
assumption that W and BH are independent. The latter result was obtained in [8]
and [9] without the independence assumptions, and it was also shown in [9] that
all moments of the solution are finite for H > 3/4. It is also worth mentioning that
article [11] contains related results, which imply, in particular, that (3) has unique
solution for b(t, x) = c(t, x) = b(x).
Recently, equation (1) without Brownian component (i.e. b = 0) was consid-
ered in [1], where the existence of solution is proved under weaker conditions on
regularity of a (only Ho¨lder continuity in the second variable) and without the
assumptions Π(R) < ∞, H > 1/2. On the other hand, in that paper c(t, x) ≡ 1
and q(t, x, y) is independent of x, which are much stronger assumptions than those
of the present paper.
In this paper we show that (1) has a unique solution. The main result is existence
of moments of the solution, which is an important property for applications. The
existence of moments is proved for all H > 1/2 in inhomogeneous case, which is a
novelty in comparison to the results of [4, 9, 10]. The paper is organized as follows.
Section 2 gives basic definitions. In Section 3 we prove existence and uniqueness
of the solution to (1). Section 4 contains results on integrability of solutions to
(1)–(3).
2. Preliminaries
Let
(
Ω,F ,F = {Ft, t ≥ 0},P
)
be a complete filtered probability space satisfying the
usual assumptions. Let also {Wt, t ≥ 0} be an F-Wiener process and {B
H
t , t ≥ 0} be
an F-adapted fractional Brownian motion (fBm), i.e. a centered Gaussian process
with the covariance E
[
BHt B
H
s
]
= 12(s
2H + t2H − |t − s|2H). Let also ν be an F-
adapted Poisson measure with intensity measure Π, i.e.
E [ν(dt, dy)] = Π(dy)dt.
We will assume that the intensity measure Π is finite:
Π(R) <∞. (4)
It is well known that BH has a modification with almost surely continuous paths
(even Ho¨lder continuous of any order up to H), and further we will assume that it
is continuous itself.
Now we define how we understand the integrals in (1). The integral with respect
to the Wiener process W
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as
∫ t
0 b(s,Xs)
2ds < ∞ almost surely. The integral with respect to ν is defined as
usual. Since Π(R) <∞, the process
Lt =
∫ t
0
∫
R
x ν(ds, dx) (5)
is well defined and it is a pure jump process, which almost surely has finite number
of jumps; we can assume that it is cadlag. So the integral with respect to ν is just
a finite sum
∫ t
0
∫
R
q(s,Xs−, y)ν(ds, dy) =
∑
s∈[0,t]
q(s,Xs−,∆Ls),
where ∆Ls = Ls − Ls−.
As for the integral with respect to the fBm BH , we use the generalized Lebesgue–
Stieltjes integral (see [13]). Its construction uses the fractional derivatives
(
Dαa+f
)
(x) =
1
Γ(1− α)
(
f(x)
(x− a)α
+ α
∫ x
a
f(x)− f(u)
(x− u)1+α
du
)
,
(
D1−αb− g
)
(x) =
e−ipiα
Γ(α)
(
g(x)
(b− x)1−α
+ (1− α)
∫ b
x
g(x)− g(u)
(u− x)2−α
du
)
.
Assuming that Dαa+f ∈ L1[a, b], D
1−α
b− gb− ∈ L∞[a, b], where gb−(x) = g(x) − g(b),
the generalized (fractional) Lebesgue-Stieltjes integral
∫ b
a f(x)dg(x) is defined as
∫ b
a
f(x)dg(x) = eipiα
∫ b
a
(
Dαa+f
)
(x)
(
D1−αb− gb−
)
(x)dx. (6)
It follows from Ho¨lder continuity of BH that D1−αb− B
H
b−(x) ∈ L∞[a, b] a.s. Then
for a function f with Dαa+f ∈ L1[a, b] we can define integral with respect to B
H
through (6):
∫ b
a
f(x) dBH(x) := eipiα
∫ b
a
(Dαa+f)(x)(D
1−α
b− B
H
b−)(x) dx. (7)
Note that in the case where f is piecewise Ho¨lder continuous with exponent γ >
1−H, this integral is just a limit of forward integral sums
∑n
k=1 f(tk)
(
BHtk+1−B
H
tk
)
.
(This fact is proved in [13] for Ho¨lder continuous functions f , but it is easily checked
that the proof works for piecewise Ho¨lder continuous functions as well.) Hence, for
such functions, all usual properties of integral hold: linearity, additivity etc.
Throughout the paper, the symbol C will denote a generic constant, whose value
is not significant and can change from one line to another. To emphasize its de-
pendence on some parameters, we will put them into subscripts.
3. Existence and uniqueness of solution
In this and the following sections we impose the following assumptions on the
coefficients of (1):
October 9, 2018 2:7 Stochastics: An International Journal of Probability and Stochastic Processes
shevchenko-mbfbm-jumps-gssr
4
H1. The function c is differentiable in x and for all x, y ∈ R, t ∈ [0, T ]
|a(t, x)| + |b(t, x)|+ |c(t, x)| ≤ C(1 + |x|),
|∂xc(t, x)| ≤ C.
H2. The functions a, b and ∂xc are Lipschitz continuous in x:
|a(t, x1)− a(t, x2)|+ |b(t, x1)− b(t, x2)|+ |∂xc(t, x1)− ∂xc(t, x2)| ≤ C|x1−x2|,
for all x1, x2 ∈ R, t ∈ [0, T ].
H3. The functions a, b and ∂xc are Ho¨lder continuous in t: for some β ∈ (1−H, 1)
and for all s, t ∈ [0, T ], x ∈ R
|a(s, x)−a(t, x)|+|b(s, x)−b(t, x)|+|c(s, x)−c(t, x)|+|∂xc(s, x)−∂xc(t, x)| ≤ C|s−t|
β.
We do not impose any assumptions on the function q except joint measurability in
all arguments.
We will say that a process X is a solution to (1) if it is cadlag and has the
following properties:
• for some κ > 1−H
|Xt −Xs| ≤ C |t− x|
κ
for all t, s such that ν([t− s],R) = 0 (i.e. X is Ho¨lder continuous between jumps
of the process L defined in (5));
• equation (1) holds almost surely for all t ∈ [0, T ].
From (4) it follows that, almost surely, L has finitely many jumps on [0, T ], so
a solution X is piecewise Ho¨lder continuous of order κ > 1 − H, consequently,
the integral
∫ t
0 c(s,Xs)dB
H
s is well defined for all t ∈ [0, T ]. It also follows that∫ T
0 (|a(s,Xs)| ds + b(s,Xs)
2)ds < ∞ a.s., thus the integrals
∫ t
0 a(s,Xs)ds and∫ t
0 b(s,Xs)dWs are well defined too.
Theorem 3.1 : Equation (1) has a unique solution.
Proof : For u ≥ 0, consider the following equation:
Yt = y +
∫ t
0
a(s + u, Ys)ds +
∫ t
0
b(s+ u, Ys)dVs +
∫ t
0
c(s+ u, Ys)dZs,
where V is a Wiener process, Z is a process with almost surely Ho¨lder continuous
paths of order γ > 1/2. It was proved in [9] that such equation has a unique
solution in the class of Ho¨lder continuous processes of order κ > 1− γ. We denote
this solution by Y (u, t, y, V, Z).
Let τn be the moment of the nth jump of process L. Define a sequence of processes
Xn recursively as follows. Let the process X0t = Y (0, t,X0,W,B
H) be the solution
to (3). If for n ≥ 1 the process Xn−1 is constructed, set W ns = Wτn+s − Wτn ,
Zns = B
H
τn+s − B
H
τn , s ≥ 0, X
n
τn = X
n−1
τn + q(τn,X
n−1
τn ,∆Lτn). On the stochastic
basis (Ω,Fn, (Fnt , t ≥ 0), P ) with F
n = σ{W n, Zn}, Fn = σ{W ns , Z
n
s , s ∈ [0, t]},
the process W n is a Wiener process, and Zns is Ho¨lder continuous of any order
γ < H, hence we can define Xnt = Y (τn, t− τn,X
n
τn ,W
n, Zn), t ≥ τn.
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Now we put
Xt =
∑
n≥0
Xnt 1[τn,τn+1)(t)
and show that this process solves (1). Indeed, for t ∈ [τn, τn+1), n ≥ 0, we have
Xt = Xτn +
∫ t−τn
0
(
a(s+ τn,Xs+τn)ds + b(s+ τn,Xs+τn)dW
n
s + c(s + τn,Xs+τn)dZ
n
s
)
= Xτn +
∫ t
τn
(
a(s,Xs)ds + b(s,Xs)dW
n
s+τn + c(s,Xs)dZ
n
s+τn
)
= Xτn +
∫ t
τn
(
a(s,Xs)ds + b(s,Xs)dWs + c(s,Xs)dB
H
s
)
.
Thus, for any t ≥ 0 we can write
Xt = X0 +
∫ t
τn
(
a(s,Xs)ds + b(s,Xs)dWs + c(s,Xs)dB
H
s
)
+
∑
n:τn≤t
∆Xτn
= X0 +
∫ t
τn
(
a(s,Xs)ds+ b(s,Xs)dWs + c(s,Xs)dB
H
s
)
+
∑
n:τn≤t
q(τn,Xτn−,∆Lτn)
= X0 +
∫ t
τn
(
a(s,Xs)ds + b(s,Xs)dWs + c(s,Xs)dB
H
s
)
+
∫ t
0
∫
R
q(s,Xs−, y)ν(ds, dy),
i.e. X solves (1).
Uniqueness follows from a similar reasoning: from uniqueness of solution for (3)
and the strong Markov property of W we get, that for t ∈ [τn, τn+1), n ≥ 0, the
solution of (1) satisfiesXt = Y (τn, t−τn,X
n
τn ,W
n, Zn). On the other hand, ∆Xτn =
q(τn,Xτn−,∆Lτn), hence any solution of (1) coincides with the one constructed
above. 
4. Existence of moments of the solution
4.1 Existence of moments for equation without jumps
We start by making pathwise estimates of the solution to equation (3) without
jumps. We fix some α ∈ (1−H, 1/2) and introduce the following notation:
‖f‖t =
∫ t
0
|f(t)− f(s)| (t− s)−1−αds,
‖f‖λ,t = sup
s≤t
e−λs |f(s)| , ‖f‖1,λ,t = sup
s≤t
e−λs ‖f‖s , ‖f‖∞;t = ‖f‖0,t + ‖f‖1,0,t ;
‖f‖0;[s,t] = sup
s≤u<v<t
(
|f(v)− f(u)|
(v − u)1−α
+
∫ v
u
|f(u)− f(z)|
(z − u)2−α
dz
)
.
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Observe that it follows from (7) that
∣∣∣∣
∫ b
a
f(s)dBHs
∣∣∣∣ ≤ C ∥∥BH∥∥0;[a,b]
×
∫ b
a
(
|f(s)| (s− a)−α +
∫ s
a
|f(s)− f(u)| (s− u)−1−αdu
)
ds.
(8)
First we establish some pathwise estimates of the solution of (3).
Lemma 4.1: For the solution X of (3), the following estimate holds:
‖X‖∞;T ≤ C exp
{
C
∥∥BH∥∥1/(1−α)
0;[0,T ]
}(
1 + ‖Ib‖∞;T
)
,
where Ib(t) =
∫ t
0 b(s,Xs)dWs, t ∈ [0, T ].
Remark 1 : A similar estimate (naturally, without Jb) was obtained for the pure
fractional equation (2) in [10], but with exponent 1/(1 − 2α) instead of 1/(1 − α)
here. In our proof we will use methods similar to those of [10], but we modify them
as follows. While in [10], the sum ‖f‖λ,t+‖f‖1,λ,t is estimated and a version of the
Gronwall lemma is used, here we will estimate these terms separately and then use
a kind of two-dimensional Gronwall lemma.
Proof : For shortness, denote Λ =
∥∥BH∥∥
0;[0,T ]
∨ 1, Jb = ‖Ib‖∞;T , h(t, s) = (t −
s)−1−α.
We start by estimating |Xt|:
|Xt| ≤ |X0|+ |Ia(t)|+ |Ib(t)|+ |Ic(t)| ,
where Ib is as above, Ia(t) =
∫ t
0 a(s,Xs)ds, Ic(t) =
∫ t
0 c(s,Xs)dB
H
s . Estimate
|Ib(t)| ≤ Jb,
|Ia(t)| ≤
∫ t
0
|a(s,Xs)| ds ≤ C
∫ t
0
(1 + |Xs|) ds ≤ C
(
1 +
∫ t
0
|Xs| ds
)
.
By (8),
|Ic(t)| ≤ CΛ
∫ t
0
(
|c(s,Xs)| s
−α +
∫ s
0
|c(s,Xs)− c(u,Xu)| h(s, u)du
)
ds
≤ CΛ
∫ t
0
(
(1 + |Xs|) s
−α +
∫ s
0
(
|s− u|β + |Xs −Xu|
)
h(s, u)du
)
ds
≤ CΛ
(
1 +
∫ t
0
(
|Xs| s
−α + ‖X‖s
)
ds
)
.
Summing up, we have
|Xt| ≤ CΛ
(
1 +
∫ t
0
(
|Xs| s
−α + ‖X‖s
)
ds
)
+ Jb,
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whence
‖X‖λ,t ≤ CΛ
(
1 + sup
s≤t
e−λs
∫ s
0
(
|Xu|u
−α + ‖X‖u
)
du
)
+ Jb
≤ CΛ
(
1 + sup
s≤t
∫ s
0
eλ(u−s)
(
e−λu |Xu|u
−α + e−λu ‖X‖u
)
du
)
+ Jb
≤ CΛ
(
1 + sup
s≤t
∫ s
0
eλ(u−s)
(
u−α ‖X‖λ,t + ‖X‖1,λ,t
)
du
)
+ Jb
≤ CΛ
(
1 + λα−1 ‖X‖λ,t + λ
−1 ‖X‖1,λ,t
)
+ Jb,
where we have used the estimate
sup
s≤t
∫ s
0
eλ(u−s)u−αdu = sup
s≤t
λ−1
∫ λs
0
e−z(s− z/λ)−αdz
= sup
s≤t
λα−1
∫ λs
0
e−z(λs− z)−αdz ≤ λα−1 sup
a>0
∫ a
0
e−z(a− z)−αdz = Cλα−1.
Further, we estimate ‖X‖t:
‖X‖t ≤ ‖Ia‖t + ‖Ib‖t + ‖Ic‖t ≤ ‖Ia‖t + Jb + ‖Ic‖t ,
‖Ia‖t ≤
∫ t
0
∫ t
s
|a(u,Xu)| duh(t, s)ds ≤ C
∫ t
0
∫ t
s
(1 + |Xu|) duh(t, s)ds
≤ C
(
1 +
∫ t
0
|Xu| (t− u)
−αdu
)
,
‖Ic‖t =
∫ t
0
∣∣∣∣
∫ t
s
c(u,Xu)dB
H
u
∣∣∣∣h(t, s)ds ≤ CΛ(J ′c + J ′′c ),
where
J ′c =
∫ t
0
∫ t
s
|c(u,Xu)| (u− s)
−αduh(t, s)ds ≤
∫ t
0
∫ t
s
(1 + |Xu|) (u− s)
−αduh(t, s)ds
≤ C
(
1 +
∫ t
0
|Xu|
∫ u
0
(u− s)−α(t− s)−1−αds
)
≤ C
∫ t
0
|Xu| (t− u)
−2αdu,
J ′′c =
∫ t
0
∫ t
s
∫ u
s
|c(u,Xu)− c(z,Xz)| h(u, z)dz duh(t, s)ds
≤ C
∫ t
0
∫ t
s
∫ u
s
(
(u− z)β + |Xu −Xz| h(u, z)
)
dz duh(t, s)ds
≤ C
(∫ t
0
∫ t
s
(u− s)β−α +
∫ t
0
∫ u
0
|Xu −Xz|h(u, z)(t − z)
−αdz du
)
≤ C
(
1 +
∫ t
0
∫ u
0
|Xu −Xz| h(u, z)dz(t − u)
−αdu
)
= C
(
1 +
∫ t
0
‖X‖u (t− u)
−αdu
)
.
October 9, 2018 2:7 Stochastics: An International Journal of Probability and Stochastic Processes
shevchenko-mbfbm-jumps-gssr
8
Here to estimate J ′c we used the following computation:
∫ u
0
(u− s)−α(t− s)−1−αdu =
∣∣∣s = u− (t− u)v∣∣∣ = (t− u)−2α ∫ ut−u
0
v−α(1 + v)−1−αdt
≤ (t− u)−2α
∫ ∞
0
v−α(1 + v)−1−αdv = B(1 − α, 2α)(t − u)−2α.
Combining all estimates, we get
‖X‖t ≤ CΛ
(
1 +
∫ t
0
(
|Xu| (t− u)
−2α + ‖X‖u (t− u)
−α
)
du
)
+ Jb,
whence
‖X‖1,λ,t ≤ CΛ
(
1 + sup
s≤t
e−λs
∫ s
0
(
|Xu| (s− u)
−2α + ‖X‖u (s − u)
−α
)
du
)
+ Jb
≤ CΛ
(
1 + sup
s≤t
∫ s
0
eλ(u−s)
(
e−λu |Xu| (s− u)
−2α + e−λu ‖X‖u (s− u)
−α
)
du
)
+ Jb
≤ CΛ
(
1 + sup
s≤t
∫ s
0
eλ(u−s)
(
‖X‖λ,t (s− u)
−2α + ‖X‖1,λ,t (s− u)
−α
)
du
)
+ Jb
≤ CΛ
(
1 + λ2α−1 ‖X‖λ,t + λ
α−1 ‖X‖1,λ,t
)
+ Jb.
Thus, we get the following system of inequalities :
‖X‖λ,t ≤ KΛ
(
1 + λα−1 ‖X‖λ,t + λ
−1 ‖X‖1,λ,s
)
+ Jb,
‖X‖1,λ,t ≤ KΛ
(
1 + λ2α−1 ‖X‖λ,t + λ
α−1 ‖X‖1,λ,s
)
+ Jb
with some constant K (which can be assumed to be greater than 1 without loss of
generality). Putting λ = (4KΛ)1/(1−α), we get from the first inequality that
‖X‖λ,t ≤
4
3
KΛ
(
1 + λ−1 ‖X‖1,λ,t
)
+
4
3
Jb. (9)
We remark that ‖X‖λ,t and ‖X‖1,λ,t are almost surely finite by the results of [8].
Plugging this to the second inequality and making simple transformations, we
arrive at
‖X‖1,λ,t ≤
3
2
KΛ+ 2KΛ1/(1−α) + 2KΛJb ≤ CΛ
1/(1−α)(1 + Jb)
with some constant, which is no longer of interest. Substituting this to (9), we get
‖X‖λ,t ≤ CΛ(1 + Jb) ≤ CΛ
1/(1−α)(1 + Jb).
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Finally,
‖X‖∞;T ≤ e
λT
(
‖X‖λ,t + ‖X‖1,λ,t
)
≤ C exp
{
CΛ1/(1−α)
}
Λ1/(1−α)(1 + Jb)
≤ C exp
{
CΛ1/(1−α)
}
(1 + Jb) ≤ C exp
{
C
(
1 +
∥∥BH∥∥1/(1−α)
0;[0,T ]
)}
(1 + Jb)
≤ C exp
{
C
∥∥BH∥∥1/(1−α)
0;[0,T ]
}
(1 + Jb),
as required. 
Now we are ready to state the result about finiteness of moments. To this end,
in addition to our main hypotheses H1–H3, we will assume that the coefficient b is
bounded:
H4. for all x ∈ R, t ∈ [0, T ]
|b(t, x)| ≤ C.
Theorem 4.2 : The solution X of (3) for each p > 0 satisfies
E
[
‖X‖p
∞;T
]
<∞,
in particular,
E
[
sup
t∈[0,T ]
|Xt|
p
]
<∞.
Proof : Thanks to Lemma 4.1, it is enough to prove that all moments of
exp
{∥∥BH∥∥1/(1−α)
0;[0,T ]
}
and of Jb are finite. The first follows from the fact that∥∥BH∥∥
0;[0,T ]
is an almost surely finite supremum of a Gaussian family, and
1/(1 − α) < 2, since α < 1/2.The first is proved as in [9, Lemma 2.3], but the
proof is short and for completeness we repeat it here.
Denote bu = b(u,Xu) and write
E
[
Jpb
]
≤ Cp(I
′
b + I
′′
b ),
where
I ′b = E
[
sup
t∈[0,T ]
∣∣∣∣
∫ t
0
bsdWs
∣∣∣∣
p
]
≤ CpE
[(∫ t
0
|bs|
2 ds
)p/2]
<∞,
I ′′b = E
[
sup
t∈[0,T ]
(∫ t
0
∣∣∣∣
∫ t
s
bzdWz
∣∣∣∣ (t− s)−1−αds
)p]
.
By the Garsia–Rodemich–Rumsey inequality [2, Theorem 1.4], for arbitrary η ∈
(0, 1/2 − α), u, s ∈ [0, T ]
∣∣∣∣
∫ s
u
bzdWz
∣∣∣∣ ≤ Cξη(T ) |s− u|1/2−η , ξη(t) =
(∫ t
0
∫ t
0
∣∣∫ y
x bvdWv
∣∣2/η
|x− y|1/η
dx dy
)η/2
.
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For p ≥ 2/η by the Ho¨lder inequality
E [ξη(t)
p] ≤ Cp,η
∫ t
0
∫ t
0
E
[∣∣∫ y
x bvdWv
∣∣p]
|x− y|p/2
dx dy
≤ Cp,η
∫ t
0
E
[(∫ y
x (bv)
2dv
)p/2]
|x− y|p/2
dx dy <∞,
whence
I ′′b ≤ CE [ξη(T )
p] sup
t∈[0,T ]
(∫ t
0
(t− s)−1/2−η−αds
)p
<∞,
and the statement follows. 
As a corollary, we get a generalization of a result of [10] where the existence of
moments under linear growth of c is proved only for H > 3/4.
Corollary 4.3: The solution X of (2) for each p > 0 satisfies
E
[
‖X‖p
∞;T
]
<∞,
in particular,
E
[
sup
t∈[0,T ]
|Xt|
p
]
<∞.
4.2 Existence of moments for the mixed equation with jumps
Now turn to equation (1). To prove existence and uniqueness of its solution, we
did not make any assumptions about ν and q, except that ν has finite activity:
Π(R) < ∞. To prove existence of moments, we will make further assumptions on
the measure ν and the coefficient q in addition to H1–H4.
H5. The measure ν is independent of BH , W .
H6. There exists a function g : R→ [0,∞) such that for all x ∈ R, t ∈ [0, T ]
|q(t, x, y)| ≤ g(y)(1 + |x|).
H7. For all p > 0
∫
R
g(y)pΠ(dy) <∞.
Theorem 4.4 : The solution X of (1) for each p > 0 satisfies
E
[
sup
t∈[0,T ]
|Xt|
p
]
<∞.
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Proof : Let τn be the moment of the nth jump of process L. As in the proof of
3.1, consider for u ≥ 0 the equation
Yt = y +
∫ t
0
a(s + u, Ys)ds +
∫ t
0
b(s+ u, Ys)dVs +
∫ t
0
c(s+ u, Ys)dZs,
where V is a Wiener process, Z is an adapted process with almost surely γ-Ho¨lder
continuous paths for some γ > 1/2, and denote the unique solution to this equation
by Y (u, t, y, V, Z). A reasoning similar to that used in the proof of Lemma 4.1 gives
‖Y (u, ·, y, V,X)‖α;[0,t] ≤ K |y| exp
{
K ‖Z‖
1/(1−α)
0;[0,t]
}
(1 + ‖Ib,Y ‖∞;t), (10)
where Ib,Y (t) =
∫ t
0 b(s + u, Ys)dVs, the constant K depends only on constants in
assumptions H1–H4, without loss of generality we assume K > 1. Hence we get for
t < τ1
|Xt| ≤ K |X0| exp
{
K
∥∥BH∥∥1/(1−α)
0;[0,τ1]
}(
1 + ‖Ib‖∞;τ1
)
,
where Ib(t) =
∫ t
0 b(s,Xs)dWs.
For convenience denote |x|1 = |x| ∨ 1 and assume without loss of generality that
g(x) > 1, x ∈ R. Then
sup
t<τ1
|Xt|1 ≤ K |X0|1 exp
{
K
∥∥BH∥∥1/(1−α)
0;[0,τ1]
}
(1 + Jb), (11)
where
Jb = sup
0≤s≤t≤T
∫ t
s
(∣∣∣∣
∫ u
s
b(v,Xv)dWv
∣∣∣∣ (u− s)−α
+
∫ u
s
∣∣∣∣
∫ u
z
b(v,Xv)dWv
∣∣∣∣ (u− z)−1−αdz
)
du.
Further,
|Xτ1 |1 ≤ |Xτ1−|1 + |q(τ1,Xτ1−,∆Lτ1)|1
≤ |Xτ1−|1 + 2g(∆Lτ1) |Xτ1−|1 ≤ 3g(∆Lτ1) |Xτ1−|1
≤ 3Kg(∆Lτ1) |X0|1 exp
{
K
∥∥BH∥∥1/(1−α)
0;[0,τ1]
}
(1 + Jb).
October 9, 2018 2:7 Stochastics: An International Journal of Probability and Stochastic Processes
shevchenko-mbfbm-jumps-gssr
12
Using inequality (10) consequently on [τ1, τ2), [τ2, τ3), . . . and estimating jumps of
X as in (11), we arrive at
sup
t∈[0,T ]
|Xt| ≤ sup
t∈[0,T ]
|Xt|1 ≤ (3K)
N(T )(1 + Jb)
N(T )+1 |X0|1 exp
{
K
∥∥BH∥∥1/(1−α)
0;[0,τ1∧T ]
}
×
∏
n:τn≤T
g(∆Lτn) exp
{
K
∥∥BH∥∥1/(1−α)
0;[τn,τn+1∧T ]
}
≤ C(6K)N(T )
(
1 + J
N(T )+1
b
)
exp
{
K
∥∥BH∥∥1/(1−α)
0;[0,τ1∧T ]
}
×
∏
n:τn≤T
g(∆Lτn) exp
{
K
∥∥BH∥∥1/(1−α)
0;[τn,τn+1∧T ]
}
where N(T ) denotes the number of jumps of the process L on [0, T ]. Hence, by the
Ho¨lder inequality,
E
[
sup
t∈[0,T ]
|Xt|
p
]
≤ Cp

E [(6K)4pN(T )] (1 + E [J4p(N(T )+1)b ])
× E

N(T )∏
n=1
g(∆Lτn)
4p

E

N(T )∏
n=0
exp
{
4Kp
∥∥BH∥∥1/(1−α)
0;[τn,τn+1∧T ]
}


1/4
,
(12)
with τ0 = 0. Since the jumps of L are jointly independent and do not depend on
N(T ), which has a Poisson distribution, we have E
[
(6K)4pN(T )
]
<∞ and
E

N(T )∏
n=1
g(∆Lτn)
4p

 = exp{(E [g(∆Lτ1)4p]− 1)Π(R)T}
= exp
{(∫
R
g(y)4pΠ(dy)− 1
)
Π(R)T
}
<∞.
Further, write
E
[
J
4p(N(T )+1)
b
]
= E
[
E
[
J
4p(N(T )+1)
b
∣∣∣L]]
From the formula for the solution to (1), obtained in the proof of Theorem 3.1, we
get that Xt = F (t,W,B
H , L), where F is certain non-random measurable function.
Thus, we can write b(s,Xs) = G(s,W,B
H , L), where G is a non-random bounded
function. Therefore, since W and BH do not depend on L, we obtain
E
[
J
4p(N(T )+1)
b
∣∣∣L] = E
[
sup
0≤s≤t≤T
∥∥∥∥
∫ ·
s
G(u,W,BH , l)dWu
∥∥∥∥
4pk
α;[s,t]
] ∣∣∣∣
l=L,k=N(T )+1
.
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Abbreviate Gu(l) = G(u,W,B
H , l) and estimate∥∥∥∥
∫ ·
s
Gu(l)dWu
∥∥∥∥
α;[s,t]
≤
∣∣∣∣
∫ t
0
Gu(l)dWu
∣∣∣∣+
∣∣∣∣
∫ s
0
Gu(l)dWu
∣∣∣∣+
∫ t
s
∣∣∣∣
∫ t
u
Gz(l)dWz
∣∣∣∣ (t− u)−1−αdu.
Then
E
[
sup
0≤s≤t≤T
∥∥∥∥
∫ ·
s
Gu(l)dWu
∥∥∥∥
4pk
α;[s,t]
]
≤ 2(I1 + I2),
where
I1 = E
[
sup
t∈[0,T ]
∣∣∣∣
∫ t
0
Gu(l)dWu
∣∣∣∣
4pk
]
≤ E
[(∫ T
0
Gu(l)
2du
)2pk]
≤ Kk1 ,
I2 = E
[
sup
0≤s≤t≤T
(∫ t
s
∣∣∣∣
∫ t
u
Gz(l)dWz
∣∣∣∣ (t− u)−1−αdu
)4pk]
,
with some constant K1 independent of l, k. The term I2 is estimated as in the
proof of Theorem 4.2: from the Garsia–Rodemich–Rumsey inequality we get for
any η ∈ (0, 1/2 − α), u, s ∈ [0, T ]∣∣∣∣
∫ s
u
Gz(l)dWz
∣∣∣∣ ≤ Cηξη(T ) |s− u|1/2−η ,
with
ξη(t) =
(∫ t
0
∫ t
0
∣∣∫ y
x Gv(l)dWv
∣∣2/η
|x− y|1/η
dx dy
)η/2
.
Now for 4pk ≥ 2/η
E
[
ξη(T )
4pk
]
≤ C4pkη T
2−4pkη
∫ T
0
∫ T
0
E
[∣∣∫ y
x Gv(l)dWv
∣∣4pk]
|x− y|2pk
dx dy
≤ C4pkη T
2−4pkη
∫ t
0
E
[(∫ y
x Gv(l)
2dv
)2pk]
|x− y|2pk
dx dy ≤ Kk2 ,
where the constant K2 is independent of l, k. Consequently,
I2 ≤ K
k
2 sup
0≤s≤t≤T
(∫ t
s
(t− u)−1/2−α−ηdu
)4pk
≤ (K2T
4p(1/2−α−η))k.
Collecting all estimates, we get
E
[
sup
0≤s≤t≤T
∥∥∥∥
∫ ·
s
Gu(l)dWu
∥∥∥∥
4pk
α;[s,t]
]
≤ Kk3
October 9, 2018 2:7 Stochastics: An International Journal of Probability and Stochastic Processes
shevchenko-mbfbm-jumps-gssr
14 REFERENCES
with K3 independent of l, k. Therefore,
E
[
J
4p(N(T )+1)
b
]
≤ E
[
K
N(T )+1
3
]
<∞.
Consider the last multiple in (12). Denote Zn = 4Kp
∥∥BH∥∥1/(1−α)
0;[τn,τn+1∧T ]
. By the
Ho¨lder inequality,
E

N(T )∏
n=0
eZn

 ≤ N(T )∏
n=0
E
[
eqnZn
]1/qn
=
N(T )∏
n=0
E
[
E
[
eqnZn |L
]]1/qn
,
where
qn = ∆
−κ
n
N(T )∑
n=0
∆κn, ∆n = τn+1 ∧ T − τn, κ =
α+H − 1
1− α
.
Using the independence of BH and L, write
E
[
eqnZn |L
]
= E
[
exp
{
4KpS(b− a)−κ
∥∥BH∥∥1/(1−α)
0;[a,b]
}] ∣∣∣
a=τn,b=τn+1∧T,S=
∑
N(T )
n=0 ∆
κ
n
.
In view of the self-similarity property of BH , it is easy to check that
(b− a)−κ
∥∥BH∥∥1/(1−α)
0;[a,b]
d
=
∥∥BH∥∥1/(1−α)
0;[0,1]
.
Consequently,
E

N(T )∏
n=0
eZn

 ≤ E [E [exp{4KpS ∥∥BH∥∥1/(1−α)
0;[0,1]
}] ∣∣∣
S=
∑
N(T)
n=0 ∆
κ
n
]
It is easy to check that κ > 1. Therefore,
N(T )∑
n=0
∆κn ≤

N(T )∑
n=0
∆n


κ
= T κ.
This implies
E

N(T )∏
n=0
eZn

 ≤ E [exp{4KpT κ ∥∥BH∥∥1/(1−α)
0;[0,1]
}]
,
which is finite as
∥∥BH∥∥
0;[0,1]
is a finite supremum of a Gaussian family and 1/(1−
α) < 2. The proof is now complete. 
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