Sistema estereoscópico para
teleoperación asistida y supervisión de
tareas robotizadas by Capell Muñoz, Ingrid
Proyecto Final de Carrera
Sistema estereosco´pico para
teleoperacio´n asistida y supervisio´n de
tareas robotizadas
Ingrid Capell Mun˜oz
Octubre 2006
Escola Superior d’Enginyeria Industrial de Barcelona
2 Sistema este´reo para TASTRI2
1 Resumen
El objetivo de este proyecto es disen˜ar un sistema de visio´n estereosco´pica con cliente remoto para
la supervisio´n de tareas robotizadas dentro del proyecto ”Teleoperacio´n asistida y supervisio´n
de tareas robotizadas a trave´s de Internet 2”(TASTRI2).
El sistema consta de dos mo´dulos. Un primer mo´dulo sensor esta´ compuesto de dos ca´maras
Canon VC-C5 en paralelo, que forman parte de una arquitectura cliente-servidor remoto. Esta
arquitectura permite el control de las dos ca´maras gracias, por un lado, a la creacio´n de una
Librer´ıa de control de las ca´maras, y, por otro, al desarrollo de un cliente Qt de las ca´maras y a
un servidor remoto que se comunica v´ıa RS-232 con las mismas. El segundo mo´dulo desarrollado
en este proyecto se encarga del tratamiento y posterior procesado de las ima´genes que se extraen
de estas ca´maras . La parte de tratamiento consiste, a su vez, por un lado, en la compresio´n por
hard de estas ima´genes (en formato MPEG4), y por otro, en su correspondiente captura con un
servidor de RTSP, en este caso Spook, y su env´ıo a trave´s de la red de Internet. Finalmente,
para el procesado de las ima´genes se ha desarrollado un programa que, en primer lugar, obtie-
ne paquetes del stream de video, los trata y, una vez decodificados, obtiene las ima´genes que
componen dicho v´ıdeo; en segundo lugar, se muestran las ima´genes obtenidas en una ventana
gra´fica. Dicha ventana, gracias a la tarjeta de v´ıdeo, capaz de soportar estereoscop´ıa, y a la
sincronizacio´n del quad buffer del PC con unas gafas con obturacio´n (shutter glasses), permite
la correcta visualizacio´n en 3D de las ima´genes procedentes de las ca´maras.
La memoria del proyecto consta de una primera parte introductoria al mundo de la estereoscop´ıa
donde se definen aquellos conceptos ma´s relevantes para la comprensio´n de las diferentes fases
del proyecto. En segundo lugar, se realiza un estudio de las caracter´ısticas y de cua´les son los
condicionantes de un sistema estereosco´pico para, en tercer lugar, poder plantear el disen˜o y
realizacio´n de los dos mo´dulos anteriormente mencionados. En cuarto lugar se procede a evaluar
los resultados de dicho sistema, a analizar econo´micamente los costes de viabilidad del proyecto
y a describir el impacto ambiental del mismo. Cabe destacar, que estos dos u´ltimos conceptos se
desarrollan en los anexos de esta memoria. Finalmente se exponen las conclusiones del proyecto
y se plantea el posible trabajo futuro de este sistema estereosco´pico.
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2 Glosario
Glosario de la terminolog´ıa inglesa empleada en los papers i bibliograf´ıa consultada con posibles
traduccio´nes y definiciones en castellano.
API: Del ingle´s Application Programming Interface - Interfaz de Programacio´n de Aplicaciones,
es un conjunto de especificaciones de comunicacio´n entre componentes software. Representa
un me´todo para conseguir abstraccio´n en la programacio´n y proporcionar un conjunto de
funciones de uso general de forma que los programadores hagan uso de e´stas evita´ndose el
trabajo de reprogramarlo todo desde el principio.
Bit-rate: Del ingle´s Flujo de bits Datos por segundo que contiene un v´ıdeo. Mide la velocidad.
Se entiende que a mayor bit-rate, mayor calidad de imagen, aunque mayor ancho de banda
necesario para su correcta reproduccio´n. Si se observan saltos en la reproduccio´n de un
v´ıdeo es muy posible que se deba a que el PC no puede mantener una velocidad constante
de reproduccio´n. El buen uso del bit-rate as´ı como la correcta eleccio´n del codec son
determinantes en la calidad de un v´ıdeo.
Byte: Unidad ba´sica de almacenamiento de informacio´n, equivale a ocho bits. En espan˜ol el
equivalente para este anglicismo es octeto, si bien la Real Academia Espan˜ola ha aceptado
el te´rmino.
CCD: Del ingle´s Charge Couple Device es un dispositivo de acoplamiento de carga constituido
por una matriz lineal o por una bidimensional de elementos sensibles a la luz. La luz se
convierte en una carga ele´ctrica proporcional a la luz que incide en cada ce´lula. Las ce´lulas
esta´n acopladas a un sistema de barrido que, despue´s de una conversio´n de analo´gico a
digital, presenta la imagen como una serie de d´ıgitos binarios.
Codec: Compresor-decompresor, y es una extensio´n instalada en el sistema que puede servir
para codificar v´ıdeo a un formato determinado, as´ı como decodificarlo o reproducirlo. La
diversidad de codecs existentes esta´ ligada a los diferentes bit-rates, as´ı como al medio de
salida al que este´n destinados. Todos buscan la mejor calidad de imagen al menor bit-rate
posible. Hay codecs denominados lossless o ((sin pe´rdidas)), que conservan toda la calidad
de imagen del v´ıdeo original. Esto lo hacen a costa de un bit-rate alto, por lo cual suelen
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utilizarse para ((transportar)) un clip de v´ıdeo entre diferentes aplicaciones y/o plataformas
en el proceso de postproduccio´n sin merma de calidad.
Codec y formato contenedor: Un codec es un algoritmo de compresio´n, utilizado para redu-
cir el taman˜o de un flujo. Existen codecs de audio y codecs de v´ıdeo. MPEG-1, MPEG-2,
MPEG-4, Vorbis, DivX, ... son codecs. Sin embargo, un formato contenedor contiene uno
o varios flujos ya codificados por codecs. A menudo, hay un flujo de audio y uno de v´ıdeo.
AVI, Ogg, MOV, ASF, ... son formatos contenedor. Los flujos que contengan pueden ser
codificados utilizando diferentes codecs. En un caso ideal, se podr´ıa utilizar cualquier codec
en cualquier formato contenedor, desafortunadamente, existen algunas incompatibilidades.
Focal lenght: Distancia focal (de una lente).Distancia entre el eje o´ptico de la lente y el foco
(o punto focal). Para una lente positiva (convergente), la distancia focal es positiva y se
define como la distancia desde el eje central de la lente hasta donde un haz de luz colimado
que atraviesa la lente se enfoca en un u´nico punto. Para una lente negativa (divergente),
la distancia focal es negativa y se define como la distancia que hay desde el eje central de
la lente a un punto imaginario del cual parece emerger el haz de luz colimado que pasa a
trave´s de la lente.
FIFO: (FIRST-IN-FIRST-OUT) Primero en entrar, primero en salir. D´ıcese de las memorias
de colas y de ciertos tipos de registros de desplazamiento.
Firewall: Cortafuegos. Sistemas de proteccio´n software y hardware, contra la intrusio´n de
extran˜os v´ıa Internet, en redes privadas de comunicaciones.
Field y frame: Campo y cuadro. En el sistema de TV utilizado en Europa, existen 50 campos
y 15.625 l´ıneas de exploracio´n horizontal por segundo (625 l´ıneas por 25 cuadros) para
crear la imagen (en la ca´mara) o reconstruirla (en el receptor). Se utiliza exploracio´n
entrelazada para reducir el parpadeo de la imagen. Con este procedimiento, el sistema
explora la mitad (312,5 l´ıneas) de las l´ıneas (l´ınea por l´ınea) durante una exploracio´n
vertical y seguidamente explora las otras l´ıneas intercaladas con las primeras durante la
siguiente exploracio´n vertical desde la parte superior a la inferior de la imagen (las 312,5
l´ıneas restantes). Son necesarias dos exploraciones verticales sucesivas para recorrer la
totalidad de las l´ıneas horizontales en que se divide la imagen (312,5 x 2 = 625 l´ıneas) y
la totalidad de una imagen; en otras palabras, puesto que se precisan dos exploraciones
verticales para completar una imagen, en un segundo se tienen 25 ima´genes completas. El
te´rmino c¸ampo”se refiere a la imagen parcial descrita durante un per´ıodo de exploracio´n
vertical (1/50 segundo). Un c¸uadro.es la imagen completa producida por dos exploraciones
verticales (1/25 segundo = 2 campos).
Frustum: Es la porcio´n de un so´lido, normalmente un cono o pira´mide, que queda entre dos
planos paralelos que cortan el so´lido . En gra´ficos 3D es el espacio piramidal de proyeccio´n
creado a partir de un so´lido 3D y de la posicio´n de dos planos de recorte, el plano cercano
y el plano lejano, que delimitan un tronco de pira´mide donde se situ´an los objetos que
sera´n efectivamente visibles en la proyeccio´n. Los objetos que salgan fuera de estos planos
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no se vera´n, y los que los intersecten sera´n recortados, dejando visible solamente la parte
interior.
Getter: Cavidad circular de pequen˜o taman˜o rellena de metales de ra´pida oxidacio´n (como
el bario) que sirve para evitar que los gases permanezcan en estado libre dentro de un
tubo de aspiracio´n. Estos metales consiguen la absorcio´n del gas residual del tubo y bajan
la presio´n del mismo y, se activan, con alto vac´ıo, por calentamiento a una temperatura
suficiente para provocar la difusio´n de la capa superficial ((pasivada)) en la masa. Esto
produce la generacio´n de una superficie meta´lica activa capaz de absorber las mole´culas
de gas presentes en el tubo.
GLUT: (OpenGL Utility Toolkit) API multiplataforma sencilla que provee una reducida fun-
cionalidad para el manejo de ventanas e interaccio´n por medio de teclado y rato´n sin
dependencia del sistema operativo, lo que permite una fa´cil migracio´n de una plataforma
a otra.
Jitter: Inestabilidad.Variaciones a corto plazo de las posiciones ideales en el tiempo de los
instantes significativos de una sen˜al digital. Variaciones del tiempo medio entre llegadas
de paquetes.
Lent: Del ingle´s lente. Medio u objeto que concentra o hace diverger rayos de luz.
Line resolution :L´ıneas de resolucio´n Te´cnicamente, el te´rmino se refiere a lineas verticales
visualmente resolubles por altura de la imagen. Se miden contando el numero de lineas
blancas y negras que se pueden distinguir en un area tan grande como el alto de la ima-
gen. La intencion es hacer la medida independiente del formato. Las lineas de resolucio´n
horizontal se aplican tanto a la visualizacion en un televisor como a formatos de sen˜ales
producidos por un lector de DVD.
Megapixel: Mega p´ıxel. Unidad equivalente a 1.048.576 p´ıxeles, usualmente utilizada para ex-
presar la resolucio´n de una imagen o de una ca´mara digital.
MPEG: Concepto que define un tipo de codec. Existen varias versiones, llamadas MPEG-1,
MPEG-2, MPEG-4, ... pero es tambie´n un formato contenedor, a veces se denomina como
MPEG Sistema. Existen varios tipos de MPEG: ES, PS, and TS Cuando se reproduce,
por ejemplo, un v´ıdeo MPEG de un DVD, el flujo MPEG esta´ compuesto por varios flujos
(llamados flujos elementales, ES): existe uno para el v´ıdeo, uno para el audio, otro para
subt´ıtulos, y as´ı sucesivamente que se juntan para formar un u´nico flujo de programa (PS).
Multicast: Sin traduccio´n directa. Las direcciones de env´ıo mu´ltiple (multicast) son direcciones
de difusio´n como las de Ethernet, excepto que en lugar de incluir automa´ticamente a todos
los nudos de la red, los u´nicos que reciben paquetes enviados a una direccio´n de env´ıo
mu´ltiple son aquellos programados para escucharla. Esto es u´til para aplicaciones como
videoconferencia basada en Ethernet o audio para red, en los que so´lo los interesados
pueden escuchar. Esta´n soportadas por casi todas las controladoras Ethernet (pero no
todas). Cuando esta opcio´n esta´ activa, la interfaz recibe y env´ıa paquetes de env´ıo mu´ltiple
para su proceso. Esta opcio´n corresponde al indicador ALLMUTI.
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Multiplataform: Te´rmino ingle´s multiplataforma empleado en informa´tica que designa la ca-
pacidad o caracter´ısticas de poder funcionar o mantener una interoperabilidad de forma
similar en diferentes sistemas operativos o plataformas.
NTSC: Sistema de televisio´n en color utilizado en USA, Canada´, Me´jico y Japo´n donde NTSC
M es el esta´ndar de transmisio´n ( M define el formato de campo y l´ınea de 525/60 - con
frecuencia el sistema se suele denominar simplemente NTSC). El ancho de banda en el
sistema NTSC es de 4,2 Mhz para la sen˜al de luminancia y de 1,3 y 0,4 Mhz para los
canales de color I y Q.
Objetive: Te´rmino ingle´s Objetivo designa un conjunto de lentes convergentes y divergentes
que forman parte de la o´ptica de una ca´mara tanto fotogra´fica como de v´ıdeo. Su funcio´n
es recibir los haces de luz procedentes del objeto y modificar su direccio´n hasta crear la
imagen o´ptica, re´plica luminosa del objeto. Esta imagen se imprimira´ en el soporte sensible:
sensor CCD o sensor CMOS en el caso de imagen digital, y pel´ıcula sensible en la fotograf´ıa
tradicional.
OpenGL: (Open Graphics Library ) Especificacio´n esta´ndar que define una API multi-lenguaje,
multi-plataforma y escalable para escribir aplicaciones de gra´ficos 3D. Fue desarrollada
originalmente por Silicon Graphics Incorporated (SGI). Podemos resen˜ar la inclusio´n de un
lenguaje de shaders propio (GLSL) como esta´ndar en la versio´n 2.0 de OpenGL presentada
el 10 de agosto de 2004.
PAL: Fase alternada en cada l´ınea (Phase Alternating Line). Sistema de codificacio´n para
televisio´n en color ampliamente utilizado en Europa y en todo el mundo, casi siempre con
el sistema de 625/50 l´ıneas/campo. Procede del sistema NTSC pero, al invertir la fase de
la sen˜al de referencia de color (burst) en l´ıneas alternas (Fase alternada en cada l´ınea) es
capaz de corregir las variaciones de tono generadas por errores de fase durante el proceso
de transmisio´n. El ancho de banda para el sistema PAL-I es de 5,5 Mhz para la luminancia,
y 1,3 Mhz para cada sen˜al diferencia de color, U y V.
Pixel (picture element): Pı´xel o elemento de la imagen es la menor unidad en la que se
descompone una imagen digital, ya sea una fotograf´ıa, un fotograma de v´ıdeo o un gra´fico.
Quad buffer: Tecnolog´ıa que permite a las tarjetas de video disponer de bufers independientes
para la imagen izquierda y derecha, esto es, se usan en realidad cuatro bufers de ima´genes.
Mientras dos de ellos son mostrados a la vez, visualizando dos ima´genes estereosco´picas,
los otros dos bufers posibilitan la generacio´n de las dos siguientes ima´genes. Una vez las
nuevas ima´genes esta´n listas, los bufers correspondientes se intercambian.
Rendering: Adaptacio´n del ingle´s: renderizado o interpretacio´n. Define un proceso de ca´lculo
complejo desarrollado por un ordenador destinado a generar una imagen 3D o secuencia
de ima´genes 3D.
Reset: Del ingle´s reponer o reiniciar. Se conoce como reset a la puesta en condiciones iniciales
de un sistema. Este puede ser meca´nico, electro´nico o de otro tipo. Normalmente se rea-
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liza al conectar el mismo, aunque, habitualmente, existe un mecanismo, normalmente un
pulsador, que sirve para realzar la puesta en condiciones iniciales manualmente
Resolution: Resolucio´n. Cantidad de informacio´n gra´fica que puede aparecer en una represen-
tacio´n visual. En un dispositivo de representacio´n en pantalla se indica por el nu´mero de
l´ıneas que pueden distinguirse visualmente. Tambie´n se define la resolucio´n de un sistema
informa´tico de gra´ficos por el nu´mero de l´ıneas que se pueden representar en pantalla, o,
de forma alternativa, por el nu´mero de puntos o p´ıxeles (elementos de imagen) que pueden
representarse en direccio´n vertical y horizontal medida en pixeles x pixeles .
Vertical Resolution: Resolucio´n vertical. En sistemas gra´ficos de barrido, representa el nu´me-
ro de l´ıneas visualizadas por el monitor. En memorias de visualizacio´n, las distintas posicio-
nes de la misma representan elementos de imagen a lo largo del eje vertical del visualizador.
En sistemas de v´ıdeo viene indicada por el nu´mero de l´ıneas horizontales que pueden ser
reproducidas y discernidas como elementos discretos en un monitor.
Shader: Tipo de lenguaje de programacio´n destinado a programar el procesado de elementos
(incorporacio´n de nuevos efectos y propiedades aplicables en la definicio´n de un objeto )
de cualquier interfaz 3D o tarjeta gra´fica ( p´ıxels, pol´ıgonos etc.).
Vision: Visio´n. Uno de los sentidos que consiste en la habilidad de detectar la luz y de inter-
pretarla (ver). La visio´n es propia de los seres vivos teniendo e´stos un sistema dedicado a
ella llamado sistema visual o sistema o´ptico.
Computer Vision: Visio´n por computador. Tambie´n conocida como visio´n artificial extiende
la visio´n a las ma´quinas, o Visio´n te´cnica, es un subcampo de la inteligencia artificial cuyo
propo´sito es programar un computador para que .entiendau¨na escena o las caracter´ısticas
de una imagen.
14 Sistema este´reo para TASTRI2
3 Introduccio´n
3.1. Marco de Referencia
El proyecto que aqu´ı se presenta bajo el t´ıtulo ”Sistema estereosco´pico para teleoperacio´n asis-
tida y supervisio´n de tareas Robotizadas”, se engloba dentro de un proyecto de investigacio´n
del Instituto de Organizacio´n y Control de Sistemas Industriales (IOC), el proyecto TASTRI2
(figura 3.1).
Figura 3.1 Proyecto TASTRI2
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Este proyecto de investigacio´n desarrollado con el apoyo y asesoramiento de diversas empresas
industriales y, en particular con la Fundacio´n I2CAT, tiene como finalidad agrupar entorno a
la operacio´n remota de sistemas multirobot en aplicaciones industriales, diversas disciplinas y
herramientas como el posicionamiento relacional, la realimentacio´n de fuerzas reales y virtuales,
el guiado mediante reduccio´n virtual de grados de libertad, la realidad aumentada y la comu-
nicacio´n a trave´s de Internet2, que pueden dar una nueva dimensio´n no so´lo en la utilizacio´n
remota de sistemas de teleoperacio´n sino tambie´n en a´mbitos sociales, sanitarios, aeroespaciales
y otros.
3.2. Objetivos
El proyecto que aqu´ı se presenta pretende alcanzar uno de los objetivos parciales del proyecto
TASTRI2, concretamente, se desea obtener un retorno sensorial mediante realidad aumentada
y permite completar la informacio´n de un operador para el guiado de su operacio´n dentro de
una celda robotizada. Para ello, se implementan dos mo´dulos distintos.
El primer mo´dulo consta de un sistema sensor de imagen encargado del suministro de una
parte esencial del retorno sensorial que, conjuntamente con la realimentacio´n de la fuerza (que
sera´ recogido por otro mo´dulo integrado tambie´n en el proyecto TASTRI2), se utilizara´ en la
teleoperacio´n y en la sintonizacio´n y supervisio´n remotas de la tarea.
El segundo mo´dulo que contempla este proyecto se encarga de las tareas de visualizacio´n 3D
que constituyen el soporte de la realimentacio´n visual tridimensional de la celda, enriquecida
con otros mo´dulos del proyecto TASTRI2, por la simulacio´n y realidad aumentada.
3.3. Alcance
En cuanto a equipo f´ısico (hardware) se ha desarrollado un sistema binocular con ca´maras de
video conferencia de tres grados de libertad que pueden ser conectadas independientemente en
dos puertos serie, o en cascada a un u´nico puerto y, un sistema de representacio´n de ima´genes
tridimensionales.
El software desarrollado en el proyecto ha consistido en una librer´ıa de control con arquitectura
cliente-servidor, y, as´ı mismo, una interfaz de usuario que permite la posibilidad de controlar
cada una de las ca´maras por separado o el control conjunto de las mismas; por otro lado, se
ha desarrollado una interfaz que permite mostrar pares estereosco´picos, obtenidos o no por el
sistema sensor de este proyecto, con el fin de ser mostrados en dispositivos de salida que permitan
la visio´n tridimensional.
La descripcio´n detallada de la arquitectura del sistema y un esquema conceptual del mismo se
encuentran detallados en las secciones 6 y 7 correspondientemente.
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3.4. Motivacio´n
La comunicacio´n multimedia en tiempo real, a trave´s de paquetes de red, ha tenido gran atencio´n
en el u´ltimo tiempo. Sus aplicaciones, como muetra la figura 3.2: simulacion de cirug´ıa guiada
remotamente, control de sistemas remotos, videoconferencias, aplicaciones de realidad virtual
y realidad aumentada en sistemas colaborativos, entre otros muchos, han impulsado, por el
lado de las telecomunicaciones, el desarrollo y estandarizacio´n de protocolos y tecnolog´ıas para
transportar videos en tiempo real en redes IP.
Figura 3.2 Aplicaciones de la estereoscop´ıa
Aunque hasta hace poco, la transmisio´n de v´ıdeo a trave´s de Internet ten´ıa importantes limi-
taciones tecnolo´gicas (ancho de banda pequen˜o, alta latencia y complejidad computacional) y,
consecuentemente, la mayor´ıa de sistemas de video ten´ıan baja calidad y uso limitado, gracias
a recientes avances en tecnolog´ıa de redes y procesamiento de sen˜ales, se esta´n eliminando ra´pi-
damente estos inconvenientes. Un ejemplo de ello, en lo que concierne a telecomunicaciones, es
el nacimiento de Internet2, una red capaz de responder a estas exigencias haciendo uso de un
ancho de banda capaz de llegar a los 40 Gbps en 2006.
Una motivacio´n esencial para el desarrollo del proyecto tratado es cubrir las necesidades de-
mandadas por este tipo de sistemas. E´stas so´lo pueden conseguirse dotando del mayor realismo
posible las comunicaciones de v´ıdeo.
Muchos de los sistemas de transmisio´n de datos de v´ıdeo, desarrollados hasta el momento, esta´n
limitados a ima´genes monosco´picas, por lo que la percepcio´n de tridimensionalidad resultante
se pierde. La motivacio´n se concreta en poder transmitir no so´lo ima´genes, sino indicadores de
profundidad visual que de manera natural son perceptibles en el sistema de visio´n humano y
hacerlo del modo ma´s parecido posible.
Por todo ello, resulta de gran intere´s integrar, dentro de TASTRI2, dispositivos que doten de
realismo las ima´genes y permitan a un operador remoto llevar a cabo tareas teleoperadas como
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si se hallase delante de los propios robots y estuviese manipula´ndolos. Para ello, debe ser posible
la comunicacio´n visual estereosco´pica a trave´s de paquetes de red y transmitir dos fuentes de
v´ıdeo (correspondientes a las obtenidas con los ojos) que terminara´n por formar un sistema
de visualizacio´n 3D y mostrara´n correctamente dichas ima´genes en un punto remoto gracias al
uso de redes de comunicacio´n, concretamente Internet, y con el tiempo Internet2. Una posible
aplicacio´n con retransmisio´n de ima´genes y realidad aumentada se presenta en la figura .
Figura 3.3 Aplicaciones de Realidad Virtual y Realidad Au-
mentada
4 Antecedentes y Estado del Arte
4.1. Sistemas Estereosco´picos
Se comentan a continuacio´n diferentes dispositivos que permitan la obtencio´n de ima´genes este-
reosco´picas.
Un sistema estereosco´pico es un dispositivo que consigue que dos ima´genes de dos vistas distintas,
la correspondiente al ojo izquierdo y derecho, se muestren separadamente en el correspondiente
ojo. Para conseguir dicho propo´sito, se han sugerido numerosas te´cnicas. Se comentan a conti-
nuacio´n las ma´s comunes.
4.1.1. Anaglifos
En este tipo de sistemas las ima´genes derecha e izquierda se dibujan en diferentes colores: verdes-
rojos, rojos-azules, o a´mbar-azules (figura 4.1). El espectador, por su lado, es portador de un par
de lentes con filtros de colores complementarios a las gafas, e´stos cubren correspondientemente
el ojo derecho e izquierdo, de modo que las ima´genes de un color no sera´n vistas por el ojo
portador del filtro del mismo color, y por ello, se consigue una correcta representacio´n de las
ima´genes en cada ojo.
Este sistema, por su bajo coste, se emplea sobre todo en publicaciones, y en el cine. Sin em-
bargo, presenta el problema de la alteracio´n de los colores, por lo que este me´todo no funciona
correctamente con ima´genes a color, as´ı como una pe´rdida de luminosidad y cansancio visual
despue´s de un uso prolongado.
Figura 4.1 Sistema Anaglifo
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4.1.2. Cascos estereosco´picos
Un casco estereosco´pico es un dispositivo en forma de casco que el observador llevar´ıa en la
cabeza con un pequen˜o dispositivo de cristal l´ıquido frente a cada ojo. En este dispositivo, la
imagen izquierda y derecha se renderiza de modo distinto y separado en cada una de estas
pequen˜as pantallas . Suele incorporar, por regla general, un sensor que registra la orientacio´n de
la cabeza del usuario, y permite actualizar la imagen adecuadamente. El principal inconveniente
es que tiende a ser poco confortable y so´lo lo puede llevar un usuario cada vez. Por lo que se
limita la comparticio´n de experiencias entre diversos usuarios. Existen diversos tipos de cascos
que se describen a continuacio´n.
Cascos inmersivos
Estos cascos inmersivos tambie´n llamados HMD o Head-Mounted Display, (figura 4.2) a´ıslan
al usuario de las ima´genes del mundo real. Incorporan dos pequen˜as pantallas con la o´ptica
necesaria para permitir el enfoque. Cada pantalla esta´ alineada con un ojo y recibe una sen˜al
de v´ıdeo independiente.
Figura 4.2 Head-mounted display
Cascos HDC
Los cascos HDC (Head-Coupled Display), figura 4.3, son similares a los HMD, pero incorporan
pantallas cla´sicas con can˜ones de electrones (Cathode Ray Tube, CRT) de alta resolucio´n y
pesadas; van montados sobre un soporte meca´nico y, a su vez, contienen potencio´metros para
monitorizar los movimientos del participante. Un ejemplo es el sistema BOOM (Binocular Omni-
Oriented Monitor).
4.1.3. Sistemas basados en proyeccio´n
Son los ma´s adecuados para el trabajo en grupo. En estos sistemas la imagen se proyecta sobre
una o ma´s pantallas (de monitor o, habitualmente, de proyeccio´n); e´stas pueden adoptar dife-
rentes disposiciones segu´n su nu´mero y formato. Son instalaciones semi-inmersivas y en ellas el
usuario puede ver su propio cuerpo y el entorno virtual.
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Figura 4.3 Sistema BOOM
Entre los diversos sistemas, se citan a continuacio´n los ma´s comunes.
Sistema CAVE
CAVE son las siglas de Computer-Animated Virtual Environment. Dicho sistema de visualiza-
cio´n consiste en una habitacio´n cu´bica de 3x3x3 metros y de 4 a 6 paredes, las de cuatro son las
ma´s comunes. En el caso de una CAVE de 4 paredes, se proyectan ima´genes tanto en las tres
paredes laterales como en el suelo. Gracias al sistema de visio´n estereosco´pica y a la interaccio´n
del usuario en medio de la proyeccio´n, e´ste tiene la sensacio´n de que los objetos flotan dentro
de la habitacio´n, en lugar de distinguir las ima´genes proyectadas individualmente en cada una
de las pantallas (figura 4.4).
Figura 4.4 Sistema CAVE
Aunque el resultado obtenido en este tipo de sistemas es ma´s que aceptable, su coste hace muy
complejo su desarrollo e implantacio´n.
Se presentan en el siguiente apartado otros dispositivos cuyo coste es, comparativamente, ma´s
asequible para un equipo de investigacio´n.
Mesas estereosco´picas
Son sistemas que poseen una pantalla y en ella se proyectan las ima´genes en este´reo mediante
dos proyectores de caracter´ısticas convencionales. Para ver ima´genes en 3D con estos sistemas,
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se utilizan filtros de doble polarizacio´n circular, y gracias ellos, la luz proyectada en la pantalla,
luz polarizada, permite separar la imagen izquierda y derecha figura 4.5.
Estos sistemas no alteran los colores, pero s´ı una cierta pe´rdida de luminosidad y obliga al usuario
a disponer de un espacio en el que colocar la pantalla y el sistema de soporte de proyectores. Su
uso se extiende a proyeccio´n de cine 3D, monitores de ordenador con pantallas de polarizacio´n
alternativa, etc, por ser un sistema econo´mico con una calidad de imagen aceptable comparado
con un sistema CAVE; sin embargo, no resulta tan inmersivo como este u´ltimo.
Figura 4.5 Mesa estereosco´pica
Gafas de obturacio´n
Este otro tipo de dispositivo este´reo tambie´n esta´ integrado por gafas para la visio´n este´reo. Dicho
sistema usar´ıa un esquema de visio´n multiplexado en el tiempo para mostrar las ima´genes, y
unas gafas con posibilidad de obturacio´n ”shuter glasses”(SHG) de cristal l´ıquido sincronizadas
que restringen la visio´n de cada ojo a la imagen apropiada.
En dicho sistema las ima´genes del canal izquierdo y derecho se presentan secuencialmente en
un monitor CRT (de tubos de rayos cato´dicos) con una frecuencia sincronizada con las gafas de
modo que el ojo izquierdo se descubre al proyectarse la vista izquierda y viceversa. La sen˜al de
sincronizacio´n usa generalmente un enlace infrarrojo, de modo que en el sistema puedan usarse
simulta´neamente diversas gafas como las que se muestran en la figura 4.6.
Figura 4.6 Gafas de obturacio´n
Las ventajas de este sistema respecto a otros son: el uso simulta´neo del sistema por ma´s de un
usuario, la no presencia de alteracio´n de colores, y su luminosidad adecuada. Por otro lado, su
coste es asequible y no obliga a disponer de un espacio reservado para su uso.
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Despue´s de estudiar las ventajas e inconvenientes de los diferentes dispositivos descritos ante-
riormente, dentro del proyecto TASTRI2, se opta por un sistema de estereovisio´n con uso de
gafas de obturacio´n, y salida de imagen hacia una pantalla o a un proyector 3D. Dicha solucio´n
se detallara´ ma´s adelante como solucio´n al mo´dulo de visualizacio´n 3D de las tareas robotizadas
de TASTRI2.
Pero para empezar a desarrollar un dispositivo de visualizacio´n estereosco´pico, se precisa conocer
primero los requerimientos de sistemas de este tipo. Como punto de partida, y por su familiari-
dad, se ha elegido el sistema de visio´n humano para establecer los requerimientos imprescindibles
de estos sistemas.
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5 Condicionantes te´cnicos del sistema
Podremos afirmar que la mayor parte de la informacio´n del entorno se recibe gracias al sentido
de la vista y, de manera natural dicha informacio´n es este´reo: somos capaces de apreciar, a trave´s
de la visio´n binocular, las diferentes distancias y volu´menes en el entorno que nos rodea. Sin
embargo, en el sistema visual se da la siguiente paradoja: por un lado las ima´genes percibidas
a trave´s de los ojos y proyectadas en la retina son planas; por el otro, el mundo que nos rodea
es tridimensional. El sistema de visio´n capta u´nicamente ima´genes planas, pero gracias a la
reconstruccio´n de las mismas en el cerebro a trave´s de la asociacio´n visual de diferentes fuentes
(indicadores), junto con otros tipos de informacio´n, se consigue captar la profundidad de los
objetos enfocados.
En este cap´ıtulo se comentara´n en primer lugar, cua´les son los fundamentos del sistema de
visio´n humano, y co´mo el cerebro es capaz de distinguir objetos pro´ximos a e´l de los que esta´n
ma´s lejos. En segundo lugar, se describira´n los conceptos fundamentales y los mecanismos de
la visio´n y se definira´ el concepto estereoscop´ıa; se analizara´n a continuacio´n los sistemas que
existen actualmente para conseguir generar una imagen estereosco´pica para finalmente, describir
el sistema elegido.
5.1. El sistema de visio´n humano
Para estudiar co´mo el cerebro genera esas ima´genes, se citan en primer lugar, aquellas partes
de la anatomı´a del ojo cuya fisiolog´ıa interviene en la captacio´n de ima´genes. Dichas partes
representadas en la figura 5.1 son:
1. La co´rnea: Parte transparente de la capa externa del ojo.
2. Iris: Parte coloreada del ojo. Su funcio´n es regular la cantidad de luz que entra en su
interior. Su parte central, por donde s´ı que puede pasar luz, se llama pupila.
3. Cristalino: Lente convexa por los dos lados, capaz de variar su curvatura, posibilitando el
enfoque a diferentes distancias.
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Figura 5.1 Anatomı´a del ojo
4. Retina: Capa posterior del ojo, donde se reu´nen una gran cantidad de ce´lulas foto-sensibles,
especialmente en una regio´n denominada fo´vea.
5. Mu´sculos oculares: Responsables de la movilidad del ojo.
Tratada de forma breve la anatomı´a del sistema de visio´n humano, se describe a continuacio´n
su fisiolog´ıa, con el fin de comprender los mecanismos que permiten la visio´n tridimensional a
partir de dos ima´genes planas captadas por los ojos.
5.1.1. Fisiolog´ıa de un sistema de visio´n
La fisiolog´ıa del sistema de visio´n humano, al enfocar un objeto y generar su imagen, se podr´ıa
resumir en los siguientes pasos:
1. En primer lugar, los mu´sculos oculares dirigen el eje o´ptico hacia el objeto que deseamos
enfocar.
2. El cristalino se acomoda para enfocar el objeto correctamente.
3. La luz procedente del objeto pasa a trave´s del pupila y se proyecta en la retina. Concre-
tamente, el objeto al que miramos se proyecta en la fo´vea que es donde hay ma´s ce´lulas
fotosensibles. Debido a la forma del cristalino, al pasar las ima´genes, se invierten y se
proyectan en la retina al reve´s.
4. Las ce´lulas fotosensibles env´ıan la informacio´n al cerebro a trave´s del nervio o´ptico.
5. Por u´ltimo, al recibir el cerebro las ima´genes de ambos ojos, compone una sola dotada de
profundidad.
Pero para establecer el paralelismo deseado con un sistema este´reo, es necesario estudiar ma´s
detalladamente los mecanismos que intervienen en el proceso previamente resumido.
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5.1.2. El mecanismo de visio´n humano y la Estereoscop´ıa
La estereoscop´ıa es la estrategia ma´s importante de un sistema de visio´n para obtener informa-
cio´n de profundidad, taman˜o y distancia a la que se encuentran unos objetos de otros.
Se basa esencialmente en la diferencia entre las ima´genes que provienen de cada uno de los ojos,
representada en la figura 5.2, que es debida a la separacio´n inter-ocular, cuyo promedio, en un
adulto, es de unos 6,5 cm.
Figura 5.2 Diferencias de perspectiva de la visio´n de los ojos
Gracias a esta separacio´n, el cerebro obtiene de una misma escena dos ima´genes desde dos puntos
de vista distintos, y ello se interpreta como una sensacio´n de profundidad. A este proceso se lo
denomina estereopsis. Y, a la capacidad de discernir detalles situados en planos diferentes y a
una distancia mı´nima, agudeza estereosco´pica.
En este mecanismo existen algunas peculiaridades y efectos derivados que vienen influ´ıdos por
la distancia entre los ojos.
Por un lado, a mayor separacio´n, mayor es la distancia a la que se aprecia el efecto de relieve. El
efecto obtenido es empequen˜ecimiento de los objetos. Esta te´cnica se denomina hiperestereos-
cop´ıa. Esto se aplica, por ejemplo, en los prisma´ticos, en ellos, mediante prismas, se consigue una
separacio´n interocular efectiva mayor que la habitual, con lo que se aprecia el relieve de objetos
distantes que en condiciones normales no ser´ıamos capaces de separar del entorno . Tambie´n se
aplica en fotograf´ıa ae´rea, donde se obtienen pares estereosco´picos con separaciones de metros,
as´ı es posible apreciar claramente el relieve del terreno que con la visio´n normal y desde gran
altura ser´ıa imposible.
El efecto contrario se consigue con la hipoestereoscop´ıa, es decir, con la reduccio´n de la dis-
tancia interocular, imprescindible para obtener ima´genes estereosco´picas de pequen˜os objetos
(macrofotograf´ıas), o incluso obtenidas por medio de microscopios.
A parte de la estereopsis, intervienen otros mecanismos en el proceso de visio´n. Se detallan en
la seccio´n siguiente la convergencia, la acomodacio´n y la fusio´n.
5.1.3. Otros mecanismos del sistema de visio´n humano
El mecanismo de convergencia aparece al querer observar objetos que se encuentran a diferentes
distancias. Cuando se observan objetos lejanos, los mu´sculos oculares restringen la geometr´ıa
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de los ejes o´pticos obligando a que se situ´en en paralelo. Sin embargo, al observar un objeto
cercano, los mu´sculos oculares giran los ojos para que los ejes o´pticos se alineen sobre e´l, es
decir, converjan.
Por otro lado, cuando se ha elegido el objeto que se pretende ver, la imagen deseada debe
estar bien definida, entonces el sistema de visio´n recurre al mecanismo llamado acomodacio´n (o
enfoque), es el que permite ver el objeto de forma n´ıtida.
Al proceso conjunto de estereopsis y enfoque, una vez llega al cerebro, se le llama fusio´n, es lo
que realmente permite que se perciban las tres dimensiones de un objeto.
Cabe destacar que la fusio´n se realiza de modo diferente segu´n la persona, es subjetiva. En
distintos estudios emp´ıricos, se ha constatado que no todo el mundo tiene la misma capacidad
de fusionar un par de ima´genes en una sola tridimensional. Hay una distancia l´ımite a partir
de la cual no somos capaces de apreciar la separacio´n de planos, y var´ıa de unas persona a
otras. As´ı, la distancia l´ımite a la que dejamos de percibir la sensacio´n estereosco´pica puede
variar desde unos 60 metros hasta cientos de metros. Un factor que interviene de manera directa
en esta capacidad de fusionar es la separacio´n interocular, pero tambie´n cabe destacar, que el
proceso de fusio´n de dos ima´genes, mejora con la pra´ctica a dicha exposicio´n.
Una vez detallados los mecanismos que intervienen en la fisiolog´ıa ocular, se estudian a continua-
cio´n los indicadores y peculiaridades de los sistemas de visio´n por computador, en paralelismo
con los humanos. Su finalidad es conocerlos en detalle para determinar cua´les debe tener el
sistema disen˜ado.
5.2. La visio´n por computador
La visio´n por computador basada en la generacio´n de pares este´reo, se usa para crear percepcio´n
de profundidad. Esta percepcio´n puede ser empleada en a´mbitos muy distintos, visualizacio´n
cient´ıfica (figura 5.3), entretenimiento de simuladores, juegos y apreciacio´n de espacios arqui-
tecto´nicos, etc.
Figura 5.3 Aplicacio´n de estereoscop´ıa en visualizacio´n
cient´ıfica
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5.2.1. Indicadores de profundidad
Cuando estamos viendo una imagen en un dispositivo de visualizacio´n convencional, una pantalla
de ordenador, por ejemplo, los indicadores que tenemos para distinguir la distancia a la que se
encuentran diversos objetos de la escena son, entre otros, la iluminacio´n, las sombras, el taman˜o
de objetos conocidos o la interposicio´n entre objetos; dichos conceptos se tratara´n ma´s adelante.
Sin embargo, los objetos que vemos en pantalla carecen de volumen y, por ende, la imagen
visualizada no resulta realista.
Esto se debe a que las ima´genes sintetizadas en un dispositivo de visualizacio´n, al igual que lo
que pasa con aquellas captadas por los ojos, son planas mientras que los objetos reales no lo
son; por consiguiente se tratara´ de analizar el modo en que las ima´genes sintetizadas son vistas
por un observador como si poseyesen volumen. La respuesta se halla, como ya se ha anticipado,
en una serie de elementos a los que llamamos indicadores de profundidad (depth cues).
Existen indicadores de profundidad utilizados en todos los sistemas de visio´n, humanos o compu-
tadores y que nos sirven para inferir informacio´n acerca de la distancia y profundidad de los
objetos que nos rodean y ayudan a convencer al cerebro de que esta´ viendo una imagen tridi-
mensional.
Segu´n una primera clasificacio´n de los indicadores de profundidad podemos separarlos en dos
grandes grupos: indicadores de profundidad monoculares e indicadores de profundidad binocu-
lares.
Indicadores monoculares
Tradicionalmente las ima´genes 2D crean su efecto de profundidad empleando indicaciones mo-
noculares como los que se presentan a continuacio´n:
1. Taman˜o relativo: El cerebro ayuda a establecer un juicio acerca del taman˜o de unos objetos
por comparacio´n con otros.
2. Perspectiva: Es una de las indicaciones de profundidad ma´s importantes de los gra´ficos por
ordenador. Se basa en que las l´ıneas paralelas tienden a juntarse a medida que se alejan
del observador.
3. Oclusio´n: Es la interposicio´n entre objetos. Un objeto solapado a otro es percibido como
ma´s cercano.
4. Iluminacio´n y sombras: El sombreado por efecto de la iluminacio´n es una te´cnica ba´sica, la
luminancia de cada punto de una superficie nos proporciona informacio´n sobre la normal
a la superficie. Igualmente los objetos pueden aparecer planos o curvados, lisos o rugosos,
segu´n el sombreado.
Las sombras proyectadas tambie´n ofrecen informacio´n de profundidad. Esta te´cnica se
utiliza ampliamente en publicidad, para simular que un objeto reposa sobre una superficie.
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5. Perspectiva ae´rea: Los objetos con colores vivos y brillantes parecen ma´s cercanos que
objetos con colores apagados. Esto es debido a que la atmo´sfera absorbe parte de la luz
que la atraviesa, especialmente las frecuencias cercanas al rojo. La niebla consiste en que
el color de los objetos tiende a igualarse con el del fondo a medida que se alejan del
observador.
6. Gradiente de textura: Un material con textura (por ejemplo una playa de piedras) pro-
porciona una indicacio´n de profundidad debido a que la textura se hace ma´s aparente a
medida que se acerca al observador.
7. Motion Paralax o movimiento relativo: Se basa en utilizar la velocidad relativa de los
objetos para inferir informacio´n de profundidad. Los objetos lejanos parece que tengan
un movimiento ma´s lento que los del primer plano. Un ejemplo familiar son los postes
telefo´nicos vistos desde un coche, que son atravesados ma´s ra´pidamente que el paisaje de
fondo.
Indicadores binoculares
Los indicadores de profundidad binoculares que no aparecen en las ima´genes 2D y que son
caracter´ısticos de la visio´n tridimensional se muestran a continuacio´n [10].
1. Acomodacio´n y Convergencia: Como ya se ha descrito en el subapartado 5.1.1, son las
tensiones, musculares en el caso del ojo humano, que se necesitan para cambiar la distancia
focal de la lente del ojo con el fin de enfocar correctamente a una profundidad concreta en
el caso de la acomodacio´n y la tensio´n requerida para rotar cada ojo para que se oriente
concretamente en el punto de enfoque en la convergencia.
2. Disparidad retinal: La disparidad retinal es la distancia entre puntos homo´logos medida
sobre la retina. Es debida a que los ojos esta´n separados horizontalmente la distancia
interocular. A saber, dos puntos en ambas retinas son homo´logos si proceden del mismo
punto del mundo real (o sinte´tico). La disparidad retinal esta´ provocada por el hecho de
que cada ojo ve el mundo desde un punto de vista diferente.
3. Paralax: Es el mismo concepto que la disparidad retinal, pero medido sobre la imagen en un
monitor o pantalla de proyeccio´n (en el caso de la visio´n plano-estereosco´pica (figura 5.4),
generada a partir de dos ima´genes 2D). Este parallax, con el dispositivo adecuado, induce
una disparidad en la retina, y a su vez produce la estereopsis.
Figura 5.4 Tipos de Paralax
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Por la importancia del paralax en sistemas de visio´n por computador dentro de la esteroscop´ıa,
se enumeran a continuacio´n los cuatro tipos de parallax que existen:
Parallax cero: Representado en la figura 5.5, se produce al encontrarse el objeto en el plano de
proyeccio´n, entonces la proyeccio´n en el plano focal coincide con los dos sensores de imagen
y, por ende, se produce un paralax cero: los puntos homo´logos ocupan exactamente la mis-
ma posicio´n en cada imagen e induce una disparidad retinal nula. Por ello, en paralelismo
con la visio´n humana, los puntos homo´logos correspondientes al objeto donde convergen
los ojos (objeto enfocado) tienen disparidad cero (son proyectados sobre la misma posicio´n
relativa de la retina), varios mu´sculos mueven cada ojo de forma que la imagen que se
esta´ enfocando se situ´a sobre una posicio´n en particular, la fo´vea.
Figura 5.5 Paralax cero
Parallax positivo (no cruzado): La proyeccio´n esta´ en el mismo lado que el respectivo ojo.
Hay que notar que el ma´ximo paralax positivo se da cuando el objeto se halla en el infinito;
en ese punto el paralax horizontal es igual a la distancia interocular. Esto ocurre cuando
los dos ejes o´pticos son paralelos y se pretende ver en el mundo real los objetos lejanos.
Todo valor positivo de parallax (entre 0 y la distancia interocular) produce ima´genes que
parecen estar detra´s de la pantalla (figura 5.6).
Figura 5.6 Paralax positivo
Parallax negativo (cruzado): Como se observa en la figura 5.7, los ejes o´pticos son conver-
gentes y se cruzan antes del plano de la pantalla. Objetos con parallax negativo parecen
estar ma´s cercanos que la pantalla, entre la pantalla y el observador. Si un objeto se halla
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enfrente del plano de proyeccio´n, entonces la proyeccio´n para el ojo izquierdo esta´ en la
derecha y la proyeccio´n para el izquierdo en la izquierda. Cuando el objeto se mueve hacia
un sitio ma´s cercano al observador, el paralax horizontal negativo incrementa hasta el
infinito.
Figura 5.7 Paralax negativo
Parallax divergente: Si el parallax es mayor que la distancia interocular, los ejes oculares son
divergentes y se produce fatiga ocular. Esta situacio´n no se da en la visio´n normal y no es
usada en estereoscop´ıa.
La disparidad es considerada como el indicador de profundidad dominante, sin embargo, cuando
otros indicadores se presentan incorrectamente se puede producir un detrimento del efecto 3D.
Estos efectos entre los indicadores se presentan en el apartado siguiente.
Relaciones entre indicadores
Tradicionalmente, los indicadores monoculares y binoculares ma´s usados para la representacio´n
de distancia, profundidad y estructura espacial han sido estudiados por separado asumiendo
que la profundidad se procesa en mo´dulos separados correspondientes a las diferentes fuentes
de informacio´n tridimensional. Sin embargo, tambie´n es interesante resaltar co´mo estos mo´du-
los, aunque independientes, pueden integrarse y relacionarse para producir una percepcio´n 3-D
coherente o, por el contrario, pueden entran en conflicto y hacer que se pierda toda sensacio´n
este´reo.
Existen diferentes modos en los que las fuentes de informacio´n pueden combinarse [16]:
1. Promedio y sumatorio de indicadores: Para indicadores sensoriales no intensos (direc-
cio´n, orientacio´n), la forma ma´s efectiva de combinar indicadores es la combinacio´n lineal
por peso. Esto es, la profundidad independiente estimada para cada indicador o mo´dulo de
profundidad, se combina con los diferentes pesos asignados a cada indicador. Esta forma
de interaccio´n ha sido demostrada experimentalmente en varias ocasiones [14].
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Para dimensiones sensoriales intensas (distancia) el sumatorio de indicadores nos propor-
cionara´ una percepcio´n ma´s detallada, si los criterios basados en indicadores individuales
tienden a ser estimaciones a la baja. Con indicadores individuales concretos, el sumatorio
nos conducira´ a una amplia sobreestimacio´n y tomar el te´rmino medio en lugar de la suma
sera´ lo ma´s apropiado.
2. Dominancia de indicadores: Criterios basados en un solo indicador, donde el otro indi-
cador es suprimido cuando entra en conflicto. Un ejemplo de esta situacio´n en el contexto
de un medio estereosco´pico es el efecto borde de pantalla cuando una imagen estereosco´pi-
ca se coloca ante una pantalla plana. La oclusio´n desde el borde de la pantalla dominara´ la
percepcio´n de profundidad y provocara´ que la imagen parezca curvarse en los extremos.
3. Disociacio´n de indicadores: Cada indicador puede ser interpretado como surgido de un
objeto distinto. Por ejemplo, cuando la separacio´n espacial de sen˜ales del campo visual y
auditivo de uno de los objetos excede de cierto a´ngulo, dos objetos pueden ser percibidos
en lugar de uno, uno visual y otro auditivo. Un ejemplo conocido es percibir el vuelo de
un avio´n a trave´s de las diferentes localizaciones de sonido que origina.
4. Reinterepretacio´n de indicadores: Uno de los indicadores puede ser interpretado de
forma diferente despue´s de combinarlo para hacerlo compatible con otro. Un ejemplo de
este proceso es el efecto de profundidad cine´tica, i.e. donde la silueta de un objeto rota-
torio, como un trozo doblado de cable, parece tridimensional incluso sin el indicador de
disparidad, el cual se muestra adimensional cuando cesa el movimiento.
5. Clarificacio´n de indicadores: Es un caso especial de reinterpretacio´n de indicadores don-
de la sen˜al del indicador puede ser ambigua (por ejemplo: cualquier objeto que este´ frente
o detra´s del objeto fijado), y que requiere informacio´n suplementaria de otro indicador
para ser interpretado. Un ejemplo podr´ıa ser una imagen borrosa, dota de informacio´n
sobre la distancia de un objeto desde otro fijado sin indicar cual esta´ ma´s cerca. Otros in-
dicadores como el de oclusio´n, taman˜o conocido, o perspectiva lineal, pueden actuar como
clarificadores.
Despue´s de haber tratado a fondo el tema de indicadores de profundidad, se presentan en el
siguiente apartado los requerimientos para la correcta representacio´n de una imagen en un
sistema de visio´n.
5.2.2. Resumen de requerimientos para el correcto renderizado de ima´genes
Para representar un par este´reo de modo correcto se necesitan crear dos ima´genes, una para
cada ojo, de tal modo que, independientemente visualizadas, presenten una imagen aceptable
en el cortex ocular. Si el par este´reo se crea con conflicto de indicadores, pueden ocurrir diversas
cosas: un indicador puede resultar dominante y podr´ıa no ser el adecuado (la percepcio´n de
profundidad se reducir´ıa), la imagen se volver´ıa no confortable para ser vista, los pares este´reo
no se fusionar´ıan y el observador ver´ıa dos ima´genes separadas.
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Los pares este´reo crean una imagen tridimensional ”virtual”, si la disparidad binocular y la
convergencia son correctas pero, si la acomodacio´n es inconsistente, el resultado sera´ que cada
ojo mirara´ una imagen plana. Un sistema visual tolerara´ este conflicto de acomodacio´n hasta
cierto punto; la medida cla´sica esta´ acotada con la ma´xima separacio´n del dispositivo de 1/30
de la distancia del observador al dispositivo.
Hay varios me´todos que permiten montar un dispositivo que pueda representar dos pares este´reo,
muchos de ellos son estrictamente incorrectos dado que introducen paralax vertical causantes de
disconfort y pe´rdida de la sensacio´n de profundidad.
En el caso de dos ca´maras con ejes cruzados, la proyeccio´n de dichas ca´maras tienen una apertura
sime´trica; cada ca´mara apunta a un mismo punto. Las ima´genes creadas usando dicho me´todo
seguira´n apareciendo estereosco´picas pero el paralax vertical que introducen causa niveles de
disconfort crecientes que incrementan desde el centro de proyeccio´n en el centro y son ma´s
importantes a medida que la apertura de la ca´mara aumenta.
Existe otro me´todo este´reo que no introduce paralax vertical y adema´s crea pares este´reo menos
estresantes. Hay que notar que requiere un frustrum no sime´trico de la ca´mara, que se soporta
con algunos paquetes de renderizado, en particular OpenGL.
Los objetos que esta´n en frente del plano de proyeccio´n aparecera´n en frente de la pantalla del
ordenador; los objetos que esta´n detra´s del plano de proyeccio´n aparecera´n dentro de la pantalla.
El grado de efecto este´reo depende de ambas cosas: la distancia de la ca´mara al plano de
proyeccio´n y la separacio´n de las ca´maras.
Separaciones grandes pueden ser complejas de resolver y se conocen, como se ha dicho anterior-
mente, como hypereste´reo. Una buena cifra aproximada de separacio´n de las ca´maras es 1/20
de la distancia del plano de proyeccio´n. Esto generalmente es la ma´xima separacio´n para una
visio´n confortable.
Otra restriccio´n es asegurar que hay paralax negativo, es decir, el plano de proyeccio´n que
esta´ detra´s de los objetos, no excede de la separacio´n de los ojos. Una medida comu´n del a´ngulo
de paralax se define como:
θ = 2arctan(DX/2d) (5.1)
donde DX es la separacio´n horizontal de un punto proyectado entre los dos ojos y d es la distancia
del ojo desde el plano de proyeccio´n.
Para facilitar el proceso de fusio´n de las ima´genes, el valor absoluto de θ no debe exceder los
1,5 grados para todos los puntos de la escena. Notar que θ es positiva para puntos detra´s de
las escena y negativa para puntos en frente de la pantalla. Cabe decir que cuando el paralax
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negativo es ma´s dif´ıcil de fusionar las ima´genes cuando los objetos cortan el l´ımite del plano de
proyeccio´n.
As´ı pues, el sistema esterosco´pico que se disen˜ara´ debera´ poder generar dos ima´genes como
las que aparecen en la figura 5.8, que correspondera´n a la visio´n del ojo derecho e izquierdo
correspondientemente.
Figura 5.8 Par estereosco´pico de una escena del laboratorio
Este par este´reo de ima´genes, debera´ tener consistencia de indicadores de profundidad. De-
bera´ ser un me´todo que permita representar dos pares este´reo, que no introduzca paralax vertical
causante de disconfort y pe´rdida de sensacio´n de profundidad, pero s´ı debera´ conseguir que la
imagen izquierda y derecha coincidan en todo: color, geometr´ıa y brillo, excepto en los valores
del parallax, lo que permitira´ al cerebro fusionar las ima´genes de salida del sensor imagen y
conseguir la sensacio´n de profundidad deseada. De lo contrario, se producira´ fatiga ocular.
Se detalla en la siguiente seccio´n el disen˜o elegido y la implementacio´n del mismo.
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6 Disen˜o e Implementacio´n del Mo´dulo Sensor
Para el disen˜o del mo´dulo sensor de este proyecto se ha considerado finalmente que este proceso
este´reo sea simulado uniendo dos ca´maras de video-conferencia ide´nticas con una separacio´n
inter-ocular adecuada, se codifican las sen˜ales de video y se transporta la informacio´n resultante
a trave´s de la red a uno o ma´s receptores donde se decodifique dicha informacio´n y se muestre
adecuadamente gracias al mo´dulo de visualizacio´n.
6.1. Disen˜o del Mo´dulo Sensor
Hay dos tipos de configuraciones de ca´mara que pueden ser usados para adquirir las ima´genes
con la solucio´n propuesta:
Configuracio´n de ca´maras con ejes paralelos
Configuracio´n de ca´maras con ejes convergentes
Figura 6.1 Configuraciones posibles de un sistema binocular
En ambas configuraciones, representadas en la figura 6.1, las ca´maras deben estar alineadas
verticalmente para no introducir paralax vertical que estropear´ıa la sensacio´n estereosco´pica y,
la separacio´n interaxial deber´ıa ser de idealmente de 65 mm para conseguir dar una percepcio´n
de profundidad real. Sin embargo, otras separaciones ser´ıan tambie´n adecuadas para aplicaciones
especiales como estereoscop´ıa microsco´pica o mappings ae´reos.
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6.2. Disen˜o de las configuraciones posibles de las ca´maras
6.2.1. Configuracio´n de ejes paralelos
La configuracio´n de ejes paralelos (figura 6.2) es aque´lla en la que se alinean los ejes de las
lentes de las ca´maras de modo que los ejes o´pticos de ambas funcionen de forma paralela. La
convergencia de las ima´genes se consigue al mover ligeramente las ca´maras o con el traslado
horizontal de las ima´genes y con un recorte de las ima´genes tratadas si es necesario [29].
Figura 6.2 Disposicio´n de dos ca´maras en paralelo
Como se puede ver en la imagen anterior, un punto real, w, con coordenadas X, Y y Z, sera´ pro-
yectado hacia los sensores de imagen derecho e izquierdo y la disparidad horizontal sera´ funcio´n
de los siguientes factores: la separacio´n base de la ca´mara, o l´ınea de base, B, la distancia focal
de las lentes de las ca´maras, (λ ), y la distancia de las ca´maras al punto real, Zw.
En resumen, se puede ver el proceso de captura de las imagen de cada una de las ca´maras como
una traslacio´n del eje X seguida de una transformacio´n de la perspectiva. Las coordenadas de
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proyeccio´n de la ca´mara (ca´mara izquierda: xl, yl, ca´mara derecha xr, yr) respecto al punto real
w(X, Y, Z) son:
xl(X,Z) = λ ·
X + B
2
λ− Z
(6.1)
yl(Y,Z) = λ ·
Y
λ− Z
(6.2)
xr(X,Z) = λ ·
X − B
2
λ− Z
(6.3)
yr(Y,Z) = λ ·
Y
λ− Z
(6.4)
Como podemos determinar, comparando las ecuaciones 2 y 4, el punto real (X, Y, Z) se proyecta
a la misma coordenada Y en las dos ca´maras,y si las ca´maras esta´n correctamente alineadas no
se produce desplazamiento vertical (o paralax vertical). La disparidad horizontal dh,p, se obtiene
sustrayendo xl, la coordenada X de la proyeccio´n de la ca´mara izquierda, de la xr, la coordenada
X de la proyeccio´n de la ca´mara derecha:
dh,p = xr(X,Z)− xl(X,Z) (6.5)
De las relaciones anteriores, se puede obtener:
dh,p(Z) = λ ·
−B
λ− Z
(6.6)
De ello se deduce que la disparidad se incrementara´ con la separacio´n de las ca´maras, B, y con la
distancia focal (λ ). Hay que notar que para puntos en el infinito respecto al eje Z, la disparidad
tiende a cero. Y, si se calibra el sistema apropiadamente, en la disposicio´n paralela de ca´maras
no se produce disparidad vertical y, como consecuencia, tampoco distorsiones graves.
6.2.2. Configuracio´n de ejes convergentes
En la configuracio´n de ejes convergentes o cruzados, las ca´maras se encuentran ligeramente
rotadas la una respecto a la otra, de modo que los ejes o´pticos de ambas ca´maras interseccionan
en un punto convergente y as´ı toman importancia la separacio´n de la base de la ca´mara (B) y
el a´ngulo de convergencia (b) de los planos de ca´mara:
Zh,p =
B
2 · tan(β)
(6.7)
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Esta disposicio´n se muestra en la figura 6.3
Figura 6.3 Disposicio´n de dos ca´maras con ejes convergentes
La proyeccio´n de un punto real (X, Y, Z) en el plano de imagen de la ca´mara es ma´s compleja
que en la disposicio´n paralela de ca´maras (es un caso especial de disposicio´n convergente en el
que beta equivale a cero). Como los ejes de la ca´mara ya no son paralelos a los ejes Z, se requiere
una traslacio´n horizontal (a lo largo del eje X) y una rotacio´n (a lo largo del eje Y), seguida de
una proyeccio´n de perspectiva. Para la ca´mara izquierda, la traslacio´n horizontal es como sigue:


X
Y
Z

 translacio´n−→


X + B
2
Y
Z

 (6.8)
Una rotacio´n del punto trasladado alrededor del eje Y de un a´ngulo positivo + β:


X + B
2
Y
Z

 rotacio´n−→


cos(β)(X + B
2
)− sin(β)Z
Y
sin(β)(X + B
2
) + cos(β)Z

 (6.9)
Finalmente, la proyeccio´n de perspectiva [13] , [36] , nos da las coordenadas xl e yl para la
ca´mara izquierda:
xl(X,Z) = λ
cos(β)(X + B
2
)− sin(β)Z
λ− sin(β)(X + B
2
)− cos(β)Z
(6.10)
yl(X,Y,Z) = λ
Y
λ− sin(β)(X + B
2
)− cos(β)Z
(6.11)
(6.12)
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De modo similar, las coordenadas del plano de la ca´mara para la ca´mara derecha se encuentran
en:
xr(X,Z) = λ
cos(β)(X + B
2
) + sin(β)Z
λ+ sin(β)(X + B
2
)− cos(β)Z
(6.13)
yr(X,Y,Z) = λ
Y
λ+ sin(β)(X + B
2
)− cos(β)Z
(6.14)
(6.15)
Al obtener las coordenadas de la ca´mara izquierda y las coordenadas de la ca´mara derecha se
puede determinar la disparidad horizontal para la disposicio´n horizontal de ca´maras.
Para la disposicio´n convergente de ca´maras existe tambie´n una componente de disparidad verti-
cal, que puede ser calculada de forma separada. Esta componente vertical es igual a cero tanto
en el plano definido como X=0 como en el plano Y=0; sin embargo, es ma´s amplia en los extre-
mos de la imagen. El paralax vertical provoca, como se ha dicho anteriormente, distorsio´n de la
imagen que incrementa en los extremos, una curvatura del plano de profundidad que provoca
que los objetos situados en las esquinas de la imagen estereosco´pica parezcan estar ma´s lejos
que los objetos situados en el centro de la imagen.
El problema se ilustra en la figura 6.4:
Figura 6.4 Efecto de distorsio´n en los extremos de la imagen
Con la formulacio´n estereosco´pica discutida es posible determinar de forma precisa la cantidad de
disparidad tomada en el proceso de captacio´n de una imagen, trasladando un objeto del espacio
real (X, Y, Z) en coordenadas del plano de la ca´mara) (xl, yl) y (xr, yr). Cuando las ima´genes
estereosco´picas se presentan en un escenario, las coordenadas del plano de la ca´mara necesitan
ser transformadas en coordenadas de pantalla. Esto se consigue multiplicando las coordenadas
del plano de la ca´mara por el factor de magnificacio´n de la pantalla M, que es la relacio´n entre
el ancho de pantalla horizontal y el ancho del sensor de ca´mara.
Los algoritmos de eliminacio´n de esta distorsio´n se proponen en diferentes me´todos, pero se evita
con mayor facilidad al usar la configuracio´n de ca´maras paralelas. Aunque que la configuracio´n de
ca´maras paralelas no da paralax vertical (siempre que las ca´maras este´n correctamente alineadas
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verticalmente), en algunos casos se requiere una traslacio´n horizontal de las ima´genes resultantes.
Debido a esta traslacio´n, las ima´genes no esta´n perfectamente sobrepuestas. En este caso se
tratar´ıan las ima´genes con un clipping de las mismas de modo que la parte comu´n de la vista
sea lo u´nico que se proyecte. Dependiendo de cua´nto este´n trasladadas las ima´genes, el plano de
convergencia puede ser posicionado a diferentes profundidades.
6.2.3. Resumen del disen˜o elegido para el proyecto
Se ha disen˜ado un modelo de ca´maras con ejes paralelos para iniciar tareas de telerobo´tica
aumentada en lugar de la telerobo´tica usada en el laboratorio del IOC, dado que a priori presenta
ventajas de control respecto a la misma:
1. Presenta invariancia en el tiempo de respuesta: Debido a que el operador recibe el feedback
visual directamente de la simulacio´n.
2. Una mejora del dispositivo: se introduce un dispositivo este´reo que mejora la visio´n de
profundidad, el reconocimiento de objetos desconocidos en el espacio de trabajo,as´ı como
los gradientes y la orientacio´n de los objetos.
3. El ca´lculo de trayectorias y simulaciones se puede realizar localmente aunque la escena sea
remota.
4. Una reduccio´n de los errores en la manipulacio´n: Se reducen errores de colisio´n en la
simulacio´n y se preve´n, a simple vista, configuraciones del robot no deseadas.
5. Control a alto nivel: El operador controla localmente la simulacio´n en un ordenador local,
desde e´l se env´ıan instrucciones de alto nivel, como puntos de trayectoria que el robot
debera´ seguir.
Se presenta en el siguiente apartado el modelo de ca´mara que permitira´ a largo plazo obtener
las ventajas anteriormente presentadas.
Modelo de ca´maras elegido
Se presenta en este apartado 6.2.3, una breve explicacio´n sobre las caracter´ısticas y criterios que
llevaron a la eleccio´n de las ca´maras Canon VC-C5 como entrada del mo´dulo sensor de ima´genes
respecto a otras opciones posibles en el mercado.
En primer lugar, se buscaron modelos de ca´maras que permitiesen la supervisio´n de la celda
robotizada, para lo que ser´ıa necesario que tubiesen res grados de libertad. Por lo que se esta-
blecio´ la siguiente lista de opciones, todas ellas ideales para aplicaciones de videoconferencia,
caracter´ısticas necesarias para el tipo de aplicaciones de teleoperacio´n del proyecto TASTRI2.
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Lista de Modelos
Canon VC-C50i Infrared PTZ Camera Canon VC-C50i Infrared PTZ Camera
Canon VC-C50i Infrared PTZ Camera Canon VB-C50i Infrared PTZ Camera
Elmo PTC-100S PTZ Camera Elmo PTC-201 CIP PTZ Camera
Elmo PTC-200C Inverted PTC Camera Sony BRC-300 Robotic PTZ Camera
Sony BRC-H700 Robotic PTZ Camera Sony EVI-D70 PTZ Camera
Sony EVI-D100 PTZ Camera Sony SNC-RZ30N PTZ Network Camera
Cuadro 6.1 Lista de modelos de ca´maras para la eleccio´n del
HW del mo´dulo sensor
En segundo lugar, por coste o porque se pretend´ıa que fuesen controlables por software, se
descartaron las Sony BRC, SNC y las Elmo.
En tercer lugar, por el conociemietno previo de la marca se seleccionaron las ca´maras Canon, se
descartaron el resto de modelos. Finalmente, la eleccio´n fue un par de ca´maras Canon VC-C50i
Infrared PTZ Camera, que adema´s de presentar mejores prestaciones que su modelo anterior
(VC-C4), esta´n especialmente indicadas para videoconverencia, esta´n dotadas de infrarojos,
hecho que posibilita tambie´n la visio´n en ambientes con bajos niveles de iluminacio´n o incluso,
la visio´n nocturna (a 0 lux), tiene mayor rango de longitud focal (de 3,5 a 91mm) y poseen un
circuito de reduccio´n de ruidos, que permite obtener ima´genes con gran n´ıtidez.
El modelo elegido finalmente se presenta en la figura 6.5.
Figura 6.5 Imagen real del sistema elegido
Configuracio´n y arquitectura elegida para el mo´dulo sensor
Por sus limitaciones f´ısicas, la ca´mara elegida del modelo Canon VC-C5i debe conectarse en serie
con un PC. Gracias a ello, aunque el servidor de las ca´maras este´ cerca de ellas, por necesidad
de estar conectado, via serie, con las dos ca´maras, o en el caso de conexio´n en cascada de las
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ca´maras, conectado a una primera, y e´sta a su vez, en conexio´n por cable con una segunda; pero
al estar conectada a un pc servidor, cualquiera de las dos modalidades de conexio´n, permitira´ que
el cliente de las mismas pueda ser remoto.
Por este mismo motivo, se ha optado por una arquitectura cliente de comandos-servidor de
movimiento de las ca´maras, y se realiza la conexio´n entre ellos v´ıa socket UDP-IP a trave´s de
las red, dado que la manipulacio´n de la celda robo´tica y por ello su control pueda realizarse de
forma remota.
Previamente cabr´ıa definir socket como la terminolog´ıa que designa un concepto abstracto por el
cual dos programas (posiblemente situados en computadoras distintas) pueden intercambiarse
cualquier flujo de datos, generalmente de manera fiable y ordenada usando descriptores de
fichero. Se ha elegido este tipo de conexio´n v´ıa socket frente a la comu´nmente usada TCP-IP
por los siguientes factores:
En el caso de TCP (Transmission Control Protocol):
Es un sistema orientado a conexio´n.
En e´l se garantiza la transmisio´n de todos mensajes sin errores ni omisiones.
Se garantiza que todo mensaje llegara´ a su destino en el orden transmitido.
Sin embargo, despue´s de la recepcio´n de cada uno de los mensajes, el servidor verifica la in-
formacio´n y responde a cada cliente, segu´n si el mensaje es o no correcto. En el primer caso,
retorna una instruccio´n que da a entender que el mensaje es correcto, y procesa la peticio´n. En
el segundo, devuelve un mensaje y pide al cliente que vuelva a mandar otra peticio´n por fallo o
falta de elementos de la primera y se mantiene a la espera de recibir un nuevo mensaje.
Por otro lado UDP (User Datagram Protocol o Protocolo de datagrama de usuario).
Esta´ orientado a transporte.
No hay control de flujos, no se garantiza la llegada del paquete a destino ni que no se
produzcan errores.
Su uso esta´ especialmente indicado cuando no es posible realizar retransmisiones continuas
por los estrictos requisitos de retardo, como cuando las aplicaciones son de Tiempo Real
(TR).
Para nuestra aplicacio´n, la pe´rdida de un paquete de informacio´n no es cr´ıtica dado que no se
esta´n realizando tareas de seguimiento de un objeto sino supervisando una escena remota que
se teleopera en tiempo real; sin embargo, al ser una aplicacio´n de tiempo real, no se quiere
introducir en el sistema ningu´n tipo de retardo adicional que haga que la visio´n real de la escena
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y lo que se muestre en el sistema tengan un desfase de tiempo, por eso el uso de sockets UDP,
no so´lo se justifica sino que se plantea como la solucio´n ma´s adecuada.
Adema´s y al no tener confirmacio´n de recepcio´n de paquetes de informacio´n, al no esperar
respuesta del servidor de su llegada, permite que el env´ıo de nuevos mensajes pueda producirse
a mayor velocidad. Esto es muy importante debido a una limitacio´n del servidor actual de las
ca´maras, el env´ıo simulta´neo de mensajes a ambas ca´maras. Limitacio´n que se planteara´ como
posible mejora del sistema actual en el apartado 9.
6.2.4. Configuracio´n del los para´metros de las ca´maras
Los sistemas com o´pticos reales son de por s´ı, bastante complejos, pero en el caso que nos ocupa,
existe un segundo factor a tener en cuenta, y es la caracter´ıstica de la ca´maras de tener la lente
motorizada, e´s decir, de zoom variable, lo que por un lado, aporta la ventaja de ampl´ıar el
rango de taman˜os que pueden ser vistos y medidos. Sin embargo, por otro lado, deben tenerse
en cuenta algunas consideraciones a la hora de emplear este tipo de lentes, ya que para poder
mantener la relacio´n de taman˜os de los objetos que aparecen en la escena de las dos ca´maras,
debera´n controlarse algunos para´metros que se presentan a continuacio´n.
Por toda esta complejidad, para el desarrollo de este proyecto, se simplificara´ su comportamiento
haciendo la hipo´tesis de que se trabaja con un sistema o´ptico de una sola lente modelada por
la ecuacio´n de Gauss de las lentes delgadas, aunque este modelo, difiera de los sistemas o´pticos
reales.
El tipo de sistema de visio´n, en el caso de una ca´mara digital, y con la hipo´tesis arriba planteada,
es la que se muestra en la figura 6.6.
Figura 6.6 Proceso de formacio´n de la imagen en una lente
delgada
Cabe mencionar, que la ecuacio´n de Gauss de las lentes delgadas a la que se hace referencia es
la siguiente:
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1
F1
=
1
S1
+
1
S1′
(6.16)
Donde F1 es la longitud focal, S1 la distancia de la lente al objeto real y S1’ la distancia de la
lente al plano sensor del CCD en el caso que nos ocupa.
As´ı, a causa de la lente y debido al movimiento de las ca´maras dentro de la celda robotizada,
se debera´ cambiar adecuadamente la longitud focal de una de ellas, para que el taman˜o de un
mismo objeto que aparezca en ambas ima´genes, sea ide´ntico cuando se encuentre a una distancia
distinta de una ca´mara que de otra, cogiendo como ejes de referencia, la interseccio´n de los ejes
de giro de una de ellas.
La configuracio´n de las ca´maras en el sistema esta´ recogida en la figura 6.7.
Figura 6.7 Configuracio´n de las ca´maras en el sistema:
El problema de la alteracio´n de la longitud focal para obtener el mismo taman˜o cuando el objeto
a mostrar se encuentra a diferente distancia de la lente, se plantea en la figura 6.8.
Segu´n este modelo de formacio´n de ima´gemes, bajo la hipo´tesis de tener una lente delgada, se
hallan, por triangulos semejantes las siguientes relaciones:
s1
s1′
=
y
y′
(6.17)
s2
s2′
=
y
y′
(6.18)
Siendo la ecuacio´n de la lente, la planteada en la fo´rmula 6.16. se obtiene:
s1
F1
= 1 +
s1
s1′
= 1 +
y
y′
(6.19)
s2
F2
= 1 +
s2
s2′
= 1 +
y
y′
(6.20)
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Figura 6.8 Proceso de formacio´n de la imagen en una lente
delgada
Igualando te´rminos:
s1
F1
=
s2
F2
−→
s2
s1
=
F2
F1
(6.21)
se consigue la ecuacio´n que relaciona las diferentes distancias con las longitudes focales y que
se utilizara´ para efectuar una correccio´n de los para´metros de la ca´mara que permita obtener el
taman˜o del objeto adecuado en ambas ima´genes.
6.3. Implementacio´n del Hardware
El sistema, tal y como se ha expuesto en la seccio´n anterior, en su arquitectura, dispone de dos
ca´maras Canon VC-C5i que capturan la imagen del robot y su entorno. Las ima´genes obtenidas
corresponden a las vistas derecha e izquierda del ojo humano; se ha decidido colocarlas con sus
ejes o´pticos en paralelo a una distancia de 10 cm una respecto a la otra. Estas ima´genes se
presentara´n al usuario y servira´n pera la obtencio´n del efecto de tridimensionalidad.
El dispositivo estereosco´pico propuesto y que mejora los sistemas monosco´picos con la obtencio´n,
de manera interactiva, de informacio´n de una celda remota desde el propio sitio de trabajo,
tiene un sistema de conexio´n entre ca´maras y ca´mara-PC como el que se presenta en el esquema
representado en la figura 6.9 presentada en las siguiente pa´gina.
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Figura 6.9 Conexiones del mo´dulo sensor
Como se muestra y previamente se ha decidido en la fase de disen˜o, la conexio´n entre ca´maras
puede realizarse en cascada a trave´s del conector (figura 6.9); las ca´maras se conectan al puerto
serie del PC en el que esta´ en marcha el servidor de las mismas.
Por otro lado, como la conexio´n entre cliente y servidor se ha disen˜ado de modo que se produzca
a trave´s de sockets UDP, el cliente de la ca´mara podra´ ser como se ha dicho,remoto. Pero, por
motivos de proteccio´n de datos, se ha decidido que el cliente y el servidor se encuentren dentro
de una a´rea local que comprende todos los ordenadores de la UPC. Concretamente, aunque se
espera que esta aplicacio´n sea del todo remota y portable, se ha decidido que el ordenador Lira
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sea el cliente, y sonar, el servidor de las ca´maras. Los motivos: se hallan en el a´rea local, sonar
esta´ cerca de las ca´maras que deben conectarse v´ıa serie con un PC, y Lira tiene la arquitectura
de hardware necesaria para visualizar aplicaciones tridimensionales, gracias a la tarjeta que en
e´l esta´ instalada.
El sistema propuesto se describe a continuacio´n en la figura 6.10.
Figura 6.10 Disen˜o del esquema Cliente-Servidor del Mo´dulo
Sensor
De la parte del sistema de visio´n tridimensional propiamente dicho se hablara´ con mayor profun-
didad en las secciones Disen˜o e Implementacio´n del Mo´dulo de Visualizacio´n, por lo que sin ma´s
prea´mbulos, se trata a continuacio´n la solucio´n planteada desde el punto de vista de Software.
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6.4. Implementacio´n del Software
En este apartado se tratara´n dos aspectos del software relacionados con el sensor de imagen, es
decir, las dos ca´maras. Por un lado, el servidor y el desarrollo de una librer´ıa de control que pone
en funcionamiento y maneja las ca´maras de forma directa y, por otro, en el cliente, la interfaz
que permite el manejo de las ca´maras por parte del usuario.
6.4.1. Servidor y Cliente del mo´dulo sensor
Tal y como se ha comentado con anterioridad, estas ca´maras se han programado segu´n una
arquitectura cliente-servidor remoto.
Para su desarrollo se ha partido de un antiguo servidor para ca´maras de modelos canon ma´s
antiguos, concretamente de las ca´maras Canon VC-C4 con las que ya se contaba en el laboratorio
del IOC. Este antiguo servidor, desarrollado inicialmente por un equipo de investigacio´n, cuya
documentacio´n y publicaciones en papers [23], [4] han servido de base y filosof´ıa para el desarrollo
del servidor que maneja el nuevo modelo de ca´maras.
A partir de estos datos y con el manual de programadores descargable de la pa´gina oficial de
Canon, [7] se ha desarrollado un servidor y e´ste se comunica con las dos ca´maras v´ıa puerto serie,
y una librer´ıa programada en C++ a la que el cliente, a trave´s de una interfaz de usuario, puede
conectarse para controlar las mismas. Hay dos elementos esenciales que permiten el control de
las ca´maras;en primer lugar, un lenguaje comprensible por el usuario que puede ser transcrito
al lenguaje ma´quina de las ca´maras, y en segundo lugar un sistema de comunicacio´n.
Por lo que al lenguaje se refiere, la librer´ıa de las ca´maras, parte esencial del cliente, se comunica
con el servidor de los dispositivos a trave´s de mensajes de texto ASCII. El formato de estos
mensajes esta´ disponible en la documentacio´n de este cliente en el anexo F.
Aunque no se detallara´ en este cap´ıtulo los pormenores de este lenguaje, cabe destacar que se
compone de instrucciones y de s´ımbolos de separacio´n de mensajes [♯, @, ];ello permite al usuario
conversar con el servidor de control de los dispositivos y define el formato de los mensajes
mandados entre el cliente y el servidor. El lenguaje no soporta expl´ıcitamente movimientos
compuestos de las dos ca´maras, s´ı permite realizar movimientos compuestos de una misma
ca´mara: un mismo mensaje puede a su vez realizar una peticio´n de rotacio´n en dos de sus ejes.
Es importante saber que todos los mensajes contienen una marca de tiempo. E´sta sera´ una
marca de tiempo de la computadora, recogida en el momento en que el mensaje es construido
por el cliente.
Por todo ello, se habla de una limitacio´n de este lenguaje de las ca´maras subsanado en traba-
jos futuros, y en el momento de realizar el movimiento de las dos ca´maras, habra´ un tiempo
transitorio de movimiento de la ca´mara-1 en primera instancia, seguido del movimiento de la
ca´mara-2; ambos, aunque seguidos, no se realizara´n en el mismo instante de tiempo, y por ello
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en este transitorio de este movimiento, la posicio´n demandada de las ca´maras y su posicio´n real
no se correspondera´n
Por el lado de las comunicaciones, el cliente env´ıa estos mensajes al servidor a trave´s de la
conexio´n UDP, y el servidor retorna una respuesta, a trave´s de una comunicacio´n con mensajes
multicast, recogidos o no por parte del cliente . En resumen, el servidor, una vez se pone en
marcha, queda permanentemente a la escucha del puerto UDP al que esta´n conectados ambos,
cliente y servidor, a la espera de comandos de texto en formato ASCII (peticiones de movimiento
de la ca´mara).
Respecto a la comunicacio´n con la segunda ca´mara, se ha habilitado para poderse realizar tanto
con conexio´n v´ıa puerto serie RS-232, como mandando los mensajes v´ıa serie a la primera ca´mara
(la ma´s cercana al PC) para que los mensajes correspondientes a la segunda sean reenviados
gracias a la conexio´n en cascada.
Interfaz de usuario para el control del mo´dulo sensor
La interfaz de control de usuario se ha desarrollado gracias a las librer´ıas de Qt desarrolladas por
Trolltech cuyo enlace se encuentra en el anexo K (Enlaces). La funcion ba´sica de esta interfaz de
usuario es posibilitar el movimiento de las ca´maras. E´stas por otro lado mandara´n continuamente
las ima´genes que capturen mientras cliente y servidor este´n en marcha. En primera instancia,
estas ima´genes pasara´n al ordenador host conectado a estas ca´maras; en segunda instancia, a
trave´s de la capturadora de v´ıdeo, estas ima´genes se comprimira´n en formato MPEG4 para ser
enviadas v´ıa RTSP y finalmente descomprimidas y mostradas.
Esta interfaz de aplicacio´n propiamente dicha se compone de diversos botones y barras de
desplazamiento que pueden ser accionados, indicando que´ movimientos realizara´n las ca´maras
en cada momento, y cua´l de ellas debe hacerlo; consta tambie´n de LCD programados para
aportar informacio´n de la posicio´n actual que segu´n el cliente tienen las ca´maras al mover o
presionar alguno de los botones de la interfaz.
La interfaz disen˜ada tiene la forma presentada en la figura 6.11.
Aunque el disen˜o se ha realizado para ser intuitivo, merecer´ıa aclararse el uso de los siguientes
botones y selectores de opciones.
Connect: Servira´ para abrir la conexio´n UDP con el servidor a trave´s del puerto elegido, el 5555.
Both: Indica que el movimiento pretendido por el usuario, se realice con las dos ca´maras. Si el
usuario so´lo desea usar una de ellas, indicara´ previamente cua´l de ellas y, a continuacio´n,
generara´ el movimiento deseado.
Disconnect: Se encargara´ del cierre de las conexiones UDP.
Exit: Permite salir de la aplicacio´n.
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Figura 6.11 Apariencia de la interfaz de Qt que controla las
ca´maras
En el caso de Both, para que e´ste sea coherente y la imagen final sea estereosco´pica, debera´ re-
setearse la posicio´n de las mismas mediante el boto´n home; e´ste inicializara´ a cero las posiciones
de Pan (rotacio´n derecha-izquierda) y Tilt (rotacio´n hacia arriba y abajo), si previamente se
han realizado movimientos por separado con cada una de las ca´maras.
Cabe destacar que todas las librer´ıas contenidas en este proyecto han sido seleccionadas por ser
estandarizadas o, en su defecto, se han elegido aque´llas que, programadas por otras personas,
ten´ıan licencia pu´blica de uso, con el fin de que todo lo desarrollado en este proyecto pueda ser
usado, a su vez, por otras personas sin a´nimo de lucro que puedan beneficiarse de ello. Adema´s, el
lenguaje usado tanto en la interfaz de Qt como en la documentacio´n y comentarios de la librer´ıa
de las ca´maras LibVRCameras es el ingle´s; se pretende que el co´digo pueda ser reutilizado y
difundido para uso acade´mico y docente.
7 Disen˜o e Implementacio´n del Mo´dulo de Visualizacio´n 3D
En este cap´ıtulo se presentan las posibles alternativas de disen˜o de un mo´dulo de visualizacio´n
estereosco´pico y se destacan las diferencias ma´s importantes entre ellos. Se ampliara´ a conti-
nuacio´n la solucio´n elegida para este proyecto y, finalmente, en la seccio´n Implementacio´n del
hardware y software, se detallara´ a estos dos niveles la solucio´n propuesta cuyo disen˜o, de manera
conceptual, se ilustran en la figura 7.1:
Figura 7.1 Disen˜o del esquema de transmisio´n
7.1. Disen˜o del Mo´dulo de Visualizacio´n
7.1.1. Generacio´n de las ima´genes
La generacio´n de las ima´genes para ser mostradas por el mo´dulo de visualizacio´n que aqu´ı se
presenta, se lleva a cabo en las ca´maras descritas en el cap´ıtulo anterior mientras el usuario las
mueve para supervisar las tareas de la celda robotizada.
Estas ima´genes, pasan a trave´s de dos cables de v´ıdeo, a la tarjeta de adquisicio´n montada en
el PC servidor de las ca´maras se muestra en la figura 7.2..
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Figura 7.2 Tarjeta de adquisicio´n de v´ıdeo Adlink PCI-
MPG24
E´sta tarjeta de adquisicio´n de v´ıdeo, modelo Adlink PCI-MPG24, recoge las ima´genes recibidas
por las ca´maras a partir del momento en que se pone en el mo´dulo de visualizacio´n. La ima´genes
se comprimen por hardware gracias a la tecnolog´ıa de la tarjeta de adquisicio´n de v´ıdeo.
Compresio´n de frames
La compresio´n debe ser aplicada a las sen˜ales digitales de v´ıdeo para usar el ancho de banda
eficientemente, cuando se pretende mandar ima´genes hacia un PC remoto. Numerosos esquemas
de compresio´n se concebido para videos monosco´picos, y las te´cnicas y esta´ndares aplicados se
han retocado para poder comprimir v´ıdeos estereosco´picos. Se reconoce que una compresio´n
sustancial puede ser obtenida explotando la fuerte correlacio´n que existe entre los canales de
v´ıdeo derecho e izquierdo de un par estereosco´pico de v´ıdeo.
Hay dos posibles codificaciones que explotan el hecho que las dos fuentes de v´ıdeo sean pa-
recidas: la codificacio´n diferencial, y la codifiacio´n por transformada. Aunque los pormenores
de la codificacio´n salen del a´mbito de este proyecto se enumeran a continuacio´n las principales
caracter´ısticas de estos dos me´todos.
Por un lado, la codificacio´n diferencial se usa cuando las diferencias entre muestras consecutivas
son pequen˜as, por lo que pueden transmitirse so´lo las diferencias, aunque esta codificacio´n puede
ser con o sin pe´rdida de informacio´n. Por otro, en la codificacio´n por transformada se aplica una
transformada a la informacio´n a transmitir, por ejemplo, una transformada discreta del coseno,
que permite pasar de una matriz de p´ıxels a un a matriz de valores de frecuencias. Este me´todo
tambie´n puede darse con o sin pe´rdida de informacio´n
En este proyecto, por el parecido entre la disparidad del movimiento y la disparidad perspectiva,
la compresio´n de v´ıdeo puede beneficiarse de las te´cnicas predictivas de codificacio´n diferencial
desarrolladas para algoritmos de compresio´n temporal Inter-frame como el MPEG. La apro-
ximacio´n convencional para codificacio´n de video, es codificar uno de los dos canales con un
algoritmo de compresio´n monosco´pica y codificar el segundo canal de modo diferencial respecto
al primero, explotando las redundancias intercanal.
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Aunque hay otros formatos de codificacio´n de v´ıdeo como el H.261 (esta´ndar usado para video-
telefon´ıas y videoconferencia sobre RDSI sobre canales de 64kbps) o el H.263 (esta´ndar para
aplicaciones de v´ıdeo sobre redes telefo´nicas e inala´mbricas sobre canales de 28 a 56 kbps), se
ha decidido usar una codificacio´n en formato MPEG por ser un esta´ndar ISO.
En el apartado siguiente se comentan por encima las diferencias entre los diferentes formatos
MPEG y se decide cua´l de ellos utilizar para la codificacio´n del v´ıdeo.
Codificacio´n de v´ıdeo MPEG
Dentro de la codificacio´n de v´ıdeo MPEG, existen diferentes codificaciones. Entre los ma´s cono-
cidos esta´n los formatos: MPEG-1, MPEG-2, MPEG-7 y MPEG-4, aunque existen otros como
el MPEG-2 Multiview Profile menos conocidos. Sin embargo, todos ellos, son todos esta´ndares
ISO.
Se indican a continuacio´n principales caracter´ısticas de los ma´s populares. El primero, MPEG-
1, se usaba originalmente para grabar Cdrom de audio/v´ıdeo en calidad VHS a 1,5Mbps, ma´s
tarde se desarrollo´ el MPEG-2 que permit´ıa transmisio´n y grabacio´n de audio/v´ıdeo en distintas
calidades: en calidad baja, es compatible con MPEG-1 y alcanza los 4Mbps. En su calidad alta
llega a tasas de 80 a 100 Mbps. Del formato MPEG-7 destaca que so´lo contiene normas para
describir contenidos multimedia y estructuras de informacio´n en otros esta´ndares. Esos datos
esta´n orientados a ser usados por buscadores.
Finalmente, el formato MPEG-4, mejora a los sistemas anteriores por incluir normas para sis-
temas de poco ancho de banda y caracter´ısticas de control de la sen˜al de audio/v´ıdeo. Esta´ es-
pecialmente indicado para aplicaciones multimedia orientadas a Internet (de 5kbps a 50 Mbps),
por lo que resulta el formato ma´s indicado para el tipo de aplicaciones de este proyecto.
Una vez el v´ıdeo procedente de las ca´maras se ha codificado y el flujo de ima´genes esta´ compri-
mido en formato MPEG-4, se transmite a trave´s de la red de Internet para ser posteriormente
decodificado en un PC remoto y mostrado en dispositivos que permitan ver ima´genes este-
reosco´picas. Los pormenores de la retransmisio´n de v´ıdeo, se tratan a continuacio´n.
7.1.2. Retransmisio´n de v´ıdeo estereosco´pico
Para la correcta retransmisio´n de v´ıdeo a trave´s de Internet, existen diferentes aspectos a tener
en cuenta. Se presentan en los siguientes apartados aquellos necesarios para su disen˜o dentro del
mo´dulo de visualizacio´n aqu´ı presentado.
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Caracter´ısticas de Internet
A la hora de transmitir v´ıdeo sobre una red, en este caso Internet, debe conocerse el compor-
tamiento de la misma y co´mo puede afectar en la transmisio´n de datos mandados. Internet
concretamente presenta tres caracter´ısticas con un valor desconocido a priori y con cara´cter
dina´mico que afectan a los flujos de v´ıdeo [5]:
1. Ancho de Banda variable.
2. Tiempo variable de transmisio´n.
3. Pe´rdida de datos.
El ancho de banda disponible entre dos puntos en Internet es desconocido y cambiante con el
tiempo. Es decir, cuando el transmisor env´ıa ma´s volumen de datos de los que el receptor puede
captar, se producira´ congestio´n de la red y pe´rdidas de informacio´n provocando un deterioro en
la calidad del v´ıdeo observado; en el caso contrario, si el trasmisor es ma´s lento que el receptor,
la calidad del v´ıdeo no sera´ optima. Para paliar este efecto, el objetivo es adaptar la frecuencia
de transmisio´n al ancho de banda disponible, ya que de esto depende la calidad en cuanto a
resolucio´n y actualizacio´n del v´ıdeo.
Otro punto a tener en cuenta es el comportamiento variable que la transmisio´n punto a punto
presenta, es decir, el tiempo que tardan en viajar dos paquetes de datos por la red es diferen-
te, lo que puede causar un efecto de temblor en la imagen final debido a paquetes que llegan tarde.
Por u´ltimo, las perdidas de datos dependen del sistema f´ısico que caracteriza la la red. E´sta
puede ser de par trenzado o inala´mbrica. Normalmente, para contrarrestar el efecto causado y
minimizar dichas pe´rdidas se utilizan te´cnicas de control de errores.
Protocolos para transmisio´n de flujos en Internet
Usualmente, la transmisio´n de paquetes de datos a trave´s de Internet utiliza protocolos TCP/IP
o UDP/IP. Como se ha mencionado anteriormente en el subapartado 6.2.3, el protocolo TCP
(Transmisio´n Control Protocol) garantiza la entrega de informacio´n con retransmisiones y acuses
de recibo por lo que esta´n especialmente indicados para el control de flujo de informacio´n. UDP
(User Datagram Protocol) es un protocolo que no garantiza la entrega de los datos ma´s ra´pido
por no enviar los datos de nuevo, por lo que se usan especialmente para la transmisio´n de datos.
Sin embargo, por sus caracter´ısticas, estos protocolos limitan la transmisio´n de un v´ıdeo, en el
caso de un protocolo TCP por garantizar la entrega de informacio´n causan retrasos indeseables
en estas aplicaciones; UDP mejora la velocidad de transmisio´n, pero no es fiable por no garan-
tizar la llegada de los mismos. Por todo ello, se hace deseable el uso de un tipo de protocolo
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especialmente dedicado a flujos de v´ıdeo.
En este sentido, la IETF (Internet Engineering Task Force), comunidad internacional encargada
de velar por el buen funcionamiento de Internet, ha especificado un conjunto de protocolos que
definen el funcionamiento de la red para la entrega, control y descripcio´n de flujo de medios
sobre Internet. Para las descripciones ha creado la SDP (Session Description Protocol), para
el control RTSP (Real-Time Streaming Protocol) o SIP (Session Initiation Protocol) y, para la
entrega de medios, los protocolos RTP (Real-Time Transport Protocol) y RTCP (Real-Time
Control Protocol). Las caracter´ısticas principales de estos protocolos son:
RTP (disen˜ado para la transferencia de informacio´n): es un protocolo maleable, se pue-
de configurar segu´n el tipo de informacio´n que se quiere enviar, por ejemplo puede elegirse
entre enviar video codificado en MPEG1 o en MPEG4 o audio en un tipo particular de
codificacio´n.
Sus caracter´ısticas esenciales son:
Se encapsula sobre UDP al estar asociado a aplicaciones de tiempo real.
Tiene caracter´ısticas especiales para el trabajo con sistemas de tiempo real como
marcas de tiempo y nu´meros de secuencia (que permiten detectar pe´rdidas dentro de
paquetes en un flujo de datos)
Pero como limitaciones cabe destacar que :
No garantiza el env´ıo de paquetes ni que el orden de llegada de los mismos corresponda
con el orden establecido en el env´ıo
No proporciona mecanismos para el env´ıo a tiempo de los paquetes
No garantiza la calidad de servicio.
RTCP (disen˜ado para enviar mensajes de control): provee de una fuente perio´dica (ca-
da cierto intervalo de tiempo se env´ıan reportes de control) de realimentacio´n al transmisor
y receptores con datos relativos a la calidad de transmisio´n entre ellos.
Para obtener ma´s informacio´n sobre el funcionamiento de este protocolo ver [28].
RTSP : se usa para establecer una sesio´n o conexio´n que controle el flujo de informacio´n entre
transmisor y receptor con comandos para configurar, reproducir, pausar o grabar dichos
flujos.
SIP : es usado para la transmisio´n de voz sobre IP y, aunque presenta caracter´ısticas similares
a RTSP, esta´ provisto de funcionalidades adicionales.
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SDP : es un protocolo usado para describir la sesio´n o conexio´n realizada, permite conocer si
se transmite audio o video, los codecs usados, la velocidad y duracio´n de la transmisio´n,
protocolo a usar, etc.
Cliente y Servidor de Video
En el disen˜o de este mo´dulo, para la transmisio´n y visualizacio´n de v´ıdeo por Internet se ha
decidido usar RTP por estar especialmente indicado para el trabajo con sistemas de tiempo real,
junto a RTSP para el control del flujo de informacio´n a alto nivel, la descripcio´n de protocolo
de sesio´n (SDP) para configurar la conexio´n entre cliente y servidor de RTSP, y, finalmente,
RTP/RTCP para ejecutar la informacio´n transmitida y conseguir su visualizacio´n en tiempo
real.
La figura 7.3 muestra el esquema general utilizado.
Figura 7.3 Esquema de Transmisio´n de video
El servidor se basa en una aplicacio´n Linux llamada Spook que obtiene por un lado, un flujo
de video o audio y lo transmite sobre redes IP (los detalles de esta aplicacio´n se presentara´ en
apartados posteriores); para e´ste proyecto, el flujo de v´ıdeo a transmitir sera´ el generado por
la tarjeta capturadora de v´ıdeo, con codificacio´n por hardware MPEG4 y, por otro, utiliza
RTP/RTCP para la transmisio´n de datos y RTSP junto a SDP para su control.
El cliente utiliza consecuentemente los mismos protocolos que el servidor realizando los siguien-
tes procesos, conexio´n a un flujo de video, configuracio´n de la conexio´n, recepcio´n, decodificacio´n
y visualizacio´n de datos.
En la figura 7.4 se muestra el uso del protocolo RTSP entre el cliente y el servidor.
Cabe destacar que, al ser RTSP es un protocolo basado en mensajes, el servidor actu´a respon-
diendo a las cinco posibles peticiones que se efectu´en en el cliente.
Estas posibles peticiones se describira´n al describir el desarrollo del software del mo´dulo.
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Una vez que el v´ıdeo se ha transportado (comprimido en formato MPEG-4) y recogido por el
sistema de visualizacio´n, es necesario separar cada uno de los v´ıdeos que se han mandado y que
corresponder´ıan con los que viera el ojo izquierdo y derecho. Posteriormente, se decodifican los
paquetes transportados y se obtienen del v´ıdeo las distintas ima´genes que se visualizara´n. Este
proceso, al realizarse por software, se detallara´ en el apartado 7.3.
7.1.3. Eleccio´n del me´todo de visualizacio´n
El mo´dulo de visualizacio´n necesario para formar parte del proyecto TASTRI2 debe ser un
sistema no totalmente inmersivo y, por la limitacio´n de espacio del laboratorio, no debe requerir
un gran espacio para su implantacio´n. Estas premisas permiten descartar gran parte de los
sistemas de estereovisio´n presentados en el estado del arte de este proyecto.
De las alternativas posibles que cumplen con los requerimientos particulares de este proyecto, se
han evaluado las ventajas e inconvenientes de los mismos, y se concluye que, de entre ellos, y por
similitud con los mecanismos de visio´n humanos, debe desarrollarse un mo´dulo de visualizacio´n
con salida a un sistema de proyeccio´n y con gafas de obturacio´n.
Para lograr la disparidad retinal y consecuentemente la estereopsis, es preciso que lleguen dos
ima´genes 2D al dispositivo de visualizacio´n, de forma que cada ojo perciba u´nicamente la imagen
izquierda o derecha correspondientemente. Esto podr´ıa conseguirse de mu´ltiples formas depen-
diendo del dispositivo visual utilizado.
Con la restriccio´n de usar sistemas con salida a monitores o pantallas de proyeccio´n y gafas,
actualmente existen tres tipos de sistemas de gafas este´reo: activos (multiplexado en tiempo),
pasivos (multiplexado en espacio)y pseudoestereo.
Se detallan, a continuacio´n, las caracter´ısticas ma´s relevantes de cada uno de ellos.
Este´reo activo
Para generar el este´reo activo con unas gafas, se precisa que cada una de las pequen˜as pantallas
muestre las ima´genes derecha e izquierda alternadamente. Este hecho requiere el uso de frecuen-
Figura 7.4 Esquema de Transmisio´n de v´ıdeo
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cias muy altas, de 120Hz, ya que las ima´genes de salida deben dividirse entre los dos ojos y
la frecuencia necesaria para cada uno es de alrededor de 60Hz. A su vez, las gafas que lleva el
usuario del sistema, a parte de mostrar las ima´genes, deben ser capaces de obturar los cristales
alternadamente y de forma sincronizada con el sistema (ya sea mediante infrarrojos, cable de
conexio´n, etc...) y, mientras uno de los ojos ve una imagen, el otro permanece opaco y viceversa.
El cerebro humano, al percibir tan ra´pidamente por cada ojo cada una de las ima´genes, tiende
a fusionarlas en una sola, con lo que se consigue obtener la sensacio´n de estar viendo en tres
dimensiones.
Existen algunos problemas con este tipo de sistema:
1. Si el sincronismo es por infrarrojos y no se poseen diversos aparatos colocados estrate´gi-
camente, se podr´ıa llegar a perder la ”l´ınea de visio´n”si algu´n objeto se interpusiera entre
el emisor y las gafas.
2. Si la frecuencia de refresco no es muy alta, se percibe un parpadeo en las ima´genes y puede
ocasionar fatiga visual.
3. Las gafas, a parte de la obturacio´n, generan las ima´genes mediante pequen˜as pantallas de
LCD; acostumbran a ser pesadas y caras.
Cabe notar que, aunque antes la frecuencia de refresco era una gran limitacio´n, hoy la mayor
parte de fabricantes tienen ma´quinas y/o proyectores que admiten salida de v´ıdeo a 120Hz y
salida de sincronismo para las gafas este´reo activas.
Este´reo pasivo
Para la generacio´n de este´reo pasivo se precisan: dos proyectores con filtros que polaricen la luz
de forma inversa el uno respecto al otro (uno horaria y el otro anti-horaria) y que el usuario
lleve unas gafas, en las que cada uno de los cristales tenga tambie´n un filtro polarizador.
Cada uno de los filtros de las gafas tendra´ correspondencia con uno de los situados en los pro-
yectores. De este modo so´lo nos llegara´ una imagen a cada ojo, filtro dejara´ pasar u´nicamente la
luz de una de las ima´genes, la emitida por el proyector con el filtro correspondiente. A diferen-
cia del me´todo anterior, siempre existen dos ima´genes simulta´neas en la pantalla, ligeramente
separadas, para crear un parallax artificial y que las ima´genes se fusionen en al cerebro .
Como ventajas existentes del este´reo pasivo respecto al activo tenemos:
1. No requiere sincronismo entre las gafas y el sistema.
2. No existe la necesidad de doblar la frecuencia de refresco.
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3. El problema de pe´rdida de ”l´ınea de visio´n”queda eliminado.
4. La fatiga ocular es menor.
5. Las gafas tienen el peso y ergonomı´a de unas gafas normales, y son muy econo´micas con
respecto a las gafas de este´reo activo .
Tambie´n existen inconvenientes como son:
1. Acostumbra a aparecer el feno´meno llamado ”ghosting”, visio´n parcial con un mismo ojo
de la otra imagen debido a pequen˜os desajustes en la polarizacio´n.
2. Se debe duplicar el nu´mero de proyectores para generar una imagen en este´reo.
Modo de visualizacio´n pseudo este´reo
Este modo de visualizacio´n se asemeja en parte a los dos descritos anteriormente. Del modo
activo se recoge el hecho de que las gafas son capaces de obturar los cristales alternadamente
y de forma sincronizada con el sistema (ya sea mediante infrarrojos, cable de conexio´n, etc...)
para que el ojo humano vea siempre una sola imagen. Del modo pasivo, que las ima´genes no
se proyectan directamente en las gafas; el coste y ergonomı´a de las mismas mejora respecto la
alternativa del sistema activo.
Figura 7.5 Gafas obturadoras (shutter glasses)
Este modo se subdivide en otros dos, segu´n la forma de mostrar las ima´genes, segu´n si la tarjeta
de video tiene o no soporte este´reo del tipo Quad Buffer.
El primer caso, u´til para gafas obturadoras (figura 7.5) cuando la tarjeta de video responde a
modelos ba´sicos, con soporte este´reo, no del tipo quad buffer, se basa en crear y enviar al monitor
alternativamente cada imagen, coincidiendo con el refresco de pantalla y las gafas obturadoras
sincronizan su parpadeo con este cambio.
El pseudoco´digo utilizado para mostrar las ima´genes es el que se transcribe a continuacio´n:
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Inicializar buffer de visualizacio´n
Si (la vista activa es la izquierda)
-->Mostrar escena para la vista izquierda
Sino
-->Mostrar la escena para la vista derecha
Finsi
Volcar el contenido en el buffer de visualizacio´n
Visualizar en el monitor el buffer de visualizacio´n
En el segundo caso, u´til para gafas obturadoras cuando la tarjeta de video responde a modelos
de gama alta, con soporte este´reo, del tipo quad buffer, se dispone de buffers independientes
para la imagen izquierda y derecha. As´ı, es posible generar ambas ima´genes simulta´neamente. La
tarjeta de v´ıdeo es la que, de forma auto´noma, env´ıa alternativamente las ima´genes al monitor de
manera sincronizada con el refresco de pantalla. Las gafas obturadoras sincronizan su parpadeo
con este mismo cambio.
El pseudoco´digo utilizado es el siguiente:
Inicializar buffer de visualizacio´n
Tomar escena para la vista izquierda
Volcar el contenido en el buffer de visualizacio´n vista izquierda
Tomar la escena para la vista derecha
Volcar el contenido en el buffer de visualizacio´n vista derecha
Visualizar en el dispositivo los buffers de visualizacio´n
Finalmente, mencionar que el sistema elegido, por sus ventajas y bajo coste, es del tipo pseu-
doeste´reo con tarjeta de video con soporte este´reo del tipo QUAD BUFFER modelo NVIDIA
FX1100. Las ima´genes se mostrara´n a trave´s de de una pantalla CRT o un proyector que estara´n
sincronizados mediante infrarojos con unas gafas obturadoras.
7.1.4. Sincronizacio´n del sistema de visio´n
Como se ha mencionado anteriormente, los dos flujos de v´ıdeo v´ıa RTP son transportados hasta
el receptor, que debe ser capaz de sincronizar los flujos de video izquierdo y derecho a la hora de
reproducir las ima´genes. Esto es extremadamente importante cuando los objetos de la celda de
robo´tica, pueden moverse en la escena, ya que ser´ıan percibidos valores falsos de pa´ralax como
resultado del desplazamiento espacial de los objetos en las dos vistas.
Gracias a usar un protocolo RTP, las marcas de tiempo de los dos flujos de v´ıdeo, derivadas del
mismo reloj, representan los instantes de muestreo de las ima´genes de e´ste y pueden, por ello,
Sistema este´reo para TASTRI2 63
usarse para la sincronizacio´n. Esto relativamente sencillo si, como es el caso, los dos streams se
originan en el mismo PC.
De otro modo el receptor se ver´ıa obligado a relacionar las marcas de tiempo RTP de los
flujos de v´ıdeo con sus marcas de tiempo NTP protocolo de marcas de tiempo de internet,
correspondientes al informe de env´ıo de paquetes proporcionado por RTCP y, consecuentemente,
las marcas de tiempo de red (NTP timestamps) de las fuentes de transmisio´n de datos se podr´ıan
sincronizar.[20]
7.2. Desarrollo del Hardware
A medida que se han explicado las diferentes te´cnicas de visualizacio´n de ima´genes tridimensio-
nales y se disen˜ado el sistema propuesto para en este proyecto, han ido surgiendo los elementos
necesarios para llevarlo a cabo. En este apartado se detallan cua´les se han elegido y con que´ cri-
terios se escogieron, as´ı como sus principales caracter´ısticas y co´mo llevan a cabo sus funciones.
7.2.1. Eleccio´n de la tecnolog´ıa del monitor
Existen en el mercado diferentes tipos de monitores agrupados en tres familias: de plasma, de
tubo de rayos cato´dicos y los LCD. Cada una de e´stas familias aplica un tipo de tecnolog´ıa de
proyeccio´n completamente distinta. Por lo que, para la eleccio´n de la tecnolog´ıa del monitor
integrado en este proyecto, se barajaron diferentes opciones y se eligio´ aque´l con caracter´ısticas
ma´s compatibles al tipo de aplicaciones de realidad aumentada pensadas para TASTRI2.
Cada una de e´stas tecnolog´ıas usadas aporta caracter´ısticas diferenciales a sus respectivos mo-
nitores.
Por un lado, las pantallas de Plasma utilizan fo´sforos excitados con gases nobles para mostrar
p´ıxeles y dotarlos de color. Su precio suele ser ma´s elevado, pero la calidad tambie´n. En concreto
el plasma ofrece mayor a´ngulo de visio´n que una pantalla LCD, mejor contraste y ma´s realismo
en los colores mostrados.
Por otro lado, las pantallas con tecnolog´ıa LCD utilizan mole´culas de cristal l´ıquido colocadas
entre diferentes capas. Estas mole´culas pueden ser polarizadas y rotadas segu´n si se quiere
mostrar un color u otro. Cabe notar que cuando estas pantallas usan transistores TFT, se habla
de TFT LCDs, que son los modelos ma´s extendidos.
Finalmente, los CRT, o pantallas de tubos de rayos cato´dicos utilizan flujos de electrones a alta
velocidad procedentes del un ca´todo. Esta gran velocidad se debe a la alta tensio´n del a´nodo.
Los electrones son concentrados magne´ticamente gracias a una bobina para obtener un rayo
fino. La densidad del rayo puede ser controlada por una rejilla. Finalmente, e´ste es desviado
magne´ticamente por las bobinas llegando al a´nodo cubierto de un material con tres tipos de
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fo´sforo diferentes, los cuales emiten un color rojo, verde o amarillo. Cuando incide un haz de
electrones golpeando e´sta superficie, se emite luz.
Descritas brevemente las caracter´ısticas principales de esos tres tipos de tecnolog´ıas, se presentan
a continuacio´n las ventajas e inconvenientes que aportan y que han tenido como consecuencia
la eleccio´n de un CRT como dispositivo de salida.
Las principales ventajas de los LCDs en comparacio´n con las pantallas de plasma, adema´s del
reducido taman˜o, son el ahorro de energ´ıa que suponen los LCDs y, la mayor definicio´n de las
pantallas a igualdad de taman˜o, (actualmente las pantallas LCD ofrecen mejor definicio´n que
las pantallas de plasma), aunque unas y otras pertenece a mercado o categor´ıas diferentes.
Aunque por aportar mayor resolucio´n podr´ıa pensarse que la tecnolog´ıa de los LCD ser´ıa la
opcio´n ma´s conveniente, existen importantes desventajas en el uso de monitores con e´sta tecno-
log´ıa. En primer lugar, los LCD, en comparacio´n con los CRTs, no pueden formar ima´genes de
resolucio´n mu´ltiple; so´lo pueden producir ima´genes claras en su resolucio´n nativa o en una frac-
cio´n menor de la misma. En segundo lugar, el ratio de contraste para los LCD es menor que la
de los CRT y, finalmente, por su mayor tiempo de respuesta los LCDs pueden mostrar ima´genes
secundarias mezcladas con las nuevas ima´genes cuando las ima´genes cambian ra´pidamente, lo
que producir´ıa un efecto de ghosting indeseable en aplicaciones de estereoscop´ıa.
As´ı pues, debido al taman˜o de pantalla deseado, al coste de los monitores y al tipo de aplicaciones
que en el proyecto TASTRI2 se pretenden desarrollar, se ha decidido usar, como se avanzo´ con
anterioridad, un monitor con tecnolog´ıa CRT como dispositivo de salida, ya que a parte de
permitir una gran resolucio´n, permite la aplicacio´n de varias te´cnicas de estereoscop´ıa. Desde
la visualizacio´n de anaglifos, por ejemplo, con el uso unas lentes con filtros de colores; a la
generacio´n de ima´genes entrelazadas para este´reo activo o pseudo-este´reo.
Aunque se haya elegido un monitor CRT para este proyecto, en un futuro, la opcio´n a tener
en cuenta ser´ıa el uso de SEDs (Surface-conduction Electron-emitter Display), una tecnolog´ıa
relativamente nueva y similar a la de tubo de rayos cato´dicos, que permite fabricar televisores tan
planos como los de plasma o los LCD, por lo que mejorar´ıan la ergonomı´a de las pantallas CRT.
Adema´s, consiguen una calidad de imagen mayor con ima´genes en movimiento y, su consumo de
energ´ıa es comparativamente ma´s bajo (un tercio menor de la energ´ıa necesaria en un televisor
plano de plasma, y dos tercios menor que la de un monitor LCD).
Figura 7.6 Dispositivos de salida de imagen elegidos para el
mo´dulo de Visualizacio´n
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Lista de Modelos
Cybertronics Universal Cybervision e-LET’S Beautyful 3D
VNM Virtual-i ELSA 3D Revelator IR
eDimensional 3-D Glasses
Cuadro 7.1 Lista de modelos de ca´maras para la eleccio´n del
HW del mo´dulo sensor
Como se aprecia en la figura 7.6, adema´s del monitor CRT de Silicon Graphics, se ha an˜adi-
do al sistema presentado en este proyecto, la posibilidad de usar tambie´n un proyector In
FocusTMDepthQTM3D como dispositivo de salida de ima´genes, ya que este proyector, permi-
te que las ima´genes puedan ser proyectadas en una pantalla, capaz de adoptar diferentes formas.
Podemos tener pantallas planas, esfe´ricas, etc.
Adema´s, el uso de un sistema de proyeccio´n, al emitir un haz de luz previamente generado
por un dispositivo en el que esta´ la imagen a proyectar por lo que tratando el haz de luz que
sale del proyector antes de que la imagen se proyecte en la pantalla, proporciona a un sistema
estereosco´pico, la posibilidad del uso de la polarizacio´n como te´cnica estereosco´pica.
As´ı pues, en los proyectores podremos usar las mismas te´cnicas estereosco´picas que en un CRT,
con la ventaja de que adema´s s podr´ıan usar te´cnicas de polarizacio´n.
7.2.2. Eleccio´n de las gafas de obturacio´n
De entre las opciones que ofrece el mercado de gafas de obturacio´n para aplicaciones de estereos-
cop´ıa, se eligieron en primer lugar, los modelos que cumpliesen con los siguientes requisitos: el
controlador deb´ıa ser de tipo VGA por temas de compatibilidades con el hardware ya comprado
para el proyecto, y las gafas deb´ıan ser no cableadas, con sincronizacio´n por infrarojos (wireless
infrared shutter glasses), por ergonomı´a del usuario en las aplicaciones de supervisio´n de tareas,
en las que e´ste puede estar observando la celda de trabajo y controlando diferentes para´metros de
los robots que maneja, en cuyo caso puede necesitar mayor movilidad en su espacio de trabajo.
La lista de modelos obtenida despue´s de hacer esta primera seleccio´n se presenta a continuacio´n:
Finalmente, por temas de coste y conocimiento de marca, se eligieron las gafas de eDimensional,
Cristal Eyes wireless (figura 7.7) se conectan mediante un cable a la salida de v´ıdeo VGA, que
junto a un mini emisor de infrarojos de largo alcance, que permien que el usuario pueda moverse
en un radio de 3m. Los emisores de infrarojos a su vez, se encargara´n de la sincronizacio´n con las
con las gafas, necesarias para pasar, en cada una de las lentes, de las ima´genes correspondientes
al v´ıdeo a la obturacio´n de las lentes.
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Figura 7.7 Gafas obturadoras del mo´dulo de Visualizacio´n
7.2.3. Eleccio´n de la tarjeta de v´ıdeo
Los criterios seguidos para la eleccio´n de la tarjeta de v´ıdeo con soporte este´reo instalada, fueron
los siguientes.
En primer lugar, se evaluo´ de entre las diferentes empresas de chipset de tarjetas de v´ıdeo del
mercado(ATI, NVIDIA), aquellas que para prestaciones 3D similares, tuviesen drivers para todos
los sistemas operativos usados en el IOC, y en especial, para el sistema operativo Linux. Ante
estos criterios, y respecto a las tarjeta en s´ı, existen diferencias entre ATI y nVidia, aunque
ambas implementan OpenGL, ATI da preferencia a Direct3D apoyando de forma directa al uso
de Windows, por lo que sus tarjetas siempre presentara´n un mejor comportamiento es sistemas
Windows. Por el contrario nVidia no so´lo posee buenos drivers de Linux sino que optimiza su
soporte para OpenGL con un rendimiento muy bueno, lo que hace que para Linux sean una
opcio´n mejor. Bajo e´ste criterio, se descarto´ la opcio´n de adquirir tarjetas ATI y se opto´ por
aquellas con chipset NVIDIA.
De las diferentes tarjetas posibles, se tuvo que elegir entre tarjetas con bus AGP (Accelerated
Graphics Port) cuya especificacio´n 1.0 dan velocidades de 133 Mhz (AGP 1X) y 266 Mhz (en
AGP 2X), y aquellas con bus PCI-Express (anteriormente conocido por las siglas 3GIO, 3rd
Generation I/O), un nuevo desarrollo del bus PCI que usa los conceptos de programacio´n y los
esta´ndares de comunicacio´n existentes, pero se basa en un sistema de comunicacio´n serie mucho
ma´s ra´pido (apoyado principalmente por Intel).
En el momento de tomar la decisio´n, y debido a que la mayor´ıa de los PC del laboratorio del
IOC ten´ıan bus AGP, se descartaron aquellas tarjetas con buses PCI-express. Sin embargo, el
tiempo ha demostrado que la decisio´n, forzosamente tomada debido al HW del que se dispon´ıa,
no fue la ma´s acertada, ya que actualmente no se desarrollan mejoras sobre el puerto AGP, y
e´ste, esta´ siendo reemplazado por el bus PCI-Express (en el que entre otras mejoras, se pueden
conectar ma´s de una placa, obteniendo trabajo en paralelo para el procesamiento de video).
Finalmente, de entre las tarjetas restantes con buses AGP, se premio´ a aquellas que, teniendo
soporte este´reo de tipo Quad buffer, tubiesen mejor relacio´n calidad-precio. As´ı, finalmente, la
opcio´n elegida fue una tarjeta gra´fica NVIDIA Quadro FX 1100.
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7.3. Desarrollo del Software
7.3.1. Servidor de v´ıdeo
El servidor de v´ıdeo usado en este mo´dulo es un demonio denominado SPOOK que permi-
te capturar, procesar, codificar y distribuir flujos de v´ıdeo y audio. Puede usarse entre otras
aplicaciones para webcams, vigilancia de v´ıdeo, videoconferencias, etc.
La entrada de v´ıdeo puede alimentarse con dispositivos Video4Linux, ca´maras IIDC Firewire; el
audio, desde dispositivos OSS o ALSA; las codificaciones permitidas son entre otras, MPEG-4
via XviD, y JPEG via JPEGlib. Cabe destacar que flujos RTP codificados en MPEG-4 esta´n
disponibles v´ıa RTSP.
Estas opciones se configuran en un fichero (spook.conf) que se divide en opciones globales y blo-
ques de declaraciones. El conjunto de para´metros de opciones globales son el nu´mero de puerto
para las conexiones entrantes. El bloque de declaraciones, por su lado, define la entradas, los
filtros, los encoders y las salidas. Estos bloques definira´n una funcio´n espec´ıfica que sera´ desem-
pen˜ada por el flujo de v´ıdeo y tendra´ una entrada y una salida para esta funcio´n. La entrada de
cada bloque coincidira´ con la salida del bloque previo.
Debido a que en este proyecto, se tiene una capturadora de v´ıdeo, no se definira´ una entrada
(input) porque obtendra´ dicho flujo a trave´s del harware de la tarjeta. Igualmente, por usarse
RTSP para la transmisio´n de v´ıdeo, no se definira´ una salida (output) como bloque, por lo que
se enviara´ a trave´s de la red hacia los clientes.
El fichero de configuracio´n para SPOOK utilizado para el proyecto se muestra en el anexo G.
7.3.2. Configuracio´n de la conexio´n
En este apartado se describe la interaccio´n entre el cliente programado para este mo´dulo y el
servidor SPOOK basado en RTSP.
Cuando el cliente desea iniciar una conexio´n con el servidor env´ıa un comando del tipo OPTIONS
rtsp://servername:port/video para conocer que´ clase de me´todos RTSP soporta el servidor.
En este caso los me´todos soportados por SPOOK son OPTIONS, DESCRIBE, PLAY, PAUSE
y TEARDOWN, descritos de forma gene´rica a continuacio´n:
OPTIONS Este comando permite conocer los me´todos soportados por el servidor RTSP.
DESCRIBE Describe la informacio´n necesaria para configurar la transmisio´n, contiene datos
como el tipo de flujo: audio o v´ıdeo, el tipo de protocolo de transporte a usar, el tipo de
codec, etc. La informacio´n devuelta por el servidor usa el formato del protocolo SDP.
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SETUP Con este comando el cliente especifica el tipo de protocolo y el nu´mero de los puertos
para la conexio´n. El servidor responde generando una sesio´n con un identificador para
referirse a la conexio´n actual y asignando el nu´mero de los puertos a utilizar.
PLAY Este me´todo indica al servidor que inicie el env´ıo de datos con la informacio´n especificada
en SETUP o, que reanude la transmisio´n despue´s de un comando PAUSE.
PAUSE Pausa temporalmente la entrega de datos por parte del servidor.
TEARDOWN Detiene la entrega de datos y termina la sesio´n o conexio´n. Para volver a recibir
datos despue´s de este comando se requiere enviar de nuevo un comando SETUP.
Para la ejecucio´n de estos comandos en el cliente se utiliza la librer´ıa Live555 que ya tiene
implementado los protocolos RTSP y RTP/RTCP.
Los detalles de programacio´n se presentan en el anexo H.
7.3.3. Recepcio´n, decodificacio´n y visualizacio´n de datos
Para la obtencio´n correcta de los dos flujos de datos que se pretenden recibir, es necesario un
modelo concurrente, esto es, necesitan ejecutarse los dos flujos de forma paralela para ver los
frames contenidos en tiempo real, aunque esta especificacio´n puede no se cumplirse en transmi-
siones sobre Internet si se produce un retraso en las comunicaciones.
La recepcio´n de datos se realiza mediante el uso de un hilo de programacio´n, que esta´ continua-
mente recibiendo informacio´n desde el servidor, a su vez, cada frame obtenido se decodifica y se
guarda en una cola FIFO utilizada como buffer, asegurando de esta forma que el primer frame
escrito sea el primer frame en mostrarse. Posteriormente, cada cierto tiempo y dependiendo del
numero de frames por segundo, se extrae de la cola un frame y se visualiza. La figura 7.8 muestra
el proceso descrito anteriormente.
Cabe destacar que la primera vez que se ejecuta el hilo se guardan varios frames en el buffer
antes de iniciar la visualizacio´n.
Figura 7.8 Flujo de recepcio´n de datos de las ima´genes
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7.3.4. Librer´ıas usadas en el mo´dulo de visualizacio´n
Respecto a las librer´ıas usadas en el mo´dulo de visualizacio´n una vez que el v´ıdeo ha sido trans-
mitido, se ha usado, para el tratamiento del v´ıdeo y su decodificacio´n, libavcodec y libavformat
y, para la ventana de visualizacio´n de las ima´genes, OpenGL. Se presenta a continuacio´n una
descripcio´n general de las mismas.
Por un lado, las librer´ıas libavformat y libavcodec se han usado como base para la descompresio´n
del formato MPEG-4 del flujo de v´ıdeo. E´stas, pertenecen a su vez a una librer´ıa ma´s extensa
llamada ffmpeg, que permite el acceso a una gran variedad de formatos de v´ıdeo. Aunque no
existe una documentacio´n propiamente dicha de la misma, existen diversas pa´ginas web con
programas de ejemplo que dan una idea general de co´mo usarlas.
Se han usado estas dos librer´ıas debido a su especializacio´n en dos tareas diferentes. Esto es,
muchos formatos de archivo de v´ıdeo (AVI por ejemplo) a d´ıa de hoy no especifican que´ codec
usan para codificar la informacio´n de v´ıdeo ni de audio; se limitan a definir co´mo un flujo
de audio y/o v´ıdeo (o, potencialmente, diversos flujos audio/v´ıdeo) se combinan en un mismo
archivo. Este es el motivo por el que libavformat se encarga del problema de parsear los archivos
de v´ıdeo y separar los diferentes flujos contenidos en e´l, y sor su lado, libavcodec, de decodificar
el flujo de imagen propiamente dicho.
Por otro lado, se ha usado OpenGL (Open Graphics Library), cuya traduccio´n es biblioteca de
gra´ficos abierta, por ser una especificacio´n esta´ndar que define una API multi-lenguaje multi-
plataforma para escribir aplicaciones que producen gra´ficos 3D. Desarrollada originalmente por
Silicon Graphics Incorporated (SGI) destacan entre sus caracter´ısticas, ser multiplataforma (ha-
biendo incluso un openGL ES para mo´viles), y que permiten una gestio´n de la generacio´n de
gra´ficos 2D y 3D por hardware, ofreciendo al programador una API sencilla, estable y compacta.
Adema´s su escalabilidad ha permitido que no se estanque su desarrollo, permitiendo la creacio´n
de extensiones, una serie de an˜adidos sobre las funcionalidades ba´sicas, en aras de aprovechar
las crecientes evoluciones tecnolo´gicas.
Igualmente, se han incluido en el proyecto las funcionalidades de GLUT (OpenGL Utility Tool-
kit), una sencilla API multiplataforma que provee funcionalidades para el manejo de ventanas
e interaccio´n por medio de teclado y rato´n. Su utilidad principal es permitir el desarrollo de
aplicaciones con OpenGL sin demasiado esfuerzo, dejando a un lado la complejidad de otros
sistemas de ventanas, sin dependencia del sistema operativo, lo que permite una fa´cil migra-
cio´n de una plataforma a otra. Actualmente existen varias implementaciones de GLUT, como el
proyecto Open Source FREEGLUT.
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7.3.5. Particularidades del software de visualizacio´n
Aunque los pormenores de la programacio´n de e´ste mo´dulo esta´n contenidos en la documentacio´n
de la interfaz anexada en H a esta memoria, se muestran a continuacio´n las particularidades del
mismo:
Posibilidad de intercambio entre este´reo y mono
Para el desarrollo del software, la interfaz disen˜ada, al ser previsto su uso en diferentes aplicacio-
nes de teleoperacio´n y control de la celda robotizada del laboratorio, se ha tenido en cuenta que
el mo´dulo debe poder beneficiarse de una dualidad entre v´ıdeo monosco´pico y esteroscop´ıa, por
ello, la interfaz debe contemplar la posibilidad de cambiar como mı´nimo de una visio´n este´reo a
una monosco´pica en el momento de arrancar la aplicacio´n.
Para lograrlo, se han definido varios modos distintos de visualizacio´n: el modo MONOVIEW,
en el que so´lo se visualiza un v´ıdeo monosco´pico; un modo STEREO, en el que actu´a el quad
buffer y se permite la visio´n estereosco´pica de pares de ima´genes, y finalmente, un tercer modo
ALIGN que permite ver separadamente dos ima´genes procedentes de dos v´ıdeos diferentes que
servira´ para poder realizar pruebas con las ima´genes.
Posibilidad de visualizacio´n
En el tiempo de desarrollo de este proyecto, se ha implementado un programa que permite
visionar una imagen, un v´ıdeo monosco´pico, un v´ıdeo transmitido por Internet procedente de
las ca´maras v´ıa RTSP, la visualizacio´n tridimensional de pares estereosco´picos, la visualizacio´n
de dos v´ıdeos pre-grabados. Actualmente, para completar las funcionalidades de este programa,
faltar´ıa integrar la posibilidad de visualizacio´n de dos v´ıdeos que formen par estereosco´pico de
manera sincronizada, que esta´ actualmente en desarrollo en el IOC.
La eleccio´n de uno u otro modos de visio´n se lleva a cabo mediante banderas al arrancar el
programa. El aspecto de la interfaz de visualizacio´n tridimensional se muestra en la figura 7.9.
Los pormenores de la programacio´n del visor, se detallan en el anexo H.
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Figura 7.9 Foto Real de la interfaz
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8 Ana´lisis experimental y Resultados
Despue´s de haber implementado el sistema descrito, se ha procedido a su puesta en marcha y a
la realizacio´n de diversos experimentos para su validacio´n y mejora.
8.1. Experimentacio´n con el mo´dulo sensor
8.1.1. Configuracio´n de las ca´maras
Despue´s de implantar el mo´dulo sensor, se constata experimentalmente que por limitaciones
f´ısicas de la configuracio´n de las ca´maras, cuando sus ejes esta´n en paralelo y se hallan situadas
a la menor distancia posible la una de la otra, se restringen entre ellas el campo de visio´n, por lo
que para trabajos futuros, se propone terminar la implemantacio´n del cliente del sensor imagen
incluyendo entre sus funcionalidades la sincronizacio´n de los movimientos de las mismas para
que enfoquen un mismo punto elegido por el usuario.
8.1.2. Calidad de los pares estereosco´picos
Se ha constatado tambie´n que, al situar las dos ca´maras VC-C5i, supuestamente calibradas
por el fabricante, en una superficie vertical con sus ejes en paralelo y en su posicio´n inicial, es
decir, con los a´ngulos de giro de sus ejes a cero y sin zoom, se aprecia una disparidad vertical
no despreciable entre las ima´genes obtenidas. Esto es debido al huelgo meca´nico de sus ejes
de giro, lo que supone que no se pueda asegurar sin un calibrado por sofware que los pares
esterosco´picos que se obtengan de e´stas, se perciban por el usuario como ima´genes con percepcio´n
de profundidad cuando se transmitan v´ıa RTSP hacia el mo´dulo de visualizacio´n.
Para paliar este problema, se propone como trabajo futuro, el uso de algunos de los mu´ltiples
algoritmos de calibracio´n para ca´maras con tres grados de libertad, como el de Zhang [37],
me´todo de calibracio´n en el que so´lo conociendo la distancia entre las marcas de un patro´n de
calibracio´n y a partir de diferentes vistas de dicho patro´n, es capaz de hallar los para´metros de
calibracio´n de las ca´maras; el de Heikkila [38], que usa te´cnicas de minimizacio´n de mı´nimos
cuadrados y necesita el conocimiento de las parcas del patro´n en el sistema de referencia global y
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su correspondencia con las coordenadas de las ca´maras; u otros frecuentemente utilizados como
el me´todo de calibracio´n de Tsai [31] y el de Faugeras [11].
Cabe destacar, que por sus caracter´ısticas segu´n la bibliograf´ıa consultada se recomienda el uso
del me´todo de Zhang o, como alternativa el algoritmo desarrollado por Juan Andrade Cetto,
ya que en ambos casos su implementacio´n es relativamente sencilla y permiten obtener buenos
resultados.
8.2. Experimentacio´n de la sensacio´n estereosco´pica
Para el ana´lisis de la percepcio´n estereosco´pica de los usuarios del sistema se han capturado
doce ima´genes esta´ticas de una misma escena de la celda robotizada, con diferentes disparidades,
llegando a los siguientes resultados.
Con paralax horizontales ideales (cercanos a 6,5 cm), todos los usuarios a los que se les ha
realizado un test, percib´ıan las ima´genes como tridimensionales. Para paralax superiores, no
todos los usuarios perciben la sensacio´n este´reo de modo distinto, lo que demuestra, como se ha
mencionado anteriormente, que la percepcio´n de profundidad es subjetiva, depende del usuario,
y mejora con una mayor exposicio´n a ima´genes tridimensionales generadas en el sistema.
Se presenta en la figura 8.1, la ima´genes usadas para el test de profundidad.
Figura 8.1 Vista del porta´til de O.C. con diferentes valores de
paralax
Gracias a esta experimentacio´n, se llega a la conclusio´n que la percepcio´n estereosco´pica es
subjetiva y mejora con la exposicio´n prolongada a dicha sensacio´n.
Existe una distancia ideal a la que todos los usuarios declararon haber obtenido la sensacio´n de
profundidad a partir de dos ima´genes recogidas por las ca´maras. E´sta se halla entre 6,5 y 7,5
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de separacio´n entre las dos muestras tomadas, aunque una gran la mayor´ıa, segu´ıa percibiendo
sensacio´n estereosco´pica a distancias mayores. En ellas, aunque con sensacio´n esterosco´pica, la
fatiga visual se ve´ıa incrementada.
8.3. Experimentacio´n del comportamiento del zoom
Una vez implementada la correccio´n de la longitud focal en el mo´dulo sensor, detallada en el
apartado 6.2.4, y con los resultados experimentales presentados en el anexo J, se comprueba el
efecto consegido con la extraccio´n de la ima´genes generadas por las dos ca´maras en configuracio´n
de ejes o´pticos paralelos.
Las visualizacio´n de las ima´genes obtenidas por e´stas indican que, para nu´meros de zoom pe-
quen˜os, la solucio´n implementada de modificacio´n del zoom para la obtencio´n del mismo taman˜o
de los objetos observados, cumple con las relacio´nes de taman˜os pretendidas. Sin embargo, para
relaciones de zoom mayores, el comportamiento del sistema es inadecuado debido a la influencia
de distiontos factores que se presentan a continuacio´n.
El factor ma´s influyente para el error en las medidas de correccio´n del zoom, se produce por el
hecho que la curva de regresio´n que ma´s se asemeja a los resultado experimentales sea logar´ıtmica,
ya que para longitudes focales crecientes, el error se hace cada vez mayor. Esto implicara´ que
pequen˜as variaciones en dicha longitud, producira´ un incremento excesivo del factor de zoom.
En segundo lugar, el error se debe a las suposicio´n, no realista, de que la lente motorizada de la
ca´mara se comporta como en la ecuacio´n de Gauss de las lentes delgadas.
Finalmente, y segu´n el modelo de ca´maras utilizado, el hecho de que las ca´maras tengan los ejes
paralelos, presupone que el observador debe mirar hacia el infinito, por lo que querer incrementar
el zoom ma´s de unas pocas unidades, indicar´ıa que el observador quiere focalizar su atencio´n en
un punto en concreto de un objeto, y no en la supervisio´n de la escena en s´ı. Esta suposicio´n,
llevar´ıa a ls ca´maras a tener que producir una convergencia de ejes en dicho punto, para la
que el modelo de configuracio´n de las ca´maras presentado en este proyecto no ser´ıa va´lido, y la
implementacio´n de dicho comportamiento quedar´ıa por desarrollar en trabajos futuros.
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9 Conclusiones y trabajos futuros
Una vez integrados los mo´dulos presentados en este proyecto y analizados los resultados que se
constata la consecucio´n de los objetivos que se presentan a continuacio´n.
En el mo´dulo sensor se ha conseguido desarrollar un servidor espec´ıfico para las ca´maras Canon
VC-C5 que permite el control remoto de las mismas. Se ha disen˜ado una arquitectura con modelo
cliente-servidor con una librer´ıa que capaz de controlar tanto el movimiento de las dos ca´maras
a la vez, como su movimiento individualizado. Se ha disen˜ado e implementado una interfaz de
usuario intuitiva capaz del control por software del movimiento de las ca´maras cuando e´stas
tienen la configuracio´n de ejes paralelos e implementado un user interface manager que facilita
las tareas de supervisio´n de un programador.
En el mo´dulo de visualizacio´n se ha alcanzado el objetivo de representar ima´genes planas en dos
formatos distintos como pares estereosco´picos con su correspondiente posibilidad de visualizacio´n
tridimensional, se ha implementado una clase decodificadora que permite la reproduccio´n de
v´ıdeos pregrabados en formato .avi y su reproduccio´n dentro de la interfaz. Se ha logrado tambie´n
integrar la retransmisio´n en tiempo real (so´lo con el retraso propio de la red) un flujo de v´ıdeo,
la decodificacio´n del mismo, y su representacio´n correspondiente dentro de viewer3D.
Queda por an˜adir una lista de posibles trabajos futuros para continuar con el desarrollo de los
dos mo´dulos presentados, haciendo e´nfasis en los siguientes puntos de mejora. Por un lado, y con
respecto al mo´dulo sensor, se propone mejorar el servidor de las ca´maras para obtener un mejor
control de movimientos de las mismas; la implementacio´n del segundo modelo de configuracio´n
presentado, ca´maras con ejes convergentes, para ampliar el rango efectivo de visio´n de la celda
robo´tica y la mejora del control de la o´ptica de la ca´mara [35]. Con respecto al mo´dulo de
visualizacio´n, se plantea la mejora de la interfaz de visio´n con la inclusio´n de un segundo flujo
de ima´genes v´ıa RTSP que permitira´ obtener los pares estereosco´picos deseados; implementar
un algoritmo de sincronizacio´n temporal de flujos entre los buffers de ima´genes.
Finalmente, se plantea como u´ltimo objetivo, la incorporacio´n de te´cnicas de realidad aumentada
y la integracio´n propiamente dicha de ambos mo´dulos dentro del proyecto TASTRI2.
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