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Electrocatalysis can promote reactions that are critical for the sustainable production
of fuels and high-value commodity chemicals. For example, the electrochemical reduc-
tion of CO2 on various metal electrodes and their alloys has been demonstrated to provide
access to a diverse range of industrially relevant products, including carbon monoxide,
formate, ethylene, acetate, and ethanol. To enable these and other reduction reactions on a
large scale, an abundant supply of electrons and protons is required. The water oxidation
reaction has the potential to acts as such a source. The electrochemical reduction of CO2
is generally associated with poor product selectivity and high overpotentials, which are
necessary to drive the reaction. Driving the water oxidation reaction requires high overpo-
tentials, too. To address these challenges, it is essential to reveal the interfacial properties
that determine the catalytic activity and selectivity of the electrode/electrolyte contact and
to probe the reaction mechanisms and their dependence on experimental conditions. In
this dissertation, we utilize spectroscopic and electroanalytical techniques to reveal the
intricate relationships between interfacial properties and catalytic activity and selectivity,
and reaction mechanisms and experimental conditions.
In the first part of this dissertation, we focus on how electrolyte and electrode character-
istics influence the reduction of CO2 on copper electrodes. In Chapter 3 of this dissertation,
using a series of quaternary alkyl ammonium cations (methyl4N
+, ethyl4N
+, propyl4N
+,
and butyl4N
+), we systematically tuned the properties of the liquid reaction environment
to probe how it affects the electrocatalytic reduction selectivity of CO to hydrocarbons on
Cu electrodes. Employing differential electrochemical mass spectrometry (DEMS), we
observed that ethylene is produced in the presence of methyl4N
+ and ethyl4N
+ cations,
while this product is absent in propyl4N
+- and butyl4N
+-containing electrolytes. With
surface-enhanced infrared absorption spectroscopy (SEIRAS), we show that the cations
do not block CO adsorption sites and that the cation-dependent interfacial electric field is
too small to account for the observed changes in selectivity. Strikingly, SEIRAS reveals
that the hydrophobicity of the two larger cations disrupts the intermolecular interaction
between surface-adsorbed CO and interfacial water. This observation suggests that this
interaction promotes the hydrogenation of surface-bound CO to ethylene.
In Chapter 4 of this dissertation, using two types of rough Cu thin-film electrodes,
we sought to understand how their distinct atomic-level surface morphologies determine
the catalytic activities of the two types of electrodes. DEMS shows that copper films
that are electrochemically deposited on Si-supported Au films (CuAu-Si) exhibit an onset
potential for ethylene that is ≈ 200 ± 65 mV more cathodic than the one of copper films
(Cu-Si) that are electrolessly deposited onto Si crystals. Cyclic voltammetry (CV) reveals
that the (111) surface facet prevails on CuAu-Si, while the (100) facet is predominant on
Cu-Si. SEIRAS reveals the existence of disparate surface morphologies, which manifest
themselves in the from of different potential-dependent behaviors of the line shape of the
C≡O stretching band of atop-bound CO. We rationalize the observation with a Boltzmann
model that takes into account the difference in CO adsorption energy on terrace and defect
sites. This study establishes SEIRAS of surface-adsorbed CO as an important tool for the
in situ investigation of the atomic-level surface morphology of rough metal electrodes.
In the second part of this dissertation, we explore the potential-dependence of the
mechanism of the water oxidation reaction on cobalt-oxide based electrocatalysts. To a
significant extent, the mechanisms of the water oxidation reaction on heterogeneous cata-
lysts remain obscure. A key elementary step of the water oxidation reaction is the forma-
tion of the O-O bond. The intramolecular oxygen coupling mechanism (IMOC) and the
water nucleophilic attack mechanism (WNA) have been proposed as possible pathways of
O-O bond formation. However, it is still unclear to what extent the accessibility of each
pathway is controlled by the applied potential.
In Chapter 5 of this dissertation, employing water-in-salt electrolytes, we systemat-
ically altered the water activity, which enabled us to quantify the impact of the water
activity on the rate of the reaction. We discovered that the water oxidation mechanism is
sensitive to the applied electrode potential: At relatively low driving force, the reaction
proceeds through the IMOC pathway, whereas the WNA mechanism prevails at high driv-
ing force. Density functional theory (DFT) calculations provide an explanation for our
experimental observations: Prior to water nucleophilic attack, the WNA pathway requires
one additional oxidation, which is associated with a high thermodynamic overpotential.
Further, using SEIRAS, we detected a superoxo species, a key reaction intermediate on
heterogeneous cobalt-oxide based catalyst. This work demonstrates that the IMOC and
WNA mechanisms prevail in different potential regimes, an important consideration when
determining electrolyzer operation conditions.
In summary, the work presented in this dissertation provides fundamental insights into
the operating principles of electrocatalytic interfaces. These insights are of practical sig-
nificance and are expected to benefit the design of electrolyzers with high efficiency.
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Chapter 1
Introduction
1.1 Novel Approaches for Solving the Energy Crisis
1.1.1 Electrochemical Carbon Dioxide Reduction
Ever since the industrial revolution, the need for fossil fuels has soared rapidly [1]. From
large-scale industrial processes, such as electricity generation, to our day-to-day life (e.g.,
transportation), we heavily rely on fossil fuels. However, the availability of fossil fuels
is limited in both domestic and international reverses. It was predicted that, with respect
to the year of 2005, the fossil fuel depletion time will be 35, 107, and 37 years for oil,
coal, and gas, respectively [2]. The surging dependence on feedstock can be mitigated
by the advancement of modern technologies such as hydraulic fracking and the utilization
of natural gas. Additionally, the combustion of fossil fuels has caused a rapid rise of
CO2 level to 400 ppm in the earth’s atmosphere [3]. The outcome of such increase of
CO2 concentration is global climate change, which is projected to give rise to sea level
rise and more frequent extreme weather conditions [3, 4]. We have already experienced
some of these effects, all of which point to the importance transitioning to a carbon-neutral
economy.
One strategy is decarbonization: For example, solar panels, wind turbines, and hy-
droelectricity provide energy that does not rely on fossil fuels. Great success has been
1
achieved with this approach of lowering CO2 emission [5]. However, because of the de-
sirable properties of liquid hydrocarbons (high energy density, relatively safe to transport,
etc.) a continued need for carbon-based fuels is likely in the near future.
Another strategy, CO2 recycling, aims to convert CO2 into value-added hydrocarbons.
This process closes the carbon cycle, effectively eliminating net emission CO2 into the
atmosphere. CO2 can be recycled by reducing it by adding protons and electrons [6]. The
CO2 reduction reaction (CO2RR) is typically coupled to the water oxidation reaction. The
overall general chemical equation is:
xCO2 + yH2O → products + zO2 (1.1)
Heterogeneous catalysts for the promotion of the CO2RR has attracted much attention
because of its potential for renewable liquid fuel production. Moreover, when coupled
with renewable electricity sources, e.g., wind and solar, it also enables sustainable energy
storage in the forms of chemicals.
The principle of this technology is shown in Figure 1.1, in which the recycling of CO2
is performed in an electrochemical cell. With CO2 dissolved in the aqueous electrolyte,
the solution serves as the proton donor required for the hydrogenation.
Depending on the number of electrons and protons transferred during the CO2RR, this
process can generate up to 16 different hydrocarbon or oxygenate products in the gas or
liquid phases [7]. The simplest products involving two electrons are carbon monoxide
(CO) (generated on Au, Ag, Zn, Pd, and Ga electrodes) and formate (HCOO−) (produced
on Pb, Hg, In, Sn, Cd, and Tl cathode) [8]. Other multi-electron products include C1-
C3 hydrocarbons and oxygenates are produced on copper [7]. The hydrogen evolution
reaction (HER) is the major competing reaction during the CO2RR in aqueous electrolytes.
Copper is the only pure metal that is able to reduce CO2 to C2+ hydrocarbons and oxy-
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Figure 1.1: Schemetic of CO2RR setup.
genates at significant rates. The underlying reason for Cu to be such unique in CO2RR is
the moderate binding energy for CO, a key reaction intermediate [9]. This special property
of Cu as a CO2RR catalyst has propelled major research efforts in tailoring Cu electrodes
in terms of morphology and composition to increase the catalytic activity and tune the
catalytic selectivity: For example, oxide-derived copper (OD Cu) has been reported to
be highly selective toward C2+ products during CO2RR [10, 11]. The formation of grain
boundaries on the surface on this catalyst is considered the main contributing factor pro-
moting the high selectivity [12–14]. It is also well known that the crystallographic facets
play an important role in catalytic activity and selectivity. Cu(100) is a better catalyst in
ethylene evolution compared to Cu(111) [8]. Alloying Cu is another strategy to tune prod-
uct selectivity. By doping the Cu electrode with other metals such as Au, Ag, Ni, and Zn,
and Sn, the tandem catalysts synergistically boost the formation of desired products [15–
22]. These examples illustrate that the careful design of the electrode composition and
morphology is essential for steering the CO2RR.
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The CO2RR takes place at the electrode/electrolyte interface. The nature of the elec-
trolyte can profoundly affect the reaction activity and selectivity by changing the local
reaction environment [23–33]. For example, cation identity and concentration have shown
great impact on catalytic processes [32]. For instance, the CO2RR shows an up to six times
better selectivity toward hydrocarbon formation with respect to the HER in the presence of
Cs+-containing electrolyte compared with that in Li+-containing electrolyte [27]. Spec-
troscopic investigation showed that Cs+ can maintain the interfacial pH better than Li+
due to the higher buffering ability of hydrated Cs+ [28]. Also, Cs+ near the vicinity of the
electrode can introduce a stronger local electric field compared with that in Li+-containing
electrolyte [30]. Large electric fields can play an important role in the promotion of re-
actions involving intermediates and/or transition states with large dipole moments and/or
polarizability. These examples demonstrate that electrolyte design is of great importance
for achieving high activity and selectivity.
1.1.2 Electrochemical Water Oxidation
The 4e−, 4H+ water oxidation reaction, often termed oxygen evolution reaction (OER),
turns water into molecular oxygen. Simultaneously with the liberation of dioxygen molecules,
this reaction also generates four protons and four electrons:
2H2O → O2 + 4H
+ + 4e− (1.2)
As described in equation 1.1, these electrons and protons are required for all reductive
catalytic processes, such as CO2RR, HER, and nitrogen fixation [34–36]. The OER is
also involved in rechargable metal-air batteries and regenerative fuel cells technology [37,
38]. Therefore, the central significance of OER is evident. However, the water oxidation
reaction is notoriously energy inefficient [39]. To address this issue, more efficient water
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oxidation catalysts (WOC) need to be developed.
In Nature, the generation of oxygen is carried out by photosynthesis with Photosys-
tem II (PSII), which is a Mn and Ca based protein complex employing solar light as the
energy input to turn water into oxygen [40]. Inspired by the biological model, a series
of molecular catalysts for water oxidation were discovered [41–44]. The active catalytic
center includes Mn, Fe, Co to Ru and Ir. The best homogeneous water oxidation complex
is a Ru-based synthetic analogue of PSII, which is capable of oxidizing water to oxygen
at a comparable rate to the biology system [45]. Due to the oxidative reaction condi-
tion, these molecular catalysts are susceptible to deactivation, e.g., the ligand oxidation or
degradation, resulting in the formation of metal oxide nanoparticles in the most extreme
cases [46].
From an industrial application perspective, heterogeneous water oxidation catalysts
are preferred because of their great potential in stability, scalability, as well as lower cost
in comparison to homogeneous ones [47]. Transition metal oxides (TMO, e.g., Ru, Ir,
or other Groups 7, 8, and 9 members) have been proven to offer good water oxidation
catalytic activity [47–49]. It is worth mentioning that Ir oxide catalysts offer the best
combination of activity and stability among all the TMOs [50, 51]. Other earth abundant
transition metal (e.g., Co, Ni, Fe) based materials have also propelled great research effort
due to their affordability, and the good performance under alkaline condition [52]. The
robustness of heterogeneous water oxidation catalysts has inspired research with the aim
to understand reaction mechanisms and develop more efficient and cost-effective deriva-
tives [53–55].
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1.2 Existing Challenges
1.2.1 Electrochemical Carbon Dioxide Reduction
The CO2RR can be coupled with a renewable energy source, thereby offering a strategy to
achieve a sustainable energy economy. While the blueprint is promising and great progress
has been made in the past decades, the large-scale employment still faces major hurdles,
which we discuss in this section.
First, while significant progress has been made, much remains to be learned about the
mechanism of the CO2RR, especially on the aspect of how to steer the reaction selectivity
toward the desired product. Further progress is needed in regards to understanding how the
reaction is influenced by catalyst surface morphology, chemical composition, and oxida-
tion states under operational conditions. The fundamental understanding of these aspects
will greatly benefit the design of more durable and selective electrocatalysts.
Second, the design of an industrially viable CO2RR device poses significant engi-
neering challenges. The production rate, i.e., operation current density, should meet the
threshold of 250-350 mA cm−2 [56]. The reaction selectivity toward a specific product
is described by Faradaic efficiency (FE). A high FE is essential to avoid energy-intensive
post-electrolysis product separation [57]. Most of the research on CO2RR to date has only
demonstrated an operation time up to 100 hours, whereas the commercial water splitting
devices show prolonged operation over 80000 hours [58]. The stability of the electrolyzer
is of paramount importance and requires more research effort.
A practical CO2RR electrolyzer must take all the above-mentioned factors into account
to be industrially viable and profitable. The understanding of the reaction mechanisms, the
factors that control the product selectivity, and the pathways for catalyst deactivation are
important fundamental questions of practical significance. Further, the design of elec-
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trolyzers that are capable of operating a high current density with optimal efficiencies at a
large scale for a prolonged time presents a significant engineering challenge. Only when
these issues are properly addressed can the CO2RR technology be widely applied on an
industrial scale.
1.2.2 Electrochemical Water Oxidation
For CO2RR devices, one important factor is the overall energy efficiency. In most cases,
the anodic half-reaction is the OER. The large overpotential for the OER contributes to an
overall low device efficiency. A catalyst to overcome this obstacle must be active, stable,
scalable, and affordable. Generally, heterogeneous WOCs outperform the homogeneous
branch in the context of stability and scalability. To date, the most active OER catalysts
are RuO2 and IrO2. However, both metals are scarce and expensive. The limitation of
these two catalysts urges the development of earth abundant catalyst substitutes with high
performance. Affordable catalysts based on Co, Ni, and Fe, often require high overpoten-
tials (e.g., up to 400 mV) to operate at a current density of 10 mA cm−2 [50]. This high
overpotential contributes to a large overall cell potential, lowering the energy of the elec-
trolyzer. The target cell voltage for a profitable water splitting device is 1.5 V vs. RHE at
a current density of 2 A cm−2 [59], while the current state-of-art performance only offers
0.12 A cm−2 at 1.55 V for a stable system [60]. Additionally, the elevated electrolyzer
temperature and pressure (i.e., 50-80 oC and up to 30 bars) in industrial processes [60]
highlights the importance of robust catalysts that can operate over long periods of time.
Developing an understanding of the principal bottlenecks of the reaction pathway of
water oxidation on prototypical, earth-abundant catalysts is therefore essential the design
of more efficient water oxidation catalysts. The elucidation of reaction mechanisms can
also benefit a deeper understanding of the catalyst failure mechanism. All of these aspects
can be greatly benefited by the employment of operando techniques to reveal the interfacial
7
characteristics and surface adsorbed intermediates.
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Chapter 2
Theory
2.1 Infrared Spectroscopy
By probing the vibrations of molecules, infrared (IR) spectroscopy reveals information on
the molecules’ chemical structures. It measures the frequency of absorption when a sample
is irradiated with infrared electromagnetic radiation. The vibration of a certain chemical
bond varies with its strength and chemical environment. Consequently, IR spectroscopy is
a powerful tool in identifying molecular-level chemical information.
2.1.1 Gross Selection Rule of IR Spectroscopy
For a certain vibrational mode to be IR active, it must fulfill the gross selection rule of
IR spectroscopy. For a molecule to absorb (or emit) light at a frequency ν, it must have a
(transient) dipole moment. Quantum-mechanically, a transition dipole moment µfi involv-
ing two states described by the wavefunctions ψi and ψf can be expressed as [61]:
µfi =
∫
ψ∗f µ̂ψidτ (2.1)
where µ̂ is the dipole moment operator, and the integral is over all space. For the vibra-
tion of a diatomic molecule, the transition dipole moment integral can be expressed as a
function of bond length r between the vibrating atoms:
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µfi,vib =
∫
ψ∗f,vibµ(r)ψi,vibdr (2.2)
The change of the dipole from the equilibrium position (re) can be expressed in terms of a
Taylor expansion of the equilibrium dipole moment:
µ = µe +
dµ
dr
∣
∣
∣
∣
re
(r − re) +
1
2
d2µ
dr2
∣
∣
∣
∣
re
(r − re)
2 + . . . (2.3)
Combining Eq. 2.2 and 2.3 yields:
µfi,vib = µe
∫
ψ∗f,vibψi,vibdr +
dµ
dr
∣
∣
∣
∣
re
∫
ψ∗f,vib(r − re)ψi,vibdr + . . . (2.4)
The first term in Eq. 2.4 equals zero, because vibrational wavefunctions of the same elec-
tronic state are orthogonal to each other. Consequently, the intensity (I) of the vibrational
transition can be expressed as:
I ∝ |µfi|
2 ∝
∣
∣
∣
∣
dµ
dr
∣
∣
∣
∣
2
re
(2.5)
Eq. 2.5 states that for a vibrational mode to be IR active, there must be a change in the
dipole moment associated with that vibration.
2.1.2 Surface-Enhanced Infrared Absorption Spectroscopy
Infrared absorption spectroscopy (IRAS) is a powerful technique to identify and charac-
terize surface-adsorbates on the basis of their signature vibrational properties. However,
due to the low vibration absorption cross-sections in mid-infared range, a large surface-
coverage of analytes is typically required for detection. One way to overcome this lim-
itation to boost detection limits by employing surface enhancement effects. In surface-
enhanced infrared absorption spectroscopy (SEIRAS), molecules adsorbed on metal films
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consisting of islands or particles display infrared absorption signals with up to 1000 times
magnification compared to conventional IRAS: Enhancement effect has been demonstrated
in different IR modes including transmission [62], attenuated total reflection (ATR) [63,
64], external reflection [65], and diffuse reflection [66].
Surface enhancement is generally attributed to electromagnetic and chemical effects [67].
In principle, the infrared absorption intensity (I) of a surface adsorbed molecule can be
expressed as [68]:
I =| ∂µ/∂r · Eloc |
2=| ∂µ/∂r |2| Eloc |
2 cos2θ (2.6)
where ∂µ/∂r is the derivative of the vibrational dipole moment with respect to a normal
coordinate r (see previous section), Eloc is the local electric field that excites the molecule,
and θ is the angle between the two aforementioned terms.
The electromagnetic effect gives rise to an enhanced local electric field Eloc as a result
of the coupling between incident photon and the nanostructured metal surfaces via the ex-
citation of a collective electron resonance [69]. This localized surface plasmon resonance
engenders a strong local electromagnetic near-field on the nanometer scale, resulting in
the enhancement of absorption of surfaced adsorbed molecules.
Based on the localized plasmon model [70, 71], metal islands that resemble ellipsoids
are polarized by the incident radiation through localized plasmon excitation. A dipole
moment p will be produced at the center of the ellipsoid. This dipole moment generated
by the incident electric field (E) can be expressed as:
p = αV E (2.7)
where α is the polarizability and V is the volume of the metal ellipsoid. This dipole induces
an local electric field Eloc around the metal ellipsoid where the adsorbed molecules can be
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Figure 2.1: Polarization of metal islands by the incident IR radiation and the electric field
around the metal island.p denotes the dipole moment induced by the infrared radiation,
l denotes the distance between the surface adsorbates to the center of the metal island.
Adapted with permission from Ref[68]. Copyright 2004 Optical Society of America.
excited (Figure 2.1). The amplitude of the local electric field that the adsorbed molecules
experience can be written as
| Eloc |
2=
4p2
l6
(2.8)
where l is the distance between the adsorbed molecule and the metal center.
The enhancement effect is greatly dependent on the surface morphology of the metal
surface. Both physical vapor deposition [72, 73] and chemical deposition [74–76] methods
have been demonstrated to generate metal island films that exhibit good signal enhance-
ment. The largest enhancement is observed when the surface is populated with metal is-
lands that are smaller than the incident light wavelength but not touching each other [77].
Chemisorbed molecules tend to show larger enhancement effect than the physisorbed
molecules, which proves the theory of the chemical effect. The chemical effect assumes an
enlargement of | ∂µ/∂r |2 resulting from the charge oscillations between the metal surface
and molecular orbitals of the adsorbed species, which enlarge the absorption coefficient
of the molecule [69, 78]. Another origin of the chemical effect lies in the orientation of
the adsorbed molecules [62]. Chemisorption induces molecular alignment. For molecules
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that possess a dipole change normal to the surface, this alignment enhances the signal by
bringing the transition dipole moment in alignment with the local electric field (Eq. 2.6).
For the molecules that possess dipole change parallel to the surface, an opposite effect is
observed.
By lowering the detection threshold, SEIRAS has become an indispensable technique
for probing adsorbates on metal surfaces. Particularly, the past decades have witnessed
a surge of SEIRAS application in in situ electrochemistry investigations by monitoring
electrode/electrolyte interface under operation conditions [79–82]. By employing molec-
ular probes in spectro-electrochemistry, the interfacial properties, such as electrode mor-
phology and electric double layer structure, can be revealed [82–84]. SEIRAS has been
demonstrated on various metal thin films, e.g., Ag, Au, Cu, Ni, Pt, Pd, Rh, Ru, and Fe [62,
74–76, 85, 86].
2.1.3 Attenuated Total Reflection
Attenuated total reflection (ATR) employs the total internal reflection (TIR) property which
results in an evanescent wave that penetrates from the surface of an internal reflection ele-
ment (IRE) into the sample by a few microns depending on the incidence wavelength. The
sampling pathlength is defined by the nature of TIR instead of the thickness of the loaded
sample.
TIR occurs when the incidence angle exceeds the critical angle. A critical angle of a
two-media system is the threshold angle of incidence that allows total reflection. For TIR
to occur, the light waves must travel from a denser medium with refractive index n1 into
another rarer medium with refractive index n2 (i.e., n1 > n2). The relationship between
the angle of incidence (θi) and the angles of refraction (θr) is described by Snell’s law (Eq.
2.9):
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Figure 2.2: Three scenarios when light travels from a denser medium into a rarer medium.
(A) θi < θc; (B) θi =< θc; and (C) θi > θc
sinθr
sinθi
=
v2
v1
=
n1
n2
(2.9)
where v represents the velocity of light in the respective medium and θ is measured with
respect to the interface normal.
As we increase the incident angle θi, the refractive angle θr also increases and θr is
bigger than θi at all times. Obviously, the angle of refraction cannot be larger than 90
◦. In
this limiting condition, we define θr = 90
◦, and θi = θc in Eq. 2.9. The resulting equation
defines the value for the critical angle:
θc = arcsin(
v1
v2
) = arcsin(
n2
n1
) (2.10)
For incident angle θi < θc, the incident light wave is partly refracted as shown in
Figure 2.2A. For θi = θc, the angle of refraction is 90
◦ (Figure 2.2B). For θi > θc, the
incident light wave undergoes TIR (Figure 2.2C).
In the electromagnetic theory, boundary conditions require the tangential components
of the electric and magnetic fields to be continuous across the boundary [87]. To fulfill
this requirement, a powerless transmitted field called evanescent wave must emerge at the
boundary where TIR takes place. This evanescent wave propagates in parallel to the inter-
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Figure 2.3: Evanescent wave at the interface. IRE denotes internal reflective element, dp
denotes the penetration depth. The red color represents the effective probing pathlength.
This drawing is not true the to real scale.
face and decays exponentially into the other medium. The totally reflected light interacts
with the sample via the evanescent wave. In areas where the sample interacts with the
evanescent wave, specific parts of the IR beam are absorbed based on the samples compo-
sition. The totally reflected IR light lacks the absorbed parts and thus is attenuated, hence
it is named “attenuated total reflectance” (ATR).
The sampling pathlength in ATR mode is termed the penetration depth (dp). The depth
of penetration is defined as the distance to the position at which the evanescent wave’s
amplitude has decreased to 1/e (i.e., about 37%) of its maximum value. The penetration
depth varies with the refractive indexes of the media, wavelength of the incident light, and
angle of incidence (Eq. 2.11) :
dp =
λ
2πn2
√
sin2 θi − (
n2
n1
)2
(2.11)
A typical penetration depth for commonly used IRE is a few micron in the mid-IR range.
Commonly used IREs include Si, ZnSe, Ge, and diamond. The selection of a certain IRE
material depends on the sample to be probed.
There are two types of ATR configurations as shown in Figure 2.4. One is called
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Figure 2.4: Two modes of ATR configuration. (A) Otto configuration, where the sample is
positioned closely to the IRE with external applied force; (B) Kretschmann configuration,
where the sample is deposited on the IRE. IRE denotes internal reflection element. This
figure is not drawn to scale.
the Otto configuration, which requires positioning the sample close enough to the IRE,
usually by applying force to the sample against the IRE (Figure 2.4(A)). The IR light
comes in from the IRE, and the evanescent wave penetrates to reach the sample surface.
The other is called Kretschmann configuration, which requires the deposition of sample
(metal films) on to the IRE surface (Figure 2.4(B)). The IR light comes in from the back
of the sample and internal reflection occurs at the sample surface.
2.2 CO Adsorption on the Transition Metal
2.2.1 Models of CO Adsorption on the Transition Metal
The adsorption of CO on transition metal surfaces is often considered as a benchmark
system and has been the subject to many studies [88, 89]. The understanding of this ad-
sorption facilitate the employment of CO absorption spectroscopy in investigating various
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Figure 2.5: The coupling between CO and transition metal surface. Schematic illustration
of 5σ and 2π* orbitals of CO molecule in vacuum and density of states (DOS) of transi-
tion metals (TMs) (right). Adapted with permission from Ref[91]. Copyright 1996 The
Chemical Society of Japan.
catalytic interfaces [82, 84].
In the Blyholder model, the chemisorption of CO on transition metals can be rational-
ized with a frontier molecular orbital (FMO) theory. This interaction is usually described
as the synergistic effect of two contributors [90].
One is the donation of electron density to the substrate with its bonding 5σ orbital
(HOMO). This is referred to as σ-donation. The other is the reception of electron density
from the substrate into its antibonding 2π* orbital (LUMO). This is termed π-backdonation.
The degree of π-backdonation increases with increasing coordination number of the CO
molecule, i.e., hollow > bridge > atop. Hence, bridge-bound CO (CObridge) possesses a
higher chemisorption energy than that atop-bound CO (COatop).
The trend of CO adsorption on transition metal was correctly predicted by Hammer,
Morikawa, and Nørskov with the d-band model (HMN model) [91]. According to the
HMN model, when a CO molecule is adsorbed on transition metal surface, the FMOs
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of the adsorbate first broaden and shift down in energy through the interaction with the
broad continuum of metal sp states Figure 2.5. This interaction renormalizes the states
of the adsorbate. Upon interaction with the metal d-states, the 5σ and 2π* orbitals are
split into bonding and anti-bonding orbitals as a result of the hybridization of with the
d-states. For late transition metals, the 2π*-d interaction is much stronger than that of
the 5σ-d orbitals and the 2π*-d bonding orbital fall below the Fermi level, hence the
contribution from these states to the surface bonding energy is relatively weak. A smaller
energy gap between the 2π* orbital and d-band center results in a stronger interaction and
thus stronger chemisorption bond. This energy gap decreases when (1) the coordination
number of the metal site decreases (e.g., adsorption on metal defect sites); (2) from right
to the left in a row of the periodic table (e.g., Pt > Au).
Using X-ray emission spectroscopy and ab initio calculations on cluster models, Föhlisch
and co-workers developed another view of the CO-surface bond [89, 92]. They found that
the CO-metal interaction gives rise to changes in the electronic structure of CO beyond
the FMOs. In their model, the CO-surface bond on late transition metals is a result of
π-attraction and σ-repulsion.
2.2.2 Vibrational Stark Effect
The vibrational Stark effect is a powerful tool to measure local electric fields at catalytic
sites. It has been widely applied in quantifying the local electric field in chemical and
biological systems [93]. Convenient molecular probes for this purpose include CO [31,
94, 95], CN [96], and NO [94] stretch modes.
For a diatomic molecule such as CO, the anharmonic molecular potential results in a
slight lengthening of the bond length when it is excited to a higher vibrational energy level
(Figure 2.6 (A)). Since CO molecule possesses a permanent dipole moment, the dipole
moment of the excited state (~µ1) will be slightly larger than the one of ground state (~µ0) as
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Figure 2.6: The vibrational Stark effect can be explained in terms of anharmonicity. The
anharmonic form of molecular potential energy surface implies that bonds will be slightly
longer (and so possess slightly larger dipole moments) in their vibrational excited states.
The insert shows the ground and excited vibrational states that are stabilized differently
by an electric field, resulting in a shift in the transition energy (vibrational frequency). d̂
denotes the unit vector aligned with the CO bond axis. Adapted with permission from
Ref[93]. Copyright 2015 American Chemical Society.
a result of the bond lengthening (∆~d).
~µ0 = q~d (2.12)
~µ1 = q(~d+∆~d) (2.13)
where q denotes the charge separation of the CO molecule and ~d is the bond length at
ground state.
In an external electric field (~Eext), these states with different dipole moments will ex-
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perience different (de)stabilization from the field. The field stabilizes or destabilizes the
dipole depending on the orientation of the field and the dipole. Consequently, the external
electric field will generate a shift in the vibrational transition energy that is proportional to
the difference of the dipole moment of the two vibrational states.
The slight change of the molecule’s dipole as a function of external electric field will
directly affect the vibrational frequency, which can be detected by vibrational spectroscopy
such as IR and Raman spectroscopy.
∆~ν = −∆~µ · ~Eext (2.14)
The quantity ∆~µ is referred to as the Stark tuning rate in the unit of cm−1/(MV/cm). This
difference dipole can be measured experimentally or calculated theoretically. The values
of Stark tuning rate have been determined for many vibrational modes. For example,the
vibrational Stark tuning rate for CO adsorbed on Cu is 1.3× 10−6 cm−1/(V cm−1) [97].
The interfacial electric field at a electrode/electrolyte interface can be determined by
performing vibrational Stark spectroscopy with an appropriate molecular probe (e.g., CO).
It is a powerful spectroscopic tool for probing the local environment at an electrified inter-
face [98, 99] or inside biological systems [100, 101].
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Chapter 3
Hydrogen Bonding Steers the Product
Selectivity of Electrocatalytic CO
Reduction
3.1 Introduction
The reaction environment profoundly impacts the kinetics of many chemical processes.
Examples include the influence of the solvating environment on the rates of electron trans-
fer [102], isomerization [103], peptide folding [104], and organic reactions [105], as well
as the sensitivity of enzymatic catalysis to changes in the molecular structure of the ac-
tive site [106]. For a chemical process that can lead to multiple reaction products, solvent
effects can impact the relative rates of product formation, and therefore the product se-
lectivity [107, 108]. These effects, which can have complex energetic and/or dynamical
origins [102, 109, 110], are fundamentally rooted in intermolecular interactions between
the reactants and their environment. In the context of heterogeneous electrocatalysis, the
reaction environment is asymmetric, i.e. reactants at the electrochemical interface are in-
teracting with the solid electrode and the liquid electrolyte. Understanding the interactions
of intermediates with their interfacial environment is essential for controlling the reaction
paths of electrocatalytic processes that exhibit poor product selectivity.
The reduction of CO2 to hydrocarbons on Cu electrodes in an aqueous environment
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is prototypical for a multi-electron electrochemical process whose reaction selectivity is
poor. Products include CO, formate, methane, ethylene, and alcohols [7, 8, 111–115].
Hydrogen is a major product due to the competing water reduction reaction. This product
spectrum sensitively depends on the properties of the electrocatalytic interface [116, 117].
These properties are jointly determined by the liquid electrolyte and the solid electrode.
Most research to date has focused on understanding how the chemical composition and the
surface morphology of the electrode give rise to catalytic reactivity. For example, quanti-
tative correlations have been established between catalytic selectivity and grain-boundary
density [11, 118–120], strain [121, 122], Cu nanocluster size [123–125], edge-site den-
sity [126–128], or single-crystal orientation [128–130]. These observations have provided
deep insights into the interactions of key reaction intermediates, such as CO, with the
electrode surface and how these interactions impact product selectivity.
The reactants on the electrode also interact with the liquid side of the reaction en-
vironment. Solvent composition [131–134], the identity and concentration of the sup-
porting electrolyte’s anions [135–137] and cations [27–29, 137–146], and the pH of the
electrolyte [147–153] can greatly impact the product selectivity. For example, the rate
of ethylene evolution during CO2 reduction was found to increase by a factor of ≈ 15
when switching from Li+- to Cs+-containing electrolyte [29]. Clearly, careful control of
the liquid-side properties of the interface is critical for improving the product selectivity of
this process. However, a molecular-level understanding of the interactions between surface
reactants and their liquid reaction environment is largely lacking to date. This knowledge
gap hinders the design of novel interfaces with desired product selectivity. An improved
understanding is expected to advance various design strategies, such as the decoration of
the electrode surface with molecular co-catalysts [154–158].
Changing the cations of the electrolyte is a powerful means to alter the properties of
the liquid reaction environment. Therefore, in principle, this method could be employed as
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a tool for revealing selectivity-determining interactions between surface reactants and the
electrolyte environment. However, cations can affect an electrocatalytic process in a num-
ber of different ways that are challenging to experimentally differentiate from each other.
For example, cations can displace charged reactants from the interface and modulate the
interfacial electric field, thereby altering the rates of electron-transfer from the electrode
to surface species [138–141, 159]. More recently, density functional theory (DFT) cal-
culations have shown that cations can impact the adsorption energy of reactants and/or
the activation barriers of surface processes [29, 137, 143, 160, 161]. Cations can also
block reaction sites [24, 135, 145, 162–165], chemically interact with surface species [25,
166–169], modulate the interfacial pH [27, 28], and/or alter the structure of interfacial
water [170, 171]. Therefore, to unambiguously identify the principal interactions that al-
ter the product selectivity, the number of possible interactions needs to be minimized by
careful experimental design. Further, multimodal probes of the electrocatalytic interface
need to be employed.
Herein, using a series of quaternary alkyl ammonium cations (alkyl4N
+), we systemat-
ically manipulated the interfacial properties of the aqueous electrolyte/polycrystalline Cu
interface. We chose these cations for two reasons: First, the ionic radius of an alkyl4N
+
cation increases with increasing alkyl chain length [172]. This characteristic enabled us to
tune the width of the electrochemical double layer and therefore the strength of the inter-
facial electric field for a given applied electrode potential. Second, compared to the more
commonly employed alkali cations in CO2 reduction studies, the use of these cations min-
imizes the number of possible interactions: Alkali cations are Lewis acids and their Lewis
acid hardness decreases by a factor of three when going from Li+ to Cs+ [173]. Because
of their Lewis acidity, hydrated alkali cations can buffer the interfacial pH [27, 28] and
they could potentially chemically interact with intermediates such as surface-adsorbed CO
(COads) [174], which is a Lewis base. By contrast, alkyl4N
+ cations are not Lewis acids
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and their bulky alkyl chains minimize the chance of chemical interactions between these
cations and intermediates.
Employing a combined DEMS and SEIRAS approach, we probed the effect of these
cations on the reduction of COads to ethylene on the polycrystalline Cu electrode. The
reduction of COads corresponds to the potential-determining step in the electrochemical
reduction of CO2 to hydrocarbons [175–179]. Understanding the influence of the liquid
reaction environment on this process is therefore essential for developing a better mecha-
nistic understanding of CO2 reduction.
Using DEMS, we found that ethylene is produced in methyl4N
+- and ethyl4N
+-containing
electrolytes, but ethylene is not formed in the presence of propyl4N
+ and butyl4N
+. With
SEIRAS, we comprehensively analyzed the Cu/electrolyte interface. Irrespective of the
identity of the alkyl4N
+ cation of the electrolyte, we observed approximately the same
CO-saturation coverage on the Cu electrode. This observation suggests that the cations do
not block CO adsorption sites. Analyzing the dependence of the C≡O stretch frequency
of COads on applied electrode potential, we determined the electrochemical Stark tuning
slopes and derived the potential-dependent interfacial electric fields in the presence of the
four cations. At moderate applied potentials around −1.3 V vs. SHE, the interfacial elec-
tric field is on the order of 0.1 V Å−1. On the basis of a simple electrostatic model, we
found that the interfacial electric field does not appreciably affect the adsorption of CO on
Cu under the experimental conditions employed in this work.
Analyzing the O−D stretch band of interfacial heavy water (D2O) at the CO-covered
Cu electrode, we found evidence for a layer of waters directly on top of COads in methyl4N
+-
and ethyl4N
+-containing electrolytes. These waters have their O−D bonds directed to-
wards the terminal oxygens of the COads molecules. Interestingly, this layer of waters is
displaced by propyl4N
+ and butyl4N
+. These observations suggest that the COads-D2O
interaction is essential for the formation of ethylene during the electrochemical reduc-
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tion of CO. These waters are predisposed to stabilize the CO dimer, a key intermediate
in ethylene formation, by hydrogen-bonding to its terminal oxygens. Theoretical work
has recently predicted that this hydrogen bonding interaction is critical of the formation
of this important intermediate [180]. To the best of our knowledge, our findings are the
first experimental demonstration of the impact of this interaction on the selectivity of CO
reduction.
3.2 Results and Discussion
Effects of Alkyl4N
+ Cations on CO Reduction. With DEMS, we analyzed the prod-
uct selectivity during the electrocatalytic reduction of CO to ethylene on polycrystalline
Cu electrodes in four different electrolytes. The electrolytes were aqueous solutions of
methyl4N
+, ethyl4N
+, propyl4N
+, and butyl4N
+ borates (0.1 M) and ethylenediaminete-
traacetic acid disodium (EDTA-Na2; 20 µM). EDTA-Na2 prevents deactivation of the elec-
trocatalytic interface by chelating trace metal impurities [181]. The electrolytes had a pH
of 9.5, which is close to the pKa of boric acid (9.24). Therefore, the solutions were pH-
buffered by the acid-base equilibrium between the anion (borate) and boric acid. Before
the start of a DEMS measurement, the electrolyte was first saturated with CO. A 5 sccm
flow rate of CO was maintained throughout the experiment. Detailed experimental proce-
dures are given in the Materials and Methods section, and a scheme of the DEMS setup is
provided in the Addendum (Figure A3.1).
Figure 3.1 shows the electrochemical current and the partial pressures of the two major
products, hydrogen and ethylene, following two potential steps. The products were identi-
fied by their characteristic mass fragment/charge ratios (m/z) of 2 for H+2 and 26 for C2H
+
2 .
Unless otherwise noted, all potentials in this work are referenced against the standard hy-
drogen electrode (SHE). The voltage was first stepped from −0.39 to −1.09 V (light gray
25
-5
-4
-3
-2
-1
0
 j g
eo
 (
m
A
 c
m
-2
)
1086420
Methyl4N
+
 
Ethyl4N
+
Propyl4N
+
  
Butyl4N
+
1086420
100
50
0
 p
(H
2)
 (
nt
or
r)
m/z = 2
60
40
20
0
p
(C
2H
4)
 (
pt
or
r)
1086420
 Time (min)
m/z = 26
-1.29 V vs. SHE-1.09
(A)
(C)
(B)
Figure 3.1: DEMS measurements. (A) Electrochemical current density based on the
geometric area of the electrode, (B) H2 partial pressure (m/z = 2 for H
+
2 ), and (C) C2H4
partial pressure (m/z = 26 for C2H
+
2 ) recorded during the electroreduction of CO on Cu
in the presence of different cations as indicated. The sequence of potential steps in these
experiments is described in the text.
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shaded area), the potential at which the CO-saturation coverage on the Cu electrode is
IR-spectroscopically observed (vide infra). After holding this voltage for one minute, the
potential was decreased at a rate of 10 mV s−1 to −1.29 V, which was maintained for five
minutes (dark gray shaded area). As shown in Figure 3.1A, comparable electrochemical
current densities are observed in the presence of methyl4N
+, ethyl4N
+, and propyl4N
+,
while a ≈ 30% lower current is observed in the presence of butyl4N
+. The hydrogen par-
tial pressure (Figure 3.1B) detected by DEMS closely follows these trends, suggesting that
hydrogen is the major reduction product. As shown in Figure 3.1C, ethylene is observed
in methyl4N
+- and ethyl4N
+-containing electrolytes, but this product is not observed in
the presence of the two larger cations.
Like similar setups [144, 182], our DEMS instrument is not capable of making fully
quantitative measurements of the reaction rates: The product collection efficiency is de-
pendent on the tip-electrode distance, which is difficult to accurately reproduce between
independent experiments. Due to the low solubility of CO in water (≈ 1 mM), the mea-
sured rates may also be limited by mass transport of CO to the electrode. Despite these
limitations, we could reproducibly determine that ethylene is formed at detectable rates
in the presence of methyl4N
+ and ethyl4N
+, whereas we did not observe any ethylene in
propyl4N
+- and butyl4N
+-containing electrolytes.
To confirm that the observed signal at m/z = 26 is due to ethylene formed by the re-
action of CO and water at the Cu electrode, we carried out a series of control experiments:
No ethylene signal (m/z = 26) is detected in the presence of methyl4N
+ in Ar-purged
electrolyte (Addendum, Figure A3.2) or in CO-purged methyl4N
+-containing electrolyte
when the electrode material is Pt (Addendum, Figure A3.3). Further, ethylene and hydro-
gen evolution are virtually unchanged when switching from methyl4N
+ to its deuterated
form, (CD3)4N
+ (Addendum, Figure A3.4).
These experiments conclusively demonstrate that the appearance of the m/z = 26
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signal does not only require the presence of CO, but also necessitates the presence of a Cu
electrode. Cu is the only pure metal that can reduce CO to ethylene at appreciable rates [7,
183, 184]. Therefore, the absence of this signal when a Pt electrode is used strongly
supports its assignment to the C2H
+
2 mass fragment of ethylene. Further, the experiments
demonstrate that the signal is not due to the decomposition of the organic cations or their
reaction with COads.
To confirm further this assignment, we examined the mass spectrum. Because some
reactants and products yield ions with m/z values that overlap with the mass spectrum
of ethylene (e.g. CO+ and C2H
+
4 both have m/z = 28), its full mass spectrum cannot be
observed during a DEMS measurement. However, ethylene’sm/z values of 25, 26, and 27
do not overlap with the mass spectra of any other major reduction product of CO on copper.
As shown in Figure A3.5 of the Addendum, the observed relative partial pressures at these
three m/z values are in good agreement with those expected for ethylene. In addition, we
confirmed the identity of ethylene with gas chromatography/mass spectrometry (GC-MS).
An experiment with 13C-labeled CO unequivocally established CO as the sole source of
ethylene (Addendum, Figure A3.6).
Alteration of molecular diffusion coefficients by the cations could result in cation-
dependent product collection efficiencies. However, the comparable decay times of the
hydrogen partial pressure (Figure 3.1B) following the step from −1.39 to −0.39 V at
t ≈ 6.3 min suggest that molecular diffusion coefficients are similar in the four elec-
trolytes. Taken together, the data unambiguously demonstrate that the identity of the
alkyl4N
+ cation of the electrolyte profoundly influences the selectivity of the CO reduction
process on the polycrystalline Cu electrode.
SEIRAS of the Cu/Electrolyte Interface. To identify the principal mechanism giving
rise to the observed selectivity trend, we characterized the Cu/electrolyte interface under
operating conditions, using SEIRAS in an attenuated total reflection (ATR) geometry. An
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electrolessly deposited polycrystalline Cu film on a Si ATR prism [76, 150, 185] formed
the working electrode of a single-compartment spectro-electrochemical cell (Addendum,
Figure A3.7). Characterization of the Cu film by cyclic voltammetry, capacitance mea-
surements (Figure A3.8), and atomic force microscopy imaging (Figure A3.9) is reported
in the Addendum.
We carried out the spectroscopic work in solutions of the chloride salts of the alkyl4N
+
cations in heavy water (D2O). Primarily, we chose these electrolyte conditions for the
following reason: With increasing current density, the Cu thin films have an increasing
propensity to delaminate from the Si crystal [150]. A significant component of the faradaic
current originates from the hydrogen evolution reaction. To minimize the interference of
hydrogen evolution with interfacial spectroscopy, we chose D2O as the solvent. Due to the
kinetic isotope effect, hydrogen evolution on Cu is substantially slower in D2O compared
to H2O [186]. For DEMS, alkyl4N
+ borate electrolytes were prepared by titration of the
corresponding hydroxide solutions (see Materials and Methods). Because alkyl4N
+ hy-
droxides are only available as H2O solutions, we could not employ this electrolyte prepara-
tion procedure for the spectroscopic experiments. Therefore, we chose to directly dissolve
alkyl4N
+ chlorides in D2O. The pH of these solutions slightly drifts during the measure-
ments (see Materials and Methods). It is well-established that adsorption of CO on Cu is
pH-independent [30, 150]. Further, our previous work has established that the CO stretch
frequency is only slightly affected by pH [30]. Therefore, the following analyses are not
impacted by this choice of electrolyte.
To connect rigorously the DEMS and spectroscopic experiments, we carried out the
following control experiments: (1) DEMS results qualitatively similar to those presented
above are also found in aqueous solutions of alkyl4N
+ chlorides (Addendum, Figure A3.10).
We emphasize that we only compare the qualitative trends because the reversible hydro-
gen electrode (RHE) potential is not well-defined in the latter measurements. (2) Addi-
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tional spectroscopic experiments were carried out under electrolyte and potential condi-
tions identical to those employed for the DEMS experiments (Addendum, Figure A3.11).
These experiments confirm that the cation-dependent trends in the COads-H2O interaction
hold for both electrolytes (vide infra). In the following, we evaluate the effects of the
cations on CO surface coverage, interfacial electric field, and interfacial water structure.
Insensitivity of the CO Surface-Coverage on Alkyl4N
+ Identity. Figure 3.2 shows
representative spectra of the C≡O stretch band of COads during a potential sweep from
−0.39 to −1.39 V collected in butyl4N
+-containing electrolyte. Additional spectra col-
lected in the presence of the other cations and the corresponding current densities are
provided in the Addendum (Figures A3.12 and A3.13).
Figure 3.3 shows the dependence of the integrated C≡O stretch band area of COads on
applied potential in the presence of the different alkyl4N
+ cations. The integrated C≡O
stretch band area is approximately proportional to the CO coverage on the electrode [187,
188]. Irrespective of the alkyl4N
+ cation of the electrolyte, comparable integrated band
areas are observed, indicating that the same CO-saturation coverage is reached within the
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error of the measurement. It was suggested that organic cations, especially those with
long hydrocarbon chains, may displace reactants from the electrode surface under certain
conditions [135, 163]. Apparently, the Cu/CO interaction is sufficiently strong (compared
to the Cu/alkyl4N
+ interaction) to prevent such displacement effects. Further, in contrast
of recent findings of CO on Pt electrodes [189], no displacement of atop-bound CO (center
frequency ≈ 2080 cm−1) to the bridge-bonded configuration (center frequency ≈ 1800−
1880 cm−1 [190]) is observed (Figure 3.2 and Addendum, Figure A3.12). The results
demonstrate that the changes in the rate of ethylene evolution with cation identity are not
due to blocking of CO adsorption sites.
Cation-Dependent Interfacial Electric Field. Figure 3.4 shows the dependence of
the peak frequency of the C≡O stretch band of COads on applied potential. To minimize
coverage-dependent frequency shifts [191], the analysis was restricted to a potential range
in which the CO coverage is approximately constant. The dependence of the frequency
(ω) on the applied potential (φ) arises from the vibrational Stark effect, i.e. the influence
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of the interfacial electric field (E(φ)) on the C≡O stretch mode [192–195]:
ω(φ) = ωPZC −∆µ E(φ), (3.1)
where ωPZC is the C≡O stretch frequency in the absence of the interfacial electric field
and ∆µ represents the vibrational Stark tuning rate. By writing ∆µ and E in eq. 3.1 as
scalar quantities, we implicitly assumed that the corresponding vectors are either parallel
or antiparallel to each other. This assumption is reasonable for CO adsorbed on a metal
surface [196]. However, it is an approximation as our electrodes are not atomically flat.
We take ∆µ and E as a positive quantities when the corresponding vectors point from the
electrolyte towards the metal surface. The ∆µ vector of COads points from O to C.
The vibrational Stark tuning rate for CO adsorbed on Cu is 1.3 × 10−6 cm−1/(V
cm−1) [97]. Although this value was derived from quantum mechanical calculations of
CO on a Cu surface in vacuum, very similar values were estimated for CO adsorbed on
various metal electrodes in an aqueous environment [196]. Further, experimental mea-
surements of ∆µ for CO adsorbed on various metals in vacuum also yielded comparable
values [196].
The data in Figure 3.4 contain information on the structure of the electrochemical
double layer. Inspection of this figure shows that the frequency linearly depends on the
applied potential. This observation implies that the interfacial electric field is also linearly
related to the applied potential (eq. 3.1). One model of the electrochemical double layer
that is consistent with this finding is the Helmholtz model [197]:
E(φ) = −
∆φM−El
dH
, (3.2)
where ∆φM−El is the interfacial potential drop, φM − φEl (φM and φEl are the potentials of
the metal and the bulk electrolyte, respectively). dH is the width of the Helmholtz layer,
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i.e. the distance between the negatively charged electrode surface and the plane of the
cationic counter charge (outer Helmholtz plane). Combining eqs. 3.1 and 3.2, we obtain
ω(φ) = ωPZC +
(
∆µ
dH
)
∆φM−El. (3.3)
The width of the Helmholtz layer (dH) is expected to increase with increasing cation size:
With increasing cation size, the outer Helmholtz plane shifts further away from the elec-
trode surface. Consistent with this expectation, the slopes of the lines in Figure 3.4, the
electrochemical Stark tuning rates (∆µ/dH) [174, 198, 199], decrease with increasing
cation size (Table 3.1). One may expect the extracted values of dH to track the ionic radii
of the cations. The radii of the cations (derived from the partial molar volumes of the
cations in water [172]) are 3.2, 3.8, 4.4, and 4.7 Å for methyl4N
+, ethyl4N
+, propyl4N
+,
and butyl4N
+, respectively. The extracted width increases at a larger rate with increasing
cation size (Table 3.1) than that expected based on the radii of the cations. This observation
suggests that the smaller cations fit between COads molecules on the surface. This inter-
pretation is reasonable because the CO-saturation coverage on Cu electrodes is estimated
to be significantly less than one monolayer [137]. By contrast, the larger cations appear
to reside at a distance from the electrode approximately equal to the distance between the
surface of the electrode and the terminal oxygen of COads (3.05 Å [200]) plus the radius
of the cation. Clearly, based on eq. 3.2, we therefore expect the interfacial electric field to
decrease with increasing cation size for the same applied potential.
To extract the interfacial electric field from eq. 3.1, knowledge of the C≡O stretch fre-
quency of COads in the absence of the field (ωPZC) is required. The interfacial electric field
strength vanishes at the potential of zero charge (PZC) of the electrode. This potential can
be estimated from Figure 3.4 [199]. Inspection of this figure shows that the lines obtained
for ethyl4N
+, propyl4N
+, and butyl4N
+-containing electrolytes cross at ≈ −1.1 V. This
34
crossing point indicates that COads experiences the same interfacial electric field at this
potential, irrespective of the electrolyte’s cation. This condition can only be fulfilled when
the electrode does not carry any net charge, i.e. when ∆φM−El = 0 V (eq. 3.3). Therefore,
this crossing point is the approximate PZC of the CO-covered Cu electrode in alkyl4N
+
chloride solutions. This PZC is more negative than the values obtained on Cu electrodes
in contact with acidic and weakly adsorbing electrolytes (≈ −0.73 V; pH = 5.7; 0.01 M
NaClO4) [201]. The more negative value obtained here is consistent with the expectation
that the PZC shifts negatively by ≈ 60 mV per one unit increase in pH [202]. Additionally,
the specific adsorption of Cl− on Cu may contribute to the more negative value.
The frequency/potential relationship obtained in the presence of methyl4N
+ does not
cross with the other lines at ≈ −1.1 V (Figure 3.4). Although the measurement of the
electrochemical Stark tuning slope in the presence of this cation was highly reproducible,
the value of the y-axis intercept varied by as much as ≈ 5 cm−1 over independent exper-
iments. Although the Cu thin films were stable for all the presented measurements, we
noticed a higher propensity of film delamination in the presence of methyl4N
+. Therefore,
this cation may interact more strongly with the electrode than the other ones in this series.
Because even a significant error of 0.2 V in the value of the PZC will not change our con-
clusions drawn from the analysis that follows, we will assume a PZC of ≈ −1.1 V of the
Cu electrode for all of the four cations.
Using the extracted PZC and ∆µ, we evaluated the interfacial electric field (E) ac-
cording to eq. 3.1. We emphasize that the relationship between ω(φ) and E(φ) as defined
in eq. 3.1 does not require the assumption of a particular model of the electrochemical
double layer. Figure 3.5 shows the interfacial electric field experienced by COads in the
presence of different cations. The interfacial field decreases by a factor of ≈ 2.5 when
going from methyl4N
+ to butyl4N
+-containing electrolyte. The obtained interfacial fields
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Table 3.1: Electrochemical Stark tuning rates (∆µ/dH) extracted from fitting a linear
model to the data in Figure 3.4 and derived Helmholtz double layer widths (dH). The
standard deviations are indicated.
Cation ∆µ/dH (V
−1 cm−1) dH (Å)
methyl4N
+ 41.8± 0.6 3.1± 0.0
ethyl4N
+ 28.8± 0.4 4.5± 0.1
propyl4N
+ 24.3± 0.2 5.4± 0.0
butyl4N
+ 17.2± 0.6 7.6± 0.3
are on the order of 0.1 V Å−1. The electrostatic contribution to the CO-adsorption energy
as a function of the local field is [143, 203]
E(E) ≈ −µE −
α
2
E2, (3.4)
where µ, and α are the dipole moment and polarizability of COads, respectively. CO is
only weakly adsorbed on Cu and therefore is expected to exhibit little change in its dipole
moment and polarizability with respect to the values of CO in the gas phase. With the gas-
phase values of 0.0244 eÅ and 0.124 eÅ2 V−1 for the dipole moment and polarizability of
CO [61], respectively, and an applied potential of −1.3 V, eq. 3.4 predicts a minute change
in the CO adsorption energy of< 5 meV, which is negligible with respect to the adsorption
energy of CO on Cu (≈ −0.6 eV [204, 205]).
The results suggest that the interfacial field at the Cu/electrolyte interface under the
experimental conditions employed in this work are too small to have a significant effect
on the CO adsorption energy. This conclusion is consistent with DFT calculations demon-
strating that an electric field of 0.1 V Å−1 has negligible effect on the adsorption energy
of CO on Cu [190].
The interfacial electric field will affect the rate of electron-transfer from the electrode
to surface intermediates [159, 197]. However, ethylene is also not observed in the presence
of butyl4N
+ when a potential of −1.39 V is applied (Addendum, Figure A3.10). This ob-
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ence of different electrolyte cations as indicated.
servation demonstrates that, in the present case, the cation-specific selectivity for ethylene
is likely unrelated to the strength of the interfacial electric field.
Dependence of the COads−H2O Interaction on Cation Identity. Interfacial water
is the source of hydrogen in the electroreduction of COads and provides the solvation
environment for the reactants. Therefore, the structure and dynamics of interfacial water is
expected to affect this process. To determine if the cations alter the structure of water near
the electrode surface, we analyzed the dependence of the O−D stretch band of interfacial
water at the CO-covered Cu electrode on the presence of the different cations (Figure 3.6).
In the presence of methyl4N
+ and ethyl4N
+, a sharp and prominent band is observed at
≈ 2710 cm−1 on top of the broad O−D stretch band. The band is very weak in the
presence of propyl4N
+ and it is entirely absent in butyl4N
+-containing electrolyte. To
confirm that these trends are also observable under electrolyte conditions identical to those
employed in the DEMS study, we collected spectra in H2O solutions of methyl4N
+ and
butyl4N
+ borates. As shown in Figure A3.11 of the Addendum, the spectrum collected in
the presence of methyl4N
+ borate exhibits a sharp band at 3675 cm−1. The position of the
band is in good agreement with the isotopic shift that is expected on the basis of a simple
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harmonic oscillator model of the O−D/H stretch mode. By contrast, the band is absent
in solutions of butyl4N
+ borate (Addendum, Figure A3.11). These observations establish
that the trends are also observable under the electrolyte conditions employed in the DEMS
study.
Prior reports established that this band arises from interfacial waters that directly in-
teract with COads [75, 76, 171, 206–209]. These waters, which are not directly adsorbed
on the electrode surface, have their O−D bonds pointed towards the terminal oxygen of
COads [75, 171]. The integrated area of this band tracks the CO surface coverage (Ad-
dendum, Figure A3.15). Further, the band is absent in Ar-purged methyl4N
+-containing
electrolyte (Addendum, Figure A3.14). These findings confirm that the band originates
from interfacial waters that interact with COads.
The center frequency of this band is slightly red-shifted by a few tens of wavenumbers
with respect to the frequency of the O−D stretch of an isolated water molecule [207, 208].
On the basis of this observation, the interaction of water with COads is often considered
to be weak [75, 171] compared to the hydrogen bonding in bulk water. However, it was
shown that this interaction affects the electronic structure of the metal−CO bond [208],
and it was suggested that the COads−H2O interaction may be stronger than previously
assumed [209]. Irrespective of this debate, our observations suggest that the two larger
cations disrupt the COads−H2O interaction. Due to their larger size and more hydrophobic
nature compared to methyl4N
+ and ethyl4N
+, they are expected to be more effective in
displacing water molecules from the interface [170, 171].
Our findings suggest that ethylene evolution is shut down in the presence of propyl4N
+
and butyl4N
+ due to the disruption of the COads−H2O interaction by these two cations. At
moderate overpotentials and basic pH, computational models [177–180, 210] and experi-
mental evidence [144, 211] have suggested a surface-adsorbed CO dimer as an important
intermediate in this reaction. Recent computational work predicts that hydrogen-bonding
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Figure 3.6: Normalized O−D stretch spectra recorded at a potential of −1.02 V in the
presence of different cations as indicated. The unnormalized spectra are provided in the
Addendum (Figure A3.14).
of interfacial waters to the oxygens of the CO dimer is required for its formation to be
energetically favorable [180]. On the basis of these findings, we propose CO dimerization
is impeded in the presence of propyl4N
+ and butyl4N
+ because these cations displace the
water layer on top of COads. Due to this displacement, these waters are not available to
stabilize the CO dimer by hydrogen bonding to its terminal oxygens (Figure 3.7). This pic-
ture is also consistent with the cation-dependent structure of the double layer (Table 3.1).
Our study provides the first experimental indication that this hydrogen bonding interaction
is indeed critical for CO dimerization on Cu electrodes.
3.3 Conclusions
We investigated the effects of alkyl4N
+ on the electroreduction of CO to ethylene on the
polycrystalline Cu electrode in aqueous electrolytes. Using DEMS, we showed that ethy-
lene is produced in the presence of methyl4N
+ and ethyl4N
+, but this product is not ob-
served in propyl4N
+- and butyl4N
+-containing electrolytes. Using SEIRAS, we compre-
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hensively characterized the properties of the electrocatalytic interface in the presence of
the four alkyl4N
+ cations. Our spectroscopic results suggest that the change in ethylene se-
lectivity does not arise from blocking of CO adsorption sites or cation-dependent changes
in the interfacial electric field strength. Analysis of the O−D stretch band of interfacial
heavy water (D2O) at the CO-covered electrode revealed a sharp band at ≈ 2710 cm
−1 in
methyl4N
+- and ethyl4N
+-containing electrolytes. This band, which is due to water with
its O−D bond directed towards the terminal oxygen of COads, is weak in the presence
of propyl4N
+ and entirely absent in butyl4N
+-containing electrolyte. This observation
demonstrates that these two cations displace the layer of waters on top of COads. The
waters identified by their characteristic O−D stretch frequency at ≈ 2710 cm−1 are pre-
disposed to hydrogen bond to the terminal oxygens of the CO dimer, a key intermediate
in the formation of ethylene [144, 177–180, 210, 211]. In line with recent theoretical pre-
dictions [180], our experimental results suggest that hydrogen bonding of water to the CO
dimer is critical for its formation.
3.4 Experimental Procedures
Materials. For Cu thin film deposition on Si, NH4F (40 wt.% in H2O) and HF (48 wt.%)
were purchased from Fisher Scientific (Waltham, MA). CuSO4 · 5H2O (99.999%; trace
metal basis), EDTA-Na2 (99.0 - 101.0%; ACS Reagent), 2,2-bipyridine (≥99%; Reagent-
Plus), HCHO (35 wt.%; 10% methanol as stabilizer), and NaOH (99.99%; trace metals
basis) were acquired from Sigma Aldrich (St. Louis, MO). Polycrystalline diamond pastes
were procured from Ted Pella (Redding, CA) or Electron Microscopy Sciences (Hartfield,
PA).
For electrolyte preparation, tetramethylammonium chloride (≥98%; Acros Organics),
tetraethylammonium chloride (98%; Alfa Aesar), tetramethylammonium hydroxide pen-
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+ (or ethyl4N
+), interfacial waters are avail-
able to stabilize the CO dimer by hydrogen bonding. (B) In the presence of butyl4N
+ (or
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tahydrate (98%; Acros Organics), tetraethylammonium hydroxide (35 w/w% aq soln; Alfa
Aesar), tetrapropylammonium hydroxide (25% in water; Acros Organics), tetrabutylam-
monium hydroxide (40 wt.%; Acros Organics), boric acid (Puratronic 99.9995%; Alfa Ae-
sar), and deuterium oxide (99.8 atom% D; Acros Organics) were purchased from Fisher
Scientific. Tetrapropylammonium chloride (98%), tetrabutylammonium chloride (≥97%)
were obtained from Sigma Aldrich. Deuterated tetramethylammonium chloride (D12,
≥98%) was obtained from Cambridge Isotope Laboratories (Tewksbury, MA).
Ar (ultra high purity), N2 (ultra high purity), and CO (99.999%) were obtained from
Air Gas (Radnor, PA).
DEMS System. The DEMS setup (Addendum, Figure A3.1) was designed on the basis
of prior reports [212–214]. The reaction products that evolved from the electrode/electrolyte
interface were collected by a sampling tip positioned ≈ 0.5 mm above the electrode sur-
face. The sampling tip consisted of a PEEK tube plugged by a porous PTFE cylinder with
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a pore size of ≈ 10 µm, a diameter of ≈ 3 mm, and a height of ≈ 2 mm (Genuine Porex;
Fairburn, GA). To provide a water-tight seal, the cylinder was epoxied into the PEEK tube.
A PTFE membrane of 20 nm pore size (PF-002HS; Cobetter Lab; Hangzhou, China) was
wrapped around the PEEK tube/PTFE cylinder assembly and was fixated with epoxy and
shrink tubing.
The tip was connected through PEEK tubing to a detection chamber that contained a
residual gas analyzer (Microvision 2; MKS Instruments; Andover, MA) The chamber was
pumped by a turbomolecular pump with a pumping speed of 67 L s−1 (HiCube 80 Eco;
Pfeiffer Vacuum; Germany). A needle valve formed an adjustable orifice that separated the
tip assembly from the vacuum chamber. The pressure before the needle valve (≈ 0.1 torr)
was controlled by a dry scroll pump (Edwards nXDS 6i; Edwards Vacuum; Sanborn, NY).
During the measurement, the pressure inside the detection chamber was ≈ 10−5 torr.
Cu Foil Preparation. Before each DEMS measurement, the copper foil (Puratronic
99.999%, 1.0 mm; Alfa Aesar) was first polished with a 1500-grit sand paper to remove
surface oxides. The surface was then hand-polished with 1.0 and 0.3 µm alumina slurries.
After each 10-min polishing step, the electrode was thoroughly rinsed with high purity
water. After 10 min of sonication in high purity water, the copper foil was electropolished
in a H3PO4, H2O, and H2SO4 bath with volume ratio 10:5:2. The copper foil was subjected
to a potential of 2.3 V vs. Cu for two sequential periods of 2 s, separated by an interval of
30 s at open circuit potential [215]. Finally, the copper foil was rinsed thoroughly with high
purity water and blow-dried with N2. Before each DEMS experiment, the copper foil was
subjected to cleaning voltammetric cycles. A surface roughness factor of ≈ 3 compared
to a smooth Cu surface[216] was determined on the basis of electrochemical capacitance
measurements. The electrochemical protocols are detailed in our prior report [190].
Electrochemical Methods for DEMS.
Aqueous electrolytes containing 0.1 M alkyl4N
+ hydroxide and 20 µM EDTA-Na2 were
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titrated with H3BO3 to a pH of 9.5. The pH after the experiments was 9.5 ± 0.1. Mea-
surements were performed in a single-compartment electrochemical cell with an elec-
trolyte volume of 3 mL (Addendum, Figure A3.1). A VersaStat3 potentiostat (AMETEK;
Berwyn, PA) controlled the potential. A Pt foil (Premion 99.99%, 0.025 mm; Alfa Ae-
sar) and a leak-free Ag/AgCl electrode (ET072, 3.4 M KCl; eDAQ; Colorado Springs,
CO) were employed as the counter and reference electrodes, respectively. Before each
experiment, the Pt foil was soaked in an aqueous acid solution (30 wt.% H2SO4, 30 wt.%
HNO3) for one hour, and was then rinsed with high purity water. The Ag/AgCl reference
electrode was regularly calibrated with respect to a saturated calomel electrode (CHI 150;
CH Instruments Inc.; Austin, TX). The measured potential was converted to the SHE scale
according to VSHE = VAg/AgCl+0.209 V. 76% of the solution resistance was compensated
in situ with the VersaStat3 potentiostat. The geometric surface area of the electrode was
≈ 1.9 cm2.
The sequence of potential steps during DEMS measurements is described in the main
text. Prior to the potential jump (t = 0 s in Figure 3.1), the electrolyte was purged with
Ar at a rate of 5 sccm for 10 min. A voltammetric cycle from −0.39 to −0.99 V with
10 mV s−1 was carried out, then the potential was held at −0.39 V for 20 min under CO
purging at a rate of 5 sccm. Mass spectra were recorded with a time resolution of ≈ 3 s.
For each partial pressure trace, the value that was recorded about 30 s before time zero
(the time of the first potential step, Figure 3.1) was subtracted from the trace to zero out
the baseline. Each trace in Figure 3.1 was smoothed by a binomial algorithm and is the
average of two independent measurements. The background-subtracted, unsmoothed raw
data are shown in the Addendum (Figures A3.16-A3.19).
Cu Thin Film Preparation for SEIRAS.
Thin polycrystalline Cu films were deposited on a reflecting facet of a 60◦ Si prism (Pike
Technologies; Madison WI) by an electroless deposition procedure and characterized as
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described in our previous report [190]. The film roughness factor was ≈ 13. The roughness
of the films was maintained between ±20% of the original value after the spectroelectro-
chemical measurements. The typical surface morphology of the films was characterized
by atomic force microscopy (Addendum, Figure A3.9). Characterization by X-ray photo-
electron spectroscopy was reported in our prior study [190].
Electrochemical Methods for SEIRAS.
For the spectroelectrochemical measurements shown in the main text, the electrolyte was
prepared with D2O. The initial pH of the electrolyte was 9.7 ± 0.5. After the experi-
ments, the pH typically decreased by ≈ 10%. Measurements were performed in a single-
compartment electrochemical cell (Addendum, Figure A3.7) with 4 mL electrolyte. The
electrical connection from the film to the potentiostat was made by sandwiching a ring of
Cu foil (Puratronic 99.999%, 0.025 mm; Alfa Aesar) between the circular edge of the film
and a Viton O-ring from the PEEK electrochemical cell. A Au wire (99.999%, 0.5 mm;
Alfa Aesar) and a Ag/AgCl electrode (RE-5B, 3 M NaCl; BASi Inc; West Lafayette, IN)
were employed as the counter and reference electrodes, respectively. The Cu ring and Au
wire were polished with 0.3 µm alumina slurry for 5 min and were then rinsed with high
purity water. The Ag/AgCl reference electrode was calibrated as described above. The
geometric surface area of the Cu thin film was ≈ 1.9 cm2. The Cu thin film was first
held at −0.39 V for 20 min for CO saturation, and the potential was then linearly swept to
−1.49 V at a rate of 2 mV s−1. The cell resistance was not compensated.
SEIRAS Measurements.
The Si crystal coated with the Cu thin film was assembled into a PEEK electrochemical
cell, which was placed on an ATR accessory (VeeMax III; Pike Technologies; Madison,
WI). Spectra were recorded with a nitrogen-purged Bruker Vertex 70 FTIR spectrometer
(Billerica, MA) equipped with a liquid nitrogen-cooled photoconductive MCT detector
(FTIR-16; Infrared Associates; Stuart, FL). Spectra were collected every 4.61 s with a
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spectral resolution of 4 cm−1 and a scanner velocity of 40 kHz. The change in optical den-
sity was calculated according to mOD = −103 · log(S/R), with S and R referring to the
single beam sample spectrum and single beam reference spectrum, respectively. The ref-
erence potential was −0.39 V. To determine accurately the peak frequency, a cubic spline
was employed to interpolate between recorded data points (SI Addendum, Figure A3.20).
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3.5 Addendum
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Figure A 3.1: DEMS setup. A description of the setup is given in the Materials and
Methods section of the main text.
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Figure A 3.2: The m/z = 26 signal is absent in Ar-purged electrolyte. (A) Electrochemi-
cal current density during the DEMS measurements. (B) H2 partial pressure, and (C) C2H4
partial pressure in the presence of aqueous solutions of 0.1 M methyl4N
+ borate under
1 atm of CO (solid line) or Ar (dashed line). At high current densities (≈ 10 mA cm−2),
hydrogen bubbles cover the electrode within a few seconds. Stochastic desorption of the
bubbles causes the observed current density fluctuations. A significant fraction of the bub-
bles does not interact with the sampling tip. Therefore, a fraction of the hydrogen escapes
mass spectrometric detection, giving rise to discrepancies between current density and
detected hydrogen partial pressure.
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Figure A 3.3: The m/z = 26 signal is absent when a Pt electrode is used. (A) Electro-
chemical current density during the DEMS measurements. (B) H2 partial pressure, and
(C) C2H4 partial pressure in the presence of aqueous solutions of 0.1 M methyl4N
+ borate
under 1 atm of CO on Cu (solid line) or Pt (dashed line). Reaction potentials that gave
the same amount of detected H2 were chosen. The lower H2 detection efficiency in the
case of Pt compared to the experiments with Cu is attributed to differences in H2 bub-
ble nucleation, potentially due to differences in surface morphology. Further, the thin Pt
foil has a higher propensity to warp (compared to the thick Cu sheet electrodes). There-
fore, the electrode-sampling tip distance for the experiments with Pt could not be precisely
controlled. This distance impacts the collection efficiency.
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Electrochemical current density during the DEMS measurements. (B) H2 partial pressure,
and (C) C2H4 partial pressure detected in the presence of aqueous solutions of 0.1 M
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Figure A 3.6: GC-MS confirms of the formation of ethylene by CO reduction. (A) GC-
MS total ion chromatograms (TIC) of a C2H4 standard sample and gaseous products of
electrolysis in CO-saturated aqueous solutions of 0.1 M methyl4N
+ borate as indicated.
(B) Mass spectra of the chromatogram peaks at 17.35 min obtained from the gaseous prod-
ucts collected during electrolysis at −1.49 V vs. SHE. GC-MS experiments were carried
out in an H-cell. The cathode and anode compartments were separated by a Selemion
AMV anion-exchange membrane (AGC Engineering Co.; Chiba, Japan). Each compart-
ment contained 10 mL of electrolyte. Prior to the start of electrolysis, the electrolyte was
saturated with CO and the cell was sealed. 100 µL of gaseous sample from the headspace
of the cell was injected into GC-MS after 40 min of electrolysis.
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Figure A 3.8: (A) Representative cyclic voltammogram obtained following five Cu film
cleaning cycles from 0.08 to −0.49 V at a scan rate of 50 mV s−1. (B) Representative CVs
taken at scan rates of 20 (red), 40 (blue), 60 (green), 80 (yellow), and 100 mV s−1 (purple)
to measure the double layer capacitance. (C) The double layer charging current vs. scan
rate for the data shown in graph (B) (red squares) and the linear fit (black dotted line) to
the data. The roughness of the film was calculated by dividing the slope of the fitted line
in graph (C) by a factor of two and a reference double layer capacitance value of 28 µF
cm−2 for a smooth Cu surface.[216]
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Figure A 3.9: AFM image of an as-synthesized Cu film on a Si ATR crystal.
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Figure A 3.12: Representative CO stretch spectra in solutions of 0.1 M methyl4N
+,
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Figure A 3.13: Linear sweep voltammetry current-voltage curves for the spectroscopic
data presented in the main text (Figure 3.2) and Figure A3.12. Arrows indicate the sweep
direction.
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Figure A 3.14: Unnormalized O−D stretch spectra recorded at a potential of −1.02 V in
the presence of the different cations as indicated.
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Figure A 3.16: Raw DEMS data for methyl4N
+. (A) Electrochemical current density,
(B) H2 partial pressure, and (C) C2H4 partial pressure recorded during two independent
experiments (thin red and blue traces) of CO electroreduction on Cu. The thick black trace
represents the smoothed average of the two experiments.
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Figure A 3.17: Raw DEMS data for ethyl4N
+. (A) Electrochemical current density,
(B) H2 partial pressure, and (C) C2H4 partial pressure recorded during two independent
experiments (thin red and blue traces) of CO electroreduction on Cu. The thick black trace
represents the smoothed average of the two experiments.
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Figure A 3.18: Raw DEMS data for propyl4N
+. (A) Electrochemical current density,
(B) H2 partial pressure, and (C) C2H4 partial pressure recorded during two independent
experiments (thin red and blue traces) of CO electroreduction on Cu. The thick black trace
represents the smoothed average of the two experiments.
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Figure A 3.19: Raw DEMS data for butyl4N
+. (A) Electrochemical current density,
(B) H2 partial pressure, and (C) C2H4 partial pressure recorded during two independent
experiments (thin red and blue traces) of CO electroreduction on Cu. The thick black trace
represents the smoothed average of the two experiments.
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Chapter 4
Revealing the Predominant Surface
Facets of Rough Cu Electrodes Under
Electrochemical Conditions
4.1 Introduction
Metal electrodes of high surface roughness often display high conversion rates for CO
and CO2 to desirable reduction products with good reaction selectivity. The strategies
that have been employed for the preparation of high-surface area electrodes include the
deposition of nanoparticles [124, 127, 218–220], reduction of variously prepared metal
oxide phases [10, 120, 221–225], halide-induced surface reconstruction [182, 226–230],
electrodeposition [161, 231–233], and the use of porous supports [234, 235].
The resulting electrodes are among the most selective and efficient catalysts for the
reduction of CO and CO2. For example, the electrodeposition of copper and copper al-
loy films in the presence of the nucleation inhibitor 3,5-diamino-1,2,4-triazole results in
electrocatalysts with high surface area and tunable surface morphology [231, 232]. Cop-
per nanowire electrodes produced by this method reduce CO2 to ethylene with a Faradaic
efficiency (F.E.) of ≈ 40% at a potential of −0.5 V versus the reversible hydrogen elec-
trode (RHE). By comparison, ≈ 1% F.E. for ethylene was observed on a polycrystalline
Cu foil at the same potential [231]. Similarly, oxide-derived copper electrodes convert
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CO to C2+-oxygenates with a F.E. of close to ≈ 60% at moderate overpotentials (−0.25
to −0.5 V versus RHE), whereas only ≈ 10% F.E. for these products was reported on a
polycrystalline Cu foil in the same potential range [10].
The favorable catalytic properties of these electrodes are thought to arise from a com-
bination of factors that include the predominance of certain surface facets [127, 182, 236],
a suitable surface-density of edge and kink sites [124, 125, 127, 182, 237], the presence
of subsurface oxygen or partially oxidized copper species [230, 233, 238], and a syner-
gistic interplay between electrode morphology and electrolyte that brings about interfacial
conditions favorable for the reduction of CO and CO2 [161, 234, 239].
The attribution of the observed catalytic activity for CO and CO2 reduction to spe-
cific atomic-level characteristics of high-surface area electrodes has proven challenging,
though. For example, the high selectivity for C2+ hydrocarbons and oxygenates of oxide-
derived copper electrodes have been variably attributed to the presence of metastable cop-
per sites in the vicinity of grain boundaries [205], the preferential occurrence of (100)
surface facets [236], or the presence of residual oxygen at or below the surface [238, 240].
Other studies suggested the absence of such oxygen species [241–243]. Further, a recent
report indicated that high-surface area electrodes primarily bring about a favorable prod-
uct spectrum through the suppression of the hydrogen evolution reaction rather than the
promotion of the reduction of CO [225].
These diverging views highlight the great challenge that lies in identifying the key
characteristics of rough electrodes that engender their high catalytic activity and selec-
tivity. One of the key obstacles is the relative scarcity of methods that are suitable for
the characterization of these complex materials under electrocatalytic conditions. While
ex situ characterization techniques such as transmission electron microscopy (TEM), scan-
ning electron microscopy (SEM), x-ray diffraction (XRD), or temperature programmed
desorption (TPD) provide insightful structural information, they are mute on the structure
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of the surface in the electrochemical environment. Electrochemical scanning tunneling mi-
croscopy (ESTM) is a powerful technique for probing flat electrode surfaces in situ [244,
245]. However, the method is of limited use for the characterization of rough electrodes.
Though various x-ray techniques can probe electrode surfaces in situ [233, 235, 238, 246],
these methods require synchrotron radiation and can therefore not be employed for routine
measurements.
Infrared (IR) spectroscopy has been established as a useful complementary technique
for probing the surface structure of heterogeneous catalysts. Specifically, the frequency
of the C≡O stretch mode of atop-bound CO (COatop) is sensitive to the coordination and
nature of the metal atom to which COatop is bound [247]. Therefore, by monitoring the
peak frequency of the C≡O stretch band of COatop, atomic-level structural characteristics
of the catalytic surface can be probed [185, 236, 248–252]. Because COatop is an on-
pathway intermediate in the electroreduction of CO and CO2 to hydrocarbons [140, 150,
190], the C≡O stretch frequency could provide atomic-level morphological information
on rough metal electrodes under electrocatalytic conditions.
Correlating the C≡O stretch frequency with the structural properties of the electrode
during electrolysis is complicated by three factors:
• First, due to experimental constraints, IR and Raman spectroscopies are often carried
out under conditions disparate from those employed during electrolysis experiments
for the detection of products. For example, in surface-enhanced infrared absorp-
tion spectroscopy (SEIRAS), spectra are often taken during a potential sweep on a
timescale of a few minutes. By contrast, electrolysis is typically carried out on a
timescale of tens of minutes. Electrocatalysts are well-known to undergo surface
reconstructions under electrocatalytic conditions [185, 245, 253–255]. For this rea-
son, spectroscopy often reports on the transient surface characteristics, whereas the
measured product distributions are averaged over different states of the electrode
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surface.
• Second, besides the coordination of the underlying metal atom, the C≡O stretch
frequency of COatop is profoundly affected by the absolute CO coverage on the sur-
face. The coverage affects the frequency in two distinct ways [247, 256]: (a) As the
coverage changes, the bond energy between COatop and the surface is altered [257],
thereby modifying the frequency. These effects are termed “chemical effects”. (b)
The coupling between the dynamical dipoles of COatop gives rise to new vibrational
modes of the coupled system that can greatly affect the observed frequencies and
band intensities. These coupling effects increase with increasing coverage. Al-
though information on the surface structure from the C≡O stretch spectra can be
obtained despite these coupling effects in certain cases, the extraction of this infor-
mation can be very challenging and requires elaborate investigations with isotopic
mixtures [258]. Therefore, the character of the adsorption site is most straightfor-
wardly revealed by the C≡O stretch frequency of COatop in the limit of low cover-
age [259].
• Third, in the limit of low coverage, where coupling effects are expected to be small,
the C≡O stretch frequency of COatop is generally determined by the character of
the adsorption site. For example, in the limit of low coverage of COatop on cop-
per, the C≡O stretch frequency typically increases with increasing COatop binding
strength to the surface site (Figure A4.1, Addendum). However, COatop on copper
(111) and (100) surface facets has virtually the same C≡O stretch frequency [247],
even though the binding strength of COatop is about 40-100 meV larger on the (100)
facet [204, 260]. Whereas the (111) facet is a poor catalyst for CO and CO2 reduc-
tion, the (100) facet is one of the most active [126, 129, 261]. Therefore, it is not
straightforward to distinguish between these two surface facets on polycrystalline
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Cu catalysts on the basis of the C≡O stretch frequency [204].
Herein, we describe a strategy that overcomes these three challenges. We carried out
time-resolved differential electrochemical mass spectrometry (DEMS) and SEIRAS on
two types of rough copper electrodes during the reduction of CO. By simultaneously car-
rying out the two measurements on the same electrode, we were able to connect rigorously
the structural information contained in the C≡O stretch spectra with the onset potentials
for ethylene formation. Our key findings are as follows:
First, we examined two types of rough, SEIRAS-active electrodes: Electrochemically
deposited copper films on Si-supported Au (CuAu-Si) and electrolessly deposited copper
on Si (Cu-Si). The CuAu-Si film displays a ≈ 200± 65 mV more cathodic onset potential
for the formation of ethylene in comparison to the Cu-Si film, which suggests that the
surface morphologies of the films are distinct. It is often implicitly assumed that SEIRAS-
active Cu thin films posses catalytic properties similar to those of polycrystalline Cu foils,
which are routinely employed in electrolysis studies. Our finding shows that care has to
be taken when comparing results from these Cu thin films with those from Cu foils.
Second, with isotope dilution experiments, we show that the lineshape of the C≡O
stretch band at potentials more negative than ≈ −1.0 V versus the Ag/AgCl reference elec-
trode is strongly dominated by the effects of dynamical dipole coupling on both types of
SEIRAS-active films. Our finding demonstrates that the saturation coverage of COatop on
the SEIRAS-active electrodes is sufficiently large to give rise to strong dynamical dipole
coupling effects. Such effects should be thoroughly considered in the interpretation of
future SEIRAS studies, because dynamical dipole coupling obscures surface-structural in-
formation contained in the C≡O stretch band.
Third, in contrast to the C≡O stretch band at potentials more negative than ≈ −1.0 V,
the evolution of the lineshapes on the two types of films with increasing cathodic potential
in the range of −0.6 to ≈ −1.0 V exhibits stark differences. We show that the disparate
71
potential-dependencies of the lineshapes can be explained with a simple Boltzmann model
that considers the different binding energies of COatop on terrace and defect sites. On the
basis of this model, we suggest that the different onset potentials for ethylene arise from
distinct predominant surface facets on the two films. Specifically, our results indicate that
(111) facets predominate on CuAu-Si films, whereas (100) facets are more ubiquitous on
Cu-Si films.
Our analysis shows that the observation of the lineshape of the C≡O stretch as a func-
tion of applied potential can be utilized to gain insights into the atomic-level structure of
rough metal electrodes under electrocatalytic conditions. While we applied this method to
two types of SEIRAS-active copper films, it can be broadly applied to other rough metal
electrodes. Therefore, the strategy established in this work could be employed to guide the
development of preparation methods that yield rough metal electrodes with certain desired
preferential surface facets.
4.2 Results
Choice and Characteristics of Thin Film Electrodes. Herein, we compare two distinct
types of rough and SEIRAS-active thin film electrodes. The first type of copper film
was electrolessly deposited on a Si attenuated total internal reflection (ATR) crystal (Cu-
Si) [150, 185, 262]. The second type of copper film (≈ 8 nm thick) was electrodeposited
onto a gold layer on a Si ATR crystal (CuAu-Si) [74, 263]. The detailed film preparation
protocols are described in the Experimental Procedures section.
We chose to study these films because they represent the most commonly used copper
thin films in SEIRAS studies. SEIRAS in an ATR configuration has become an indispens-
able technique for probing the electrode/electrolyte interface during CO and CO2 reduc-
tion [81, 264]. The physical characteristics of the films enable the facile spectroscopic
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interrogation of the electrode/electrolyte interface under a wide range of electrochemical
conditions. However, because the films tend to peel off from the Si support and undergo
surface reconstructions under extended periods of polarization, there is limited informa-
tion on their catalytic properties [150, 190]. For this reason, it is often tacitly assumed that
these thin polycrystalline copper films possess catalytic properties similar to those of the
polycrystalline copper foils that are routinely employed in electrolysis studies. However,
there is no rigorous scientific basis for this assumption. In this work, we characterize the
CO reduction activity of these SEIRAS-active copper films.
The nanoscopic surface structures of the two types of films were characterized with
atomic force microscopy (AFM) (Figure A4.2, Addendum). The AFM images show that
Cu-Si films are composed of interconnected particles with an approximate average di-
ameter of 80 nm. The CuAu-Si films show a similar nanoscopic structure, albeit with a
smaller average particle size of about 40 nm. The roughness factor (RF) of each film under
electrochemical conditions was determined by measuring the capacitance of the electric
double layer (Figure A4.3, Addendum). The RF is the measured double layer capacitance
of the electrode/electrolyte interface compared to that of the interface involving a smooth
polycrystalline copper electrode (28 µF cm−2) [216]. For Cu-Si and CuAu-Si, typical RFs
are ≈ 10 and ≈ 5, respectively. The X-ray diffraction (XRD) spectra of the films show the
characteristic peaks of Au, Cu, and Cu2O (Figure A4.4, Addendum).
Onset Potentials for CO Reduction Products for Cu-Si and CuAu-Si. To connect
rigorously the electrocatalytic and IR spectroscopic observations for each thin film, we
simultaneously conducted DEMS and SEIRAS on the same electrode. The combined
DEMS/SEIRAS setup is shown in Figure 4.1. Experiments were conducted in aqueous so-
lutions of 0.1 M potassium phosphate at a pH of 7. Before the collection of DEMS/SEIRAS
data, the Cu thin films were subjected to three potential cycles between −0.6 and −1.2 V
at a scan rate of 0.01 V s−1. This treatment was carried out to remove surface oxides and
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Figure 4.1: DEMS/SEIRAS setup. RGA, CE, and RE denote residual gas analyzer,
counter electrode, and reference electrode, respectively. The sampling tip was inserted
through a polytetrafluoroethylene (PTFE) bellows and connected to a micrometer, en-
abling the fine adjustment of the tip-electrode distance.
hydroxides [190, 265]. During an experiment, the electrolyte was purged with CO gas at
a flow rate of 5 standard cubic centimeter per minute (sccm) and the electrode potential
was scanned from −0.6 to −1.8 V at a rate of 0.001 V s−1. Unless otherwise noted, all
potentials herein are referenced against the Ag/AgCl electrode. During the scan, IR spec-
tra of the interface and the mass spectra of volatile reduction products evolving from it
were concurrently collected with a time resolution of a few seconds. Further experimental
details are provided in the Experimental Procedures section.
Figure 4.2 shows the electrochemical current densities and partial pressures of the ions
of hydrogen (m/z = 2), methane (m/z = 15), and ethylene (m/z = 26) for the two types
of electrodes. m/z denotes the mass-to-charge ratio of the fragments detected by the mass
spectrometer. To account for the differences in the electrochemically active surface areas
of the two thin films, all signals in Figure 4.2 were divided by the RF of the respective
electrode.
As shown in Figure 4.2B, the onset potential for H2 evolution is ≈ −1.2 V for both
types of thin films, indicating that they exhibit comparable water/proton reduction activity.
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Similarly, the two films have comparable onset potentials for CH4 evolution (≈ −1.7 V).
By contrast, the onset potential for C2H4 is ≈ 200 ± 65 mV more cathodic for CuAu-
Si compared to that for Cu-Si: On Cu-Si and CuAu-Si the onset potentials for C2H4 are
≈ −1.4 and ≈ −1.6 V, respectively. Herein, we defined the onset potential of each product
as the potential at which the partial pressure of the product is 10% of that at −1.8 V.
Choosing a different definition slightly affects the absolute values of the onset potentials,
but has no impact on the general tends reported herein. The quoted values are based on
four independent experiments for each film. The entire set of experiments is shown in
Figure A4.5 of the Addendum.
We note that the absolute rates of product formation cannot be accurately determined
with this DEMS setup: The partial pressures depend on the tip-electrode distance, which
is difficult to precisely reproduce among independent experiments. Like in prior studies
where similar setups were employed [144, 182], we therefore restrict the discussion to
the onset potentials for the products. Further, our measured onset potentials are somewhat
more cathodic than those reported for polycrystalline copper electrodes [215]. While these
differences may arise from distinct surface morphologies, the absolute values of the deter-
mined onset potentials also depend on the time-resolution of the DEMS setup, which is a
complex function of the mass transport of reduction products from the electrode surface to
the detector [213]. The exact absolute value of the onset potential is not essential for the
following discussion. The key observation herein is that there is a pronounced difference
in the onset potentials for ethylene for Cu-Si and CuAu-Si thin film electrodes.
To ensure that the different onset potentials for ethylene are truly due to disparate prop-
erties that are intrinsic to the two thin film electrodes, we conducted the following control
experiments: (1) The product selectivity for CO reduction is sensitive to the pH of the
electrolyte in the vicinity of the electrode [266–268]. Because each electron transfer gives
rise to the formation of a hydroxide anion, the interfacial pH may increase during electro-
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catalysis [28, 148, 153, 239, 269, 270]. To test if the different onset potentials for ethylene
arise from different interfacial pH conditions, we conducted DEMS experiments in aque-
ous solutions of potassium hydroxide at a pH of 12.85. In this electrolyte, no significant
change in the interfacial pH is expected to occur during electrocatalysis. As shown in
Figure A4.6 of the Addendum, the same trend in ethylene formation is observed. These
results suggest that the disparate onset potentials for ethylene for the two types of films do
not arise from local pH effects. (2) Exposed gold and/or the formation of a gold/copper
alloy may impact the selectivity of the CO reduction reaction [271, 272]. To test if the
underlying gold substrate is exposed in the CuAu-Si thin film under electrochemical con-
ditions, we employed the C≡O stretch band of COatop as a probe of the electrochemically
active surface. The center frequency of the C≡O stretch band sensitively depends on the
chemical identity of the metal substrate and is therefore a suitable probe of exposed gold
under electrochemical conditions [273, 274]. As shown in Figure A4.7 of the Addendum,
SEIRAS does not show any evidence for exposed gold. (3) The DEMS signals for ethy-
lene and methane are absent in Ar-purged electrolyte, demonstrating that the signals arise
from the reduction of CO (Figure A4.8).
Taken together, the control experiments suggest that the difference in the onset poten-
tials for ethylene formation on the two thin films arises from intrinsic differences in the
copper surfaces. The product selectivity of the reduction of CO to hydrocarbons is sensi-
tive to the surface structure of the electrode [126, 129, 261]. Therefore, the more cathodic
ethylene onset potential for CuAu-Si compared to that for Cu-Si suggests that the two
types of films possess different predominant surface facets.
Analysis of the C≡O Stretch Spectra of COatop on Cu-Si and CuAu-Si. To gain
insights into the surface morphology of the two types of copper thin films, we analyzed
the C≡O stretch band of COatop. The peak frequency of this band is sensitive to the
coordination number of the metal atom to which COatop is bound [185, 236, 248–250,
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252]. The adsorption of CO on late transition metals is partly controlled by the degree
of hybridization of the d-band of the metal with the π∗ orbital of CO [275–277]. The
d-band shifts to more positive energies with decreasing coordination of the metal sites,
resulting in a larger hybridization energy with the π∗ orbital. Though a higher degree of
hybridization weakens the intramolecular C≡O bond, it does not necessarily result in a
lower C≡O stretch frequency: The C≡O stretch frequency of COatop on Cu blue-shifts
with increasing strength of the surface bond (Figure A4.1, Addendum). Early theoretical
studies suggested that with stronger binding, the surface bond becomes shorter and the
carbon atom increasingly oscillates against the surface of the metal [278, 279]. This effect,
termed the “wall effect”, shifts the frequency to higher values. It has been proposed that
the relative magnitude of these two opposing effects determines the overall shift [278].
Apart from the coordination number of the underlying metal atom, the peak frequency
of the C≡O stretch band is also affected by “chemical effects” and dynamical dipole cou-
pling [247, 256]. As the coverage of CO is modified, the chemical interaction of COatop
with the surface changes. This change in the surface bond affects the frequency. On Cu,
this “chemical effect” leads to a decrease in the C≡O stretch frequency with increasing
coverage of COatop [256]. Additionally, the coupling of dynamical dipoles of COatop gives
rise to new normal modes whose band frequencies and intensities are different from those
of isolated COatop molecules in the absence of coupling [247]. “Chemical effects” and
dynamical dipole coupling are functions of the surface coverage. We therefore monitored
the lineshape as a function of cathodic potential, which changes the coverage of COatop on
the electrode. Further, we conducted experiments with isotopically diluted CO mixtures,
where dynamical dipole coupling is partly disrupted [247].
Figure 4.3 shows the potential-dependence of the C≡O stretch band of COatop from
−0.87 to −1.05 V. Within this potential range, the most significant changes in the lineshape
occur. At potentials close to the COatop saturation coverage (≈ −1.3 V), the changes in
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Figure 4.3: Potential-dependence of the C≡O stretch band of COatop on (A) Cu-Si and
(B) CuAu-Si. The labels in the panels denote the electrode potential in volts versus the
Ag/AgCl reference electrode. These spectra were concurrently collected with the DEMS
data shown in Figure 4.2.
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lineshape are comparatively small. The evolution of the spectra over the entire potential
range is shown in Figure A4.9 of the Addendum. The change of the C≡O stretch band
with potential is markedly specific to the type of the thin film: For Cu-Si, a prominent
band peaked at ≈ 2045 cm−1 first develops before a band at ≈ 2080 cm−1 steeply gains
amplitude with decreasing potential (Figure 4.3A). By contrast, for CuAu-Si, the band at
≈ 2080 cm−1 dominates at all potentials, whereas no distinct band appears at ≈ 2045
cm−1 at any potential (Figure 4.3B). We note that the exact peak positions of the bands
depend on the applied potential. In the following, we refer to the band at ≈ 2045 cm−1 as
the low frequency band (LFB) and the band at ≈ 2080 cm−1 as the high frequency band
(HFB). Duplicate experiments confirm the reproducibility of the results (Figure A4.10,
Addendum).
The LFB is attributable to COatop on terrace sites, whereas the HFB arises from COatop
on defect sites. The peak assignments are well supported by spectroscopic studies on sin-
gle crystalline copper electrodes: On the Cu(100) electrode in contact with phosphate
buffer at neutral pH, the C≡O stretch band of COatop appears in the range 2040 to 2056
cm−1, depending on the applied potential [280]. For example, the band is centered at a
frequency of ≈ 2050 cm−1 at a potential of ≈ −1.0 V versus the Ag/AgCl reference elec-
trode. This peak position is in good agreement with the LFB in our spectra (Figure 4.3A).
On polycrystalline Cu, it has been suggested that Cu(100) is the predominant facet under
electrochemical conditions [129, 245]. It is therefore reasonable to attribute the LFB to
COatop on terrace sites. However, as discussed above, we emphasize that on the basis
of the C≡O stretch frequency, it is difficult to distinguish between Cu(100) and Cu(111)
terraces. We address the question of the prevalent surface facet further below and in the
Discussion section.
On stepped single crystal Cu electrodes in phosphate buffer at neutral pH, the C≡O
stretch band of COatop appears at ≈ 2080 ± 7 cm
−1, depending on the stepped crystal
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facet and the applied potential [188]. This band was assigned to COatop on step sites on
the basis of two observations [188]: (a) On Cu(111) single crystal electrodes, the C≡O
stretch band of COatop was not observable. Therefore, for the n(111)-(100) single crystal
electrodes, the C≡O stretch band could only originate from step sites. (b) The integrated
C≡O stretch band area scaled linearly with the step-site density.
Taken together, on the basis of these prior studies of Cu single crystal electrodes under
electrolyte and potential conditions similar to those employed in this study, we can confi-
dently assign the LFB and HFB to COatop on terrace and step (defect) sites, respectively.
The coverage of CO on the electrode is dependent on the mass transport conditions at
the electrocatalytic interface. The spectra in Figures 4.3 were collected in a static elec-
trolyte to enable simultaneous product detection with DEMS (Figure 4.2). To test if the
distinct potential-dependencies of the lineshapes are also observed under different mass
transport conditions, we conducted additional experiments in a spectro-electrochemical
cell in which the electrolyte was stirred (Figure A4.11, Addendum). During these experi-
ments, the potential was scanned from −0.6 to −1.4 V at a rate of 0.002 V s−1. As shown
in Figures A4.12 and A4.13 of the Addendum, the same trends were observed. Further,
for these experiments, we recorded the spectra for two consecutive cyclic voltammorgams
(CV) for each film. No major differences in the lineshapes are noticeable between con-
secutive cycles. These results demonstrate that the distinct potential-dependencies shown
in Figure 4.3 are observable over a wide range of mass transport conditions and are not
due to irreversible processes at the interface (such as irreversible surface reconstructions).
These control experiments suggest that at the onset potential for ethylene formation on
Cu-Si (≈ −1.4 V), no irreversible surface reconstruction takes place on either of the two
thin film electrodes. Although irreversible reconstructions may occur at more cathodic
potentials, we can exclude those reconstructions as the origin for the different ethylene
onset potentials for the two films on the basis of these experiments. Therefore, the distinct
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potential-dependencies of the spectra in Figure 4.3 provide insights into the origin of the
different onset potentials for this product on the two types of films.
Effect of Dynamical Dipole Coupling on the C≡O Stretch Band of COatop.
Figure 4.4 shows the peak-normalized C≡O stretch bands of COatop on the two types
of films at a potential of −1.3 V, that is, at a potential close to the onset for ethylene
formation on Cu-Si. Comparison of the spectra reveals only minute differences: The HFB
of COatop on Cu-Si exhibits a small blue shift of ≈ 5 cm
−1 with respect to that for CuAu-
Si. Further, at ≈ 2045 cm−1, the LFB appears as a shoulder on the HFB in the spectrum of
COatop on Cu-Si. We previously showed that the C≡O stretch band of COatop can indeed
be modeled by the sum of two (skewed) Gaussian functions [185]. Fits of these Gaussian
functions to the spectra are shown in Figure A4.14 of the Addendum. Given the significant
difference in the onset potentials for ethylene formation, the strong similarity between the
two spectra may seem surprising. However, as detailed below, dynamical dipole coupling
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strongly impacts the spectra in the vicinity of this potential.
The amplitudes of the two Gaussian functions corresponding to the LFB and HFB do
not necessarily reflect the relative populations of COatop on terrace and defect sites: Dy-
namical dipole coupling can greatly enhance the intensity of the high frequency modes at
the expense of the low frequency modes of the coupled system [247, 281]. This intensity
borrowing amplifies the band that predominantly arises from COatop on defect sites and
attenuates that of COatop on terrace sites. The strength of dynamical dipole coupling de-
creases with increasing separation of the singleton frequencies of COatop (the frequencies
in the absence of coupling) [247]. Therefore, 12C16Oatop that is primarily surrounded by
13C18Oatop will exhibit a lesser degree of dynamical dipole coupling with its neighbors,
because the singleton frequencies of the two isotopes are separated by ≈ 100 cm−1.
To assess the degree of dynamical dipole coupling within COatop adlayers on Cu-Si and
CuAu-Si, we conducted SEIRAS of isotopic mixtures of CO. Figure 4.5A shows the peak-
normalized C≡O stretch band of isotopically pure 12C16Oatop (dashed line) and that of a
mixture of 10% 12C16Oatop and 90%
13C18Oatop (solid line) on Cu-Si at a potential of −1.3
V. These experiments were carried out in a two-compartment spectro-electrochemical cell
under stirring of the electrolyte (Figure A4.11, Addendum). The spectrum of the isotopi-
cally pure 12C16Oatop adlayer exhibits the sharp HFB and the broader LFB as a shoulder.
As indicated in the figure, the spectrum of the isotopic mixture shows similar bands, la-
beled HFBHI and LFBHI (the subscript stands for “heavy isotope”). Because these two
features primarily arise from 13C18Oatop, they are red-shifted by ≈ 100 cm
−1 compared
to the corresponding bands of the isotopically pure 12C16Oatop adlayer. Additionally, the
spectrum of the isotopic mixture also contains a band centered at ≈ 2045 cm−1 (labeled
with a star symbol, *), which primarily arises from 12C16Oatop. Clearly, the isotopic mix-
ture does not show a HFB due to the light isotope (12C16Oatop). This observation indicates
that the large amplitude of the HFB in the case of isotopically pure 12C16Oatop is primarily
83
a result of intensity borrowing due to dynamical dipole coupling. Similar observations can
be made for the lineshape of COatop on CuAu-Si (Figure 4.5B). Taken together, these re-
sults show that dynamical dipole coupling greatly impacts the C≡O stretch band of COatop
on both types of films in a potential range that gives rise to a CO coverage at or close to
saturation.
Assessment of Relative COatop Coverage on Cu-Si and CuAu-Si. We assessed the
COatop coverage on the thin film electrodes. Unfortunately, it is not possible to determine
the absolute COatop coverage on the films: In the case of CO adsorbed on Pt, the absolute
coverage of CO is easily determined by electrostripping of the CO adlayer (oxidation of
adsorbed CO to CO2) [282]. This method is not applicable here because COatop on copper
is in dynamic equilibrium with solution-phase CO [140, 150, 185]. Comparison of the in-
tegrated C≡O stretch band areas also does not necessarily provide insight into the relative
coverages: The surface-enhancement factors may be significantly different between the
two types of films. The accurate determination of surface-enhancement factors is a non-
trivial task. Further, dynamical dipole coupling leads to deviations from Beer’s law [247,
281].
Although the absolute coverage cannot be determined, the relative coverage between
the two films can be estimated from the isotope dilution experiments: While dynamical
dipole coupling between 12C16Oatop and
13C18Oatop is weak, it still occurs because of
the broadness of the bands. Dynamical dipole coupling between COatop molecules of
different isotopic composition typically leads to negligible frequency shifts but manifests
itself through intensity borrowing [247]. Specifically, the degree of intensity transfer from
the bands primarily due to 13C18Oatop (LFBHI and HFBHI in Figure 4.5) to the one mostly
due to 12C16Oatop (* in Figure 4.5) increases with increasing COatop coverage. Therefore,
the ratio of the peak amplitude of HFBHI to that of the (*) band is a semi-quantitative
measure of the COatop coverage. Because this method requires only comparison of relative
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Figure 4.5: Comparison of the peak-normalized C≡O stretch bands of isotopically pure
12C16O and a mixture of 10% 12C16O and 90% 13C18O adsorbed in the atop configuration
on (A) Cu-Si and (B) CuAu-Si at a potential of −1.3 V.
peak amplitudes within the same spectrum, variation of the absolute intensity of the spectra
from film to film does not affect the following analysis.
Inspection of the spectrum of the isotopic mixture of COatop on Cu-Si shows that
the amplitude of the band primarily associated with 12C16Oatop (*) is ≈ 30% relative
to the amplitude of the HFBHI (Figure 4.5A; arrows). By contrast, the corresponding
band of COatop on CuAu-Si (*) has only an amplitude of ≈ 10% with respect to the
HFBHI peak maximum of the same spectrum (Figure 4.5B; arrows). This result shows
that dynamical dipole coupling is stronger in the case of Cu-Si. We conclude that the
saturation coverage of COatop on Cu-Si is higher in comparison to the coverage on CuAu-
Si. Duplicate experiments confirm the reproducibility of the isotope dilution experiments
(Figure A4.15, Addendum).
Cyclic Voltammetric Characterization of the Surface Facets of Cu-Si and CuAu-
Si. The mass spectrometric and spectroscopic data suggest that the two types of films
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posses distinct predominant crystallographic surface facets. To characterize further the
surface facets, we employed cyclic voltammetry (CV). In the CVs of copper single crystals
in contact with basic electrolyte, the adsorption and desorption of hydroxide give rise
to voltammetric waves whose peak potentials are specific to a certain crystallographic
facet [283–286].
Figures 4.6A and B respectively show the CVs of Cu(100) and Cu(111) single crystals
in contact with Ar-saturated aqueous solutions of 0.1 M KOH. The CVs are not centered
around zero on the current density axis because of residual oxygen in the electrolyte [284].
For comparison with prior studies, the potentials in Figure 4.6 are referenced against the
reversible hydrogen electrode (RHE). The peaks in the underpotential region of Cu2O for-
mation (−0.25 to 0.2 V) are attributable to the adsorption and desorption of hydroxide.
The observed peak potentials for the adsorption/desorption of hydroxide are clearly dis-
tinct for the two surface facets. Additionally, the magnitude of the oxidation/reduction
current density at potentials > 0.3 V is smaller for Cu(111) than for Cu(100). These
observations are in good agreement with prior reports [283–286]. Taken together, these
features characterize the Cu(111) and Cu(100) surface facets.
Figures 4.6C and D respectively show the CVs of the Cu-Si and CuAu-Si electrodes.
The cathodic scan of the CV for Cu-Si displays a peak at −0.17 V (labeled with a star
symbol, *), consistent with the potential of the hydroxide desorption peak for the Cu(100)
single crystal. By contrast, the CV for CuAu-Si shows a peak at +0.07 V (*) during the
anodic scan. This peak falls within the potential range of the hydroxide adsorption peaks
for Cu(111). The peaks are not observable on the respective reverse scans, likely because
of the sloping baselines and the small amplitudes of these features. At potentials > 0.3 V,
the Cu surface is oxidized to Cu2O. In that region, the shape of the CV for Cu-Si bears a
resemblance to that for Cu(100), whereas the shape of the CV for CuAu-Si in that same
region is more similar to that for Cu(111).
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Figure 4.6: CVs for (A) Cu(100), (B) Cu(111), (C) Cu-Si, and (D) CuAu-Si. The CVs
were collected in Ar-saturated 0.1 M KOH at a scan rate of 0.05 V s−1. The panels show
the geometric current densities.
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The CV data suggest that the predominant surface facet on Cu-Si is Cu(100). This
conclusion is further supported by prior reports, which showed that the electrocatalytic
properties of polycrystalline Cu electrodes are similar to those of Cu(100) [287]. Further,
electrochemical STEM studies revealed that Cu(100) is a stable facet on polycrystalline Cu
under electrocatalytic conditions [245]. By contrast, the CV data indicate that the major
facet on CuAu-Si is Cu(111). The predominance of the Cu(111) surface facet on CuAu-Si
is likely a result of semi-epitaxial growth of the Cu layer on the Au substrate. As shown
in Figure A4.16 of the Addendum, the CV of the electrolessly deposited Au film electrode
resembles that of a Au(111) electrode [288]. This finding is consistent with prior studies,
which found that the electroless deposition of Au on Si results in films that preferentially
expose their (111) facet [288]. Epitaxial growth of Cu(111) with a thickness of ≈ 30
nm on Au(111) has been demonstrated for core-shell nanoparticles [289]. Therefore, it is
probable that the preferential (111) orientation of the electrochemically deposited Cu layer
(≈ 8 nm thick) of the CuAu-Si films arises from its semi-epitaxial growth on the Au(111)
substrate. Possible interfacial Cu/Au alloying and surface reconstruction are considered in
the Discussion section. In summary, the CV characterization indicates that Cu(100) is the
major facet on Cu-Si, whereas Cu(111) is predominant on CuAu-Si.
The in situ characterization of the electrode surfaces with the CV method requires
alkaline electrolyte. Cu electrodes may undergo reconstruction under alkaline condi-
tions [245]. However, our mass spectrometric control experiments show that the distinct
selectivity of Cu-Si and CuAu-Si for ethylene is also observed under alkaline conditions
(Figure A4.6, Addendum). Further, the distinct potential-dependence of the C≡O stretch
spectrum of COatop is also observed at high pH (Figure A4.17, Addendum). On the basis
of these control experiments, we conclude that the information on the surface character-
ization obtained at high pH can be employed for the interpretation of the experiments
conducted at neutral pH.
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4.3 Discussion
The CV characterization suggests that the Cu-Si surface consists mostly of (100) facets,
whereas the CuAu-Si surface exhibits mainly (111) facets. On the basis of this result, we
can rationalize the potential-dependence of the spectra. The following analysis is based
on a simple framework in which we consider only two types of surface sites with different
binding affinities for COatop. Of course, on the polycrystalline electrode, there are many
different types of surface sites (edges, kinks, various terraces) that give rise to a distribution
of COatop binding energies. However, this added complexity does not affect the core
of our argument. Further, the assumption is justified because the lineshape of the C≡O
stretch band at saturation coverage can be modeled by the sum of two Gaussian functions,
one representing COatop on terrace sites, the other COatop on defect sites (Figure A4.14,
Addendum).
The relative occupancy of COatop on defect and terrace sites is governed by the Boltz-
mann equation:
Ndefect
Nterrace
=
gdefect
gterrace
exp
(
+
∆E
kT
)
, (4.1)
where gdefect and gterrace are the degeneracies of the two types of sites, k is the Boltzmann
constant, and T the absolute temperature. ∆E = Edefect − Eterrace > 0 is the difference
between the binding energies of COatop on defect and terrace sites (Herein, we define
the binding energies as positive quantities). From eq. (4.1), it is clear that the relative
occupancy is determined by two factors: The relative abundance of defect to terrace sites,
gdefect
gterrace
, and the difference in the COatop binding energy between the two types of sites,
∆E.
We first consider the possibility that the ratio gdefect
gterrace
could be significantly different
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for the two types of films. Specifically, the C≡O stretch spectrum of COatop on CuAu-Si
at potentials > −1.0 V may be a result of a higher density of defect sites on that film
in comparison to Cu-Si, that is, the ratio gdefect
gterrace
in eq. (4.1) may be higher. If CuAu-Si
had a substantially higher density of defect sites and an otherwise similar composition of
surface facets, a higher COatop saturation coverage would be observed (relative to that on
Cu-Si, because defect sites bind COatop more strongly). However, the isotope dilution
experiments show that the opposite is the case (Figure 4.5). On the basis of these data, it
is unlikely that CuAu-Si possesses a significantly higher defect site density compared to
Cu-Si. Therefore, the distinct potential-dependencies of the C≡O stretch spectra on the
two types of films likely arise from differences in the exponential term in eq. (4.1) rather
than from different values of gdefect
gterrace
.
By considering the differences in the exponential term in eq. (4.1), we can understand
why the lineshapes of the C≡O stretch exhibit starkly different potential-dependencies
for the two types of films. As described in the Results section, the CV characterization
indicates that on CuAu-Si, Cu(111) facets predominate, whereas Cu(100) facets prevail
on Cu-Si. The experimental energies for the desorption of COatop from Cu(111) and
Cu(100) are 0.49 and 0.53 eV, respectively [204]. DFT calculations predict the same trend
for the COatop binding energies, though the predicted energy difference is about twice as
large [260]. On both films, we assume that the binding energy of COatop on defect sites is
0.60 eV, the experimentally determined desorption energy of COatop from polycrystalline
copper surfaces as determined by temperature programmed desorption [204]. This as-
sumption is justified because this value is similar to that observed for COatop desorption
from step edges on Cu(211) [204].
On the basis of these values, ∆E in eq. (4.1) is smaller for Cu-Si than for CuAu-Si.
As a result, according to eq. (4.1), the probability for CO to occupy a terrace site is about
five times higher on Cu-Si than that on CuAu-Si at room temperature. This population of
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COatop on (100) terrace sites manifests itself in the IR spectrum as the C≡O stretch band at
2045 cm−1, which dominates the spectrum at potentials > −1.0 V (Figure 4.3A). Once a
certain threshold coverage has been reached, dynamical dipole coupling amplifies the band
associated with COatop on defect sites, producing the marked change in lineshape around
−1.0 V. By contrast, on CuAu-Si, the large difference in binding energies between (111)
terrace and defect sites prevents the buildup of a significant population of COatop on terrace
sites. As a result, even at relatively anodic potentials, the band exhibits a higher peak
frequency due to the binding of CO to defect sites (Figure 4.3B). Figure 4.7 summarizes
this analysis.
The model provides a simple explanation for the disparate evolution of the C≡O
stretch spectrum on the two film types. Importantly, the analysis establishes the potential-
dependence of the C≡O stretch band of COatop as a suitable probe of the atomic-level
surface morphology of rough electrodes. As discussed above, the peak frequency of the
C≡O stretch band is often a complex function of coupling effects and the applied poten-
tial. Because our analysis presented here focuses on general trends of the lineshape rather
than exact numerical values, we expect this method to be more robust and versatile than
an analysis that solely focuses on peak frequencies.
Taken as a whole, the CV characterization and the spectroscopic data indicate that
(100) terraces are prevalent on Cu-Si, whereas (111) terraces are more ubiquitous on
CuAu-Si. This finding is consistent with our DEMS results that show that the onset poten-
tial for ethylene is ≈ 200±65 mV more cathodic for CuAu-Si compared to that for Cu-Si:
In prior studies, DEMS on single crystalline copper electrodes in phosphate buffer at a
pH of 7 showed that the onset potential for ethylene formation on Cu(111) is about 200
mV more cathodic than that on Cu(100) [129, 261, 266]. This trend does not only hold
for Cu(111) and Cu(100), but it is more general. Single crystals on which the (111) facet
predominates exhibit more cathodic onset potentials for ethylene formation than crystals
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Figure 4.7: Cartoon summarizing the key findings. Cu-Si (Left): Because the differ-
ence in COatop binding energy between (100) terrace and defect sites is relatively small,
a significant COatop population develops on the terraces. This CO population gives rise
to the band at 2045 cm−1. CuAu-Si (Right): The difference in COatop adsorption energy
between (111) terrace and defect sites is comparatively large for CuAu-Si. As a result,
the COatop population on terraces remains small, preventing the development of a distinct
band at 2045 cm−1.
on which the (100) facet is more abundant [261]. Similarly, the F.E. for ethylene during
the reduction of CO2 in 0.1 M KHCO3 on Cu(111) electrodes is about five times lower
than that on Cu(100) [126].
Consideration of Alternative Explanations. The relatively high C≡O stretch fre-
quency on CuAu-Si at potentials > −1.0 V could also arise from the formation of CO
islands, that is, a non-uniform distribution of CO on the surface. Such island formation
would enable dynamical dipole coupling even at low absolute coverage. Islands of CO
were observed on single crystalline Pt electrodes when the coverage was lowered from
saturation by partial oxidation of the CO adlayer [282]. Spatially non-uniform oxidation
of the CO adlayer then results in patches of CO on the electrode. In the case of COatop on
Cu-Si, island formation is unlikely: DFT calculations and experiment work showed that
the interaction between neighboring CO molecules is highly repulsive [257, 290]. Unlike
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in the case of Pt, COatop is reversibly bound to copper and in dynamic equilibrium with
solution-phase CO [140, 150, 185]. Therefore, COatop island formation on Cu is less likely
than on Pt electrodes.
To confirm this notion, we monitored the potential-dependence of the C≡O stretch
band of the light isotope in a mixture of 50% 12C16Oatop and 50%
13C18Oatop. In this
mixture, we can observe the band of the light isotope at potentials > −1.0 V. As shown in
Figure A4.18 of the Addendum, at a potential of −0.93 V, isotopic dilution has essentially
no effect on the peak frequency of the band arising from 12C16Oatop. This experiment
confirms that the comparatively high frequency of this band at potentials > −1.0 V is
mostly due to adsorption of CO on defect sites. Dynamical dipole coupling does not make
a major contribution at these relatively anodic potentials.
We note that in a recent study on the mass transport effects of CO on the spectrum of
COatop, Malkani et al. concluded that CO adsorbs on Cu in islands [291]. The spectra
of Malkani et al. exhibit different lineshapes in comparison to ours. This observation
indicates that their film morphology is different from those of our films. Further, they
conducted their work at a more cathodic potential (−0.6 V versus RHE). It is entirely
possible that CO island formation occurs on their electrodes and experimental conditions,
whereas it does not in our experiments. Therefore, our findings do not contradict their
conclusions. The possibility that the formation of COatop islands on Cu could be potential-
dependent is intriguing and warrants further investigation.
The isotope dilution experiments presented here show that dynamical dipole coupling
strongly influences the lineshape at potentials more cathodic than ≈ −1.0 V. However, it
is not the sole contributing factor. In an earlier publication [185], we presented evidence
that a CO-induced, reversible surface reconstruction process also contributes to the change
in lineshape with decreasing potential. For example, the concurrent enhancement of the
metal-adsorbate bands and the HFB in the surface-enhanced Raman spectra reported in
93
that work cannot be explained with a dynamical dipole coupling picture, but is consistent
with an adsorbate-induced reconstruction process. While such a reconstruction process
adds complexity to the picture, it does not impact the qualitative aspects of the model
presented herein.
Recently, it was suggested that co-adsorbed hydroxide on Cu electrodes lowers the
C≡O stretch frequency and influences the binding energy of adsorbed CO [265, 292].
Specifically, Iijima et al. showed that the lineshape of the C≡O stretch mode of COatop
on Cu electrodes is profoundly dependent on the number of CVs (−0.13 and −0.7 V)
that are performed as a pre-treatment prior to spectroscopic measurements [265]. With an
increasing number of CVs (from zero to 15), they observed an increase in the C≡O stretch
frequency. They attributed this observation to a decrease in the coverage of hydroxide with
increasing number of CV pre-treatments.
In our experiments, we pre-treated each electrode with five cleaning CVs between
−0.13 and −0.7 V, followed by three CVs with turning potentials of −0.6 and −1.2 V
prior to the collection of SEIRAS/DEMS data (see Experimental Procedures Section for
details). Following these steps, we ensured that the electrode was never returned to oxidiz-
ing potentials until the end of the experiment. The following observations suggest that this
protocol is effective in minimizing the impact of hydroxide on the C≡O stretch spectrum:
First, to test if the spectra are sensitive to the number of CV pre-treatments, we collected
additional SEIRAS data in which we increased the number of cleaning CVs (−0.13 and
−0.7 V) from 5 to 15. All other steps of the protocol were left unchanged. Iijima et al.
suggested that this treatment minimizes the amount of hydroxide on the surface [265]. As
shown in Figure A4.19 of the Addendum, the potential-dependencies of the spectra shown
in Figure 4.3 (5 CV pre-treatments) are also observed after 15 CV pre-treatments. Second,
to probe if the spectra change with an increase in the bulk hydroxide concentration, we
carried out SEIRAS on the two films in contact with 0.1 M phosphate buffer at a pH of 12.
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As shown in Figure A4.17 of the Addendum, we observed similar potential-dependencies
of the spectra as reported in Figure 4.3. This finding shows that an increase of the bulk
hydroxide concentration by five orders of magnitude does not significantly impact the line-
shape. Third, the changes in lineshape with potential are reversible on both types of films
and are also observed during consecutive CV cycles (Figures A4.12 and A4.13, Adden-
dum). Fourth, from the hydroxide desorption waves in the CVs in Figure 4.6, the hydrox-
ide desorption potentials for Cu(100) and Cu(111) are −0.78 and −0.67 V vs. Ag/AgCl
at neutral pH, respectively. Because we examined the potential-dependence of the spec-
tra at more negative potentials, the amount of hydroxide on the surface is expected to be
minimal.
Taken together, these observations suggest that the impact of hydroxide on the line-
shape of the C≡O stretch band of COatop on Cu is minimal under our experimental con-
ditions. However, it is possible that co-adsorbed hydroxide is a small contributing factor.
Indeed, a possible contribution of hydroxide would be consistent with our conclusion that
on Cu-Si, the major surface facet is (100). As shown in Figure 4.6, the desorption potential
of hydroxide is ≈ 0.1 V more cathodic for Cu(100) compared to that for Cu(111). There-
fore, the appearance of the LFB band on Cu-Si may be in part because of co-adsorbed
hydroxide, but this effect is expected to be small on the bases of the observations dis-
cussed in the preceding paragraph.
Different coverages of bridge-bonded CO (CObridge, referring to adsorbed CO interact-
ing with two or three Cu surface atoms) on Cu-Si and CuAu-Si could influence the onset
potential of ethylene. Recent studies showed that CObridge on Cu electrodes is an elec-
trochemically inactive species under CORR/CO2RR conditions [84, 190]. For the data
presented herein, the amplitude of the band of CObridge was close to the detection limit
on both types of films during the cathodic forward scans under neutral pH conditions,
suggesting that CObridge does not give rise to the different catalytic activities of the films.
95
Lastly, we consider the possibility that the Cu overlayer may be affected by strain and
ligand effects [121, 293, 294]. Our CV characterization of CuAu-Si suggests that the
surface is of Cu(111) character (Figure 4.6). Indeed, pseudomorphic Cu overlayers on
Au(111) substrates have been imaged with electrochemical STM [295]. However, over-
layers of Cu on Au have a tendency to coalesce into islands and to form interfacial Cu/Au
alloys under cathodic polarization [251, 295, 296]. Although our SEIRAS control exper-
iments did not reveal the presence of Au on the surface (Figure A4.7, Addendum), the
amount of Au at the surface may be below the detection limit of the method. Because
Cu/Au alloys bind CO less strongly than pure Cu [251, 297], the incorporation of Au into
Cu terraces of the CuAu-Si films is an alternative explanation for the absence of a distinct
LFB on that electrode.
Semi-epitaxial growth of Cu on Au(111) and any strain or ligand effects are expected
to be limited to thin overlayers. Indeed, for CuAu-Si electrode with a 16 nm thick Cu over-
layer, the potential-dependence of the C≡O stretch band resembles that observed for Cu-Si
(Figure A4.20, Addendum), suggesting the CuAu-Si system as a convenient SEIRAS plat-
form to study the impact of Cu overlayer thickness on catalyst selectivity.
4.4 Conclusions
We showed that the two most commonly used methods for the deposition of SEIRAS-
active copper films on Si result in electrode surfaces that exhibit greatly different catalytic
activities towards the reduction of CO to ethylene: Films produced by the electrochemical
deposition of copper on Si-supported Au thin films (CuAu-Si) display a ≈ 200 ± 65 mV
more cathodic onset potential for the formation of ethylene compared to that of Cu thin
films that are electrolessly deposited on the Si support (Cu-Si).
Despite the great difference in CO reduction activity, in the vicinity of the potential of
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COatop saturation coverage (−1.3 V), the C≡O stretch bands of COatop on CuAu-Si and
Cu-Si are remarkably similar. SEIRAS of isotopically diluted mixture of COatop show that
the C≡O stretch lineshape at the saturation coverage is profoundly influenced by dynam-
ical dipole coupling on both films. However, the degree of dynamical dipole coupling on
CuAu-Si is lower than in the case of Cu-Si, suggesting a higher COatop surface coverage
on the latter film. Further, the potential-dependence of the lineshape of the C≡O stretch
band at potentials > −1.0 V is remarkably different for the two thin films. We rational-
ize the potential-dependence of the spectra with a Boltzmann model that considers the
difference in CO adsorption energy on defect sites and the sites of the prevalent crystallo-
graphic surface facet. On the basis of this model, we conclude that the major surface facet
on Cu-Si binds CO more strongly than that on CuAu-Si. Based on our CV characterization
of the electrodes and our electrocatalytic results, we suggest that the prevalent crystallo-
graphic facet on CuAu-Si is (111), whereas that on Cu-Si is (100). Our study highlights
the complexities involved in the interpretation of the C≡O stretch band of COatop on poly-
crystalline copper electrodes. Further, our work shows that the analysis of the potential-
dependence of the C≡O stretch lineshape can reveal differences in the surface structure
of electrocatalysts under electrocatalytic conditions. This strategy could be employed to
guide the design of rough electrodes with certain desired surface facets.
4.5 Experimental Procedures
Materials. Chemicals for Cu or Au thin film deposition on Si: NH4F (40 wt.% in H2O),
HF (48 wt.%), NaAuCl4 · 2H2O (99.99%; metals basis), Na2SO3 (98.5%; for analysis,
anhydrous), Na2S2O3 · 2H2O (99.999%; trace metal basis), and NH4Cl (99.999%; metal
basis) were purchased from Fisher Scientific (Waltham, MA). CuSO4 · 5H2O (99.999%;
trace metal basis), EDTA-Na2 (99.0 − 101.0%; ACS Reagent), 2,2-bipyridine (≥ 99%;
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ReagentPlus), HCHO (35 wt.%; 10% methanol as stabilizer), and NaOH (99.99%; trace
metals basis) were acquired from Sigma Aldrich (St. Louis, MO). Polycrystalline dia-
mond pastes and alumina slurry were procured from Ted Pella (Redding, CA) or Electron
Microscopy Sciences (Hartfield, PA).
Chemicals for electrochemical measurements: (KH2PO3, ≥ 99.995%, TraceSELECT,
metals basis; K2HPO3, ≥ 99.999%, TraceSELECT, metals basis; KOH, 99.99%, trace
metals basis, Sigma Aldrich). High-purity water for electrolyte preparation was derived
from a Barnstead Nanopure Diamond system.
Ar (ultra high purity), N2 (ultra high purity), and CO (99.999%) were obtained from
Air Gas (Radnor, PA). Doubly labeled 13C18O (99 atom % 13C, 95 atom % 18O) was
purchased from Sigma Aldrich.
Cu(100) and Cu(111) single crystals (5 × 5 × 1 mm) were purchased from MTI Cor-
poration (Richmond, CA).
Cu-Si Film Deposition. Thin polycrystalline Cu-Si films were deposited in an elec-
troless manner on the reflecting surface of a 60◦ Si prism (Pike Technologies; Madison,
WI) as previously described [31]. The thin Cu films had a resistance of 3− 5 Ω.
CuAu-Si Film Deposition. Thin polycrystalline Au films were first deposited in an
electroless manner on the reflecting surface of a 60◦ Si prism (Pike Technologies; Madi-
son, WI) according to established procedures [74, 263]. The Si crystal was cleaned with
aqua regia solution to remove Au residue prior to each deposition. To prepare the Si crystal
surface, it was successively polished with 6 and 1 µm diamond pastes and 1 µm alumina
slurry on a polishing pad. Then, the crystal was rinsed under high-purity water and son-
icated in water or acetone alternately for 5 times. For deposition, the Si crystal was first
etched in 40 % NH4F for 90 s to remove surface oxides and to terminate the surface with
hydrogen. A gold nanofilm was plated by immersing the Si crystal in a 2 : 1 mixture of
a plating solution and 2% HF at 60◦C for 120 s. The plating solution contained 15 mM
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NaAuCl4·2H2O, 150 mM Na2SO3, 50 mM Na2S2O3·2H2O, and 50 mM NH4Cl. To im-
prove Au film adhesion to the Si crystal, the deposited Au film was removed by placing
a few drops of aqua regia on the film [288]. Then, the Si crystal was thoroughly washed
with high-purity water and dried with ultra high-purity nitrogen. On this Si crystal, a sec-
ond gold nanofilm was plated by immersing the crystal in the plating solution as described
above. Removal and re-deposition of the Au film was repeated until a homogeneous film
was obtained. Typically, the second or third re-deposition yielded a stable gold nanofilm
on the Si crystal. The deposited Au thin films had a resistance of 8− 10 Ω.
The Au film was cleaned with five CVs in 0.1 M H2SO4 solution from 0 to 1.5 V at
a scan rate of 0.05 V s−1 under 5 sccm Ar purging. Then, the Cu electrodeposition was
carried out with an addition of 5.75 mM CuSO4 to the solution. The film was held at
a potential of −0.2 V until the desired amount of charge (≈ 40 mC) was passed. The
thickness of the film was calculated according to: tCu =
QCu·mCu
zFAρ
, where QCu, mCu, z, F ,
A, and ρ represent the total charge during deposition, Cu atomic mass, electrons needed per
Cu atom deposition, Faraday constant, deposition area, and Cu film density, respectively.
The CuAu-Si film was then rinsed with high-purity water.
Pre-treatment of Cu-Si and CuAu-Si Films Prior to DEMS and SEIRAS Exper-
iments. Prior to the collection of DEMS and SEIRAS data, Cu-Si and CuAu-Si were
pre-treated according to the following protocol: With the cell at open circuit, the elec-
trolyte was purged with Ar for 20 minutes at a rate of 5 sccm. The electrode was then
treated with five CVs from −0.13 to −0.7 V vs. Ag/AgCl at a scan rate of 0.05 V s−1
followed by the RF determination. To determine the RF of the film, the capacitance of the
electrochemical double layer in Ar saturated electrolyte (Figure A4.3, Addendum) was
measured as previously described [31]. Immediately after this step, Cu film was subjected
to three CVs from −0.6 to −1.2 V at a 0.01 V s−1 scan rate. Following this step, the Cu
electrode was never returned to oxidizing potentials until the end of the DEMS/SEIRAS
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experiments. After completion of the CVs, potential was held at −0.6 V in the 0.1 M phos-
phate buffer electrolytes and at −0.8 V in 0.1 M KOH for 20 min while CO was purged at
a rate of 5 sccm.
DEMS/SEIRAS Measurements. The components of the DEMS setup were described
previously [31]. The DEMS setup in this work only differed in the configuration and posi-
tioning mechanism of the sampling tip within the spectro-electrochemical cell (Figure 4.1).
The sampling tip was positioned ≈ 100 µm above the electrode surface. A single compart-
ment spectro-electrochemical cell was used as shown in Figure 4.1. The catholyte volume
was 6 mL. Prior to each experiment, the cell was cleaned for 1 h in an acid solution
(30 wt.% H2SO4, 30 wt.% HNO3) and afterwards sonicated for 1 h in Nanopure water.
A Ag/AgCl (RE-5B, 3 M NaCl; BASi Inc.; West Lafayette, IN) and a Pt foil (Premion
99.99%, 0.025 mm; Alfa Aesar) were utilized as the reference and counter electrodes, re-
spectively. The Ag/AgCl reference electrode was regularly checked against a saturated
calomel electrode (CHI 150; CH Instruments Inc.; Austin, TX). The spectroscopic meth-
ods were described previously [31]. Following the pre-treatment steps described above,
the DEMS/SEIRAS experiments were conducted. For the combined DEMS/SEIRAS ex-
periments in 0.1 M phosphate buffer, the potential was scanned from −0.6 to −1.8 V at a
rate of 0.001 V s−1. In 0.1 M KOH, the potential was scanned from −0.8 to −1.8 V at the
same rate.
Isotope Dilution Measurements. Isotope dilution experiments were carried out with
gas mixtures of either 90% 13C18O + 10% 12C16O or 50% 13C18O + 50% 12C16O. The
electrolyte was purged with 4.5 sccm of 13C18O and 0.5 sccm of 12C16O to produce a 90%
: 10% mixture. To obtain the 50% : 50% mixture both 13C18O and 12C16O were purged
at a rate of 2.5 sccm. Then, the potential was scanned from −0.6 to −1.4 V at a rate
of 0.002 V s−1 in CO-saturated electrolyte while SEIRAS spectra were collected. These
experiments were carried out in the spectro-electrochemical cell shown in Figure A4.11 of
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the Addendum under stirring of the electrolyte.
Cyclic Voltammetric Characterization of Cu Surfaces. The backsides of the Cu(100)
and Cu(111) single crystals were covered with epoxy. Prior to CV characterization, the
single crystal electrodes were cleaned electrochemically in an acid solution of
H3PO4:H2SO4:H2O = 10 : 5 : 2. A potential of 2.3 V vs. Cu was applied for 2 s followed
by 30 s at open circuit potential and another 2 s at 2.3 V. The electrodes were then thor-
oughly rinsed with high-purity water before they were immersed in an Ar saturated 0.1
M KOH solution. CVs of Cu(100) and Cu(111) were collected in a single compartment
cell while the electrolyte was purged with Ar gas at a rate of 5 sccm. The electrolyte was
stirred. Ten CV cycles were collected from −0.3 to 0.45 V vs. RHE at a 0.05 V s−1 scan
rate and the 10th cycle is shown in Figure 4.6. CVs of the Cu-Si and CuAu-Si films were
collected in Ar saturated 0.1 M KOH in the cell shown in Figure A4.11 of Addendum un-
der stirring of the electrolyte. The Cu-Si and CuAu-Si films were pre-treated by applying
five CVs with turning potentials of −0.13 and −0.7 V at a scan rate of 0.05 V s−1. This
step was followed by capacitance measurements to determined the RF of each film (Figure
A4.3, Addendum). Then, 10 CVs were collected from −0.3 to 0.45 V versus RHE at a
0.05 V s−1 scan rate while Ar was purged at a rate of 5 sccm. The 10th cycle is shown
in Figure 4.6. Similar CV shapes as those shown in Figure 4.6 were also observed in the
other cycles.
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Figure A 4.1: Dependence of the C≡O stretch frequency on the COatop desorption energy
on different Cu surfaces. The frequencies and desorption energies were taken from Hollins
et al. [247] and Vollmer et al. [204], respectively. Both measurements were carried out at
low CO coverage, where coupling effects are weak and the C≡O stretch frequency is most
representative of the adsorption site [247, 259].
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Figure A 4.2: AFM images of Cu-Si (left) and CuAu-Si (right). The scale bar is 200 nm.
Images were acquired in a 1 × 1 µm2 area with a Si cantilever (Nanosensors; Neuchatel,
Switzerland; PPP-NCHR 10 M, 7 nm tip radius, 330 kHz resonance frequency, and 42 N
m−1 spring constant) at a 0.5 Hz scan rate in non-contact mode on a Park XE-100 AFM
system (Park Americas; Santa Clara, CA). The left figure is reproduced with permission
from Gunathunge et al. [190] Copyright 2018, American Chemical Society.
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Figure A 4.3: Representative CVs for the determination of the electric double layer ca-
pacitances of (A) Cu-Si and (B) CuAu-Si in 0.1 M phosphate buffer at pH = 7. CVs were
taken at 20 (black), 40 (red), 60 (blue), 80 (green) and 100 (yellow) mV s−1 scan rates.
(C) Double layer charging current densities for Cu-Si (green squares) and CuAu-Si (red
circles) versus the scan rate. The dashed lines represent linear fits to the data.
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Figure A 4.4: XRD patterns for Cu-Si and CuAu-Si. Because the Cu layer was only ≈ 8
nm thick for the CuAu-Si sample, no Cu peaks were detectable. A Bruker D2 Phaser XRD
system (Billerica, MA; Cu Kα radiation, λ = 1.5418 Å) was used for data collection.
106
100
80
60
40
20
0
-1.8 -1.6 -1.4 -1.2 -1.0 -0.8 -0.6
Potential (V) vs. Ag/AgCl
m/z = 26
     C2H2
+
(H)
30
20
10
0
m/z = 15
      CH3
+
(G)
40
30
20
10
0
m/z = 2
       H2
+
(F)
-2.0
-1.0
0.0 (E)
CuAu-Si
 Exp1
 Exp2
 Exp3
 Exp4
100
80
60
40
20
0p
(C
2H
4)
R
F 
(p
to
rr
)
-1.8 -1.6 -1.4 -1.2 -1.0 -0.8 -0.6
Potential (V) vs. Ag/AgCl
m/z = 26
     C2H2
+
(D)
30
20
10
0p
(C
H
4)
R
F 
(p
to
rr
)
m/z = 15
      CH3
+
(C)
40
30
20
10
0
p(
H
2)
R
F 
(n
to
rr
) m/z = 2
       H2
+
(B)
-2.0
-1.0
0.0
j R
F 
(m
A
/c
m
2 )
Cu-Si
 Exp1
 Exp2
 Exp3
 Exp4
(A)
Figure A 4.5: Set of DEMS measurements from which the onset potentials of the products
were determined. (A) Electrochemical current densities, (B) H+2 (m/z = 2), (C) CH
+
3
(m/z = 15), and (D) C2H
+
2 (m/z = 26) partial pressures for Cu-Si. (E) Electrochemical
current densities, (F) H+2 (m/z = 2), (G) CH
+
3 (m/z = 15), and (H) C2H
+
2 (m/z = 26)
partial pressures for CuAu-Si. All signals in this figure were divided by the RF of the
respective electrode.
107
-1.5
-1.0
-0.5
0.0
j R
F 
(m
A
/c
m
2 )  Cu-Si
 CuAu-Si
30
20
10
0
p(
H
2)
R
F 
(n
to
rr
)
60
40
20
0
p(
C
2H
4)
R
F 
(p
to
rr
)
-1.8 -1.6 -1.4 -1.2 -1.0 -0.8
Potential (V) vs. Ag/AgCl
(A)
(B) m/z = 2
       H2
+
20
15
10
5
0
p(
C
H
4)
R
F 
(p
to
rr
) (C)
(D)
m/z = 15
       CH3
+
m/z = 26
     C2H2
+
Figure A 4.6: Control experiment at high pH to exclude local pH effects. DEMS mea-
surement for Cu-Si and CuAu-Si thin film electrodes in contact with CO-saturated 0.1 M
KOH at a pH of 12.85 during a potential scan from −0.8 to −1.8 V with a 0.001 V s−1 scan
rate. (A) Electrochemical current densities. (B) H+2 (m/z = 2), (C) CH
+
3 (m/z = 15),
and (D) C2H
+
2 (m/z = 26) partial pressures. All signals in this figure were divided by the
RF of the respective electrode.
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Figure A 4.7: Control experiment to exclude the possibility of Au exposure: C≡O stretch
band of COatop on CuAu-Si from −0.3 to −1.4 V with −0.3 V as the reference spectrum.
The absence of a C≡O stretch band above 2100 cm−1 and at potentials> −0.6 V indicates
that gold is not exposed. COatop on Au is stable in the potential range from ≈ −0.7 to 0 V
vs. Ag/AgCl [274].
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Figure A 4.8: Control experiment to verify CO as the source for the detected hydrocar-
bons: DEMS for Cu-Si thin film electrodes in contact with Ar-saturated 0.1 M potassium
phosphate buffer at a pH of 7. (A) Electrochemical current density. (B) H+2 (m/z = 2),
(C) CH+3 (m/z = 15), and C2H
+
2 (m/z = 26) partial pressures. All signals in this figure
were divided by the roughness factor (RF) of the Cu-Si film electrode.
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Figure A 4.9: Potential-dependence of the C≡O stretch band of COatop on (A) Cu-Si and
(B) CuAu-Si from −0.6 to −1.8 V. These experiments correspond to the experimental data
shown in Figures 4.1, 4.2, and 4.3 of this chapter.
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Figure A 4.10: Potential-dependence of the C≡O stretch band of COatop on (A) Cu-Si,
and (B) CuAu-Si films from −0.87 to −1.05 V for two selected data sets from the data
shown in Figure S4.5.
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Figure A 4.11: Custom-built two-compartment SEIRAS cell. The working compartment
capacity is about 6 mL, while the counter compartment volume is about 4 mL.
113
5
4
3
2
1
0
A
bs
or
ba
nc
e 
(m
O
D
)
215021002050200019501900
Frequency (cm
-1
)
(C) Cathodic Scan 2
 -1.05
 -1.02
 -1.01
 -0.99
 -0.95
 -0.93
 -0.91
 -0.88
8
6
4
2
0
A
bs
or
ba
nc
e 
(m
O
D
)
215021002050200019501900
 -1.07
 -1.05
 -1.02
 -1.01
 -0.99
 -0.95
 -0.93
 -0.91
 -0.88
 
(A) Cathodic Scan 1 10
8
6
4
2
0
215021002050200019501900
(B) Anodic Scan 1
 -1.05
 -1.02
 -1.01
 -0.99
 -0.95
 -0.93
 -0.91
 -0.88
 
10
8
6
4
2
0
215021002050200019501900
Frequency (cm
-1
)
(D) Anodic Scan 2
 -1.05
 -1.02
 -1.01
 -0.99
 -0.95
 -0.93
 -0.91
 -0.88
 
Cu-Si
Figure A 4.12: Potential-dependence of the C≡O stretch band of COatop on Cu-Si during
(A), (C) cathodic and (B), (D) anodic scans of two consecutive CVs as indicated in the
panels. The labels in the panels denote the electrode potential in volts versus the Ag/AgCl
reference electrode. Spectra were collected from −0.6 to −1.4 V at a 0.002 V s−1 scan
rate under stirring of the electrolyte in the spectro-electrochemical cell shown in Figure A
4.11.
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Figure A 4.13: Potential-dependence of the C≡O stretch band of COatop on CuAu-Si
during (A), (C) cathodic and (B), (D) anodic scans of two consecutive CVs as indicated
in the panels. The labels in the panels denote the electrode potential in volts versus the
Ag/AgCl reference electrode. Spectra were collected from −0.6 to −1.4 V at a 0.002 V
s−1 scan rate under stirring of the electrolyte in the spectro-electrochemical cell shown in
Figure A4.11.
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Figure A 4.14: C≡O stretch band of COatop on (A) Cu-Si and (B) CuAu-Si at a potential
of −1.3 V modeled by the sum of two (skewed) Gaussian functions. LFB and HFB denote
low frequency band and high frequency band, respectively.
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Figure A 4.15: Duplicate experiments of isotopic mixtures (Figure 4.4 of this chapter).
Spectra of CO adsorbed in the atop configuration on (A) Cu-Si and (B) CuAu-Si at a
potential of −1.3 V. The high-frequency and low-frequency bands of 13C18O are denoted
by HFBHI and LFBHI, respectively. The subscript HI denotes “heavy isotope”. The LFB
of the 12C16O is denoted by a star symbol (*). Arrows indicate the relative amplitudes of
the HFBHI and (*) bands.
117
-0.8
-0.4
0.0
0.4
 C
ur
re
nt
 (
m
A
/c
m
2 )
1.61.20.80.4
Potential (V) vs. RHE
Figure A 4.16: CV of an electrolessly deposited Au film in Ar-saturated 0.1 M H2SO4.
The scan rate was 0.05 V s−1. The figure shows the geometric current density.
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Figure A 4.17: Potential-dependence of the C≡O stretch band of COatop on (A) Cu-Si
and (B) CuAu-Si in 0.1 M phosphate buffer at a pH of 12 in the cell shown in Figure S4.11.
Spectra were collected from −0.6 to −1.4 V at a 0.002 V s−1 scan rate. The onset potential
of COatop is shifted to cathodic potential by ≈ 150 mV. However, the potential dependence
of the C≡O stretch of COatop follows the same trend as observed at a pH of 7. The labels in
the panels denote the electrode potential in volts versus the Ag/AgCl reference electrode.
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Figure A 4.18: Comparison of the C≡O stretch band of COatop in a mixture of 50%
12C16O/50% 13C18O with that of isotopically pure 12C16Oatop on CuAu-Si at −0.93 V.
120
8
6
4
2
0
A
bs
or
ba
nc
e 
(m
O
D
)
2200210020001900
(A) Cu-Si
 -1.05
 -1.03
 -1.01
 -0.99
 -0.96
 -0.94
 -0.92
 -0.87
Cu (15 CV Cycles)
10
8
6
4
2
0
A
bs
or
ba
nc
e 
(m
O
D
)
2200210020001900
Frequency (cm
-1
)
(B) CuAu-Si
 -1.05
 -1.03
 -1.01
 -0.99
 -0.96
 -0.94
 -0.92
 -0.87
Figure A 4.19: Potential-dependence of the C≡O stretch band of COatop on (A) Cu-Si
and (B) CuAu-Si after subjecting the electrode to 15 pre-treatment CVs between −0.13
to −0.7 V at a scan rate of 0.05 V s−1. The electrolyte was 0.1 M potassium phosphate
buffer at pH = 7. The labels in the panels denote the electrode potential in volts versus
the Ag/AgCl reference electrode. The experiments were carried out with the cell shown in
Figure S4.11.
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Figure A 4.20: Potential-dependence of the C≡O stretch band of COatop on CuAu-Si with
a Cu overlayer thickness of 16 nm in 0.1 M potassium phosphate buffer at pH = 7. The
labels in the panels denote the electrode potential in volts versus the Ag/AgCl reference
electrode. The experiment was conducted in the spectro-electrochemical cell shown in
Figure S4.11.
122
4.7 Acknowledgement
This work was supported by a CAREER award from the National Science Foundation
(Award No.: CHE-1847841). J.L. was partly supported by the US Department of Energy’s
Basic Energy Sciences - Solar Photochemistry Program (Award No.: DE-SC0020261). We
thank Professor Eric Borguet for suggesting the experiments with doubly labeled carbon
monoxide.
4.8 Original Publication
This chapter has been published: Gunathunge, C. M., Li, J., Li, X., Hong, J. J. & Waegele,
M. M. Revealing the Predominant Surface Facets of Rough Cu Electrodes Under Electro-
chemical Conditions. ACS Catal. 10, 69086923 (2020).
123
Chapter 5
Observation of a Potential-Dependent
Switch of Water Oxidation Mechanism
on Co-Oxide-Based Catalysts
5.1 Introduction
Intense research on the water oxidation catalyst (WOC) center in photosystem II (PSII)
over the last decades has revealed deep insights on the mechanisms by which Nature lib-
erates electrons and protons from H2O, two critical ingredients for downstream reactions
such as CO2 reduction and N2 fixation [298, 299]. This knowledge has propelled research
on using molecular catalysts to oxidize water, and impressive progress has been made in
terms of catalyst performance as measured by turn-over frequencies (TOFs) and turn-over
numbers (TONs) [42, 300]. From a technological development perspective, there is a
strong incentive to carry out the reaction on heterogeneous catalysts, especially on those
of low-cost and outstanding stability. Indeed, recent years have witnessed a surge of such
research activities [47, 301–305]. Despite the apparent variety of these catalysts, they
share important commonalities in the chemical mechanisms. For instance, it is generally
believed that the reaction proceeds through a series of proton-coupled electron transfer
(PCET) steps that lead to the formation of M=O (where M represents an active metal
center) intermediates [306, 307]. It is also agreed upon that the subsequent O-O bond for-
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Figure 5.1: Proposed water oxidation mechanisms by heterogeneous Co phosphate (Co-
Pi) catalysts. Two possibilities have been proposed, the intramolecular oxygen coupling
pathway (IMOC, left) and the water nucleophilic attack route (WNA, right).
mation is of critical importance to the overall reaction [308]. The details of the O-O forma-
tion and the subsequent steps, however, have been the subject of diverging views. At least
two possible pathways have been proposed and supported [309–312]. One involves direct
nucleophilic attack of water, followed by O2 release and regeneration of the catalyst. In
the literature, this mechanism is referred to as water nucleophilic attack (WNA,Figure 5.1,
right pathway) [300, 309]. The other involves the coupling of two metal-oxo intermediates
followed by O2 release, which is referred to as intramolecular oxygen coupling (IMOC,
Figure 5.1, left pathway [309].
For Ir- and Ru-based molecular catalysts, density-functional theory (DFT) calculations
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predicted that the IMOC pathway dominates at low overpotentials, whereas the WNA path-
way becomes accessible at higher overpotentials [311, 313]. The two pathways were also
predicted to be competitive on a heterogenized dinuclear Ir oxide cluster [311]. With opti-
cal pump-probe spectroscopy, Cuk et al. monitored the microsecond decay of oxyl (Ti-O)
and bridge (Ti-O-Ti) intermediates on SrTiO3 photoelectrodes [312]. They found that the
two species decay with distinct reaction rates on a microsecond timescale. It was suggested
that Ti-O’s convert to Ti-O-O-Ti by dimerization (IMOC pathway) and Ti-O-Ti converts
to Ti-OOH by nucleophilic attack of water (WNA pathway). Furthermore, it was found
that the relative predominance of the two pathways was controlled by the ionic strength of
the electrolyte, with the WNA pathway dominating at low ionic strength. However, how
the relative predominance of these mechanisms depends on the applied electrode potential
has not been investigated in experiments. Herein, we address this central question.
Inspiration on how to further this understanding could be drawn from progress made
in molecular WOC-based studies. To discern different pathways for the water oxidation
reaction by molecular catalysts, researchers have resorted to a strategy of correlating the
reaction rate with the catalyst concentrations [300]. With the help of additional experi-
ments such as isotope labelling, significant knowledge has been gained [45, 314, 315].
Similar approaches are challenging to implement for heterogeneous catalysts, however,
because the active sites, including their structures and densities, are often poorly defined
on a heterogeneous catalyst. The challenge could be circumvented using clever experi-
mental designs. For instance, Durrant et al. have identified a change of reaction orders
relative to the hole concentration from the first to the third order on Fe2O3 using photoin-
duced absorption spectroscopy [316]. Frei et al. have succeeded in observing both the
metal-oxo, and superoxo species, using an infrared spectroscopy technique [307]. In both
studies, different reaction mechanisms were proposed for different light intensities. Nev-
ertheless, due to the lack of detailed information on the active centers, particularly their
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density under different conditions, it remains difficult to directly corroborate these early
observations for an unambiguous understanding of water oxidation on heterogeneous cata-
lysts. While it is possible to address this challenge by synthesizing heterogeneous catalysts
with well-defined active centers, as has been demonstrated recently by others and us [317,
318], the catalyst library remains limited, and significant work is needed before the values
of such catalysts can be materialized. An alternative approach is to study how the reaction
kinetics changes as a function of water activity, which is the main strategy for this present
work.
To appreciate the significance of this strategy, it helps to examine the proposed WNA
and IMOC pathways on a heterogeneous Co phosphate (Co-Pi) catalyst (Figure 5.1). Prior
studies have suggested that the initial electron/proton transfer steps (vertical arrow in the
center) are fast in comparison to the O-O formation. Therefore, these steps are quasi-
equilibrated, whereas O-O formation limits the rate of the reaction. From the oxidized state
of the catalyst shown on the bottom of the scheme, the water oxidation process can proceed
through two distinct pathways: The WNA pathway involves a water molecule within the
electric double layer in the rate-determining O-O forming step (right arrow). By contrast,
the IMOC pathway only involves surface species in the rate-determining step (RDS) (left
arrow). On the basis of this simplified mechanistic picture, the water oxidation reaction
is expected to be (pseudo) first order in the water activity when proceeding through the
WNA pathway, whereas it is (pseudo) zeroth order when proceeding through the IMOC
pathway. This simplified view assumes that the change in the water activity does not
significantly affect the positions of the quasi-equilibria prior to the presumed RDS of O-
O bond formation, as discussed later. It is, therefore, possible to discern the reaction
mechanisms even without detailed knowledge of the active centers by altering the water
activity, which has not been investigated previously.
The problem is now reduced to how to alter water activity in a water oxidation reac-
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tion. Indeed, most prior studies on this subject have treated water as a substrate of invariant
activity, such that it was excluded in most kinetic considerations [319, 320]. Only recently
did we see advances where the water activity could be suppressed significantly in aqueous
solutions [321–323]. The so-called “water-in-salt” electrolyte containing high concen-
trations of salts (e.g., up to 21 m (mole per kg of H2O)) represents one such system. The
strong solvation effect of the high-concentration ions renders its H2O behaviors drastically
different from those in bulk H2O. It becomes possible to perform water oxidation reactions
in an aqueous system where the water activity is no longer unity. We are, therefore, of-
fered an opportunity to test the hypothesis proposed in the previous paragraph. That is, we
expect a different sensitivity of the kinetics on the water activity for different mechanisms.
To prove this concept, we have chosen Co-oxide-based catalysts as a study platform
because they represent a class of most studied heterogeneous WOCs, with Co phosphate
(Co-Pi) receiving arguably the most attention. A broad knowledge base has already been
generated [309, 320, 324–330]. For example, the coordination environment of Co has
been identified by a suite of spectroscopic techniques [327]. That the O-O formation is
the RDS has been supported by numerous studies [309, 320, 324, 325, 328, 329]. Both
WNA and IMOC mechanisms have been proposed and supported by either experimental
or computational studies for this catalyst [309, 325, 328, 329, 331–333]. Herein, we report
the new observation of a switch from the IMOC pathway at low applied potentials to the
WNA mechanism at high applied potentials.
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5.2 Results and Discussion
5.2.1 Detection of water oxidation intermediates
Prior studies have shown that various implementations of infrared and surface-enhanced
Raman spectroscopies are powerful probes of water oxidation intermediates [306, 307,
312, 334–342]. To examine the mechanistic proposal (Figure 5.1), we employed surface-
enhanced infrared absorption spectroscopy (SEIRAS) in the attenuated total reflection
(ATR) geometry. In SEIRAS-ATR, the surface plasmon resonance of rough metal films
locally enhances the evanescent field, rendering the technique sensitive to sub-monolayers
of species adsorbed on the electrode [343]. With this work, we establish SEIRAS-ATR
in the Kretschmann configuration as a tool for probing water oxidation intermediates on
metal oxide catalysts. For this purpose, we first electrochemically deposited a thin layer
of CoOx(OH)y [324] onto a chemically deposited Au thin film (CoOx(OH)y-Au) [74] on
a micro-machined Si-ATR crystal, which affords high infrared transparency below 1200
cm−1. A scheme of the setup is shown in Figure A5.1 in the Addendum. For SEIRAS-
ATR, CoOx(OH)y instead of Co-Pi was employed as the prototypical catalyst because the
latter would greatly complicate the interpretation of the IR spectra in the region around
1000 cm−1 due to the phosphate anion and its response to the applied potentials. As will
be discussed in detail later in this work, the electrochemical behaviors of CoOx(OH)y are
comparable to Co-Pi. It also features structurally similar active sites and the same cobalt
oxidation states under water oxidation conditions as Co-Pi [324, 344]. The CoOx(OH)y-
Au film exhibits a large activity for water oxidation in comparison with the Au substrate
(Figure A5.2).
Figure 5.2 shows the steady-state spectra of the CoOx(OH)y-Au electrode in 0.1 M
potassium phosphate (KPi) in D2O, H2O, and H2
18O. The absorbance was calculated ac-
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Figure 5.2: Observation of a superoxo intermediate by SEIRAS-ATR on a CoOx(OH)y-
Au electrode. Spectra collected on electrodes in contact with 0.1 M solutions of KPi in:
(a) D2O, (b) H2O, and (c) H2
18O at a sample potential of 2.21 V. A spectrum at 1.61 V
served as a reference spectrum. The band of the superoxo species is centered at 1,014
cm−1 in the presence of D2O and H2O and occurs at 966 cm
−1 in the presence of H2
18O.
All other spectral changes are attributed to KPi. (d) Spectrum of a bulk KPi solution.
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cording to Absorbance = -log(S/R), where S and R refer to the sample and reference spectra
respectively taken at 2.21 V and 1.61 V. Unless otherwise noted, all potentials in this work
are relative to the reversible hydrogen electrode (RHE). The spectrum in the D2O-based
electrolyte exhibited a band centered at 1,014 cm−1 (at 2.21 V; Figure 5.2a). The intensity
of this band increased with increasing applied potential (Figure A5.3), suggesting that it is
due to a water oxidation intermediate. To assign the band to a water oxidation intermedi-
ate, we carried out the following control experiments: First, to exclude the possibility that
the band (1,014 cm−1) arises from a phosphate species in solution, we confirmed that the
band also appears when the electrolyte is 0.1 M KCl in D2O and in H2O (Figure A5.4).
Second, the band is absent on an Au electrode without the CoOx(OH)y film (Figure A5.4).
These observations strongly suggest that the band centered at 1,014 cm−1 is a water
oxidation intermediate on CoOx(OH)y-Au. According to the proposed mechanism, this
spectral feature can be associated with either Co-O-O·-Co from the IMOC pathway or
Co-O-O· or Co-O-OH from the WNA pathway (Figure 5.1). To further assign this band,
we conducted isotopic labelling experiments with H2O and H2
18O. The lack of an isotopic
shift when the solvent was switched from D2O to H2O implies that the vibrational mode of
the species does not involve a hydrogen atom (Figure 5.2b). Upon switching to the H2
18O
electrolyte, this band shifts to 966 cm−1 (Figure 5.2c). The 48 cm−1 difference (from
1,014 to 966 cm−1) indicates that the intermediate involves an O-containing motif. These
experimental observations support the conclusion that the 1,014 cm−1 band is associated
with the superoxide intermediates (Co-O-O·-Co or Co-O-O·) [307, 330, 336]. The other
possible water oxidation intermediate, hydroperoxide (Co-O-OH), would feature charac-
teristic bands in the 740-920 cm−1 region [336, 338, 345, 346]. Due to the absorption
by the H2O librational mode, the signals were too weak to be discernable in that spectral
range. The other bands in the spectra in Figure 5.2a-c are due to the enrichment and deple-
tion of electrolyte phosphate species at the interface with changes in applied potential. The
131
magnitude of those spectral changes depend on the characteristics of a specific electrode,
such as film thickness and homogeneity, and the electrolyte system. The negative band at
∼1050 cm−1 in Figure 5.2a,b is likely due to a surface-adsorbed phosphate species [347].
The spectrum of a bulk KPi solution is shown in Figure 5.2d. Duplicate experiments con-
firm the reproducibility of the spectroscopic results (Figure A5.5). Taken together, this set
of experiments demonstrates the utility of the SEIRAS-ATR technique for the detection of
water oxidation intermediates under operating conditions. Importantly, the result confirms
the presence of a superoxo species, consistent with the mechanistic proposal (Figure 5.1).
Future research should be directed to further distinguish between Co-O-O·-Co and Co-O-
O·.
5.2.2 Electrochemical Characterization with Varying Water Activi-
ties
To further probe the mechanisms as shown in Figure 5.1, we monitored the electrochemi-
cal water oxidation current as a function of electrode potential in water-in-salt electrolytes
of varying water activities. As noted above, different reaction orders with respect to water
activity are expected from the two competing mechanisms: A (pseudo) first-order depen-
dence on H2O activity (aw) is expected for the WNA route, whereas a (pseudo) zeroth-
order dependence on aw is expected for the IMOC pathway. In a practical electrochemical
system, the dependence of the kinetics on aw is likely more complicated because of a
number of other factors, including the participation of H2O as a solvent; these potential
complications notwithstanding, the value of quantitatively analyzing the reaction rates as
a function of water activity becomes obvious.
Figure 5.3a compares the steady-state electrochemical current densities due to the ox-
idation of water on Co-Pi in contact with 0.1 M KPi containing 0, 2, 4, and 7 m NaNO3.
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Figure 5.3: Potential-dependence of the current modulation ratio for different water ac-
tivities and solvents. (a) Suppression of the current density due to the water oxidation
reaction on Co-Pi when aw was decreased from 1 to 0.83. The water activity was altered
by setting the NaNO3 concentration in a 0.1 M KPi buffer at neutral pH to 0 m, 2 m, 4
m, 7 m. The data were collected on a Co-Pi film on an FTO substrate under steady-state
conditions and under stirring of the electrolyte. The data were derived from an average
of three independent experiments for each aw. Error bars denote the standard deviation
of three individual measurements. The potential was corrected for the iR-drop. Further
experimental details are provided in the Addendum. (b) ja1.0/ja0.83 is the ratio of the water
oxidation current densities on the Co-Pi catalyst observed in electrolytes with water activ-
ities of 1 and 0.83. The ratio ja1.0/ja0.83 was calculated from the data in Figure 5.3a. H/D
refers to the ratio of the current densities of the Co-Pi catalyst in 0.1 M KPi in H2O and
D2O.
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The corresponding water activities are shown in the legend and were calculated on the ba-
sis of empirical equations [348]. These values describe the activity of bulk water in these
water-in-salt electrolytes. We caution that the activity of water at the electrocatalytic in-
terface may be different from those values. Nevertheless, the activities of interfacial water
are expected to qualitatively follow the same trend with increasing water-in-salt concen-
tration. All electrolytes were at neutral pH and were stirred during measurements, which
were carried out on electrodeposited Co-Pi on fluorine-doped tin oxide (FTO) substrates
in a single-compartment electrochemical cell. The potential window was carefully chosen
so as to avoid mass transport limitations (i.e., >1.71 V) or large experimental errors due
to low current densities (i.e., <1.62 V). Details of the data collection protocol are given
in the SI, and a representative data set is shown in Figure A5.6. As shown, with increas-
ing molality of NaNO3 and, hence, decreasing aw, the current density of water oxidation
is increasingly suppressed. A similar trend was observed for CoOx(OH)y (Figure A5.7),
suggesting that the observed trend is a more general feature of cobalt oxide-based cata-
lysts. This finding further corroborates our assertion made above that CoOx(OH)yis an
appropriate alternative model system for Co-Pi.
The observed suppression of the water oxidation reaction could arise from a number of
different physical phenomena. First, to test if the catalyst undergoes irreversible structural
changes in the different electrolytes, we recorded the CVs of the same Co-Pi electrode
in 0.1 M KPi before and after collection of 3 cycles of CVs in the four electrolytes (of
molalities 0, 2, 4, 7 m). As shown in Figure A5.8, the CVs in 0.1 M KPi before and after
catalysis in the water-in-salt electrolytes overlap. These data suggest that no irreversible
changes in catalytic activity occur during water oxidation in the water-in-salt electrolytes.
Second, to test if the mass transport of water to the electrode limits the reaction rate at
high salt concentrations, we collected the steady-state electrochemical current densities of
a CoPi-coated Pt rotating disk electrode (RDE) at rotation rates of 2,000 rpm (Figure A5.9)
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and 0 rpm (Figure A5.10). Comparison of the two figures reveals that the recorded current
densities on the RDE exhibit the same trend with increasing salt concentration, irrespective
of the rotation rate. Moreover, as demonstrated in Table A5.1, the increase in the thickness
of the stagnant layer with electrolyte concentration is expected to be small. Collectively,
these results suggest that the suppression of the water oxidation reaction is not caused by
limited mass transport of water to the electrode.
Third, at high concentrations of NaNO3, nitrate anions are expected to limit the en-
richment of phosphate anions in the electric double layer with increasing potential. As
a result, the pH buffer capacity at the electrocatalytic interface might decrease with in-
creasing NaNO3 concentration. Changes in the pH in the vicinity of the electrode (local
pH) could impact the reaction rate and mechanism [320, 349]. To exclude local pH ef-
fects as a possible reason for the reactivity trends with increasing NaNO3 concentration,
we carried out three different control experiments: (1) We monitored the electrochemical
current density as a function of solution pH at a fixed (absolute) electrode potential. As
shown in Figures A5.11-5.13, the pH-dependence of the current density was independent
of the rotation rate of the RDE. (2) We carried out galvanostatic titration experiments. The
potential shows an approximately Nernstian shift of 60 mV/pH for all electrolytes (Fig-
ures A5.11-5.13). (3) We varied the concentration of KPi in the electrolytes containing
4 and 7 m NaNO3. As shown in Figure A5.14, the potential-dependence of the reaction
rate is insensitive to the concentration of KPi. Taken together, these control experiments
suggest that the local pH does not significantly depend on the concentration of NaNO3.
Fourth, to test if nitrate anions block catalytic sites, we recorded the electrochemical
current density as a function of potential in 7 m NaClO4. Perchlorate typically does not
chemisorb on electrodes [350]. As shown in Figure A5.15, the impact of 7 m NaClO4 on
the current density is similar to that of 7 m NaNO3. This result indicates that nitrate anions
do not block catalytic sites of Co-Pi.
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Fifth, alkali metal cations are known to influence the rate of the water oxidation re-
action on various electrocatalysts [168, 351–354]. In the case of Ni oxyhydroxides, in-
tercalated electrolyte cations have been proposed to stabilize reaction intermediates [352,
353]. To test if the catalytic activity is affected by the identity of the cation, we conducted
additional control experiments in 2 m KNO3. As shown in Figure A5.16, the current
modulation ratio virtually overlaps with the one obtained in 2 m NaNO3 (higher concen-
trations of KNO3 could not be tested because of the lower solubility of that salt relative
to NaNO3). This result is consistent with earlier work [355] showing that the substitution
of K+ in Co-Pi by Na+ has no significant impact on the catalytic activity of this cata-
lyst. On the basis of this finding and our observation that the catalytic activity of Co-Pi
is retained after a sequence of CVs in three water-in-salt electrolytes (Figure A5.8), we
can exclude the incorporation of Na+ into the Co-Pi film as the origin of the change in
catalytic activity with increasing electrolyte concentration. Cations can also influence an
electrocatalytic process by altering the properties of the electric double layer in a number
of distinct ways [32], which are not fully understood to date. One of the principal ways in
which cations can impact the catalytic activity is by altering the structure and dynamics of
water at the interface [32, 354]. This possibility is included in our interpretation of these
results in terms of the decreasing activity of water with increasing concentration of the
water-in-salt electrolytes.
Sixth, to exclude the possibility that impurities, e.g. Fe, incorporate into the cata-
lyst [356] with increasing salt concentration, we performed CV tests in electrolytes with
reagent grade and trace metal grade salts. As shown in Figure A5.17, the same water
oxidation activity was observed in both electrolytes.
Lastly, to test if the electrochemical currents arise from the oxidation of water to
molecular oxygen, we conducted gas chromatography measurements. Figure A5.18 shows
that O2 is produced with near-unity Faradaic efficiency. This measurement demonstrates
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that (1) other possible oxidation products (such as H2O2) are not produced in apprecia-
ble amounts and (2) parasitic chemical reactions (such as the oxidation of nitrate) do not
occur.
Taken as a whole, this set of results indicates that the observed suppression of the water
oxidation reaction is most likely due to the decrease of water activity (aw) from 1 to 0.83
as the concentration of NaNO3 increases from 0 to 7 m.
To further analyze the data shown in Figure 5.3a, we plotted the ratio of the current
density at aw =1 over that at aw =0.83 at different potentials (Figure 5.3b). This ratio
quantifies the extent to which the reaction rate is modulated by the water activity. It is
clear that the impact of the water activity strongly depends on the electrode potential: At
1.71 V, the rate is suppressed by a factor of ≈4.3. By contrast, at a potential of 1.615 V,
the modulation factor is only ≈1.2, indicating that the rate of the reaction is less sensitive
to the change in water activity at that potential. Identical trends were obvious for the other
aw’s (i.e., 0.94 and 0.89), albeit with different magnitudes.
That the reaction rate is suppressed by up to a factor of 4.3 by an aw change from 1
to 0.83 at 1.71 V strongly suggests that H2O is involved in the rate-determining step at
that potential. Conversely, for the same aw, the modulation is close to unity at 1.615 V,
indicating that H2O involvement in the rate-determining step is less likely. Taken as a
whole, the data suggest that a mechanistic switch occurs between 1.615 V and 1.71 V. A
possible mechanistic switch that is consistent with our observations is the transition from
the IMOC pathway ((pseudo) zeroth-order in aw) to the WNA route ((pseudo) first-order
in aw) as the electrode potential is increased from 1.615 to 1.71 V.
To corroborate further this assertion, we measured the steady-state current density on
the FTO-supported Co-Pi electrode in 0.1 M KPi in heavy water (D2O) as a function of
electrode potential. The ratio of the current density of the corresponding measurement
in light water over that in heavy water is the apparent kinetic isotope effect (KIE). The
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apparent KIE is close to 2 at 1.625 V and increases to ≈4.2 as the potential is tuned to
1.71 V. Because the IMOC pathway does not involve water in the rate-determining step,
we expect the rate of the reaction to be insensitive to H/D substitution. By contrast, the
WNA involves a water molecule in the rate-determining step. Therefore, a dependence
of the rate on the isotope of hydrogen is expected. Collectively, the KIE measurements
further corroborate our notion that the mechanism switches from the IMOC route to the
WNA pathway with increasing potential.
We note that the interpretation of KIE effects can be highly complex. For example,
a similar KIE dependence on potential might be explained by a switch of the oxidized
substrates from OH− to H2O, as has been reported by Zhao et al. on Fe2O3 [357]. That
mechanism, however, is not applicable to the Co-Pi catalyst because OH− is unlikely to
be the oxidized substrate at pH 7. Furthermore, Hammes-Schiffer et al. demonstrated that
the relative contributions that specific reactant/product vibronic states make to the current
density are dependent on the isotope [358]. They showed that this effect could give rise
to a potential-dependence of the KIE. While we cannot fully rule out that such effects
contribute to the potential-dependence of the KIE in the present case, the corroboration
between the KIE data and the potential-dependent impact of the water activity on the reac-
tion rate supports the conclusion of a potential-induced switch from the IMOC mechanism
to the WNA pathway with increasing potential. A KIE on the WNA pathway was also re-
ported by Cuk et al. during the photocatalytic oxidation of water on SrTiO3 [312].
As far as the KIE effect is concerned, it is noted that Dau and co-workers also found
a suppression of the water oxidation reaction in D2O relative to that in H2O [325]. Their
electrokinetic results were similar to those reported herein. However, they interpreted
these data differently. Specifically, the authors found that the redox-potential of the pre-
equilibrium [CoIII-OH] ⇌ [CoIV-O] + H+ + e− shifts by about 60 mV in the anodic direc-
tion upon switching the solvent from H2O to D2O. Because galvanostatic measurements
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for water oxidation in H2O and D2O show a similar shift, they suggested that the suppres-
sion of the water oxidation reaction is due to the shift in this pre-equilibrium (rather than a
KIE on the rate-determining step of the water oxidation reaction). This pre-equilibrium is
a critical factor determining the activity of Co-oxide based catalysts [320, 324, 359]. This
alternative interpretation could also account for the observed suppression of the water oxi-
dation in D2O. However, we note that on the basis of the cyclic voltammograms of Co-Pi in
H2O and D2O (Figure A5.19), we estimated a shift of ≈28 mV in the Co(II)/Co(III) redox
half-wave potential. The relatively small shift in the pre-equilibrium suggests that it may
not be the sole reason for the observed dependence of the rate of the water oxidation on the
H/D isotope. Most importantly, this interpretation cannot account for the suppression of
the current with increasing salt concentration (Figure 5.3). As discussed above, our con-
trol experiments in which we varied the rotation rate of the RDE (Figures A5.9-5.10), the
pH of the electrolyte (Figures A5.11-5.13), and the concentration of KPi (Figure A5.14)
confirm that the buffer capacity is sufficient to maintain the [CoIII-OH] ⇌ [CoIV-O] + H+
+ e− equilibrium in the water-in-salt electrolytes. To further corroborate this notion, we
analyzed the Co(II)/Co(III) redox equilibrium of Co-Pi in contact with the water-in-salt
electrolytes with cyclic voltammetry. As shown in Figure A5.20, the Co(II)/Co(III) redox
half-wave potential is shifted by only 10-20 mV in the cathodic direction with increasing
salt concentration. This small shift indicates the pre-equilibrium is not significantly af-
fected by the presence of water-in-salt electrolytes. Therefore, when the isotope effect re-
sults are viewed in the context of the electrokinetic results for the water-in-salt electrolytes,
our interpretation provides a cohesive, self-consistent picture, whereas the hypothesis of
the shift in the pre-equilibrium can only partly explain the collective results. Although the
shift may be a contributing factor, we conclude that it is not the dominating effect.
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5.2.3 Rationalization of the Potential-Induced Mechanistic Switch
In the following section, we discuss two possible molecular origins for our proposed
potential-induced mechanistic switch. First, we show that the interfacial electric field at
the electrocatalyst/electrolyte contact may affect the relative activation barriers of the two
pathways, and, thus, the relative weight of each route as the potential is altered. Second, we
performed a density functional theory (DFT) study of the two routes. These calculations
show that only at high potentials does the WNA mechanism become thermodynamically
accessible. In a practical system, the two effects may synergistically combine to favor the
WNA pathway at high electrode potentials. Next, we first discuss the impact of the inter-
facial electric field on the activation barriers; then we describe the insights derived from
the DFT modeling.
The key distinction between the IMOC and WNA pathways is the involvement of water
in the rate-determining step of the latter one (Figure 5.1). On the basis of this observation,
we expect the energetics of the two pathways to exhibit distinct sensitivity to the inter-
facial electric field. The magnitude of the interfacial electric field of the electric double
layer increases as the potential of the electrode is increased. It is well established that elec-
tric fields can profoundly impact the rates and selectivity of chemical reactions [143, 203,
360–362]. Reaction intermediates with sufficiently large dipole moments and polarizabil-
ities can interact with the electric fields. As a result of this interaction, the free energy
profile of the reaction processes can be altered [143, 203]. Nørskov et al. have shown that
the impact of electric fields on surface-bound water oxidation intermediates (M-OOH, M-
OH, M=O) is typically very small because these species have small dipole moments and
polarizabilities [361]. On the basis of these findings, it is likely that the interfacial electric
field has negligible impact on the IMOC pathway. Because the rate-determining O-O bond
formation step is a chemical step, we expect the principal activation barrier of the IMOC
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pathway to be independent of the electrode potential. By contrast, because water has a
relatively large dipole moment and polarizability, the orientation and dynamics of water
molecules at electrified interfaces may strongly depend on the electrode potential [362–
364]. It has been suggested that the water dynamics and structure at interfaces affect the
rates of various electrocatalytic processes, such as water oxidation and reduction [354,
362]. Therefore, even though O-O coupling in the WNA as hypothesized in Figure 5.1 is
a chemical step, we expect the activation barrier of this process to depend on the electrode
potential: ∆G 6=WNA = ∆G
6=
WNA − ∆
−→µ ·
−→
E , where ∆G 6=WNAis the standard chemical free
energy of activation in the absence of an electric field; ∆−→µ represents the change in the
surface dipole when going from the reactant to the activated complex state; and
−→
E is the
interfacial electric field, which depends on the electrode potential. These qualitative con-
siderations show that because of the participation of water in the rate-determining chemical
step of O-O bond formation for the WNA mechanism, the activation barrier of this step is
a function of electrode potential. Nevertheless, without knowledge of the molecular-level
structure of the electrocatalyst/electrolyte interface at the present time, our considerations
must remain qualitative in nature at the present stage. Irrespective, this model describes
one possible origin of the observed mechanistic switch from the IMOC route to the WNA
pathway with increasing potential.
To explore further other possible causes of the potential-induced switch, we studied
the energetics of the two pathways with DFT. All calculations were performed with the
B3LYP functional and def2-SV(P) and def2-TZVP basis set implemented in the Gaussian
16 software package. Further computational details are provided in the Appendix. We
constructed atomic models on the basis of previous EXAFS [327] and X-ray pair distri-
bution function analysis. The Co7O24H27 cluster has a Co ion surrounded by 6 Co ions at
the edge which are connected to the center Co ion by µ3-O bridges (Figure A5.21). The
energetics of the water oxidation reaction is sensitive to the protonation state of the clus-
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Figure 5.4: Possible routes of water oxidation suggested by the DFT calculations. Left:
the IMOC mechanism under low overpotential (thermodynamically favored pathway);
right: the WNA mechanism under high overpotential. The calculated free energy changes
(∆G) are given in the unit of eV. The numbers shown in green are the free energy changes
of electrochemical steps vs. the computed hydrogen electrode.
ter [328, 329]. We considered different protonation states and found that the lowest energy
protonation state is a highly symmetric cluster with one side of the µ3-O being protonated,
and each pair of edge Co ions having strong hydrogen bonds between nearby hydroxide
and water ligands (Figure A5.22). The protonation of the hydroxide ligand of the edge
Co atoms is energetically unfavorable since it destroys the strong hydrogen bond interac-
tion between OH− and nearby H2O. However, the edge OH
− group can be protonated by
reducing the corresponding edge Co(III) to Co(II) (Figure A5.23).
142
On the basis of this structural model, we investigated the water oxidation mechanism
(Figure 5.4) starting from the H2O-Co(II)-(µ−O)2-Co(III)-OH2 intermediates (I). We note
that our computational method overestimates the oxidation potential of Co(III) to Co(IV)
by ∼0.3 V (Figure A5.24). All potentials quoted herein are not corrected for this system-
atic error. The oxidation of Co(II) to Co(III) requires 0.95 V, which is much lower than the
applied potential during catalysis. The second oxidation requires 1.98 V to generate in-
termediate III with one Co oxidized to Co(IV). This oxidation is a metal-center oxidation,
consistent with XANES results of the Co-Pi catalyst under catalytic conditions, which sug-
gest a valence of Co greater than 3 [327]. When the overestimation of the redox potential
is accounted for, this intermediate is predicted to be prevalent under water oxidation con-
ditions. Consistent with the prediction, the resting state of the catalyst has been assigned
to intermediate III in prior reports [309, 320, 324, 325, 349, 365]. The hydroxide coordi-
nated to the Co(IV) center in intermediate III has a partial radical character as indicated
by a Mulliken spin population of 0.21 (Figure A5.25). Therefore, the two hydroxides can
couple to form hydroperoxide through the IMOC mechanism. Thermodynamically, this
pathway is favored over the WNA pathway under low applied potentials. The following
two oxidations require low potentials. Therefore, it is fairly easy to form intermediate VI.
The release of O2 and binding of two water molecules complete the catalytic cycle.
Under high applied potential, intermediate III can be further oxidized to form interme-
diate IV’ with two nearby Co being oxidized to Co(IV). The terminal O atom coordinated
to Co(IV) is best described as an oxyl radical since the Mulliken spin population on the
O atom is 0.89 (Figure A5.25), close to 1 for a perfect radical. The intermediate IV’ can
react with a water molecule from the solution to form intermediate V’ through the WNA
mechanism. The incoming H2O forms hydroperoxide with the oxyl radical and releases a
proton to the nearby OH− group. Intermediate V’ can be further oxidized to intermediate
VI’, which releases O2 and adsorbs a water molecule to complete the catalytic cycle.
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Figure 5.5: Schematic representation of the key findings and conclusions of this work.
We note that both IMOC and WNA mechanisms feature a superoxo intermediate (VI
and VI’, respectively). This prediction is consistent with our spectroscopic results, which
indicate the presence of a superoxo species. On the basis of the simulated O-O vibrational
frequencies (Figure A5.26) alone, we cannot identify which of the two species gives rise
to the vibrational band at 1,014 cm−1 (Figure 5.2). We reserve a more detailed assignment
for future investigations.
Although alternative reaction pathways may be available [329, 366], the DFT compu-
tations show that (1) the IMOC and WNA pathways are feasible from a thermodynamic
perspective and (2) their energetics are consistent with the proposed mechanistic frame-
work (Figure 5.1) and the interpretation of our electrokinetic results (Figure 5.3): At low
overpotential, the IMOC pathway predominates, whereas the WNA pathway becomes ac-
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cessible at high overpotential. Lastly, it is noted that, in line with prior precedence, we only
considered the thermodynamics of the pathways [313, 366]. The calculation of the activa-
tion barriers is complicated by spin-state changes during the conversion of intermediate III
to IV. Further, the activation barriers are sensitive to the protonation state of the catalyst,
which is a complex function of applied electrode potential and reaction conditions. Fully
accounting for these complications will require additional research that is beyond of the
scope of the current work.
Taken as a whole, the thermodynamic description of the two pathways and the qualita-
tive considerations of the impact of the interfacial field on the relative magnitude of activa-
tion barriers of the O-O bond-forming steps provide strong support for the conclusion of a
potential-dependent mechanistic switch. The DFT modeling predicts that a certain thresh-
old potential for the WNA pathway needs to be surpassed before this pathway becomes
thermodynamically feasible. In addition, the involvement of water in the rate-determining
step may further lower the activation barrier for the O-O bond formation step for the WNA
route, leading to a further acceleration of the reaction rate. Our conclusions are graphically
summarized in Figure 5.5.
5.2.4 Broader Implications
Prior research on homogeneous water oxidation mechanisms has revealed that the 4-
proton, 4-electron process of water oxidation can take place on a mononuclear or a dinu-
clear catalyst. Whether WNA or oxygen-coupling is the preferred mechanism has been at
the center of intense studies for the natural photosystem II, as well as for molecular cat-
alysts. In testing the various hypotheses for the reaction mechanisms, researchers mainly
relied on kinetic models that depend on the information of key species, such as the concen-
tration of the catalyst and the turn-over frequencies. In principle, the same methodology
could be applied for the establishment of a similar knowledge base for heterogeneous wa-
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ter oxidation reactions. However, the lack of knowledge on the detailed information of
the catalytically active centers creates a critical challenge for such an approach. Our strat-
egy of probing the kinetics of heterogeneous water oxidation by varying water activities is
new. It generates information that permits the verification of hypotheses that are difficult or
impossible to obtain by other methods. How the water oxidation reaction proceeds is sen-
sitive to a number of factors, including the local catalytic environment (e.g., the availability
of mononuclear, dinuclear or multinuclear active centers), substrate concentration, as well
as the driving forces. While our studies suggest that the WNA mechanism is favored at
high driving force, we are inspired to understand that in a practical water oxidation sys-
tem (such as the Oxygen Evolution Catalyst in Photosystem II or in an electrolyzer), both
mechanisms may co-exist. The fact that this switch is observed on Co-Pi and CoOx(OH)y
(Figures A5.7 and A5.27) suggests that the potential-induced changes in pathway may be a
more general phenomenon of Co-oxide based electrocatalytsts. The dynamic switch of the
mechanisms could help to explain how Nature ensures the most efficient route for the uti-
lization of solar energy to liberate electrons and protons; it also implies that future designs
and optimization of heterogeneous catalysts for large-scale engineering implementations
of water oxidation should consider the facile switch of reaction mechanisms. It is noted
that the WNA mechanism could proceed through a mononuclear site or a dinuclear site
depending on the catalytic conditions [307, 367, 368]. However, it likely makes only a
minor contribution to our study because of the narrow and low overpotential regime inves-
tigated, as well as the equivalent involvement of water molecule in the rate-determining
step on both sites. Lastly, while we envision that studying water oxidation by varying wa-
ter activities indeed adds a new dimension to the tool kit, it faces limitations for systems
at highly alkaline conditions where OH− but not H2O is being oxidized.
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5.3 Conclusion
In conclusion, this work introduced two key innovations. Using SEIRAS-ATR, we de-
tected a key intermediate corresponding to O-O bond formation in Co-based water oxida-
tion. This information lends support to the proposed mechanisms. By varying the water
activity, we established a kinetic model that allowed us to verify the two competing mech-
anisms of water oxidation. We found that the dinuclear route (i.e., IMOC) is favored at
relatively low driving forces, whereas the mononuclear route (i.e., WNA) is preferred at
relatively high driving forces. The results contribute significantly to the understanding of
water oxidation by heterogeneous catalysts.
5.4 Experimental Procedurest
5.4.1 Materials
Co(NO3)2 (99.999%, Alfa Aesar), KOH (85%, VWR International), NaNO3 (99.0% min.,
Alfa Aesar), NaClO4 (99.0% min., Alfa Aesar), KNO3 (99.0% min., Sigma-Aldrich),
K2HPO4 (98.0% min., Alf Aesar), KH2PO4 (98.0% min., Alf Aesar), Na2HPO4 (99.0%
min., Fisher chemical) and C2H3NaO2 (99.0% min., Sigma-Aldrich) were used as re-
ceived. HF (48 wt.%), NaAuCl42H2O (99.99%; metals basis), Na2SO3 (98.5%; for anal-
ysis, anhydrous), Na2S2O32H2O (99.999%; trace metal basis), NH4Cl (99.999%; metal
basis), and KNO3 (99.999%, trace metal basis) were used as received from Fisher Scien-
tific. All electrolyte solutions were prepared with deionized water (Barnstead, 18 MΩ-cm
resistivity). H218O (97% enriched) was used as received from Medical Isotopes, NH. D2O
(99.9%) was used as received from Aldrich.
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5.4.2 Au Nanofilm Preparation
The gold nanofilm was electrolessly deposited onto Si wafers (IRUBIS GmbH, Germany)
following the reported method [74]. The reflective surface of the Si wafer was polished on
a mat using 6 and 1 m diamond slurries (Ted Pella; Redding, CA), then 0.05 m alumina
paste (Electron Microscopy Sciences; Hatfield, PA) with cotton swabs, for 5 min respec-
tively. Then, the Si wafer was cleaned with five consecutive 5 min sonication in ultrapure
water and acetone alternately. For the deposition, the Si wafer was first etched in 40%
NH4F for 90 s to remove surface oxide and terminate the surface with hydrogen atoms.
Au nanofilm was plated by immersing the Si wafer into a 2:1 mixture of a plating solution
and 2% HF at 60 ◦C for 120 s. The plating solution contains 15 mM NaAuCl42H2O, 150
mM Na2SO3, 50 mM Na2S2O32H2O, and 50 mM NH4Cl. The resulted resistance of the
gold film is 5-10 Ω.
5.4.3 Co-Pi or CoOx(OH)y Film Deposition
Co-Pi catalysts were electrodeposited onto substrates in a solution of 0.5 mM Co(NO3)2
and 0.1 M phosphate buffer (KPi) (pH=7.0) using a Solartron analytical potentiostat by
potentiastatical deposition at a potential of 1.14 V vs. the normal hydrogen electrode
(NHE) with the passage of 20 mC cm−2 [320]. CoOx(OH)y electrodes were electrode-
posited onto the Pt substrates or Au films in a solution of 10 mM Co(NO3)2 and 0.1 M
NaCH3CO2 using a VersaStat3 potentiostat (AMETEK; Berwyn, PA). The galvanostatical
deposition was set at an anodic current density of 0.05 mA cm−2 vs. Pt counter electrode
for 5 min [366].
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5.4.4 General Electrochemical Methods
All electrochemical experiments were conducted using a CH Instruments or Solartron
analytical potentiostat, a Ag/AgCl reference electrode (0.197 V) or a saturated calomel
electrode (SCE, 0.242 V), and a Pt counter electrode. Two types of substrates were
used for working electrodes: fluorine-doped tin oxide (FTO) electrode and Pt rotating
disk electrode. All the electrochemical measurements were conducted on Co-Pi-coated
FTO electrodes in a single cell unless otherwise stated. Rotating disk electrode mea-
surements were conducted using a Pine Instruments MSR rotator and a 5 mm diame-
ter Pt-disk rotating electrode. All electrochemical experiments were performed using a
three-electrode electrochemical cell containing a ∼15 mL electrolyte solution. Unless
otherwise stated, all experiments were performed at ambient temperature and electrode
potentials were converted to the reversible hydrogen electrode (RHE) scale using an equa-
tion: E(RHE) = E(RE) + Eø(RE) + 0.059 × pH, E(RHE) and E(RE) are the potential
versus RHE and reference electrode, Eø(RE) is the potential of reference electrode. The
electrolyte resistance between working electrode (WE) and RE was measured by electro-
chemical impedance spectroscopy (EIS) and the resistance was used for iR compensation.
E(RE)actual = E(RE)measured – iR (i and R are the values of current and solution resistance,
respectively)
All the water-in-salt (WiS) electrolyte solutions used in the experiments were freshly
prepared before every single test. To make the water-in-salt solutions, we first prepared
KPi buffer solutions and then added salts into the KPi buffer solutions. pH of all the
solutions was adjusted to 7.0 with a freshly prepared 6 M KOH solution in order to prevent
the influence of pH on water oxidation activity. Based on the previous literature [348],
water activities (aw) in 0 m NaNO3 @ 0.1 M KPi , 2 m NaNO3 @ 0.1 M KPi, 4 m NaNO3
@ 0.1 M KPi, 7 m NaNO3 @ 0.1 M KPi are calculated as 1, 0.94, 0.89, 0.83, respectively.
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5.4.5 Details of the Electrochemical Measurements
The data in Figures 5.3a and 5.3b were collected under steady-state condition, each set of
data were repeated three times with a freshly prepared catalyst of similar activity. Dur-
ing the data collection process, the steady-state measurement was performed for about 5
minutes until the current was stable, and then the data was processed by making an aver-
age of the last 20 raw data points in steady-state current density vs. potential (j-E) plots
(Figure A5.6 is a representative example of data collection). The data in Figures A5.7
and A5.9-A5.16 were collected under steady-state condition for 3 to 5 min depending on
the experiment. The data was processed by making an average of the last 20 raw data
points. For Figures A5.17 and A5.20, the samples were subjected to 3 consecutive CV
measurements. The second and third CV cycles show consistent result, so the third CV
cycles were shown. For Figure A5.19: The data was collected with the same catalyst; we
first measured the cyclic voltammetry (CV) plot in D2O at a scan rate of 20 mV s
−1 and
then performed the same measurement in H2O.
5.4.6 SEIRAS-ATR Measurement
All in situ surface-enhanced infrared absorption spectroscopy in attenuated total reflection
mode (SEIRAS-ATR) measurements were carried out using nitrogen-purged Bruker Ver-
tex 70 FTIR spectrometer (Billerica, MA) equipped with a liquid-nitrogen-cooled MCT
detector (FTIR-16; Infrared Associates; Stuart, FL). The catalyst coated Si wafer was as-
sembled into a customized polyether ether ketone (PEEK) spectroelectrochemical cell,
and coupled vertically with an ATR accessory (VeeMax III; Pike Technologies; Madison,
WI). All experiments were run with an incident angle of 50◦, a resolution of 4 cm−1, and
a scanner velocity of 40 kHz. For all spectra shown, change in optical density was cal-
culated according to Absorbance = -log(S/R), with S and R referring to the single beam
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sample spectrum and single beam reference spectrum, respectively.
Before and after spectroscopic measurements, the quality of the film electrodes was
confirmed by carrying out a CV from 1.0 to 1.6 V vs. Ag/AgCl (1.61 to 2.21 V vs. RHE)
at a scan rate of 20 mV s−1. All presented spectra were collected with electrodes that ex-
hibited Co(II)/Co(III) redox peaks in the CVs and a water oxidation current (Figure A5.2).
For spectroscopic measurements, the CoOx(OH)y electrode potential was stepped in
0.1 V increments from 2.21 to 1.61 V vs. RHE. The steps were connected by potential
ramps of 20 mV s−1. Each potential was held for 120 s. During this time, infrared spectra
were collected. Spectra collected at 2.21 and 2.01 V (sample potentials) are shown in
Figures 5.2 and A5.3-A5.5. The single beam spectra collected at 1.61 V vs. RHE served
as the reference spectrum. A leakless Ag/AgCl (ET072-1; eDAQ, Colorado Springs, CO)
and Pt wire (99.95%; BASi Inc.; West Lafayette, IN) were used as reference electrode
and counter electrode, respectively. The electrolyte was prepared with 0.1 M KPi in D2O,
H2O, or H2
18O at pH = 7, and the solution pD value was corrected with a factor of 0.4
from the reading of a pH meter [369].
5.4.7 Faraday Efficiency Measurement
Faradaic efficiency (FE) was measured with gas chromatography-online method (GCMS-
QP2010, Shimadzu). A piece of FTO (1×3 cm2) was used for growing Co-Pi catalyst. The
method for growing the catalyst is the same as that described in the Co-Pi or CoOx(OH)y
Film Deposition part. O2 gas was detected. During the experiment, the Co-Pi-coated FTO
electrode was immersed into a reaction cell containing about 20 mL 0.1 M KPi neutral
electrolyte. A constant current (3 mA) was applied to the electrode in order to generate
O2 bubbles. Then, the O2 gas was further purged into the gas line of gas chromatography-
mass spectrometry (GC-MS) for FE measurement. The equation for calculating FE is
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given below:
FE =
4×Oxygen amount (umol · s−1)
Charge (umol · s−1)
× 100%
5.4.8 Computational Details
All DFT calculations were performed with Gaussian 16 Revision C01 software pack-
age [370]. We used the B3LYP functional [371, 372] in conjugation with the def2-SV(P)
basis set [373] for all atoms in the geometry optimization. Frequency analysis was per-
formed to verify the nature of obtained stationary points and obtain harmonic frequencies
to calculate the zero-point energies and thermal correction to the entropy and free en-
ergy. We used the def2-TZVP basis set [373] for single-point energy calculation to final
composite free energy changes. The solvation effect was considered the SMD implicit
solvation model [374] and the dispersion correction was considered using Grimme’s em-
pirical dispersion correction version 3 with Becke-Johnson damping [375]. We performed
geometry optimization in both gas phase and dielectric continuum with SMD. We found
that the geometry relaxation in the solvation is quite significant (Figure A5.22), therefore,
all the geometries except H2 and O2 used in the manuscript were optimized with the SMD
implicit solvation model.
We considered different sizes of Co clusters and found the planar Co7O24H27 cluster with
edge-sharing CoO6 octahedral is the most stable structure, which is consistent with the
structure model suggested by EXAFS study [327]. We considered different protonation
state of the Co7O24H27 cluster by placing protons at different O positions and found the
most stable configuration corresponds to protonated µ2-O and µ3-O bridges, which was
used for our mechanistic investigation. We simulated the O-O vibrational frequency of the
O-O bond in possible intermediates. We used the atomic masses of specified isotopes and
diagonal the Hessian matrix in the mass-weighted coordinates to obtain the vibrational
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frequency for different isotopes.
The free energy changes of proton-coupled electron transfer steps were calculated with
Nørskov’s computational hydrogen electrode (CHE) approach [376] to get the free energy
change with respect to the reversible hydrogen electrode (RHE) to avoid the explicit use
of the hydrated proton and to include the pH effect naturally. Its procedure is given below:
1. Calculate the free energy change (∆G1) with respect to the release of equivalence of
H2(g):
RH → Ox+
1
2
H2 (g) , ∆G1
2. Use the definition of RHE:
1
2
H2 (g) → H
+ (aq) + e−, ∆G2
3. Free energy change of a proton-coupled electron transfer step (∆G3) with respect to
RHE can be calculated by adding ∆G1 and ∆G2:
RH → Ox+ H+ + e−, ∆G3 = ∆G1 + ∆G2
We also considered the water oxidation mechanisms on CoOOH. Given the nature of
this system, we applied periodic boundary condition to study the catalytic mechanism on
CoOOH surfaces. All calculations for the CoOOH system were performed with the Vienna
Ab initio Simulation Package (VASP) [377–380]. We use the Perdew-Burke-Ernzerhof
(PBE) exchange-correlation functional [381] in conjugation with the projected-augmented
wave (PAW) method [382, 383] to describe the ion-electrons interactions. A cutoff energy
of 500 eV was chosen for the plane wave basis set in all calculations. We used the Gaussian
smearing method to accelerate SCF convergence and the σ value was chosen to be 0.1 eV.
The standard GGAs fail for strongly correlated systems such as the d electrons of Co. All
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calculations involving Ir and Ce atoms were performed with the spin-polarized DFT+U
method, using the rotational-invariant formalism developed by Dudarev et al. [384]. The
empirical Ueff parameters were chosen to be 3.4 eV for Co 3d electrons [385].
A 9 × 9 × 9 Monckhorst-Pack type k-point grid [386] was chosen for the optimization of
bulk ceria. The energy convergence criterion was set to be 10−6 eV per unit cell and the
geometry convergence criterion was set to be 10−5 eV per unit cell for energy difference
between two consecutive ionic steps. The optimized lattice constants a = b = 2.88 Å and c
= 13.17 Å are in good agreement with experimental lattice constant of a = b = 2.85 Å and
c = 13.15 Å [387].
We prepared slab models for the CoOOH (012) surface to study the water oxidation mech-
anisms on the the CoOOH (012) surface. CoOOH (012) surface with 3 layers of Co atoms
with both sides terminated by water ligands are used in the study (Figure A5.21). A vac-
uum layer of ∼ 15 Å was used to minimize the artificial interactions between periodic
images. A supercell of 13.52 Å × 31.54 Å × 14.37 Å was used to model the CoOOH
(012) surface. The atoms in the bottom one layers were fixed at their optimized positions,
while the atoms in the top two layers, as well as the adsorbates, were allowed to relax dur-
ing geometry optimization. A 1 × 1 × 1 Monckhorst-Pack type k-point grid was used for
all surface structure relaxations unless otherwise noted. The energy convergence criterion
was set to be 10−5 eV per super cell and the force convergence criterion of 0.03 eV Å−1.
The calculations of isolated small molecules were performed with a supercell of 15.0 Å ×
15.0 Å × 15.0 Å. The Gaussian smearing method and a σ value of 0.1 eV were used in
the calculations. A 1 × 1 × 1 Monckhorst-Pack type k-point grid was used to sample the
Brillouin zone and the SCF convergence criterion was set to be 10−5 eV per unit cell.
The energy changes obtained from the periodic boundary calculations were corrected by
the thermo-correction from the cluster model to obtain the free energy changes given in
Figure A5.27. The saturated vapor pressure of water at 298.15 K (3.169 kPa) was used to
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obtain the free energy changes of H2O(g) H2O(l).
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5.5 Addendum
156
Figure A 5.1: Experimental configuration for SEIRAS. WE, CE, and RE denote the
working electrode, counter electrode, and reference electrode, respectively.
Figure A 5.2: Water oxidation activity comparison between bare Au film and CoOx(OH)y-
Au sample. The CVs were collected from 1.61 to 2.21 V at a scan rate of 20 mV s−1. The
current data are from the third forward scan of the catalyst. All the data were corrected
with iR compensation.
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Figure A 5.3: The intensity of the band centered at 1,014 cm−1 at 2.21 V increases with
increasing applied potential in 0.1 M KPi with (a) D2O, (b) H2O, and (c) H2
18O.
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Figure A 5.4: Control experiments for ruling out the complication brought up by solution
species: (a) A prominent band at 1,014 cm−1 is observable in 0.1 M KCl with D2O at
2.21 V, while the band does not appear on a bare Au at the same potential. PBS indicates
the spectrum of a bulk phosphate solution. (b) The band at 1014 cm−1 shows a potential-
dependent reversibility as potential is switched between 2.01 V and 1.61 V (two cycles are
shown labeled as “1st” and “2nd”.
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Figure A 5.5: SEIRAS data collected on different samples in 0.1 M KPi with (a) D2O,
(b) H2O, and (c) H2
18O, to demonstrate reproducibility at 2.21 V. Reference spectra were
taken at 1.61 V
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Figure A 5.6: Representative steady-state electrochemical j-t plots of water oxidation
on Co-Pi catalysts in 0.1 M KPi containing 2 m NaNO3 electrolyte (aw= 0.94) at various
potentials as indicated. The electrode potential was corrected for the iR drop.
Figure A 5.7: Steady-state water oxidation current density as in Figures 5.3a and b, but
collected on a CoOx(OH)y-coated Pt electrode under stirring condition. The data were
derived from an average of three independent experiments for each aw. Error bars denote
the standard deviation of three individual measurements. Error bars denote the standard
deviation of three individual measurements. The electrode potential was corrected for the
iR drop.
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Figure A 5.8: CV stability test of the same Co-Pi catalyst before and after a series of CVs
in water-in-salt electrolytes at a scan rate of 20 mV s−1. The CV measurements are from
the first cycle of the catalyst. The electrode potential was corrected for the iR drop.
Figure A 5.9: Steady-state water oxidation current density as in Figure 5.3a, but collected
on a Co-Pi-coated Pt RDE at a rotation rate of 2,000 rpm. The electrode potential was
corrected for the iR drop.
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Figure A 5.10: Steady-state water oxidation current density on a Co-Pi-coated Pt RDE as
that in Figure A5.9 but collected at a rotation rate of 0 rpm. The electrode potential was
corrected for the iR drop.
Figure A 5.11: pH titration under (a) controlled-potential (1.237 V vs. NHE) and (b)
controlled-current (30 A cm−2) for a Co-Pi-coated Pt RDE in 2 m NaNO3@0.1 M KPi
(aw= 0.94) at two different rotation rates, as indicated. These data were collected under
steady state conditions.
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Figure A 5.12: pH titration under (a) controlled-potential (1.237 V vs. NHE) and (b)
controlled-current (30 A cm−2) for a Co-Pi-coated Pt RDE in 4 m NaNO3@0.1 M KPi
(aw= 0.89) at two different rotation rates, as indicated. These data were collected under
steady state conditions.
Figure A 5.13: pH titration under (a) controlled-potential (1.237 V vs. NHE) and (b)
controlled-current (30 A cm−2) for a Co-Pi-coated Pt RDE in 7 m NaNO3@0.1 M KPi
(aw= 0.89) at two different rotation rates, as indicated. These data were collected under
steady state conditions.
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Figure A 5.14: Tafel data for (a) 4 m NaNO3 (b) 7 m NaNO3 containing different con-
centrations of KPi indicate that there is no significant dependence of the slope and reaction
rate on KPi concentration. These data were collected under steady state conditions. The
electrode potential was corrected for the iR drop. Error bars denote the standard deviation
of three independent measurements.
Figure A 5.15: To study the influence of the anion on the electrocatalytic activity, we
replaced NaNO3 with NaClO4 to perform a similar potentiostatic measurement. The buffer
solution was 0.1 M NaPi to avoid precipitation of KClO4. These data were collected under
steady state 0.2 M conditions. The electrode potential was corrected for the iR drop.
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Figure A 5.16: Current modulation ratios in aw = 0.94 with different cations. The con-
centration is limited by the KNO3 solubility. These data were collected under steady-state
conditions. The electrode potential was corrected for the iR drop.
Figure A 5.17: Comparison of CV data collected in 2 m 99% KNO3 and 2 m 99.99%
KNO3, at a scan rate of 20 mV s
−1. The CV measurements are from the third cycle of the
catalyst. The electrode potential was corrected for the iR drop.
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Figure A 5.18: The Faradaic efficiency for O2 was measured at a current of 3 mA in 7 m
NaNO3 solution containing 0.1 M KPi buffer with gas chromatography.
Figure A 5.19: Comparison of CV data collected in D2O and H2O, at a scan rate of 20
mV s−1. The electrode potential was corrected for the iR drop. The CV measurements
are from the first cycle of the catalyst. The shift of the half-wave potential was calculated
according to the following equation:
Shift of redox half wave-potential
= (Shift of anodic feature + Shift of cathodic feature) / 2 = (25 mV + 31 mV) / 2 =28 mV
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Figure A 5.20: A series of CVs of the Co-Pi catalyst in water-in-salt electrolytes at a scan
rate of 20 mV s−1 in (a) full range and (b) zoomed range. The CV measurements are from
the third cycle of the catalyst. The electrode potential was corrected for the iR drop.
Figure A 5.21: The structural models of (a) the CoOOH (012) surface and (b) the Co-Pi
catalyst. The cluster model of the Co-Pi catalyst is based on previous EXAFS study [327].
The Co7 core in the cluster model resemble the highlighted Co7 unit in the CoOOH struc-
ture. The atomic model of Co cluster (Co7O24H27) is constructed for our theoretical study
with the water and hydroxides ligands. The blue, red, and white spheres represent Co, O,
and H atoms, respectively.
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Figure A 5.22: Relative free energies of the Co7O24H27 cluster with different protonation
states in gas phase and in aqueous solution. The most stable protonation state (left) has
alternative HO—H2O hydrogen bond interactions at peripheric Co pairs and the bottom
µ3-O bridges being protonated. Destroying the alternative HO—H2O hydrogen bond in-
teraction by preparing H2O—H2O and HO—HO hydrogen bonding pattern increases the
energy (middle). Removing the protons from µ3-O bridges to terminal OH
− increases
the energy (right) since it disturbs the strong HO—H2O hydrogen bond interactions. We
choose the most stable protonation state (left) for our mechanistic study. It is worth point-
ing out that the free energy different in the solution is much smaller than in the gas phase
due to a large geometry relaxation due to the high dielectric solvation environment. There-
fore, we optimized all geometries in the SMD implicit solvation model.
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Figure A 5.23: Optimized Co–O bond lengths around the Co(II) and Co(III) centers
in intermediate I. The Co–O bond lengths are somewhat longer around the Co(II) center
since the ground state of Co(II) is a high-spin quartet. In contrast, the low-spin Co(III)
center has much shorter Co–O bond lengths and stronger metal-ligand interactions which
are crucial for the stability of the molecular-like Co-Pi water oxidation catalyst.
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Figure A 5.24: Optimized structures of the Co4O4(OAc)4(Py)4 complex in its reduced
and oxidized form. Magenta and yellow isosurfaces show the alpha and beta spin density
distribution and are plotted with an isovalue of 0.01 Å−3. The calculated and experimen-
tal [388] free energy changes with respect to the normal hydrogen electrode (NHE) are
1.57 and 1.25 eV, respectively. Our calculation using the B3LYP functional overestimates
the potential for oxidation potential of Co(III) to Co(IV) by 0.3 eV, which is consistent with
a recent benchmark study [389], highlighting the difficulty to describe the high oxidation
Co complex.
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Figure A 5.25: Optimized structures of intermediates III and IV′.Magenta and yellow iso-
surfaces show the alpha and beta spin density distribution and are plotted with an isovalue
of 0.01 Å−3. The numbers next to Co and O ions indicate their Mulliken spin density popu-
lation. It can be seen clearly that the OH− coordinated to the Co(IV) center has significant
radical character while the Co(IV)=O in intermediate IV′ is best described as Co(III)–O.
Figure A 5.26: Calculated O–O vibrational frequencies and associated isotope shifts for
possible intermediates.
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Figure A 5.27: Possible routes of water oxidation on the CoOOH (012) surface suggested
by the DFT calculations. Similar to the results of Co-cluster model for Co-Pi system, the
IMOC mechanism is possible under low applied potential while the WNA mechanism re-
quire higher potential to be accessible. The calculated free energy changes (∆G) are given
in the unit of eV. The numbers shown in green are the free energy changes of electrochem-
ical steps vs. the computed hydrogen electrode.
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Table A 5.1: Viscosities (η), densities (d), and stagnant layer thickness (ys) of water-in-
salt electrolytes.
m (mol/kg) η (cP ) d (g/mL) ys at f =2000 rpm (m)
0a 1 1 249
2.14b 1.04 1.11 241
3.32b 1.19 1.16 252
4.62b 1.30 1.21 258
6.02b 1.62 1.26 283
7.56b 1.92 1.30 302
a Based on the assumption that the viscosity and density of 0 m solution are 1 cP and
1g/mL.
b Based on Ref [390].
The stagnant layer thickness (ys) is calculated based on
ys = 3.6×
(υ
ω
)
1
2
where υ = η/d is the kinematic viscosity, and ω = 2πf/60 is the angular rotation rate at f
(rotation rate in revolutions per minute) [391].
The viscosity of water-in-salt solutions are expected to increase from 1 to ∼ 2 cP when
increasing the molality from 0 to 7.56 m [390]. The stagnant layer thicknesses at all
molalities fall in the range of 200-300 m, which are expected for conventional RDE mea-
surements at a rotating rate of 2000 rpm. The thickness first decreases with the addition of
high molality salt, then it increases as the molality increases. When the molality increases
from 2 to 7.56 m, the thickness increases ca. 25%.
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Chapter 6
Conclusions and Outlook
In this dissertation, we demonstrated the application of surface-enhanced infrared absorp-
tion spectroscopy (SEIRAS) for probing interfacial properties and reaction intermediates
at electrocatalytic interfaces.
In Chapter 3, we detected ethylene formation on Cu during CO reduction in the pres-
ence of different quaternary alkyl ammonium cations. We found a strong dependence
of the ethylene production rate on cation size. To rationalize this different catalytic per-
formance, we employed COads as the molecular probe to quantify the interfacial electric
field strength at the Cu electrode. We found these differently-sized cations induced small
changes in the interfacial electric field, which are unlikely to give rise to the observed
modulation of the catalytic activity. By contrast, we found that an interaction between
interfacial water and COads is disrupted in the presence of the more hydrophobic cations.
On the basis of this observation, we concluded that this water-COads intermediate is an
important precursor of ethylene formation on Cu electrodes during CO reduction.
In Chapter 4, by coupling SEIRAS to DEMS, we further illustrated a broader potential
of this technique in connecting catalytic activity to a certain interfacial condition. On two
differently prepared Cu electrode (i.e., Cu-Si and CuAu-Si), we monitored the evolution
of ethylene and the C≡O stretching band of COads with applied potential. We found that
the Cu-Si is more active in ethylene formation than CuAu-Si. Potential dependent COads
lineshape analysis revealed that Cu(100) is predominant on Cu-Si, while Cu(111) prevails
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CuAu-Si. This preference of the crystallographic facets is responsible for the observed
differences in catalytic behavior.
SEIRAS can also be employed to understand oxidation reactions, e.g, CO oxidation
and oxygen evolution reaction. In Chapter 5, we observed a superoxo species, a key reac-
tion intermediate on Co-oxide based catalysts during the water oxidation reaction. Further,
employing water-in-salt electrolytes, we systematically altered the water activity, which
enabled us to quantify the impact of the water activity on the rate of the reaction. We dis-
covered that the water oxidation mechanism is sensitive to the applied electrode potential:
At relatively low driving force, the reaction proceeds through the IMOC pathway, whereas
the WNA mechanism prevails at high driving force.
These examples demonstrate the great potential of SEIRAS in operando mechanistic
investigations. Moving forward, SEIRAS can be generalized to study a diversity of other
exciting systems.
• SEIRAS relies on nanostructured metal thin films that are deposited on an ATR crys-
tal, which in most cases is Si due to the good adhesion of metal films and wide pH
compatibility. As a result of the strong absorption of Si below 1400 cm−1, obtaining
spectral information of this region is largely hindered. The employment of micro-
machined Si wafers is a promising way to overcome this limitation. The ultra-thin Si
wafer (ca. 500 µm) minimizes the strong absorption of Si, extending the observable
spectral window. [392] As demonstrated in Chapter 5, we were able to detect a water
oxidation intermediate by taking advantages of these thin Si wafers. We anticipate
that this approach can be applied to a wide range of other reactions and interfaces.
• The stability of the SEIRAS-active film still remains challenging. These thin metal
films attached to the ATR element tend to delaminate under harsh experimental con-
ditions. While certain treatments have been reported to increase the adhesion ability
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of the metal thin film to the ATR crystal, e.g., annealing [393] or repeating depo-
sition, [288], the community should continue to discover more reliable protocols to
obtain more robust metal thin films.
• The best time resolution obtained with SEIRAS to date is tens of millisecond time
scale via time-resolved rapid scan measurements, [394–396] and hundreds of mi-
crosecond through step-scan measurements. [395, 397] The step-scan technique is
capable of monitoring a reaction or a process at a sub-microsecond to nanosecond
time resolution. Combined with step-scan, SEIRAS broadens its potential to detect
the molecular-level information for a fast reaction process.
• The materials of SEIRAS active metal film have been largely restricted in single
pure metal composition (see Chapter 2) while only a few examples of alloy materials
have been reported. [398, 399] As demonstrated by us in Chapter 5 and others, [236,
342, 400, 401] other materials can be deposited on to nanostructured metal films as
the substrate for SEIRAS measurement. These examples show that SEIRAS can be
applied to a wide variety of electrocatalysts.
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nen. Z. Phys. Chem. A 149, 123–139 (1930).
163. Ikeda, O., Tamura, H. & Matsuda, Y. Specific Adsorption Effects of Organic Cation
on the Electroreduction of Dimethylfumarate. J. Electroanal. Chem. 111, 345–358
(1980).
164. Fawcett, W. R., Fedurco, M. & Opallo, M. The Inhibiting Effects of Tetraalkylam-
monium Cations on Simple Heterogeneous Electron Transfer Reactions in Polar
Aprotic Solvents. J. Phys. Chem. 96, 9959–9964 (1992).
198
165. Strmcnik, D., van der Vliet, D. F., Chang, K.-C., Komanicky, V., Kodama, K., You,
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