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Dinda Adimanggala, Aspect Extraction Pada Ulasan Menggunakan 
Penggabungan Latent Dirichlet Allocation dan Global Vector For Word 
Representation 
Pembimbing: Dr.Eng. Fitra Abdurrachman Bachtiar, S.T., M.Eng. dan Eko 
Setiawan, S.T., M.Eng., Ph.D. 
Di era digital saat ini, semua informasi dapat ditemukan di berbagai jejaring 
sosial, seperti Facebook dan Twitter yang menjadi tempat beropini atau memberi 
ulasan. Biasanya masyarakat mengekspresikan ulasannya tidak secara 
keseluruhan tetapi hanya sebagian fitur saja pada setiap ulasan. Fitur dalam ulasan 
tersebut berisi aspek yang harus diekstraksi menggunakan aspek, dikumpulkan 
dalam beberapa kategori, dan dibagi menjadi polaritas yang berbeda. Sentiment 
Analysis berbasiskan aspek dapat membantu mengatasi hal tersebut. Aspect 
extraction merupakan task yang penting dalam pendekatan ini. Penelitian ini 
berfokus pada Aspect Extraction dan Latent Topic Identification menggunakan 
unsupervised learning. LDA (Latent Dirichlet Allocation) adalah pendekatan yang 
paling umum digunakan dalam unsupervised learning yang baik untuk 
menemukan topik dalam dokumen berukuran besar. Namun, LDA kurang efektif 
untuk melakukan aspect extraction terutama pada ulasan atau teks berukuran 
pendek karena mempengaruhi data sparsity, sehingga terjadi aspek dan topic yang 
tidak koheren dan tidak kompatibel. Untuk mengatasinya, kita mengusulkan LDA 
yang digabungkan dengan word embedding. GloVe (Global Vector for Word 
Representation) merupakan word embedding yang memiliki perpaduan kelebihan 
dari word embedding yang berdasarkan prediksi dan perhitungan. Pendekatan 
yang diajukan ini akan menguji pengaruh GloVe sebagai word embedding terhadap 
LDA sebagai topic modelling. Data penelitian menggunakan ulasan edukasi, e-
Commerce, dan game. Data diolah menggunakan seleksi fitur dan dikelompokkan 
menggunakan LDA. Hasil pengujian menunjukkan bahwa penggabungan LDA-
GloVe mempunyai nilai koheren yang tinggi daripada metode lain dengan 
peningkatan mencapai 79,6%. Hasil tersebut mengindikasikan bahwa word 
embedding mempunyai pengaruh yang signifikan terhadap LDA.   
     
 





Dinda Adimanggala, Aspect Extraction in Reviews Using the Combined of Latent 
Dirichlet Allocation and Global Vector For Word Representation 
Pembimbing: Dr.Eng. Fitra Abdurrachman Bachtiar, S.T., M.Eng. dan Eko 
Setiawan, S.T., M.Eng., Ph.D. 
Recently, all information can be obtained on various social media platforms 
such as Facebook and Twitter, which are forums for sharing opinions and reviews. 
Usually, people express their reviews not in its entirety but only part of the 
features in each review. The review's features include aspects that must be 
extracted utilizing aspects, categorized, and divided into different polarities. 
Aspect-based Sentiment Analysis can help overcome this. Aspect extraction is an 
important task in this approach. The goal of this study is to apply unsupervised 
learning to extract aspects and identify latent topics. The most common approach 
in unsupervised learning is LDA (Latent Dirichlet Allocation), which is good for 
finding topics in vast documents. However, LDA is less effective for performing 
aspect extraction, especially in reviews or short texts because it affects data 
sparsity, resulting in incoherent and incompatible aspects and topics. To address 
this, we propose combining LDA with word embedding. GloVe (Global Vector for 
Word Representation) is a word embedding that combines the benefits of 
prediction and calculation-based word embedding. The suggested method will 
investigate the impact of GloVe as a word embedding on LDA as a modeling topic. 
The research data is based on education, e-commerce, and gaming reviews. The 
data is processed using feature selection and grouped using LDA development. 
The test results show that the combination of LDA-GloVe has a higher coherence 
value than other methods with a value of 79.6%. These results indicate that word 
embedding has a major impact on LDA. 
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BAB 1 PENDAHULUAN 
1.1 Latar Belakang Masalah 
Di era digital saat ini, data dan informasi berkembang sangat pesat. Jumlah 
volume informasi meningkat setiap tahunnya. Semua jenis informasi mudah 
ditemukan di berbagai jejaring sosial, seperti, facebook dan twitter yang telah 
menjadi tempat untuk beropini, memberi ulasan, bertukar pikiran, ataupun 
mempromosikan barang dan jasa. Informasi tersebut dapat membantu untuk 
mengambil keputusan,  transaksi dalam bisnis, dan meningkatkan kualitas produk 
dan jasa secara individu dan kelompok (Wang & Zhang, 2012). Bagaimanapun 
dengan meningkatnya data dan informasi diharapkan dapat meningkatkan presisi 
dan akurasi dalam pemeriksaan semua data. Teknologi yang dapat mendukung 
individu dan organisasi dalam memperoleh data dan informasi yang tepat dikenal 
sebagai sentiment analysis. 
Sentiment analysis didefinisikan sebagai proses mengenali sentimen atau opini 
dalam kehidupan sehari-hari dari pengguna (Hany Mohamed, Ayman Atia, 2017; 
Kandasamy et al., 2020). Sentiment analysis bertujuan untuk menganalisis ulasan 
dan opini dari pengguna dan menguji hasil akhir dari ulasan tersebut. Analisis 
dapat dibagi menjadi beberapa tingkat, yaitu tingkat dokumen, tingkat kalimat, 
dan tingkat aspek (B. Liu, 2015). Biasanya orang mengekspresikan ulasannya tidak 
secara keseluruhan, tetapi hanya sebagian fitur dari setiap ulasan (Kok et al., 2018; 
B. Liu, 2015; Q. Liu et al., 2015). Fitur dalam ulasan berisi aspek yang harus 
diekstraksi dari teks, dikumpulkan dalam beberapa kategori, dan dibagi menjadi 
polaritas yang berbeda. Jika setiap kalimat memiliki satu produk dan memiliki 
pendapat positif dalam kalimat itu, hal tersebut tidak berarti bahwa penulis 
menilai positif dalam setiap aspek produk itu. Sentiment analysis berbasis aspek 
dapat menjawab permasalahan tersebut untuk mengetahui lebih banyak data 
ulasan penulis tentang analisis aspek barang dan jasa yang berbeda daripada 
sentiment analysis yang mengetahui informasi secara keseluruhan.  
Sentiment analysis tingkat aspek melakukan analisis secara halus (Manek et al., 
2017). Analisis berfokus pada aspek dan polaritasnya (positif dan negatif). Dalam 
sentiment analysis tingkat aspek terdapat tiga proses yang paling banyak 
mendapatkan perhatian peneliti, yaitu, aspect extraction, category detection, dan 
aspect polarity (García-pablos et al., 2018; B. Liu, 2015; Panigrahi & Asha, 2019). 
Aspect extraction dan category detection adalah proses yang sangat penting dalam 
sentiment analysis berbasis aspek. Aspect extraction bertujuan untuk 
memutuskan berbagai bagian elemen dalam potongan teks yang telah 
diekspresikan dalam sebuah ulasan. Sedangkan category detection bertujuan 
untuk mengelompokkan aspek berdasarkan topik setiap aspek tanpa label data. 
Penelitian sebelumnya, aspect extraction dapat dikategorikan menjadi 2 
pendekatan, supervised learning dan unsupervised learning (He et al., 2017; Q. Liu 
et al., 2016). Supervised learning membutuhkan pelabelan data secara manual 




permasalahan utama (Giannakopoulos et al., 2017; Movahedi et al., 2019; Wu et 
al., 2018; Yin et al., 2016). Unsupervised learning berusaha untuk menghindari 
proses pelabelan data, namun dalam pendekatan ini membutuhkan kamus atau 
vocabulary untuk menggantikan label data. 
Pada penelitian sebelumnya pendekatan dengan unsupervised learning telah 
dilakukan oleh para peneliti-peneliti.  Beberapa survey dilakukan bahwa terdapat 
beberapa aspect extraction dengan pendekatan unsupervised learning, yaitu, 
frequency, bootstrapping, dan rule-based. Adapun beberapa contoh penelitian 
frequency yang mengkombinasikan NLP (Natural Language Processing) dengan 
metode statistik untuk mengidentifikasi aspek dari ponsel berdasarkan aspek dan 
opini (Z. Li et al., 2009), penelitian bootstrapping yang mengusulkan pendekatan 
bootstrapping dependency berbasis pola untuk mengekstraksi aspek dan opini (Y. 
Li et al., 2015), dan penelitian rule-based yang mengusulkan pendekatan untuk 
mengekstrak kalimat ulasan secara eksplisit dan implisit (Poria et al., 2014). Dari 
beberapa pendekatan tersebut disimpulkan bahwa aspek pada sentiment analysis 
yang didapat memiliki presisi dan recall yang tinggi dan F-measure yang rendah 
(Rana & Cheah, 2016). 
LDA (Latent Dirichlet Allocation) adalah salah satu pendekatan lain yang paling 
umum digunakan dalam unsupervised learning aspect extraction berbasiskan topic 
model. Setiap dokumen dilihat sebagai kumpulan dari campuran topik yang bisa 
menghasilkan dokumen tersebut. Pendekatan ini mirip dengan pLSA (probabilistic 
Latent Semantic Analysis), namun LDA menggunakan Dirichlet untuk distribusi 
topik. LDA merupakan pendekatan yang baik untuk menemukan topik dalam 
dokumen berukuran besar (Sridhar, 2019). Walaupun LDA merupakan aspect 
extraction yang menjanjikan (Blei et al., 2003)  yang mana pendekatan tersebut 
berbasis topic model. Namun, pendekatan ini kurang efektif untuk melakukan 
aspect extraction terutama pada ulasan atau teks berukuran pendek lainnya yang 
mempengaruhi kejarangan data atau data sparsity (X. Li et al., 2018; Ren et al., 
2016) sehingga menghasilkan aspek dan topik yang tidak koheren dan tidak 
kompatibel dengan pendapat manusia (Jȩdrzejowicz & Zakrzewska, 2017; Shams 
& Baraani-dastjerdi, 2017). BTM (Biterm Topic Modelling) telah mengatasi data 
sparsity pada teks berukuran pendek. Namun, pendekatan tersebut menggunakan 
bi-gram yang cenderung memiliki dua kata untuk mengatasi permasalahan data 
sparsity dan memiliki waktu komputasi yang lama (Yan et al., 2013). Tetapi, aspect 
extraction hanya membutuhkan satu kata dalam penerapannya. 
Pada proses aspect extraction terdapat masalah lain yang cukup penting, yaitu, 
feature selection. Proses feature selection merupakan teknik yang dapat 
mengurangi jumlah fitur yang tidak berpengaruh atau tidak relevan. Namun, 
ketika proses itu dijalankan terdapat potensi fitur yang memiliki pengaruh 
terhadap topic coherence menjadi hilang (Cahya et al., 2019). Untuk mengatasi 
permasalahan di atas, pada penelitian ini diusulkan LDA dikombinasikan dengan 
word embedding. Word embedding merupakan hasil pembelajaran dari deep 
learning. Setiap kata memiliki vektor yang merepresentasikan makna atau 




merupakan word embedding yang memiliki perpaduan kelebihan dari word 
embedding yang berdasarkan prediksi dan perhitungan, yaitu, melakukan proses 
latih yang cepat, korpora besar yang terukur, dan memiliki kinerja yang baik 
bahkan dengan korpus dan vektor yang kecil (Pennington et al., 2014). Selain itu, 
GloVe merupakan peningkatan bag of word tradisional yang memiliki data sparsity 
yang direpresentasikan oleh vektor yang sebagian besar bernilai nol.  
Dua tahapan utama dari penelitian ini adalah Aspect Extraction dan Latent 
Topic Identification. Pada aspect extraction terdapat tiga proses utama, yaitu, 
word embedding yang bertugas mengkonversikan kata menjadi vektor, feature 
selection yang menggunakan cosine similarity untuk melakukan pencarian 
kemiripan kata, kemudian dilakukan reduksi bagi fitur yang memiliki threshold 
rendah. Kemudian fitur tersebut dikelompokkan menggunakan LDA dan hasil dari 
proses tersebut dievaluasi menggunakan topic coherence dan waktu komputasi. 
Pada proses Latent Topic Identification terdapat satu proses utama, yaitu, cosine 
similarity yang bertugas untuk mencari kemiripan kata antara kata-kata aspek 
yang telah diekstraksi dengan kumpulan kata topik yang telah dilakukan proses 
word embedding sebelumnya (Adimanggala et al., 2021).  
Dalam kasus ini, GloVe yang mengintegrasikan perhitungan distribusi kata 
pada LDA dan melakukan pergeseran sintaksis ke semantik dalam aspect 
extraction. Pendekatan yang diajukan ini menguji pengaruh GloVe sebagai word 
embedding terhadap LDA sebagai topic modelling sehingga diharapkan dapat 
melakukan kinerja yang lebih baik pada aspect extraction berdasarkan aspek pada 
ulasan. Di samping itu juga bisa menjadi bahan evaluasi bagi pengembangan 
metode sentiment analysis berbasiskan pada aspek selanjutnya. 
Dari uraian permasalahan di atas maka dilakukan penelitian yang berjudul 
“Aspect Extraction pada Ulasan Menggunakan Penggabungan Latent Dirichlet 
Allocation dan Global Vector for Word Representation”. Pada penelitian ini 
dilakukan pengembangan subtask sentiment analysis berbasiskan aspek, yaitu, 
aspect extraction dan latent topic detection. Penelitian menggabungkan metode 
LDA sebagai pengelompokkan data, cosine similarity sebagai feature selection, dan 
GloVe sebagai word embedding. Metode evaluasi utama yang dilakukan adalah 
topic coherence sebagai pengukur koherensi dari aspek dan waktu komputasi 
sebagai pengukur waktu proses perhitungan.   
1.2 Identifikasi Masalah 
Berdasarkan latar belakang yang telah dikemukakan, peneliti telah 
mengidentifikasi beberapa masalah yang dijadikan sebagai bahan penelitian dan 
disimpulkan bahwa; 
a. Pada umumnya, orang melakukan ulasan terhadap suatu produk dan jasa 
tidak secara keseluruhan, tetapi dalam ulasan tersebut terdiri dari 
beberapa aspek, kategori dan sentimen yang berbeda. Sehingga dilakukan 




b. Pelabelan data yang banyak pada proses supervised learning memakan 
sumber daya manusia dan waktu yang bayak sehingga dilakukan sentiment 
analysis berbasiskan aspek unsupervised learning. 
c. Latent Dirichlet Allocation merupakan proses unsupervised yang baik pada 
dokumen berukuran besar, namun pendekatan ini tidak koheren dan tidak 
kompatibel dengan teks berukuran pendek seperti ulasan, selain itu juga 
memiliki waktu komputasi yang lama pada penelitian lainnya. 
d. Pada seleksi fitur biasa berpotensi untuk menghilangkan fitur yang 
berpengaruh terhadap topic coherence.  
e. Setiap word embedding, baik berdasarkan perhitungan atau prediksi, 
memiliki kelebihan dan kekurangan masing-masing. Namun GloVe 
menggabungkan kelebihan dari dua word embedding itu untuk saat ini. 
1.3 Rumusan Masalah 
Dari masalah yang sudah diidentifikasi, dapat ditentukan rumusan-rumusan 
masalah penelitian, yaitu: 
 Bagaimana perbandingan topic coherence metode yang diajukan dengan 
metode baseline? 
 Bagaimana perbandingan waktu komputasi metode yang diajukan dengan 
metode baseline? 
 Bagaimana pengaruh aspect term terhadap topic coherence? 
 Bagaimana pengaruh word embedding terhadap topic coherence pada 
data? 
1.4 Batasan Masalah 
Untuk membatasi ruang lingkup penelitian, ditentukan beberapa batasan, 
yaitu: 
 Tahapan penelitian secara keseluruhan meliputi beberapa task, yaitu, 
aspect extraction, latent topic identification, aspect category detection, dan 
sentiment polarity, tetapi tahapan penelitian utama hanya sampai dua 
task, yaitu, aspect extraction dan latent topic identification, sementara 
aspect category detection dan sentiment polarity hanya sebagai tambahan. 
 Fokus pengujian aspect extraction adalah koherensi topik dan waktu 
komputasi, sedangkan fokus pengujian latent topic identification adalah 
nilai semantik. 
 Dataset yang digunakan merupakan data sekunder, yang terdiri dari ulasan 
pendidikan, game, dan e-commerce. 
 Metode yang diajukan adalah penggabungan LDA (Latent Dirichlet 
Allocation) sebagai topic modelling, GloVe sebagai word embedding pada 
aspect extraction dan cosine similarity pada latent topic identification. 
 Metode yang digunakan sebagai baseline adalah LDA (Latent Dirichlet 
Allocation) konvensional, LDA dengan kombinasi TF-IDF (Term Frequency-




1.5 Tujuan Penelitian 
Berdasarkan rumusan masalah yang dikemukakan, maka tujuan dari penelitian 
ini adalah: 
 Membandingkan topic coherence metode aspect extraction yang diusulkan 
dengan metode pada penelitian sebelumnya. 
 Membandingkan lama komputasi metode aspect extraction yang diusulkan 
dengan metode pada penelitian sebelumnya.   
 Mengetahui pengaruh aspect term dan kalimat terhadap aspect term dan 
topic coherence. 
 Mengetahui pengaruh word embedding terhadap topic coherence pada 
data. 
1.6 Kegunaan Penelitian 
Dengan diadakannya penelitian ini, kegunaan yang diharapkan adalah 
memberikan alternatif metode aspect extraction dengan menggabungkan metode 
topic modelling dan word embedding, sehingga dapat meningkatkan topic 
coherence dan berpengaruh untuk pendeteksian nama topik dan kategorisasi teks 
berdasarkan aspek walaupun pada ukuran teks yang pendek, sehingga 
mempermudah untuk menemukan hasil kategori pada proses latent topic 
identification dan aspect category detection. Mengembangkan metode latent 
topic identification dan aspect category detection untuk membantu menemukan 
label dari tiap kelompok aspek dan mempermudah peneliti dalam 
mengembangkan aspect based sentiment analysis pada ulasan secara utuh. 
1.7 Sistematika pembahasan 
Bagian ini berisi struktur tesis, dimulai dari Bab Pendahuluan sampai dengan 
Bab Penutup dan deskripsi singkat dari masing-masing bab. Diharapkan bagian ini 
dapat membantu pembaca dalam memahami sistematika pembahasan isi dalam 
penelitian ini. Sistematika pembahasan pada penelitian ini tersusun atas enam bab 
dengan masing-masing diuraikan sebagai berikut: 
1. BAB I PENDAHULUAN 
Bab ini berisi tentang latar belakang penulisan tesis, rumusan masalah yang 
terdiri dari perbandingan dan pengaruh dari metode yang diajukan, tujuan, 
manfaat, batasan masalah serta sistematika pembahasan. 
2. BAB II LANDASAN KEPUSTAKAAN 
Bab ini berisi tentang dasar teori dan hasil penelitian yang relevan tentang 
sentiment analysis, aspect extraction, topic modelling, LDA (Latent Dirichlet 







3. BAB III METODOLOGI 
Bab ini membahas langkah dari penelitian untuk empat tahapan dalam 
sentiment analysis berbasiskan aspek, yaitu, aspect extraction, latent topic 
identification, aspect category detection, dan sentiment polarity. Selain itu, bab ini 
juga membahas data, alat pengolah data seperti, software dan hardware, dan 
skenario pengujian 
4. BAB IV PERANCANGAN  
Membahas bagaimana arsitektur perancangan yang ingin digunakan 
berdasarkan proses yang terkait, sistematika perhitungan, persamaan yang 
digunakan serta arsitektur metode dari implementasi dan pengujian dari empat 
tahapan penelitian. 
5. BAB V HASIL DAN PEMBAHASAN 
Pada bab ini membahas hasil implementasi, pengujian dan analisis metode 
yang diusulkan dan metode pembanding yang digunakan pada penelitian. Pada 
bab ini akan dilihat bagaimana hasil topic coherence, waktu komputasi, dan 
performance pada metode yang digunakan kemudian dibandingkan dengan 
metode pembanding. Tujuan dari pembahasan ini adalah melihat seberapa baik 
metode yang telah diajukan. 
6. BAB VI PENUTUP 
Pada bab ini membahas kesimpulan dan saran yang telah diperoleh dari hasil 
dari implementasi dan pengujian dari empat tahapan sentiment analysis 






BAB 2 LANDASAN KEPUSTAKAAN 
2.1 Hasil Penelitian yang Relevan 
Pada penelitian sebelumnya, aspect extraction dapat dikategorikan menjadi 2 
pendekatan, supervised learning dan unsupervised learning (He et al., 2017). 
Pendekatan supervised learning memiliki beberapa metode yang dapat digunakan 
sebagai aspect extraction. (Rubtsova & Koshelnikov, 2015) mengusulkan aspect 
extraction menggunakan metode CRF (Conditional Random Forest) dimana 
metode ini dapat membaca aspek eksplisit, implisit ataupun sentiment secara 
bersamaan, metode ini memiliki presisi dan F-Measure yang baik, namun metode 
ini memiliki  beberapa kelemahan, yaitu, tidak bisa mengenali simbol spesial, 
beberapa lowercase, dan kata yang terdaftar (listing). (Manek et al., 2017) 
mendeskripsikan metodenya, yaitu, aspect extraction dengan menggunakan SVM 
(Support Vector Machine) dan Gini Index, hasil menunjukkan bahwa metode ini 
dapat meningkatkan akurasi dan efisiensi kinerja dari klasifikasi, namun metode 
ini tidak dapat mengidentifikasi konteks dari sebuah teks, seperti sarkasme atau 
emosi yang tersembunyi. (Wu et al., 2018) mencoba menggabungkan pendekatan 
unsupervised, rule based, dan machine learning untuk mengekstraksi aspek dan 
target opini. Terdapat beberapa langkah mulai dari Dependency Parser sampai 
pendekatan Deep GRU Network. Hasil menunjukkan bahwa gabungan metode ini 
memiliki kinerja yang efektif secara keseluruhan. Pendekatan unsupervised 
learning juga memiliki beberapa metode yang dapat digunakan untuk melakukan 
aspect extraction, diantaranya adalah clustering dan topic modelling, salah 
satunya adalah LDA (Latent Dirichlet Allocation). 
Pada penelitian sebelumnya tentang LDA, (Y. Yang et al., 2017) mengusulkan 
aspect extraction dengan menggunakan Latent Dirichlet Allocation dengan dua 
layer kategori informatif (CAT-LDA). Hal ini berguna untuk menyeimbangkan aspek 
dari kedua kategori induk dan anak. Hasil menunjukkan bahwa hit rates aspek 
pada topik mencapai 79%, namun sayangnya, metode yang diusulkan ini tidak 
mencantumkan evaluasi lain. (Shams & Baraani-dastjerdi, 2017) mengusulkan E-
LDA (Enriched Latent Dirichlet Allocation) untuk aspect extraction. Tujuan 
pengembangan ELDA ini adalah untuk meningkatkan kualitas presisi aspek pada 
pengelompokkan LDA. Dalam metode ini terdapat beberapa proses, yaitu; 
preprocessing dan implementasi LDA, hub and bridges extraction, mencari kata 
yang mirip, dan menambahkan pengetahuan baru. Hasil menunjukkan bahwa 
topic coherence dan presisi metode ini lebih unggul dari metode baseline lain. 
Namun metode ini memiliki kelemahan, yaitu; ELDA masih memiliki waktu 
komputasi yang tinggi dan penambahan topik yang masih dilakukan secara 
manual.  (Yan et al., 2013) telah melakukan penelitian untuk mengatasi 
permasalahan data sparsity menggunakan kombinasi antara LDA dan bi-gram 
yang dikenal sebagai BTM (Biterm Topic Modelling). Hasil menunjukkan bahwa 
BTM dapat menyelesaikan permasalahan data sparsity tapi memiliki waktu 
komputasi yang lama dan tidak efektif digunakan untuk aspect extraction yang 




Pada penelitian LDA yang menggabungkan word embedding sebelumnya, (Ren 
et al., 2016) mengusulkan sebuah metode baru untuk mengklasifikasikan twitter 
dimana LDA (Latent Dirichlet Allocation) sebagai ekstraksi aspek diintegrasikan 
dengan Recursive Autoencoder sebagai Pendeteksi topik dan word embedding 
yang mengkombinasikan antara lexicon dan Word2Vec, hasil menunjukkan bahwa 
metode ini dapat meningkatkan kinerja dengan F-Measure sebesar 78.57 dan 
mengurangi dimensi. Namun LDA model ini tidak tepat untuk tweet satuan dalam 
hal distribusi topik. (Yao et al., 2017) mengusulkan word embedding yang 
digabungkan dengan LDA, yang menggunakan metode word co-occurrence 
dengan tingkat dokumen. Langkah pertama penelitian ini adalah menjalankan LDA 
untuk pemilihan topik dan seed word, selanjutnya menggunakan word embedding 
yang dikombinasikan dengan Gibbs sampling untuk menemukan topic coherence, 
hasil menunjukkan topic coherence yang lebih baik dibandingkan dengan metode 
lain. Namun, penelitian masih menggunakan data level dokumen untuk 
memperbaiki data sparsity. (García-pablos et al., 2018) mengusulkan pendekatan 
Semi Unsupervised, W2VLDA, yang mengkombinasikan beberapa metode 
unsupervised untuk mengatasi masalah pada sentiment analysis berbasiskan 
aspek. Pada pendekatan ini, LDA dikombinasikan dengan Word Embedding 
(Word2Vec) dan max entropy. Hasil menunjukkan bahwa W2VLDA memiliki 
kinerja yang cukup baik. Kelemahan dari metode ini adalah pelabelan topik yang 
masih ditulis secara manual. (C. Li et al., 2019) membandingkan metode LDA 
setelah wordnet dengan metode LDA sebelum wordnet dalam aspect extraction, 
hasil menunjukkan bahwa LDA setelah wordnet memiliki makna kata yang baik 
dalam suatu topik dibandingkan dengan LDA sebelum wordnet.  
Pada penelitian sebelumnya word embedding, (X. Yang et al., 2018) 
membandingkan pengaruh word embedding di antara CNN (Convolutional Neural 
Network) dan SVM (Support Vector Machine). Hasil menunjukkan bahwa pengaruh 
word embedding terhadap CNN jauh lebih tinggi dan menghasilkan kinerja yang 
baik daripada SVM, namun hal ini memiliki kelemahan, jumlah negative sample 
tidak berpengaruh terhadap kinerja dari klasifikasi CNN dan word embedding. (Y. 
Liu et al., 2015) membuat sebuah model dengan menambahkan topic model ke 
dalam word embedding (TWE), hasil menunjukkan bahwa TWE memiliki kinerja 
yang baik dalam melakukan klasifikasi teks, namun model TWE ini tidak memiliki 
tingkat korelasi yang baik. (Giatsoglou et al., 2017) membandingkan lexicon 
dengan word embedding terhadap klasifikasi SVM, hasil menunjukkan bahwa 
tingkat akurasi word embedding terhadap klasifikasi SVM sedikit lebih baik 
daripada lexicon terhadap klasifikasi SVM, namun tingkat akurasi dari hybrid 
antara lexicon dan word embedding terhadap klasifikasi SVM jauh lebih baik dari 
sebelumnya. (Zhao, 2017) mencoba untuk mengimplementasikan n-gram ke 
dalam 4 metode representasi kata, diantaranya adalah GloVe, PPMI Matrix, SGNS, 
dan faktorisasi SVD, hasil menunjukkan bahwa n-gram secara konsisten 
meningkatkan kinerja dari keempat word representation tersebut, terutama pada 
GloVe. 
Penelitian sebelumnya tentang word embedding terutama GloVe, (Zahran et 




mengujinya melalui evaluasi intrinsic dan extrinsic, dari sisi intrinsic hasil 
menunjukkan  bahwa akurasi dari GloVe lebih unggul daripada word embedding 
lain, seperti SkipGram dan CBOW. Namun keunggulan ini tidak terlalu signifikan. 
(Tsvetkov et al., 2015) mengenalkan QVEC, metode untuk mengukur kualitas word 
embedding berdasarkan penjajaran ke matriks fitur secara intrinsic. Hasil 
menunjukkan bahwa GloVe yang dikombinasikan dengan Wordnet memiliki QVEC 
yang tinggi daripada word embedding lain, sementara itu, GloVe konvensional 
memiliki QVEC yang cukup baik. (Krishnamurthy et al., 2016) mempresentasikan 
metode seperti word2vec dan GloVe untuk menghasilkan rekomendasi item 
dengan penanaman vektor fitur. Hasil menunjukkan bahwa GloVe memiliki recall 
yang baik jika dibandingkan word embedding lain. 
Berdasarkan uraian di atas, aspect extraction dapat menjadi pendekatan, yaitu, 
supervised learning dan unsupervised learning, pada penelitian-penelitian aspect 
extraction dengan supervised learning masih memiliki kelemahan utama, yaitu, 
proses pelabelan secara manual dan tidak memahami konteks. Sedangkan pada 
penelitian aspect extraction unsupervised learning yang menggunakan 
pengembangan metode LDA sudah memiliki presisi dan topic coherence yang 
unggul tapi masih menggunakan pelabelan topik secara manual, tidak tepat untuk 
short text, dan masih mengalami data sparsity sehingga membuat hasil topic 
coherence menjadi kurang maksimal. Penelitian BTM telah menyelesaikan 
masalah data sparsity tapi BTM tidak efektif untuk aspect extraction sehingga 
diperlukan alternatif lain untuk menyelesaikan masalah tersebut. Penelitian 
tentang LDA yang dikombinasikan dengan word embedding terbukti berhasil 
untuk menyelesaikan masalah data sparsity pada aspect extraction. Pada 
penelitian ini digunakan word embedding GloVe karena menunjukkan kinerja yang 
konsisten dari evaluasi intrinsic ataupun extrinsic. Sehingga penelitian ini 
menggunakan GloVe sebagai word embedding, LDA sebagai pengelompokkan, dan 
cosine similarity sebagai seleksi fitur yang merupakan bagian dari pengembangan 
LDA.   
2.2 Sentiment Analysis 
Sentiment analysis merupakan salah satu bidang NLP (Natural Language 
Processing) yang populer dan merupakan salah satu permasalahan penelitian yang 
menantang. Sentiment analysis bertujuan untuk menilai, mengevaluasi, dan 
mengenali sentimen atau pendapat manusia dalam kehidupan sehari-hari 
terhadap sebuah entitas seperti, produk, jasa, organisasi, individu atau sebuah 
peristiwa yang telah terjadi (Hany Mohamed, Ayman Atia, 2017). Dari sisi 
sentimen dapat dikategorikan menjadi dua, yaitu positif dan negatif (Ali, 2017; 
Pratama et al., 2018).  Sedangkan dari sisi analisis dapat diklasifikasikan menjadi 
tiga tingkat; yaitu tingkat dokumen, tingkat kalimat, dan tingkat aspek (B. Liu, 
2015). Saat ini, orang terutama pengguna internet mengungkapkan pendapat dan 
ulasan mereka bukan pada produk atau layanan secara keseluruhan tetapi pada 
beberapa bagian, fitur atau karakteristik disana adalah aspek yang harus 
diekstraksi dari teks dan dilakukan analisis sentimen. Jika dalam sebuah pendapat 




menilai positif dalam setiap aspek produk tersebut. Secara umum, sentiment 
analysis berbasiskan aspek bertugas untuk menentukan opini dan sentimen suatu 
produk dan layanan dengan berbagai aspek atau fitur, seperti, “The smartphone 
has good camera and performance but the price is expensive”. Pada opini tersebut 
terdapat tiga aspek, yaitu, “camera”, “performance” yang memiliki sentimen 
positive, sedangkan aspek “price” memiliki sentimen negatif. Pada sentiment 
analysis berbasiskan aspek, menurut (Al-smadi et al., 2019; B. Liu, 2015; Panigrahi 
& Asha, 2019) dapat dibagi menjadi tiga subtask, yaitu, Aspect extraction, Aspect 
Category Detection, dan Sentiment Polarity. Sedangkan menurut (He et al., 2017; 
Movahedi et al., 2019; Shams & Baraani-dastjerdi, 2017; Wu et al., 2018) Aspect 
Extraction menjadi subproses yang penting bagi bidang sentiment analysis. 
2.3 Aspect Extraction 
Aspect extraction merupakan sebuah proses mengumpulkan kata yang 
informatif dan penting pada tiap subtopik yang sesuai dengan topik tersebut. 
Proses ini berfokus pada ekstraksi aspek dari sebuah entitas. Pada dasarnya, aspek 
merupakan sebuah fitur atau atribut dari suatu hal produk yang disebutkan dalam 
ulasan. Aspect extraction diusulkan oleh (Hu & Liu, 2004), mereka membedakan 
aspek implisit dan eksplisit. selanjutnya dimodifikasi dengan meningkatkan presisi 
(Popescu & Etzioni, 2007). Aspek dapat diklasifikasikan menjadi dua, yaitu aspek 
eksplisit dan implisit (Chen et al., 2016; Rubtsova & Koshelnikov, 2015). Aspek 
eksplisit berfokus pada kata benda dan kata kerja, seperti “harga”, “Pelayanan”, 
dan “Fasilitas”, sedangkan implisit berfokus pada kata sifat, seperti “mahal”, 
“lezat”, dan “aman”. Aspect extraction dapat dikategorikan menjadi 2 pendekatan, 
supervised learning dan unsupervised learning. Pada pendekatan unsupervised 
learning memiliki beberapa metode yang dapat digunakan untuk melakukan 
aspect extraction, diantaranya adalah clustering dan topic modelling. 
2.4 Topic Model 
Dalam pemrosesan bahasa alami, topic model adalah jenis model statistik. 
Topic model yang awalnya diusulkan oleh Raghvan, Tamaki dan Vempala pada 
tahun 1998 (Papadimitriou, Christos H. and Tamaki, Hisao and Raghavan, 
Prabhakar and Vempala, 1998) ini merupakan pendekatan yang populer 
digunakan untuk mendeteksi topik atau kecenderungan dalam kumpulan 
dokumen dan mengidentifikasi topik tersembunyi berdasarkan pola dari setiap 
pengelompokkan kata. Selain itu topic model juga dapat melakukan pelabelan 
pada kumpulan dokumen. Metode yang memiliki tipe unsupervised ini dapat 
menghasilkan topik secara multinomial distribution terhadap aspect term dari 
kumpulan dokumen (Bhatia et al., 2016). Berdasarkan beberapa penelitian, 
pendekatan topic model telah menunjukan hasil yang baik terhadap dokumen 
berukuran besar, seperti pLSA (Probabilistic Latent Semantic Analysis) dan LDA 




2.5 LDA (Latent Dirichlet Allocation) 
 
Gambar 2.1 Gambaran secara Umum dari LDA (Latent Dirichlet Allocation) 
 
LDA (Latent Dirichlet Allocation) merupakan salah satu topic model yang 
diusulkan oleh Blei (Blei et al., 2003). LDA merupakan versi Bayesian dari pLSA dan 
memiliki tipe model statistik generatif yang memungkinkan setiap dokumen terdiri 
dari campuran topik kecil yang tidak terlihat dan setiap kehadiran kata 
berkontribusi pada salah satu topik dokumen. LDA menggunakan dirichlet priors 
untuk distribusi dokumen–topik dan kata-topik, yang memungkinkan dirinya 
untuk melakukan proses generalisasi lebih baik, singkatnya, dirichlet dianggap 
sebagai distribusi atas distribusi. Penentuan jumlah topik sangat berpengaruh 
pada kualitas model topik LDA dan biasanya dilakukan berdasarkan eksperimen 
antara 30-300 topik untuk menentukan model yang baik. Pada Gambar 2.1 
merupakan ilustrasi dari LDA yang dibagi menjadi tiga topik, yaitu, Space, 
Computer, dan Network. Dirichlet distribution α digunakan untuk memilih topic 
distribution untuk sebuah dokumen. Sedangkan dirichlet distribution β digunakan 
untuk menghasilkan distribusi kata untuk setiap topik dari dirichlet α. Setelah 
semua dokumen corpus dihasilkan, distribusi kata yang sebenarnya digunakan 
untuk menyimpulkan parameter α dan β. Proses generatif ini diulang sampai 
distribusi yang dihitung sesuai dengan kriteria konvergen atau jumlah iterasi 
tertentu.  
LDA diasumsikan sesuai dengan proses generatif pada tiap dokumen w dalam 
sebuah corpus D: 
• Pilih N ∼ Poisson(ξ) 
• Pilih θ ∼ Dir(α) 
• Untuk tiap N kata wn: 
• Pilih sebuah topik  zn ∼ Multinomial(θ) 





Beberapa asumsi sederhana dibuat dalam model dasar. beberapa diantaranya 
kita hilangkan dalam bagian selanjutnya. pertama, dimensi k dari distribusi 
Dirichlet (dan dimensi dari topic variabel z) diasumsikan diketahui dan tetap. 
Kedua probabilitas kata diparameterkan dengan k ×V matriks β dimana βi j = p(wj 
= 1jzi = 1) yang saat ini kita memperlakukan sebagai jumlah yang tetap yang akan 
diperkirakan. Terakhir, asumsi poisson tidak penting untuk apapun yang mengikuti 
dan distribusi panjang dokumen lebih realistis yang dapat digunakan sesuai 
kebutuhan. Selain itu, perlu dicatat bahwa N adalah independen dari data lain 
yang menghasilkan variabel (θ and z). ini bisa menjadi variabel pendukung dan 
akan diabaikan keacakannya dalam pengembangan selanjutnya. Sebuah variabel 
acak Dirichlet berdimensi k θ dapat bernilai dalam (k -1)-simplex (sebuah vektor k 
θ dalam (k-1)-simplex if θi ≥ 0, ∑ki=1 θi = 1). dan memiliki kepadatan probabilitas 
pada Persamaan 2.1 berikut: 
 








α1−1 … . θk
αk−1 (2.1) 
 
Dimana parameter α adalah k-vector dengan komponen αi > 0, dan dimana Γ(x) 
adalah fungsi gamma. Dirichlet adalah distribusi yang meyakinkan dari simplex — 
ini memiliki dimensi statistik yang cukup terbatas, dan dikonjugasikan dalam 
distribusi multinomial. Dari produk yang terbatas dari satu dokumen kita dapat 
probabilitas dari korpus pada Persamaan 2.2. 
 







𝑝(𝑤𝑑𝑛|𝑧𝑑𝑛 , 𝛽)) 𝑑𝜃𝑑  (2.2) 
 
Model LDA direpresentasikan sebagai model grafis probabilitas dalam Gambar 
2.2. berikut penjelasan pada gambar tersebut, Terdapat tiga tingkat pada gambar 
model LDA tersebut. Parameter α dan β adalah parameter level corpus, 
diasumsikan sebagai sampel proses menghasilkan corpus sekali. Variabel θd adalah 
variabel tingkat dokumen, satu per dokumen. Variabel zdn dan wdn adalah variabel 
tingkat kata dan sebagai sampel sekali pada tiap kata dalam setiap dokumen. 
 





2.6 Word Embedding 
Word Vector Representation atau dikenal dengan word embedding merupakan 
salah satu representasi paling populer dari kosakata dokumen. Berbeda dengan 
leksikon yang cenderung pada pemakaian kata, seperti, sinonim atau hiponim 
(Setiawan, 2015), word embedding mampu menangkap konteks kata dalam 
dokumen, kesamaan semantik dan sintaksis, hubungan dengan kata lain (Y. Liu et 
al., 2015). Setiap kata memiliki vektor bilangan real yang merepresentasikan 
makna dari kata tersebut dan melibatkan penanaman matematis dari ruang 
dengan banyak dimensi per kata ke ruang vektor berkelanjutan dengan dimensi 
yang jauh lebih rendah. Proses ini dapat menghasilkan pemetaan, diantaranya 
adalah jaringan syaraf. Word embedding terdiri dari hasil pembelajaran dari 
algoritma deep learning yang dapat meningkatkan kemampuan jaringan untuk 
belajar dari data teks (Pennington et al., 2014), seperti sintaksis parsing dan 
sentiment analysis. Bentuk vektor dari word embedding memiliki banyak variasi 
dalam hal dimensinya. Teknik ini tidak hanya digunakan untuk mengurangi 
dimensi data teks tetapi juga dapat mempelajari beberapa sifat kata dalam 
kosakata. 
Saat ini, terdapat puluhan ribu kata unik dalam kosakata teks. Komputasi 
seperti, one-hot encode, menjadi tidak efisien karena sebagian nilai dalam 
komputasi tersebut akan menghasilkan output yang sebagian besar memiliki nilai 
nol. Embedding digunakan untuk menyelesaikan masalah dan dapat 
meningkatkan efisiensi proses. Embedding menggunakan weight matrix sebagai 
tabel pencarian yang menyandikan kata-kata sebagai bilangan bulat, misalnya, 
“Makan” disandikan sebagai 513, kemudian untuk mendapatkan nilai output 
hidden layer diperlukan untuk mencari baris 513 dalam weight matrix. Proses ini 
disebut sebagai Embedding Lookup. Dalam beberapa tahun terakhir ini, terdapat 
beberapa pendekatan word embedding yang banyak digunakan, yaitu, word2vec, 
FastText, dan GloVe. Beberapa pendekatan tersebut mempelajari kata ke dalam 
ruang vektor secara berkelanjutan dengan dimensi yang rendah. Perbedaan ketiga 
pendekatan terletak pada pembentukan kata, FastText mengumpulkan kata 
terdiri dari beberapa karakter sedangkan GloVe dan word2vec mengumpulkan 
kata berasal dari korpus. 
2.7 GloVe (Global Vector for Word Representation) 
GloVe merupakan model log-bilinier regression global yang berguna untuk 
merepresentasikan kata yang bersifat unsupervised learning. Model ini baik untuk 
tugas seperti word similarity atau NER (Named Entity Recognition).  Sedikit 
berbeda dari model neural embedding yang merepresentasikan pasangan kata 
dan konteks yang dikontrol melalui window, GloVe menggunakan kemunculan 
kata-kata statistik global dalam korpus sebagai model dan menghitung 
probabilitas kata yang muncul dengan kata yang lain berdasarkan co-occurrence 
matrix (Pennington et al., 2014). Hal ini karena GloVe mengubah paradigma lama 
yang mana kata dapat memprediksi konteksnya dengan memulihkan nilai non-




waktu (Zhao, 2017). Tujuan dari GloVe adalah membuat vektor kata yang dapat 
menangkap arti kata ke dalam ruang vektor. Selain itu GloVe juga dapat 
menghitung statistik secara global ataupun lokal. 
Tabel 2.1 Probabilitas Kemunculan untuk Kata Target ice dan steam 
Probabilitas 
dan Rasio 
K = solid K = gas K = water K = fashion 
P(k|ice) 1.9 × 10−4 6.6 × 10−5 3.0 × 10−3 1.7 × 10−5 
P(k|steam) 2.2 × 10−5 7.8 × 10−4 2.2 × 10−3 1.8 × 10−5 
P(k|ice)/ 
P(k|steam) 
8.9 8.5 × 10−2 1.36 0.96 
 
GloVe disediakan oleh Stanford yang menyediakan model dari 25, 50, 100, 200, 
ke 300 dimensi berdasarkan 2, 6, 42, 840 miliar kata/ token yang berasal dari 
Wikipedia dan English Gigawords. Keunggulan dari GloVe ini adalah pelatihan yang 
cepat, dapat diukur sampai korpora besar, memiliki kinerja baik bahkan dengan 
vektor dan korpus yang kecil. Namun GloVe juga memiliki kelemahan, yaitu, 
memakan banyak memori dan terkadang sensitif terhadap tingkat pembelajaran 
awal. GloVe juga tidak memiliki kinerja yang lebih baik dari pendahulunya, seperti 
Skipgram. Bahkan Skipgram terlihat lebih kuat dari GloVe (Suzuki & Nagata, 2015). 
GloVe dapat direpresentasikan dengan matriks kemunculan kata-kata yang 
ditunjukkan pada variabel 𝑋 yang mana 𝑋𝑖𝑗 mentabulasikan jumlah waktu kata 𝑗 
muncul dalam konteks kata 𝑖. jika 𝑋𝑖 =  𝛴𝑘𝑋𝑖𝑗 menjadi jumlah waktu kata yang 
muncul dalam konteks kata 𝑖, maka 𝑃𝑖𝑗 = 𝑃(𝑗|𝑖) =  𝑋𝑖𝑗 𝑋𝑖⁄  menjadi probabilitas 
kata 𝑗 yang muncul dalam konteks kata i. Di bawah ini merupakan tabel yang 
mentabulasikan probabilitas kata. 
Pada Tabel 2.1 menunjukkan bahwa kata target ice dan steam dan kata 𝑘 
sebagai pemeriksa, hubungan dari setiap target kata tersebut dapat diperiksa rasio 
dari probabilitas kemunculannya dengan kata k yang bermacam-macam. Anggap  
𝑃(𝑘|𝑤), kemunculan kata 𝑤: ice lebih sering muncul dengan 𝑘: solid daripada kata 
gas, disisi lain kata steam lebih sering muncul dengan kata gas daripada kata solid. 
Kata ice dan steam sering muncul dengan kata water, namun jarang dengan kata 
fashion. Dengan kata lain, P(solid|ice) akan relatif lebih tinggi dan P(solid|steam) 
akan relatif lebih rendah. Sehingga rasio dari P(solid|ice)/P(solid|steam) akan 
lebih tinggi, sebaliknya, rasio dari P(gas|ice)/P(gas|steam) yang jauh lebih rendah. 










2.8 Text Preprocessing 
Text preprocessing adalah teknik data mining yang mengubah data mentah 
menjadi format yang dimengerti, diprediksi dan dianalisis (Anandarajan et al., 
2019). Dalam dunia nyata, data sering tidak lengkap, tidak konsisten, dan 
cenderung mengandung kesalahan.  Text preprocessing dapat menyelesaikan 
permasalahan tersebut. Contoh kasus dari text preprocessing adalah 
mengekstraksi kata kunci teratas dengan TF-IDF (Term Frequency-Inverse 
Document Frequency) dari tweet. Terdapat beberapa teknik yang umum 
digunakan dalam text preprocessing, seperti stopword removal dan normalisasi 
teks. 
Stopword removal adalah tahapan mengambil kata-kata penting dari hasil 
token dengan membuang kata-kata tidak penting untuk memperkecil waktu 
komputasi. Stopword adalah kata umum yang biasanya muncul dalam jumlah 
besar dan dianggap tidak relevan dalam teks karena tidak memiliki makna 
(Anandarajan et al., 2019; Uysal & Gunal, 2014). Contoh dari stopword adalah 
“we”, “are”, dan “and”. 
Dalam normalisasi teks terdapat beberapa proses yang umum digunakan, 
seperti stemming dan lemmatization. Stemming adalah proses untuk mengurangi 
infleksi kata ke bentuk dasar tapi bentuk dasar tersebut tidak berarti sama dengan 
akar kata, seperti, “services” menjadi “service”. Sedangkan Lemmatization adalah 
proses mengkonversi kata menjadi bentuk dasar, seperti, “better” menjadi 
“good”. Selain itu, Normalisasi teks juga memiliki proses transformasi sebuah teks 
menjadi bentuk standar, seperti, “gooood” atau “gud” menjadi “good”.  
2.9 Cosine Similarity 
Pengukuran kemiripan merupakan bagian dari implementasi NLP (Natural 
Language Preprocessing). Beberapa tahun terakhir, banyak pengukuran kemiripan 
telah diusulkan, seperti, Euclidean Distance, Jaccard, Jesen Shannon Divergence, 
dan Cosine Similarity (Han, 2013). Cosine Similarity adalah metode pengukuran 
konvensional yang digunakan untuk information retrieval dan memiliki kemiripan 
vektor yang banyak dilaporkan (Salton, Gerard and McGill, 1983). Pengukurannya 
dengan menghitung cosine dari sudut antar kedua vektor. Metode ini digunakan 
untuk mengukur kemiripan dua dokumen yang berdasarkan term didalamnya. 
Metode ini juga digunakan untuk mengukur kohesi terhadap pengelompokkan 
dalam bidang data mining. Cosine dari kedua vektor merupakan hasil dari 
Persamaan 2.4, Euclidean dot product; 





Dimana A dan B merupakan vektor dari vektor dari atribut dan cos 𝜃 
merupakan representasi dari dot product dan jarak yang diformulasikan pada 
Persamaan 2.5.  
 
𝐹 cos 𝜃 =  
𝐴. 𝐵













Dimana 𝐴𝑖𝐵𝑖 merupakan komponen dari vektor A dan B. 
  
Gambar 2.3   Nilai Cosine Similarity dari Dokumen yang Berbeda 
 
Cosine Similarity akan menghasilkan sebuah metric yang mendeskripsikan 
keterkaitan antara dua dokumen dengan melihat sudut seperti Gambar 2.3; Jika 
cosine similarity memiliki titik vektor ke titik jauh dari vektor lain, cosine similarity 
masih memiliki sudut yang kecil yang digunakan oleh cosine similarity. Pengukuran 
cenderung mengabaikan jumlah term tertinggi. Jika euclidean distance memiliki 
jarak tertinggi. Namun, cosine similarity masih memiliki sudut yang lebih kecil di 
antara kedua dokumen. 
2.10 Topic Coherence 
Model topik mempelajari banyak topik yang direpresentasikan sebagai 
kumpulan kata penting dari dokumen yang tidak berlabel dalam sebuah 
pendekatan unsupervised. Faktanya, topik tidak memberikan jaminan penafsiran 
yang baik sehingga pengukuran koheren diusulkan untuk membedakan antara 
topik baik dan buruk. Sesuatu hal dikatakan koheren jika saling mendukung dan 
dapat ditafsirkan dalam konteks yang mencakup semua atau sebagian besar fakta. 
Contoh dari rangkaian fakta yang koheren adalah “permainan adalah olahraga 
tim”, permainan dimainkan dengan bola”, “permainan dilakukan dengan fisik yang 
kuat”. Topic coherence adalah pengukuran koherensi topik pada satu topik untuk 
mengukur tingkat semantik antara kata-kata dengan nilai skor tinggi dalam topik 
tersebut. Pengukuran ini membantu membedakan antara topik-topik yang bisa 
ditafsirkan secara semantik dan topik yang merupakan kesimpulan secara statistik 
(Stevens et al., 2012). Secara umum, koherensi topik dapat diformulasikan pada 








Dimana 𝑤 merupakan kumpulan kata yang mendeskripsikan topik. 
Terdapat dua jenis pengukuran dalam topic coherence, yaitu, pengukuran 
secara intrinsic dan extrinsic. Pengukuran intrinsic yang direpresentasikan sebagai 
UMass ini bertujuan untuk membandingkan kata antara kata sebelumnya dengan 
kata berikutnya. Pengukuran ini membutuhkan urutan kata. Pengukuran ini 
digunakan untuk menghindari menghitung logaritma nol (Gao et al., 2020). Secara 
matematis, pengukuran intrinsic dapat diformulasikan sebagai Persamaan 2.7 
berikut; 
 
𝑠𝑐𝑜𝑟𝑒𝑈𝑚𝑎𝑠𝑠(𝑤𝑖, 𝑤𝑗) =  𝑙𝑜𝑔




Dimana 𝑤𝑖, 𝑤𝑗 adalah kata teratas dari sebuah topik. 
Sedangkan pengukuran extrinsic direpresentasikan sebagai UCI yang mana 
setiap kata dipasangkan dengan setiap kata lainnya. Koherensi UCI menggunakan 
informasi timbal balik menggunakan PMI (Pointwise Mutual Information). Kedua 
pengukuran, intrinsic dan extrinsic melakukan perhitungan koherensi dengan 
jumlah skor berpasangan pada kata 𝑤1 sampai 𝑤𝑛 yang digunakan untuk 
mendeskripsikan topik. Semakin rendah skor pengukuran maka semakin buruk 
tingkat koherensi kata. Sebaliknya, semakin tinggi skor pengukuran maka semakin 
baik tingkat koherensi kata. Secara matematis, pengukuran extrinsic dapat 
diformulasikan sebagai Persamaan 2.8 berikut; 
 
𝑠𝑐𝑜𝑟𝑒𝑈𝐶𝐼(𝑤𝑖, 𝑤𝑗) =  𝑙𝑜𝑔




Dimana, 𝑝(𝑤𝑖) =  
𝐷𝑤𝑖𝑘𝑖𝑝𝑒𝑑𝑖𝑎(𝑤𝑖)
𝐷𝑤𝑖𝑘𝑖𝑝𝑒𝑑𝑖𝑎




Adapun beberapa jenis pengukuran koheren yang lain diantaranya; C_v adalah 
pengukuran berbasis sliding window yang menggunakan NPMI (Normalized 
Pointwise Mutual Information) dan cosine similarity. C_npmi juga menggunakan 
NPMI (Normalized Pointwise Mutual Information) dan menambahkan koherensi 
C_uci. Sedangkan C_a adalah pengukuran berbasiskan context window yang 
membandingkan kata-kata teratas yang juga menggunakan NPMI (Normalized 
Pointwise Mutual Information) dan cosine similarity. 
2.11 Waktu Komputasi 
Kompleksitas dapat dibagi dalam dua jenis, yaitu, kompleksitas ruang yang 




dengan waktu eksekusi dari algoritme yang dijalankan (Abdiansah & Wardoyo, 
2015). Kompleksitas waktu atau waktu komputasi merupakan jumlah waktu yang 
dibutuhkan oleh suatu algoritme untuk berjalan, sebagai fungsi dari panjang input. 
Hal ini digunakan mengukur waktu yang dibutuhkan untuk mengeksekusi setiap 
pernyataan kode dalam suatu algoritme. Panjang input menunjukkan jumlah 
operasi yang harus dilakukan oleh algoritme. 
2.12 Kerangka Berpikir 
Kerangka berpikir penelitian dapat dilihat pada Gambar 2.4. Awalnya terdapat 
latar belakang masalah. Dari latar belakang tersebut diidentifikasi masalah-
masalah yang ada, dan didapatkan variabel-variabel penelitian (manual labeling, 
topic coherence dan waktu komputasi). Setelah mengetahui variabel penelitian, 
terdapat dua masalah yang dapat dirumuskan, yaitu topic coherence dan waktu 
komputasi. Kemudian dilakukan tinjauan pustaka terhadap penelitian terdahulu. 
Setelah itu dataset dari review atau ulasan yang bertema game, pendidikan, dan 
e-commerce dikumpulkan dalam akuisisi data. Data yang telah dikumpulkan 
kemudian diuji dengan berbagai metode. Hasil pengujian kemudian dianalisis 

















BAB 3 METODOLOGI PENELITIAN 










Gambar 3.1 Diagram Alir Metodologi Penelitian 
 
Penelitian ini mengembangkan implementasi sentiment analysis berbasiskan 
aspek. Fokus utama dari penelitian ini adalah pengembangan aspect extraction 
dan latent topic identification. Tujuan dari penelitian ini adalah mengetahui topic 
coherence dan waktu komputasi dari pengujian yang dilakukan pada metode yang 
telah diusulkan untuk melakukan aspect extraction dan mengetahui nilai semantik 
topik dari pengujian yang dilakukan pada metode yang dikembangkan untuk 
melakukan latent topic identification. Gambar 3.1 menunjukkan alur metode 
penelitian yang telah diusulkan.   





1. Melakukan studi literatur mengenai masalah pengaruh ukuran data, 
word embedding, dan aspek terhadap topic coherence dan metode-
metode lain yang digunakan dalam menyelesaikan masalah tersebut. 
2. Mengumpulkan dataset berupa ulasan yang memiliki tema edukasi, 
game, dan e-commerce dengan mengabaikan label kelas positif atau 
negatif. 
3. Merancang mekanisme metode yang diusulkan dan pengujian. 
4. Melakukan implementasi metode yang diusulkan untuk melakukan 
subtask utama yaitu, aspect extraction dan latent topic identification 
pada sentiment analysis berbasiskan aspek. 
5. Melakukan analisis dan membandingkan hasil implementasi antara 
metode yang diusulkan dengan metode pembanding. 
6. Membuat kesimpulan berdasarkan implementasi metode yang telah 
diusulkan dalam sentiment analysis berbasiskan aspek terutama pada 
aspect extraction dan latent topic identification.  
3.2 Studi Literatur 
Dalam penelitian ini studi literatur yang dilakukan adalah mengumpulkan dasar 
teori mengenai permasalahan pengaruh ukuran data dan aspek pada kinerja 
sentiment analysis berbasiskan aspek terutama pada metode aspect extraction 
dan latent topic identification, pengaruh word embedding (GloVe) dan cosine 
similarity terhadap topic model. Metode-metode yang digunakan pada penelitian 
sebelumnya yang dibandingkan dengan metode usulan dengan parameter topic 
coherence, F1-Score dan waktu komputasi.   
3.3 Gambaran Umum Obyek Penelitian 
Ulasan disebut juga dengan teks review. Ulasan biasanya ditulis dalam bentuk 
artikel. Ulasan merupakan teks yang berguna untuk menilai, menimbang, 
memberikan saran atau kritik untuk sebuah produk, jasa, atau peristiwa yang telah 
terjadi (Hyland, Ken and Diani, 2009). Ciri-ciri dari ulasan adalah strukturnya terdiri 
dari orientasi, evaluasi, atau rangkuman, memuat informasi berdasarkan opini 
penulis dan opininya berdasarkan fakta yang diinterpretasikan. Ulasan menjadi 
bermasalah ketika dalam setiap ulasan terdapat beberapa sentimen dan aspek 
yang berbeda, berikut merupakan contoh dari ulasan dengan dua aspek yang 
berbeda. 
Hal ini menyebabkan sistem machine learning biasa atau konvensional tidak 
bisa mendeteksi adanya aspek, kategori dan sentimen yang berbeda dalam setiap 
ulasan. Sehingga dibutuhkan pendekatan khusus yang berbasiskan pada aspek 
atau term untuk membantu mengekstraksi aspek dan mendeteksi kategori 




3.4 Populasi dan Teknik Pengambilan Sampel 
Populasi dari penelitian ini adalah seluruh ulasan yang ditulis dari seluruh jenis 
jejaring sosial, seperti Facebook dan Twitter dari awal beroperasinya jejaring sosial 
tersebut. Karena media tidak dimungkinkan menguji populasi, maka diambil 
sampel yang akan dibuat generalisasi pada populasi. Sampel diambil dengan 
pendekatan area sampling, yakni hanya mengambil sebagian ulasan dari sebagian 
tema dalam jangka waktu tertentu. Ulasan yang diambil dari kaggle, yang diambil 
memiliki tema seputar pendidikan, game, dan e-commerce. 
Tabel 3.1 Data Ulasan dengan Tema Edukasi 
No Ulasan 
1 Thanks a lot!Financing is really large field! But it is a little too cramming for me... 
2 It was clear and simply understandable for non-financial professionals like us. 
Yet, useful. 
3 Very good overview. Could be a little bit more in-depth. 
4 Hy,Great, simple and very useful course. Good basics for every enterpreneur. 
5 Very brief course. 
6 excellent presentation. not complicated with excess examples or digressions. 
good visuals that were easy to understand. Explanation given from a position 
of experience. 
7 Basic course. Very effective 
8 The concepts are very clear, but in order to get understanding I think it's 
necesary to provide additional exercises 
9 A good overview for someone unfamiliar with finance but given the brief and 
introductory nature of the course, you'd need to do further reading to 
understand many of the concepts. 
10 It is a real good course with rich content for non-finance people. Good 
understanding and explanation of 
 
3.5 Alat Pengolah Data 
3.5.1 Software 
Dalam penelitian ini digunakan berbagai software untuk mengolah data-data 
penelitian. Software digunakan dalam fase penelitian akuisisi data, pengujian, dan 




Tabel 3.2 Software Pengolah Data 
Fase penelitian Software Keterangan 
Akuisisi data Python 3.7 + 
Pycharm 2018 
Program untuk mendapatkan data ulasan dan 
merubahnya dari kalimat menjadi kata dan 
mengkonversinya menjadi vektor. 
Pengujian  Python 3.7 + 
Pycharm 2018 + 
Jupyter Notebook 
(jika diperlukan) 
Program untuk mengimplementasikan berbagai 
metode untuk mendapatkan hasil clustering, topic 
coherence, label kategori, dan waktu komputasi. 
Analisis Python 3.7 + 
Pycharm 2018 + 
Jupyter Notebook 
(jika diperlukan) 
Untuk melakukan uji statistik terhadap hasil pengujian. 
3.5.2 Hardware 
Penelitian ini digunakan dua perangkat keras yang spesifik. Perangkat keras 
yang digunakan hanya komputer dengan spesifikasi yang dapat dideskripsikan 
pada Tabel 3.3. 
Tabel 3.3 Hardware Pengolah Data 
No Type Spesifikasi 
1 Laptop 1  Prosesor Intel® Core™ i5-4200U CPU @ 1.60GHz 
 RAM 4,00 GB 
 Harddisk berkapasitas 500 GB 
2 Laptop 2  Prosesor Intel® Core™ i5-1035G1 CPU @ 1.00GHz 
 RAM 8GB Samsung 2667MHz 
 Harddisk berkapasitas 512GB 
3 PC a. Prosesor Intel® Core™ i7-7700U CPU @ 3.60GHz 
b. RAM 8,00 GB 
c. Harddisk berkapasitas 2 TB 
3.6 Data 
Data yang digunakan pada penelitian ini adalah data yang telah digunakan dan 
telah dipilah untuk sentiment analysis berbasiskan aspek, data diperoleh dari 
Kaggle. Data yang diambil berupa ulasan dan mengabaikan pelabelan data, baik 
positif maupun negatif. Data yang diambil adalah ulasan memiliki tema 
pendidikan, game, dan e-commerce. Pada Tabel 3.1 merupakan contoh data 
ulasan dengan tema edukasi. 
3.7 Metode Usulan  
Dalam Gambar 3.2 sentiment analysis berbasiskan aspek terdapat empat 
subtask, yaitu aspect extraction, latent topic identification, aspect category 




topic identification menjadi fokus utama, sementara aspect category detection 
dan sentiment polarity menjadi subtask tambahan. Langkah awal adalah 
melakukan ekstraksi aspek dengan membagi berbagai entitas dalam potongan 
teks sehingga menjadi beberapa aspek kata yang telah diekspresikan dan 
mengelompokkannya menjadi beberapa topik menggunakan penggabungan LDA 
dan GloVe. Kemudian melakukan pencarian nama topik yang masih tersembunyi 
menggunakan pengembangan cosine similarity. Langkah ketiga adalah melakukan 
pengelompokkan pada kalimat ulasan atau dokumen sesuai dengan nama dari 
kategori, tahapan terakhir adalah pengelompokkan ulasan berdasarkan polaritas 
sentimen positif atau negatif. Tahapan secara detail dari penelitian digambarkan 









Gambar 3.2 Diagram Alir Sentiment Analysis berbasiskan Aspek 
 
3.7.1 Tahapan Preprocessing 
Preprocessing sangat menentukan dalam proses penentuan aspect extraction 
dengan menggunakan word embedding dan LDA menjadi lebih akurat. 
Preprocessing juga digunakan untuk mendapatkan data bersih. Tahap 
preprocessing terdiri dari beberapa proses yang akan dibahas secara umum, 
antara lain 
 Expand Contraction, proses ini bertujuan untuk memperluas kata 
contractions dalam bahasa inggris menjadi kata biasa, seperti you’re 




dalam remove stopword. Jika proses ini tidak dilakukan kata tersebut akan 
lolos menjadi kata asing. 
 Remove Typo, proses ini bertujuan untuk memberikan ruang pada kata 
setelah tanda baca, seperti koma atau semikolon. Proses ini diperlukan 
untuk mempermudah proses seleksi pada get noun phrase dan remove 
stopword. Proses ini juga mempengaruhi jumlah kata yang relevan pada 
proses feature selection. 
 Remove Punctuation, tujuan proses ini adalah mengkonversikan huruf 
menjadi lowercase atau huruf kecil, menghilangkan strip, angka, single 
character, dan karakter non-ASCII. 
 Get Noun Phrase, proses ini menghilangkan kata yang bukan kata benda, 
seperti kata sifat atau kata kerja. Hal ini diperlukan untuk proses feature 
selection dan clustering. 
 Tokenisasi, Tokenisasi berfungsi untuk memecah komentar menjadi satuan 
kata. Proses tokenisasi dilakukan dengan melihat setiap spasi yang ada 
dalam komentar maka berdasarkan spasi tersebut kata-kata dapat dipecah.  
 Konversi Slangword, Konversi slangword merupakan proses mengubah 
terhadap kata tidak baku ke kata baku. Tahap ini dilakukan dengan 
menggunakan bantuan kamus slangword dan padanannya dalam kata-kata 
baku. Tahapan ini akan memeriksa kata yang terdapat dalam kamus 
slangword atau tidak. Jika kata tidak baku terdapat dalam kamus slangword 
maka kata tidak baku akan diubah ke kata baku yang terdapat di dalam 
kamus slangword. 
 Lemmatization adalah proses yang bertujuan untuk melakukan normalisasi 
pada teks/kata dengan berdasarkan pada bentuk dasar yang merupakan 
bentuk lemma-nya. Normalisasi disini adalah dalam artian 
mengidentifikasikan dan menghapus prefiks serta sufiks dari sebuah kata. 
Lemma adalah bentuk dasar dari sebuah kata yang memiliki arti tertentu 
berdasar pada kamus. 
 Penghapusan Stopword, Tahap ini berfungsi untuk menghilangkan kata-
kata yang tidak penting dalam proses klasifikasi dan penentuan alasan, 
seperti kata: yang, tetapi, atau, ke, di, dengan, dan sebagainya. Dan 
melakukan pengecakan pada kamus untuk menghilangkan kata-kata yang 
tidak relevan yang ada pada dokumen sesuai kamus stopword removal jika 
tidak ditemukan kata-kata tersebut maka akan dihapus tetapi jika kata-kata 
tersebut ada dalam kamus maka akan dismpan ke dalam database. 
Penghapusan Stopword ini terdiri dari dua subproses, yaitu, remove 
stopword berdasarkan library Natural Language Toolkit (NLTK) dan gensim. 
Kedua subproses ini saling mendukung. 
 
Fase preprocessing mengubah kalimat menjadi kumpulan kata-kata. Semua 















Gambar 3.3 Algoritme Penelitian Aspect Extraction 
 
Pada Gambar 3.3 merupakan algoritme penelitian aspect extraction, langkah 
pertama yang dilakukan adalah mengumpulkan dan mengakuisisi data, kemudian 
data tersebut dilakukan proses text preprocessing dimana data yang didapat 
berupa ulasan akan diproses dengan menghapus kata RT (Retweet), menghapus 
simbol, menghilangkan kata yang tidak penting, sampai memecahnya menjadi 
satuan kata. Proses ini digunakan untuk membersihkan data. Setelah data bersih, 
proses word embedding (GloVe) mengkonversikan data menjadi vektor yang 
sesuai dengan konteks kata tersebut. Sebelum dilakukan pengelompokkan dengan 
LDA (Latent Dirichlet Allocation), langkah yang dilakukan adalah memangkas 
vektor kata (Feature Selection) menggunakan cosine similarity dengan Threshold 
Similarity yang memiliki parameter tertentu yang ditulis pada Persamaan 3.1. 
Proses pemangkasan ini diharapkan dapat memperpendek waktu komputasi. 
Diharapkan hasil yang didapatkan berupa kelompok kata-kata atau term yang 
memiliki konteks sesuai dengan topik. 
 𝐶𝑆𝑇 = 𝑎𝑣𝑒𝑟𝑎𝑔𝑒(𝐶𝑆) +  𝛼 ∗ 𝑠𝑡𝑑(𝐶𝑆) (3.1) 
Dimana CS merupakan Cosine Similarity, sedangkankan std merupakan 
Standar Deviasi, dan α merupakan parameter tertentu seperti α = 0.5. Batas 
















Gambar 3.4 Algoritme Penelitian Latent Topic Identification 
  
Pada Gambar 3.4 merupakan diagram alir proses identifikasi latent topic, 
langkah awal yang dilakukan adalah mengumpulkan dan mengakuisisi data dari 
kamus kata benda, kemudian menyaring kamus tersebut. Setelah data diperoleh 
langkah berikutnya adalah Rank Candidate yang bertugas untuk mencari dan 
menentukan kata umum atau hipernim dari data dan kata khusus atau hiponim 
dari aspect term. Selanjutnya adalah proses Rank & Score yang berfungsi untuk 
mendapatkan beberapa data yang berupa kata dengan nilai tertinggi dari rata-rata 
dari proses sebelumnya. Kemudian, kata tersebut diseleksi dan dipilih 
menggunakan metode Topic Selection, sehingga mendapatkan topik yang sesuai 
dengan aspect term. 
3.7.4 Proses Aspect Category Detection 
Pada Gambar 3.5 merupakan diagram alir proses aspect category detection, 
langkah awal yang dilakukan adalah mengumpulkan dan mengakuisisi data berupa 
text review yang didapatkan dari dataset dan label yang didapatkan dari proses 
latent topic identification, kemudian review dan label tersebut diubah menjadi 
vektor pada proses word embedding. Tahapan selanjutnya adalah sentences 
similarity, tahapan ini bertujuan untuk mencari kemiripan kata antara dokumen 
dan topik menggunakan cosine similarity. Selanjutnya adalah proses Rank & Score 
yang berfungsi untuk mendapatkan beberapa kata dengan nilai tertinggi dari rata-













Gambar 3.5 Algoritme Penelitian Aspect Category Detection   
 
3.7.5 Proses Sentiment Polarity 
Pada proses sentiment polarity ini, langkah awal yang dilakukan adalah 
mengumpulkan dan mengakuisisi data yang berupa text review yang didapatkan 
dari dataset dan label yang dibagi menjadi dua sentimen, yaitu positif dan negatif. 
Tahapan selanjutnya adalah word embedding, tahapan ini terdapat dua proses 
yaitu, TF-IDF dan GloVe untuk mengkonversikan data menjadi vektor yang sesuai 
dengan konteks kata tersebut. Selanjutnya tahapan split dataset, tahapan ini 
bertujuan untuk membagi data dokumen dan label ke dalam 2 bagian, yaitu data 
training dan data testing dengan nilai tertentu, biasanya data training memiliki 
nilai yang lebih besar daripada data testing. Kemudian data tersebut 
diklasifikasikan menggunakan supervised learning, yaitu, SVM (Support Vector 
Machine), Naïve Bayes, LDA-GloVe 0,7 dan, Decision Tree. Hal ini digunakkan untuk 
mengevaluasi polaritas dari aspek dan kategori yang didapatkan dari penelitian ini. 
3.8 Skenario Pengujian 
Pengujian dilakukan untuk mengetahui kinerja dari metode yang diusulkan 
yang baik dalam melakukan pengelompokkan data yang memiliki topic coherence. 
Topic coherence mengukur nilai dari sebuah topik dengan menghitung derajat dari 
kemiripan semantik dan inferensi statistik di antara penilaian terbesar kata dalam 
sebuah topik atau kategori. Pengukuran ini dapat membantu membedakan antara 




coherence, waktu komputasi juga digunakan dalam pengukuran kinerja dari 
metode aspect extraction yang diusulkan.  
Selanjutnya, pengujian yang dilakukan menggunakan parameter F1-Score, 
perhitungan precision dan akurasi. Akurasi, precision, dan F1-Score merupakan 
metode pengukuran yang efektif yang biasa dilakukan pada proses 
pengelompokkan (Hllermeier, 2011). Akurasi mendeskripsikan pengukuran 
akurasi model dapat mengklasifikasikan dengan benar, dalam persamaan rasio 
prediksi benar, baik itu positif maupun negatif terhadap seluruh data. Sedangkan, 
precision mendeskripsikan tingkat keakuratan antara data yang diminta dengan 
hasil prediksi yang diberikan oleh model, dalam persamaan precision merupakan 
rasio prediksi benar positif terhadap keseluruhan hasil yang diprediksi positif. F1-
Score atau disebut dengan F-Measure merupakan perbandingan rata-rata presisi 
dan recall yang dibobotkan. 
Dalam penelitian ini, nilai precision dan recall didasarkan pada hasil keluaran 
menggunakan confusion matrix seperti pada Tabel 3.4. Confusion matrix 
memberikan informasi perbandingan hasil klasifikasi dari model dengan hasil 
klasifikasi sebenarnya. Dalam Tabel 3.4 terdapat 4 kombinasi nilai prediksi dan 
nilai aktual yang berbeda, yaitu, True Positive (TP), True Negative (TN), False 
Positive (FP), dan, False Negative (FN). Terdapat empat skenario pengujian yang 
dilakukan yaitu, pengujian kinerja metode yang diajukan pada proses aspect 
extraction dengan metode pembanding terhadap dataset yang diajukan dalam 
topic coherence dan waktu komputasi yang diperoleh dari proses word embedding 
sampai proses pengujian yang dapat ditunjukkan pada Tabel 3.5, pengujian dan 
perbandingan hasil kinerja metode latent topic identification dengan metode 
pembanding terhadap beberapa term berdasarkan perhitungan komputer dan 
manusia yang diajukan dalam pengujian semantik, pengujian kinerja aspect 
category detection dengan metode pembanding terhadap  dokumen dan topik 
yang diajukan dalam F1-Score, dan  Tabel 3.6 menunjukkan pengujian kinerja 
metode yang diajukan pada proses sentiment polarity dengan metode 
pembanding terhadap dataset yang diajukan dalam F1-Score, presisi, dan akurasi. 
 Metode pembanding dalam proses penelitian aspect extraction ini adalah 
metode yang pernah diusulkan sebelumnya, diantaranya adalah LDA (Latent 
Dirichlet Allocation) konvensional, LDA-TFIDF, dan BTM (Biterm Topic Modelling). 
Sedangkan metode pembanding dalam proses penelitian sentiment polarity ini 
adalah SVM (Support Vector Machine), Naïve Bayes, LDA-GloVe 0,7 dan Decision 
Tree.  
Tabel 3.4 Confusion Matriks 
Prediction Actual 
Positive Negative 
Positive True Positive (TP) False Positive (FP) 





 𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃+𝑇𝑁
𝑇𝑃+𝐹𝑃+𝑇𝑁+𝐹𝑁
  (3.2) 
 
 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛(𝑝) =  
𝑇𝑃
𝑇𝑃+𝐹𝑃
  (3.3) 
 
 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛(𝑝) =  
𝑇𝑃
𝑇𝑃+𝐹𝑃
  (3.4) 
 
 𝑅𝑒𝑐𝑎𝑙𝑙(𝑟) =  
𝑇𝑃
𝑇𝑃+𝐹𝑁
  (3.5) 
 
 𝐹 − 𝑚𝑒𝑎𝑠𝑢𝑟𝑒 =  
2∗𝑝∗𝑟
𝑝+𝑟
  (3.6) 
 
Tabel 3.5 Skenario Pengujian Aspect Extraction secara Umum 
Dataset Metode 
Pengujian 
Topic Coherence Waktu Komputasi 
Edukasi 
LDA     
LDA-TFIDF     
BTM     
Our Method     
Game 
LDA     
LDA-TFIDF     
BTM     
Our Method     
E-commerce 
LDA     
LDA-TFIDF     
BTM     
Our Method     
 
 
Tabel 3.6 Skenario Pengujian Sentiment Polarity secara Umum 
Dataset Metode 
Pengujian 
Presisi F1-Score Akurasi 
Edukasi 
SVM      
Naïve Bayes      
Decision Tree      
Our Method      
Game 
SVM      
Naïve Bayes      
Decision Tree      






Presisi F1-Score Akurasi 
E-commerce 
SVM      
Naïve Bayes      
Decision Tree      





BAB 4 ALGORITMA DAN PERANCANGAN  













Gambar 4.1 Diagram alir Algoritme Sentiment analysis berbasiskan Aspek 
 
Pada penelitian ini, terdapat 4 tahapan sentiment analysis berbasiskan aspek 
yang terdiri dari 2 tahapan pengembangan utama, Aspect Extraction dan Latent 
Topic Identification, dan 2 tahapan tambahan, Aspect Category Detection dan 
Sentiment Polarity. Pada setiap tahapan terdapat proses pengujian data yang 
digunakan untuk memvalidasi hasil data yang telah dikalkulasi dan mengetahui 
pengaruh algoritma yang telah dikembangkan. Perancangan algoritme sentiment 
analysis berbasiskan aspek dapat diilustrasikan pada Gambar 4.1. 
Pada tahap aspect extraction, penulis menggunakan latent dirichlet allocation 
dengan pemodelan Collapsed Gibbs Sampling sebagai pengelompokkan term 
aspek. Hasil proses subtask ini diuji menggunakan topic coherence sebagai alat 
pengukur kedekatan kata dan pengujian waktu sebagai alat pengukur waktu 
komputasi pada proses aspect extraction. Pada tahap latent topic identification, 




menghasilkan topik yang sesuai berdasarkan aspek term. Hasil proses ini diuji 
menggunakan pengujian semantik secara komputer dengan beberapa metode, 
kemudian, penulis membandingkannya dengan proses pencarian topik secara 
manual atau penilaian manusia. 
Selanjutnya, proses aspect category detection menggunakan metode Sentence 
Similarity untuk mengelompokkan review setiap dataset berdasarkan topik yang 
telah didapatkan pada proses sebelumnya.  Kemudian, hasil proses ini diuji 
menggunakan pengujian F1-Score. Terakhir, sentiment polarity, proses ini 
menggunakan beberapa metode yang telah ditentukan untuk mengklasifikasi 
sentimen positif dan negatif pada review. Hasil yang didapatkan proses ini diuji 
menggunakan pengujian performance, yaitu, akurasi, presisi, dan F1-Score. 
4.2 Alur kerja Aspect Extraction Term 
Pada aspect extraction, penulis mengusulkan sebuah task untuk mengekstrak 
dan mengelompokkan term di dalam dataset dalam beberapa langkah yang 
tergambar dalam Gambar 4.2.  
a. Dataset: penulis menjalankan metode yang diusulkan menggunakan 
dataset reviews tentang edukasi, e-commerce, dan game yang 
didapatkan melalui situs Kaggle. 
b. Text Preprocessing: proses ini terdiri dari, expand contractions, remove 
typo, remove punctuation, get noun phrase, tokenization, remove 
stopword, dan lemmatizing. 
c. Word Embedding: fase ini menggunakan Global Vector for Word 
Representation atau disebut GloVe sebagai model untuk mengkonversi 
kata ke vektor. 
d. Feature Selection: proses ini terdiri dari beberapa langkah, find word 
similarity, find cluster point, set word and cluster, dan selection word 
with threshold. 
e. Latent Dirichlet Allocation: proses ini adalah mengelompokkan term 
yang telah diseleksi menggunakan feature selection. Proses ini 
menggunakan model Collapsed Gibbs Sampling. 
f. Evaluation: proses ini terdiri dari Topic Coherence dan Time 
Computation. Dalam topic coherence terdapat beberapa model 
evaluasi, diantaranya PMI dan Umass 
4.2.1 Proses Text Preprocessing 
Preprocessing sangat menentukan dalam proses penentuan aspect extraction 
dengan menggunakan word embedding dan LDA menjadi lebih akurat. 
Preprocessing juga digunakan untuk mendapatkan data bersih. Tahap 
preprocessing terdiri dari beberapa proses yang dibahas satu per satu secara detail 






















• Find Word Similarity
• Find Cluster Point
• Set Word with 
Cluster









Gambar 4.2 Diagram alir Algoritme Aspect Extraction 
 
Berdasarkan Gambar 4.3, tahapan text preprocessing dapat dijelaskan sebagai 
berikut, 
1. Masukkan inisialisasi nama file dataset (filename), nilai awal (start), dan 
nilai akhir (rows) dataset text preprocessing. 
2. Masukkan dataset yang memiliki tipe file .csv, kemudian konversikan 
dataset tersebut menjadi dataframe yang dapat dibaca oleh program  
3. Setelah data dibaca oleh program, lakukan perluasan contraction 
menggunakan pencocokkan kata seperti, “you’re” dan “I’m” pada 
kamus contraction dengan data teks, jika kata tersebut sesuai, maka 
kata tersebut dikonversikan menjadi “you are” dan “I am”. 
4. Kemudian, data teks tersebut ditambahkan tanda spasi setelah tanda 
baca "!./-:,;?". Proses ini disebut juga dengan remove typo, 
5. Selanjutnya, penulis menghapus single character atau huruf, baris spasi, 
angka, dan karakter non-ASCIII. Serta mengkonversikan huruf kapital 
pada data teks menjadi huruf kecil. 
6. Langkah selanjutnya adalah menentukan jenis kata sesuai dengan pos 
tag yang terdapat pada program. Pada aspect extraction, penulis 
membutuhkan kata benda sebagai kata-kata penting. Dalam proses ini 
kata benda direpresentasikan sebagai pos tag NN dan NNS. 
7. Selanjutnya, penulis melakukan proses tokenisasi pada data teks 
dengan memecah teks menjadi kata-kata menggunakan NLTK (Natural 
Language Toolkit).  
8. Kemudian, lakukan penghapusan kata-kata umum yang sering muncul 
pada teks seperti kata, “you”, “from”, atau “have” menggunakan kamus 




diperluas pada variabel EXPAND_STOPWORD pada class dictionary. 
9. Terakhir, lakukan normalisasi kata pada teks menggunakan proses 
WordnetLemmatizer dengan pos tag default, yaitu, ‘n’ sebagai bentuk 




Inisialisasi start, rows, filename
Melakukan perluasan Contraction
Menghapus angka, huruf, garis, dan tanda baca
Mengkonversi huruf kapital menjadi kecil
Menambahkan spasi setelah tanda "!./-
:,;?"
Memfilter kata kerja pada teks
Melakukan tokenisasi kata













Content = Model GloVe .txt
word = line.split()
For line in content
model[word] = vector
line
dictionary = data 
preprocessing.csv












Gambar 4.4 Diagram alir Algoritme Word Embedding Aspect Extraction 
 
4.2.2 Proses Word Embedding  
Pada tahapan ini, penulis mengisi model GloVe dan mengkonversikannya 
menjadi model yang yang mudah dibaca oleh metode kita. GloVe model yang 
penulis gunakan memiliki nama file ‘glove.twitter.27B.50d.txt. model ini memiliki 




model ini untuk mengkonversikan kata yang didapatkan dari text preprocessing, 
sehingga memiliki vektor. Gambar 4.4. mengilustrasikan diagram alir dari word 
embedding dan dijelaskan sebagai berikut. 
1. Masukkan dataset model GloVe dengan file bertipe .txt dan nama file 
“glove.twitter.27B.50d”, kemudian konversikan dataset tersebut 
supaya dapat dibaca oleh program. 
2. Buat iterasi tiap baris dari keseluruhan dataset 
3. Masukkan kata tiap baris pada dataset dengan variabel word. 
4. Masukkan vektor dari setiap kata pada dataset dengan variabel vektor, 
kemudian format kata dan vektor menjadi sebuah dictionary, hal ini 
dilakukan untuk mempermudah program membaca kata dengan 
vektornya yang merepresentasikan arti dari kata tersebut. 
5. Lakukan perulangan proses 3 dan 4 pada iterasi tersebut sampai nilai 
akhir baris pada dataset. 
6. Langkah selanjutnya adalah memasukkan data yang telah 
dipreprosesing dengan variabel dictionary. 
7. Selanjutnya, penulis melakukan proses iterasi pada dictionary dengan 
nilai awal i.  
8. Kemudian, masukkan kata ke i dari dictionary dengan variabel word1. 
9. Selanjutnya eksekusi try untuk menentukan vektor, jika kata yang ada 
dalam model GloVe sesuai dengan dictionary maka kata tersebut 
memiliki vektor. Jika tidak maka abaikan kata tersebut sebagai 
KeyError. 
10. Lakukan perulangan proses 8 dan 9 sampai nilai akhir dari dictionary 
tersebut. Hasil yang didapatkan pada proses ini adalah sebuah kamus 
kata dengan vektor yang sesuai dengan data teks setelah 
dipreprosesing.  
 
4.2.3 Proses Feature Selection  
Sebelum clustering, penulis membutuhkan proses feature selection yang 
memiliki empat tahapan, tahap find word similarity bertugas untuk mencari 
kemiripan antara dua kata. untuk menjalankan tahap ini diperlukan metode cosine 
similarity dan word co-occurrence matrix, tahapan ini diilustrasikan pada Gambar 
4.5 dan dijelaskan sebagai berikut. 
1. Masukkan data dictionary yang berisi kata dan vektor yang telah 
diproses sebelumnya. 
2. Buat iterasi tiap baris kata dari seluruh dictionary dengan variabel 
token1. 
3. Buat kembali iterasi tiap baris kata dari seluruh dictionary dengan 
variabel token2. 
4. Masukkan vektor dari setiap token1 dari dictionary dengan variabel 
vector1, kemudian masukkan kembali vektor dari setiap token2 dari 




5. Selanjutnya, kalikan vector1 dengan vector2, masukkan hasil perkalian 
ke dalam variabel Dot. 
6. Langkah selanjutnya adalah buat norm dari vector1 dan vector2 
kemudian masukkan hasil tersebut ke dalam variabel norm1 dan 
norm2. Norm digunakan untuk mendapatkan nilai kolom atau baris dari 
sebuah matriks atau vektor. 
7. Terakhir, lakukan pembagian hasil Dot dengan hasil perkalian antara 
norm1 dan norm2, masukkan hasil tersebut dalam variabel Cosine.  
8. Ulangi proses 4 hingga proses 7 sampai nilai akhir dari dictionary token1 
dan token2. Secara keseluruhan, hasil yang didapatkan adalah co-









For token2 in dictionary
Dot =  vektor 1* vektor 2
norm1 = norm[vector1]
norm2 = norm[vector2]













For token1 in dictionary
Avg[token1] = average(cosine[token1].value)






Gambar 4.6 Diagram alir Algoritme Find Cluster Point Aspect Extraction 
 
Tahap selanjutnya, Find Cluster point bertugas untuk mencari cluster point 
awal yang didapatkan berdasarkan nilai terbesar dari rerata nilai cosine similarity 
pada tiap baris feature dalam word co-occurrence matrix. jumlah cluster point 
ditentukan oleh jumlah topik yang diajukan, tahapan ini diilustrasikan pada 
Gambar diagram alir 4.6 dan dijelaskan sebagai berikut. 
1. Masukkan data dictionary yang berisi kata dan vektor yang telah 
diproses sebelumnya, dan cosine yang berisi nilai cosine similarity. 
2. Buat iterasi tiap baris kata dari seluruh dictionary dengan variabel 
token1. 
3. Hitung rata-rata dari nilai cosine tiap baris secara keseluruhan pada co-
occurrence matrix, selanjutnya, masukkan hasil tersebut ke dalam 
variabel avg tiap token1. 
4. Ulangi proses 3 sampai nilai akhir dari token1 pada dictionary. 
5. Selanjutnya, cari nilai terbesar dari rata-rata nilai cosine sebanyak 
jumlah topik yang ditentukan. Token atau kata dari nilai tersebut 
mewakili cluster point atau biasa disebut dengan centroid awal yang 








For token1 in high_value
For token2 in dictionary
csm[token1][token2] = cosine(token1, token2)
Token2
Token1
Cari nilai tertinggi tiap kolom matriks csm
End
Set Word and 
Cluster
 
Gambar 4.7 Diagram alir Algoritme Set Word and Cluster Aspect Extraction 
 
Selanjutnya, tahap set word and cluster, tahapan ini bertujuan untuk 
menentukan kedekatan kata terhadap cluster point awal yang telah ditentukan. 
Kedekatan kata ini berdasarkan perbandingan nilai terbesar cosine similarity kata 
terhadap cluster point pada word co-occurrence matrix. nilai perbandingan 
terbesar menjadi cluster point awal dari kata tersebut yang akan menjadi 
inisialisasi topik pada metode LDA, Gambar 4.7 mengilustrasikan diagram alir dari 
tahapan set word and cluster dan dijelaskan sebagai berikut. 
1. Masukkan data dictionary yang berisi kata dan vektor yang telah 
diproses sebelumnya, masukkan cosine yang berisi nilai cosine 
similarity, dan masukkan high_value yang berisi cluster point awal atau 
centroid. 
2. Buat iterasi tiap baris kata dari seluruh high_value dengan variabel 
token1. 
3. Buat iterasi kedua tiap baris kata dari seluruh dictionary dengan 
variabel token2. 
4. Hitung nilai cosine similarity antara token1 dan token2 yang berisi 
vektor. Proses perhitungan telah dijelaskan pada proses sebelumnya. 
5. Ulangi proses 4 sampai nilai akhir dari token1 dan token2 pada 





6. Selanjutnya, cari nilai maksimal atau terbesar dari nilai cosine similarity 
berdasarkan cluster point setiap kolom matriks. 
 
Terakhir, tahap selection word with threshold merupakan tahapan yang 
digunakan untuk menyeleksi fitur berdasarkan threshold similarity yang telah 
dihitung dan threshold yang telah ditentukan. Tahapan ini diilustrasikan pada 
Gambar 4.8 dan dijelaskan sebagai berikut. 
1. Masukkan data csm yang berisi nilai cosine similarity dari cluster point 
dan dictionary, masukkan threshold berdasarkan nilai yang ditentukan 
atau nilai standar perhitungan CST (cosine similarity threshold). 
2. Konversikan data csm ke dalam dataframe supaya lebih mudah dalam 
perhitungan program. 
3. Cari nilai maksimal cosine similarity berdasarkan cluster point pada 
dataframe. 
4. Jika nilai maksimal lebih dari threshold, maka term atau kata dapat lolos 
seleksi fitur dan memiliki nilai cluster awal, sementara, jika nilai 
maksimal kurang dari threshold maka kata dapat dihapus atau 
diabaikan. 
5. Ulangi proses 3 dan 4 sampai nilai akhir dari dataframe tercapai. Hasil 
keseluruhan yang didapatkan berupa kata dengan value cluster awal 





Konversi csm ke dataframe
















4.2.4 Proses Latent Dirichlet Allocation  
Start
data_cluster, data_dictionary
Inisialisasi hyperparameter α dan β
Inisialisasi iterasi
Hitung jumlah kata (W)
Hitung jumlah topik (K)
Hitung jumlah  w yang muncul pada topik t 
(n_(kw_i))
Hitung total kata dalam topik t (Wn_kw)
Hitung total dokumen d sebagai topik t  
(n_(d_ik))
Hitung total jumlah dokumen t dalam semua 
topik (Kn_(d_ik'))
For iterasi = 1 to 10
Lda_w = (n_(kw_i) + B)/(Wn_kw + wβ)
Lda_d =(n_(d_ik) + α /(Kn_(d_ik')+ Kα)
Lda = Lda_w*Lda_d
iterasi











Setelah melakukan proses feature selection, penulis menjalankan proses 
clustering menggunakan LDA (Latent Dirichlet Allocation). Penulis memilih model 
Collapsed Gibbs Sampling pada LDA yang merupakan model pengembangan dari 
model Gibbs Sampling yang biasa diaplikasikan dalam LDA. Penulis dapat 
mengintegrasikan variabel dalam Collapsed Gibbs Sampling yang dapat 
mempercepat konvergensi ke distribusi target (J. S. Liu, 1994). Collapsed Gibbs 
Sampling dapat diformulasikan pada Persamaan 4.1. 












  (4.1) 
 
Dimana 𝑛𝑘𝑤𝑖  adalah jumlah kata w yang muncul pada topik t, sedangkan 
∑ 𝑛𝑘𝑤
𝑊
𝑤=1  adalah total kata dalam topik t. 𝑛𝑑𝑖𝑘 merepresentasikan berapa kali 
dokumen d sebagai topik t, sedangkan ∑ 𝑛𝑑𝑖𝑘′
𝐾
𝑘′=1  merepresentasikan total 
jumlah dokumen t dalam semua topik. 𝑊 mendeskripsikan panjang dari kamus 
kata. 𝐾 mendeskripsikan jumlah topik. 𝛼 dan 𝛽 merupakan Dirichlet prior 
hyperparameter. Sebelum dijalankan, LDA membutuhkan inisialisasi awal topik 
untuk sebuah term yang biasanya didapatkan secara acak. Namun, metode yang 
diusulkan ini mendapatkan inisialisasi topik dari proses feature selection 
sebelumnya. Proses ini diiterasi hingga jumlah tertentu atau penulis mendapatkan 
hasil terbaik. Gambar diagram alir 4.9 mengilustrasikan proses pengelompokkan 
menggunakan model Collapsed Gibbs Sampling dan dijelaskan sebagai berikut. 
1. Masukkan data dictionary yang berisi teks yang telah dipreprosesing 
pada proses sebelumnya, dan masukkan data_cluster yang berisi kata 
dan cluster point awal atau centroid. 
2. Masukkan inisialisasi 𝛼 dan 𝛽 sebagai hyperparameter dari LDA. Nilai 
hyperparameter 𝛼 adalah 0.9, sedangkan nilai hyperparameter 𝛽 
adalah 0.05. Selanjutnya, masukkan juga inisialisasi iterasi yang 
memiliki nilai 10. 
3. Hitung jumlah kata dari kata unik yang terdapat pada data dictionary 
dan masukkan ke dalam variabel W. Hitung juga jumlah topik yang 
terdapat pada data_cluster, jumlah topik ini sama dengan jumlah topik 
yang ditentukan sebelumnya dan masukkan ke dalam variabel K.  
4. Hitung jumlah kata w yang muncul pada topik t, kemudian masukkan ke 
dalam variabel n_(kw_i). 
5. Hitung total kata secara keseluruhan dalam topik t dan masukkan ke 
dalam variabel Wn_kw. 
6. Hitung total dokumen d yang muncul sebagai topik t dan masukkan ke 
dalam variabel n_(d_ik). 
7. Hitung total dokumen d di seluruh topik dan masukkan ke dalam 
variabel Kn_(d_ik'). 
8. Buat iterasi tiap baris kata dengan nilai iterasi yang ada pada proses 2. 
9. Tambahkan nilai 𝛽 dengan variabel n_(kw_i), hasil tersebut kemudian 
dibagi dengan hasil penjumlahan dari variabel Wn_kw dengan nilai 𝛽 





10. Tambahkan nilai 𝛼 dengan variabel n_(d_ik), hasil tersebut kemudian 
dibagi dengan hasil penjumlahan dari variabel Kn_(d_ik') dengan nilai 𝛼 
yang telah dikalikan dengan variabel K. Masukkan hasil tersebut ke 
dalam variabel Lda_d. 
11. Kalikan variabel Lda_w dengan Lda_d, kemudian masukkan hasil 
tersebut ke dalam variabel Lda. 
12. Ulangi proses 9, 10, dan 11 sampai nilai akhir dari iterasi tersebut. 
13. Langkah terakhir adalah kelompokkan dan urutkan kata hasil 
perhitungan tersebut sesuai dengan topiknya. 
4.3 Alur Kerja Latent Topic Identification 
Setelah mendapatkan hasil ekstraksi aspek, tahapan selanjutnya adalah Latent 
Topic Identification. Tujuan tahapan ini adalah menemukan topik atau kategori 
dari kumpulan kata berdasarkan aspek hasil proses sebelumnya. Dalam penelitian 
ini penulis menggunakan empat proses utama, yaitu, Text Preprocessing, Rank 
Candidate, Rank & Score, dan Topic Selection. Penulis juga menggunakan 
pengujian semantik sebagai proses pengujian. 
Start
Text Preprocessing
























Tahapan ini dapat diilustrasikan pada gambar 4.10 dan dijelaskan sebagai 
berikut, dalam proses Text Preprocessing terdapat dua metode, yaitu, Get Noun 
Phrase dan Lemmatizing, secara umum metode ini berfungsi untuk menyaring 
kata yang memiliki jenis kata benda. Proses selanjutnya adalah Rank Candidate, 
dalam proses ini terdapat dua metode, yaitu, Path Similarity dan Leacock 
Chodorow yang berfungsi mencari kata hypernym. Selanjutnya adalah proses Rank 
& Score yang berfungsi untuk mendapatkan beberapa kata dengan nilai tertinggi 
dari rata-rata dari proses sebelumnya. Selanjutnya adalah Topic Selection, proses 
ini memiliki satu metode yaitu, Cosine Similarity yang berfungsi untuk mencari 
kata terdekat di antara kandidat kata yang telah didapatkan dari proses 
sebelumnya. Proses ini menemukan kata dengan mencari nilai cosine similarity 
paling tinggi. 




For word in Noun Data

















Pada penelitian ini dataset yang digunakan adalah kumpulan kata yang 
memiliki jenis kata benda yang direpresentasikan dengan pos tag NN atau NNS. 
Jenis kata ini dipilih karena secara umum topik atau kategori memiliki kedua jenis 
kata tersebut. Pada text preprocessing, penulis melakukan dua metode, yaitu get 
noun phrase dan lemmatizing, yang berguna untuk memastikan dan memvalidasi 
kumpulan kata tersebut berisi kata benda dengan pos tag NN atau NNS. Gambar 
diagram alir 4.11 mengilustrasikan alur kerja dari text preprocessing dan dijelaskan 
sebagai berikut. 
1. Masukkan data noun yang berisi kumpulan kata benda yang memiliki 
tipe file .txt. 
2. Konversikan data noun yang memiliki huruf kapital menjadi huruf kecil 
(lowercase) 
3. Buat iterasi tiap baris kata dengan nilai iterasi sampai jumlah data noun 
dengan variabel word. 
4. Lakukan metode Get Noun Phrase dengan kondisi jika kata memiliki pos 
tag NN atau NNS. 
5. Jika memiliki kondisi pada proses 4 maka kata tersebut dilakukan proses 
normalisasi menggunakan metode lemmatizing. Jika tidak memiliki 
kondisi tersebut maka proses tersebut menuju iterasi selanjutnya tanpa 
normalisasi kata. 
6. Hasil normalisasi kata tersebut disimpan di dalam daftar kata yang akan 
digunakan dalam proses berikutnya. 
7. Ulangi proses 4, 5, dan 6 sampai nilai akhir dari data noun tercapai. Hasil 
keseluruhan yang didapatkan berupa kata dengan jenis atau pos tag NN 
atau NNS yang memudahkan perhitungan Path Similarity dan Leacock 
Chodorow selanjutnya. 
  
4.3.2 Proses Rank Candidate 
Pada proses Rank Candidate, langkah pertama yang dilakukan adalah 
menentukan kata umum atau hipernim dari daftar kata benda atau list noun 
menggunakan path similarity berdasarkan aspect term yang merepresentasikan 
kata khusus atau hiponim. Gambar 4.12 mengilustrasikan alur kerja dari path 
similarity dan dijelaskan sebagai berikut. 
1. Masukkan list noun yang berisi kata benda yang telah diproses 
sebelumnya, dan masukkan aspect term yang juga telah diproses pada 
aspect extraction. 
2. Konversikan list noun dan aspect term ke dalam wordnet dengan synset 
‘n.01’. langkah ini dilakukan untuk mempermudah proses path 
similarity. Jika kata atau term tidak sesuai maka kata tersebut dianggap 
kosong atau tidak memiliki nilai. 
3. Buat iterasi tiap baris kata dengan nilai iterasi sampai jumlah list noun 
dan masukkan dalam variabel token1. 




term dan masukkan dalam variabel token2. 
5. Buat kondisi token1 tidak sama dengan token2. Langkah ini digunakan 
untuk menghindari kata pada aspect term menjadi lebih sering muncul. 
6. Jika token1 dan token2 tidak sama maka kedua kata tersebut dapat 
diproses dengan metode path similarity. Jika token1 dan token2 sama 
maka proses menuju ke iterasi selanjutnya. Hasil dari metode similarity 
akan diinputkan ke dalam variabel list. 
7. Ulangi proses 5 dan 6 sampai nilai akhir dari list noun dan aspect term 
tercapai. Hasil keseluruhan yang didapatkan berupa matriks dengan 
nilai dari path similarity. 
 
Start
aspect term, list noun
Konversi aspect term dan list noun ke synsets 
n.01
For token1, val1 in list noun


















Konversi aspect term dan list noun ke synsets 
n.01
For token1, val1 in aspect tem












Gambar 4.13 Diagram alir Algoritme Leacock Chodorow Latent Topic 
Identification 
 
Langkah kedua juga sama dengan langkah pertama, yaitu, menentukan kata 
umum atau hipernim, namun pada proses ini dilakukan metode yang berbeda, 
yaitu Leacock Chodorow Similarity, metode ini merupakan pengembangan dari 
metode path similarity. Metode ini memiliki keunggulan taksonomi yang lebih 
dalam dari metode sebelumnya. Kedua daftar kata hipernim dan hiponim 
menggunakan aspect term. Gambar 4.13 mengilustrasikan alur kerja dari path 
similarity dan dijelaskan sebagai berikut. 
1. Masukkan aspect term yang juga telah diproses pada aspect extraction. 
2. Konversikan aspect term ke dalam wordnet dengan synset ‘n.01’. 
langkah ini dilakukan untuk mempermudah proses Leacock Chodorow 
Similarity. Jika kata atau term tidak sesuai maka kata tersebut dianggap 
kosong atau tidak memiliki nilai. 
3. Buat iterasi tiap baris kata dengan nilai iterasi sampai jumlah aspect 




4. Buat iterasi lagi tiap baris kata dengan nilai iterasi sampai jumlah aspect 
term dan masukkan dalam variabel token2. 
5. Buat kondisi token1 tidak sama dengan token2. Langkah ini digunakan 
untuk menyamakan kondisi pada langkah pertama. 
6. Jika token1 dan token2 tidak sama maka kedua kata tersebut dapat 
diproses dengan metode path similarity. Jika token1 dan token2 sama 
maka proses menuju ke iterasi selanjutnya. Hasil dari metode similarity 
akan diinputkan ke dalam variabel list. 
7. Ulangi proses 5 dan 6 sampai nilai akhir dari list noun dan aspect term 
tercapai. Hasil keseluruhan yang didapatkan berupa matriks dengan 
nilai dari Leacock Chodorow Similarity. 
 
4.3.3 Proses Rank & Score 
Setelah proses Rank Candidate dijalankan, langkah selanjutnya adalah proses 
Rank & Score, proses ini menentukan topik atau kategori berdasarkan rata-rata 
yang dihasilkan dari matriks Path Similarity dan Leacock Chodorow Similarity yang 
diilustrasikan pada Gambar 4.14 dan dijelaskan sebagai berikut. 
Start
Dictionary, p_s, lcs
For token1 in dictionary
Avg[token1] = average(p_s[token1].value)





For token1 in dictionary
hm[token1] = 
harmonic_mean(lcs[token1].value)
High_value = nilai maksimal hm
Token
1













For token1 in token_high_value
Hitung Cosine Similarity (csm)
token2





For token in token_high_dict
Token
High_value = nilai maksimal csm
End
 
Gambar 4.15 Diagram alir Algoritme Topic Selection Latent Topic Identification 
 
1. Masukkan dictionary yang berisi kata benda, masukkan juga p_s yang 
berisi matriks Path Similarity dan lcs yang berisi matriks Leacock 
Chodorow Similarity. 
2. Buat iterasi tiap baris kata dengan nilai iterasi sampai jumlah kata benda 
dan masukkan dalam variabel token1. 
3. Hitung nilai rata-rata dari matriks Path Similarity tiap baris. 
4. Ulangi proses 3 sampai nilai akhir dari dictionary tercapai. Hasil 




5. Ulangi langkah 2, 3, dan 4 pada diagram tetangga yang berisi matriks 
Leacock Chodorow dan perhitungan rata-rata harmoni  dari matriks 
Leacock Chodorow Similarity tiap baris. 
6. Tentukan nilai rata-rata terbesar dari matriks Path Similarity sebanyak 
topik ditambahkan dengan 5 dan tambahkan ke dalam variabel 
token_high_value. Langkah ini juga dilakukan pada diagram tetangga 
yang menggunakan rata-rata Leacock Chodorow Similarity tapi pada 
langkah ini, kita hanya menentukan satu nilai rata-rata terbesar dan 
menuju ke langkah selanjutnya. 
7. Hitung nilai threshold matriks Leacock Chodorow Similarity 
menggunakan formula Threshold Similarity pada Bab 3. 
8. Kemudian, bandingkan nilai rata-rata Leacock Chodorow Similarity 
terbesar dengan nilai Threshold Similarity, jika nilai rata- rata lebih besar 
maka nilai tersebut masuk ke dalam variabel token_high_value untuk 
dihitung pada proses berikutnya. 
 
4.3.4 Proses Topic Selection 
Setelah proses Rank & Score dijalankan, langkah selanjutnya adalah proses 
Topic Selection, proses ini menentukan topik atau kategori berdasarkan kedekatan 
kata dari kandidat yang terpilih pada proses Rank & Score sebelumnya. Proses ini 
menggunakan cosine similarity dengan word vector GloVe sebagai nilainya. Topic 
Selection diilustrasikan pada Gambar 4.15 dan dijelaskan sebagai berikut. 
1. Masukkan token_high_value yang berisi kata yang berasal dari hasil 
proses Rank & Score. Masukkan juga aspect term yang berisi kata yang 
dihasilkan dari subtask aspect extraction. 
2. Buat iterasi tiap baris kata dengan nilai iterasi sampai jumlah 
token_high_value dan masukkan dalam variabel token1. 
3. Buat kembali iterasi tiap baris kata dengan nilai iterasi sampai jumlah 
aspect_term dan masukkan dalam variabel token2. 
4. Hitung nilai cosine similarity yang berasal matriks kata variabel token1 
dan token2. Proses cosine similarity telah dijelaskan pada proses 
feature selection pada tahap find word similarity. 
5. Ulangi proses 4 sampai nilai akhir dari aspect_term dan 
token_high_value tercapai. Hasil keseluruhan yang didapatkan berupa 
matriks kata dan nilai yang dihasilkan dari proses cosine similarity. 
6. Setelah mendapatkan cosine similarity, langkah selanjutnya adalah 
memasukkan kata yang berasal dari proses Rank & Score 
(token_high_dict). Masukkan juga nilai csm yang telah diperoleh dari 
perhitungan cosine similarity. 
7. Buat iterasi tiap baris kata dengan nilai iterasi sampai jumlah 
token_high_dict dan masukkan dalam variabel token. 
8. Hitung nilai rata dari cosine similarity tiap baris menggunakan rata-rata 
harmonik kemudian masukkan ke dalam variabel csm berdasarkan 




9. Ulangi proses 8 sampai nilai akhir dari token_high_dict tercapai. Hasil 
keseluruhan yang didapatkan berupa daftar kata dan nilai yang 
dihasilkan dari proses rata-rata harmonik. 
10. Kemudian, cari nilai maksimal dari rata-rata harmonik. Hasil yang 
didapatkan merupakan topik atau kategori dari latent topic 
identification. 
4.4 Alur Kerja Aspect Category Detection 
Setelah mendapatkan topik atau kategori dari proses latent topic 
identification, langkah selanjutnya adalah aspect category detection. Tujuan 
langkah ini adalah menentukan topik yang sesuai dengan dokumen yang berasal 
dari dataset. Dalam penelitian ini penulis menggunakan 4 tahapan utama, yaitu, 
Word Embedding, Sentences Similarity, Rank & Score, dan Pengujian F1-Score. 








• Convert sentences to vector
• Convert label to vector
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• Mencari kemiripan menggunakan cosine 
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Gambar 4.17 Diagram alir Algoritme Convert Sentences to Vector Aspect 
Category Detection 
 
Aspect category detection memiliki input Text dan label.  Text berisi dokumen 
atau review yang berasal dari dataset. Sedangkan label berisi daftar topik yang 
dipilih secara manual atau manusia berdasarkan referensi dari latent topic 
identification. Selanjutnya adalah Tahapan word embedding, pada tahapan ini 
memiliki dua proses, yaitu, convert sentences to vector dan Convert label to vector, 
secara umum, kedua proses ini berfungsi untuk mengubah kata menjadi vektor. 
Tahapan selanjutnya adalah sentences similarity, tahapan ini bertujuan untuk 
mencari kemiripan kata antara dokumen dan topik menggunakan cosine similarity. 
Selanjutnya adalah proses rank & score yang berfungsi untuk mendapatkan 




Terakhir, tahapan pengujian F1-Score yang dijelaskan pada subbab Perancangan 
Pengujian. 
4.4.1 Word Embedding 
Pada tahapan ini, penulis mengisi model GloVe dan mengkonversikannya 
menjadi model yang yang mudah dibaca oleh metode kita. GloVe model yang 
penulis gunakan memiliki nama file ‘glove.twitter.27B.50d.txt. model ini memiliki 
kata unik 27 Billion dan dengan vektor berdimensi 50. Penulis menggunakan 
model ini untuk mengkonversikan kata yang didapatkan dari text preprocessing 
dan topik, sehingga memiliki vektor. Tahapan ini memiliki dua proses, yaitu, 
konversi kalimat ke dalam vektor dan konversi label ke dalam vektor, kedua proses 
ini memiliki langkah yang hampir mirip. Konversi label ke dalam vektor 
diilustrasikan pada Gambar 4.17 dan dijelaskan sebagai berikut. 
1. Masukkan Text yang berisi dokumen atau review yang berasal dari 
dataset. Masukkan juga model yang berisi kamus vektor dari GloVe. 
2. Buat iterasi tiap baris kalimat dengan nilai iterasi sampai jumlah text 
dan masukkan dalam variabel sentences. 
3. Buat iterasi lagi tiap baris kata dengan nilai iterasi sampai jumlah 
sentences dan masukkan dalam variabel word. 
4. Lakukan proses try dan error. Buat kondisi error. Jika kondisi tidak error 
maka kata dapat dikonversikan ke dalam vektor yang berasal dari 
kamus GloVe yang telah diatur sebelumnya. Kemudian setelah vektor 
tersebut berkumpul menjadi satu dokumen, kumpulan vektor tersebut 
diambil rata-rata sehingga menghasilkan satu vektor dan dimasukkan 
ke dalam variabel Sent. 
5. Jika kondisi error maka proses berlanjut ke iterasi berikutnya tanpa ada 
proses konversi. 
6. Ulangi proses 4 dan 5 sampai nilai akhir dari word dan sentences 
tercapai. Hasil keseluruhan yang didapatkan berupa kumpulan vektor 
dari text yang dimasukkan ke dalam variabel List_sent. 
 
Proses berikutnya adalah konversi label ke dalam vektor, proses ini 
diilustrasikan pada Gambar 4.18 dan dijelaskan sebagai berikut. 
1. Masukkan List_label yang berisi daftar topik yang dipilih secara manual 
berdasarkan referensi dari proses latent topic identification. Masukkan 
juga model yang berisi kamus vektor dari GloVe. 
2. Buat iterasi tiap baris kata dengan nilai iterasi sampai jumlah List_label 
dan masukkan dalam variabel label. 
3. Lakukan proses konversi label ke dalam vektor yang berasal dari kamus 
GloVe yang telah diatur sebelumnya. Kemudian kumpulan vektor 
tersebut dan masukkan ke dalam variabel List. 
4. Ulangi proses 2 dan 3 sampai nilai akhir dari label tercapai. Hasil 
keseluruhan yang didapatkan berupa variabel List yang berisi kumpulan 














Gambar 4.18 Diagram alir Algoritme Convert Label to Vector Aspect Category 
Detection 
 
4.4.2 Sentences Similarity 
 Tahapan selanjutnya adalah tahapan sentences similarity, tahapan ini 
bertugas untuk mencari kemiripan kalimat yang sudah dikonversikan dengan 
vektor pada proses sebelumnya menggunakan pendekatan cosine similarity. 
Tahapan ini dapat diilustrasikan pada Gambar 4.19 dan dijelaskan sebagai berikut. 
1. Masukkan List_doc yang berisi daftar rata-rata vektor dari dokumen 
yang telah diproses pada tahap sebelumnya. Masukkan juga List_label 
yang berisi daftar vektor dari label topik yang telah diproses pada tahap 
sebelumnya. 
2. Buat iterasi tiap baris kata dengan nilai iterasi sampai jumlah List_doc 
dan masukkan dalam variabel i. 
3. Buat iterasi lagi tiap baris kata dengan nilai iterasi sampai jumlah 
List_label dan masukkan dalam variabel j. 
4. Masukkan vektor dalam List_doc ke-i ke dalam variabel vector1. 
Masukkan juga vektor dalam List_label ke-j ke dalam variabel vector2 
5. Kemudian kalikan vector1 dan vector2, masukkan hasil perkalian ke 
dalam variabel Dot. 
6. Langkah selanjutnya adalah buat norm dari vector1 dan vector2 
kemudian masukkan hasil tersebut ke dalam variabel norm1 dan 




sebuah matriks atau vektor. 
7. Terakhir, lakukan pembagian hasil Dot dengan hasil perkalian antara 
norm1 dan norm2, masukkan hasil tersebut dalam variabel Cosine.  
8. Ulangi proses 4 hingga proses 7 sampai nilai akhir dari i dan j. Secara 
keseluruhan, hasil yang didapatkan adalah co-occurrence matrix dari 








For j in List_label
Dot =  vektor 1* vektor 2
norm1 = norm[vector1]
norm2 = norm[vector2]












4.4.3 Rank & Score 
Setelah proses sentences similarity dijalankan, langkah selanjutnya adalah 
proses Rank & Score, proses ini menentukan topik atau kategori dari sebuah 
dokumen berdasarkan nilai terbesar dari proses sebelumnya yang diilustrasikan 
pada Gambar 4.20 dan dijelaskan sebagai berikut. 
1. Masukkan List_cosine yang berisi matriks dari dokumen dan label topik. 
2. Buat iterasi tiap baris kata dengan nilai iterasi sampai jumlah item dari 
List_cosine masukkan dalam variabel k yang berisi kata dan v yang berisi 
nilai cosine similarity dari kata tersebut. 
3. Cari nilai maksimal dari nilai cosine pada tiap baris dokumen, kemudian 
masukkan nilai maksimal tersebut ke dalam variabel max_value. 
4. Cari nilai indeks dari variabel max_value tersebut, kemudian masukkan 
indeks tersebut ke dalam variabel index_value dan tambahkan angka 1 
pada indeks tersebut. 
5. Tambahkan variabel index_variabel tersebut ke dalam variabel Y_pred. 
6. Ulangi proses 3 hingga proses 5 sampai nilai akhir dari k. Secara 
keseluruhan, hasil yang didapatkan adalah daftar nilai indeks topik dari 
tiap dokumen. 
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index_value = v.index(Max_value) +1
Y_pred.append(index_value)
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Gambar 4.21 Diagram alir Algoritme Sentiment Polarity 
Setelah melakukan tahapan Aspect Category Detection, tahapan yang 
dilakukan selanjutnya adalah Sentiment Polarity. Tahapan ini bertujuan untuk 
mengklasifikasikan dokumen ke dalam dua bagian, yaitu, sentimen positif dan 
sentimen negatif. Dalam penelitian ini penulis melakukan 4 tahapan utama, yaitu, 
Word Embedding, Split Dataset, Klasifikasi, dan Pengujian performance. 4 tahapan 
ini dapat diilustrasikan pada Gambar 4.21 dan dijelaskan sebagai berikut. 
sentiment polarity memiliki 2 inputan, yaitu, Text yang berisi dokumen atau 
review, dan label yang berisi angka yang menandakan sentimen. Angka 0 
menandakan sentimen negatif, sedangkan angka 1 menandakan sentimen positif. 
Setelah mendapatkan input data, tahapan pertama adalah word embedding, 
tahapan ini bertujuan untuk mengkonversikan dokumen atau kalimat menjadi 
vektor, tahapan ini mirip dengan word embedding pada tahapan aspect category 
detection. Tahapan selanjutnya adalah split dataset, tahapan ini bertujuan untuk 
membagi data dokumen dan label ke dalam 2 bagian, yaitu data training dan data 
testing dengan nilai tertentu, biasanya data training memiliki nilai yang lebih besar 
daripada data testing.  Tahapan selanjutnya adalah klasifikasi, pada tahapan ini 




SVM (Support Vector Machine), DT (Decision Tree), dan NB (Naïve Bayes). 
Sedangkan metode yang diajukan adalah LDA-GloVe 0,7. Tujuan tahapan 
klasifikasi adalah mengklasifikasikan data ke dalam 2 kelompok label yang telah 
ditentukan, yaitu, positif dan negatif menggunakan metode yang telah ditentukan. 
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4.5.1 Word Embedding 
Pada tahapan ini, penulis mengisi model GloVe dan mengkonversikannya 
menjadi model yang yang mudah dibaca oleh metode kita. GloVe model yang 
penulis gunakan memiliki nama file ‘glove.twitter.27B.50d.txt. model ini memiliki 
kata unik 27 Billion dan dengan vektor berdimensi 50. Penulis menggunakan 
model ini untuk mengkonversikan kata yang didapatkan dari text preprocessing 
dan topik, sehingga memiliki vektor. Tahapan ini memiliki dua proses, yaitu, 
konversi kalimat ke dalam vektor dan konversi label ke dalam vektor, kedua proses 
ini memiliki langkah yang hampir mirip. Konversi label ke dalam vektor 
diilustrasikan pada Gambar 4.22 dan dijelaskan sebagai berikut. 
1. Masukkan Text yang berisi dokumen atau review yang berasal dari 
dataset. Masukkan juga model yang berisi kamus vektor dari GloVe. 
2. Buat iterasi tiap baris kalimat dengan nilai iterasi sampai jumlah text 
dan masukkan dalam variabel sentences. 
3. Buat iterasi lagi tiap baris kata dengan nilai iterasi sampai jumlah 
sentences dan masukkan dalam variabel word. 
4. Lakukan proses try dan error. Buat kondisi error. Jika kondisi tidak error 
maka kata dapat dikonversikan ke dalam vektor yang berasal dari 
kamus GloVe yang telah diatur sebelumnya. Kemudian setelah vektor 
tersebut berkumpul menjadi satu dokumen, kumpulan vektor tersebut 
diambil rata-rata sehingga menghasilkan satu vektor dan dimasukkan 
ke dalam variabel Sent. 
5. Jika kondisi error maka proses berlanjut ke iterasi berikutnya tanpa ada 
proses konversi. 
6. Ulangi proses 4 dan 5 sampai nilai akhir dari word dan sentences 
tercapai. Hasil keseluruhan yang didapatkan berupa kumpulan vektor 
dari text yang dimasukkan ke dalam variabel List_sent. 
4.5.2 Split Dataset 
Setelah proses word embedding dijalankan, proses selanjutnya adalah split 
dataset. Proses ini bertugas untuk memilah data menjadi dua bagian, yaitu, data 
training dan data testing dengan persentase pembagian data yang telah 
ditentukan. Data training bertugas untuk melatih algoritme, sedangkan data 
testing digunakan untuk mengetahui performance algoritme yang sudah dilatih 
sebelumnya saat menemukan data baru. Split dataset dapat diilustrasikan pada 
Gambar 4.23 dan dijelaskan sebagai berikut. 
1. Masukkan x_train, y_train, x_test, y_test. Masukkan juga list_sent yang 
berisi dokumen atau kalimat yang telah dikonversikan dalam vektor. 
Masukkan juga list_label yang berisi label positif dan negatif yang 
direpresentasikan sebagai angka 0 sebagai negatif dan 1 sebagai positif. 
2. Lakukan proses ShuffleSplit dengan parameter n_splits=2, 
test_size=0.3, dan random_size=20, dan masukkan ke dalam variabel 
ss. 




telah diproses ShuffleSplit dan masukkan dalam variabel train dan test. 
4. Pisahkan list_sent antara train dan test, kemudian masukkan ke dalam 
variabel x_train dan x_test, pisahkan juga list_label antara train dan test 
dan masukkan ke dalam y_train dan y_test. 
5. Ulangi proses 4 sampai nilai akhir dari train dan test tercapai. Hasil 
keseluruhan yang didapatkan berupa data training dan data testing 
yang telah dipisah dengan algoritme. 
 
4.5.3 Klasifikasi 
Proses selanjutnya adalah klasifikasi, proses ini terdiri dari 4 pendekatan, yaitu 
LDA-GloVe 0,7 sebagai metode yang diajukan, SVM, Decision Tree, dan Naïve 
Bayes sebagai metode baseline.  Proses ini bertugas untuk mengklasifikasikan data 
ke dalam 2 kelompok label yang telah ditentukan, yaitu, positif dan negatif. Proses 
ini dapat diilustrasikan pada Gambar 4.24 dan dijelaskan sebagai berikut. 
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ss = ShuffleSplit(n_splits=2, test_size=0,3, 
random_state=20) 
 






x_train, y_train, x_test, y_test, 












fs =  feature_selection(doc, model, n_topic)





Gambar 4.24 Diagram alir Algoritme Klasifikasi Sentiment Polarity 
 
1. Masukkan x_train, y_train, x_test, y_test yang berisi data training dan 
data tesing dari dokumen dan label. Masukkan juga doc yang berisi text 
yang telah dipreprosesing, model yang berisi kamus vektor GloVe, 
n_topic yang berisi jumlah topik, iteration yang berisi jumlah iterasi. 
2. Panggil fungsi svm dengan kernel linier dan masukkan ke dalam variabel 
svm. Panggil juga fungsi DecisionTreeClassifier, GaussianNaiveBayes 
dan masukkan ke dalam variabel mdt dan nb.  
3. Lakukan proses training pada ketiga variabel, svm, mdt, dan, nb dengan 
parameter x_train dan y_train. 
4. Lakukan proses prediksi pada ketiga variabel, svm, mdt, dan nb dengan 
parameter x_test dan masukkan hasil pada variabel y_pred, y_pred1, 
dan y_pred2. 




GloVe 0,7. Langkah yang dilakukan adalah proses feature selection 
dengan parameter doc, model, dan n_topic, kemudian masukkan hasil 
ke dalam variabel fs. Langkah selanjutnya adalah proses lda_method 
dengan parameter text, fs, n_topic, dan iteration, proses ini sama 
seperti proses LDA pada aspect extraction, namun proses ini memiliki 
hyperparameter α dan β yang berbeda. Setelah melakukan proses 
lda_method, penulis menghapus dokumen yang terduplikasi, kemudian 
dokumen yang tersisa dikonversikan menjadi list dan dimasukkan ke 
dalam vaiabel y_pred3.  
4.6 Perancangan Pengujian 
Tahapan pengujian sangat penting dilakukan. Tahapan ini berfungsi untuk 
memastikan dan memvalidasi hasil yang diperoleh setiap subtask sentiment 
analysis berbasiskan aspek. Terdapat beberapa pengujian pada tiap subtask. Pada 
aspect extraction, pengujian yang dapat dilakukan adalah pengujian waktu 
komputasi dan topic coherence. Pada topic coherence, terdapat dua jenis 
pengujian yaitu, pengujian intrinsik dan pengujian ekstrinsik yang telah dijelaskan 
pada bab 2. Pada latent topic identification, pengujian yang dapat dilakukan 
adalah pengujian semantik. Pada pengujian semantik, secara umum terdapat 
beberapa jenis pengujian, yaitu, pengujian leksikon dan pengujian word 
embedding atau pre-trained model. Pada aspect category detection, pengujian 
yang dapat dilakukan adalah pengujian F1-Score. Pada subtask terakhir, sentiment 
polarity, pengujian yang dapat dilakukan adalah pengujian performance, pada 
pengujian ini, secara umum terdapat beberapa jenis pengujian, yaitu, Akurasi, 
Presisi, dan F1-Score. 
4.6.1 Topic Coherence dan Waktu 
Setelah melakukan subtask aspect extraction dan sebelum melakukan subtask 
berikutnya, langkah yang dilakukan adalah pengujian topic coherence secara 
intrinsik dan ekstrinsik. Pada pengujian intrinsik, metode yang dilakukan adalah 
Umass yang dapat diilustrasikan pada Gambar 4.25 dan dijelaskan sebagai berikut. 
1. Masukkan aspect_term yang diperoleh dari aspect extraction. 
Masukkan juga text yang berisi text preprocessing dari dataset masing-
masing tema. 
2. Buat iterasi tiap baris kata dengan nilai iterasi sampai jumlah 
aspect_term dan masukkan dalam variabel w1. 
3. Buat kembali iterasi tiap baris kata dengan nilai iterasi sampai jumlah 
aspect_term dan masukkan dalam variabel w2. 
4. Buat kondisi dimana w1 tidak sama dengan w2. Jika w1 sama dengan 
w2, maka proses berlanjut ke iterasi berikutnya. 
5. Hitung nilai umass dari w1 dan w2 yang berdasarkan dokumen teks 
setelah dipreprosesing. Terdapat dua variabel utama dalam 
perhitungan Umass, yaitu, 𝐷(𝑤1, 𝑤2), yang berguna untuk menghitung 




Sedangkan, 𝐷(𝑤1) atau 𝐷(𝑤2) berguna untuk menghitung kemunculan 
variabel w1 atau w2 dalam setiap dokumen. 
6. Ulangi proses 5 sampai nilai akhir dari aspect_term tercapai. Hasil 
keseluruhan yang didapatkan berupa daftar nilai um berdasarkan 
masing-masing topik. 
7. Setelah mendapatkan nilai um pada setiap topik, langkah selanjutnya 
adalah menghitung rata-rata dari nilai um berdasarkan setiap topik. 




For w1 in aspect_term
For w2 in aspect_term
um[w1][w2] = hitung_umass(w1, w2, text)
w2
w1












For w1 in aspect_term
For w2 in aspect_term
uci[w1][w2] = hitung_pmi(w1, w2, text)
w2
w1





Gambar 4.26 Diagram alir Algoritme Pengujian PMI 
 
Pengujian selanjutnya adalah pengujian ekstrinsik. Pengujian ini menggunakan 
metode Pointwise Mutual Information (PMI) yang diilustrasikan pada Gambar 4.26 
dan dijelaskan sebagai berikut. 
1. Masukkan aspect_term yang diperoleh dari aspect extraction. 
Masukkan juga text yang berisi dataset dari wikipedia. 
2. Buat iterasi tiap baris kata dengan nilai iterasi sampai jumlah 
aspect_term dan masukkan dalam variabel w1. 
3. Buat kembali iterasi tiap baris kata dengan nilai iterasi sampai jumlah 
aspect_term dan masukkan dalam variabel w2. 
4. Buat kondisi dimana w1 tidak sama dengan w2. Jika w1 sama dengan 




5. Hitung nilai PMI dari w1 dan w2 yang berdasarkan dokumen data 
wikipedia. Terdapat dua variabel utama dalam perhitungan PMI, yaitu, 
𝑝(𝑤1, 𝑤2), yang berguna untuk menghitung jumlah probabilitas 
kemunculan variabel w1 dan w2 dalam dokumen wikipedia. Sedangkan, 
𝑝(𝑤1) atau 𝑝(𝑤2) berguna untuk menghitung jumlah probabilitas 
kemunculan variabel w1 atau w2 dalam dokumen wikipedia. 
6. Ulangi proses 5 sampai nilai akhir dari aspect_term tercapai. Hasil 
keseluruhan yang didapatkan berupa daftar nilai uci berdasarkan 
masing-masing topik. 
7. Setelah mendapatkan nilai uci pada setiap topik, langkah selanjutnya 
adalah menghitung rata-rata dari nilai uci berdasarkan setiap topik. 
Hasil yang didapatkan berupa nilai rata-rata dari setiap topik. 
 
Langkah selanjutnya adalah pengujian waktu komputasi, dalam pengujian ini 
penulis menggunakan satuan waktu detik (s) sebagai alat pengukur waktu. Waktu 
pengujian dimulai dari proses word embedding sampai proses pengujian 
ekstrinsik. Proses diilustrasikan pada Gambar 4.27 dan dijelaskan sebagai berikut. 
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1. Masukkan inisialisasi nilai awal yang direpresentasikan sebagai variabel 
start. Masukkan juga inisialisasi nilai akhir yang direpresentasikan 
sebagai variabel end. 
2. Pasang waktu awal mulai atau start dari sebelum proses word 
embedding atau setelah text preprocessing. 
3. Lakukan proses aspect extraction, pengujian intrinsik, dan pengujian 
ekstrinsik. 
4. Setelah proses pengujian selesai, pasang waktu akhir atau end. 
5. Hitung waktu dengan mengambil selisih dari nilai akhir dengan nilai 
awal. Hasil perhitungan tersebut menjadi pengujian waktu komputasi 
dari proses aspect extraction. 
 
4.6.2 Pengujian Semantik 
Setelah melakukan subtask latent topic identification dan sebelum melakukan 
subtask berikutnya, langkah yang dilakukan adalah pengujian semantik. Terdapat 
beberapa jenis pengujian semantik, yaitu, pengujian leksikon dan pengujian word 
embedding yang terdiri dari pengujian cosine similarity dan pengujian word2vec. 
Pada penelitian ini, pengujian cosine similarity menggunakan GloVe dan FastText 
dari platform Facebook sebagai word vector. Pengujian ini diilustrasikan pada 
Gambar 4.28 dan dijelaskan sebagai berikut. 
1. Masukkan aspek yang diperoleh dari aspect extraction. Masukkan juga 
topik yang berisi kata topik yang diperoleh dari latent topic 
identification. 
2. Konversikan topik dan aspek ke dalam word embedding GloVe dan 
masukkan ke dalam variabel list_topik dan list_aspek. Langkah yang 
sama juga dilakukan pada pengujian menggunakan FastText. 
3. Buat iterasi tiap baris kata dengan nilai iterasi sampai jumlah list_topik 
dan masukkan dalam variabel k_topik yang berisi indeks dari topik dan 
v_topik yang berisi nilai dari topik. 
4. Buat kembali iterasi tiap baris kata dengan nilai iterasi sampai jumlah 
list_aspek dan masukkan dalam variabel k_aspek yang berisi indeks dari 
aspek dan v_aspek yang berisi nilai dari aspek. 
5. Buat kondisi dimana k_aspek sama dengan k_topik. Jika k_aspek tidak 
sama dengan k_topik maka berlanjut pada iterasi berikutnya 
6. Hitung nilai cosine similarity dari v_aspek dan v_topik. Pendekatan 
cosine similarity telah dijelaskan pada subbab 4.2.3. 
7. Ulangi proses 6 sampai nilai akhir dari list_topik dan list_aspek tercapai. 
Hasil keseluruhan yang didapatkan berupa daftar nilai cosine similarity 
(csm) dari topik dan aspek berdasarkan masing-masing topik. 
8. Setelah mendapatkan nilai csm pada setiap topik, langkah selanjutnya 
adalah menghitung rata-rata dari nilai csm berdasarkan setiap topik. 







For k_topic, v_topic in list_topik
For k_aspek, v_aspek in list_aspek










Konversikan topik dan aspek ke vektor (list_topik 
dan list_aspek)
 
Gambar 4.28 Diagram alir Algoritme Pengujian Cosine Similarity 
 
Pengujian selanjutnya adalah pengujian leksikon yang terdiri dari Wordnet, Lin 
dan Path similarity, pengujian ini bertujuan untuk mencari persamaan kata 
berdasarkan lexicon. Penelitian ini memiliki beberapa jenis metode yang memiliki 
fungsi yang berbeda. Wu-Palmer Similarity berfungsi untuk menghitung 
persamaan kata berdasarkan kedalaman taksonomi kata tersebut. Path Similarity 
berfungsi untuk menghitung hubungan jalan terpendek hipernim dan homonim 
dari kedua kata topik dan aspek. LCS (Leacock Chodorow Similarity) merupakan 
pengembangan dari path similarity yang berfungsi untuk menghitung hubungan 




berfungsi untuk menghitung kemiripan antara dua kata berdasarkan IC 
(Information Center) yang telah tersedia dalam wordnet. Pengujian ini 
diilustrasikan pada Gambar 4.29 dan dijelaskan sebagai berikut. 
1. Masukkan aspek yang diperoleh dari aspect extraction. Masukkan juga 
topik yang berisi kata topik yang diperoleh dari latent topic 
identification. 
2. Konversikan topik dan aspek ke dalam korpus wordnet menggunakan 
synset dan masukkan ke dalam variabel list_topik dan list_aspek. 
3. Buat iterasi tiap baris kata dengan nilai iterasi sampai jumlah list_topik 
dan masukkan dalam variabel k_topik yang berisi indeks dari topik dan 
v_topik yang berisi nilai dari topik. 
4. Buat kembali iterasi tiap baris kata dengan nilai iterasi sampai jumlah 
list_aspek dan masukkan dalam variabel k_aspek yang berisi indeks dari 
aspek dan v_aspek yang berisi nilai dari aspek. 
5. Buat kondisi dimana k_aspek sama dengan k_topik. Jika k_aspek tidak 
sama dengan k_topik maka berlanjut pada iterasi berikutnya 
6. Hitung nilai wordnet similarity dari v_aspek dan v_topik. Langkah 
perhitungan ini juga dilakukan pada pendekatan Path Similarity, 
Leacock Chodorow Similarity, dan Lin Similarity. 
7. Ulangi proses 6 sampai nilai akhir dari list_topik dan list_aspek tercapai. 
Hasil keseluruhan yang didapatkan berupa daftar nilai Wordnet 
Similarity (wn), Path Similarity (ps), Leacock Chodorow Similarity (lcs), 
dan Lin Similarity (lin) dari topik dan aspek berdasarkan masing-masing 
topik. 
8. Setelah mendapatkan nilai wn, ps, lcs, dan lin pada setiap topik, langkah 
selanjutnya adalah menghitung rata-rata dari nilai wn, ps, lcs, dan lin 
berdasarkan setiap topik. Hasil yang didapatkan berupa nilai rata-rata 
dari setiap topik. 
 
Pengujian selanjutnya adalah pengujian word2vec. Pada penelitian ini, penulis 
menggunakan Glove sebagai word embedding kemudian dikonversikan ke dalam 
word2vec. Pengujian ini diilustrasikan pada Gambar 4.30 dan dijelaskan sebagai 
berikut. 
1. Masukkan aspek yang diperoleh dari aspect extraction. Masukkan juga 
topik yang berisi kata topik yang diperoleh dari latent topic 
identification. 
2. Konversikan topik dan aspek ke dalam word embedding GloVe, 
kemudian konversikan ke dalam word2vec dan masukkan ke dalam 
variabel list_topik dan list_aspek. 
3. Buat iterasi tiap baris kata dengan nilai iterasi sampai jumlah list_topik 
dan masukkan dalam variabel k_topik yang berisi indeks dari topik dan 
v_topik yang berisi nilai dari topik. 
4. Buat kembali iterasi tiap baris kata dengan nilai iterasi sampai jumlah 




aspek dan v_aspek yang berisi nilai dari aspek. 
5. Buat kondisi dimana k_aspek sama dengan k_topik. Jika k_aspek tidak 
sama dengan k_topik maka berlanjut pada iterasi berikutnya 
6. Hitung nilai word2vec similarity (w2v) dari v_aspek dan v_topik. 
Pendekatan ini memiliki langkah yang mirip seperti cosine similarity. 
7. Ulangi proses 6 sampai nilai akhir dari list_topik dan list_aspek tercapai. 
Hasil keseluruhan yang didapatkan berupa daftar nilai word2vec 
similarity (w2v) dari topik dan aspek berdasarkan masing-masing topik. 
8. Setelah mendapatkan nilai w2v pada setiap topik, langkah selanjutnya 
adalah menghitung rata-rata dari nilai w2v berdasarkan setiap topik. 




For k_topic, v_topic in list_topik












Konversikan topik dan aspek ke wordnet 
(list_topik dan list_aspek)
 







For k_topic, v_topic in list_topik











Konversikan topik dan aspek ke 
word2vec(list_topik dan list_aspek)
 
Gambar 4.30 Diagram alir Algoritme Pengujian Word2Vec 
 
4.6.3 Pengujian F1-Score 
Setelah melakukan tahapan aspect category detection, langkah selanjutnya 
adalah Pengujian F1-Score atau disebut juga F-Measure, pengujian ini merupakan 
pengukuran dari sebuah pengujian akurasi dengan melakukan perbandingan 
presisi dan recall yang dibobotkan. Pada pengujian ini penulis membandingkan 




pelabelan topik yang dilakukan melalui metode K-means dan manusia atau 
disebut juga dengan Human Annotation. Perbandingan matriks sentences 
similarity dengan K-Means dapat diilustrasikan pada Gambar 4.31 dan dijelaskan 
sebagai berikut. 
1. Masukkan y_pred yang didapatkan dari proses perhitungan matriks 
sentences similarity. Masukkan list_doc yang berisi dokumen dari 
dataset, list_label yang berisi daftar label topik, dan iterasi yang berisi 
jumlah iterasi. 
2. Buat iterasi tiap baris dengan nilai iterasi 0 sampai jumlah iterasi yang 
ditentukan dan masukkan dalam variabel i yang berisi indeks dari iterasi 
tersebut. 
3. Lakukan proses K-Means dengan parameter list_doc, list_label, dan 
iterasi. Masukkan hasil K-Means ke dalam variabel result. 
4. Lakukan proses pengujian F1-Score dengan parameter y_pred dan 
result dengan memanggil fungsi F1-Score. Masukkan hasil pengujian ke 
dalam variabel F1. 
5. Ulangi proses 3 dan 4 sampai nilai akhir dari indeks i tercapai. Hasil 
keseluruhan yang didapatkan berupa daftar nilai F1-Score. 
 
Start






result = k_means(list_doc, list_label, iterasi)
F1 = f1_score(y_pred[:450], result[:450])
For i = 0 to iterasi
i
 











Buka csv dataset yang telah diberi label dan 
masukkan label kedalam variabel label_hum
F1 = f1_score(y_pred[:450], label_hum[:450])
 
Gambar 4.32 Diagram alir Algoritme Pengujian Penilaian Manusia 
 
Setelah mendapatkan nilai pengujian F1-Score sentences similarity dengan K-
Means, langkah selanjutnya adalah menghitung nilai pengujian F1-Score sentences 
similarity dengan pelabelan manusia yang dapat diilustrasikan pada Gambar 4.32 
dan dijelaskan sebagai berikut. 
1. Masukkan y_pred yang didapatkan dari proses perhitungan matriks 
sentences similarity. Masukkan juga dataset.csv yang telah diberi label 
topik atau kategori. 
2. Buka dataset.csv yang telah diberi label kemudian masukkan label ke 
dalam variabel label_hum. 
3. Lakukan proses pengujian F1-Score dengan parameter y_pred dan 
label_hum dengan memanggil fungsi F1-Score. Masukkan hasil 
pengujian ke dalam variabel F1. 
 
4.6.4  Pengujian Performance  
Setelah melakukan proses klasifikasi pada tahapan Sentiment Polarity, langkah 
selanjutnya adalah Pengujian Performance. Pada pengujian ini terdapat 3 jenis 
pengukuran, yaitu, Akurasi, Presisi, dan F1-Score. Akurasi berfungsi untuk 
menghitung rasio prediksi benar, positif atau negatif, terhadap keseluruhan data. 
Presisi berfungsi untuk menghitung rasio prediksi benar positif terhadap 
keseluruhan hasil yang diprediksi positif. F1-Score berfungsi untuk perbandingan 
rata-rata presisi dan recall yang dibobotkan. Pengujian ini diilustrasikan pada 
Gambar 4.33 dan dijelaskan sebagai berikut. 
1. Masukkan y_test yang didapatkan dari proses split dataset pada 




merepresentasikan prediksi SVM, y_pred1 yang merepresentasikan 
prediksi Decision Tree, y_pred2 yang merepresentasikan Naïve Bayes, 
dan y_pred3 yang merepresentasikan prediksi LDA-GloVe 0.7. 
2. Lakukan proses pengujian performance dengan parameter y_test dan 
y_pred, y_pred1, y_pred2, dan y_pred3 dengan memanggil fungsi 
classification_report. Masukkan hasil pengujian ke dalam variabel svm, 
mdt, nb, dan lda. 
 
Start





svm = classification_report(y_test, y_pred)
mdt = classification_report(y_test, y_pred1)
nb = classification_report(y_test, y_pred2)
lda = classification_report(y_test, y_pred3)
  





BAB 5 HASIL DAN PEMBAHASAN 
5.1 Implementasi Aspect Extraction 
Pada penelitian ini, penulis menjelaskan tentang hasil implementasi tahapan 
utama, yaitu, Aspect Extraction. Pada tahapan ini terdapat 2 proses sebelum 
tahapan aspect extraction, yaitu, Text Preprocessing dan Feature Selection. 
Pemrograman ini menggunakan bahasa pemrograman Python dan Pycharm 
sebagai IDE (Integrated Development Environment). 
5.1.1 Text Preprocessing 
Pada eksperimen ini, penulis menggunakan 3 dataset yang didapatkan dari 
website Kaggle dengan link web www.kaggle.com. Dataset pertama adalah 100K 
Coursera's Course Reviews Dataset dan https://www.kaggle.com/septa97/100k-
courseras-course-reviews-dataset sebagai alamat halaman tersebut. Dataset ini 
memiliki tema Pendidikan dan berisi 107.008 review. Dataset ini merupakan 
representasi dari dataset Pendidikan atau edukasi. Dataset kedua adalah Women's 
E-Commerce Clothing Reviews dengan tautan sebagai berikut, https:// 
www.kaggle.com/nicapotato/womens-ecommerce-clothing-reviews, dataset ini 
memiliki tema e-commerce tentang pakaian wanita dan berisi 28.222 review. 
Dataset ini merepresentasikan dataset e-commerce. Dataset ketiga adalah Steam 
Reviews Dataset dengan link https://www.kaggle.com/luthfim/steam-reviews-
dataset, dataset ini merupakan representasi dari dataset game dan memiliki 
434.890 review. 
Pada proses text preprocessing, penulis melakukan 2 eksperimen yang 
berbeda. Pada eksperimen pertama penulis mencoba menambahkan fungsi spell 
correction yang didapatkan dari library TextBlob pada algoritme text 
preprocessing. Sedangkan pada eksperimen kedua penulis tidak menambahkan 
fungsi apapun pada algoritme text preprocessing. Eksperimen ini mengambil 
25000 dokumen pada kolom review tiap dataset. Tabel 5.1 menunjukkan hasil 
eksperimen text preprocessing pada aspect extraction.  
Pada dataset edukasi jumlah waktu eksperimen 1 atau v1 memiliki waktu 
proses yang lebih lama dibandingkan dengan eksperimen 2 atau v2. Nilai 
perbandingan waktu kedua eksperimen tersebut mencapai 4603%. Pada dataset 
e-commerce, eksperimen v1 juga memiliki waktu yang lebih lama dibandingkan 
dengan eksperimen v2. Nilai perbandingan kedua eksperimen hampir mencapai 
8900%. Sementara pada dataset game, eksperimen v1 juga memiliki waktu 
eksperimen yang lebih lama dibandingkan eksperimen v2. Nilai perbandingan 
kedua eksperimen adalah 18049%. Sehingga penulis memilih eksperimen kedua 
untuk menjalankan proses berikutnya. Tabel 5.1 juga menunjukkan bahwa proses 
text preprocessing dataset edukasi eksperimen 2 dengan jumlah rows atau 
dokumen 25000  lebih cepat daripada dataset yang lain, sementara dataset game 




Tabel 5.1 Data Text Preprocessing pada Aspect Extraction 
Dataset Jumlah Dokumen 
Waktu(s) 
v1 v2 
Edukasi 25000 22512,68 48,9 
E-commerce 25000 7103,4 80,42 
Game 25000 15800,47 87,54 
  
5.1.2 Feature Selection 
Langkah selanjutnya adalah feature selection dan clustering menggunakan 
LDA, kita menggunakan langkah ini untuk menyeleksi dan mengelompokkan data 
yang telah dibersihkan melalui text preprocessing. Pada eksperimen ini kita 
mengambil 500, 1000, dan 1500 dokumen pada tiap dataset dengan 5 cluster. Kita 
menjalankan feature selection dan clustering LDA menggunakan metode yang 
diusulkan. Hasil proses ini ditunjukkan pada Tabel 5.2, 5.3, dan 5.4. Terdapat 
beberapa variabel pada Tabel 5.2, 5.3, dan 5.4 yang merupakan hasil feature 
selection. Variabel Dokumen mendeskripsikan jumlah dokumen atau review 
setelah text preprocessing, Variabel jumlah kata mendeskripsikan jumlah kata 
sebelum proses feature selection. Variabel Kata setelah seleksi menyatakan  
jumlah kata setelah proses feature selection. Variabel Max. average dan Min. 
average mendeskripsikan nilai maksimal dan minimal dari rata-rata fitur tiap baris 
word co-occurrence matrix. Threshold mendeskripsikan batasan fitur yang dipilih, 
setiap dataset memiliki threshold yang berbeda. Terakhir, variabel titik klaster 
menyatakan term dasar untuk menentukan inisialisasi topik awal saat proses 
clustering. 
Tabel 5.2 menunjukkan dataset game memiliki jumlah kata yang tinggi, yaitu, 
1882 kata, namun memiliki variabel Max. Average yang rendah, yaitu, 0,48, hal ini 
disebabkan oleh nilai cosine similarity tiap kata yang rendah. Dataset edukasi 
memiliki jumlah kata yang rendah, yaitu, 777 kata, namun memiliki Max. Average 
paling tinggi dari dataset lain, hal ini disebabkan oleh nilai cosine similarity yang 
tinggi, sehingga dataset ini juga memiliki nilai threshold yang tinggi. Proses ini 
memiliki pengaruh terhadap hasil clustering dan evaluasi dari metode yang 
diajukan. 
Tabel 5.2 Hasil Seleksi Fitur Aspect Extraction pada 500 Dokumen 
Variabel 
Dataset 
Edukasi E-commerce Game 
Dokumen 500 500 500 
Jumlah kata 777 1016 1882 
Cosine Similarity 509 622 998 
Max. Average 0,52 0,49 0,48 
Min. Average 0,09 0,08 0,08 











side, thing, look, 
way, eye 
thing, way, work, 
making, side 
 
Tabel 5.3 Hasil Seleksi Fitur Aspect Extraction pada 1000 Dokumen 
Variabel 
Dataset 
Edukasi E-commerce Game 
Dokumen 1000 1000 1000 
Jumlah kata 1088 1508 2709 
Cosine Similarity 731 894 1406 
Max. Average 0,508 0,47 0,46 
Min. Average 0,08 0,08 0,08 





side, thing, way, 
look, stuff 
thing, way, work, 
side, making 
 
Tabel 5.3 dengan jumlah dokumen 1000 juga menunjukkan dataset game 
memiliki jumlah kata yang tinggi dan peningkatan jumlah kata dari tabel 
sebelumnya, yaitu 2709 kata, namun memiliki variabel Max. Average yang rendah, 
yaitu, 0,46, hal ini disebabkan oleh nilai cosine similarity tiap kata dari dataset 
game yang rendah. Dataset edukasi memiliki jumlah kata yang rendah, yaitu, 1088 
kata, namun dataset ini memiliki Max. Average paling tinggi dari dataset lain, 
yaitu, 0,508, hal ini disebabkan oleh nilai cosine similarity yang tinggi, sehingga 
dataset ini memiliki nilai threshold yang tinggi, yaitu, 0,528. Proses ini memiliki 
pengaruh terhadap hasil clustering dan evaluasi dari metode yang diajukan. 
Tabel 5.4 Hasil Seleksi Fitur Aspect Extraction pada 1500 Dokumen 
Variabel 
Dataset 
Edukasi E-commerce Game 
Dokumen 1500 1500 1500 
Jumlah kata 1321 1875 3323 
Cosine Similarity 864 1113 1663 
Max. Average 0,49 0,46 0,44 
Min. Average 0,08 0,08 0,08 




thing,  process 
small, side, thing, 
out, way 






Tabel 5.4 dengan jumlah dokumen 1500 juga menunjukkan dataset game 
memiliki jumlah kata yang tinggi dan peningkatan jumlah kata dari tabel 
sebelumnya, yaitu 3323 kata, namun memiliki variabel Max. Average yang rendah, 
yaitu, 0,44, hal ini disebabkan oleh nilai cosine similarity tiap kata dari dataset 
game yang rendah. Dataset edukasi memiliki jumlah kata yang rendah, yaitu, 1321 
kata, namun dataset ini memiliki Max. Average paling tinggi dari dataset lain, 
yaitu, 0,49, hal ini disebabkan oleh nilai cosine similarity yang tinggi, sehingga 
dataset ini memiliki nilai threshold yang tinggi, yaitu, 0,51. Proses ini memiliki 
pengaruh terhadap hasil clustering dan evaluasi dari metode yang diajukan. Dari 
ketiga tabel tersebut dapat disimpulkan bahwa semakin tinggi jumlah dokumen, 
maka semakin tinggi jumlah kata yang dihasilkan. Hal ini berbanding terbalik 
dengan nilai Max. Average dan threshold yang memiliki nilai semakin rendah. 
5.1.3 Latent Dirichlet Allocation (LDA) 
Pada eksperimen proses LDA ini, penulis mengambil sampel penelitian dengan 
menentukan 5 topik clustering, 10 iterasi, dan 500 dokumen. Proses ini 
menggunakan hyperparameter α sebesar 0,9 dan β sebesar 0,05. Tabel 5.5 
menunjukkan hasil pengelompokkan kata dari dataset edukasi, tabel 5.6 
menunjukkan hasil pengelompokkan kata dari dataset e-commerce, sedangkan 
tabel 5.7 menunjukkan pengelompokkan kata dari dataset game. Pada tahapan 
ini, penulis juga melakukan pelabelan topik menggunakan manusia atau disebut 
juga human annotation. 
Pada Tabel 5.5 terdapat 5 topik dengan total 10 kata pada setiap topiknya. 
Pada topik 1 terdapat kata “design”, “project”, “information”, “concept”, 
“content”, “data”, “resume”, “experience”, “level”, dan “process”. Dari beberapa 
kata tersebut dapat mendeskripsikan bahwa terdapat hubungan pada topik 
project. Topik 2 terdapat kata “introduction”, “example”, “character”, 
“knowledge”, “explanation”, “background”, “artist”, “basic”, “principle”, dan 
“discussion”. Dari beberapa kata tersebut dapat mendeskripsikan bahwa terdapat 
hubungan pada topik background. Topik 3 terdapat beberapa kata seperti, “time”, 
“tool”, “class”, “work”, dan “job”. Beberapa kata tersebut mendeskripsikan 
tentang topik work. Topik 4 terdapat beberapa kata seperti, “people”, “topic”, 
“problem”, dan “idea”. Beberapa kata tersebut mendeskripsikan bahwa terdapat 
hubungan pada topik problem. Sedangkan, pada topik 5 terdapat beberapa kata 
seperti, “course”, “assignment, “lecture”, dan “student”. Beberapa kata tersebut 
dapat mendeskripsikan tentang topik course. 
Tabel 5.5 Hasil Pengelompokkan Aspect Extraction pada Dataset Edukasi 
1 2 3 4 5 
design introduction time game course 
project example week theory assignment 
information character tool video lecture 
concept knowledge class material student 
content explanation work way instructor 




1 2 3 4 5 
resume artist exercise idea thanks 
experience basic field problem teacher 
level principle step topic balance 
process discussion sheet people application 
 
Tabel 5.6 Hasil Pengelompokkan Aspect Extraction pada Dataset E-commerce 
1 2 3 4 5 
length material size quality color 
waist person dress way sleeve 
medium piece fit time cut 
hip weight shirt love shoulder 
shape compliment skirt summer pattern 
bust review style bit lace 
pocket thing store work body 
room winter jacket online chest 
tie issue look day arm 
pound season design feel coat 
 
Pada Tabel 5.6 terdapat 5 topik dengan total 10 kata pada setiap topiknya. 
Pada topik 1 terdapat kata seperti, “length”, “waist”, “medium”, “hip”, dan 
“shape”. Dari beberapa kata tersebut dapat mendeskripsikan bahwa terdapat 
hubungan pada topik length. Topik 2 terdapat kata seperti, “review”, “thing”, 
“winter”, “issue”, dan “season”. Dari beberapa kata tersebut dapat 
mendeskripsikan bahwa terdapat hubungan pada topik problem. Topik 3 terdapat 
beberapa kata seperti, “size”, “dress”, “fit”, “shirt”, dan “skirt”. Beberapa kata 
tersebut mendeskripsikan tentang topik dress. Topik 4 terdapat beberapa kata 
seperti, “way”, “time”, “summer”, dan “day”. Beberapa kata tersebut 
mendeskripsikan bahwa terdapat hubungan pada topik time. Sedangkan, pada 
topik 5 terdapat beberapa kata seperti, “lace”, “body”, “chest”, “arm, dan 
“shoulder”. Beberapa kata tersebut dapat mendeskripsikan tentang topik body. 
Tabel 5.7 Hasil Pengelompokkan Aspect Extraction pada Dataset Game 
1 2 3 4 5 
monster game hour hunt player 
issue time review release keyboard 
friend hunter server content patch 
weapon people graphic menu title 
problem world experience update enemy 
thing way fun animation core 
mouse control setting campaign dragon 
connection support month addition screen 
version fix steam food camera 




Terakhir, pada tabel 5.7 terdapat 5 topik dengan total 10 kata pada setiap 
topiknya. Pada topik 1 terdapat kata seperti, “issue”, “friend”, “problem”, dan 
“connection”. Dari beberapa kata tersebut dapat mendeskripsikan bahwa 
terdapat hubungan pada topik problem. Topik 2 terdapat kata seperti, “game”, 
“time”, “hunter”, “control”, dan “support”. Dari beberapa kata tersebut dapat 
mendeskripsikan bahwa terdapat hubungan pada topik game. Topik 3 terdapat 
beberapa kata seperti, “hour”, “experience”, “month”, dan “day”. Beberapa kata 
tersebut mendeskripsikan tentang topik time. Topik 4 terdapat beberapa kata 
seperti, “content”, “menu”, “food”, “release”, dan “variety”. Beberapa kata 
tersebut mendeskripsikan bahwa terdapat hubungan pada topik content. 
Sedangkan, pada topik 5 terdapat beberapa kata seperti, “player”, “keyboard”, 
“enemy”, “screen”, “camera”, dan “movement”. Beberapa kata tersebut dapat 
mendeskripsikan tentang topik player. 
5.2 Implementasi Latent Topic Identification 
Pada penelitian Latent Topic Identification, penulis mengambil sampel hasil 
dari aspect extraction yang berupa kumpulan kata pada dataset edukasi, e-
commerce, dan game dengan jumlah 5 topik. Hasil tersebut digunakan untuk 
proses latent topic identification. Proses ini juga membutuhkan kamus yang berisi 
kumpulan kata benda yang digunakan untuk menentukan kata atau nama topik. 
Kamus ini didapatkan dari situs http://www.desiquintans.com/nounlist, dengan 
nama file nounlist.txt. Proses ini juga menggunakan GloVe yang berfungsi untuk 
mengkonversikan kata dalam kamus menjadi vector. Tabel 5.8 menunjukkan hasil 
latent topic identification pada dokumen berjumlah 500, 1000, 1500. 
Pada tabel 5.8 dataset edukasi berjumlah 500 dokumen memiliki hasil, yaitu, 
pada topik 1 menghasilkan topik group, topik 2 menghasilkan topik knowledge, 
topik 3 menghasilkan topik work, topik 4 menghasilkan topik people, sedangkan 
topik 5 menghasilkan topik teacher. Pada dataset e-commerce berjumlah 500 
dokumen memiliki hasil, yaitu, pada topik 1 menghasilkan topik structure, topik 2 
menghasilkan topik someone, topik 3 menghasilkan topik shop, topik 4 
menghasilkan topik quality, dan topik 5 menghasilkan topik cord. Pada dataset 
game berjumlah 500 dokumen memiliki hasil, yaitu, pada topik 1 menghasilkan 
topik connection, pada topik 2 menghasilkan topik people, topik 3 menghasilkan 
topik yesterday, topik 4 menghasilkan topik group, sedangkan topik 5 
menghasilkan topik device. 
Tabel 5.8 Hasil Latent Topic Identification 
Dokumen Dataset Hasil 
500 
Edukasi group, knowledge, work, people, teacher 
E-commerce structure, someone, shop, quality, cord 
Game connection, people, yesterday, group, device 
1000 
Edukasi knowledge, knowledge, people, education, activity 
E-commerce chest, person, day, denim, shop 
Game person, people, yesterday, device, group 




Dokumen Dataset Hasil 
E-commerce cloth, shoulder, way, shop, day 
Game person, people, tomorrow, device, group 
 
Pada tabel 5.8 dataset edukasi berjumlah 1000 dokumen memiliki hasil, yaitu, 
pada topik 1 menghasilkan topik knowledge, topik 2 juga menghasilkan topik 
knowledge, topik 3 menghasilkan topik people, topik 4 menghasilkan topik 
education, sedangkan topik 5 menghasilkan topik activity. Pada dataset e-
commerce berjumlah 1000 dokumen memiliki hasil, yaitu, pada topik 1 
menghasilkan topik chest, topik 2 menghasilkan topik person, topik 3 
menghasilkan topik day, topik 4 menghasilkan topik denim, dan topik 5 
menghasilkan topik shop. Pada dataset game berjumlah 1000 dokumen memiliki 
hasil, yaitu, pada topik 1 menghasilkan topik person, pada topik 2 menghasilkan 
topik people, topik 3 menghasilkan topik yesterday, topik 4 menghasilkan topik 
device, sedangkan topik 5 menghasilkan topik group.  
Pada tabel 5.8 dataset edukasi berjumlah 1500 dokumen memiliki hasil, yaitu, 
pada topik 1 menghasilkan topik knowledge, topik 2 menghasilkan topik 
knowledge, topik 3 menghasilkan topik education, topik 4 menghasilkan topik 
group, sedangkan topik 5 menghasilkan topik procedure. Pada dataset e-
commerce berjumlah 1500 dokumen memiliki hasil, yaitu, pada topik 1 
menghasilkan topik cloth, topik 2 menghasilkan topik shoulder, topik 3 
menghasilkan topik way, topik 4 menghasilkan topik shop, dan topik 5 
menghasilkan topik day. Pada dataset game berjumlah 1500 dokumen memiliki 
hasil, yaitu, pada topik 1 menghasilkan topik person, pada topik 2 menghasilkan 
topik people, topik 3 menghasilkan topik tomorrow, topik 4 menghasilkan topik 
device, sedangkan topik 5 menghasilkan topik group. Hasil dari dataset game tidak 
mencerminkan topik game secara umum karena nilai koherensi aspek pada Tabel 
5.7 masih rendah, hal ini dapat dibuktikan pada proses pengujian. 
5.3 Implementasi Aspect Category Detection 
Pada penelitian Aspect Category Detection, penulis mengambil sampel 
penelitian dari hasil manualisasi pemilihan topik yang berdasarkan pada hasil 
proses latent topic identification. Hasil tersebut berupa nama topik setiap cluster 
dari dataset edukasi, e-commerce, dan game dengan jumlah 5 topik. Hasil tersebut 
digunakan untuk menentukan nama topik dari setiap dokumen yang ada pada tiap 
dataset. Proses ini menggunakan metode sentences similarity sebagai penentu 
nama topik dari setiap dokumen. Tabel 5.9 merupakan daftar nama topik pada 
setiap dataset. Sedangkan Tabel 5.10 merupakan sample hasil dari aspect category 
detection pada 500 dokumen. 
Pada Tabel 5.9 dataset edukasi memiliki label process, knowledge, education, 
problem, dan course. Dataset e-commerce memiliki label shape, problem, style, 




Tabel 5.9 Daftar Nama Topik Dataset 
Dataset Label 
Edukasi process, knowledge, education, problem, course 
E-commerce shape, problem, style, time, body 
Game problem, people, time, fight, spot 
 
Tabel 5.10 Hasil Aspect Category Detection pada 500 Dokumen 
Dataset Dokumen Label 
Edukasi 
good interesting knowledge 
class helpful currently learning class make lot basic music 
knowledge 
process 
like prof ta helpful discussion student active rewarding 
learning experience 
knowledge 
easy follow includes lot basic important technique use 
sketchup 
course 
nice teacher got point eazliy v education 
E-
commerce 
absolutely wonderful silky sexy comfortable problem 
love dress sooo pretty happened find store glad never 
ordered online petite bought petite love length hit little 
knee definitely true midi someone truly petite 
style 
high hope dress really wanted work initially ordered petite 
small usual size found outrageously small small fact zip 
reordered petite medium ok overall top half comfortable 
fit nicely bottom half tight layer several somewhat cheap 
net layer imo major design flaw net layer sewn directly 
zipper. . . 
style 
love love love jumpsuit fun flirty fabulous every time wear 
nothing great compliment 
problem 
shirt flattering due adjustable front tie perfect length wear 
legging sleeveless pair well cardigan love shirt 
body 
Game 
gt played german reichgt declare war belgiumgt break 
belgium francegt capitulate france order belgiumgt true 
blitzkrieg achievementthis game dad 
people 
yes time 
game although bit overpriced opinion prefer playing game 
mod historical accuracy although vanilla version aswell 
time 
review wrote one probably serious one wrote starter 
community game suck like every online game wan na talk 
jerk wan na suck camped blah blah blah rare compliment 
people game talk community either unlike online game 
one mic system worry hearing twelve year old cry baby 
raging nothing time talk people game beginning match 
start survivor end match killer survivor end. . . 
time 
disclaimer survivor main play game fun competition dbd 
community really bad killer face camp oh well die move 





Dataset Dokumen Label 
camp ok biggie next game please community salt killer. . . 
 
Pada Tabel 5.10 terdapat tiga kolom, yaitu, dataset, dokumen, dan label. Pada 
kolom dataset berisi edukasi, e-commerce, dan game. Pada kolom dokumen berisi 
review setelah dilakukan text preprocessing. Sedangkan kolom label berisi hasil 
dari subtask aspect category detection. Pada dataset edukasi, dokumen 1 
menghasilan label knowledge, dokumen 2 menghasilkan label process, dokumen 
3 menghasilkan label knowledge, dokumen 4 menghasilkan label course, 
sedangkan dokumen 5 menghasilkan label education. Pada dataset e-commerce, 
dokumen 1 menghasilkan label problem, dokumen 2 menghasilkan label style, 
dokumen 3 juga menghasilkan label style. Dokumen 4 menghasilkan label 
problem. Sedangkan dokumen 5 menghasilkan label body.  Pada dataset game, 
dokumen 1 menghasilkan label people, dokumen 2 menghasilkan label time, 
dokumen 3 juga menghasilkan label time, dokumen 4 juga menghasilkan label 
time, terakhir, dokumen 5 menghasilkan label fight. 
5.4 Implementasi Sentiment Polarity 
Pada penelitian Sentiment Polarity, penulis mengambil sampel dataset 
edukasi, e-commerce, dan game. Data yang diambil adalah dokumen dan 
sentimen dari dataset tersebut. Kemudian data ini dibagi menjadi data training 
dan data testing dengan rasio 7:3. Setelah dibagi, data training tersebut diolah 
menggunakan metode baseline dan metode yang diajukan. Pada penelitian ini, 
metode baseline yang digunakan adalah metode SVM (Support Vector Machine), 
metode Naïve Bayes, dan metode Decision Tree. Sedangkan metode yang diajukan 
menggunakan metode LDA-GloVe dengan threshold 0,7 atau biasa disebut dengan 
LDA-GloVe 0,7. Metode ini menggunakan hyperparameter α=0,05 dan β=0,9, hal 
ini dilakukan supaya metode mampu mengolah data berdasarkan dokumen. 
Metode ini juga menggunakan 10 iterasi dan 2 topik. Tabel 5.11 merupakan 
sampel hasil dari sentiment polarity pada setiap dataset dengan 500 dokumen. 
Tabel 5.11 Hasil Sentiment Polarity pada 500 Dokumen 
Dataset Dokumen Label 
Edukasi 
good interesting Positif 
class helpful currently learning class make lot basic music 
knowledge 
Negatif 
like prof ta helpful discussion student active rewarding 
learning experience 
Negatif 
easy follow includes lot basic important technique use 
sketchup 
Positif 
nice teacher got point eazliy v Negatif 
E-
commerce 
absolutely wonderful silky sexy comfortable Positif 
love dress sooo pretty happened find store glad never 
ordered online petite bought petite love length hit little 





Dataset Dokumen Label 
high hope dress really wanted work initially ordered petite 
small usual size found outrageously small small fact zip 
reordered petite medium ok overall top half comfortable 
fit nicely bottom half tight layer several somewhat cheap 
net layer imo major design flaw net layer sewn directly 
zipper. . . 
Positif 
love love love jumpsuit fun flirty fabulous every time wear 
nothing great compliment 
Positif 
shirt flattering due adjustable front tie perfect length wear 
legging sleeveless pair well cardigan love shirt 
Positif 
Game 
gt played german reichgt declare war belgiumgt break 
belgium francegt capitulate france order belgiumgt true 
blitzkrieg achievementthis game dad 
Negatif 
yes Positif 
game although bit overpriced opinion prefer playing game 
mod historical accuracy although vanilla version aswell 
Positif 
review wrote one probably serious one wrote starter 
community game suck like every online game wan na talk 
jerk wan na suck camped blah blah blah rare compliment 
people game talk community either unlike online game 
one mic system worry hearing twelve year old cry baby 
raging nothing time talk people game beginning match 
start survivor end match killer survivor end. . . 
Positif 
disclaimer survivor main play game fun competition dbd 
community really bad killer face camp oh well die move 
next game killer find immediately hook juke whoop patrol 




Gambar 5.1 Ilustrasi Proses Evaluasi Lanjutan 
 
Pada Tabel 5.11 terdapat tiga kolom, yaitu, dataset, dokumen, dan label. Pada 
kolom dataset berisi edukasi, e-commerce, dan game. Pada kolom dokumen berisi 



















dari subtask sentiment polarity. Pada dataset edukasi, dokumen 1 menghasilkan 
label sentimen positif, dokumen 2 menghasilkan label negatif, dokumen 3 
menghasilkan label negatif, dokumen 4 menghasilkan label positif, sedangkan 
dokumen 5 menghasilkan label negatif. Pada dataset e-commerce, dokumen 1 
sampai dokumen 5 cenderung menghasilkan label sentimen positif. Pada dataset 
game, dokumen 1 menghasilkan label sentimen negatif, sedangkan dokumen 2 
sampai dokumen 5 cenderung menghasilkan label positif. 
5.5 Pengujian Aspect Extraction 
Pada pengujian aspect extraction, penulis menggunakan metode PMI 
(Pointwise Mutual Information) yang merepresentasikan pengujian ekstrinsik dan 
Umass yang merepresentasikan pengujian intrinsik. Penulis juga menggunakan 
pengujian waktu komputasi, yang dikalkulasikan mulai dari proses load word 
embedding, GloVe, sampai proses proses topic coherence. Pada saat pengujian kita 
membandingkan metode yang diajukan dengan beberapa metode dasar dan 
metode gabungan, yaitu, 
a. LDA (Latent Dirichlet Allocation), metode ini merupakan metode dasar 
topic modeling yang dipopulerkan oleh Blei. Pada pengujian, metode ini 
menggunakan model Collapsed Gibbs Sampling. 
b. LDA-TFIDF, metode ini merupakan gabungan dari LDA dan TF-IDF (Term 
Frequency- Inverse Document Frequency). LDA berperan sebagai 
metode clustering, sedangkan TFIDF berperan dalam proses seleksi 
fitur. 
c. BTM (Biterm Topic Modeling), metode yang diajukan oleh Yang ini 
menggunakan biterm atau dua kata yang didesain untuk teks pendek 
seperti, review. 
Sebelum memulai pengujian dan membandingkan metode yang diajukan dan 
metode dasar lain, kita memerlukan untuk mengatur threshold terbaik untuk 
metode yang diajukan seperti yang ditunjukkan pada Gambar 5.1. Kita 
menggunakan threshold antara 0,1 sampai 0,9. Rata-rata Umass tertinggi 
mengindikasikan nilai threshold yang terbaik. Hasil menunjukkan bahwa nilai rata-
rata Umass dari ketiga dataset cenderung meningkat ketika nilai threshold berada 
di antara angka 0,4 sampai 0,8. Threshold 0,8 memiliki nilai rata-rata Umass paling 
tinggi, yaitu 0,288 dari dataset e-commerce. Berdasarkan Gambar grafik, kita 
memutuskan LDA-GloVe dengan nilai threshold 0,7 sebagai metode yang diajukan 
karena memiliki nilai threshold yang lebih tinggi dan memiliki jarak nilai rata-rata 
Umass yang lebih kecil dari seluruh dataset tiap threshold. Selain itu, kita juga 
menggunakkan LDA-GloVe dengan nilai threshold yang didapatkan dari kalkulasi 
Threshold Similarity sebagai metode yang diuji. 
Kemudian, kita membandingkan dua metode yang diajukan, yaitu, LDA-GloVe 
dan LDA-GloVe 0,7, dengan metode baseline. Kita menggunakan beberapa topik 
antara 3 sampai 11 topik sebagai parameter untuk pengujian. Kita juga 
menggunakan jumlah dokumen sebanyak 500, 1000, dan 1500. Pada tabel 5.12, 




jumlah 1000 dokumen. Sedangkan tabel 5.18, 5.19, dan 5.20 memiliki jumlah 1500 
dokumen. Nilai PMI dan Umass yang lebih besar menunjukkan metode yang baik, 
sedangkan pada tabel waktu komputasi metode yang memiliki waktu komputasi 
yang lebih cepat mendeskripsikan metode yang baik. Tabel 5.12 menunjukkan 
bahwa LDA-GloVe 0,7 memiliki nilai yang paling tinggi di antara metode yang lain 
pada dataset edukasi. Namun nilai PMI LDA-GloVe tidak lebih baik dari metode 
baseline, hal ini disebabkan oleh rendahnya nilai Threshold Similarity pada LDA-
Glove yaitu, di antara 0,4 sampai 0,55. Jika kita rata-rata semua nilai PMI 
berdasarkan metode. Nilai PMI dari LDA-GloVe masih lebih baik daripada metode 
dasar pada seluruh dataset, walaupun perbedaan kedua nilai yang paling tinggi 
hanya 0,2. Pendekatan yang diajukan juga memiliki hasil yang baik pada 4 jumlah 
topik dataset e-commerce. Namun metode BTM memiliki hasil yang lebih baik 
pada dataset game di seluruh jumlah topik daripada kedua pendekatan yang 
diajukan. Hal ini disebabkan oleh pada dataset game memiliki jumlah frekuensi 
kata yang tinggi pada saat sebelum atau setelah dilakukan proses seleksi fitur 
sehingga inferensi statistik dan nilai kedekatan kata menjadi lebih rendah. Secara 
keseluruhan, metode yang diajukan masih memiliki kinerja yang lebih baik 
daripada metode baseline. 
Tabel 5.12 Hasil Topic Coherence berdasarkan PMI pada Dataset 500 Dokumen 
Dataset Method Number of Topics 






LDA 0,21 0,13 -0,16 -0,49 -0,85 
LDA-TFIDF -0,12 -0,13 -0,60 -0,35 -0,94 
LDA-GLOVE -0,20 0,27 0,28 0,23 0,18 
LDA-GLOVE 0,7 0,46 0,48 0,52 0,51 0,33 






LDA -0,36 -0,92 -1,38 -1,52 -2,19 
LDA-TFIDF -0,61 -1,01 -1,72 -1,68 -2,00 
LDA-GLOVE 0,66 0,57 -0,15 -0,83 -0,93 
LDA-GLOVE 0,7 0,62 0,73 0,46 -0,05 0,07 






LDA -0,144 -0,94 -1,15 -1,16 -1,64 
LDA-TFIDF -0,738 -1,07 -0,99 -1,12 -1,18 
LDA-GLOVE -0,33 -0,20 -0,27 -0,42 -0,49 
LDA-GLOVE 0,7 0,143 -0,63 -0,35 -0,62 -0,83 
BTM 0,374 0,35 0,146 0,10 0,02 
 
Tabel 5.13 Hasil Topic Coherence berdasarkan Umass pada Dataset 500 
Dokumen 
Dataset Method Number of Topics 
3 5 7 9 11 
Edukasi 
  
LDA 0,038 0,053 0,077 0,096 0,108 




Dataset Method Number of Topics 
3 5 7 9 11 
LDA-GLOVE 0,04 0,055 0,078 0,096 0,157 
LDA-GLOVE 0,7 0,08 0,1 0,128 0,13 0,212 
BTM 0,037 0,045 0,068 0,063 0,059 
E-commerce 
  
LDA 0,024 0,032 0,041 0,055 0,066 
LDA-TFIDF 0,024 0,031 0,0417 0,054 0,07 
LDA-GLOVE 0,028 0,042 0,059 0,088 0,095 
LDA-GLOVE 0,7 0,056 0,097 0,163 0,211 0,254 
BTM 0,018 0,019 0,0214 0,025 0,024 
Game 
  
LDA 0,021 0,031 0,041 0,045 0,053 
LDA-TFIDF 0,025 0,032 0,041 0,048 0,058 
LDA-GLOVE 0,024 0,056 0,074 0,103 0,113 
LDA-GLOVE 0,7 0,037 0,12 0,151 0,169 0,18 
BTM 0,017 0,017 0,021 0,022 0,021 
 
Tabel 5.14 Hasil Waktu Komputasi pada Dataset 500 Dokumen 
Dataset Method Number of Topics 
3 5 7 9 11 
Edukasi 
  
LDA 47,5 76,8 106,7 136 167,8 
LDA-TFIDF 36,5 57,3 80,9 101,9 190,2 
LDA-GLOVE 78,5 106,4 138,2 163,3 189,4 
LDA-GLOVE 0,7 76,6 115,8 125 157,2 208,6 
BTM 37,7 53,1 69,5 85,1 210 
E-commerce 
  
LDA 69,7 135,9 219 286,6 253,1 
LDA-TFIDF 51,4 105,8 121,5 155,6 195,3 
LDA-GLOVE 110,4 137,2 173,2 214 257,5 
LDA-GLOVE 0,7 93,9 117,6 145,5 177,8 245,6 
BTM 54,7 68 86,9 122 123,8 
Game 
  
LDA 280,2 468,5 658,1 847,4 1045,2 
LDA-TFIDF 244,9 407,7 567,3 731,27 902,6 
LDA-GLOVE 354,6 538,3 695,4 972,4 1174,8 
LDA-GLOVE 0,7 412,8 543,3 714 854,6 1065,7 
BTM 380,5 523 684,7 825 992,5 
 
Table 5.13 menunjukkan bahwa LDA-GloVe 0,7 juga memiliki score Umass yang 
paling tinggi di seluruh dataset. Hal ini karena nilai threshold yang tinggi dapat 
mempengaruhi score kedua evaluasi. Score LDA-GloVe juga tidak jauh lebih baik 
dari metode baseline. Namun nilai average dari metode yang diajukan ini lebih 
baik dari metode baseline di seluruh dataset. Kedua hasil topic coherence 
menunjukkan bahwa metode yang diajukan efektif digunakan untuk aspect 
extraction. Hasil topic coherence yang baik pada metode yang diajukan tidak 




Table 5.14 menunjukkan bahwa metode yang diajukan memiliki waktu 
komputasi yang lebih lambat dari metode baseline di seluruh dataset. Pada 
dataset game, LDA-TFIDF memiliki waktu yang paling cepat daripada metode lain, 
sedangkan pada dataset lain BTM memiliki waktu yang paling cepat hampir di 
seluruh jumlah dataset. Waktu komputasi metode yang diajukan yang lambat 
disebabkan oleh proses load GloVe dan proses find word similarity yang 
menghabiskan waktu yang lama. Namun, average waktu komputasi dari metode 
yang diajukan lebih cepat dari metode baseline LDA pada dataset e-commerce. Jika 
kita membandingkan antara kedua metode yang diajukan LDA-GloVe 0,7 memiliki 
waktu yang lebih cepat daripada LDA-GloVe karena threshold yang tinggi memberi 
pengaruh terhadap jumlah term yang mampu membuat waktu komputasi proses 
clustering term lebih cepat. 
Tabel 5.15 dengan jumlah dokumen 1000 menunjukkan bahwa LDA-GloVe 0,7 
memiliki nilai PMI paling tinggi di antara metode yang lain pada dataset edukasi. 
Namun, nilai LDA-GloVe memiliki nilai yang sedikit lebih rendah dari nilai LDA-
GloVe 0,7. Hal ini dipengaruhi oleh nilai Threshold Similarity yang lebih rendah. 
Jika diambil nilai rata-rata nilai perbandingan antara LDA-GloVe 0,7 dan LDA-GloVe 
memiliki selisih nilai 0,2. Sedangkan perbandingan antara LDA-GloVe 0,7 dan 
metode baseline lain mencapai 0,6. Pada dataset e-commerce, nilai PMI dari LDA-
GloVe 0,7 memiliki nilai tertinggi pada seluruh jumlah topik, kecuali jumlah topik 
3. Hal yang sama terjadi pada nilai PMI dataset game pada tabel 5.15 dimana 
metode BTM pada tabel ini memiliki hasil yang lebih baik pada hampir seluruh 
jumlah topik. LDA-GloVe 0,7 hanya memiliki hasil yang baik pada jumlah topik 3. 
Hal ini disebabkan oleh pada dataset game memiliki jumlah frekuensi kata yang 
tinggi pada saat sebelum atau setelah dilakukan proses seleksi fitur sehingga 
inferensi statistik dan nilai kedekatan kata menjadi lebih rendah. Secara 
keseluruhan, metode yang diajukan masih memiliki kinerja yang lebih baik 
daripada metode baseline. 
Tabel 5.15 Hasil Topic Coherence berdasarkan PMI pada Dataset 1000 
Dokumen 
Dataset Method Number of Topics 






LDA -0,16 -0,58 -0,92 -0,66 -0,88 
LDA-TFIDF 0,04 0,05 -0,43 -0,25 -0,46 
LDA-GLOVE 0,31 0,50 0,42 0,03 -0,16 
LDA-GLOVE 0,7 0,55 0,56 0,52 0,41 0,27 






LDA -0,69 -1,15 -1,35 -2,08 -1,95 
LDA-TFIDF -0,207 -1,43 -1,14 -1,67 -2,11 
LDA-GLOVE 0,49 -0,17 -0,15 -0,82 -0,94 
LDA-GLOVE 0,7 0,41 0,60 0,49 0,18 0,14 
BTM 0,11 -0,45 -0,35 -0,08 -0,09 
  LDA -0,09 -0,53 -1,27 -0,95 -1,33 




Dataset Method Number of Topics 




LDA-GLOVE -0,32 -0,61 -0,18 -0,50 -0,63 
LDA-GLOVE 0,7 0,237 -0,24 -0,37 -0,91 -1,04 
BTM 0,190 0,22 0,242 -0,05 0,05 
 
Tabel 5.16 dengan jumlah dokumen 1000 dan perhitungan Umass 
menunjukkan bahwa LDA-GloVe 0,7 juga memiliki nilai yang paling tinggi pada 
seluruh dataset. Nilai threshold yang tinggi pada metode mempengaruhi score 
evaluasi Umass. Nilai LDA-GloVe juga tidak jauh lebih baik dari metode baseline. 
Namun nilai average dari metode yang diajukan ini lebih baik dari metode baseline 
di seluruh dataset. Kedua hasil topic coherence menunjukkan bahwa metode yang 
diajukan efektif digunakan untuk aspect extraction. Hasil topic coherence pada 
1000 dokumen yang baik pada metode yang diajukan tidak terjadi pada evaluasi 
waktu komputasi. 
Tabel 5.16 Hasil Topic Coherence berdasarkan Umass pada Dataset 1000 
Dokumen 
Dataset Method Number of Topics 
3 5 7 9 11 
Edukasi  
LDA 0,018 0,029 0,035 0,049 0,061 
LDA-TFIDF 0,019 0,028 0,041 0,051 0,062 
LDA-GLOVE 0,021 0,031 0,038 0,061 0,083 
LDA-GLOVE 0,7 0,043 0,054 0,064 0,108 0,13 
BTM 0,014 0,016 0,02 0,02 0,028 
E-commerce 
  
LDA 0,012 0,016 0,024 0,028 0,035 
LDA-TFIDF 0,01 0,017 0,023 0,03 0,038 
LDA-GLOVE 0,014 0,02 0,03 0,041 0,049 
LDA-GLOVE 0,7 0,031 0,052 0,074 0,104 0,103 
BTM 0,008 0,0098 0,009 0,011 0,013 
Game 
  
LDA 0,011 0,016 0,02 0,025 0,031 
LDA-TFIDF 0,01 0,017 0,02 0,025 0,031 
LDA-GLOVE 0,012 0,031 0,046 0,058 0,064 
LDA-GLOVE 0,7 0,02 0,064 0,075 0,093 0,098 
BTM 0,008 0,008 0,009 0,011 0,013 
 
Tabel 5.17 Hasil Waktu Komputasi pada Dataset 1000 Dokumen 
Dataset Method Number of Topics 
3 5 7 9 11 
Edukasi 
  
LDA 91 142 211 264 323 
LDA-TFIDF 105 203 287 348 290 
LDA-GLOVE 224 318 413,4 457 565 
LDA-GLOVE 0,7 97 133 179 211 255 




Dataset Method Number of Topics 
3 5 7 9 11 
E-commerce 
  
LDA 141 254 369 470 593 
LDA-TFIDF 235 295 292 573 967 
LDA-GLOVE 284,3 407 508 651,6 982 
LDA-GLOVE 0,7 130 170 201 242 298 
BTM 64,0 74 94 98 105 
Game 
  
LDA 353 621 890 1232 1400 
LDA-TFIDF 228 392 571 933 1580 
LDA-GLOVE 479 802 1080 2622 2998 
LDA-GLOVE 0,7 349 461 668 723 816 
BTM 496 649 641 684 746 
 
Tabel 5.17 dengan jumlah dokumen 1000 menunjukkan bahwa metode yang 
diajukan memiliki waktu komputasi yang lebih lambat dari metode baseline di 
seluruh dataset. Pada dataset edukasi, BTM memiliki waktu komputasi yang paling 
cepat dengan nilai rata-rata 56,8 detik. BTM juga memiliki waktu komputasi yang 
cepat pada dataset e-commerce dengan nilai rata-rata 87 detik. Pada dataset 
game, LDA-TFIDF dan BTM memiliki waktu komputasi yang cepat pada jumlah 
topik tertentu. Namun, LDA-GloVe memiliki nilai rata-rata waktu komputasi yang 
cepat yaitu, 603,4 detik. Waktu komputasi metode yang diajukan yang lambat 
disebabkan oleh proses load GloVe dan proses find word similarity yang 
menghabiskan waktu yang lama. Namun, average waktu komputasi dari metode 
yang diajukan lebih cepat dari metode baseline LDA pada dataset e-commerce. Jika 
kita membandingkan antara kedua metode yang diajukan LDA-GloVe 0,7 memiliki 
waktu yang lebih cepat daripada LDA-GloVe karena threshold yang tinggi memberi 
pengaruh terhadap jumlah term yang mampu membuat waktu komputasi proses 
clustering term lebih cepat. Jika melihat dari rata-rata waktu komputasi pada Tabel 
5.17 secara keseluruhan LDA-GloVe 0,7 memiliki rata-rata waktu komputasi 
tercepat kedua setelah BTM. 
Tabel 5.18 Hasil Topic Coherence berdasarkan PMI pada Dataset 1500 
Dokumen 
Dataset Method Number of Topics 






LDA 0,09 -0,68 -1,04 -1,13 -1,27 
LDA-TFIDF -0,06 -0,92 -0,97 -1,46 -1,06 
LDA-GLOVE 0,54 0,48 0,07 0,02 -0,13 
LDA-GLOVE 0,7 0,56 0,49 0,41 0,47 0,14 





LDA -0,14 -1,16 -1,01 -1,55 -1,68 
LDA-TFIDF -1,19 -1,17 -0,91 -1,16 -1,72 
LDA-GLOVE -0,11 -0,32 -0,32 -0,35 -0,49 




Dataset Method Number of Topics 
3 5 7 9 11 






LDA -0,75 -0,56 -1,24 -1,14 -1,44 
LDA-TFIDF -0,96 -1,19 -1,04 -1,24 -1,27 
LDA-GLOVE -0,06 -0,65 -0,29 -0,55 -0,40 
LDA-GLOVE 0,7 0,170 -0,28 -0,84 -0,64 -0,88 
BTM 0,270 0,21 0,026 0,18 -0,11 
 
Tabel 5.19 Hasil Topic Coherence berdasarkan Umass pada Dataset 1500 
Dokumen 
Dataset Method Number of Topics 
3 5 7 9 11 
Edukasi 
  
LDA 0,013 0,018 0,029 0,034 0,04 
LDA-TFIDF 0,013 0,021 0,027 0,036 0,042 
LDA-GLOVE 0,016 0,022 0,027 0,037 0,054 
LDA-GLOVE 0,7 0,03 0,039 0,049 0,056 0,091 
BTM 0,01 0,013 0,013 0,014 0,017 
E-commerce 
  
LDA 0,008 0,012 0,015 0,018 0,023 
LDA-TFIDF 0,008 0,011 0,015 0,018 0,023 
LDA-GLOVE 0,009 0,012 0,017 0,026 0,031 
LDA-GLOVE 0,7 0,019 0,027 0,038 0,051 0,073 
BTM 0,005 0,005 0,007 0,007 0,007 
Game 
  
LDA 0,007 0,011 0,014 0,017 0,021 
LDA-TFIDF 0,008 0,012 0,015 0,017 0,021 
LDA-GLOVE 0,008 0,018 0,036 0,039 0,046 
LDA-GLOVE 0,7 0,014 0,051 0,06 0,067 0,081 
BTM 0,005 0,006 0,0062 0,007 0,007 
 
Tabel 5.20 Hasil Waktu Komputasi pada Dataset 1500 Dokumen 
Dataset Method Number of Topics 
3 5 7 9 11 
Edukasi 
  
LDA 183 315 462 605 715 
LDA-TFIDF 114 174 265 340 507 
LDA-GLOVE 320 489 791 940 736 
LDA-GLOVE 0,7 152 199 295 399 565 
BTM 58 77 81 90 102 
E-commerce 
  
LDA 362 544 745 977 1330 
LDA-TFIDF 243 458 665 785 1134 
LDA-GLOVE 694 766 930 1275 1339 
LDA-GLOVE 0,7 354 438 392 714 823 
BTM 104,0 118 131 148 162 




Dataset Method Number of Topics 
3 5 7 9 11 
  LDA-TFIDF 582 1346 1127 1253 1565 
LDA-GLOVE 847 1112 1402 1809 2308 
LDA-GLOVE 0,7 510 680 1046 1268 2606 
BTM 808 1021 1052 1251 1865 
 
 
Pada Tabel 5.18 dengan jumlah dokumen 1500 dan perhitungan PMI 
menunjukkan bahwa nilai LDA-GloVe 0,7 memiliki nilai PMI yang paling tinggi pada 
seluruh jumlah topik pada dataset edukasi dan e-commerce. Pada dataset edukasi 
memiliki nilai rata-rata PMI tertinggi mencapai 0,413, sedangkan LDA-GloVe 
memiliki nilai rata-rata 0,197. Hal ini dipengaruhi oleh nilai Threshold Similarity 
yang lebih rendah. LDA-TFIDF menjadi metode dengan nilai rata-rata paling 
rendah. Pada dataset e-commerce, LDA-GloVe 0,7 memiliki nilai rata-rata tertinggi 
sekitar 0,536, sedangkan LDA-GloVe memiliki nilai rata-rata yang jauh lebih 
rendah, yaitu -0,319. LDA-TFIDF menjadi metode dengan hasil paling rendah 
dengan nilai rata-rata -1,22. Pada dataset game, nilai PMI dari metode BTM 
memiliki nilai yang lebih baik daripada metode yang diusulkan pada seluruh 
jumlah topik dengan nilai rata-rata sekitar 0,114. Hal ini disebabkan oleh pada 
dataset game memiliki jumlah frekuensi kata yang tinggi pada saat sebelum atau 
setelah dilakukan proses seleksi fitur sehingga inferensi statistik dan nilai 
kedekatan kata menjadi lebih rendah. LDA-TFIDF kembali menjadi metode dengan 
nilai rata-rata paling rendah sekitar -1,11. Secara keseluruhan, metode yang 
diajukan masih memiliki kinerja yang lebih baik daripada metode baseline 
terutama pada dataset edukasi dan e-commerce. 
Tabel 5.19 dengan jumlah dokumen 1500 dan perhitungan Umass 
menunjukkan bahwa LDA-GloVe 0,7 memiliki nilai Umass tertinggi pada seluruh 
jumlah topik dan dataset. Nilai threshold yang tinggi pada metode dapat 
memberikan pengaruh pada evaluasi Umass. Walaupun LDA-GloVe tidak jauh 
lebih baik dari metode baseline, namun nilai rata-rata dari metode yang diajukan 
ini lebih baik dari metode baseline di seluruh dataset. Kedua hasil topic coherence 
menunjukkan bahwa metode yang diajukan efektif digunakan untuk aspect 
extraction. Hasil topic coherence pada 1500 dokumen yang baik pada metode yang 
diajukan tidak terjadi pada evaluasi waktu komputasi. 
Pada Tabel 5.20 dengan jumlah 1500 dokumen dan perhitungan waktu 
menunjukkan bahwa pada dataset edukasi, BTM memiliki waktu komputasi yang 
terbaik pada seluruh jumlah topik dengan nilai rata-rata sebesar 81,6 detik, 
sementara itu metode yang diusulkan memiliki waktu yang tidak lebih baik dari 
metode lain dengan nilai rata-rata 322 detik pada LDA-GloVe 0,7 dan 655 detik 
pada LDA-GloVe. Metode BTM juga memiliki waktu komputasi yang paling cepat 
pada dataset e-commerce di seluruh jumlah topik dengan nilai rata-rata sebesar 
132,6 detik, sedangkan LDA-GloVe 0,7 memiliki waktu komputasi tercepat kedua 




memiliki waktu komputasi terbaik pada jumlah topik 3, 5, dan 7, sementara BTM 
dan LDA-TFIDF memiliki waktu komputasi terbaik pada jumlah topik 9 dan 11. 
Namun pada nilai rata-rata LDA-TFIDF memiliki nilai terbaik sekitar 1174 detik. 
Metode LDA-GloVe 0,7 tidak memiliki nilai rata-rata terbaik karena waktu 
komputasi yang tinggi pada jumlah topik 11 yang mencapai 2606 detik. Waktu 
komputasi metode yang diajukan yang lambat disebabkan oleh proses load GloVe 
dan proses find word similarity yang menghabiskan waktu yang lama. Jika melihat 
dari rata-rata waktu komputasi pada tabel 5.20 secara keseluruhan, LDA-GloVe 0,7 
memiliki rata-rata waktu komputasi tercepat kedua setelah BTM.   
5.6 Pengujian Latent Topic Identification 
Pada pengujian Latent Topic Identification, penulis menggunakan metode 
pengujian semantik berdasarkan perhitungan komputer dan berdasarkan 
penilaian manusia yang didapatkan dari beberapa aspek untuk mendapatkan 
sebuah topik. Terdapat beberapa jenis pengujian semantik, yaitu, pengujian cosine 
similarity yang menggunakan GloVe dan FastText, pengujian wordnet, pengujian 
Lin Similarity, pengujian Path Similarity, dan pengujian Word2vec. Pada saat 
pengujian kita membandingkan metode yang diajukan dengan beberapa metode 
dasar dan metode gabungan, semua metode ini sama seperti metode yang 
diajukan pada saat pengujian aspect extraction, yaitu, 
a. LDA (Latent Dirichlet Allocation), metode ini merupakan metode dasar 
topic modeling yang dipopulerkan oleh Blei. Pada pengujian, metode ini 
menggunakan model Collapsed Gibbs Sampling. 
b. LDA-TFIDF, metode ini merupakan gabungan dari LDA dan TF-IDF (Term 
Frequency- Inverse Document Frequency). LDA berperan sebagai 
metode clustering, sedangkan TFIDF berperan dalam proses seleksi 
fitur. 
c. BTM (Biterm Topic Modeling), metode yang diajukan oleh Yang ini 
menggunakan biterm atau dua kata yang didesain untuk teks pendek 
seperti, review. 
d. LDA-GloVe, metode ini merupakan gabungan dari LDA dan GloVe 
(Global Vector for Word Representation) dengan nilai threshold yang 
didapatkan dari perhitungan Threshold Similarity sebagai metode yang 
diuji. 
e. LDA-GloVe 0,7, metode ini merupakan gabungan dari LDA dan GloVe 
dengan nilai threshold yang didapatkan dari nilai rata-rata threshold 
Umass terbaik dan optimal dari ketiga dataset yang digambarkan pada 
Gambar 5.1. 
Kemudian, kita membandingkan beberapa metode yang diajukan dan 
menggunakan hasil dari aspect extraction dari ketiga dataset, yaitu, edukasi, e-
commerce, dan game. Untuk efektivitas dari penelitian, penulis hanya mengambil 
hasil pengujian aspect extraction terbaik, hasil didapatkan dari nilai rata-rata topic 
coherence berdasarkan jumlah topik. Pada penelitian ini diputuskan bahwa jumlah 




menggunakan jumlah dokumen sebanyak 500, 1000, dan 1500 berdasarkan 
penilaian manusia sebagai penilaian subjektif. Pada tabel 5.21, 5.22, 5.23, 5.24, 
5.25, dan 5.26 memiliki jumlah 500 dokumen, tabel 5.27, 5.28, 5.29, 5.30, 5.31, 
dan 5.32 memiliki jumlah 1000 dokumen. Sedangkan tabel 5.33, 5.34, 5.35, 5.36, 
5.37, dan 5.38 memiliki jumlah 1500 dokumen. Kita juga menggunakan jumlah 
dokumen sebanyak 500, 1000, dan 1500 berdasarkan perhitungan komputer 
sebagai penilaian objektif. Pada tabel 5.39, 5.40, 5.41, 5.42, 5.43, dan 5.44 
memiliki jumlah 500 dokumen, tabel 5.45, 5.46, 5.47, 5.48, 5.49, dan 5.50 memiliki 
jumlah 1000 dokumen. Sedangkan tabel 5.51, 5.52, 5.53, 5.54, 5.55, dan 5.56 
memiliki jumlah 1500 dokumen. 
Pada Tabel 5.21 terdapat jumlah 500 dokumen, metode pengujian cosine 
similarity menggunakan word embedding GloVe, dan topik yang didapatkan dari 
penilaian manusia sebagai dasarnya. Tabel ini menunjukkan bahwa metode LDA-
GloVe 0,7 memiliki hasil pengujian LTI (Latent Topic Identification) yang lebih baik 
daripada metode lain di seluruh dataset. Rata-rata dari hasil tersebut sebesar 
0,745. Sementara LDA-GloVe memiliki posisi terbaik kedua dengan nilai rata-rata 
0,687. Hal ini menunjukkan bahwa antara aspek dan topik memiliki nilai cosine 
similarity atau kesamaan kata yang baik. Hal ini terjadi karena pada saat proses 
aspect extraction terdapat proses perhitungan cosine similarity menggunakan 
GloVe sebagai word embedding, untuk itu diperlukan pengujian dengan word 
embedding lain, FastText, sebagai pembanding. 
Pada Tabel 5.22 terdapat 500 dokumen, metode pengujian cosine similarity 
menggunakan word embedding FastText, dan topik yang didapatkan dari penilaian 
manusia sebagai dasarnya. Tabel ini menunjukkan bahwa metode LDA-GloVe 0,7 
memiliki nilai terbaik pada dataset edukasi dengan jumlah 7 topik dan dataset e-
commerce. Sementara itu, LDA-GloVe memiliki nilai terbaik pada dataset edukasi 
dengan jumlah 5 topik dan game dengan jumlah 7 topik. Metode BTM memiliki 
nilai terbaik pada dataset game dengan jumlah topik 5. Namun, jika dihitung dari 
rata-rata nilai pengujian tiap metode, metode LDA-GloVe 0,7 memiliki nilai terbaik 
dengan jumlah nilai 0,49. Sementara metode LDA-GloVe memiliki nilai rata-rata 
sebesar 0,486. Angka ini tentu saja jauh di bawah dari nilai pengujian cosine 
similarity dengan GloVe sebagai word embedding. 
Pada Tabel 5.23 terdapat 500 dokumen, metode pengujian word2vec 
menggunakkan word embedding yang dibuat oleh Google, dan topik yang 
didapatkan dari penilaian manusia sebagai dasarnya. Tabel ini menunjukkan 
bahwa metode LDA-GloVe 0,7 memiliki hasil pengujian LTI yang terbaik dari 
metode lain pada seluruh dataset. Hasil tersebut memiliki nilai rata-rata dengan 
nilai 0,568. Sedangkan metode LDA-GloVe memiliki nilai rata-rata terbaik kedua 
dengan nilai sebesar 0,552. Nilai rata-rata terendah didapatkan oleh metode 
dasar, LDA. Hal ini menunjukkan bahwa antara aspek dan topik memiliki 




Tabel 5.21 Hasil Pengujian Cosine Similarity GloVe pada Dataset 500 dokumen 
Dataset - Topik LDA LDA-TFIDF LDA-Glove LDA-Glove 0,7 BTM 
Edukasi 5 0,617 0,609 0,710 0,760 0,638 
Edukasi 7 0,628 0,602 0,720 0,757 0,645 
E-commerce 5 0,597 0,590 0,690 0,754 0,608 
E-commerce 7 0,576 0,582 0,712 0,753 0,597 
Game 5 0,595 0,584 0,628 0,720 0,621 
Game 7 0,578 0,572 0,661 0,723 0,631 
Average 0,598 0,590 0,687 0,745 0,623 
 
Tabel 5.22 Hasil Pengujian Cosine Similarity FastText pada Dataset 500 
dokumen 
Dataset - Topik LDA LDA-TFIDF LDA-Glove LDA-Glove 0,7 BTM 
Edukasi 5 0,46 0,436 0,511 0,508 0,447 
Edukasi 7 0,479 0,445 0,508 0,516 0,453 
E-commerce 5 0,445 0,445 0,48 0,499 0,467 
E-commerce 7 0,417 0,423 0,486 0,493 0,452 
Game 5 0,45 0,425 0,464 0,454 0,466 
Game 7 0,421 0,412 0,469 0,467 0,443 
Average 0,445 0,431 0,486 0,490 0,455 
 
Tabel 5.23 Hasil Pengujian Word2Vec pada Dataset 500 dokumen 
Dataset - Topik LDA LDA-TFIDF LDA-Glove LDA-Glove 0,7 BTM 
Edukasi 5 0,45 0,441 0,547 0,602 0,475 
Edukasi 7 0,483 0,457 0,551 0,583 0,479 
E-commerce 5 0,443 0,434 0,528 0,596 0,458 
E-commerce 7 0,397 0,404 0,524 0,576 0,46 
Game 5 0,447 0,435 0,492 0,523 0,492 
Game 7 0,437 0,43 0,492 0,528 0,474 
Average 0,443 0,434 0,522 0,568 0,473 
 
Pada Tabel 5.24 terdapat 500 dokumen, metode pengujian wordnet sebagai 
penilaian informasi relasi semantik antar synset, dan topik yang didapatkan dari 
penilaian manusia sebagai dasarnya. Tabel ini menunjukkan bahwa metode LDA-
GloVe 0,7 memiliki nilai terbaik pada dataset edukasi dengan jumlah 5 topik dan 
game. Sementara itu, metode BTM memiliki nilai pengujian terbaik pada dataset 
e-commerce. Metode LDA-GloVe memiliki nilai terbaik pada dataset edukasi 
dengan jumlah 7 topik sekaligus memiliki nilai rata-rata terbaik dengan jumlah nilai 
0,407. Sedangkan LDA-GloVe 0,7 memiliki nilai terbaik kedua dengan jumlah nilai 
0,398. 
Pada Tabel 5.25 terdapat 500 dokumen, metode pengujian lin similarity 




dari node secara spesifik, dan topik yang didapatkan dari penilaian manusia 
sebagai dasarnya. Tabel ini menunjukkan bahwa metode LDA-GloVe 0,7 memiliki 
nilai terbaik pada dataset edukasi dengan jumlah 5 topik dan game. Sedangkan 
metode BTM memiliki nilai pengujian terbaik pada dataset e-commerce dengan 
jumlah 5 topik, dan metode LDA-GloVe memiliki nilai terbaik pada dataset edukasi 
dan e-commerce dengan jumlah 7 topik. Dari nilai rata-rata pengujian, LDA-GloVe 
0,7 masih memiliki nilai terbaik dengan jumlah nilai 0,23. 
Tabel 5.24 Hasil Pengujian Wordnet pada Dataset 500 dokumen 
Dataset - Topik LDA LDA-TFIDF LDA-Glove LDA-Glove 0,7 BTM 
Edukasi 5 0,422 0,418 0,483 0,497 0,400 
Edukasi 7 0,431 0,391 0,461 0,437 0,429 
E-commerce 5 0,393 0,360 0,380 0,364 0,394 
E-commerce 7 0,323 0,350 0,389 0,335 0,391 
Game 5 0,355 0,339 0,361 0,369 0,359 
Game 7 0,339 0,324 0,366 0,385 0,330 
Average 0,377 0,364 0,407 0,398 0,384 
 
Tabel 5.25 Hasil Pengujian Lin Similarity pada Dataset 500 dokumen 
Dataset - Topik LDA LDA-TFIDF LDA-Glove LDA-Glove 0,7 BTM 
Edukasi 5 0,235 0,207 0,272 0,324 0,19 
Edukasi 7 0,249 0,21 0,284 0,275 0,239 
E-commerce 5 0,213 0,187 0,214 0,2 0,224 
E-commerce 7 0,155 0,156 0,228 0,187 0,216 
Game 5 0,178 0,153 0,177 0,194 0,178 
Game 7 0,171 0,158 0,186 0,199 0,146 
Average 0,200 0,179 0,227 0,230 0,199 
 
Tabel 5.26 Hasil Pengujian Path Similarity pada Dataset 500 dokumen 
Dataset - Topik LDA LDA-TFIDF LDA-Glove LDA-Glove 0,7 BTM 
Edukasi 5 0,201 0,174 0,218 0,217 0,162 
Edukasi 7 0,207 0,136 0,215 0,208 0,170 
E-commerce 5 0,166 0,172 0,176 0,187 0,174 
E-commerce 7 0,148 0,156 0,193 0,180 0,154 
Game 5 0,190 0,154 0,176 0,176 0,172 
Game 7 0,163 0,164 0,189 0,186 0,145 
Average 0,179 0,159 0,195 0,192 0,163 
 
Pada Tabel 5.26 terdapat 500 dokumen, metode pengujian path similarity 
sebagai penilaian informasi relasi semantik jalur terpendek antara hiponim dan 
hipernim, dan topik yang didapatkan dari penilaian manusia sebagai dasarnya. 
Tabel ini menunjukkan bahwa LDA-GloVe 0,7 memiliki nilai terbaik pada dataset 




terbaik pada dataset game dengan jumlah 5 topik. Metode LDA-GloVe memiliki 
nilai terbaik hampir di seluruh dataset lain. Metode ini juga memiliki nilai rata-rata 
terbaik dengan jumlah nilai 0,195. Nilai rata-rata path similarity yang kecil 
disebabkan oleh perbedaan jenis relasi semantik antar pengujian, namun metode 
yang diajukan masih memiliki nilai yang palin tinggi dibandingkan dengan metode 
lain. 
Selanjutnya, pada Tabel 5.27 terdapat 1000 dokumen, metode pengujian 
cosine similarity menggunakan word embedding GloVe, dan topik yang didapatkan 
dari penilaian manusia sebagai dasarnya. Tabel ini menunjukkan bahwa metode 
LDA-GloVe 0,7 memiliki nilai pengujian yang terbaik dari metode lain pada seluruh 
dataset yang diujikan. Hasil ini sama dengan tabel pengujian cosine similarity 
GloVe sebelumnya yang memiliki jumlah 500 dokumen. LDA-GloVe 0,7 juga 
memiliki nilai rata-rata terbaik dengan jumlah nilai 0,735, sedangkan LDA-GloVe 
memiliki nilai rata-rata terbaik kedua dengan jumlah nilai 0,675. Hal ini 
menunjukkan bahwa antara aspek dan topik memiliki nilai cosine similarity atau 
kesamaan kata yang baik. Hal ini terjadi karena pada saat proses aspect extraction 
terdapat proses perhitungan cosine similarity menggunakan GloVe sebagai word 
embedding, seperti pada pengujian sebelumnya diperlukan pengujian dengan 
word embedding lain, FastText, sebagai pembanding.  
Pada Tabel 5.28 terdapat 1000 dokumen, metode pengujian cosine similarity 
menggunakan word embedding FastText yang didapatkan dari Facebook, dan 
topik yang didapatkan dari penilaian manusia sebagai dasarnya. Tabel ini 
menunjukkan bahwa metode LDA-GloVe 0,7 masih mendominasi perolehan nilai 
terbaik pengujian, nilai tersebut didapatkan dari dataset e-commerce dan game. 
Sedangkan metode BTM memiliki nilai terbaik pada dataset edukasi. LDA-GloVe 
0,7 juga memiliki nilai rata-rata terbaik dengan jumlah nilai 0,48. Sementara 
metode LDA-GloVe memiliki nilai rata-rata sebesar 0,472. Angka ini tentu saja jauh 
di bawah dari nilai pengujian cosine similarity dengan GloVe sebagai word 
embedding. 
Pada Tabel 5.29 terdapat 1000 dokumen, metode pengujian word2vec 
menggunakkan word embedding yang dibuat oleh Google, dan topik yang 
didapatkan dari penilaian manusia sebagai dasarnya. Tabel ini menunjukkan 
bahwa metode LDA-GloVe 0,7 memiliki hasil pengujian yang paling baik dari 
metode lain pada seluruh dataset. Hasil tersebut memiliki nilai rata-rata terbaik 
sebesar 0,565. Sedangkan metode LDA-GloVe memiliki nilai rata-rata terbaik 
kedua dengan nilai sebesar 0,494. Hal ini membuktikan bahwa antara topik dan 
aspek-aspek memiliki persamaan nilai semantik kata yang tinggi pada metode 
yang diajukan. 
Tabel 5.27 Hasil Pengujian Cosine Similarity GloVe pada Dataset 1000 dokumen 
Dataset - Topik LDA LDA-TFIDF LDA-Glove LDA-Glove 0,7 BTM 
Edukasi 5 0,603 0,61 0,684 0,741 0,651 
Edukasi 7 0,585 0,568 0,689 0,721 0,63 




Dataset - Topik LDA LDA-TFIDF LDA-Glove LDA-Glove 0,7 BTM 
E-commerce 7 0,566 0,591 0,701 0,737 0,58 
Game 5 0,573 0,577 0,616 0,716 0,62 
Game 7 0,549 0,538 0,648 0,725 0,611 
Average 0,575 0,579 0,675 0,735 0,618 
 
Tabel 5.28 Hasil Pengujian Cosine Similarity FastText pada Dataset 1000 
dokumen 
Dataset - Topik LDA LDA-TFIDF LDA-Glove LDA-Glove 0,7 BTM 
Edukasi 5 0,47 0,45 0,489 0,491 0,503 
Edukasi 7 0,427 0,453 0,476 0,472 0,485 
E-commerce 5 0,429 0,429 0,482 0,505 0,437 
E-commerce 7 0,438 0,439 0,476 0,485 0,459 
Game 5 0,431 0,416 0,45 0,466 0,454 
Game 7 0,413 0,428 0,459 0,459 0,45 
Average 0,435 0,436 0,472 0,480 0,465 
 
Tabel 5.29 Hasil Pengujian Word2Vec pada Dataset 1000 dokumen 
Dataset - Topik LDA LDA-TFIDF LDA-Glove LDA-Glove 0,7 BTM 
Edukasi 5 0,482 0,464 0,505 0,568 0,541 
Edukasi 7 0,434 0,42 0,485 0,55 0,496 
E-commerce 5 0,376 0,402 0,518 0,595 0,414 
E-commerce 7 0,421 0,433 0,505 0,574 0,458 
Game 5 0,424 0,426 0,457 0,557 0,462 
Game 7 0,408 0,399 0,493 0,547 0,471 
Average 0,424 0,424 0,494 0,565 0,474 
 
 Pada Tabel 5.30 terdapat 1000 dokumen, metode pengujian wordnet, dan 
topik yang didapatkan dari penilaian manusia sebagai dasarnya. Tabel ini 
menunjukkan bahwa metode BTM memiliki hasil nilai pengujian tertinggi dari 
metode lain pada dataset edukasi dan e-commerce. Sedangkan LDA-GloVe 
memiliki nilai pengujian tertinggi sebesar 0,352 pada dataset game dengan jumlah 
5 topik dan LDA-GloVe 0,7 memiliki nilai pengujian paling tinggi pada dataset game 
dengan jumlah 7 topik sebesar 0,389. BTM juga memiliki nilai rata-rata tertinggi 
sebesar 0,416, sementara itu, metode LDA-GloVe 0,7 memiliki nilai rata-rata 
terbaik kedua sebesar 0,39. 
  Pada Tabel 5.31 terdapat 1000 dokumen, metode pengujian lin similarity 
sebagai penilaian informasi relasi semantik berdasarkan IC dari node secara 
spesifik, dan topik yang didapatkan dari penilaian manusia sebagai dasarnya. Tabel 
ini menunjukkan bahwa metode LDA-GloVe 0,7 memiliki nilai pengujian tertinggi 
pada dataset game dengan jumlah 7 topik saja, sedangkan LDA-GloVe memiliki 




pengujian tertinggi pada dataset edukasi dan e-commerce, sekaligus memiliki nilai 
rata-rata tertinggi yaitu sebesar 0,232. Sementara LDA-GloVe 0,7 memiliki nilai 
rata-rata pengujian tertinggi kedua sebesar 0,212. 
Tabel 5.30 Hasil Pengujian Wordnet pada Dataset 1000 dokumen 
Dataset - Topik LDA LDA-TFIDF LDA-Glove LDA-Glove 0,7 BTM 
Edukasi 5 0,433 0,448 0,462 0,494 0,549 
Edukasi 7 0,358 0,374 0,419 0,425 0,503 
E-commerce 5 0,3 0,353 0,347 0,355 0,375 
E-commerce 7 0,321 0,339 0,358 0,347 0,399 
Game 5 0,297 0,324 0,352 0,331 0,35 
Game 7 0,372 0,332 0,34 0,389 0,319 
Average 0,347 0,362 0,380 0,390 0,416 
 
Tabel 5.31 Hasil Pengujian Lin Similarity pada Dataset 1000 dokumen 
Dataset - Topik LDA LDA-TFIDF LDA-Glove LDA-Glove 0,7 BTM 
Edukasi 5 0,248 0,249 0,264 0,312 0,365 
Edukasi 7 0,138 0,19 0,235 0,228 0,295 
E-commerce 5 0,153 0,173 0,186 0,19 0,223 
E-commerce 7 0,167 0,165 0,2 0,184 0,231 
Game 5 0,112 0,152 0,17 0,166 0,145 
Game 7 0,167 0,146 0,166 0,19 0,131 
Average 0,164 0,179 0,204 0,212 0,232 
 
Tabel 5.32 Hasil Pengujian Path Similarity pada Dataset 1000 dokumen 
Dataset - Topik LDA LDA-TFIDF LDA-Glove LDA-Glove 0,7 BTM 
Edukasi 5 0,221 0,197 0,203 0,205 0,218 
Edukasi 7 0,158 0,193 0,192 0,193 0,206 
E-commerce 5 0,151 0,152 0,171 0,187 0,168 
E-commerce 7 0,18 0,172 0,185 0,176 0,2 
Game 5 0,149 0,15 0,181 0,167 0,162 
Game 7 0,173 0,154 0,171 0,171 0,149 
Average 0,1720 0,1697 0,1838 0,1832 0,1838 
 
Pada Tabel 5.32 terdapat 1000 dokumen, metode pengujian path similarity, 
dan topik yang didapatkan dari penilaian manusia sebagai dasarnya. Metode LDA 
memiliki nilai pengujian tertinggi pada dataset edukasi dengan jumlah 5 topik saja, 
sedangkan metode LDA-GloVe memiliki nilai pengujian tertinggi pada dataset 
game dengan jumlah 5 topik saja. Metode LDA-GloVe memiliki nilai pengujian 
tertinggi pada dataset e-commerce dengan jumlah 5 topik dan game dengan 
jumlah 7 topik. Sementara metode BTM memiliki nilai pengujian tertinggi pada 
dataset edukasi dan e-commerce dengan jumlah 7 topik. Untuk nilai rata-rata, 




yaitu 0,183. Angka ini tentu saja jauh di bawah dari nilai pengujian cosine similarity 
dengan GloVe sebagai word embedding. 
Selanjutnya, pada Tabel 5.33 terdapat 1500 dokumen, metode pengujian 
cosine similarity menggunakan word embedding GloVe, dan topik yang didapatkan 
dari penilaian manusia sebagai dasarnya. Tabel ini menunjukkan bahwa metode 
LDA-GloVe 0,7 memiliki nilai pengujian cosine similarity tertinggi daripada metode 
lain pada seluruh dataset. Seluruh hasil tersebut memiliki nilai rata-rata sebesar 
0,733. Sedangkan metode LDA-GloVe memiliki nilai rata-rata terbaik kedua 
sebesar 0,673. Hal ini menunjukkan bahwa antara aspek dan topik memiliki nilai 
cosine similarity atau kesamaan kata yang baik. Hal ini terjadi karena pada saat 
proses aspect extraction terdapat proses perhitungan cosine similarity 
menggunakan GloVe sebagai word embedding, seperti pada pengujian 
sebelumnya diperlukan pengujian dengan word embedding lain sebagai 
pembanding. 
Pada Tabel 5.34 terdapat 1500 dokumen, metode pengujian cosine similarity 
menggunakan word embedding FastText yang didapatkan dari Facebook, dan 
topik yang didapatkan dari penilaian manusia sebagai dasarnya. Tabel ini 
menunjukkan bahwa metode LDA-GloVe 0,7 memiliki nilai tertinggi daripada 
metode lain hampir di seluruh dataset kecuali game. Sedangkan metode BTM 
memiliki nilai pengujian tertinggi pada dataset game. Namun, nilai rata-rata 
pengujian tertinggi dimiliki oleh metode LDA-GloVe 0,7 dan LDA-GloVe dengan 
jumlah nilai 0,476. Angka ini tentu saja jauh di bawah dari nilai pengujian cosine 
similarity dengan GloVe sebagai word embedding dan hampir sama dengan dua 
pengujian sebelumnya dengan dokumen yang berbeda. 
Pada Tabel 5.35 terdapat 1500 dokumen, metode pengujian word2vec 
menggunakkan word embedding yang dibuat oleh Google, dan topik yang 
didapatkan dari penilaian manusia sebagai dasarnya. Di Tabel ini menunjukkan 
bahwa metode LDA-GloVe 0,7 memiliki hasil pengujian yang paling tinggi dari 
metode lain pada seluruh dataset. Selain itu, metode ini juga memiliki nilai rata-
rata yang paling tinggi dengan jumlah nilai 0,564.  Sedangkan metode LDA-GloVe 
memiliki nilai rata-rata tertinggi kedua dengan jumlah nilai 0,503. Hal ini 
membuktikan bahwa antara topik dan aspek-aspek memiliki persamaan nilai 
semantik kata yang tinggi pada metode yang diajukan. 
Tabel 5.33 Hasil Pengujian Cosine Similarity GloVe pada Dataset 1500 dokumen 
Dataset - Topik LDA LDA-TFIDF LDA-Glove LDA-Glove 0,7 BTM 
Edukasi 5 0,601 0,555 0,702 0,7680 0,632 
Edukasi 7 0,633 0,581 0,685 0,724 0,604 
E-commerce 5 0,59 0,598 0,686 0,747 0,652 
E-commerce 7 0,563 0,553 0,706 0,76 0,622 
Game 5 0,571 0,502 0,624 0,698 0,625 
Game 7 0,577 0,535 0,632 0,701 0,625 





Tabel 5.34 Hasil Pengujian Cosine Similarity FastText pada Dataset 1500 
dokumen 
Dataset - Topik LDA LDA-TFIDF LDA-Glove LDA-Glove 0,7 BTM 
Edukasi 5 0,458 0,435 0,501 0,5050 0,463 
Edukasi 7 0,465 0,461 0,481 0,491 0,479 
E-commerce 5 0,445 0,437 0,487 0,49 0,482 
E-commerce 7 0,44 0,418 0,489 0,498 0,463 
Game 5 0,41 0,389 0,444 0,441 0,453 
Game 7 0,421 0,391 0,455 0,432 0,459 
Average 0,440 0,422 0,476 0,476 0,467 
 
Tabel 5.35 Hasil Pengujian Word2Vec pada Dataset 1500 dokumen 
Dataset - Topik LDA LDA-TFIDF LDA-Glove LDA-Glove 0,7 BTM 
Edukasi 5  0,461 0,434 0,522 0,593 0,488 
Edukasi 7 0,446 0,449 0,532 0,586 0,459 
E-commerce 5 0,426 0,410 0,502 0,570 0,500 
E-commerce 7 0,402 0,387 0,517 0,600 0,477 
Game 5 0,408 0,355 0,460 0,528 0,474 
Game 7 0,414 0,363 0,487 0,505 0,473 
Average 0,426 0,400 0,503 0,564 0,479 
 
Pada Tabel 5.36 terdapat 1500 dokumen, metode pengujian wordnet, dan 
topik yang didapatkan dari penilaian manusia sebagai dasarnya. Tabel ini 
menunjukkan bahwa metode BTM memiliki nilai pengujian tertinggi pada dataset 
game dengan jumlah 5 topik dan e-commerce. Sedangkan LDA-GloVe memiliki 
nilai tertinggi pada dataset edukasi dengan jumlah 5 topik. Namun, antara BTM 
dan LDA-GloVe 0,7 memiliki nilai tertinggi yang sama sebesar 0,464 pada dataset 
edukasi dengan jumlah 7 topik. Selain itu, LDA-GloVe memiliki nilai pengujian 
tertinggi pada dataset game dengan jumlah 7 topik. Nilai rata-rata tertinggi 
dimiliki oleh BTM sebesar 0,404, angka ini tidak jauh dari nilai rata-rata LDA-GloVe 
yang mencapai 0,403. 
 Pada Tabel 5.37 terdapat 1500 dokumen, metode pengujian lin similarity 
sebagai penilaian informasi relasi semantik berdasarkan IC dari node secara 
spesifik, dan topik yang didapatkan dari penilaian manusia sebagai dasarnya. Tabel 
ini menunjukkan bahwa metode BTM memiliki nilai pengujian tertinggi pada pada 
hampir seluruh dataset, yaitu, game dengan jumlah 5 topik, edukasi dengan 
jumlah 7 topik, dan e-commerce. Sedangkan LDA-GloVe memiliki nilai pengujian 
tertinggi pada dataset edukasi dengan jumlah 5 topik saja. Selain itu, metode LDA-
GloVe memiliki nilai pengujian tertinggi pada dataset game dengan jumlah 7 topik 
saja. Metode BTM juga memiliki nilai rata-rata pengujian tertinggi sebesar 0,229. 




Pada Tabel 5.38 terdapat 1500 dokumen, metode pengujian path similarity, 
dan topik yang didapatkan dari penilaian manusia sebagai dasarnya. Tabel ini 
menunjukkan bahwa metode LDA-GloVe 0,7 memiliki nilai pengujian tertinggi 
pada dataset edukasi dan game dengan jumlah 5 topik. Sedangkan metode BTM 
memiliki nilai pengujian tertinggi pada dataset edukasi dengan jumlah 7 topik dan 
e-commerce. Selain itu, metode LDA-GloVe juga memiliki nilai tertinggi pada 
dataset game dengan jumlah 7 topik. Metode BTM memiliki nilai rata-rata 
tertinggi dengan jumlah nilai 0,194. 
Selanjutnya, pada Tabel 5.39 terdapat 500 dokumen, topik yang didapatkan 
dari perhitungan komputer sebagai dasarnya, dan metode pengujian cosine 
similarity yang menggunakan word embedding GloVe. Tabel ini menunjukkan 
bahwa metode LDA-GloVe 0,7 memiliki nilai pengujian cosine similarity tertinggi 
daripada metode lain pada seluruh dataset. Seluruh hasil tersebut memiliki nilai 
rata-rata sebesar 0,733, sedangkan LDA-GloVe memiliki nilai rata-rata terbaik 
kedua dengan jumlah nilai 0,647. Hasil ini sama dengan tabel pengujian cosine 
similarity GloVe sebelumnya yang memiliki jumlah 500 dokumen dan 
menggunakan penilaian manusia. Hal ini menunjukkan bahwa antara aspek dan 
topik memiliki nilai cosine similarity atau kesamaan kata dengan nilai yang tinggi. 
Hal ini terjadi karena pada saat proses aspect extraction terdapat proses 
perhitungan cosine similarity menggunakan GloVe sebagai word embedding, 
seperti pada pengujian sebelumnya diperlukan pengujian dengan word 
embedding lain, FastText, sebagai pembanding. 
Tabel 5.36 Hasil Pengujian Wordnet pada Dataset 1500 dokumen 
Dataset - Topik LDA LDA-TFIDF LDA-Glove LDA-Glove 0,7 BTM 
Edukasi 5 0,399 0,391 0,475 0,503 0,423 
Edukasi 7 0,422 0,412 0,402 0,464 0,464 
E-commerce 5 0,371 0,343 0,382 0,365 0,423 
E-commerce 7 0,399 0,331 0,389 0,391 0,415 
Game 5 0,341 0,347 0,35 0,321 0,351 
Game 7 0,363 0,332 0,378 0,372 0,345 
Average 0,383 0,359 0,396 0,403 0,404 
 
Tabel 5.37 Hasil Pengujian Lin Similarity pada Dataset 1500 dokumen 
Dataset - Topik LDA LDA-TFIDF LDA-Glove LDA-Glove 0,7 BTM 
Edukasi 5 0,177 0,189 0,278 0,3170 0,234 
Edukasi 7 0,235 0,22 0,212 0,257 0,277 
E-commerce 5 0,196 0,192 0,208 0,201 0,276 
E-commerce 7 0,219 0,159 0,223 0,219 0,247 
Game 5 0,172 0,159 0,164 0,168 0,172 
Game 7 0,17 0,147 0,191 0,186 0,169 





Tabel 5.38 Hasil Pengujian Path Similarity pada Dataset 1500 dokumen 
Dataset - Topik LDA LDA-TFIDF LDA-Glove LDA-Glove 0,7 BTM 
Edukasi 5 0,186 0,185 0,22 0,2230 0,195 
Edukasi 7 0,18 0,205 0,189 0,204 0,211 
E-commerce 5 0,193 0,186 0,19 0,193 0,205 
E-commerce 7 0,176 0,166 0,196 0,186 0,205 
Game 5 0,172 0,155 0,181 0,183 0,177 
Game 7 0,182 0,14 0,185 0,163 0,172 
Average 0,1815 0,1728 0,1935 0,1920 0,1942 
 
Pada Tabel 5.40 terdapat 500 dokumen, topik yang didapatkan dari 
perhitungan komputer sebagai dasarnya, dan metode pengujian cosine similarity 
yang menggunakan FastText sebagai word embedding. Tabel ini menunjukkan 
bahwa metode LDA-GloVe 0,7 memiliki nilai pengujian tertinggi daripada metode 
lain pada hampir di seluruh dataset, kecuali dataset game dengan jumlah 7 topik 
yang memiliki nilai tertinggi pada metode LDA-GloVe. LDA-GloVe 0,7 juga memiliki 
nilai rata-rata paling tinggi dengan jumlah nilai 0,465, sedangkan LDA-GloVe 
memiliki nilai rata-rata tertinggi kedua sebesar 0,445. Angka ini tentu saja jauh di 
bawah dari nilai pengujian cosine similarity dengan GloVe sebagai word 
embedding. 
Pada Tabel 5.41 terdapat 500 dokumen, topik yang didapatkan dari 
perhitungan komputer sebagai dasarnya, dan metode pengujian word2vec yang 
diperoleh dari Google sebagai word embedding. Tabel ini menunjukkan bahwa 
metode LDA-GloVe 0,7 memiliki hasil pengujian yang tertinggi dari metode lain 
pada seluruh dataset. Selain itu, metode ini juga memiliki nilai rata-rata yang 
paling tinggi dengan jumlah nilai 0,533.  Sedangkan metode LDA-GloVe memiliki 
nilai rata-rata tertinggi kedua dengan jumlah nilai 0,457. Hal ini membuktikan 
bahwa antara topik dan aspek-aspek memiliki persamaan nilai semantik kata yang 
baik pada metode yang diajukan, terutama LDA-GloVe 0,7. 
Tabel 5.39 Hasil Pengujian Cosine Similarity GloVe pada Dataset 500 dokumen 
berbasis Komputer 
Dataset - Topik LDA LDA-TFIDF LDA-Glove LDA-Glove 0,7 BTM 
Edukasi 5 0,605 0,581 0,685 0,739 0,638 
Edukasi 7 0,594 0,590 0,665 0,725 0,645 
E-commerce 5 0,589 0,540 0,594 0,748 0,603 
E-commerce 7 0,557 0,575 0,657 0,744 0,612 
Game 5 0,582 0,563 0,629 0,739 0,610 
Game 7 0,541 0,561 0,651 0,703 0,607 





Tabel 5.40 Hasil Pengujian Cosine Similarity FastText pada Dataset 500 
dokumen berbasis Komputer 
Dataset - Topik LDA LDA-TFIDF LDA-Glove LDA-Glove 0,7 BTM 
Edukasi 5 0,425 0,442 0,486 0,491 0,428 
Edukasi 7 0,416 0,422 0,467 0,487 0,449 
E-commerce 5 0,436 0,384 0,42 0,468 0,442 
E-commerce 7 0,41 0,413 0,431 0,464 0,436 
Game 5 0,41 0,368 0,422 0,457 0,391 
Game 7 0,366 0,378 0,446 0,42 0,418 
Average 0,411 0,401 0,445 0,465 0,427 
 
Tabel 5.41 Hasil Pengujian Word2Vec pada Dataset 500 dokumen berbasis 
Komputer 
Dataset - Topik LDA LDA-TFIDF LDA-Glove LDA-Glove 0,7 BTM 
Edukasi 5 0,423 0,464 0,521 0,543 0,448 
Edukasi 7 0,386 0,402 0,519 0,550 0,504 
E-commerce 5 0,428 0,369 0,417 0,552 0,459 
E-commerce 7 0,375 0,388 0,409 0,501 0,429 
Game 5 0,366 0,340 0,421 0,547 0,422 
Game 7 0,314 0,350 0,452 0,506 0,383 
Average 0,382 0,386 0,457 0,533 0,441 
 
     Pada Tabel 5.42 terdapat 500 dokumen, topik yang didapatkan dari 
perhitungan komputer sebagai dasarnya, dan metode pengujian wordnet. Tabel 
ini menunjukkan bahwa metode LDA-GloVe 0,7 memiliki nilai pengujian tertinggi 
pada hampir di seluruh dataset, kecuali dataset e-commerce yang memiliki nilai 
tertinggi pada metode BTM. LDA-GloVe 0,7 juga memiliki nilai rata-rata tertinggi 
sebesar 0,445. Angka ini tidak jauh dari nilai rata-rata BTM yang mencapai 0,443. 
Pada Tabel 5.43 terdapat 500 dokumen, topik yang didapatkan dari 
perhitungan komputer sebagai dasarnya, dan metode pengujian lin similarity 
sebagai penilaian informasi relasi semantik berdasarkan IC dari node secara 
spesifik. Tabel ini menunjukkan bahwa metode BTM memiliki nilai tertinggi pada 
sebagian besar dataset, seperti, edukasi dan game dengan jumlah 7 topik dan e-
commerce. Sedangkan metode LDA-GloVe 0,7 memiliki nilai pengujian tertinggi 
pada dataset edukasi dan game dengan jumlah 5 topik. Metode BTM juga memiliki 
nilai rata-rata pengujian tertinggi sebesar 0,259. Sedangkan LDA-GloVe 0,7 
memiliki nilai rata-rata di bawah metode BTM sebesar 0,255. 
Pada Tabel 5.44 terdapat 500 dokumen, topik yang didapatkan dari 
perhitungan komputer sebagai dasarnya, dan metode pengujian path similarity. 
Tabel ini menunjukkan bahwa metode LDA-GloVe memiliki nilai pengujian 
tertinggi pada dataset edukasi dan game dengan jumlah 7 topik. Sedangkan 




dan e-commerce dengan jumlah 7 topik, dan dataset game dengan jumlah 5 topik. 
Kemudian, metode BTM memiliki nilai pengujian tertinggi pada dataset e-
commerce dengan jumlah 5 topik. Untuk nilai rata-rata tertinggi pada pengujian 
ini dimiliki oleh metode LDA-GloVe 0,7 dengan jumlah nilai 0,204. Sedangkan LDA-
GloVe memiliki nilai rata-rata di bawah LDA-GloVe 0,7 sebesar 0,191. Angka ini 
tentu saja jauh di bawah dari nilai pengujian cosine similarity dengan GloVe 
sebagai word embedding. 
Tabel 5.42 Hasil Pengujian Wordnet pada Dataset 500 dokumen berbasis 
Komputer 
Dataset - Topik LDA LDA-TFIDF LDA-Glove LDA-Glove 0,7 BTM 
Edukasi 5 0,429 0,511 0,465 0,521 0,497 
Edukasi 7 0,429 0,408 0,483 0,487 0,478 
E-commerce 5 0,403 0,393 0,403 0,444 0,468 
E-commerce 7 0,396 0,388 0,383 0,400 0,430 
Game 5 0,372 0,368 0,390 0,405 0,383 
Game 7 0,378 0,361 0,399 0,412 0,403 
Average 0,401 0,405 0,421 0,445 0,443 
 
Tabel 5.43 Hasil Pengujian Lin Similarity pada Dataset 500 dokumen berbasis 
Komputer 
Dataset - Topik LDA LDA-TFIDF LDA-Glove LDA-Glove 0,7 BTM 
Edukasi 5 0,186 0,21 0,276 0,304 0,276 
Edukasi 7 0,21 0,2 0,278 0,275 0,301 
E-commerce 5 0,231 0,198 0,216 0,27 0,287 
E-commerce 7 0,158 0,2 0,228 0,246 0,267 
Game 5 0,146 0,173 0,18 0,228 0,21 
Game 7 0,17 0,17 0,211 0,207 0,213 
Average 0,184 0,192 0,232 0,255 0,259 
 
Tabel 5.44 Hasil Pengujian Path Similarity pada Dataset 500 dokumen berbasis 
Komputer 
Dataset - Topik LDA LDA-TFIDF LDA-Glove LDA-Glove 0,7 BTM 
Edukasi 5 0,172 0,192 0,231 0,22 0,184 
Edukasi 7 0,17 0,166 0,208 0,208 0,193 
E-commerce 5 0,183 0,157 0,181 0,21 0,22 
E-commerce 7 0,175 0,175 0,164 0,199 0,192 
Game 5 0,163 0,167 0,177 0,206 0,148 
Game 7 0,149 0,166 0,182 0,18 0,153 
Average 0,169 0,171 0,191 0,204 0,182 
 
Selanjutnya, pada Tabel 5.45 terdapat 1000 dokumen, topik yang didapatkan 




similarity yang menggunakan word embedding GloVe. Tabel ini menunjukkan 
bahwa metode LDA-GloVe 0,7 memiliki nilai pengujian cosine similarity tertinggi 
daripada metode lain pada seluruh dataset. Sedangkan seluruh hasil tersebut 
memiliki nilai rata-rata sebesar 0,701. Sementara itu metode LDA-GloVe memiliki 
nilai rata-rata di bawah nilai LDA-GloVe 0,7 sebesar 0,648. Hasil ini sama dengan 
tabel pengujian cosine similarity GloVe sebelumnya yang memiliki jumlah 1000 
dokumen dan menggunakan penilaian manusia. Hal ini menunjukkan bahwa 
antara aspek dan topik memiliki nilai cosine similarity atau kesamaan kata dengan 
nilai yang tinggi. Hal ini terjadi karena pada saat proses aspect extraction terdapat 
proses perhitungan cosine similarity menggunakan GloVe sebagai word 
embedding, seperti pada pengujian sebelumnya diperlukan pengujian dengan 
word embedding lain sebagai pembanding. 
Pada Tabel 5.46 terdapat 1000 dokumen, topik yang didapatkan dari 
perhitungan komputer sebagai dasarnya, dan metode pengujian cosine similarity 
yang menggunakan FastText sebagai word embedding. Tabel ini menunjukkan 
bahwa metode LDA-GloVe memiliki nilai pengujian tertinggi pada dataset e-
commerce dengan jumlah 5 topik dan edukasi. Sedangkan metode LDA-GloVe 0,7 
memiliki nilai pengujian tertinggi pada dataset game dengan jumlah 5 topik dan e-
commerce dengan jumlah 7 topik. Selain itu, metode BTM memiliki nilai pengujian 
tertinggi pada dataset game dengan jumlah 7 topik. Untuk nilai rata-rata, metode 
LDA-GloVe 0,7 memiliki nilai tertinggi dengan jumlah nilai 0,447, diikuti oleh LDA-
GoVe dengan jumlah nilai 0,444. Angka ini tentu saja jauh di bawah dari nilai 
pengujian cosine similarity dengan GloVe sebagai word embedding. 
Pada Tabel 5.47 terdapat 1000 dokumen, topik yang didapatkan dari 
perhitungan komputer sebagai dasarnya, dan metode pengujian word2vec yang 
diperoleh dari Google sebagai word embedding. Tabel ini menunjukkan bahwa 
metode LDA-GloVe 0,7 memiliki hasil pengujian yang paling baik dari metode lain 
pada seluruh dataset. Hasil tersebut memiliki nilai rata-rata tertinggi sebesar 
0,524. Sedangkan metode BTM memiliki nilai rata-rata terbaik kedua dengan nilai 
sebesar 0,458. Hal ini membuktikan bahwa antara topik dan aspek-aspek memiliki 
persamaan nilai semantik kata yang tinggi pada metode yang diajukan, terutama 
LDA-GloVe 0,7. 
Tabel 5.45 Hasil Pengujian Cosine Similarity GloVe pada Dataset 1000 dokumen 
berbasis Komputer 
Dataset - Topik LDA LDA-TFIDF LDA-Glove LDA-Glove 0,7 BTM 
Edukasi 5 0,595 0,63 0,6429 0,691 0,644 
Edukasi 7 0,577 0,565 0,663 0,709 0,655 
E-commerce 5 0,562 0,604 0,703 0,696 0,608 
E-commerce 7 0,553 0,563 0,642 0,737 0,576 
Game 5 0,572 0,579 0,622 0,706 0,617 
Game 7 0,564 0,574 0,62 0,669 0,639 





Tabel 5.46 Hasil Pengujian Cosine Similarity FastText pada Dataset 1000 
dokumen berbasis Komputer 
Dataset - Topik LDA LDA-TFIDF LDA-Glove LDA-Glove 0,7 BTM 
Edukasi 5 0,429 0,454 0,473 0,461 0,464 
Edukasi 7 0,422 0,412 0,469 0,453 0,459 
E-commerce 5 0,413 0,426 0,469 0,439 0,425 
E-commerce 7 0,411 0,417 0,421 0,454 0,421 
Game 5 0,400 0,378 0,412 0,464 0,422 
Game 7 0,405 0,404 0,419 0,408 0,425 
Average 0,413 0,415 0,444 0,447 0,436 
 
Tabel 5.47 Hasil Pengujian Word2Vec pada Dataset 1000 dokumen berbasis 
Komputer 
Dataset - Topik LDA LDA-TFIDF LDA-Glove LDA-Glove 0,7 BTM 
Edukasi 5 0,423 0,448 0,507 0,546 0,514 
Edukasi 7 0,397 0,379 0,505 0,557 0,504 
E-commerce 5 0,385 0,421 0,480 0,513 0,421 
E-commerce 7 0,367 0,358 0,400 0,538 0,428 
Game 5 0,380 0,328 0,412 0,521 0,418 
Game 7 0,363 0,402 0,438 0,471 0,465 
Average 0,386 0,389 0,457 0,524 0,458 
 
Pada Tabel 5.48 terdapat 1000 dokumen, metode pengujian wordnet, dan 
topik yang didapatkan dari perhitungan komputer sebagai dasarnya. Tabel ini 
menunjukkan bahwa metode BTM memiliki nilai pengujian tertinggi hampir di 
seluruh dataset kecuali dataset game. LDA-GloVe memiliki nilai pengujian tertinggi 
pada dataset game dengan jumlah 5 topik, sedangkan LDA-GloVe 0,7 memiliki nilai 
pengujian tertinggi pada dataset game dengan jumlah 7 topik. Pada pengujian ini, 
metode BTM juga memiliki nilai rata-rata tertinggi dengan jumlah nilai 0,463, 
sedangkan LDA-GloVe 0,7 memiliki nilai rata-rata tertinggi kedua sebesar 0,432. 
Pada Tabel 5.49 terdapat 1000 dokumen, topik yang didapatkan dari 
perhitungan komputer sebagai dasarnya, dan metode pengujian lin similarity 
sebagai penilaian informasi relasi semantik berdasarkan IC dari node secara 
spesifik. Tabel ini menunjukkan bahwa metode BTM memiliki nilai pengujian 
tertinggi hampir di seluruh dataset kecuali dataset game dengan jumlah 5 topik 
yang nilai tertingginya dimiliki oleh metode LDA-GloVe 0,7. Selain itu, metode BTM 
juga memiliki nilai rata-rata pengujian tertinggi dengan jumlah nilai sebesar 0,275 
diikuti oleh metode LDA-GloVe 0,7 yang memiliki nilai sebesar 0,245. 
Pada Tabel 5.50 terdapat 1000 dokumen, topik yang didapatkan dari 
perhitungan komputer sebagai dasarnya, dan metode pengujian path similarity. 
Tabel ini menunjukkan bahwa metode LDA-GloVe 0,7 memiliki nilai pengujian 




metode LDA-GloVe memiliki nilai tertinggi pada dataset game dengan jumlah 7 
topik. Sementara itu, metode BTM memiliki nilai pengujian tertinggi pada dataset 
e-commerce. Selain itu, LDA-GloVe dan LDA-GloVe 0,7 juga memiliki nilai rata-rata 
tertinggi yang sama dengan jumlah nilai sebesar 0,187. Angka ini tentu saja jauh 
di bawah dari nilai pengujian cosine similarity dengan GloVe sebagai word 
embedding. 
Tabel 5.48 Hasil Pengujian Wordnet pada Dataset 1000 dokumen berbasis 
Komputer 
Dataset - Topik LDA LDA-TFIDF LDA-Glove LDA-Glove 0,7 BTM 
Edukasi 5 0,468 0,479 0,491 0,522 0,597 
Edukasi 7 0,433 0,436 0,480 0,482 0,498 
E-commerce 5 0,351 0,380 0,383 0,392 0,445 
E-commerce 7 0,355 0,357 0,360 0,412 0,459 
Game 5 0,395 0,379 0,398 0,376 0,398 
Game 7 0,418 0,380 0,397 0,406 0,383 
Average 0,403 0,402 0,418 0,432 0,463 
 
Tabel 5.49 Hasil Pengujian Lin Similarity pada Dataset 1000 dokumen berbasis 
Komputer 
Dataset - Topik LDA LDA-TFIDF LDA-Glove LDA-Glove 0,7 BTM 
Edukasi 5 0,257 0,297 0,291 0,322 0,403 
Edukasi 7 0,218 0,220 0,288 0,279 0,308 
E-commerce 5 0,180 0,213 0,218 0,230 0,268 
E-commerce 7 0,168 0,196 0,210 0,246 0,276 
Game 5 0,172 0,171 0,186 0,209 0,190 
Game 7 0,203 0,166 0,196 0,185 0,207 
Average 0,200 0,211 0,232 0,245 0,275 
 
Tabel 5.50 Hasil Pengujian Path Similarity pada Dataset 1000 dokumen berbasis 
Komputer 
Dataset - Topik LDA LDA-TFIDF LDA-Glove LDA-Glove 0,7 BTM 
Edukasi 5 0,164 0,202 0,201 0,203 0,184 
Edukasi 7 0,162 0,161 0,217 0,196 0,187 
E-commerce 5 0,169 0,175 0,187 0,184 0,19 
E-commerce 7 0,158 0,164 0,18 0,185 0,204 
Game 5 0,161 0,154 0,166 0,192 0,154 
Game 7 0,169 0,154 0,173 0,165 0,164 
Average 0,1638 0,1683 0,1873 0,1875 0,1805 
 
Selanjutnya, pada Tabel 5.51 terdapat 1500 dokumen, topik yang didapatkan 
dari perhitungan komputer sebagai dasarnya, dan metode pengujian cosine 




bahwa metode LDA-GloVe 0,7 mempunyai nilai pengujian cosine similarity 
tertinggi daripada metode lain di seluruh dataset yang diuji. Sedangkan seluruh 
hasil tersebut memiliki nilai rata-rata dengan jumlah sebesar 0,714. Sedangkan 
metode LDA-GloVe memiliki nilai rata-rata di bawah nilai LDA-GloVe 0,7 sebesar 
0,648. Hasil ini sama dengan tabel pengujian cosine similarity GloVe sebelumnya 
yang memiliki jumlah 1000 dokumen dan menggunakan perhitungan komputer. 
Hal ini menunjukkan bahwa antara aspek dan topik memiliki nilai cosine similarity 
atau kesamaan kata dengan nilai yang tinggi. Hal ini terjadi karena pada saat 
proses aspect extraction terdapat proses perhitungan cosine similarity 
menggunakan GloVe sebagai word embedding, seperti pada pengujian 
sebelumnya diperlukan pengujian dengan word embedding lain sebagai 
pembanding. 
Pada Tabel 5.52 terdapat 1500 dokumen, topik yang didapatkan dari 
perhitungan komputer sebagai dasarnya, dan metode pengujian cosine similarity 
yang menggunakan FastText yang didapatkan dari Facebook sebagai word 
embedding. Tabel ini menunjukkan bahwa metode LDA-GloVe 0,7 mempunyai 
nilai pengujian tertinggi hampir di seluruh dataset yang diuji, kecuali dataset e-
commerce dengan jumlah 5 topik. Dataset ini memiliki nilai tertinggi pada metode 
LDA-GloVe. Selain itu, LDA-GloVe 0,7 juga memiliki nilai rata-rata tertinggi dengan 
jumlah nilai sebesar 0,468, sedangkan LDA-GloVe mempunyai nilai rata-rata di 
bawah nilai LDA-GloVe 0,7 sebesar 0,45. Angka ini tentu saja jauh di bawah dari 
nilai pengujian cosine similarity dengan GloVe sebagai word embedding dan 
hampir sama dengan dua pengujian sebelumnya dengan dokumen yang berbeda. 
Pada Tabel 5.53 terdapat 1500 dokumen, topik yang didapatkan dari 
perhitungan komputer sebagai dasarnya, dan metode pengujian word2vec yang 
diperoleh dari Google sebagai word embedding. Tabel ini menunjukkan bahwa 
metode LDA-GloVe 0,7 memiliki hasil pengujian yang paling tinggi dari metode lain 
pada seluruh dataset yang diuji. Hasil tersebut memiliki nilai rata-rata tertinggi 
sebesar 0,542. Sedangkan metode LDA-GloVe mempunyai nilai rata-rata di bawah 
nilai LDA-GloVe 0,7 dengan jumlah nilai sebesar 0,473. Hal ini membuktikan bahwa 
antara topik dan aspek-aspek memiliki persamaan nilai semantik kata yang tinggi 
pada metode yang diajukan, terutama LDA-GloVe 0,7. 
Tabel 5.51 Hasil Pengujian Cosine Similarity GloVe pada Dataset 1500 dokumen 
berbasis Komputer 
Dataset - Topik LDA LDA-TFIDF LDA-Glove LDA-Glove 0,7 BTM 
Edukasi 5 0,601 0,555 0,702 0,768 0,632 
Edukasi 7 0,633 0,581 0,685 0,724 0,604 
E-commerce 5 0,590 0,598 0,686 0,747 0,652 
E-commerce 7 0,563 0,553 0,706 0,760 0,622 
Game 5 0,571 0,502 0,624 0,698 0,625 
Game 7 0,577 0,535 0,632 0,701 0,625 





Tabel 5.52 Hasil Pengujian Cosine Similarity FastText pada Dataset 1500 
dokumen berbasis Komputer 
Dataset - Topik LDA LDA-TFIDF LDA-Glove LDA-Glove 0,7 BTM 
Edukasi 5 0,458 0,435 0,501 0,505 0,463 
Edukasi 7 0,465 0,461 0,481 0,491 0,479 
E-commerce 5 0,445 0,437 0,487 0,490 0,482 
E-commerce 7 0,440 0,418 0,489 0,498 0,463 
Game 5 0,410 0,389 0,444 0,441 0,453 
Game 7 0,421 0,391 0,455 0,432 0,459 
Average 0,409 0,407 0,450 0,468 0,432 
 
Tabel 5.53 Hasil Pengujian Word2Vec pada Dataset 1500 dokumen berbasis 
Komputer 
Dataset - Topik LDA LDA-TFIDF LDA-Glove LDA-Glove 0,7 BTM 
Edukasi 5 0,461 0,434 0,522 0,593 0,488 
Edukasi 7 0,446 0,449 0,532 0,586 0,459 
E-commerce 5 0,426 0,410 0,502 0,570 0,500 
E-commerce 7 0,402 0,387 0,517 0,600 0,477 
Game 5 0,408 0,355 0,460 0,528 0,474 
Game 7 0,414 0,363 0,487 0,505 0,473 
Average 0,371 0,381 0,473 0,542 0,433 
 
Pada Tabel 5.54 terdapat 1500 dokumen, metode pengujian wordnet, dan 
topik yang didapatkan dari perhitungan komputer sebagai dasarnya. Tabel ini 
menunjukkan bahwa metode LDA-GloVe 0,7 mempunyai nilai pengujian tertinggi 
pada dataset e-commerce dan game dengan jumlah 7 topik dan edukasi dengan 
jumlah 5 topik. Sedangkan metode LDA-GloVe mempunyai nilai tertinggi pada 
dataset game dengan jumlah 5 topik. Selain itu, metode BTM juga memiliki nilai 
pengujian tertinggi pada dataset e-commerce dengan jumlah 5 topik dan edukasi 
dengan jumlah 7 topik. Walaupun jumlah nilai pengujian tertinggi bervariasi, 
metode LDA-GloVe 0,7 masih mempunyai nilai rata-rata pengujian tertinggi 
sebesar 0,45. Sedangkan metode BTM memiliki nilai rata-rata tertinggi kedua 
sebesar 0,442. 
Pada Tabel 5.55 terdapat 1500 dokumen, topik yang didapatkan dari 
perhitungan komputer sebagai dasarnya, dan metode pengujian lin similarity 
sebagai penilaian informasi relasi semantik berdasarkan IC dari node secara 
spesifik. Tabel ini menunjukkan bahwa metode LDA-GloVe 0,7 mempunyai nilai 
pengujian tertinggi pada dataset e-commerce dengan jumlah 7 topik dan game. 
Sedangkan metode BTM memiliki nilai pengujian paling tinggi pada dataset e-
commerce dengan jumlah 5 topik dan edukasi. Untuk nilai rata-rata pengujian, 
metode LDA-GloVe memiliki nilai tertinggi sebesar 0,27. Sedangkan BTM 




Tabel 5.54 Hasil Pengujian Wordnet pada Dataset 1500 dokumen berbasis 
Komputer 
Dataset - Topik LDA LDA-TFIDF LDA-Glove LDA-Glove 0,7 BTM 
Edukasi 5 0,471 0,438 0,503 0,523 0,511 
Edukasi 7 0,471 0,435 0,450 0,471 0,530 
E-commerce 5 0,375 0,385 0,410 0,418 0,439 
E-commerce 7 0,394 0,379 0,437 0,493 0,425 
Game 5 0,380 0,368 0,392 0,391 0,371 
Game 7 0,361 0,403 0,404 0,406 0,378 
Average 0,409 0,401 0,433 0,450 0,442 
 
Tabel 5.55 Hasil Pengujian Lin Similarity pada Dataset 1500 dokumen berbasis 
Komputer 
Dataset - Topik LDA LDA-TFIDF LDA-Glove LDA-Glove 0,7 BTM 
Edukasi 5 0,255 0,280 0,290 0,328 0,331 
Edukasi 7 0,272 0,246 0,265 0,274 0,342 
E-commerce 5 0,204 0,213 0,232 0,257 0,272 
E-commerce 7 0,201 0,182 0,265 0,339 0,246 
Game 5 0,180 0,161 0,181 0,209 0,170 
Game 7 0,172 0,196 0,206 0,214 0,202 
Average 0,214 0,213 0,240 0,270 0,261 
 
Tabel 5.56  Hasil Pengujian Path Similarity pada Dataset 1500 dokumen 
berbasis Komputer 
Dataset - Topik LDA LDA-TFIDF LDA-Glove LDA-Glove 0,7 BTM 
Edukasi 5 0,185 0,191 0,207 0,210 0,199 
Edukasi 7 0,199 0,177 0,184 0,211 0,181 
E-commerce 5 0,195 0,191 0,206 0,196 0,214 
E-commerce 7 0,167 0,178 0,201 0,211 0,196 
Game 5 0,184 0,168 0,167 0,183 0,158 
Game 7 0,153 0,154 0,171 0,174 0,165 
Average 0,181 0,177 0,189 0,198 0,186 
   
Pada Tabel 5.56 terdapat 1500 dokumen, topik yang didapatkan dari 
perhitungan komputer sebagai dasarnya, dan metode pengujian path similarity. 
Tabel ini menunjukkan bahwa nilai pengujian metode LDA-GloVe 0,7 unggul di 
antara nilai metode lain hampir di seluruh dataset yang diuji. Sedangkan metode 
BTM memiliki nilai tertinggi pada dataset e-commerce dengan jumlah 5 topik. 
Untuk nilai rata-rata pengujian tertinggi dimiliki oleh metode yang diajukan, yaitu, 
LDA-GloVe 0,7 dan LDA-GloVe dengan jumlah nilai masing-masing 0,198 dan 
0,189. Angka ini tentu saja jauh di bawah dari nilai pengujian cosine similarity 




5.7 Pengujian Aspect Category Detection 
Pada pengujian Aspect Category Detection, penulis menggunakan metode 
pengujian F1-Score untuk klasterisasi. Pada pengujian ini penulis membandingkan 
pelabelan topik yang dilakukan melalui matriks sentences similarity dengan 
pelabelan topik yang dilakukan dengan metode K-means dan human annotation. 
Untuk efektifitas penelitian penulis hanya mengambil beberapa sampel, dataset 
yang diuji adalah dataset edukasi, e-commerce, dan game dengan jumlah 500 
dokumen. Kita juga menggunakan jumlah topik sebanyak 5 sebagai parameter 
pengujiannya. Tabel 5.57 merupakan tabel pengujian aspect category detection 
dengan dataset edukasi. Pada Tabel 5.58 merupakan tabel pengujian dengan 
dataset e-commerce. Sedangkan Tabel 5.59 merupakan tabel pengujian dengan 
dataset game. 
Tabel 5.57 Hasil Pengujian Aspect Category Detection Dataset Edukasi 
Iterasi K-means Human 
1 1 0,828 
2 0,792 0,655 
3 0,736 0,614 
4 0,694 0,588 
5 0,652 0,56 
6 0,633 0,542 
7 0,622 0,533 
8 0,615 0,528 
9 0,61 0,523 
10 0,601 0,52 
11 0,59 0,509 
12 0,584 0,504 
13 0,579 0,499 
Tabel 5.58 Hasil Pengujian Aspect Category Detection Dataset E-commerce 
Iterasi K-means Human 
1 1 0,687 
2 0,813 0,583 
3 0,75 0,544 
4 0,705 0,526 
5 0,671 0,501 
6 0,626 0,467 
7 0,604 0,452 
8 0,588 0,448 
9 0,571 0,44 
10 0,565 0,436 
11 0,557 0,427 
12 0,539 0,414 





Tabel 5.59 Hasil Pengujian Aspect Category Detection Dataset Game 
Iterasi K-means Human 
1 1 0,31 
2 0,712 0,311 
3 0,569 0,276 
4 0,519 0,242 
5 0,443 0,202 
6 0,419 0,192 
7 0,418 0,198 
8 0,408 0,196 
9 0,404 0,183 
10 0,383 0,178 
11 0,379 0,179 
12 0,382 0,184 
13 0,376 0,186 
   
 Tabel 5.57 menunjukkan bahwa terdapat 13 iterasi dari jarak nilai 1 sampai 
13. Nilai pengujian tertinggi pada kolom pengujian yang dilakukan dengan metode 
K-means adalah 1 pada iterasi pertama, sedangkan nilai pengujian terendah 
sebesar 0,579 pada iterasi ke-13. Pada pengujian dengan parameter penilaian 
manusia terdapat nilai pengujian tertinggi sebesar 0,828 pada iterasi pertama. 
Sedangkan nilai pengujian terendah sebesar 0,499 pada iterasi ke-13. 
Pada Tabel 5.58 terdapat 13 iterasi dari jarak nilai 1 sampai 13. Tabel ini 
menunjukkan bahwa kolom pengujian yang dilakukan metode K-means memiliki 
nilai tertinggi pada iterasi 1 dengan nilai sebesar 1. Sedangkan nilai terendah 
terdapat pada iterasi ke-13 dengan nilai sebesar 0,525. Pada kolom pengujian 
dengan parameter penilaian manusia terdapat nilai pengujian tertinggi sebesar 
0,687 pada iterasi pertama. Sedangkan nilai pengujian terendah terdapat pada 
iterasi ke-13 dengan nilai sebesar 0,402. 
Pada Tabel 5.59 terdapat 13 iterasi dari jarak nilai 1 sampai 13. Tabel ini 
menunjukkan bahwa kolom pengujian yang dilakukan pendekatan K-means 
memiliki nilai tertinggi dengan nilai sebesar 1 pada iterasi pertama. Sedangkan 
nilai terendah terdapat pada iterasi ke-13 dengan nilai sebesar 0,376. Pada kolom 
pengujian dengan parameter penilaian manusia terdapat nilai pengujian tertinggi 
pada iterasi kedua dengan nilai sebesar 0,311. Sedangkan nilai pengujian terendah 
terdapat pada iterasi ke-13 dengan nilai sebesar 0,186. 
5.8 Pengujian Sentiment Polarity 
Pada pengujian Sentiment Polarity, penulis menggunakan metode pengujian 
performance atau kinerja yang terdiri dari tingkat akurasi, presisi, dan F1-Score. 
Terdapat dua jenis pengujian performance, yaitu, seleksi fitur berdasarkan TF-IDF 




embedding GloVe. Pada saat pengujian kita membandingkan metode yang 
diajukan, yaitu, LDA-GloVe 0,7 dengan beberapa metode dasar, yaitu, 
a. Naïve Bayes, sebuah metode klasifikasi yang menggunakan metode 
probabilitas dan statistik yang mampu memprediksi peluang masa 
depan berdasarkan pengalaman sebelumnya. Klasifikasi ini terbukti 
efektif dan populer digunakan dalam tugas klasifikasi teks. Ciri utama 
Naïve Bayes adalah independensi yang kuat dari masing-masing kondisi 
atau kejadian. 
b. SVM (Support Vector Machine), metode klasifikasi dalam supervised 
learning yang menggunakan model linier sebagai decision boundary. 
SVM digunakan untuk mencari hyperplane terbaik dan memaksimalkan 
jarak antar kelas.   
c. Decision Tree, sebuah model dalam pendekatan machine learning atau 
statistika yang menggunakan struktur pohon atau struktur yang 
berhirarki. Pohon keputusan diwakili oleh model prediktif, beralih dari 
suatu item yang diwakili oleh cabang, ke kesimpulan tentang nilai target 
item yang diwakili oleh daun. 
Kemudian, kita membandingkan metode yang diajukan, LDA-GloVe dengan 
metode dasar. Kita menggunakan dataset edukasi, e-commerce, dan game, 
dengan jumlah beberapa topik, yaitu, 500, 1000, 1500, dan 2500. Pada tabel 5.60 
memiliki jumlah 500 dokumen, tabel 5.61 memiliki jumlah 1000 dokumen, tabel 
5.62 memiliki jumlah 1500 dokumen, sedangkan tabel 5.63 mempunyai 2500 
dokumen. Pada tabel tersebut LDA-GloVe 0,7 tidak mempunyai hasil pengujian 
berdasarkan TF-IDF karena pada prosesnya pendekatan tersebut tidak digunakan. 
Untuk jumlah label, angka 0 mendeskripsikan review pada dokumen bersifat 
negatif, sedangkan angka 1 mendeskripsikan review pada dokumen bersifat 
positif. Angka tersebut berasal dari nilai rating pada review dokumen dengan skala 
1 sampai dengan 5. Angka 1 sampai 3 menandakan review negatif, sedangkan 
angka 4 dan 5 menandakan review positif. 
Pada Tabel 5.60 menunjukkan bahwa pada dataset edukasi jumlah label positif 
lebih besar daripada label negatif dengan perbandingan 445 dan 55. Pada 
pengujian dengan seleksi fitur TF-IDF, metode SVM mempunyai nilai akurasi 
tertinggi dengan jumlah nilai 0,89. Namun metode tersebut memiliki nilai presisi 
dan F1-Score yang rendah, kedua nilai tersebut dimiliki oleh metode Decision Tree 
sebesar 0,6. Pada pengujian dengan GloVe, metode SVM juga memiliki nilai 
akurasi tertinggi sebesar 0,87. Namun nilai presisi dan F1-Score pada pengujian 
tersebut memiliki nilai yang rendah pada hampir setiap metode. Pada dataset e-
commerce jumlah label positif juga lebih besar daripada label negatif dengan 
perbandingan 389 dan 111. Pada pengujian TF-IDF, metode SVM memiliki nilai 
akurasi dan presisi yang tinggi, namun memiliki F1-Score yang rendah, sementara 
itu, nilai F1-Score tertinggi dimiliki oleh metode Decision Tree. Selain itu, pada 
pengujian dengan GloVe, metode SVM memiliki nilai akurasi tertinggi sebesar 
0,75, namun memiliki nilai presisi dan F1-Score. Sedangkan metode LDA-GloVe 0,7 




positif juga lebih besar daripada label negatif dengan perbandingan 380 dan 120. 
Pada pengujian dengan seleksi fitur TF-IDF, metode Decision Tree memiliki nilai 
akurasi tertinggi sebesar 0,79. Sedangkan presisi dan F1-Score memiliki nilai yang 
rendah bahkan di setiap metode. Sementara itu, pada pengujian GloVe, metode 
SVM mempunyai nilai akurasi terbaik sebesar 0,75, sedangkan LDA-GloVe 0,7 
memiliki nilai terbaik kedua dengan jumlah nilai 0,73. Sedangkan pada setiap 
metode mencatatkan nilai presisi dan F1-Score yang rendah. 
Pada Tabel 5.61 menunjukkan bahwa pada dataset edukasi jumlah label positif 
masih lebih besar daripada label negatif dengan perbandingan 892 dan 108. Pada 
pengujian dengan seleksi fitur TF-IDF, metode SVM mempunyai nilai akurasi dan 
presisi tertinggi sebesar 0,87 dan 0,69. Sedangkan nilai F1-Score memiliki nilai yang 
rendah di setiap metode. Sementara itu pada pengujian GloVe, metode SVM juga 
mempunyai nilai akurasi tertinggi sebesar 0,87. Sedangkan metode Decision Tree 
mempunyai nilai presisi dan F1-Score tertinggi yaitu, 0,63 dan 0,6, sementara itu 
LDA-GloVe 0,7 hanya bisa memiliki nilai akurasi yang tinggi sebesar 0,74. Pada 
dataset e-commerce jumlah label positif juga lebih besar daripada label negatif 
dengan perbandingan 773 dan 227. Pada pengujian TF-IDF, metode SVM 
mempunyai nilai akurasi dan presisi tertinggi sebesar 0,83 dan 0,75, sedangkan 
nilai F1-Score tertinggi dimiliki oleh metode Decision Tree. Untuk nilai akurasi pada 
pengujian dengan word embedding GloVe, metode SVM memiliki nilai tertinggi 
sebesar 0,8 sedangkan metode LDA-GloVe 0,7 hanya mencatatkan nilai sebesar 
0,7. Sedangkan nilai presisi dan F1-Score mencatatkan nilai yang rendah sebesar 
kurang dari 0,6 pada setiap metode. Pada dataset game jumlah label positif juga 
lebih besar daripada label negatif dengan perbandingan 680 dan 320. Pada 
pengujian dengan seleksi fitur TF-IDF, metode SVM memiliki nilai akurasi, presisi, 
dan F1-Score tertinggi dengan nilai masing-masing 0,78, 0,78, dan 0,71. Sementara 
itu, pada pengujian GloVe nilai akurasi tertinggi dimiliki oleh metode SVM dan 
Decision Tree sebesar 0,68. Selain itu, Decision Tree juga memiliki skor tertinggi 
pada nilai presisi dan F1-Score, sedangkan metode LDA-GloVe 0,7 hanya 
mencatatkan nilai akurasi sebesar 0,61 dengan nilai presisi dan F1-Score yang 
rendah. 




Prec. F1-Score Acc. Prec. F1-Score Acc. 
Edukasi 
SVM 0,44 0,47 0,89 0,44 0,47 0,87 
Decision Tree 0,6 0,6 0,84 0,47 0,47 0,79 
Naïve Bayes 0,54 0,46 0,55 0,49 0,47 0,68 
LDA-GloVe 0,7 - - - 0,48 0,46 0,69 
E-Commerce 
SVM 0,74 0,62 0,79 0,63 0,5 0,75 
Decision Tree 0,69 0,65 0,77 0,5 0,5 0,66 
Naïve Bayes 0,57 0,57 0,63 0,58 0,58 0,68 
LDA-GloVe 0,7       0,55 0,53 0,73 






Prec. F1-Score Acc. Prec. F1-Score Acc. 
Decision Tree 0,56 0,52 0,79 0,54 0,54 0,69 
Naïve Bayes 0,54 0,42 0,43 0,54 0,54 0,67 
LDA-GloVe 0,7 - - - 0,52 0,52 0,73 
 




Prec. F1-Score Acc. Prec. F1-Score Acc. 
Edukasi 
SVM 0,69 0,49 0,87 0,43 0,47 0,87 
Decision Tree 0,55 0,53 0,84 0,63 0,6 0,85 
Naïve Bayes 0,51 0,43 0,51 0,57 0,58 0,74 
LDA-GloVe 0,7 - - - 0,5 0,49 0,74 
E-Commerce 
SVM 0,75 0,63 0,83 0,4 0,45 0,8 
Decision Tree 0,64 0,64 0,77 0,56 0,56 0,73 
Naïve Bayes 0,54 0,51 0,58 0,56 0,56 0,71 
LDA-GloVe 0,7       0,55 0,55 0,7 
Game 
SVM 0,78 0,71 0,78 0,6 0,58 0,67 
Decision Tree 0,65 0,65 0,68 0,61 0,6 0,67 
Naïve Bayes 0,51 0,46 0,46 0,58 0,58 0,61 
LDA-GloVe 0,7 - - - 0,47 0,47 0,61 
 
Pada Tabel 5.62 menunjukkan bahwa pada dataset edukasi jumlah label positif 
masih lebih besar daripada label negatif dengan perbandingan 1370 dan 130. Pada 
pengujian dengan seleksi fitur TF-IDF, metode SVM masih memiliki nilai akurasi 
tertinggi dengan jumlah nilai 0,92. Sedangkan metode Decision Tree memiliki nilai 
presisi dan F1-Score paling tinggi dengan nilai 0,62 dan 0,57. Pada pengujian 
GloVe, metode SVM juga mempunyai nilai akurasi paling tinggi sebesar 0,92. 
Selain itu, metode Decision Tree masih memiliki nilai presisi dan F1-Score tertinggi 
dengan nilai 0,57 dan 0,56, angka ini sebenarnya tergolong memiliki nilai yang 
rendah dengan lainnya. Pada dataset e-commerce jumlah label positif juga lebih 
besar daripada label negatif dengan perbandingan 1129 dan 371. Pada pengujian 
TF-IDF, metode SVM mempunyai nilai akurasi, presisi, dan F1-Score yang paling 
tinggi dengan nilai 0,82, 0,82, dan 0,72. Sedangkan pada pengujian GloVe, metode 
SVM dan Decision Tree mempunyai nilai tertinggi sebesar 0,74. Selain itu, Decision 
Tree juga memiliki nilai presisi dan F1-Score tertinggi dengan nilai 0,64 dan 0,61. 
Sedangkan metode LDA-GloVe 0,7 mempunyai nilai akurasi 0,73. Pada dataset 
game jumlah label positif juga lebih besar daripada label negatif dengan 
perbandingan 1007 dan 493. Pada pengujian seleksi fitur TF-IDF, metode SVM 
memiliki nilai akurasi, presisi, dan F1-Score tertinggi dengan nilai 0,75, 0,73, dan 
0,69. Sementara itu, pada pengujian GloVe metode SVM mempunyai nilai akurasi 
tertinggi dengan nilai 0,7. Sedangkan, LDA-GloVe 0,7 mempunyai nilai akurasi yang 




presisi yang tinggi sebesar 0,65. Selain itu, Naïve Bayes juga mempunyai nilai F1-
Score tertinggi sebesar 0,65. 
Pada Tabel 5.63 menunjukkan bahwa pada dataset edukasi jumlah label positif 
masih lebih besar daripada label negatif dengan perbandingan 2261 dan 239. Pada 
pengujian dengan seleksi fitur TF-IDF, metode SVM mempunyai nilai akurasi dan 
presisi yang paling tinggi dengan nilai 0,91 dan 0,71. Sedangkan nilai F1-Score 
tertinggi dimiliki oleh metode Decision Tree dengan nilai 0,61. Pada pengujian 
dengan word embedding GloVe, metode SVM memiliki nilai akurasi tertinggi 
sebesar 0,91, sedangkan LDA-GloVe 0,7 memiliki nilai akurasi sebesar 0,88. 
Walaupun memiliki akurasi yang besar, presisi dan F1-Score memiliki nilai yang 
rendah pada setiap metode dengan nilai tidak lebih dari 0,58. Pada dataset e-
commerce jumlah label positif juga lebih besar daripada label negatif dengan 
perbandingan 1902 dan 598.  Pada pengujian TF-IDF, metode SVM mempunyai 
nilai akurasi, presisi, dan F1-Score tertinggi dengan nilai 0,81, 0,76, dan 0,68. 
Sedangkan pada pengujian dengan word embedding GloVe, metode SVM 
mempunyai nilai akurasi tertinggi sebesar 0,76, namun memiliki nilai presisi dan 
F1-Score yang rendah pada setiap metode. Sementara itu, metode LDA-GloVe 0,7 
mempunyai nilai akurasi sebesar 0,63. Pada dataset game jumlah label positif juga 
lebih besar daripada label negatif dengan perbandingan 1617 dan 883. Pada 
pengujian dengan seleksi fitur TF-IDF metode SVM mempunyai nilai akurasi, 
presisi, dan F1-Score tertinggi dengan nilai 0,75, 0,74, dan 0,71. Sedangkan pada 
pengujian word embedding GloVe nilai akurasi dan presisi dimiliki oleh metode 
SVM sebesar 0,68 dan 0,65. Decision Tree dan Naïve Bayes memiliki nilai F1-Score 
tertinggi yang sama sebesar 0,61. Sementara itu, metode LDA-GloVe 0,7 
mempunyai nilai akurasi dengan nilai 0,65, angka ini tidak jauh beda dengan 
akurasi tertinggi. 




Prec. F1-Score Acc. Prec. F1-Score Acc. 
Edukasi 
SVM 0,46 0,48 0,92 0,46 0,48 0,92 
Decision Tree 0,62 0,57 0,9 0,57 0,56 0,88 
Naïve Bayes 0,51 0,37 0,44 0,53 0,52 0,74 
LDA-GloVe 0,7 - - - 0,49 0,48 0,76 
E-Commerce 
SVM 0,82 0,72 0,82 0,37 0,43 0,74 
Decision Tree 0,68 0,66 0,76 0,64 0,61 0,74 
Naïve Bayes 0,53 0,5 0,53 0,59 0,59 0,68 
LDA-GloVe 0,7       0,55 0,51 0,73 
Game 
SVM 0,73 0,69 0,75 0,65 0,62 0,7 
Decision Tree 0,64 0,64 0,67 0,65 0,64 0,69 
Naïve Bayes 0,52 0,45 0,45 0,65 0,65 0,67 
LDA-GloVe 0,7 - - - 0,56 0,47 0,66 








Prec. F1-Score Acc. Prec. F1-Score Acc. 
Edukasi 
SVM 0,46 0,48 0,92 0,46 0,48 0,92 
Decision Tree 0,62 0,57 0,9 0,57 0,56 0,88 
Naïve Bayes 0,51 0,37 0,44 0,53 0,52 0,74 
LDA-GloVe 0,7 - - - 0,49 0,48 0,76 
E-Commerce 
SVM 0,82 0,72 0,82 0,37 0,43 0,74 
Decision Tree 0,68 0,66 0,76 0,64 0,61 0,74 
Naïve Bayes 0,53 0,5 0,53 0,59 0,59 0,68 
LDA-GloVe 0,7       0,55 0,51 0,73 
Game 
SVM 0,73 0,69 0,75 0,65 0,62 0,7 
Decision Tree 0,64 0,64 0,67 0,65 0,64 0,69 
Naïve Bayes 0,52 0,45 0,45 0,65 0,65 0,67 
LDA-GloVe 0,7 - - - 0,56 0,47 0,66 
 
5.9 Evaluasi 
Pada subbab ini, penulis mengevaluasi hasil implementasi dan pengujian dari 
empat tahapan penelitian, yaitu, Aspect Extraction, Latent Topic Identification, 
Aspect Category Detection, dan Sentiment Polarity. Evaluasi tersebut akan 
dijadikan sebagai bahan referensi terhadap rumusan masalah yang diajukan 
dengan pengembangannya dari tahapan lain. Penjelasan evaluasi diperoleh dari 
gambar yang disajikan dalam bentuk grafik yang telah dihimpun dari hasil 
pengujian dari empat tahapan penelitian.  
Pada penelitian aspect extraction terdapat enam grafik, yaitu, perbandingan 
metode pengujian PMI, perbandingan metode pengujian Umass, perbandingan 
metode pengujian waktu, pengujian PMI berdasarkan jumlah topik, dan pengujian 
Umass berdasarkan jumlah topik. Grafik tersebut disajikan dalam Gambar 5.2, 5.3, 
5.4, 5.5, dan 5.6. Pada penelitian latent topic identification terdapat 2 grafik, yaitu, 
perbandingan metode pengujian topik dengan aspect term dan perbandingan 
pengujian manusia dan komputer atau biasa disebut dengan human dan LTI. Grafik 
tersebut disajikan dalam Gambar 5.7 dan 5.8. Pada penelitian aspect category 
detection terdapat 1 grafik, yaitu, pengujian F1-Score berdasarkan iterasi. Grafik 
tersebut disajikan dalam Gambar 5.9. Pada penelitian sentiment polarity terdapat 
lima grafik, yaitu, pengujian performance berdasarkan seleksi fitur, pengujian 
performance LDA-GloVe 0,7 dan SVM, pengujian akurasi berdasarkan jumlah 
dokumen, pengujian F1-Score berdasarkan jumlah dokumen, dan perbandingan 
jumlah label data. Grafik tersebut disajikan dalam bentuk Gambar 5.10, 5.11, 5.12, 





Gambar 5.2 Grafik Peringkat Metode Pengujian PMI 
 
Pada Gambar 5.2 terdapat peringkat metode aspect extraction berdasarkan 
pengujian PMI yang disajikan dalam grafik batang dengan metode dan nilai PMI 
sebagai axisnya. Nilai perbandingan merupakan nilai rata-rata PMI seluruh dataset 
dan jumlah dokumen. Secara keseluruhan hasil menunjukkan bahwa metode LDA-
GloVe 0,7 menduduki peringkat pertama dengan nilai mencapai 0,131, sementara 
metode BTM menempati posisi kedua dengan selisih nilai mencapai 0,155, 
sedangkan metode LDA-GloVe menempati peringkat ketiga dengan selisih nilai 
0,285. Sementara itu metode baseline seperti, LDA dan LDA-TFIDF menempati 
peringkat keempat dan kelima dengan selisih nilai mencapai 1,06 dan 1,105. 
 
 


















































Pada Gambar 5.3 terdapat peringkat metode aspect extraction berdasarkan 
pengujian Umass yang disajikan dalam grafik batang dengan metode dan nilai 
Umass sebagai axisnya. Nilai perbandingan merupakan nilai rata-rata Umass 
seluruh dataset dan jumlah dokumen. Secara keseluruhan hasil menunjukkan 
bahwa metode LDA-GloVe 0,7 menempati peringkat pertama dengan nilai 0,087, 
kemudian diikuti oleh LDA-GloVe dengan nilai mencapai nilai 0,046. Sementara 
itu, metode BTM menempati posisi ketiga dengan nilai mencapai 0,017. Metode 
LDA-TFIDF dan LDA hanya mampu menempati peringkat keempat dan kelima 
dengan nilai mencapai 0,033 dan 0,032. 
Pada Gambar 5.4 terdapat peringkat metode aspect extraction berdasarkan 
pengujian waktu komputasi yang disajikan dalam grafik batang dengan metode 
dan waktu komputasi dalam detik sebagai axisnya. Secara keseluruhan hasil 
menunjukkan bahwa metode BTM menjadi pendekatan yang memiliki waktu 
tercepat mencapai 340,4 detik, disusul oleh metode LDA-GloVe 0,7 dengan waktu 
komputasi sebesar 454 detik. Sementara metode LDA-TFIDF menempati posisi 
ketiga dengan waktu komputasi mencapai 484,6 detik. Kemudian, metode LDA 
menempati posisi keempat dengan waktu komputasi mencapai 604 detik. 
Sayangnya, metode yang diajukan, yaitu, LDA-GloVe hanya mampu menduduki 
peringkat kelima dengan waktu mencapai 752,3 detik. Secara keseluruhan, dari 
evaluasi pada gambar grafik membuktikan bahwa metode yang diajukan terutama 
LDA-GloVe 0,7 lebih baik dari metode lain walaupun ada beberapa yang masih 
belum unggul terutama pada aspek waktu karena hanya mencapai posisi kedua. 
Pada evaluasi ini juga menunjukkan bahwa aspect term mempunyai pengaruh 
yang kecil terhadap topic coherence, hal ini dibuktikan dengan antara metode LDA 
dan LDA-TFIDF memiliki selisih 0,1 pada pengujian PMI dan 1-2% pada pengujian 
Umass. Sementara itu, word embedding mempunyai pengaruh yang cukup besar 
terhadap topic coherence, hal ini dibuktikan dengan antara metode LDA-GloVe 0,7 
dengan LDA memiliki selisih yang cukup besar, yaitu 1,06 pada pengujian PMI dan 
62,7% pada pengujian Umass. 
 































Gambar 5.5 Grafik Pengujian PMI berdasarkan Jumlah Topik 
 
 
Gambar 5.6 Grafik Pengujian Umass berdasarkan Jumlah Topik 
   
Selanjutnya, pada Gambar 5.5 terdapat progress pengujian PMI berdasarkan 
jumlah topik pada beberapa metode yang disajikan dalam bentuk grafik garis 
dengan tanda dengan jumlah topik mulai dari 3 sampai 11 dan nilai PMI sebagai 
axisnya. Grafik ini menunjukkan bukti pengaruh aspect term dan word embedding 
terhadap topic coherence lebih detail. Hasil menunjukkan bahwa rata-rata nilai 
PMI mengalami penurunan yang tidak signifikan pada seluruh metode. Sedangkan 
pada setiap metode terdapat jarak yang lebar antara metode LDA dan metode 
LDA-GloVe 0,7. Jarak tersebut memiliki selisih antara 0,9 dan 1,1. Disisi lain, antara 
metode LDA dan LDA-TFIDF memiliki jarak yang kecil, jarak tersebut memiliki 
selisih tidak lebih dari 0,25. Hal ini membuktikan bahwa aspect term tidak memiliki 
pengaruh yang besar terhadap topic coherence walaupun pada jumlah topik yang 
berbeda. Sedangkan word embedding memiliki pengaruh yang signifikan terhadap 







































Gambar 5.7 Grafik Peringkat Metode Latent Topic Identification 
 
Pada Gambar 5.6 terdapat perkembangan pengujian Umass berdasarkan 
jumlah topik pada metode LDA-GloVe 0,7 yang disajikan dalam bentuk grafik garis 
dengan tanda dengan jumlah topik mulai dari 3 sampai 11 dan nilai Umass sebagai 
axisnya. Grafik ini menunjukkan bukti pengaruh aspect term dan word embedding 
terhadap topic coherence lebih detail. Hasil menunjukkan bahwa perkembangan 
nilai rata-rata Umass mengalami kenaikan yang cenderung stabil pada seluruh 
metode. Sedangkan pada setiap metode terdapat jarak yang lebar antara metode 
LDA dan metode LDA-GloVe 0,7. Jarak tersebut memiliki selisih sebesar 55,4%, 
angka tersebut jauh di bawah selisih jarak antara metode LDA dan LDA-TFIDF. 
Jarak tersebut memiliki selisih sekitar 3,04%. Sama seperti pengujian PMI, 
pengujian ini membuktikan bahwa aspect term tidak memiliki pengaruh yang 
besar terhadap topic coherence walaupun pada jumlah topik yang berbeda. 
Sedangkan word embedding memiliki pengaruh yang signifikan terhadap topic 
coherence walaupun pada jumlah topik yang berbeda.   
Pada Gambar 5.7 terdapat peringkat metode tahapan latent topic 
identification yang ditentukan oleh penilaian manusia berdasarkan beberapa 
pengujian, seperti, cosine similarity GloVe, FastText, word2vec, wordnet, lin 
similarity, dan path similarity. Gambar ini disajikan dalam bentuk batang dengan 
metode dan nilai rata-rata tiap pengujian sebagai axisnya. Secara keseluruhan 
metode LDA-GloVe 0,7 memiliki nilai pengujian yang lebih unggul dengan 
menempati posisi pertama dengan nilai mencapai 0,432. Sedangkan metode LDA-
GloVe menduduki peringkat kedua dengan nilai mencapai 0,41 atau memiliki 
selisih mencapai 5,03% peringkat pertama. Sementara itu, metode BTM 
menempati posisi ketiga dengan nilai mencapai 0,393 atau memiliki selisih nilai 
mencapai 9,08% dari posisi pertama, disusul oleh LDA dan LDA-TFIDF yang 
menempati peringkat keempat dan kelima dengan nilai 0,364 dan 0,356 atau 
selisih nilai mencapai 15,6% dan 17,55%. Hal ini memperkuat bukti bahwa metode 
yang diajukan, LDA-GloVe 0,7, lebih unggul dibandingkan metode lain. Selain itu, 
tahapan ini juga memperkuat bukti bahwa aspect term memiliki pengaruh kecil 























topik, yaitu dengan perbandingan selisih antara LDA dan LDA-TFIDF yang rendah 
dan perbandingan selisih antara LDA dan LDA-GloVe 0,7 yang mencapai 16%. 
Selanjutnya, pada Gambar 5.8 terdapat perbandingan cara penilaian topik 
yang membandingkan penilaian manusia dengan perhitungan komputer atau LTI 
menggunakan metode LDA-GloVe 0,7. Gambar tersebut disajikan dalam bentuk 
batang dengan metode dan nilai rata-rata tiap pengujian sebagai axisnya. Hasil 
menunjukkan bahwa cara penilaian manusia memiliki nilai yang lebih unggul dari 
penilaian komputer dengan perbandingan antara 0,4303 dan 0,4300 atau memiliki 
selisih nilai sebesar 0,071%, sedangkan nilai rata-rata perbandingan selisih dari 
kedua cara tidak lebih dari 7%, angka perbandingan ini terbilang sangat rendah. 
Sehingga bisa dikatakan bahwa cara penilaian manusia atau perhitungan 
komputer memiliki selisih dan pengaruh yang sangat rendah atau tidak memiliki 
pengaruh yang signifikan terhadap tahapan ini. 
          
 
Gambar 5.8 Grafik Peringkat Cara Penilaian Topik 
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Pada Gambar 5.9 terdapat perkembangan pengujian F1-Score dari aspect 
category detection berdasarkan iterasi yang disajikan dalam bentuk grafik garis 
dengan marker dengan iterasi dan nilai F1-Score sebagai axisnya. Adapun variabel 
yang digunakan dalam evaluasi pengujian ini, yaitu, Ed K-means yang berarti 
pelabelan topik dataset edukasi menggunakan metode K-means, Ed Human yang 
berarti pelabelan topik dataset edukasi menggunakan penilaian manusia, Ec K-
means yang berarti pelabelan topik dataset e-commerce menggunakan metode K-
means, Ec Human yang berarti pelabelan topik dataset e-commerce menggunakan 
penilaian manusia, G K-means yang berarti pelabelan topik dataset game 
menggunakan metode K-means, dan G Human yang berarti pelabelan topik 
dataset game menggunakan penilaian manusia. Hasil menunjukkan bahwa antar 
variabel yang diuji memiliki pola perkembangan F1-Score yang sama pada setiap 
iterasi, perkembangan ini mempunyai perkembangan yang menurun dengan nilai 
yang tidak signifikan. Namun, variabel G Human tidak memiliki pola yang sama 
dengan variabel yang lain karena variabel ini memiliki nilai iterasi awal yang 
rendah. Secara keseluruhan variabel dengan metode K-means memiliki nilai F1-
Score yang lebih tinggi dari variabel dengan metode human. 
Pada tahapan evaluasi sentiment polarity, hasil yang dievaluasi meliputi, 
perkembangan nilai akurasi dan F1-Score, perbandingan pengujian performance 
perbandingan seleksi fitur, dan perbandingan jumlah label. Pada Gambar 5.10 
terdapat perkembangan nilai pengujian akurasi berdasarkan jumlah dokumen 
menggunakan metode SVM yang mendominasi pada saat pengujian tahapan ini. 
Gambar tersebut disajikan dalam bentuk grafik garis dan marker dengan jumlah 
dokumen dan nilai sebagai axisnya. Hasil menunjukkan bahwa perkembangan nilai 
akurasi tidak memiliki kenaikan atau penurunan yang signifikan dan cenderung 
stabil pada titik 0,8 pada setiap jumlah dokumen. Hal yang sama juga terjadi pada 
Gambar 5.11 yang memiliki perkembangan nilai pengujian F1-Score berdasarkan 
jumlah dokumen menggunakan metode SVM yang mendominasi pada saat 
pengujian tahapan ini. Hasil menunjukkan bahwa perkembangan nilai F1-Score 
memiliki kenaikan dan penurunan yang tidak terlalu signifikan dan cenderung 
stabil pada titik 0,56. Kenaikan yang signifikan hanya terjadi pada nilai rata-rata 
dataset game pada jumlah dokumen antara 500 dan 1000. 
Selanjutnya, pada Gambar 5.12 terdapat perbandingan seleksi fitur 
berdasarkan variabel TF-IDF dan word embedding GloVe dengan metode yang 
memiliki nilai yang mendominasi, yaitu, Decision Tree dan SVM. Gambar tersebut 
disajikan dalam bentuk grafik batang dengan rata-rata pengujian dan nilai 
performance sebagai axisnya. Hasil menunjukkan bahwa seleksi fitur TF-IDF lebih 
unggul daripada GloVe di setiap variabel, pada F1-Score memiliki perbandingan 
nilai 0,612 dan 0,571 atau selisih 6,68%. Sedangkan pada akurasi memiliki 
perbandingan nilai 0,824 dan 0,785 atau selisih 4,75%. Pada gambar grafik juga 
dapat dilihat bahwa pengujian performance pada sentiment polarity memiliki nilai 
akurasi yang tinggi namun memiliki nilai F1-Score yang rendah. Hal ini dijelaskan 





Gambar 5.10 Grafik Pengujian Akurasi SVM terhadap Jumlah Dokumen 
 
 
Gambar 5.11 Grafik Pengujian F1-Score SVM terhadap Jumlah Dokumen 
 
 





























































Gambar 5.13 Grafik Perbandingan Pengujian Performance 
         
Pada Gambar 5.13 terdapat perbandingan pengujian performance yang 
membandingkan nilai rata-rata metode SVM dari TF-IDF dan metode LDA-GloVe 
0,7 dari word embedding GloVe. Gambar tersebut disajikan dalam bentuk batang 
dengan pengujian performance dan nilainya sebagai axis. Hasil menunjukkan 
bahwa nilai akurasi dari kedua metode mempunyai nilai yang tinggi dibandingkan 
dengan nilai presisi dan F1-Score dari kedua metode. Selisih antara akurasi dan F1-
Score pada kedua metode adalah 27,3% pada metode SVM dan 30,9% pada 
metode LDA-GloVe 0,7. Hal ini cukup membuktikan bahwa nilai akurasi yang tinggi 
tapi memiliki nilai F1-Score yang rendah bukan hanya karena metode learning 
tetapi ada faktor lain. Pada pengujian sentiment polarity faktor yang terlihat jelas 
adalah jumlah label positif dan negatif yang tidak seimbang. Hal ini dibuktikan 
pada Gambar 5.14 yang memiliki perbandingan jumlah label yang disajikan dalam 
bentuk batang dengan label dan jumlah label sebagai axisnya. Hasil menunjukkan 
bahwa jumlah label positif lebih tinggi dengan jumlah label negatif dengan 
perbandingan 1070 dan 305 atau selisih jumlah sebesar 71,5%. 
 














































Dari pemaparan evaluasi di atas, penulis dapat mengambil beberapa poin 
penting pada tahapan penelitian yang dapat digunakan untuk menjawab 
pertanyaan dari rumusan masalah dan referensi dari kesimpulan. Beberapa poin 
tersebut meliputi, perbandingan topic coherence metode aspect extraction yang 
diajukan, khususnya LDA-GloVe 0,7, memiliki nilai tertinggi dan paling unggul 
dengan beberapa metode baseline lain pada segala aspek pengujian, seperti 
pengujian PMI atau pengujian Umass, dengan selisih nilai hingga 1,06 pada 
pengujian PMI dan 79,6% pada pengujian Umass. Namun, waktu komputasi dari 
metode BTM lebih cepat dari metode LDA-GloVe 0,7 dengan selisih waktu hingga 
25%. Dari segi pengaruh, aspect term tidak memiliki pengaruh yang cukup besar 
terhadap topic coherence, hal ini dibuktikan dengan perbandingan LDA dan LDA-
TFIDF yang hanya memiliki selisih nilai sekitar 1-2%. Namun, word embedding 
justru memiliki pengaruh yang besar terhadap topic coherence, hal ini dibuktikan 
dengan perbandingan LDA dan LDA-GloVe 0,7 yang memiliki selisih nilai sebesar 
62,7%. Untuk perbandingan metode latent topic identification, metode LDA-GloVe 
0,7 memiliki nilai yang paling unggul dibandingkan dengan metode lain, dengan 
selisih nilai antara 5,03% dan 17,5%, hal ini memperkuat bukti bahwa topic 
coherence metode LDA-GloVe 0,7 pada penelitian sebelumnya lebih unggul dari 
metode lain. Sementara itu, perbandingan penilaian manusia dan perhitungan 
komputer memiliki selisih nilai 0,071% dan selisih rata-rata kurang dari 7% 
sehingga tidak mempunyai pengaruh yang signifikan. Selisih ini juga 
mengindikasikan bahwa perhitungan komputer dapat membantu manusia 
menentukan topik jika setiap aspek mempunyai nilai koherensi kata yang rendah. 
Pada pengujian F1-Score aspect category detection, setiap variabel dataset dan 
metode memiliki pola perkembangan tiap iterasi yang sama, namun variabel 
dengan metode K-means memiliki nilai yang lebih tinggi. Pada tahap sentiment 
polarity, nilai akurasi dan F1-Score pada metode SVM di setiap jumlah dokumen 
cenderung stabil di angka 0,8 dan 0,56. Sedangkan perbandingan seleksi fitur TF-
IDF lebih unggul dari GloVe dengan selisih nilai sekitar 4-6%. Untuk perbandingan 
pengujian performance antara SVM dan LDA-GloVe 0,7, nilai akurasi kedua 
metode memiliki nilai yang lebih tinggi dari nilai F1-Score kedua metode. Hal ini 
tidak hanya dipengaruhi metode learning, tetapi juga jumlah label positif dan 




BAB 6 PENUTUP 
Sebagai penutup, berdasarkan hasil penyusunan tesis dari bab sebelumnya, 
maka pada bab ini merupakan bagian akhir dari penelitian ini. Bab ini menjawab 
rumusan masalah sesuai dengan penelitian beserta pengembangannya dengan 
penjelasan sebagai berikut:  
6.1 Kesimpulan  
Pada penelitian terdapat empat tahapan penelitian, yaitu, Aspect Extraction, 
Latent Topic Identification sebagai tahapan penelitian utama, Aspect Category 
Detection dan Sentiment Polarity sebagai tahapan penelitian tambahan.  
 Pada tahapan aspect extraction, metode yang diajukan, LDA-GloVe 0,7, 
memiliki nilai topic coherence tertinggi dan unggul di antara metode lain. 
 Dari segi waktu komputasi metode ini masih kurang unggul dari metode 
BTM dengan selisih waktu komputasi hingga 25%.  
 Dari sisi pengaruh, aspect term memiliki pengaruh yang rendah terhadap 
topic coherence karena pada antar metode hanya memiliki selisih nilai 
hanya 1-2%.  
 Word embedding pada tahapan ini justru memiliki pengaruh yang signifikan 
terhadap topic coherence.  
Pada tahapan latent topic identification, metode LDA-GloVe 0,7 pada 
perbandingan pengujian secara keseluruhan mempunyai nilai tertinggi dengan 
metode lain, sedangkan perbandingan cara penilaian manusia dan komputer tidak 
memiliki pengaruh yang signifikan. Hal ini memperkuat bukti bahwa metode yang 
diajukan lebih unggul pada tahap penelitian sebelumnya.  
Untuk aspect category detection, perbandingan F1-Score dengan metode K-
means memiliki nilai yang lebih unggul. Sedangkan untuk sentiment polarity, 
walaupun word embedding GloVe memiliki pengaruh yang besar terhadap aspect 
extraction, namun langkah ini memiliki pengaruh kecil terhadap sentiment 
polarity. Selain itu, pengujian performance dengan nilai akurasi yang tinggi dan F1-
Score yang rendah pada tahapan ini tidak hanya dipengaruhi oleh metode learning 
tetapi juga jumlah label positif dan negatif yang tidak seimbang.   
6.2 Saran 
Berdasarkan uraian hasil penelitian tersebut ditemukan beberapa 
permasalahan yang ditemukan dan belum terpecahkan, sehingga penulis 
mengajukan saran sebagai berikut;  
Pada tahapan aspect extraction terdapat kelemahan dalam hal waktu 
komputasi yang lebih lama, hal ini dikarenakan proses load word embedding dan 
find word similarity yang lama, sehingga peneliti selanjutnya dapat melakukan 
efisiensi terhadap proses load word embedding atau mengganti word embedding 




terdapat dataset yang memiliki topic coherence yang rendah, sehingga peneliti 
selanjutnya dapat mengolah dan memilih data yang lebih baik.  
Pada tahapan aspect category detection, peneliti selanjutnya dapat melakukan 
pengembangan metode dan pengujian lain. Pada tahapan sentiment polarity 
terdapat permasalahan metode learning dan data yang tidak seimbang yang 
menyebabkan nilai akurasi yang tinggi namun memiliki F1-Score yang rendah. 
Sehingga peneliti selanjutnya dapat fokus pada penyelesaian kedua masalah 
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