A huge collection of textual, graphical, audio, and video contents are readily available on the Internet to be used for the purpose of learning. Sentimental feedbacks of learners posted at the end of many of these contents may be considered as genuine reactions of the learners who have gone through the contents. Such learners' sentiments are important inputs for judging the acceptability of a learning material. Analyzing such feedbacks using sentiment analysis techniques can identify the best reusable learning contents that may be used for developing new courseware. This can significantly reduce the time and effort of authoring, which is otherwise a difficult, time-consuming, and costly affair.
Introduction
In a physical classroom environment, teachers and instructors can observe students' body language and facial expressions to understand their feedback about a lecture session through conversations and interactions. Some questionnaires may also be given to them to know their feedback about the content delivered. However in an e-learning environment, students need to establish an online presence or fingerprint that can be understood and accessed by instructors. Sentiment analysis or the computational study of opinions, sentiments, and emotions in a text can be a very effective solution in a large-scale, diverse, distributed e-learning environment. The expressive power of this type of feedback is much more in comparison to other techniques.
Authoring effective contents for developing courseware is a difficult, time-consuming, and costly affair. Continuous quality assessment of the existing contents, already released for use, is another important requirement. In this context, the present work explores sentiment analysis-based methodologies for feedback analysis to identify useful tested learning content from a huge collection of free online material, for the purpose of reusing it in authoring courseware. This is expected to reduce the time, cost, and effort of the courseware development process. It also explores methodology for continuous assessments of developed materials, already released for use, which may need modifications depending on the learners' feedback, over a period of time.
Previous work
Sentiment analysis or the computational study of opinions, sentiments, and emotions in a text is already in use [1] . There are several approaches of sentiment analysis and a very broad overview describing the main techniques and approaches was presented by Pang and Lee [2] . Initially most of the work was focused on determining the semantic orientation of documents with an attempt to learn a positive/negative classifier at a document level. However, a lot of work was later derived from Turney's introduction of the results of review classification by considering the algebraic sum of the orientation of terms with respect to the orientation of documents [3] . Wilson et al. [4] developed a technique focused on specific tasks such as finding the sentiment of words.
Baroni and Vegnaduzzo [5] developed a technique that ranked a large list of adjectives according to a subjectivity score by employing a small set of manually selected subjective adjectives and computed the mutual information of pairs of adjectives using frequency and co-occurrence frequency counts on the web. Turney and Littman [6] proposed an approach to measure the semantic orientation of a given word based on the strength of its association with a set of context insensitive positive words minus the strength of its association with a set of negative words. Gamon and Aue [7] used this approach to build sentiment lexicons and assigned a sentiment polarity score to each word. Pang et al. [8] proposed three machine learning approaches: naïve Bayes, maximum entropy, and SVMs, to label the polarity of a movie review dataset. Combination of rule-based classification using supervised and machine learning, proposed by Prabowo and Thelwall [9] , is a promising approach. Shein [10] introduced an SVM-based classification technique of documents. A different approach to social media content was to infer the sentiment orientations of the content and estimate the sentiment orientations of a collection of documents as a text classification problem [11] . Sentiment-related information can also be encoded within the actual words of the sentence through changes in attitudinal shades of word meaning using suffixes [12] . Wang et al. proposed a dictionary approach wherein the authors attempted to construct an emotion dictionary through a clustering model built with extracted emoticons as seeds from a large-scale corpus [13] . Following this, extracted new words are chosen as new seeds and iterated until convergence. The constructed emotion lexicon is combined with an SVM to predict the emotion polarity of a document. Some of the prebuilt dictionaries in use are: General Inquire [14] , the Dictionary of Affect in Language [15] , the WordNet-Affect [16] , and SentiWordNet [12] . Poria et al. built a framework by means of fuzzy c-means clustering and SVM classification that takes into account a number of similarity measures, including point-wise mutual information and emotional affinity [17] . Unlike traditional approaches, which are mostly based on statistical methods, Li and Xu tried to infer and extract the reasons of emotions by importing knowledge and theories from other fields such as sociology [18] . Based on the theory that a triggering-cause event is an integral part of emotion, the technique of emotion-cause extraction is used as a crucial step to improve the quality of selected features. Bravo-Marquex et al. [19] proposed an approach that identified scenarios in which some lexical resources are more useful than others. Furthermore, they proposed a novel approach for sentiment classification based on meta-level features. This supervised approach boosted existing sentiment classification of subjectivity and polarity detection on social data mined from Twitter. Jian et al. proposed a new sampling technique based on the support vectors (SVs) and the nonsupport vectors (NSVs) for the purpose of classification [20] . Peker proposed k-medoids clustering-based attribute weighting (kmAW) as a data preprocessing method where SVM was used in the classification phase. The performance of the system was evaluated on classification accuracy, specificity, sensitivity analysis, f-measure, kappa statistics value, and ROC and was found to give better results in comparison to the other existing systems [21] .
Materials and methods
The present work presents a sentiment analysis based approach for classifying learners' sentiment towards elearning materials. The contents with the learners' comments (and/or suggestions/feedback) are collected and comments are passed through the proposed sentiment analysis engine. The sentiment analysis engine analyses the comments to classify them into positive, negative, or neutral. The results of the sentiment analysis are used to classify the learning objects based on subjectivity. The selected contents are stored in the content repository for the purpose of reuse. The overall process is shown in Figure 1 . Continuous assessment of acceptability for newly developed materials is as important as that for the existing materials. For that purpose the learners need to be allowed to provide feedback on the learning materials, which can be captured and analyzed using the proposed sentiment analysis engine in the same way as earlier. Based on the analysis reports the content owners/domain experts can take necessary steps to modify and/or replace content as necessary. The overall flow of the systems is shown in Figure 2 .
Sentiment analysis engine
The sentiment analysis engine is implemented using principles of natural language processing using a combination of polarity scoring and NuSVC implementation of the SVM. The SVM model uses the radial basis function (RBF) kernel. Regularization parameter C and kernel parameter γ were determined by the hit and trial method. Generally the learners' feedback or comments in the English language are passed as input to the engine, wherein sentiment analysis takes place.
Text preprocessing
Input of learners' feedback goes through several layers of preprocessing, so as to present the most relevant words to the analyzer for sentiment processing. Basically the role of the text preprocessor is to create a feature vector for further processing from the text. The following levels of preprocessing have been applied to the text:
• Tokenization (LEX): The text is tokenized into a list of words with all spaces removed. It is to be noted that for the moment punctuation is retained, although punctuation does not play any role in the present feature vector.
• Removal of repeated characters (RRC): In emotion expression, people often do not remain strictly grammatical. They will write things such as "I looooooove it" to emphasize the word "love". However, computers will not know that "looooooove" is a variation of "love". This level presents a method to remove these annoying repeating characters in order to end up with a proper English word.
The method uses regular expression to match and define a replacement string with back references.
• Negation (NEG): Append a NEG suffix to every word appearing between a negation and a clause-level punctuation mark.
The sentiment tokenization strategy used here makes this straightforward, since it isolates the clausal punctuation from the word-internal punctuation.
The algorithm captures simple negations:
Example Text: No one enjoys it.
The tokens accounting for negation are: 'no', 'one NEG', 'enjoys NEG', ' it NEG ' It also handles long-distance effects: "I don't think I will enjoy it, it might be too spicy".
The tokens accounting for negation are: 'i', 'don't', 'think NEG', 'i NEG', 'will NEG', 'enjoy NEG', 'it NEG', ',' , 'it', 'might', 'be', 'too', 'spicy'.
• Removal of Stop words (STP): Using Treebank's corpus of stop-words insignificant words in the given text are searched and filtered out. Words that generally do not contribute to the overall sentiment of the text are eliminated (e.g., articles, be verbs etc.). Stop-words are words that are often useless in NLP, in that they do not convey much meaning, such as the word 'the'.
• Parts of Speech Tagging (POS): A POS tagger is trained using Treebank's corpus of tagged sentences (3000 sentences). This tagger is used to tag the list of tokens into various parts of speech. All tokens/words that are not adjectives, adverbs, verbs, or untagged are removed from the feature vector. All existing punctuation is removed at this stage as well. To recollect, punctuation was initially retained to assist in negation tagging.
Polarity lexicon
SentiWordNet [12] attaches positive and negative real-valued sentiment scores to WordNet synsets [16] . The polarity lexicon is used for polarity scoring of user feedback in the first step of sentiment analysis to give an overall sentiment score to the user's feedback or comments. However, one may choose to use a training dataset to create a completely new lexicon. The present approach uses SentiWordNet as the base lexicon and then uses a training dataset to either enhance polarity scores of certain words that appear more frequently or to add words that are completely missing from the lexicon. This contributes a great deal in determining the polarity scores. Ideally the base SentiWordNet lexicon is sufficient to make most polarity decisions; however, if a user chooses to train a lexicon on a very specialized set of data, pertaining to a specific domain (e.g., educational data), then having the option to either enhance the existing lexicon or to create a new lexicon makes a great deal of sense. Either of these options helps in achieving better accuracy depending upon the domain of the data. The columns of the SentiWordNet lexicon that are used in the present work are parts of speech, the word itself, and the corresponding negative and positive polarity score.
Architecture of the classifier
A combination of polarity scoring and SVM classifier has been used in the proposed sentiment analysis engine. It is essentially a two-stage classifier as depicted in Figure 3 . It is to be noted that the implementation of polarity scoring follows an overall sentiment score for any given piece of text/feedback, i.e. each text postprocessing has an overall positive or negative score as will be evident from the algorithm discussed below. A given feedback/text is rejected or assumed to be unclassified by the polarity scoring only if after processing the text has zero positive as well as zero negative score, meaning either the text is neutral/is a fact or polarity scoring has failed to correctly classify the text. When such a case is encountered, the text/feedback is forwarded to the support vector classifier for classification. Some examples of such cases are given below where polarity lexicon fails but SVM succeeds in classifying:
Example1. That was a great lecture. It is important to note that the support vector classifier does not come into play during each and every classification problem. It only handles difficult cases that polarity scoring is unable to handle properly. This approach uses the strengths of both polarity scoring and support vector classifiers. Since the present implementation of polarity scoring gives generally very good classification results, it is sufficient to classify most simple problems, resulting in small training and testing time periods unlike SVMs, which require large amount of data to train as well as a longer period of processing. Forwarding only select cases to the SVM classifier enables one to achieve a shorter duration of assessment and classification as it is not needed to send each and every case to the SVM classifier as most of these cases are easily handled by polarity scoring within relative shorter time periods. The overall classification algorithm is shown in Figure 4. 
Experiments and results
The implementation and evaluation of several classifiers have been done by making use of the binary classifier strategy combined with the features defined earlier. The test data set has been taken from the Cornell Movie Review's dataset v2.0. This data set contains movie-review documents labelled with respect to their overall sentiment polarity or subjective rating as well as sentences labelled with respect to their subjectivity status, which is very useful for judging the acceptability of the content to its viewers. This made this data set structurally similar to educational content (e.g., lecture videos) reviews. While 65% of the dataset was used as training data, 35% of it was used as testing data. The experiments show that accuracy marks of close to 85% have been consistently achieved. The proposed combined strategy is named Intellimote Classifier in adherence to a tool with the same name, built for the purpose of training and testing along with creating a demo web-based application to exhibit the use of the strategy to good effect.
The test dataset is fed to the classifier as a single text file. Each review in the test dataset is subjected to different levels of preprocessing as described below to test the efficiency and effectiveness of the proposed preprocessing strategies.
• BINARY-LEX: Combination of binary strategy and basic tokenization referring to polarity lexicon.
• BINARY-LEX-RRC: Combination of binary strategy and basic tokenization referring to polarity lexicon.
Repeated characters are removed as well.
• BINARY-LEX-NEG: Combination of binary strategy and basic tokenization referring to polarity lexicon. Negated words are considered and dealt with in appropriate fashion. • BINARY-LEX-STP: Combination of binary strategy and basic tokenization referring to polarity lexicon. All stop words are removed.
• BINARY-LEX-POS: Combination of binary strategy and basic tokenization referring to polarity lexicon. All tokens are POS tagged and tokens that are not verbs, adjectives, or adverbs are eliminated.
• BINARY-LEX-RRC-NEG-STP-POS: Combination of binary strategy and all other preprocessing levels/features.
Four classification strategies have been tested along with the preceding preprocessing strategies, namely naïve Bayes, maximum entropy, SVM and Intellimote. Results for all four classifiers applied along with the different preprocessing strategies were obtained and compared on the basis of the following parameters: accuracy, precision, recall, f-measure, and time. The results are presented in Figures 5-9 , respectively. The performance of the four classifiers is ranked from best to worst as 1, 2, 3, and 4 and the performance of Intellimote in comparison to the other three standard classifiers has been analyzed. In the case of accuracy (refer to Figure   5 ), with BINARY-LEX, BNARY-LEX-RRC, and BNARY-LEX-NEG, the performance rank of SVM is 1, while that of Intellimote is 2. In the case of BINARY-LEX-STP, the performance rank of Intellimote is 4, while with BINARY-LEX-POS and BNARY-LEX-RRC-NEG-STP-POS Intellimote outperformed all the other three standard classifiers with rank 1. In the case of precision (refer to Figure 6 ), with four out of the six preprocessors, the performance rank of Intellimote is 2, while with the other two it is 1. In the case of recall (refer to Figure   7 ), with four out of the six preprocessors Intellimote's performance rank is 4, while with the other two the rank is 3 and 4, respectively. In the case of f-measure (refer to Figure 8) , with five out of the six preprocessors, its performance rank is 2, while with the other one it is 1. In the case of time taken (refer to Figure 9) , with all the six preprocessors, Intellimote took minimum time to complete the classification. It shows in all the cases the proposed classifier shows reasonably good results. As mentioned earlier, the parameters measured for comparison are accuracy, precision, recall, f-measure, and time. The terms used to explain the parameters are defined below:
• TN (True Negatives): The number of true negatives, i.e. the no. of negative files that are analyzed properly.
• TP (True Positives): The number of true positives, i.e. the no. of positive files that are analyzed properly.
• FN (False Negatives): The number of false negatives, i.e. the no. of negative files that are wrongly analyzed.
• FP (False Positives): The number of false positives, i.e. the no. of positive files that are wrongly analyzed.
Accuracy: This is the ratio of the number of documents which are correctly analyzed to the total no. of documents and is calculated as The total number of documents cannot be zero. At least some documents must be present. If total no. of documents is zero then accuracy cannot be measured.
Precision: Precision is the probability that a (randomly selected) retrieved document is relevant. This is the ratio of the total no. of positive files that are correctly analyzed to the total no. of true positive files and false positive files and is calculated as The total number of positive files cannot be zero; else the calculated precision is zero.
Recall: Recall is the probability that a (randomly selected) relevant document is retrieved in a search. This is the ratio of the total no. of positive files that are correctly analyzed to the no. of positive files that are correctly analyzed summed with the no. of negative files that are analyzed incorrectly and is calculated as
Recall = TP/(TP + FN)
Here the condition is that the TP + FN cannot be zero; else the calculated recall is zero. The entire backend of the application has been designed using Python and its accompanying distributions such as NLTK, NumPy, SciPy, and Scikit-Learn. Web py's web framework has been used to interface the python backend with the HTML, CSS, and JavaScript frontend.
Discussion and conclusion
The present authors have designed a sentiment analysis classifier using classifier combination rules, to combine polarity scoring and SVM in order to combine the benefits of both of these classifiers. As per experimental data, it is known that polarity scoring requires a much smaller amount of data to train and the training time is much less compared to other algorithms. If a substantial preexisting lexicon is used then training can be completely avoided. However, even though polarity scoring does a very good job, when it comes to basic classification every now and then it does encounter situations where it fails to classify a document correctly. To counteract these issues and to achieve a higher accuracy, a SVM is used to solve such document classification problems, which are otherwise difficult for polarity scoring.
SVMs generally have the highest accuracy of all classification algorithms but at the cost of a very large training dataset and much longer training time. By only forwarding selective tough problems to the SVM, the present work limits the amount of time spent on such problems, since most other problems are easily classified by polarity scoring. This way it designs an approach that gives the highest accuracy possible but with the lowest time spent in achieving that result.
The experiments show that accuracy marks of close to 85% have been consistently achieved. Another point to be noted is that the system is a self-adaptive system, i.e. it keeps learning from all the classification problems that are fed into it. With time it keeps updating its lexicon and keeps moving towards a higher accuracy level with minimal human intervention. This feature made it reasonably useful in the context of feedback analysis in different domains with a diverse and heterogeneous population of the learners of web-based e-learning environments.
In future, this work can be extended to try and achieve a much higher level of accuracy by implementing much more expansive text preprocessing algorithms wherein one can look into the possibility of dealing with negations in a POS-tagged manner as well as dealing with bigrams instead of unigrams, as certain word phrases or pairs often hold higher sentiment score compared to when considered independently.
