The first multiplicative Zagreb index of a graph G is the product of the square of every vertex degree, while the second multiplicative Zagreb index is the product of the degree of each edge over all edges. In our work, we explore the multiplicative Zagreb indices of bipartite graphs of order n with diameter d, and sharp upper bounds are obtained for these indices of graphs in B(n, d), where B(n, d) is the set of all n-vertex bipartite graphs with the diameter d. In addition, we explore the relationship between the maximal multiplicative Zagreb indices of graphs within B(n, d). As consequences, those bipartite graphs with the largest, second-largest and smallest multiplicative Zagreb indices are characterized, and our results extend and enrich some known conclusions. Accepted by Discrete Applied Mathematics.
Introduction
In the interdisplinary area between chemistry and mathematics, molecular graph invariants or descriptors could be used in the study of quantitative structure-property relationships (QSPR) and quantitative structure-activity relationships (QSAR). It would be helpful for describing partially biological and chemical properties, including physico-chemical (boiling and melting points) and biological properties(toxicity) [1, 7, 14] . Among the most significant molecular descriptors, the classically molecular invariant is named as Zagreb indices [2] , which are expressed as expected formulas for the total π-electron energy of conjugated molecules as follows. Wang (e-mail: shaohuiwang@yahoo.com).
where G is a (molecular) graph, uv is a bond between two atoms u and v, and d(u) (or d(v), respectively) is the number of atoms that are connected with u (or v, respectively).
Many researchers are attracted by the idea of finding bounds for graph invariants and the related problem of figuring out the graphs achieving the maximum and minimum values of corresponding indices [3, 4, 5, 6] . Nowadays, there are lots of articles related to Zagreb indices in the interdisplinary area between chemistry and mathematics [8, 9, 10, 11, 12, 17, 20, 22] . For instance, Borovićanin et al. [21] introduced bounds on Zagreb indices of trees in terms of domination number and extremal trees are characterized. Guo et al. [24] provided the values of M 1 (G) of bipartite graphs. Cheng et al. [25, 26] studied the upper and lower bounds for the first Zagreb index with a given number of vertices and edges. Considering the successful applications on Zagreb indices [13] , Todeschini et al.(2010) [15, 19] presented the following multiplicative variants of molecular structure descriptors:
Note that if d = 1, the unique bipartite graph in B n,d is K 2 . So we should assume that d ≥ 2 in the whole work. Clearly, there exists a partition
By routine calculations, one can derive the following propositions.
3 The graphs achieving the sharp upper bounds of mutiplicative
Zagreb indices
We first introduce several lemmas, which are critical to deduce the sharp upper bounds of mutiplicative Zagreb indices.
Based on Propositions 2.1 and 2.2, we will continue to consider the properties and structures of the
Then the following lemmas are derived. 
2 with n is odd and
Proof. By the concept of first multiplicative Zagreb index, the first part of this lemma is directly deduced, that is, the induced graph G[V i−1 ∪ V i ] is a complete bipartite subgraph for all i with
Next, we will prove the second part by a contradiction.
is a partition of G + xy. By routine calculations, we see that 1 (G + xy) > 1 (G), which is a contradiction.
is a complete bipartite subgraph, by the routine calculations, we see that
Thus, when t ≥ 2, if d = 2, then s = t = n−1 2 with odd n and s = n 2 , t = n 2 − 1 with even n. When t = 1 and d = 2, we have |V 0 | = t = 1, s = n − 2, then 1 = (n − 2) 4 4 (n−2) . By routine calculations, we complete the proof of Lemma 3.2.
By the same method of Lemma 3.2, the following lemma is obtained analogously.
is a complete bipartite subgraph for all i with 1 ≤ i ≤ d, and
Proof. By the same method of Lemma 3.2, the induced graph G[V i−1 ∪ V i ] is a complete bipartite subgraph for all i with 1 ≤ i ≤ d, and
Let d = 2, and suppose
is a complete bipartite subgraph, by routine calculations, we see that
Thus, when t ≥ 2, if d = 2, then s = t = n−1 2 with odd n and s = n 2 , t = n 2 − 1 with even n. When t = 1 and d = 2, we have |V 0 | = t = 1, s = n − 2, then 2 = (n − 2) 2n−4 4 (n−2) . By routine calculations, we complete the proof of Lemma 3.2. 
(ii)If there are two partition sets V i and V j such that |V i | ≥ 2 and |V j | ≥ 2, then |i − j| = 1 with 
then we are done. In order to show this lemma, it is enough to prove that if there exist at least two partition sets whose orders are greater than or equal to 2, then we can deduce that for each pair of such partition sets (say V i and V j ) with |V i | ≥ 2 and |V j | ≥ 2, it must be the case that |i − j| = 1.
Note that by Lemma 3.2, G[V ℓ−1 ∪ V ℓ ] is a complete bipartite subgraph for each ℓ ∈ {1, 2, · · · , d}. We can obtain that each vetex in partition set V ℓ has the same degree (say
Choose a graph G in B(n, d) such that it is achieving the maximal value of the first multiplicative Zagreb index. Assume that there exist two partition sets V i and V j such that |V i | ≥ 2, |V j | ≥ 2 and |i − j| ≥ 2. We consider two cases below.
In order to proceed conveniently, we set that
We choose a vertex u ∈ V j and let G ′ be the graph obtained by deleting all edges incident to u and joining u to each vertex in
, which is a contradiction to the assumption.
Proof. It is straightforward to check that D < C since A ≤ B.
We choose a vertex u ∈ V i and let G ′ be the graph obtained by deleting all edges incident to u and
Hence we have
Case 2. V i , V i+1 and V i+2 are successive three partitions such that |V i | ≥ 2 , |V i+1 | ≥ 2 and |V i+2 | ≥ 2, where V j = V i+2 . Similarly, we set that
Proof. It is straightforward to check that
We choose a vertex u ∈ V i and let G ′ be the graph obtained by deleting all edges incident to u and joining u to each vertex in
This completes the proof of Lemma 3.4.
By the same method of Lemma 3.4, the following lemma is obtained analogously. done. In order to show this lemma, it is enough to prove that if there exist at least two partition sets whose orders are greater than or equal to 2, then we can deduce that for each pair of such partition sets (say V i and V j ) with |V i | ≥ 2 and |V j | ≥ 2, and one must have |i − j| = 1. Note that by Lemma
is a complete bipartite subgraph for each ℓ ∈ {1, 2, · · · , d}. We can obtain that each of the vertices in partition set V ℓ has the same degree (say
Choose a graph G in B(n, d) that achieves the maximal value of the second multiplicative Zagreb index. Assume that there exist two partition sets V i and V j such that |V i | ≥ 2, |V j | ≥ 2 and |i − j| ≥ 2.
We consider another claim.
Proof.
We choose a vertex u ∈ V i and let G ′ be the graph obtained by deleting all edges incident to u and joining u to each vertex in V j−1 ∪ V j+1 of G. Clearly G ′ ∈ B(n, d). Hence we have
Case 2. V i , V i+1 and V i+2 is successive three partitions such that |V i | ≥ 2 , |V i+1 | ≥ 2 and |V i+2 | ≥ 2, where V j = V i+2 . Here we let that
This completes the proof of Lemma 3.5.
Let G ∈ B(n, d) with the maximal value of the second multiplicative Zagreb index. In view of Lemma 3.4, assume that |V a | > 1 and |V a+1 | > 1, and |V j | = 1 for j ∈ {0, 1, · · · , d} − {a, a + 1}.
By Lemma 3.2, any two consecutive partition sets induce a complete bipartite subgraph. Therefore,
In the whole context we assume, without loss of generality, that a ≤ b for a graph
) be a graph with the maximal value of 1 -value. Then |s − t| ≤ 1.
Proof. If d = 2, then the proof is straightforward. Now we suppose d ≥ 3. According to the construction of the partition sets of G and by Lemma 3.1, we have a ≥ 1, b ≥ 1. Suppose |s − t| ≥ 2. We assume without loss of generality that t > s, and then t − s ≥ 2. Because s = |V a |, t = |V a+1 |, we have
Choose a vertex u ∈ V a+1 and let G ′ be the graph obtained by deleting all edges incident to u and
(Since t ≥ s + 2, let t = s + 2 + p and by P roposition 2.1)
which is a contradiction. This completes the proof of Lemma 3.6.
) be the graph with the maximal 2 -value. Then |s − t| ≤ 1.
Proof. If d = 2, then the proof is straightforward. Now we suppose d ≥ 3. According to the construction of the partition sets of G and by Lemma 2.1, we have a ≥ 1, b ≥ 1. Suppose |s − t| ≥ 2; we assume without loss of generality that t > s, and then t − s ≥ 2. Because s = |V a |, t = |V a+1 |, we have
Choose a vertex u ∈ V a+1 and let G ′ be the graph obtained by deleting all edges incident to u and joining u to each vertex in (V a−1 ∪ V a+1 ) − {u}. Clearly G ′ ∈ B(n, d) and
which is a contradiction. This completes the proof of Lemma 3.7.
By the above lemmas and routine calculations, one can derive that
. Furthermore a, b satisfy the following conditions with respect to the diameter d of G.
Ordering the extremal graphs according to their diameters
In this section, we investigate the relationship between
As an application, we characterize the bipartite graphs with the largest, second-largest and smallest 1 -value (resp., 2 -values).
In order to complete the proof of this theorem, it suffices to prove the following claims.
and g(n − 1) < g(n − 2) < · · · < g(6) < g (5) .
Proof of Claim 5. Note that
We have the following two cases:
Then n − d ≥ 2, and an elementary calculation yields
Hence,
Case 2. n is even and d is odd or n is odd and d is even.
Then n − d ≥ 3. Otherwise n − d = 1, there is no graph of diameter d + 1 with n vertices. An elementary calculation yields
Similarly, we can also show that for d ≥ 5,
g(d) < 1. This completes the proof of Claim 5.
Proof of Claim 6. With a similar method we can also prove this part by direct computations. The proof of Claim 6 is finished.
By Claims 5 and 6, we complete the proof of Theorem 4.1.
The following corollary is a direct consequence of Lemma 3.8 and Theorem 4.1. If n is even, by direct calculations, we obtain that .
By direct calculations, we obtain > 1 (by P roposition 2.2).
If n is odd, by direct calculations, we get that
