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Abstract
Multiple testing with false discovery rate (FDR) control has been widely conducted in
the “discrete paradigm” where p-values have discrete and heterogeneous null distributions
with finitely many discontinuities. However, existing FDR procedures may lose some power
when applied to such p-values. We propose a weighted FDR procedure for multiple testing
in the discrete paradigm that efficiently adapts to both the heterogeneity and discreteness
of p-value distributions. We prove the conservativeness of the weighted FDR procedure and
demonstrate that it is more powerful than several other procedures for multiple testing based
on p-values of binomial test or Fisher’s exact test. The weighted FDR procedure is applied
to a drug safety study and a differential methylation study based on discrete data, where it
makes more discoveries than the Benjamini-Hochberg procedure at the same FDR level.
Keywords: Discrete and heterogeneous null distributions; false discovery rate; metric
for cumulative distribution functions; proportion of true null hypotheses; weighted multiple
testing procedure.
MSC 2010 subject classifications: Primary 62C25; Secondary 62P10.
1 Introduction
Multiple testing (MT) aiming at false discovery rate (FDR) control has been routinely con-
ducted in various scientific endeavours including genomics, brain imaging studies, and astron-
omy, where hundreds or even millions of hypotheses are tested simultaneously. With the del-
uge of discrete data collected in genomics (Auer and Doerge; 2010), genetics (Gilbert; 2005;
Chakraborty et al.; 1987), clinical studies (Koch et al.; 1990), drug safety monitoring and other
areas, researchers frequently face multiple testing based on test statistics and p-values whose
null distributions are discrete and different from each other. This naturally divides the realm
of MT into two paradigms, (i) “Continuous paradigm”, where test statistics have continuous
distributions that are identical under the null hypotheses, and so do their associated p-values;
(ii) “Discrete paradigm”, where test statistics have discrete distributions that are different under
∗Corresponding author: Department of Mathematics and Statistics, Washington State University, Pullman,
WA 99164, USA; Email: xiongzhi.chen@wsu.edu.
†Office of the Dean, Mellon College of Science, 4400 Fifth Avenue, Pittsburgh, PA 15213, USA; Email:
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Figure 1: Comparison of p-value distributions across two multiple testing paradigms. Each
discrete cumulative distribution function (CDF) is for a two-sided p-value from a Fisher’s exact
test (FET). Even under the null hypotheses, these CDFs are different from each other, whereas in
the continuous paradigm the CDF of a p-value under the null hypothesis is uniformly distributed.
Also shown in the figure is the CDF of the two-sided p-value of an FET under the alternative.
the null hypotheses and have finitely many discontinuities, and so do their associated p-values;
two major types of test conducted in the discrete paradigm are the binomial test and Fisher’s
exact test (FET). Figure 1 illustrates the difference between the two paradigms of MT.
As reported by Gilbert (2005) and Pounds and Cheng (2006), discreteness and heterogeneity
of p-value distributions can reduce the power of two of the most popular FDR procedures, the
Benjamini-Hochberg (BH) procedure in Benjamini and Hochberg (1995) and Storey’s procedure
in Storey et al. (2004). To develop better FDR procedures for the discrete paradigm, most efforts
have been devoted to adjusting existing procedures for the discreteness of p-value distributions
through the use of minimal achievable significance levels (Gilbert; 2005; Heyse; 2011), less con-
servative estimators of the proportion pi0 of true null hypotheses (Pounds and Cheng; 2006;
Liang; 2015; Chen et al.; 2017), randomized p-values (Kulinskaya and Lewin; 2009; Habiger;
2015), or midP-values (Heller and Gur; 2012). In particular, Chen et al. (2017) proposed an
estimator of the proportion pi0 that is conservative and less upwardly biased than those in Storey
et al. (2004), Benjamini et al. (2006) and Pounds and Cheng (2006). They also proposed an
adaptive BH procedure and proved its conservativeness non-asymptotically. Further, they pro-
posed an adaptive Benjamini-Hochberg-Heyse (BHH) procedure based on the BHH procedure
in Heyse (2011), and empirically showed that the adaptive BHH procedure is conservative and
more powerful than the procedure in Habiger (2015), the BHH procedure, Storey’s procedure,
and the BH procedure for MT based on p-values of binomial tests and FETs.
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Despite these progresses, little has been done on how to adapt to the heterogeneity of discrete
p-value distributions in MT. In this article, we propose:
1. A new metric that measures the difference between CDFs with finitely many jumps; a
grouping algorithm based on the metric to split CDFs and hypotheses into groups. The
metric and grouping algorithm are applicable in both paradigms of MT.
2. A weighted FDR (“wFDR”) procedure for MT in the discrete paradigm. The wFDR pro-
cedure employs the grouping algorithm, implements weighted multiple testing, and adapts
to the heterogeneity and discreteness of p-value distributions. We prove the conservative-
ness of the wFDR procedure under general conditions in the discrete paradigm. For MT
based on p-values of binomial tests and FETs, we show via simulation studies that, for MT
based on p-values of binomial tests and FETs, the wFDR procedure is more powerful than
the BH procedure, the adaptive BHH procedure in Chen et al. (2017) and the procedure
in Habiger (2015) that is based on randomized p-values.
The rest of the article is organized as follows. Section 2 presents the rationale for the wFDR
procedure, new metric, new grouping algorithm, and wFDR procedure. Simulation studies on
the much improved power of the wFDR procedure are presented in Section 3. Two applications
of the wFDR procedure to multiple testing with discrete data are provided in Section 4. The
article is concluded by Section 5, and it has supplementary material.
An R package “fdrDiscreteNull” to implement the wFDR procedure and other procedures
compared in this article is available on CRAN.
2 A weighted FDR procedure for discrete paradigm
The weighted FDR procedure consists of a new metric that measures the distributional differ-
ence between two p-value distributions with finitely many jumps (see Section 2.3), a grouping
algorithm based on the metric to group hypotheses (see Section 2.4), the estimator of the pro-
portion of true null hypotheses in Chen et al. (2017), and a weighting strategy adopted from Hu
et al. (2010).
2.1 Multiple testing Poisson means or binomial means
In a typical multiple testing, there are m null hypotheses to be tested simultaneously, among
which m0 are true and the rest m1 are false. Further, associated with each hypothesis is a test
statistic and its p-value. The proportion pi0 of true null hypotheses is defined as pi0 = m0/m, and
a multiple testing procedure is usually applied to the m p-values. Our rationale for the weighted
FDR procedure comes from analyzing multiple testing equality of Poisson means or binomial
means, where the binomial test or Fisher’s exact test is used; see Lehmann and Romano (2005)
or Appendix B of the supplementary material for details on these two types of test.
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Multiple testing Poisson means can be described as follows. Let Pois (µ) denote a Poisson
random variable (or its distribution) with mean µ. Assume there are 2m mutually independent
Poisson random variables Pois (µsi) with s = 1, 2 and i = 1, . . . ,m, such that Pois (µ1i) and
Pois (µ2i) form a pair for each i. To access how many pairs of these Poisson random variables
have equal means, for each i the binomial test is conducted to assess the null Hi0 : µ1i = µ2i
versus the alternative Hi1 : µ1i 6= µ2i, a two-sided p-value is obtained, and then a multiple
testing procedure (MTP) is applied to the m p-values to determine which null hypotheses are
true.
Multiple testing binomial means can be described similarly. Let Bin (q, n) denote the binomial
random variable (or its distribution) with probability of success q and number of trials n. Assume
there are 2m mutually independent binomial random variables Bin (qsi, nsi) with s = 1, 2 and
i = 1, . . . ,m, such that Bin (q1i, , n1i) and Bin (q2i, , n2i) form a pair for each i. To access how
many pairs of the binomial random variables have equal means, for each i FET is conducted
to assess the null Hi0 : q1i = q2i versus the alternative Hi1 : q1i 6= q2i, a two-sided p-value is
obtained, and then an MTP is applied to the m p-values to determine which null hypotheses
are true.
2.2 Rationale for the weighted FDR procedure
The rationale behind grouping hypotheses and weighting p-values are two fold and explained
as follows. The heterogeneity of p-value distributions when conducting the binomial test or
FET is due to conditioning on different observed total counts or marginal counts. However,
for two discrete p-value distributions obtained from either test to be close to each other under
the null hypotheses, it is necessary that the observed total or marginal counts be close to each
other. In other words, similar p-value distributions represent statistical evidence of similar
strength against the null hypotheses. Therefore, partitioning hypotheses into groups according
to the similarity between their associated p-value distributions helps gather statistical evidence
of similar strength, accounts for the heterogeneity of the p-value distributions, and may lead to
more powerful rejection rules.
On the other hand, by the definitions of binomial test and FET, a conditional test induces
a “conditional proportion” for each null hypothesis. For example, given m pairs of independent
Poisson distributions such that m0 pairs have equal means, and let the ith null hypothesis be
that the ith pair of Poisson distributions have equal means. Then pi0 = m0/m. When binomial
test is used to test the ith null hypothesis based on the total of the observed counts of the ith
pair of Poisson random variables, a conditional proportion p˜i0i, dependent on the total count,
is induced for the ith null hypothesis. The same reasoning applies when FET is conducted. In
other words, due to conditional testing, pi0 induces random realizations such that the ith null
hypothesis has its own conditional proportion p˜i0i of being true. Thus, multiple testing based on
p-values of conditional tests, even though being cast in the frequentist paradigm, has a strong
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Bayesian interpretation, in that each null hypothesis has its own probability of being true and
the p-value distributions are heterogeneous.
To deal with this, the weighted FDR procedure uses the new metric and grouping algorithm
to partition discrete p-values into groups so that p-values in each group have less heterogeneous
distributions, forms weights for p-values in each group using the concept of Bayesian FDR (Efron
et al.; 2001) and a weighting scheme in Hu et al. (2010), and implements weighted hypotheses
testing by interpolating the Bayesian decision rule; see Section 2.5 for details on the weighted
FDR procedure and Appendix C in the supplementary material for a Bayesian interpretation of
the procedure.
2.3 A new metric for CDFs with finitely many discontinuities
We take the convention that any CDF is right-continuous with left-limits and let D be the set
of CDFs each of which has finitely many discontinuities. D contains many types of CDFs that
are commonly encountered in multiple testing. For example, it contains the CDF of uniform
random variable, the CDFs of p-values induced by permutation tests, and the CDFs of p-values
of binomial tests or FETs. Unless otherwise noted, we will only deal with CDFs that have
finitely many discontinuities.
For Q ∈ D, let its set of discontinuities be
SQ = {t ∈ R : Q(t)−Q(t−) > 0} .
For F and G in D, define
δ (F,G) = η (SF 4 SG) + ‖F −G‖∞ , (1)
where η is the counting measure, 4 the symmetric difference between two sets, and ‖·‖∞ the
supremum norm for functions.
For any two CDFs with finitely many jumps, δ measures their difference by both the difference
η (SF 4 SG) between the number of jumps they have and the difference ‖F −G‖∞ between the
masses they assign at the jump locations. It is easy to see that δ is a metric on the Cartesian
product D⊗D. However, δ is different from the famous Skorokhod metric (see, e.g., Billingsley;
1999), in that δ also measures the difference between the “discreteness” of two CDFs by the
difference in the number of jumps they have.
We explain how δ behaves in practice. Clearly, δ ≡ 0 for any two CDFs of p-values that are
uniformly distributed with the same discontinuities. For example, this is true for the CDFs of
p-values under the null hypothesis in the continuous paradigm and for any two p-value CDFs
obtained from permutation test. An attractive feature of δ is the following: for some families of
parametric CDFs such as those of p-values of binomial tests or FETs, δ has an equivalent form
that can be computed very easily without computing the counting measure η or the supremum
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norm ‖·‖∞; see Appendix B in the supplementary material for details on this.
2.4 A new grouping algorithm
For a p-value, call its distribution under the null hypothesis the “null distribution” and that
under the alternative hypothesis the “alternative distribution”. Let Fi be the null distri-
bution of p-value pi, and assume that each Fi has a finite set Si of discontinuities. Set
C = {Fi : i = 1, . . . ,m}, where m is the number of null hypotheses to test.
To partition C into l∗ groups with minimal group size g∗ such that each group contains less
heterogenous CDFs, we propose a grouping algorithm Gδ; see Appendix A of the supplementary
material for details of the algorithm. The grouping algorithm accounts for the practical need of
a minimal group size to form groups so that the groupwise proportion of true null hypotheses
can be accurately estimated. Further, it ensures that p-value distributions within each of the
first l∗−1 groups are similar to each other in terms of the metric δ. Once the set C is partitioned,
the set of null hypotheses and that of p-values are partitioned accordingly.
When the null distributions of p-values are identical such as those in the continuous paradigm
or induced by permutation test, δ ≡ 0 and Gδ automatically forms one group. Since the metric δ
in Section 2.3 has equivalent but simpler representations, an equivalent and simpler form of the
grouping algorithm for CDFs of p-values of binomial tests or FETs is provided in Appendix B
in the supplementary material.
2.5 The weighted FDR procedure
The weighted FDR (“wFDR”) procedure is given in Algorithm 1, and its Bayesian interpretation
is provided in Appendix C in the supplementary material. By its definition, when pˆi∗0 = 1
(where pˆi∗0 is defined in (2)), the wFDR procedure makes no rejections. In Appendix D of the
supplementary material, we prove the conservativeness of the wFDR procedure when null p-
value distributions are heterogeneous. Our simulation study in Section 3 and the supplementary
material will show that the wFDR procedure is conservative, stable and more powerful than the
BH procedure and the procedures in Habiger (2015) and Chen et al. (2017) for MT based on
p-values of binomial tests and FETs.
3 Simulation study
We now present simulation studies for MT based on p-values of binomial tests and FETs to
compare the wFDR procedure with the BH procedure, the procedure (“SARP”) in Habiger
(2015) that is based on randomized p-values, and the adaptive BHH procedure (“aBHH”) in
Chen et al. (2017). The aBHH procedure is obtained by applying the procedure in Heyse (2011)
at FDR level α/pˆiG0 when the nominal FDR level is α, where pˆi
G
0 is the estimator of pi0 in Chen
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Algorithm 1: Weighted FDR procedure for multiple testing in discrete paradigm
1. Grouping: apply the grouping algorithm Gδ to partition C = {Fi : i = 1, . . . ,m} into
groups G˜j , j = 1, . . . , l∗, whose corresponding groups Gj , j = 1, . . . , l∗ of indices partition
the index set Em = {1, . . . ,m}.
2. Estimating proportions: for each group Gj , let pij0 be the proportion of true null
hypotheses among all hypotheses Hi for i ∈ Gj ; estimate pij0 as pˆij0 using the estimator in
Chen et al. (2017); estimate the proportion pi0 as
pˆi∗0 = m
−1
l∗∑
j=1
pˆij0 |Gj | , (2)
where |A| is the cardinality of the set A.
3. Weighting: set the weight for group Gj as
wj = pˆij0 (1− pˆij0)−1 1{pˆij0 6=1} +∞× 1{pˆij0=1} (3)
and weight the p-values pi, i ∈ Gj into p˜i = piwj , where 1A is the indicator of the set A.
4. Rejecting: for a given FDR level α ∈ [0, 1], reject the ith null hypothesis whenever
its associated weighted p-value p˜i ≤ τα, where the rejection threshold
τα = 1{pˆi∗0<1} sup
{
t ≥ 0 : F˜DR (t) ≤ α
}
(4)
and
F˜DR (t) = min
{
1,
(1− pˆi∗0) t
m−1 max {R (t) , 1}
}
for t ≥ 0 (5)
and R (t) =
m∑
i=1
1{p˜i≤t}.
et al. (2017). For the simulated data, there do not exist groups of hypotheses for which each
group has its own proportion of true null hypotheses.
3.1 Simulation design under independence
For a < b, let Unif (a, b) be the uniform random variable or the uniform distribution on the
closed interval [a, b]. The simulations are set up as follows:
1. Set the number of hypotheses m = 5000, the proportion of true null hypotheses pi0 ∈
{0.5, 0.6, 0.7, 0.8, 0.95}, FDR level α ∈ {0.05, 0.1, 0.15, 0.2}, the number of groups for the
weighted FDR procedure to partition the hypotheses into l∗ ∈ {3, 7, 10}, the number of
true null hypotheses m0 = [mpi0], and m1 = m−m0, where [x] is the integer part of x.
2. Two types of discrete data are generated as follows:
(a) Poisson data: generate means µ1i, i = 1, . . . ,m from the Pareto distribution Pareto (7, 7)
with scale parameter 7 and shape parameter 7. Set µ2i = µ1i for i = 1, . . . ,m0 but
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Observed Unobserved Total
Bin (q1i, n) c1i n− c1i n
Bin (q2i, n) c2i n− c2i n
Total Mi = c1i + c2i M˜i = M
∗ −Mi M∗ = 2n
Table 1: A 2-by-2 table based on observed counts from two binomial distributions Bin (qsi, n)
for s = 1, 2 with probability of success qsi and number of trials n. This table is used to form
Fisher’s exact test (FET) for the ith null hypothesis in the simulation study.
µ2i = ρiµ1i for i = m0 + 1, . . . ,m, where the ρi’s are independently generated from
Unif (1.5, 5). For each s and i, generate a count csi from the Poisson distribution
Pois (µsi) with mean µsi. For each i, conduct the binomial test to assess the null
Hi0 : µ1i = µ2i versus the alternative Hi1 : µ1i 6= µ2i and obtain two-sided p-value pi,
or to assess the null Hi0 : µ1i = µ2i versus the alternative Hi0 : µ1i < µ2i and obtain
one-sided p-value.
(b) Binomial data: generate q1i from Unif (0.02, 0.15) for i = 1, . . . ,m0 and set q2i = q1i
for i = 1, . . . ,m0. Set q1i = 0.15 and q2i = 0.3 for i = m0 + 1, . . . ,m. Set n = 50,
and for each s and i generate a count csi from the binomial distribution Bin (qsi, n)
with probability of success qsi and number of trials n. For each i, form a 2-by-2
table as Table 1 for which the observed counts are {csi}2s=1 and the marginal vector is
N∗i = (n, n, c1i + c2i); apply FET to test the null Hi0 : q1i = q2i versus the alternative
Hi1 : q1i 6= q2i and obtain two-sided p-value pi, or to test the null Hi0 : q1i = q2i
versus the alternative Hi1 : q1i < q2i and obtain one-sided p-value pi.
3. Apply the competing FDR procedures and record statistics for the performance of each
procedure. In order to implement the weighted FDR procedure, let cˆi = c1i + c2i for each
i, set qj , j = 0, . . . , l∗ as the 100jl−1∗ -th percentile of {cˆi}mi=1, and partition the hypotheses
into l∗ groups, for which group Gj = {1 ≤ i ≤ m : qj−1 ≤ cˆi < qj} for 1 ≤ j ≤ l∗ − 1 and
Gl∗ = {1 ≤ i ≤ m : ql∗−1 ≤ cˆi ≤ ql∗}. This partitioning scheme is based on the equivalent
formulation of the metric given in Appendix B in the supplementary material.
4. For each combination of the triple pi0, α and l∗, repeat Steps 2. and 3. 100 times.
Details on the binomial test and FET are given in Appendix B of the supplementary material.
For each test, its two-sided p-value is computed according to the formula in Agresti (2002), i.e.,
it is the probability computed under the null hypothesis of observing values of the test statistic
that are equally likely to or less likely than the observed test statistic. For the simulated data,
θi1 < θi2 for each false null hypothesis. So, a one-sided p-value is directly computed as the
probability under the null hypothesis of observing values of the test statistic that are smaller
than or equal to the observed test statistic.
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3.2 Simulation results under independence
We use the expectation of the true discovery proportion (TDP), defined as the ratio of the
number of rejected false null hypotheses to the total number of false null hypotheses, to measure
the power of an FDR procedure. We also report the standard deviations of the false discovery
proportion (FDP, Genovese and Wasserman; 2002) and TDP since smaller standard deviations
for these quantities mean that the corresponding procedure is more stable in FDR and power.
Note that FDR is the expectation of FDP.
Figure 2 presents the FDR and power of each of the four FDR procedures, wFDR, aBHH in
Chen et al. (2017), SARP in Habiger (2015) and BH in Benjamini and Hochberg (1995) when
they are applied to one-sided p-values, where the wFDR procedure has partitioned the hypothe-
ses into 3 groups. The supplementary material records the FDR and power of the procedures
when they are applied to two-sided p-values, and it also reports the standard deviations of the
FDP and TDP for each procedure. The simulation results show that: (i) the three FDR pro-
cedures wFDR, aBHH and BH are conservative, i.e., their FDRs are at or below the nominal
FDR levels, and they are stable, i.e., having small standard deviations for the FDPs; (ii) the
wFDR procedure is the most powerful regardless of the type of p-values it is applied to or the
number of groups we have partitioned the hypotheses into, the aBHH procedure is the second
most powerful, the procedure SARP the third, and the BH procedure the fourth; (iii) the FDRs
of SARP may be slightly larger than nominal levels when it is applied to one-sided p-values,
most likely due to SARP under-estimating pi0; this has been observed in Chen et al. (2017); (iv)
the smaller the proportion pi0 is, the more improvement in power the wFDR procedure has.
For the wFDR procedure when it is applied to one-sided p-values, Figure 3 presents its FDR
and power and Figure 4 the standard deviations of its FDP and TDP, as the number of groups
the procedure partitions the hypotheses into ranges in {3, 7, 10}. The supplementary material
contains similar reports when the wFDR procedure is applied to two-sided p-values. These
figures show the following: (i) increasing the number l∗ of groups to partition the hypotheses
into usually increases the power and reduces the FDR of the wFDR procedure without increasing
the standard deviation of its FDP or TDP; (ii) the power of the wFDR procedure may stop
increasing and its FDR may stop decreasing once l∗ is large, e.g., when l∗ > 7 for the simulations.
The simulation results of the estimator pˆiG0 of pi0 developed in Chen et al. (2017) and the
overall estimator pˆi∗0 in (2) induced by pˆiG0 are provided in the supplementary material. The esti-
mator pˆiG0 is conservative and accurate, as already demonstrated in Chen et al. (2017). However,
pˆi∗0 is conservative and usually more accurate than pˆiG0 . This is consistent with our intuition that,
since the proportion pi0 induces for each null hypothesis a conditional proportion via conditional
testing and the null p-values have different distributions, the weighted average of the estimated
proportions for each group of hypotheses can more accurately estimate pi0 even though there is
no group structure for the hypotheses.
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Figure 2: False discovery rate (FDR) and power of each FDR procedure when it is applied to
one-sided p-values, where the weighted FDR procedure (“wFDR”) partitions the hypotheses into
3 groups. In the vertical strip names, “pi0” refers to the proportion pi0 of true null hypotheses.
Each type of points from left to right in each subfigure are obtained successively under nominal
FDR levels 0.05, 0.1, 0.15, 0.2. The weighted FDR procedure (“wFDR”) shown by triangles is the
most powerful, the adaptive BHH procedure (“aBHH) in Chen et al. (2017) shown by squares
the second, the procedure “SARP” in Habiger (2015) shown by crosses the third, and the BH
procedure shown by circles the least. However, SARP has the largest FDR among the four, and
its FDR may be larger than a nominal level, whereas the other 3 procedures are conservative.
The smaller pi0 is, the more improvement in power the wFDR procedure has.
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Figure 3: False discovery rate (FDR) and power of the weighted FDR procedure when it is
applied to one-sided p-values and partitions the hypotheses into different numbers of groups
(shown in the legend). In the vertical strip names, “pi0” refers to the proportion pi0 of true null
hypotheses. Each type of points from left to right in each subfigrue are obtained successively
under nominal FDR levels 0.05, 0.1, 0.15, 0.2. We see that increasing the number of groups to
partition the hypotheses into can increase the power of the wFDR procedure. However, beyond
a value for the number of groups, the power of the wFDR procedure stops increasing and may
decrease.
3.3 Simulation results under dependence
In order to assess the performance of the wFDR procedure under dependence, we build depen-
dence among the binomial and Piosson data generated according to the parameters of the sim-
11
Binomial test Fisher's exact test
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Figure 4: Standard deviations of the false discovery proportion (FDP) and true discovery pro-
portion (TDP) of the weighted FDR procedure, when it is applied to one-sided p-values and
partitions the hypotheses into different numbers of groups (shown in the legend). In the vertical
strip names, “pi0” refers to pi0. Each type of points from left to right in each subfigure are
obtained successively under nominal FDR levels 0.05, 0.1, 0.15, 0.2. It is seen that increasing the
number of groups usually does not increase the standard deviation of the FDP or TDP of the
weighted FDR procedure.
ulation design in Section 3.1. Details of the simulation design and the results are provided in
Appendix H of the supplementary material.
The simulation results show the following, regardless of when applied to one-sided or two-
sided p-values of the binomial tests or FETs: (i) the weighted FDR procedure is conservative,
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Amnesia Not Amnesia
Drug i n1i n2i
Other drugs 2051− n1i 686911− 2051− n2i
Table 2: A 2-by-2 table used by Fisher’s exact test (FET) to test if drug i is associated with
amnesia: n1i is the number of amnesia cases reported for drug i, and n1i + n2i the number of
cases reported to have adverse events for drug i.
stable and more powerful than the procedures in Benjamini and Hochberg (1995) and Habiger
(2015); (ii) the weighted FDR procedure and the adaptive BHH procedure in Chen et al. (2017)
seem to be equally powerful; (iii) the estimator pˆiG0 in Chen et al. (2017) and the overall estimator
pˆi∗0 in (2) are accurate and stable, with pˆi∗0 being more accurate. Further discussion is provided
in Appendix H in the supplementary material.
4 Two applications to multiple testing with discrete data
We provide two applications of the weighted FDR (“wFDR”) procedure to multiple testing
based on discrete data, one for drug safety study and the other differential methylation study,
where p-values have discrete and heterogeneous null distributions. The wFDR procedure will
be compared with the BH procedure in Benjamini and Hochberg (1995). The overall estimator
of the proportion pi0 produced by the wFDR procedure, i.e., pˆi
∗
0 in (2) and the estimator pˆi
G
0 in
Chen et al. (2017) will be provided.
4.1 Application to drug safety study
The drug safety study we explore aims to assess if a drug is associated with amnesia. The
data set, available from Heller and Gur (2012), records the number of amnesia cases and the
total number of adverse events for each of the 2466 drugs. Among the total of 686911 reported
adverse events, 2051 involves amnesia cases. For each drug, the null hypothesis is that the drug
is not associated with amnesia, and there are 2466 null hypotheses to test simultaneously. The
null hypothesis for drug i will be tested by Fisher’s exact test (EFT) based on Table 2. For this
study, it is known that the number of drugs that are associated with amnesia is small, i.e., the
proportion pi0 of true null hypotheses is close to 1.
This data set has been analyzed by Heller and Gur (2012) using one-sided p-values of FETs
and their FDR procedures. Here we re-analyze it using two-sided p-values of FETs and the
wFDR procedure. From Chavant et al. (2011), we know that Benzodiazepines and anticholin-
ergic drugs are often responsible for amnesia. Based on this information, the wFDR procedure
partitions the hypotheses into 3 groups, reflecting the side effects of the two known types of
drugs and that of the rest in the data.
The groupwise proportions are estimated to be 1, 1 and 0.9808853, which is consistent with
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the fact that only few of the drugs might be associated with amnesia. The estimator pˆiG0 and
pˆi∗0 are respectively 1 and 0.9936232. At an FDR level of α = 0.05, the wFDR procedure finds
39 drugs to be associated with amnesia, and the BH procedure 36. Since the wFDR procedure
employs weights and re-ranks p-values, it may claim a different set of drugs to be associated
with amnesia than that found by the BH procedure. In fact, 37 of the drugs found by the wFDR
procedure are different than those found by the BH procedure.
Drugs found by the wFDR procedure but not by the BH procedure to be associated with
amnesia include “Sirolimus”, “Vitamin B substances”, “Xipamide” and “Raloxifene”. Sirolimus,
also known as “Rapamycin”, is able to induce amnesia in rats, and the FDA has approved its
use on humans for post-traumatic stress disorder treatment; see, e.g., Glover et al. (2010) and
Tischmeyer et al. (2003). However, none of the methods in Heller and Gur (2012) identified
Sirolimus to be associated with amnesia at nominal FDR level 0.05.
4.2 Application to methylation study
The data set, available from Lister et al. (2008), was obtained on a study on cytosine methylation
in two unreplicated lines of Arabidopsis thaliana, wild-type (Col-0) and mutant defective (Met1-
3). Corresponding to each cytosine, the null hypothesis is “the cytosine is not differentially
methylated between the two lines”. The aim is to identity differentially methylated cytosines. It
is known that the number of differentially methylated cytosines is relatively large for Arabidopsis
thaliana, i.e., the proportion pi0 of true null hypotheses is relatively small compared to 1.
There are 22265 cytosines in each line, and each cytosine in each line has only one observation,
i.e., a discrete count that indicates the level of methylation. We choose cytosines whose total
counts for both lines are greater than 5 and whose count for each line does not exceed 25. We
do this to filter out genes with untrustable low counts and to better utilize for multiple testing
the jumps in the p-value distributions corresponding to genes without large counts. This yields
3525 cytosines, i.e., 3525 null hypotheses to test simultaneously. We model the counts for each
cytosine in the two lines by two binomial distributions whose numbers of trials are respectively
the total counts for all cytosines in individual lines, and use FET to test the null hypothesis
for each cytosine. Two-sided p-values of the tests are collected, and the FDR procedures or
estimators are applied to these p-values.
Based on the evidence in Zhang et al. (2006) that methylated cytosines may belong to
pericentromeric heterochromatin, repetitive sequences, and regions producing small interfering
RNAs, the wFDR procedure partitions the 3525 null hypotheses into 3 groups. The groupwise
proportions are estimated to be 0.7602744, 0.5744432 and 0.69965815, which is consistent with
the evidence on the three types of genomic regions for cytosine methylation. The estimator
pˆiG0 and pˆi
∗
0 are respectively 0.6756938 and 0.676926. At an FDR level of α = 0.05, the wFDR
procedure finds 431 differentially methylated cytosines, the BH procedure 326, and the two
procedures only share 36 discoveries for this application.
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5 Discussion
We have proposed a new metric, a new grouping algorithm, and a weighted FDR procedure for
multiple testing in the discrete paradigm where p-value distributions are discrete and hetero-
geneous and have finitely many discontinuities. The weighted FDR procedure interpolates the
Bayesian decision rule that is induced by conditional testing. We have proven that the weighted
FDR procedure is conservative and demonstrated that it has (considerably) larger power than
the procedures in Benjamini and Hochberg (1995), Habiger (2015) and Chen et al. (2017) for
multiple testing based on p-values of the binomial test and Fisher’s exact test.
Our grouping algorithm is based on a new metric on the similarity between p-value CDFs
with finitely many jumps. It aims to handle the enormous heterogeneity of discrete p-value
distributions, borrow information from p-value distributions that are less heterogeneous within
a group, and enables the weighted FDR procedure to interpolate the Bayesian decision rule. In
contrast to the procedures in Cai and Sun (2009) and Hu et al. (2010), our grouping algorithm
does not assume that groups of hypotheses with different proportions of true null hypotheses
exist. Therefore, in terms of the purpose of grouping, the weighted FDR procedure is essentially
different than these procedures.
Even though our weighting scheme is adopted from Hu et al. (2010), the weights are induced
by the better estimator of the proportion of true null hypotheses designed for the discrete
paradigm. Further, due to the heterogeneity of p-value distributions, the weights, obtained after
applying our grouping algorithm, have a different interpretation. Specifically, the weights can be
thought of as corresponding to the conditional proportions for individual null hypotheses, rather
than corresponding to finitely many deterministic groupwise proportions of true null hypotheses
assumed in Hu et al. (2010). Further, the weights in the weighted FDR procedure are different
in interpretation and construction from those in Genovese et al. (2006) and Benjamini and
Hochberg (1997).
With regard to the number of groups to choose to partition the hypotheses and heterogeneous
p-value distributions into, we suggest the following principle: choosing a number that balances
the degree of heterogeneity of p-value distributions within each group and the minimal group size,
so that the groupwise proportion of true null hypotheses can be accurately and conservatively
estimated. If no information is available on this number, partitioning the hypotheses into 3
groups usually works well as demonstrated by our simulation studies. If prior information,
e.g., on the number of functional groups the hypotheses might belong to, is available, then the
number can be chosen according to such information and the principle. Our simulation studies
have provided evidence that the number of groups does not seem to affect the conservativeness
the weighted FDR procedure.
Finally, under the general settings of MT in the discrete paradigm, p-value distributions are
discrete and different from each other regardless of under the true null or false null hypotheses.
Further, the estimator of the proportion of true null hypotheses in Chen et al. (2017), employed
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by the weighted FDR procedure, is a complicated functional of all the p-value CDFs, and the
weights depend on the p-values. Therefore, it is very hard to theoretically show that the weighted
FDR procedure is more powerful than the other procedures we have compared in the simulation
study. Theorem D.2 in Appendix D of the supplementary material ensures the conservativeness
of the weighted FDR procedure when null p-value distributions are heterogeneous. Theorem D.2
and its proof can be regarded as a generalization of Theorem 4.1 and its proof in Finner et al.
(2009) to grouped, adaptively weighted multiple testing procedures with discrete, heterogeneous
null p-value distributions. We hope to report in a future article a systematic theoretical study
on the improved power of the weighted FDR procedure.
Supplementary material
We provide details on the grouping algorithm, the equivalent formulation of the metric and
grouping algorithm, information on binomial test and Fisher’s exact test, a Bayesian interpreta-
tion of the weighted FDR procedure, a theoretical study on the conservativeness of the weighted
FDR procedure, and additional simulation results.
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Supplementary material for “A weighted FDR procedure under
discrete and heterogeneous null distributions”
Xiongzhi Chen∗ and Rebecca W. Doerge†
Abstract
We provide details on the grouping algorithm in Appendix A, the equivalent formulation
of the metric and grouping algorithm in Appendix B, information on binomial test and
Fisher’s exact test in Appendix B, a Bayesian interpretation of the weighted FDR procedure
in Appendix C, the conservativeness of the weighted FDR procedure in Appendix D, the
FDR and power of each procedure in Appendix E, the standard deviations of the FDP
and TDP of each procedure in Appendix F, the performances of the two estimators of the
proportion pi0 in Appendix G, and the performances of the weighted FDR procedure and the
estimators of the proportion under dependence in Appendix H.
A The grouping algorithm
Recall that Fi is the null distribution of p-value pi and that each Fi has a finite set Si of
discontinuities. Further, recall C = {Fi : i = 1, . . . ,m}, i.e., the set of null distributions of p-
values. Algorithm 2 (symbolically denoted by Gδ) partitions C into l∗ groups so that the minimal
group size is g∗ and that the distributions within a group are less heterogeneous.
The algorithm basically works as follows. First the distance δij between each pair of Fi and
Fj with i 6= j is computed, and the maximum δ∗ of δij ’s obtained. Note that δii = 0. Pick an
initial value σ = (2l∗)−1 δ∗ as the maximal distance between any two CDFs in each of the groups
to be formed, i.e., σ is the diameter of a group. Secondly, for each Fi ∈ C, form the subset Bi (σ)
of CDFs such that the distance between any two of its members is bounded by σ, i.e., Bi (σ) is
a subset of diameter σ; find among subsets Bi (σ) , i = 1, . . . ,m one, denoted by Bi∗ (σ), that
has the most members, and remove it from C. We call this “identification and removal process
(IRP)”. Note that Bi∗ (σ) is a candidate group we have formed. Apply the IRP to the rest of
the CDFs, and repeat it by adjusting the initial diameter σ until l∗ groups are obtained and no
group has less than g∗ members.
Whenever the current radius σ in “input” is changed in the inner “while” loop into some σ′,
we say that a new iteration inside Gδ is started with the new radius σ′. In such terminology, Gδ
always terminates itself in a finite number of iterations. However, the final radius the algorithm
assumes to successfully form l∗ groups with minimal group size g∗ may be different than the
initial radius σ. For notational simplicity, we will still use σ to denote the final radius.
∗Corresponding author: Department of Mathematics and Statistics, Washington State University, Pullman,
WA 99163, USA; Email: xiongzhi.chen@wsu.edu.
†Office of the Dean, Mellon College of Science, 4400 Fifth Avenue, Pittsburgh, PA 15213, USA; Email:
rwdoerge@andrew.cmu.edu.
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Algorithm 2: Grouping algorithm to partition p-value CDFs into l∗ groups with minimal
group size g∗
C = {Fi : i = 1, . . . ,m}, compute δij = δ (Fi, Fj) for all 1 ≤ i ≤ j ≤ m and set
δ∗ = max1≤i<j≤m δij ;
input: σ = (2l∗)−1 δ∗, l˜ = 1, g˜∗ = 1, B0 = {1, . . . ,m}, A0 = D0 = ∅;
while g˜∗ < g∗ do
while |B0| > 0 and l˜ ≤ l∗ do
for i ∈ B0 do
Bi (σ)← {Fj : j ∈ B0, δij ≤ σ}, Ai ← {j ∈ B0 : Fj ∈ Bi (σ)};
i∗ ← arg max {i ∈ B0 : |Ai|}, D0 ← D0 ∪ {{Ai∗}}, B0 ← B0\Ai∗ ;
if l˜ ≤ l∗ − 1 then
if |B0| ≤ g∗ then
set A0, B0, D0, l˜ as in input but σ ← σ/2;
if l˜ = l∗ − 1 and |B0| = g∗ then
Al∗ ← B0, D0 ← D0 ∪ {{Al∗}}, |B0| ← 0;
if |B0| > g∗ then
keep current B0 and D0;
if l˜ = l∗ then
if |B0| ≤ g∗ then
Al∗ ← Al∗ ∪B0;
if |B0| > g∗ then
set A0, B0, D0, l˜ as in input but σ ← 1.5σ;
l˜← l˜ + 1;
g˜∗ ← |Al∗ |;
Since δ is a metric on the Cartesian product C⊗C, the grouping algorithm Gδ always produces
at least l∗− 1 δ-metric balls of diameter σ out of C. Gδ may form the l∗th group by merging the
last group with at most g∗ members or by taking the last g∗ members; see the first subcase of
the case l˜ = l∗ or the second subcase of the case l˜ = l∗− 1 in Algorithm 2. In this case, the l∗th
group may contain p-value CDFs that are more than σ units way in the δ-metric.
B Equivalent of the metric and grouping algorithm
For the purpose of measuring distributional similarity and inducing a grouping algorithm, an
equivalent to the metric δ exists for the null distributions of p-values from binomial test (BT)
or Fisher’s exact test (FET). Specifically, let Fi be the null distribution of p-value pi of the
BT or FET for the ith null hypothesis, and si be the total count of the ith pair of Poisson
distributions or the joint marginal vector formed by the observed counts from the i pair of
binomial distributions; see Table B.1 for an illustration. Then it can happen that δ (Fi, Fj),
2
Observed Unobserved Total
Bin (q1i, N1i) c1i N1i − c1i N1i
Bin (q2i, N2i) c2i N2i − c2i N2i
Total Mi = c1i + c2i M˜i = M
∗
i −Mi M∗i = N1i +N2i
Table B.1: A 2-by-2 table that illustrates, for Fisher’s exact test (FET), how the joint marginal
vector N∗i = (N1i, N2i,Mi) is formed based on observed counts from two binomial distributions
Bin (qsi, Nsi) for s = 1, 2.
denoted by δij for short, is completely decided by the difference (in certain sense) between si
and sj .
To show this, we briefly review the BT and FET as follows:
1. Let Bin (p∗, n∗) be the binomial distribution or binomial random variable with probability
of success p∗ and number of trials n∗. For the BT, let csi for s = 1 or 2 be the observed
counts from two independent Poisson distributions with mean λsi, then the test statistic
Ti to test if λ1i = λ2i for each i based on the total c˜i = ci1 + ci2 is Bin (θi, c˜i), where
θi = λ1i (λ1i + λ2i)
−1. Under the null hypothesis Hi0 : λ1i = λ2i, Ti is Bin (0.5, c˜i) and its
distribution only depends on c˜i.
2. For FET, let csi for s = 1 or 2 be the observed counts from two independent binomial
distributions Bin (qsi, Nsi) respectively. Set Mi = c1i + c2i. Then the test statistic for
FET based on the joint marginal vector N∗i = (N1i, N2i,Mi) has a hypergeometric dis-
tribution HG (θi,N
∗
i ), where θi =
q1i(1−q2i)
q2i(1−q1i) . Under the null hypothesis Hi0 : q1i = q2i,
Ti ∼ HG (1,N∗i ) and it depends only on N∗i . When Mi and N1i +N2i do not depend on i,
or N1i = N2i and N1i does not depend on i, Ti’s under the null hypotheses depend only
on the N1i’s or Mi’s.
Now we illustrate the equivalent to δ. For the two null p-value CDFs of FETs, Fi and Fj ,
shown in Figure 1 in the main paper, the joint marginal vectors are si = (19, 75146, 35090) and
sj = (5, 75160, 35090), for which 19+75146 = 5+75160. Since Fi and Fj are completely decided
by si and sj , so is the metric δij for Fi and Fj . In fact, for these two CDFs d (si, sj) = 14 =
η
(
SFi 4 SFj
)
and ‖Fi − Fj‖∞ = 0.270, where for two vectors s and s′,
d
(
s, s′
)
=
∥∥s− s′∥∥∞ , (B.1)
and ‖s− s′‖∞ is the maximum of the absolute value of the entrywise differences between the
entries (paired in order) of s and s′. Similar reasoning applies to the null distributions of p-values
of binomial tests, where δ is equivalent to d in (B.1) and s is the total observed count for a pair
of Poisson distributions.
Let K be the set of total observed count for each individual pair of Poisson distributions for
BT or the set of joint marginal vector for each pair of binomial distributions for FET. Then the
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quantity d in (B.1) is a metric on the Cartesian product K ⊗K, which induces a norm on K.
So, d is an equivalent to δ for measuring the difference between the null CDFs of p-values from
BTs or FETs. Thus, for the null CDFs, C = {Fi : i = 1, . . . ,m}, of p-values of BTs or FETs,
partitioning C and equivalently Gδ can be easily implemented by partitioning the observed total
counts {c˜i}mi=1 or the joint marginal vectors in terms of {N1i}mi=1 or {Mi}mi=1. This has been
implemented in simulation study in the main paper.
C A Bayesian interpretation of the weighted FDR procedure
For i = 1, ...,m, let Hi denote the status of the ith null hypothesis, such that Hi = 0 or 1
means that the ith null hypothesis is true or false. Let pi be the p-value associated with the ith
null hypothesis. For the ith null hypothesis, let si be the total count or joint marginal vector
respectively when the binomial test (BT) or Fisher’s exact test (EFT) is applied to the ith null
hypothesis. Let Θ ⊆ R be the parameter space of the p-value CDFs and ϑ be the parameter
under the null hypotheses. Then ϑ = 0.5 for BT and ϑ = 1 for FET. Further, the CDF of
p-value pi has parametric form F (·;ϑ, si) if Hi = 0, and it has the form F (·; θi, si) if Hi = 1,
where θi 6= ϑ and θi, ϑ ∈ Θ.
Because of conditioning, the proportion pi0 of true null hypothesis induces a conditional
proportion pi0i = pi0i (si), dependent on si, for the ith null hypothesis. Taking a Bayesian
perspective, the CDF for p-value pi can be modeled as follows: (i) the status Hi is a Bernoulli
random variable with probability of success 1 − pi0i (si), i.e., Hi ∼ Bernoulli (1− pi0i (si)); (ii)
conditional on Hi = 0 the CDF for pi is F (·;ϑ, si) but conditional on Hi = 1 the CDF for pi is
F (·; θi, si) for which θi 6= ϑ. In this setting, the Bayesian FDR (Efron et al.; 2001) is
li (t; θi, si) := Pr (Hi = 0|pi ≤ t) = pi0i (si)F (t;ϑ, si)
pi0i (si)F (t;ϑ, si) + [1− pi0i (si)]F (t; θi, si) .
Let χi =
pi0i(si)
1−pi0i(si) , ri (t; θi, si) =
F (t;ϑ,si)
F (t;θi,si)
and ζi (t; θi, si) = χiri (t; θi, si). Then the decision
rule to reject the ith null hypothesis whenever li < α for some α ∈ (0, 1) controls the Bayesian
FDR at α. Since li is monotone increasing in ζi, ranking {li}mi=1 is equivalent to ranking {ζi}mi=1.
In fact, the previous decision rule is equivalent to rejecting the ith null hypothesis whenever
ζi <
α
1−α . Now fix the Bayesian decision rule that rejects the ith null hypothesis whenever
ζi (pi; θi, si) =
χiF (pi;ϑ, si)
F (pi; θi, si)
=
χipi
F (pi; θi, si)
≤ α
1− α. (C.1)
Note that this rule controls the Bayesian FDR at level α.
In the weighted FDR procedure, the hypotheses are partitioned into l∗ groups Hi, i ∈ Gj ,
for which {Gj}l∗j=1 partition the index set {1, ...,m}. Then a weight wj for p-value pi, i ∈ Gj
is defined as wj =
pˆi0j
1−pˆi0j , where pˆi0j is the estimate of the proportion true null hypotheses for
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group j. Since F (pi;ϑ, si) = pi and F (t;ϑ, si) ≤ t for any t ∈ [0, 1] and si, we have
wjpi ≤ wjpi
F (pi; θi, si)
=
wjF (pi;ϑ, si)
F (pi; θi, si)
(C.2)
for i ∈ Gj and j = 1, . . . , l∗. Recall p˜i = wjpi and that
{
p˜(i)
}m
i=1
are the order statistics of
{p˜i}mi=1. Let
k˜∗ = max
{
i : p˜(i) ≤
iα
m(1− pˆi∗0)
}
.
Then by (D.4) of Theorem D.1, the weighted FDR procedure rejects the ith null hypothesis
whenever pˆi∗0 < 1, i < k˜∗ and
p˜(i)
m(1− pˆi∗0)
i(1− α) ≤
α
1− α. (C.3)
In view of (C.1), (C.2) and (C.3), wj ’s attempt to interpolate the χi’s, and the decision rule of
the weighted FDR procedure attempts to interpolate the Bayesian decision rule in (C.1) in that
p˜(i)
m(1−pˆi∗0)
i(1−α) tries to mimic
χipi
F (pi;θi,si)
.
D Conservativeness of weighted FDR procedure
Recall Fi is the null distribution of p-value pi, and assume Fi(t) ≤ t for all t ∈ [0, 1] and each
i = 1, . . . ,m. If for each j = 1, . . . , l∗, the estimate pˆij0 is replaced by the truth pij0 in the
wFDR procedure, we call the corresponding procedure the “oracle wFDR procedure”. In this
section, we expose the connection between the wFDR procedure and the GBH procedure in Hu
et al. (2010), show when the wFDR procedure has more rejections than the BH procedure in
Benjamini and Hochberg (1995) at the same nominal FDR level, and provide conditions under
which the wFDR procedure is conservative.
The following Theorem D.1 reveals that the wFDR procedure can be considered as a gener-
alization of the GBH procedure in Hu et al. (2010), since when there is a group structure for the
hypotheses, the wFDR procedure automatically reduces to the GBH procedure by partitioning
the hypotheses according to the group structure. It also provides a condition under which the
wFDR procedure has more rejections than the BH procedure.
Theorem D.1. Once the groups have been formed with a positive minimal group size, the orcale
weighted FDR procedure is equivalent to the oracle GBH procedure, and so is the weighted FDR
procedure to the GBH procedure in Hu et al. (2010). Given a nominal FDR level α ∈ [0, 1], if
min
1≤j≤l∗
{pˆij0} < 1, pˆi∗0 < 1 and
(1− pˆi∗0) max
1≤j≤l∗
pˆij0
1− pˆij0 ≤ 1 (D.1)
where
1
0
= ∞, then the wFDR procedure rejects at least as many hypotheses as does the BH
procedure at the same nominal FDR level.
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Proof. Even though there is no prior group structure on the set of null hypotheses, once the
wFDR procedure partitions the hypotheses into groups {Gj}l∗j=1 with 1 ≤ l∗ ≤ m whose minimal
group size g∗ > 0, then for each group Gj the proportion pij0 of true null hypotheses is well-
defined. Further, pi0 = m
−1∑l∗
j=1 |Gj |pij0, where |Gj | is the cardinality of Gj . So, we are in
the framework of grouped hypotheses testing of Hu et al. (2010) but we do not impose any
assumptions on the homogeneity of discrete p-value distributions. Thus, it suffices to show that
the two oracle procedures reject the same set of null hypotheses.
First, we recall the oracle GBH procedure in Hu et al. (2010) and formally state the oracle
wFDR procedure. Fix an FDR level α. Let
w∗j =
pij0
1− pij0 1{pij0 6=1} +∞× 1{pij0=1},
and p˜∗i = w
∗
jpi. Let
{
p˜∗(i)
}m
i=1
be the order statistics of {p˜∗i }mi=1 such that p˜∗(i) ≤ p˜∗(i+1) for
i = 1, . . . ,m − 1, and H(i) be the null hypothesis with associated weighted p-value p˜∗(i). When
pi0 = 1, the oracle GBH procedure makes no rejections. Otherwise, the oracle GBH procedure
defines
kGBH = max
{
i : p˜∗(i) ≤
iα
m (1− pi0)
}
, (D.2)
and rejects all hypotheses associated with p˜∗(1), . . . , p˜
∗
(kGBH)
if kGBH exits; otherwise, it does not
reject any hypotheses.
On the other hand, set R˜∗ (t) =
m∑
i=1
1{p˜∗i≤t}. When pi0 = 1, the oracle wFDR procedure
makes no rejections. Otherwise, the oracle wFDR procedure has the rejection threshold τ∗α
defined by
τ∗α = sup
t ≥ 0 : tm−1 max{R˜∗ (t) , 1} ≤ α1− pi0
 , (D.3)
and rejects the null hypothesis H(i) if its associated weighted p-value p˜
∗
(i) ≤ τ∗α.
Obviously, neither procedures make any rejections when pi0 = 1, which automatically assures
the equivalence. So, we only have to consider the case where pi0 < 1 and the oracle wFDR
procedure makes at least one rejection. However, in this case the piecewise linear function (in t)
t
m−1 max
{
R˜∗ (t) , 1
}
only jumps at p˜∗(i) and equals
p˜∗(i)
im−1
at p˜∗(i). Therefore, the rejection threshold in (D.3) is
equivalent to
k∗α = max
{
j : p˜∗(j) ≤
jα
m (1− pi0)
}
, (D.4)
and the oracle wFDR procedure rejects the null hypotheses H(i) if i ≤ k∗α if k∗α exits. Clearly,
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(D.2) and (D.4) are the same. So, the two oracle procedures reject the same set of hypotheses
once groups have been obtained by the oracle wFDR procedure, establishing the equivalence.
Replacing each pij0 by pˆij0 in the definitions (D.2) and (D.4) give respectively the GBH procedure
in Hu et al. (2010) and the wFDR procedure and their equivalence.
We now justify the second part of the assertion. Let
{
p(i)
}m
i=1
be the order statistics of
{pi}mi=1 and
k∗ = max
{
i : p(i) ≤
i
m
α
}
.
Then, when k∗ exits, it is the number of rejections of the BH procedure. When min
1≤j≤l∗
{pˆij0} < 1
and pˆi∗0 < 1, there can be rejections made by the weighted FDR procedure. Set
kˆ∗ = max
{
i : (1− pˆi∗0) p˜(i) ≤
i
m
α
}
. (D.5)
Then the rejection threshold of the weighted FDR procedure is τα = p˜(kˆ∗), and kˆ∗ is the number
of rejections made by the wFDR procedure. Since wj =
pˆij0
1− pˆij0 and (1− pˆi
∗
0) max
1≤j≤l∗
wj ≤ 1, we
have (1− pˆi∗0) p˜(i) ≤ p(i) for all 1 ≤ i ≤ m, which forces kˆ∗ ≥ k∗. Therefore, wFDR procedure
makes at least as many rejections as does the BH procedure. This proof is complete.
Since wj =
pˆij0
1− pˆij0 , the inequality
(1− pˆi∗0) max
1≤j≤l∗
pˆij0
1− pˆij0 ≤ 1
in the condition (D.1) essentially requires that the weights are all smaller than or equal to
(1− pˆi∗0)−1 when pˆi∗0 < 1. Condition (D.1) can be easily checked but certainly is not the weakest
possible. Nonetheless, our simulation studies have shown the wFDR procedure is usually more
powerful than the BH procedure at the same nominal FDR level.
Now we discuss the conservativeness of the wFDR procedure in a more concrete way. Proving
the conservativeness of an adaptive FDR procedure that uses an estimator of pi0 is very chal-
lenging in the continuous paradigm. Such a task is even more difficult in the discrete paradigm
where the null distributions are discrete and heterogeneous. This is true for the wFDR proce-
dure. We take the convention that the cumulative distribution function (CDF) F of the p-value
associated with a true null hypotheses satisfies F (t) ≤ t for all t ∈ [0, 1]. Note that the p-values
associated with the true null hypotheses can have different CDF’s in our setting.
The assumptions we need are stated below:
A1) Properties of p-values {pi}mi=1 and {pˆij0}l∗j=1:
Pr (min {pi : 1 ≤ i ≤ m} > 0) = 1 and Pr
(⋂l∗
j=1
{pˆij0 ≥ pij0}
)
= 1. (D.6)
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A2) Properties of {pi}mi=1 and {pˆij0}l∗j=1:
lim
m→∞Pr (min {pi : 1 ≤ i ≤ m} > 0) = 1 and limm→∞Pr
(⋂l∗
j=1
{pˆij0 ≥ pij0}
)
= 1. (D.7)
A3) Recall I0 is the index set of the true null hypotheses and let R be the number of rejections
made by the wFDR procedure. For any nonnegative integer r and i ∈ I0, the conditional
probability of R ≥ r given pi ≤ t and {pˆij0}l∗j=1, i.e., Pr
(
R ≥ r| pi ≤ t, {pˆij0}l∗j=1
)
, is almost
surely nonincreasing in t ∈ (0, t∗], where
t∗ = max
{
α (1− pˆij0)
m (1− pˆi∗0) pˆij0
: j ∈ O
}
,
where O = {1 ≤ j ≤ l∗ : pˆi0j ∈ (0, 1)}.
The part about the p-values in assumption A1) (or A2)) simply requires that no p-value
is 0 almost surely (or eventually), which is a very mild requirement. Assumption A3) is very
crucial to justifying the conservativeness of the wFDR procedure. It bears the same spirit of
assumption (D1) of Finner et al. (2009), a condition widely used to show the conservativeness of
step-up FDR procedures. Even though assumption A3) is hard to check in practice, assumptions
A1) and A3) (or assumptions A2) and A3)) are probably the weakest in order to ensure the
conservativeness of an adaptively weighted, grouped FDR procedure without requiring the weak
or almost sure convergence of various empirical CDF’s of the p-values; e.g., one can compare
these assumptions with those of Theorem 4 in Hu et al. (2010).
With these preparations, we have:
Theorem D.2. Let α ∈ [0, 1] be the nominal FDR level. Under the assumptions A1) and A3),
the FDR of the wFDR procedure is bounded by α non-asympotically. On the other hand, under
the assumptions A2) and A3), the FDR of wFDR procedure is bounded by α asymptotically.
Proof. Let the FDR of the wFDR procedure at nominal FDR level α be α∗w. If pˆi∗0 = 1, the
wFDR procedure makes no rejections and its FDR is 0, i.e., the wFDR procedure is conservative.
So, it suffices to consider the case pˆi∗0 < 1, which implies at least one pˆij0 < 1.
The m null hypotheses {Hi}mi=1 are divided into l∗ disjoint groups Hjk , k ∈ Gj , so are the m
p-values {pi}mi=1 into pjk , k ∈ Gj , and so are the m weighted p-values {p˜i}mi=1 into p˜jk , k ∈ Gj ,
where {Gj}l∗j=1 partition the set {1, . . . ,m}. Let ϕjk = 0 denote that Hjk is retained and ϕjk = 1
denote that Hjk is rejected. For each Gj , let Sj0 = Gj ∩ I0, i.e., Sj0 is the index set of true
null hypotheses for the jth group of null hypotheses. Recall pij0 = |Sj0| |Gj |−1 and that R is the
number of rejections made by the wFDR procedure. Let α∗ = α1−pˆi∗0 . Since the wFDR procedure
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has the same rejection rule as that of the GBH procedure (see Theorem D.1), setting
β∗w =
l∗∑
j=1
∑
k∈Sj0
m∑
r=1
1
r
Pr
(
R = r, p˜jk ≤
rα∗
m
∣∣∣∣ {pˆij0}l∗j=1)
we have
α∗w ≤
l∗∑
j=1
∑
k∈Sj0
m∑
r=1
1
r
Pr (R = r, ϕjk = 1) = E [β
∗
w] , (D.8)
where E denotes expectation. It suffices to bound β∗w.
Consider first the case where assumptions A1) and A3) hold. If pˆij0 = 0 for a j, then the
second part of A1) implies pij0 = 0. So, all null hypotheses with indices in Gj are false and no
rejected null hypothesis whose index in Gj is a false discovery. On the other hand, if pˆij0 = 1
for a j, then the weight wj =
pˆij0
1−pˆij0 is ∞ by definition. By the first part of A1), the weighted
p-values whose indices are in Gj are all ∞ and no null hypothesis whose index is in Gj will be
rejected. Therefore,
β∗w =
∑
j∈O
∑
k∈Sj0
m∑
r=1
1
r
Pr
(
R = r, pjk ≤
rα∗
wjm
∣∣∣∣ {pˆij0}l∗j=1)
≤
∑
j∈O
∑
k∈Sj0
m∑
r=1
α∗
wjm
Pr
(
R = r| pjk ≤
rα∗
wjm
, {pˆij0}l∗j=1
)
. (D.9)
Now fix a j ∈ O and k ∈ Sj0. By A3),
Pr
(
R ≥ r + 1| pjk ≤
rα∗
wjm
, {pˆij0}l∗j=1
)
≥ Pr
(
R ≥ r + 1| pjk ≤
(r + 1)α∗
wjm
, {pˆij0}l∗j=1
)
. (D.10)
So,
Pr
(
R = r| pjk ≤
rα∗
wjm
, {pˆij0}l∗j=1
)
= Pr
(
R ≥ r| pjk ≤
rα∗
wjm
, {pˆij0}l∗j=1
)
− Pr
(
R ≥ r + 1| pjk ≤
rα∗
wjm
, {pˆij0}l∗j=1
)
≤ Pr
(
R ≥ r| pjk ≤
rα∗
wjm
, {pˆij0}l∗j=1
)
− Pr
(
R ≥ r + 1| pjk ≤
(r + 1)α∗
wjm
, {pˆij0}l∗j=1
)
.
Let
cr,j,k = Pr
(
R ≥ r| pjk ≤
rα∗
wjm
, {pˆij0}l∗j=1
)
.
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Then,
β∗w ≤
∑
j∈O
∑
k∈Sj0
α∗
wjm
m∑
r=1
(cr,j,k − cr+1,j,k)
=
∑
j∈O
∑
k∈Sj0
α∗
wjm
Pr
(
R ≥ 1| pjk ≤
α∗
wjm
, {pˆij0}l∗j=1
)
≤
∑
j∈O
α∗ |Sj0|
wjm
.
In other words,
β∗w ≤
∑
j∈O
α∗ |Sj0|
wjm
. (D.11)
By the definitions α∗ = α1−pˆi∗0 , wj =
pˆij0
1−pˆij0 , pˆi
∗
0 = m
−1∑l∗
j=1 |Gj | pˆij0, pij0 = |Sj0| |Gj |−1 and
Sj0 = Gj ∩ I0, we see
∑
j∈O
α∗ |Sj0|
wjm
= α
∑
j∈O
1− pˆij0
pˆij0
|Gj |pij0
m (1− pˆi∗0)
= α
∑
j∈O
1−pˆij0
pˆij0
|Gj |pij0∑l∗
j=1 |Gj | (1− pˆij0)
≤ α
∑
j∈O
1−pˆij0
pˆij0
|Gj |pij0∑
j∈O |Gj | (1− pˆij0)
= α
∑
j∈O
pij0
pˆij0
|Gj | (1− pˆij0)∑
j∈O |Gj | (1− pˆij0)
. (D.12)
Therefore, (D.8), (D.9), (D.11) and (D.12) together imply
α∗w ≤ α× E (Ψ) , (D.13)
where
Ψ =
∑
j∈O
pij0
pˆij0
|Gj | (1− pˆij0)∑
j∈O |Gj | (1− pˆij0)
. (D.14)
Clearly, Ψ ≥ 0 almost surely. The second part of A1) implies Pr
(⋂l∗
j=1
{
pij0
pˆij0
≤ 1
})
= 1 and
Pr (Ψ ≤ 1) = 1. Thus, from (D.13) we obtain
α∗w ≤ α× E (Ψ) ≤ α× 1 = α,
i.e., the wFDR procedure is conservative non-asymptotically.
The case where assumptions A2) and A3) hold can be dealt with similarly by noticing that
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assertions induced by assumption A1) hold except on an event whose probability approaches to
0 as m→∞. Specifically,
Pr
(⋂l∗
j=1
{
pij0
pˆij0
≤ 1
})
→ 1 as m→∞
and Pr (Ψ ≤ 1) → 1 as m → ∞, where Ψ is defined by (D.14). In this case, the right hand
side (RHS) of (D.13) yields α∗w ≤ α as m → ∞, i.e., the wFDR procedure is conservative
asymptotically.
Theorem D.2 reveals that, when assumption A3) holds, the more likely an estimator of the
proportion of true null hypotheses over-estimates the proportion, the more likely the wFDR
procedure is to be conservative, regardless of the heterogeneity of p-value distributions. In Chen
et al. (2017), it has been proved that the estimator pˆiG0 , employed by the wFDR procedure,
satisfies
E
(
pˆiG0
) ≥ pi0 (D.15)
as an estimator of the proportion pi0 of true null hypotheses. Our extensive simulation results
have provided evidence that with very high probability the estimator pˆiG0 over-estimates the true
proportion. This observation, combined with Theorem D.2, explains the conservativeness of the
wFDR procedure in finite-sample settings.
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E FDR and power under independence
This section contains the FDR and power of each of the four FDR procedures, i.e., the weighted
FDR (“wFDR”) procedure, the adaptive BHH (“aBHH”) procedure in Chen et al. (2017),
the procedure “SARP” in Habiger (2015) and the BH (“BH”) procedure in Benjamini and
Hochberg (1995), when they are applied to p-values of binomial tests or Fisher’s exact tests.
The results show that the wFDR procedure is conservative and the most powerful among the
four competing procedures, and that the aBHH procedure is conservative and the second most
powerful. However, the procedure “SARP” usually has the largest FDR among the four, and
its FDR may be larger than a nominal level when it is applied to one-sided p-values.
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E.1 Results based on two-sided p-values
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Figure E.1: False discovery rate (FDR) and power of the weighted FDR procedure when it is
applied to two-sided p-values and partitions the hypotheses into different numbers of groups
(shown in the legend). In the vertical strip names, “pi0” refers to the proportion pi0 of true null
hypotheses. Each type of points from left to right in each subfigrue are obtained successively
under nominal FDR levels 0.05, 0.1, 0.15, 0.2. We see that increasing the number of groups to
partition the hypotheses into can increase the power of the wFDR procedure. However, beyond
a value for the number of groups, the power of the wFDR procedure stops increasing and may
decrease.
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Binomial test Fisher's exact test
l
l l
l
l
l l
l
l
l l
l
l
l
l l
l
l l
l
l
l
l
l
l l
l
l
ll
l l
l l l
l
ll l
0.25
0.50
0.75
0.00
0.25
0.50
0.75
0.00
0.25
0.50
0.75
0.0
0.2
0.4
0.6
0.8
0.0
0.2
0.4
0.6
pi0=0.5
pi0=0.6
pi0=0.7
pi0=0.8
pi0=0.95
0.00 0.05 0.10 0.15 0.20 0.00 0.05 0.10 0.15 0.20
False discovery rate
Po
w
e
r
Method l BH wFDR aBHH SARP
Figure E.2: False discovery rate (FDR) and power of each FDR procedure when it is applied to
two-sided p-values, where the weighted FDR procedure (“wFDR”) partitions the hypotheses into
3 groups. In the vertical strip names, “pi0” refers to the proportion pi0 of true null hypotheses.
Each type of points from left to right in each subfigure are obtained successively under nominal
FDR levels 0.05, 0.1, 0.15, 0.2. All procedures except the procedure “SARP” are conservative;
see the subfigure in the upper left corner of the figure. The weighted FDR procedure (“wFDR”)
shown by triangles is the most powerful, the adaptive BHH procedure (“aBHH) shown by squares
the second, the procedure “SARP” shown by crosses the third, and the BH procedure shown by
circles the least. The smaller pi0 is, the more improvement in power the wFDR procedure has.
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Figure E.3: False discovery rate (FDR) and power of each FDR procedure, where the weighted
FDR procedure (“wFDR”) partitions the hypotheses into 7 groups. In the vertical strip names,
“pi0” refers to the proportion pi0 of true null hypotheses. Each type of points from left to right
in each subfigure are obtained successively under nominal FDR levels 0.05, 0.1, 0.15, 0.2. The
same observation from Figure E.2 holds.
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Binomial test Fisher's exact test
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Figure E.4: False discovery rate (FDR) and power of each FDR procedure, where the weighted
FDR procedure (“wFDR”) partitions the hypotheses into 10 groups. In the vertical strip names,
“pi0” refers to the proportion pi0 of true null hypotheses. Each type of points from left to right
in each subfigure are obtained successively under nominal FDR levels 0.05, 0.1, 0.15, 0.2. The
same observation from Figure E.2 holds.
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E.2 Results based on one-sided p-values
Binomial test Fisher's exact test
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Figure E.5: False discovery rate (FDR) and power of each FDR procedure, where the weighted
FDR procedure (“wFDR”) partitions the hypotheses into 7 groups. In the vertical strip names,
“pi0” refers to the proportion pi0 of true null hypotheses. Each type of points from left to
right in each subfigure are obtained successively under nominal FDR levels 0.05, 0.1, 0.15, 0.2.
All procedures except the procedure “SARP” are conservative. The weighted FDR procedure
(“wFDR”) shown by triangles is the most powerful, the adaptive BHH procedure (“aBHH)
shown by squares the second, the procedure “SARP” shown by crosses the third, and the BH
procedure shown by circles the least. The smaller pi0 is, the more improvement in power wFDR
has.
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Binomial test Fisher's exact test
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Figure E.6: False discovery rate (FDR) and power of each FDR procedure, where the weighted
FDR procedure (“wFDR”) partitions the hypotheses into 10 groups. In the vertical strip names,
“pi0” refers to the proportion pi0 of true null hypotheses. Each type of points from left to right
in each subfigure are obtained successively under nominal FDR levels 0.05, 0.1, 0.15, 0.2. The
same observation from Figure E.5 holds.
18
F Standard deviations of FDP and TDP under independence
This section contains the standard deviations of the false discovery proportion (FDP) and
true discovery proportion (TDP) of each of the four FDR procedures, i.e., the weighted FDR
(“wFDR”) procedure, the adaptive BHH (“aBHH”) procedure in Chen et al. (2017), the pro-
cedure “SARP” in Habiger (2015) and the BH (“BH”) procedure in Benjamini and Hochberg
(1995), when they are applied to p-values of binomial tests or Fisher’s exact tests and the wFDR
procedure partitions the hypotheses into 3, 7 or 10 groups. The results show that the wFDR
procedure is stable in terms of the standard deviations of FDP and TDP, that when applied
to two-sided p-values “SARP” usually has larger standard deviation for its FDP than that of
the wFDR procedure, and that when applied to one-sided p-values “SARP” usually has larger
standard deviation for its FDP than the other three.
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F.1 Results based on two-sided p-values
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Figure F.1: Standard deviations of the false discovery proportion (FDP) and true discovery
proportion (TDP) of the weighted FDR procedure, when it is applied to two-sided p-values and
partitions the hypotheses into different numbers of groups (shown in the legend). In the vertical
strip names, “pi0” refers to pi0. Each type of points from left to right in each subfigure are
obtained successively under nominal FDR levels 0.05, 0.1, 0.15, 0.2. It is seen that increasing the
number of groups usually does not increase the standard deviation of the FDP or TDP of the
weighted FDR procedure.
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Figure F.2: Standard deviations of the false discovery proportion (FDP) and true discovery
proportion (TDP) of each FDR procedure, where the weighted FDR procedure (“wFDR”) par-
titions the hypotheses into 3 groups. In the vertical strip names, “pi0” refers to pi0. Each type
of points from left to right in each subfigure are obtained successively under nominal FDR levels
0.05, 0.1, 0.15, 0.2. The procedure “SARP” usually has larger standard deviation for its FDP
than the wFDR procedure.
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Figure F.3: Standard deviations of the false discovery proportion (FDP) and true discovery
proportion (TDP) of each FDR procedure, where the weighted FDR procedure (“wFDR”) par-
titions the hypotheses into 7 groups. In the vertical strip names, “pi0” refers to pi0. Each type
of points from left to right in each subfigure are obtained successively under nominal FDR levels
0.05, 0.1, 0.15, 0.2. The procedure “SARP” usually has larger standard deviation for its FDP
than the wFDR procedure.
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Figure F.4: Standard deviations of the false discovery proportion (FDP) and true discovery
proportion (TDP) of each FDR procedure, where the weighted FDR procedure (“wFDR”) par-
titions the hypotheses into 10 groups. In the vertical strip names, “pi0” refers to pi0. Each type
of points from left to right in each subfigure are obtained successively under nominal FDR levels
0.05, 0.1, 0.15, 0.2. The procedure “SARP” usually has larger standard deviation for its FDP
than the wFDR procedure.
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F.2 Results based on one-sided p-values
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Figure F.5: Standard deviations of the false discovery proportion (FDP) and true discovery
proportion (TDP) of each FDR procedure, where the weighted FDR procedure (“wFDR”) par-
titions the hypotheses into 3 groups. In the vertical strip names, “pi0” refers to pi0. Each type
of points from left to right in each subfigure are obtained successively under nominal FDR levels
0.05, 0.1, 0.15, 0.2. The procedure “SARP” usually has larger standard deviation for its FDP
than the other three.
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Figure F.6: Standard deviations of the false discovery proportion (FDP) and true discovery
proportion (TDP) of each FDR procedure, where the weighted FDR procedure (“wFDR”) par-
titions the hypotheses into 7 groups. In the vertical strip names, “pi0” refers to pi0. Each type
of points from left to right in each subfigure are obtained successively at nominal FDR levels
0.05, 0.1, 0.15, 0.2. The procedure “SARP” usually has larger standard deviation for its FDP
than the other three.
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Figure F.7: Standard deviations of the false discovery proportion (FDP) and true discovery
proportion (TDP) of each FDR procedure, where the weighted FDR procedure (“wFDR”) par-
titions the hypotheses into 10 groups. In the vertical strip names, “pi0” refers to pi0. Each type
of points from left to right in each subfigure are obtained successively under nominal FDR levels
0.05, 0.1, 0.15, 0.2. The procedure “SARP” usually has larger standard deviation for its FDP
than the other three.
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G Estimators of the proportion under independence
This section contains boxplots on the performances of the estimator pˆiG0 in Chen et al. (2017)
(denoted by “CD”) of the proportion pi0 of true null hypotheses and the overall estimate pˆi
∗
0
(denoted by “Overall”) of pi0 given in the main paper, when they are applied to p-values of
binomial tests or Fisher’s exact tests and the weighted FDR procedure partitions the hypotheses
into 3, 7 or 10 groups.
The simulation results show that both estimators are conservative, accurate and stable. For
two-sided p-vales, the overall estimate pˆi∗0 based on grouping hypotheses and weighting improves
the accuracy of pˆiG0 , even though there do not exist groups of hypotheses such that each group has
its own proportion of true null hypotheses. However, for one-sided p-values, pˆi∗0 may be more
conservative than pˆiG0 . This demonstrates that, when conditional test is applied, appropriate
grouping and weighting can improve estimating pi0 even though there is no group structure for
the hypotheses.
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G.1 Results based on two-sided p-values
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Figure G.1: The excess pˆi0 − pi0 of an estimator pˆi0 of the proportion pi0, where the dashed line
marks pˆi0 = pi0, a perfect estimate. The black diamond indicates the bias of an estimator. An
estimator of pi0 is said to be better if it has smaller non-negative bias and standard deviation.
The estimator (“CD”) is conservative. However, the overall estimate (“Overall”), which is based
on 3 groups, is conservative and more accurate than the estimator “CD”. This demonstrates
that appropriate grouping and weighting improves estimating pi0 even though there is no group
structure for the hypotheses.
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Figure G.2: The excess pˆi0 − pi0 of an estimator pˆi0 of the proportion pi0, where the dashed line
marks pˆi0 = pi0, a perfect estimate. The black diamond indicates the bias of an estimator. The
overall estimate (“Overall”) is based on 7 groups. The same observation from Figure G.1 holds.
29
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Figure G.3: The excess pˆi0 − pi0 of an estimator pˆi0 of the proportion pi0, where the dashed line
marks pˆi0 = pi0, a perfect estimate. The black diamond indicates the bias of an estimator. The
overall estimate (“Overall”) is based on 10 groups. The same observation from Figure G.1 holds.
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G.2 Results based on one-sided p-values
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Figure G.4: The excess pˆi0 − pi0 of an estimator pˆi0 of the proportion pi0, where the dashed line
marks pˆi0 = pi0, a perfect estimate. The black diamond indicates the bias of an estimator. An
estimator of pi0 is said to be better if it has smaller non-negative bias and standard deviation.
The estimator (“CD”) is conservative. However, the overall estimate (“Overall”), which is based
on 3 groups, is conservative and more accurate than the estimator “CD”. This demonstrates
that appropriate grouping and weighting improves estimating pi0 even though there is no group
structure for the hypotheses.
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Figure G.5: The excess pˆi0 − pi0 of an estimator pˆi0 of the proportion pi0, where the dashed line
marks pˆi0 = pi0, a perfect estimate. The black diamond indicates the bias of an estimator. The
overall estimate (“Overall”) is based on 7 groups. The same observation from Figure G.4 holds.
32
Binomial test Fisher's exact test
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Figure G.6: The excess pˆi0 − pi0 of an estimator pˆi0 of the proportion pi0, where the dashed line
marks pˆi0 = pi0, a perfect estimate. The black diamond indicates the bias of an estimator. The
overall estimate (“Overall”) is based on 10 groups. The same observation from Figure G.4 holds.
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H Simulation design and results under dependence
Set m = 5000. The simulation design to generate dependent binomial and Poisson data is as
follows:
1. Construct a block diagonal, correlation matrix D = diag {D1,D2,D3,D4,D5} with 5
blocks as follows: each block is of size 1000 × 1000; the main diagonal entries of D are
identically 1, and the off-diagonal entries of Di are identically 0.1 × i for i = 1, . . . , 5.
Namely, each block of D corresponds to a random vector whose entries are equally corre-
lated. Note that there is no specific reason for choosing 5 blocks.
2. Generate a realization z = (z1, . . . , zm) from the m-dimensional Normal distribution with
zero mean and correlation matrix D, and obtain the vector u = (u1, . . . , um) such that
ui = Φ(zi), where Φ is the CDF of the standard Normal random variable. By its definition,
ui, i = 1, . . . ,m have a block dependence structure inherited from D. A density plot of all
entries of u is provided by Figure H.1.
3. Maintain the parameters used in Section 3.1 in the main paper; generate m-dimensional
vectors of binomial or Poisson random variables using the vector u as the quantiles of the
corresponding marginal binomial or Poisson distribution. Namely, for each s ∈ {1, 2} and
i ∈ {1, . . . ,m}, the generated count csi corresponds to quantile ui of the CDF of Pois (µsi)
or Bin (qsi, n).
We intend to use the above design to generate vectors of binomial or Poisson random variables
whose correlation matrices are block diagonal and approximately positive, since this type of
dependence has been a popular touchstone to assess the performance of an FDR procedure
under dependence. The estimators and FDR procedures we compare are the same as those
given in Section 3 in the main text. For this simulation, we will only present the performance of
the weighted FDR procedure when it partitions the hypotheses into 3 groups. In addition, the
performance of the estimators of the proportion of true nulls, pˆiG0 in Chen et al. (2017) (denoted
by “CD”) and the overall estimate pˆi∗0 (denoted by “Overall”) given in Section 2.5 of the main
paper, will be provided.
In Section 3.3 of the main text, we have compared the FDR and power of the wFDR procedure
with those of other procedures and summarized the performances of the two estimators of pi0.
Here we focus on the seemingly strange behavior of the powers and FDRs of the FDR procedures
being compared. We have observed that each FDR procedure in comparison can have counter-
intuitively large power and very small FDR when the nominal FDR level increases and pi0 is
not very close to 1 (see Figure H.2 and Figure H.5), even though as expected the standard
deviation of the true discovery proportion (TDP) for each procedure is relatively large when it
has non-negligible power (see Figure H.3 and Figure H.6). Such behavior for the BH procedure
in Benjamini and Hochberg (1995) and the procedure SARP in Habiger (2015) for dependent
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Figure H.1: The histogram and density for the dependent quantiles as entries of the vector
u = (u1, . . . , , um) used to generate dependent Poisson and binomial random variables. The
empirical density function of {ui}mi=1 is shown by the solid blue line and deviates far from the
density of the uniform distribution on [0, 1] due to the dependence among {ui}mi=1.
discrete p-values does not seem to have been reported elsewhere before. The exact reason for
this behavior is unclear to us and deserves further investigation, even though we suggest the
following contributors:
1. From Figure H.1, we see that there is a considerable proportion of quantiles {ui}mi=1 that
are between 0.5 and 0.85. So, relative large counts from a Poisson or binomial distribution
have been generated during the simulation. This may make it easier for the binomial test
or Fisher’s exact test (FET) to detect a difference between the means of a pair Pois (µ1i)
and Pois (µ2i) or a pair Bin (q1i, n) and Bin (q2i, n) for a fixed i, leading to large power and
small FDR of an FDR procedure.
2. We have observed that, for each setting indicated by a value of pi0 and a type of test, the
empirical CDF of the p-values approximately has a bimodal or trimodal distribution, with
well separated modes and one mode being around 0. Under such circumstances, it may be
easier for an FDR procedure to achieve high power when its rejection threshold falls into
the gap that separates the majority of alternative p-values from that of the null p-values.
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3. The behavior of the rejection threshold for each FDR procedure in comparison for depen-
dent, discrete and heterogeneously distributed p-values.
In addition to the previous simulation under dependence, we also simulated data with the
same dependence structure as follows to slightly increase the effect size for each false null hypoth-
esis but the simulation results were very similar:
1. Poisson data: Generate m θi1’s independently from the Pareto distribution Pareto (7, 7)
with location parameter 5 and shape parameter 5. Generate m1 ρi’s independently from
Unif (2.5, 4.5). Set θi2 = θi1 for 1 ≤ i ≤ m0 but θi2 = ρiθi1 for m0 + 1 ≤ i ≤ m. For each
1 ≤ i ≤ m and g ∈ {1, 2}, generate a count ξig from the Poisson distribution Poisson (θig)
whose quantile is ui.
2. Binomial data: generate θi1 from Unif (0.15, 0.2) for i = 1, . . . ,m0 and set θi2 = θi1 for
i = 1, . . . ,m0. Set θi1 = 0.2 and θi2 = 0.5 for i = m0 + 1, . . . ,m. Set n = 50, and for each
g ∈ {1, 2} and i, generate a count ξig from the binomial distribution Bin (θig, n) whose
quantile is ui.
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H.1 Results based on two-sided p-values
Binomial test Fisher's exact test
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Figure H.2: False discovery rate (FDR) and power of each FDR procedure when it is applied
to two-sided p-values. In the vertical strip names, “pi0” refers to the proportion pi0 of true null
hypotheses. Each type of points from left to right in each subfigure are obtained successively
under nominal FDR levels 0.05, 0.1, 0.15, 0.2. The weighted FDR procedure (“wFDR”) shown
by triangles and the adaptive BHH procedure (“aBHH) in Chen et al. (2017) shown by squares
are conservative and more powerful than the procedure “SARP” in Habiger (2015) shown by
crosses and the BH procedure shown by circles.
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Figure H.3: Standard deviations of the false discovery proportion (FDP) and true discovery
proportion (TDP) of each FDR procedure when it is applied to two-sided p-values. In the
vertical strip names, “pi0” refers to pi0. Each type of points from left to right in each subfigure are
obtained successively under nominal FDR levels 0.05, 0.1, 0.15, 0.2. None of the FDR procedures
are stable in their false discovery proportions (FDPs).
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Figure H.4: The excess pˆi0 − pi0 of an estimator pˆi0 of the proportion pi0 when it is applied to
two-sided p-values, where the dashed line marks pˆi0 = pi0, a perfect estimate. The black diamond
indicates the bias of an estimator. An estimator of pi0 is said to be better if it has smaller non-
negative bias and standard deviation. The estimator (“CD”) is very conservative. However, the
overall estimate (“Overall”) is less conservative and more accurate than the estimator “CD”.
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H.2 Results based on one-sided p-values
Binomial test Fisher's exact test
l
ll
l
l
ll
l
l
ll
l
l
ll
l
l
ll
l
l
l
l
l
l
l
0.00
0.25
0.50
0.75
1.00
0.00
0.25
0.50
0.75
1.00
0.00
0.25
0.50
0.75
1.00
0.00
0.25
0.50
0.75
1.00
0.0
0.2
0.4
0.6
pi0=0.5
pi0=0.6
pi0=0.7
pi0=0.8
pi0=0.95
0.000 0.025 0.050 0.075 0.100 0.000 0.025 0.050 0.075 0.100
False discovery rate
Po
w
e
r
Method l BH wFDR aBHH SARP
Figure H.5: False discovery rate (FDR) and power of each FDR procedure when it is applied
to one-sided p-values. In the vertical strip names, “pi0” refers to the proportion pi0 of true null
hypotheses. Each type of points from left to right in each subfigure are obtained successively
under nominal FDR levels 0.05, 0.1, 0.15, 0.2. The weighted FDR procedure (“wFDR”) shown
by triangles and the adaptive BHH procedure (“aBHH) in Chen et al. (2017) shown by squares
are conservative and more powerful than the procedure “SARP” in Habiger (2015) shown by
crosses and the BH procedure shown by circles.
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Figure H.6: Standard deviations of the false discovery proportion (FDP) and true discovery
proportion (TDP) of each FDR procedure when it is applied to one-sided p-values. In the
vertical strip names, “pi0” refers to pi0. Each type of points from left to right in each subfigure are
obtained successively under nominal FDR levels 0.05, 0.1, 0.15, 0.2. None of the FDR procedures
are stable in their false discovery proportions (FDPs).
41
Binomial test Fisher's exact test
l
l
l
l
l
l
l
l
l
ll
l
ll
l
l
l
l
0.0
0.1
0.2
0.3
0.0
0.1
0.2
0.3
0.0
0.1
0.2
0.3
0.00
0.05
0.10
0.15
0.20
0.00
0.01
0.02
0.03
0.04
0.05
pi0=0.5
pi0=0.6
pi0=0.7
pi0=0.8
pi0=0.95
CD Overall CD Overall
Method
Ex
ce
ss
: pi
0 
−
 
pi 0
 
Figure H.7: The excess pˆi0 − pi0 of an estimator pˆi0 of the proportion pi0 when it is applied to
one-sided p-values, where the dashed line marks pˆi0 = pi0, a perfect estimate. The black diamond
indicates the bias of an estimator. An estimator of pi0 is said to be better if it has smaller non-
negative bias and standard deviation. The estimator (“CD”) is very conservative. However, the
overall estimate (“Overall”) is less conservative and more accurate than the estimator “CD”.
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