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Abstract
We consider Hamiltonian PDEs that can be split into a linear unbounded
operator and a regular non linear part. We consider abstract splitting methods
associated with this decomposition where no discretization in space is made. We
prove a normal form result for the corresponding discrete flow under generic non
resonance conditions on the frequencies of the linear operator and on the step size.
This result implies the conservation of the regularity of the numerical solution
associated with the splitting method over arbitrary long time, provided the initial
data is small enough. This result holds for numerical schemes controlling the
round-off error at each step to avoid possible high frequency energy drift. We
apply this results to nonlinear Schro¨dinger equations as well as the nonlinear
wave equation.
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1 Introduction
In this work, we consider a class of Hamiltonian partial differential equations
whose Hamiltonian functions H = H0+P can be divided into a linear unbounded
operator H0 with discrete spectrum and a non linear function P having a zero
of order at least 3 at the origin of the phase space. Typical examples are given
by the non linear wave equation or the non linear Schro¨dinger equation on the
torus.
Amongst all the numerical schemes that can be applied to these Hamiltonian
PDEs, splitting methods entail many advantages, as they provide symplectic and
explicit schemes, and can be easily implemented using fast Fourier transform if
the spectrum of H0 expresses easily in Fourier basis. Generally speaking, a
splitting schemes is based on the approximation
ϕhH ≃ ϕhH0 ◦ ϕhP (1.1)
for small time h, and where ϕtK denotes the exact flow of the Hamiltonian PDE
associated with the Hamiltonian K.
The understanding of the long-time behavior of splitting methods for Hamil-
tonian PDEs is a fundamental ongoing challenge in the field of geometric inte-
gration, as the classical arguments of backward error analysis (see for instance
[16]) do not applied in this situation where the frequencies of the system are
arbitrary large, and where resonances phenomenon are known to occur for some
values of the step size. Recently, many progresses have been made in this di-
rection. A first result using normal form techniques was given by Dujardin &
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Faou in [6] for the case of the linear Schro¨dinger equation with small potential.
Concerning the non linear case, results exists by Cohen, Hairer & Lubich,
see [8, 9], for the wave equation and Gauckler & Lubich, see [10, 11], for
the nonlinear Schro¨dinger equation using the technique of modulated Fourier
expansion. However to be valid these results use non-resonance conditions that
are generically satisfied only under CFL conditions linking the step-size h and
highest frequencies of the space discretization of the Hamiltonian PDE.
In this paper, we use a normal form techniques to prove the long-time preser-
vation of the regularity of the initial solution under generic non resonances condi-
tions valid for a large set of equations and a large set of time step, independently
of the space discretization parameter.
Normal form techniques have proven to be one of the most important tool
for the understanding of the long time behaviour of Hamiltonian PDE (see [1,
4, 12, 2, 3, 13]). Roughly speaking, the dynamical consequences of such results
are the following: starting with a small initial value of size ε in a Sobolev space
Hs, then the solution remains small in the same norm over long time, namely
for time t ≤ Crε−r for arbitrary r (with a constant Cr depending on r). Such
results hold under generic non resonance conditions on the frequencies of the
underlying linear operator H0 associated with the Hamiltonian PDE, that are
valid in a wide number of situations (nonlinear Schro¨dinger equation on a torus
of dimension d or with Dirichlet boundary conditions, nonlinear wave equation
with periodic or Dirichlet conditions in dimension 1, Klein Gordon equation on
spheres or Zoll manifolds.).
In this paper, we mainly show that the same kind of results hold true for
numerical solutions associated with the abstract splitting method (1.1) under
some further restrictions specifically induced by the time discretization.
This work is the second of a series of two.
In the first part [7], we consider full discretizations of the Hamiltonian PDE,
with a spectral discretization parameter K. We show that under the hypothesis
K ≤ ε−σ for some constant σ depending on the precision degree r, the same
conclusion as in the continuous case can be drawn. Though concerning the
discretization of a Hamiltonian PDE, the method used in [7] is by essence a
finite dimensional Birkhoff normal form result using techniques that are rather
classic in the dynamical system world.
In some sense, the present paper studies the case where K > ε−σ by consider-
ing the splitting method where no discretization in space is made (i.e. K = +∞).
The techniques used involve the abstract framework developed in [4, 12, 2]. How-
ever, instead of being valid for the (exact) abstract splitting (1.1), we have to
consider rounded splitting methods of the form
Πη,s ◦ ϕhH0 ◦ ϕhP (1.2)
where Πη,s puts to zero all the frequencies ξj whose weighted energy |j|2s|ξj|2s
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in the Sobolev space Hs is smaller than a given threshold η2. Hence, for small η,
(1.2) is very close to the exact splitting method (1.1). The good news is that this
threshold can be taken of the order εr, making this projection Πη,s very close to
the identity, and in any case producing an error that is far beyond the round-off
error in a computer simulation (particularly for large s).
Our main result is given by Theorem 4.2.
2 Description of the method
Before going on into the precise statements and proofs, we would like to give
tentative explanations of the modifications observed in comparison with the con-
tinuous case.
The method used in [4] to prove the long-time conservation of Sobolev norms
for small data is to start from a Hamiltonian H = H0+P depending on an infinite
number of variable (ξj, ηk), j, k ∈ N, and for a fixed number r, to construct a
hamiltonian transformation τ close to the identity, and such that in the new
variable, the Hamiltonian can be written
H0 + Z +R (2.1)
where Z is a real Hamiltonian depending only on the action Ij = ξjηj and R a
real Hamiltonian having a zero of order r.
The key for this construction is an induction process where, at each step, the
solution of an homological equation of the form
{H0, χ}+ Z = G (2.2)
where G is a given homogeneous polynomial of order n, and where Z depending
only on the action and χ are unknown. Assume that G is of the form
G = Gjk ξj1 · · · ξjpηk1 · · · ηkq
where Gjk is a coefficients, j = (j1, . . . , jp) ∈ Np and k = (k1, . . . , kq) ∈ Nq.
Then it is easy to see that the equation (2.2) can be written
Ω(j,k)χjk + Zjk = Gjk (2.3)
where
Ω(j,k) = ωj1 + · · ·+ ωjp − ωk1 − · · · − ωjq
and where Zjk and Gjk are unknown coefficients.
It is clear that for j = k (up to a permutation), we have Ω(j,k) = 0 which im-
poses Zjk = Gjk. When j 6= k (taking into account the permutation), the solu-
tion of (2.3) relies on a non resonance conditions on the small divisors Ω(j,k)−1.
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In [4], Bambusi & Gre´bert use a non resonance condition of the form
∀ j 6= k, |Ω(j,k)| ≥ γµ(j,k)−α (2.4)
where µ(j,k) denotes the third largest integer amongst |j1|, . . . , |kq|. They more-
over show that such a condition is guaranteed in a large number of situations
(see [4], [12] or [2] for precise results).
Considering now the splitting method ϕhH0 ◦ ϕhP , we see that we cannot work
directly at the level of the Hamiltonian. To avoid this difficulty, we embed the
splitting into the family of applications
[0, 1] ∋ λ 7→ ϕhH0 ◦ ϕλhP
and we derive this expression with respect to λ to work in the tangent space,
where it is much more easy to identify real Hamiltonian than unitary flows.
This explains why we deal here with time-dependent Hamiltonian. Note that
we do not expand the operator ϕhH0 in powers of h, as this would yields positive
powers of the unbounded operator H0 appearing in the series. Unless a CFL
condition is employed, this methods do not give the desired results (and do not
explain the resonance effects observed for some specific values of h, see [7]).
Now, instead of (2.2), the Homological equation appearing for the splitting
methods is given in a discrete form
χ ◦ ϕhH0 − χ+ Z = G. (2.5)
In terms of coefficients, this equations yields
(eihΩ(j,k) − 1)χjk + Zjk = Gjk.
The main difference with (2.3) is that we have to avoid not only the indices
(j,k) so that Ω(j,k) = 0, but all of those for which hΩ(j,k) = 2mπ for some
(unbounded) integer m.
In the case of a fully discretized system for which ∇zjP ≡ 0 for |j| > K,
then under the CFL-like condition of the form hK2 ≤ C for some constant C
depending on r, then we have |hΩ(j,k)| ≤ π, and hence
|eihΩ(j,k) − 1| ≥ hγµ(j,k)−α (2.6)
(2.6) is then a consequence of (2.4). Under this assumption, we can apply the
same techniques used in [4] and draw the same conclusions. This is the kind of
assumption made in [8] and [11].
The problem with (2.6) is that it is non generic in h outside the CFL regime.
For example, in the case of the Schro¨dinger equation, the frequencies of the
operator H0 are such that ωj ≃ j2. Hence, for large N , if (j1, . . . , jp, k1, . . . , kq)
5
is such that j1 = N+1, k1 = N and all the other are of order 1 (N is large here),
we have Ω(j,k) ≃ (N + 1)2 −N2 ≃ 2N . Hence,
|eihΩ(j,k) − 1| ≃ |e2ihN − 1|
cannot be assumed to be greater than hγµ(j,k)−α ≃ h. Note that a generic
hypothesis on h would be here that this small divisor is greater than hγN−α for
some constants γ and α. This means that we cannot control the small divisors
|eihΩ(j,k) − 1| associated with the splitting scheme by the third largest integer in
the multi index, but by the largest.
Using a generic condition on h ≤ h0, we can prove a normal form result and
show that the flow is conjugated to the flow of a hamiltonian vector field of the
form (2.1), but where Z now contains terms depending only on the actions, and
supplementary terms containing at least two large indices. Here, large means
greater than ε−σ where σ depends on r.
In the case of a full discretization of the Hamiltonian PDE with a spectral
discretization parameter K, we thus see that if K ≤ ε−σ then the normal form
term Z actually depends only on the actions, as the high frequencies greater that
ε−σ are not present. This is essentially the result of [7].
In the case where K > ε−σ, the normal form result that we obtain can be
interpreted as follows: the non conservation of the actions can only come from two
high modes (of order greater than ε−σ) interacting together and contaminating
the whole spectrum. The role of the projection operator Πη,s is to destroy these
high modes at each step but only when these high modes have an energy greater
than η (cf. (3.13)). As we can take η = εr, the error induced is very small,
and in particular, far beyond the round-off error in the numerical simulation.
Note that the complete understanding of the numerical phenomenon, and in
particular the possible interaction (or not) between two high modes would in
principle require the introduction of round-off effects by adding stochastic terms
in high frequencies. This is clearly out of the scope of this paper.
3 Setting of the problem
3.1 Abstract Hamiltonian formalism
We denote N = Zd or Nd (depending on the concrete application) for some d ≥ 1.
For a = (a1, . . . , ad) ∈ N , we set
|a|2 = max (1, a21 + · · · + a2d).
We consider the set of variables (ξa, ηb) ∈ CN ×CN equipped with the symplectic
structure
i
∑
a∈N
dξa ∧ dηa. (3.1)
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We define the set Z = N × {±1}. For j = (a, δ) ∈ Z, we define |j| = |a| and we
denote by j the index (a,−δ).
We will identify a couple (ξ, η) ∈ CN ×CN with (zj)j∈Z ∈ CZ via the formula
j = (a, δ) ∈ Z =⇒
{
zj = ξa if δ = 1,
zj = ηa if δ = −1,
By a slight abuse of notation, we often write z = (ξ, η) to denote such an element.
For a given real number s ≥ 0, we consider the Hilbert space Ps = ℓs(Z,C)
made of elements z ∈ CZ such that
‖z‖2
s
:=
∑
j∈Z
|j|2s|zj |2 <∞,
and equipped with the symplectic form (3.1).
Let U be a an open set of Ps. For a function F of C1(U ,C), we define its
gradient by
∇F (z) =
(
∂F
∂zj
)
j∈Z
where by definition, we set for j = (a, δ) ∈ N × {±1},
∂F
∂zj
=


∂F
∂ξa
if δ = 1,
∂F
∂ηa
if δ = −1.
Let H(z) be a function defined on U . If H is smooth enough, we can associate
with this function the Hamiltonian vector field XH(z) defined by
XH(z) = J∇H(z)
where J is the symplectic operator on Ps induced by the symplectic form (3.1).
For two functions F and G, the Poisson Bracket is defined as
{F,G} = ∇F TJ∇G = i
∑
a∈N
∂F
∂ηj
∂G
∂ξj
− ∂F
∂ξj
∂G
∂ηj
.
We say that z ∈ Ps is real when zj = zj for any j ∈ Z. In this case, z = (ξ, ξ¯)
for some ξ ∈ CN . Further we say that a Hamiltonian function H is real if H(z)
is real for all real z.
Definition 3.1 Let s ≥ 0, and let U be a neighborhood of the origin in Ps. We
denote by Hs(U) the space of real Hamiltonian H satisfying
H ∈ C∞(U ,C), and XH ∈ C∞(U ,Ps).
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With a given function H ∈ Hs(U), we associate the Hamiltonian system
z˙ = J∇H(z)
which can be written 

ξ˙a = −i∂H
∂ηa
(ξ, η) a ∈ N
η˙a = i
∂H
∂ξa
(ξ, η) a ∈ N .
(3.2)
In this situation, we define the flow ϕtH(z) associated with the previous system
(for times t ≥ 0 depending on z ∈ U). Note that if z = (ξ, ξ¯) and using the fact
that H is real valued, the flow (ξt, ηt) = ϕtH(z) satisfies for all time where it is
defined the relation ξt = η¯t, where ξt is solution of the equation
ξ˙a = −i∂H
∂ηa
(ξ, ξ¯), a ∈ N . (3.3)
In this situation, introducing the real variables pa and qa such that
ξa =
1√
2
(pa + iqa) and ξ¯a =
1√
2
(pa − iqa),
the system (3.3) is equivalent to the system

p˙a = −∂H
∂qa
(q, p) a ∈ N
q˙a =
∂H
∂pa
(q, p), a ∈ N .
where H(q, p) = H(ξ, ξ¯).
Note that the flow τ t = ϕtχ of a real hamiltonian χ defines a symplectic map,
i.e. satisfies for all time t and all point z where it is defined
(Dzτ
t)Tz J(Dzτ
t)z = J (3.4)
where Dz denotes the derivative with respect to the initial conditions.
The following result is classic:
Lemma 3.2 Let U and W be two domains of Ps, and let τ = ϕ1χ ∈ C∞(U ,W)
be the flow of the real hamiltonian χ. Then for K ∈ Hs(W), we have
∀ z ∈ U XK◦τ (z) = (Dzτ(z))−1XK(τ(z)).
Moreover, if K is a real hamiltonian, K ◦ τ is a real hamiltonian.
8
3.2 Function spaces
We describe now the hypothesis needed on the Hamiltonian H.
Let ℓ ≥ 3 be a given integer. For j = (j1, . . . , jr) ∈ Zr, we define µ(j) as the
third largest integer between |j1|, . . . , |jr|. Then we set S(j) = |jir |−|jir−1 |+µ(j)
where |jir | and |jir−1 | denote the largest and the second largest integer between
|j1|, . . . , |jr|.
Let ℓ ≥ 3. We consider j = (j1, . . . , jℓ) ∈ Zℓ, and we set for all i = 1, . . . p
ji = (ai, δi) where ai ∈ N and δi ∈ {±1}. We define the moment M(j) of the
multi-index j by
M(j) = a1δ1 + · · · + aℓδℓ. (3.5)
We then define the set of indices with zero moment
Iℓ = {j = (j1, . . . , jℓ) ∈ Zℓ, with M(j) = 0}. (3.6)
In the following, for j = (j1, . . . , jℓ) ∈ Iℓ, we use the notation
zj = zj1 · · · zjℓ .
Moreover, for j = (j1, . . . , jℓ) ∈ Iℓ with ji = (ai, δi) ∈ N × {±1} for i = 1, . . . , ℓ,
we set
j = (j1, . . . , jℓ) with ji = (ai,−δi), i = 1, . . . , ℓ.
We recall the following definition from [12].
Definition 3.3 Let k ≥ 3, M > 0 and ν ∈ [0,+∞), and let
Q(z) =
k∑
ℓ=3
∑
j∈Iℓ
Qjzj.
We say that Q ∈ T M,νk if there exist a constant C depending on M such that
∀ ℓ = 3, . . . , k, ∀ j ∈ Iℓ, |Qj| ≤ Cµ(j)
M+ν
S(j)M
. (3.7)
Note that Q is a real hamiltonian if and only if
∀ ℓ = 3, . . . , k, ∀ j ∈ Iℓ, Qj = Qj. (3.8)
We have that T M,νk ∈ Hs for s ≥ ν +1/2 (see [12]). The best constant in the
inequality (3.7) defines a norm |Q|
TM,νk
for which T M,νk is a Banach space. We
set
T∞,νk =
⋂
M∈N
T M,νk .
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Definition 3.4 A function P is in the class T if
• P is a real hamiltonian and exhibits a zero of order at least 3 at the origin.
• There exists s0 ≥ 0 such that for any s ≥ s0, P ∈ Hs(U) for some neigh-
borhood U of the origin in Ps.
• For all k ≥ 1, there exists ν ≥ 0 such that the Taylor expansion of degree k
of P around the origin belongs to T ∞,νk .
With previous notations, we consider in the following Hamiltonian functions of
the form
H(z) = H0(z) + P (z) =
∑
a∈N
ωaIa(z) + P (z), (3.9)
where for all a ∈ N ,
Ia(z) = ξaηa
are the actions associated with a ∈ N and where ωa ∈ R are frequencies satisfying
∀ a ∈ N , |ωa| ≤ C|a|m (3.10)
for some constants C > 0 and m > 0. The Hamiltonian system (3.2) can hence
be written 

ξ˙a = −iωaξa − i ∂P
∂ηa
(ξ, η) a ∈ N
η˙a = iωaηa + i
∂P
∂ξa
(ξ, η) a ∈ N .
(3.11)
3.3 Rounded splitting methods
When considering the numerical simulation of such hamiltonian system, many
methods can be interpreted as splitting methods associated with the decompo-
sition (3.9). This means that for small step size h, we approximate the flow ϕhH
by the composed flow
ϕhH ≃ ϕhH0 ◦ ϕhP .
For a given time t, and a small step size h with t = nh, the approximation of ϕtH
is then written
ϕtH ≃
(
ϕhH0 ◦ ϕhP
)n
. (3.12)
We give examples of such schemes in the next section.
In order to control the possible numerical instabilities due to the interaction
of high frequencies, we introduce the following projection operator: Let η > 0
and s be given, we define
Πη,s : Ps → Ps
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by the formula
∀ j ∈ Z,
(
Πη,sz
)
j
=


zj if |j|s|zj | ≤ η
0 if |j|s|zj | > η.
(3.13)
The goal of this paper is the studying of the long-time behavior of rounded
splitting schemes associated with the operator
Πη,s ◦ ϕhH0 ◦ ϕhP
to which we associate the numerical solution
zn =
(
Πη,s ◦ ϕhH0 ◦ ϕhP
)n
(z0). (3.14)
Obviously, for η = 0, Πη,s is the identity operator.
In the following, we show a normal form result on the abstract splitting
method
ϕhH0 ◦ ϕhP
and then draw some dynamical consequences for the discrete solution (3.14).
4 Statement of the result and applications
4.1 Main result
Let j = (j1, . . . , jr) ∈ Zr, and denote by ji = (ai, δi) ∈ N ×{±1} for i = 1, . . . , r.
We set
Ω(j) = δ1ωa1 + · · ·+ δrωar .
We say that j = (j1, . . . , jr) ∈ Ir depends only of the action and we write j ∈ Ar
if r is even and if we can write
∀ i = 1, . . . r/2, ji = (ai, 1), and ji+r/2 = (ai,−1)
for some ai ∈ N . Note that in this situation,
zj = zj1 · · · zjr = ξa1ηa1 · · · ξar/2ηar/2
= Ia1 · · · Iar/2
where for all a ∈ N ,
Ia(z) = ξaηa
denote the action associated with the index a. Note that if z satisfies the condi-
tion zj = zj for all j ∈ Z, then we have Ia(z) = |ξa|2. For odd r, Ar is the empty
set.
We will assume now that the step size h satisfies the following property:
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Hypothesis 4.1 For all r ∈ N, there exist constants γ∗ and α∗ such that ∀N ∈
N
∗ and ∀j = (j1, . . . , jr) /∈ Ar,
|j1|, . . . , |jr| ≤ N =⇒ |1− eihΩ(j)| ≥ hγ
∗
Nα∗
. (4.1)
Theorem 4.2 Assume that P ∈ T and h < h0 satisfies the condition (4.1). Let
r ∈ N∗ be fixed. Then there exists a constant s0 depending on r such that for
all s > s0, there exist constants C and ε0 depending on r and s such that the
following holds: For all ε < ε0 and for all z
0 ∈ P2s real such that Πη,sz0 = z0
with η = εr+1/4 and
‖z0‖
s
≤ ε and ‖z0‖
2s
≤ 1,
if we define
zn =
(
Πη,s ◦ ϕhH0 ◦ ϕhP
)n
(z0) with η = εr+1/4 (4.2)
then we have zn is still real, and moreover
‖zn‖
s
≤ 2ε for n ≤ 1
εr−2
, (4.3)
and ∑
a∈N
|a|2s|Ia(zn)− Ia(z0)| ≤ ε5/2 for n ≤ 1
εr−2
(4.4)
The proof is postponed to section 5.3.
Remark 4.3 As r is arbitrary, the condition η = εr+1/4 implies that Πη,s is
εr+1/4 close to the identity in Ps (cf. (3.13)). From the practical point of view,
we can always assume that εr is beyond the round-off error, so that we can con-
sider that (4.2) coincides with the numerical solution associated with the splitting
method. The full understanding of the real numerical phenomenon taking into
account the round-off error is clearly out of the scope of this paper.
Remark 4.4 The condition ‖z0‖2s ≤ 1 together with Πη,sz0 = z0 implies that
z0j = 0 for j large enough which is actually the assumption we need.
4.2 Verification of the non resonance condition
We assume that the frequencies ωa, a ∈ N fulfill the following condition (in the
next section we will verify this condition in different concrete case):
Hypothesis 4.5 For all r ∈ N, there exist constants γ(r) and α(r) such that
∀N ∈ N∗ and ∀j = (j1, . . . , jr) /∈ Ar,
|j1|, . . . , |jr| ≤ N =⇒ |Ω(j)| ≥ γ
Nα
. (4.5)
12
The next result shows that under the previous hypothesis, the condition (4.1)
is generic. See [17, 16] for similar statements.
Lemma 4.6 Assume that Hypothesis 4.5 holds , and let h0 and r be given num-
bers. Let γ and α be such that (4.5) holds and assume that γ∗ ≤ (2/π)γ,
α∗ ≥ α + mσ + r with σ > 1 and m the constant appearing in (3.10), then
we have
meas{h < h0 |h does not satisfy (4.1) } ≤ Cγ
∗
γ
h1+σ0
where C depends on σ and r. As a consequence the set
Z(h0) = {h < h0 |h satisfies Hypothesis 4.1 }
is a dense open subset of (0, h0).
Proof. Denote
R(h0, γ
∗, α∗) = {h < h0 |h does not satisfy (4.1)}.
Assume that h ∈ R(h0, γ∗, α∗). There exist N > 1 and j /∈ Ar such that
|j1|, . . . , |jr| ≤ N and |1− eihΩ(j)| < hγ
∗
Nα
∗
.
For this j, there exist an ℓ ∈ Z such that
|1− eihΩ(j)| ≥ 2
π
|2πℓ− hΩ(j)|. (4.6)
If ℓ = 0, the previous inequality and (4.5) imply
|1− eihΩ(j)| ≤ 2
π
h
γ
Nα
which is impossible with the assumptions on γ∗ and α∗. Hence, we can assume
ℓ 6= 0. Eqn. (4.6) implies
2|Ω(j)|
π
∣∣∣ 2πℓ
Ω(j)
− h
∣∣∣ < hγ∗
Nα
∗
and using (4.5) ∣∣∣ 2πℓ
Ω(j)
− h| ≤ hπγ
∗
2γ
1
Nα∗−α
.
Moreover, we have for this ℓ
|2πℓ− hΩ(j)| ≤ π
whence using (3.10)
2π|ℓ| ≤ π + Ch0Nm
where C is a constant depending on r. This implies
|ℓ| − 1
2
≤ C
2π
h0N
m.
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Hence, R(h0, γ
∗, α∗) is included in the union of balls of center
2πℓ
Ω(j)
, with |j1|, . . . , |jr| ≤ N, |ℓ| ≤ π + Ch0Nm, ℓ 6= 0
and radius
h0πγ
∗
2γ
1
Nα∗−α
Hence, we have for σ > 1
meas(R(h0, γ
∗, α∗)) ≤
∑
|ji|≤N
∑
|ℓ|− 1
2
≤ C
2π
h0Nm
h0πγ
∗
2γ
1
Nα
∗−α
≤
∑
|ji|≤N
∑
ℓ∈Z∗
( 1
|ℓ| − 12
)σ h0πγ∗
2γ
1
Nα∗−α−mσ
(Ch0
2π
)σ
.
≤ Cγ
∗
γ
h1+σ0
1
Nα∗−α−mσ−r
.
Furthermore
meas(∩γ∗>0R(h0, γ∗, α∗)) = 0
and thus Z(h0) has full measure.
4.3 Examples
In this section we present two examples, other examples like the Klein Gordon
equation on the sphere (in the spirit of [3]) or the nonlinear Schro¨dinger operator
with harmonic potential (in the spirit of [13]) could also be considered with these
technics but will require some additional efforts.
4.3.1 Schro¨dinger equation on the torus
We first consider non linear Schro¨dinger equations of the form
i∂tψ = −∆ψ + V ⋆ ψ + ∂2g(ψ, ψ¯), x ∈ Td (4.7)
where V ∈ C∞(Td,R), g ∈ C∞(U ,C) where U is a neighborhood of the origin in
C
2. We assume that g(z, z¯) ∈ R, and that g(z, z¯) = O(|z|3). The corresponding
hamiltonian functional is given by
H(ψ, ψ¯) =
∫
Td
|∇ψ|2 + ψ¯(V ⋆ ψ) + g(ψ, ψ¯) dx
Let φa(x) = e
ia·x, a ∈ Zd be the Fourier basis on L2(Td). With the notation
ψ =
( 1
2π
)d/2 ∑
a∈Zd
ξaφa(x) and ψ¯ =
( 1
2π
)d/2 ∑
a∈Zd
ηaφ¯a(x)
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the hamiltonian associated with the equation (4.7) can be (formally) written
H(ξ, η) =
∑
a∈Zd
ωaξaηa +
∑
r≥3
∑
a,b
Pab ξa1 · · · ξapηb1 · · · ηbq . (4.8)
Here ωa = |a|2 + Vˆa satisfying (3.10) with m = 2 and are the eigenvalues of the
operator
ψ 7→ −∆ψ + V ⋆ ψ.
Note that in (4.8) the sum is made over the set of multi-indices
{(a, b) = (a1, . . . , ap, b1, . . . , bq) ∈ (Zd)p × (Zd)q with p+ q = r
and a1 + · · · + ap − b1 − . . .− bq = 0},
which corresponds to the set (3.6) in variables (zj)j∈Z (here we set N = Zd).
The relation H(ξ, ξ¯) ∈ R is equivalent to the fact that the coefficients Pab
satisfy Pab = P ba which correspond to the hypothesis (3.8) in variables (zj)j∈Z .
The fact that the nonlinearity P belongs to T can be verified using the regularity
of g and the properties of the basis functions φa, see [12, 4]. In this situation,
it can be shown that the Hypothesis 4.1 is fulfilled for a large set of potential V
(see [4] or [12]).
The numerical implementation of splitting method is very easy in the case of
Eqn. (4.7): The part corresponding to the equation
i∂tψ = −∆ψ + V ⋆ ψ
is easily solved in terms of Fourier coefficients, while the non linear part
i∂tψ = ∂2g(ψ, ψ¯)
is a simple differential equation with fixed x ∈ Td. The use of a fast Fourier
transform allows to compute alternatively the solution of the linear part and the
solution of the non-linear part.
4.3.2 Wave equation on the circle
We consider the wave equation on the circle
utt − uxx +mu = g(u), x ∈ T1, t ∈ R,
where m is a non negative real constant and g a smooth real valued function.
Introducing the variable v = ut, the corresponding hamiltonian can be written
H(u, v) =
∫
T
1
2
(v2 + u2x +mu
2) +G(u) dx,
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where G is such that ∂uG = g. Let A := (−∂xx+m)1/2, and define the variables
(p, q) by
q := A1/2u, and p = A−1/2v.
Then the Hamiltonian can be written
H =
1
2
(〈Ap, q〉L2 + 〈Aq, q〉L2)+
∫
T
G(A−1/2q) dx.
Let ωa =
√|a|2 +m, a ∈ N =: N be the eigenvalues of the operator A, and φa
the associated eigenfunctions. Plugging the decompositions
q(x) =
∑
a∈N
qaφa(x) and p(x) =
∑
a∈N
paφa(x)
into the hamiltonian functional, we see that it takes the form
H =
∑
a∈N
ωa
p2a + q
2
a
2
+ P
where P is a function of the variables pa and qa. Using the complex coordinates
ξa =
1√
2
(qa + ipa) and ηa =
1√
2
(qa − ipa)
the hamiltonian function can be written under the form (3.9) with P ∈ T (see
[2, 12]). As in the previous case, it can be shown that the condition (4.5) is
fulfilled for a l set of constant m of full measure (see [4, 2]).
In this situation, the symmetric Strang splitting scheme
ϕ
h/2
P ◦ ϕhH0 ◦ ϕ
h/2
P
corresponds to the Deuflhard’s method [15]. Considering now the Hamiltonian
H(z) = H0(z) + P (Φ(hH0)z)
where Φ(x) a smooth function that is real, bounded, even and such that Φ(0) = 1,
and where
Φ(hH0)(ξ, η) =
(
Φ(hωa)(ξa, ηa)
)
a∈N
,
then the splitting schemes associated with this decomposition coincide with the
(abstract) symplectic mollified impulse methods (see [16, Chap. XIII] and [9]).
The fact that Φ is bounded makes that the functional z 7→ P (Φ(H0)z) obviously
belongs to T .
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5 A normal form result
5.1 Normal form
Definition 5.1 Let N > 0 be a real number. For a given multi-index j ∈ Zr,
let ip be the permutation such that
|ji1 | ≤ · · · ≤ |jir |.
We define the set
Jr(N) = {j ∈ Ir |jir | ≤ (r − 1)N and |jir−1 | ≤ N}.
Lemma 5.2 Let r ≥ 3, and assume that j /∈ Jr(N). Then j contains at least
two indices with modulus greater than N .
Proof. Let j = (j1, . . . , jr) ∈ Ir\Jr(N). We have M(j) = 0 where M(j) is
defined in (3.5). Assume that there exists only one index of modulus greater than
N . We can assume that |j1| > N and hence all the other indices are of modulus
≤ N (in particular, with the previous notation, we have j1 = jir). Hence we
have
|j1| ≤ |j2|+ · · · + |jr| ≤ (r − 1)N
and this implies that j ∈ Jr(N) which is a contradiction.
We motivate now the definition of normal form terms we introduce in the
sequel. For a given number N and z ∈ Ps we define
N
N
s (z) =
∑
|a|≤N
|a|2sξaηa
and
R
N
s (z) =
∑
|a|>N
|a|2sξaηa
so that
‖z‖2
s
= NNs (z) + R
N
s (z).
Proposition 5.3 Let N ∈ N and r ≥ 3. Assume that the homogeneous polyno-
mial
Z =
∑
j∈Ir\Jr(N)
Zjzj
defines an element of T M,νr for some constants M and ν. Then we have for all
s > 2ν + 4, M > s+ 2 and for all z ∈ Ps(C),
|{NNs , Z}(z)| ≤ C0|Z|TM,νr N
ν+2+d/2−s‖z‖r−2
s
R
N
s (z). (5.1)
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and
∀ a ∈ N , |a| ≤ N, |{Ia, Z}| ≤ C0|Z|TM,νr N
ν+2−s‖z‖r−2
s
R
N
s (z). (5.2)
Moreover
|{RNs , Z}(z)| ≤ C0|Z|TM,νr ‖z‖
r−2
s
R
N
s (z) (5.3)
where C0 is a constant depending on s, r and the dimension d of N = Nd of Zd.
The proof of this proposition is given in the Appendix.
Definition 5.4 An element Z ∈ T M,νr is said to be in normal form if we can
write it
Z =
r∑
ℓ=3
∑
{j∈Aℓ∪Iℓ\Jℓ(N)}
Zjzj.
In other words, a normal form term either depends only on the actions or
contains at least two terms with index greater than N (cf. Lemma 5.2).
5.2 Statement of the normal form result
In the following, we set
Bs(ρ) = {z ∈ Ps | ‖z‖s ≤ ρ}.
Theorem 5.5 Assume that P ∈ T and h < h0 satisfies the Hypothesis 4.1.
Let r0 ≥ 3 be fixed. Then there exist constants s0, β and N0 such that for all
s ≥ s0, there exists constants C and for all N ≥ N0 there exists a canonical
transformation τ from Bs(ρ) into Bs(2ρ) with ρ = (CN)
−β satisfying for all
z ∈ Bs(ρ),
‖τ(z) − z‖
s
≤ (CN)β‖z‖2
s
and ‖τ−1(z)− z‖
s
≤ (CN)β‖z‖2
s
(5.4)
and such that the restriction of τ to the high modes is the identity, i.e.
(τ(z))j = zj for |j| > (r0 − 1)N. (5.5)
Moreover, τ puts ϕhH in normal form up to order r0 in the sense that
ϕhH0 ◦ ϕhP ◦ τ = τ ◦ ϕhH0 ◦ ψ (5.6)
where ψ is the solution at time λ = 1 of a non-autonomous hamiltonian hZ(λ)+
R(λ) with
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• Z(λ) ∈ C([0, 1],T M1,ν1r0 ) for some M1 and ν1 depending on P , r0, s and h0,
and for all λ ∈ [0, 1], Z(λ) is a real polynomial of degree r under normal
form such that
|Z(λ)|
T
M1,ν1
r0
≤ (CN)β . (5.7)
• R(λ) ∈ C([0, 1],Hs(Bs(ρ))) with ρ ≤ (CN)−β has a zero of order r0 + 1 at
the origin and satisfies and for all z ∈ Bs(ρ),
∀λ ∈ [0, 1], ‖XR(λ)(z)‖s ≤ (CN)β‖z‖
r
s
. (5.8)
The proof is postponed to section 5.4 and 5.6. We first verify that this normal
form theorem has the dynamical consequences announced in Theorem 4.2.
5.3 Proof of the main Theorem 4.2
We now give the proof of Theorem 4.2.
First, let us note that as the Hamiltonian functions H0, P , Z and R are real
hamiltonians, and by definition of Πη,s (which is symmetric in ξ and η), it is
clear that there exist ξn ∈ CN such that for all n, we have zn = (ξn, ξ¯n).
Let r0 = r, and let C = C(r, s), s0 = s0(r) and β = β(r) be the constants
appearing in Theorem 5.5. We can always assume that
s0(r) ≥ 2(r + 1)β(r). (5.9)
Let s ≥ s0(r). Let ε0 be such that
ε
1/2
0 ≤
(r − 1)s
2Cs
. (5.10)
Let ε < ε0. We define N such that
(CN)β = ε−1/2. (5.11)
Notice that the assumption ‖z0‖
s
≤ ε implies z0 ∈ Bs(ρ) with ρ = (CN)−β.
Furthermore we have ‖z0‖
2s
≤ 1 and together with Πη,sz0 = z0, this hypothesis
implies that z0j = 0 for j large enough. Actually let j ∈ Z be such that |j| >
(r − 1)N , we have
|js||z0j | ≤ |j|−s ≤ ((r − 1)N)−s.
using (5.11) we have N = C−1ε−
1
2β and hence
|js||z0j | ≤ (r − 1)−sCsε
s
2β .
Now condition (5.9) implies that s2β ≥ r+1 and hence (as we can always assume
that ε < 1),
ε
s
2β ≤ εr+1.
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Therefore we get using (5.10)
|js||z0j | ≤ εr+1/2
(
(r − 1)−sCsε1/2
)
≤ εr+1/2.
As Πη,sz
0 = z0 and η = εr+1/4, this implies that
∀ |j| > (r − 1)N, z0j = 0.
Let τ defined by Theorem 5.5, and let yn = τ−1(zn). As τ is the flow of a real
hamltonian, there exist ζn ∈ CN such that yn = (ζn, ζ¯n) for all n. By definition,
we have
∀n ≥ 0, yn+1 = (τ−1 ◦ Πη,s ◦ τ) ◦ (ϕhH0 ◦ ψ)(yn). (5.12)
and as τ is the identify for high modes (see (5.5)), we have y0j = 0 for |j| >
(r − 1)N .
Using the definition of N , the transformation τ in the previous Theorem
satisfies (taking ρ := 2ε <
√
ε): for all z such that ‖z‖
s
≤ 2ε,
‖τ−1(z) − z‖
s
≤ ε−1/2‖z‖2
s
≤ 4ε3/2
≤ 14ε
(5.13)
provided ε0 is sufficiently small. Hence, we have ‖y0‖s = ‖τ−1(z0)‖s ≤
5
4ε.
We will show by induction that the following holds for all n ∈ N:
(i) ‖yn‖2
s
≤ ‖y0‖2
s
+ 2nεr+1/8
(ii) ynj = 0 for j ≥ (r − 1)N .
These assumptions are satisfied for n = 0. Assume that they hold for n ≥ 0.
Let ψ be the application defined by Theorem 5.5 and ψλ(z) be the flow
associated with the Hamiltonian hZ(λ) + R(λ) defining the application ψ for
λ = 1.
Using the results of Lemmas 5.6 and 5.7 below, we easily see that there exists
a constant c depending on r such that for all λ ∈ [0, 1], ‖ψλ(yn)‖
s
≤ cε.
Let N1 = (r − 1)N . We have by hypothesis that RN1s (yn) = 0. Furthermore
d
dλ
R
N1
s (ψ
λ(yn)) = {RN1s , hZ +R}.
Thus using the equation (5.3), (5.7) and (5.8) we get∣∣∣∣ ddλRN1s (ψλ(yn))
∣∣∣∣
≤ C1NβRN1s (ψλ(yn))
(‖ψλ(yn)‖
s
+ ‖ψλ(yn)‖r−2
s
)
+ C1N
β‖ψλ(z)‖r+1
s
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for some constant C1 depending on r and s. Hence we have∣∣∣∣ ddλRN1s (ψλ(yn))
∣∣∣∣ ≤ C1(ε1/2RN1s (ψλ(yn)) + εr+1/2).
where C1 depends on r and s. Using the Gronwall Lemma, we obtain for all
λ ∈ [0, 1]
R
N1
s (ψ
λ(yn)) ≤ εr+1/2C1eε1/2λC1 .
We can always assume that ε
1/4
0 C1e
ε
1/2
0 C1 < 1. Hence we get
∀λ ∈ [0, 1], RN1s (ψλ(yn)) ≤ εr+1/4.
On the other hand, using (5.1) we have
∣∣∣∣ ddλNN1s (ψλ(yn))
∣∣∣∣ ≤
C1N
β+ν+2+d/2−s
R
N1
s (ψ
λ(yn))
(‖ψλ(z)‖
s
+ ‖ψλ(z)‖r−2
s
)
+ C1N
β‖ψλ(z)‖r+1
s
for some constant C1 depending on r and s. We can always assume that s >
β + ν + d/2 + 2. Using the previous estimates, we get∣∣∣∣ ddλNN1s (ψλ(yn))
∣∣∣∣ ≤ C1εr+1/2
and then
N
N1
s (ψ
λ(yn)) ≤ ‖yn‖2
s
+ C1ε
r+1/2.
Let y˜n = ϕhH0 ◦ ψ(yn). As for all z we have ‖z‖
2
s
= NN1s (z) + R
N1
s (z) and as ϕ
h
H0
preserves all the actions, therefore
‖y˜n‖2
s
≤ ‖yn‖2
s
+ C1ε
r+1/2 and RN1s (y˜
n) ≤ εr+1/4. (5.14)
Now by construction (cf. (5.12))
yn+1 = τ−1 ◦ Πη,s ◦ τ(y˜n).
As τ is the identity for modes |j| > N1, we have
R
N1
s (τ(y˜
n)) = RN1s (y˜
n) ≤ εr+1/4 = η.
Hence by definition of the projection Πη,s we get that(
Πη,s ◦ τ(y˜n)
)
j
= 0, for |j| > (r − 1)N = N1.
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As τ−1 is the identity for modes greater than (r− 1)N , this shows (ii) for n+1,
i.e.
yn+1j = 0 for |j| > (r − 1)N.
Let z be such that zj = 0 for |j| > (r − 1)N . We have
‖Πη,sz − z‖s ≤
∑
|j|≤N
η ≤ ηNd ≤ εr+1/4−d/2β ≤ εr+1/8
since we can always assume β > 4d.
Writing
τ−1 ◦Πη,s ◦ τ = I + τ−1 ◦ (Πη,s − I) ◦ τ
and as τ leaves the set (zj)|j|≥N1 invariant, we get using (5.4),
‖yn+1‖2
s
= NN1s (y
n+1) ≤ NN1s (y˜n) + (1 + (CN)βε2)ηNd
≤ NN1s (y˜n) +
3
2
ε(r+1/8)
Thus we get
‖yn+1‖2
s
≤ ‖yn‖2
s
+ cεr+1/4 +
3
2
εr+1/8 ≤ ‖yn‖2
s
+ 2εr+1/8.
This shows (i) for n+ 1.
In particular, for all n ≤ ε−r+2 we have (recall ‖y0‖
s
≤ 54ε)
‖yn‖2
s
≤ (54ε)2 + 2ε2+1/8
and hence (provided ε0 is small enough)
‖yn‖
s
≤ 74ε.
Now using (5.13) for the application τ , we easily see that ‖zn‖ ≤ 2ε as long as
n ≤ εr−2. This proves (4.3).
The proof of (4.4) is obtained similarly using (5.2) and we do not give the
details here.
5.4 Formal equations
We give now the general strategy of the proof of the normal form Theorem 5.5,
showing in particular the need of working with non autonomous Hamiltonians
and of considering the non resonance condition (4.1).
We consider a fixed step size h satisfying (4.1). We consider the propagator
ϕhH0 ◦ ϕhP = ϕhH0 ◦ ϕ1hP .
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We embed this application into the family of applications
ϕhH0 ◦ ϕλhP , λ ∈ [0, 1].
Formally, we would like to find a real hamiltonian χ = χ(λ) and a real hamilto-
nian under normal form Z = Z(λ) and such that
∀λ ∈ [0, 1] ϕhH0 ◦ ϕλhP ◦ ϕλχ(λ) = ϕλχ(λ) ◦ ϕhH0 ◦ ϕλhZ(λ). (5.15)
Let z0 ∈ Ps(C) and zλ = ϕhH0 ◦ ϕλhP ◦ ϕλχ(λ)(z0). Deriving the previous equation
with respect to λ yields
dzλ
dλ
= (Dzϕ
h
H0)ϕ−hH0 (z
λ)XhP (ϕ
−h
H0
(zλ))+
(Dz(ϕ
h
H0 ◦ ϕλhP ))ϕ−λhP ◦ϕ−hH0 (zλ)Xχ(ϕ
−λ
hP ◦ ϕ−hH0 (zλ)).
Using Lemma 3.2 that remains obviously valid for non autonomous hamiltonian,
we thus have
dzλ
dλ
= XA(λ)(z
λ)
where A(λ) it the time dependent real hamiltonian given by
A(λ) = hP ◦ ϕ−hH0 + χ(λ) ◦ ϕ−λhP ◦ ϕ−hH0 .
Using the same calculations for the right-hand side, (5.15) is formally equivalent
to the following equation (up to an integration constant)
∀λ ∈ [0, 1] hP ◦ ϕ−hH0 + χ ◦ ϕ−λhP ◦ ϕ−hH0 = χ(λ) + hZ(λ) ◦ ϕ−λχ(λ) ◦ ϕ−hH0 . (5.16)
which is equivalent to
∀λ ∈ [0, 1] χ(λ) ◦ ϕhH0 − χ(λ) ◦ ϕ−λhP = hP − hZ(λ) ◦ ϕ−λχ(λ). (5.17)
In the following, we will solve this equation in χ(λ) and Z(λ) with a remainder
term of order r in z. So instead of (5.17), we will solve in section 5.6 the equation
∀λ ∈ [0, 1] χ(λ) ◦ ϕhH0 − χ(λ) ◦ ϕ−λhP = hP − (hZ(λ) +R(λ)) ◦ ϕ−λχ(λ). (5.18)
where the unknown are χ(λ), and Z(λ) are polynomials of order r, with Z under
normal form, and where R(λ) possesses a zero of order r + 1 at the origin.
In the following, we formally write
χ(λ) =
r∑
ℓ=3
χ[ℓ](λ) :=
r∑
ℓ=3
∑
j∈Iℓ
χj(λ)zj
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and
Z(λ) =
r∑
ℓ=3
Z[ℓ](λ) :=
r∑
ℓ=3
∑
j∈Iℓ
Pj(λ)zj
where here the coefficients Pj(λ) are unknown and where χ[ℓ](λ) and Z[ℓ](λ)
denote the homogeneous polynomials of degree ℓ in χ(λ) and Z(λ).
Using the assumptions on P , we can write
P = A+B =
r∑
ℓ=3
P[ℓ] +B
where A ∈ T ∞,νr and B ∈ Hs(Bs(ρ0)) for s > s0 and ρ0 sufficiently small.
Moreover, B has a zero of order r + 1 at the origin.
Identifying the coefficients of degree ℓ ≤ r in equation (5.18), we obtain
χ[ℓ](λ) ◦ ϕhH0 − χ[ℓ](λ) = hP[ℓ] − hZ[ℓ](λ) + hG[ℓ](λ;χ∗, P∗, Z∗).
where G is a real hamiltonian homogeneous of degree ℓ depending on the poly-
nomials χ[k], P[k] and Z[k] for k < ℓ. In particular, its coefficients are polynomial
of order ≤ ℓ of the coefficients χj, Pj and Zj for j ∈ Ik, k < ℓ.
Writing down the coefficients, this equation is equivalent to
∀ j ∈ Ir (eihΩ(j) − 1)χj = hPj − hZj + hGj
and hence we see that the key is to control the small divisors eihΩ(j) − 1.
5.5 Non autonomous Hamiltonians
Before giving the proof of Theorem 4.2, we give easy results on the flow of non
autonomous Hamiltonian. Let Q(λ) ∈ C([0, 1],T M,νr ) for some r ≥ 3, M > 0 and
ν > 0. We set
‖Q‖
TM,νr
= max
λ∈[0,1]
|Q|
TM,νr
.
The following results extend the properties already proved in [12] or [2] and
needed in the proofs below.
Lemma 5.6 Let k ∈ N¯, M ∈ N, ν ∈ [0,∞), s ∈ R with s > ν + 3/2, and let
P (λ) ∈ C([0, 1],T M,νk+1 ) be a homogeneous polynomial of order k+1 depending on
λ ∈ [0, 1]. Then
(i) P extends as a continuous polynomial on Ps(C) depending continuously on
λ ∈ [0, 1], and there exists a constant C such that for all z ∈ Ps(C) and all
λ ∈ [0, 1],
|P (λ, z)| ≤ C‖P‖
TM,νk+1
‖z‖k+1
s
.
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(ii) Assume moreover that M > s+ 1, then the Hamiltonian vector field XP (λ)
extends as a bounded function from Ps(C) to Ps(C) depending continuously
on λ ∈ [0, 1]. Furthermore, for any s > ν + 1, there exists a constant C
such that for any z ∈ Ps(C) and λ ∈ [0, 1],
‖XP (λ)(z)‖s ≤ C‖P‖T M,νk+1 ‖z‖
k
s
.
Lemma 5.7 Let r ≥ 3, M > 0 and let
Q(λ, z) =
r∑
ℓ=3
∑
j∈Iℓ
Qj(λ)zj
be an element of C([0, 1],T M,νr ). Let ϕλQ(λ) be the flow associated with the non
autonomous real hamiltonian Q(λ). Then for s > ν + 3/2 there exist a constant
Cr depending on r such that
ρ < inf
(
1/2, Cr‖Q‖−1TM,νr
)
=⇒ ∀λ ∈ [0, 1], ϕλQ(λ)(Bs(ρ)) ⊂ Bs(2ρ).
(5.19)
Moreover, if F (λ) ∈ C([0, 1],Hs(Bs(2ρ)) has a zero of order r at the origin, then
F (λ) ◦ ϕλQ(λ) has a zero of order r at the origin in Bs(ρ).
Proof. Let zλ = ϕλQ(λ)(z
0). Using the estimates of the previous lemma, we
have
d
dλ
‖zλ‖2
s
= 2〈zλ,XQ(λ)(zλ)〉s
≤ cr‖Q‖TM,νr ‖z
λ‖
s
(
‖zλ‖2
s
+ ‖zλ‖r−1
s
)
for some constant cr depending on r. Hence, as long as ‖zλ‖s ≤ 1, we have
d
dλ
‖zλ‖2
s
≤ 2cr‖Q‖T M,νr ‖z
λ‖3
s
.
By using a comparison argument, we easily get that for z0 ∈ Bs(ρ) we have
∀λ ∈ [0, 1], ‖zλ‖
s
≤ 2‖z0‖
s
.
This shows (5.19) and the rest follows.
The next result is a consequence of Prop 6.3 in [12]. The only specificity is
the control of the sum of the indices, and the evolution of the norm
Proposition 5.8 Let k1 and k2 two fixed integers. Let P and Q two homoge-
neous polynomials of degree k1 + 1 and k2 + 1 such that P ∈ C([0, 1],T M,ν1k1+1 ) and
Q ∈ C([0, 1],T M,ν2k2+1 ) for some ν1 > 0, ν2 > 0 and M > 0.
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Then {P,Q} defines a homogeneous polynomial of degree k1 + k2, and for all
M ′ and ν ′ such that
M ′ < M −max(ν1, ν2)− 1 and ν ′ > ν1 + ν2 + 1,
we have {P,Q} ∈ C([0, 1],T M ′,ν′k1+k1 ) and
‖{P,Q}‖
T M
′,ν′
k1+k1
≤ C‖P‖
T
M,ν1
k1+1
‖Q‖
T
M,ν2
k2+1
for some constant C depending on M , ν, M ′, ν ′, k1 and k2.
Proof. The proof is clear using Proposition 6.3 in [12]. We only need to
verify the fact that the summations are always made over set of indices with zero
moment M(j), which is trivial.
Lemma 5.9 Let χ(λ) be an element of C([0, 1],T M,νr ) for some M > 0 and
ν > 0. Let τ(λ) := ϕλχ(λ) be the flow associated with the non autonomous real
hamiltonian χ(λ). Let g ∈ C([0, 1],T M,νr ), then we can write for all σ0 ∈ [0, 1],
g(σ0) ◦ τ(σ0) = g(σ0)
+
r−1∑
k=0
∫ σ0
0
· · ·
∫ σk
0
(
Adχ(σk) ◦ · · · ◦ Adχ(σ1)g(σ0)
)
dσ1 · · · dσk +R(σ0) (5.20)
where by definition AdP (Q) = {Q,P}
R(σ0) =
∫ σ0
0
· · ·
∫ σr
0
(
Adχ(σr) ◦ · · · ◦ Adχ(σ1)g(σ0)
)
◦ τ(σr) dσ1 · · · dσr. (5.21)
Each term in the sum in (5.20) belongs (at least) to the space C([0, 1],T M ′,ν′kr )
where
ν ′ = (r + 1)(ν + 2) and M ′ =M − ν ′.
The term R(σ0) defines an element of Hs(Bs(ρ)) for s > ν ′ + 3/2 and ρ ≤
inf(1/2, Cr‖χ‖−1TM,νr ) and has a zero of order at least r + 1 at the origin.
Proof. For a fixed σ0 ∈ [0, 1], we have
d
dλ
g(σ0) ◦ τ(λ) = {g(σ0), χ(λ)} ◦ τ(λ).
Hence, we have that
g(σ0) ◦ τ(σ0) = g(σ0) +
∫ σ0
0
(
Adχ(σ1)g(σ0)
)
◦ τ(σ1) dσ1.
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Repeating again the same argument, we have
g(σ0) ◦ τ(σ0) = g(σ0) +
∫ σ0
0
(Adχ(σ1)g(σ0))dσ1+∫ σ0
0
∫ σ1
0
(
Adχ(σ2) ◦ Adχ(σ1)g(σ0)
)
◦ τ(σ2) dσ1dσ2.
The equation (5.20) is then easily shown by induction. The result then follows
from the previous propositions.
For a given polynomial χ ∈ C([0, 1],T M,νr ) with r ≥ 3, we use the following
notation
χ(λ, z) =
r∑
ℓ=3
χ[ℓ](λ) =
r∑
ℓ=3
∑
j∈Iℓ
χj(λ)zj (5.22)
where χ[ℓ](λ) ∈ C([0, 1],T M,νr ) is a homogeneous polynomial of degree ℓ.
Proposition 5.10 Let χ(λ) be an element of C([0, 1],T M,νr ) for someM > 0 and
ν > 0. Let ϕλχ(λ) be the flow associated with the non autonomous real hamiltonian
χ(λ). Let g ∈ C([0, 1],T M,νr ), then we can write for all λ ∈ [0, 1],
g(λ) ◦ ϕλχ(λ) = S(r)(λ) + T (r)(λ)
where
• S(r)(λ) ∈ C∞([0, 1],T M1,ν1r ) with ν1 = (r + 1)(ν + 2) and M1 = M − ν1.
Moreover, if we write
S(z) =
r∑
ℓ=3
S[ℓ](λ)
where S[ℓ](λ) is a homogeneous polynomial of degree ℓ, then we have for all
ℓ = 3, . . . , r,
S[ℓ](λ) = g[ℓ](λ) +G[ℓ](λ;χ∗, g∗)
where G[ℓ](χ∗, g∗) is a homogeneous polynomial depending on λ and the
coefficients Sj are polynomials of order < ℓ of the coefficients appearing in
the decomposition of g and χ. Moreover, we have
‖G[ℓ](χ∗, g∗)‖T M1,ν1r ≤ C
(
1 +
ℓ−1∑
m=3
‖g[m]‖ℓTM,νr
)(
1 +
ℓ−1∑
m=3
‖χ[m]‖ℓTM,νr
)
(5.23)
where C depends on ℓ, M and ν.
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• T (r)(λ) ∈ Hs(Bs(ρ)) for s > ν ′ + 3/2 and ρ ≤ inf(1/2, Cr‖χ‖−1T M,νr ) and
has a zero of order at least r + 1 in the origin. Moreover, we have for all
z ∈ Bs(ρ),
∀λ ∈ [0, 1], ‖XT (r)(λ)(z)‖s ≤ Cr(χ∗, g∗)‖z‖
r
s
where
Cr(χ∗, g∗) ≤ C
(
1 +
r∑
m=3
‖g[m]‖rTM,νr
)(
1 +
r∑
m=3
‖χ[m]‖rTM,νr
)
with C depending on r, M and ν.
Proof. Using the previous lemma, we define S(r) as the polynomial part of
degree less than r in the expression (5.20). The remainder terms, together with
the term R(λ) in (5.21), define the term T (r)(λ). The properties of S(r)(λ) and
T (r)(λ) are then easily shown.
5.6 Proof of the normal form result
Proposition 5.11 Let P ∈ T and N be a fixed integer. Let M > ν ′ := (r +
1)(ν + 2) and M ′ =M − ν ′. Then there exist
• a polynomial χ ∈ C([0, 1],T M ′,ν′r )
χ(λ) =
r∑
ℓ=3
χ[ℓ](λ) :=
r∑
ℓ=3
∑
j∈Jℓ(N)
χj(λ)zj
• a polynomial χ ∈ C([0, 1],T M ′,ν′r )
Z(λ) =
r∑
ℓ=3
Z[ℓ](λ) :=
r∑
ℓ=3
∑
{j∈Aℓ∪Iℓ\Jl(N)}
Zj(λ)zj
under normal form, item a function R(λ) ∈ C([0, 1],Hs(Bs(ρ))) with ρ <
c0N
−β for some constant c0 > 0 and β > 1 depending on r, M , P , and
having a zero of order r + 1 at the origin
such that the following equation holds:
∀λ ∈ [0, 1] χ(λ) ◦ ϕhH0 − χ(λ) ◦ ϕ−λhP = hP − (hZ(λ) +R(λ)) ◦ ϕ−λχ(λ). (5.24)
Furthermore there exists C0 > 0 depending on P , ν, r, M such that
|χ|
TM
′,ν′
r
+ |Z|
TM
′,ν′
r
≤ C0Nβ
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and moreover
∀λ ∈ [0, 1], ‖XR(λ)(z)‖s ≤ C0Nβ‖z‖
r
s
for z ∈ Bs(ρ) with ρ < c0N−β.
Proof. Identifying the coefficients of degree ℓ ≤ r in the equation (5.24), we
get
χ[ℓ] ◦ ϕhH0 − χ[ℓ] = hP[ℓ] − hZ[ℓ] + hG[ℓ](χ∗, P∗, Z∗).
where G is a real hamiltonian homogeneous of degree ℓ depending on the poly-
nomials χ[k], P[k] and Z[k] for k < ℓ. In particular, its coefficients are polynomial
of order ≤ ℓ of the coefficients χj, Pj and Zj for j ∈ Ik, k < ℓ and satisfy-
ing estimates of the form (5.23). Writing down the coefficients, this equation is
equivalent to
∀ j ∈ Ir (eihΩ(j) − 1)χj = hPj − hZj + hGj.
We solve this equation by setting
Zj = Pj +Gj and χj = 0 for j ∈ Aℓ ∪ Iℓ\Jℓ(N)
and
Zj = 0 and χj =
h
eihΩ(j) − 1(Pj +Gj) for j ∈ Jℓ(N)\Aℓ.
Using (4.1) and the result of Proposition 5.10 we get the claimed bound for some
β depending on r.
To define R, we simply define it by the equation (5.18). By construction, it will
satisfies the announced properties.
Proof of Theorem 5.5. Integrating the equation (5.18) in λ, it is clear that
the following equation holds:
∀λ ∈ [0, 1] ϕhH0 ◦ ϕλhP ◦ ϕλχ(λ) = ϕλχ(λ) ◦ ϕhH0 ◦ ϕλhZ(λ)+R(λ).
Note that using Proposition 5.10 and (5.19) we show that for s > ν ′ + 1 and
z ∈ Bs(ρ) with ρ = cN−β we have
‖ϕλχ(λ)(z)− z‖s ≤ CNβ‖z‖
2
s
.
This implies in particular that
‖z‖
s
≤ ‖ϕλχ(λ)(z)‖s + CN−β‖z‖s
For N sufficiently large, this shows that ϕλχ(λ) is invertible and send Bs(ρ) to
Bs(2ρ). Moreover, we have the estimate, for all λ ∈ [0, 1],
‖(ϕλχ(λ))−1(z)− z‖s ≤ CNβ‖z‖2s .
We then define τ = ϕ1χ(λ) and ψ = ϕ
1
hZ(λ)+R(λ) and verify that these application
satisfy the condition of the theorem.
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6 Appendix: Proof of Proposition 5.3
Let j ∈ Ir\Jr(N). It is clear that for a ∈ N , we have, with the notation
Ia = ξaηa,
{Ia, zj} = 0
unless (a, 1) or (a,−1) appears in j. Moreover, if this is the case, we have
|{Ia, zj}| ≤ 2|zj|.
where we set
|zj| = |zj1 | · · · |zjr |
for j = (j1, . . . , jr) ∈ Zr. Hence we can write
|{NNs , Z}(z)| ≤ 2
∑
|k|≤N
|k|2s
∑
{j∈Ir\Jr(N)|j⊃k}
|Zj||zj|
where k = (a,±1) ∈ Z in the first sum. We thus get using (3.7)
|{NNs , Z}(z)| ≤ 2|Z|TM,νr
∑
|k|≤N
∑
{j∈Ir\Jr(N)|j⊃k}
|k|2sµ(j)
M+ν
S(j)M
|zj|.
Using Lemma 5.2, the indices in the previous sum are such that at least two of
them are greater than N . As |k| ≤ N , these indices cannot be equal to k. Hence
we can rewrite each indice j containing k as (j˜, k) where j˜ ∈ Zr−1 contains
at least two indices greater than N . Using the symmetries in the sum, we can
moreover assume that the indices are ordered in such a way that |j1| > |j2| > . . ..
Hence, we can rewrite the previous sum as
|{NNs , Z}(z)| ≤ C|Z|TM,νr
∑
j∈Zr−1, |j1|,|j2|>N, |k|≤N
|k|2sµ(j, k)
M+ν
S(j, k)M
|zj||zk| (6.1)
where µ(j, k) and S(j, k) denote the values of µ and S associated with the r-uple
(j1, j2, . . . , jr−1, k). Here, C denote a constant depending on r.
Since µ(j, k) ≤ S(j, k) and µ(j, k) ≤ |j2| we have for M ≥ 2
|{NNs , Z}(z)| ≤ C|Z|TM,νr
×
∑
j∈Zr−1, |j1|,|j2|>N, |k|≤N
|k|2s
(
1
1 + |j1| − |j2|
)2
|j2|ν+2|zj||zk|.
Then use |k| ≤ |j1| to obtain
|{NNs , Z}(z)| ≤ C|Z|TM,νr
×
∑
j∈Zr−1, |j1|,|j2|>N, |k|≤N
(
1
1 + |j1| − |j2|
)2
|j2|ν+2|j1|s|zj||k|s|zk|. (6.2)
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By Cauchy Schwarz, one has for s > 1/2
∑
l∈Z
|zl| ≤ ||z||s
(∑
l∈Z
|l|−2s
)1/2
(6.3)
and thus we get from (6.2)
|{NNs , Z}(z)| ≤ C|Z|TM,νr ||z||
r−3
×
∑
|j1|,|j2|>N, |k|≤N
(
1
1 + |j1| − |j2|
)2
|j2|ν+2|j1|s|zj||k|s|zk|.
Hence, introducing the sequence (bj = |j|s|zj |)j∈Z ∈ ℓ2(Z) we can write
|{NNs , Z}(z)| ≤ C|Z|TM,νr ||z||
r−3
×
∑
|j1|,|j2|>N, |k|≤N
(
1
1 + |j1| − |j2|
)2
|j2|ν+2−sbj2bj1bk. (6.4)
Moreover, the sum in |k| ≤ N in (6.4) yields by Cauchy-Schwartz inequality∑
|k|≤N
bk ≤ CNd/2
√
NNs (z) ≤ CNd/2‖z‖s .
where d is the dimension of N = Nd or Zd. Hence, we get from (6.4) using
|j2| > N
|{NNs , Z}(z)| ≤ CN−s+2+ν+d/2|Z|TM,νr ||z||
r−2
∑
|j1|≥|j2|>N
(
1
1 + |j1| − |j2|
)2
bj2bj1
and this concludes the proof of (5.1) since, if a and c are two sequences in ℓ2(Z)
we have by a convolution argument
∑
j,l
(
1
1 + |j| − |l|
)2
|al| |cj | ≤ C||a||ℓ2(Z) ||c||ℓ2(Z) (6.5)
for some universal constant C.
Note that (5.2) is an easily shown by similar calculations (the only difference
lies in the fact that there is no summation in |k| ≤ N).
We now show (5.3).
As RNs contains only indices greater than N , we can write (see (6.1))
|{RNs , Z}(z)| ≤ C|Z|TM,νr
∑
j∈Ir−1, |j1|>N, |k|>N
|k|2sµ(j, k)
M+ν
S(j, k)M
|zj||zk| (6.6)
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where the sum is made over ordered indices |j1| > |j2| > · · · . Note that in
opposition with the previous situation, we cannot ensure that |j2| > N in this
sum. We first notice that, for all k and j,
|k|µ(j, k)
S(j, k)
≤ 2|j1|, (6.7)
Actually, if |k| ≤ 2j1 then (6.7) holds true since µ(j,k)S(j,k) ≤ 1. Now if k ≥ 2j1 then
S(l, j) ≥ ||k| − |j1|| ≥ 12 |k| and thus
|k|µ(j, k)
S(j, k)
≤ 2µ(j, k) ≤ 2|j1|.
Then we distinguish two cases in this sum (6.6):
|{RNs , Z}(z)| ≤ C|Z|TM,νr (I1 + I2)
corresponding to the two cases |j2| ≤ |k|, (I1) and |k| < |j2|, (I2).
Case 1: |j2| ≤ |k|
In this situation, we use (6.7), µ(j, k) = |j2|, µ(j, k) ≤ S(j, k) to conclude
for M ≥ s+ 2
I1 ≤ 2s
∑
j∈Ir−1, |j1|>N, |k|>N
|k|s|j1|s
(
1
1 + ||j1| − |k||
)2
|j2|2+ν |zj||zk|.
Then use (6.3) and the notation (bj = |j|s|zj |)j∈Z ∈ ℓ2(Z) to get
I1 ≤ 2s||z||r−3s
∑
j2,|j1|>N, |k|>N
(
1
1 + ||j1| − |k||
)2
|j2|2+ν−sbj2bkbj1
≤ C||z||r−2s RNs (z)
where we have used again (6.5) for
∑
j1,k
and (6.3) for
∑
j2
.
Case 2: |j2| ≥ |k|
In this situation, we still have µ(j, k) ≤ |j2| and using that both |j1| and |j2|
are greater than |k| we get for M ≥ 2
I2 ≤ C‖z‖r−3s
∑
|j1|>N, |j2|≥|k|>N
|j1|s|j2|s/2|k|s/2
(
1
1 + |j1| − |j2|
)2
|j2|2+ν |zj1 |zk||zj2 |
≤ C‖z‖r−3
s
∑
|j1|>N, |j2|≥|k|>N
(
1
1 + |j1| − |j2|
)2
bj1
bk
|k|s/2
bj2
|j2|s/2−2−ν
≤ C‖z‖r−3
s
R
N
s (z)
3/2
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where in the last inequality, we used that bj1 ,
bk
|k|s/2
and
bj2
|j2|s/2−2−ν
are respectively
in ℓ2(Z), ℓ1(Z) (for s > 1) and ℓ2(Z) (for s ≥ 4 + 2ν) and we used again (6.5)
and (6.3).
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