Abstract. The need of true random number generators for many purposes (ranging from applications in cryptography and stochastic simulation, to search heuristics and game playing) is increasing every day. Many sources of randomness possess the property of stationarity. However, while a biased die may be a good source of entropy, many applications require input in the form of unbiased bits, rather than biased ones. In this paper, we present a new technique for simulating fair coin flips using a biased, stationary source of randomness. Moreover, the same technique can also be used to improve some of the properties of pseudo random number generators. In particular, an improved pseudo random number generator has almost unmeasurable period, uniform distribution of the letters, pairs of letters, triples of letters, and so on, and passes many statistical tests of randomness. Our algorithm for simulating fair coin flips using a biased, stationary source of randomness (or for improving the properties of pseudo random number generators) is designed by using quasigroup string transformations and its properties are mathematically provable. It is very flexible, the input/output strings can be of 2-bits letters, 4-bits letters, bytes, 2-bytes letters, and so on. It is of linear complexity and it needs less than 1Kb memory space in its 2-bits and 4-bits implementations, hence it is suitable for embedded systems as well.
Introduction
Random number generators (RNGs) are useful in every scientific area which uses Monte Carlo methods. It is difficult to imagine a scientific area where Monte Carlo methods and RNGs are not used. Extremely important is the application of RNGs in cryptography for generation of cryptographic keys, and random initialization of certain variables in cryptographic protocols. Countless applications in cryptography, stochastic simulation, search heuristics, and game playing rely on the use of sequences of random numbers.
The choice of the RNG for a specific application depends on the requirements specific to the given application. If the ability to regenerate the random sequence is of crucial significance such as debugging simulations, or the randomness requirements are not very stringent (flying through space on your screen saver), or the hardware generation costs are unjustified, then one should resort to pseudorandom number generators (PRNGs). PRNGs are algorithms implemented on finite-state machines and are capable of generating sequences of numbers which appear random-like from many aspects. Though they are necessarily periodic ("Anyone who considers arithmetical methods of producing random digits is, of course, in a state of sin", John von Neumann), their periods are very long, they pass many statistical tests and can be easily implemented with simple and fast software routines.
It is widely accepted that the core of any RNG must be an intrinsically random physical process. So, it is no surprise that the proposals and implementations of RNGs range from tossing a coin, throwing a dice, drawing from a urn, drawing from a deck of cards and spinning a roulette to measuring thermal noise from a resistor and shot noise from a Zener diode or a vacuum tube, measuring radioactive decay from a radioactive source, integrating dark current from a metal insulator semiconductor capacitor, detecting locations of photoevents, and sampling a stable high-frequency oscillator with an unstable low-frequency clock. Some of the sources of randomness, such as radioactive sources [1] and quantum-mechanical sources [2] , may yield data from probability distributions that are stationary. Therefore, the output of these sources does not change over time and does not depend on previous outputs. However, even if a source is stationary, it generally has a bias. In other words, the source does not give unbiased bits as direct output. It is therefore quite important to be able to extract unbiased bits efficiently from a stationary source with unknown bias.
Suppose that a reading obtained from a stationary source of randomness can be equal to any one of m different values, but that the probability of obtaining any one of these values is unknown and in general not equal to 1/m. In other words, we assume that the source may be loaded. Our aim in this paper is to simulate unbiased coin flips using a biased source.
Previous Work -There are several references to the problem of simulating unbiased physical sources of randomness. Von Neumann [3] described the following method; flip the biased coin twice: if it comes up HT, output an H, if it comes up TH, output a T, otherwise, start over. This method will simulate the output of an unbiased coin irrespective of the bias of the coin used in the simulation. Elias [4] proposed a method of extracting unbiased bits from biased Markov chains. Stout and Warren [5] and Juels et. al. [6] presented new extensions of the technique of von Neumann. Stout and Warren suggested a method for simulating a fixed number of fair coin flips using as few rolls of a biased die as possible, while the authors of [6] proposed an algorithm for extracting, given a fixed number of rolls of a biased die, as many fair coin flips as possible. The general characteristics of the methods for simulating unbiased physical sources of randomness are: (i) all of them do not use each bit of information generated
Quasigroup string transformations
Here we give a brief overview of quasigroups, quasigroup operations and quasigroup string transformations (more detailed explanation the reader can find in [7] , [8] ).
A quasigroup is a groupoid (Q, * ) satisfying the laws
Hence, a quasigroup satisfies the cancelation laws and the equations a * x = b, y * a = b have unique solutions x, y for each a, b ∈ Q. If (Q, * ) is a quasigroup, then * is called a quasigroup operation.
Here we consider only finite quasigroups, i.e Q is a finite set. Closely related combinatorial structures to finite quasigroups are the so called Latin squares: a Latin square L on a finite set Q (with cardinality |Q| = s) is an s × s-matrix with elements from Q such that each row and each column of the matrix is a permutation of Q. To any finite quasigroup (Q, * ) given by its multiplication table it is associated a Latin square L, consisting of the matrix formed by the main body of the table, and each Latin square L on a set Q define a quasigroup (Q, * ).
Given a quasigroup (Q, * ) five new operations, so called parastrophes or adjoint operations, can be derived from the operation * . We will need only the following two, denoted by \ and /, and defined by:
Then the algebra (Q, * , \, /) satisfies the identities
and (Q, \), (Q, /) are quasigroups too. Several quasigroup string transformations can be defined and those of interest of us will be explained bellow. Consider an alphabet (i.e. a finite set) A, and denote by A + the set of all nonempty words (i.e. finite strings) formed by the elements of A. The elements of A + will be denoted by a 1 a 2 . . . a n rather than (a 1 , a 2 , . . . , a n ), where a i ∈ A. Let * be a quasigroup operation on the set A. For each l ∈ A we define two functions e l, * , e l, * :
for each i = 0, 1, . . . , n − 1, where b 0 = l. The functions e l, * and e l, * are called eand e -transformations of A + based on the operation * with leader l. Graphical representations of the e-and e -transformations are shown on Figure 1 and Figure  2 . 
are said to be E-and E -transformations of A + respectively. The functions E k and E k have many interesting properties, and for our purposes the most important ones are the following:
The transformations E k and E k are permutations of A + .
Theorem 2. ([8])
Consider an arbitrary string α = a 1 a 2 . . . a n ∈ A + , where a i ∈ A, and let 
..a , a ∈ A and a * a = a. Then the periods of the strings β and β are increasing at least linearly by k.
We should note that the increasing of the periods depends of the number of quasigroup transformations k, and for some of them it is exponential, i.e. if α has a period p, then β = E k (α) and β = E k (α) may have periods greater than p 2 c k , where c is some constant. We will discuss this in more details in the next section. In what follows we will usually use only E-transformations, since the results will hold for E -transformations by symmetry.
Theorem 1 is easy to prove (and one can find the proof in [8] ). The proofs of Theorem 2 and Theorem 3 are given in the Appendix I and the Appendix II, respectively.
Description of the algorithms
Assume that we have a discrete biased stationary source of randomness which produces strings from A + , i.e. the alphabet of source is A, where
is a finite alphabet. (However, we may also think that strings in A + are produced by a PRNG.)
Now we define two algorithms for simulating unbiased physical sources of randomness (or for improving PRNGs), based on E-and E -transformations accordingly. We call them an E − algorithm and an E − algorithm. In these algorithms we use several internal and temporal variables b, L 1 , . . . , L n . The input of the algorithm is the order of the quasigroup s, a quasigroup (A, * ) of order s, a fixed element l ∈ A (the leader), an integer k giving the number of applications of the transformations e l, * and e l, * and a biased random string
. . . The output is an unbiased random string.
The performance of the algorithms is based on Theorems 1, 2 and 3. By Theorem 1 we have that E − algorithm and E − algorithm are injective, meaning that different input string produces different output string. Theorem 2 guarantees that the algorithms generate unbiased output random strings. Theorem 3 guarantees that if the biased source has period p (such as some Pseudo Random Number Generator) the algorithm will generate unbiased output with longer period.
Both E − algorithm and E − algorithm can also be used to improve the properties of PRNGs. For example, for suitable choice of the quasigroup and suitable choice of the parameter s, Theorem 3 shows that the period of the output pseudo random string can be made arbitrary large. In addition, we have checked the quality of output pseudo random strings by using available statistical tests (such as Diehard [10] and those suggested by NIST [11]) for different quasigroups, leaders, and different values of n: in all these cases the pseudo strings passed all of the tests. 
E-algorithm
The E − algorithm differs of the E − algorithm only in step 7: .0000,1.0000,1.0000,1.0000,1.0000,1.0000,1.0000,1.0000,1.0000,1.0000,1.0000,1.0000,1.0000, 1.0000,1.0000,1.0000,0.0000,1.0000,1.0000,1.0000,1.0000,1.0000,1.0000,1.0000,1.0000,1.0000, We now discuss the choice of the quasigroup, and the parameters s and k. If E − algorithm and E − algorithm are used for simulating unbiased physical sources of randomness, then the quasigroup can be chosen to be arbitrary (we recommend 4 ≤ s ≤ 256) while k depends on s and how biased is the source of randomness. The number k should be chosen by the rule 'for smaller s larger k' and its choice depends on the source. For example, if a source is highly biased (it produces 0 with probability 1/1000 and 1 with probability 999/1000), we suggest the following rule (derived from our numerous numerical experiments): 'ks ≥ 512 and k > 8'. In fact, the number s is in a way predefined by the source. Let the alphabet of the source consists of all 8-bits letters. Then we have the following choices of A: A = {0, 1, 2, 3}, A = {0, 1, 2, . . . , 7}, A = {0, 1, . . . , 15}, A =  {0, 1, . . . , 31}, A = {0, 1, . . . , 63}, A = {0, 1, 2, . . . , 127}, A = {0, 1, 2, . . . , 255}. Thus, the output string of the source is considered as string of bits and then the bits are grouped in two, three, and so on. We can consider in this case alphabets with two-byte letters, three-byte letters etc., but quasigroups of orders 65536 or higher need a lot of storage memory and generally the computations are slower, and we do not recommend to be used.
If E − algorithm and E − algorithm are used for improving some of the properties of PRNGs, then the quasigroup should be exponential. Our theoretical results ( [8] , [12] , [13] ) and numerical experiments indicate that the class of finite quasigroups can be separated into two disjoint subclasses: the class of linear quasigroups and the class of exponential quasigroups. There are several characteristics that separate these two classes and for our purposes this one is important. Given a finite set Q = {q 0 , q 1 , . . . , q s−1 }, let (Q, * ) be a quasigroup and let α = q 0 q 1 
If the period of the string α k is a linear function of k, then the quasigroup (Q, * ) is said to be linear. On the other hand, if the period of the string α k is an exponential function 2 c k (where c is some constant), then the quasigroup (Q, * ) is said to be exponential. The number c is called the period growth of the exponential quasigroup (Q, * ).
The numerical experiments presented in [14] show that the percentage of linear quasigroups decreases when the order of the quasigroup increases. Furthermore, the percentage of 'bad' quasigroups, i.e. linear quasigroups and exponential quasigroup with period growth c < 2, is decreasing exponentially by the order of the quasigroups. For quasigroups of order 4, 5, 6, 7, 8, 9 and 10 the results are summarized in Table 3 . We stress that the above results are not quite precise (except for the quasigroups of order 4, where complete classification is obtained in [15] ), since the conclusion is made when only 7 e-transformation were applied. Namely, it can happen that some of quasigroups, after more than 7 applications, will have period growth c ≥ 2. We made the following experiment over 10 6 randomly chosen quasigroups of order 16. We counted the period growth after 5 applications of e l, * -transformations of each of the quasigroups on the following periodical strings with period 16: 0, 1, 2, . . . , 14, 15, 0, 1, 2, . . . , 14, 15, . . . , 0, 1, 2, . . . , 14, 15 , . . . . The value of the leader l did not affect the results. The obtained distribution of the period growth is presented on the Table 2 . It can be seen from Table 2 that 907 quasigroups have period growth c < 2 after 5 applications of the e-transformation. We counted the period growth after 6 applications of each of those quasigroups and we obtained that only 15 of them have period growth c < 2. After 7 applications, only one quasigroup has period growth c < 2, but after 10 applications of etransformations, this quasigroup has period growth 2. This experiment shows that it is not easy to find randomly a linear quasigroup of order 16. 
Conclusion
We have suggested algorithms based on quasigroup string transformations for simulating unbiased coin flips using a biased source and for improving the properties of PRNGs. The performances of the algorithms are obtained from three theorems. The first theorem shows that the employed quasigroup string transformations are in fact permutations, the second theorem guarantees that the algorithms generate uniform output strings, while the third theorem proves that the period of the output pseudo random string can be arbitrary large number. We note that one have to choose an exponential quasigroup for obtaining better performances of the algorithms. The proposed algorithms are very simple, of linear complexity and there are mathematical proofs of their properties. If quasigroups of order ≤ 16 are used the algorithms can be implemented in less than 1Kb working memory. Hence, they can be used in embedded systems as well.
The simplicity of the algorithms allows effective hardware realization. The initial results about parallel implementation of our algorithms are highly parallel and pipelined solution with delay of O(n), where n is the number of etransformations [16] .
The use of the algorithms for cryptographic purposes (like designs of hash functions, synchronous, self-synchronizing and totaly asynchronous stream ciphers) is considered in several papers ( [9] , [17] , [18] , [19] ), where it is emphasized that the employed quasigroups and the leaders of the transformations should be kept secret and the number n of applied e-transformations should be enough large. Note that the number of quasigroups of relatively small orders is huge one (there are 576 quasigroups of order 4, about 10 20 of order 8, about 10 47 of order 11 (see [20] ), and much more than 10 120 of order 16 and much more than 10 58000 of order 256). On the other hand, by using the P. Hall's algorithm [21] for choosing a system of different representatives of a family of sets, a suitable algorithm for generating a random quasigroup of order s can be designed with complexity O(s 3 ).
In order to simplify the technicalities in the proof we take that the alphabet A is {0, . . . , s − 1}, where 0, 1, . . . , s − 1 (s > 1) are integers, and * is a quasigroup operation on A. We define a sequence od random variables {Y n | n ≥ 1} as follows. Let us have a probability distribution (q 0 , q 1 , . . . , q s−1 ) of the letters 0, 1, . . . , s − 1, such that q i > 0 for each i = 0, 1, . . . , s − 1 and
Consider an e-transformation E and let γ = E(β) where
. We assume that the string β is arbitrarily chosen. Then by {Y m = i} we denote the random event that the m-th letter in the string γ is exactly i. The definition of the e-transformation given by(3) implies
since the appearance of the m-th member in γ depends only of the (m − 1)-th member in γ, and not of the (m − 2)-th,. . . , 1-st ones. So, the sequence {Y m | m ≥ 1} is a Markov chain, and we refer to it as a quasigroup Markov chain (qMc). Let p ij denote the probability that in the string γ the letter j appears immediately after the given letter i, i.e.
The definition of qMc implies that p ij does not depend of m, so we have that qMc is a homogeneous Markov chain. The probabilities p ij can be determined as follows. Let i, j, t ∈ A and let i * t = j be a true equality in the quasigroup (A, * ). 
where here and further on the superscripts (n) denote the fact that we are considering substrings of a string γ = i 
is a bijection from A l onto {0, 1, . . . , s l − 1}, so the sequence {Z 
m+l−2 . Denote by t and t the following numbers:
Let p t t be the probability that in some string γ = E (n) (β), the substring
m+l−1 of γ (from the m-th to the m + l − 1-th position) appears (with overlapping) after a given substring i
m+l−2 of γ (from the m − 1-th to the m + l − 2-th position). Clearly, p t t = 0 if i
for some j ∈ {m, m − 1, . . . , m + l − 2}. In the opposite case (when l − 1 letters are overlapped) we have:
By using an induction of the numbers n of quasigroup transformations we will prove the Theorem 2, i.e we will prove the following version of it:
β). Then the distribution of substrings of γ of length l is uniform.
Recall the notation A = {0, . . . , s − 1}. For n = 1 we have the Lemma 1, and let n = r + 1, r ≥ 1. By the inductive hypothesis, the distribution of the substrings of length l for l ≤ r in γ = E r (β) is uniform. At first, we assume l ≤ r and we are considering substrings of length
. We take that * 1 , . . . , * r+1 are quasigroup operations on A and recall that
is a quasigroup, the equation i
has a unique solution on x, for each j, 2 ≤ j ≤ k, and we denote it by x = i , where a r+1 ∈ A is the fixed element in the definition of E r+1 . In such a way, instead of working with substrings i
The uniqueness of the solutions in the quasigroup equations implies that we have 
where l ≤ r. By the inductive hypothesis we have
. Thus, for the probabilities p t t we have
This means that in each column of the s l × s l -matrix of transitions Π of n-qMc there will be exactly s members equal to 1 s (those for which i
, the other members will be equal to 0 and then the sum of the members of each column of Π is equal to 1. Hence, the transition matrix Π is doubly stochastic. It is a regular matrix too, since each element of the matrix Π l is positive. This implies that the system pΠ = p has a unique fixed probability
. . , 1 s l as a solution. In other words, the distribution of substrings of γ of length l ≤ r is uniform. Assume now that l = r + 1, and let the numbers t, t and the probabilities p t t be defined as before. Then for p t t we have that (7) holds too, i.e. . . , γ (r) = E (1) (β), γ (r+1) = E (0) (β) = β. Then, for the probabilities p t t , by repeatedly using the equations (6) and (8), we will reduce the superscripts (r) to (r − 1), to (r − 2), . . . , to (1), i.e. we will have p t t = P (Y 
We should note that the equations Of course, the last sum must not be equal to 1, i.e. the transition matrix Π must not be doubly stochastic. The same consideration could be made for l = n + 2, n + 3, . . . as well.
