In this paper, first it is shown that the "Fibonacci (p, r)-cube"(denoted as IΓ (p,r) n ) studied in many papers, such as [22], [11], [21], [16] and [25], is a new topological structure different from the original one (denoted as OΓ (p,r) n ) presented by Egiazarian and Astola [4]. Then some topological properties of IΓ (p,r) n and OΓ (p,r) n are studied, including the recursive structure of them, the cubes OΓ (p,r) n which are partial cubes and median graphs, some distance invariants of IΓ (p,r) n and OΓ (p,r) n , and the maximum and minimum degree of these two types of cubes. Finally, several problems and conjectures on IΓ (p,r) n and OΓ (p,r) n are listed.
. The 5-dimensional Fibonacci cube Γ 5 .
When Fibonacci cubes was introduced, it soon became increasingly popular. Numerous variants and generalizations of Fibonacci cubes are proposed and investigated [5, 28, 8, 14, 24, 27, 23, 1, 7] . In the present paper, we pay a special attention to the Fibonacci (p, r)-cubes introduced by Egiazarian and Astola [5] .
The Fibonacci (p, r)-numbering system is defined by the following recurrence ϕ (p,r) (i) = r j=0 ϕ (p,r) (i−pj −1) for i > 1, (1.1) with initial values ϕ (p,r) (i) = 0 for i < 0 and ϕ (p,r) (i) = 1 for i = 0, where p ≥ 1 and r ≥ 1. Let K be an positive integer such that K < ϕ (p,r) (n) for some n > 0 . Then the O-Fibonacci (p, r)-code of K is defined uniquely as b n−1 . . . b p such that K = n−1 i=p b i ϕ (p,r) (i) and the following hold:
(1) if b i = 1 then b i−1 = b i−2 = b i−p+1 = 0, i.e. there is at least (p − 1) 0s between two 1s (which is called 'consecutive' 1s) in b n−1 . . . b p ;
(2) there are no more than r 'consecutive' 1s in b n−1 . . . b p . Some examples of Fibonacci (p, r)-numbers are shown in Table 1 . Definition 1.1 [5] . For positive integers n, p and r, the Fibonacci (p, r)-cube of size ϕ (p,r) (n), denoted by G (p,r;n) = (V, E), where V = {0, 1, . . . , ϕ (p,r) (n) − 1} and the edge (i, j) ∈ E if and only if the Fibonacci (p, r)-codes of i and j differ exactly in one coordinate.
The graphs G (1,3;4) , G (2,1;8) and G (2,2;7) are shown in Fig. 2 (a) , (b) and (c) respectively, where each vertex is labelled with the Fibonacci (p, r)-codes and the corresponding number. For example, 10100 (11) in graph G (2,2;7) means the vertex 11 with its O-Fibonacci (2, 2)-codes 10100.
(2,2) 5 Γ I (2,2) 5 Γ O 00000(0) 01010(7) 10010(10) 00010 (2) 01000 (5) 10000 (8) 10100 (11) 10001 (9) 00001 (1) 01001 (6) 00100 (3) 00101 (4) 10011 10001 11001 00011 00001 01001 10010 10000 11000 01000 00000 00010 01100 00100 00110 (2,1) 6 , Γ O 111 (7) 110 (6) 101 (5) 100 (4) 011 (3) 010 (2) 001(1) 000(0) 100001 (10) 001000 (4) 100000(9) 010000 (6) 000000(0) 001001 (5) 000100 (3) 000001(1) 010001 (7) 100100 (12) 010010 (8) 000010 (2) (2,1) 6 (1,3;4) , G (1,3) 3 , Γ O 100010(11) (2,1;8) , G (2,2;7) , G Since the length of the O-Fibonacci (p, r)-codes of the vertices of G (p,r;n) is n − p, the graph G (p,r;n) is denoted as OΓ (p,r) n−p for convenience, where "O" means the "original" Fibonacci (p, r)-cube to distinguish the "imitative" one introduced following. Note that the symbol OΓ (p,r) n−p is more flexible in the definition of an iteration, see Section 2. In papers [11, 16, 21, 22, 25] , the "Fibonacci (p, r)-cube" is studied from several different aspects. Although it also was called "Fibonacci (p, r)-cube" and pointed out to be the cubes defined in [5] , we find that the cube in these papers is a new topological structure differing from the existing Fibonacci like-cubes. We call those cubes the imitative Fibonacci (p, r)-cube and denoted as IΓ (p,r) n , which is defined as follows.
Let n, p and r be positive integers. Then a I-Fibonacci (p, r)-code of length n is a word of length n in which there are at most r consecutive 1s and at least p element 0s between two sub-words composed of (at most r) consecutive 1s. Definition 1.2 [22] . Let F (p,r) n denote the set of I-Fibonacci (p, r)-codes of length n. Then IΓ (p,r) n = (V, E) is the graph such that V = F (p,r) n and two vertices are adjacent if they differ in exactly one coordinate.
For example let (p, r) = (2, 2) . Then IΓ (2,2) 5 is the cube shown in Fig. 2(d) . We think the main difference between the definitions of OΓ (p,r) n and IΓ (p,r) n is the meaning of the 'r consecutive 1s'. In the codes of the vertex of OΓ (p,r) n it means that (10 p−1 ) r , but in IΓ (p,r) n it means that 1 r . Hence, OΓ (p,r) n and IΓ (p,r) n are not the same one. The study in the present paper also confirmed this point.
The rest of paper is organized as follows. In the next section the recursive structure of OΓ (p,r) n and IΓ (p,r) n are studied, and some preliminary observations and properties are given. In section 3, it is shown that OΓ (p,r) n is a partial cube for all p, r and n, but not always a median graph. Then, in Section 4, some distance invariants of OΓ (p,r) n and IΓ (p,r) n are studied, including the diameter, the radius and the center of these cubes. In Section 5, the maximum and minimum degree of OΓ (p,r) n and IΓ (p,r) n are determined. All the results obtained in these sections further shown that OΓ (p,r) n and IΓ (p,r) n are not the same cubes in general. In the last section, several problems and conjectures for further research on these two cubes are listed.
Recursive structure
In this section, the recursive structure of the vertex set and the edge set of OΓ (p,r) n and IΓ (p,r) n are given, respectively. Based on these structure, some general properties of these cubes are also shown, and the relationships between OΓ (p,r) n and IΓ (p,r) n is further revealed.
It is useful to define
denotes the empty word. Let b be a word and A = {a| a is a word}. Then bA is the word obtained from A by appending a fixed word a in front of each of the terms of A, that is, bA = {ba|a ∈ A}.
Recursive structure of the vertex set
It is well known that the vertex set B n of hypercube Q n satisfies with B n = 0B n−1 ∪1B n−1 for n ≥ 1, and B 0 = {λ}.
(2.1)
So the order of Q n is 2 n for n ≥ 0 by Eq. (2.1).
The vertex set F n of Fibonacci cube Γ n satisfies with
and F 0 = {λ} and F 1 = {0, 1}. By Eq. (2.2), the order of Fibonacci cube Γ n satisfies that |F n | = |F n−1 | + |F n−2 | for n ≥ 2 with |F 0 | = 1, |F 1 | = 2.
Let p ≥ 1, r ≥ 1 and n ≥ 1. Then it [5] is shown that the vertex set OΓ (p,r) n can be defined recursively by
According to (2.3), the following result holds. 
By Property 2.2, the iterative formula of the order of IΓ (p,r) n satisfies:
Postal Network [28] P N p (n) of dimension n with a parameter p ≥ 1 is a subgraph of Q n induced on vertices 7) and P N p (n) = {ν ∈ Q n |w(ν) ≤ 1} if n ≤ p, where w(ν) is the number of 1s in ν. [14] . From the point of view, the following property holds: 
Recursive structure of edge set
The recursive structure of the edge sets of OΓ (p,r) n and IΓ (p,r) n are studied in this subsection.
Although Egiazarian and Astola [5] gave the iterative formula of the size of OΓ (p,r) n , we find it is wrong and correct it. First we consider the edge set and the size of OΓ n−p−1 )| edges between these r + 1 subgraphs. Now the proof is completed. ✷
Partial cubes and median graphs
Let G be a connected graph. Then G is a partial cube if it admits an isometric embedding into a hypercube. A median of vertices u, v, w ∈ V (G) is a vertex of G that simultaneously lies on a shortest u, v-path, a shortest u, w-path, and a shortest v, w-path. The graph G is called a median graph if every triple of its vertices has a unique median. It is well known that a median graph must be a partial cube.
Note that some Fibonacci-like cubes are median graphs (of course are partial cubes), such as Fibonacci cube Γ n and Lucas cube Λ n [10] . The cubes IΓ (p,r) n which are partial cubes and median graphs have been determined [25, 21] . In this section, the question for determining which OΓ (p,r) n are partial cubes and median graphs is solved completely.
For a connected graph, the distance d G (α, β) between vertices α and β of a graph G is the length of a shortest α, β-path. Given two words α and β of B n , their Hamming distance H(α, β) is the number of coordinates in which they differ. For convenience, we use α + e i to denote the words obtained from α by changing the ith element to its binary complement. First we give the following property. Proof. We claim that every vertex of IΓ (p,r) n is connected with 0 n . In fact, 0 n is a vertex of IΓ (p,r) n obviously. Let α = a 1 a 2 . . . a n be any vertex of IΓ (p,r) n differing from 0 n , and
and so OΓ (p,r) n is connected. we can show that every OΓ (p,r) n is connected similarly. ✷ Note that the cubes IΓ (p,r) n in [11, 16, 21, 22, 25] only be considered for the case p, r < n. As for the case n < r or n < p, the graph IΓ (p,r) n is not always trivial. Hence, we consider the graph IΓ (p,r) n for all p ≥ 1, r ≥ 1 and n ≥ 1 in the present paper. Theorem 1.1 in [25] considered the case n ≥ p, r. Now it is complemented as follows. Proof. The proof of (a) and (b) can be found in [25] , and the tool used to prove them is the following result (Lemma 2.3 [25] ): d IΓ (p,r) n (α, β) = H(α, β) if and only if there exist neither sub-word 10 t 1 and 11 t 1, nor 11 t 1 and 10 t 1 appearing in the same coordinates of α and β for any t with p ≤ t ≤ r − 2. For convenience, if 10 t 1 and 11 t 1 appearing in the same coordinates of α and β, then we call there is a distance-barrier in α and β. As there is not a distance-barrier in any vertexes α and β of IΓ Proof. Let α = a 1 a 2 . . . a n , β = b 1 b 2 . . . b n be any vertexes of OΓ (p,r) n and suppose that 
Without loss of generality, suppose that a i 1 = 1 and so
This completes the proof. ✷ Now we turn to consider the Fibonacci (p, r)-cubes as median graphs. So we have the following results based on Theorem 3 in [21] (or Theorem 1.4 in [25] ). (b) p = 1, r ≥ 2 and r ≥ n ≥ 1; and (c) p ≥ 2 and r ≥ 3 and 2 ≥ n ≥ 1.
Proof. It has been shown that if p, r ≤ n, then IΓ (p,r) n is a median graph if and only if r ≤ p and r ≤ 2, or p = 1 and r = n in papers [21, 25] . Note that if p = 1 and n ≤ r, or p ≥ 2, r ≥ 3 and n ≤ 2 then IΓ (p,r) n ∼ = Q n . It is well known that every hypercube Q n is median graph. Hence (a), (b) and (c) hold. ✷ A subgraph H of a graph G is median closed if, with any triple of vertices of H, their median is also in H. A connected graph is a median graph if and only if it is a median closed, induced subgraph of some hypercube [19] . On OΓ (p,r) n , we have the following result. (a ′ ) p ≥ 1, r = 1 and n ≥ 1;
(b ′ ) p = 1, r ≥ 2 and r ≥ n ≥ 1; and (c ′ ) p ≥ 2, r ≥ 2 and n ≤ pr.
Proof. By Property 2.7, we know that OΓ For any p ≥ 2, r ≥ 2 and n > pr, let α = 10 p−1 10 p−1 0(0 p−1 1) r−2 0 n−pr−1 , β = 10 p−1 00 p−1 1(0 p−1 1) r−2 0 n−pr−1 , and γ = 00 p−1 10 p−1 1(0 p−1 1) r−2 0 n−pr−1 .
Then α, β, γ are vertexes of OΓ
It is easy to see that α, β, γ are pairwise at distance 2 in OΓ (p,r) n , and the unique candidate for their median is λ. Since there are r + 1 'consecutive' 1s in λ, it does not belong to OΓ (p,r) n and therefore OΓ (p,r) n is not a median graph.
For the case p ≥ 2, r ≥ 2 and n ≤ pr, let
where χ, η and ρ are vertexes of OΓ (p,r) n , and ω is the median of χ, η and ρ. Without loss of generality, suppose that among x 1 , y 1 and p 1 there at least two 1s. Then w 1 = 1.
Suppose the second 1 in ω is w i . Since χ, η are the vertexes of OΓ (p,r) n and there are at least two 1 among {x i , y i , p i }, i ≥ p + 1. So continue to consider the coordinate of the next element 1 in ω. We can know that in ω, the number of 0s between two 1 is p − 1.
Since the length of ω is not more than pr, there are at most r continue '1' in ω. Therefore ω is a vertex of OΓ (p,r) n , and so OΓ (p,r) n is a median graph. This completes the proof. ✷ Property 2.3, Theorems 3.4 and 3.5 shows that except the subclass Q n and Γ n , there exist another non-trivial class median graph in those two different Fibonacci (p, r)-cubes.
Some distance invariants
Recall that the eccentricity e(v) of a vertex v in a connected graph G is the maximum distance between v and the other vertex, i.e.,
the radius rad(G) of G is the minimum eccentricity of the vertices of G, i.e.,
A vertex is called central if e(v) = rad(G). The center Z(G) of G is the set of all central vertices. Note that the eccentricity of Fibonacci cube was studied in [3] , and the radius and diameter of Fibonacci cube was studied in [20] . In this section, we study the radius, center and diameter of OΓ 
Center and Radius
Let G = {η = g 1 g 2 . . . g n |η ∈ B n } and w(η) = Σ n i=1 g i be the weight of η (in other words, w(η) be the numbers of 1s in η). Suppose η ∈ G, w(η) ≥ 1 and g i 1 = 1, . . . , g i j = 1 for some j ≥ 1. Then we use η ∨ it to denote the word obtained from η by inserting 0 r+1 close behind the i t th coordinate, where t = 1, . . . , j. For convenience, let η ∨ 0 be the word 0 r+1 η. Then we use G ∨ to denote the set of word of length n + r + 1:
. g n ∈ G and g i 1 = . . . = g i j = 1 f or some j ≥ 1}. In this subsection, the radius and center of OΓ ) for the case p = 1 is a little more complicated than for the case p ≥ 2. Hence, we give Theorems 4.1 and 4.2 to distinguish the case p = 1 and p ≥ 2.
)| can be determined as follows:
(2) if mod(n, r + 1) = k = 0, then Z(OΓ
Proof. Let r ≥ 1 and n = s(r + 1) + k for some s ≥ 0 and 0 ≤ k ≤ r. Now we show
) and rad(OΓ
This need to show that e(0 n ) = ⌈ nr r+1 ⌉, and for every vertex u = 0 n , e(u) ≥ e(0 n ) holds.
is w(v) for any vertex v of OΓ 
and mod (c, r + 1) = 0},
Then it is easy to see that the following facts hold:
, and the set of the coordinates of the element 1s in u is denoted as X . Obviously,
. Now we show that e(u) ≥ e(0 n ), and "=" holds if and only if the following conditions hold at the same time:
It is clear that if (a), (b) and (c) are proven, then we known that Z(OΓ Assume that Y = X ∩ C * n = ∅. Then |Y| > 0, and we consider the word u * obtained from u by replacing the |X | elements 1 with 0 and the elements in the coordinates belong to C n \ X with 1. It is clear that u * ∈ V (OΓ (1,r) n ) and d(u, u * ) = e(0 n ) + |Y|. Now we assume that Y ′ = X ∩ C * R n = ∅, and so |Y ′ | > 0. Then we consider the word u * ′ obtained from u by replacing the |X | elements 1 with 0 and the elements in the coordinates belong to C R n \ X with 1. It is easy to see that u * ′ ∈ V (OΓ (1,r) n ) and d(u, u * ′ )= e(0 n ) + |Y ′ |. So if w(u) > 0 and X ∩ (C * n ∪ C * R n ) = ∅, then e(u) > e(0 n ). Now we assume that U = X ∩ C * * n = ∅. Then |U| > 0. We chose any t i ∈ X ∩ C * * n , and so u t i = 1. We can consider the vertex u * * obtained from u by replacing the |X | elements 1 with 0 and the elements of the coordinates belonging to (C R n \{1, 2, . . . , t i })∪(C n \{t+1, t+ 2, . . . , n}) with 1. Obviously, u * * ∈ V (OΓ (p,r) n ), u and u * * agree in [ n r+1 ] − 1 coordinates. Note that 0 n and v agree in [ n r+1 ] coordinates, and so d(u, u * * ) = e(0 n ) + 1 = ⌈ nr r+1 ⌉ + 1. Hence, e(u) > e(0) in this case.
From the above discussion, we know that the following claim holds. Claim 1. If X ∩ (C * n ∪ C * R n ∪ C * * n ) = ∅, then e(u) > e(0 n ). By Eq. (4.2), [n] = C * R n ∪ C ′ n ∪ C * * n ∪ C * n . For the case k = 0, we know C ′ n = ∅ and so [n] = (C * R n ∪ C * n ∪C * * n ) by the above Claim. Hence, e(u) > e(0 n ) for all u = 0 n , and so 0 n is the only central vertex of OΓ (p,r) n if k = 0. Now we turn to consider the case k > 0. By Eqs. (4.1) and (4.2), we know that C ′ n = ∅. If there exists central vertex u such that w(u) > 0, then X ⊆ C ′ n must holds by Claim 1. Hence, (a) holds. We further can find all the central vertices by showing (b) and c hold as follows.
First for the case |X | = 1, we consider the vertex u ′ obtained from u by replacing this element 1 with 0 and the elements in the coordinates belong to C n \ {t 1 } with 1. Since there at least [ n r+1 ] zeros in any vertex of length n, it is obvious that e(u) = d(u, u ′ ) = e(0 n ) = ⌈ nr r+1 ⌉. Now we consider the case |X | ≥ 2. So u t 1 = u t 2 = . . . = u t |X | = 1, where t 1 < t 2 < . . . < t |X | and |X | ≥ 2. We have the following claim:
In fact, if there exist some i such that mod(t i , r + 1) > mod(t i+1 , r + 1), then we consider the word u ′′ obtained from u by the following transformation:
1 changing the element 1 in u to 0; 2 the elements in the coordinates belong to C n \ {t 1 , . . . , t 2 } with 1; and 3 the elements in the coordinates belong to {t 1 , . . . , t 2 } \ {t 1 , t 2 } with the element in the coordinates of {1, . . . , t 2 − t 1 − 1} of v.
As we assume that mod(t i , r + 1) > mod(t i+1 , r + 1), the number of the disagree coordinate of u and u ′′ is one more than that between 0 n and v. Hence, d(u, u ′′ ) = e(0 n )+1, and so e(u) > e(0 n ). As t i ∈ X and mod(t i , r + 1) ≤ k, there at most k elements 1 in u.
This means that 1 ≤ x = |X | ≤ k. So (b) and (c) hold.
Finally we show that the vertex u such that satisfied with (a), (b) and (c) is a central vertex. We consider the word v ′ obtained from u by replacing the element 1 in u with 0, and the elements in the coordinates belong to C n \ X with 1. Since the coordinates of the element 1s belong to X ⊆ C ′ n and C ′ n C * n = ∅, the number of the element 0s in v ′ is |X | + [ n r+1 ]. As all the element 1s in u have been changed to 0, v ′ is the vertex with the biggest distance from u, and so d(u, v ′ ) = e(u) = e(0 n ). Hence, u is a central vertex such that w(u) > 0. in u are divided into |X | + 1 factors by the |X | element 1s. Assume that the length of the ith factor consisting with 0s denoted is m i , i = 1, 2, . . . , |X | + 1. Note that here, if there exists no element 0 between the ith and (i + 1)th of 1s (or before the first element of 1, or behind the last element of 1), then the (i + 1)th factor is empty and so m i+1 = 0.
Suppose mod (t j , r + 1) = k j for j = 1, . . . , |X |. Then it is easy to find the following equation holds for k ≥ 1:
Eq. (4.3) means that a central vertex u of OΓ (1,r) n+r+1 can be obtained from some central vertex of OΓ (p,r) n by adding the factor 0 r+1 before u or behind u, or inserting 0 r+1 into two elements 1 of u, that is, Z(OΓ 
) by inserting the factor 0 r+1 immediately behind the (t − j)th 1 in the vertex of Z t s (OΓ
By Eqs. (4.4) and (4.5), we have the following iterative formula:
Recall that mod(n, r + 1) = k ≤ r, so OΓ ) is obviously: 
k+2(r+1) )|, . . . , is an arithmetic progression of order t. So further by the third of Eq. (4.8) we know that the series of numbers |Z(OΓ (1,r) k )|, |Z(OΓ (1,r) k+(r+1) )|, |Z(OΓ (1,r) k+2(r+1) )|, . . . , is an arithmetic progression of order k. Hence, we know that there exist k +1 numbers a 1 , a 2 , . . . , a k , a k+1 such that
The value of Z(OΓ (1,r) n ) for n = k, k + (r + 1), . . . , k + k(r + 1) by Eqs. (4.9), (4.10) and (4.8) . Let )| can be determined as follows:
(1) if mod(n, pr + 1) = kp + 1 for any k ≥ 0, then Z(OΓ (p,r) n ) = {0 n };
(2) if mod(n, pr + 1) = kp + 1 for some k ≥ 0, then Z(OΓ It is easy to see that there is r⌊ n pr+1 ⌋ + ⌈ m p ⌉ = ⌈ nr pr+1 ⌉ element 1s in v. Hence, e(0 n ) = w(v) = ⌈ nr pr+1 ⌉. The following sets of numbers is needed for later discussion. Let C * n = {c * |c * = c + 1 and c ∈ C n }; and C ′ n = {c|c ∈ C n and mod (c, pr + 1) ≤ mod (n, pr + 1)}. Recall that v R = v n v n−1 . . . v 1 is the reverse of v. As p ≥ 2, the following facts hold obviously:
if mod(n, pr + 1) = kp + 1, then |C * n | = |C n |; and if mod(n, pr+1) = kp+1, then |C * n | = |C n |−1, and C ′ n = C R n ∩C n . (4.11)
Now we we turn to show that e(u) ≥ e(0 n ) for all u = u 1 u 2 . . . u n = 0 n , and find all the vertex u such that e(u) = e(0 n ). Suppose X = {t|u t = 1}. Then |X | = w(u) and
1 ≤ |X | ≤ ⌈ nr pr+1 ⌉. We claim that e(u) ≥ e(0 n ), and "=" holds if and only if it is satisfied with the following conditions at the same time:
(a) mod(n, pr + 1) = m = kp + 1 for some k ≥ 0 (of course k ≤ r − 1); and (b) |X | = 1, and u t = 1 for some t ∈ C ′ n . This claim can be obtained from the following discussion. We can first show that
In fact, if Y = ∅, then we consider the word u * 1 obtained from u by replacing the |X | elements 1 with 0 and the elements in the coordinate c * 1 ∈ C n \ X with 1. It is clear that u * 1 is a vertex of OΓ (p,r) n , and e(u) ≥ d(u, u * 1 ) = ⌈ nr pr+1 ⌉ + |Y| > ⌈ nr pr+1 ⌉ = e(0 n ) by the first and the third of Eqs. (4.11) . Similarly, we can show that if Y R = ∅, then e(u) ≥ ⌈ nr pr+1 ⌉+|Y R | > ⌈ nr pr+1 ⌉ = e(0 n ). Obviously, the case Y = ∅ and Y R = ∅ actually mean that X ⊆ C n ∩C R n . We distinguish three subcase to continue our discussion: mod (n, pr + 1) = kp + 1; mod (n, pr + 1) = kp + 1 and |X | ≥ 2; mod (n, pr + 1) = kp + 1 and |X | = 1.
For the first and the second subcases, we consider the word u * 2 obtained from u by replacing the |X | element 1s with 0 and the elements in the coordinate c * 2 ∈ C * n with 1. It is easy to see that the word u * 2 ∈ V (OΓ (p,r) n ). If mod(n, pr + 1) = kp + 1, then d(u, u * 2 ) = ⌈ nr pr+1 ⌉ + |X | > e(0 n ) by the fourth of Eqs. (4.11). If mod(n, pr + 1) = kp + 1 and |X | ≥ 2, then d(u, u * 2 ) = ⌈ nr pr+1 ⌉ − 1 + |X | > e(0 n ) by the fifth of Eqs. (4.11). Finally, for the third subcase we consider the vertex u ′ obtained from u by replacing the only element 1 with 0, and the elements in the coordinates belong to C n \ X with 1, that is, u ′ = v + e t . Obviously, u ′ is a vertex of OΓ (p,r) n , and d(u, u ′ ) = ⌈ nr pr+1 ⌉ = e(0 n ). It means that e(u) ≥ e(0 n ). We know that there is at most ⌈ nr pr+1 ⌉ element 1s in a vertex of OΓ (p,r) n and the beginning and end elements of such vertex must be 1 by the fact mod (n, pr+1) = kp+1. Since there only one element 1 in u, e(u) ≤ ⌈ nr pr+1 ⌉+1 = e(0 n )+1. We claim that e(u) = ⌈ nr pr+1 ⌉ = e(0 n ). Otherwise there exist a vertex u * such that d(u, u * ) = ⌈ nr pr+1 ⌉ + 1. Then w(u * ) = ⌈ nr pr+1 ⌉, and u * t = 0 by u t = 1. But this is a contradiction to that u * t should be 1 by the fact t ∈ C ′ n . So e(u) = e(0 n ) and u is also a central vertex and (4) holds.
By the above proof we know that if mod(n, pr + 1) = kp + 1, then 0 n is the only central vertex of OΓ (p,r) n . If mod(n, pr + 1) = kp + 1, then the word 0 n + e(t) = 0 n for t ∈ C ′ n is also a central vertex. So there are |C ′ n | + 1 = ([ n pr+1 ] + 1)(k + 1) + 1 central vertices. It is easy to see that for n = s(pr + 1) + kp + 1, n − (pr + 1) = (s − 1)(pr + 1) + kp + 1 holds.
Hence, C ′ n−(pr+1) = {c + pr + 1|c ∈ C ′ n−pr−1 }, and so Z(OΓ The problem on the radius and center of IΓ (1,r) n for p ≥ 2 and r ≥ 2 has not been answered yet, as shown in Problem 2 in Section 6. We think it is a tricky problem.
Diameter
In [4] , the diameter of OΓ (p,r) n has been determined, as shown in Theorem 4.4.
Theorem 4.4 [4] . The diameter of OΓ
The diameters of some IΓ (p,r) n are shown in Theorem 4.5. By these results, we know that there exist many IΓ Proof. First we give a claim on the case r ≥ p.
Assume that n = s(p + r) + t for some s and t, where s ≥ 0 and 0 ≤ t < p + r. We distinguish two cases to prove this claim: 0 ≤ t ≤ r and r < t < p + r. For the former case, let α = (1 r 0 p ) s 1 t , and
For the latter case, let α = (1 r 0 p ) s 1 r 0 t−r , and
Then H(α, β) = n hold obviously. As r ≥ p, both α and β are vertices of IΓ is the hamming distance between them. We distinguish four cases to continue the discussion: 1 n < r, 2 r ≤ n ≤ 2r, 3 2r < n ≤ p + r and 4 n > r + p. For p ≥ 2 and p + 2 ≤ r ≤ 2p + 2, or p ≥ 2, r ≥ 2p + 3 but n < 2p + 3, we know that the only s-distance-barrier are 1 r 1 0 p 1 r 2 and 1 r 1 1 p 1 r 2 , where r 1 ≥ 1, r 2 ≥ 1 and r 1 + p + r 2 ≤ r. Without loss of generality, suppose r 1 = max{r 1 , r 2 }. Then r 1 ≥ r 2 , and so d(α ′ , β ′ ) − r ′ = r 2 − r 1 ≤ 0, which means that diam(IΓ It is clear that if p ≥ 2, r ≥ 2p + 3 and n ≥ 2p + 3, then there always exist s-distancebarrier such that the contribution (Eq. 4.16) is bigger than zeros. For example, 10 p 10 p 1 and 11 p 11 p 1 is 2-distance-barrier, with r 1 = r 2 = r 3 = 1. Obviously, r 1 + r 2 − r 3 = 1 > 0.
So Claim 2 holds by the result above. Note that for a s-distance-barrier in (4.14), if we want to maximize d(α ′ , β ′ ) − r ′ , then it should be satisfied that t 1 = . . . = t s = p and the values of r 1 , r 2 . . . , r s+1 also probably close to be equal by Eq. (4.16).
Finally, we turn to consider the case p ≥ 2, r ≥ 2p + 3 and n ≥ 2p + 3. By Claim 2, (4.15) and (4.16), if we find the s-distance-barrier with the biggest contribution to the distance, then the diameter of IΓ (p,r) n is found. Although the general structure of the s-distance-barrier with biggest contribution is known by the above discussions, the value of s is not determined yet. Note that for the given p and r, the corresponding s must exist and can be found from a finite number of times comparisons. So we only give a bound on the diameter of IΓ (p,r) n for this case.
Suppose the following (k + 2)-distance-barrier with the biggest contribution but with the smallest length: , their position relationship may be:
So the number of (k + 2)-distance-barrier in vertices of IΓ (p,r) n at least is ⌊ n r ′ +p ⌋, and at most is ⌈ n r ′ ⌉. By Eq. (4.15), we know that n + c⌊ n r ′ +p ⌋ ≤ diam(IΓ (p,r) n ) ≤ n + c⌈ n r ′ ⌉, and so (2.5) holds. This complete the proof.
Note that for (2.5) in Theorem 4.5, the diameter of IΓ (p,r) n is bigger than n, and the bounds may be sharp. For example suppose p = 2, we consider the following cases, (1) r = 7 and n = 9x − 2 for x ≥ 1;
(2) r = 9 and n = 7y for y ≥ 1.
It can be find that all the distance-barrier with the length not more than 9 are: 
Maximum and minimum degree
Recall that the number of neighbors of a vertex v in a graph G is called the degree of v and denoted d G (v) (or simply d(v)). Let ∆(G) and δ(G) be the maximum and minimum degree of a graph G, respectively. The neighbourhood N(u) of a vertex u is the set of vertices adjacent to u. Note that the degree sequence of Fibonacci cubes was given in [15] . Since for n = 1 both the graphs OΓ Proof. It is well known that for every n, ∆(Q n ) = n. Since both IΓ (p,r) n and IΓ (p,r) n are subgraph of Q n , we know that IΓ (p,r) n ≤ n and IΓ (p,r) n ≤ n by Property 2.5. Let p, r ≥ 1 and n ≥ 2. Then both 0 n and 0 t 10 n−t−1 (t = 0, 1, . . . , n − 1) are vertices of IΓ (p,r) n (and also IΓ (p,r) n ) obviously. It is easy to see that 0 n joint to 0 t 10 n−t−1 in OΓ (p,r) n (and IΓ (p,r) n ) for t = 0, 1, . . . , n − 1, and so d IΓ (p,r)
First, let us find the cubes OΓ (p,r) n with only one vertex with degree n. For the case p = 1, r ≥ 2 and n ≥ 2, it is easy to see that 0 t 10 n−t−1 + e s is also a vertex of OΓ (p,r) n for any t ∈ {0, 1, . . . , n − 1} and s ∈ [n]. Therefore, d OΓ (p,r) n (0 t 10 n−t−1 ) = n. For the cases p ≥ 1 and r = 1, or p ≥ 2 and r ≥ 2, we claim that 0 n is the only vertex with the degree ∆(OΓ (p,r) n ). In fact, we may suppose α is any vertex of OΓ Next we turn to consider the cubes IΓ (p,r) n . Since IΓ (p,r) n ∼ = OΓ (p,r) n for p = 1 or r = 1 by Property 2.7, we know that there exist only vertex 0 n with degree n for the case p ≥ 1, r = 1 and n ≥ 2, and there exist vertex 0 t 10 n−t−1 = 0 n with degree n for the case p = 1, r ≥ 2 and n ≥ 2 by the above discussions. The following all discussions are considered under the condition p ≥ 2. If r ≥ 2 and 2 ≤ n ≤ 3, then 01 and 010 are the vertices with the degree of ∆(IΓ ). In fact, we may suppose α = a 1 a 2 . . . a n is any vertex of IΓ (p,r) n with w(α) > 0.
First for r = 2 and n ≥ 4 assume that a t = 1 for some 1 ≤ t ≤ n. Then at least one of t−2 and t+2 belong to [n], and so α +e t−2 or α +e t+2 is not a vertex of IΓ (p,r) n . Therefore, d IΓ (p,r) n (α) ≤ n − 1. Next we consider the last case r ≥ 3 and n ≥ 5, and distinguish two subcases by the longest length l of the factors consisting of element 1s contained in α. If 1 ≤ l ≤ 2, then at least one of α + e t−2 and α + e t+2 is not a vertex of IΓ (p,r) n , and so d IΓ (p,r) n (α) ≤ n − 1. Finally, we consider the case 3 ≤ l ≤ r,and without loss of generality assume that a t−1 = 1 and a t+1 = 1. Then α + e t is not a vertex of IΓ Since the number of element 1s in Iδ (p,r) n that can be changed to 0 according to the value of r and p, we distinguish three cases: r = 1 and p ≥ 1, r ≥ 2 and p = 1, r ≥ 2 and p ≥ 2.
First we consider the case r = 1, p ≥ 1 and n ≥ 1. Obviously if r = 1, then all the element 1s in a vertex of IΓ (p,r) n can be changed to 0. Since the number of 1s containing in Iδ (p,1) n is ⌈ n 2p+1 ⌉ for all p ≥ 1 and n ≥ 1, δ(IΓ (p,1) n ) = ⌈ n 2p+1 ⌉. So (a) is proven. Next we consider the case r ≥ 2, p = 1 and n ≥ 1. If p = 1, then the neighborhood vertices of every the above vertex Iδ It was shown that δ(Γ n ) = ⌊ n+2 3 ⌋ in paper [2] , and this result is contained in Theorem 5.4 (a) and (b). Now we turn to the cube OΓ (p,r) n . If r = 1 or p = 1, then OΓ Specifically, if p = 3 and r = 3, or p = 2 and r = 4, then both (i) and (ii) can be chosen;
if p = 2 and r ≥ 5, or p = 3 and r ≥ 4, or p ≥ 4 and r ≥ 3, then (ii) can be chosen; if p = 2 and 2 ≤ r ≤ 3, or p ≥ 3 and r = 2, then (i) can be chosen.
Proof. By Corollary 5.3, It is easy to see that the form of the vertex with the degree of δ(OΓ (p,r) n ) may be (i) and (ii). But which form can be chosen depend on the different value of p, r and n, and this can be determined by considering the length of (i) and (ii) such that containing the same element 1s. Suppose that both (i) and (ii) contain r + 1 element 1s, that is the degree of both (i) and (ii) are r + 1. Then the length of (i) and (ii) are (r + 4)p − 1 and (2p − 1)(r + 1) respectively. It is clear that when p = 3 and r = 3, or p = 2 and r = 4, (i) and (ii) have the same length; when p = 2 and r ≥ 5, or p = 3 and r ≥ 4, or p ≥ 4 and r ≥ 3, the length of (ii) is bigger than (i); and when p = 2 and 2 ≤ r ≤ 3, or p ≥ 3 and r = 2, the length of (i) is bigger than (ii). Since the vertices (i) and (ii) have the same degree and the degree of δ(OΓ (p,r) n ) is considered, the vertex of the longer length is needed. The proof of Lemma 5.5 is completed. ✷ Theorem 5.6. Let p ≥ 2, r ≥ 2, n ≥ 1. Then δ(OΓ (p,r) n ) can be determined as follows: (c) for r ≥ 4, p = 2 or r ≥ 3, p ≥ 3, δ(OΓ (p,r) n ) = ⌈ n 2p−1 ⌉. Proof. It is easy to see that the cases p = 2, 2 ≤ r ≤ 3 and p ≥ 3, r ≤ 2 in Lemma 5.5
can be recombined into the cases p = 2, r = 3 and p ≥ 2, r = 2. For the two latter cases, it is shown in Lemma 5.5 that the form of the vertex with the degree of δ(OΓ Connectivity of some Fibonacci like-cubes was studied [2] . Property 3.1 shows that every IΓ (p,r) n and OΓ (p,r) n is connected, we have the following conjecture. It is determined the cubes IΓ (p,r) n which are the Z-transformation graphs [22] . We also have the following problem. It is determined the cubes IΓ (p,r) n which are product graphs [12] . We also have the following problem. Problem 6. Determine the OΓ (p,r) n which are product graphs.
