We construct a variational explicit-solute implicit-solvent model for the solvation of molecules. Central in this model is an effective solvation free-energy functional that depends solely on the position of solute-solvent interface and solute atoms. The total free energy couples altogether the volume and interface energies of solutes, the solute-solvent van der Waals interactions, and the solute-solute mechanical interactions. A curvature dependent surface tension is incorporated through the so-called Tolman length which serves as the only fitting parameter in the model. 
I. INTRODUCTION
The interaction of biomolecules with an aqueous environment contributes significantly to the solvation free energy, structures, and functions of biomolecular systems. Efficient descriptions of such interactions are often given by implicitsolvent (or continuum-solvent) models. 1, 2 In such models, the solvent molecules and ions are treated implicitly and their effects are coarse-grained. The effect of solvent is described through the continuum solute-solvent interface and related macroscopic quantities. These models are complementary to the more accurate but computationally expensive explicit-solvent models, such as molecular dynamics simulations which often provide sampled statistical information rather than direct descriptions of thermodynamics.
Most of the existing implicit-solvent models are built upon the concept of solvent-accessible surface (SAS) or solvent-excluded surface (SES) which can be defined in different ways. [3] [4] [5] [6] [7] In these models, the solvation free energy consists of the surface energy which is taken to be proportional to the area of a SAS or SES, and the electrostatic free energy determined by the Poisson-Boltzmann (PB) [8] [9] [10] or Generalized Born (GB) [11] [12] [13] description. While a SAS or SES based implicit-solvent approach has been extensively used and successful in many cases, its accuracy and general applicability are still questionable. One of the main issues here is the decoupling and separate descriptions of surface tension, dispersion, and the polar part of the free energy. Moreover, an ad hoc definition of SAS or SES can often lead to inaccurate free-energy estimation. It is additionally well established by now that cavitation free energies do not scale with surface area for high curvatures, 14, 15 a fact of critical importance in the implicit-solvent modeling of hydrophobic interactions at molecular scales. 16 In a recently developed variational implicitsolvent approach, Dzubiella, Swanson, and McCammon 17, 18 proposed a mean-field approximation of the free energy of an underlying solvation system with an implicit solvent and fixed solute atoms as a functional of all possible solutesolvent interfaces. This free-energy functional couples both the nonpolar and polar contributions of the system. It allows for curvature correction of the surface tension to approximate the length-scale dependence of molecular hydration. Minimization of the free-energy functional determines an equilibrium solute-solvent interface and the minimum free energy of the solvation system. This stable, solute-solvent interface is an output of the theory. It results automatically from balancing the different contributions of the free energy.
Cheng, Dzubiella, McCammon, and Li
19 first developed a level-set method for numerically capturing arbitrarily shaped equilibrium solutesolvent interfaces that minimize the solvation free-energy functional in the variational implicitsolvent model. In such a method, a possible solutesolvent interface is represented by the zero levelset (i.e., the zero level surface) of a level-set function; and an initial surface is evolved to reduce the free energy, eventually into an equilibrium solutesolvent interface. This relaxation process is determined by solving a time-dependent equation for the level-set function. The solute-solvent interface in each time step is then located as the zero-level surface of the level-set function. Here the time is not that in the real molecular dynamics. Rather it only represents an optimization step. We note that our level-set method for the relaxation of solutesolvent interfaces is quite different from that used in 20 which is only for generating a SAS or SES surface.
In the present work, we extend the original variational implicit-solvent model to include the degrees of freedom of all the solute atoms. More specifically, we construct a hybrid, variational explicitsolute implicit-solvent model to couple the coarsegrained solvent with the molecular mechanics of solute atoms. Our new effective free-energy functional depends not only on a solute-solvent interface but also positions of all the solute atoms. The free energy includes both the volume and surface energies of the solutes, the solute-solvent van der Waals interaction, and the electrostatic interaction. The Tolman curvature correction to the constant surface tension is incorporated through the so-called Tolman length which serves as the only fitting parameter in the model. The free energy also includes the van der Waals interaction as well as different kinds of molecular mechanical interactions among all the solute atoms. These mechanical interactions include the usual bond stretching, bending, and torsion. More terms can be added without difficulty. This explicit-solute implicitsolvent model is a more accurate and robust description of the structure of an underlying solvation system. Notice that we do not need to use solvation radii which are the fitting parameters in a usual SAS or SES type implicit-solvation model.
We also develop a level-set optimization method for the corresponding computer simulations. Our numerical free-energy minimization is carried out by solving two sets of time-dependent equations: one for the level-set function that determines the evolution of the solute-solvent interface and the other for the displacement of solute atoms. Our new level-set techniques include the numerical regularization for solving the level-set equation when instabilities occur, and a fast algorithm for numerically evaluating integrals of radially symmetric functions in the free-energy calculation. To efficiently and accurately couple the molecular interactions with the evolution of the solute-solvent interface, we choose carefully mobilities and optimization steps in our computation. While the time here means the optimization step, our approach can be used for the further development of a theory and simulation methods for real dynamics of solvation systems in the framework of variational implicit-solvent.
We apply our method to the solvation of the following nonpolar molecular systems: an artificial molecule of two atoms, an artificial molecule of four atoms, the ethane molecule C 2 H 6 , and the benzene molecule C 6 H 6 . Our extensive numerical results demonstrate that our approach can predict efficiently and accurately the free energy and structure of nonpolar molecules. In particular, with a suitably chosen Tolman length which is the only fitting parameter in our model and computation, we obtain a very good approximation of the experimentally measured solvation free energy for the benzene molecule. We are currently applying our theory and methods to polymers and large biomolecules. We are also working to include the electrostatics of an underlying system.
The rest of the paper is organized as follows: In Section II, we describe our hybrid explicit-solute implicit-solvent model that couples the original variational implicit-solvent with the solute molecular mechanics; In Section III, we present details of our level-set optimization algorithm. We also give formulas for the effective forces that are used as search directions in our numerical optimization. Some details of these formulas are given in the appendix; In Section IV, we report our results of numerical computations applied to some nonpolar molecular systems; Finally, in Section V, we discuss our results and draw some conclusions.
II. A VARIATIONAL EXPLICIT-SOLUTE IMPLICIT-SOLVENT MODEL
Our underlying system of molecules in a solution is divided geometrically into three parts: the solute region Ω s , the solvent (e.g., water) region Ω w , and the corresponding solute-solvent interface Γ which is the boundary of the solute region Ω s as well as that of solvent region Ω w , cf. Figure 1 . Here we assume that there is a sharp interface that separates the solvent and solutes; and we treat the solvent as a continuum. We assume that there are N solute atoms in the system that are located at x 1 , . . . , x N inside Ω s . These solute atoms are treated explicitly.
Our basic assumption is that an experimentally observed equilibrium solvation system consists of a solute-solvent interface Γ and solute atoms located at x 1 , . . . , x N that together minimize an effective solvation free-energy functional. Along the line of variational implicit-solvent modeling of solvation systems, 17, 18 we propose such an effective free-energy functional of a solute-solvent interface Γ and a set of solute atoms X = (x 1 , . . . , x N ) to be
The first term G geom [Γ] is the geometrical contribution of the solute-solvent interface Γ. It has the form
Here the term P vol (Ω s ), proportional to the volume of solute region Ω s , is the energy of creating a cavity of solute against the pressure difference P between the solvent liquid and vapor phase. This term can often be neglected for nanometer sized solutes, since the pressure difference P is usually very small. The integral term in (II.2) is the surface energy, where γ is the surface tension. It is known that for systems of nanometer scale, the surface tension γ is no longer a constant. Corrections with curvature effect must be added. For a special case of a spherical solute, Tolman
where γ 0 is the constant surface tension for a planar solvent liquid-vapor interface, τ > 0 is a constant with τ often called the Tolman length, 21 and H is the mean curvature defined to be the average of the two principal curvatures. Since the magnitude of 2τ H is usually less than the unity, we use as in 18, 19 the approximation (cf. also [22] [23] [24] )
The second term G sw vdW [Γ, X] in the total free energy (II.1) is the nonpolar, van der Waals type interaction energy between the solute particles x 1 , . . . , x N and solvent molecules that are coarsegrained. As in [17] [18] [19] we define it to be
where ρ 0 is the constant solvent density and U sw = U sw (r) is a pair-wise interaction potential. As in, 18,19 here we choose U sw = U sw (r) to be a Lennard-Jones potential
The parameters ε sw of energy and σ sw of length can vary with different solute atoms as in the conventional force fields. Since the solvent is treated implicitly, the solute-solvent interaction energy (II.4) is expressed as an integral over the solvent region Ω w . The third term G elec [Γ, X] in the total free energy (II.1) is the electrostatic free energy. In the mean-field approximation, this is given by 18, 25 
Here ψ = ψ(x) is the electrostatic potential usually determined by the Poisson-Boltzmann equation, ε Γ = ε Γ (x) is the dielectric coefficient that takes one constant value in the solute region Ω s and a different constant value in the solvent region Ω w , ρ f = ρ f (x) is the fixed charge density usually consisting of all solute point charges, β
is the thermal energy, c ∞ j is the equilibrium concentration of the jth ionic species (a total of M is assumed), and q j = ez j with e the elementary charge and z j the valence of jth ionic species in the solvent. More rigorous formulation of the electrostatic free energy can be found in 25 in which singularities in the potential ψ due to the point charges at solute atoms are carefully treated. In this work, we only consider nonpolar systems and therefore set G elec [Γ, X] = 0. This is our first step in developing our theory and methods of explicit-solute implicit-solvent modeling of biomolecular systems.
The fourth term G ss vdW [X] in the total free energy (II.1) is the van der Waals interaction energy among solute atoms at x 1 , . . . , x N . It has the form
where the sum is taken over pairs of non-bonded solute atoms (x i , x j ) with i < j and
is a Lennard-Jones potential. The parameters ε ss and σ ss can vary with solute atoms. The last term G mech [X] in (II.1) is the energy of the molecular mechanical interactions among all the solute atoms x 1 , . . . , x N . This includes the usual bonding, bending, and torsion energies. Specifically, we define
Here the term (i,j) W bond (x i , x j ) accounts for the bonding energy of solute particles.
The sum (i,j) is taken over all non redundant pairs of bonded solute atoms (
) accounts for the bending energy of solute atoms. The sum (i,j,k) is taken over all the non redundant triplets (x i , x j , x k ) such that both pairs of solute atoms (x i , x j ) and (x j , x k ) are bonded. The term 
supplemented by (II.3), (II.5), and (II.7).
III. A LEVEL-SET OPTIMIZATION METHOD
To find an equilibrium structure of an underlying solvation system that is a (local) minimizer of the free-energy functional (II.9), we select an initial solute-solvent interface and an initial set of solute atomic positions. We then start to move the interface and the set of solute atoms to relax the system.
To track the motion of the interface, we use the level-set method. [26] [27] [28] We represent the solutesolvent interface Γ = Γ(t) at time t as the zero level-set of a level-set function φ = φ(x, t), i.e., Γ(t) = {x : φ(x, t) = 0}. With this representation of the interface, we obtain the unit normal n = n(x, t), the mean curvature H = H(x, t), and the Gaussian curvature K = K(x, t) of a point x at the interface at time t
respectively, where He (φ) is the 3 × 3 Hessian matrix of the function φ whose entries are all the second order partial derivatives ∂ 2 ij φ of the level-set function φ, and adj (He (φ)) is the adjoint matrix of the Hessian He(φ). (The Gaussian curvature is the product of the two principal curvatures.)
The level-set function is a solution to the levelset equation
where v n = (dx(t)/dt) · n is the normal velocity of the moving interface Γ(t) at the point x = x(t).
Notice that (d/dt)x(t) is the velocity of the point x(t) on the interface Γ(t). The equation (III.2) is derived from taking the time derivative of both sides of the equation φ(x, t) = 0 and using the chain rule.
To relax an underlying solvation system, we define the normal velocity v n of the solute-solvent interface Γ(t) in such a way that the system moves in the steepest descent direction. Hence we define the normal velocity v n to be the negative variation of the free energy G[Γ, X] with respect to the location change of the interface Γ:
where M Γ > 0 is the mobility or relaxation factor which we take as a constant and δ Γ denotes the first variation with respect to the location change of Γ. The variation δ Γ G[Γ, X] defines a function on Γ, and is given by:
where H(x) and K(x) are the mean curvature and Gaussian curvature of a point x ∈ Γ, respectively. The motion of solute atoms is defined similarly to decrease the free energy. Therefore, the velocity of each of such atoms is given by
(III.5) where M m > 0 is a mobility or relaxation factor. Fix a particle x m . The gradient of G[Γ, X] with respect to x m is given by
In each time step of relaxation, we solve the system of equations (III.2) and (III.5) and find the solute-solvent interface by locating all the points at which the level-set function φ vanishes. In solving these equations, we use the first variation Notice that by a series of formal calculations we have that
This confirms that the free energy decays. We have developed a numerical algorithm that combines the level-set method and optimization techniques to numerically find solutions of the system (III.2) and (III.5). Our numerical algorithm consists of the following steps:
(1) Choose a computational box, a cube in R 3 , and discretize the box with a uniform finite-difference grid. Initialize the levelset function φ and position of solute atoms x 1 , . . . , x N .
We place the initial solutesolvent interface a few grid points away from the boundary of the computational box, just so that we can solve the level-set equation more accurately, cf.
Step (2) . One choice of the initial level-set function is
where r i > 0 (i = 1, . . . , N ) are preselected numbers. Notice that the solute atoms are not necessarily placed at grid points. (2) Calculate and extend the normal velocity v n using the formula (III.3) and (III.4). The extension of the normal velocity v n from the interface Γ(t) to the computational box is necessary for solving the level-set equation (III.2) on the computational box. In our current implementation, we use the level-set function φ and the formulas in (III.1) to define the mean curvature H and Gaussian curvature K all over the computational domain. Therefore we only extend the Lennard-Jones potential part in the normal velocity, the last term in (III.4). We extend this part to a narrow band of the interface by constant in the normal direction of the interface. (3) Solve the level-set equation (III.2). We use the forward Euler method to discretize the time derivative in the level-set equation. The normal velocity v n consists of two parts. One is from the motion of the surface energy and is more of a parabolic type term in the equation. The other is from the solute-water interaction and only gives rise to a lower order term. We thus use the central differencing scheme to discretize the first part and an upwinding scheme for the second part. We choose our time step ∆t to be of the order of (∆x) 2 to satisfy the CFL stability condition. A simple linearization analysis shows that the level-set equation becomes backward parabolic if 1 − 2τ κ 1 < 0 or 1 − 2τ κ 2 < 0, where κ 1 and κ 2 are the two principle curvatures. If this occurs, then we numerically change the parameter τ to regularize the interface motion. (4) Reinitialize the level-set function. This step is necessary to keep the level-set function away from being too flat or steep. If the level-set function is φ 0 in the current step, we solve the equation
to obtain a new approximation of the levelset function, where sign(φ 0 ) is the sign of φ 0 ; (5) Calculate the velocity of solute atoms using the formula (III.6). We evaluate the integral term in (III.6) as follows: For each solute atom x m , we choose a ball B(x m , r m ) centered at the x m with a radius r m . This ball is small enough so that it is completely contained in the solute region Ω s . Then we compute the integral term in (III.6) using the formula
where the integral over R 3 \ B(x m , r m ) (the region complement to the ball B(x m , r m )) is calculated analytically; (6) Update the position of each solute atom x i by the formula (III.5).
We use the forward Euler method for updating the atom positions. Our time step in solving the equations (III.5) for the motion of solute atoms is much smaller than that in solving the levelset equation (III.2); (7) Calculate the total free energy (II.9).
To calculate the solute-solvent interaction term (II.4) in the total free energy (II.9), we use the method same as described in Step (5). In testing our method of calculating the total energy for a one-atom system, we found that our method is second-order accurate; (8) Go to Step (2).
IV. NUMERICAL TESTS AND APPLICATIONS

A. A two-atom molecule
We consider an artificial molecular system of two atoms. The thermodynamic and LJ parameters we use are mostly taken from 19 which are for the system of two xenon atoms. These parameters are: the pressure difference P = 0 bar (an approximation), the constant surface tension γ 0 = 0.174 k B T /Å 2 , the Tolman length τ = 1.3Å, the water density ρ 0 = 0.033Å −3 , the solutewater Lennard-Jones parameters σ = 3.57Å and ε = 0.431 k B T , the solute-solute Lennard-Jones parameters σ = 3.57Å and ε = 0.147 k B T , the temperature T = 298 K. We additionally introduce an intra-bond with the spring constant in the bond stretching energy A = 800 k B T /Å 2 , and the equilibrium bond length r 0 = 3Å. To test our method, we include both the bonding and Lennard-Jones interaction between the two atoms. We test two possible cases. In the first case, we place initially the two solute atoms far away from each other so that their distance is much larger than the equilibrium bond length. We also set the initial solute-solvent interface to be two separated spheres that are centered at the two solute atoms, respectively. A few snapshots of the system during the relaxation are gathered in Figure 2 . We see that those two initially separated spheres merge and the distance between the two solute atoms gets closer, and then the system reaches an equilibrium state. Notice from the lower left snapshot in Figure 2 that the solute-solvent interface is not in equilibrium with respect to the two atoms. This means that the system is relaxed through the coupling of both the interface motion and atomic motion. In Figure 3 we plot the total free energy vs. the computational step. It is clear that the free energy decays in each step. In the second case, we place initially the two solute atoms very close to each other so that their distance is smaller than the equilibrium distance. We also set the initial solute-solvent interface to be a large surface that encloses both of the atoms. A few snapshots from our numerical relaxation are shown in Figure 4 . The decay of the free energy in our numerical computation is shown in Figure 5 . We notice that the free energy decays very fast in this case. This is due to very strong repulsion modeled by the Lennard-Jones potential. Through this test example, we see that our levelset method works well in capturing topological changes of surfaces during relaxation. We also find that the final free energy values for the two different cases are nearly the same: 6.36397 k B T and 6.36652 k B T , respectively, with an error of 0.00255
Our results show a strong contribution of the molecular mechanical force in the relaxation of the system. To understand the solvent influence, and particularly, how the motion of solute-solvent interface affects that of solute particles, we turn off the particle-particle interaction in the two-atom system. We perform two tests. In the first test summarized in Figure 6 , we set the initial centerto-center distance between the two atoms to be 5 A. This is in the range between 0 to about 6Å of attraction of the two atoms as shown in Figure 1 of our previous work. 19 Such attraction results from the minimization of the interfacial energy. Since there is no atom-atom interaction, the solute-solvent interaction pushes these two atoms together. The sequence of snapshots in Figure 6 demonstrate clearly that the solvent contributes significantly to the motion of solute particles. In the second test, we set the initial center-to-center distance between the two atoms to be 6.8Å. This is in a range of (weak) repulsion as predicted in our previous work. 19 The non-interacting two atoms are then pushed away by the solute-solvent interaction, cf. Figure 7 . Notice that the surface area for the initial, connected two-sphere system (Figure 7 , left) increases to that of final, separated two-sphere system (Figure 7, right) . Such increasing of surface area compensates the solute-solvent interaction. It obviously can not be captured by a SAS/SES type model, in which the nonpolar part of the free energy is the surface energy, proportional to the surface area. 
B. A four-atom molecule
We consider an artificial molecular system of four atoms x 1 , . . . , x 4 to test how our method can handle the bending energy and the solute-solute van der Waals interaction in addition to the variational implicit-solvent. We put the pairs (x 1 , x 2 ) and (x 2 , x 3 ) in their equilibrium bonding position and arrange the angle between x 2 x 1 and x 2 x 3 slightly different from an equilibrium angle. We also put x 4 relatively far away from the first three atoms. The atom x 4 interacts with the other three atoms via a Lennard-Jones potential. Figure 8 (left) shows the initial conformation and Figure 8 (right) the relaxed conformation of this system. It is clear that the fourth atom moves closer to the three-atom group while the angle between x 2 x 1 and x 2 x 3 is relaxed to its equilibrium value.
C. An ethane molecule
We consider an ethane molecule C 2 H 6 in water and take from 29-31 the solute atomic positions and force field parameters. Other parameters are: the pressure differencing P = 0 bar, the constant surface tension γ 0 = 0.174 k B T /Å 2 , the Tolman length τ = 1.3Å, the water density ρ 0 = 0.033 A −3 , the carbon-water Lennard-Jones parameters σ = 3.4767Å and ε = 0.2311 k B T , the hydrogenwater Lennard-Jones parameters σ = 3.1017Å and ε = 0.0989 k B T .
We construct an initial conformation of the ethane molecule from its equilibrium in which three hydrogen-carbon bonds with respect to one of the carbon atom are rotated 20 degrees. During the level-set relaxation, these three hydrogen atoms rotate back to their equilibrium positions. The solute-solvent interface also moves to its equilibrium position. Figure 9 displays a few snapshots of our numerical results. Figure 10 is a plot of the free energy in each step of our numerical computation. 
D. A benzene molecule
We consider a benzene molecule C 6 H 6 in water and take from 29-31 the solute atomic positions and force field parameters. Other parameters are the same as those for an ethane molecule. We construct an initial conformation of the benzene molecule from its equilibrium in which all the atoms are on the same plane. We then fix a pair of C-atoms that are opposite in the hexagonal ring. We pull up one of these two C-atoms and pull down the other C-atom to form the initial positions of all the atoms. We also use (III.7) to define an initial solute-solvent interface. During the process of our level-set relaxation, those two carbon atoms move back to their equilibrium positions. The solutesolvent interface also moves to its equilibrium position. Figure 11 displays a few snapshots of our numerical results. Figure 12 is a plot of the free energy in each step of our numerical computation. We have tried various values of the Tolman length τ . For τ = 1Å, we find that the free energy (surface energy and the benzene-water interaction energy) is 1.98 kcal/mol. Using a PoissonBoltzmann solver, we find the polar part of the solvation energy is −2.92 kcal/mol. Therefore, our estimate of the solvation energy is −0.94 kcal/mol. The experimental value of this solvation energy is −0.89 kcal/mol.
Our PB calculation was done by impact version 50112 (released by Schrodinger, LLC) with default settings (PB grid resolution was set to high) with OPLS2005 forcefield. Since we have not implemented our own PB solver, the optimized surface was not used to define the boundary. But the benzene molecule is small and geometrically simple, we do not expect the variational surface to be drastically different from a traditional SAS. Therefore, we believe the polar energy from traditional PB solver using a SAS is consistent with our variational implicit-solvent description of the benzene molecule.
V. CONCLUSIONS
In this work, we construct a hybrid explicitsolute implicit-solvent model for molecular solva-tion. The key quantity in this model is an effective free-energy functional of positions of solute atoms and solute-solvent interface. The free energy couples both the polar and non-polar contributions and also includes the molecular mechanical interactions. Minimization of this free-energy functional determines an equilibrium molecular structure and the solvation free energy. We also develop a levelset optimization method to numerically minimize the free-energy functional and to obtain equilibrium solute-solvent interface and positions of solute atoms. In our method, both a trial solutesolvent interface and a set of trial solute atoms move in the steepest descent direction of reducing the total free energy of the system. Our numerical results for the solvation of some molecules demonstrate that our model and methods can capture topological changes of the solute-solvent interface as well as the coupling between such an interface motion and molecular mechanical interactions.
We emphasize again that we model a relaxation process or free-energy minimization rather than the real dynamics of an underlying molecular system.
For each of the small, non-polar systems that we have tested and reported here, our level-set relaxation only took a few minutes. The actual exact computational time is affected by several factors such as the number of grid points (the resolution) and the choice of initial surface. It is clear, however, that our approach is in general computationally more costly than a SAS/SES type implicitsolvent model, since we need to evolve a surface to its equilibrium state. Nevertheless, we have been developing several new level-set techniques that can speed up our computations. One of such techniques is the local level-set method. It can reduce the complexity of a three-dimensional problem to that of a two-dimensional one.
As noted before the only fitting parameter in our model is the Tolman length τ . We find that the free energy calculation is sensitive to the choice of the Tolman length. Our experience is that τ = 1Å is a good value for many molecular systems. Figure 13 plots the nonpolar part of the minimum solvation energy (the surface energy plus the solute-solvent interaction energy) vs. the Tolman length τ for the benzene molecule. We can see a perfect linear dependence of the the nonpolar part of the solvation energy on the Tolman length. This indicates the existence of an optimal Tolman length. It also points to the fact that that the minimized interface hardly changes with the fitting parameter τ for this particular example, and that the free energy is directly proportional to τ as can be predicted from (II.2) and (II.3). In general, especially for larger molecules with a higher dispersion and complexity in curvature, the relation will be qualitatively different. In future, we hope a more sophisticated free-energy functional can be proposed in order to fix an optimal value of τ once and for all, independent of the particular solute system. In a SAS implicit-solvent model, the size effect of solvent molecules is described through the probing solvent molecule used in defining the SAS. In our variational implicit-solvent model (VISM), such size effect is reflected in the solute-solvent interaction, cf. (II.4). In general, an implicit or "continuum" solvent model is, per definition and how the name implies, not able to explicitly describe the finite size of solvent molecules. Implicitly, these effects are typically considered in fitting parameters. In a solvation system, the solvent-solute interface itself is not a sharp boundary but has a width of solvent molecule size (∼ 3Å). Thus, the "right" interface location basically does not exist within a few Angstroms. Consequently, it is hard to compare precisely a SAS/SES type implicitsolvent model to our VISM. The final goal must be to evaluate the correct free energy from any of these surface definitions; "correct" in the sense that they are quantitative in comparison to bench-marking experiments or explicit-solvent molecular dynamics simulations. The virtue of the VISM is that the interface is defined in a physically reasonable way and allows the interface-for every configuration-to respond to local solute geometry and energetic potentials, and can hopefully provide accurate free energies with only very few fitting parameters (in contrast to established implicit models). If the capillary evaporation ("dewetting" or "drying") between solutes takes places, then the VISM interface can be very different to the a priori defined SAS/SES interfaces as the latter do not capture solvent evaporation.
Our immediate next step is to add the electrostatic part of the free energy into our model and develop a corresponding level-set method. The electrostatic free energy is often described by the Poisson-Boltzmann (PB) or Generalized Born (GB) method in which the solute-solvent interface is used as the dielectric boundary. Our first step will be the development of a GB-like approach to efficiently calculate the effective electrostatic surface force (only its normal component) at each point of the evolving solure-solvent interface. This force will be used as the normal velocity in the level-set relation of the solute-solvent interface. Next we will develop a fast PB solver and couple it with our level-set code. Solving the nonlinear PB equation in each step of level-set relaxation can be very slow. To speed up our computations, we can in each step linearize the PB equation around the previous PB solution. Thus, in each step, we need only to solve a linearized PB equation. (This linearized equation is different from the Debye-Hückel equation.) Moreover, we do not need to solve very accurately the PB equation very step, since dewetting regions can be mainly captured by the surface energy term.
Besides adding the electrostatics into our models and methods, we will also apply our model and methods to larger systems of polymers and biomolecules. Further, we will apply our theory and methods to the calculation of surface forces of solute-solvent interfaces that can be used in Brownian dynamics simulations of biomolecules. We summarize in this appendix the molecular mechanical interaction energies and their derivatives.
For a given pair of bonded solute atoms (x i , x j ), the bonding energy is given by the harmonic approximation
where A ij is a spring constant characterizing the equilibrium bonding strength, r ij = |x i − x j | is the distance between x i and x ij , and r 0ij is the corresponding equilibrium distance. For a triplet (x i , x j , x k ) with (x i , x j ) and (x j , x k ) both bounded, the bending energy is given by the harmonic approximation
where B ijk is a constant parameter depending in general on (i, j, k), θ ijk is the angle between the vectors r ji = x i − x j and r jk = x k − x j , and θ 0ijk is the corresponding equilibrium angle constrained by 0 ≤ θ 0ijk ≤ π for all (i, j, k). For a quadruple (x i , x j , x k , x l ) such that (x i , x j ), (x j , x k ), (x k , x l ) are all bonded, the torsion angle φ ijkl is the angle between the plane determined by x i , x j , x k and that determined by x j , x k , x l . The torsion energy is where V
(1)
ijkl , and V
ijkl are constants. Fix x i , x j , and x k . Denote by r ji = x i − x j the vector from x j to x i for any i and j and by r ji = |r ji | the length of this vector. Routine calculations lead to ∇W bend (x i , x j , x k ) = B ijk (θ ijk − θ 0ijk )∇θ ijk , (A.4) where For a given quadruple (x i , x j , x k , x l ), we denote r 1 = r ij , r 2 = r jk , r 3 = r kl , u = r 1 × r 2 , v = r 2 × r 3 , φ = φ ijkl , Λ = Λ ijkl = cos φ = u · v |u| |v| ,
ijkl , n = 1, 2, 3.
It follows from (A.3) and a series of elementary calculations that 
