ery in databases, as well as in the application of tools and techniques to real-world problems. We believe these works have the potential to spur new research in the field.
The paper "Good edit similarity learning by loss minimization" (Bellet et al. 2012 ) deals with the problem of learning similarity functions for string data (with extensions to treestructured data). The similarity measure considered in this work is based on the edit distance between two strings, which is defined as the cost of the best sequence of operations (insertion, deletion, substitution of a symbol) required to transform one string into another. An edit cost is assigned to each operation and the authors propose a new framework to learn the edit costs, so as to optimize the "goodness" of the resulting similarity function. Goodness is here based on the recent notion of ( , γ , τ )-good similarity functions.
The paper "Novel high intrinsic dimensionality estimators" (Rozza et al. 2012 ) advances the state of the art on estimators of the intrinsic dimensionality of a dataset, which is defined as the minimum number of parameters needed to represent the data without information loss. The authors provide us a theoretical motivation for the bias that causes the underestimation of intrinsic dimensionality, when this is sufficiently high. Based on these theoretical considerations, they propose two new estimators which are less affected by the bias and are based on statistical properties of manifold neighborhoods.
The paper "Generating feature spaces for linear algorithms with regularized sparse kernel slow feature analysis" (Böhmer et al. 2012 ) introduces a kernelized version of Slow Feature Analysis (SFA). This is an unsupervised feature extraction method used in multidimensional time series, which look for feature spaces with a slow variation between consecutive values of the time series. By kernelizing SFA it is possible to generate is a new representation of time series which are linear functions in the feature space induced by the kernel, and non-linear in the original feature space. Thus, linear algorithms can be applied to non-linear problems.
The paper "Sequential approaches for learning datum-wise sparse representations" (Dulac-Arnold et al. 2012) proposes a novel classification technique for selecting an appropriate representation for each data point, in contrast to the usual approach of selecting a representation encompassing the whole dataset. This datum-wise representation is found by using a sparsity inducing empirical risk, a relaxation of the standard L 0 regularized risk. The sparsity level is configured for each instance depending on how difficult it is to classify: easy-to-classify instances are represented with few features, while hard-to-classify instances may employ more features. Potential applications of this datum-wise learning framework to a wide range of sparsity-relevant problems are reported.
The main motivation of the paper "Towards preference-based reinforcement learning" (Fürnkranz et al. 2012 ) is that conventional reinforcement learning methods are essentially confined to dealing with numerical rewards, while there are many applications in which this type of information is not available and in which only qualitative reward signals are provided instead. Therefore, it is important to investigate a reinforcement learning algorithm that leverages qualitative feedback. In this work, instead of assigning a numerical utility to actions, feedback is given as preference statements in the form of ordered pairs of actions. The medical application domain described in this paper is a good example of the natural application of this preference-based reinforcement learning.
The paper "Focused multi-task learning in a Gaussian process framework" (Leen et al. 2012 ) is concerned with the application of Gaussian process models to multi-task learning scenarios. In contrast to previous works, where all tasks have been assumed to be of equal importance, in this paper an asymmetry is introduced by making a clear distinction between a primary task, for which performance is the most important, and auxiliary tasks. Although transfer learning is inherently asymmetric, the novelty here is in the taking of a symmetric learning approach and adjusting its focus to a particular task. This approach offers a nice conceptual bridge between multi-task learning and other methods of knowledge transfer.
The paper "Learning monotone nonlinear models using the Choquet integral" (Tehrani et al. 2012) investigates the problem of learning predictive models which guarantee the monotonicity in the input variables, i.e., ceteris paribus, by increasing or decreasing an input variable, the output variable can only increase. In several application domains, the conformance of the learned predictive models to this monotonicity constraint is a desirable property since it leads to more easily interpretable results. The authors observe that a solution to this constrained learning problem can be found by using the discrete Choquet integral. Moreover, by analyzing the Choquet integral from a classification perspective, they provide us with a detailed analysis of the upper and lower bounds on the VC-dimension. As a concrete application of the Choquet integral, a generalization of logistic regression is proposed, called "Choquistic regression."
We hope the readers will enjoy these articles and will find in them a source of inspiration for their work.
