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PRECISION COSMOLOGY WITH WEAK GRAVITATIONAL LENSING
Andrew P. Hearin, PhD
University of Pittsburgh, 2012
In recent years, cosmological science has developed a highly predictive model for the uni-
verse on large scales that is in quantitative agreement with a wide range of astronomical
observations. While the number and diversity of successes of this model provide great con-
fidence that our general picture of cosmology is correct, numerous puzzles remain. In this
dissertation, I analyze the potential of planned and near future galaxy surveys to provide
new understanding of several unanswered questions in cosmology, and address some of the
leading challenges to this observational program. In particular, I study an emerging tech-
nique called cosmic shear, the weak gravitational lensing produced by large scale structure.
I focus on developing strategies to optimally use the cosmic shear signal observed in galaxy
imaging surveys to uncover the physics of dark energy and the early universe.
In chapter 1 I give an overview of a few unsolved mysteries in cosmology and I motivate
weak lensing as a cosmological probe. I discuss the use of weak lensing as a test of general
relativity in chapter 2 and assess the threat to such tests presented by our uncertainty in the
physics of galaxy formation. Interpreting the cosmic shear signal requires knowledge of the
redshift distribution of the lensed galaxies. This redshift distribution will be significantly
uncertain since it must be determined photometrically. In chapter 3 I investigate the influence
of photometric redshift errors on our ability to constrain dark energy models with weak
lensing. The ability to study dark energy with cosmic shear is also limited by the imprecision
in our understanding of the physics of gravitational collapse. In chapter 4 I present the
stringent calibration requirements on this source of uncertainty. I study the potential of weak
lensing to resolve a debate over a long-standing anomaly in CMB measurements in chapter
iv
5. Finally, in chapter 6 I summarize my findings and conclude with a brief discussion of my
outlook on the future of weak lensing studies of cosmology.
v
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1.0 OVERVIEW
1.1 INSTRUCTIONS FOR READERS
This thesis collects together a variety of results pertaining to the study of cosmology with
weak lensing, and its chapters are relatively self-contained. This structure allows for readers
with different backgrounds to focus on particular chapters or sections according to their
specialized interests. Readers seeking a broad, relatively non-technical overview of the science
I study in this dissertation may wish to focus primarily chapter 1 . Weak lensing scientists
with a particular interest in photometric redshift errors will likely find chapter 3 the most
relevant, while those specializing in nonlinear structure growth might wish to concentrate
on chapters 2 and 4. Readers interested in the possibility of weak lensing opening up a new
window onto a persistent large-angle CMB anomaly may skip directly to chapter 5. Those
who are already well-versed in weak lensing may find the bullet-point style Summary sections
concluding each chapter sufficient to quickly review my main results.
1.2 BACKGROUND AND MOTIVATION
Cosmology is the study of the physics of the universe on the largest scales. In the early 20th
century, revolutionary developments in both astronomy and theoretical physics established a
firm scientific foundation for the study of cosmology. Progress through the middle of the 20th
century was sporadic and comparatively slow as extragalactic astronomy focused more on
targeted observations of relatively small collections of objects rather than large-scale surveys.
Advances in digital detection equipment and computation over the last few decades have fa-
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cilitated the arrival of so-called precision cosmology, a moniker that reflects the character
of the questions pursued by contemporary cosmologists. Numerous observational programs
today are producing vast, rich data sets that are being mined to provide percent-level con-
straints on a small set of parameters describing our model for the history of the universe and
its contents. In particular, current and near future galaxy surveys hold great promise for
answering a number of outstanding questions in fundamental physics. In this dissertation, I
study the physics of a variety of cosmological signals that will be seen by these surveys and
investigate several of the leading challenges that will need to be met in order to realize the
potential of these observational efforts.
In the modern cosmological model, generally referred to as ΛCDM, on large scales mat-
ter and energy are homogeneously distributed in space and the universe has been expanding
throughout its 13.7 billion year lifetime. The first astronomical evidence providing quan-
titative support for this model came nearly one hundred years ago, when galaxies in all
directions were observed to be receding from us. The recession velocity of a galaxy is typi-
cally quantified by its redshift, the fractional shift in the wavelength of light emitted by the
galaxy. Through observations made in the early 20th century by Vesto Slipher, Edwin Hub-
ble, and others it was determined that the redshift of a galaxy increases with our distance
to it, a generic consequence of a cosmological model in which space itself is homogeneously
expanding.
Since this discovery, our understanding of the expanding universe has been refined into a
very specific, predictive model that has proven to be quantitatively consistent with a broad
range of independent astronomical measurements. One of the most compelling pieces of
evidence supporting this model came with the discovery of the Cosmic Microwave Back-
ground (CMB). Since the ΛCDM model predicts that space has been expanding throughout
its history, if we wind back the cosmic clock far enough there must have been a time in
which the universe was very hot and densely packed with its homogeneously distributed en-
ergy contents. Such a physical system would produce a blackbody radiation field uniformly
distributed throughout all of space. In 1964, Arno Penzias and Robert Woodrow Wilson
presented the first detection of this microwave radiation field, earning them the Nobel Prize
in physics in 1978 for their discovery. Subsequent observations of the CMB revealed that it
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exhibits a blackbody spectrum purer than has ever been produced in a terrestrial laboratory,
providing strong support for our contemporary cosmological model.
While ΛCDM has achieved great success in predicting astronomical observations, numer-
ous puzzles remain. For example, roughly 5/6 of the gravitating matter in the universe is
composed of dark matter particles that emit no light and have thus far evaded all attempts
to study them with particle physics equipment. Naturally, this makes dark matter particles
difficult to study. Evidence for the existence of this dark matter is myriad, and includes
the rotation curves of galaxies, the primordial abundance of the light atomic elements, and
various measurements of the growth of cosmic structure. These observations constitute de-
tections of the gravitational influence of dark matter, but the nature of the non-gravitational
interactions enjoyed by the dark matter particle(s) remains unknown.
One of the most mysterious components of our cosmological model goes by the name
of dark energy. In 1999, through observations of Type Ia supernovae two collaborations of
scientists determined that the expansion of the universe is accelerating. The universally
attractive nature of gravity implies that the presence of matter in an expanding universe
should only slow down the rate of expansion, and so this acceleration points to a fundamental
gap in our understanding of the universe. The cause of the accelerating expansion has been
dubbed dark energy. Indeed dark energy is simply a name for the fundamental puzzle that
is the nature of cosmic acceleration and an enormous amount of effort is now being devoted
to determine the causative agent of the cosmic acceleration.
One newly emerged technique for studying the physics of dark energy is weak lensing.
Einstein’s theory of General Relativity predicts that spacetime is curved by the matter
inhabiting it. One consequence of this prediction is that photons are deflected as they pass
by clumps of matter, causing the path of light rays in the presence of matter to be bent
relative to the path traversed by light traveling through empty space. This phenomenon
is referred to as gravitational lensing. When there is a sufficiently large clump of mass
along the line of sight from our telescopes to a distant source of light, the curved path of
photons around the intervening matter causes us to infer that the light was emitted from a
different position on the sky than the true position. The deflection angle is a function both
of the amount of mass responsible for the lensing as well as the relative distance between the
3
observer, the massive lens, and the source. Measurements of the deflection of the positions
of stars by the Sun during a total solar eclipse in 1919 provided one of the first experimental
confirmations of relativity.
When a source of light has spatial extent (in other words, when it is not a point source),
gravitational lensing can change both the apparent position and shape of the source. Since
gravitational lensing is sensitive to the mass of the lens, measuring the shape distortions of
light sources behind a distant clump of matter allows one to measure the mass of the fore-
ground clump. Indeed, exploiting shape measurements of galaxies behind a galaxy cluster is
one of the most widely used techniques in contemporary astronomy to measure cluster mass.
One of the primary reasons that gravitational lensing has become such a ubiquitous mass
determination method is that no assumptions about the type of particles that make up the
massive lens are required: both dark matter and ordinary matter produce the same deflec-
tion of light per unit mass because in general relativity spacetime distortion is determined
strictly by mass.
In this dissertation, I will focus on a manifestation of gravitational lensing known as
cosmic shear, a term referring to the distortion of the images of galaxies produced by large-
scale inhomogeneities in the distribution of matter throughout the universe1. In contrast
to lensing by galaxy clusters, in cosmic shear there is no single, distinct lens that can be
associated with an individual deflection event. Rather, the cosmic shear signal refers to
the aggregate effect of numerous, tiny deflection events produced by all of the large scale
structure distributed along the line of sight to the source of light. Thus the cosmic shear
signal is stochastic: the strength and character of the signal reflect the statistical distribution
of matter rather than the mass of, or distance to, any particular lens. The cosmic shear
signal was first detected over a decade ago, but as we will see, measurements of dark energy
properties with cosmic shear require observations of hundreds of millions of galaxies, and
so it will not be possible to use this signal to provide constraints on dark energy that are
competitive with other techniques until galaxy imaging surveys such as the Subaru Hyper-
Suprime Cam and the Dark Energy Survey begin taking data later this year.
1Since I do not study any form of weak lensing other than cosmic shear throughout this dissertation, I
will use the terms “weak lensing” and “cosmic shear” interchangeably as there should be no confusion over
the physical scenario to which I am referring.
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As mentioned above, gravitational lensing depends both on the mass of the lens and the
relative distance between the observer, lens, and source. Because of the stochastic nature
of cosmic shear, these dependencies take on a different character than in the conceptually
simpler case in which there is a single massive lens. In cosmic shear, the mass dependence of
the signal figures in as the statistical distribution of over- and under-dense regions, quantified
by the matter power spectrum, Pδ(k); the signal is dependent on distance via its dependence
on the expansion history of the universe. This basic physical picture allows us to understand
how measurements of weak lensing by large scale structure can be exploited to test theories of
dark energy. Different models of the cosmic acceleration make different predictions for both
the growth of structure and for the expansion history. Since cosmic shear is sensitive to both
structure growth and the expansion history, measurements of the cosmic shear signal allow for
the possibility of distinguishing between competing models. Alternatively, the cosmic shear
signal can be used to test the validity of general relativity. For a fixed set of cosmological
parameters, general relativity makes a unique prediction for the expansion history of the
universe and for the growth of cosmic structure. Thus weak lensing measurements can be
used to test the consistency of the observed structure growth and expansion history with
one another within the GR framework.
After reviewing the general phenomenology of weak lensing tests of general relativity on
cosmological scales, I begin chapter 2 by addressing a major challenge to this program. Inter-
preting the weak lensing signal requires a detailed understanding of the nonlinear physics of
gravitational collapse. It is possible to excise cosmic shear data on the relatively small scales
(a few Megaparsecs) where nonlinear effects are the most dramatic, but such an excision
significantly degrades dark energy constraints. Modeling nonlinear structure formation will
thus be essential in order for forthcoming galaxy imaging surveys to realize their potential
for constraining dark energy and alternative models of gravity.
The problem of making precise predictions for the distribution of matter on Mpc scales
is further complicated by the significant fraction (∼ 1/6) of the mass in the universe that is
comprised of baryons2. Significant rearrangement of dark matter may result from baryonic
2By the term baryons, in this context, I am simply referring to Standard Model particles as opposed to
dark matter particles, the large scale behavior of the latter being dominated by gravity-only interactions.
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processes at work during the formation and evolution of galaxies. For example, complex as-
trophysical phenomena such as the radiative cooling of intergalactic gas and active galactic
nuclei have an important influence on the distribution of matter on scales that are impor-
tant for weak lensing. The uncertainty associated with modeling these and other baryonic
processes results in a concomitant uncertainty in the interpretation of weak lensing observ-
ables, manifesting as modified structure growth for a fixed cosmic distance scale. Using two
proposed methods, in chapter 2 I show that one could be led to reject the null hypothesis of
general relativity when it is the true theory if uncertainty in baryonic processes is neglected.
Recent simulations suggest that we can correct for baryonic effects using a parameterized
model describing the concentration of the total mass contained in the dark matter halos in
which galaxies are embedded. Motivated by these findings, I study the ability of future weak
lensing surveys to constrain the internal structures of halos and test the null hypothesis of
general relativity simultaneously.
Another challenge to weak lensing studies of the cosmic acceleration arises from the
need to determine the redshifts to the lensed, source galaxies using photometric, rather
than spectroscopic, information. This necessity is driven by the “weakness” of the weak
lensing signal: in cosmic shear, a typical gravitational lensing event only distorts the shape
of a background galaxy image by ∼ 1%, but the intrinsic variance in the elliptical shapes of
galaxies is ∼ 30%, and so photometric images of hundreds of millions of galaxies are required
in order to attain a signal-to-noise ratio that is sufficient for precision studies of cosmology.
Spectroscopic measurements of this many galaxies would require far too much observing time
to be practical, and so forthcoming lensing studies must rely on photometrically-determined
redshifts of the lensed galaxies.
Photometric redshifts, hereafter photo-z’s, are intrinsically less precise than spectroscopic
redshifts since a tremendous amount of information contained in the full spectral energy
distribution of a galaxy is washed out by only observing the galaxy through a few broadband
filters. This imprecision presents one of the primary challenges to weak lensing studies of
dark energy. In chapter 3 I provide a detailed account of the influence of photo-z errors on
the dark energy error budget. I explore the relative importance of calibrating the photo-
z’s of a core set of relatively well-understood galaxies as compared to the need to identify
6
potential outliers in the redshift distribution of the lensed galaxies. In so doing, I provide an
approximate blueprint for computing the influence of specific photo-z outlier populations on
dark energy constraints. This work both enables an assessment of the success of photometric
redshift determination techniques in terms of dark energy parameter estimation, as well as
provides new strategies to optimize weak lensing data analyses.
As discussed in the Appendix, the degradation of the constraining power of weak lensing
with photo-z uncertainty differs depending on how one models the physics of gravitational
collapse. These results demonstrate that there is a nontrivial interplay between the nonlinear
growth of cosmic structure and the redshift distribution of the sources used to measure the
weak lensing signal. This suggests the need to model uncertainty in photo-z’s and struc-
ture growth in conjunction with one another. In chapter 4 I present results concerning the
stringent calibration requirements for weak lensing analyses of future imaging surveys that
simultaneously addresses photo-z uncertainty and errors in the calibration of the matter
power spectrum. I find that when photo-z uncertainty is taken into account, the require-
ments on the level of precision in the prediction for the matter power spectrum are more
stringent than previously thought. I compare these updated calibration requirements to
the contemporary state-of-the-art in photometric redshift estimation and predictions of the
power spectrum and suggest strategies to utilize forthcoming data optimally.
In chapter 5 I shift attention from dark energy to another aspect of ΛCDM with lingering
questions: inflation. The very early universe is thought to have experienced an inflationary
phase when space expanded extremely rapidly. The concept of inflation was originally intro-
duced to solve several major problems in modern cosmology, including why our universe has
flat spatial geometry and why magnetic monopoles are not observed in vast abundance. One
attractive feature of inflation is that the very mechanism employed to solve these problems
presents a natural candidate for the production of the tiny initial seeds of over- and under-
densities that eventually grew to form the stars, galaxies, and clusters that populate the
universe today. Like all scientific advancements, the development of the theory of inflation
gave rise to a new set of questions (for example, by what mechanism did the scalar field
responsible for the inflationary expansion decay into standard model particles?), many of
which scientists still pursue today.
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One of the most powerful ways to constrain models of inflation comes from observations
of the CMB. As discussed above, the CMB is very nearly homogeneous, but inhomogeneities
at a level of one part in 105 have been measured with very high precision. In ΛCDM, these
inhomogeneities are the seeds from which cosmic structure forms and are thought to have
originated from fluctuations in the inflaton field that drove the inflationary epoch. One of
the most elementary statistics that can be constructed to describe the observed fluctuations
about the mean temperature is the angular correlation function, C(θ), which quantifies how
hot and cold spots in the CMB are correlated with one another as a function of their angular
separation θ. The near-total lack of correlation in the temperature distribution is a long-
standing anomaly in CMB science: C(θ) is observed to be near zero for angular scales larger
than 60 degrees. It remains unclear whether this large-angle anomaly is simply a statistical
fluke or a signal of exotic physics that took place during the inflationary epoch, but in the
case of the latter the signature of this physics should in principle also be imprinted in the
distribution of large-scale structure from which the CMB fluctuations evolved. In chapter
5 I investigate the potential for future galaxy imaging surveys to test the authenticity of
the large-angle CMB temperature correlation deficit, thereby yielding new insight into the
physics of the early universe. I conclude this dissertation in chapter 6 with a brief, semi-
technical summary of my primary findings and a discussion of my outlook for the future of
ΛCDM studies with weak lensing.
1.3 PUBLICATION LIST
The work presented in Chapters 2-5 is primarily based on four publications completed
through the course of my graduate work. For convenience, I list the references to those
publications here:
• A.P. Hearin, A.R. Zentner, The Influence of Galaxy Formation Physics on Weak Lensing
Tests of General Relativity, JCAP, 4, 32 (2009), ArXiv:0904.3334
• A.P. Hearin, A.R. Zentner, Z. Ma, D. Huterer, A General Study of the Influence of
Catastrophic Photometric Redshift Errors on Cosmology with Cosmic Shear Tomography,
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ApJ, 720, 1351 (2010), ArXiv:1002.3383
• A.P. Hearin, A.R. Zentner, Z. Ma, General Requirements on Matter Power Spectrum Pre-
dictions for Cosmology with Weak Lensing Tomography, JCAP, 4, 34, (2011), ArXiv:1111.0052
• A.P. Hearin, C. Gibelyou, A.R. Zentner, Testing the Origin of the CMB Large-Angle Cor-
relation Deficit with a Galaxy Imaging Survey, JCAP, 10, 012 (2011), ArXiv:1108.2269
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2.0 TESTING GENERAL RELATIVITY WITH COSMIC SHEAR
2.1 INTRODUCTION
Current data indicate that the cosmological expansion is accelerating [6; 50; 144; 152; 153;
174; 182; 183; 193]. In broadest terms, two options have been put forth to describe ac-
celerated cosmic expansion. The first is that cosmic acceleration is caused by some as yet
unidentified contribution to the stress energy of the universe. This option includes vacuum
energy (observationally indistinguishable from a cosmological constant) and dynamical mod-
els of dark energy. The second option is that gravity deviates from the general relativistic
description on large scales, an option we refer to as modified gravity.
Viable alternative options to general relativity for which definite predictions have been
made are few and far between, so many authors have suggested that a fruitful way to
apply forthcoming data will be to check for the mutual consistency of different observable
phenomena with the predictions of general relativity [79; 111; 112; 127; 189; 200; 201; 202].
The basic idea is that one may obtain observational handles on both the distance-redshift
relation and the growth rate of cosmic expansion. Within general relativity, both of these can
be predicted from the same dark energy parameters, so it is possible to measure, for example,
distance and then check for consistency with the growth of cosmic structure. Forthcoming
weak gravitational lensing surveys will provide the most powerful means to probe the matter
distribution in the universe directly and are an indispensable piece of any such consistency
check [79; 202]. A significant literature already exists detailing the power of tomographic
weak lensing to constrain dark energy parameters, including Refs. [4; 14; 43; 65; 72; 76; 78;
148; 149; 173; 179; 180; 197; 198]. In fact, the effectiveness of any given matter fluctuation
to serve as a lens is sensitive to the distance scale of the universe and so weak gravitational
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lensing alone will provide a very powerful check for the consistency of general relativity.
In this chapter, we study the effectiveness of such a consistency check in light of recent
studies that indicate that predictions for weak lensing observables will contain significant
inherent uncertainties due to the poorly-understood behavior of the baryonic component of
the universe [89; 155; 191; 197; 199].
The strategy for checking the consistency of general relativity and searching for a sign of
modified gravity outlined in the previous paragraph seems simple enough. However, making
predictions for weak lensing power spectra is fraught with numerous practical difficulties.
Weak lensing will use information on scales where density fluctuations are well beyond the
linear regime (relative overdensities δ & 1). To utilize this information at the level that
forthcoming observational programs will permit, numerical simulations must be able to pre-
dict the nonlinear matter power spectra to better than a percent [80; 82]. Sufficient precision
should be achievable by brute force using dissipationless, N -body numerical simulations that
treat the evolution of the cosmic density field under gravity only (e.g., Refs. [66; 67; 68; 69]).
The most challenging obstacle to such precise predictions is the significant influence that
baryonic processes have on the matter power spectra on scales of interest. This has been
pointed out in both analytic [191; 199] and numerical studies [89; 155].
The problem posed by baryonic processes is severe because they cannot be modeled di-
rectly and all such calculations rely on relatively poorly-constrained, effective models that
approximate the net, large-scale, effects of processes that occur on scales far below the nu-
merical resolution that may be achieved with any simulation. Ref. [155] shows that the
influences of baryons may be large compared with the statistical uncertainties expected of
future surveys and that different treatments of baryonic physics lead to notably different
matter power spectra on relevant scales. Ref. [197] studied a parameterized model for bary-
onic influences that could treat all of the simulations of Ref. [155] and showed that such
a parameterized model could be calibrated self-consistently using weak lensing data alone,
yielding meaningful constraints on both the dark energy and the effective models of baryonic
physics. However, extending the results of Ref. [197] to consistency checks of general rela-
tivity requires care. Baryonic processes manifest as an inability to predict the evolution of
the density field even for a fixed cosmic expansion history. This is, in part, what Ref. [197]
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relied upon in their self-calibration program and this is precisely what proposed tests of the
consistency of general relativity rely upon.
The strategy behind all efforts to study dark energy using gravitational lensing relies on
the ability to produce reliable N -body simulations. In fact, most studies implicitly assume
such a simulation campaign will be performed prior to any data analysis and proceed to
estimate the power of forthcoming experiments using contemporary fitting formulae. In
fact these fitting formulae are not sufficiently precise to treat forthcoming data, they may
be subject to fundamental limitations [68; 69; 114; 154; 184], and, aside from a handful of
specific cases, they have not been generalized to treat dark energy. A numerical campaign
will be necessary to address dark energy, and addressing observables using dissipationless
N -body simulations is a challenging, but tractable problem [67; 69]. The results of N -body
simulation campaigns represent precise solutions to the idealized problem of computing the
density or lensing fields in a variety of cosmologies absent baryonic physics. As with dark
energy constraints, the strategy of self-calibrating the net influences of baryons is based
on the assumption that such a set of simulations without baryons are available and that a
simple set of prescribed corrections can be applied to the N -body results to describe baryonic
effects. The reason is that direct numerical calculations that treat the physics of baryons
are not achievable in the foreseeable future, given current computational limitations. This
is the context of the present chapter.
In this chapter, we extend the results of Ref. [197] to address consistency checks of general
relativity. We present a brief pedagogical discussion of the manner in which independent
modifications to the distance scale of the universe and the growth rate of structure produce
non-degenerate changes in weak lensing statistics, enabling weak lensing alone to serve as a
powerful consistency check for general relativity. We then move on to discuss the interplay
between modifications to convergence spectra caused by baryonic processes and the dark
energy. We show explicitly that our current ignorance regarding the evolution of the baryonic
component of the universe, its influence on the evolution of inhomogeneities of dark matter,
and the process of galaxy formation places a severe limitation on our ability to test the
consistency of general relativity. To be specific, we consider two tests. In one test, the
growth of structure and the cosmic distance scale are assumed to arise from two different
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effective equations of state wg and wd, and we test our ability to rule out the hypothesis that
the two are equal as they would be in general relativity. If unaccounted for, our limited ability
to predict convergence spectra can lead to biases that drive these two parameters to disagree
at levels as large as ∼ 8σ (depending upon details) when general relativity is the correct
description of gravity. We perform a similar test on the gravitational growth index parameter
γ, introduced in Ref. [111], and likewise find significant biases if baryonic effects are not
treated. We show that it is possible to eliminate these biases by disregarding the small-scale
shear information from forthcoming surveys, but the cost is a factor of ∼ 2−4 degradation in
the constraining power of such surveys. Lastly, we study the ability of forthcoming surveys
to test general relativity and constrain baryonic processes simultaneously within a single
data set. We show that this is a promising option as the biases can be eliminated at a cost of
only ∼ 20% in parameter constraints. This implies that significant effort should be devoted
to developing robust parameterizations of the nonlinear evolution of structure as we begin
to realize the next generation of imaging surveys. These methods should extend current
techniques by including realistic descriptions of the effects of baryons that are not so general
as to be completely arbitrary but do allow sufficient freedom so as to reflect our ignorance
of the influence of the baryonic sector.
In the following section, we describe our methods, including our parameterizations of
cosmological expansion and structure growth. In § 2.3, we present the results of our study.
We begin in § 2.3.1 by illustrating the power of these consistency checks. This section
contains a compilation of facts and figures found dispersed throughout the existing literature.
In § 2.3.2, we show how neglect of baryonic processes may lead to biases that would mimic
an inconsistency in general relativity in simpler treatments of weak lensing observables. In
§ 2.3.3, we present our results that show that additional parameter freedom may be added
to predictions of the growth of structure to account for the influence of baryons and make
such consistency checks robust to nonlinear processes. In § 2.4, we discuss our results and
we summarize our efforts in § 2.5.
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2.2 METHODS
2.2.1 Weak Lensing Observables
We treat weak lensing observations as a consistency check of general relativity. Aside from
our parameterization of dark energy, we perform all calculations as described in detail in
Ref. [197]. We summarize those calculations here and refer the reader to this reference for
more detail. We consider number density-weighted convergence power spectra and cross-
spectra from NTOM = 5 tomographic redshift bins as our primary observables:
P ijκ (`) =
∫
dz
Wi(z)Wj(z)
H(z)D2A(z)
P (k = `/DA, z). (2.1)
The five photometric redshift bins are spaced equally in redshift between a minimum photo-
metric redshift of zminp = 0 and a maximum z
max
p = 3. Previous work showed that parameter
constraints are saturated with NTOM = 5 and that further binning is unnecessary [119; 197].
We have verified that this remains so in the models we consider. In Eq. (2.1), DA is the
angular diameter distance, H(z) is the Hubble expansion rate, P (k, z) is the matter power
spectrum at wavenumber k and redshift z, andWi(z) are the lensing weight functions. Given
the true redshift distribution of sources in bin i, dni/dz, the lensing weight is
Wi =
3ΩmH
2
0
2
(1 + z)DA
∫
z
DA(z, z
′)
DA(z′)
dni
dz′
dz′. (2.2)
We assume that the true redshift distribution of sources is
dn(z)/dz = 4n¯(z/z0)
2 exp[−(z/z0)2]/
√
2piz20 , (2.3)
where n¯ represents the total density of source galaxies per unit solid angle, which varies
from survey to survey, and we assume z0 ' 0.92 so that each survey has a median redshift of
zmed = 1. We assume that the probability of a photometric redshift zp given a spectroscopic
redshift z is Gaussian with a mean value of zp given by z (no bias) and a dispersion σz =
0.05(1+z), and compute dni/dz for each photometric redshift bin as described in Ref. [119].
We estimate the constraining power of forthcoming weak lensing surveys using the Fisher
information matrix. Indexing the observables of Eq. (2.1) by a single label, we write OA =
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P ijκ , where each i, j map onto a unique A, and the Fisher matrix of weak lensing observables
is
Fαβ =
`max∑
`min
(2`+ 1)fsky
∑
A,B
∂OA
∂pα
[C−1]AB
∂OB
∂pβ
+ FPαβ . (2.4)
The pα represent the parameters of the model, Greek indices label model parameters,
capital Latin indices label unique observables, and lower-case Latin indices label tomographic
redshift bins. fsky is the fraction of sky covered by an experiment, CAB is the covariance
matrix of observables, and the sum begins at `min = 2/
√
fsky and runs to some `max. We
generally take `max = 3000 to ensure that we only use scales where assumptions of weak
lensing and Gaussian statistics are valid [32; 44; 165; 185; 192]. However, we present many
of our primary results (Figures 4, 5, 6, 7) as a function of `max so results for alternative choices
are simple to extract. Observed spectra contain both signal and noise, P¯ ijκ = P
ij
κ + niδij〈γ2〉,
where ni is the surface density of source galaxies in bin i and 〈γ2〉 is the intrinsic source
galaxy shape noise. We follow convention in setting 〈γ2〉 = 0.2 and allowing differences in
shape noise between different observations to be absorbed into ni. The covariance between
observables P¯ ijκ and P¯
kl
κ is CAB = P¯
ik
κ P¯
jl
κ + P¯
il
κ P¯
jk
κ , where i and j map to A, and k and l map
to B.
The inverse of the Fisher matrix is an estimate of the parameter covariance near the
maximum of the likelihood. The measurement error on parameter α marginalized over all
other parameters is
σ(pα) = [F
−1]αα. (2.5)
The second term in Eq. (2.4) incorporates Gaussian priors on model parameters. We assume
modest priors on several cosmological parameters individually, so that FPαβ = δαβ/σ
2
α, where
σα is the assumed prior uncertainty on parameter α. Unless otherwise stated, when we refer
to the uncertainty in a parameter or subset of parameters, we are referring to the uncertainty
in the parameters under discussion after marginalizing over the remaining parameters of the
model. This formalism also provides an approximation for biases in cosmological parameter
estimators due to unknown, untreated, systematic offsets in observables. Let ∆OA be the
difference between the true observable and the prediction for that observable absent the
systematic. The induced bias in the estimator of parameter α due to the neglect of the
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systematic offset is
δpα =
∑
β
[F−1]αβ
∑
`
(2`+ 1)fsky
∑
A,B
∆OA[C−1]AB∂OB
∂pβ
. (2.6)
We model the matter power spectrum using the phenomenological halo model [117;
157; 164] (for a review see Ref. [33]). We use the particular implementation of Ref. [197].
This model utilizes standard fitting formulae for halo abundance and halo bias [169]. It
is known that existing fitting formulae are not yet sufficiently precise to treat forthcoming
data sets [114; 184], but it is likely that this can be overcome. Our approach is premised
on the idea that dissipationless simulation programs will be carried out to calibrate these
quantities to the necessary precision (or some equivalent strategy that utilized the simulation
data directly), and that baryonic processes are the only processes that are not treated with
sufficient precision. The non-standard modification to the halo model that we consider
concerns the distribution of matter within dark matter halos. Typically, it is assumed that
on average the mass density within a halo is described by the standard Navarro, Frenk, &
White (NFW) density profile [133], ρ ∝ (cr/R200m)−1(1 + cr/R200m)−2, where R200m is the
halo virial radius which we define to contain a mean density of 200 times the mean density
of the universe, the normalization is set by the fact that the mass profile must integrate to
contain the total virial mass m within R200m, and c is the halo concentration which sets the
radius of the transition between the two power laws as rs ∼ R200m/c.
The standard practice is to set the average concentration of a halo of mass m according
to a phenomenological law derived from dissipationless N -body simulations, such as
c(m, z) = c0[m/m?,0]
−α(1 + z)−β , (2.7)
where c0 ≈ 10, α ≈ 0.1, β ≈ 1 [21; 120; 134], and m?,0 is the mass of a typical object
collapsing at z = 0. We neglect the spread in halo concentrations at fixed mass because
this is gives rise to a negligible effect on the scales we consider, and on smaller scales this
dispersion is degenerate with an overall shift in the concentration-mass relation [32; 45].
The shortcoming of Eq. (2.7) is that it describes halos in dissipationless N -body simulations
that neglect the physics of baryons. Fortunately, Ref. [197] demonstrated that adopting a
modified concentration-mass law within the halo model suffices to model the convergence
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power spectra predicted by the baryonic simulations of Ref. [155] to a level where biases
in inferred dark energy parameters are less than 10% of their statistical uncertainties for
forthcoming surveys. We use this as a starting point for our preliminary estimate of the
influence of baryonic processes on tests of the consistency of general relativity through weak
gravitational lensing.
2.2.2 Parameterized Tests of the Consistency of General Relativity
As we mentioned in the introductory section, the ideal scenario would be to test parame-
terized families of theories for modified gravity that make specific and unique predictions;
however, this is difficult at present. Few if any viable alternatives to general relativity that
contain a contemporary epoch of accelerated expansion have been identified. Moreover,
weak lensing requires some treatment of the evolution of density perturbations beyond the
linear order of perturbation theory, and the nonlinear evolution of perturbations in models
of modified gravity are not completely specified, nor have they been studied thoroughly. We
consider two different parameterizations that have been proposed to test for the consistency
of general relativity within forthcoming data. These do not represent complete, entirely self-
consistent descriptions of any particular phenomenological alternative general relativity. We
consider them as a pragmatic step toward testing the null hypothesis of gravity described by
general relativity in the case of modest departures from the standard gravity. In both cases,
we explore deviations to the linear growth of perturbations but assume that the relation
between linear and nonlinear perturbations is unchanged. In practice, this means that we
assume that halos of dark matter form with the abundances and other gross properties that
they otherwise would have in a standard-gravity treatment and continue to employ the halo
model to predict convergence spectra [Eq. (2.1)] on nonlinear scales (` & 300). Modified
gravity models require some environmental dependence to the gravitational force law so that
gravity may deviate from general relativity on large scales (low density) yet satisfy local con-
straints on deviations from general relativity (in the high density environment of our galaxy)
[52; 74; 97; 98; 131; 132; 140]. We do not consider any such modifications because there is
no comprehensive treatment of the nonlinear evolution of perturbations in such theories and
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no phenomenological model akin to the halo model in the case of general relativity, though
preliminary work in this direction has begun [140].
Our first test is to split the dark energy equation of state parameter into two distinct
parameters. The first parameter, wg, is used in all calculations of the growth of density
perturbations while the second, wd, is used in all calculations of the relationship between
redshift and distance. The deflection of light is given by a sum of the Newtonian and
curvature potentials and in the context of general relativity with zero anisotropic stress
perturbation, these potentials are equal1. This equality means that perturbation growth and
the distance-redshift relation are both determined by the evolution of the cosmic expansion
rate H(z), so that wg and wd should be equal in general relativity and that an indication to
the contrary may be a sign of modified gravity. Of course, any observational or theoretical
systematic errors that drive the inferred values of wg 6= wd must be controlled and accounted
for in order for this program to work. An alternative way to state our present aim is that
we seek to assess the importance of the inability to predict the influence of the baryonic
component of the universe on lensing power spectra for such consistency checks and explore
a method to ensure the robustness of such a consistency check. In this first test, we consider
our parameter set for dark energy to consist of the present dark energy density in units of
the critical density ΩDE, as well as the two equation of state parameters wd and wg. We take
no priors on these parameters and set their fiducial values to ΩDE = 0.76, wd = wg = −1.
In the second case, we explore the gravitational growth index parameter γ, introduced by
Linder in Ref. [111] and explored in Refs. [79; 112]. Linder showed that a natural separation
between the expansion history of the universe and the growth of perturbations could be
achieved by taking the evolution of an overdensity δ to be given by
d ln δ
d ln a
= Ωm(a)
γ. (2.8)
Our notation is such that a = 1/(1 + z) is the cosmic scale factor, Ωm with no argument of
scale factor or redshift is the current density of non-relativistic matter in units of the critical
1We are admittedly a bit cavalier here as there are several different notational conventions in use, see
Refs. [9; 74; 75; 115; 116; 129]; however, our contribution is not to explore the detailed behavior of the metric
potentials in any specific theory (largely for lack of such options), so we forego a detailed discussion. In fact,
we have already assumed the equality of the Newtonian and curvature potentials in order to derive Eq. (2.1)
for the convergence power spectrum in terms of the power spectrum of density fluctuations and which would
otherwise be written in terms of the power spectra of the metric potentials directly.
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density, Ωm(a) = Ωma
−3H20/H(a)
2 with an explicit argument represents the evolution of the
ratio of the matter density to the critical density, and H0 ≡ H(z = 0) = 100h km/s/Mpc is
the present Hubble expansion rate. Eq. (2.8) holds for perturbations independent of scale or
cosmic expansion history (aside from the dilution of Ωm(a). In an enormous variety of dark
energy models embedded within general relativity the growth index obeys [79; 111; 112]
γ = 0.55 + 0.02[1 + w(z = 1)], for w < −1 (2.9)
= 0.55 + 0.05[1 + w(z = 1)], for w > −1,
where w(z) is the dark energy equation of state evaluated at redshift z. Deviations from
this relation therefore, may indicate non-standard gravity. This treatment is accurate to
better than a percent in specific cases such as the self-accelerating braneworld gravity model
of Ref. [47] (so-called DGP gravity, which is now ruled out as an explanation of the cosmic
acceleration, see Ref. [51], but still serves as a useful example of the utility of this param-
eterization), which yields γ ' 0.69, as well as scalar-tensor and f(R) theories of gravity
[111; 112]. In this case, we consider the expansion history to be dictated by dark energy
with abundance ΩDE and a time-dependent effective equation of state w(a) = w0+wa(1−a)
[27], while perturbation growth is dictated by γ. We take no prior constraints on these
parameters and perturb about the fiducial values ΩDE = 0.76 (as in the first case), w0 = −1,
wa = 0, and γ = 0.55.
2.2.3 Cosmological Parameters and Future Lensing Surveys
In the previous section, we described the parameters we use to describe deviations from
general relativistic gravity. To summarize, we take two test of the consistency of general
relativity. In both cases, we assume dark energy with a present density of ΩDE = 0.76 in
our fiducial model. In the first case, we split the dark energy equation of state parameter
into two pieces, one governing the growth of density inhomogeneities wg, and one governing
the distance redshift relation wd. We take as a fiducial model wg = wd = −1 and assume
no priors on either parameter. In the second case, we assume dark energy with an effective
equation of state w(a) = w0 + wa(1 − a), with fiducial values w0 = −1 and wa = 0. In this
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case we assume inhomogeneity growth parameterized by γ according to Eq. (2.8), and take
the fiducial value of γ = 0.55 as in general relativistic gravity with a cosmological constant
causing contemporary acceleration.
Beyond the parameters that describe the dark energy/modified gravity sector, we con-
sider four other cosmological parameters that influence lensing power spectra and may be
degenerate with dark energy parameters. These parameters and their fiducial values are: the
non-relativistic matter density ωm ≡ Ωmh2 = 0.13, the baryon density ωb = Ωbh2 = 0.0223,
the amplitude of primordial curvature fluctuations ∆2R = 2.1 × 10−9 (in practice we actu-
ally vary ln∆2R) at the pivot scale of kp = 0.05 Mpc
−1, and the power-law index of the
spectrum of primordial density perturbations ns = 0.96. We adopt conservative priors on
each of these additional parameters that are comparable to contemporary constraints on
each of these parameters individually [101]. To be specific, we take prior constraints of
σ(ωm) = 0.007, σ(ωb) = 10
−3, σ(ln∆2R) = 0.1, and σ(ns) = 0.04. Lastly, we allow three
parameters that describe the effective concentrations of halos to be determined internally
from the same data. These are the parameters c0 = 13, α = 0.05, and β = 1 of the power-law
halo mass-concentration relation in Eq. (2.7). The fiducial values we choose, c0 ≈ 10 and
α ≈ 0.1, differ from those found in N-body simulations of structure formation [discussion
after Eq. (2.7)]. We choose these parameters to reflect the results of the hydrodynamic
simulations of Ref. [155].
We study constraints that one would expect from three forthcoming galaxy imaging
surveys. As mentioned in § 2.2.1, we follow current convention by setting the intrinsic shape
noise of source galaxies to be 〈γ2〉 = 0.2 for all experiments and subsuming differences in
the shape noise between surveys into differences in the effective number density of galaxies
on the sky for each survey. We assume a redshift distribution of source galaxies as given in
Eq. (2.3).
The most near-term survey that we explore is the dark energy survey (DES), which may
begin operations in 2009 and have results as soon as 2011-20122. For the DES, we take fsky =
0.12 and n¯ = 15/arcmin2. We also consider an imaging survey that might be conducted
as part of a future space-based mission such as the proposed Supernova Acceleration Probe
2http://www.darkenergysurvey.org
20
(SNAP)3, which is a canonical example of a National Aeronautics and Space Administration,
Beyond Einstein, Joint Dark Energy Mission probe4, though the specifics of the mission have
yet to be decided and other competitors include the Advanced Dark Energy Physics Telescope
(ADEPT)5 and the Dark Energy Space Telescope (DESTINY)6. For a SNAP-like probe, we
take fsky = 0.025 and n¯ = 100/arcmin
2. Lastly, we consider a future ground-based imaging
survey as might be carried out by the Large Synoptic Survey Telescope (LSST)7. We adopt
fsky = 0.5 and n¯ = 50/arcmin
2 to describe the LSST survey. In all cases we consider only
the statistical limitations of the surveys. The only systematic uncertainty we consider is the
theoretical uncertainty associated with the inability to make precise predictions of the net
influence of baryons on the lensing power spectra.
2.3 RESULTS
2.3.1 Consistency Checks
We begin by illustrating the power of weak lensing surveys to test the consistency of general
relativity with forthcoming data. As we have mentioned above, the consistency checks
work by comparing simultaneous constraints on cosmological distances and structure growth
and determining whether they are consistent with a single, underlying, general relativistic
model. Before moving on to parameter constraints we briefly discuss each of these effects
individually. We will use the split dark energy parameterization model (with parameters wg
and wd) to illustrate the influence of modified distances and modified growth. Those readers
with significant experience with dark energy phenomenology and proposed consistency checks
of general relativity may like to proceed to the next section.
The influence of dark energy on the cosmic distance scale is demonstrated in Figure 1.
The left panel of this figure shows the angular diameter distance as a function of redshift in
3http://snap.lbl.gov
4http://universe.nasa.gov/program/probes/jdem
5http://universe.nasa.gov/program/probes/adept
6http://www.noao.edu/noao/staff/lauer/destiny
7http://lsst.org
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dark energy models with constant equations of state wd = −1.1, wd = −1.0, and wd = −0.9.
The more negative the equation of state parameter, the more recent the prevalence of dark
energy, and the more rapid is the current acceleration. Thus, for a fixed present Hubble
expansion rate, lower values of wd lead to larger angular diameter distances. The dependence
of the angular diameter distance on the dark energy equation of state manifests in the lensing
weight [Eq. (2.2)]; this dependence implies that the lensing weight varies with wd. The effects
of this dependence are shown in the right panel of Fig. 1 for the particular case of the weight
for the third tomographic bin containing W3(z), which contains sources with photometric
redshifts in the range 1.2 ≤ zp < 1.8. Notice that the lens weight itself (dashed line)
extends to z > 1.8. In our model, sources in this bin have true redshifts that extend beyond
z = 1.8 because of the relatively large dispersion in calibrated photometric redshifts. For
more negative wd, the W3(z) is relatively increased and weighted relatively more toward
low redshift. Heuristically, this can be understood by considering a hypothetical individual
deflector. Relative to the deflector, the angle of deflection of a light ray is fixed by the
deflector properties and the apparent change of position of the source as seen by an observer
grows with angular diameter distance. The varying distances to fixed redshift also affect the
mapping between multipole and wavenumber in the matter power spectrum at fixed redshift.
Increased distances mean smaller wavenumber at fixed redshift, and as the power spectrum
of density fluctuations is a declining function of wavenumber on scales of interest, this results
in slightly stronger lensing.
Next, we demonstrate the dependence of the cosmic growth function on dark energy.
Figure 2 shows the growth function D(z) in our fiducial cosmology (dashed line), normalized
such that D(z) → (1 + z)−1 as z → ∞. The dashed line in this figure shows the growth
function in a flat cosmological model with no dark energy and Ωm = 1. Comparing these
two growth functions shows the dramatic suppression in the growth of density perturbations
during the epochs where dark energy makes a significant contribution to the cosmic energy
budget. In addition, we show the growth functions in cosmological models with wg = −1.1
and wg = −0.9 relative to the growth function in our fiducial model. The more positive
the dark energy equation of state is, the earlier the acceleration begins and the earlier the
growth of structure is quenched by the competing cosmic expansion. Conversely, more
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negative values of the dark energy equation of state lead to more recent expansion and, as
a result, more aggregate growth of density perturbations since the epoch of recombination.
These features are all represented in Fig. 2.
The modifications to the growth of structure and cosmic distances manifest as changes
in the observable power spectra. Figure 3 shows partial derivatives of three of the power
spectra, P 22κ , P
33
κ , and P
23
κ , as a function of parameters wd, wg, and ln∆
2
R. The derivatives
with respect to the dark energy parameters are all negative. To reduce the range of the
vertical axis, we actually display −dP ijκ /d ln∆2R, so that it will also lie in the negative
vertical half plane. Notice that variations in the observable power spectra due to changes
in wg and wd have very different redshift and scale dependence. Consequently, we should
not expect these parameters to exhibit a significant degeneracy and we would expect that
shear power spectrum observations could constrain both parameters independently. Notice
also that changes in wg induce relatively larger shifts in the observable power spectra than
do shifts in wd. In the absence of additional information, this might be taken as evidence
that weak lensing constraints on wg should be more stringent than such constraints on wd.
In practice, wg is strongly degenerate with the power spectrum normalization parameter
ln∆2R. This can also be seen in Fig. 3. The dotted lines in Fig. 3 shows −dP ijκ /d ln∆2R,
and this quantity exhibits a similar redshift and scale dependence as the derivatives of the
spectra with respect to wg. Though not shown, wg is also strongly degenerate with ωb. The
net result of these degeneracies is that wd will be significantly more strongly constrained by
weak lensing power spectrum observations than wg. This discussion is closely related to the
eigenmode analysis of Ref. [201] and serves as a qualitative demonstration that both wg and
wd can be constrained by cosmic shear measurements, but the relative constraints on each
parameter are sensitive to choices for external priors in the available additional parameter
space.
Having reviewed the influence of independent changes in the cosmological distance scale
and the rate of density fluctuation growth on observable weak lensing power spectra, we
now turn to projections for the utility of general relativity consistency checks. We utilized
the split dark energy equation of state parameterization for the previous illustrations, but
we present results for both the wd-wg parameterization as well as the growth index (γ)
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parameterization. Standard projections for the power of forthcoming consistency checks
using weak lensing are summarized in Figure 4. Clearly such consistency checks can be quite
powerful when definitive predictions can be made for the convergence power spectra. In the
particular case of LSST, projected 1σ constraint on wd is roughly σ(wd) ' 0.02, while the
projected constraint on the gravitational growth index is σ(γ) ' 0.04, meaning that the
LSST weak lensing program alone could rule out DGP gravity at the ∼ 3.5σ level. In the
case of the wd-wg parameterization, it is the equality of these two parameters that serves as
a null hypothesis, so it is useful to look at the marginalized constraint on the combination
wdiff ≡ wd − wg. Transforming to this variable, we find a 1σ constraint σ(wdiff) = 0.04 for
LSST, σ(wdiff) = 0.11 for SNAP, and σ(wdiff) = 0.14 for DES.
Unfortunately, these standard projections assume perfect knowledge of nonlinear struc-
ture growth and ignore the influence of poorly-understood baryonic processes on the predic-
tions of lensing spectra. Uncertainties due to baryonic processes and the process of galaxy
formation are significant and will be the subject of the remainder of this section, begin-
ning with the following section where we demonstrate that such effects can significantly bias
estimators of dark energy parameters and diminish the utility of consistency checks if not
accounted for.
2.3.2 Biases
The poorly-constrained baryonic processes are detrimental to any consistency check of gen-
eral relativity because, if unaccounted for, they may induce biases in inferred cosmological
parameters. In particular, if the estimators of dark energy parameters that we have intro-
duced are significantly biased, it would be possible to conclude erroneously that data are
inconsistent with general relativity. The relevant quantities to examine in order to assess
the importance of baryonic effects are the biases in units of the statistical uncertainties of
those parameters. If the biases are small compared to the statistical uncertainties, it will be
unlikely to rule out the true model based on these biases, but as biases become comparable
to or larger than statistical uncertainties it becomes increasingly likely that the true model
may be ruled out based on the data.
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In practice it is difficult to estimate what biases may be realized, because the true power
spectra must be known in order to perform such a calculation (and, of course, if the true
spectra were calculable there would be no bias). Fig. 5 gives an estimate of biases that may
reasonably be realized for a variety of assumptions regarding the true convergence power
spectra. We constructed these bias estimates as follows. Following the simulation analysis of
Refs. [197], we assume that the primary influence of baryons can be accounted for in a halo
model by adopting a non-standard halo concentration relation. It has been demonstrated
that incorporating this additional freedom into the halo model enables accurate modeling
of the results of non-radiative and dissipational hydrodynamic cosmological simulations and
reduces expected biases in inferred dark energy parameters to acceptable levels [197]. The
standard result for the concentration relation from gravity-only simulations is Eq. (2.7) with
roughly c0 = 10, α = 0.1, and β = 1.0 [134]. We take this model to be our treatment
of the results of N -body simulations. The halos in the simulations of Ref. [155] exhibit a
∼ 40% enhancement in their concentrations in dissipational simulations relative to N -body
simulations, so a choice of c0 ≈ 14 is an acceptable model for these simulation results.
Unfortunately, our understanding of the evolution of baryons is poor and no simulation
campaign can produce definitive results (it is this lack of definitiveness that is the primary
problem). In particular, this boost is likely an over-estimate of any true shift due to galaxy
formation because contemporary simulations exhibit baryonic cooling and star formation
that is more efficient than allowed observationally [7; 95; 107; 142; 177]. As a consequence,
baryonic processes must be treated in a way that accommodates a wide range of predictions.
We illustrate reasonable levels of bias due to galaxy formation effects by computing the biases
induced in dark energy parameter estimators when the convergence spectra are modeled with
a fixed halo concentration-mass relation with c0 = 10, but where the “true” value of this
normalization ranges among c0 = 11, 12, 13, 14, and, 15. The lower end of this range is only a
small shift relative to the standard concentration relation and is realized even in non-radiative
hydrodynamic simulations where baryons cannot radiate their energy and form galaxies. The
upper end of this rangeis slightly larger than the Ref. [155] simulation results and is near
the maximum allowable by current lensing constraints at low redshift (z ∼ 0.2) [121]. We
note in passing that there are as yet weak observational indications of concentrations higher
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than those predicted by dissipationless simulations [24; 188].
Fig. 5 shows biases in the inferred wg and wd induced by treating convergence power
spectra that would be well described by an enhanced concentration mass relation, where
c0 can be any of c0 = 11, 12, 13, 14, or 15, with a concentration-mass relation fixed to have
c0 = 10. The objective is to provide reasonable estimates for biases that may be realized
by not treating baryonic processes appropriately. If the Ref. [155] simulation results were a
good representation of the “true” convergence power spectra, the biases would be near the
top of the range in Fig. 5, roughly corresponding to the fourth most strongly biased model
in each panel.
To see why it is useful to consider biases in dark energy parameter estimators as a function
of scale may require some elaboration. The influence of baryons is greater on smaller scales,
so a simple way to eliminate the uncertainty caused by baryons is to excise small-scale
information from parameter estimation. A simplistic way to do this is to choose a maximum
multipole `max for the analysis and to disregard spectra beyond that maximum (Ref. [81]
explores more sophisticated means to excise small-scale information, but they yield similar
results in this context [197]). In Fig. 5, we show biases as a function of `max in order to
illustrate the reduced biases realized as a function of minimum scale (maximum-multipole).
Fig. 5 illustrates several points of interest. Most previous lensing analysis have assumed
that one could utilize information to at least `max ∼ 103 effectively. Fig. 5 shows that if one
considers such small-scale information, estimators of dark energy equation of state parame-
ters wg and wd will both be significantly biased relative to their true values. Notice also that
they are generally biased in an opposing sense. This is of paramount importance for consis-
tency checks where the goal is not necessarily to constrain either parameter individually, but
to test the hypothesis that wg and wd are the same. For example, if wg and wd were always
biased in the same way due to an unaccounted for systematic then it would not be possible
to produce a reliable constraint on either parameter, but in this contrived example it would
still be possible to test for their equality without accounting for the systematic. The biases in
Fig. 5 are generally large compared to statistical uncertainties and suggest that consistency
checks of general relativity can be compromised by uncertainty in galaxy formation physics
and may lead to rejection of the hypothesis of general relativity even in models where this is
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the true theory of gravity. The point where biases become acceptable (δw  σw) varies from
one experiment to the next. One could argue that for the LSST survey these biases are not
acceptable for any `max & 300.
As a rough criterion, Fig. 5 demonstrates that reducing the biases induced by the shifts
in halo structure to acceptable levels requires taking a maximum multipole of no more than
a few hundred. Of course, this reduction in information comes at a cost. The monotonically
decreasing lines in Fig. 5 show the marginalized 1σ statistical uncertainties in wd and wg as a
function of the maximum multipole `max in units of the uncertainty when all information to
an `max = 3000 is used. Notice that these uncertainties should be read relative to the right
vertical axes in each panel. Overlaying the dependence of parameter uncertainties on this
plot serves to demonstrate the cost of excising small-scale information. For LSST, the cost
is large, a factor of ∼ 3− 4 in the uncertainties of both wd and wg, because of the exquisite
precision with which LSST could measure convergence spectra. This greatly reduces the
effectiveness of an LSST-like data set to test the consistency of general relativity. DES is
least affected by the uncertainty in galaxy formation because it surveys a comparably low
number density of galaxies and makes the least use of small-scale information of any of the
three experiments. SNAP is intermediate between the two with constraints degraded by
roughly a factor of ∼ 2.5.
Figure 6 shows the biased estimator for the gravitational growth index introduced in
Ref. [111]. Our methods for computing biases and the presentation are analogous to that of
Fig. 5. Of course, in this case the only parameter of importance is the gravitational growth
index γ. Qualitatively, Fig. 6 shows results that are similar to that of Fig. 5. In particular,
biases can be considerable compared to statistical uncertainties. Moreover, excising small-
scale information comes at great cost in the statistical uncertainties of the dark energy
parameters, with relative degradation of ∼ 2 − 4 depending upon the choice of `max and
experimental parameters.
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2.3.3 Calibration
In the previous section, we demonstrated the significance of the biases that would be induced
in tests of general relativity if baryonic processes were to be ignored. We also showed
the significant cost of excising information from the small scales where baryonic effects are
most important in terms of degraded parameter uncertainties and thus degraded tests of
the theory of gravity. What remains is to study whether such tests can still be performed
utilizing high-multipole information if baryonic effects are treated in a parameterized way and
calibrated simultaneously with the cosmological parameters. Though there is still significant
work to be done, preliminary indications are that baryonic effects can indeed be treated
by modifying the predictions of dissipationless N -body simulations [155; 155]. In fact, the
necessary modification is to treat the relation between halo mass and halo concentration as
free, and we have already utilized such modifications to estimate parameter biases in the
previous section.
The next step is to determine the degree to which treating both halo structure and
cosmology as uncertain, in order to eliminate the biases of the previous section, and fitting
both to forthcoming data will degrade our ability to test general relativity. If the degradation
is significantly less than that incurred by simply excising small-scale information, then an
appropriate strategy to adopt in the run-up to the next generation of imaging surveys would
be to spend significant effort understanding the phenomenology of structure growth in the
nonlinear regime in a variety of different effective models for the evolution of the baryonic
sector. It might then be possible to “self-calibrate” the influence of baryons, simultaneously
yielding insight into the law of gravity on large scales and the small-scale physics of galaxy
formation. Alternatively, if the degradation is comparable to the degradation incurred by
excising small-scale information, such a program would likely be futile and it would be wiser
to excise small-scale information until such time as definitive predictions for the influence of
baryonic processes on lensing power spectra can be made.
There is already reason to be optimistic that some self-calibration can be achieved.
Ref. [82] and Ref. [4] demonstrated the robustness of weak lensing to modest multiplicative
and additive errors in shear measurements. In addition, Ref. [197] have already demon-
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strated robustness of weak lensing constraints on dark energy to some uncertainty in the
power spectrum at high wavenumbers. A large part of potential to carry out self-calibration
programs within weak lensing data can be gleaned from the eigenmode analysis of Ref. [201].
The robustness of weak lensing constraints on dark energy is due in part to the fact that weak
lensing provides exquisite constraints on distance measures that are relatively insensitive to
dark energy and can be brought to bear on other systematics without degrading dark energy
constraints.
In this section, we present the results of a self-calibration exercise where we treat cos-
mological parameters as before and introduce additional parameter freedom to describe the
influence of baryons. To be specific, we treat the halo concentrations according to Eq. (2.7),
but allow the parameters c0, α, and β to be free. It is already possible to offer a guess at the
promise of such a self-calibration exercise. Fig. 3 shows the derivatives of three of our con-
vergence power spectra P 22κ , P
23
κ , and P
33
κ with respect to the parameters wd, wg, and ln∆
2
R.
Compare this to the shifts in P 33κ depicted in the upper, left panels of Fig. 5. Modifying the
concentration relation causes significant increases in power at small scales (high multipoles).
As a result, there is a stronger scale dependence associated with changes in concentration
parameters than there is associated with changes to wd, wg, γ, or ∆
2
R. This is encouraging
because it suggests that if the scale dependence can be adequately modeled, the parameters
describing baryonic processes can be extracted independently without significantly degrading
consistency checks of general relativity.
We show the results of the self-calibration exercise in Figure 7. In this panel we show
constraints in the case of self calibration of halo structure σself−cal(`max), in units of the
parameter uncertainties that would be quoted in the standard case of perfect knowledge of
halo structure, σstandard(`max) (shown in Fig. 4, Fig. 5, and Fig. 6). In particular, we show how
the parameter degradation varies with `max because it is both instructive and it illustrates
the balance between excising data and self-calibrating. Figure 7 shows results for both the
wd-wg parameterization as well as the gravitational growth index (γ) parameterization.
It may seem odd that the functions in Fig. 7 do not decrease monotonically with increas-
ing `max. These relations are not monotonic functions of `max because they represent the
ratio of the error realized in the self-calibration calculation compared to the errors computed
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in the limit of perfect knowledge of the influence of baryons. From Fig. 5 and Fig. 6, the con-
straints on all parameters are rapidly decreasing functions of `max. This is sensible; as more
information is added constraints should improve and not degrade. Likewise, in the case of
self-calibration the absolute constraints on each parameter decrease rapidly with increasing
`max. What is not monotonic is the relative degradation of these constraints as a function of
`max.
The scale dependence of the parameter degradation is not surprising. From the power
spectra in the upper, left panel of Fig. 5 and the derivatives in Fig. 3 it is evident that each of
the parameters of interest induces a scale-dependence on the observed spectra, so some scales
are more effective at constraining dark energy parameters and calibrating halo structure than
others. Though the details depend upon the experiment, and in particular the statistical
weight an experiment places on a particular multipole, there are sensible general trends
depicted in Fig. 7. In the limit of low-`, halo structure is unimportant and results in the self-
calibration calculation approach the standard results. This is least evident for LSST because
LSST has sufficient fsky to make precise power spectrum measurements even for ` ∼ 300.
We do not extend these plots to ` < 300 because at this value of ` parameter biases are
already at or near acceptable levels and so there is no need to relegate ourselves to such low
multipoles in any data analysis. With increasing multipole, the halo structure becomes ever
more important and is mildly degenerate with dark energy. Further increasing `max beyond
∼ several hundred introduces the strong scale dependence that halo structure imparts on the
convergence spectra and this breaks a degeneracy between dark energy and halo structure.
For this reason, the degradation decreases rapidly from `max ∼ 500 to `max ∼ 2000.
The most important aspect of Fig. 7 is that the degradations are relatively small if we
utilize all of the information to `max & 10
3. Degradations are scale dependent, but consider
the level of degradation at `max = 3000 for definiteness. After calibrating halo structure, the
wd constraint is degraded by ∼ 34% for LSST and roughly ∼ 18% for DES and SNAP. The
wg constraint is degraded by ∼ 18% for LSST and less than 10% for LSST and SNAP. The
relevant combimation wdiff = wd − wg is degraded by a maximum of ∼ 36% for LSST and
only about ∼ 13% for SNAP and DES. To appreciate the utility of self-calibration in this
instance, we should compare these numbers to the information loss associated with excising
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small scale information in Fig. 5. For LSST, excising high-` information to eliminate biases
requires taking `max ∼ 300 with a corresponding ∼ 300% increase in the constraints on wd
and wg. So long as baryonic effects can be modeled in this way, the more sensible strategy
is clearly to use all available information and calibrate the physics of galaxy formation as
encoded in effective halo concentrations. The rightmost panel of Fig. 7 shows a similar result
for the gravitational growth index γ. In particular, σγ is degraded by only ∼ 20% after self
calibration as compared to ∼ 200% as would be required by the excision of small scales (see
Fig. 6).
For completeness, we give a revised set of constraint contours in the wd-wg plane in Fig. 8.
After calibration, the contours are slightly expanded, but their orientation in this plane is
only slightly changed. By comparison, eliminating small-scale information corresponds to
a dramatic loss of constraining power both because the area of the constraint contour in
the wd-wg plane grows and because its orientation changes such that the most degenerate
combination becomes more nearly perpindicular to the line wd = wg. The overall conclusion
remains that self calibration is the appropriate strategy to adopt.
2.4 DISCUSSION
We have extended recent studies of the influence of galaxy formation on weak lensing observ-
ables (in particular, Ref. [197]) to address cross-checks of the consistency of general relativity
with weak lensing. Weak lensing is a key ingredient in such programs because weak lens-
ing observables are sensitive to both the cosmological distance scale and the evolution of
potential inhomogeneities, whereas the Type Ia supernovae distance-redshift relation and
baryonic acoustic oscillation measurements are sensitive only to geometry (though it may
be possible to exploit the lensing of superovae while performing the distance-redshift test,
see Refs. [42; 125; 195] or to combine distance measures with cluster counts). Proposed
methods to utilize weak lensing to constrain dark energy and to place limits on deviations
from general relativity on cosmological scales assume that correlations on scales as small
as a few arcminutes (` ∼ 103) can be brought to bear on the cause of cosmic acceleration.
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Such small-scale information is important to these programs. Relegating consideration to
larger scales can significantly degrade the constraining power of forthcoming experiments
(see Fig. 5 and Fig. 6) by nearly a factor of ∼ 3 decrease in the effectiveness of tests for
deviations from general relativity.
One of the anticipated challenges of using this small-scale information is that it is difficult
to predict observables on these scales because the physics that governs the evolution of the
baryonic component of the Universe is poorly understood and affects these observables in
important ways [89; 155; 191; 199]. In Fig. 5 and Fig. 6, we show that using such data to test
general relativity may introduce potentially large biases in the inferred values of cosmological
parameters that can lead to ruling out general relativity when it is in fact the true theory
of gravitation. In these figures, we give a range of estimates of potential biases that may
be realized. These results are motivated by the specific results of the simulations of [155].
The biases can be many times the statistical uncertainties in these parameters, which is
clearly a serious problem. We reiterate here that we give a range of biases that may be
realized precisely because it is difficult to predict the precise influences of baryons. We have
used simulation results as guidance and explored a range of concentration relations that are
consistent with current observations (e.g., Ref. [121]). We have not included information
from additional observables that can be brought to bear on this problem. For example,
supernova Ia and baryon acoustic oscillation data can constrain the cosmic distance-redshift
relation and be combined with lensing to produce stronger consistency checks. However,
these additional constraints on cosmological distances would only make the discord between
structure growth and distance measures more egregious and drive larger biases, making the
problem more severe.
Faced with a large systematic error, a common practice is to degrade the experiment in
some way so as to derive robust results from the data and reduce sensitivity to the systematic
error. Baryonic influences are scale dependent, so one way to degrade the experiment and
eliminate these biases is to disregard small-scale information by restricting the analysis to
`max ∼ a few × 102. However, in Fig. 5 we have shown that this comes at the cost of nearly
a factor of ∼ 3 decrease in the effectiveness of tests for deviations from general relativity
(more sophisticated analyses, such as those in Ref. [81], yield similar results).
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As an alternative to excising small scale information, simulations suggest that we can
understand the form of the baryonic influence and correct for it using a parameterized model.
To the degree that this form is not exactly degenerate with parameterizations of dark energy
or deviations from general relativity, this enables the utilization of some of the information
on small scales. We addressed these biases by including 3 baryonic parameters, α, β, and c0,
that model the effective concentration of dark matter halos as specified in Eq. 2.7. This choice
of parametrization is motivated by Refs. [155; 197], wherein the authors demonstrated that
modifying halo concentrations allows one to model account for the net influences of baryonic
processes on scales relevant to weak lensing parameter estimation. In particular, models in
which the N -body results are corrected by a modified halo concentration relation track the
convergence spectra from galaxy formation simulations out to ` ∼ 5000 accurately enough to
reduce the biases in inferred dark energy parameters to levels below the statistical uncertainty
of forthcoming experiments. Within this framework, we studied the ability of forthcoming
imaging surveys to self-calibrate the values of the baryonic parameters and simultaneously
use this information to check the consistency of general relativity.
In Fig. 7 we have illustrated the effectiveness of our method by using the Fisher Matrix
formalism to estimate the constraints on γ and wg − wd that will be obtained from future
photometric surveys. From this figure, it is evident that the constraints on the consistency of
general relativity degrade by just∼ 30% relative to the limit of perfect knowledge of nonlinear
evolution of the gravitational potential. In Fig. 8 the constraints on the consistency of general
relativity obtained through our methods are much tighter than those from analyses excising
small scale information. In light of our findings, we conclude that self-calibration of some of
the specific influences of baryonic physics may be an appealing alternative to disregarding
the information contained on scales smaller than ` ∼ 300.
Our outlook for self-calibration of uncertain baryonic physics is quite positive; however,
there are several important caveats to our study and a number of additional studies that
must be undertaken in order to bring such a program to fruition. First, this correction for
the physics of galaxy formation has only been applied to the simulations of Ref. [155]. As the
physics of baryons is highly uncertain, a more comprehensive exploration of viable alternative
models is needed in order to validate such a correction term. In fact, it is not reasonable to
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suppose that the influences of baryons should be strictly confined to the internal structures
of halos (see Ref. [175] for changes in the halo mass function) and other effects may prove
important. Nevertheless, our study indicates that such an exploration is a fruitful pursuit.
Second, any such tests have important limitations. The self-calibration program that we
have explored should guard against the possibility of ruling out general relativity when it is
the correct theory of gravity. In our particular study, we have not explored complete, self-
consistent phenomenologies for modified gravity. Rather, we have only explored proposals
that are already in the literature in which additional parameters are introduced which have
known, fixed values in general relativity and explored the ability of forthcoming surveys to
constrain these parameters. In the event of a detection of a deviation from general relativity
such tests provide limited information about the character of the correct, alternative theory.
In large part, this is due to the fact that modified gravity models must have some scale
dependence so that they can simultaneously drive accelerated cosmic expansion yet satisfy
small-scale bounds on the theory of gravity [52; 74; 97; 98; 131; 132; 140]. If a modified
gravity theory, including nonlinear evolution, were fully specified and explored and if galaxy
formation processes were more completely understood, it would be possible to draw more
specific conclusions from forthcoming imaging survey data.
Lastly, we note that we operate under the assumption that dissipationless N -body simu-
lations will effectively calibrate the properties of the lensing field absent baryonic effects. In
our halo model approach, this is tantamount to a calibration of dark matter halo abundance
and halo clustering that is so accurate as to introduce negligible uncertainties. This is a com-
mon premise to all such studies of dark energy constraints as it is known that the density
field is not yet calibrated with sufficient accuracy to analyze forthcoming data [80; 154; 184].
Our outlook is that it is plausible that a brute force simulation campaign can achieve suffi-
cient accuracy in this regard, though it is certainly possible that reaching this goal may be
complicated by several factors that have not yet been thoroughly studied. For example, the
phenomenologies we explore here are relatively simple, as they treat modified gravity only as
a modification to the growth function. Ultimately, it will be of interest to study more spe-
cific and more complete phenomenological models of modified gravity that may lead to large
corrections to the density field on scales of several Mpc. Additionally, even in the absence of
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corrections necessitated by modified gravity it is possible that a program of N -body simula-
tions coupled with a calibration of baryonic effects may encounter unforeseen obstacles. In
either case, the assumption that an adequate suite of N -body simulations will address the
density field (in our parameterization halo bias and halo abundance) with sufficient precision
so as to render errors in the predicted density field negligible in the dissipationless case may
not be valid. In such cases, it would be necessary to allow for adequate model freedom to
account for this uncertainty. In the language of this chapter, this might amount to internal
calibration of halo abundance and halo bias (presumably with significant prior information)
as well. Such additional freedom would lead to further degradation in dark energy and/or
modified gravity parameters. We have chosen to limit the scope of our work along these lines
and not studied this more complicated case.
2.5 SUMMARY
We have explored the ability of forthcoming weak lensing surveys to perform a consistency
check on general relativity as the correct theory of gravity in light of recent uncertainties
in predicting lensing observables on scales smaller than ∼ 10 arcmin due to the poorly-
understood evolution of the baryonic component of the Universe. After a pedagogical demon-
stration of the utility of such consistency checks in § 2.3.1, we present the following results.
1. Conducting a study of the consistency of general relativity by analyzing weak lensing
observables from a forthcoming imaging survey (such as DES, JDEM/SNAP, or LSST)
out to scales as small as ` ∼ 103 could potentially lead to inferred cosmological parameters
that are biased by many times the statistical uncertainty of such surveys if baryonic effects
on the nonlinear evolution of the gravitational potential are ignored. The problem is
severe in that they could lead to rejection of the null hypothesis of general relativistic
gravity, even when it is the true theory. Specific results depend upon the assumed survey
properties and the importance of baryonic processes.
2. Disregarding small-scale information beyond ` ∼ a few × 102 significantly reduces these
biases because of the strong scale-dependence of the influence of baryonic physics on
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weak lensing observables. However, excising this information degrades the constraining
power of forthcoming imaging surveys by a factor of ∼ 3.
3. As an alternative to excising small-scale information, we explore a program of self-
calibrating a phenomenological model of baryonic processes that is motivated by recent
numerical simulations. With such a model small-scale information out to ` ∼ 103 can be
exploited, and biases can be reduced to levels below those of the statistical uncertainty
of forthcoming experiments. As shown in Fig. 7 and Fig. 8, this method provides sub-
stantially tighter constraints on the consistency of general relativity than analyses that
disregard small-scale information.
4. The program to calibrate the baryonic correction internally allows small-scale information
to be used to constrain gravity and guards against ruling out general relativity when it
is the true theory. In the case of internal calibration, the limits provided by general
relativity consistency checks are degraded by only ∼ 30% relative to the limits that
would be achieved if nonlinear structure formation were perfectly understood. Moreover,
interesting limits on galaxy formation models are produced as a “byproduct.”
These results should be carefully considered in preparation for the weak lensing surveys
that will be conducted in the next decade. At the very least, it should be clear that issues
regarding the baryonic influences on lensing observables will need to be dealt with, but that
uncertainty in this regime may not necessarily have dramatic consequences on the ability
of imaging surveys to illuminate the cause of cosmic acceleration. It seems likely that a
program of internal calibration of baryonic physics will allow lensing surveys to achieve
stringent limits on gravity and dark energy. In order to ensure that this is the case, a
comprehensive theoretical program will need to be undertaken to better understand viable
alternatives for the net influences of baryons on observable power spectra.
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Figure 1: The influence of the dark energy equation of state parameter on the relationship
between angular diameter distance and redshift. The left panel shows the angular diameter
distance as a function of redshift for models with wd 6= −1, in units of the angular diameter
distance in our fiducial model with wd = −1. The upper line shows DA with wd = −1.1
and the lower line shows DA with wd = −0.9. The right panel shows the net influence of
this distance change on the lensing kernel of Eq. (2.2). The dashed line in this panel should
be read against the right, vertical axis and represents the absolute weight W3(z)/H0. The
solid lines show the particular example of the weight for the third tomographic bin W3(z)
relative to its value in the wd = −1 case and should be read against the left vertical axis.
The correspondence with wd is as in the left panel.
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Figure 2: The influence of the dark energy equation of state parameter on the linear growth
of structure over an observationally-relevant range of redshifts for forthcoming imaging sur-
veys. We plot the linear growth function for dark energy with wg = −1.1 (upper line) and
wg = −0.9 (lower line) as relative to the growth function in a cosmological constant model
with wg = −1.0. These relative shifts should be read against the left, vertical axis. In anal-
ogy with Fig. 1, we plot the absolute growth function for the standard case of wg = −1 as
the dashed line, which should be read against the right, vertical axis. The dotted line shows
the growth function in a flat cosmological model with Ωm = 1 and ΩDE = 0 (and should
again be read against the right, vertical axis). Comparing this growth rate to the growth
rate in the fiducial model with ΩDE = 0.76 illustrates the suppression of growth caused by
the contemporary epoch of accelerated expansion.
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Figure 3: Partial derivatives of tomographic weak lensing power spectra with respect to
cosmological parameters. We show derivatives of each of the power spectra P ijκ (`), with
ij = 22, 23, 33 with respect to the three parameters wd, wg, and ln∆
2
R. The solid lines show
derivatives with respect to wd. From bottom to top at left, the solid lines are ∂ lnP
ij
κ /∂wd
with ij = 33, 23, 22. The dashed lines represent derivative with respect to wg. From bottom
to top at left, the dashed lines show ∂ lnP ijκ /∂wg with ij = 22, 23, 33. The dotted lines
are derivatives with respect to the power spectrum normalization parameter ln∆2R. From
bottom to top at left, the dotted lines show −∂ lnP ijκ /∂ ln∆2R with ij = 22, 23, 33. The
additional negative sign for the derivatives with respect to ln∆2R is designed to reduce the
dynamic range on the vertical axis.
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Figure 4: The capability of forthcoming surveys to perform consistency checks of general
relativity. The left panel shows projected 1σ constraint contours in the wd-wg plane for
the LSST (innermost contour), DES (outermost contour), and SNAP weak lensing (middle
contour) experiments. The diagonal line in this panel delineates wg = wd. The constraints on
the parameter wdiff ≡ wd−wg from each experiment are given in the lower, right portion of the
panel. The right panel shows constraints in the gravitational growth index parameterization
in the w0-γ plane. The three contours represent the LSST, DES, and SNAP weak lensing
experiments as in the left panel.
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Figure 5: The upper, left panel shows the the effect of modified halo structure on convergence
power spectra. Each of the lines that increases with multipole represents the relative change
in a convergence power spectrum of sources in our third tomographic bin (1.2 ≤ zp < 1.8)
P 33κ (`), in models with modified halo structure relative to that of the standard case. We
represent the standard case using a halo model where halo concentrations are given by
Eq. (2.7) with c0 = 10, α = 0.1, and β = 1.0. We represent models with modified halo
structure by taking c0 = 11, 12, 13, 14, and, 15 from bottom to top. The shaded bands show
the statistical errors on P 33κ (`) expected from forthcoming SNAP, DES, and LSST surveys
from top to bottom at left. The other three panels show the biases in estimators wd (solid)
and wg (dashed), in units of the statistical uncertainties in these parameters, as a function
of the maximum multipole used in parameter estimation. These should be read against the
left vertical axes. Each panel shows forecasts for a specific survey. The most biased cases
correspond to c0 = 15. The decreasing functions of `max in each panel show the statistical
uncertainty in wd and wg as a function of `max relative to the error if all information to
`max = 3000 were used. These lines should be read against the right vertical axes.
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Figure 6: Estimates of biases in the estimator of the γ parameter of the gravitational
growth index formalism proposed in Ref. [111]. The treatment of baryonic modifications to
the convergence power spectrum is as in Fig. 5 and the upper, left panel is identical to the
upper, left panel of Fig. 5. We repeat it here for convenience. The remaining panels show
biases projected for the LSST, SNAP, and DES weak lensing surveys as indicated. Value of
the biases should be read relative to the left vertical axes. The biases are given in units of
the projected statistical uncertainty in γ and the most (least) biased case corresponds to a
model with c0 = 15 (c0 = 11). The intermediate lines correspond to the intermediate values
of c0 with bias increasing with c0. The monotonically decreasing lines in each panel represent
the 1σ statistical uncertainties in γ as a function of maximum multipole `max. These are
shown in units of the uncertainties in gamma achieved by considering all information to
`max = 3000 in order to illustrate the relative degradation in constraints caused by excising
small-scale information.
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Figure 7: Results of self-calibrating halo structure simultaneously with tests for modified
gravity on large scales. As with Fig. 5, we present results as a function of the maximum
multipole considered in the parameter extraction analysis `max. The vertical axis is the error
on the stated model parameter in the self-calibration case in units of σstandardX : the error
on parameter X calculated by standard parameter forecasts that appear in the literature,
where halo structure is assumed to be known perfectly. Each panel contains three lines for
each set of experimental parameters we explore. The solid lines correspond to an LSST-like
experiment, the dashed lines correspond to a SNAP-like experiment, and the dotted lines
correspond to a DES-like experiment. Each panel focuses on a different parameter. The
upper, left panel shows wd, the upper, right panel shows wg, the bottom, left panel shows
the difference wdiff = wd − wg, and the bottom, right panel shows the gravitational growth
index γ. Note that wd and wg are the parameters of our “dark energy split” model and
are constrained simultaneously, and that the relevant constraint for tests of gravity is the
constraint on wdiff . The γ parameter is from an entirely distinct parameterization in which
dark energy is independently marginalized over.
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Figure 8: Constraint contours in the wd-wg plane after accounting for and marginalizing over
the uncertainty in halo structure. The filled, grey contours correspond to the 1σ contours in
this plane from the LSST-like (innermost contour), SNAP-like (middle contour), and DES-
like (outermost blue contour) experiments we consider. The thick, solid lines overlaying the
contours represent the confidence contours in the limit of perfect knowledge of nonlinear
structure formation as shown in the left panel of Fig. 4. The cross shows the fiducial model
and the diagonal line running from the lower left to the upper right delineates wd=wg. As an
explicit demonstration of the effect of excising small-scale information to eliminate potential
bias, the outermost, blue contour shows the 1σ marginalized constraint in the wd-wg plane
from LSST if no information from multipoles greater than `max = 300 are utilized.
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3.0 THE IMPACT OF PHOTOMETRIC REDSHIFT ERRORS ON WEAK
LENSING STUDIES OF DARK ENERGY
3.1 INTRODUCTION
As seen in the last chapter, weak gravitational lensing of galaxies by large-scale structure is
developing into a powerful cosmological probe [e.g., 11; 46; 56; 71; 86; 87; 99; 143; 165; 187].
Forthcoming imaging surveys such as the Dark Energy Survey (DES), the Large Synoptic
Survey Telescope (LSST), the European Space Agency’s Euclid, and the Joint Dark Energy
Mission (JDEM) expect to exploit measurements of weak gravitational lensing of distant
source galaxies as one of the most effective means to constrain the properties of the dark
energy [e.g., 4; 43; 65; 70; 72; 76; 78; 84; 130; 148; 149; 173; 179; 180; 197; 198; 204]. The
most stringent dark energy constraints can be achieved when source galaxies can be binned
according to their redshifts, yielding a tomographic view of the lensing signal. Among the
contributions to the dark energy error budget will be the error induced by the need to use
approximate redshifts determined from photometric data [2; 8; 17; 19; 30; 38; 39; 41; 54; 83;
109; 135; 139; 161] because it is not possible to obtain spectroscopic redshifts for the large
numbers of source galaxies needed to trace cosmic shear. Photometric redshifts are and will
be calibrated by smaller samples of galaxies with spectroscopic redshifts. In this chapter,
we study the influence of poorly-calibrated photometric redshifts for small subsets of the
galaxies within imaging samples on dark energy constraints.
The influence of uncertain photometric redshifts (photo-z hereafter) on the dark energy
program has been studied by a number of authors [13; 82; 100; 108; 118; 119; 178; 196; 203].
Studies of the requirements for photo-z accuracy have assumed relatively simple forms for the
relationship between the inferred photo-z of a galaxy and its spectroscopic redshift, in par-
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ticular that this is a Gaussian distribution with a redshift-dependent bias and scatter. The
underlying assumption is that this distribution can be calibrated with an appropriate spec-
troscopic sample over the range of redshifts of interest. These studies indicate that roughly
Nspec ∼ 105 spectroscopic redshifts are needed to render photo-z uncertainty a small contrib-
utor to the dark energy error budget, but any particular number depends upon the many
details of each study. Broadening the description of the photo-z distribution to a multi-
component Gaussian leads to slightly more demanding requirements on the spectroscopic
calibration sample [118]. However, complexity or multi-modality of the photo-z distribution
will not induce large systematic errors on dark energy parameters, provided that this com-
plexity is known and that we have some ability to calibrate complex photo-z features using
spectroscopic galaxy samples (a non-trivial assumption). That is not to say that dark energy
constraints are insensitive to such complexity. Broad or multi-modal photo-z distributions
will provide an effective limit to the redshift resolution of tomographic weak lensing and
will degrade dark energy constraints. If this complexity can be diagnosed in spectroscopic
samples, it may be treated by generalizing the modeling in Ma et al. [119] and Ma and
Bernstein [118]. In approximate accordance with the prevailing nomenclature, we refer to
the galaxies for which spectroscopic calibration of the photo-z distribution will be possible
as the core photo-z distribution. Ma and Bernstein [118] studied multi-modal core photo-z
distributions in some detail.
These studies assume that the spectroscopic samples that will be obtained will suffice to
calibrate the photo-z’s of all galaxies utilized in the weak lensing analysis. However, spec-
troscopic calibration samples may well be deficient in spectra of some subset of galaxies that
otherwise may not be easily identified and removed from the imaging sample [for example,
see 135, for a discussion]. Consequently, some fraction of galaxies in forthcoming imaging
samples may not have photo-z’s that are well calibrated spectroscopically and may have
photo-z’s that differ markedly from their true redshifts. Including such galaxies in weak
lensing analyses would lead one to infer biased estimators of dark energy parameters. These
systematic offsets in dark energy parameters may be considerable compared to statistical
errors.
We refer to such subsets of galaxies that are not well calibrated by spectroscopic samples
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and which have photo-z distributions that differ markedly from the photo-z distributions of
the core galaxy samples as catastrophic photo-z outliers. Our chief aim in this study is to
estimate the biases induced on dark energy estimators by catastrophic photo-z outliers for a
variety of possible manifestations of catastrophic outliers, and to estimate the level at which
such outliers must be controlled in order to mitigate dark energy biases.
We consider two broad classes of catastrophic outliers, differentiated by the breadth of
their photo-z distributions. We emphasize that our definition of a catastrophic outlier is
more inclusive than previous usage [compare to 13]. Outlier populations with photo-z’s that
are confined to a small range of highly-biased redshifts make up the class we refer to as
localized catastrophes. As an example, such outliers may correspond to galaxy populations
in which spectral features have been misidentified in broadband photometric observations;
the prevailing usage of the term catastrophic error closely resembles our usage of the term
localized catastrophe. The second class of outliers we consider, which we refer to as uni-
form catastrophes, have photometric redshifts that are relatively unconstrained. This class
may more naturally be associated with a level of spectroscopic incompleteness yielding a
population of imaged galaxies with little information on the reliability of their photometric
redshifts.
We describe our modeling techniques in § 3.2. We detail our results on the potential
importance of catastrophic photo-z outliers in § 3.3. This section includes a brief discussion
of mitigation strategies in which we explore the possibility of eliminating subsets of galaxies
in order to reduce biases at the cost of increased statistical errors. We discuss the implications
of our results in § 3.4 and summarize our work in § 3.5.
We include in this study an appendix that may help in comparing published results on
photometric redshift calibration requirements. All treatments of dark energy constraints
from weak lensing rely on some approximate treatment of the growth of structure in the
nonlinear regime. Several approaches are in common use [33; 117; 141; 157; 162; 164; 171]
and additional parameters have been introduced to model baryonic processes [59; 155; 197].
In the main body of this chapter, we use the fitting form provided by Smith et al. [171].
We demonstrate in the appendix that estimates of photo-z calibration requirements depend
upon the modeling of nonlinear power. Implementing the Smith et al. [171] relation for
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nonlinear power results in significantly reduced photo-z calibration requirements as compared
to previous results [e.g., 119] that employed the Peacock and Dodds [141] approximation.
3.2 METHODS
In this section we describe the methods used in our analysis. We begin in § ?? with a
discussion of our treatment of photometric redshifts, including both the core photometric
redshift distributions as well as catastrophic outliers. In § 3.2.2, we describe our weak lensing
power spectrum observables. We describe cosmological parameter forecasting in § 3.2.3 and
conclude with a description of our fiducial cosmology and representative surveys in § 3.2.4.
3.2.1 Photometric Redshift Distributions of Source Galaxies
We characterize the distribution of photometric redshifts through the probability of obtaining
a photometric redshift zph, given a galaxy with spectroscopic (or ”true”) redshift z, P (zph|z).
The distribution of true redshifts of galaxies in a photometric bin labeled with index i is
ni(z) = n(z)
∫ zhigh
i
zlow
i
dzph P (zph|z), (3.1)
where n(z) is the number density of source galaxies per unit redshift z, ni(z) is the number
density of sources per unit redshift that are assigned to the ith photo-z bin, and zlowi and
zhighi delineate the boundaries of the i
th tomographic bin.
We model the overall galaxy distribution via
n(z) ∝ z2 exp[−(z/z0)1.2], (3.2)
where z0 is determined by specifying the median redshift of the survey and the powers of
redshift are representative of the distributions of observed high-redshift galaxies [136]. The
normalization of the overall galaxy distribution is determined by the total number of galaxies
per unit solid angle,
NA =
∫
∞
0
d z n(z),
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and we designate the number of galaxies per solid angle in any photo-z bin as
NAi =
∫
∞
0
d z ni(z).
3.2.1.1 The Core Photometric Redshift Distribution For the purposes of our study,
we consider the core galaxy distribution to be comprised of galaxies with a photometric red-
shift distribution that will be well characterized through calibration with spectroscopically-
observed galaxy samples. Studies using existing spectroscopic galaxy samples to predict the
photo-z distributions of galaxies in future large-scale image surveys indicate that the core
distributions may be complicated [e.g., 38; 83; 92]. A common simplifying assumption in the
literature is that the photometric redshifts of galaxies in the core are distributed according
to a Gaussian distribution with a redshift-dependent mean and variance [e.g., 118; 119],
Pcore(z
ph|z) = 1√
2piσz
exp
[
− (z − z
ph − zbias)2
2σ2z
]
, (3.3)
where both σz(z) and z
bias(z) are functions of true redshift, z. The redshift-dependent mean
and variance endow this form with sufficient flexibility to treat a wide variety of redshift
distributions; however, this simple model does neglect complex features that may be present
in the realized photometric redshift distributions of future surveys. We adopt this model
because it is a published standard against which our results can be compared, and because
the complexity of calibrating the core sample of photometric redshifts is not the primary
aim of our work.
We compute the functions σz(z) and z
bias(z) by linear interpolation between values tab-
ulated at 31 redshift points spaced evenly between z = 0 and z = 3. This choice of binning
allows for maximal degradation in dark energy constraints absent prior information about
the photometric redshift distribution of source galaxies. We treat the bias and dispersion at
each of these redshifts as free parameters in our forecasts, so that there are 2× 31 = 62 free
parameters describing the core photometric redshift distribution. For our fiducial model, we
take σz(z) = 0.05(1 + z) and z
bias(z) = 0.
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3.2.1.2 Catastrophic Photometric Redshift Outliers Forthcoming large imaging
surveys will observe a tremendous number of galaxies. It is unlikely that accurate calibration
of every class of photometric redshift distribution will be made, at least in part due to
the limitations of obtaining reliable spectroscopic redshifts [e.g., 135] and observations of
relatively rare objects. If either the uncalibrated objects follow the redshift distributions of
the sample of calibrated photometric redshifts, or the uncalibrated objects can be identified
from imaging data and removed from the sample, they will have a relatively benign impact
on the dark energy aims of these surveys. In the former case, they present no systematic error
because they follow the redshift distribution of the majority of galaxies, and in the latter
case they can be removed from the imaging sample at a small cost in statistical uncertainty.
Conversely, if a sample of uncalibrated source galaxies that does not follow the redshift
distribution of the calibrated sources remains in the imaging data used for dark energy
constraints, this could represent a significant additional systematic error. In approximate
accordance with established nomenclature, we refer to subsets of galaxies that do not follow
calibrated photometric redshift distributions and cannot be removed from imaging data as
catastrophic photometric redshift outliers.
In practice, it is expected that catastrophic photometric redshift outliers will be present
at some level in forthcoming imaging surveys. The prevalence of multi-modal features in the
photo-z distributions of existing calibration samples is a clear illustration of the difficulty
of determining galaxy redshifts from photometric colors [38; 39; 83; 139]. When a popu-
lation of galaxies responsible for a non-trivial photometric redshift determination appears
sufficiently often in spectroscopic samples, its associated photo-z error can be calibrated, per-
haps leading to multi-modal features in the core distribution. However, there will inevitably
be populations of galaxies with photo-z degeneracies that are sufficiently rare so as to evade
spectroscopic sampling, the spectroscopic calibration of a truly representative sample will
not be complete, and the removal of galaxies with troublesome redshifts from the imaging
data will be imperfect. Each of these difficulties leads to a population of outlier galaxies,
with distributions not described by the core photometric redshift model, that contributes a
systematic error to dark energy parameter estimators.
To illustrate the distinction between catastrophic outliers and multi-modal features in the
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core, consider the photo-z distribution illustrated in Figure 9. The bulk of the galaxies in this
distribution (black diamonds) are scattered about the line z = zph. This is a population of
400 galaxies drawn from the Gaussian distribution of Eq. (3.3). There are also two ”islands”
in the distribution. The appearance of these island contributions to the photo-z distribution
is quite similar, but they are intended to represent photo-z errors of a qualitatively different
nature, as discussed below. One island has (z, zph) coordinates (0.3, 3.7) and the other has
(2.0, 0.8). The island at (z, zph) = (0.3, 3.7), consisting of black squares, is a schematic
representation of some subset of galaxies that give a known, calibrated, small probability of
yielding a highly-biased photometric redshift. This is a component of a multi-modal core
distribution and may either be calibrated with spectroscopy or removed from the sample.
The island at (z, zph) = (2.0, 0.8), consisting of the red crosses, is a schematic representation
of a catastrophic outlier population. These are a small subset of galaxies with true redshifts
near z ≈ 2, that yield strongly biased, but localized, photometric redshifts. Moreover, this
is a population that is either not identified and calibrated in spectroscopic samples, or is
incompletely removed from imaging data, so that this outlier contributes a systematic error
to the dark energy error budget. This is the type of error that is our focus in this chapter.
Finally, there is a population of galaxies that is localized near z ≈ 1 and spread uniformly
across zph. These galaxies represent another extreme of catastrophic photo-z errors in that
the redshifts may not be strongly biased, but they are poorly constrained and will contribute
systematic errors for dark energy.
One cause for localized catastrophic redshift errors (such as the red crosses in Fig. 9) is
the misidentification of a spectral feature in broadband photometric observations of galaxies
over some range of true redshift. A specific example of this occurs when the Lyman-break is
confused with the 4000A-break. The effect on the photo-z distribution of a small portion of
errors due to Lyman-4000A confusion would look something like the small island of squares
at (z, zph) = (0.3, 3.7) in Fig. 9 [13]. Confusion between the Lyman and 4000A breaks
may occur often enough in spectroscopic samples to be calibrated and thus included as a
secondary peak in the core distribution, but it is possible that there will be other small
redshift windows where tertiary islands remain uncalibrated.
Throughout this chapter we adopt a simple model for the photo-z distributions of localized
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catastrophes as Gaussians with spreads σcat centered away from the core at z
ph
cat,
Pcat(z
ph|z) = 1√
2piσcat
exp
[
−(z
ph − zphcat)2
2σ2cat
]
. (3.4)
The parameter zphcat specifies the location of the island in photometric redshift, and σcat gives
the spread of the catastrophe in zph. In the presence of a localized catastrophe the total
photometric redshift distribution is
Ptot
(
zph|z) = [1− Ξ(z)Fcat]Pcore (zph|z)
+ Ξ(z)FcatPcat
(
zph|z) . (3.5)
The catastrophic error occurs over only a specified range of true redshifts, zcat −∆zcat/2 <
z < zcat +∆zcat/2, as enforced by the function
Ξ(z) ≡ Θ
(
∆zcat
2
− |z − zcat|
)
, (3.6)
where Θ(x) is the Heaviside step function. The quantities zphcat (location of the local catastro-
phe in photometric redshift), zcat (central value of the range of true redshifts over which the
catastrophe occurs), ∆zcat (width of the range of true redshifts over which the catastrophic
error is made), and σcat (spread in z
ph of the catastrophe) are four of the five parameters
that specify the local catastrophe model. The fifth parameter, Fcat, is the fraction of galaxies
in the true redshift window set by zcat and ∆zcat for which the catastrophic error occurs.
The term Ξ(z)Fcat removes the appropriate fraction of galaxies from the core distribution
and ensures that
∫∞
0
dzph Ptot
(
zph|z) = 1. As a concrete example, the catastrophic outliers
represented by the red crosses in Fig. 9 are galaxies drawn from our model with Fcat =
0.03, zphcat = 0.8, zcat = 2.0, σcat = 0.1, and ∆zcat = 0.1. For the sake of pragmatism,
we present results for localized catastrophes in interesting limits of this five-dimensional
parameterization rather than an exhaustive exploration of these parameters.
Empirically, photometric redshift determination algorithms applied to extant calibration
samples yield photometric redshift estimates that are relatively unconstrainted on some
subsets of galaxies. For example, the photo-z distribution of galaxies in both CFHTLS
[38] and COSMOS [83] possess such a feature within the range of error rates we explore
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in this work. Unconstrained photometric redshifts represent a regime complementary to
localized catastrophes. In this case, photometric redshifts may be obtained with nearly equal
probability over a significant range of redshift. Such broad errors may occur when light from
one galaxy is contaminated by light from another source nearby in angular separation but at
a different redshift. It is natural to expect that such errors will occur most frequently near
the peak of the observed galaxy number density n(z).
Motivated by the presence of such errors, we also treat the extreme case of relatively
unconstrained photometric redshifts by using a uniform distribution for zph, over a symmetric
window in true redshift centered on zcat and spanning a width of ∆zcat. We refer to this kind
of error as a uniform catastrophe for simplicity. In the presence of a uniform catastrophe
the total photometric redshift distribution is
Ptot
(
zph|z) = [1− Ξ(z)Fcat]Pcore (zph|z)
+ Ξ(z)Fcat/(zmax − zmin), (3.7)
where zmin and zmax delineate the photometric redshift range of the survey. In analogy to
localized catastrophes, the function Ξ(z) restricts the true redshift range over which flat
catastrophes occur and Fcat specifies the fraction of galaxies in this true redshift window
whose redshifts are catastrophically in error. Therefore, three parameters specify this simple
model, namely Fcat, zcat, and ∆zcat. The uniform catastrophe represented by the red triangles
in Fig. 9 is drawn from a model with Fcat = 0.05, zcat = 1.0, and ∆zcat = 0.2.
3.2.2 Cosmic Shear Tomography
In this study, we consider constraints from weak gravitational lensing observables only. We
split source galaxies into NTOM photometric redshift bins and consider as our observables the
NTOM(NTOM+ 1)/2 distinct number-weighted auto- and cross-power spectra of convergence
among the source redshift bins. Unless otherwise stated, we bin source galaxies in equal
intervals of redshift between zph = 0 and zph = 3 and take NTOM = 5, resulting in 15 distinct
observables. For this redshift range, five-bin tomography is a useful standard because this
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binning scheme suffices to saturate dark energy constraints [119, we have verified that this
remains so within the parameters of our study as well].
The galaxy number count in each tomographic bin NAi , the cross-spectra between bins i
and j, P ijκ (`), and the number-weighed spectra P ijκ (`) are related by
P ijκ (`) = NAi NAj P ijκ (`) =
∫ ∞
0
dz
Wi(z)Wj(z)
H(z)D2A(z)
Pδ(k = `/DA, z). (3.8)
In Eq. (3.8), ` is the multipole number, H(z) is the Hubble expansion parameter, DA(z) is the
angular diameter distance to redshift z, and Pδ(k, z) is the three-dimensional matter power
spectrum. The lensing weight functions, Wi(z), weight the cosmic shear signal according to
the redshift distributions of galaxies within each tomographic bin and are defined as
Wi(z) =
3
2
ΩmH
2
0(1 + z)DA(z)
∫ ∞
z
dz′
DA(z, z
′)
DA(z′)
ni(z
′), (3.9)
where DA(z, z
′) is the angular diameter distance between redshifts z and z′.
3.2.3 Parameter Forecasting
We use the Fisher matrix formalism to study the constraining power of our weak lensing
observables on dark energy parameters as well as to quantify the systematic errors on dark
energy parameters that result from catastrophic photometric redshift errors. The Fisher ma-
trix formalism is ubiquitous in cosmological parameter forecasting [useful references related
to the present application include, 4; 13; 93; 103; 163; 181], so we simply quote relevant
results here. The particular implementation we use closely mirrors that in [197] and Hearin
and Zentner [63], to which we refer the reader for details.
The Fisher matrix is given by a sum over the observables. In the particular case of weak
lensing power spectra, the spectra at different multipoles can be treated as independent and
this sum can be written as
Fαβ =
`max∑
`min
(2`+ 1)fsky
∑
A,B
∂PA
∂pα
[C−1]AB
∂PB
∂pβ
+ FPαβ , (3.10)
where the PA are the set of observables indexed by a single label, C−1 is the inverse covariance
matrix of these observables at fixed multipole, [C−1]AB are the components of the inverse of
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the covariance matrix (we include the brackets for clarity), and pα are the theoretical model
parameters. We choose an indexing scheme in which lower-case Greek letters designate
model parameters, upper-case Latin letters designate observables, and lower-case latin letters
designate photometric redshift bins, and take the mapping between observable number and
tomographic bin number to be A = i(i − 1)/2 + j. Throughout this chapter we use `min =
2f
−1/2
sky , where fsky is the fractional sky coverage of the weak lensing survey, and `max = 3000
as a rough indication of the scale beyond which a number of weak lensing approximations
break down [32; 44; 155; 165; 185; 192].
The covariance matrix of observables at each multipole is
CAB(`) = P¯ ikκ (`)P¯ jlκ (`) + P¯ ilκ(`)P¯ jkκ (`) (3.11)
where the indices i and j map onto A and k and l map onto B. The observed number-
weighted power spectra, P¯ ijκ (`), have contributions from signal and shot noise,
P¯ ijκ (`) = P ijκ (`) +NAi δij〈γ2i 〉, (3.12)
where the quantity 〈γ2i 〉 is the intrinsic source galaxy shape noise. We conform to recent
convention and fix
√
〈γ2i 〉 = 0.2, so that all deviations from this noise level are incorporated
into an effective galaxy number density.
The Fisher matrix formalism provides an estimate of the parameter covariance near a
fiducial point in the parameter space. One chooses fiducial values for the model parame-
ters and estimates the error on parameter α from the inverse of the Fisher matrix at this
point, σ(pα) = [F
−1]αα. Within this formalism, statistically-independent prior information
about the parameters is easily incorporated by simple matrix addition. The second term
in Eq. (3.10) is the prior matrix. In our analysis, we assume independent prior constraints
on cosmological parameters, so that the prior matrix reduces to a simple diagonal matrix,
F Pαβ = δαβ/σ
2
α, where δαβ is the Kronecker-δ symbol and σα is the prior 1-σ, Gaussian con-
straint on parameter pα.
Given a systematic error that induces a specific shift in the observables, one can use the
Fisher matrix to estimate the ensuing systematic error in model parameters. Using ∆PA
to denote the difference between the fiducial observables and the observables perturbed by
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the presence of the systematic error, one will infer a set of parameters that is systematically
offset from the true parameters by
δpα =
∑
β
[F−1]αβ
∑
`
(2`+ 1)fsky
∑
A,B
∆PA[C−1]AB∂PB
∂pβ
. (3.13)
The primary results of our work are estimates of the systematic errors in dark energy pa-
rameters induced by catastrophic photometric redshift outliers. In related literature, the δpα
are often referred to as biases; however, we refer to them as systematic errors in order to
avoid potential confusion with the biases in photometric redshifts.
3.2.4 Cosmological Model and Survey Characteristics
We assume a cosmological model specified by seven parameters. Three of these parameters
describe the dark energy. These three parameters are the present energy density in units of
the critical density, ΩDE = 0.76, and two parameters, w0 = −1 and wa = 0, that describe a
linearly-evolving dark energy equation of state, w(a) = w0+ (1− a)wa. The values specified
for these parameters are those in our fiducial cosmological model. In models with a time-
varying dark energy equation of state it is interesting to present results for the constraint
on w(a) at the scale factor at which it is most well constrained. The scale factor at which
w(a) can be best constrained is the pivot scale factor ap, and is related to the Fisher matrix
components as
ap = 1 +
[F−1]w0wa
[F−1]wawa
. (3.14)
The pivot equation of state parameter is
wp ≡ w(ap) = w0 + (1− ap)wa (3.15)
and the error on wp is
σ2(wp) = [F
−1]w0w0 −
([F−1]w0wa)
2
[F−1]wawa
. (3.16)
The dark energy task force quantifies the constraining power of forthcoming surveys accord-
ing to a figure of merit that reflects the areas of the confidence ellipses in the w0-wa plane.
In particular, the task force quotes values for the combination F ≡ [σ(wa)× σ(wp)]−1 [4].
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The other cosmological parameters we consider and the fiducial values they assume in
our modeling are: the non-relativistic matter density ωm ≡ Ωmh2 = 0.13; the baryon density
ωb = Ωbh
2 = 0.0223; the amplitude of the primordial curvature fluctuations ∆2R = 2.1 ×
10−9 (though in practice we vary ln∆2R when computing derivatives of this parameter)
evaluated at the pivot scale kp = 0.05 Mpc
−1; and the power-law index of the spectrum
of primordial density fluctuations ns = 0.96. We adopt relatively conservative priors of
σ(ωm) = 0.007, σ(ωb) = 10
−3, σ(ln∆2R) = 0.1, and σ(ns) = 0.04, each of which is comparable
to contemporary, marginalized constraints on these parameters [101].
In principle, it is relatively straightforward to scale parameter forecasts from one exper-
iment to another [e.g., 13; 119]; however, in the interest of simplicity, we present explicit
results for three specific experimental configurations that span the range of observations
expected of forthcoming instruments.
The Dark Energy Survey is the most near-term survey that we consider 1. We model a
DES-like survey by assuming a fractional sky coverage of fsky = 0.12 and a surface density
of imaged galaxies of NA = 15/arcmin2. Second, we consider a narrow, deep imaging survey
similar to a Supernova Acceleration Probe-like implementation of a JDEM2,3. We refer to
this second type of survey as DEEP and model it with fsky = 0.05 and N
A = 100/arcmin2.
Lastly, motivated by a future ground-based imaging survey such as may be carried out by
the LSST4 [3], or a space-based mission such as the European Space Agency’s Euclid5 [150],
we consider a survey with very wide sky coverage taking fsky = 0.5 and N
A = 30/arcmin2.
We refer to this class of survey as WIDE. We assume that the median galaxy redshift in the
WIDE and DEEP surveys is zmed = 1.0 and that the median galaxy redshift in the DES-like
survey is zmed = 0.7. In all cases, we follow recent convention by taking the shape noise to
be
√
〈γ2〉 = 0.2, subsuming additional noise contributions into an effective galaxy number
density. Table 1 summarizes our assumed survey properties.
1http://www.darkenergysurvey.org
2http://universe.nasa.gov/program/probes/jdem
3http://snap.lbl.gov/
4http://www.lsst.org
5http://sci.esa.int/euclid
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3.3 RESULTS: SYSTEMATIC ERRORS ON THE DARK ENERGY
EQUATION OF STATE
In this section, we present the results of our study of catastrophic photometric redshift out-
liers. We begin with the baseline constraints on the dark energy equation of state parameters
in the limit of perfect knowledge of the source galaxy photometric redshift distribution in
§ 3.3.1. We continue in a sequence of increasing complexity. We quantify the influence of
catastrophic photometric redshift errors in the limit of perfect knowledge of the core pho-
tometric redshift distribution in § 3.3.2. We present results on the influence of catastrophic
photometric redshift errors in the more realistic case of imperfect knowledge of the core dis-
tribution in § 3.3.3. We explore the prospect of excising galaxies based on their photometric
redshifts as a simple, first-line defense against systematic errors induced by catastrophic
photometric redshift errors in § 3.3.4.
3.3.1 Baseline Constraints
We begin our results section by stating our forecasts for dark energy constraints in the limit
of perfect knowledge of the photometric redshift distribution. With little uncertainty in
photometric redshift distributions, the statistical limits of forthcoming survey instruments
would allow for constraints on the dark energy equation of state at the level of a few percent,
as summarized in Table 1. We emphasize here that the limit of perfect knowledge of the
photo-z distributions is not the assumption that photometric redshifts are precisely equal to
the true redshifts of the source galaxies. Rather, the assumption is that there are no catas-
trophic errors, and that the photometric redshift distribution is described by the Gaussian
in § 3.2.1.1 such that all 62 parameters used to specify the Gaussian distribution are known
precisely.
3.3.2 Systematic Errors in The Limit of Perfect Core Knowledge
In this section, we present results for systematic photometric redshift errors in the limit of
perfect knowledge of the core distribution of photometric redshifts. This amounts to the
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assumption of prior knowledge of the 31 dispersion [σz(z)] and 31 bias [zbias(z)] parameters
defined in § 3.2.1.1 to a level of . 10−3, which could be achieved with a representative
sample of & 4 × 105 spectroscopic redshifts distributed in redshift in a manner similar
to those in the imaging survey [see 118; 119, and the discussion in the appendix of this
dissertation]. This is a simple case to begin with as it allows exploration of the influence of
catastrophic redshift errors over a range of the catastrophic photo-z parameter space without
the additional complications associated with redshift-dependent priors on the core photo-z
distribution. This is the limit explored by Bernstein and Huterer [13].
3.3.2.1 Uniform Catastrophes First, we address systematic errors induced on dark
energy parameters by a small population of uniform catastrophes. Uniform catastrophes
are cases in which some small population of galaxies with true redshifts in the range (zcat −
∆zcat/2 < z < zcat+∆zcat/2 yield photometric redshift estimates that are distributed broadly
in zph. This class of error differs from the conventional use of the term catastrophic error
and may more naturally be interpreted as a tolerance on spectroscopic incompleteness.
For simplicity, we take the central redshift of the uniform catastrophe to be zcat = zmed,
and determine systematic errors as a function of ∆zcat, the width of the range of redshifts
over which such errors occur, and Fcat, the fraction of galaxies in this range of true redshift
that correspond to this type of catastrophic error. We refer the reader to Eq. (3.6) and
Eq. (3.7) for the expressions that formally define these parameters. While we vary these
parameters independently, they are both related to the total number density of sources with
redshifts that are catastrophically in error,
NAcat = Fcat
∫ zcat+∆zcat2
zcat−
∆zcat
2
dz′ n(z′), (3.17)
where n(z) is the overall, true redshift distribution of galaxies. We should expect systematic
errors to increase with both Fcat and ∆zcat because higher values of either parameter result
in a greater total number of catastrophic errors in the outlier population.
In Figure 10 we have quantified the systematic errors induced by uniform catastrophic
errors as a function of the parameters of our simple model. The curves in Fig. 10 are
contours of constant systematic error on dark energy parameters (for example, |δ(w0)| for
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w0) expressed in units of the statistical error (σ(w0) for w0) at points in the ∆zcat-Fcat
plane. For each of the DES, Wide, and Deep surveys, the solid curves trace systematic
errors in dark energy that are three times the statistical errors, while the dashed curves trace
systematic errors that are 1/3 of the statistical error. For each of the surveys depicted in
Fig. 10, the region of catastrophic parameter space that is bracketed by the solid and dashed
curves labeled with the corresponding survey name corresponds to outliers that produce
systematic errors which are comparable to statistical errors. Systematic errors are relatively
small compared to statistical errors in the regions below the dashed curves. Each curve
plotted in Fig. 10 has been generated with a fixed value of zcat ≡ zmed; for the Wide and
Deep surveys zmed = 1, so, e.g., when ∆zcat = 2 the uniform catastrophes are made over
the true redshift range 0 < z < 2; for DES zmed = 0.7, so in Fig. 10 once ∆zcat > 1.4 the
true redshift window over which catastrophes are made only increases at the high-redshift
boundary.
For each of the contours of constant systematic error in Fig. 10, Fcat decreases with
increasing ∆zcat. This is simply because increasing the redshift range over which the catas-
trophic errors are being made (∆zcat) leads to an increased total number of catastrophic
errors, resulting in the survey’s decreased tolerance to rate at which the error can be made
(Fcat). Alternatively, the total number of catastrophic errors in an outlier population is given
by the integral in Eq. (3.17), and the contours of constant systematic error roughly trace con-
stant values of NAcat. The contours flatten considerably for errors that occur over a redshift
range ∆zcat & 0.4 because there will be comparably few imaged sources with true redshifts
near z ∼ 0 or with z & 1.5.
This treatment of a uniform zph catastrophe may appear somewhat contrived but it gives
insight into a few basic results that are important to recognize. It is clear that the utility
of forthcoming shear surveys to constrain dark energy is sensitive to a fractionally small
population of galaxies that may yield poorly-determined photo-z estimates. If the error is
only relevant to galaxies that are relatively isolated in narrow regions of true redshift, for
example with ∆zcat . 0.1, then error rates as high as Fcat ∼ 1% in this region of true
redshift are tolerable. This is simply because errors that occur with a fixed rate over a small
redshift range result in a small total number of catastrophic outliers to corrupt the weak
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lensing tomography. On the contrary, if such an error occurs for a subset of galaxies with
true redshifts in an interval of width ∆zcat & 0.1, then the error rate per galaxy must be
significantly lower than Fcat . 0.01 in order to render the systematic errors on dark energy
equation of state parameters small.
The limit of ∆zcat  0.1 is interesting to consider. This may correspond to the case of
a small fraction of galaxies that yield very poorly-constrained photometric redshifts over a
broad range of true redshifts and that otherwise cannot be identified and removed from the
imaging survey. In this case, the systematic error from catastrophic photometric redshifts
becomes a considerable portion of the dark energy error budget at a rate of only Fcat ∼ 10−3.
Reducing the systematic error due to such an outlier population to a negligible level requires
reducing the occurrence of such an outlier population to Fcat . 4× 10−4. Strictly speaking,
Fig. 10 corresponds to errors that occur when the true redshift band over which the uniform
catastrophe occurs is centered on zcat = zmed, but for the ∆zcat & 1 limit, similar results hold
for a wide range of zcat near unity, so this result is of some general relevance to photometric
redshift calibration studies.
3.3.2.2 Localized Catastrophes: Details Localized catastrophes correspond to the
case where a small fraction of galaxies near some true redshift zcat yield photometric redshifts
that are narrowly distributed about a biased value zphcat that is very different from the true
redshift zcat. Such errors could arise due to incomplete calibration by spectroscopic surveys or
from difficulty in removing troublesome galaxies from the imaged galaxy sample. A known
example of such an error occurs when photo-z algorithms confuse the 4000A break with
the Lyman break, but other isolated islands of biased zph persist in contemporary photo-z
algorithms (see, e.g. Coupon et al. 38, Ilbert et al. 83) and may be relevant to forthcoming
imaging surveys.
The class of localized photo-z catastrophes is more complex than the uniform case because
there are more relevant parameters needed to specify the manner in which a localized outlier
population is distributed in zph. Our toy model requires five parameters (see § 3.2.1.2 and
Fig. 9 for an illustration). Two are the central value of the true redshift over which this
error is operative (zcat) and the width of the true redshift range over which this error is
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operative (∆zcat). Like in the uniform case, some fraction Fcat of galaxies with true redshifts
in the interval zcat − ∆zcat/2 < z < zcat + ∆zcat/2 are catastrophically in error. The final
two parameters specify the biased distribution of photometric redshifts that these galaxies
are assigned. These are the (systematically erroneous) value of the photometric redshift zphcat,
and the dispersion in the catastrophic photometric redshift distribution σcat about z
ph
cat.
We make an effort to remain agnostic about the classes of photo-z errors that may be
realized in future imaging data. However, a complete mapping of even the simple parameter
space we have specified for catastrophic photo-z’s would require a lengthy discussion, so we
explore useful limits of the model parameters in order to distill our results into a small number
of points. We are particularly interested in the limit where the source galaxies are placed
in a narrow range of biased photo-z (σcat  0.3 or so) because the limit of large dispersion
in the catastrophic photometric redshift population is similar to the uniform catastrophe of
the previous section.
We first isolate the sinister regions in the space of zcat-z
ph
cat that lead to the most destruc-
tive systematic errors in dark energy parameters. At a set of points in the parameter space
of (zcat, z
ph
cat), we have calculated the systematic error induced in w0 and wa by distribut-
ing some fraction Fcat of the galaxies with true redshifts near zcat in photometric redshifts
centered around some zphcat that is generally very different from zcat. We sample a range of
values of true redshifts from zcat = 0.05 to zcat = 2.95, evenly spaced in redshift intervals of
δz = 0.1 and likewise for the photometric redshifts, zphcat. In the interest of simplicity, we fix
the remaining parameters of our catastrophic photo-z model to Fcat = 0.05, ∆zcat = 0.05,
and σcat = 0.01 to isolate the dependence of the parameter bias upon the location of the
catastrophe.
It is important to note explicitly that we present results here at a fixed error fraction
Fcat, and a fixed true redshift window width and ∆zcat. However, even with these parameters
fixed the absolute number of errors varies with zcat according to Eq. (3.17), which is roughly
NAcat ∼ n(zcat)∆zcatFcat for sufficiently small ∆zcat, along the lines of the analogous discussion
for the uniform catastrophe in § 3.3.2.1. The aim of this calculation is to map out the
relative importance of making errors at a fixed rate per galaxy as a function of the true and
photometric redshifts of the outliers.
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The results of this exercise are depicted in Figure 11. In each column of Fig. 11 there
are two panels, corresponding to the systematic errors in w0 and wa, for each representative
experiment. The horizontal axes show values of zcat and the vertical axes show values of z
ph
cat.
The systematic error is represented on the grid of (zcat, z
ph
cat) by the color in each of the cells. In
discussing the results of this exercise, we find the terminology of [13] to be a useful, descriptive
shorthand. We will refer to the tomographic bin that contains the zcat value of an outlier
as the Source Bin of that catastrophic photo-z population. We call the bin containing zphcat
its Target Bin. This is because galaxies with true redshifts near zcat are erroneously placed
in the Target Bin containing the redshift zphcat. Our sampling guarantees that no localized
outlier straddles a tomographic bin boundary so there are always unique Source and Target
bins. Outlier populations that straddle a boundary dividing two tomographic bins can be
substantially more severe than those that do not because such an outlier simultaneously
contaminates multiple Target bins. We have chosen to ignore such outlier populations for
simplicity, but such outliers can be modeled by two catastrophic outlier populations, one for
each affected target bin. We will return to the issue of tomographic binning and straddling
outlier populations below.
The prominent block-like features in Fig. 11 reflect the tomographic redshift bins used
in our analysis. The tomographic bins of the source and target galaxies largely determine
both the magnitude and sign of the induced systematic error in dark energy parameters.
This gives rise to features that reflect the structure of the photometric redshift binning in
the (zcat,z
ph
cat) plane. Indeed, for fixed Target and Source Bins, the specific value of the target
redshift, zphcat, within the target photometric redshift bin has little influence on the severity
of the systematic error. However, small steps in zphcat can lead to large changes in systematic
error when the boundary dividing two tomographic bins is crossed.
Varying the location in true redshift, zcat, leads to somewhat more significant changes in
dark energy systematic error. Changing zcat within fixed Source and Target Bins can result
in up to a factor of two difference in systematic errors. Two factors primarily determine the
severity of the systematic error as a function of the true redshift of the galaxies, zcat. The
primary factor stems from the fact that a fixed fractional error rate (Fcat) corresponds to a
different absolute number of errors NAcat as a function of redshift, zcat. This is reflected in
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Eq. (3.17). The number of errors NAcat will be relatively large in a region near the median
redshift of the survey, where the number of source galaxies per unit redshift, n(z), is largest.
There are relatively few galaxies at low and high redshift, so for a fixed error rate, outlier
populations with low or high true redshifts contribute a relatively small absolute number of
galaxies with highly-biased redshifts.
Secondly, an outlier population naturally results in a more severe systematic error the
more the photometric redshift is biased away from the true galaxy redshift. Consider the
region of catastrophic parameter space near (zcat, z
ph
cat) = (1.5, 2.7) in either color plot for
DES. Catastrophes in this region of parameter space correspond to outlier populations whose
Source bin is the third tomographic bin and Target bin is the fifth tomographic bin. Outliers
in this region of parameter space are assigned photo-z’s that are significantly too high.
Decreasing the value of zcat (the ”source” of the error) increases the distance between core
and outlier populations, thereby increasing the systematic error. This behavior contributes
significantly to the systematic error gradient near (zcat, z
ph
cat) = (1.5, 2.7) for DES in Fig. 11.
Each of the three representative experiments that we consider has two distinct ”hot
spots” in Fig. 11 that correspond to the most severe types of error given a fixed error rate
per galaxy, Fcat. A common feature of all these hot spots is their zcat location. Each of the
hot spots lies at a zcat slightly beyond the median survey redshift. This is sensible because
for a fixed error rate, the absolute number of catastrophic errors is greatest when they are
made at the peak in the overall galaxy distribution, that is near zcat = zmed. The most
damaging systematic errors occur when the galaxies are shifted to either very low or very
high photometric redshifts, when the target redshift, zphcat, is very different from the source
redshift, zcat, because the galaxies in error are then placed at distances significantly different
from their true redshifts. For our WIDE and DEEP surveys the largest systematic errors
tend to occur for galaxies shifted from a source redshift zcat near zmed = 1 to very low
photometric redshifts.
The pattern of the DES catastrophic photo-z ”hot spots” differs from that of the WIDE
or DEEP surveys. Outliers with large values of zphcat, that is those with a target in the fourth
or fifth tomographic bin, are relatively more severe for DES. This is driven by the (assumed)
comparably low redshift extent of imaged sources for a DES-like survey (with median redshift
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zmed = 0.7) This renders a contamination that extends to high redshift more disruptive due
to the small population of galaxies with truly high redshifts. Though less striking, it is also
evident in Fig. 11 that the DEEP survey is somewhat more sensitive than the WIDE survey
to contamination of its fourth and fifth tomographic bins. The differences here are likewise
driven by different survey depths and sky coverages. A deeper, but narrower survey (a JDEM
perhaps) is relatively more sensitive to small-scale fluctuations induced by structure at high-
redshift, so disruptions to the higher tomographic bins are more statistically significant for
DEEP than for WIDE.
Finally, we return to the issue of tomographic binning with respect to the systematic
errors in Fig. 11. We noted above that systematic errors in dark energy parameters can be-
come markedly worse when the biased photometric redshifts (zphcat) distribute galaxies across
the boundary of a photometric redshift bin. The reason is because two sets of observables,
namely the auto and cross spectra associated with the two target photometric redshift bins,
become corrupted by the catastrophic photometric redshift error. The implication is that
the level of systematic error induced by a localized catastrophic error is quite sensitive to
photometric redshift binning. This is contrary to the statistical errors, which are insensitive
to binning more finely than NTOM ≈ 5 over the range 0 < z < 3 [119].
Indeed this is the case. The general pattern shown in Fig. 11 is physically quite sensible
and is robust to binning. However, in the case of localized catastrophes, binning more finely
may reduce the absolute amplitude of systematic errors if the catastrophes do not occur near
the edge of a photometric redshift bin. This is because smaller tomographic bins result in a
smaller fraction of source galaxies that belong to a contaminated bin. This may be useful
because even in the absence of significant prior indications of a localized catastrophe, re-
analyzing the data with different photometric redshift binning schemes may reveal potential
local catastrophes. In the least, it should be a useful strategy to choose photometric redshift
bins such that suspect regions of zph, where localized catastrophes may be anticipated, are
contained in individual bins.
3.3.2.3 Localized Catastrophes: Summary A succinct distillation of the dominant
effects that determine the structure of Fig. 11 is as follows. The systematic error induced by
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a localized catastrophe will be most severe when:
1. zcat ≈ zmed, which maximizes the total number of outliers;
2. the distance between zcat and z
ph
cat is significant;
3. and when zphcat is such that the photometric redshift bins contain a fractionally large
contaminant (in practice, high and low redshift extremes).
The details governing the magnitude of systematic errors generated by different regions of
catastrophic error parameter space can be complicated. In general, these details depend on
the relative statistical weights of the affected redshift bins, as well as the characteristics of
the survey.
In isolation, Fig. 11 is useful in identifying the redshift errors that most seriously compro-
mise dark energy constraints. A shortcoming of Fig. 11 is that we have assumed catastrophic
errors that occur at a fixed rate of Fcat = 0.05 and are active only over a range ∆zcat = 0.05.
The systematic errors induced on cosmological parameters scale approximately with the to-
tal number of catastrophes, NAcat, in Eq. (3.17). In practice, scaling the systematic errors
to new values of ∆zcat can be enacted over an interesting range of the parameter space by
approximating NAcat ≈ Fcat n(zcat) ∆zcat.
Figure 12 demonstrates the validity of scaling systematic error by the total number
of errors, NAcat, for three example localized catastrophes. Together, Fig. 11 and Fig. 12
provide a blueprint for estimating the systematic error induced by a wide range of localized
catastrophes. One first reads off the systematic error level from Fig. 11 for the grid point of
interest. For definiteness, suppose this systematic error in either of w0 or wa is δ. Provided
that ∆zcat is small, one can approximate the systematic error induced by a different effective
value of ∆zcat or Fcat (call it δ
′) by scaling δ in proportion to NAcat [Eq. (3.17)],
δ′ ≈ δ × (F ′cat/0.05)× (∆z′cat/0.05) . (3.18)
3.3.3 Catastrophic Redshift Errors with Core Uncertainty
In § 3.3.2, we presented results on the influence of catastrophic, uncalibrated photometric
redshift errors on the systematic error budget for dark energy parameters w0 and wa. In
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that section, we assumed that the bulk of photometric redshifts had been well characterized
by spectroscopy. In the nomenclature of this thesis and other papers, we assumed the
limit in which the core of the photometric redshift distribution is calibrated so that its
uncertainty does not contribute to the dark energy error budget. We developed guidance
on how to optimally focus photo-z calibration efforts and identified the most severe types of
catastrophes. In this section, we drop the assumption of arbitrarily precise calibration of the
core populations of photometric redshifts. Our goal is to assess the relative importance of
calibrating the core photometric redshift distribution compared to eliminating catastrophic
errors.
We assume that the core photometric redshift distribution is specified by a Gaussian with
redshift-dependent mean and dispersion. Following Ma et al. [119], we specify the unknown
mean and dispersion at 31 points spaced evenly in redshift from z = 0 to z = 3 and allow for
uncertainty in these parameters. In the interest of simplicity, we consider a one-parameter
family for the prior knowledge about the core photometric redshifts that may be provided
by a spectroscopic calibration sample. We do this by assuming a representative population
of Nspec galaxies with spectroscopic redshifts, distributed evenly in redshift from z = 0 to
z = 3, which can be used to calibrate the core photometric redshift distribution.
We implement core calibration by introducing priors on the values of the dispersion and
bias at the ith point in redshift. These priors are
∆σiz = σ
i
z
√
1
2N ispec
(3.19)
∆zibias =
σiz√
N ispec
(3.20)
where zibias is the bias at the ith point in the tabulated core distribution, σ
i
z is the dispersion at
this redshift, and N ispec is the number of spectroscopic galaxies in each of the 31 bins of width
δz = 0.1 used to calibrate the core photo-z redshift distribution. This prior model is certainly
simplistic. For example, in our analysis we have chosen for the sake of simplicity to set all of
the N ispec equal to each other, so that our implementation assumes that calibrating spectra
are sampled equally in redshift, whereas in reality we will have much looser constraints on
sources at high redshift than those at low redshift. Moreover, both core calibration and the
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ability to identify catastrophic outliers improve with larger spectroscopic samples. However,
we consider these issues independently in the interest of completeness because the details of
how a realistic calibration program may proceed remain uncertain.
Figure 13 is a contour plot depicting the systematic errors in w0 and wa induced by the
worst-case-scenario catastrophes determined in § 3.3.2. The prior core knowledge is specified
by Nspec, which runs along the horizontal axis. The error rate, Fcat, runs along the vertical
axis. For uniform catastrophes the worst case outliers span the true redshift range of the
survey. For localized catastrophes the most sinister outliers lie at the points of maximum
systematic error in Fig. 11. The dashed (solid) curves are lines of constant systematic error
at a level of one-third (three times) the statistical error on each parameter. Clearly then,
systematic errors are dominant above the solid curves and become unimportant well below
the dashed curves. Near the region bounded between the solid and dashed curves, statistical
and systematic errors are comparable.
Several aspects of Fig. 13 are worthy of note. The contours all become very flat at large
Nspec. This is the limit in which the core photo-z distribution is calibrated sufficiently well
that it no longer contributes to the error budget of w0 and wa [e.g., 118; 119]. This corre-
sponds to the limit of perfect knowledge of the core photo-z distribution, and accordingly,
the systematic errors asymptote to those quoted in § 3.3.2 at large Nspec.
For a fixed level of systematic error, experiments generally become less tolerant of catas-
trophic outliers as Nspec increases. This behavior is reflected in the negative slope at the
low Nspec-end of the contours of constant systematic error in Fig. 13. This is an explicit
manifestation of the competition between calibration of the ”core” population of photomet-
ric redshifts and the ability to diagnose and eliminate a sub-dominant, poorly-understood
”catastrophic” outlier population. The reason for this is simply that systematic errors must
be better understood for samples with smaller statistical uncertainty. If the statistical errors
in the measurement are intrinsically large, as they would be in the limit of poorly-calibrated
photo-z’s for the majority of the imaging sample, then high-rates of catastrophic outliers
are tolerable because the systematic they contribute is not large compared to the statistical
error induced by a poorly constrained core distribution.
When the core distribution is very well calibrated, most obvious at Nspec & 10
5 for
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uniform catastrophes in DES, the contours of constant systematic error transition to slightly
positive slope. This occurs when the core distribution has been sufficiently well calibrated
that degeneracies between the photometric redshift parameters of the core distribution and
cosmological parameters are no longer significant. Calibrating beyond the level required to
break degeneracies between cosmology and the core photo-z parameters results in a slight
reduction in systematic errors on cosmological parameters. This is a specific manifestation
of the general result that improving priors can only lead to a net reduction in the systematic
errors of inferred parameters, a result discussed in considerable detail in Bernstein and
Huterer [13]. Clearly, the reduction in systematic error at very large Nspec is not significant
in the cases of interest here.
To illustrate the competition between core calibration and the removal of outliers, con-
sider some explicit examples. In the case of the uniform catastrophe, our Deep (Wide) survey
can tolerate catastrophic errors at a rate Fcat > 1% if the core calibration is worse than the
statistical equivalent of Nspec . 3× 104 (Nspec . 6× 104). For both surveys, even the worst-
case, localized catastrophes can occur at a rate of Fcat > 1% if Nspec . 10
4. Of course, the
worst-case localized systematic errors are more subtle to interpret, as we have assumed they
are only actively affecting galaxies over a range of true redshifts with width ∆zcat = 0.1;
however, the magnitude of the induced systematic errors produced by localized catastro-
phes active over different redshift ranges scales in proportion to NAcat ∼ n(zcat)∆zcatFcat, as
illustrated in Fig. 12. Detailed results are complex, but two simple conclusions are clear:
1. Limiting uniform catastrophic error rates to Fcat . 4 × 10−4 (Fcat . 2 × 10−4) for DES
and DEEP (WIDE) will render them unimportant.
2. Limiting individual localized catastrophic error rates to Fcat(∆zcat/0.1) . 10
−3 will ren-
der them unimportant for each experiment.
In practice, some amount of uncertainty in the calibration of the core distribution is
inevitable, so error rates higher by a factor of a few may be tolerable, but in detail this will
depend upon the nature of the error and the properties of the core sample of well-calibrated
photometric redshifts. Fig. 11 and Fig. 13 contain the information necessary to diagnose the
systematic error for a variety of idealized, but interesting cases.
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3.3.4 Mitigating Systematic Errors by Sacrificing Statistics
In § 3.3.2 and § 3.3.3, we estimated the systematic errors that could be induced by two
broad families of catastrophic photometric redshift error, remaining relatively agnostic about
the source of the error. We found generally that error rates must be kept to levels below
Fcat ∼ 10−3, or one of a thousand imaged galaxies with large, uncalibrated redshift errors
in order for systematic errors not to contribute to the dark energy error budget (though
specific tolerances depend upon several details). This will be a relatively challenging goal for
a photometric redshift calibration program to attain. DES, JDEM, EUCLID and LSST will
all require calibration of very faint galaxies, where precise photo-z’s are difficult to obtain.
Moreover, the types of galaxies imaged, and for which spectra may be available, varies as a
function of redshift, so some understanding of the details of galaxy evolution will be needed
in order to achieve calibration goals.
It is natural to explore simple methods to sacrifice some of the statistical power of imaging
surveys in order to mitigate larger systematic errors. One of the simplest techniques we can
employ to limit the effect of catastrophic outliers is to place cuts on the range of photometric
redshifts utilized to infer cosmological parameters (Bernstein and Huterer 13 have explored
such cuts for a particular model of photo-z outliers).6 The most damaging catastrophic
errors are those that take galaxies near the median redshift of the survey and scatter them
to significantly lower or higher redshifts, so it is sensible to explore the losses in statistical
power incurred by excising galaxies at the low- and high-redshift ends of surveys.
We demonstrate the utility of photometric redshift excision in this section by exploring
a class of simple excision algorithms. In particular, we cut out all galaxies with photometric
redshifts greater than some value, zcutmax, and smaller than some value z
cut
min. Figure 14 shows
the statistical errors on w0 and wa as a function of z
cut
max and z
cut
min for our Wide survey,
whose characteristics are similar to those expected from an LSST- or Euclid-like survey.
The relative costs depend mildly upon survey parameters.
Excising galaxies with photometric redshifts lower than zph ∼ 0.3 results in only a ∼ 7%
6[137] also study the ability to employ photometric redshift cuts to mitigate the effects of catastrophic
outliers, which became available on the Arxiv while we were submitting the paper associated with this
chapter for publication.
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increase in the statistical errors on dark energy parameters. Likewise, excising galaxies
with zph & 2.4 results in only a ∼ 10% degradation in w0 and wa constraints. Excising
both of these regions of photometric redshift leads to a reduction in constraining power of
. 20%. Fig. 14 is a valuable itemization of the statistical losses incurred by redshift cuts
and indicates that excising low- and high-redshift portions of the imaging surveys may be
an effective method to mitigate the influence of catastrophic photometric redshift errors at
little cost in statistical error.
While Fig. 14 quantifies the cost of excising regions of photometric redshift, the para-
metric complexity of catastrophic photo-z errors makes specific statements about the benefit
of such cuts more difficult. In the case of a localized catastrophe that places galaxies erro-
neously in the excised high- or low-redshift ends of the survey, the induced bias can be nearly
completely removed at the cost of the statistical degradation in Fig. 14. We have begun a
preliminary study of the benefits of redshift excision, including the case of uniform catastro-
phes. In the case of our WIDE survey, excision can considerably reduce systematic errors
induced even by the uniform catastrophe when the core is not well-calibrate (Nspec . 10
5),
but this strategy is only of marginal value in the limit of a well-calibrated core. We limit the
present discussion to the itemization in Fig. 14 and relegate further study of redshift cuts
and possible self-calibration of specific types of catastrophic error to a follow-up study.
3.4 CONCLUSIONS AND DISCUSSION
We have studied the potential systematic errors that may be induced in dark energy param-
eters inferred from forthcoming weak lensing surveys as a result of a population of source
galaxies with photometric redshifts that deviate significantly from their true redshifts. We
used a particular operational definition of catastrophic photo-z errors that is subtly distinct
from the use of this term in some of the existing literature. Throughout this work, the term
catastrophic photometric redshift error refers to cases in which photo-z estimates differ signif-
icantly from true redshifts, the nature of the error has not been identified or calibrated with
an accompanying spectroscopic data set, and the outlier population has not been removed
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reliably from the imaging data prior to the construction of shear correlation statistics. One
way to interpret our results is as requirements for spectroscopic calibration of outliers and
the completeness with which outlier galaxies must be culled from the data set in order to
render systematic errors in dark energy parameters small.
In order to provide relatively general guidelines on the fidelity with which outlier photo-
z’s must be understood, we have taken an agnostic position on the nature of what types
of catastrophic photometric redshift outliers may be realized in forthcoming imaging data.
This eliminates the need to anticipate what types of photo-z errors may occur at very small
fractional rates in order to assess their general influence on dark energy parameters. To be
sure, there are reasonable guesses that can be made regarding the nature of photometric
redshift errors and many algorithms exist that estimate redshifts from photometric data
and refine estimates based upon comparisons with large, spectroscopic data sets [e.g., 17;
19; 30; 38; 39; 54; 83; 122; 139]. However, we have not adopted any particular template
for photometric redshift outliers. Instead, we have studied two extreme limiting cases of
catastrophic photometric redshift error.
In the first class of photometric redshift error, which we dubbed the uniform catastrophe,
photometric redshifts are poorly constrained and scattered over a broad range [see, e.g.,
38; 83, for examples of such features]. Photo-z errors resembling our uniform type must be
well controlled. If such errors occur even for a relatively small fraction of galaxies near the
median redshift of a given survey, the systematic errors induced on dark energy parameter
estimators will be significant. Roughly speaking, we find that the error rate per galaxy must
be maintained at Fcat . a few×10−4. However, the uniform catastrophic error is a relatively
simple variety so that self-calibration may well be feasible. One could resign oneself to the
fact that such an error will occur and add the error rate Fcat (and perhaps other parameters
such as ∆zcat) to the set of nuisance parameters to be marginalized over. This self-calibration
could eliminate the systematic error, but will broaden statistical errors. In future work we
will explore possibility of self-calibrating particular catastrophic photo-z errors.
The second class of errors, which we refer to as localized catastrophes, takes source
galaxies with particular true redshifts and assigns them photometric redshifts with a large
bias but small scatter. Localized catastrophes have a broader range of possibilities and are
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more difficult to deal with. Fig. 11, Fig. 13, and Eq. (12) constitute a blueprint for estimating
the severity of a broad range of possible localized photometric redshift catastrophes. Quite
generally, we find that the systematic errors they induce are sensitive to the scheme used
to bin the source galaxies in photometric redshift. This suggests that an iterative scheme
of re-binning may be an effective strategy for identifying and mitigating the influence of
localized catastrophic photo-z errors.
In § 3.3.4 we studied a simple strategy to limit the systematics induced by catastrophic
photo-z outliers. First, we showed that the statistical leverage of the highest redshift (z &
2.4) and lowest redshift (z . 0.3) source galaxies on dark energy constraints is minimal.
Eliminating all such galaxies from consideration in inferring dark energy parameters results
in only a small increase in the statistical errors of dark energy equation of state constraints,
but may eliminate some of the most severe systematic errors induced by localized catastrophic
photo-z outliers. This implies that well-designed cuts on zph will likely be a powerful and
general means to mitigate systematics associated with photo-z determination at a relatively
small cost in statistical error.
The published work that is most closely related to the present work is Bernstein and
Huterer [13]. Our work is an extension and generalization of their study. Overall, we reach
the same broad conclusions where the two studies are commensurable. In particular, we
find that catastrophic errors of the localized variety must be controlled such that the rate
of errors per galaxy is Fcat . 10
−3 if they are to induce tolerable systematic errors on dark
energy parameters.
Our work differs from and complements Bernstein and Huterer [13] in several important
ways. First, we have relaxed the assumption that the true redshift distribution of the outlier
population perfectly traces that of the core population within individual Source photometric
redshift bins (see Eq. 3.4). Our treatment of photometric redshift errors is independent of
the photometric redshift binning (as such errors would be in practice), while the approach
of Bernstein and Huterer [13] is limited to cases in which photometric errors both trace the
galaxy distributions within the Source Bin and span the redshift range of the Source Bin.
While contamination of the Target redshift bin is typically the larger source of induced sys-
tematic error, our generalization illustrates that the effects of modifications to the Source
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Bin are non-negligible and in some cases these offsets contribute significantly to the system-
atic errors on dark energy parameters. Second, we have studied catastrophic errors in cases
where the core photometric redshift distribution is not perfectly calibrated. Accounting for
uncertainty in the core distribution turns out to be quite important: for a fixed catastrophe
the magnitude of the induced systematic errors can vary by several orders of magnitude
over a reasonable range of priors on the core distribution. Third, we have explored cases of
correlated shifts in photo-z errors that span multiple tomographic redshift bins (which will
occur in practice), the extreme example being the uniform error.
We conclude our discussion section by referring to interesting, tangential results given
in the appendix. In the appendix, we discuss the effect of different models of the nonlinear
evolution of cosmological density perturbations on photometric redshift calibration require-
ments. Weak lensing measurements take significant advantage of measurements on nonlinear
scales in order to constrain cosmology. Previous work has utilized the Peacock and Dodds
[141] formula [e.g. 118; 119]; however, we find that using the more recent and more accurate
fit of Smith et al. [171] significantly reduces the need for independent calibration of pho-
tometric redshifts. We have used the Smith et al. [171] formula in the main body of this
chapter. We refer the reader to the Appendices for further details.
3.5 SUMMARY
We have adopted a simple, agnostic approach to estimate the levels at which uncalibrated
photometric redshift outliers must be controlled to maximize the dark energy constraints
from the weak lensing components of forthcoming imaging surveys such as DES, LSST,
EUCLID, and JDEM. We present results for three fiducial imaging surveys: a relatively
near-term DES-like survey; a future survey with a high surface density of galaxies but a
relatively small fractional sky coverage (DEEP); and a future survey with half-sky coverage
and a lower galaxy surface density (WIDE). We considered two extreme cases of large,
uncalibrated errors. In the case of a uniform photo-z catastrophe, we considered galaxies
erroneously assigned photometric redshifts that are unrelated to their true redshifts. In the
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case of a localized photo-z catastrophe, we considered the erroneous placement of a small
fraction of galaxies in some range of true redshifts at significantly different photometric
redshifts. To be specific, we assigned galaxies in some range of true redshifts of width ∆z
centered on a true redshift zcat to photometric redshifts near z
ph
cat that differ significantly from
zcat. For each type of error and survey, we assessed the severity of the systematic errors on
dark energy parameters that would be induced by catastrophic photometric redshift errors.
Our primary results are as follows.
1. A photometric redshift error of the uniform variety that is relevant for galaxies near
the median redshift of the imaging survey, must be limited to a fraction of galaxies
Fcat . 5 × 10−4 for DES or DEEP and Fcat . 2 × 10−4 for WIDE, in order to induce
systematic errors that are small compared to the statistical errors on w0 and wa.
2. Localized catastrophic errors are most severe when they take some fraction of galaxies
with true redshifts near the median survey redshift and assign them significantly higher
or lower photo-z’s. For DES, assignments to higher photo-z’s are more severe than
assignments to lower photo-z’s while the opposite is true for WIDE and DEEP. However,
the systematic errors induced by these two extremes differ by less than a factor of two
in all cases.
3. Limiting the fraction of galaxies exhibiting localized catastrophes at all redshifts to
Fcat . 3 × 10−3 for DES or Fcat . 10−3 for WIDE or DEEP will render them unim-
portant. For localized catastrophes that occur over a range of true redshifts of width
∆zcat near the median survey redshift, the fractional error rate must be controlled such
that Fcat(∆zcat/0.1) . 1− 3× 10−3.
4. Imperfect knowledge of the photo-z distribution for the core sample of galaxies loosens
these requirements for uncalibrated catastrophic outlier control as depicted in Fig. 13.
Roughly speaking, core calibration with spectroscopic samples smaller than the statis-
tical equivalent of Nspec . 10
5 leads to significantly reduced catastrophic error control
requirements. Of course, in practice catastrophic error control and core calibration will
both improve as Nspec increases.
5. The statistical leverage of the highest redshift (z & 2.4) and lowest redshift (z . 0.3)
source galaxies on dark energy constraints is small. Eliminating all such galaxies from
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consideration in inferring dark energy parameters results in a . 20% increase in the
statistical errors on dark energy, but may eliminate the most severe systematic errors
induced by localized catastrophic photo-z outliers.
6. In the appendix, we show that dark energy parameter forecasts that include photometric
redshift uncertainty vary significantly depending upon the treatment of the nonlinearity
in the matter power spectrum. In particular, using the Smith et al. [171] fitting form (as
we do in the main text) leads to weaker photo-z calibration requirements than does the
Peacock and Dodds [141] formula upon which the results of Ma et al. [119] are based.
The Smith et al. [171] formula has been shown to be more accurate than Peacock and
Dodds [141] suggesting that degradation due to photo-z uncertainty may be less than
Ma et al. [119] forecast. Only a rigorous numerical study can determine this definitively.
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Figure 9: A toy illustration of a multi-component photometric redshift distribution. The
aim of this figure is to provide a convenient, schematic representation of the photometric
redshift distributions we explore. Black diamonds are galaxies in the primary peak of a
Gaussian core population of photometric redshifts specified by Eq. (3.3). Black squares are
galaxies in a secondary peak in a multi-modal core distribution. These photometric red-
shifts are offset from the line z = zph, but they are a known component of the photometric
redshift distribution, and if they are represented adequately in spectroscopic data they can
be calibrated out. Red crosses are galaxies that reside in a catastrophic outlier population
with significantly biased, but relatively localized, photometric redshifts. In our nomencla-
ture, this population is not represented in spectroscopic calibration samples and contributes
a systematic error to dark energy parameters. The red triangles represent galaxies that com-
prise a uniform catastrophic outlier population, where photometric redshifts are relatively
unconstrained. The labels zcat, ∆zcat, and z
ph
cat designate the parameters of our catastrophic
photometric redshift models.
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Table 1: Representative Surveys and Baseline Constraints
Survey fsky N
A [arcmin−2] zmed σ(w0) σ(wa) σ(wp) F
DES 0.12 15 0.7 0.25 0.77 0.07 18.6
WIDE 0.50 30 1.0 0.07 0.22 0.02 227.3
DEEP 0.05 100 1.0 0.10 0.33 0.04 75.6
Notes.— Column (1) gives the survey that motivates the particular choice of parameters.
Column (2) is the fractional sky coverage of the survey. Column (3) gives the effective galaxy
number density NA, in arcmin−2. We have followed current convention and adopted a fixed
shape noise of
√〈γ2〉 = 0.2, assuming deviations from this assumption to be encapsulated in
the effective galaxy number density. Column (4) gives the median redshift of galaxies in the
survey. Columns (5)-(8) give dark energy equation of state constraints in the limit of perfect
knowledge of the photometric redshift distribution of sources. These include the uncertainty
on the pivot equation of state σ(wp) and the product F = [σ(wa) × σ(wp)]−1. Note that
these constraints are from the weak lensing components of these surveys only and account
for statistical errors only.
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Figure 10: Systematic errors on dark energy parameters in the case of a uniform photometric
redshift catastrophe. The horizontal axis is the width of the range in true redshift over which
the uniform catastrophe is realized, ∆zcat. This range in true redshiftis centered at zcat = zmed
for each experiment (zmed = 0.7 for DES and zmed = 1 for DEEP and WIDE). The vertical
axis is the catastrophic error rate per galaxy within this true redshift range, Fcat. The solid
(dashed) lines show contours of constant systematic error equal to three times (one third)
the statistical errors on each of the dark energy parameters. The top panel shows contours
for w0 and the bottom for wa. Chance cancellations in the biases induced by high- and
low-redshift galaxies cause the DES to be sensitive to catastrophic errors at similar levels to
the WIDE survey and more sensitive than the DEEP survey.
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Figure 11: The severity of localized catastrophic errors as a function of the values of source
zcat, and target z
ph
cat, of the catastrophic errors. Along the horizontal axes are the values of
zcat while the vertical axes show z
ph
cat, just as in Figure 9. Each point on this grid corresponds
to a localized catastrophe with a fixed per-galaxy error rate of Fcat = 0.05, and fixed values
of both the photo-z spread σcat = 0.01 as well as the width of the true redshift range over
which the catastrophic error is made, ∆zcat = 0.05. The effect of these catastrophes on w0
is shown in the left column of panels, while the systematic error on wa is shown in the right
column. The absolute value of the induced systematic error is color coded; the numerical
values labeling the color table to the right of each panel indicate the systematic error in units
of the statistical uncertainty in the limit of perfect core calibration.
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Figure 12: The scaling of systematic error in dark energy parameters with the fractional
number density of sources whose photometric redshifts are catastrophically in error for our
WIDE survey. On the vertical axes are the absolute value of the systematic error in w0
(left panel) and wa (right panel) in units of statistical uncertainty. On the horizontal axis
is NAcat/N
A ≈ Fcatn(zcat)∆zcat,where n(zcat) is the overall redshift distribution of sources.
For the dashed curves, ∆zcat ≡ 0.1 and we increase NAcat by increasing Fcat. These curves
are all linear, as they should be. For the dotted curves Fcat ≡ 0.03 and we increase NAcat
by increasing ∆zcat. These curves grow approximately as the linear, dashed curves. Three
different catastrophic error localizations are color coded as (zcat, z
ph
cat) = (0.9, 0.3) in red,
(0.9, 2.7) in blue, and (1.5, 2.7) in green. The difference in intrinsic severity between these
outlier populations is reflected by the slope of the corresponding curves, with the steeper
lines corresponding to the more severe systematic errors. The agreement between dashed and
dotted lines for each outliers demonstrates that the systematic errors induced by sufficiently
well-localized catastrophes (∆zcat . 0.3) scale approximately linearly with ∆zcat over an
interesting range.
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Figure 13: Contours of constant w0 and wa bias from the worst case catastrophe in units
of the statistical uncertainty of the survey. Systematic errors in w0 appear in the left panels
and wa in the right panels. Results for the worst case uniform catastrophe appear in the
upper panels, and were generated with ∆zcat = 1.5 and zcat = 1.5. Contours of systematic
error produced by localized catastrophes appear in the bottom panels. Each of the localized
contours have been calculated with ∆zcat = 0.1 and σcat = 0.03. For DEEP and WIDE
zcat = 1.15. and z
ph
cat = 0.15, and for DES zcat = 0.85, and z
ph
cat = 0.15, in accordance with
the results illustrated in Fig. 11.
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Figure 14: The statistical cost of excising low- and high-redshift shear information on
constraints of w0 (left panels) and wa (right panels) for our WIDE survey. In the top row,
the value of the maximum photometric redshift of the survey appears along the horizontal
axis while the different lines show different choices of the minimum photometric redshift
as indicated. Along the vertical axis is the fractional increase in dark energy parameter
constraints relative to the constraints provided by a survey with our standard tomography.
In the bottom row, the value of the minimum photometric redshift of the survey runs along the
horizontal axis while the different lines show different choices of the maximum photometric
redshift as indicated.
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4.0 GENERAL REQUIREMENTS ON MATTER POWER SPECTRUM
PREDICTIONS FOR COSMOLOGY WITH WEAK LENSING
TOMOGRAPHY
4.1 INTRODUCTION
As demonstrated in previous chapters, weak gravitational lensing of galaxies by large-scale
structure has the potential to provide a wealth of information about or cosmology [11; 46;
56; 71; 86; 87; 99; 143; 165; 187; 190]. Forthcoming imaging surveys such as the Dark
Energy Survey (DES), the survey to be conducted by the Large Synoptic Survey Telescope
(LSST), the survey of the European Space Agency’s Euclid satellite [151], and the proposed
Wide Field Infra-Red Survey Telescope (WFIRST) expect to exploit measurements of weak
gravitational lensing of distant source galaxies to constrain the properties of the dark energy
[4; 43; 64; 65; 70; 72; 76; 78; 84; 130; 148; 149; 173; 179; 180; 197; 198; 204]. Over the last
several years, it has been recognized that the limited precision with which the matter power
spectrum can be predicted may be one of several important, systematic errors that will need
to be controlled in order to realize this goal (e.g., Refs. [25; 49; 58; 80; 89; 155; 166; 191; 197;
199]).
A large part of this uncertainty is due to the effects of baryons on lensing power spectra,
which were largely neglected in much of the early literature on cosmological weak lensing.
Several groups, including our own, have begun numerical simulation programs designed to
address this issue with large-scale numerical simulations (e.g., Ref. [15; 26; 67; 68; 69; 166]).
With the notable exception of Ref. [80], there have not been detailed studies of the precision
with which the matter power spectrum must be predicted before it becomes a relatively
small contributor to the error budget. In the run-up to large, computationally-intensive and
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human resource-intensive simulation campaigns, we have studied the required precision with
which the matter power spectrum must be predicted in order to realize anticipated dark
energy constraints from cosmic weak lensing tomography. We present our results as a set of
general guidelines on the systematic errors on the matter power spectrum as a function of
scale and redshift.
Another potentially dominant source of error for dark energy parameter estimators arises
from the necessity of using approximate redshifts determined from photometric data rather
than spectroscopic redshifts [13; 82; 100; 108; 118; 119; 135; 178; 196; 203]. Photometric
redshifts are significantly less precise than spectroscopic redshifts, and can exhibit large
biases. Interestingly, we find that the precision with which the power spectrum must be
predicted is very sensitive to the precision of photometric redshift determinations and vice
versa, a result hinted at in the Appendix of Ref. [64]. As part of our analysis, we model
photometric redshift uncertainty and show how the precision with which the power spectrum
must be predicted varies with photometric redshift errors, and conversely.
Briefly, we find that if prior information on the photometric redshift distribution is weak,
then dark energy constraints degrade 2 − 3 times more rapidly with uncertainty in Pδ(k)
than if the photo-z distribution is characterized with high precision. Thus we find that when
photo-z uncertainty is taken into account the calibration requirements on the theoretical
prediction for the matter power spectrum are more stringent than previously thought. The
complementarity of galaxy clustering statistics with weak lensing, well-studied in other con-
texts (see, for example, Refs. [198], [201], [168], [90], and [205]), has an ameliorating effect
on power spectrum misestimations. Even when restricted to degree-scales, including galaxy
correlation information can mitigate dark energy systematics induced by errors in the pre-
diction for Pδ(k) by up to 50%; alternatively, neglecting galaxy clustering statistics can cause
the statistical constraints on dark energy parameters to degrade 2 − 5 times more rapidly
with uncertainty in either Pδ(k) or the photo-z distribution.
This chapter is organized as follows. In §4.2 we describe how we model uncertainty in
photometric redshifts and in Pδ(k) as well as our methods for estimating statistical and
systematic errors. We present our results in §4.3 and discuss their implications in §4.4. We
conclude in §4.5 with a summary of our primary results.
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4.2 METHODS
4.2.1 The Matter Power Spectrum
A significant amount of the constraining power of weak lensing surveys will come from scales
on which the nonlinear effects of gravitational collapse cannot be neglected [81; 197; 200]. It
is possible to excise data on relatively small scales, but such an excision significantly degrades
dark energy constraints from cosmological weak lensing [81; 197]. Modeling nonlinear struc-
ture formation will be essential in order for forthcoming galaxy imaging surveys to realize
their potential for constraining dark energy and modified gravity [63; 80]. As this modeling
is uncertain and can be an important source of error, we study the errors induced on dark
energy parameter estimators by uncertainty in the underlying matter power spectrum and
we quantify the relative importance of theoretical power spectrum errors as a function of
wavenumber. Our results may serve as a guideline for computational programs aimed at
predicting accurate and precise matter power spectra for the purpose of comparing with
weak lensing data.
In the current and past literature, the three most commonly-used techniques employed
for predicting the matter power spectrum in the mildly nonlinear regime are the fitting
formula of Peacock & Dodds [141], the Halo Model (see Ref. [33] for a review, as well as the
many references therein), and the fitting formula of Smith et al. [171]. As a rough look at
the contemporary level of uncertainty in predictions for the matter power spectrum Pδ(k),
and to set the stage for what is to come, we have plotted in Fig. 15 the fractional difference
in Pδ(k) at several different redshifts predicted by these three nonlinear evolution models.
The differences in the predictions made by these methods become significant on scales (k &
0.2hMpc−1), which coincides with the scales at which the constraining power of weak lensing
begins to peak. When the baryonic physics of galaxy formation is taken into account (for
example, as in Refs. [58; 155; 166]), among other possible effects the matter distribution
within halos is known to change relative to N-body (dark matter-only) simulations. To
illustrate the effect such a rearrangement may have on the matter power spectrum, in Fig. 15
we additionally plot the fractional difference in Pδ(k) that is induced when the Halo Model
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Figure 15: Fractional difference in Pδ(k) as predicted by the three different models of
nonlinear evolution. The superscript indicates the fiducial model, the subscript the model
inducing the fractional change. For example, the curve labelled by δHMSM represents the frac-
tional change to the Pδ(k) induced by using Smith et al. to compute nonlinear power rather
than the fiducial halo model; thus when this curve is positive the Smith et al. prediction for
Pδ(k) exceeds that of the halo model. The dashed curve labeled ∆c0 shows the fractional
change to Pδ(k) induced by systematically misestimating the mean concentration of dark
matter halos by 20%.
correctly predicts the nonlinear evolution but the mean concentration of dark matter halos
(quantified by the parameter c0 in Eq. 4.1) is misestimated by 20%.
In this chapter, we attempt to remain relatively agnostic about the types of errors that
may be realized in predictions of the matter power spectrum at the percent and sub-percent
levels, because such accurate predictions have not yet been made. We study two classes
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of models for uncertainty in the matter power spectrum. Our first model is motivated by
simulation results suggesting that one large source of systematic error in nonlinear power
spectrum predictions may arise from a systematic error in predictions for the internal struc-
tures of dark matter halos. Significant rearrangement of dark matter may be a result of
baryonic processes during galaxy formation, for example [58; 89; 155]. So, we suppose that
halo abundances and halo clustering are well-known so that the halo model accurately pre-
dicts the gross shape of Pδ(k), but that the distribution of matter within halos is uncertain.
For our purposes, the average halo density profile may be taken as the Navarro-Frenk-White
(NFW) density profile [133],
ρ(r) ∝
(
c
r
R200m
)−1 (
1 + c
r
R200m
)−2
. (4.1)
The parameter c describes the concentration of the mass distribution towards the halo cen-
ter; the mass contained within the radius R200m defines the halo mass. The average halo
concentration varies with halo mass and evolves in redshift; we model these dependences as
a power laws,
c(m, z) = c0[m/m∗,0]
α(1 + z)β , (4.2)
where m∗,0 = 2.2 × 1012 M/h is the typical mass of a halo that is just starting to collapse
at z = 0. We allow the parameters α, β, c0 to vary about their fiducial values of c0 = 10.7,
α = −0.11, and β = −1, so that in this model uncertainty in Pδ(k) stems exclusively from
uncertainty in the distribution of mass within gravitationally-collapsed, self-bound objects.
Our fiducial values for α and β are chosen to match results from the Millennium Simulation
[134], but our fiducial value of c0 is roughly a factor of two larger than the mean concentration
of Millennium Simulation redshift-zero halos. This larger value is motivated by the results
from Ref. [155] showing that baryonic physics typically produces a significant enhancement
to the concentrations of dark matter halos. We thus set our fiducial c0 according to Ref. [155]
rather than the Millennium results.
Our second class of model for uncertainty in the matter power spectrum Pδ(k, z), is
significantly more general. After choosing a technique for predicting a fiducial matter power
spectrum on scales of interest, we parameterize uncertainty in Pδ(k) as follows. The range
of scales between k = 0.01hMpc−1 and k = 10hMpc−1 are binned evenly in log(k), and
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uncertainty in the matter power spectrum on a scale k in the ith bin is parameterized via an
additional parameter δln(Pi), such that
Pδ(k, z)→ Pδ(k, z) (1 + δln(Pi)) .
The parameters δln(Pi) are then allowed to freely vary about their fiducial values of zero. We
discuss our choice for the number of δln(Pi) parameters in §4.2.4. This scheme for studying
Pδ(k) uncertainty was first introduced in the context of weak lensing in [80].
4.2.2 Photo-z Uncertainty
As uncertainty in photometric redshifts is likely to be one of the chief contributions to the
error budget in future lensing measurements of dark energy, forecasts of dark energy param-
eter constraints need to include photo-z uncertainty to realistically estimate the constraining
power of future surveys. While it is the primary goal of this chapter to study the influence of
uncertainty in the matter power spectrum, our previous work has shown that photo-z calibra-
tion requirements can depend sensitively on the fiducial model for the nonlinear evolution of
Pδ(k). In the Appendix of Ref. [64], we showed that as prior information on the photometric
redshift distribution decreases, constraints on w0 degrade ∼ 5 times faster if the Peacock &
Dodds fitting formula is used to model nonlinear power rather than the fitting formula of
Smith et al. (halo model results are intermediary between these two). The primary reason
for this difference stems from Smith et al. predicting more small-scale power relative to the
other two models, a trend that is apparent in Fig. 15. These results demonstrate that there
is a nontrivial interplay between the nonlinear evolution of Pδ(k) and the redshift distribu-
tion of the sources used to measure the weak lensing signal. This suggests that uncertainty
in photo-z’s and Pδ(k) need to be treated simultaneously in order to accurately predict the
calibration requirements for the matter power spectrum.
We model the underlying redshift distribution as n(z) ∝ z2 exp−(z/z0), where the nor-
malization is fixed so that
∫∞
0
n(z)dz = NA, the mean surface density of sources in the
survey. For weak lensing studies of dark energy, the most ambitious planned experiments
for the next ten years will be LSST and Euclid; these surveys correspondingly have the
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most stringent calibration requirements, and so we find it useful to quantitatively phrase
our results for future very-wide-area surveys such as these. Thus unless stated otherwise we
choose NA = 30 gal/arcmin
2, and z0 = 0.34, corresponding to a median redshift of unity. We
emphasize here, though, that the qualitative trends in all of our results are unchanged by
the particular details of the survey characteristics.
We treat photometric redshift uncertainty in a relatively general manner, following the
previous work of Ref. [119]. We assume that the source galaxies are binned according to
photometric redshift and that the true redshift distributions of the galaxies within each of
the photometric redshift bins, ni(z), are related to the overall, true galaxy source redshift
distribution, n(z), via
ni(z) = n(z)
∫ zi
high
zi
low
dzphP (zph|zsp),
where zilow and z
i
high are the boundaries of the i
th photometric redshift bin. Photo-z un-
certainty is controlled by the function P (zph|zsp). We take this to be a Gaussian at each
redshift,
P (zph|zsp) = 1√
2piσz
exp
[
−(z − z
ph − zbias)2
2σ2z
]
. (4.3)
This may seem to be overly restrictive, but as the mean, zbias, and dispersion, σz, of this
distribution can vary with redshift themselves, this parameterization allows for a wide variety
of possible forms for the functions ni(z). We adopt a fiducial model for photometric redshift
error in which σz = 0.05(1+z), while z
bias = 0 at all redshifts. We use these fiducial functions
to set the values of σz and z
bias at 31 control points, tabulated at intervals of ∆z = 0.1
between z=0 and z=3. The values of zbias and σz at each of these redshifts are free parameters
in our forecasts, so that we model photo-z uncertainty with 2×31 = 62 free parameters. This
choice of binning allows for maximal degradation in dark energy constraint in the absence
of prior information about the photometric redshift distribution of source galaxies (priors
that would result from, for example, a photo-z calibration program). This indicates that our
parameterization does not enforce correlations that yield better-than-expected dark energy
constraints. The dark energy constraints in the absence of prior information reduce to the
same constraints that would be obtained with no binning in photometric redshift.
To model uncertainty in the fiducial photo-z distribution, we introduce priors on the
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values of the dispersion and bias at the ith redshift control points, σzi and z
bias
i , respectively.
These priors are
∆σzi = σ
z
i
√
1
2N ispec
(4.4)
∆zbiasi =
σzi√
N ispec
, (4.5)
where N ispec is the number of spectroscopic galaxies used in each of the 31 bins of width
δz = 0.1 to calibrate the photo-z distribution. Our implementation of priors on the photo-z
parameters is certainly simplistic. For example, we have further simplified our calculations
by setting all of the N ispec equal to each other, effectively assuming that the calibrating
spectra are sampled equally in redshift, whereas in practice there will be looser constraints
on sources at high redshift than at low redshift. However, because the details of how a
realistic calibration program will proceed remains uncertain at the present time, we use this
simple model for prior information and postpone a refinement of this parameterization until
the exact set of spectra that will be used to calibrate LSST and Euclid is better known.
We emphasize here that Nspec provides a convenient way to specify a one-parameter
family of photo-z priors through Eqs. 4.4 & 4.5. The quantity Nspec is likely not the true
size of the spectroscopic calibration sample, but rather the equivalent size of a sample that
fairly represents the color space distribution of the sources used in the lensing analysis.
4.2.3 Observables
We take the lensing power spectra of source galaxies binned by photometric redshift as well
as the galaxy power spectra and galaxy-lensing cross spectra as observables that may be
extracted from large-scale photometric surveys. The Limber approximation relates the power
spectrum Psisj(k, z) associated with the correlation function of a pair of three-dimensional
scalar fields, si and sj, to its two-dimensional projected power spectrum, Pxixj(`) :
Pxixj(`) =
∫
dz
Wi(z)Wj(z)
D2A(z)H(z)
Psisj(k = `/DA(z), z). (4.6)
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Eq. 4.6 essentially describes how the two-dimensional scalar fields xi are observed as pro-
jections of the three-dimensional scalar fields, si. The angular diameter distance function is
denoted by DA, and H(z) is the Hubble parameter.
The weight function Wi(z) specifies the projection of the 3D source fields onto the 2D
projected fields:
xi(nˆ) =
∫
dzWi(z)si(DAnˆ, z). (4.7)
For galaxy fluctuations, the weight function is simply the redshift distribution of galaxies in
the ith tomographic bin, ni(z), times the Hubble rate:
Wgi (z) = H(z)ni(z).
The weight function associated with fluctuations in lensing convergence is given by
W κi (z) =
3
2
H20 (1 + z)ΩmDA(z)
∫
∞
z
dz′
DA(z, z
′)
DA(z′)
ni(z
′),
where DA(z, z
′) is the angular diameter distance between z and z′.
In principle, neither the redshift distribution of the galaxies used for the galaxy clustering
nor the tomographic binning scheme need be the same as that used for cosmic shear sources,
but for simplicity we use the same underlying distribution and binning for both so that the
chief difference between the galaxy power spectrum Pgigj, the convergence power spectrum
Pκiκj, and the cross-spectrum Pκigj, is the form of the weight functions. Above and through-
out, lower-case Latin indices label the tomographic redshift bin of the sources. For a survey
with its galaxies divided into Ng redshift bins used to measure the galaxy clustering, and
Ns bins for the galaxies used to measure cosmic shear, there will be Ng(Ng + 1)/2 distinct
2-D galaxy power spectra Pgigj, Ns(Ns + 1)/2 distinct convergence power spectra Pκiκj, and
NsNg distinct cross-spectra Pκigj.
The matter power spectrum, Psisj(k, z) = Pδ(k, z), sources the three-dimensional power in
cosmic shear, whereas the source power for galaxy-galaxy correlations is the 3-D galaxy power
spectrum Psisj(k, z) = Pgigj(k, z). In all of our calculations we restrict galaxy correlation
information to low multipoles ` ≤ 300; at redshift z=1 this corresponds to fluctuations of
wavenumber k ≈ 0.2hMpc−1, so it will suffice for our purposes to use a linear, deterministic
bias to relate the mass overdensity, δ(z), to the galaxy overdensity, δg(z) = b(z)δ(z).
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We allow for a very general redshift-dependent bias. To model uncertainty in the galaxy
bias function b(z), we allow the bias to vary freely about its fiducial value of unity in Nb
galaxy bias bins, evenly spaced in true redshift, so that uncertainty in galaxy bias is encoded
by Nb parameters. We computed dark energy constraints using the Fisher analysis technique
described in §4.2.4 for Nb ranging from 1 to 30. We find that the dark energy constraints
are insensitive to Nb ranging from 1 − 15. Throughout this chapter, we present results
pertaining toNb = 10 bins, so that the value of the galaxy bias function b(z) has independent,
parametric freedom in redshift bins of width δz = 0.3. While finer binning is possible,
particularly if the number of tomographic galaxy bins Ng is increased, a further increase of
parametric freedom is unnecessary as galaxy bias is not a rapidly varying function of redshift
(see, for example, Ref. [28]).
As a further simplification, we set the fiducial value of the bias function to unity at
all redshifts, bi(z) = b(z) = 1 at all z for all i. This choice of fiducial parameter values
is conservative, because the galaxies observed as part of high redshift samples will likely
be biased [29], exhibiting relatively stronger correlations than matter, so we underestimate
signal-to-noise of galaxy clustering measurements in the fiducial case.
4.2.4 Parameter Forecasting
We estimate the constraints from upcoming photometric surveys using the formalism of the
Fisher information matrix. Useful references for this formalism include [4; 93; 103; 163; 181].
The Fisher matrix is defined as
Fαβ =
`max∑
`min
(2`+ 1)fsky
∑
A,B
∂OA
∂pα
C−1AB
∂OB
∂pβ
+ FPαβ . (4.8)
The parameters of the model are pα and the OA are the observables described in § 4.2.3.
Greek indices label model parameters while Latin, upper-case indices label distinct observ-
ables. We take `min = 2 for all observables. For the lensing spectra, we take Pκκ observables
we set `max = 3000 so that the assumptions of weak lensing and Gaussian statistics remain
relatively reliable [32; 44; 165; 185; 192]. For the galaxy clustering statistics, we eliminate
small-scale information so that we do not need to model scale-dependent galaxy bias, which
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is potentially complicated in itself. Therefore, we set `max = 300 for Pgg and Pκg, corre-
sponding roughly to angular scales of ∼ 1 degree. We emphasize that this restriction is
very conservative as it implies that our joint analysis does not employ the use of Baryon
Acoustic Oscillation features in our galaxy power spectra. As we will see, the added benefit
of a joint analysis stems primarily from the increased ability to self-calibrate parameterized
uncertainty in Pδ(k) and the distribution of photometric redshifts.
In Eq. 4.8, C−1AB is the inverse of the covariance matrix; our treatment of the covariance
matrix calculation, and its associated Fisher matrix, is very similar to that in Ref. [73], to
which we refer the reader for additional details. Briefly, the covariance between a pair of
power spectra Pxixj and Pxmxn is given by
Cov(Pxixj , Pxmxn) = P˜xixmP˜xjxn + P˜xixnP˜xjxm , (4.9)
where in the case of either galaxy power or convergence power the observed spectra P˜xixj
have a contribution from both signal and shot noise,
P˜xixj(`) = Pxixj(`) + Nxixj ,
where Ngigj = δijN
A
i is the shot noise term for galaxy spectra, with N
A
i denoting the surface
density of sources, and Nκiκj = δijγ
2
intN
A
i is the shot noise for convergence. We calculate the
observed cross-spectra P˜κigj without a contribution from shot noise, so that P˜κigj = Pκigj,
because galaxies are lensed by mass separated from them by cosmological distances, so the
cross-correlation of the noise terms should be small. We adopt a common convention of
setting the intrinsic galaxy shape noise γint = 0.2 and absorb differences in shape noise
between different surveys into the surface density of sources NA.
The inverse of the Fisher matrix is an estimate of the parameter covariance near the
maximum of the likelihood, i.e. at the fiducial values of the parameters. Therefore, the
measurement error on parameter α marginalized over all other parameters is
σ(pα) =
√
[F−1]αα. (4.10)
Gaussian priors on the parameters are incorporated into the Fisher analysis via FPαβ in
Eq. 4.8. If one is instead interested in unmarginalized errors, for example to test the intrinsic
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sensitivity of the observables to a parameter pα, the quantity
√
1/[F ]αα provides an estimate
of the uncertainty on pα in the limit of zero covariance between pα and any of the other
parameters in the analysis.
The Fisher formalism can also be used to estimate the magnitude of a bias that would
occur in parameter inference due to a systematic error in the observables. If ∆OA denotes
the difference between the fiducial observables and the observables perturbed by the presence
of the systematic error, then the systematic offset in the inferred value of the parameters
caused by the error can be estimated as
δpα =
∑
β
[F−1]αβ
∑
`
(2`+ 1)fsky
∑
A,B
∆OAC−1AB
∂OB
∂pβ
. (4.11)
We assume a standard, flat ΛCDM cosmological model and vary seven cosmological
parameters with fiducial values are as follows: Ωmh
2 = 0.13, w0 = −1, wa = 0, Ωbh2 =
0.0223, ns = 0.96, ln(∆
2
R) = −19.953, and ΩΛ = 0.73. We utilize the following marginalized
priors: ∆Ωmh
2 = 0.007, ∆Ωbh
2 = 0.001, ∆ns = 0.04, ∆ln(∆
2
R) = 0.1. These priors are
comparable to contemporary uncertainty [102], so this choice should be conservative. We
have verified that strengthening these priors to levels of uncertainty that will be provided
by Planck [77] does not induce a significant change to any of our results.
We determined the number of independent parameters for the matter power spectrum
with an analysis of the off-diagonal elements of the inverse Fisher matrix. The parameter
covariance is
Qαβ ≡
F−1αβ√
F−1ααF−1ββ
. (4.12)
In general, −1 ≤ Qαβ ≤ 1, with Qαβ = (−)1 corresponding to the case where parameters
pα and pβ are perfectly (anti-)correlated and Qαβ = 0 corresponding to uncorrelated pa-
rameters. By increasing the number of matter power spectrum parameters until the Fisher
matrix is no longer invertible in the absence of prior information on these parameters, we
determined that a lensing-only analysis reaches a level of total information loss when ten
δln(Pi) parameters are used. By studying the behavior of the off-diagonal Fisher Matrix
entries as the number of matter power spectrum parameters are increased, we find that this
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state of information loss occurs after values of Qαβ = ±0.8 obtain between pairs of dis-
tinct δln(Pi), in agreement with the method used in Ref. [80] to arrive at this conclusion
(D. Huterer, private communication). Because galaxy correlation observables provide addi-
tional information with which to self-calibrate matter power spectrum parameters, including
Pgg and Pκg allows for slightly finer binning in wavenumber, but for the sake of facilitating
a direct comparison between the different sets of observables we have limited our analysis to
ten parameters δln(Pi), irrespective of whether we consider a joint analysis or weak lensing
alone.
There is additional freedom in the choice of the number of tomographic bins one uses
to divide both the sources used to measure lensing as well as the sources used to measure
galaxy correlations. As has been noted in previous studies, for example Ref. [119], dark
energy information from lensing saturates at Ns = 5 tomographic bins; this saturation
point is determined by using the Fisher matrix (in the limit of perfect prior knowledge of
all nuisance parameters, in our case the photo-z parameters σiz and z
i
bias, and the δln(Pi)
parameters) to compute the statistical constraints σ(w0, wa) and increasing the number of
tomographic bins until the constraints cease to improve. We find that for the case of galaxy
clustering this information saturation occurs at Ng = 10 tomographic bins, although we
note that this saturation point depends on the maximum multipole used in the analysis.
For example, Ref. [201] uses `max = 2000 for their galaxy clustering analysis and finds that
additional information is available by increasing the number of bins to Ng = 40. Our smaller
Ng saturation point is a consequence of our conservative choice for `max, and the lack of BAO
information implied by this choice.
4.3 RESULTS
4.3.1 Power Spectrum Self-Calibration
We begin by presenting our calculation of the scale-dependence of the sensitivity of weak
lensing (with and without galaxy correlations) to the matter power spectrum. Our second
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model for Pδ(k) uncertainty is well-suited to this investigation: the constraints on parameter
δln(Pi) provide an estimate of the statistical significance of the weak lensing signal produced
by correlations in the matter distribution on scales k ≈ ki. In the prevailing jargon, this
calculation corresponds to self calibration of the matter power spectrum.
The constraints from this computation are plotted as a function of scale in Fig. 16. The
magenta curves at the bottom of the Fig. 16 pertain to unmarginalized constraints on the
δln(Pi). In other words, covariant uncertainty in cosmology, photometric redshifts, and galaxy
bias is not taken into account in the magenta curves. In plotting the red and blue curves we
illustrate our results when this covariance is accounted for by marginalizing over all other
parameters in the analysis. The red curves correspond to a calculation with Nspec = 8000,
or ∆σz/σz ≈ 10−2. The blue curves pertain to a calculation with Nspec = 2 × 107, which
is sufficiently large that further increases to Nspec do not improve constraints on any of
the parameters in our analysis, so priors this tight effectively correspond to the case where
the photo-z distribution is known perfectly. The solid curves include galaxy correlation
observables (Pgg and Pκg) in addition to lensing observables and thus lie strictly below the
dashed curves (lensing only). The step-like appearance of the curves reflects the coarse
binning in wavenumber of our parameterization of Pδ(k) uncertainty: a forthcoming very-
wide-area, LSST- or Euclid-like survey is only able to constrain ∼ 10 independent matter
power spectrum parameters (see § 4.2.4). While each of the curves in Fig. 16 pertains to
a calculation in which we used the Smith et al. [171] fitting formula as our fiducial Pδ(k),
the results using either the halo model or the Peacock & Dodds [141] fitting formula are
nearly identical, so conclusions drawn from Fig. 16 are quite robust to detailed changes in
the fiducial model for nonlinear collapse.
The minimum of the unmarginalized constraints in Fig. 16 at k ∼ 2hMpc−1 occurs on
the scale at which weak lensing is most intrinsically sensitive to matter overdensities. This
minimum occurs on a physical scale nearly an order of magnitude smaller than the minimum
of the marginalized constraints. This observation is an extension of the previous work of
Ref. [80] and is itself an important result as it demonstrates the need for precision in the
prediction for Pδ(k) over the full range of nonlinear scales k . 5 hMpc
−1. Because this
shift in scale-dependence occurs even for the case of perfect prior knowledge on the photo-z
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parameters (Nspec = 2×107), then it is not the effect of photometric redshift uncertainty that
drives this shift in scale, but rather degeneracy with cosmological parameters. An analysis
of the off-diagonal Fisher matrix elements shows that covariance of the δln(Pi) with dark
energy parameters is chiefly responsible for this dramatic shift in the scale-dependence. To
be specific, with pi = δln(Pi) and pj = w0, wa, the corresponding Qij (Eq. 4.12) have the
maximum magnitudes of any of the cosmological parameters in our parameter set and they
attain their maxima at k ≈ 0.1hMpc−1.
4.3.2 Statistical constraints on Dark Energy
We proceed with results on the sensitivity of dark energy constraints to uncertainty in
predictions of the nonlinear evolution of Pδ(k), incorporating possible additional uncertainty
from photometric redshift errors. Results for the δln(Pi) model appear in 4.3.2.1 while those
pertaining to the more restrictive ‘halo model” treatment of power spectrum uncertainty are
discussed in 4.3.2.2.
4.3.2.1 The δln(Pi) Model In Figure 17 we depict contours of the degradation in the
statistical constraints on the dark energy equation of state associated with simultaneous
uncertainty in Pδ(k) and photometric redshifts. The constraints on w0 and wa are shown in
units of the perfectly calibrated limit, when power spectra and photometric reshifts are known
so well as to be inconsequential to the dark energy error budget; we denote the constraints
on w0 and wa in the limit of perfect calibration by σ
perf(w0) and σ
perf(wa), respectively.
For example, we plot the ratio Ξ = σ(w0)/σ
perf(w0) to illustrate the level of degradation of
w0 constraints. For the sake of scaling our results to an absolute statistical constraint, we
summarize these baseline constraints in Table 2. We refer the reader to § 4.5 for a discussion
of how the results we present here change when considering a survey with characteristics
similar to DES.
The levels of constraint degradation depend upon the precision of both the matter power
spectrum, parameterized by δln(Pi), and the photometric redshift distributions of sources.
We quantify the precision of power spectrum prediction by a prior constraint on the δln(Pi)
98
Figure 16: Statistical constraints on δln(Pi), the parameters encoding uncertainty in the
calibration of the matter power spectrum, are plotted against the scale of the wavenumber.
We plot unmarginalized constraints as magenta curves; the minimum of the magenta curves
at k ≈ 2 hMpc−1 illustrates that the intrinsic sensitivity of the weak lensing signal peaks
at this scale. With the red and blue curves we plot marginalized constraints on the δln(Pi)
parameters for different levels of uncertainty in the distribution of photometric redshifts.
The vertical axis values for the red and blue curves give the statistical precision with which
a future very-wide-area survey such as LSST or Euclid will be able to self-calibrate the
theoretical prediction for the matter power spectrum on a given scale.
parameters, ∆δln(Pi). For example, a value of ∆δln(Pi) = 0.1 corresponds to a 10% precision
on the bandpower at wavenumber ki. For simplicity, we apply the same prior at all wave
bands in order to produce Fig. 17. The assumed level of calibration of photometric redshifts
is specified by the parameter Nspec, as discussed in § 4.2.2.
The horizontal gray lines roughly bound the range of precision in the prediction for
Pδ(k) on scales relevant to lensing and large-scale galaxy clustering that may be attainable
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by near-future numerical simulation campaigns. The precise values of the realized precisions
will depend upon the resources dedicated to address this issue as well as the ability of data
to constrain baryonic processes that alter power spectra and numerical simulations to treat
these baryonic processes. For example, the Coyote Universe simulation campaign [69] has
already achieved a 1% calibration of the matter power spectrum to scales as small as k ≈ 1
hMpc−1; future results from, e.g., the Roadrunner Universe [60] will improve upon these
results, although it is still not clear in detail how precisely Pδ(k) will be calibrated to scales
as small as k ≈ 10 hMpc−1, especially when uncertainty in baryonic physics is taken into
account.
Fig. 17 contains contours for parameter degradation when using lensing data alone
(dashed curves) as well as the corresponding constraint degradations when both lensing
and galaxy clustering observables are considered (solid curves). To be sure, the additional
information available to a joint analysis guarantees that σperf(w0, wa) from the joint galaxy
clustering and lensing analysis is less than the corresponding constraint when considering
lensing observables alone. In each case, we plot the degradation Ξ = σ(w0, wa)/σ
perf(w0, wa)
relative to the idealized constraints for that technique. Accounting for this difference, Fig. 17
highlights the dramatic relaxation on the calibration requirements of both power spectrum
predictions and photometric redshifts provided by including galaxy clustering statistics. For
the purpose of studying dark energy, this relaxation is the most significant advantage pro-
vided by utilizing galaxy correlations in the analysis.
To further illustrate this point, consider particular examples that can be gleaned from
Fig. 17. In the limit of perfect prior knowledge of Pδ(k) and the photo-z distribution, the
increase in constraining power that a joint analysis has over an analysis that includes lensing
observables only is merely ∼ 15 − 20%; however, as the precision in the calibration of both
photometric redshifts and the matter power spectrum decreases, the dark energy constraints
degrade by a factor of 2 − 5 more rapidly when galaxy clustering information is neglected.
For example, suppose that predictions for the matter power spectrum attain 1% level of
precision in advance of LSST or Euclid. A joint analysis with the statistical equivalent
of Nspec ≈ 20, 000 (a realistic proposition as we are assuming these calibrating galaxies to
be distributed evenly in redshift) yields constraints on wa that are weakened by 75% due
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to photometric redshift uncertainty, whereas if galaxy clustering information is neglected
Nspec ≈ 100, 000 will be required to protect against the same level of degradation in dark
energy constraints.
4.3.2.2 The Halo Model In Figure 18 we display the degradation in the statistical con-
straints on w0 (left panels) and wa (right panels) due to uncertainty in the halo concentration
parameters c0, α, and β [Eq. (4.2)]. The precision level of the calibration of c0 appears as the
horizontal axis in the top panels, α in the middle panels, and β the bottom panels. Along
each row of panels in Fig. 18, only the parameter labeled on the horizontal axes has uncertain
prior knowledge. In other words, the remaining two concentration parameters are treated as
perfectly known for simplicity. As in Fig. 17, each curve is normalized to the constraint that
would be realized in the limit of perfect knowledge of the halo structure parameters, σcperf .
Note however, that this baseline constraint has been recomputed for each assumed value
of photometric redshift uncertainty, as specified by the color-coding of each curve, so that
the degradation represents only that amount of additional degradation due to uncertainty
about halo structure. Thus for each level of photometric calibration precision appearing in
the legend, Nspec = 5000, 10
4, 105, and 106, the vertical axis value gives the degradation in
the w0(wa) constraints strictly due to uncertainty in the parameter labeled on the horizontal
axis.
In all cases, the degradation of dark energy parameters is relatively modest. In particular,
the degradation induced by halo structure uncertainty alone is . 15% for all reasonable mod-
els, and significantly less if photometric redshifts are well calibrated or if galaxy clustering
statistics are employed. This is in qualitative agreement with Ref. [197], who studied calibrat-
ing halo structure parameters as a means to account for the influence of baryonic processes
on the lensing power spectrum. It is not expected that halo structure alone can account for
all of the effects of baryonic processes on the power spectrum (e.g., Refs. [155; 166; 197; 199]).
However, combining the results of Fig. 17 with Fig. 18 suggests that if uncertainty in the
power spectrum due to baryonic processes can be modeled by concentrations with a residual
of order ∼ 1%, then dark energy parameter degradation induced by such uncertainty may be
limited to quite modest values. It may even be possible to incorporate additional parameters
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to describe, for example, the hot gas components of groups and clusters [155; 166; 199], at
a relatively modest statistical cost.
4.3.3 Systematic Errors on Dark Energy
In this section we explore the related problem of systematic errors on the dark energy equa-
tion of state parameters induced by uncertainty in predictions of the matter power spectrum.
To this point, we have already addressed degradation in dark energy parameters induced by
treating uncertainty in the matter power spectrum as a statistical uncertainty. In such a
calculation, the underlying assumption is that a model for the power spectrum is accurate
but the parameters of the model are known with imperfect precision. Our aim in this sec-
tion is to elucidate dark energy equation of state errors in the related circumstance of a
systematic error on power spectrum predictions. The underlying framework is that a model
for the power spectrum exists and is assumed to be correct (or at least, that it contains
the true power spectrum within its parameter set), but the model misestimates the power
spectrum over some range of wavenumbers. This situation may be the most relevant to
forthcoming data analyses if, as a specific example, the dominant errors in power spectrum
predictions stem from systematic errors in the numerical treatment of baryons. The result
of parameter inferences that use such systematically-offset theoretical power spectra will be
systematically-offset dark energy equation of state estimators. In this section, we quantify
the systematic errors in dark energy equation of state parameters induced by systematic off-
sets in the matter power spectrum. Not surprisingly, the results of the previous section will
be a useful guide for anticipating and understanding the results of this section. As before,
we begin with our more general δln(Pi) model and later address systematic errors in the
halo-based model.
4.3.3.1 The δln(Pi)Model We begin our treatment of systematic errors with our δln(Pi)
model. This model treats the predicted power spectrum as a sequence of bandpowers dis-
tributed evenly in log(k). The generality of this model enables us to address a specific,
important concern, namely: How does the severity of the induced systematic error in the
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dark energy equation of state depend on the comoving scale k at which the prediction for
Pδ(k) is erroneous? In so doing, we can prescribe how well the theoretical matter power
spectrum should be calibrated as a function of scale, setting a specific goal for large-scale
simulation efforts.
In Fig. 19 we have plotted the systematic error induced on w0 (top panel) and wa (bottom
panel) by a 5% error in Pδ(k) at the comoving scale k labeled along the horizontal axis. The
induced systematic errors have been calculated according to Eq. 4.11, where the systematic
shift to the observables is induced by introducing a 5% systematic error in Pδ(k) over a range
of wavenumbers with a width that is 10% of kerr, the scale at which the error is centered,
viz.
∆Pδ(k)
Pδ(k)
=

 0.05 : 0.95kerr ≤ k ≤ 1.05kerr0 : otherwise (4.13)
The curves in Fig. 19 are color-coded according to the priors on the photo-z distribution, and
the magnitude of the induced systematic error has been normalized by σcperf , the statistical
uncertainty of the parameter assuming perfect prior knowledge of each of the δln(Pi) but with
photo-z uncertainty at the level given by the color-coding of the curve and the observables
included in the analysis.
Each curve approaches zero at large and small scales. Very large scale lensing correlations
contribute little constraining power on dark energy, and so it should be expected that scales
larger than k . 10−2 hMpc−1 should contribute comparably little to the error budget;
errors in Pδ(k) on scales smaller than k & 5hMpc
−1 are comparably tolerable because we
make no use of correlation information from multipoles greater than `max = 3000. From
the wavenumber-range containing the peaks in curves in Fig. 19 we can see that the most
significant dark energy biases induced by systematic errors in Pδ(k) come from errors on
scales 0.05 hMpc−1 . k . 3 hMpc−1. This finding is consistent with the results presented
in Fig. 16, in which we can see that this is the same range of scales over which the tightest
statistical constraints can be obtained by self-calibrating the parameters δln(Pi). Both of
these figures thus illustrate that the weak lensing information about dark energy that will
be available to future very-wide-area surveys such as LSST or Euclid comes primarily from
gravitational lensing events produced by perturbations on scales 0.05 hMpc−1 . k . 3
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hMpc−1, in good agreement with previous results [80].
Although almost all of the curves are limited to systematic biases δ(w0, wa) . 1σ(w0, wa),
we remind the reader that the y-axis value gives the magnitude of the bias when the system-
atic error in Pδ(k) is isolated to just a single bin of wavenumbers of width ∆k/k = 0.1, and
when the magnitude of the power spectrum error is 5%. However, we only chose these par-
ticular values for the sake of making a definite illustration, and so for the results in Fig. 19 to
be useful to the calibration program it will be necessary to scale the systematics we predict
according to the particular details of the matter power spectrum error whose consequences
are being estimated. We give several examples of this below to illustrate the utility of our
calculations.
Suppose there is a 3% error in Pδ(k) made over a range of ∆k/k = 0.4, centered at
k ≈ 2 hMpc−1. For definiteness, consider a lensing-only analysis with photo-z uncertainty
modeled by Nspec = 10
3. The y-axis value of the corresponding (dashed, red) curve at k ∼ 2
hMpc−1 is δw0 = 0.9σ(w0). This value needs to be rescaled by a value of 3/5 to account
for the difference between the magnitude of this example’s actual error in Pδ(k) and the 5%
error plotted in Fig. 19; additionally, scaling by a factor of 4 is necessary to account for the
fact that the range of scales over which the error is operative spans 4 of our bins1, giving an
estimate of δw0 ≈ 2.2σ(w0).
If a 3% Pδ(k) error, again spanning 4 of our ∆k/k = 0.1 bins, is instead made at
k ≈ 0.8 hMpc−1, the estimation method of the first example naively implies that there is
zero systematic error associated with such a power spectrum misestimation because the error
is centered at a wavenumber at which δw0 changes sign, and so the contributions to the net
dark energy systematic to the left and right of k ≈ 0.8 hMpc−1 appear to cancel. Such
cancellations are not necessarily spurious, and in fact a very general formalism for choosing
a set of nuisance parameters specifically designed to take advantage of this phenomenon has
recently been proposed [138]. However, because it may not be known if the sign of the matter
power spectrum error inducing the biases also changes sign over the range of wavenumbers
1Simple, linear scaling is a very good approximation when correcting for the magnitude of the Pδ(k)
error, but this prescription is only approximately correct when rescaling according to the width of the range
of scales over which the error is made. We find that the derivatives of lensing power spectra with respect to
δln(Pi) parameters are stable to roughly factor-of-five changes in numerical step-size, and so simple, linear
scaling will be appropriate so long as the width of the wavenumber range is less than ∆k/k . 0.5.
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on which the error is made, it may not be possible to exploit this sign change to minimize the
net effect of the error. In such a case, we advocate assuming the worst-case scenario, that
biases produced by errors in multiple bins in wavenumber conspire to contribute additively;
by construction this will yield a conservative estimate for the systematic induced by the
error in Pδ(k). Thus for this example, the absolute value of the y-axis values should be used
to estimate the net dark energy systematic. The magnitude of the dashed, red curve for
this particular systematic peaks at δw0 = 0.5σ(w0) at the endpoints of its operative range,
0.6 hMpc−1 . k . 1 hMpc−1; the curve approaches these maxima from its value of zero at
k = 0.8 hMpc−1 and so we approximate this as an 0.25σ(w0) error spanning 4 of our bins.
Thus for a 3% systematic error in Pδ(k) spanning the range 0.6 hMpc
−1 . k . 1 hMpc−1,
our final estimate is given by δw0 = [0.25× 4× (3/5)]σ(w0) = 0.6σ(w0).
For power spectrum errors made over very broad ranges of wavenumber, the simple
linear scaling of ∆k/k is no longer appropriate and one must rely on the full machinery
of our calculation to integrate the absolute value of δw0/σ(w0) over the scales over which
the error is operative. This is also useful to conservatively estimate an ultimate target
goal for the matter power spectrum calibration effort. When performing this integration on
scales 1hMpc−1 . k . 5hMpc−1, the worst-case estimate is a systematic error of δ(w0) ≈
3− 4σ(w0);2 if one instead integrates a 5% Pδ(k) error over the entire range of wavenumbers
0.01hMpc−1 . k . 5hMpc−1, a worst-case estimate of the coherently contributing biases
ranges from 9− 13σ. To ensure that dark energy systematics are kept at or below the level
of statistical constraints, 0.5% accuracy in the prediction for Pδ(k) over the entire range of
0.01hMpc−1 . k . 5hMpc−1 will be required of the simulations calibrating the matter power
spectrum. Note that these requirements are somewhat more restrictive than estimations from
previous work [80].
4.3.3.2 Dependence on Multipole Range The results presented above in §4.3.3.1
depend sensitively on `max, the maximum multipole used in the cosmic shear analysis. Nat-
urally, as `max increases the matter power spectrum must be modeled with greater precision
and to smaller scales. Figure 20 represents a simple illustration of this point. Each curve in
2The exact number depends on the level of photo-z calibration as well as the choice of observables.
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Fig. 20 pertains to a cosmic shear-only experiment in the limit of perfect knowledge of the
photo-z distribution, but with different choices for `max color-coded according to the legend.
The axes are the same as those in the top panel of Fig. 19, and so this plot shows how w0
biases induced by Pδ(k) errors change with the choice for the maximum multipole used in
the lensing analysis.
At the end of §4.3.3.1 we described how to use results such as those appearing in Fig. 20
to estimate the precision to which the matter power spectrum must be predicted in order
to guarantee that dark energy biases induced by Pδ(k) systematics are kept at or below the
level of the statistical constraints. Briefly, one assumes the worst case scenario, that the
sign of the Pδ(k) errors conspire to contribute coherently to the dark energy bias. In this
case, to estimate the most severe dark energy bias that could be induced by an error in
Pδ(k) made over a range of wavenumbers, one simply adds the absolute value of the relevant
curve over the relevant range of wavenumbers. To obtain a more optimistic estimation, one
could suppose that the errors in each bin are perfectly uncorrelated, in which case they may
be treated as independent Gaussian random variables so that their net contribution to the
error budget is computed by adding the individual contributions in quadrature. In either the
pessimistic or optimistic case, one obtains a precision requirement by finding the magnitude
of the Pδ(k) error that would result in the sum described above equal to unity, since this
would imply that the net systematic bias on the dark energy parameter is equal to the
statistical constraint on that parameter (recall that the curves in Figures 19 and 20 plot the
systematics in units of the statistical uncertainty of the survey). Ideally, of course, the goal
of the Pδ(k) calibration program is to achieve sufficient precision such that the systematics
are well below the level of statistical constraints, and so setting this sum to unity simply
provides a guideline for the calibration.
In Fig. 21 we have performed the calculation of the power spectrum precision requirement
as a function of `max. All curves pertain to weak lensing-only experiments
3, with the level
of photo-z precision coded according to the legend. The top three curves correspond to the
optimistic precision estimate (errors in each bin are added in quadrature), the bottom three
3We have not illustrated the significance of including galaxy clustering statistics because it is a relatively
minor effect, as evidenced by Fig. 19.
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curves to the pessimistic estimate (the absolute value of the error in each bin are added).
The requirements plotted in Fig. 21 are set according to the magnitude of the systematics
in w0; the wa-based requirements are very similar.
The optimistic calculation assumes that the Pδ(k) errors at different wavenumber are
completely independent; the pessimistic calculation assumes that the errors are perfectly
correlated. Because the level of correlation between matter power spectrum errors at different
wavenumbers will not be known, we stress that for a given `max the only way to guarantee
that Pδ(k) errors do not contribute significantly to the dark energy error budget is to attain
the level of precision illustrated by the bottom curves.
In Fig. 21, the crossing of the Pδ(k) precision requirement curves pertaining to different
levels of Nspec may seem somewhat counterintuitive; one might expect that improving photo-
z uncertainty can only lead to more stringent demands on the accuracy of the prediction for
the matter power spectrum. This intuitive expectation is supported by a theorem proved
Appendix A of Ref. [13], in which the authors demonstrate that the net ∆χ2 induced by a
systematic error is always reduced by the addition of (unbiased) prior information. However,
as shown in Appendix B of the same paper when marginalizing over multiple parameters, ∆χ2
per degree of freedom may increase. In our case, for large maximum multipoles (`max & 1000)
adding prior photo-z information and marginalizing over our 62 photo-z parameters leads
to a mild increase in the w0 bias, a fact which we have traced to a mild difference in the
degeneracy between w0 and ΩΛ for different values of Nspec.
From Fig. 20 it is evident that for smaller choices of `max dark energy biases are less
sensitive to matter power spectrum errors on small scales. For each `max there is a maximum
wavenumber, kmaxreq , such that systematic errors in Pδ(k) for k > k
max
req do not produce signifi-
cant biases in dark energy parameters. We estimate kmaxreq by finding the bin in wavenumber
at which the induced w0 bias becomes less than 10% of the maximum magnitude that δw0
attains in any bin. Because of the steepness of the scaling of δ(w0)/σ(w0) with k on scales
smaller than the wavenumber at which the systematics attain their maximum magnitude, we
find that our kmaxreq estimations are insensitive to the choice for this percentage. We present
our results for kmaxreq as a function of `max in Fig. 22.
The results in this section provide a set of concrete benchmarks for the campaign of
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numerical simulations designed to calibrate the prediction for the matter power spectrum,
as well as a guideline for choosing the maximum multipole that should be included in any
cosmic shear analysis. For a given `max, one uses the results presented in Fig. 21 to estimate
the precision with which Pδ(k) must be predicted on all scales k < k
max
req , where the k
max
req
estimate appears in Fig. 22. Of course choosing smaller values of `max naturally decreases the
constraining power of the survey, and so the results we present here can be used to inform
the optimal choice for `max that balances the need for statistical precision against the threat
of matter power spectrum systematics.
4.3.3.3 Halo Model In Fig. 23 we illustrate our results for the propagation of systematic
errors in halo concentration parameters through to w0 (top panel) and wa (bottom panel).
Each curve corresponds to a calculation in which a single concentration parameter, either c0
(red), α (green), or β (blue), is systematically offset upwards of its fiducial value by 10%,
while assuming that all of the concentration parameters are known with perfect accuracy
and precision. The value of the induced systematic error on w0(wa) has been normalized
by the statistical constraints on the parameter at the level of photo-z calibration specified
by the horizontal axis value for Nspec. We propagate systematic errors via Eq. 4.11, as in
§ 4.3.3.1.
The magnitude of the systematic error induced on dark energy parameters monotonically
decreases as Nspec increases. The physical interpretation of this trend applies to nearly all
of the results presented in this chapter, and so we discuss it in detail in §4.4. Briefly, as
photo-z priors are relaxed the cosmological interpretation of the weak lensing signal must
rely more heavily on precise knowledge of the matter distribution. In the context of the
halo model this implies that errors in halo concentrations have more drastic consequences
for dark energy parameter inference at lower values of Nspec.
Dark energy systematics are also less severe when galaxy clustering information is in-
cluded; for each halo parameter, and at every level of photo-z calibration, the solid curves are
smaller in magnitude than the dashed. This trend is to be expected as its analogues have
manifested in previous sections: the additional information available in galaxy clustering
statistics mitigates the consequences for cosmology of errors in the matter power spectrum
108
prediction (see Ref. [198] for the analogous benefit of mitigating photo-z systematics by in-
cluding galaxy correlations). Notice that there is a proportionally greater mitigation of the
systematics at lower values ofNspec; the interpretation of this observation is somewhat subtle.
When photo-z priors are weak, galaxy clustering information plays a more important role
in the self-calibration of the photo-z parameters4, σiz and z
i
bias. As discussed in the preced-
ing paragraph, systematic errors induced by incorrect predictions of halo concentrations are
more severe when information about the photo-z distribution is limited. Therefore, because
including galaxy clustering information at low Nspec has a greater impact on the statistical
constraints than when Nspec is very large, there is a concomitantly greater mitigation of the
induced systematics associated with halo concentration errors at lower values of Nspec.
In the limit of very large Nspec, when uncertainty in the photo-z distribution can be
neglected, a 10% error in the mean halo concentration c0 induces a systematic error on dark
energy parameters that is comparable to or worse than the statistical constraints. This
estimation is consistent with previous results (Refs. [62; 197]). For halo concentration errors
made at other levels, we can estimate the induced systematic error on the inferred value of
dark energy parameters via simple linear scaling5. For example, as can be seen in Fig. 23, in
the limit of very large Nspec a 10% misestimation of the parameter c0 induces a systematic
error δw0 = 1.2σ(w0) for a weak lensing-only analysis; thus a 25% error on c0 induces
a δw0 = [1.2× (0.25/0.1)]σ(w0) = 3σ(w0) systematic. For the sake of concreteness we
conclude this section with the following rough guideline that is based on Fig. 23 evaluated at
Nspec ≈ 104 for a joint analysis: in order to guarantee that dark energy systematics induced
by halo concentration errors are kept at or below the statistical constraints, the parameter
c0 must be calibrated to an accuracy of 5% or better, the parameter α to an accuracy of
12% or better, and β to better than 25%.
4This is an important observation in itself and has been noted elsewhere in the literature (for example,
Ref. [198]). Most of the so-called “complementarity” of weak lensing and galaxy clustering stems from these
signals calibrating each other’s nuisance parameters.
5The stability of the derivatives of our observables with respect to halo concentration parameters over a
broad range of numerical step sizes ensures the accuracy of this simple linear scaling.
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4.4 DISCUSSION
We have studied the significance of matter power spectrum uncertainty for weak lensing mea-
surements of dark energy. Our results can serve as an updated guideline for the calibration
requirements on theoretical predictions of Pδ(k) and photometric redshift distributions. The
photo-z requirements revise those in Ref. [119], who modeled nonlinear evolution using the
Peacock & Dodds fitting formula, and were thus overly pessimistic about photo-z calibration.
We also revise the requirements for precision in the prediction of Pδ(k) outlined in Ref. [80],
who assumed perfect knowledge of the distribution of photometric redshifts and were thus
overly optimistic.
Both of our models for uncertainty in the theoretical prediction for the matter power
spectrum have been studied previously. Our second model, in which we allow the value of
Pδ(k) to vary freely about its fiducial values in ten bins of bandpower (see §4.2.1 for a detailed
description) is based on the treatment in Ref. [80]. Our results are in good agreement with
theirs, where applicable. We have generalized their results by 1) studying the self-calibration
limit of Pδ(k) uncertainty, 2) including galaxy clustering statistics in the set of observables,
and 3) by taking into account uncertainty in the distribution of photometric redshifts. Our
motivation to treat uncertainty in Pδ(k) and the photo-z distribution simultaneously comes
from results presented in the Appendix of Ref. [64], where the authors showed that the
photo-z calibration requirements vary significantly depending on the assumed fiducial model
of the Pδ(k) in the nonlinear regime. This result suggests a nontrivial interplay between the
photo-z and matter power spectrum calibration demands.
The cause of this interplay has a simple physical interpretation. In weak lensing, there is
a degeneracy between the redshift of a galaxy whose image is distorted and the typical size
of the overdensity responsible for most of its lensing: at fixed angular scale, correlations in
the image distortions of sources at high redshift are produced (on average) by overdensities
that are larger in comoving size than those producing correlations at low-redshift. The more
precisely the photo-z distribution is known, the narrower the range of possible wavenumbers
contributing to the lensing signal. As priors on photo-z parameters are relaxed, the redshifts
of the sources are known with decreasing precision, and so more information about the
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power spectrum is required in order to compensate. Thus at lower values of Nspec, dark
energy parameter inference at a fixed level of statistical uncertainty requires more precise
knowledge of the matter power spectrum.
Consequences of this basic physical picture appear throughout this chapter. For example,
in Figures 19 and 23, appearing in §4.3.3.1 and §4.3.3.3, respectively, the degeneracy between
source redshift and length scale manifests as dark energy biases being more severe for the
lower values of Nspec. Another example appears in Figure 18 of §4.3.2.2, in which we can see
that the statistical constraints on w0 and wa degrade more rapidly with uncertainty in halo
concentrations when Nspec is small relative to larger values of Nspec. Similarly, the statistical
constraints on dark energy discussed in §4.3.2.1 degrade more rapidly as priors are relaxed on
δln(Pi) at lower values of Nspec. The nontrivial relationship between uncertainty in Pδ(k) and
in the distribution of photometric redshifts clearly illustrates that a detailed and accurate
study of the calibration requirements on future imaging surveys requires the simultaneous
account of these contributions to the dark energy error budget that we present here.
The significance of uncertainty in halo concentrations for the dark energy program has
also been studied previously [62; 197]. Again, we have generalized their calculations and our
conclusions are in good agreement with their results, where commensurable. In particular,
Ref. [197] studied the prospects for future weak lensing surveys to self-calibrate halo concen-
tration parameters while simultaneously constraining dark energy parameters. Even with
only very modest prior information on photo-z parameters, we agree with the conclusion
in Ref. [197] that the prospect for future imaging surveys to self-calibrate uncertainty in
halo concentrations is very promising, especially when galaxy correlation statistics are em-
ployed in a joint analysis: the statistical degradation on w0 from self-calibrating the mean,
redshift-zero halo concentration c0 is less than 6% for Nspec = 5000 (corresponding roughly
to ∆σz/σz ≈ 10−2). The degradation in the constraints is even milder when the photo-z
distribution is more precisely characterized. However, this result is provisional in that it
relies on halo concentration being the most significant mode in which the power spectrum is
uncertain.
Our halo model-based treatment of Pδ(k) uncertainty is well-motivated by Ref. [155],
who carried out a suite of numerical cosmological simulations including hydrodynamics with
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a variety of energy feedback mechanisms. One of the salient conclusions of Ref. [155] is
that the effects of baryonic physics on the matter power spectrum can be well-modeled as
an enhancement to the mean concentration of dark matter halos. Thus we chose our first
model of uncertainty in Pδ(k) with the intention to study the requirements of the dark
energy program for precision in our ability to predict the effects of baryons on the large-scale
distribution of matter. However, recent results from the OverWhelmingly Large Simulation
(OWLS) project [156] suggest that an energy feedback mechanism modeling the effects of
AGN is necessary to reproduce the characteristics of groups of galaxies [123]. In a recent
study based on these results [166], the authors found that a multicomponent halo model
with a gas profile that is independent from the dark matter profile can accurately model the
power spectra in the OWLS project. We note, however, that not even N-body simulations
have achieved the desired precision (< 0.5%) over the full range 0.1 hMpc−1 . k . 5
hMpc−1 required of the Pδ(k) calibration [69]. Nonetheless, these results are intriguing and
suggest that a more complicated model than the one we consider here may be necessary to
fully encapsulate the baryonic modifications to the matter power spectrum. We leave the
development and exploration of such a model as a task for future work.
When the assumption that the halo model accurately characterizes all the gross features
of Pδ(k) is relaxed, self-calibrating the matter power spectrum is very likely to be infeasible.
To see this, we turn back to our second, more conservative model of matter power spectrum
uncertainty. As shown in Fig. 16, even in the limit of perfectly precise prior knowledge on the
photo-z distribution, future surveys are unable to self-calibrate the value of Pδ(k) to better
than 7% on any scale, rendering Pδ(k) as a dominant component in the error budget and
increasing errors on w0 and wa by a factor of 3 or more. As discussed in §4.3.3.1, ensuring
that dark energy systematics induced by misestimations of Pδ(k) are kept at or below the
level of statistical uncertainty of an LSST- or Euclid-like survey, the theoretical prediction
for the matter power spectrum will need to be accurate to at least 0.5% or better on all scales
k . 5 hMpc−1. These results reinforce the necessity of an aggressive campaign of numerical
cosmological simulations if surveys such as LSST or Euclid are to achieve their potential as
dark energy experiments.
To contextualize these findings with the current state-of-the-art in numerical simula-
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tions, we first compare this requirement to the results from the Coyote Universe project
[68], a suite of nearly 1,000 N-body (gravity only) simulations spanning 38 fiducial wCDM
cosmologies. To date, this is the most ambitious campaign of N-body simulations yet per-
formed with the aim to robustly calibrate Pδ(k) over the full range of scales relevant to weak
lensing. The power spectrum emulator based on their results has recently been completed
[106], and in Ref. [69] the authors demonstrate that results from their simulations can be
used to model Pδ(k) with sub-percent accuracy on all scales k . 1 hMpc
−1. In addition to
the need to expand the range of scales over which this level of precision has been attained,
the Coyote Universe does not account for the nonlinear effects of neutrino mass [1], which
have been recently established [16] to introduce percent-level changes to the standard Smith
et al. method of prediction. Moreover, Coyote’s 1% precision only applies to wCDM cos-
mologies; extending this level of precision to dynamical dark energy models is an active area
of current research on in this field, for example, Refs. [26; 91; 124; 147]. These complica-
tions aside, the Coyote Universe project is, by itself, insufficient to completely calibrate the
matter power spectrum because N-body simulations neglect the effect that baryonic gas has
on Pδ(k). Suites of hydrodynamical simulations such as the OWLS project [186] discussed
above will be essential contributions to the calibration program. Continued improvement
both in N-body and hydrodynamical simulations will clearly be necessary in order to meet
the calibration requirements we present here.
4.4.1 Caveats
In updating the photo-z precision requirements for future imaging surveys we have quantified
the uncertainty in the photo-z distribution in terms of Nspec. We reiterate here an important
difference between the meaning of Nspec in our forecasts and elsewhere in the literature.
In this work, the quantity Nspec defines a one-parameter family of priors on the photo-z
distribution via Eqs. 4.4 & 4.5. In practice the actual number of galaxies in the calibration
sample will likely need to be larger than Nspec, for example because it will be challenging to
obtain a calibration sample that fairly represents the color space distribution of the galaxies
in the imaging survey. Moreover, even if such a representative sample is obtained in a
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particular patch of sky, sample variance due to the relatively narrow sky coverage of current
and near-future calibration samples has a significant impact on the accuracy of the calibration
[40]. We sought to provide general guidelines for a broad range of future imaging surveys,
and so we have not attempted to model how these important, survey-specific issues affect
the calibration requirements. Instead, in our formulation the photo-z precision requirements
are formally specified in terms of the necessary amount of prior knowledge on the photo-z
distribution, which in turn is encoded by the parameter Nspec.
Our modeling of galaxy clustering has several simplifying assumptions that are relevant
to the calibration of future imaging surveys. In modeling galaxy bias as a function of
redshift only, we have implicitly assumed perfect knowledge of how galaxy bias depends
on wavenumber. Uncertainty in the scale-dependence of the galaxy bias is degenerate with
uncertainty in Pδ(k), and so the improvement in the constraining power of a survey provided
by including galaxy clustering will degrade when accounting for uncertainty in the scale-
dependence of galaxy bias. However, we have restricted the range of angular scales on which
galaxy correlations are exploited so that we probe only very large scales (∼ 50h−1Mpc), and
so we expect corrections accounting for this scale-dependence are small.
The benefit of galaxy correlations to the photo-z calibration is diluted by lensing mag-
nification bias [13; 160], which induces a spurious correlation between sources that are well
separated in redshift space. This effect thus threatens the ability of galaxy cross-correlations
to detect and calibrate outliers in the photo-z distribution and will need to be accounted
for in order to fully realize the potential of galaxy clustering. We intend to generalize our
results to include these effects in future work.
4.5 SUMMARY AND CONCLUSIONS
We have studied the matter power spectrum calibration requirements for future very-wide-
area weak lensing surveys such as LSST or Euclid. While our findings apply to all planned
imaging surveys designed to use weak lensing to study dark energy, we have phrased our
conclusions in terms of these particular surveys because their calibration demands are the
114
most stringent. Our results generalize previous findings by simultaneously accounting for
photometric redshift uncertainty, as well as by studying the significance of galaxy clustering
information. We explored two different models for uncertainty in the nonlinear physics of
gravitational collapse, which we describe in detail in §4.2.1. In our first model, we assume
that the Halo Model accurately predicts the gross shape of Pδ(k), but that the internal
structure of halos is uncertain. In our second, more agnostic model, we allow the value of
Pδ(k) to vary freely about its fiducial value in ten logarithmically-spaced bins of bandpower
spanning the range 0.01 hMpc−1 ≤ k ≤ 10 hMpc−1. We conclude this chapter by providing
a brief summary of our primary results.
1. Future imaging surveys will be unable to self-calibrate the value of Pδ(k) to better than
7% on any scale. This renders infeasible the possibility of completely self-calibrating the
theoretical prediction for the matter power spectrum because systematic errors at such
levels would induce unacceptably large biases in the inferred value of the dark energy
equation of state. Moreover, the marginalized constraints on Pδ(k) are the tightest at
scales k ≈ 0.2 hMpc−1, nearly an order of magnitude larger in size than where the
unmarginalized constraints computed in Ref. [80] attain their minimum, emphasizing
the necessity of a precise calibration of Pδ(k) over the full range of wavenumbers 0.1
hMpc−1 . k . 5 hMpc−1.
2. To ensure that systematics are kept at levels comparable to or below the statistical
constraints on w0 and wa, Pδ(k) must be accurately predicted to a precision of 0.5% or
better on all scales k . 5 hMpc−1 in advance of future weak lensing observations that
will be made by LSST or Euclid.
3. The required precision for the Pδ(k) prediction as well as the scale to which this precision
must be attained depend sensitively on `max, the maximum multipole used in the cosmic
shear analysis. Figures 21 and 22 together provide a concrete guideline that can be
used to directly inform the optimal choice for `max that balances the need for statistical
precision against the threat of matter power spectrum systematics.
4. In keeping with the results in the Appendix of Ref. [64], we find that the photo-z cali-
bration requirements are less stringent by a factor of ∼ 3 when the nonlinear evolution
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of Pδ(k) is modeled with the Smith et al. fitting formula relative to Peacock & Dodds,
significantly relaxing the demands for photo-z precision that appear in Ref. [119].
5. Dark energy constraints degrade ∼ 40% more slowly with photo-z uncertainty when in-
cluding galaxy correlations in a joint analysis with weak lensing, even when the clustering
information is restricted to degree-scales and with coarse tomographic redshift binning
so that Baryonic Acoustic Oscillation features are not resolved.
6. Including galaxy clustering statistics (again, even when Baryon Acoustic Oscillation in-
formation is neglected) also significantly relaxes the calibration requirements and mit-
igates the severity of systematic errors induced by erroneous predictions for Pδ(k), es-
pecially when prior information on the photo-z distribution is weak. Dark energy sys-
tematics can be reduced by up to 50% by including galaxy clustering information; the
statistical constraints on w0 and wa can degrade 2 − 5 times more rapidly with Pδ(k)
uncertainty when galaxy correlations are neglected.
7. The redshift-zero, mean halo concentration, c0, must be accurately predicted with a pre-
cision of 5% or better to keep systematics in dark energy parameters below the level of
statistical constraints. If internal halo structure is the dominant mode of Pδ(k) uncer-
tainty, then the prospect for self-calibrating c0 are quite promising, as this would only
degrade the dark energy constraints by 5− 10%.
8. The matter power spectrum calibration requirements are more stringent when the dis-
tribution of photometric redshifts is known with less precision. This effect is due to a
degeneracy between source redshift and lens size, and is the chief motivation for a simul-
taneous account of these sources of uncertainty. We find that the constraints on w0 and
wa degrade 2−3 times more rapidly with Pδ(k) uncertainty for spectroscopic calibration
samples with the statistical equivalent of Nspec ≈ 5000 relative to Nspec ≈ 105.
9. The requirements for the precision with which Pδ(k) need be predicted are, in general,
less stringent for DES than for LSST by a factor of a few. To ensure that matter power
spectrum systematics do not contribute significantly to the dark energy error budget for
DES, we find that if correlations up to a maximum multipole of `max = 3000 are used in
the lensing analysis then Pδ(k) will need to be calibrated to an accuracy of 2% or better
on scales k . 5 hMpc−1. The DES requirements scale with `max in a similar fashion to
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the scaling of the LSST requirements summarized in Fig. 22. The difference between the
requirements is driven by the relative depth of these two surveys: the constraining power
on dark energy provided by cosmic shear measurements derives chiefly from small-scale
correlations (k & 1hMpc−1) where shot noise is most significant. The shallower depth of
DES (zmed = 0.7, NA = 15 gal/arcmin
2) results in these modes being less informative,
and so DES suffers less from uncertainty in small-scale information.
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Figure 17: Contours of degradation in w0 and wa constraints appear in the top and bottom
panels, respectively. The degradation is quantified by Ξ ≡ σ(w0, wa)/σperf(w0, wa), where
σperf is the level of statistical uncertainty of an LSST- or Euclid-like survey in the limit
of perfect certainty on the photo-z distribution and the nonlinear evolution of Pδ(k). The
precision in the calibration of the matter power spectrum Pδ(k) appears on the vertical axes,
while the priors on the photo-z distribution, parameterized by Nspec, appear on the horizontal
axes. Prior information about the functions zbias and σz, which govern the uncertainty in the
photo-z distribution P (zph|zsp), is distributed uniformly in redshift according to ∆zbias =
√
2∆σz = σz/
√
Nspec. Priors on the δln(Pi) parameters are distributed uniformly in among
bandpowers in log(k). Dashed curves pertain to a survey using only weak lensing information,
solid curves to a joint analysis that includes galaxy clustering. The gray, horizontal lines
roughly bound the range of matter power spectrum uncertainty that is attainable in advance
of these surveys.
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Table 2: Baseline Constraints
Observables σ(w0) σ(wa) σ(wpiv)
Weak Lensing Only 0.071 0.22 0.022
Joint Analysis 0.058 0.19 0.018
Notes.— Column (1) specifies whether or not observables employing galaxy clustering
(Pgg and Pκg) were used in the calculation. Columns (2), (3), and (4) give the statistical
constraints on w0, wa, and wp, respectively, that can be obtained by future very-wide-area
surveys such as LSST or Euclid. Note that these constraints account for statistical errors
only and so represent the optimistic limit of achievable dark energy constraints for a survey
with these characteristics.
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Figure 18: Plot of the degradation in dark energy constraints as a function of priors on
halo concentration parameters, defined by c(m, z) = c0[m/m∗,0]
α(1+z)β. Degradation of the
constraints on w0 are shown in the left panels, while degradation of wa constraints are shown
in the right panels. The top panels show degradation as a function of the fractional prior
uncertainty in the normalization of the mass concentration relation c0. The middle row of
panels shows degradation as a function of the power law index describing the dependence of
concentration on mass, α, and the bottom panels show the degradation as a function of the
power-law index describing the dependence of concentration on redshift, β. Different levels
of priors on photo-z parameters are color-coded as labeled in the middle panels.
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Figure 19: Plot of the systematic error in the inferred value of w0 (top panel) and wa
(bottom panel) induced by a systematic misestimation of the matter power spectrum Pδ(k)
over a small range of wavenumbers. The value of the induced systematic is scaled in units of
the statistical uncertainty of an LSST- or Euclid-like survey, and is plotted against the scale
at which Pδ(k) has been incorrectly predicted by 5% over a range of wavenumbers of width
∆k/k = 0.1. See the text for a detailed description of how these results can be rescaled for
Pδ(k) errors spanning a range of wavenumbers of a different width. Results pertaining to an
analysis that only uses weak lensing information appear as dashed curves, a joint analysis
that includes galaxy clustering as solid curves. We show results for two different levels of
photo-z calibration, with the red curves corresponding to Nspec = 10
3, and the blue curves
to Nspec = 10
5.
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Figure 20: Plot of the systematic error in the inferred value of w0 (top panel) induced by
a systematic misestimation of the matter power spectrum Pδ(k). This plot is identical to
Figure 5 except the curves illustrate weak lensing-only results in the limit of perfect core
calibration (Nspec → ∞) but with different choices for the maximum multipole. Naturally,
the sensitivity of the experiment to small-scale Pδ(k) errors decreases as `max decreases.
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Figure 21: Plot of the required precision with which the matter power spectrum must be
predicted as a function of `max. The top curves represent an optimistic estimate, the bottom
curves a pessimistic estimate. All curves represent results for a cosmic shear-only analysis;
calculations for different levels of photo-z precision are color-coded according to the legend.
To guarantee that matter power spectrum errors do not contribute significantly to the dark
energy error budget, the precision in the prediction for Pδ(k) must reach the level illustrated
by the bottom curves. One uses the results in Figure 8 to estimate the wavenumber to
which the level of precision plotted here must be attained. See text for details concerning
the calculation of these estimates.
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Figure 22: Plot of kmaxreq , the wavenumber to which the matter power spectrum must be
predicted, as a function of `max. The quantity k
max
req is insensitive to the level of photo-z
precision, and so the same kmaxreq pertains to all values of Nspec. One uses the results of Figure
7 to estimate the level of precision in the prediction for Pδ(k) that needs to be attained for
all k < kmaxreq .
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Figure 23: In the top panel we plot the systematic error on w0 against Nspec, the quantity
encoding the precision with which the photo-z distribution has been calibrated. The same
quantity is plotted for wa in the bottom panel. Dark energy systematics δ(w0, wa) have
been scaled by σcperf(w0, wa), the statistical constraints on the parameter at the level of
Nspec given by the horizontal axis value of Nspec. The systematic errors are induced by
10% misestimations of our three halo concentration parameters c0, α, and β. Results for
each parameter are color-coded according to the legend in the top panel. The concentration
parameters are defined by c(m, z) = c0[m/m∗,0]
α(1+z)β . Dashed curves correspond to results
for an analysis using weak lensing information only, solid curves an analysis employing galaxy
clustering information together with weak lensing in a joint analysis.
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5.0 TESTING THE ORIGIN OF THE CMB LARGE-ANGLE
CORRELATION DEFICIT WITH A GALAXY IMAGING SURVEY
5.1 INTRODUCTION
The consistency of the ΛCDM model of cosmology with the cosmic microwave background
(CMB) data observed by the Wilkinson Microwave Anisotropy Probe (WMAP) is one of
the crowning achievements of twentieth-century cosmology. Indeed, these observations were
among the key results that led to the widespread acceptance of the “concordance model” of
cosmology.
Despite the remarkable agreement between ΛCDM predictions and the WMAP data,
several anomalies on the largest angular scales have persisted (see Refs. [36] and [12] for recent
reviews). Arguably the most troubling anomaly is the near-total lack of correlation in the
temperature anisotropy distribution on large scales: the CMB temperature autocorrelation
function C(θ) as measured by WMAP is near zero for angular scales above 60 degrees. This
puzzling observation first appeared in the Cosmic Background Explorer (COBE) data [172]
before detection at much higher significance by WMAP. Quantifying how unusual the large-
angle correlation deficit is must be done with care because none of the statistics describing the
anomaly itself were among the estimators proposed by the WMAP team prior to undertaking
their analysis; that is, analysis of the correlation deficit is complicated by its a posteriori
observation. Recent estimates of the degree to which this anomaly is in conflict with ΛCDM
vary significantly (e.g., Refs. [34; 35; 48; 146]) and especially depend on the treatment of
the Galactic region of the microwave sky. For example, the analysis in Ref. [48] employs a
reconstruction technique to first generate a full-sky map and then use an all-sky estimator of
C(θ), concluding that the lack of CMB temperature correlation at large angles is unlikely at
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roughly the 95% level. However, in a recent analysis [37] it was demonstrated that leakage
of information from the masked region of the sky can lead to biases in the low multipoles
computed from a reconstructed full-sky map (see also Ref. [53]). In an alternative approach
to Ref. [48], the analysis in Ref. [35] uses a pixel-based estimator of C(θ) that is constructed
strictly from a cut-sky map to conclude that the possibility of the large-angle correlation
deficit being a statistical fluke is unlikely at the level of 99.975%. The appropriate treatment
of the Galactic plane remains an active area of research and a widespread consensus has not
yet been reached, though this issue is central to the analysis of the low-multipole anomalies.
Nonetheless, it is quite clear that the correlation deficit is not likely to be explained away
as a simple systematic error: as demonstrated in Ref. [23], this feature cannot be accounted
for with a statistically independent contaminant such as an undiagnosed foreground, as such
a contaminant would only contribute additional large-scale power, thereby exacerbating the
anomaly.
One possible explanation that would naturally produce the observed deficit in the corre-
lation function at large angles is that the primordial power spectrum generated in the early
universe is suppressed on comoving scales comparable to the size of the horizon at the time
of recombination. The persistence of the large-angle anomaly, coupled with the possibility of
accounting for it with suppressed primordial power, has motivated many studies of possible
mechanisms for the suppression in the context of inflation, e.g., Refs. [18; 20; 31; 55; 85; 88;
104; 105; 110; 145; 170; 194]. Thus the deficit in C(θ) at large angles may be an indication
that the simplest and most widely accepted models of inflation require revision.
The distinct advantage of using the CMB to probe very large scales is that the photons
which free stream to Earth from the surface of last scattering have the potential to transmit
information to us from the highest redshift in the visible universe. Thus, in addition to
CMB temperature, the polarization signal in the CMB can also potentially be exploited to
provide useful information about the distribution of matter on the largest scales [126; 128].
Additionally, the scattering of CMB photons off of galaxy clusters induces a polarization
signal that may be possible to exploit to probe very large scales [10; 22; 94; 167]. However,
if primordial power in the early universe was in fact suppressed on large scales, then the
signature of this suppression should in principle also be imprinted in the distribution of
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large-scale structure at low redshift. Confirmation of this signal in, for example, galaxy
clustering statistics would independently test the authenticity of the low-power anomaly as
a genuine feature of our cosmology.
In Ref. [57], the authors demonstrate that a forthcoming redshift survey such as BigBOSS
[158] has the potential to constrain viable models of primordial power suppression (see also
Ref. [96]). In this work, we attempt to answer a related question: what is the potential for
future galaxy imaging surveys such as the Large Synoptic Survey Telescope (LSST) [3] or
Euclid [150] to test the authenticity of the large-angle CMB temperature correlation deficit?
On the one hand, photometric redshift (hereafter photo-z) uncertainty restricts the number
of radial modes that will be available to an imaging survey relative to a data set with
spectroscopic redshifts. However, the much larger surface density of sources in an imaging
survey dramatically reduces errors due to shot noise at high redshift and allows for the
possibility of utilizing the cosmic shear signal in addition to galaxy clustering. Thus through
a joint analysis of cosmic shear and galaxy clustering, an imaging survey such as LSST or
Euclid may be able to provide independent tests of the large-angle CMB anomalies in the
near future.
This chapter is organized as follows. In §5.2 we describe our methods for modeling
primordial power suppression and assessing its detectability in the distribution of large-scale
structure. In §5.3 we present our results, and we discuss our conclusions in §5.4.
5.2 METHODS
5.2.1 Primordial Power Suppression
To model the suppression of power on large scales, we modify the dimensionless curvature
power spectrum ∆2R(k) ≡ k3PR(k)/2pi2 by introducing a prefactor that encodes the expo-
nential suppression, ∆2R(k)→ ∆2R(k)S(k), with
S(k) ≡ 1− β exp [−(k/kc)α] . (5.1)
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In Eq. 5.1, kc governs the comoving scale at which suppression in ∆
2
R becomes significant, β
the maximum fractional amount of suppression, and α the rapidity with which the suppres-
sion approaches its maximal effect. We model ∆2R as in Eq. 5.1 not to advocate a particular
alternative physical theory of the early universe, but rather so that we can have a simple
model for the deficit in C(θ) at large angles whose consequences can then be explored. As for
the particular functional form we choose for S(k), our motivation is twofold. First, the au-
thors in Ref. [57] demonstrated that ΛCDM cosmology with appropriately tuned exponential
suppression of primordial power is a better fit to WMAP data than standard (unsuppressed)
ΛCDM.1 In addition to this phenomenological motivation, Eq. 5.1 has been explored pre-
viously in the forecasting literature (in particular, Refs. [31; 57; 126]) and so adopting this
model facilitates a comparison of our calculations with existing results.
The convention in the literature that has arisen to describe the large-angle anomaly is
the so-called S1/2 statistic, defined as
S1/2 ≡
∫ 1/2
−1
d(cos θ)C(θ). (5.2)
As shown in Ref. [57], the value of the log of the cutoff parameter favored by the S1/2 statistic
alone is log10(kc/hMpc
−1) = −2.7, whereas a joint fit of both the C`’s and S1/2 favors models
with log10(kc/hMpc
−1) = −3.3.Of course the likelihood of a given suppression model depends
on the statistic used in the quantification, but regardless of this choice the likelihood is most
sensitive to the cutoff scale, kc, so unless otherwise stated we choose parameter values α = 3
and β = 1 as our fiducial model of suppression and treat kc as a free parameter.
5.2.2 Power Spectra
To assess the detectability of primordial power suppression in an imaging survey, our basic
observables will be two-dimensional projected power spectra. The power spectrum Psisj (k, z)
associated with the correlation function of a pair of three-dimensional scalar fields, si and
1 Of course this should not be surprising: the model for primordial power spectrum defined by Eq. 5.1
has been specifically constructed to improve the likelihood at large angles.
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sj, can be related to its two-dimensional projected power spectrum, P
xixj(`), via the Limber
approximation:
P xixj(`) =
∫
dz
Wi(z)Wj(z)
D2A(z)H(z)
Psisj(k = `/DA(z), z). (5.3)
In Eq. 5.3, valid for ` & 10, xi and xj are the 2-D fields that we observe as projections of the
3-D fields, si and sj, respectively. The angular diameter distance function is denoted by DA,
and H(z) is the Hubble expansion parameter. The 2-D projected fields are related to the
3-D source fields through an integral over an appropriate weight function, Wi(z), associated
with the observable of interest:
xi(nˆ) =
∫
dzWi(z)si(nˆ, z). (5.4)
For galaxy fluctuations, the weight function is simply the redshift distribution2 of galaxies
in the ith tomographic bin, ni(z), times the Hubble expansion parameter:
Wgi (z) = H(z)ni(z). (5.5)
For fluctuations in cosmic shear (convergence), the weight function is given by
W κi (z) =
3
2
H20 (1 + z)ΩmDA(z)
∫ ∞
z
dz′
DA(z, z
′)
DA(z′)
ni(z
′), (5.6)
where DA(z, z
′) is the angular diameter distance between z and z′.
In Eq. 5.3, the three-dimensional power spectrum of the scalar field sourcing cosmic shear
is the matter power spectrum Psisj(k, z) = Pδiδj(k, z), whereas for galaxy-galaxy correlations
the source power is the 3-D galaxy power spectrum Psisj(k, z) = Pgigj(k, z). Since we will
be interested in the galaxy distribution on very large scales, it will suffice for our purposes
to relate the galaxy overdensity to the matter overdensity through a simple linear bias,
gi = biδi, so that the galaxy power spectrum is related to the matter spectrum as Pgigj(k, z) =
bibjPδiδj(k, z). In all our calculations we use an independent galaxy bias function in each
2 The redshift distribution of galaxies, denoted as n(θ, φ, z), is not to be confused with the three-
dimensional number density of galaxies, nV(~q, χ(z)), with χ the comoving radial coordinate and ~q the trans-
verse (2-D) coordinate. The two distributions are simply related to each other as n(θ, φ, z)dΩdz = nVdq
2dχ,
or n(θ, φ, z) =
D2
A
(z)
H(z) nV(~q, χ).
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tomographic bin and allow each bias function to vary freely about a fiducial value of bi(z) = 1.
As the bias of most galaxy samples typically increases with redshift this simple prescription
is nominally conservative, although in practice we find that our results concerning power
suppression are insensitive to the fiducial bias function as well as the number of galaxy
bias functions: the influence of scale-independent galaxy bias on our observables does not
resemble the effect of a cutoff in the primordial power spectrum.
Above and throughout, lower-case Latin indices label the tomographic redshift bin of
the sources. In principle, the redshift distribution of the galaxies used for the galaxy power
spectra need not be the same as that used for cosmic shear, but for simplicity we use the
same underlying distribution for both so that the chief difference between the galaxy-galaxy
power spectrum Pgigj, the shear-shear power spectrum Pκiκj , and the cross-spectrum Pκigj, is
the form of the weight functions.
As the models of primordial power suppression we study primarily affect very large scales,
we will need to relax the Limber approximation in order to accurately predict the power at
low `. In this case,
P xixj(`) =
2
pi
∫
d(ln k)k3P δiδj(k)Ixi(k)Ixj(k), (5.7)
where
Igi(k) =
∫
dz
Wgi (z)
H(z)
bi(z)Dm(z)j`(kχ(z)),
Iκi(k) =
∫
dz
Wκi (z)
H(z)
Dm(z)j`(kχ(z)),
with Dm(z) ≡ δm(z)/δm(z = 0) denoting the growth function, χ(z) the comoving distance,
bi the linear galaxy bias parameter, and j`(x) the spherical Bessel functions. See Ref. [113]
for a recent, rigorous derivation of Eq. 5.7.
We model the underlying redshift distribution as n(z) ∝ z2 exp−(z/z0) where the nor-
malization is fixed so that
∫
∞
0
dzn(z) = NA, the surface density of sources in the survey. As
we will chiefly be interested in predictions for a very-wide-area photometric survey such as
LSST or Euclid, unless explicitly stated otherwise we set NA = 30 gal/arcmin
2 and z0 = 0.34
so that the median redshift is unity. We follow the treatment in Ref. [119] and relate the
tomographically binned galaxy distributions ni(z) to the underlying redshift distribution
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according to
ni(z) = n(z)
∫ zi
high
zi
low
dzphP (zph|zsp),
where zilow and z
i
high are the boundaries of the i
th tomographic redshift bin. Photo-z uncer-
tainty is controlled by the function P (zph|zsp), a Gaussian at each redshift:
P (zph|zsp) = 1√
2piσz
exp
[
−(z − z
ph − zbias)2
2σ2z
]
. (5.8)
The quantities σz and z
bias are themselves functions of redshift; we model the evolution of
the spread as σz = 0.05(1 + z) and set z
bias = 0 at all redshifts.
For a survey with its galaxies divided into Ng redshift bins used to measure the galaxy
correlation function, and Ns bins for the galaxies used to measure cosmic shear, there will be
Ng(Ng+1)/2 distinct 2-D galaxy-galaxy power spectra Pgigj, Ns(Ns+1)/2 distinct shear-shear
power spectra Pκiκj, and NsNg distinct cross-spectra Pκigj.
5.2.3 Covariance
The covariance between a pair of observables, P xixj and P xmxn , is quantified by the covariance
matrix
C[P xixj , P xmxn ](`) = P˜ xixm(`)P˜ xjxn(`) + P˜ xixn(`)P˜ xjxm(`). (5.9)
For the case of either galaxy-galaxy or shear-shear, the observed power spectra P˜ xixj have
contributions from signal and shot noise,
P˜ xixj(`) = P xixj(`) + Nxixj,
where Ngigj = δijN
A
i is the shot noise term for galaxy-galaxy spectra, with N
A
i denoting the
surface density of sources, and Nκiκj = δijγ
2
intN
A
i is the shear-shear shot noise term. We
calculate the observed cross-spectra P˜ κigj without a contribution from shot noise, so that
P˜ κigj = P κigj. We follow convention and set the intrinsic galaxy shape noise γ2int = 0.2 and
absorb differences in shape noise between different observations into the surface density of
sources.
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5.2.4 Forecasting
We quantify the detectability of a primordial power suppression model with a set of two-
dimensional power spectra P xixj in two distinct ways. First, we compute the χ2 difference
between suppressed and unsuppressed power spectra:
∆χ2 =
∑
i,j,m,n,`
fsky(2`+ 1)∆Pxixj(`)C
−1[Pxixj , Pxmxn ](`)∆Pxmxn(`), (5.10)
where C−1[Pxixj , Pxmxn ](`) is the inverse of the covariance matrix associated with the sup-
pressed power spectra at multipole `, and the difference between suppressed and unsuppressed
power spectra is denoted by ∆P = Psup−Punsup. In Eq. 5.10, fsky denotes the fraction of the
sky covered by the survey. The quantity
√
∆χ2 then represents the observable difference
between the suppressed and unsuppressed models in units of the statistical uncertainty of
the survey. That is, if the observed power spectrum matches the unsuppressed (ΛCDM)
power spectrum then the suppressed model could be ruled out at a significance of
√
∆χ2
sigmas.
Second, we employ the Fisher matrix to estimate the statistical constraints that a future
survey will be able to place on the cutoff parameter kc. The Fisher matrix is defined as
Fαβ =
`max∑
`=2
(2`+ 1)fsky
∑
i,j,m,n
∂Pxixj
∂pα
C−1[Pxixj, Pxmxn ]
∂Pxmxn
∂pβ
+ FPαβ. (5.11)
The parameters of the model are pα and pβ , with Greek indices labeling the model param-
eters. For all our observables we set `max = 300; this ensures that the assumptions of weak
lensing and Gaussian statistics are valid [32; 44; 165; 185; 192] and that modeling the galaxy
distribution with a simple linear bias is appropriate; most interesting models of power sup-
pression are constrained by multipoles ` < 30, firmly in the linear galaxy bias regime, so we
expect that our scale-independent bias assumption is well-founded.
The inverse of the Fisher matrix is an estimate of the parameter covariance near the
maximum of the likelihood, i.e. at the fiducial values of the parameters. The measurement
error on parameter α marginalized over all other parameters is
σ(pα) = [F
−1]αα. (5.12)
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Throughout this work we assume flat spatial geometry and allow seven cosmological pa-
rameters to vary about the following fiducial values: Ωmh
2 = 0.13, w0 = −1, wa = 0.0,
Ωbh
2 = 0.0223, ns = 0.96, ln(∆
2
R) = −19.953, and ΩΛ = 0.73.
Gaussian priors on the parameters are incorporated into the Fisher analysis via the sec-
ond term in Eq. 5.11. In all our forecasts we use the following priors: ∆Ωmh
2 = 0.007,
∆Ωbh
2 = 0.001, ∆ns = 0.04, ∆ln(∆
2
R) = 0.1; these are comparable to current marginal-
ized constraints on these parameters [102] and so represent a conservative estimate for the
statistical uncertainty on cosmology that will be achieved in advance of LSST or Euclid.
5.3 RESULTS
5.3.1 Effect of Suppression on Power Spectra
Figure 24 illustrates the effect of a particularly aggressive model of power suppression on
the observables. The fractional change to P κκ (dashed curves), P gg (solid curves), and P κg
(dot-dashed curves) are each plotted as a function of multipole. In calculating the power
spectra plotted in Fig. 24, we have used four tomographic bins, evenly spaced in the range
0 < z < 3, for the distribution of both galaxy correlation sources and shear sources, so that
the thin blue curves trace the change to each signal in the tomographic bin with redshift
boundaries 0.75 < z < 1.5, and the thick red curves trace changes in the bin with redshift
boundaries 1.5 < z < 2.25.
Two features of this figure are particularly worthy of note:
1. The signal at high redshift is more sensitive to large-scale primordial power suppression
than the signal at low redshift, irrespective of the observable.
2. Galaxy-galaxy power spectra are more sensitive than shear-shear.
Both of these features are simple to understand. For a fixed angular scale, larger redshift
corresponds to larger physical scale, so that for i > j, P xixi probes the matter distribution
on larger scales than P xjxj and thus P xixi will be more dramatically affected by large-scale
power suppression.
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Galaxy-galaxy power spectra are more sensitive to large-scale features in Pδ(k) than
shear-shear for a related reason. In Fig. 25 we compare the weight functions (defined by
Eqns. 5.5 and 5.6) in each of four tomographic bins for P κκ (dashed green) and P gg (solid
blue). Since Wgi peaks at larger redshift than W
κ
i , P
gg is comparatively more sensitive
to physics at high redshift than P κκ. This is simply because the galaxy-galaxy auto-power
spectrum in a particular redshift bin probes the clustering properties of matter within that
bin, whereas the shear-shear auto-power spectrum probes the distribution of matter that
lies in between the source galaxies and the telescope. Thus, as discussed above, for a fixed
angular scale P gg is comparatively more sensitive to gravitational clustering on large scales
than P κκ, and therefore large-scale power suppression will induce a greater fractional change
in P gg than P κκ.
5.3.2 Detectability
In this section we employ the ∆χ2 technique described in §5.2.4 to study the ability of a
very-wide-area photometric survey to distinguish between power spectra in standard ΛCDM
and a model in which primordial power is suppressed on scales k . kc according to Eq. 5.1.
Our chief result for this technique is plotted in Figure 26. The square root of ∆χ2, computed
via Eq. 5.10, appears on the vertical axis; the log of the cutoff scale appears on the horizontal
axis. We have used the suppressed-model power spectra to calculate the covariance matrix
in Eq. 5.10, so that Fig. 26 is suited to answer the following question: if the true model
of the primordial power spectrum is unsuppressed, so that a LSST- or Euclid-like survey
observes the large scale galaxy clustering statistics and cosmic shear signal predicted by
standard ΛCDM, then as a result of such observations to what confidence could we rule out
a given model of power suppression (i.e. a given value of kc)? Thus the vertical axis values
in Fig. 26 represent the confidence (the “number of sigmas”) with which the suppressed
model can be ruled out by planned imaging surveys. With the dotted magenta line we
have plotted the detectability of power suppression with a spectroscopic survey similar to
BigBOSS, corresponding to fsky = 0.5 and NA = 0.5 gal/arcmin
2; we have used the same
galaxy distribution for our BigBOSS calculations as the n(z) we used for our imaging survey
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to facilitate a direct comparison between these two surveys. The technique used for the
calculation of ∆χ2 for the case of a spectroscopic survey is straightforward; we refer the
reader to Ref. [57] for details. The detectability of power suppression with an LSST- or
Euclid-like survey using P κκ is shown by the dashed green curve, using P gg the dot-dashed
blue curve, and a joint analysis the solid red curve; detectability levels of 1σ and 3σ are
delineated by solid, gray horizontal lines. There is little added advantage that a joint analysis
has over using the galaxy-galaxy power spectra alone because P gg is much more sensitive to
horizon-size scales than P κκ (see the discussion in §5.2.4).
Of particular interest here is the comparison between the dotted and solid curves, which
can be thought of as contrasting the constraining power of the most ambitious large-scale
spectroscopic and photometric surveys that will be undertaken over the next ten years. In
this context, the advantage a spectroscopic redshift survey has over a photometric imaging
survey is that the redshift survey has many more radial modes available to probe very large
scales: photometric redshift uncertainty restricts the sampling of the radial signal to a small
handful of tomographic redshift bins. Thus in general, the constraining power of an imaging
survey increases with the number of tomographic bins as finer binning allows for more de-
tailed study of the redshift evolution of the signal. This information eventually saturates and
further refinement of the binning ceases to significantly improve the constraints. We find very
little improvement in the ∆χ2 results beyond Ns = 4 tomographic bins used for cosmic shear
and Ng = 8 redshift bins for galaxy correlations. The limitation to the radial information
that necessarily comes from using photometric data is more than compensated for by the
greater surface density of sources that will be observed by LSST or Euclid. This may seem
surprising since power suppression primarily affects multipoles ` . 30 where cosmic variance
is typically thought to dominate the errors. However, because most of the constraining power
on primordial power suppression comes from sources at high redshift where the surface den-
sity of galaxies is quite sparse, shot noise is significant and imaging surveys will be able to
exploit this relative advantage to distinguish at the 3σ level between ΛCDM and models of
power suppression that are favored by the S1/2 statistic, log10(kc/hMpc
−1) & −2.7. Models
that are mutually favored by both the CMB C`’s and S1/2, log10(kc/hMpc
−1) . −3.3, will
not produce an effect that will be statistically significant in data sets that will be obtained
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by LSST, Euclid, or BigBOSS, and hence these models will remain inaccessible to the galaxy
surveys currently planned to take place within the next decade.
5.3.3 Statistical Constraints on kc
In this section we present our results for the second method we used to assess the detectability
of primordial power suppression, in which we employ the Fisher matrix formalism to forecast
statistical constraints on the cutoff parameter kc. The advantage this approach has over the
method described in §5.3.2 is that the Fisher formalism provides a natural way to account
for degeneracies between kc, cosmological parameters, and galaxy bias, as well as a way to
estimate the significance of photo-z uncertainty. We use seven cosmological parameters in
our Fisher analysis with the same fiducial values and priors specified in §5.2.4.
The results from this calculation appear in Figure 27. On the horizontal axis is the log
of the cutoff scale, on the vertical axis the statistical constraint on log10(kc). Constraints on
log10(kc) when only convergence power spectra are used appear as the dashed green curve,
using only P gg as the dot-dashed blue curve, and a joint analysis as the solid red curve. Just
as we found for our ∆χ2 results in §5.3.2, the constraining power on the cutoff saturates
at Ng = 8 tomographic redshift bins for galaxy power spectra and Ns = 4 redshift bins for
cosmic shear.
The results presented in Fig. 27 are suited to answer the following question: if the true
primordial power spectrum is, in fact, exponentially suppressed beyond some scale kc, so that
a LSST- or Euclid-like survey observes the large scale galaxy clustering statistics and cosmic
shear signal predicted by the suppressed model, then to what statistical precision could the
parameter kc be constrained by such an observation? Thus this calculation is complementary
to the one presented in the previous section in the following sense: results in §5.3.2 pertain to
the difference between a given power suppression model and ΛCDM, whereas results in this
section pertain to the difference between one power suppression model and another (nearby
in kc parameter space) power suppression model. The salient conclusions that can be drawn
from Fig. 27 are similar to those in Fig. 26; when log10(kc/hMpc
−1) = −2.7 a joint analysis
provides a relatively tight 7% constraint on the cutoff parameter; for power suppression
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models that are mutually favored by both the S1/2 statistic and the CMB multipoles the
cutoff is on larger scales, log10(kc/hMpc
−1) = −3.3, where the constraining power of a survey
such as LSST or Euclid is comparably weak.
In order to perform these calculations, the derivatives appearing in Eq. 5.11 must be
evaluated numerically; we found that our results are robust to changes in both step-size
as well as the choice to compute one- or two-sided derivatives for all parameters in the
analysis. In particular, the statistical constraints on kc are in principle asymmetric because
constraining power varies monotonically with the scale of the cutoff. However, we find that
the constraints vary sufficiently slowly with kc to limit the effect of the asymmetry to a
correction of only a few percent over the relevant range of parameter space.
Within reasonable levels, photometric redshift uncertainty turns out to have very little
effect on the results in Fig. 27. We have checked this conclusion in two distinct ways. First,
we parametrize photo-z uncertainty as described in Ref. [119]. Briefly, the redshift evolution
of each of the functions σz and z
bias is modeled by linearly interpolating among a set of 31
control points, one at each interval of δz = 0.1 between z = 0 and z = 3, where the values at
the control points are given by σz = A(1 + z) and z
bias = 0, with A = 0.05 as our standard
value of the photo-z spread at redshift zero. These 31 × 2 = 62 control points then serve
as photo-z uncertainty parameters in the Fisher analysis. We find that the power spectrum
cutoff parameters exhibit very little degeneracy with photometric redshift parameters, so that
the constraints are not degraded significantly by marginalizing over these or more complex
photometric redshift parameterizations. Second, we studied the sensitivity of the constraints
to the value of A = σz/(1+ z). The chief effect that varying A has on our results comes from
restricting the statistically independent information in the tomography, i.e. larger values of
A lead to constraining power that saturates at smaller numbers of tomographic redshift bins
because photo-z uncertainty smears out correlations along the line of sight and thus restricts
the number of radial modes available to probe cosmology. However, for reasonable values
of A this effect is quite small: σ(log10(kc)) only changes by roughly ten percent when A
varies between the optimistic value of A = 0.03 and the quite pessimistic value of A = 0.15.
As the effect of photo-z uncertainty on the dark energy constraints is much more profound
[5; 13; 64; 82; 108; 119; 196; 203], the photo-z calibration effort leading up to future wide-
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area imaging surveys will very likely achieve the precision required to reach the constraining
power illustrated in Figs. 26-27.
5.4 CONCLUSIONS AND DISCUSSION
We have studied the sensitivity of an all-sky galaxy imaging survey such as LSST or Euclid
to the suppression of primordial power on scales comparable to the horizon size at the time
of recombination. The models of suppression we investigated are motivated by the observed
deficit in the two-point correlation function of the CMB temperature at large angles. In
particular, we focused on constraining the comoving cutoff scale kc at which exponential
suppression of ∆2δ(k) sets in.
The cutoff scale favored by the S1/2 statistic alone is ∼ 700 Mpc. We find that a LSST- or
Euclid-like survey will be able to distinguish this model from ΛCDM at the 3σ level, and that
if we do in fact live in a universe in which the primordial power spectrum is exponentially
suppressed on comoving scales larger than ∼ 700 Mpc, then a joint analysis of shear and
galaxy correlations could provide 7% constraints on the cutoff parameter. However, planned
galaxy surveys will not be able to discriminate between ΛCDM and models in which the
suppression sets in at cutoff scales ∼ 2.8 Gpc, as favored jointly by the C`’s and S1/2. The
chief reason for the relatively weak constraining power on models with a cutoff on these larger
scales is simply that the redshift range covered by the next generation of galaxy surveys is
not deep enough to probe matter-power-spectrum modes larger than a few Gpc. Thus it
may be necessary to rely on future observations of the CMB, particularly the polarization
signal and its cross-correlation with the temperature (as studied in Ref. [126]), to test power
suppression models on these very large scales.
In our forecasts of the constraints on power suppression we have not taken into account
possible systematic errors that complicate any observation of galaxy clustering or cosmic
shear on large scales. Any calibration error that varies across the sky over a difference of
∼ 20◦ can interfere with a measurement of the large-scale clustering signal and therefore
contribute to the error budget of a galaxy survey. For example, an effective change to the
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magnitude limit of a survey can be induced by Galactic extinction, which may vary with the
line of sight through the Milky Way. The relative frequency of star-galaxy misclassifications
may effectively vary across the sky due to the spatial dependence of stellar demographics in
the Galaxy. We leave a detailed assessment of possible sources of systematic error as a task
for future work.
Finally, we have compared the sensitivity to large-scale features in ∆2δ(k) of a spectro-
scopic redshift survey with characteristics similar to that of BigBOSS and future wide-area
imaging surveys such as LSST or Euclid. We find that while a BigBOSS-like survey has a
greater number of statistically independent radial modes with which to probe large scales,
planned imaging surveys will be more sensitive to horizon-scale physics because of the greater
surface density of high-redshift sources they will observe.
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Figure 24: Toy demonstration of the effect of power suppression on the three sets of
power spectra we study: galaxy-galaxy are plotted with solid curves, shear-shear with
dashed, and shear-galaxy with dot-dashed. The fractional change to each observable,
(P
xixj
sup − P xixjunsup)/P xixjunsup, is plotted as a function of multipole. The fractional change to the
signal at high redshift is plotted with thick, red lines for each observable; the signal at low
redshift with thin, blue lines. High-redshift bins are more fractionally perturbed than low
because for a fixed angular scale, larger redshift corresponds to larger physical scale. Galaxy-
galaxy power correlations are more affected than shear-shear since the redshift kernel peaks
at higher redshift for galaxy-galaxy (the lenses are in front of the galaxies).
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Figure 25: Comparison of the weight functions (Eqns. 5.5 & 5.6) for a toy set of galaxy-
galaxy auto-power spectra (solid blue curves) and shear-shear auto-power spectra (dashed
green curves), each divided into four tomographic bins. Each kernel has been normalized
by its own maximum value to facilitate a direct comparison of the redshift evolution of the
weight functions.
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Figure 26: The cutoff scale at which primordial power suppression becomes significant
appears on the horizontal axis. Along the vertical axis is ∆χ =
√
∆χ2, defined by Eq. 5.10,
our first statistic quantifying the detectability of power suppression with future wide-area
surveys. As discussed in § 5.3.1, galaxy clustering has significantly greater constraining power
on primordial power suppression models than cosmic shear. Models of power suppression
favored by the S1/2 statistic alone, log10(kc/hMpc
−1) = −2.7, could be ruled out at the 3σ
level by a joint analysis of an LSST- or Euclid-like survey; models with log10(kc/hMpc
−1) =
−3.3 that are mutually favored by the C`’s and S1/2 will be inaccessible to the surveys we
consider.
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Figure 27: Plot of the statistical constraining power that future imaging surveys will have
on the cutoff scale. We compute σ(log10(kc)), the precision to which the scale of the cutoff
can be measured, using the Fisher matrix formalism; forecasts for the constraints from an
LSST- or Euclid-like imaging survey using galaxy clustering statistics alone appear as the
dot-dashed blue curve, using cosmic shear alone as the dashed green curve, and with a joint
analysis the solid red curve.
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6.0 SUMMARY & CONCLUSIONS
In this dissertation I have explored the potential of the weak lensing signal that will be ob-
served in planned and near future galaxy imaging surveys to yield new insight into ΛCDM.
The purely geometric nature of weak lensing can be exploited to test general relativity on
cosmological scales, a possibility I explored in chapter 2. Such tests are very promising, al-
though their constraining power relies on being able to predict the matter power spectrum,
Pδ(k), deep into the nonlinear regime where baryonic effects are significant. Character-
izing the influence of baryons on Pδ(k) is challenging, even for state-of-the-art numerical
simulations. However, I found that if baryonic influences are limited to changes in halo con-
centrations, then this source of uncertainty does not seriously threaten weak lensing tests of
general relativity.
In chapter 4 I studied the related issue of the significance of matter power spectrum
errors for the study of dark energy with weak lensing. In particular, I updated the Pδ(k)
calibration requirements to the more realistic case of having simultaneous uncertainty in the
photometric redshifts of the lensed galaxies. I found that the matter power spectrum will
need to be predicted to a precision of 0.5% to wavenumbers k ∼ 5hMpc−1 in order for Stage
IV experiments such as LSST to reach their target constraints on dark energy. As part
of this investigation, I provided a blueprint for estimating both the precision and required
scale for the Pδ(k) calibration as a function of the maximum multipole used in the lensing
analysis (see Figures 21 and 22). This blueprint can be used by the community of numerical
cosmologists studying this problem to set goalposts and assess their current achievements in
terms of dark energy constraints.
A significant fraction of the literature in numerical cosmology will likely be dedicated
to the problems presented in chapters 2 & 4 for years to come, reflecting the formidable
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challenge presented by these calibration requirements. At the N-body level, the Pδ(k) cal-
ibration problem is well-defined and the brute force approach that has been adopted thus
far (an aggressive campaign of gravity-only cosmological simulations geared towards provid-
ing a power spectrum emulator) continues to produce steady improvements in the achieved
precision. With our current level of knowledge, it is more difficult to assess the future of
the baryonic side of this program. For example, widespread agreement over the appropriate
method to implement feedback mechanisms via sub-grid recipes has not yet been reached, and
the sensitivity of baryonic effects to the underlying cosmology remains poorly tested. How-
ever, we find very promising the success of the self-calibration approach studied in chapters
2 & 4. While it remains to be seen whether other baryonic effects beyond halo concentration
modification must be taken into account on scales of interest, halo concentration is already
known to encode a significant fraction of the baryonic contribution to Pδ(k), and we have
shown that such modifications do not present a serious threat to cosmic shear studies of dark
energy or general relativity.
In chapter 5 I investigate the possibility of using large-scale structure measurements
with LSST to detect deviations from the standard inflationary prediction for the primordial
power spectrum. If exponentially suppressed primordial power is the reason behind the lack
of correlation in the CMB temperature anisotropy on large angles, then signatures of this
suppression should in principle manifest in the galaxy distribution and the cosmic shear
signal observed by LSST. My results in chapter 5 demonstrate that this is indeed the case.
However, I found that in order for weak lensing and galaxy correlations to provide precise
constraints on the power suppression model, the suppression must be operative on scales
sufficiently small to alter the acoustic peak structure of the CMB. It may be necessary to
await the arrival of high redshift 21-cm power spectra to probe models of primordial power
suppression on scales large enough so that the model under consideration accounts for the
large-angle anomaly without sacrificing the fit to the acoustic peaks, although this approach
remains to be tested.
In chapter 3 I provided a detailed study of the influence of photometric redshift errors
on the cosmic shear signal. I found that uncalibrated outlier populations in the photo-z
distribution will need to be kept at or below per-galaxy rates of 0.1% in order to ensure that
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they do not contribute significantly to the dark energy error budget. Excising galaxies at
high- and low-redshifts, where attaining photo-z precision is the most challenging, comes at
only a modest cost to the statistical constraints. This strategy may alleviate the challenging
calibration demands presented in chapter 3, but a careful examination of Figure 11 shows
that even with this excision, contributions from outlier populations at the sub-percent level
still induce dark energy systematics at threatening levels.
To date, the most common treatment in the literature of the full distribution of pho-
tometric redshifts divides the galaxy population into a core sample and an outlier sample,
quantifies the outlier rate and focuses on characterizing the properties of the core sample.
Outlier rates in contemporary studies persist at the level of a few percent, and these rates
have shown no sign of decreasing by an order of magnitude for the foreseeable future. Thus
the implications of the results presented in chapter 3 are that a more sophisticated photo-z
error analysis will ultimately be required to keep dark energy systematics due to photo-z
outliers from dominating the error budget. If outlier rates persist at contemporary levels, it
will be necessary to incorporate these populations into the core distribution and accurately
characterize their properties. The emerging cross-correlation technique appears to be one
of the most promising new methods to make such a characterization possible. A thorough
examination of the ability to use this technique for outlier calibration is a specific direction
for future work in this field that may provide the leap forward that will be necessary to solve
this challenging problem.
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APPENDIX
THE NONLINEAR POWER SPECTRUM AND PHOTOMETRIC
REDSHIFT CALIBRATION REQUIREMENTS
Much of the constraining power of weak lensing surveys arises from measurements on scales
where the structures causing the deflections are undergoing nonlinear gravitational evolu-
tion [e.g. 80]. Restricting consideration to large scales significantly degrades cosmological
constraints [e.g. 63; 78; 80; 159; 197], so it is necessary to model nonlinear evolution in order
to utilize weak lensing to constrain dark energy. At least three approximate and related
techniques are in common use: (1) the fitting formula of Peacock and Dodds [141], which is
based on the HKLM method [61]; (2) the halo model [33; 117; 157; 162; 164]; and (3) the
fitting formula of Smith et al. [171]. The works of Ma et al. [119] and Ma and Bernstein
[118] specifying requirements for photometric redshift calibration employ the Peacock and
Dodds [141] relation.
In the course of our study, we have recomputed the photometric redshift calibration
requirements using each of the three approximate techniques mentioned in the previous
paragraph. In the limit of perfect knowledge of the photometric redshift distribution, each
of these fitting formulas gives nearly identical dark energy constraints. However, we have
found that the photometric redshift calibration requirements have a strong dependence upon
the method used to model nonlinear structure. We summarize this finding in Figure 28 where
we display contours of constant degradation in the statistical error on wa as a function of
both the prior on the bias ∆zbias and the prior on the dispersion σz. In other words, we show
contours of σ(wa) in units of the statistical constraint on wa in the limit that the photo-z
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distribution parameters are known perfectly prior to the weak lensing analysis, σperf(wa). We
assume that the same priors are applied to all of our 31 dispersion parameters and 31 bias
parameters at each redshift bin (see § 3.2.1.1). We summarize our findings in this way so that
these results can be compared directly to Figure 7 in Ma et al. [119]. To make the comparison
as direct as possible, we have computed these forecasts using the fiducial cosmology and
experimental setup of Ma et al. [119], which differs slightly from those considered in the
main text. In this appendix only, our fiducial cosmology is ωm = 0.14, ωb = 0.024, ns = 1.0,
∆2R = 2.4×10−5 (giving σ8 ' 0.91), and ΩDE = 0.73 combined with experimental parameters
of fsky = 0.1 and N
A = 55 arcmin−2.
The upper left panel in Figure 28 shows photo-z calibration requirements estimated using
the Peacock and Dodds [141] treatment of nonlinear power. This panel shows nearly identical
results to those in Figure 7 of [119] so that this panel validates our methods and provides
a useful baseline to compare with the other panels. According to this result, ensuring that
constraints on wa are not degraded by more than a factor of two requires knowing the photo-z
dispersion and bias to roughly ∼ 1% prior to undertaking the weak lensing analysis. The
upper, right panel of Fig. 28 shows the same requirements constructed using the halo model
for nonlinear clustering. In the limit of restrictive prior knowledge of the photo-z distribution
the Peacock and Dodds [141] and halo model results yield nearly the same constraints.
When the photo-z distributions have relatively unrestrictive priors, the two techniques yield
moderately different levels of projected degradation with, for example, uncertainty in the
photo-z dispersion of ∆(σz) ≈ 1 corresponding to a factor of ten degradation in the Peacock
and Dodds [141] case but a factor of six degradation in the halo model calculation.
The largest differences among the forecasts comes from comparing the requirements using
Peacock and Dodds [141] to those computed using the Smith et al. [171] fit. As with the halo
model comparison, the different techniques agree well when prior knowledge of the photo-
z distribution is very restrictive; thus as long as degradations due to photo-z uncertainty
are . 10 − 20% then it does not matter which technique one uses to predict the nonlinear
evolution. It is interesting that the constraints in the case of the halo model treatment
degrade significantly less rapidly as prior knowledge becomes less and less restrictive. Turning
to the Smith et al. [171] fit, one would conclude that ensuring less than a factor of two
149
degradation on the wa constraint requires ∼ 18% knowledge of the dispersion and ∼ 40%
knowledge of the bias as compared to the ∼ 1% requirements that result from the Peacock
and Dodds [141] analysis.
Clearly, at most one of these treatments can represent the growth of cosmic structure
faithfully. In the main text, we presented results using the Smith et al. [171] formula because
these authors perform a detailed numerical study that finds the Peacock and Dodds [141]
and simple implementations of the halo model to be imprecise on scales relevant for cosmic
shear cosmology. In the context of these fitting formulae, we find that Smith et al. [171]
predicts greater power than Peacock and Dodds [141] on scales most relevant to lensing
(0.1 . k/hMpc−1 . 10), particularly at high redshift. At this point, it is not possible to
make a firm statement as to which approach is correct, but an exhaustive simulation program
similar to that being carried out by Heitmann et al. [66, 67, 69] may be capable of providing
a more definitive resolution in the case of dissipationless evolution. Additional effort will
be needed to treat any modifications induced by the baryonic component of the universe
[59; 89; 155; 176; 191; 197; 199].
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Figure 28: Contour plots for the level of wa constraint degradation as a function of priors
on the photometric redshift scatter σz and bias z
bias. In this case, the priors are applied
uniformly to the photometric redshift parameters are each redshift. The contours demarcate
equal parameter degradation defined as the error on wa after marginalizing over photometric
reshift uncertainties. We show constraints in units of the equivalant constraint in the limit
of perfect knowledge of photometric redshift parameters, Σ ≡ σ(wa)/σperf(wa). The upper,
left panel was computed using the Peacock and Dodds [141] fitting formula for the nonlinear
power spectrum of density fluctuations and amounts to a near reproduction of the right
panel of Figure 7 in Ma et al. [119]. The upper, right panel was computed using the halo
model as described in Zentner et al. [197]. The bottom panel was computed using the Smith
et al. [171] relation for the nonlinear power spectrum of density fluctuations. Significant
differences between the levels of degradation are evident. Note that in this figure, we use
a different set of cosmological and experimental parameters so that this result is directly
comparable to those in Figure 7 of Ma et al. [119].
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