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1. Introduction
A Matlis domain is a commutative domain R whose ring of quotients Q has projective
dimension one. The properties of these domains have been extensively studied in the lit-
erature. In [18], Kaplansky proved that the quotient field of a local domain has projective
dimension one if and only if it is countably generated. Hamsher, in his beautiful paper [16],
showed that if R is a Matlis domain any countably generated submodule of Q/R can be
embedded in a countably generated direct summand of Q/R. This result generalizes Ka-
plansky’s theorem because if R is local then Q/R is indecomposable. Hamsher’s results
were completed by Lee in [21] proving that Q has projective dimension at most one if and
only if Q/R decomposes into a direct sum of countably generated modules. Fuchs and
Salce finally extended these results to arbitrary localizations of commutative domains, see
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520 L. Angeleri Hügel et al. / Journal of Algebra 294 (2005) 519–551[14] and [15, pp. 137–141]. In the present paper we leave the domain case and extend the
results above to arbitrary localizations of general commutative rings.
Matlis domains can also be characterized in terms of properties of the category of
R-modules generated by Q or, more generally, for an arbitrary commutative ring R, the cat-
egory of modules generated by the localization at the set of regular elements. This setting
has been studied by Matlis in [22]. We also extend these classical results to localizations
of (not necessarily commutative) rings with respect to a left Ore set of regular elements.
For proving our results it is essential to use the theory of tilting modules. Tilting theory
is one of the main tools of the representation theory of finite dimensional algebras, and
it has proved to be useful also for general rings. Our results shed a new light on some
examples of tilting modules occurring in commutative algebra. In fact, it is well known
that Q⊕Q/Z is a tilting Z-module. More generally, if R is a commutative Gorenstein ring
of Krull dimension 1 and Q is its ring of fractions, then Q⊕Q/R is a tilting module, and
the corresponding tilting class is the class of divisible modules [2, 4.1]. Salce [24] recently
proved that over a valuation domain R, the modules of the form S−1R ⊕ S−1R/R such
that pdS−1R  1 describe an important class of tilting modules. We will prove that the
same holds true for any localization of projective dimension at most one.
Our main results are collected in the following theorem:
Theorem 1.1. Let R be a ring, and S be a left Ore set of regular elements of R. Then the
following statements are equivalent.
(1) The projective dimension of the right R-module S−1R is at most one.
(2) S−1R ⊕ S−1R/R viewed as a right R-module is a tilting module.
(3) The class Gen(S−1RR) of all right R-modules generated by S−1R equals
Ker Ext1R(S
−1R/R,−).
If R is commutative then (1), (2) and (3) are equivalent to each of the following statements.
(4) Gen(S−1RR) coincides with the class of all S-divisible modules.
(5) S−1R/R is a direct sum of countably presented R-submodules.
(6) R has an S-divisible envelope.
If R is commutative and noetherian then statements (1) to (6) are further equivalent to
(7) S−1R/R is a direct sum of countably generated R-modules (Mα | α < κ) such that for
each α < κ ,
⊕
β<α Mβ = T −1α R/R for a submonoid Tα of S.
Finally, statements (1) to (7) hold true for an arbitrary ring R in the case when S−1R is
countably generated as a right R-module.
We refer to Section 2 for unexplained terminology in Theorem 1.1.
The whole paper is devoted to the proof of Theorem 1.1. Note that the statement of the
theorem includes four different situations. The division into sections is based on different
aspects of these situations as follows.
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of the direct summands of S−1R/R in Theorem 3.10 that extends results by Hamsher. Such
direct summands are a particular kind of submodules of S−1R/R called restrictions [16],
and they play a fundamental role in the equivalence between (1) and (5), as we will see
below.
In Section 4, we give the key ingredients to deal with Ore localizations that are count-
ably generated over R.
Section 5 is devoted to the existence of a generator for the category of S-divisible
modules, which we obtain by extending a construction from [14] to the non-commutative
setting.
Our proof of the equivalence of the conditions (1), (3) and (4) is inspired on Matlis’
proof, so we follow some of his ideas in Section 6.
The equivalence between (1) and (5) is shown in Section 7. In order to prove (1) im-
plies (5) in the domain case, Lee employed Fuchs’ tight systems and G(ℵ0)-systems of
direct summands to produce the desired decomposition of Q/R by induction on the cardi-
nality of Q [21]. A more refined induction argument is needed for our general setting in
Theorem 7.11: we employ the recent notion of a κ-tight system from [5] (Definition 7.8)
together with G(ℵ0)-systems of restrictions in the sense of Hamsher. Since κ-tight systems
are available only for regular cardinals, we apply Shelah’s Singular Compactness Theorem
when S−1R/R has singular cardinality. However, in the noetherian case, we have a more
direct proof of the stronger claim (7) in Theorem 7.12.
Finally, in Section 8 we put everything together to complete the proof of Theorem 1.1.
As a byproduct, we also obtain a general family of examples of tilting modules in Theo-
rem 8.2.
2. Preliminaries
In this paper all rings are associative with 1. For a ring R we denote by Σ the set of all
regular elements.
Given a ring R and a submonoid S of R, we say that S is a left Ore set of R if for
any s ∈ S and any r ∈ R there exist s′ ∈ S and r ′ ∈ R such that r ′s = s′r . It is well
known that for a left Ore set S consisting of regular elements, it is possible to form the
left S-localization, denoted by S−1R, which is an over-ring of R such that all the elements
of S are invertible and whose elements can be written in the form s−1r for suitable s ∈ S
and r ∈R.
Let now R be a ring and S be a subset of R whose elements are right regular. A right
R-module M is S-divisible if for any m ∈ M and any s ∈ S the equation m = xs has a
solution in M . We say that M is S-torsion-free if ms = 0 for some s ∈ S and m ∈ M
implies m = 0. If M is not S-torsion-free we say that M has non-zero S-torsion.
Next, we recall some notions from tilting theory. For a right module M we denote by
Add(M) the category of all modules that are isomorphic to a direct summand of a direct
sum of copies of M .
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the following properties.
(T1) T has projective dimension at most one.
(T2) Ext1R(T ,T (I)) = 0 for any set I .
(T3) There exists a sequence
0 →R → T1 → T2 → 0
with Ti ∈ Add(T ) for i = 1,2.
Remark 2.2. In [7] tilting modules are characterized by the condition GenT = T ⊥ where
T ⊥ = Ker Ext1R(T ,−) and GenT denotes the category of modules generated by T .
Tilting modules are closely related to the notion of a cotorsion pair.
Definition 2.3. (1) A pair of classes of right R-modules C = (A,B) is a cotorsion pair
provided that A = Ker Ext1R(−,B) and B = Ker Ext1R(A,−). Moreover, a cotorsion pair
C= (A,B) is complete provided that for each module M there is an exact sequence 0 →
M → B →A → 0 with A ∈A and B ∈ B (or, equivalently, provided that for each module
M ′ there is an exact sequence 0 → B ′ → A′ →M ′ → 0 with A′ ∈A and B ′ ∈ B).
(2) Every tilting module T defines a complete cotorsion pair CT = (⊥(T ⊥), T ⊥), see
[9] or [3]. We call CT a tilting cotorsion pair and T ⊥ a tilting class.
(3) Specializing the definition in [2], we say that a class B is of finite type (countable
type) whenever there exists a set S consisting of finitely presented (countably presented)
right R-modules of projective dimension at most one such that B = Ker Ext1R(S,−). A co-
torsion pair C= (A,B) is of finite type (countable type) if B is of finite (countable) type;
we then say that the set S cogenerates the cotorsion pair C.
By [2], any class of finite type is tilting. The converse remains an open problem, how-
ever, it is known to hold in many particular cases (e.g., for Prüfer domains, [5]). A weak
form of the converse does hold for any ring: any tilting class is of countable type [5]. The
tilting module T = S−1R⊕S−1R/R in Theorem 1.1 is of finite type by condition (4). Con-
dition (5) may be viewed as another strengthening of countable type: the tilting class T ⊥
equals Ker Ext1R(C,−) where C is a set of countably presented modules forming a direct
sum decomposition of S−1R/R.
Finally, in Theorem 1.1 we use the notion of an envelope. Let X ⊆ ModR and
A be a right R-module. Following [10], we say that a homomorphism a :A → X
is an X -preenvelope if X ∈ X and the abelian group homomorphism HomR(a,X′) :
HomR(X,X′)→ HomR(A,X′) is surjective for each X′ ∈X . A homomorphism a :A→X
is said to be left minimal if every endomorphism h :X → X such that ha = a is an iso-
morphism. Left minimal preenvelopes are called envelopes and are uniquely determined
up to isomorphism. In the representation theory of Artin algebras, the usual terminology is
(minimal) left X -approximation.
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In this section we specialize to the commutative case and focus on direct summands of
S−1R/R. We start by introducing some notation and standard concepts that are useful in
the commutative case; they are related with the prime spectrum of R, denoted by Spec(R).
Let R be a commutative ring and S be a submonoid of R \ {0}. We write V (S) = {P ∈
Spec(R) | P ∩ S = ∅} and denote by V (S)c the complement of V (S) in Spec(R). Recall
that V (S) is canonically isomorphic to Spec(S−1R). Clearly, if S ⊆ S′ then V (S′)⊆ V (S).
Recall that S is said to be saturated if ss′ ∈ S implies that s and s′ are elements of S. If
s and s′ are elements of R such that ss′ ∈ S, then s and s′ are invertible in S−1R. Hence
S−1R = (S′)−1R where S′ = {t ∈ R | s = t t ′ for some s ∈ S and t ′ ∈ R} is the saturation
of S.
Remark 3.1. If S is a submonoid of R \{0}, and I is an ideal of R such that I ∩S = ∅, then
it is well known that the set C = {J R | I ⊆ J and J ∩S = ∅} has maximal elements and
that any such maximal element is a prime ideal of R.
Let now S be a saturated submonoid of Σ . Then any x ∈R \S satisfies xR∩S = ∅ and
thus is contained in a prime ideal from V (S), so S =R \⋃P∈V (S) P .
Similarly, if S is a submonoid of Σ , then its saturation is S′ = R \⋃P∈V (S) P (cf. [19,
Theorem 2]).
Observe that the set Σ is an example of a saturated submonoid. Hence R \Σ is a union
of prime ideals of R, and it can be proved that the minimal primes of R are in this union.
More generally, let M be a non-zero R-module. The set of elements in R such that
multiplication by them induces an injective endomorphism of M is a saturated submonoid
of R \ {0}. Dually, the set of elements in R such that multiplication by them is a surjective
endomorphism of M is also a saturated submonoid of R \ {0}.
We now collect some results on the module S−1R/R. In particular, we study its endo-
morphism ring and show that the direct sum decompositions of S−1R/R have rather nice
properties. Our statements are analogous to results for commutative domains due to Matlis
(cf. [15, Lemmas IV.4.1 and IV.4.3]). The extension to arbitrary localizations presents no
further difficulties, but we include a proof for the reader’s convenience. This proposition
will be used throughout the paper, sometimes without further reference.
Proposition 3.2. Let R be a commutative ring. Let S be a submonoid of R \ {0}. Let
λ :R → S−1R denote the canonical map.
(i) If f ∈ EndR(S−1R/λ(R)) and x ∈ S−1R/λ(R), then f (x) ∈ xR. In particular, the
ring EndR(S−1R/λ(R)) is commutative.
(ii) If S−1R/λ(R)=⊕i∈I Ai and B ⊆ S−1R/λ(R), then B =⊕i∈I (B ∩Ai).
(iii) If S−1R/λ(R) = A ⊕ B = A ⊕ B ′ then B = B ′. Moreover, if A and A′ are direct
summands in S−1R/λ(R), then also A ∩ A′ and A + A′ are direct summands in
S−1R/λ(R).
(iv) Assume S−1R/λ(R) =⊕i∈I Ai . If i = j then HomR(Ai,Aj ) = 0.
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λ is injective. Then we identify λ(R) with R, and S is a submonoid of Σ .
(i) Let f ∈ EndR(S−1R/R). Let x ∈ S−1R/R, and let s ∈ S. Then sx = 0 if and only if
x ∈ (1/s +R)R. Hence f (1/s +R) ∈ (1/s +R)R for any s ∈ S, and then f (x) ∈ xR for
any x ∈ S−1R/R.
(ii) For any i ∈ I , let πi :S−1R/R → Ai ⊆ S−1R/R denote the projection onto Ai .
By (i), for any x ∈ S−1R/R, πi(x) ∈ xR ∩Ai . This shows that xR =⊕i∈I (xR ∩Ai) for
any x ∈ S−1R/R. Then the same is true for any submodule B of S−1R/R.
(iii) For the first statement, apply (ii) to see that B ′ = (A∩B ′)⊕(B∩B ′) = B∩B ′ ⊆ B .
By symmetry B = B ′. For the second statement, let S−1R/λ(R)=A⊕B =A′ ⊕B ′; then
(ii) yields A + A′ = (A ∩ A′) ⊕ (A ∩ B ′) ⊕ (A′ ∩ B). So (A + A′) ∩ (B ∩ B ′) = 0, and
(A+A′)⊕ (B ∩B ′) = S−1R/λ(R).
(iv) For any i ∈ I , let πi :S−1R/R → Ai denote the canonical projection. Let i, j ∈ I ,
i = j , and let f ∈ HomR(Ai,Aj ). We can apply statement (i) to f ◦ πi ∈ EndR(S−1R/R)
to deduce that f (x) ∈ xR ∩Aj ⊆Ai ∩Aj = 0 for any x ∈Ai . Hence f = 0. 
In the next definition we recall the concept of restriction which is crucial for all the
commutative setting. This definition can be given in terms of the prime spectrum or in
terms of the maximal spectrum. We denote the latter by m-Spec(R).
Definition 3.3 (Hamsher [16, p. 418]). Let N ⊆M be modules over a commutative ring R.
We say that N is a restriction of M provided that for any P ∈ Spec(R) either NP =MP or
NP = 0, equivalently, for any M ∈m-Spec(R) either NM =MM or NM = 0.
Remark 3.4. An example of restriction is a direct summand of a cyclic module because a
cyclic module over a local ring is indecomposable. Proposition 3.6 gives another example
of restriction. Both of them will be important in the proof of Theorem 3.10, and throughout
the paper.
Lemma 3.5. Let R be a commutative ring. Let N ⊆ M be R-modules such that N is a
restriction of M . Let s ∈ Σ . If multiplication by s is an onto endomorphism of M , then it
is also an onto endomorphism of N . Equivalently, if M is {s}-divisible then so is N .
Proof. By the definition of restriction, for any P ∈ Spec(R), multiplication by s is an onto
endomorphism of NP . Thus it is an onto endomorphism of N . 
Proposition 3.6. Let R be a commutative ring. Let S be a submonoid of R \ {0}. Let
λ :R → S−1R denote the canonical map.
(i) If R is local, then S−1R/λ(R) is indecomposable.
(ii) Let A be an R-submodule of S−1R such that λ(R) ⊆ A. Assume that A/λ(R) is a
direct summand of S−1R/λ(R). Then A/λ(R) is a restriction of S−1R/λ(R).
(iii) Let A be an R-submodule of S−1R such that λ(R) ⊆ A. Assume that A/λ(R) is a
restriction of S−1R/λ(R). Then A is a subring of S−1R.
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one can prove that S−1R/λ(R) is indecomposable exactly as in [22, Theorem 4.7].
If A/λ(R) is a direct summand of S−1R/λ(R) then, for any P ∈ Spec(R), (A/λ(R))P
is a direct summand of (S−1R/λ(R))P ; by claim (i) either (A/λ(R))P = 0 or (A/λ(R))P =
(S−1R/λ(R))P . Then A/λ(R) is a restriction of S−1R/λ(R), and statement (ii) is proved.
To prove (iii), let a/s and b/t be elements of A. As, by Lemma 3.5, A/λ(R) is
S-divisible, there exist x ∈ A and r ∈ R such that xλ(t)− λ(r) = a/s. Hence
a
s
· b
t
= xλ(b)− λ(r)b
t
∈A. 
We will now investigate direct sum decompositions of S−1R/R provided that
pd(S−1R) 1.
Remark 3.7. Note that localizations of projective dimension at most one are rather fre-
quent. For instance, if R is any commutative ring and S = {1 = s0, s1, . . .} is a countable
submonoid of Σ , then pd(S−1R)  1. This can be seen either by applying Auslander’s
Lemma to the filtration S−1R =⋃∞i=0 1s0···si R, or by using that S−1R, being a countable
directed union of cyclically presented modules, is a countably presented flat module and
then by [20, Théorème 3.2] it has projective dimension less or equal than one.
The proof of the following proposition can be obtained following word by word the
proofs in [16, Proposition 1.2, Corollary 1.3].
Proposition 3.8. Let R be a commutative ring. Let S be a submonoid of Σ such that S−1R
has projective dimension at most 1. Let A be a non-zero R-submodule of S−1R such that
pd(S−1R/A) 1. Then A/sA is R/sR-projective for any s ∈ S.
If, in addition, R is local and A is divisible by a non-unit in S then A= S−1R.
For a module M the support of M is
supp(M) = {M ∈ m-Spec(R) |MM = 0}.
It follows from Proposition 3.6 that the direct summands of S−1R/R are given by
restrictions. Hence, the direct sum decompositions of S−1R/R are parametrized by the
supports of the direct summands. In the next well-known lemma we remind which maxi-
mal ideals are in the support of S−1R/R.
Lemma 3.9. Let R be a commutative ring. Let S be a submonoid of Σ , and P ∈ Spec(R).
Then (S−1R/R)P = 0 if and only if P ∈ V (S). Hence,
supp
(
S−1R/R
)= {M ∈m-Spec(R) |M∩ S = ∅}.
Proof. If P ∈ V (S) then S ⊆R \ P . Thus (S−1R/R)P ∼=RP /RP = 0.
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non-zero element of S−1(RP )/RP = (S−1R/R)P . 
The following theorem extends results by Hamsher both to our general setting and to
arbitrary direct summands of S−1R/R.
Theorem 3.10. Let R be a commutative ring. Let S be a submonoid of Σ such that
pd(S−1R) = 1. Let M1 = A1/R be a submodule of S−1R/R. Set X = supp(S−1R/R),
X1 = supp(M1), and set X2 =X \X1. Let
ϕ :S−1R/R →
∏
M∈X
(
S−1R/R
)
M
be the canonical inclusion. Set M2 = ϕ−1(∏M∈X2(S−1R/R)M) =A2/R.
Then the following statements are equivalent:
(i) M1 is a direct summand of S−1R/R,
(ii) pd(S−1R/A1) 1 and M1 is a restriction of S−1R/R,
(iii) S−1R/R =M1 ⊕M2.
If these equivalent statements hold then, for any s ∈ S, R/sR ∼=A2/sA2 ⊕A1/sA1 and
M1 ∩
(
1
s
+R
)
R ∼=A2/sA2, M2 ∩
(
1
s
+R
)
R ∼=A1/sA1.
Proof. Using that pd(S−1R) = 1 and Proposition 3.6, it easily follows that (i) ⇒ (ii). It is
trivial that (iii) ⇒ (i). Now we show that (ii) ⇒ (iii), later our argument will be also useful
to prove the last statement.
By the definition of M1 and M2, it follows that M1 ∩M2 = 0 and also that, for i = 1,2,
(Mi)M = 0 for any maximal ideal M /∈ Xi . We shall show that S−1R = A1 + A2. Let
s ∈ S, it is enough to prove that 1/s ∈A1 +A2.
By Lemma 3.5, s induces an onto map on M1 = A1/R, hence sA1 + R = A1. This
implies that A1/sA1 is cyclic and that the map π1 :R/sR → A1/sA1 defined by r + sR →
r + sA1, for any r ∈ R, is surjective. As, by Proposition 3.8, A1/sA1 is a projective R/sR-
module, π1 splits. Thus there exists a ∈ R such that a − a2 ∈ sR, A1 = aR + sA1 and
1 − a ∈ sA1. We deduce that (1 − a)/s ∈A1. We show that a/s ∈A2. This happens if and
only if ϕ(a/s +R) ∈∏M∈X2(S−1R/R)M if and only if ((a + sR)R/sR)M = 0 for anyM ∈ X1 ∪Xc.
As R/sR = (a+sR)R/sR⊕(1−a+sR)R/sR, (a+sR)R/sR and (1−a+sR)R/sR
are restrictions of R/sR (cf. Remark 3.4). For any M ∈ Xc, as s ∈ S, (R/sR)M = 0,
hence also ((a + sR)R/sR)M = 0. Let M ∈ X1, as (A1)M = (S−1R)M and s ∈ S, 0 =
(A1/sA1)M ∼= ((a + sR)R/sR)M. This finishes the proof of the equivalences.
Assume that the three equivalent conditions hold. In particular, pd(S−1R/Ai) 1 and
Mi is a restriction of S−1R/R for i = 1,2. Let s ∈ S. Arguing as in (ii) ⇒ (iii), for i = 1,2
we find onto maps πi :R/sR →Ai/sAi given by πi(r + sR) = r + sAi , where Ai/sAi is
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sR, A1 = aR + sA1, (1 − a + sR)R/sR = Kerπ1 ⊆ sA1/sR. So
R/sR = (a + sR)R/sR ⊕ (1 − a + sR)R/sR ∼=A1/sA1 ⊕ (1 − a + sR)R/sR.
We claim that π2 induces an isomorphism (1 − a + sR)R/sR → A2/sA2. As we showed
in (ii) ⇒ (iii), a ∈ sA2 thus a + sR ∈ Ker π2 so π2 : (1 − a + sR)R/sR → A2/sA2 is
onto. If (1 − a)r + sR ∈ Ker π2 then (1 − a)r ∈ sA1 ∩ sA2 = s(A1 ∩ A2) = sR. Hence
π2 : (1 − a + sR)R/sR → A2/sA2 is also injective, thus it is bijective.
Using the isomorphism f :R/sR → (1/s + R)R given by f (1 + sR) = 1/s + R we
deduce that (
1
s
+R
)
R =
(
1 − a
s
+R
)
R ⊕
(
a
s
+R
)
R,
where ((1 − a)/s + R)R ∼= A2/sA2 and (a/s + R)R ∼= A1/sA1. Moreover, (1 − a)/s +
R ∈A1/R =M1 and a/s +R ∈A2/R =M2. Hence,(
1 − a
s
+R
)
R =M1 ∩
(
1
s
+R
)
R and
(
a
s
+R
)
R =M2 ∩
(
1
s
+R
)
R.
This finishes the proof of the theorem. 
Proposition 3.11. Let R be a commutative ring. Let S1 ⊆ S be submonoids of Σ such that
pd(S−1R)= 1 and pd(S−1R/S−11 R) 1. Then S−11 R/R is a restriction of S−1R/R. More
precisely,
(i) if P ∈ V (S1), then (S−11 R/R)P = 0;
(ii) if P ∈ V (S1)c , then (S−11 R/R)P = (S−1R/R)P .
Proof. Statement (i) follows from Lemma 3.9.
If P ∈ V (S1)c , then there exists a non-unit s ∈ S1 ∩P ⊆ S. Then Proposition 3.8 yields
that (
S−11 R/R
)
P
= S−11 (RP )/RP = S−1(RP )/RP =
(
S−1R/R
)
P
. 
In view of Theorem 3.10 we have as a corollary
Corollary 3.12. Let R be a commutative ring. Let S1 ⊆ S be a submonoid of Σ such that
pd(S−1R) = 1. Then pd(S−1R/S−11 R) 1 if and only if S−11 R/R is a direct summand of
S−1R/R.
By Proposition 3.6, the complement of the module S−11 R/R in the statement of Corol-
lary 3.12 is of the form A/R for some subring A of S−1R containing R. In general, A is
not a localization (cf. [24, Example 4.14]). In our next results we determine when this
happens.
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V = V (S1)c ∪ V (S). If S2 =R \ (⋃P∈V P ), then S−11 R ∩ S−12 R =R.
Proof. Let x ∈ S−1R be such that, for i = 1,2, there exist ai ∈ R and si ∈ Si such that
x = ai/si ∈ Si−1R. Hence a1s2 = a2s1. Consider the ideal I = s1R + s2R. We claim that
I =R. Assume, by the way of contradiction, that I =R, then I is contained in a maximal
ideal M satisfying that M ∩ Si = ∅, for i = 1,2, which is impossible by the definition
of S2. Hence I =R as claimed.
Let b1, b2 ∈R be such that 1 = b1s1 + b2s2. Then
a1 = a1b1s1 + a1b2s2 = a1b1s1 + a2b2s1.
Hence x = a1/s1 = a1b1 + a2b2 ∈R, as we wanted to see. 
Corollary 3.14. Let R be a commutative ring. Let S1 ⊆ S be a submonoid of Σ such
that pd(S−1R) = 1 and pd(S−1R/S−11 R)  1. Let V = V (S1)c ∪ V (S) and S2 = R \
(
⋃
P∈V P ). Then
S−1R/R = S−11 R/R ⊕A/R for some subring A of S−1R.
Moreover S−12 R ⊆A, and the equality S−12 R =A holds if and only if V (S2)= V .
Proof. From Corollary 3.12 it follows that S−11 R/R is a direct summand of S−1R/R.
The fact that the complement is of the form A/R for some subring A of R follows from
Proposition 3.6. By Proposition 3.2 and Lemma 3.13, S−12 R ⊆A.
Notice that, by definition, always V (S2) ⊇ V . Assume that there exists P ∈ V (S2) \ V .
Then P /∈ V (S), thus (S−1R/R)P = 0 by Lemma 3.9. Furthermore, P ∈ V (S1), and
(S−1i R/R)P = 0 for i = 1,2. Therefore, S−12 R/R is not a direct summand of S−1R/R.
Assume now that V (S2)= V . We want to show that S−12 R =A. To this aim it is enough
to show that
S−1R = S−11 R + S−12 R.
Let s ∈ S. Then 1/s = (1 − a)/s+a/s for (1 − a)/s ∈ S−11 R and a/s ∈ A. We can assume
that a/s +R is a non-zero element of A/R.
Since (1 − a)a/s ∈ S−11 R ∩A=R, it follows that a+ sR and (1 − a)+ sR are orthog-
onal idempotents of R/sR. Therefore AnnR(a + sR) = (1 − a)R + sR = J . Since s ∈ S,
the prime ideals containing J are in V (S)c .
If P is a prime ideal, (R/J )P ∼= (a/s + RP )RP = 0 implies that (A/R)P = 0, and
by Proposition 3.6(i) we have (S−11 R/R)P = 0, so P ∈ V (S1) by Lemma 3.9. On the
other hand, (R/J )P = 0 if and only if J ⊆ P . Thus the prime ideals of R containing
J = sR + (1 − a)R are in V (S1) \ V (S).
Since V ∩ (V (S1)\V (S)) = ∅, if J ⊆ P and P is prime ideal of R then P ∩S2 = ∅. We
claim that this implies that J ∩ S2 = ∅. Assume, on the contrary, that J ∩ S2 = ∅. An easy
application of Zorn’s Lemma shows that there exists an ideal Q maximal with respect to
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and this is a contradiction.
Let s2 ∈ J ∩S2. Then, as (1−a)+ sR is idempotent in R/sR, (1−a)s2 = s2 − sr ′ for a
suitable r ′ ∈R. Hence as2 = sr ′, and then a/s = r ′/s2 ∈ S−12 R as we wanted to show. 
4. Bass modules
Theorem 3.10 and Corollary 3.12 characterize direct summands of S−1R/R when
S−1R is a commutative localization of projective dimension at most one. It would be inter-
esting to know whether there is a non-commutative analog of this result. In this section we
give a first step in this direction giving a different interpretation of the localization S−1R.
Moreover, turning to the commutative case, we show that if S is a submonoid of Σ such
that pdS−1R = 1, then any countable submonoid S0 ⊆ S can be enlarged to a submonoid
S1 ⊆ S satisfying the conditions of Corollary 3.12 (cf. [16]).
Let R be a ring and let T be a countable submonoid of Σ . We call T left suitable if for
any pair (t, t ′) ∈ T × T there exists a ∈ T and r ∈ R such that rt = at ′. In particular, T is
left suitable if it is a left Ore set. More generally, we have the following result.
Lemma 4.1. Let R be a ring, and let S ⊆ Σ be a left Ore set of R. Then any countable
subset of S can be embedded in a left suitable countable submonoid T ⊆ S.
Proof. For a fixed countable subset A of S we construct an ascending sequence (Tn)n0
of countable submonoids of S such that T =⋃n0 Tn has the desired properties.
Let T0 be the monoid generated by A. Assume Tn is constructed. For each (t, t ′) ∈
Tn × Tn there exist s(t,t ′) ∈ S and r ∈ R such that rt = s(t,t ′)t ′. Let Tn+1 be the submonoid
of S generated by Tn and {s(t,t ′)}(t,t ′)∈Tn×Tn . 
Let T = {t0 = 1, t1, . . . , tn, . . .} be a left suitable submonoid of R. We define a sequence
B = (bn)n0 of elements in T . Set b0 = t0(= 1), assume that bn has been defined then
define bn+1 = an+1bn where an+1 ∈ T is such that there exists rn+1 ∈ R satisfying that
rn+1tn+1 = an+1bn(= bn+1). Note that bn = an · · ·a1 for n 1, and that bn ∈ Rtn.
Let F(B) be the right free module with basis (xbn)n0. It is well known that the ele-
ments in G = {xbn − xbn+1an+1}n0 are independent, cf. [1, 28.1]. Let G(B) be the free
submodule of F(B) generated by G. We define the Bass module relative to T as
B(T ) = F(B)/G(B).
Note that B(T ) depends, in principle, on the enumeration of T , and on the sequence
(an)n1. In our next result we shall see that when T is a submonoid of a left Ore set
of R then, up to isomorphism, B(T ) only depends on the monoid T .
In our terminology we refer to Bass because these modules are a particular case of the
well-known construction used by Bass to characterize perfect rings [4].
We now show that B(T ) is a localization whenever T is a countable left Ore set con-
sisting of regular elements.
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(1) The right R-module B(T ) is countably presented flat of projective dimension at most
one.
(2) If T is a submonoid of a left Ore set S ⊆ Σ and B is the sequence constructed above,
then the homomorphism ϕ :F(B) → S−1R defined by ϕ(xbn) = b−1n for any bn ∈ B ,
induces an isomorphism of right R-modules between B(T ) and∑t∈T t−1R ⊆ S−1R.
(3) If T is a left Ore set then B(T ) ∼= T −1R.
Proof. Statement (1) is clear from the definition of B(T ), cf. [1, 28.4, proof of (d) ⇒ (e)],
and statement (3) follows from (2).
To prove (2), let T = {t0 = 1, t1, . . . , tn, . . .}. Construct the sequences B = (bn)n0 and
(an)n1 as above, and let B(T )= F(B)/G(B) be the associated Bass module.
First we want show that Kerϕ = G(B). Clearly Kerϕ ⊇ G(B). Let x ∈ Kerϕ. There
exists n 0 and r0, . . . , rn ∈R such that x = xb0r0 + · · · + xbnrn, and
0 = ϕ(x) = b−10 r0 + · · · + b−1n rn.
By the definition of bn, this happens if and only if an · · ·a1r0 +an · · ·a2r1 +· · ·+anrn−1 +
rn = 0. Thus
x = xb0r0 + · · · + xbnrn − xbnan · · ·a1r0 − xbnan · · ·a2r1 − · · · − xbnrn.
Since xbm −xbm+k am+k · · ·am+1 ∈G(B) for any m, k > 0, we can conclude that x ∈ G(B).
As bn = rntn and bn and tn are invertible in S−1R for each n 0, also rn is invertible
in S−1R. So, for each n 0,
t−1n = t−1n r−1n rn = (rntn)−1rn = b−1n rn ∈ Imϕ.
This proves Imϕ =∑t∈T t−1R. 
Conversely, every localization that is countably generated over R can be viewed as a
Bass module.
Proposition 4.3. Let R be a ring, and let S ⊆ Σ be a left Ore set. Let M be a countably
generated right R-submodule of S−1R. Then the following hold true.
(1) There exists a left suitable submonoid T ⊆ S such that M ⊆∑t∈T t−1R ∼= B(T ). In
particular, if S−1R is countably generated as a right R-module then it is isomorphic
to a Bass module, so it is countably presented.
(2) If pd(S−1R)  1 then T can be chosen such that N = ∑t∈T t−1R satisfies
pd(S−1R/N) 1.
Proof. (1) Let {s−1n rn}n1 be a countable set of generators of M . By Lemma 4.1, there
exists a left suitable monoid T ⊆ S such that sn ∈ T for any n 1. Apply now Lemma 4.2.
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Φ(S) :F(S) → S−1R defined by Φ(xs) = s−1. Since pd(S−1R) 1, the module KerΦ(S)
is projective, hence it is a direct sum of countably generated modules.
We are going to construct an ascending sequence (Tn)n0 of suitable left submonoids
of S in such a way that T =⋃n0 Tn has the desired properties. In the construction, if
S′ ⊆ S then by F(S′) we mean the free submodule of F(S) generated by {xs}s∈S′ , and
KerΦ(S′) = KerΦ(S)∩ F(S′) = KerΦ(S)|F(S′).
Let T0 be the monoid given by (1). Assume Tn has been constructed. Then we see as in
Lemma 4.2 that KerΦ(Tn) = G(Tn) is countably generated, so it is contained in a count-
ably generated direct summand Ln of KerΦ(S). Thus Ln ⊆ F(S′) for some countable
subset S′ ⊆ S, and by Lemma 4.1 we can find a left suitable monoid Tn+1 ⊆ S such that
Ln ⊆ KerΦ(Tn+1)= G(Tn+1).
As announced, set T =⋃n0 Tn. Since there is a chain
G(T0)⊆ L0 ⊆G(T1) ⊆ L1 ⊆ · · ·
in which each Li is a countably generated direct summand of G(S), then G(T ) =⋃
i0 G(Ti) =
⋃
i0 Li is a direct summand of G(S), so it is projective. Hence, if
N =∑t∈T t−1R,
0 →G(S)/G(T ) → F(S)/F (T )→ S−1R/N → 0
is a projective resolution of S−1R/N . This shows that it has projective dimension at most
one. 
Now we can present the following consequence of Corollary 3.12.
Corollary 4.4. Let R be a commutative ring. Let S be a submonoid of Σ such that
pd(S−1R) = 1. For any countable submonoid S0 ⊆ S there exists a countable submonoid
S1 such that S0 ⊆ S1 ⊆ S and pd(S−1R/S−11 R)  1. In particular, S−11 R/R is a direct
summand of S−1R/R.
Proof. Either use Proposition 4.3, or staying in the commutative setting, use an argument
like in [16, Proposition 1.1] to show that S0 is contained in a submonoid S1 ⊆ S such that
pd(S−1R/S−11 R) 1. Use Corollary 3.12 to conclude. 
Observe that combining Corollary 4.4 and Proposition 3.6(i) we obtain an extension of
Kaplansky’s result from the domain case to arbitrary commutative rings: if R is a commu-
tative local ring then S−1R has projective dimension one if and only if S−1R is a countably
generated R-module.
The next lemma contains the core of the proof of [16, Theorem 2.6].
Lemma 4.5. Let R be a ring. Let S ⊆Σ be a left Ore set of R such that S−1R is countably
generated as a right R-module. Let M be an S-divisible right R-module with non-zero
S-torsion. Then HomR(S−1R/R,M) = 0.
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Proposition 4.3, there exists a left suitable monoid T ⊆ S such that s ∈ T and S−1R =∑
t∈T t−1R ∼= B(T ). Construct the sequences B = (bn)n0 and (an)n1 to give a pre-
sentation of B(T ) such that b1 = a1 = s. Using that M is S-divisible, define a sequence
(mn)n0 of elements of M , inductively, by setting m0 = 0, m1 = m and, given mn, n 1,
choosing mn+1 such that mn+1an+1 =mn.
Let f :F(B) → M be the homomorphism defined by f (xbn) = mn, for any n 0. By
construction, G(B) ⊆ Kerf . Recall that b0 = t0 = 1 and notice that f (xt0) = 0. Thus f
induces a non-zero element of HomR(S−1R/R,M) = 0. 
5. Fuchs modules
For any given commutative domain L. Fuchs constructed a divisible module δ that gen-
erates all divisible modules (cf. [13]). It was proved by Facchini (cf. [11] and [12]) that this
module is tilting.
Later Fuchs and Salce, in [14], made the construction of δ relative to a multiplicative
system of a commutative domain. As recently observed by Salce [24], this module is also
a tilting module.
In this section we recall the construction of δ extending it to the non-commutative set-
ting.
Throughout this section R denotes a ring with center C, and S is a set of right regular
elements, that is, S ⊆ {s ∈R | there is no 0 = r ∈ R such that sr = 0}.
We recall the following properties of divisibility.
Lemma 5.1. Let R be a ring, and let M be right R-module. Let s and t be right regular
elements of R. Then:
(i) M is {s}-divisible if and only if Ext1R(R/sR,M) = 0;
(ii) M is {s, t}-divisible if and only if M is {st, ts}-divisible.
Moreover, if R is commutative then:
(iii) M is {s}-divisible if and only if multiplication by s is a surjective endomorphism of
M if and only if R/sR ⊗R M = 0;
(iv) M is {s}-torsion-free if and only if multiplication by s is an injective endomorphism
of M if and only if HomR(R/sR,M) = 0 if and only if TorR1 (R/sR,M) = 0;
(v) TorR1 (R/stR,M) = 0 if and only if TorR1 (R/sR,M) = 0 = TorR1 (R/tR,M).
Let F(S) be the free C-module with basis {xs | s ∈ S}. Set
T
(
F(S)
)=⊕(⊗kCF (S)⊗C R).
k0
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xs1 ⊗· · ·⊗xsk ⊗r simply by xs1 ⊗· · ·⊗xsk r ; thus {xs1 ⊗· · ·⊗xsk | s1, . . . , sk ∈ S and k  0}
is a free basis of T (F (S))R . Note that ⊗0CF(S))⊗CR ∼=R is generated by the empty tensor
product, when we need to specify this generator we shall denote it by ω.
Let G(S) be the R-submodule of T (F (S)) generated by the set
G = {g(s1, . . . , sk) = xs1 ⊗ · · · ⊗ xsk sk − xs1 ⊗ · · · ⊗ xsk−1 | k  1 and s1, . . . , sk ∈ S}.
We define the Fuchs module relative to S as δ(S) = T (F (S))/G(S).
For n  0, let G(S)(n) = G(S) ∩ (⊕nk=0(⊗kCF (S) ⊗C R)), and set δ(S)(n) =⊕n
k=0(⊗kCF (S) ⊗C R)/G(S)(n). Then δ(S)(n) is a submodule of δ(S). Note that δ(S)(0)
is free of rank 1.
Lemma 5.2.
(1) G(S) is a free right R-module with basis G.
(2) For any n  0, δ(S)(n+1)/δ(S)(n) is a direct sum of modules of the form R/sR for
some s ∈ S.
(3) If M is an S-divisible right module, then for any m ∈ M there exists f : δ(S) → M
such that f (ω) =m.
In particular, δ(S) is a module of projective dimension at most one which is filtered by the
set {R/sR | s ∈ S}, and so δ(S)⊥ ⊇⋂s∈S(R/sR)⊥.
Proof. (1) Consider the grading on T (F (S)) given by the direct sum decomposition
T (F (S)) =⊕k0(⊗kCF (S)⊗C R). For any l ∈ T (F (S)) there exists n 0 such that
l =
n∑
k=0
lk
where lk ∈ ⊗kCF (S) ⊗C R is a homogeneous component. Let l ∈ G(S), then its homoge-
neous component of maximum degree is of the form
ln = xs11 ⊗ · · · ⊗ xs1n s
1
nr1 + · · · + xsm1 ⊗ · · · ⊗ xsmn smn rm,
for some ri ∈ R and sij ∈ S, i = 1, . . . ,m and j = 1, . . . , n. If l = 0 then s1nr1 = · · · =
smn rm = 0. As the elements in S are right regular, r1 = · · · = rm = 0. This argument shows,
by induction on the degree, that the elements in G are linearly independent.
(2) Let n 0. The module
δ(S)(n+1)/δ(S)(n) ∼=
n+1⊕
⊗kF (S)⊗R
/(
G(S)(n+1) +
n⊕
⊗kF (S)⊗R
)k=0 k=0
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⊕n
k=0 ⊗kCF (S) ⊗C R) for
s1, . . . , sn+1 ∈ S. If r ∈R is such that
xs1 ⊗ · · · ⊗ xsn+1r ∈ G(S)(n+1) +
n⊕
k=0
⊗kCF (S)⊗C R
then, since all the elements in
⊕n
k=0 ⊗kF (S) have degree at most n, we see that r ∈ sn+1R.
Hence the cyclic submodule of δ(S)(n+1)/δ(S)(n) generated by the element xs1 ⊗ · · · ⊗
xsn+1 + (G(S)(n+1) +
⊕n
k=0(⊗kCF (S))⊗C R) is isomorphic to R/sn+1R.
Similarly, let r1, . . . , rm ∈R be such that
xs11
⊗ · · · ⊗ xs1n+1r1 + · · · + xsm1 ⊗ · · · ⊗ xsmn+1rm ∈G(S)
(n+1) +
n⊕
k=0
(⊗kCF (S)⊗C R),
for some sij ∈ S, i = 1, . . . ,m and j = 1, . . . , n. Then, as the elements of S are right regular,
it follows that there exist r ′1, . . . , r ′m ∈ R such that ri = sin+1r ′i , for i = 1, . . . ,m. Thus
δ(S)(n+1)/δ(S)(n)
∼=
⊕
(s1,...,sn+1)∈Sn+1
(
xs1 ⊗ · · · ⊗ xsn+1 +G(S)(n+1) +
n⊕
k=0
⊗kCF (S)⊗C R
)
R.
(3) It is clear that the divisibility of M and the fact that G is a free basis of G(S), allows
to define f inductively on δ(S)(n) for each n 0. 
Remark 5.3. Note that we are not excluding the possibility that S contains invertible el-
ements of R. In fact, if S is a subset of the units of R then δ(S) is just the free module
generated by ω.
Lemma 5.4. Let R be a ring, and let S be a submonoid of R of right regular elements.
Then:
(1) δ(S)⊥ = (δ(S)/δ(S)(0))⊥ is the class of S-divisible modules;
(2) if S is a left Ore set, then δ(S) is S-divisible.
Proof. (1) By Lemmas 5.2 and 5.1, we can use Auslander’s Lemma to show that
S-divisible modules are in δ(S)⊥ and in (δ(S)/δ(S)(0))⊥. Assume that M ∈ δ(S)⊥. Hence,
by the definition of δ(S), Ext1R(T (F (S))/G(S),M) = 0, that is, any homomorphism
G(S) →M can be extended to T (F (S)). If S = ∅ the statement is trivial, so we can assume
S = ∅. Let s ∈ S. We want to prove that M is {s}-divisible. To this aim we may assume that
s is not a unit (cf. also Remark 5.3). Since, by Lemma 5.2, G is a basis of G(S) and s = s2,
there exists a map f :G(S) → M such that f (xss − ω) = m and the remaining basis ele-
ments are mapped to zero, so 0 = f (xs2s2 −ω). By the hypothesis, f can be extended to a
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ing both expressions we obtain
m = f ′(xs)s − f ′(xs2)s2 =
(
f ′(xs)− f ′(xs2)s
)
s.
This shows that M is S-divisible.
Assume now that M ∈ (δ(S)/δ(S)(0))⊥. Using the sequence
0 → R → δ(S) → δ(S)/δ(S)(0) → 0,
we see that M ∈ δ(S)⊥. Hence, M is S-divisible.
(2) It suffices to show that for any s1, . . . , sn, s ∈ S and any r ∈ R the equation xs1 ⊗
· · · ⊗ xsnr = xs has a solution x ∈ δ(S). Since S is a left Ore set, there exist s′ ∈ S and
r ′ ∈R such that r ′s = s′r . We can take x = xs1 ⊗ · · · ⊗ xsn ⊗ xs′r ′. 
We remark that, in the previous result, for proving that δ(S) is S-divisible we needed S
to be an Ore set. In general, if S is not Ore it is not enough to make the generators of the
module divisible to get a divisible module.
Proposition 5.5. Let R be a ring, and let S be a left Ore set of R consisting of regular
elements. Then δ(S) is a tilting module, and Gen δ(S) coincides with the class of S-divisible
right R-modules.
Proof. Lemma 5.4 shows that δ(S)⊥ is the class of S-divisible modules. By Remark 2.2,
the proposition will follow if we show that Gen δ(S) coincides with the class of S-divisible
right R-modules.
Again by Lemma 5.4, the module δ(S) is S-divisible. The class of S-divisible modules is
closed under direct sums by Lemma 5.1, and moreover, since pd δ(S) 1, it is also closed
under epimorphic images. Thus Gen δ(S) ⊆ δ(S)⊥. On the other hand, every S-divisible
module is δ(S)-generated by Lemma 5.2. So, we conclude that Gen δ(S) = δ(S)⊥, which
proves the claim. 
Note that the tilting cotorsion pair defined by a Fuchs module is always of finite type
(cf. Definition 2.3), because it is cogenerated by the class {R/sR | s ∈ S} which is a class
of cyclically presented right modules.
Assume R is commutative. Let S′ denote the saturation of S then, for any S ⊆ S′′ ⊆ S′,
δ(S′′)⊥ = δ(S)⊥. Thus δ(S) and δ(S′′) are equivalent tilting modules in the sense that they
generate the same tilting class. Note that different saturated monoids have different tilting
classes.
Lemma 5.6. Let R be a commutative ring. Let M be a cyclically presented module of
projective dimension one. Then there exist s ∈ Σ and e2 = e ∈ R such that M ∼= R/sR ⊕
eR. In particular, M⊥ = (R/sR)⊥.
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0 → C α→ R → M → 0
be a presentation of M such that C is cyclic. By hypothesis, C is projective. Thus there
exists f 2 = f ∈ R such that C ∼= fR. So we can assume that C = fR, and then α is an
injective map given by multiplication by an element t ∈ fR. Then
M ∼=R/f tR = (fR ⊕ (1 − f )R)/f tR ∼= (fR/f tR)⊕ (1 − f )R.
The claim follows by observing that, since α is injective, fR/f tR ∼= R/sR for s = f t +
(1 − f ) ∈Σ . 
Remark 5.7. Let R be a commutative ring. Lemma 5.6 allows us to give a bijective cor-
respondence between tilting classes of finite type cogenerated by a class of cyclically
presented modules and saturated submonoids of the set Σ of non-zero-divisors of R.
Let T be a tilting module such that T ⊥ =⋂i∈I M⊥i for some family Mi of cyclically
presented modules. By Lemma 5.6, for each i ∈ I there exists si ∈ Σ such that M⊥i =
(R/siR)
⊥
. Let ST = {si | i ∈ I }. By Lemma 5.1(ii), we can assume that ST is a saturated
submonoid of Σ .
Conversely, if S is a saturated submonoid of Σ , then by Proposition 5.5, δ(S)⊥ is the
desired tilting class.
Further investigations related to this topic can be found in Salce’s papers [24] and [25].
Remark 5.8. In [2], a one-to-one correspondence is established between the tilting classes
of finite type in the category of all right R-modules and certain classes of left R-modules,
called cotilting classes of cofinite type. We have just seen that if S is a left Ore set consisting
of regular elements, then the S-divisible right modules form a tilting class of finite type.
The corresponding cotilting class of cofinite type is the class of S-torsion-free left R-
modules.
6. The class Gen(S−1R)
Let R be a ring, and let S ⊆Σ be a left Ore set. Following Matlis [22], a right R-module
M is said to be S-cotorsion if HomR(S−1R,M)= 0 and Ext1R(S−1R,M)= 0.
In Lemma 6.1 and Proposition 6.3 we extend some results due to Matlis [22, Theo-
rems 1.6 and 1.7] from the commutative case to localizations with respect to left Ore sets.
Lemma 6.1. Let R be a ring, and let S ⊆ Σ be a left Ore set. Then HomR(S−1R/R,M)
is S-cotorsion for any right R-module M .
Proof. Denote by E(M) the injective hull of M . Applying the functor HomR(S−1R/R,−)
to the sequence 0 → M →E(M) →E(M)/M → 0 we get
0 → HomR
(
S−1R/R,M
)→ HomR(S−1R/R,E(M))
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(
S−1R/R,E(M)/M
)
. (∗)
For any right R-module N the Hom-tensor adjunction gives that
HomR
(
S−1R,HomR
(
S−1R/R,N
))∼= HomR(S−1R ⊗R S−1R/R,N),
and also Ext1R(S−1R,HomR(S−1R/R,N)) ∼= HomR(TorR1 (S−1R,S−1R/R),N) if N is
injective. Since S−1R ⊗R S−1R/R = 0 = TorR1 (S−1R,S−1R/R), we get HomR(S−1R,
HomR(S−1R/R,N)) = 0 for any module N , and HomR(S−1R/R,N) is S-cotorsion pro-
vided N is injective.
Applying this to (∗) it follows that HomR(S−1R, Im(α)) = 0, and hence
HomR(S−1R/R,M) is S-cotorsion. 
Lemma 6.2. Let R be a ring, and let M be a right R-module. Let S ⊆ Σ be a left Ore set.
The image of the homomorphism HomR(S−1R,M) → M defined by f → f (1) coincides
with the trace of S−1R in M :
trS−1R(M) =
∑
f∈HomR(S−1R,M)
f
(
S−1R
)
.
Proof. Recall that HomR(S−1R,M) is a right S−1R-module, so m ∈ trS−1R(M) if and
only if there exist s ∈ S, r1, . . . , rn ∈R and f1, . . . , fn ∈ HomR(S−1R,M) such that
m = f1
(
s−1r1
)+ · · · + fn(s−1rn)= (f1s−1r1 + · · · + fns−1rn)(1).
Hence m = g(1) for g = f1s−1r1 + · · · + fns−1rn ∈ HomR(S−1R,M). 
Proposition 6.3. Let R be a ring. Let S ⊆ Σ be a left Ore set. Then the following are
equivalent.
(1) pd(S−1RR) 1.
(2) If 0 → N → M → K → 0 is an exact sequence of right R-modules such that N and
M are S-cotorsion, then K is S-cotorsion.
(3) Ext1R(S−1R/R,M) is S-cotorsion for any right R-module M .
(4) (S−1R/R)⊥ = Gen(S−1RR).
(5) pd(S−1R/R)R  1.
Moreover, in the situation above, for any right R-module M , HomR(S−1R,
M/ trS−1R(M)) = 0.
Proof. (1) ⇒ (2). This follows by applying HomR(S−1R,−) to the sequence 0 → N →
M → K → 0.
(2) ⇒ (3). Denote by E(M) the injective hull of M . Applying the functor
HomR(S−1R/R,−) to the sequence 0 →M →E(M) →E(M)/M → 0 we get
538 L. Angeleri Hügel et al. / Journal of Algebra 294 (2005) 519–5510 → HomR
(
S−1R/R,M
)→ HomR(S−1R/R,E(M)) α→ HomR(S−1R/R,E(M)/M)
→ Ext1R
(
S−1R/R,M
)→ 0.
By Lemma 6.1, the first three terms in this sequence are S-cotorsion. By (2) Im(α)
is S-cotorsion, and then, applying (2) again, it follows that Ext1R(S−1R/R,M) is
S-cotorsion.
(3) ⇒ (4). Let M be a right R-module. Applying the functor HomR(−,MR) to the
sequence 0 →R → S−1R → S−1R/R → 0 we obtain
0 → HomR
(
S−1R/R,M
)→ HomR(S−1R,M) α→ HomR(R,M)
→ Ext1R
(
S−1R/R,M
)→ Ext1R(S−1R,M)→ 0. (∗)
The natural isomorphism HomR(R,M) → M defined by f → f (1) gives a map
HomR(S−1R,M) → M whose image is the trace of S−1R in M (cf. Lemma 6.2). Hence
M ∈ Gen(S−1RR) if and only if α is surjective. Of course, the latter is verified when-
ever Ext1R(S
−1R/R,M) = 0. Conversely, if α is surjective, then Ext1R(S−1R/R,M) ∼=
Ext1R(S
−1R,M) is S-cotorsion by (3). But Ext1R(S−1R,M) is a right S−1R module, thus
0 = Ext1R(S−1R,M) ∼= Ext1R(S−1R/R,M).
(4) ⇒ (5). It is well known that a module M has projective dimension at most one if
and only if M⊥ is closed under quotients. Hence we infer from (4) that pd(S−1R/R)R  1.
(5) ⇒ (1). The sequence
0 → R → S−1R → S−1R/R → 0
implies that pd(S−1R/R)R  1 if and only if pd(S−1R)R  1.
To prove the last part of the statement, let M be an arbitrary right R-module and consider
again the sequence (∗). As we have seen before, Imα ∼= trS−1R(M). So, we obtain an exact
sequence
0 → M/ trS−1R(M) → Ext1R
(
S−1R/R,M
)→ Ext1R(S−1R,M)→ 0.
Now Ext1R(S
−1R/R,M) is S-cotorsion by (3), hence
HomR
(
S−1R,M/ trS−1R(M)
)= 0. 
Proposition 6.4. Let R be a ring. Let S ⊆ Σ be a left Ore set. Assume that either R is
commutative or S−1R is countably generated as a right R-module. Then the projective
dimension of the right R-module S−1R is  1 if and only if Gen(S−1RR) coincides with
the class of S-divisible right R-modules.
Proof. To prove the only if part, we first observe that the class Gen(S−1RR) is con-
tained in the class of S-divisible right R-modules. For the reverse inclusion, let M be
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module M/ trS−1R(M) is S-divisible and, by Proposition 6.3,
HomR
(
S−1R,M/ trS−1R(M)
)= 0.
Thus we may assume that M is an S-divisible module such that trS−1R(M) = 0 and
HomR(S−1R,M) = 0. We will prove that M = 0.
We first show that M is S-torsion-free. If S−1R is countably generated, the claim
follows immediately from Lemma 4.5. If R is commutative, let us assume that there ex-
ist 0 = m ∈ M and s ∈ S such that ms = 0. By Corollary 4.4, there exists a countable
submonoid S1 ⊆ S such that S−11 R/R is a direct summand of S−1R/R and s ∈ S1. By
Lemma 4.5,
HomR
(
S−11 R/R,M
) = 0,
thus HomR(S−1R/R,M) = 0, a contradiction. Hence M is S-torsion-free also in this case.
Now, every S-torsion-free S-divisible module is an S−1R module. So, since
trS−1R(M) = 0, we conclude M = 0.
To prove the if part, we first define an epimorphism of right R-modules α : δ(S) →
S−1R by α(ω) = 1 and α(xs1 ⊗ · · · ⊗ xsk ) = (sk · · · s1)−1 for any s1, . . . , sk ∈ S. Since
δ(S) is S-divisible by Lemma 5.4, our hypothesis implies that there exists a set I and a
surjective map Φ :S−1R(I) → δ(S). So α ◦ Φ :S−1R(I) → S−1R is an epimorphism of
S−1R-modules, hence it splits, and there exists β :S−1R → S−1R(I) such that α ◦Φ ◦β =
Id. This shows that α is a split epimorphism, and S−1R is isomorphic to a direct sum-
mand of δ(S). Since pd(δ(S))  1 by Lemma 5.2, we conclude that S−1R has projective
dimension at most one. 
7. Direct sum decompositions
In this section we show the equivalence of (1) and (5) in Theorem 1.1. We also discuss
the special properties of the noetherian situation.
Proposition 7.1. Let R be a commutative ring. Let S be a submonoid of Σ . If there ex-
ists a family {Mi}i∈I of countably presented modules such that S−1R/R =⊕i∈I Mi then
pd(S−1R) 1.
Proof. We claim that, for each i ∈ I , Mi is a direct summand of a module of the form
Ti
−1R/R where Ti is a countable submonoid of S. This claim shows the statement because,
Ti being countable, implies Ti−1R countably presented (cf. Lemma 4.2). As countably
presented flat modules have projective dimension less or equal to one, pd(Ti−1R) 1 and,
equivalently, pd(Ti−1R/R) 1. Thus pd(Mi) 1 for any i ∈ I , hence pd(S−1R/R) 1
and, equivalently, pd(S−1R) 1.
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chain {Jn}n0 of countable subsets of I and an ascending chain {Sn}n0 of countable
submonoids of S such that⊕
j∈Jn
Mj ⊆ S−1n R/R ⊆
⊕
j∈Jn+1
Mj for any n 0.
Then
⊕
j∈⋃n0 Jn
Mj =
(⋃
n0
S−1n R
)/
R = T −1i R/R
for a countable submonoid Ti . This proves the claim. 
For the converse implication, we need some preparation. Recall that a submodule N
of a module M is tight provided that M/N has projective dimension  1. As shown in
Theorem 3.10, the direct summands of S−1R/R are precisely the submodules which are
both tight and restrictions of S−1R/R. The strategy of the proof will be to write S−1R/R as
a union of suitable tight restrictions, in order to find the desired direct sum decomposition,
by applying the following lemma (whose routine proof is omitted):
Lemma 7.2. Let R be a ring and X be a right R-module. Let L be a family of submodules
of X, and let L0 be a subset of L. Assume that for a suitable ordinal β there is a chain
{Xα}αβ in L such that
(1) for each α < β , Xα+1 =Xα ⊕Lα for some Lα ∈ L0,
(2) X0 = 0, and Xα =⋃γ<α Xγ for all limit ordinals α  β , and X =Xβ .
Then X =⊕α<β Lα is a direct sum of modules in L0.
We now show that restrictions have a good behaviour with respect to continuous chains.
Lemma 7.3. Let R be a commutative ring. Let S be a submonoid of Σ . Let {Ti}i∈I be a
chain of submonoids of S such that, for any i ∈ I , T −1i R/R is a restriction of S−1R/R.
Then
⋃
i∈I T
−1
i R/R = S−11 R/R for some submonoid S1 ⊆ S and S−11 R/R is a restriction
of S−1R/R.
Proof. We can suppose that, for any i ∈ I , Ti is a saturated monoid. Then it is easy to see
that if T −1i R ⊆ T −1j R then Ti ⊆ Tj . Set S1 =
⋃
i∈I Ti . S1 is a saturated monoid and
⋃
i∈I
T −1i R/R =
(⋃
i∈I
T −1i R
)/
R = S−11 R/R.
To show that S−11 R/R is a restriction of S−1R/R, by Lemma 3.9, we only have to prove
that, if P ∈ V (S1)c , (S−1R/R)P = (S−1R/R)P .1
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i ∈ I , such that P ∈ V (Ti)c . Since T −1i R/R is a restriction of S−1R/R it follows from
Lemma 3.9 that (T −1i R/R)P = (S−1R/R)P . As T −1i R/R ⊆ S−11 R/R, we deduce that
(S−11 R/R)P = (S−1R/R)P . 
Lemma 7.4. Let R be a commutative ring. Let S be a submonoid of Σ . Let T1 and T2 be
submonoids of S, and let T3 be the submonoid generated by T1 and T2. Assume that, for
i = 1,2, T −1i R/R is a restriction of S−1R/R. Then T −11 R+T −12 R = T −13 R and T −13 R/R
is a restriction of S−1R/R.
Proof. We show that the inclusion α : (T −11 R + T −12 R)/R → T −13 R/R is an onto map by
localizing at each prime ideal P .
Let P ∈ Spec(R). If P ∈ V (T3) then, by Lemma 3.9, (T −13 R/R)P = 0 thus αP =
α⊗R RP is also onto. If P ∈ V (T3)c , then there exist t1 ∈ T1 and t2 ∈ T2 such that t1t2 ∈ P .
Hence either t1 ∈ P so P ∈ V (T1)c or t2 ∈ P so P ∈ V (T2)c . If P ∈ V (T1)c then, by
Lemma 3.9, (T −11 R/R)P = 0. Since T −11 R/R is a restriction of S−1R/R, it follows that(
T −11 R/R
)
P
= (S−1R/R)
P
.
Thus ((T −11 R + T −12 R)/R)P = (S−1R/R)P , so αP is onto. Similarly, if P ∈ V (T2)c it
follows that αP is onto.
Note that we have also proved that T −13 R/R is a restriction of S−1R/R. 
Let us recall the definition of a G(ℵ0)-family from [15, p. 140].
Definition 7.5. A set S of submodules of an R-module M is said to be a G(ℵ0)-family if
(i) 0 and M are in S ;
(ii) S is closed under unions of chains;
(iii) if N ∈ S and X is a countable subset of M , then there is an N ′ ∈ S such that N and
X are contained in N ′ and N ′/N is a countably generated R-module.
Proposition 7.6. Let R be a commutative ring. Let S be a submonoid of Σ such that
pd(S−1R)= 1.
(1) Let
S = {T −1R/R | T −1R/R is a restriction of S−1R/R}.
Then S is a G(ℵ0)-family of S−1R/R.
(2) Let
S ′ = {T −1R/R | T −1R/R is a direct summand of S−1R/R}.
If S ′ is closed under unions of chains, then S ′ is a G(ℵ0)-family of S−1R/R.
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Let T −11 R/R ∈ S or in S ′. Let X be a countable subset of S−1R/R. By Corollary 4.4,
there exists a countable submonoid T2 ⊆ S such that X ⊆ T −12 R/R and S−1R/R =
T −12 R/R ⊕ M . By Proposition 3.6, T −12 R/R is a restriction of S−1R/R. Note that
(T −11 R + T −12 R)/T −12 R is countably generated. By Lemma 7.4, (T −11 R + T −12 R)/R =
T −13 R/R for some submonoid T3 ⊆ S and T −13 R/R is a restriction of S−1R/R. Therefore
T −13 R/R ∈ S satisfies the condition required in (iii) of Definition 7.5.
If T −11 R/R ∈ S ′, then by Proposition 3.2(iii) also T −13 R/R = T −11 R/R + T −12 R/R is
a direct summand of S−1R/R and thus belongs to S ′. 
Remark 7.7. (1) In the domain case, the existence of tight systems for modules of pro-
jective dimension one (cf. [15, p. 214]) now yields the desired direct sum decomposition
of S−1R/R, see [15, Theorem VII.2.8] and [14]. In fact, intersecting a tight system for
S−1R/R with the G(ℵ0)-family of Proposition 7.6(1), we find a G(ℵ0)-family consisting
of direct summands. Thus we can write S−1R/R as the union of an ascending continuous
chain (Fσ )σ<λ of direct summands such that Fσ+1/Fσ is countably generated for each σ ,
and we conclude the proof with Lemma 7.2.
(2) In the noetherian case, as we will see in Theorem 7.12, the family S ′ of Proposi-
tion 7.6(2) is a G(ℵ0)-family, and so we obtain the desired direct sum decomposition as
above from Lemma 7.2.
In the general case, however, we can produce suitable chains of direct summands only
in some particular situations, and we thus have to employ some set-theoretic techniques. To
make this precise, we need the following definition from [5] which combines the notions
of a tight system due to Fuchs with a witnessing system for κ-freeness due to Eklof and
Shelah:
Definition 7.8. Let M be an R-module of projective dimension  1, and κ be a regular
uncountable cardinal. A set S of submodules of M is said to be a κ-tight system if
(i) 0 ∈ S , and each N ∈ S is < κ-generated;
(ii) S is closed under unions of well-ordered chains of length < κ ;
(iii) M/N has projective dimension  1 for each N ∈ S ;
(iv) if N ∈ S and X is a subset of M of cardinality < κ then there exists N ′ ∈ S such that
N ∪X ⊆N ′ and N ′/N is < κ-generated.
The following is a particular case of [5, 0.4, 2.1 and 2.2]:
Lemma 7.9. Let R be a ring, and M be a right R-module of projective dimension 1 such
that the class M⊥ contains all direct sums of injective modules. Denote by λ the minimal
cardinality of a set of generators of M as an R-module. If λ  ℵ0, then M is countably
presented. If λ > ℵ0, then M admits a κ-tight system for any regular uncountable cardinal
κ  λ.
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cause in this case M⊥ ⊇ T ⊥, and T ⊥ = Gen(T ) is closed under arbitrary direct sums.
In particular, if a direct summand of a tilting module is countably generated then it
is countably presented. In the case of S−1R/R this can also be proved using that direct
summands of countably presented modules are countably presented and that localizations
at countable monoids are countably presented, see Lemma 4.2. In fact, if M is a countably
generated direct summand of S−1R/R, then by Corollary 4.4 it is a direct summand of a
module of the form T −1R/R for some countable monoid T , and therefore M is countably
presented.
Theorem 7.11. Let R be a commutative ring and S be a submonoid of Σ . Then
pd(S−1R/R)  1 if and only if for each direct summand A in S−1R/R there exists a
family {Mα}α<κ of countably presented modules such that A =⊕α<κ Mα .
Proof. The if part follows by Proposition 7.1 for A= S−1R/R.
To prove the converse, we first consider the cotorsion pair (A,B) where B is the class
of all S-divisible modules (cf. Definition 2.3). By Proposition 6.4, B = Gen(S−1R). By
Proposition 6.3(4), A = ⊥((S−1R/R)⊥). Since (P1,P⊥1 ) is a cotorsion pair (where P1
denotes the class of all modules of projective dimension  1), and S−1R/R ∈P1, we infer
that A⊆P1.
Let A be a direct summand in S−1R/R. By Proposition 3.6(ii), A is a restriction of
S−1R/R.
Denote by λ the minimal cardinality of an R-generating subset of A. We will prove
that for each regular uncountable cardinal κ such that κ  λ, A admits a κ-tight system,
Sκ , with the additional property that each B ∈ Sκ is a restriction of A (or, equivalently, of
S−1R/R). Since A⊥ ⊇ B, A admits some κ-tight system, S , by Lemma 7.9.
Denote by G the set of all submodules B of A such that B is a restriction of A. We
will show that G is a G(ℵ0)-family. Conditions (i) and (ii) of Definition 7.5 are clear. By
Corollary 4.4, for each B ∈ G and each countable subset X of A, there is a countable
submonoid S1 ⊆ S such that X ⊆ S−11 R/R and S−11 R/R is a direct summand in S−1R/R.
By Proposition 3.2(iii),
AX =A∩ S−11 R/R
is a direct summand in A, hence a restriction of A, and also a direct summand in S−11 R/R,
hence AX is countably generated and contains X. Then B ′ = B +AX is a restriction of A,
and condition (iii) of Definition 7.5 holds.
Now, Sκ = S ∩ G is the desired κ-tight system: conditions (i)–(iii) of Definition 7.8 for
Sκ are clear. In order to prove condition (iv), take N ∈ S and X a subset of M of cardinality
< κ . By condition (iv) for S , there is U1 ∈ S such that N ∪ X ⊆ U1 and U1/N has a
generating set of the form {y + N | y ∈ Y } where Y is a subset of U1 of cardinality < κ .
Partitioning Y into countable subsets and using conditions (ii) and (iii) of Definition 7.5
for G, we obtain V1 ∈ G such that N ∪ Y ⊆ V1 and V1/N is < κ-generated. Then U1 ⊆ V1,
and by condition (iv) for S , there is U2 ∈ S such that V1 ⊆U2 and U2/N is < κ-generated.
Proceeding in this way, we obtain a chain N ∪ X ⊆ U1 ⊆ V1 ⊆ U2 ⊆ V2 ⊆ · · · such that
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is < κ-generated.
Notice that each B ∈ Sκ is actually a direct summand in A. Indeed, since B ∈ G, B is a
restriction of S−1R/R; since B ∈ S , A/B has projective dimension  1, so Theorem 3.10
applies.
By induction on λ, we prove that A ∼=⊕α<λ Fα where Fα are countably presented
modules.
If λ  ℵ0 then A is countably presented by Lemma 7.9. If λ is a regular uncountable
cardinal, it is possible to select from Sλ an increasing continuous chain (Aσ | σ < λ) with
A0 = 0, whose union is A and whose successive factors are < λ-generated. Since each
Aσ is actually a direct summand in A, Lemma 7.2 yields a direct sum decomposition
A ∼=⊕σ<λ Fσ where each Fσ is < λ-generated and isomorphic to a direct summand of
S−1R/R. The inductive premise gives a decomposition of Fσ into a direct sum of count-
ably presented modules. Putting together the decompositions of all Fσ (σ < λ) we obtain
the desired decomposition of A.
Assume λ is a singular cardinal. Let Q denote the set of all countably presented direct
summands of S−1R/R (Q is non-empty by Proposition 4.3 and Corollary 4.4). By [8, XII,
1.14], Q induces the following notion of ‘free’ that fits Shelah’s Singular Compactness
Theorem: a module M is ‘free’ if M is a union of an increasing continuous chain (Mσ |
σ < ρ) where M0 = 0 and Mσ+1/Mσ is isomorphic to an element of Q for each σ < ρ.
Since Q ⊆ A ∩ B and B is closed under direct limits, (Mσ | σ < ρ) ⊆ B and for each
σ < ρ the sequence
0 → Mσ → Mσ+1 → Mσ+1/Mσ → 0
splits. Therefore, by Lemma 7.2, M is ‘free’ iff M is isomorphic to a direct sum of elements
of Q.
Let κ be a regular uncountable cardinal < λ. Let B ∈ Sκ . Then B is a direct summand
in S−1R/R, so by inductive premise, B is ‘free’, hence A is ‘λ-free’ in the sense of [8,
IV.1.1 and p. 113]. By [8, IV.3.7], A is ‘free’. 
In the noetherian case, we have a more precise description of the direct sum decompo-
sition of the module S−1R/R.
Theorem 7.12. Let R be a commutative noetherian ring. Let S be a submonoid of Σ .
Then pd(S−1R/R) 1 if and only if there exists a family {Mα}α<κ of countably generated
modules such that S−1R/R =⊕α<κ Mα . The family can be taken so that for each α  κ ,⊕
β<α Mβ = T −1α R/R for a submonoid Tα of S.
Proof. The if part of the theorem follows from Proposition 7.1.
To prove the converse, note that if S−1R is projective as an R-module, then, as S−1R
is S-divisible, we can deduce that the embedding R ↪→ S−1R is an isomorphism. In this
case, the statement is trivial.
Assume that pd(S−1R) = 1, and w.l.o.g. let S be a saturated submonoid of Σ . We prove
that the family S ′ = {T −1R/R | T −1R/R is a direct summand of S−1R/R} is a G(ℵ0)-
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of chains. So, let {T −1i R}i∈I be a chain of localizations such that T −1i R ⊆ S−1R and
T −1i R/R is a direct summand of S−1R/R for each i ∈ I . We claim that⋃
i∈I
T −1i R/R = S−11 R/R
for some submonoid S1 ⊆ S such that S−11 R/R is a direct summand of S−1R/R.
First of all note that if pd(S−1R/T −1i R)= 0 for some i ∈ I , then
S−1R ∼= T −1i R ⊕ S−1R/T −1i R.
As S−1R has no non-zero Ti -torsion elements, S−1R = T −1i R and, in this situation, the
statement is trivial. So we assume that
pd
(
S−1R/T −1i R
)= 1 for any i ∈ I.
We can suppose that, for any i ∈ I , Ti is a saturated monoid. It is easy to see that
T −1i R ⊆ T −1j R then implies Ti ⊆ Tj . Set S1 =
⋃
i∈I Ti . Then S1 is a saturated monoid and
⋃
i∈I
T −1i R/R =
(⋃
i∈I
T −1i R
)/
R = S−11 R/R.
We already know from Proposition 7.6 that S−11 R/R is a restriction of S−1R/R. Fur-
thermore, for any i ∈ I there is a decomposition
S−1R/R = T −1i R/R ⊕Mi.
Note that if i  j then Mi ⊇Mj . We show that S−1R/R = S−11 R/R ⊕
⋂
i∈I Mi .
Let s ∈ S \ S1. For any i ∈ I , 1/s + R = ((1 − ai)/s + R) + (ai/s + R), for some
(1 − ai)/s +R ∈ T −1i R/R and ai/s +R ∈ Mi =Ai/R. Since (1 − ai)ai/s ∈ T −1i ∩Ai =
R, it follows that ai + sR and (1−ai)+ sR are orthogonal idempotents of R/sR. Note that
if i  j then ((1 − ai) + sR)R ⊆ ((1 − aj ) + sR)R ⊆ R/sR. Since R/sR is noetherian,
there exists i0 such that the ring ((1 − ai0) + sR)R coincides with ((1 − ai) + sR)R for
any i  i0. Then also the unit elements (1 − ai) + sR and (1 − ai0) + sR coincide, and
ai + sR = ai0 + sR. This implies that ai0/s +R ∈
⋂
i∈I Mi , hence
1/s +R ∈ S−11 R/R ⊕
⋂
i∈I
Mi.
This shows that S−1R/R = S−1R/R ⊕⋂ Mi and proves the claim.1 i∈I
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{T −1α R}α<κ such that each T −1α R/R is a direct summand of S−1R/R, for any α < κ there
is a suitable countably generated module Mα such that
T −1α+1R/R = T −1α R/R ⊕Mα,
and moreover
S−1R/R =
⋃
α<κ
T −1α R/R.
The statement now follows from Lemma 7.2. 
Example 7.13. (1) Let R be a commutative noetherian ring. Then the set of zero-divisors
of R is a finite union of prime ideals. If, in addition, R is Cohen–Macaulay then the un-
mixedness theorem, [6, Theorem 2.1.6] implies that the set of zero-divisors is the union of
the minimal prime ideals of R, hence Σ−1R is zero dimensional.
It is easy to see that if R is noetherian and Cohen–Macaulay with minimal prime ideals
P1, . . . ,Pn then Σ−1R = P−11 R × · · · × P−1n R. Moreover, if R is Gorenstein then Σ−1R
is Gorenstein (cf. [6, Proposition 3.1.19]), being zero dimensional it is a quasi-Frobenius
ring. Since E
P−1i R
(P−1i R/Pi · P−1i R) =ER(R/Pi) for i = 1, . . . , n, we conclude that
Σ−1R ∼=
n⊕
i=1
ER(R/Pi).
(2) By [23, Corollaire 3.2.7], if R is a commutative noetherian ring of Krull dimension
n < ∞ then all flat modules have projective dimension bounded by n. Hence, if R is
noetherian with Krull dimension one and S is a submonoid of R \ {0}, then pd(S−1R) 1.
We shall see that in this case S−1R/R it is isomorphic to a direct sum of restrictions whose
support is a single maximal ideal, thus indecomposable by Proposition 3.6. We shall also
see that these indecomposable modules are artinian. Moreover, it will follow that S−1R/R
is a direct summand of Σ−1R/R.
So let R be a commutative noetherian ring of Krull dimension 1. For any s ∈ S,
(1/s +R)R ∼= R/sR is artinian because it is a noetherian ring of Krull dimension 0. Then
R/sR is a finite direct sum of artinian local rings. This decomposition can be explained eas-
ily in terms of localization at maximal ideals: let M1, . . . ,Mn denote the maximal ideals
of R that induce maximal ideals of R/sR, then R/sR = (R/sR)M1 ⊕ · · · ⊕ (R/sR)Mn .
The previous remarks imply that
S−1R/R =
∑
s∈S
(
1
s
+R
)
R =
⊕
M∈m-Spec(R)
(
S−1R/R
)
M (∗)
(see [17, Lemma 8]). We stress the fact that xR = xRM for any element x ∈ (S−1R/R)M.
If M ∈ supp(S−1R/R) then RM is a one dimensional local Cohen–Macaulay ring,
because the maximal idealMRM contains a regular element of S (cf. Lemma 3.9). Hence
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quotients. This is to say that S−1(RM) =Σ−1(RM).
Let I be the set of maximal ideals in V (S)c . The previous discussion shows that we can
write the formula,
S−1R/R ∼=
⊕
M∈I
(
Σ−1R/R
)
M.
Since the equality (∗) applies to Σ−1R/R, it follows that S−1R/R is a direct summand of
Σ−1R/R.
Moreover, since S−1(RM) is isomorphic to the ring of quotients of the one dimensional
Cohen–Macaulay ring RM, using [22, Theorem 5.5], we deduce that Σ−1R/R⊗R RM ∼=
S−1(RM)/RM, is artinian as an RM-module, so it is artinian as an R-module.
We remark that, even in the case of Dedekind domains, the direct summands of S−1R/R
need not be isomorphic to T −1R/R for a monoid T (cf. [24, Example 4.14]).
(3) By Proposition 3.6, the module (S−1R/R)M is indecomposable for each M ∈
supp(S−1R/R). Then the discussion above shows that in the case of noetherian rings of
Krull dimension 1 the direct summands of S−1R/R are parametrized by the subsets of
supp(S−1R/R).
8. Proof of the main theorem
Proof of Theorem 1.1. First, we prove the equivalence of conditions (1)–(3). The implica-
tion (1) ⇒ (3) is contained in Proposition 6.3. Furthermore, for T = S−1R ⊕ S−1R/R we
have GenT = Gen(S−1RR) and T ⊥ = (S−1R/R)⊥. So condition (3) says that GenT =
T ⊥ which means that T is a tilting module by Remark 2.2. This proves (3) ⇒ (2), and of
course, by the definition of a tilting module, we have (2) ⇒ (1).
Next, we show that (3) and (4) together imply (6). Indeed, the hypotheses imply that
for any S-divisible module M the homomorphism HomR(S−1R,M) → HomR(R,M) is
surjective. Hence the inclusion R → S−1R is an S-divisible preenvelope. Since the only
R-endomorphism of S−1R fixing R is the identity, the inclusion R → S−1R is even an
envelope, that is, (6) holds true.
Now, if R is commutative, then (1) ⇔ (4) by Proposition 6.4, and (1) ⇔ (5) by Theo-
rem 7.11.
We prove (6) ⇒ (4). Let f :R → D be an S-divisible envelope. First we show that D
is S-torsion-free. To this end, we take s ∈ S and show that the multiplication ψ :D → D
by the element s is injective. We know that there is d ∈ D such that sd = f (1). Define
an R-homomorphism g :R → D by g(1) = d . Since f is a preenvelope, there is a map
φ :D → D such that φf = g. So φψf (1) = s(φf (1)) = sg(1) = sd = f (1). By the left
minimality of f we conclude that φψ is an isomorphism, hence ψ is injective.
So D is an S-torsion-free, S-divisible module, hence an S−1R-module. In particu-
lar D ∈ Gen(S−1R). Moreover, by [3, Lemma 1.1(1)], D is a generator for the class of
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therefore coincides with, Gen(S−1R), that is, (4) holds true.
If R is commutative noetherian, then (1) ⇒ (7) by Theorem 7.12, and clearly (7) ⇒ (5).
Finally, assume S−1R is countably generated as a right R-module. Then (5) and (7) are
trivial, (1) is well known (see Remark 3.7 or Proposition 4.3), and (4) holds by Proposi-
tion 6.4. 
Our main theorem gives families of tilting modules that are equivalent to the Fuchs tilt-
ing module. Now we shall see that general summands of S−1R/R also give tilting modules
such that the tilting class is of finite type (cf. Definition 2.3).
Let R be a commutative ring, and let S be a submonoid of Σ such that pd(S−1R) 1.
Let M1 and M2 be modules such that S−1R/R = M1 ⊕ M2. For i = 1,2, let Ai be the
subring of S−1R such that Mi =Ai/R (cf. Proposition 3.6(iii)).
For any s ∈ S, let Bs = M1 ∩ (1/s + R)R. It follows from Theorem 3.10 that Bs ∼=
A2/sA2 has projective dimension  1, and Bs is finitely presented.
Define S1 = {Bs | s ∈ S}. We observe the following property of the set S1.
Lemma 8.1. For any s1 and s2 in S, Bs1s2/Bs1 ∼= Bs2 .
Proof. Multiplication by s1 induces an onto map f : (1/(s1s2)+R)R → (1/s2 +R)R with
kernel (1/s1 +R)R. Since M1 is S-divisible(
M1 ∩
(
1
s1s2
+R
)
R
)
s1 =M1 ∩
(
1
s1s2
+R
)
Rs1 =M1 ∩
(
1
s2
+R
)
R.
Thus f induces the desired isomorphism. 
Theorem 8.2. Let R be a commutative ring, and let S be a submonoid of Σ such that
pd(S−1R) 1. Let M1 and M2 be modules such that S−1R/R = M1 ⊕ M2. For i = 1,2,
let Ai be the subring of S−1R such that Mi = Ai/R. Then T =A1 ⊕M1 is a tilting module
of finite type with T ⊥ = S⊥1 .
Proof. First we prove that T is a tilting module. By construction, there is an exact sequence
0 →R → A1 →M1 → 0.
Thus the property (T3) is clear, and since M1 has projective dimension at most one also
(T1) holds.
To show (T2) it is enough to prove that (A1 ⊕ M1)(I ) ∈ M⊥1 for any set I . Since
pd(M1)  1, the class M⊥1 is closed under factors, hence it is enough to show that
A
(I)
1 ∈ M⊥1 .
By the construction of A1 there is a sequence
0 → A(I) → S−1R(I) → M(I) → 0.1 2
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Thus we have an exact sequence
HomR
(
M1, S
−1R(I)
)→ HomR(M1,M(I)2 )→ Ext1R(M1,A(I)1 )→ 0.
But HomR(M1,M2) = 0 by Proposition 3.2, thus HomR(M1,M(I)2 )= 0. Hence
Ext1R
(
M1,A
(I)
1
)= 0.
Thus T is a tilting module.
In order to prove that T ⊥ = S⊥1 , we first apply Theorem 7.11 and obtain a decompo-
sition M1 =⊕i∈I Ni where all Ni ’s are countably generated modules. So T ⊥ = M⊥1 =⋂
i∈I N⊥i . By Corollary 4.4, for each i ∈ I , there is a countable submonoid Si of S such
that Ni ⊆ Si−1R/R and Si−1R/R is a direct summand in S−1R/R. By Proposition 3.2(iii),
Ci = M1 ∩ Si−1R/R is a direct summand in M1. Since Ni is a direct summand in Ci , we
infer that T ⊥ =⋂i∈I C⊥i .
Moreover, we can write Si = {1 = s0, s1, . . . , sn, . . .}, and
S−1i R/R =
⋃
n1
(
1
s1 · · · sn +R
)
R.
Then Ci =⋃n1 Bs1···sn . By Lemma 8.1, if M ∈⋂s∈Si B⊥s then M ∈ C⊥i . This proves that
S⊥1 ⊆ T ⊥.
By Remark 2.2, to prove the reverse inclusion we need to show that Gen(T ) =
Gen(A1) ⊆ B⊥s for any s ∈ S. As Bs has projective dimension at most one, B⊥s is closed
under quotients. As Bs is finitely presented, B⊥s is closed under arbitrary direct sums. Thus
we only need to prove that A1 ∈ B⊥s for any s ∈ S.
Let s ∈ S. By Theorem 3.10, Bs ∼=A2/sA2 and R/sR ∼=A2/sA2 ⊕A1/sA1. So
A1/sA1 ∼= Ext1R(R/sR,A1) ∼= Ext1R(A2/sA2,A1)⊕ Ext1R(A1/sA1,A1).
As A1 is a subring of S−1R, applying HomR(−,A1) to the exact sequence
0 → A1 s→ A1 → A1/sA1 → 0
we deduce that Ext1R(A1/sA1,A1)∼=A1/sA1. Thus
A1/sA1 ∼= Ext1R(A2/sA2,A1)⊕A1/sA1
as R/sR-modules.
Since A1/sA1 is a cyclic projective module over the commutative ring R/sR, A1/sA1
cannot be isomorphic to any of its proper direct summands. So we conclude that
Ext1 (A2/sA2,A1) = 0. R
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structed in Theorem 8.2 by [5, Theorem 4.3].
Example 8.3. Let R be a commutative noetherian ring of Krull dimension 1. Let Q =
Σ−1R. Set X = supp(Q/R), and let Y be a non-empty subset of X. According to Exam-
ples 7.13,
Q/R =
⊕
M∈X
(Q/R)M.
Consider
M =A/R =
⊕
M∈Y
(Q/R)M.
By Theorem 8.2, TY =A⊕M is a tilting module.
Therefore for commutative noetherian rings of Krull dimension 1 we obtain a tilting
module for any non-empty subset of supp(Q/R). If, in addition, R is a domain then
supp(Q/R) = m-Spec(R). So that, any non-empty set of maximal ideals gives a tilting
module.
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