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Abstract 
This project will implement a segmentation algorithm for PolSAR images to represent the 
boundaries of the areas in the image and the regions. Identifying the regions on SAR 
images can be useful for further analysis, for example, to classify the elements of the 
image. The segmentation process will be based on the Colour Edge Drawing (CED) 
Contours algorithm for colour images, which combines several edge maps of the same 
image in order to improve the results respect using a single edge map. This algorithm is 
already implemented for colour images, so the idea is to check if it can be used for SAR 
images. 
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1. Introduction 
 
Polarimetric SAR is a technique to retrieve physical information of the land using the 
scattering properties of the electromagnetic waves. This information depends on the 
properties and the shapes of the objects in land that are exposed to the waves, and so it 
can be used to classify and identify certain components in land, such as the presence of 
ice, vegetation, etc. 
 
By using polarimetry it is possible to obtain more information, since the backscattering 
properties are different for different polarizations. It is possible to differentiate four 
polarization channels: the HH channel, the HV channel, the VH channel and the VV 
channel, depending on the polarization of the transmitter antenna (H for horizontal and V 
for vertical) and the polarization of the receiving antenna. Typically the HV channel and 
the VH channel are the same, so in this case only one is used, and together with the HH 
and VV channels it is possible to generate a colour image by assigning each channel to a 
colour component. 
 
 
 
 
Fig. 1 Colour composite images of Tomakomai acquired by PALSAR (in [15]) 
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For example, assigning HH to the red component, HV to the green component and VV to 
the blue component, it is possible to generate a colour image as in Fig.1. This colour 
image contains the information of the three channels. 
 
Polarimetric SAR applications include agricultural classification, sea ice monitoring, 
vegetation parameter retrieval and others. For the agricultural classification, the use of 
SAR techniques allows the differentiation between different classes of crops in 
agricultural areas, because the reflection properties are different between them. Fig. 2 is 
an example extracted from [1]. 
 
 
 
 
Fig. 2 Example of classification of agricultural crops (from [1]) 
 
Sea ice can be monitored also using SAR techniques taking advantage of the variations 
in reflectivity in ice and the surrounding open ocean. In [2], for example, SAR data is used 
to detect icebergs. In Fig. 3 some of these data (from the same source) acquired by 
Sentinel-1 at the East Coast of Greenland is represented. The graphics on the left 
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represent the HH channel and the ones on the right represent the HV channels. Each 
couple of channels is taken at different days (March 2, March 31 and April 29, in 2015). 
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Fig. 3 HH and HV channels on different days, Sentinel-1 (from [2]) 
 
 
The icebergs appear as bright points in the image, and it is interesting to notice that some 
bright points don’t appear in the HH image. This shows that having the HV channel in 
addition to the HH channel provides more information. 
 
In general it is useful to determine the areas that have similar properties in the radar 
image, in order to be able to classify or identify objects in the image. This is where 
segmentation techniques are necessary, in order to distinguish between regions in the 
SAR image.  
 
The objective of this project is to implement and test a proposed new segmentation 
algorithm for polarimetric SAR images using the combination of several edge maps, in 
order to gain information with respect to using a single one. The different edge maps can 
be created, for example, by applying a speckle filter (see the radar principles chapter) to 
a polarimetric SAR image at different scales (for example, changing the filter window 
size).   
 
The following Gantt diagram shows the initial planning for the tasks involved in this 
project: 
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Fig. 4 Gantt diagram 
 
 
The main tasks defined in the initial plan are topic research, implementation of the edge 
detector, implementation of the CED contours algorithm for colour images, tests in SAR 
images and the writing of this document. Some of them took longer than it was originally 
planned and some of them took shorter, for example, initially the compass edge detector 
was implemented, but the running time of this algorithm was too long, so it was 
necessary to change it for another edge detector. The project ended one month later than 
the original plan, mainly due to external factors to the project.  
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2. State of the art 
 
Image segmentation is used to divide an image into several regions, which are areas in 
the image with similar properties. Several algorithms and methods have been developed 
for image segmentation. These methods can be mainly classified in five categories 
according to [10]: thresholding methods, region based methods, feature based clustering 
methods, model based methods and edge based methods.  
 
The simplest ones are the thresholding methods. These methods use a threshold value 
for a certain parameter in the image (for example, colour intensity) and classify each pixel 
comparing its value with the threshold value. If it is required to have more than two 
regions, then more thresholds are used.  
 
Region based methods partition the image into several similar regions (according to a 
certain predefined criteria). This can be implemented in several ways, for example, by 
starting with a seed pixel and adding neighbouring pixels according to a certain threshold 
value. This will constitute a region that will grow by repeating the same process. Once the 
region stops growing, then another seed pixel is taken (a pixel that does not belong to the 
created region) and another region is generated using the same process. This is called 
region growing segmentation. Another way of implementing it is to split the image into 
small regions, and merge adjacent regions that are similar.  
 
Clustering methods classifies pixels into classes (without training for defining the classes). 
Pixels with highest probability of belonging to a class are classified into the same class. 
The simplest clustering algorithm is the K-means algorithm. It defines k clustering centres 
over the colour components of the image (for example, in a random manner). Each pixel 
is assigned a class depending on the distance respect to the cluster centres. Once all 
pixels belong to a class, the average of each class is computed and the centres are 
moved towards the average. This process is iterated until the centres don’t move.  
 
Model-based segmentation uses prior information (a model of the object) in order to 
impose constraints when segmenting the image. This means that it is required to know 
which objects are present in the image, which may not be necessary the case when 
segmenting SAR images. 
 
Finally, edge based methods try to segment the image by detecting the edges of the 
image. These edges are discontinuities in the image, and can be obtained by finding low 
level changes in the image: for example, changes in the colour components between 
adjacent pixels.  Ideally, the regions of the image would be surrounded and separated by 
these edges, but it is not necessarily the case.  The problem is that it is possible to have 
gaps between the detected edges (the contours are not necessarily closed), and also 
edge detection is vulnerable to noise because noise would also be detected as edges. 
This project’s implementation will be based on edge detection, but using the Colour Edge 
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Drawing Contours algorithm to reduce these problems [7]. The CED Contours algorithm 
is implemented for colour images, and here it will be used to try to segment SAR images. 
 
Most typical implementations in SAR images are based on region-based methods and on 
clustering methods. A recent example of clustering method can be found in [11]. It 
defines a distance measure between two regions in order to assign each pixel to a cluster 
(the one with minimum distance). The SLIC algorithm (Simple Linear Iterative Clustering) 
is used, which follows three steps: an initialization of the cluster centres the use of the 
local k-means clustering and finally a post processing step. The reference initializes 
cluster centres by sampling in a regular grid, and then repositioning the centre to the 
lowest gradient position in order to avoid effects of noise and texture. Once the centres 
are obtained, for each pixel the distance between it and the clusters is computed, and the 
pixel is assigned to the cluster with minimum distance. Then the cluster centres are 
updated and then the local k-means algorithm is applied. The reference compares the 
proposed implementation with another algorithm (Ncuts) and concludes that the 
implemented SLIC algorithm preserves the lines and points, but the shapes of the regions 
are more irregular and with rough edges. 
 
 
Fig. 5 Results from [11], (a) Ncut (b) SLIC-CG 
 
 
An example of region-based method can be found in [13].  The reference uses Binary 
Partition Trees, which basically means that regions are merged according to a similarity 
criteria (the most similar regions are merged). Initially each pixel is considered as a 
region. The reference defines several dissimilarity measurements in order to measure the 
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distance between regions, which are based on the information provided by the 
covariance matrix. 
 
 
 
Fig. 6 Results from [13] obtained using different dissimilarity functions 
 
 
Another example of segmentation in PolSAR images can be found in [12], which is a 
method based on texture features and colour features. The method uses the SRM 
(Statistical Region Merging) algorithm and the RHLBP (Regional Homogeneity Local 
Binary Pattern) algorithm. Both algorithms are used to determine if two regions are 
merged or not. The SRM is based on the difference between colour channels of pixels. 
The RHLBP is used for homogeneous regions that have similar texture features. It is 
based on comparing the neighbour pixels with the centre pixel and with a threshold.  
 
In the end a decision for merging regions is taken considering the output of the SRM and 
the RHLBP algorithms. A comparison in results between using only the SRM algorithm 
and using both algorithms is performed, and it is clearly shown that the use of both 
algorithms shows a good preservation of the boundaries between some regions. 
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Fig. 7 Segmentation results from [12] with SRM and with both SRM and RHLBP 
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3. Radar principles 
 
3.1. Basic radar concepts 
 
The working principle of radar is simple: an electromagnetic signal is transmitted and an 
echo signal is received. This echo signal is a signal reflected from the original one, when 
it hits an object. The simplest case is the pulsed radar, which sends a pulse signal and 
receives the echo coming from the target.  
 
 
Pt
Pr
t
 
 
Fig. 8 Pulse radar power scheme: transmitted power (Pt) and received power (Pr) with a 
delay (t) 
 
 
From this echo it is possible, for example, to determine the distance between the radar 
and the target (the object pointed by the radar), using the relation between distance, 
delay between the transmitted and received pulse and the speed of light: 
 
 
2
ct
R                                                                   (3.1) 
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Where R is the distance between the radar and the target, and so 2R is the distance that 
the wave travels (from the radar to the target and from the target to the radar), that’s why 
there is a factor of 2. The power received by the radar is: 
 
 
LR
G
PP tr 43
22
)4( 

      (3.2) 
 
 
Where Pt is the power transmitted by the radar, G is the gain of the antenna, /(4) is the 
inverse of the free space losses, L is the term that refers to other losses (such as 
atmospheric or losses of the system), 1/(4R2)2 is the term that takes into account the 
loss in power due to the spreading of the electromagnetic wave while travelling to the 
target and returning from the target (R is the distance), and finally is the radar cross-
section. 
 
The radar cross-section is a parameter that models the amount of power that is reflected 
by the target respect to the incident power. It depends on the geometry of the object and 
the directivity (or retrodispersion). For example, if a radar system placed in a satellite is 
pointing to a totally flat terrain (for example, a calm water surface) there is no 
backscattering because the signal is reflected away from the radar. 
 
 
c
 
Fig. 9 Reflection in a flat surface with an incidence angle c 
 
 
For objects with orthogonal surfaces, the reflections are quite strong. These cases may 
correspond to locations with buildings, for example. 
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c
 
Fig. 10 Double reflection in ground and in a surface orthogonal to ground 
 
 
Now that these general concepts have been presented, radar imaging will be described. 
Imaging radars are typically placed on a satellite and point to the surface, in order to 
generate an image of the surface. The radar acquires images in strips as they move 
along its flight path. 
 
 
 
 
 
Fig. 11 Radar imaging scheme (from [9]) 
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An important parameter in radar is the resolution, which determines the capability to 
distinguish between objects. The equation for the ground resolution in the propagation 
direction of radar can be found in [9] and is the following: 
 
 


sin2
c
xg       (3.3) 
 
 
Where  is the pulse duration. The pulse duration in pulsed radars is the inverse of the 
bandwidth. This is a problem, because for a pulse with more duration, the resolution is 
worse, but for enhancing the signal-to-noise ratio it is convenient to use a lot of energy 
when transmitting pulses, and for that purpose a pulse with high duration is needed. The 
solution to this problem is not using a pure pulse signal, but using a chirp signal. This 
chirp signal is a pulse signal but with the frequency linearly changed in function of time. 
 
 
 
 
Fig. 12 Chirp signal over time 
 
 
And in this case, the resolution is the following: 
 
 
sin2B
c
xg       (3.4) 
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Where B is the bandwidth for the range of frequencies used to transmit the chirp signal. 
This has the advantage that it doesn’t depend on the pulse duration. 
 
Also, it is important to consider the transverse resolution (resolution orthogonal to the 
propagation direction). In radar systems with a real aperture (not a Synthetic Aperture 
Radar), this resolution depends on the antenna beamwidth: if the beam is smaller it is 
possible to differentiate between more objects in ground. The problem is that to have a 
narrow beam, the antenna dimensions have to be large. This is why Synthetic Aperture 
Radars are used (SAR). These kind of radars create a virtual antenna array (synthetic 
aperture) by moving along its flight path, producing the effect of having a larger antenna. 
 
 
 
 
Fig. 13 SAR scheme (from [9]) 
 
 
The idea is that the backscattered signal will in this case have a different frequency due 
to the Doppler effect produced by the radar movement. Half of the time the target is 
inside the antenna beam, the radar is moving towards the target and the other half of the 
time it is moving away from the target. The Doppler bandwidth is: 
 
 
L
vL
vv
ffB
p
p
Hp
ddd
222
.minmax, 




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Where vp is the velocity of the platform, H is the beamwidth (it can be approximated by 
the wavelength divided by the length of the antenna) and L is the length of the antenna. If 
the signal is filtered using a matching filter, then the duration of the signal is the inverse of 
the Doppler bandwidth. And in this case, the resolution in the along-track is: 
 
 
22
L
v
Lv
B
v
tvz
p
p
d
p
p     (3.5)  
 
 
So, in case of Synthetic Aperture Radars, the resolution along-track depends only on the 
size of the antenna (independently of the range), and by using a small antenna the 
resolution will be better, so this is the advantage of using this technique. 
 
3.2. PolSAR 
 
A polarimetric SAR is basically a SAR that uses the polarization of the electromagnetic 
waves in order to obtain more information than a normal SAR. The polarization is 
basically the geometrical orientation of the electromagnetic wave. For example, a wave 
with horizontal polarization has its electric vector perpendicular to the plane of incidence 
(and also to the direction of propagation) and a wave with vertical polarization has its 
electric vector in the plane of incidence. 
 
A polarimetric SAR transmits signals in a vertical polarization and also in a horizontal 
polarization and receives each signal by using a vertical and horizontal polarization 
channels (using antennas with different polarizations). This can be represented by the 
following relation between transmitted and received electric fields: 
 
 
  tt
VVVH
HVHH
r ESE
SS
SS
E 





     (3.6) 
 
 
Where S is the scattering matrix, which is a matrix that represents the change in the 
electric field due to the scattering. The sub indices of the parameters of this matrix 
represent the polarization in transmission and in reception. It is possible to represent SHH, 
SHV and SVV as a colour image (assuming SHV is the same as SVH), assigning each to a 
colour component, but typically they are represented in other ways with more physical 
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meaning. For example, the image can be represented in the Pauli basis, using the 
following change of basis: 
 
 
HV
VVHH
VVHH
S
SS
SS
2
2
2








    (3.7) 
 
 
 
And taking the square of these parameters. In summary, the scattering matrix can be 
obtained by the received signal and a colour image can be generated in different ways, 
for example, expressing the scattering coefficients in another basis. 
 
3.3. Speckle and filtering 
 
Surfaces are typically not perfectly flat; instead they have an irregular shape. When a 
radar points to the surface, it is possible to consider that several backscatters are 
generated by the same footprint (the area illuminated by the antenna) and added up at 
the receiver. This produces a noise that is present in SAR systems, which is called 
speckle. This noise has a granular aspect in SAR images, in a random manner.  
 
 
 
 
Fig. 14 Addition of scatters from the same footprint 
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The speckle noise can be modelled as a multiplicative noise to the original image: 
 
 
nxy      (3.8) 
 
 
Where y is the scattered coefficient with speckle noise, x is the original scattered 
coefficient and n is the speckle, which follows a normal distribution. 
 
For the polarimetric SAR, speckle can be modelled the same way: 
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In order to eliminate this noise, filter techniques are required. One of these techniques is 
applying a Lee filter to the image. This filter is described in [8].  
 
The idea is to compute the covariance matrix as follows: 
 
 
)(ˆ CCbCC      (3.10) 
 
 
Where C  is the average covariance matrix in the filter window, C is the covariance of the 
pixel and b is a weighting parameter that ranges between 0 and 1 and depends on the 
variance of the covariance matrix. In homogeneous areas, b will be close to 0 and the 
covariance will take the value of the average covariance matrix. In heterogeneous areas, 
b will be close to 1 and the covariance of the pixel will be preserved. 
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4. The compass edge detector 
 
In this section the compass operator as an edge detector is described [4]. This edge 
detector takes a pixel and places an imaginary circle around it. Then, this circle is divided 
into two parts, and for each one a colour signature is determined. This colour signature 
will represent a certain combination of colour components and an associated weight, to 
indicate the number of pixels that have the same colour components. Then, the Earth 
Mover’s Distance will be computed (explained later). This will give us a metric for the 
distance (or the contrast) between the two colour signatures of each half circle, for a 
certain orientation. Finally, the orientation will be changed (so, the partition line of the 
circle will be rotated) and the Earth Mover’s Distance will be computed again. Once the 
EMD is computed for all the orientations, the maximum will be considered as the colour 
change magnitude. 
 
The way the operator performs visually is similar to a compass, where the needle divides 
the compass into two halves. Like a compass needle rotates to point always to the North, 
the needle rotates in this case until the direction of maxim contrast is achieved. In the 
next sections, the compass operator will be described in more detail. 
 
4.1. The Earth Mover’s Distance 
 
The Earth Mover’s Distance (EMD) is a metric to compute the distance between two 
distributions [14]; in this case colour signatures (see next section). The two distributions 
have the following form: 
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Where xk and yk are determined values of colour components in a semicircle and wk and 
vk are associated weights for xk and yk. These weights will take values between 0 and 1, 
and will represent the number of the associated colour components (normalized) that are 
present in the corresponding colour signature. 
 
The Earth Mover’s distance will find a certain group of flows (fij) between the first colour 
signature and the second one such that the distance between both colour signatures is 
minimized. The distance defined in the EMD is the following: 
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Where the colour i is contained in S1 and the colour j is contained in S2.The variable dij is 
the norm between colour i and colour j. The minimization is performed with the following 
constrains: 
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With i=1,…,n and j=1,…,m. 
 
The Earth Mover’s Distance is basically an operator that defines the distance 
measurement as a transportation problem, in which there are piles of dirt (as the colour 
components of one signature) and holes (as the colour components for the other colour 
signature), and the dirt must be moved into the holes using the minimum amount of work 
(minimizing the flows). The quantity of dirt in the same pile is represented by the weights, 
and the same for the holes. 
 
Next section describes what the colour signatures are. 
 
4.2. Colour signatures 
 
In order to estimate the contrast between the two halves of the circle, it is necessary to 
quantify somehow the colour distribution of the area. This can be done by finding its 
colour signature. The colour signature is a set of colour components that represents the 
region and an associated weight. These colour signatures will be found for each half of 
the circle, and the distance between both colour signatures will be computed using the 
EMD. 
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After having set an orientation for running the EMD (for example, vertical), it is necessary 
to determine the colour signatures for each half of the semi-circle (S1 and S2). To do so, 
the range of values in the x and y axis that constitute the first half and the second half of 
the circle must be found. Once this is known, it is possible to get the values of the colour 
components for each pixel in this range and add them to the colour signature of the 
corresponding semi-circle. This is explained in the next section. 
 
 
S1 S2
S1
S2
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Fig. 15 Colour signatures S1 and S2 for different orientation angles 
 
 
4.3. Implementation 
 
In this section, the overall algorithm used in our case is described. First, a quantization 
will be performed over the values of the image matrix (colour components), in order to 
reduce the number of possible unique colour components (if this is not performed, then 
there will be 256 colour levels for each colour component, and the algorithm will take too 
long when running). This can be implemented simply by using the floor function in matlab, 
for example, by multiplying the matrix by 5, dividing by the maximum (255) and taking the 
floor of the result. Next, the distance values and the edges must be determined. 
 
The proposed implementation is the following: 
 
• Step 1: Select a pixel in the image, in order to place an imaginary circle around it. 
 
• Step 2: Set an orientation angle. Find the pixels that constitute each region, and 
obtain the colour components of the region. 
 
• Step 3: Computation of the weights of each region. 
 
• Step 4: Computation of the EMD between the two regions. 
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• Step 5: Change the orientation angle. Repeat step 2 to 5 until all angles have 
been considered. 
 
• Step 6: Select the maximum distance from the ones obtained by each orientation 
angle (by the EMD) 
 
• Step 7: Go to the next pixel in the image and repeat the previous steps. 
 
• Step 8: Use a threshold to obtain the edge map of the image.  
 
Starting by determining which pixels constitute each half of the circle (step 2), it is 
possible to obtain the colour signatures. The pixels that constitute a colour signature will 
be obtained by fixing the y value and by taking the values in the x axis that correspond to 
pixels inside the semi-circle. Two possible situations should be taken into account. The 
first one is illustrated in Fig. 16 below. 
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Fig. 16 Circle scheme (with orientation angle ). For a certain yk value, all the values 
inside the circle are considered in the colour signature 
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A certain orientation angle theta is considered. The circle is divided into two halves. For a 
certain yk value in the y axis, the pixels that must be taken into consideration in the x axis 
for the upper part of the circle are the ones inside of the circle, between xL (left) and xR 
(right). To compute the values of xL and xR, it is possible to make use of the 
circumference equation: 
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Where R is the radius of the circle and x and y are axis values. So, the values of x that 
correspond to a certain y are: 
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The other situation that must be considered is represented in Fig. 17. 
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Fig. 17 Circle scheme (with orientation angle ). For a certain yk value, only values 
between xL and XF are considered for the colour signature 
 
 
In this case, for a given yk value in the y axis the values that must be considered for 
obtaining the first colour signature are the ones between the left part of the circle and the 
division line between the first and the second semicircle. In Fig. 17, this is the range 
between xL and xF. The value xL is already known from the previous equation, so it is only 
necessary to find a way to compute the xF value. This is done using the linear equation: 
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And so, the XF value is: 
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The range of values in the y axis will be between y0+R and y0-R, so the algorithm must 
sweep this range of values in y and for each one compute xL, xF and xR. Once these 
values are known, the algorithm sweeps the values in x that are inside the circle (range 
between xL and xR) and checks whether x is higher or lower than xF. If it is lower, then the 
colour components will be related to the first colour signature, and if it is higher, then they 
will be related to the second one. This works also for the first situation, because xF will be 
computed and in case it is outside the circle (right part), then x will always be lower than 
xF and the values taken will be part of the first colour signature. In case that xF is outside 
the circle in the left part, then x will always be higher than xF and the colour components 
in this case will be part of the second colour signature. 
 
Now the implementation of the compass operator is described. For the first step, two 
loops will be used to sweep the image matrix axis (x and y). Since for each pixel a circle 
will be considered around it, the x values will range from radius plus 1 to the maximum 
number of rows minus the radius (for arrays Matlab uses the position number 1 for the 
first element instead of the position number 0).  
 
Next, another loop to sweep between different orientation angles will be created (step 5). 
For each orientation angle two colour signatures will be created (step 2 and 3). The 
values in the y axis for a certain colour signature range from yk-radius to yk+radius, where 
yk is the value in the y axis of the pixel to which the EMD has to be computed. The xF, xL 
and xR values will be computed as explained above, and the colour components will be 
added to the corresponding colour signature depending on the comparison between x 
and xf (also explained above). The colour signatures will be represented as a vector 
containing all the colour components inside the corresponding semicircle. 
 
 It is important to mention two special cases: when an orientation angle of 0º is used and 
also when an orientation angle of 90º is used. In the first case, the tangent of the 
orientation angle is 0, and so the calculation of xf is not possible to be done directly. In 
this case, the circle is divided horizontally, so only the values from yk-radius to yk and xL 
to xk have to be taken to build the first colour signature, and the values from yk to 
yk+radius and the same range in x to build the second colour signature. In the second 
case, the tangent of the orientation angle is infinite, but the circle is divided vertically. This 
means that the values from xk-radius to xk in the x axis have to be taken and between yL 
and yR on the y axis for the first colour signature, and values from xk to xk+radius and the 
same range in y for the second colour signature. The yL and yR values can be calculated 
using the same expression for the xL and xR, but changing the axis. 
 
Once all the colour components for each colour signature have been obtained, the 
histogram for each region of the semicircle is computed. The Earth Mover’s Distance 
operator (step 4) will be applied to the histograms (in Matlab, this can be implemented 
using the linprog function and giving to it the constrains defined in the previous section). 
The result will be stored in a distance vector, and the orientation angle will be 
incremented (step 5). For each orientation angle, a distance will be calculated and stored. 
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In the end, the maximum distance will be taken and saved into a matrix representing the 
maximum distance obtained for each pixel (step 6). Finally, the distance matrix will be 
normalized, and values above a certain value (a threshold parameter) will be taken as an 
edge (step 7), and this will result into an edge map matrix that will be used in the main 
algorithm. 
 
4.4. Results in colour images using the compass operator 
 
To observe the performance of the Compass operator, some colour images have been 
used in order to produce edges using the compass algorithm. A checkerboard image 
(with a size of 200x200) represented in Fig. 18 has been created in Matlab 
(concatenating ones and zeros): 
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Fig. 18 Checkerboard image 
  
 
The compass operator is tested first by using a radius of 2, a threshold of 0.3 (it is not so 
important in this case as long as all edges are detected, as the image is white and black) 
and an increment of the orientation angle of /8. The resulting image for the distance 
matrix (contrast) is the following: 
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Fig. 19 Distance matrix of the checkerboard (radius 2) 
 
 
Blue values represent low-level contrast, and red values represent high-level contrast. 
Applying the threshold the following edge map is obtained: 
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Fig. 20 Compass edge map of the checkerboard (radius 2) 
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The edges are perfectly detected. The radius may be changed; for example, using the 
same parameters with a radius of 4 the following image for the distance matrix is 
obtained: 
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Fig. 21 Distance matrix of the checkerboard (radius 4) 
 
 
And the following edge map can be obtained: 
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Fig. 22 Compass edge map of the checkerboard (radius 4) 
 
 
The edges in this case are also clearly detected, but the actual edges are wider because 
using a higher radius means that pixels that are further from the boundaries also enter in 
the circle when computing the colour signatures. This means that using a higher radius 
will not be useful to detect small contrasts in the image. 
 
Another test has been performed to the following image (size is 768x1024): 
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Fig. 23 Chrysanthemum image 
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Using an increment of the orientation angle of /4, a radius of 2 and a detection threshold 
of 0.1, the following edge map has been obtained: 
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Fig. 24 Compass edge map of the Chrysanthemum image (radius 2) 
 
 
The same test with a radius of 4 has been performed. The edge map in this case is the 
following: 
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Fig. 25 Compass edge map of the Chrysanthemum image (radius 4) 
 
 
As it is possible to observe, the edges are more highlighted in case the radius is higher, 
and also the smaller edges are not detected respect to the previous case. This can lead 
to a loss of information, but on the other side the main boundaries in the image have 
more continuity and the undesired edge detections are avoided. 
 
In both edge maps it is possible to clearly differentiate the petals of the flower that are 
present in the original image, so in terms of performance it is possible to say that the 
compass algorithm is able to represent quite good the boundaries of the original image. 
On the other side, the running time needed to obtain these edge maps is in the order of 
hours, and the radar images typically have higher dimensions, so maybe an alternative is 
needed.  
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5. The gradient edge detector 
 
This section describes the edge detection algorithm of an image using gradient 
computation in multi-images [3]. The algorithm computes the gradient in each pixel for 
each colour component (R, G, B) and then calculates a value for the three components 
as an overall gradient for the multi-image. The higher the value of the gradient, the more 
contrast the pixel has. Values above a certain threshold will be considered as an edge, 
and will constitute the edge map of the image. 
 
5.1. Description and implementation  
 
In order to compute the gradient the directional derivative of each component will be 
estimated and the angle that maximizes it will be found. This vector, angle and magnitude 
constitute the gradient. 
 
The coordinate axes for the pixels in an image are defined in Fig. 26: 
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Fig. 26 Definition of the axis 
 
 
Each image component (R,G,B) is an application N2 -> R that assigns to each pixel the 
intensity of the colour component. It is assumed that the functions are continuous and 
differentiable. 
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A function f that determines the pixel values for each colour component in the image is 
defined. The function is differentiated at each point for each component: 
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Since there are three colour components, then the differential becomes: 
 
 





















 dy
y
yxf
dx
x
yxf
dy
y
yxf
dx
x
yxf
dy
y
yxf
dx
x
yxf
df
),(),(
,
),(),(
,
),(),( 332211   (5.2) 
 
 
Where f1, f2 and f3 correspond to the function that determines the R, G and B values 
respectively. The squared modulus of the differential vector is the following: 
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Developing the above expression the following is obtained: 
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The following three variables are defined to represent the product between combinations 
of the derivative of f respect x or y: 
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Thus, the differential becomes: 
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It is possible to express the vector (dx,dy) in polar coordinates, that is through modulus 
and angle. It is represented in Fig. 27 below: 
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Fig. 27 Vector representation 
 
 
Then the following basic trigonometric transformations can be applied: 
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And the differential function becomes: 
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At this point the directional derivative has been obtained. This equation shows that its 
magnitude is dependent on the direction from which the point (x,y) is approached. 
 
Next step is to find the value of the angle that maximizes the derivative. If the following 
transformations are applied: 
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Then the following equation is obtained: 
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This function depends on the orientation angle, and the maximum magnitude of F can be 
obtained by setting the derivative equal to 0. Then the orientation for the maximum 
variation in the colour components is the following: 
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For a given solution to this equation, then the same solution plus pi halves or minus pi 
halves is also a solution for the equation, as the following property shows: 
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For a given angle the tangent of the double angle will be the same as the 
tangent of the angle. This means that it is necessary to check which of these two 
possible solutions gives the gradient. 
 
Now, since f is not known (and so the gxx coefficients can’t be found), a linear 
approximation for the f function at each point of the image will be considered. Thus, for 
each colour component the new function will be a plane for a given pixel in the image: 
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And now the objective is to find the coefficients a1 and a2 and providing the best 
approximation to the real function. To find them, it is possible to use the actual values of 
the f function (that is, the pixel values of the image). In this case, it is possible to use the 
value at a given pixel in (x,y) and the values of three neighbour pixels, (x+1,y), (x,y+1) 
and (x+1,y+1) to find the coefficients. The idea is to minimize the quadratic error between 
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the approximation and the pixel values. With this, it is possible to derive the following 
equations to find the coefficients: 
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The mathematical demonstration can be found in the annex. The third coefficient won’t be 
needed. The first coefficient represents the derivative of this approximated function 
respect to x, and the second one represents the derivative respect to y. With this 
consideration g11, g12 and g22 can be found: 
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Where aR, aG and aB are the corresponding coefficients for the red, green and blue 
components. With this it is possible to can estimate the orientation angle that gives the 
maximum variation and the magnitude of the gradient. 
 
 
5.2. Implementation of a Gaussian blur function 
 
Before applying the gradient algorithm, it is common to apply a Gaussian blur to the 
image in order to reduce noise and to reduce detail. The Gaussian blur basically consists 
on convolving the image with a Gaussian function. This creates a blurring effect in the 
image The Gaussian function in two dimensions has the following form: 
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It is possible to use some Matlab functions to implement the Gaussian blurring (fspecial 
to create a Gaussian two dimensional filter and imfilter to filter the image using the 
Gaussian filter).  
 
It is possible to create different edge maps by varying the sigma of the Gaussian function, 
which basically determines how the neighbouring pixels will affect to the value of a pixel, 
and so if the sigma value is higher then the blurring effect will also be higher. 
 
5.3. Results of the gradient edge detector in colour images 
 
To observe the performance of the gradient operator, the images used in the compass 
section have been used. For the checkerboard image, the Gaussian blur function has not 
been used, since in this case the image is only white and black and has been created in 
Matlab. The threshold has been set to 0.3 (again, this is not so important in this case). 
The result obtained before applying the detection threshold is the following: 
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Fig. 28 Gradient matrix of the checkerboard 
 
 
And the edge map obtained after applying the threshold is the following: 
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Fig. 29 Gradient edge map of the checkerboard 
 
 
The result in this case is very good, since it is possible to clearly identify all the contrasts 
of the original image. Moreover, the running time for the gradient operator is much more 
less in comparison with the compass operator. 
 
The next tests have been performed with the chrysanthemum image, using the Gaussian 
blur function before applying the gradient operator algorithm. The parameters to consider 
are the threshold for the detection of edges and the sigma of the Gaussian function.  
 
In the following tests the Gaussian blur function is not used. When the matrix containing 
all the differential magnitude values is represented as an image, the following is obtained: 
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Fig. 30 Gradient matrix of the chrysanthemum image 
  
 
As always, red pixels represent higher values of the differential magnitude. As it is 
possible to observe, there is a lot of noise (or undesired contrast detection) in the middle 
of the petals. Using a threshold of 0.1, the following edge map is obtained: 
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Fig. 31 Gradient edge map of the chrysanthemum image 
 
 
In this edge map the petals can be differentiated quite easily, but the image is a bit noisy. 
Now, the following tests have been performed applying the Gaussian blur function. If a 
sigma of 1 is used to create a blurred image and the gradient algorithm is applied, the 
following image representing the differential magnitude values is obtained: 
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Fig. 32 Gradient matrix of the blurred chrysanthemum image ( = 1) 
 
 
It is possible to observe a clear improvement over the previous case: the image is less 
noisy meaning that the pixels in the middle of the petals have less differential values 
(contrast) and can be differentiated easily from the ones in the edge.  
 
The edge map obtained in this case (using the same threshold of 0.1) is: 
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Fig. 33 Gradient edge map of the blurred chrysanthemum image ( = 1) 
 
 
It is possible to observe that the main edges of the image are more highlighted and the 
boundaries’ shape is more conserved. 
 
By incrementing the value of sigma, differences in the results can be observed. For 
example, by setting it to 5, the following edge map is obtained:  
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Fig. 34 Gradient edge map of the blurred chrysanthemum image ( = 5) 
 
 
As it is possible to observe, in this case the edges are wider and highlighted, which helps 
to identify the edges, but also highlights undesirable edges and is harder to distinguish 
multiple edges that are very close to each other. 
 
Apart from sigma, the other parameter that must be taken into consideration is the 
threshold of detection. If the threshold is set to be 0.3, for example (with sigma 1), the 
following edge map is obtained: 
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Fig. 35 Gradient edge map of the blurred chrysanthemum image (threshold = 0.3) 
 
 
And using a threshold of 0.03 gives the following edge map: 
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Fig. 36 Gradient edge map of the blurred chrysanthemum image (threshold = 0.03) 
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If the threshold is too low, a lot of edges are detected and is hard to distinguish the actual 
edges in the image, but if it is too high then the edges of the image don’t appear in the 
edge map, so adjusting this parameter will be important to get accurate results. 
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6. CED Contours 
 
In this section the algorithm to create contour segments is described. The difference 
between contours and edges is that edges represent abrupt changes in the image in 
some feature (for example, brightness) while the contours are the boundaries that 
separate the objects in the image. Edges detectors can’t be considered boundaries for 
objects in natural images, for example, with the presence of textured regions. 
 
6.1. Description and implementation 
 
The algorithm proposed to perform the contour detection is called Color Edge Drawing 
Contours and is described in [7]. The algorithm uses an edge detector (for example, the 
gradient edge detector) to create several edge maps. These edge maps can be created, 
for example, by changing some parameter of the edge detector algorithm in colour 
images. For SAR images, these edge maps can be created by changing the scale of the 
speckle filter applied to the image, and then applying the gradient edge detector to each 
of them. This way, several edge maps are produced with different information that will be 
used for the detection of the contours (the addition of edge segments is called the edge 
segment skeleton). For example, as commented previously changing the sigma in the 
Gaussian blur function (when using the gradient operator) gives more highlighted edges 
or less highlighted edges. For more highlighted edges, the edges’ shapes are more 
preserved, but it’s harder to detect small details, while for less highlighted edges it is the 
contrary case. By preserving both cases, the idea is to try to obtain better results, since 
all the information is used to detect the contours.   
 
The main algorithm will apply the edge detector operator to different variations of the 
same image several times and will add the resulting edge maps. From this result, the 
pixels that will constitute the contours will be computed (these pixels will constitute the 
contour skeleton).  
 
This contour map can be improved using the combined edge map generated previously. 
The idea is to compare that matrix with the contour skeleton and move the pixels near the 
contour skeleton into it in order to enhance areas with a lot of edge detections (this is the 
boost skeleton function). Finally, another algorithm to draw the segments (the regions 
that are confined inside the contours) will be called. The output of this function will be a 
matrix with different values representing each region. In this implementation, the contours 
will be maintained in this matrix, and will have a value of 0. 
 
Below the steps that the algorithm to create the contour skeleton (and the contours) will 
follow are described: 
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• Step 1: Create several edge maps using the gradient operator (another edge 
detector such as the compass operator would also be fine) and changing some 
parameters (for example, changing the sigma in the Gaussian blur function). Add 
all the edge maps once they have been created. 
 
• Step 2: Call a function to create a segment. This function will consist on several 
sub-algorithms: 
o Step 2.1: Compute the directions of each pixel, which will represent the     
orientation of the segments  
 
o Step 2.2: Compute the anchors of the edge segment skeleton. Anchors 
will be considered as starting points to create the segments in the contour 
skeleton. 
 
o Step 2.3: Initialize a Mark variable as a label for pixels that have been 
already used to create contours. 
 
o Step 2.4: For a given pixel, check if it is marked or if it is not an anchor. If 
one of these cases is true, then don’t do anything. 
 
o Step 2.5: Create a contour beginning with the pixel from step 4 (which 
should be an anchor). Go to the next pixel and repeat step 2.4 and step 
2.5 until no more pixels are available. 
 
• Step 3: Call the function to boost the skeleton 
 
In [7] the proposed edge detectors to generate edge maps are the gradient operator and 
the Compass operator. In this work the edge detector used is the gradient operator 
because of the much less running time needed. It is possible to implement the compass 
operator and it gives accurate results for the edge detection, but the main problem is that 
it requires much more computation time than the gradient detector. 
 
6.2. Edge directions and anchor pixels 
 
The algorithm to compute the contour skeleton will use as input the addition of all the 
edge skeleton matrices obtained by the edge detector algorithm. Pixels in this matrix 
contain values that represent the number of edge detections. The main algorithm is 
composed by several sub-algorithms. First, an algorithm to compute the edge directions 
is used (step 2.1). Then, another one to find the anchors is called (step 2.2). And last the 
contours are created (step 2.5). 
 
  57 
The edge directions basically are the orientation of the edges. Each pixel will have a label 
indicating if the pixel has a horizontal, vertical, 45º or 135º orientation. This will be 
determined by the neighbourhood pixels, for example, for a given pixel if the pixel in the 
left or in the right has the maximum value of all the neighbourhood pixels, then the 
orientation is horizontal. 
 
 
 
 
Fig. 37 Example of direction computation 
 
 
In the same way, if the maximum value of the neighbour pixels correspond to the pixel 
above or below, then the direction is vertical; if it corresponds to the pixel up-right or 
down-left the direction is 45º and if it corresponds to the pixel down-right or up-left then 
the direction is 135º. The directions computed by this function will be used to find the 
anchors and also to determine to which directions the walk function used to find the 
contours must initially use. 
 
The anchors are pixels that will be used to start creating a segment. For a pixel to 
become an anchor it must have the same orientation as the corresponding 
neighbourhood pixels, for example, pixels that have a horizontal orientation and that have 
neighbourhoods in the left and in the right with a horizontal direction will become anchors. 
The idea is that it is more probable for these pixels to constitute a contour, while pixels 
that don’t constitute a contour will have random orientations and in general they will not 
become anchors. Also, only a limited number of pixels will be considered as anchors. To 
do so, anchors are considered only the pixels with a minimum value in the addition of 
edge maps. For example, it is possible to take only the pixels with the maximum value in 
the addition of edge maps matrix, and this would mean that segments will be created only 
if all the edge maps have detected as an edge the same pixel in a certain segment. 
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Fig. 38 Example of anchors computation (anchors are marked in red) 
 
  
Once the anchors are determined, the next step will be to create the skeleton that will be 
determined by the contours of the image. To do so, first a labelling matrix (called Mark) 
will be used to determine if a segment has already been considered for building the 
skeleton. All the pixels in the image will be initialized as ‘false’ meaning that none of them 
had been used to build a segment. Then for each anchor a segment will be created. In 
the end, all segments will be added and the result will be the skeleton of the image. 
 
In the next section the method to create these contour segments is explained. 
 
6.3. Finding the Contour Skeleton 
 
To create segments, an anchor pixel will be chosen to begin the segment. First, the 
direction of this anchor pixel will be checked, and then another function called ‘walk’ will 
be initiated to incorporate all the pixels that constitute the segment. Then this segment 
will be added to the skeleton. Since the anchor pixel won’t probably be the extreme of the 
segment and will probably be dividing the contour into two parts, the walk function will be 
called two times, one for each part. Depending on the direction of the anchor pixel, the 
two walk functions will each be initialized with an opposite direction respect to the other 
walk function, for example, if the anchor pixel has an horizontal direction then one of the 
walk functions will be initialized with a ‘Left’ direction and the other one with the ‘Right’ 
direction.   
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The walk function will receive a specific direction and the pixel x and y values to start. 
The direction can be ‘Left’, ‘Right’, ‘Up’, ‘Down’, Up-Left’, ‘Up-Right’, ‘Down-Left’ or 
‘Down-Right’. The first thing that the function does is to add the coordinates of the pixel to 
the skeleton (the skeleton is a matrix with ‘1’ and ‘0’, representing whether the pixel 
belongs to the skeleton or not). This function call a move function for each pixel in the 
segment chain, until the end of the segment has been reached. Depending on which 
direction the function has stored, a specific move function for the corresponding direction 
will be called. The move function will return the next pixel in the contour and the direction 
to go to that pixel. Then, it will start again by adding the pixel to the skeleton and go on 
until the end of the contour has been reached or a marked pixel is obtained. For example, 
suppose that the initial pixel (anchor) has the ‘Right’ direction. The two walk functions will 
be given initially the ‘Right’ and ‘Left’ directions, and the pixel will be added to the 
skeleton. Then the walk function will call the ‘moveRight’ function to obtain the 
coordinates of the next pixel (for the ‘Right’ direction). The next pixel doesn’t necessarily 
be the one pointed by the direction, but instead it will be the neighbour with the maximum 
value in this direction (see next paragraph). If the maximum pixel is the one to the right, 
then the move function will return the coordinates of this pixel and the ‘Right’ direction to 
the walk function. Then the function will add the new pixel to the skeleton and call again 
the ‘moveRight’ function. If the next pixel returned by the ‘moveRight’ function is the up-
right pixel, then the direction returned will also be the ‘Up-right’ direction and so in the 
next iteration the function will call the ‘moveUpRight’ function. The walk function will end 
when it receives an end label from a move function (assigned to the direction variable), or 
the pixel is marked. 
 
The move functions will be used to obtain the next pixel of the segment, or will determine 
that the end of the segment has been reached. There are eight move functions: 
‘MoveRight’, ‘MoveLeft’, ‘MoveUp’, ‘MoveDown’, ‘MoveUpLeft’, MoveUpRight’, 
‘MoveDownLeft’ and MoveDownRight’. These move functions will consider a certain 
direction that will be the direction that was obtained from the previous pixel. This direction 
will be initially considered as the next direction to ‘walk’, which is the direction to obtain 
the next pixel in the chain, and will keep the value of the pixel. Then the function will 
check if the two neighbours of the original pixel obtained by rotating 45º respect to the 
direction pointing to this next pixel have higher values than the one considered as the 
next pixel, and it will take the maximum. If this maximum is not zero, the function will 
return the pixel with the maximum value and the direction pointing to that pixel (from the 
original one). If it is zero, the function will check as well if the pixels in the orthogonal 
direction respect to the direction at the original pixel have higher values, and in this case 
it will take the maximum and return the corresponding pixel coordinates and direction. If 
the maximum is still 0, then it will return a label in the direction variable corresponding to 
the end of the contour. For example, if the ‘MoveRight’ function is called, then initially the 
pixel to the right will be considered as the next pixel and the ‘Right’ direction as the 
direction to be returned. Then the pixels above and below the pixel to the right (that is, 
the up-right pixel and the down-right pixel) will be checked, and if they have a higher 
value then the maximum will be taken. If the maximum in this case is 0, then the pixels 
above and below the original pixel will be checked as well (that is, the up pixel and the 
down pixel). In the end, the maximum pixel coordinates will be returned, and the direction 
pointing to that pixel. 
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A simple example is presented in order to show the steps the algorithm used to compute 
the contour skeleton follows. The following matrix corresponds to the addition of edge 
detections of an image in this example (for practical reasons some zeros are included 
around the matrix, so the algorithm doesn’t check values outside): 
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Fig. 39 Matrix example 
 
 
First, the edge directions are obtained, checking the maximum neighbour for each pixel. 
The result is the following: 
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Fig. 40 Computation of the directions 
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Next the algorithm finds the anchor pixels, by checking if the neighbours’ directions in the 
pixel’s direction are the same as the pixel’s direction. 
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Fig. 41 Computation of the anchors 
 
 
Next the segments are created. First the upper anchor pixel is taken in order to create a 
segment. Since the direction is 45º, the two walk functions that will be called will be 
initialized with the ‘Up-Right’ and ‘Down-Left’ directions. The first walk will mark the 
anchor pixel, include it in the skeleton and call the ‘MoveUpRight’ function. This function 
will initially consider the upper-right pixel as the next pixel. Then, the upper pixel and the 
right pixel from the anchor pixel are checked and the maximum is taken. Since the 
maximum is the upper-right pixel, then the coordinates of this pixel and the ‘Up-Right’ 
direction will be returned. 
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Fig. 42 Next pixel computation (1st iteration) 
 
 
In the next iteration in the walk function this pixel will be marked and included in the 
skeleton, and the ‘MoveUpRight’ function will be called again, because the last direction 
was ‘Up-Right’. In this next iteration, the same pixels are considered to obtain the 
maximum (upper pixel, upper-right pixel and right pixel). In this case all three pixels have 
a value of 0, so the upper-left and the lower-right will be considered as well. Since the 
lower-right pixel is 2 (so the maximum), its coordinates and the ‘Down-Right’ direction will 
be returned. 
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Fig. 43 Next pixel computation (2nd iteration) 
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The same procedure is used to obtain the rest of the chain. In the end, the following 
skeleton is obtained (in green) for the first call to the walk function: 
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Fig. 44 Result from the first walk function 
 
 
In the end of the segment, all values are 0. This will make the walk function to stop 
iterating and the second walk function will be executed, starting at the same pixel but this 
time to the ‘Down-Left’ direction. The skeleton then will be updated as follows: 
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Fig. 45 Result from the first and second walk functions 
 
 
Next step will be to create another segment for the next anchor. In this case, there is only 
one more anchor, and since it was included in the first segment it is marked and not 
considered, so the creation of the contour skeleton would end at this point. If more 
unmarked anchors were present, then more segments would be created and the 
procedure would be the same. 
 
6.4. Boost Skeleton function 
 
Once the contour skeleton is obtained, another function is used to boost the contour 
values. The idea is to erase the values that don’t belong to the contour skeleton, but 
before completely removing them, they add their values to the neighbours that belong to 
the contour skeleton in order to give importance to the contour skeleton pixels that have a 
large amount of detections around them.  
 
This function takes all pixels that don’t belong to the skeleton. For each one, it checks 
whether there is a neighbour pixel (right, left, up or down) that belongs to the skeleton 
and that have the maximum value (in the addition of edge detections matrix) respect to 
the others that belong to the skeleton as well. Then the value of the pixel that belongs to 
the contour is added to the value of this pixel and the value of the pixel that doesn’t 
belong to the contour is set to 0. 
 
The final output then is a matrix with values only in the contour, and later it is possible to 
use a threshold to filter the number of contours. For this project, the number of edge 
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maps will not be very high and so the values obtained in the contour map will be low, so 
filtering will not be necessary.  
 
6.5. Draw Segments function 
 
The last step is to find the regions of the image, that is, to assign each pixel in the image 
to a region. Regions are confined inside contours, so the contour skeleton obtained in the 
CEDContours algorithm will be used to determine the regions. The proposed method to 
obtain the regions will be the following. First, each pixel will have a value indicating to 
which region it belongs, for example, all pixels with value 1 will constitute a region; pixels 
with number 2 will constitute another region, etc. Pixels with a 0 value will be pixels that 
constitute a contour.  
 
The implementation of this function is not straightforward. Assume that a given pixel is 
assigned to a region. Next the neighbouring pixels must be checked to assign them to the 
same region if they are not contours. For each neighbouring pixel the same process will 
be repeated. It will be necessary to have a list of all the pending pixels, but this list will 
grow exponentially and the implementation would be impracticable.  
 
Instead, the proposed method is based on scanning the matrix row by row, left to right 
and assigning each non-contour pixel to the same region as the previous one (which will 
be the pixel to the left). If the previous pixel is a contour, then the pixel will be assigned to 
the same region as the pixel above. If both pixels are contours, then the pixel is assigned 
to a new region (a new region number is assigned to it). After having scanned the contour 
matrix, all non-contour pixels will be assigned to a region. 
 
The problem is that pixels that are assigned the same region as the previous pixel might 
be assigned to a different region to the pixel above. This can be solved by using two 
tables to store the value of adjacent pixels in different rows whenever they have a 
different region number. When the matrix has been scanned, then the values of the first 
table will be searched in the region matrix and substituted by the corresponding values in 
the second table.  
 
Now for the implementation, the algorithm will follow these steps: 
 
• Step 1: Initialize a value for the regions’ value. Start scanning the contour matrix 
row by row. 
 
• Step 2: For a given pixel, check if it is a contour. If it is not, go to step 3. If it is a 
contour, go to the next pixel and repeat. If there are no more pixels, then go to 
step 4. 
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• Step 3: Check if the pixel to the left is a contour. If it is not, then assign the left 
pixel’s region value to the pixel and go to step 3.1. If it is a contour, then go to 
step 3.2. 
 
o Step 3.1. Check if the above pixel is a contour. If it is not, then check if the 
value of the pixel above is different to the value of the current pixel. In this 
case, check if the region value of the pixel above wasn’t stored previously 
in the second table or if the region value of the pixel wasn’t stored 
previously in the first table. If one of these conditions is true, then save the 
pixel region value to the first table and the above pixel region value to the 
second table. Go to the next pixel and start from step 2. If there are no 
more pixels, then go to step 4. 
 
o Step 3.2. Check if the pixel above is a contour. If it is not, then assign the 
above pixel region value to the pixel. If it is a contour, then assign a region 
value for the pixel, and increment the region value variable. In both cases, 
go to the next pixel and start from step 2. If there are no more pixels, go to 
step 4. 
 
• Step 4: Replace the region values of the pixels that are present in the first table by 
the corresponding ones that are present in the second table. 
 
Once the algorithm is applied, a matrix with region values is obtained. In order to 
represent it in an image, it is necessary to do a modulus operation. The resulting image in 
this case will have several repeated regions (regions represented with the same colour), 
but that won’t be a major concern because the stored values will be different anyway. 
 
6.6. Results of the CED Contours in colour images 
 
In this section the CEDContours algorithm is tested in colour images. The first image 
used is the same checkerboard image from the compass section. Using the Gaussian 
blur function with different sigma values (from 0.1 to 3 in steps of 0.1) and the gradient 
operator with a threshold of 0.1, the following addition of edge maps is obtained: 
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Fig. 46 Addition of edge detectors for the checkerboard image 
 
 
This shows the addition of the result of several edge detectors and not the gradient 
values. Using a higher value of sigma means that the contours are more highlighted, and 
lower values of sigma means that contours are less wider, so in the middle of the lines 
that separate the squares the values are higher because more edge detector operations 
have detected a high gradient magnitude, while further away from the middle only the 
edge detector operations applied to the blurred image when using a high value of sigma 
will detect edges. The contours on the edges of the image are the result of the image 
blurring, as Fig. 47 below shows. 
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Fig. 47 Blurred checkerboard image 
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This is not a problem since the objective will be to obtain the regions, and these extra 
contours will not be a problem for that purpose since they won’t divide any region.  
 
The following image represents the directions in the image: 
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Fig. 48 Directions computation of the example 
 
 
The light blue represents the vertical direction, the dark blue represents the horizontal 
direction, the green represents 45º direction and the yellow represents the 135º direction. 
As it is possible to observe, the vertical and horizontal directions are correctly 
represented in the contour lines; the 45º direction is represented above the horizontal 
lines (the down-left value is taken by default as the maximum) and also to the left of the 
vertical lines (the upper value is taken as the maximum) and the 135º direction is 
represented when there is no maximum and also below the horizontal lines and to the 
right of the vertical lines. 
 
The output from the CEDContours algorithm (taking all the values in the contour skeleton) 
is the following: 
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Fig. 49 Contours of the checkerboard (taking all the contour skeleton values) 
 
 
Now it is also possible to use a threshold and take only the values above that threshold in 
the contour skeleton. For example, taking values above 10, the following result is 
obtained: 
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Fig. 50 Contours of the checkerboard (taking contour skeleton values above 10) 
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This shows that it is possible to filter the contours in the contour map, for example, in this 
case using this last result would be enough in order to represent the regions in the image 
(although shapes are not well preserved) and the contour are narrower than in the 
previous case. This may avoid situations in which contours overlap and impede the 
separation between regions. On the other hand, using more contours may help to detect 
weak contrasts in the image. 
 
The segments obtained by the drawing algorithm from the above contour map are 
represented in Fig. 51: 
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Fig. 51 Regions of the checkerboard 
 
 
And it is possible to see that the regions are separated properly. 
 
Another test is performed using the Chrysanthemum image, with the same parameters as 
in the previous case. The following contour map is obtained (taking all the values): 
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Fig. 52 Contour map of the chrysanthemum image (taking all the contour skeleton values) 
 
 
Taking all the pixels with values above 10, then the following contour map is obtained: 
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Fig. 53 Contour map of the chrysanthemum image (taking contour skeleton values above 
10) 
 
 
And taking pixels with values above 25, then the following is obtained: 
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Fig. 54 Contour map of the chrysanthemum image (taking contour skeleton values above 
25) 
 
 
Although it seems very similar, differences can be observed in the region representations. 
Taking all the values of the contour skeleton, the following regions can be represented: 
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Fig. 55 Regions of the chrysanthemum image (taking all the contour skeleton values) 
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Taking pixels with values above 10, the following is obtained: 
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Fig. 56 Regions of the chrysanthemum image (taking contour skeleton values above 10) 
 
 
And finally, taking pixels with values above 25 the following is obtained: 
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Fig. 57 Regions of the chrysanthemum image (taking contour skeleton values above 25) 
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It is possible to observe that filtering contours affects directly to the regions. In this case, 
by taking fewer contours the number of regions decreases dramatically. The correctness 
of the parameters depends on the objective of the applications. To obtain only the main 
regions of the image, then filtering like this would be enough, and the undesirable regions 
would be removed. On the contrary, to obtain more regions, then it would be bad 
because most of the regions are not obtained. The same logic applies when deciding the 
threshold for the edge detector. For example, if instead of using a threshold of 0.1 for the 
edge detector a threshold of 0.05 is used, then the following regions are obtained: 
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Fig. 58 Regions of the chrysanthemum image (threshold = 0.05) 
 
 
As it is possible to observe, the number of regions is much higher because lowering the 
threshold of the edge detector means that more edges will be detected, and so more 
regions will be obtained. In this case a lot of small regions that may be undesirable 
appear, so the threshold parameter is quite impactful to the final results. 
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7. Results in PolSAR images 
 
In this section the results on SAR images are presented in order to see how the algorithm 
performs. The difference in the implementation respect to the color images is that instead 
of changing the sigma of the Gaussian blur function a speckle filter with different windows 
(filter size) is applied over the same image. These filtered images will be used as input to 
the CEDContours algorithm and treated like a color image. 
 
Some tests using the following SAR image from E-SAR (covariance representation) has 
been performed. The image represents the municipality of Alling (Germany): 
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Fig. 59 Covariance SAR image of Alling 
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It is possible to observe the effect of the speckle noise, which produces a granulated 
effect. By trying to apply the gradient edge detector to this image (with a threshold of 0.08, 
8% of the maximum gradient), the following edge map is obtained: 
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Fig. 60 Edge map of the original image (threshold = 0.08) 
 
 
Where red pixels have a value above the threshold (which are the detected edges) and 
blue pixels have a value below the threshold. 
 
This figure shows some areas full of edges. This is due to the noise. In these areas it will 
be difficult to differentiate regions. It is possible to increase the threshold in order to 
reduce the number of edges. Next figure shows the result when the threshold is 
increased to 0.15 (instead of 0.08): 
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Fig. 61 Edge map of the original image (threshold = 0.15) 
 
 
The number of edges has been reduced and the previous conflictive areas are more 
defined, but still there are areas with a lot of edge detections. On the other hand some 
areas that were well defined are now missing. In view of this result, the conclusion is that 
adjusting the threshold is not enough to generate regions. It is necessary to reduce the 
speckle noise before applying the edge detector. A refined Lee speckle filter has been 
used for this purpose.  
 
The following filter image is obtained when the filter window size is set to 7. The following 
filtered image is obtained: 
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Fig. 62 Filtered Alling image with a window size of 7  
 
 
The filter sets the pixels’ covariance to the average covariance in the homogeneous 
areas (in a box size of 7x7), while in the heterogeneous areas the pixels’ covariance are 
maintained. This way the granulated effect of the speckle noise in the homogeneous 
areas is reduced. In heterogeneous areas the contrasts are maintained (like the upper-
right and upper-left of the image). 
 
Applying the gradient edge detector to this image (with a threshold of 0.08), then the 
following edge map is obtained: 
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Fig. 63 Edge map of the filtered image (window size = 7, threshold = 0.08) 
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Now most of the noise is filtered (respect to the previous case with the same threshold of 
0.08).  
 
Next the CED Contours algorithm is applied to filtered images with different filter window 
size (specifically, five images are used, with window sizes of 7, 9, 11, 13, 15) and using a 
threshold of 0.05 for the edge detector. For the anchors, only pixels in the edge segment 
skeleton with values above 4 will be taken (this means that for a pixel to become an 
anchor has to be detected in all the filtered images). The following contour map is 
obtained: 
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Fig. 64 Contour map of the Alling image (threshold = 0.05) 
 
 
With the following regions: 
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Fig. 65 Regions of the Alling image (threshold = 0.05) 
 
In this image a colour has been assigned to each region and the contours are being 
maintained (dark blue). A few regions that are clearly identified in the SAR image are 
here mixed, for example the fields in the red circle. This is because they are dark regions 
where gradient takes lower values and they are below the threshold used. Using a lower 
threshold makes it possible to differentiate these regions. 
 
On the other side, it is also possible to observe that the brightest regions on the image 
(corresponding to cities, forests, etc.) are subdivided into a lot of regions. This is for the 
contrary reason: on bright areas the contours are detected because the gradients are 
larger and above the threshold. This is not necessarily a wrong result, just this means 
that small contrasts in the image are being represented. Depending on the application it 
may be better to represent these regions as a single region (for example, to be able to 
differentiate whole cities from the surroundings). To do so, it is possible to use a larger 
threshold in the edge detection step. This means that it is necessary to make a good 
choice of the edge detection threshold, since it won’t be possible to differentiate the bright 
larger regions and the small darker regions at the same time. The choice of the threshold 
will depend on the application; for example, to classify the fields (rectangular regions) it 
will be necessary to use a smaller threshold for the edge detection. 
 
Now a larger threshold is used in order to detect the bright larger areas in the image. For 
example, using a threshold of 0.1, the following regions are obtained: 
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Fig. 66 Regions of the Alling image (threshold = 0.1) 
 
 
The upper-right region and the upper-left region are still subdivided in multiple regions, 
which maybe is not ideal. Using a higher threshold (for example, 0.12) then the following 
is obtained: 
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Fig. 67 Regions of the Alling image (threshold = 0.12) 
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It is possible to observe that the down-right region is mixed with the surrounding area, 
because some gradients of the contour were too small to be detected with this threshold. 
Another strategy will be necessary to retrieve these areas (as big areas), which will be 
explained later. 
 
The fields can be obtained in the image by using a small threshold, for example, using a 
threshold of 0.02, the following results are obtained: 
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Fig. 68 Regions of the Alling image (threshold = 0.02) 
 
 
The fields in this case are obtained. It is possible to see that in any case the results can 
be improved. 
 
To reduce the problem on the region detection between dark and bright areas a logarithm 
function can be used. Applying it before edge detection will compress the bright tones 
(larger values) respect to the dark tones (lower values). This way the gradient difference 
between these tones will be lower than previously. 
 
Now a threshold of 0.1 again is applied, in this case to the logarithm of the image. The 
following contour map and regions are obtained: 
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Fig. 69 Contour map of the Alling image (applying the logarithm in the edge detector, 
threshold = 0.1) 
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Fig. 70 Regions of the Alling image (applying the logarithm in the edge detector, 
threshold = 0.1) 
 
 
There is a clear improvement over the previous case (without applying logarithm). The 
larger regions in the image are clearer.  
 
By using a threshold of 0.04 (higher than 0.02 in the previous case without logarithm) the 
fields are also retrieved: 
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Fig. 71 Contour map of the Alling image (applying the logarithm in the edge detector, 
threshold = 0.04) 
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Fig. 72 Regions of the Alling image (applying the logarithm in the edge detector, 
threshold = 0.04) 
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Comparing this result with the one with the 0.02 threshold (without applying the logarithm), 
most of the contours are filtered while still obtaining the field regions. 
 
A comparison of results using different values for the threshold can be performed by 
comparing the number of regions, and the amount of large regions obtained: 
 
 
 
Threshold 
 
Number 
of 
regions 
Number 
of 
regions 
with more 
than 1 
pixel 
Number 
of 
regions 
with more 
than 10 
pixels 
Number 
of 
regions 
with more 
than 100 
pixels 
Number 
of 
regions 
with more 
than 500 
pixels 
Number 
of 
regions 
with more 
than 1000 
pixels 
0.03 12380 7638 3741 832 177 65 
0.04 8506 5305 2418 504 153 95 
0.05 6347 3905 1831 369 127 86 
0.06 4975 3123 1472 323 117 75 
0.07 3948 2472 1203 303 110 72 
0.08 3238 2037 965 273 90 60 
0.09 2741 1721 840 223 77 55 
0.1 2280 1408 715 221 79 52 
 
Table 1 Threshold vs. number of regions 
 
As it is possible to observe in the previous table, the threshold is a critical parameter in 
this implementation. The number of regions is directly affected by it; as it is possible to 
observe, the threshold has only been changed from 0.03 to 0.1 and the number of 
regions obtained differ quite a lot. It is interesting to observe that a lot of these regions 
correspond to a single pixel, which probably won’t be useful in most applications. This is 
why different sizes are shown in the table. Notice that for a lower threshold the number of 
regions increases but this doesn’t mean that the number of large regions also increases: 
for example, using a threshold of 0.03 a total of 65 regions constituted by more than 1000 
pixels are obtained, while with a threshold of 0.04 more large regions are obtained. This 
is because by using a very low threshold, the large regions are over segmented, which 
means that they are obtained as multiple smaller regions.  
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This shows that the threshold parameter has to be set properly and small variations of it 
may produce very different results. The main problem is that the optimal value for the 
threshold depends on the image and must be adjusted for a different image, which is a 
limitation for this implementation.    
 
More strategies can be applied to the edge detector in order to obtain a particular set of 
regions. For example, if it is necessary to differentiate the large regions in the image 
(brighter regions) as a single region (not as multiple regions) and also the fields. A way to 
do that is to apply a clipping for the high values to the filtered images before applying the 
edge detector. In this case the bright areas will have the same value and the contrasts 
inside these regions won’t be detected. This could be considered as a combination of the 
edge detection with a thresholding algorithm. By using a threshold of 0.02, it is possible to 
obtain the large areas in the image with no subdivisions: 
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Fig. 73 Contour map of the Alling image (with clipping, threshold = 0.02) 
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Fig. 74 Regions of the Alling image (with clipping, threshold = 0.02) 
 
 
And by using a threshold of 0.01 the fields can also be obtained: 
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Fig. 75 Contour map of the Alling image (with clipping, threshold = 0.01) 
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Fig. 76 Regions of the Alling image (with clipping, threshold = 0.02) 
 
 
  
The problem of clipping the image is that it won’t be possible to differentiate between two 
different adjacent bright regions (with high values in the image). In this case it is not a 
problem because these regions are separated, and in similar images there should not be 
any problem either, but it can’t be implemented in a general sense. The point is to show 
that it is possible to adapt the edge detector in order to obtain better results for our 
purpose.  
 
In all cases shown the CED Contours algorithm has been used (using several filtered 
images). In the following tests the edge detector is applied directly to only one filtered 
image (no clipping) in order to show that there is an improvement by combining the edge 
maps. For example, using the filtered image with a window size of 7, and a threshold of 
0.1 for the edge detector (to try to obtain the larger areas), the results shown in Fig. 77 
and Fig. 78 are obtained. 
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Fig. 77 Edge map of the filtered Alling image (window size = 7, threshold = 0.1) 
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Fig. 78 Regions of the filtered Alling image (window size = 7, threshold = 0.1) 
 
 
The regions are not performed correctly. The use of several combined edge maps using 
the same threshold improves the probability of detecting edges since more versions of 
the same image are used.  
 
By lowering the threshold (for example, 0.06), it is possible to detect some large regions, 
but also there are a lot of noise edges (respect to the CED Contours case).  
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Fig. 79 Edge map of the filtered Alling image (window size = 7, threshold = 0.06) 
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Fig. 80 Regions of the filtered Alling image (window size = 7, threshold = 0.06) 
 
 
This is because in the CED Contours the image is combined with more filtered images 
with different window size. Only when the same edge is detected in all the filtered images 
it is considered as a starting point to create a contour (anchor) in the CED Contours 
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algorithm. This way it is less probable for the noise to be detected in all the combined 
images than in a single one, meaning that no anchors will be assigned to these noisy 
detections and no contours will be created.  
 
When a threshold of 0.04 is applied to the same image (to detect the fields) the following 
region representation is obtained: 
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Fig. 81 Regions of the filtered Alling image (window size = 7, threshold = 0.04) 
 
 
The fields can be differentiated, but there are even more noisy edges, so the problem 
remains the same.  
 
It is possible to think that using the filtered image with the largest window size will provide 
better results, since it is the image with less noise. As it will be shown here, this is not the 
case: while it is true that the noise is lowered, using a larger filter means that details in 
the image also are lost. 
 
Another test with the filtered image with a filter window size of 15 has been performed. 
When applying a threshold of 0.06, the following results are obtained: 
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Fig. 82 Edge map of the filtered Alling image (window size = 15, threshold = 0.06) 
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Fig. 83 Regions of the filtered Alling image (window size = 15, threshold = 0.06) 
 
 
The contours in this case are not completely detected (they are open) and the large 
regions are not differentiated from the surrounding area. This shows that although the 
noise is mostly removed, the results are not enough to obtain the larger regions using the 
same threshold as the one used in the previous case with lower filtering window.   
 
Using the threshold of 0.02 it is possible to detect the fields, but also the overall noise 
increases: 
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Fig. 84 Edge map of the filtered Alling image (window size = 15, threshold = 0.02) 
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Fig. 85 Regions of the filtered Alling image (window size = 15, threshold = 0.06) 
 
 
In summary, using a combination of filtered images (with different filter windows) and the 
CED Contours algorithm improves respect to applying the edge detector directly to only 
one image.  
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Another SAR image of Oberpfaffenhofen has been used to perform another test.  
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Fig. 86 Covariance SAR image of Oberpfaffenhofen 
 
 
In this case, using a threshold of 0.06 the large regions in the image can be retrieved: 
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Fig. 87 Contour map of the Oberpfaffenhofen image (applying the logarithm in the edge 
detector, threshold = 0.06) 
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Fig. 88 Regions of the Oberpfaffenhofen image (applying the logarithm in the edge 
detector, threshold = 0.06) 
 
 
In the Alling image a threshold of 0.1 was used in order to obtain the large regions of the 
image. In case of using this threshold, the following regions are obtained: 
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Fig. 89 Regions of the Oberpfaffenhofen image (applying the logarithm in the edge 
detector, threshold = 0.1) 
 
 
Some of the large regions are not differentiated from their surroundings. This shows that 
the threshold parameter is not fixed: the results are sensitive to it and the optimal one 
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depends on the image, the targets that must be detected, the images that are combined 
to generate the edge maps, etc.  
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8. Conclusions 
 
In this project the CED Contours algorithm has been implemented and used to segment 
PolSAR images. The idea was to improve respect to the use of an edge detector 
algorithm such as the gradient or compass operator directly applied to the image. The 
use of these edge detectors may not be enough to detect contours, for example, in 
images with noise they don’t perform properly. In SAR images, with the presence of 
speckle noise the edge detectors will detect edges where no contours are present. Since 
CED Contours combine different edge maps, false edge detections are less probable. 
Also, the detection of the contours is enhanced because it is easier to follow the trace of 
the contour. The results show a clear improvement respect to applying directly the edge 
detector; especially it is possible to see that the noise is mostly removed. Also, applying 
the logarithm may help to get better results as shown in the results chapter. 
 
A limitation is that the results depend greatly on the threshold of the edge detector. This 
means that the threshold parameter must be set depending on the image, which means 
that it depends on the number of boundaries in the image and also the way that the 
filtered images have been created; and also depending on the application in order to 
obtain a specific set of regions.  
 
As possible future lines of improvement, it would be interesting to check whether using 
other filtering techniques the results are better, or using more filtered images for the edge 
detection. Also strategies in the edge detector may improve the results, such as the 
logarithm transformation of the image implemented in this project. It would also be 
interesting to check if it is possible to adapt the threshold automatically depending on the 
amount of regions that should be obtained.  
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