Atmospheric temperatures characterize Earth as a slow dynamics spatiotemporal system, revealing long-memory and complex behavior. Temperature time series of 54 worldwide geographic locations are considered as representative of the Earth weather dynamics. These data are then interpreted as the time evolution of a set of state space variables describing a complex system. The data are analyzed by means of multidimensional scaling (MDS), and the fractional state space portrait (fSSP). A centennial perspective covering the period from 1910 to 2012 allows MDS to identify similarities among different Earth's locations. The multivariate mutual information is proposed to determine the "optimal" order of the time derivative for the fSSP representation. The fSSP emerges as a valuable alternative for visualizing system dynamics.
Introduction
Complex systems (CS) study the relationships between multiple interacting parts that contribute to a collective behavior often revealing richer dynamic phenomena than the one exhibited by the individual components. CS are ubiquitous in many areas of nature and in human activities, like geophysics, biology, genetics, computer science, communication networks, c 2015 Diogenes Co., Sofia pp. 1518-1536 , DOI: 10.1515/fca-2015-0088 and economy, to cite a few. [11, 4, 38, 26, 48, 24, 31, 32, 30, 44, 22] . The CS modeling requires several different mathematical tools, but often we verify that those are still far from being able to capture the overall richness of the system dynamics.
The analysis of temperature time series is an important research subject for better understanding climate variability. The increasing number of extreme weather events, like floods, droughts, and anomalous temperatures, show that Earth's climate is changing, and has become a main concern. Besides the direct effect on temperature, global warming has contributed to the modification of wind patterns and ocean currents, the meltdown of glaciers, the development of humidity and the alteration of the rates of precipitation. These phenomena are expected to have a major impact on social, economic and health aspects of the human life [14, 5, 54, 24] .
The study of temperature time series has been addressed by several researchers and different perspectives. Hughes et al [17] used a multiple regression model with non-Gaussian correlated errors. They analyzed the minimum and maximum temperature time series of Faraday/Vernadsky (Lat 65.25 S, Lon 64.25 W) station, and found that the Antarctic Peninsula has been warming faster than the rest of the world. Grieser et al [13] applied statistical tools to decompose temperature time series into different significant components. They verified that the phase of the annual cycle was shifted within the year, backward and forward in western and eastern Europe, respectively. Vassoler and Zebende [52] adopted the detrended cross-correlation analysis method to study air temperature and relative humidity time series, showing that, depending on the location, the data exhibit negative, positive, or null cross-correlations. Ahmed et al [1] applied Fourier series analysis, t-test, and Mann-Kendall test to analyze trends and periodicities in the annual and seasonal temperature time series of fifteen weather stations within Ontario Great Lakes Basins for the period 1941-2005. They concluded that the annual maximum mean temperature had an increasing trend for NW, and mixed trends for SW and SE regions. Viola et al [53] used the delay coordinates approach for state space reconstruction, while the delay parameters were evaluated using the average mutual information, and the method of false nearest neighbors. A nonlinear prediction method was employed to extrapolate temperature values until 2028. Deser et al [8] analyzed trends in sea surface and marine air temperatures. They found a generalized warming trend, with the exception of the north-western Atlantic. The largest warming trends were noted in the middle latitudes of both northern and southern hemispheres. Founda et al [10] employed statistical methods to analyze temperature time series of Athens for the period 1897 to 2001. They observed a tendency towards warmer years, with significantly warmer summers and springs and somewhat warmer winters. Ge et al [12] investigated the temperature variation during 2000 years in China. The results revealed cold periods over 1620-1710 and 1800-1860, while a warming trend was noticed in the 20th century. Oñate and Pou [36] studied temperature time series from meteorological stations in the Iberian Peninsula. Trends were identified by means of the Mann-Kendall test, while multidimensional scaling (MDS) was adopted for automatic clustering. Stephenson and Doblas-Reyes [46] used MDS as an exploratory tool for describing ensembles of forecasts. Lopes and Machado [24] studied Earth global warming by means of MDS technique. They concluded that MDS provides an intuitive and useful visual representation of the complex relationships that are present among temperature time series, which are not perceived on traditional geographic maps.
Surface temperatures characterize Earth as a slow dynamics spatiotemporal system, evidencing long-memory behavior and complex relationships. Time series from worldwide weather stations are available for analysis, but the data are geographically irregular and temporally insufficient to be managed by the modeling tools commonly adopted in dynamical systems [24] .
In this paper temperature time series of 54 worldwide geographic locations are studied. These data are interpreted as the time evolution of the state space variables that describe a set of interconnected subsystems. Data are analyzed by means of MDS, and the novel fractional state space portrait (fSSP) techniques. Long time series covering the period 1910 to 2012 are processed by a MDS algorithm in order to identify patterns. The MDS method reveals as a powerful tool to expose clusters formed by objects with similarities and is an attractive way for mapping data into a low dimensional space. The mutual information concept, taken from the information theory, is adopted for determining the "optimal" order of the time derivative for the fSSP. The novel fSSP method emerges as a valuable alternative for visualizing system dynamics. This paper is organized as follows. Section 2 describes the dataset. Sections 3 and 4 present the MDS and the fSSP methodologies and their estimates, respectively. Finally, Section 5 draws the main conclusions.
Data and Methodology
We use temperature time series from n = 54 cities as representative signals of the global warming dynamics, for the period, P , of years 1910-2012. The data are available at the National Aeronautics and Space Administration (NASA) website http://data.giss.nasa.gov/gistemp/station data/. Each data record includes the coordinates of the meteorologic station, and the average temperatures per month, expressed in Celsius degrees. Some occasional small gaps in the data (represented on the original data by the code 999.9) are substituted by a linear interpolation between the two adjacent values. In Figure 2 .1 we adopt the Mollweide projection to depict the geographic location of the meteorologic stations considered in the study. The set includes stations with long records that are located in land.
Data are interpreted as one manifestation of a complex system of dynamic evolution over time. We consider that the temperature time series of the meteorologic station i (i = 1, · · · , n), to be denoted by y i (t), is a state variable of a set of n = 54 possibly coupled dynamic subsystems, where t represents time. Two approaches are possible for studying the dynamics: either to develop an analytic model, or to analyze real data by means of computational and numerical tools.
In this paper we follow the second direction by applying two distinct methodologies for visualizing system behavior, namely MDS and fSSP. 
MDS and Clustering Analysis of Temperature Time Series
MDS is a technique for visualizing information in data [49, 43, 20, 21, 6, 3, 35] . MDS was successfully applied to geophysics, and climate dynamics [36, 46, 23, 25] and requires the definition of a similarity index and the construction of an n × n matrix C of item-to-item similarities, where n is the total number of items in an r-dimensional space. In classic MDS, C is symmetric and its main diagonal is composed of "1". Based on that information, MDS extrapolates an approximate map in a u-dimensional space (u < r) with the objects' locations. MDS uses a function minimization algorithm that evaluates different configurations with the goal of maximizing a goodness-of-fit. By rearranging the items, positions in the u-space, MDS arrives at a configuration that best approximates the reproduced and observed similarities. For low dimensional spaces (e.g., u = 2, or u = 3) the resulting points can be easily visualized in a map. The MDS interpretation is based on the emerging clusters and distances between points in the map, rather than on their absolute coordinates, or the geometric form of the locus. Thus, the units of the axes are meaningless, and we can rotate or translate the MDS map since the distances between points remain identical.
Stress and Shepard plots are standard tools for assessing the MDS results. The stress plot represents the goodness-of-fit function versus the number of dimensions u of the MDS map, leading to a monotonic decreasing chart. The user chooses the "best" dimension u as a compromise between stress reduction and number of dimensions. The Shepard diagram compares the reproduced to the observed similarities. Therefore, a narrow/large scatter around a 45 degree line indicates a good/bad fit.
The concept of mutual information was introduced in the context of information theory, and then adopted as a common approach to the analysis of CS [41, 30] . Mutual information measures the statistical dependence between two random variables, yielding the amount of information that one variable "contains" about the other. Mathematically, for the discrete random variables (X, Y ), the mutual information, I(X, Y ) is given by:
where p(x) and p(y) represent the marginal probability distribution functions of X and Y , respectively, and p(x, y), is their joint probability distribution function. The mutual information is always nonnegative and symmetric, meaning that
, is adopted [47] :
with H(·) representing the entropy: Figures 3.3 and 3.4 depict the Shepard and stress plots, respectively. The Shepard diagram shows a good distribution of points around the 45 degree line, particularly for u = 3, which means a good fit of the reproduced similarities into the observed similarities. The stress plot reveals that a three-dimensional space describes well the locus of the n = 54 cities. In fact, the stress diminishes strongly until the dimensionality is two, moderately toward dimensionality three, and weakly from then on. The maximum curvature point of the stress plot is often adopted as the criterion for deciding the dimensionality of the MDS maps. This means that although four or more dimensions would represent the data more accurately, u = 3 leads to a good compromise between accuracy and ease of visualization.
MDS if a powerful clustering and visualization tool, but often the user has to rotate the graphs to perceive the real location of the objects in space. As an alternative 2-dimensional graphical representation we depict in Figure 3 .5 a dendrogram generated by a hierarchical clustering algorithm, using successive (agglomerative) clustering and average-linkage method [15] based on matrix C = [I N (y i , y j )]. The software PHYLIP was used for generating the graph (http://evolution.genetics.washington.edu/phylip.html). The results show that both MDS and hierarchical clustering are able to identify the same clusters, where cities geographically close to each other, and thus having identical climate, appear close to each other on the visualization charts. 
State Space Analysis of Temperature Time Series
A k-dimensional dynamic system can be represented by a set of firstorder differential equations governing k state variables, y 1 (t), y 2 (t), ..., y k (t). Such equations are obtained from the system input-output functional relationship (i.e., system model), for a given set of state variables. Knowing y 1 (t), y 2 (t), ..., y k (t) at time t = t 0 and the system inputs for t ≥ t 0 , we can determine the system behavior for t ≥ t 0 . The state space consists of the set of all possible states, each one corresponding to a unique point. As t evolves we obtain sequences of points describing trajectories in the state space. The set of trajectories is the SSP. For first, second, and third-order systems, the SSP can be depicted and the system behavior can be inferred from the corresponding graphical representation [40] . In this section we study the n = 54 temperature time series by means of SSP. In Subsection 4.1 we adopt the classic formulation based on integerorder time derivatives. In Subsection 4.2 we use the tools of fractional calculus (FC) and we propose a generalization that leads to the concept of fractional state space portrait (fSSP).
Classic State Space Portrait
For constructing the SSP we can use the time series y i (t) and its k − 1 (k ∈ AE) integer-order time derivatives, often called phase variables. The adoption of a k-dimensional representation is a compromise between assertiveness and feasibility. On the one hand, as the order of a hypothetical differential model is unknown, we need to test successive increasing orders of the state space representation. On the other hand, the selection of the state variables poses problems, since some time series may fail to assertively reflect the state dynamics, or may not be independent of each other. The adoption of phase variables (i.e., the time derivatives) is somewhat abstract, but assures a solid formulation.
The numerical calculation of the integer-order derivatives needs a careful design of the algorithm since noise may occur, saturating the resulting signal. We adopt the algorithm proposed in [16] :
where h denotes the sampling period. We must note that (4.1) requires two additional points at left and right. Therefore, the SSP turns out to be limited to the period 1912-2010, making a total of P = 1188 data points. Several numerical experiments demonstrated that these formulae produce good results for the time series under analysis.
For example, Figures 4.6 and 4.7 show the temperature time series of Reykjavik and the corresponding 2-and 3-dimensional representations in the phase space, with h = 1 year. It is visible the annual periodicity of the data, as well the greater variability of temperature in winter (left part of the graphs).
Fractional-order State Space
We propose generalizing the SSP approach by using the tools of FC. This generalization leads to a more efficient representation of the system dynamics, since we are not limited to integer-order derivatives. Therefore, for a given k-dimensional space, we have a broader set of options for the SSP.
The methodology is as follows. In a first step we determine the order of the derivatives that lead to the "better" (with sense to be defined in the sequel) fSSP representation of the i th city. Second, we adopt the order of the derivatives as a signature of each subsystem behavior and we analyze relationships between them. Third, the results are compared with those obtained with MDS, revealing the feasibility of the proposed approach for visualizing system dynamics. FC extends the concepts of derivative and integral to non-integer orders. During recent decades FC has been found to play a fundamental role in modeling many important physical phenomena, and has emerged as an important tool in the area of dynamic systems with complex behavior [50, 28, 2, 19, 34, 27, 42, 18, 22, 44, 26, 33] .
Several definitions of fractional derivative and integral have been proposed [7, 29, 51] . We recall here the Grünwald-Letnikov (GL) fractional "differintegral" operator of order α ∈ Ê, a D α t , given by [37] :
where [·] denotes the integer part operator, h is the time increment, and {t, a} ∈ Ê are the upper and lower limits of the "differintegral" operation, respectively. Equation (4.2) can be approximated numerically by [9, 39] :
where T is the sampling period, L corresponds to the "memory length", and
The binomial coefficients c (α) m are given by [9] :
The parameter L can be chosen using the criterion: 5) where δ 0 is the maximum admissible normalized error, given by: [45] : It should be noted that with the fSSP we can formulate different criteria for visualizing the system dynamics. Therefore, other schemes can be explored in the future for obtaining the values of fractional orders. We applied this methodology to the temperature time series of the n = 54 stations. Figure 4 .10 depicts the corresponding locus of optimal orders (α c p , α c q , α c r ). Each point can be interpreted as a characterization of the temperature dynamics at a given station. We verify that clusters are similar to those identified by the MDS (Figure 3.2) . However, we now have two subclusters B * 1 = {Curitiba, Miami, Nassau, Port Elizabeth, Salvador, Sao Paulo} and B * 2 = {Buenos Aires, Colombo, Honolulu, Phoenix, Rio de Janeiro, San Diego, San Juan}, where B * 1 ∪ B * 2 = B, and Monterrey city moved from F towards E * . All clusters, are well separated from each other in space, allowing clear identification. Thus, we can conclude that the methodology based on the fSSP is better for discriminating among weather stations. We do not forward here any explanation about the formation of 
Conclusions
We studied temperature time series of 54 worldwide measuring stations. We considered that a time series of a meteorologic station represents the time history of a state variable of a set of coupled dynamic subsystems. The MDS methodology was applied to the data set, leading to the conclusion that different clusters may be identified in the long-run process of temperature evolution from 1910 to 2012. Moreover, the clusters comprise objects that are known for being similar according to the feature analyzed. Classical and fractional SSP were adopted for system dynamics visualization. Multivariate mutual information was proposed to determine the "optimal" order of the time derivatives for the fSSP. The fSSP was shown as a valuable alternative for visualizing system dynamics. The "optimal" order of the time derivatives were interpreted as a signature of the system, and their locus was found closely related to the MDS map.
