Introduction {#Sec1}
============

Stochastic delay integro-differential equations, as the mathematical model, widely apply in biology, physics, economics and finance \[[@CR1], [@CR2]\]. Because of the stochastic delay integro-differential equations themselves, it is not easy to obtain an explicit solution for these kinds of equations, so it is necessary to research the numerical methods for numerical solution of stochastic delay integro-differential equations \[[@CR3], [@CR4]\]. Stability is the basic and important property of numerical methods for stochastic systems.

There are few results on the numerical methods to stochastic delay integro-differential equations. Ding et al. \[[@CR5]\] dealt with the stability of the semi-implicit Euler method for linear stochastic delay integro-differential equations. Rathinasamy and Balachandran \[[@CR6]\] proved mean-square stability of the Milstein method for linear stochastic delay integro-differential equations with Markovian switching under suitable conditions on the integral term. The condition under which the split-step backward Euler method was mean-square stable has been obtained by Tan and Wang \[[@CR7], [@CR8]\]. Rathinasamy and Balachandran \[[@CR9]\] also analyzed *T*-stability of the split-step-*θ*-methods for linear stochastic delay integro-differential equations. Wu \[[@CR10]\] investigated the mean-square stability for stochastic delay integro-differential equations by the strong balanced methods and the weak balanced methods with sufficiently small step-size. Numerical researches for stochastic delay integro-differential equations are not perfect enough. Therefore, it is extremely essential to develop the stability of the numerical methods to stochastic equations.

The paper is organized as follows. In Sect. [2](#Sec2){ref-type="sec"} we will introduce related symbols and definitions. Some suitable conditions will be given to guarantee stability of the Euler--Maruyama method for stochastic delay integro-differential equations in Sect. [3](#Sec3){ref-type="sec"}. In Sect. [4](#Sec4){ref-type="sec"}, the split-step backward Euler method will be used to prove general mean-square stability of numerical solutions. In Sect. [5](#Sec5){ref-type="sec"}, we will discuss stability of nonlinear stochastic delay integro-differential equations. Furthermore, numerical experiments are provided in Sect. [6](#Sec6){ref-type="sec"}.

Preliminaries {#Sec2}
=============
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As a matter of convenience, we first consider the following form of linear stochastic delay integro-differential equations: $$\documentclass[12pt]{minimal}
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Under the above assumptions, Eq. ([1](#Equ1){ref-type=""}) has a unique solution $\documentclass[12pt]{minimal}
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Lemma 2.1 {#FPar1}
---------
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Mean-square stability of the Euler--Maruyama method {#Sec3}
===================================================

Now, the Euler--Maruyama method applied to Eq. ([1](#Equ1){ref-type=""}) one gets $$\documentclass[12pt]{minimal}
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Definition 3.1 {#FPar2}
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Theorem 3.1 {#FPar3}
-----------
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Proof {#FPar4}
-----
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General mean-square stability of the split-step backward Euler method {#Sec4}
=====================================================================

Using the split-step backward Euler method applied to Eq. ([1](#Equ1){ref-type=""}), we construct the numerical scheme as follows: $$\documentclass[12pt]{minimal}
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Definition 4.1 {#FPar5}
--------------
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Theorem 4.1 {#FPar6}
-----------

*Under the condition* ([2](#Equ2){ref-type=""}), *assume* $\documentclass[12pt]{minimal}
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Proof {#FPar7}
-----
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Mean-square stability of the split-step backward Euler method for nonlinear stochastic systems {#Sec5}
==============================================================================================

In this section, we will discuss the mean-square stability of the split-step backward Euler method for nonlinear stochastic delay integro-differential equations. Considering the following nonlinear stochastic equation: $$\documentclass[12pt]{minimal}
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The split-step backward Euler method applied to Eq. ([13](#Equ13){ref-type=""}) yields $$\documentclass[12pt]{minimal}
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Lemma 5.1 {#FPar8}
---------
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Theorem 5.1 {#FPar9}
-----------
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Proof {#FPar10}
-----
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Numerical experiments {#Sec6}
=====================

In this section, we will discuss the example to verify the theoretical results, considering the following testified equation: $$\documentclass[12pt]{minimal}
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                \begin{document}$0< h<1$\end{document}$, the split-step backward method Euler has general mean-square stability. From Fig. [2](#Fig2){ref-type="fig"}, it is easy to confirm general mean-square stability of a numerical solution under the same step-size as Case 1. The results indicate that the split-step backward Euler method achieves superiority over the Euler--Maruyama method in terms of mean-square stability. Figure 2The split-step backward Euler method with (**a**) $\documentclass[12pt]{minimal}
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*Case 3.* We will address the following nonlinear stochastic delay integro-differential equation: $$\documentclass[12pt]{minimal}
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Conclusion {#Sec7}
==========

In this paper, we investigate the mean-square stability and general mean-square stability of two numerical methods for a class of linear stochastic delay equations. By comparison, we know that the split-step backward Euler method achieves superiority over the Euler--Maruyama method in terms of mean-square stability. The mean-square stability of numerical method for nonlinear stochastic delay integro-differential equations is eventually confirmed by us.
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