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Zusammenfassung
Die Hardware-Entwicklung für die moderne Magnetresonanz-Bildgebung stößt zunehmend an
technologische und physiologische Grenzen. Sowohl die weitere Beschleunigung von Messex-
perimenten, als auch spezielle Methoden zur Gewinnung von Zusatzinformationen verlangen
daher den Einsatz besonderer Messprotokolle; diese haben bereits an sich einen erhöhten Re-
chenaufwand bei der Bildrekonstruktion und sind außerdem besonders empfindlich gegenüber
Störeinflüssen. Die Korrektur von mehreren Störeinflüssen mit einer einzigen Bildrekonstruk-
tionsmethode ist bisher nicht möglich, insbesondere nicht in Kombination mit der sogenannten
Sensitivitätskodierung, die eine zusätzliche Verkürzung der Messzeit erlaubt.
In dieser Arbeit wird eine generalisierte Bildrekonstruktion vorgeschlagen, die erstmals ei-
ne Simultankorrektur vieler verschiedener Störeinflüsse auf die Magnetresonanz-Bildgebung,
auch in Kombination mit Sensitivitätskodierung, erlaubt. Es werden Algorithmen entwickelt,
die eine Durchführung dieser generalisierten Bildrekonstruktion mit geringen Anforderungen
an die Rechenhardware in akzeptabler Zeit ermöglichen. Zu diesem Zweck wird das iterative
Conjugate-Gradient-Verfahren für die Lösung sehr großer linearer Gleichungssysteme einge-
setzt. Weitere Beschleunigung wird erreicht durch die Diskretisierung von akquirierten Störpa-
rametern und den Einsatz der schnellen Fouriertransformation, sowie durch die Parallelisierung
des Verfahrens auf verschiedenen Ebenen. Letzeres ist sehr gut möglich, da die generalisierte
Bildrekonstruktion aus hochregulären Basisoperationen besteht. Mit der Einführung einer zwei-
dimensionalen Variante der schnellen Fouriertransformation für nicht-äquidistant abgetastete
Datenfelder ist auch eine Beschleunigung der Bildgebungsexperimente möglich, die von der
üblichen Abtastung des Ortsfrequenzspektrums auf einem äquidistanten Raster abweichen. Für
die Behandlung von unterbestimmten oder schlecht gestellten Bildrekonstruktionsproblemen
wurde die generalisierte Bildrekonstruktion um die Regularisierung des zugrunde liegenden
linearen Gleichungssystems erweitert.
Anhand von Simulationen und realen Magnetresonanz-Experimenten wird demonstriert,
dass die generalisierte Bildrekonstruktion über einen großen Bereich der Stärke von Störein-
flüssen sehr zufriedenstellend arbeitet und unter dem Einfluss von Rauschen stabil ist. Dabei
kann selbst der allgemeinste Fall auf Standard-Rechenhardware bei moderatem Speicherbedarf
von einigen Megabyte in unter einer Stunde verarbeitet werden. Spezialfälle der generalisierten
Bildrekonstruktion lassen sich bereits in sehr kurzer Zeit durchführen. Ein Beispiel mit rea-
len Messdaten eines Echtzeit-Magnetresonanz-Systems zeigt die praktische Anwendbarkeit der
Methode und ist mit Bildrekonstruktionszeiten von unter einer Sekunde bisher unübertroffen.
Die subjektive Bildqualität der Rekonstruktion ist durchweg sehr gut. Der normierte relative
Fehler der Rekonstruktion relativ zu einem ungestörten Referenzbild lässt sich im Vergleich
zum störungsbehafteten Bild mindestens um den Faktor 2 senken. Selbst starke Geisterartefakte
lassen sich fast vollständig eliminieren. Verbleibende Artefakte, die durch die Rekonstruktion
selbst verursacht werden, lassen sich mithilfe der Regularisierung wirksam unterdrücken.
Zusammenfassend stellt die generalisierte Bildrekonstruktion ein vielseitiges Verfahren dar,
das eine ganze Palette von speziellen Bildrekonstruktions- und Bildkorrekturmethoden ersetzen
kann, und das durch die Kombination der Korrektur von mehreren Störeinflüssen neue Mög-
lichkeiten für die Magnetresonanz-Bildgebung eröffnet. Schon heute ist die Durchführung des
Verfahrens mit Standard-Rechenhardware möglich. Die generalisierte Bildrekonstrukion eignet
sich außerdem durch ihre gute Parallelisierbarkeit für eine Implementierung auf spezieller Re-
chenhardware. Es ist deshalb zu erwarten, dass sie auch in ihrer allgemeinen Form bald in der
Praxis eingesetzt werden kann.
Abstract
Hardware development for modern magnetic resonance imaging is reaching technological and
physiological limits. Further acceleration of measurement experiments, as well as special me-
thods for the acquisition of additional information, therefore require the use of advanced mea-
surement protocols; these already have an inherently increased computational complexity of
image reconstruction, and are especially sensitive to artifacts. Correction of multiple artifact
sources using a single image reoncstruction method is impossible so far, especially in combina-
tion with so-called sensitivity encoding, which allows additional decreases in imaging time.
In this work a generalized image reconstruction is proposed, which for the first time allows
a simultaneous correction of multiple artifact sources in magnetic resonance imaging, including
the combination with sensitivity encoding. Algorithms are developed which permit the com-
putation of the generalized image reconstruction in acceptable time with modest requirements
to the computation hardware. To this end, the iterative method of conjugate gradients for the
solution of very large linear systems of equations is used. Further acceleration is achieved by
discretization of acquired artifact parameters, and the use of the fast Fourier transform, as well
as the parallelization of the method on various levels of implementation. The latter ist greatly
facilitated by the highly regular structure of the base operations of the the generalized image
reconstruction. Imaging experiments which sample the spatial frequency spectrum on an irre-
gular, rather than on a conventional cartesian grid, can also be accelerated by introducing a
two-dimensional variant of the fast Fourier transform for non-cartesian data sets. The genera-
lized image reconstruction method was extended by a regularization of the underlying linear
system of equations for the treatment of underdetermined or ill-posed image reconstruction
problems.
Simulations and real magnetic resonance experiments show, that the generalized image re-
construction works very satisfactory over a wide range of artifact levels, and is stable in the
presence of noise. Even the most general variant can be calculated on standard computation
hardware with moderate memory storage of a few megabytes in under one hour. Special cases
of the generalized image reconstruction can already be calculated in very short time. One exam-
ple with real data from a real-time magnetic resonance system shows the practical applicability
of the method with currently unsurpassed reconstruction times of under one second.
The apparent image quality of the reconstruction is generally very good. The normalized re-
lative error of the reconstruction compared with an undistorted reference image can be reduced
by at least a factor of 2. Even strong ghosting artifacts can be almost completely eliminated.
Remaining artifacts caused by the reconstruction itself can be suppressed effectively by regula-
rization.
In summary, the generalized image reconstruction presents itself as a versatile method ca-
pable of replacing a whole palette of special image reconstruction and correction methods, and
which opens up new possibilities for magnetic resonance imaging by combining the correction
of multiple artifact sources. Performing the method is already possible today using standard
computation hardware. The generalized image reconstruction is additionally suitable for imple-
mentation on dedicated computation hardware because of its inherent ability to be parallelized.
It is therefore to be expected that it will become practical to use it in the near future.
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Kapitel 1
Einleitung
Die Magnetresonanz-Bildgebung ist ein wichtiges Verfahren der medizinischen Diagnostik.
Sie erlaubt die Darstellung einer Vielzahl von Gewebeeigenschaften und physiologischen Ef-
fekten. Fortschritte bei der Bildqualität (Ortsauflösung) und der Messgeschwindigkeit wurden
seit der Einführung des Verfahrens hauptsächlich durch Verbesserung der Geräte gemacht. Die
Hardware-Entwicklung stößt aber zunehmend an technologische Grenzen. Außerdem verhin-
dern gesetzliche Vorschriften zum Schutz des Patienten eine weitere Erhöhung bestimmter
Größen, z.B. der verwendeten HF-Energie. Die Bildrekonstruktion, d.h. die Verarbeitung der
akquirierten Messdaten zu einem Bild, geschieht in der Praxis fast ausschließlich mittels ein-
facher und schneller Algorithmen. Dies ist teilweise in der begrenzten Leistungsfähigkeit übli-
cherweise verwendeter Rechen-Hardware begründet und schränkt die Freiheit bei der Wahl des
Messexperiments ein.
Das in der Magnetresonanz-Bildgebung gewonnene Messsignal wird von einer Vielzahl von
physikalischen Effekten beeinflusst. Diese sind zum Teil vom untersuchten Objekt abhängig
und so grundsätzlich zur Gewinnung von Bildinformation geeignet. Beispiele hierfür sind die
Dichte der magnetischen Elementardipole im untersuchten Gewebe oder Material und seine
charakteristischen Relaxationszeiten. Weitere objektabhängige Einflüsse rufen hauptsächlich
unerwünschte Effekte im rekonstruierten Bild, d.h. Artefakte, hervor. Dazu gehören z.B. die
unterschiedlichen Eigenschaften von Muskel- und Fettgewebe. Objektunabhängige Einflüsse,
wie z.B. der örtliche Verlauf der magnetischen Flussdichte des statischen Magnetfelds, verur-
sachen praktisch ausschließlich Artefakte.
Um das Verhältnis von Ortsauflösung zu Messdauer weiter zu erhöhen, werden zunehmend
schnelle Messexperimente verwendet, die empfindlich gegenüber Störeinflüssen sind. Es sind
deshalb Verfahren zur Gewinnung erwünschter bzw. zur Unterdrückung unerwünschter Bildin-
formation nötig. Dies ist nicht immer durch Modifikation des Messexperiments möglich, sodass
dieses Ziel durch Nachbearbeitung der gewonnenen Messdaten erreicht werden muss. Entspre-
1
2 KAPITEL 1. EINLEITUNG
chende Korrekturverfahren sind für schnelle Messexperimente meist besonders aufwendig.
Es existieren bereits diverse Methoden zur nachträglichen Kompensation von Bildstörun-
gen. Dabei wird jedoch meist nur ein einzelner Effekt behandelt, zum Beispiel die Inhomoge-
nität des statischen Magnetfeldes. Bisher ist eine umfassende Korrektur selbst von einzelnen
Störeinflüssen nur mit besonders einfachen Messexperimenten möglich, die insbesondere be-
züglich der Messgeschwindigkeit suboptimal sind. Korrekturverfahren für optimierte Messex-
perimente arbeiten meist approximativ und können deshalb nur ein geringes Maß an Störungen
korrigieren. Eine umfassende und simultane Behandlung mehrerer Effekte ohne Einschränkung
an das Ausmaß der Störung steht aus Gründen einer stark ansteigenden Komplexität der Bild-
rekonstruktion noch aus.
Eine spezielle Form von objektunabhängigen Einflüssen ist die sogenannte Sensitivitätsko-
dierung. Mit ihr wird erstmals ein Verfahren in der diagnostischen Routine eingesetzt, das an
sich bei Bilderzeugung und Bildrekonstruktion sehr aufwendig ist und, ähnlich wie geschwin-
digkeitsoptimierte Messexperimente, auf sehr rechenintensive Algorithmen zur Bildrekonstruk-
tion führt. Eine Kombination mit der Korrektur anderer Störeinflüsse ist bis jetzt kaum gelun-
gen.
Eine umfassende Korrektur möglichst vieler Störeinflüsse würde neben der weiteren Verbes-
serung der Bildgebung mit qualitativ hochwertiger Hardware den Einsatz preiswerter und damit
stärker störungsbehafteter Hardware ermöglichen. Ein solcher Low-Cost-Ansatz wird zwar zur
Zeit von den großen Herstellern von Magnetresonanz-Geräten nicht verfolgt, könnte aber durch
die Verfügbarkeit entsprechender Korrekturverfahren neue Impulse erhalten.
In dieser Arbeit wird eine weitgehend allgemeine Lösung des Bildrekonstruktionsproblems
für die Magnetresonanz-Bildgebung entwickelt. Dazu werden in Kapitel 2 zunächst die Grund-
lagen der Magnetresonanz-Bildgebung und die dabei auftretenden Artefakte erläutert. In Ka-
pitel 3 wird dann aus einer verallgemeinerten mathematischen Beschreibung der Bildgebung
eine verallgemeinerte Bildrekonstruktionsvorschrift abgeleitet. Für die effiziente Berechnung
dieser verallgemeinerten Bildrekonstruktion werden Methoden zur Beschleunigung der dabei
eingesetzten Rechenschritte vorgeschlagen. Schließlich werden in Kapitel 4 Beispiele für die
Anwendung einer solchen generalisierten Bildrekonstruktion vorgestellt und analysiert. Die
Sensitivitätskodierung stellt dabei einen zentralen Spezialfall des allgemeinen Konzepts dar,
der hochaktuell und für die Praxis äußerst interessant ist. In Kapitel 5 wird die generalisierte
Bildrekonstruktion diskutiert, und es werden mögliche Erweiterungen sowie Einsatzgebiete des
Verfahrens aufgezeigt.
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Kapitel 2
Magnetresonanz-Bildgebung
In diesem Kapitel werden die Grundlagen der Magnetresonanz- (MR-) Bildgebung skizziert
und eine mathematische Beschreibung des Bildgebungsvorgangs, die Imaging-Gleichung, auf-
gestellt. Sie bildet die Basis für die folgenden Betrachtungen von Messexperiment und Bild-
rekonstruktion. Gleichzeitig dient dieses Kapitel der Definition von später verwendeten physi-
kalischen Größen und der Einführung von Bezeichnungen für die verschiedenen Datensätze,
wie z.B. die Messdaten. Es werden hier die für Bildgebung und Bildrekonstruktion nötigen
Grundlagen nur so weit behandelt, wie sie im Verlauf der Arbeit benötigt werden. Für eine aus-
führlichere Beschreibung sei auf die Literatur verwiesen. So finden sich z.B. die physikalischen
Grundlagen der kernmagnetischen Resonanz bei Abragam [1]. Einen umfassenden Überblick
über die verschiedensten Aspekte von Bildgebung und Bildrekonstruktion bieten Haacke et al.
[2], während Vlaardingerbroek und den Boer [3] viele Beispiele für die Bildgebung in der Pra-
xis geben.
Weiterhin werden in diesem Kapitel Standardverfahren der Bildrekonstruktion und Bild-
korrektur vorgestellt, die in späteren Kapiteln mit den dort entwickelten Methoden verglichen
werden. Schließlich wird eine ausführliche Motivation für die Entwicklung einer generalisierten
Bildrekonstruktion gegeben.
2.1 Notation
Im Folgenden werden kontinuierliche Funktionen mit Symbolen in normaler Stärke bezeichnet,
z.B. ω oder M. Vektoren von Koordinaten oder Feldgrößen werden mit Vektorpfeilen markiert,
z.B.
 
r oder
 
B. Matrizen werden mit fett gedruckten Großbuchstaben bezeichnet, z.B. A, zu
Vektoren zusammengefasste Daten (d.h. Matrizen mit einer einzigen Spalte), wie sie in Kapitel
3 verwendet werden, mit fett gedruckten kleinen Buchstaben, z.B. x. Eine Reihe von Vektoren,
besonders im Zusammenhang mit iterativen Verfahren, wird mit Indices in runden Klammern
3
4 KAPITEL 2. MAGNETRESONANZ-BILDGEBUNG
versehen, z.B. p  i  . Einträge von Matrizen und Vektoren sowie Abtastwerte von skalarwertigen
Funktionen werden mit kursiv gedruckten, meist kleinen Buchstaben in normaler Stärke und
Indices ohne Klammern bezeichnet, z.B. amn, ρn aber auch T2  n. Die Indizierung wird auch für
Abtastwerte vektorwertiger Funktionen, z.B.
 
km, verwendet.
Vektorterme der Form
 
a
 
b bezeichnen das innere Vektorprodukt (Skalarprodukt); analog be-
zeichnet AB das Matrix-Matrix-Produkt und Ab das Matrix-Vektor-Produkt. Der Operator „  “
bezeichnet das äußere Vektorprodukt (Kreuzprodukt).
2.2 Messprinzip
Es wird im Folgenden davon ausgegangen, dass die Messdaten des MR-Experiments mit her-
kömmlichen Pulssequenzen und in der klinischen Diagnostik üblichen Geräten erzeugt werden.
Das dabei fast ausschließlich zur Bildgebung verwendete chemische Element ist Wasserstoff.
Das Verhalten der Wasserstoff-Atomkerne unter dem Einfluss der in der Magnetresonanz-
Bildgebung verwendeten elektromagnetischen Felder kann in sehr guter Näherung makrosko-
pisch durch eine lokal variierende Dichte magnetischer Elementardipole (Spins) beschrieben
werden. Diese Magnetisierungsvektoren
 
M 
 
r  mit dem Ortsvektor
 
r  x
 
ex  y
 
ey  z
 
ez (2.1)
stellen das magnetische Moment des Spinensembles dar.
Wird das zu untersuchende Objekt in ein örtlich homogenes, zeitlich konstantes (statisches)
Magnetfeld mit der magnetischen Flussdichte
 
B0, das sogenannte Hauptmagnetfeld
 
B0  B0
 
ez , (2.2)
eingebracht, das hier in die z-Richtung des Raumes zeigen soll, richten sich die Elementardipo-
le nach dem Abklingen von Ausgleichsvorgängen im sogenannten thermischen Gleichgewicht
parallel zu
 
B0 aus, und sind deshalb nicht beobachtbar.
Durch Zufuhr hochfrequenter (HF-) Energie, d.h. Anwendung elektromagnetischer Wech-
selfelder mit der sogenannten Larmorfrequenz
f0  γ 	 B0 , (2.3)
oder als Winkelgeschwindigkeit ω0 formuliert
ω0  2pi f0  γB0 , (2.4)
werden die Spins angeregt und geben nach Abschalten des hochfrequenten Feldes diese Ener-
gie in Form von elektromagnetischen Wechselfeldern derselben Frequenz f0 teilweise wieder
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ab. Die Proportionalitätskonstante γ zwischen der magnetischen Flussdichte B und der Winkel-
geschwindigkeit ω wird auch als gyromagnetisches Verhältnis bezeichnet und hat für Wasser-
stoffkerne den Wert1 γH  2pi 42 
 6 MHzT . Das so stimulierte Wechselfeld (Echo) wird mit Hilfe
von Detektoren gemessen, die meist aus Spulen in elektrischen Schwingkreisen bestehen, de-
ren Resonanzfrequenz auf die Mittenfrequenz des Messsignals abgestimmt ist. Die gemessenen
Signale werden dann digitalisiert und zur weiteren Verarbeitung gespeichert.
Die Vorgänge bei der Anregung und Messung der Magnetisierung können sehr gut mit den
Methoden der klassischen Physik als Rotations- oder Präzessionsbewegung der magnetischen
Momente beschrieben werden (siehe auch z.B. [3]):
 Spins im angeregten Zustand werden durch den Einfluss von B0 zu einer Rotation um die
z-Achse (Richtung von
 
B0) mit der Winkelgeschwindigkeit ω0 veranlasst.
 Es wird ein mit ω0 rotierendes Koordinatensystem eingeführt. Die rotierenden Spins er-
scheinen in diesem Koordinatensystem zunächst stationär.
 Die Magnetisierungsvektoren werden durch die zugeführte HF-Energie zusätzlich um ei-
ne Achse in der x-y-Ebene des rotierenden Koordinatensystems gedreht. Der Drehwinkel
wird als Flipwinkel mit dem Symbol α bezeichnet. Die Lage der jeweiligen Drehachse
kann durch den sogenannten Phasenwinkel ϕ beschrieben werden.
Die anregenden Felder können dabei durch ein hochfrequentes magnetisches Feld mit der
Flussdichte
 
B1 beschrieben werden. Geschieht die durch
 
B1 verursachte Drehung aus dem
thermischen Gleichgewicht heraus, stellt dies die Anregung der Spins dar.
 
B1 stellt im
einfachsten Fall (monochromatische Anregung) im rotierenden Koordinatensystem einen
konstanten Vektor in der x-y-Ebene dar.
 Präzession und Anregung werden durch die Gleichung
∂
 
M
∂t  γ
 
M 
 
B0 
 
B1  (2.5)
beschrieben [1, 2, 3].
 Komponenten von
 
M parallel zu
 
B0 heißen Longitudinalmagnetisierung Mz. Im thermi-
schen Gleichgewicht ist nur Longitudinalmagnetisierung vorhanden, die in diesem Zu-
stand proportional zur lokalen Dipoldichte (Spindichte) ist und mit
 
M0 
 
r  M0 
 
r 
 
ez (2.6)
bezeichnet wird.
1Geringe Abweichungen entstehen durch die chemische Verbindung des Wasserstoffs, zum Beispiel als reines
Wasser oder in Fett (Chemical Shift).
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 Die Amplitude und Phasenlage des messbaren Signals bzw. des Echos werden durch die
zur z-Achse (d.h. zu
 
B0) senkrechten Komponenten Mx und My von
 
M (Transversalma-
gnetisierung) angegeben. Diese werden zweckmäßigerweise komplex
Mxy  Mx  jMy mit j   1 (2.7)
geschrieben.
 In den Detektoren des MR-Systems, den Empfangsspulen, induziert die rotierende Trans-
versalmagnetisierung eine hochfrequente Spannung, die das Messsignal darstellt.
Bei HF-Anregung mit räumlich homogener Feldstärke aus dem thermischen Gleichgewicht her-
aus ist die Transversalmagnetisierung direkt nach dem HF-Puls in sehr guter Näherung (bis auf
Relaxationseffekte, s.u.) proportional zur Spindichte. Die Spindichte bzw. M0 ist ein wichtiger
Gewebeparameter und eine primäre Quelle anatomischer Bildinformation. Sie wird deshalb im
Folgenden als ideales Bild ρ   r  bezeichnet.
Frequenz bzw. Phasenlage der Echos können mit Hilfe von schaltbaren, dem Hauptmagnet-
feld parallelen, jedoch linear mit einer Ortskoordinate veränderlichen Magnetfeldern
 
BG mit
 
BG 
 
r 
 t 
 
G  t 
 
r 
 
ez mit
 
G  Gx
 
ex  Gy
 
ey  Gz
 
ez (2.8)
beeinflusst werden. Diese werden als Gradientenfelder mit der Gradientenstärke
 
G bezeichnet.
In Abwesenheit von HF-Feldern und objektabhängigen Störungen ergibt sich die resultierende
magnetische Flussdichte in z-Richtung Bres zu
Bres  B0 
 
G  t 
 
r (2.9)
und ist damit ortsabhängig. Über den Zusammenhang aus Gleichung 2.3 erkennt man eine Ko-
dierung der Ortsinformation in der Frequenz des Echos, z.B. im rotierenden Koordinatensystem:
f   r  γ 	
 
G  t 
 
r . (2.10)
Schließlich sind für die Bildgebung noch die phänomenologischen Relaxationszeitkonstan-
ten T1 und T2 von Bedeutung. Während sich nach einer HF-Anregung zum Zeitpunkt t0 die
Longitudinalmagnetisierung Mz mit der Zeitkonstanten T1 wieder ihrem Gleichgewichtszustand
M0 gemäß
Mz  t  Mz  t0  M0  Mz  t0  1  e 
t ff t0
T1
 (2.11)
annähert, zerfällt die Transversalmagnetisierung Mxy mit der Zeitkonstanten T2:
Mxy  t  Mxy  t0  e 
t ff t0
T2 . (2.12)
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T1 und T2 sind ebenfalls wichtige Gewebeparameter und stellen gemeinsam mit der Spindichte
die wichtigsten Quellen diagnostischer Bildinformation dar.
Zusammenfassend lässt sich also mittels zugeführter HF-Energie eine der Spindichte pro-
portionale und messbare Transversalmagnetisierung erzeugen. Mit Hilfe der Gradientenfelder
ist es möglich, Ortsinformation in der Signalfrequenz zu kodieren. Dabei wird die zeitliche Ab-
folge dieser Elemente einer MR-Messung als Pulssequenz bezeichnet. Mit ihr kann der Einfluss
der Bildinformationsquellen Spindichte und Relaxationszeitkonstanten variiert werden.
Durch eine Spektralanalyse der gemessenen Daten kann die in der Signalfrequenz kodierte
Bildinformation gewonnen werden. Diese Signalverarbeitung wird dann als Bildrekonstruktion
bezeichnet.
2.3 Messapparatur
Geräte zur Durchführung der Magnetresonanz-Bildgebung werden auch als MR-Tomographen
bezeichnet und bestehen aus Vorrichtungen zur Erzeugung der im vorigen Abschnitt eingeführ-
ten magnetischen Felder. Das statische Hauptmagnetfeld wird meist durch eine supraleitende
Zylinderspule erzeugt. Übliche Flussdichten B0 für sogenannte Hochfeldgeräte liegen im Be-
reich von 0,5 bis 3 Tesla. Weitere Spulen erzeugen die Gradientenfelder in den drei Raumrich-
tungen. Das Hochfrequenzfeld wird mit mindestens einer weiteren Spule, der sogenannten Kör-
perspule erzeugt, die das gesamte Innere der Hauptfeldspule einschließt. Daneben sind meist
noch spezielle HF-Spulen für den lokalen Empfang von Signalen, sogenannte Oberflächen-
oder Extremitätenspulen, vorhanden.
Die Verwendung des in Abschnitt 2.2 eingeführten rotierenden Koordinatensystems ent-
spricht der üblichen Demodulation der akquirierten MR-Signale von ihrer hochfrequenten Mit-
tenfrequenz ω0 ins Basisband. Für das digitalisierte Signal gilt dann im Idealfall ω  0, wenn
keine Gradientenfelder geschaltet sind.
2.4 Imaging-Gleichung
Nach der Anregung des Objektes mit HF-Energie empfängt man mit der Messapparatur abhän-
gig vom zeitlichen Verlauf
 
G  t  der Gradientenfelder ein Signal s
	
 t  , das ohne weitere störende
Einflüsse im rotierenden Koordinatensystem formal folgendermaßen beschrieben werden kann:
s
	
 t flfiffififfifi
V
ρ   r  e

jγ ! tτ " t0 #G

τ 
#
r dτ dV . (2.13)
Es wird nun der Vektor
 
k mit
 
k  t  γ 	 fi
t
τ $ 0
 
G  τ  dτ (2.14)
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im sogenannten k-Raum eingeführt. t  t0 ist der Zeitpunkt der HF-Anregung, der ohne Ein-
schränkung im Folgenden zu t0  0 gesetzt wird. Die Imaging-Gleichung als Beschreibung des
Bildgebungsvorgangs lautet dann
s 
 
k  fi%fiffifi
V
ρ   r  e

j
#
k
#
r dV . (2.15)
s bezeichnet nun das Messsignal in Abhängigkeit von
 
k. Gleichung 2.15 stellt formal eine Fou-
riertransformation mit den korrespondierenden Funktionen Spindichte und Messsignal dar. Die
Funktion s 
 
k  entspricht also im Idealfall dem Ortsfrequenzspektrum der Spindichte des zu un-
tersuchenden Objektes.
Die unabhängige Variable
 
k in Gleichung 2.15 kann während der Messung mit Hilfe der
schon erwähnten Gradientenfelder und durch die Wahl der Abtastzeitpunkte eingestellt werden.
Der zeitliche Verlauf
 
k  t  charakterisiert dabei die Art der Messung und wird als Messtrajektorie
oder k-Raum-Trajektorie bezeichnet. Die Definition von
 
k in Gleichung 2.14 ist in der Literatur
nicht einheitlich und hängt von der Definition der Fouriertransformation ab: Hier wird die Form
gemäß Gleichung 2.15 verwendet, die in der Exponentialfunktion nicht den zum Teil üblichen
Faktor 2pi enthält. Dieser Faktor wird später der Ortskoordinate
 
r zugeschlagen.
Der Bildgebungsvorgang, das heißt der Mechanismus der Ortskodierung von Bildinforma-
tion, kann also verstanden werden als eine Abtastung des Ortsfrequenzspektrums der Spin-
dichte des untersuchten Objektes an diskreten Stellen
 
km zu den Zeitpunkten tm nach der HF-
Anregung. Die Ausdehnung des zur Bildgebung gewählten Ausschnitts des Ortsraums (Field of
View ) wird mit FOV bezeichnet. Geht man davon aus, dass sich außerhalb des Field of View
keine Objektanteile befinden, d.h. aus diesen Regionen kein Signal zu Gleichung 2.15 beige-
steuert wird, entspricht dieser Begrenzung im Ortsraum nach dem Nyquist-Kriterium [4] im
k-Raum ein minimales Ortsfrequenzintervall
∆k  2pi
FOV . (2.16)
Wird das Ortsfrequenzspektrum mit diesem Intervall abgetastet, ist grundsätzlich eine vollstän-
dige Rekonstruktion der Bildinformation möglich. Der Faktor 2pi ergibt sich wiederum aus der
Definition der Fouriertransformation und Gleichung 2.16.
Im Folgenden wird die Konvention verwendet, dass das FOV auf das dimensionslose Inter-
vall  pi &'&(& pi normiert ist. Dann ist das Abtastintervall im Ortsfrequenzbereich ebenfalls dimen-
sionslos und es gilt
∆k  1 . (2.17)
Diese Wahl erlaubt später bei der Durchführung der Bildrekonstruktion eine effiziente Berech-
nung von Exponentialfaktoren der Form
e j #k
#
r
.
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2.5 Standardrekonstruktion
Das Ergebnis eines MR-Experiments ist ein Satz von M Messwerten (Samples) sm, m  1 &'&'& M,
mit den k-Raum-Koordinaten
 
km. Aus diesen soll ein Satz von N Bildpunkten ρn, n  1 &'&'& N,
rekonstruiert werden. In der Praxis verhindert die notwendigerweise endliche Anzahl der Ab-
tastwerte im k-Raum die exakte Rekonstruktion von ρ (Truncation-Artefakte, Gibbs’sches Phä-
nomen). Der Abtastwert mit der höchsten Ortsfrequenzkoordinate kmax gibt dabei die maximale
Auflösung ∆r, d.h. den minimal auflösbaren Abstand im Ortsraum vor. Bei symmetrischer Ab-
tastung des Ortsfrequenzspektrums und M  N ergibt sich
∆r  pikmax

FOV
N
. (2.18)
Dabei liegen die Bildpunkte mit den Koordinaten
 
rn normalerweise auf einem äquidistanten
(kartesischen) Raster. In der Praxis sind zweidimensionale oder dreidimensionale „Bilder“ üb-
lich. Falls nicht anders erwähnt, werden hier im Folgenden zweidimensionale Bilder vorausge-
setzt. Die Anzahl der Bildpunkte N wird dann meist als Quadrat der Kantenlänge NK des Bildes
mit den normierten Ortskoordinaten
 
rn 
2pi
NK
 n1
 
ey  n2
 
ex  und n1 
 n2 )
NK
2
&(&'&
NK
2
 1 (2.19)
gewählt2. Man spricht von einem digitalen Bild mit N  NK2 Pixeln. Zur Speicherung im Digi-
talrechner werden die Intensitätswerte ρn des Bildes als (komplexwertige) Zahlen mit
n * n1 
NK
2
 NK  n2 
NK
2
(2.20)
(Row major) nummeriert.
Für einfache Bildgebungsexperimente wird die gleiche Anzahl M  N  N2K von Abtast-
werten sm verwendet, die auf einem kartesischen Raster mit den dimensionslosen Koordinaten
 
km  m1
 
eky  m2
 
ekx mit m1 
 m2 )
NK
2
&'&'&
NK
2
 1 (2.21)
liegen3.
 
ekx und
 
eky sind dabei die entsprechenden Einheitsvektoren im k-Raum. Auch hier wird
die Nummerierung gemäß
m ) m1 
NK
2
 NK  m2 
NK
2
(2.22)
vorgenommen.
2Diese asymmetrische Festlegung ist willkürlich. Symmetrische Ortskoordinaten mit halbzahligen Faktoren
würden von + NK , 2 - 0,5 bis NK , 2 + 0,5 reichen.
3Bei den Ortsfrequenzkoordinaten ist diese asymmetrische Abtastung üblich.
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Analog zum Übergang von der kontinuierlichen zur diskreten Fouriertransformation (DFT)
wird Gleichung 2.15 im Folgenden in ihrer diskreten Version
sm 
N
∑
n $ 1
ρn e  j #km #rn (2.23)
verwendet. Die ρn enthalten dann bereits alle unvermeidlichen Truncation-Artefakte. Dies führt
auf die inverse diskrete Fouriertransformation (iDFT) als Bildrekonstruktionsvorschrift für den
zweidimensionalen Fall
ρaNK . b 
1
N
NK

1
∑
c $ 0
NK

1
∑
d $ 0
scNK . d e
.
j 2piN

ca
.
db  mit a 
 b  0 &'&(& NK  1 . (2.24)
Diese lässt sich durch Separation der Indices c und d bzw. a und b, sowie durch den Einsatz der
schnellen Fouriertransformation (Fast Fourier Transform, FFT) sehr effizient berechnen. Zur
besonders effizienten Berechnung der FFT wird NK im Allgemeinen als Zweierpotenz gewählt,
typischerweise 128, 256 oder 512. Die diskrete (inverse) Fouriertransformation der Messdaten
wird im Folgenden als Standardrekonstruktion bezeichnet.
2.6 Messsequenzen
Viele Eigenschaften einer Messsequenz, z.B. ihre Anfälligkeit gegenüber Störungen, lassen sich
mit Hilfe der k-Raum-Trajektorie erklären. (Eine weitergehende Analyse von sogenannten Mul-
tipulssequenzen, auf die hier nicht weiter eingegangen werden soll, erlaubt der k-t-Formalismus
[5].)
Wichtige Größen sind dabei die Echozeit T E, die den zeitlichen Abstand zwischen dem
HF-Puls und der Abtastung des Messwerts bei
 
k  0 beschreibt, das Abtastintervall tS, d.h. die
zwischen der Abtastung zweier Messwerte liegende Zeit, die gesamte Abtastzeit TS nach einem
HF-Puls und die Repetitionszeit T R zwischen zwei HF-Anregungen. Der zeitliche Abstand zwi-
schen dem HF-Puls und der Akquisition eines bestimmten Messwertes heißt Akquisitionszeit.
T R beeinflusst dabei die Gewichtung des rekonstruierten Bildes mit der Relaxationszeitkon-
stante T1; T E beeinflusst die Gewichtung des Bildes mit T2. TS beeinflusst das Ausmaß von
Störeinflüssen; tS ist wichtig für die Bandbreite des Empfangskanals.
Die einfachsten Messsequenzen tasten den k-Raum zeilenweise auf einem kartesischen Ra-
ster ab, und zwar nach jedem HF-Puls eine Zeile in immer derselben Richtung. Dies geschieht
durch das Einschalten eines konstanten Gradientenfeldes während der Datenakquisition. Diese
Form der Bildgebung hat den Vorteil, dass in der zweiten Raumrichtung alle Datenpunkte ei-
ner Spalte dieselbe Akquisitionszeit besitzen. Störungen manifestieren sich deshalb nur in einer
Ortsfrequenzrichtung und damit auch nur in einer Richtung des Ortsraums, was eine Korrektur
10
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erleichtert. Analog zur Standardrekonstruktion wird hier von der Standardbildgebung gespro-
chen.
In Bild 2.1 sind drei wichtige k-Raum-Trajektorien abgebildet, die von dem oben beschrie-
benen einfachen Schema abweichen. Ihnen ist gemeinsam, dass Störeinflüsse deshalb nicht nur
in eine Richtung des Ortsfrequenzraums wirken. Diese Messsequenzen werden im Folgenden
näher beschrieben.
kx kxkx
ky
Bild 2.1: Typische, von der Standardbildgebung abweichende k-Raum-Trajektorien: Echo Pla-
nar Imaging (links), Spiral Imaging (mitte), Radial Imaging (rechts).
2.6.1 Echo Planar Imaging
Echo Planar Imaging (EPI) wurde bereits 1977 von Mansfield vorgeschlagen [6], interessanter-
weise zu einer Zeit, als die Hardwaremöglichkeiten die Durchführung dieser Messsequenz noch
nicht zuließen. EPI hat den Vorteil, dass die kartesische Abtastung des Ortsfrequenzspektrums
erhalten bleibt, aber nach einem HF-Puls jeweils mehr als nur eine Zeile des k-Raums akqui-
riert wird. Dadurch wird zunächst die Bildgebung beschleunigt, da auch die Warteintervalle
zwischen den einzelnen HF-Pulsen entsprechend seltener auftreten.
Der k-Raum wird nun auf dem kartesischen Raster mäanderförmig abgetastet. Bevor der
erste Sample akquiriert wird, muss die Ortsfrequenzkoordinate auf den Anfang der ersten k-
Raum-Zeile eingestellt werden. Dies lässt, nach entsprechender Umsortierung der Abtastwerte,
die Anwendung der FFT als Rekonstruktionsmethode zu. Man unterscheidet Single-Shot-EPI,
bei dem der k-Raum nach einem HF-Puls vollständig abgetastet wird, von Varianten, die den
k-Raum mit mehreren HF-Pulsen abtasten (Multi-Shot-, segmented EPI). Letztere kann man
wiederum in linear segmentierte und verschachtelt (interleaved) segmentierte Varianten unter-
teilen. Bei ersteren liegen nacheinander akquirierte k-Raum-Zeilen auch in der Datenmatrix
nebeneinander. Bei den letzteren wird die Reihenfolge der k-Raum-Zeilen so gewählt, dass z.B.
11
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der Unterschied in der Akquisitionszeit von benachbarten Zeilen in der Datenmatrix minimiert
wird. Günstig sind besonders die verschachtelten Formen, da hier die Modulation der Abtast-
werte durch Störeinflüsse in ky-Richtung minimiert werden kann [7]. Eine solche Variante ist
auch in Bild 2.1 links dargestellt.
Trotzdem variiert die Abtastzeit der einzelnen Samples beim EPI in beide Richtungen des
Ortsfrequenzraums. Weiterhin haben im Allgemeinen die Echozeit T E und die Abtastzeit TS
einen größeren Wert als bei der Standardbildgebung. Dann ist auch die Akquisitionszeit der
einzelnen Samples größer als bei der Standardbildgebung. Insgesamt treten deshalb beim EPI
stärkere Artefakte auf, als bei der Standardbildgebung.
2.6.2 Spiral Imaging
Hier wird der k-Raum nach dem HF-Puls auf einer spiralförmigen Trajektorie abgetastet (Bild
2.1 mitte). Auch hier kann man zwischen Single-Shot- und Multi-Shot-Varianten unterscheiden.
Spiral Imaging hat gegenüber den kartesischen Bildgebungsverfahren den Vorteil, dass durch
die Überabtastung des k-Raum-Zentrums die Anfälligkeit gegenüber Bewegungen des Objek-
tes geringer ist. Weiterhin ist die Echozeit sehr klein, die Gradientenhardware wird effizienter
genutzt, und es können Vorteile beim Signal-Rausch-Verhältnis entstehen. Spiral Imaging wird
deshalb besonders in der schnellen Herzbildgebung eingesetzt [8].
2.6.3 Radial Imaging
Radial Imaging besitzt zum Teil die gleichen Vorteile wie Spiral Imaging, insbesondere die
Unempfindlichkeit gegenüber Bewegungen des Objektes. Der k-Raum wird auf radialen Linien
abgetastet (Bild 2.1 rechts). Die Messsequenz ist dadurch auch besonders wenig anfällig für
Fehler im zeitlichen Verlauf der Gradientenfelder. Die speziell durch die radiale Abtastung des
Ortsfrequenzspektrums entstehenden Effekte werden anhand der entsprechenden Punktabbil-
dungsfunktion (Point Spread Function, PSF) in [9] diskutiert. Der größte Nachteil des Radial
Imaging ist die ineffiziente Abtastdichte der Samples im Ortsfrequenzraum. Sie ist proportional
zu /
 
k /

1
. In der Praxis nimmt man deshalb aus Zeitgründen eine radiale Unterabtastung in den
äußeren k-Raum-Bereichen in Kauf. Es hat sich gezeigt, dass dabei die Ortsauflösung weitge-
hend erhalten bleibt und die entstehenden Unterabtastungsartefakte in vielen Fällen tolerierbar
sind [10, 11].
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2.7 Erweiterung der Imaging-Gleichung
Gleichung 2.23 kann durch verschiedene Zusatzterme erweitert werden, die vorhandene Im-
perfektionen der Bildgebung modellieren. Wenn sich diese Störeinflüsse nicht in Form von
Artefakten auf das Bild auswirken sollen, müssen die Zusatzterme durch eine Erweiterung der
Standardrekonstruktion berücksichtigt werden.
Es ist einleuchtend, dass schon die Wahl einer k-Raum-Trajektorie auf einem nicht-karte-
sischen Raster die direkte Anwendung der iDFT als Bildrekonstruktionsvorschrift ausschließt.
Die Standardrekonstruktion ist also z.B. für Spiral und Radial Imaging nicht anwendbar. Glei-
chung 2.23 gilt jedoch bereits für beliebige k-Raum-Trajektorien. Eine formale Erweiterung der
Imaging-Gleichung ist deshalb nicht nötig.
2.7.1 Inhomogenitäten des statischen Magnetfelds
Durch technologische Beschränkungen verbleiben Inhomogenitäten des statischen Magnetfel-
des
 
B0. Hier wird in guter Näherung angenommen, dass nur der Betrag B0 
 
r  , nicht aber die
Richtung
 
ez der lokalen magnetischen Flussdichte von ihrem idealen Wert abweicht. So ergibt
sich für die gesamte lokale magnetische Flussdichte
 
B 
 
r 
 t  inklusive der Abweichung ∆
 
B von
 
B0
 
B 
 
r 
 t 10 B0  ∆B 
 
r 

 
G  t 
 
r 2
 
ez . (2.25)
Dies führt dann zu einer lokalen Abweichung ∆ω 
 
r  der Präzessionswinkelgeschwindigkeit der
Spins von ihrem idealen Wert 0 im rotierenden Koordinatensystem mit
∆ω 
 
r  γ ∆B   r  . (2.26)
Formal lässt sich mit Gleichung 2.26 auch die chemische Verschiebung der Larmorfrequenz,
z.B. zwischen Wasser und Fett, erfassen.
∆ω führt in Gleichung 2.23 zu einem zusätzlichen Phasenterm. Diese zusätzliche Depha-
sierung ist nicht direkt proportional zur Akquisitionszeit t, da sie z.B. durch den Einsatz von
HF-Pulsen mit dem Flipwinkel 180 3 auch negativ werden kann. Es wird deshalb eine für die
Dephasierung effektive Zeit t
	
eingeführt und Gleichung 2.23 gemäß
sm 
N
∑
n $ 1
ρn e  jt m∆ωn e  j #km #rn (2.27)
erweitert. Dabei ist ∆ωn die Abweichung der Larmorfrequenz am Ort des Objektsamples ρn.
Gleichung 2.27 offenbart den prinzipiellen Mechanismus, mit dem sich Inhomogenitäten des
Hauptmagnetfeldes auf die Bildgebung auswirken: Das abgetastete Ortsfrequenzspektrum ist
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nun zeitabhängig; die Fourierkorrespondenz zwischen Objekt bzw. gewünschtem Bild und ge-
messenem Signal geht verloren. Wird trotzdem die Standardrekonstruktion verwendet, entste-
hen Artefakte, deren Art und Stärke weiter noch von der verwendeten Messsequenz abhängig
sind.
Es ist anzumerken, dass ∆B0 sowohl durch eine lokale Abweichung der magnetischen Feld-
stärke, als auch durch eine lokale Abweichung der Permeabilität des untersuchten Gewebes
verursacht werden kann. Erstere Ursache ist objektunabhängig, letztere objektabhängig. Die Ur-
sache ist für die in diesem Kapitel durchgeführten Betrachtungen unerheblich, hat aber großen
Einfluss auf die experimentelle Bestimmung von ∆B0 (siehe Abschnitt 3.10).
2.7.2 Relaxationseffekte
Ähnlich wie die Inhomogenität des Hauptmagnetfeldes kann auch der Einfluss von Relaxati-
onsvorgängen berücksichtigt werden. Für die transversale Relaxationszeitkonstante lautet die
Erweiterung der Imaging-Gleichung
sm 
N
∑
n $ 1
ρn e 
tm
T2 4 n e

j
#
km
#
rn
. (2.28)
Dabei bezeichnet tm jetzt die Akquisitionszeit von sm und T2  n die entsprechende Relaxations-
zeitkonstante des Objektsamples ρn.
Der störende Einfluss der Relaxationszeitkonstante T1 kann in der Praxis durch eine Opti-
mierung der HF-Anregung minimiert werden und ist deshalb meist gering. Eine verbleibende
Intensitätsgewichtung, z.B. als durchaus erwünschter T1-Kontrast, kann formal jederzeit durch
eine effektive Spindichte ρ
	
berücksichtigt werden. Deshalb wird T1 im Rahmen dieser Arbeit
nicht weiter berücksichtigt.
2.7.3 Sensitivität der Detektoren
Ein weiterer wichtiger Störfaktor ist die lokale Sensitivität der HF-Spule. Diese wird im Fol-
genden mit f   r  bezeichnet und kann als komplexe Größe den Einfluss der Detektoren sowohl
auf die Amplitude als auch auf die Phasenlage der gemessenen Signale beschreiben. In jüngster
Vergangenheit hat die Bildgebung mittels gleichzeitiger Messung des MR-Signals mit mehreren
Detektoren (sogenannten Arrays, z.B. aus Oberflächenspulen) stark an Bedeutung gewonnen.
Wird für C solcher Detektoren der Index c, c  1 &'&'& C verwendet, so fügt sich die Sensitivität
f

c 
n von Detektor c am Ort von Objektsample ρn folgendermaßen in die Imaging-Gleichung
ein:
s

c 
m 
N
∑
n $ 1
ρn f

c 
n e 
j
#
km
#
rn
. (2.29)
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Es werden nun auch C Datensätze akquiriert. Hier wird davon ausgegangen, dass die Anregung
des Spinsystems homogen erfolgt (z.B. durch die Verwendung der Körperspule, die auf homo-
gene HF-Sensitivität hin optimiert ist). Eine bekannt inhomogene HF-Anregung kann ebenfalls
jederzeit durch eine effektive Spindichte ρ
	
berücksichtigt werden. An dieser Stelle sei ange-
merkt, dass seit kurzem mehrere Arbeitsgruppen eine HF-Anregung mit Oberflächenspulen in-
homogener Sensitivität untersuchen [12, 13]. Es wird erwartet, dass solche Verfahren mit dem
Formalismus der Imaging-Gleichung ebenfalls zu erfassen sind. Eine weitergehende Betrach-
tung wurde im Rahmen dieser Arbeit jedoch nicht durchgeführt.
2.7.4 Gradientenfelder
Die magnetische Flussdichte der Gradientenspulen weicht im Allgemeinen schon deshalb von
ihrem idealen Wert ab, da Gleichung 2.8 die Maxwellsche Gleichung
rot
 
BG  0 (2.30)
nicht erfüllt4. Über die so entstehenden Abweichungen der magnetischen Flussdichte in den
anderen Raumrichtungen (Concomitant Fields, [14]) hinaus können durch die Geometrie der
Gradientenspulen Abweichungen ∆
 
BG von
 
BG entstehen. Es kann in sehr guter Näherung davon
ausgegangen werden, dass ∆
 
BG ebenfalls proportional zu
 
G ist, also dass
 
BG 50
 
G
 
r

∆BG 2
 
ez 10
 
G 
 
r

∆
 
r 62
 
ez (2.31)
gilt [15]. Die Bezeichnung ∆  r deutet bereits darauf hin, dass ∆
 
BG sich als Koordinatentrans-
formation auf das standardrekonstruierte Bild auswirkt, und zwar unabhängig von der Art des
Messprotokolls. Die Korrektur solcher geometrischer Verzerrungen ist unabhängig von anderen
Effekten möglich. Insbesondere ist sie unabhängig von der hier vorgeschlagenen generalisierten
Bildrekonstruktion und wird deshalb nicht weiter besprochen.
Vergleichsweise einfach zu behandeln sind Fehler im zeitlichen Ablauf und in der Stärke
der Gradientenfelder. Sie wirken sich über Gleichung 2.14 ausschließlich auf die Ortsfrequenz-
koordinate
 
k aus [16].
2.7.5 Rauschen
Bei der Datenaufnahme von MR-Signalen treten zwei Quellen von Messrauschen auf. Einerseits
verursachen thermische Vorgänge im untersuchten Objekt zufällige Änderungen des magneti-
schen Flusses in den Empfangsspulen und damit Störanteile im empfangenen Signal. Anderer-
seits verursachen die elektrischen Komponenten des Empfangssystems thermisches Rauschen.
4Es wird angenommen, dass im Objekt keine elektrischen Ströme oder zeitvariante elektrische Felder auftreten.
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Beide Anteile können als weißes, gaußverteiltes Rauschen betrachtet werden. Eine Ausnahme
bildet der parallele Empfang mit mehreren Empfangsspulen, bei dem die Rauschsignale in den
einzelnen Empfangskanälen teilweise korreliert sein können. Für die Betrachtungen im Rahmen
dieser Arbeit wird Rauschen durch die Addition der Abtastwerte ξm eines Rauschprozesses mit
konstantem Leistungsdichtespektrum und gaußscher Verteilung der Amplituden zu den akqui-
rierten Messdaten modelliert.
2.7.6 Erweiterte Imaging-Gleichung
Die im Rahmen dieser Arbeit verwendete erweiterte Imaging-Gleichung lautet damit zusam-
mengefasst
s

c 
m 
N
∑
n $ 1
ρn f

c 
n e 
tm
T2 4 n e

jt m∆ωn e

j
#
km
#
rn

ξm . (2.32)
2.8 MR-Simulation
Gleichung 2.32 ermöglicht es, Magnetresonanz-Experimente mit Digitalrechnern zu simulie-
ren. Die Simulation ist ein wichtiges Hilfsmittel bei den Untersuchungen von Bildgebung und
Bildrekonstruktion, da sie die Betrachtung von Störeinflüssen auf individueller Basis, d.h. oh-
ne die Überlagerung mit anderen Effekten, erlaubt. Ein ausgezeichnetes Werkzeug zu diesem
Zweck ist der von Kürsch et al. entwickelte Simulator ParSpin [17, 18, 19]. Viele der in dieser
Arbeit verwendeten Bildbeispiele wurden mit ParSpin generiert.
Eine wichtige Randbedingung für die möglichst fehlerfreie Simulation von MR-Experimen-
ten soll an dieser Stelle erwähnt werden: Durch die diskrete Natur des Simulationsobjekts ist
sein Ortsfrequenzspektrum periodisch. Im Gegensatz zur Realität führt deshalb z.B. ein kon-
stantes Gradientenfeld nach einer HF-Anregung nicht zu einem vollständig abklingenden MR-
Signal, sondern das „Echo“ wiederholt sich periodisch. Es ist also zu fordern, dass alle während
einer Simulation auftretenden Ortsfrequenzkoordinaten maximal bis zum Beginn der periodi-
schen Wiederholung des Ortsfrequenzspektrums des Simulationsobjektes reichen. Dabei sind
insbesondere die durch simulierte Feldinhomogenitäten ∆B0 auftretenden Abweichungen der
magnetischen Flussdichte des Hauptmagnetfelds bzw. ihre örtlichen Ableitung grad∆B0 zu be-
achten. Letztere kann als lokales Gradientenfeld der Stärke
˜G 7/ grad∆B0 / (2.33)
betrachtet werden. Es wird deshalb bei der Simulation eine deutlich feinere Abtastung im Orts-
bereich als die Bildauflösung in Gleichung 2.32 verwendet. So werden auch Truncation-Effekte
und das sogenannte Intra-Voxel-Dephasing erfasst. Die Simulation nimmt damit in Bezug auf
16
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die Realitätstreue eine Zwischenstellung zwischen Gleichung 2.15 (inklusive der nur für die
diskrete Imaging-Gleichung eingeführten Störeinflüsse) und Gleichung 2.32 ein.
Bezeichnet man die Ortsabtastung der Simulation, z.B. in x-Richtung, mit ∆x und die seit
dem HF-Puls vergangene Zeit mit t, kann für die erste periodische Wiederholung des Echos
folgende Bedingung angegeben werden:
γ 	 ˜G∆xt  2pi . (2.34)
Dies ist gleichbedeutend mit der Tatsache, dass zwei benachbarte Simulationsspins nach Über-
streichen eines gewissen Intervalls im k-Raum (Dephasierung) wieder in Phase sind5. Um zu
vermeiden, dass bei der Simulation Signalanteile dieser periodischen Wiederholung in das Er-
gebnis eingehen, darf die simulierte k-Raum-Trajektorie eine maximale Ortsfrequenzkoordinate
kmax nicht überschreiten. Bei Festlegung auf die Hälfte des Intervalls aus Gleichung 2.34 ergibt
sich
kmax  γ 	 ˜Gtmax 
pi
∆x . (2.35)
Wenn ˜G und die maximal im Verlauf des simulierten Experiments auftretende Akquisitionszeit
tmax bekannt sind, muss für ∆x gelten:
∆x 8 pi
γ
	
˜Gtmax
. (2.36)
Bei festgelegtem ∆x und tmax darf der lokale, unerwünschte Gradient ˜G maximal die Stärke
˜G 8 piγ
	
∆xtmax

kmax
γ
	
tmax
(2.37)
erreichen.
Bild 2.2 zeigt beispielhaft das Simulationsergebnis eines sogenannten Gradientenecho-Ex-
periments als Rohdatenmatrix und ein standardrekonstruiertes Bild, beide mit der Größe M 
N  1282. Als Simulationsphantom wurde eine Anordnung von 7 Zylindern gleicher Spindichte
verwendet. Relaxationseffekte wurden durch die Wahl von t  t0 9 T2 vermieden.
2.9 Bildartefakte und Standardkorrekturverfahren
Wird für MR-Datensätze unter dem Einfluss von Störgrößen gemäß Gleichung 2.32 die Stan-
dardrekonstruktion verwendet, welche ideale Bedingungen voraussetzt, so ist mit Bildartefakten
zu rechnen. In diesem Abschnitt werden die bereits eingeführten Störeinflüsse in ihren Auswir-
kungen auf die Bildqualität beschrieben und ein kurzer Überblick über die bekannten Korrek-
turverfahren gegeben.
5Auch hier ist der Faktor 2pi auf der linken Seite von Gleichung 2.34 bereits in ∆x enthalten.
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Bild 2.2: Standardbildgebung: 1282 Rohdatenmatrix eines Gradientenecho-Experiments in lo-
garithmischer Grauwertdarstellung (links), standardrekonstruiertes 1282 Bild in linearer Grau-
wertdarstellung (rechts).
2.9.1 Nicht-äquidistante k-Koordinaten
Nicht-äquidistante k-Raum-Trajektorien können im einfachsten Fall berücksichtigt werden, in-
dem die Abtastwerte auf den naheliegensten Platz eines äquidistanten Rasters im k-Raum ein-
sortiert werden. Die Bildrekonstruktion geschieht dann mit dem Standardverfahren, d.h. mit
der schnellen Fouriertransformation. Dieses Vorgehen verursacht starke Artefakte, wie Bild 2.3
verdeutlicht. Es zeigt das Ergebnis einer Simulation von Spiral Imaging mit dieser sogenannten
Nearest-Neighbor-Interpolation. Eine Verbesserung kann man erzielen, indem man das kartesi-
sche Raster überabtastet. Dadurch wird der Abstand von der korrekten Koordinate zur nächsten
Koordinate im äquidistant abgetasteten Ortsfrequenzraum kleiner [20]. Durch die Beibehaltung
der einfachen Standardrekonstruktion ist diese Methode auch für ältere Geräte verwendbar. Die
Genauigkeit ist aber trotzdem nur mäßig, und bei hohen Überabtastungsfaktoren steigt die Re-
konstruktionszeit stark an. Die in Bild 2.3 sichtbaren ringförmigen Artefakte in den Ecken des
Bildes sind typisch für Messsequenzen mit polaren Symmetrien im k-Raum. Aus diesem Grund
werden bei vielen MR-Tomographiesystemen automatisch alle Bildbereiche geschwärzt, die
außerhalb eines in das Bild eingeschriebenen Kreises liegen.
Die Rekonstruktion von nicht-äquidistant abgetasteten MR-Datensätzen geschieht in der
Praxis meist durch Interpolationsfilterung auf das äquidistante Raster im k-Raum. Dies wird
dann als Gridding bezeichnet [21]. Zum Ausgleich der lokal variierenden Dichte der Abtast-
werte sm müssen diese zuvor mit den korrespondierenden Werten dm einer sogenannten Dichte-
kompensationsfunktion d 
 
k  (Density Compensation Function, DCF) gemäß
s
	m  smdm (2.38)
gewichtet werden. Bei nicht-kartesischen k-Raum-Trajektorien wird im Folgenden die Grid-
ding-Methode mit vorangegangener Kompensation der lokalen Abtastdichte ebenfalls als Stan-
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Bild 2.3:
Nearest-Neighbor-Rekonstruktion eines Spiral-Experiments mit zweifacher (links, Rekonstruk-
tionszeit 1,4 s) und sechzehnfacher (rechts, Rekonstruktionszeit 52 s) Überabtastung.
dardrekonstruktion bezeichnet.
Es ist jedoch nicht leicht, eine optimale DCF zu finden. Verschiedene Autoren, z.B. [8],
haben für bestimmte k-Raum-Trajektorien speziell angepasste Dichtekompensationsfunktio-
nen vorgeschlagen. Eine Neuberechnung bei Veränderungen einzelner Parameter der k-Raum-
Trajektorie ist meist so aufwendig, dass sie nicht während der MR-Untersuchung durchgeführt
werden kann, was in der Praxis eine schwere Einschränkung bedeutet. Zusätzlich ist die Berech-
nung der DCF oft dann problematisch, wenn sich Teile der k-Raum-Trajektorie überschneiden,
oder wenn das Abtasttheorem in bestimmten Bereichen des k-Raums, insbesondere am äußeren
Rand, verletzt ist.
Glover hat eine Klasse von Spiral-Trajektorien eingeführt, die eine analytische, und damit
leicht zu berechnende DCF besitzen [22]. Nur wenige Verfahren zur Bestimmung von Dich-
tekompensationsfunktionen für beliebige k-Raum-Trajektorien sind bisher vorgestellt worden
[23, 24]. Diese Verfahren sind allerdings noch aufwendiger, als die oben erwähnten Metho-
den zur Bestimmung spezieller Dichtekompensationsfunktionen. Sedarat und Nishimura haben
zudem gezeigt, dass eine skalare Gewichtung der Abtastwerte grundsätzlich nur eine appro-
ximative Korrektur der nicht-äquidistanten Abtastung erlaubt [25]. Eine optimale DCF wird
dort ebenfalls vorgeschlagen; der Algorithmus zu ihrer Berechnung enthält jedoch die Singu-
lärwertzerlegung (Singular Value Decomposition, SVD) einer extrem großen Matrix und ist
deshalb für übliche Größen von Datensätzen und Bildern nicht praktikabel. Es gibt zwei wei-
tere Klassen von Methoden, die eine Rekonstruktion von nicht-äquidistanten Datensätzen er-
lauben: eine optimale Interpolationsmethode [26] benutzt ebenfalls die SVD und ist deshalb
nur in einer lokal approximierten Variante praktikabel. Ein auf Fixpunktiteration basierendes
Verfahren löst die Imaging-Gleichung [27] und ähnelt der hier vorgeschlagenen generalisierten
Bildrekonstruktion. Fixpunktiteration ist jedoch wesentlich ineffizienter als die hier benutzte
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Conjugate-Gradient-Methode (siehe Kapitel 3).
pixel
ρ
Bild 2.4: Ergebnisse der Standardrekonstruktion (Dichtekompensation, Gridding und FFT) der
Daten eines 128-shot Radial-Experiments als Bild mit 1282 Pixeln (links) und als Profil durch
das Bild (rechts).
Als Beispiel für Effekte, die durch nicht exakte Kompensation der lokalen Abtastdichte
im k-Raum entstehen können, ist in Bild 2.4 das standardrekonstruierte Bild eines mit radia-
ler k-Raum-Trajektorie akquirierten Datensatzes dargestellt. Radial Imaging mit unendlich weit
ausgedehnter und überall ausreichend dichter Abtastung besitzt eine analytische Dichtekom-
pensationsfunktion
dm :/
 
km / , (2.39)
da die Abtastdichte in diesem Fall invers proportional zum Betrag der Ortsfrequenzkoordinate
ist [3]. Für diskret und endlich abgetastete Ortsfrequenzspektren mit Unterabtastung führt diese
Dichtekompensationsfunktion zu einer verfälschten Übergewichtung der äußeren Ortsbereiche.
Dies ist besonders deutlich an den „Flügel-Artefakten“ im Profil durch das Bild zu sehen.
Da bei vielen Varianten der Standardrekonstruktion von nicht-äquidistanten k-Raum-Trajek-
torien residuale Artefakte im Bild verbleiben, ist der Einsatz dieser Bilder als Referenz selbst
in Abwesenheit anderer Störeinflüsse problematisch. In Kapitel 4 wird nochmals auf diese Pro-
blematik eingegangen werden.
2.9.2 Inhomogenitäten des statischen Magnetfelds
Der Einfluss von Inhomogenitäten des Hauptmagnetfeldes bei Standardrekonstruktion kann
als ortsvariante Faltung beschrieben werden [28]. Die iDFT der entsprechenden Version der
Imaging-Gleichung 2.27 liefert für die Samples ρn eines idealen Bildes an den Orten
 
rn bzw.
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für die Messwerte sm bei den Ortsfrequenzen
 
km
ρ˜p 
M
∑
m $ 1
sm e
j
#
km
#
rp

M
∑
m $ 1
N
∑
n $ 1
ρn e  jt m∆ωn e  j #km #rn e j #km #rp

N
∑
n $ 1
ρn
M
∑
m $ 1
e

jt m∆ωn e

j
#
km

#
rn

#
rp 

N
∑
n $ 1
ρn g  ∆ωn 

 
rn 
 
rp  , (2.40)
wobei die ρ˜p die Samples des verzerrten Bildes an den Orten
 
rp bezeichnet und g  ∆ωn 

 
rn 
 
rp 
einen ortsvarianten Faltungskern darstellt. Gleichung 2.40 kann deshalb als diskrete Version ei-
ner Fredholm’schen Integralgleichung der ersten Art [29] verstanden werden. Form und Verlauf
von g werden stark von der Messtrajektorie beeinflusst. So tritt z.B. beim Echo Planar Imaging
oft eine periodische Wiederholung des Objektes im Bild auf, der sogenannte Geister-Artefakt.
Bei der Spiral-Bildgebung hingegen ist oft ein Verlust an Auflösung (Blurring) zu beobachten.
Bild 2.5 zeigt das Ergebnis eines simulierten EPI-Experiments mit verschachtelter Segmentie-
rung unter dem Einfluss von Inhomogenitäten des Hauptmagnetfeldes.
Bild 2.5: Messdaten (links) und standardrekonstruiertes Bild (rechts) eines simulierten 1282
EPI-Experiments unter dem Einfluss von Inhomogenitäten des Hauptmagnetfeldes.
Die konventionelle Korrektur von Messtrajektorien der Standardbildgebung (unidirektional
abgetasteter k-Raum, eine eigene HF-Anregung pro k-Raum-Zeile) geschieht durch geometri-
sche Entzerrung [30, 31, 32]. Diese Verfahren können auch starke Verzerrungen korrigieren,
sind aber zum Teil auf die sogenannte Spinecho-Bildgebung beschränkt.
Andere Verfahren sind auch für die Korrektur von anderen kartesischen ([33]) oder nicht-
kartesischen ([34, 35]) k-Raum-Trajektorien geeignet. Allerdings korrigieren sie nur Teile der
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durch Feldinhomogenitäten verursachten Effekte und versagen bei bestimmten anderen Störef-
fekten. So setzt z.B. die SPHERE-Methode [35] voraus, dass die im Bild auftretenden Verzer-
rungen als Koordinatentransformation darstellbar sind. Die bereits erwähnten Geisterartefakte
sind damit nicht korrigierbar.
Schließlich sind Methoden vorgeschlagen worden, die eine vollständige Korrektur aller
durch Inhomogenitäten des Hauptmagnetfeldes verursachter Störeffekte bei beliebigen k-Raum-
Trajektorien ermöglichen [36, 37]. Sie basieren auf der Lösung der erweiterten Imaging-Glei-
chung. In [36] wird allerdings nur eine Implementierung für eindimensional separierbare Bild-
gebungsexperimente beschrieben. Die Methode aus [37] stellt eine direkte Vorstufe der in dieser
Arbeit vorgeschlagenen generalisierten Bildrekonstruktion dar.
2.9.3 T2-Relaxation
Durch T2-Relaxation verursachte Artefakte ähneln denen, die durch Feldinhomogenitäten ver-
ursacht werden. Der zeitabhängige Gewichtungsfaktor ist nur im Gegensatz zum komplexen
Exponentialterm ein reeller Exponentialterm. Ein Beispiel für T2-Artefakte in einem mit EPI
erzeugten Bild ist in Bild 2.6 dargestellt. Die Artefakte durch T2-Relaxation sind jedoch meist
nicht sehr stark ausgeprägt.
Bild 2.6: Messdaten (links) und standardrekonstruiertes Bild (rechts) eines 1282 EPI-Experi-
ments unter dem Einfluss von T2-Relaxation. Die Grauwerte des Bildes wurden zur besseren
Visualisierung der Artefakte linear angehoben.
Eine simultane Schätzung der lokalen T2-Werte und die Korrektur der entstehenden Artefak-
te für den eindimensionalen Fall wurde in [38] vorgeschlagen. In Kapitel 3 wird gezeigt, dass
die generalisierte Bildgebung die Erweiterung dieses Verfahrens auf den zweidimensionalen
Fall ermöglicht.
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2.9.4 Sensitivität der Detektoren und Sensitivitätskodierung
Bei der parallelen Akquisition des MR-Signals mit mehreren Detektoren verschiedener Sensi-
tivität sind im Gegensatz zu den bisher beschriebenen Effekten zwei Fälle möglich: Entweder
wird das Ortsfrequenzspektrum vollständig abgetastet; dann liefert jeder einzelne Datensatz ein
bis auf die Intensitätsgewichtung artefaktfreies Bild, und die Aufgabe der Bildrekonstruktion ist
es, die Teilbilder optimal gemäß eines bestimmten Kriteriums zu kombinieren [39]. Im zwei-
ten Fall wird das MR-Experiment unterabgetastet durchgeführt; die einzelnen Datensätze allein
liefern dann Bilder mit Unterabtastungsartefakten (Aliasing). Die Aufgabe der Bildrekonstruk-
tion ist es in diesem Fall, die Ortsinformation der Spulensensitivitäten zu nutzen, um bei der
Kombination der einzelnen Datensätze ein artefaktfreies Bild erzeugen zu können.
Das Thema Sensitivitätskodierung zur Beschleunigung der Messung von MR-Daten hat in
den letzten Jahren stark an Bedeutung gewonnen. Mit den ersten in-vivo Demonstrationen für
diese Art der Bildgebung, z.B. unter den Akronymen SMASH [40] und SENSE [41], wurde
das Feld für eine ganze Reihe von Spezialanwendungen erschlossen. Das größte Problem bei
der Bildgebung mit Sensitivitätskodierung liegt in der deutlich verlängerten Bildrekonstrukti-
onszeit, insbesondere bei der Bildgebung mit nicht-äquidistanten Messtrajektorien.
Vorschläge für eine praktikable Bildrekonstruktion für sensitivitätskodierte, nicht-äquidi-
stante Datensätze wurden erst vor kurzem gemacht [42, 43, 44]. Die in [43] vorgestellte Me-
thode ist ebenfalls als direkter Vorläufer der generalisierten Bildrekonstruktion entstanden. Bild
2.7 zeigt die Standardrekonstruktion eines mit Spiral-Imaging akquirierten Datensatzes eines
einzelnen Detektors bei voller und verminderter Abtastung.
Bild 2.7: 1282 Bilder eines mit sensitivitätskodiertem Spiral Imaging akquirierten Datensatzes
bei voller (links) und verminderter (rechts) Abtastung.
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2.10 Motivation für eine generalisierte Bildrekonstruktion
Der Hauptnachteil vieler Standardkorrekturverfahren ist, dass sie sich nicht mit anderen Kor-
rekturverfahren kombinieren lassen. Da insbesondere der Einsatz in Verbindung mit Sensiti-
vitätskodierung meist nicht möglich ist, stellt dies eine gravierende Einschränkung dar. Es ist
aber auch unbefriedigend, dass für bestimmte Klassen von Experimenten, z.B. für die Standard-
bildgebung, für nicht-kartesische Trajektorien, etc., standardmäßig je ein anderes Korrekturver-
fahren vorgesehen ist. Mit der zunehmenden Vielzahl von Bildgebungsvarianten wird dadurch
die Auswahl des richtigen Korrekturverfahrens und die optimierte Implementierung desselben
immer schwieriger.
Zusätzlich ist das Ausmaß von korrigierbaren Einflüssen bei vielen Standardkorrekturver-
fahren beschränkt. Übersteigt der Einfluss einer Störgröße ein bestimmtes Maß, versagt die
Korrekturmethode im Allgemeinen völlig und das Rekonstruktionsergebnis ist unbrauchbar. In
diesen Fällen wäre es wünschenswert einen Mechanismus zu besitzen, der z.B. bei reduzierter
Bildqualität (Auflösung, Kontrast, etc.) trotzdem noch ein brauchbares Ergebnis liefert. Dabei
steigt der Einfluss der Störgrößen mit der Entwicklung zu immer schnelleren Bildgebungsver-
fahren an.
Eine robuste Korrektur von beliebig starken Störeinflüssen wäre besonders für den Entwurf
von Low-Cost-Systemen von Vorteil. Fertigungstoleranzen könnten durch die angepasste Bild-
rekonstruktion kompensiert werden.
Nicht zuletzt könnten beim Vorhandensein einer allgemeinen Rekonstruktionsvorschrift im
Bedarfsfall ohne Probleme einzelne Störeinflüsse weggelassen werden. So ließen sich, ausge-
hend vom allgemeinsten Fall, Methoden zur Korrektur von bestimmten Kombinationen von
Störeinflüssen bei bestimmten Experimentvarianten auch theoretisch leicht ableiten. Insbeson-
dere die Rekonstruktion von Daten nicht-kartesischer Messexperimente ohne die Verwendung
einer Dichtekompensationsfunktion oder die Rekonstruktion von Sensitivitätskodierung bei
nicht-kartesischen k-Raum-Trajektorien stellen wichtige Spezialfälle dar.
Im Rahmen dieser Arbeit wurde deshalb die Entwicklung einer Bildrekonstruktionsvor-
schrift angestrebt, die starke Einflüsse von Feldinhomogenitäten und Relaxationseffekten voll-
ständig und robust korrigiert. Gleichzeitig soll eine Rekonstruktion von Sensitivitätskodierung
sowie eine Behandlung von nicht-äquidistant abgetasteten Ortsfrequenzspektren möglich sein.
Die Dauer der Bildrekonstruktion soll dabei nicht mehr als einige Minuten betragen.
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Kapitel 3
Generalisierte Bildrekonstruktion
In diesem Kapitel werden die Grundlagen für eine allgemeine Vorschrift zur Rekonstruktion
von MR-Bildern vorgestellt, die alle Störeinflüsse aus Kapitel 2 berücksichtigt. Auf dieser Basis
werden Verfahren zur Durchführung der generalisierten Bildrekonstruktion entwickelt.
Gleichungen vom Typ 2.32 stellen einen Zusammenhang zwischen einer Folge von Messda-
ten und einer Folge von Bilddaten in Form einer Linearkombination her. Ziel der Bildrekon-
struktion ist es, ein solches lineares Gleichungssystem (LGS) zu lösen. Für bestimmte Sonder-
fälle von Gleichung 2.32 können effiziente Lösungen gefunden werden. Die Allgemeingültig-
keit wird dadurch allerdings eingeschränkt.
Methoden, die zur Lösung des Bildgebungsproblems den Ansatz eines linearen Gleichungs-
systems machen, sind in der Literatur bekannt und werden oft als algebraische Rekonstruktions-
techniken bezeichnet. Sie sind jedoch bisher auf einzelne Störeinflüsse beschränkt, so z.B. auf
die Rekonstruktion von tomographischen Aufnahmen nach dem in der Computertomographie
gebräuchlichen Projektionsverfahren [45]. Auch Methoden zur Rekonstruktion von Abtastwer-
ten mit nicht-äquidistanten Ortsfrequenzkoordinaten [26] oder zur Korrektur von Feldinhomo-
genitäten [46, 36] machen von diesem Ansatz Gebrauch.
Der prinzipielle Vorschlag für eine Korrektur mehrerer verschiedener Störeinflüsse in MR-
Bildern durch ein generalisiertes Verfahren wurde bereits 1987 von Haacke gemacht [47, 48].
Hier wurde allerdings eine Durchführung des Verfahrens mittels der Inversen der unten einge-
führten Systemmatrix propagiert. Einerseits wurde dabei die Existenz einer solchen inversen
Matrix nicht gezeigt, bzw. nicht in Frage gestellt; andererseits kann gezeigt werden, dass die
Berechnung einer solchen Matrixinversion um eine weitere Größenordnung aufwendiger ist
als die einfache Lösung des entsprechenden Gleichungssystems. Insbesondere die praktische
Durchführung der Lösung des Bildrekonstruktionsproblems ohne die Invertierung einer solchen
Matrix soll in diesem Kapitel untersucht werden.
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3.1 Matrixdarstellung der Imaging-Gleichung
Gleichung 2.32 kann wesentlich übersichtlicher in Matrizenschreibweise formuliert werden.
Dazu wird zunächst die Indizierung der einzelnen Datenvektoren vereinfacht zu
smˆ  ∑
n
ρn fmˆn e 
tmˆ
T2 4 n e

j∆ωnt mˆ e

j
#
kmˆ
#
xn (3.1)
mit insgesamt ˆM  CM Messdaten (mˆ  1 &'&'& ˆM). Natürlich werden dadurch die Größen tmˆ, t 	mˆ,
 
kmˆ und insbesondere fmˆn periodisch in mˆ.
Gleichung 3.1 kann dann als Matrix-Vektor-Produkt geschrieben werden:
Ax  b . (3.2)
Der Vektor b enthält alle Messdaten smˆ in aneinandergereihter Form, der Vektor x fasst in glei-
cher Weise die Daten ρn des zu rekonstruierenden Bildes zusammen. Diese Notation folgt der
üblichen Schreibweise für lineare Gleichungssysteme mit der rechten Seite b und der Unbe-
kannten x. Die Matrix A enthält alle anderen Faktoren der Summe aus Gleichung 3.1, nämlich:
amˆn  fmˆn e 
tmˆ
T2 e

j∆ωnt mˆ e

j
#
kmˆ
#
xn
. (3.3)
In der MR-Bildgebung übliche Bildgrößen reichen von ca. N  64  64 für die Bewegtbild-
darstellung von dynamischen Vorgängen bis ca. N  1024  512 für hochaufgelöste Anatomie-
bilder. Die Anzahl der gemessenen Daten entspricht etwa der Anzahl der Bildpunkte, so dass für
die meisten praktischen Beispiele M  N gilt. Eine Ausnahme ist die Bildgebung mit Mehrfach-
detektoren ohne Sensitivitätskodierung, für die meist ˆM  CN gilt. Hier kann allerdings dann
auch jeder Datensatz eines einzelnen Detektors als separates Bild mit M  N betrachtet werden.
Die Größe der Matrix A ergibt sich demnach zu 4096  4096 bis ca. 500000  500000 Elemen-
ten. Geht man davon aus, dass jedes dieser Elemente zur Speicherung in einem Digitalrechner
mit 8 Byte als einfach genaue komplexe Gleitkommazahl kodiert wird, folgt ein Speicherbedarf
für A zwischen 128 MByte und 2 TByte. Dies übersteigt die Leistungsfähigkeit heute üblicher
Arbeitsplatzrechner noch erheblich.
3.2 Lösung des linearen Gleichungssystems
Die Matrix A kann als Bildgebungsoperator verstanden werden, der eine Transformation vom
(störungsfreien) Ortsbereich in den (störungsbehafteten) Ortsfrequenzbereich durchführt. Wenn
die Inverse Matrix A

1 existiert und eindeutig ist, stellt sie einen Bildrekonstruktionsoperator
dar [48]. Liegen ideale Verhältnisse vor, d.h. die Imaging-Gleichung lässt sich in der Form
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(2.23) schreiben und es gilt M  N bei kartesischen Koordinaten in beiden Räumen, so ent-
spricht A dem Operator für die diskrete Fouriertransformation und ist somit orthogonal. Die
Inverse ergibt sich in diesem Fall zu ihrer hermiteschen, d.h. konjugiert komplex transponierten
Matrix
A

1
) A ;< T  AT ';= AH . (3.4)
Hier bezeichnen die hochgestellten Symbole ?>@
;
komplexe Konjugation, ?>A T Transposition und
?>@
H die Kombination aus den beiden ersten. Es gilt dann in diesem Spezialfall von Gleichung
3.2
x  AHb (3.5)
(Standardrekonstruktion). Im Allgemeinen ist A jedoch nicht orthogonal, was die Lösung von
Gleichung 3.2 sehr viel aufwendiger gestaltet.
Zur allgemeinen Lösung von linearen Gleichungssystemen, wie der Gleichung 2.32, exi-
stiert eine Vielzahl von Methoden, siehe z.B. [49]. Das Verfahren der Wahl zur direkten Lösung
von quadratischen Systemen ist die LU-Zerlegung, bei der die Systemmatrix A als Produkt einer
oberen und einer unteren Dreiecksmatrix geschrieben wird. Die Lösung dieses Gleichungssy-
stems kann dann sehr leicht berechnet werden. Weiterhin kann die LU-Zerlegung gespeichert
werden und für weitere bekannte Vektoren auf der rechten Seite des Gleichungssystems wie-
der verwendet werden, z.B. für neue Messdaten mit den gleichen Randbedingungen. Falls sich
die Systemmatrix von Messexperiment zu Messexperiment ändert, bietet sich auch die klassi-
sche Gaußelimination an. Alle direkten Verfahren bedingen einen Rechenaufwand der Ordnung
O  N3  . Die hier vorliegende extreme Größe der Bildgebungsmatrix führt dann auf O  1011 
bis O  1017  Operationen. Deshalb ist eine direkte Lösung der erweiterten Imaging-Gleichung
sowohl aus Speicherplatzgründen als auch aus Rechenzeitgründen nicht praktikabel. Arbeits-
speicher von einigen GByte sind zwar bereits verfügbar, die Rechenzeit würde jedoch schon
bei Bildgrößen von 128  128 Pixeln mindestens einige Stunden betragen. Allein deshalb ist
der Einsatz von iterativen Lösungsverfahren unumgänglich.
Iterative Methoden zur Lösung linearer Gleichungssysteme haben mehrere Eigenschaften,
die im Zusammenhang mit der hier entwickelten generalisierten Bildrekonstruktion bedeutsam
sind: Im Iterationsschritt i wird die geschätzte Lösung x  i

1  des vorhergehenden Iterations-
schritts durch Addition eines Korrekturterms verbessert. Eine initiale Schätzung, d.h. eine erste
Näherung x  0  für das korrigierte Bild, kann z.B. durch andere (Standard-) Korrekturverfahren
gefunden werden. Ist eine akzeptable Genauigkeit der Bildkorrektur erreicht, oder ist die zur
Bildkorrektur vorhandene Zeitdauer abgelaufen, wird die Iteration abgebrochen.
Eine besondere Randbedingung vieler iterativer Lösungsverfahren ist, dass die System-
matrix A als symmetrisch und positiv definit angenommen wird [49]. Im Allgemeinen ist A
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jedoch dicht besetzt, komplexwertig und nicht quadratisch. Letzteres entspricht einem über-
oder unterbestimmten Gleichungssystem. A

1 ist dann nicht definiert. Eine ungleiche Anzahl
von Messdaten und Bildpixeln tritt in der Praxis, insbesondere bei nicht-äquidistanten k-Raum-
Trajektorien, häufig auf, da einerseits Standardbildgrößen gewählt werden, die Anzahl der ak-
quirierten Messdaten aber, z.B. aus Zeitgründen, frei gewählt werden kann. Um bei der Wahl
des iterativen Lösungsverfahrens maximale Flexibilität zu bewahren, bietet es sich an, Glei-
chung 3.2 neu zu formulieren.
3.3 Alternative Formulierung der Matrixgleichung
Wenn ein überbestimmtes Gleichungssystem vorliegt, d.h. wenn ˆM B N gilt, ist es sinnvoll ein
erweitertes Gleichungssystem
Bx  y (3.6)
zu lösen, das durch Linksmultiplikation mit AH aus Gleichung 3.2 hervorgeht, mit
B  AHA und y  AHb . (3.7)
Man spricht in diesem Zusammenhang von den Normalengleichungen, deren Lösung den mitt-
leren quadratischen Fehler
η  1
N
N
∑
n $ 1
/ yn C Bx  n / 2 (3.8)
minimiert (Least Squares Solution) [49]. Die Matrix B ist dabei stets symmetrisch und positiv
definit. Die Lösung von Gleichung 3.6 lautet dann
x  B

1y  AHA 

1AHy , (3.9)
wobei  AHA 

1AH auch als Pseudoinverse bezeichnet wird. Dabei ist allerdings B für die hier
betrachtete Größe der Matrix A nicht explizit berechenbar, da dies allein O  N3  Operationen
benötigt. Aus bereits erwähnten Gründen kann die Inverse von B ebenfalls nicht explizit berech-
net werden. Nominell bringt die Verwendung der Normalengleichungen eine Quadrierung der
Konditionszahl des linearen Gleichungssystems mit sich. Die Konditionszahl ist ein Maß für die
Empfindlichkeit der Lösung x eines linearen Gleichungssystems für Störungen in den Messda-
ten y. Für orthogonale Matrizen ist die Konditionszahl nahe Eins, für singuläre Matrizen geht
sie gegen Unendlich. In der Praxis wurden hier jedoch keine Stabilitätsprobleme beobachtet.
Dies ist begründet durch die Tatsache, dass lineare Lösungsverfahren sehr schnell konvergie-
ren, wenn die Systemmatrix der Einheitsmatrix ähnlich ist. Genau dies wird aber durch die
28
3.3. ALTERNATIVE FORMULIERUNG DER MATRIXGLEICHUNG 29
Multiplikation mit AH erreicht. Für einige iterative Lösungsverfahren ist die sogenannte Dia-
gonaldominanz sogar Voraussetzung für die Konvergenz [49].
Folgende Eigenschaften des Gleichungssystems unter Verwendung der Matrix B sind von
Interesse:
 Unter idealen Bedingungen wird B zur Einheitsmatrix. Strenggenommen gilt dies nur bei
kartesischen Messtrajektorien. Im nächsten Abschnitt wird jedoch eine Verallgemeine-
rung für beliebige Messtrajektorien vorgestellt.
 Bei geringen Störeinflüssen sind auch die Abweichungen von B von der Einheitsmatrix
klein.
 B stellt einen Verzerrungsoperator dar, der - im Gegensatz zu A - eine Transformation
vom störungsfreien Ortsbereich in den störungsbehafteten Ortsbereich beschreibt. Diese
Wirkung kann auch als ortsvariante Faltung betrachtet werden, bei der jede Zeile von B
den Faltungskern für den zugehörigen Abtastwert darstellt.
 Die rechte Seite y von Gleichung 3.6 entspricht der aus der Literatur bekannten soge-
nannten Conjugate-Phase-Reconstruction (CPR) [50], wenn als Störeinfluss nur die In-
homogenität des statischen Magnetfeldes zugelassen wird. Im weiteren Verlauf dieser
Arbeit wird y auch bei zusätzlichen Störeinflüssen als Conjugate-Phase-Reconstruction
bezeichnet.
 An der Form von B kann dann die Art der Abweichung der Conjugate-Phase-Reconstruc-
tion y vom idealen Bild x abgelesen werden. So entspricht eine Verbreiterung der Haupt-
diagonalen von B einer Verschmierung der Ortsinformation (Blurring). Das Auftreten
von Nebendiagonalen beschreibt die Geisterartefakte [51, 52]. In den meisten praktischen
Fällen ist die Matrix B spärlich besetzt, d.h. sie hat nur wenige von Null verschiedene
Einträge.
3.3.1 Präkonditionierung
Der Grund für die Einführung der Dichtekompensationsfunktion bei Verwendung von nicht-
kartesischen Messtrajektorien in Abschnitt 2.9.1 ist, dass in diesen Fällen die diskrete Fourier-
transformation und ihre konjugierte Operation nicht invers zueinander sind. Für die zusammen-
gesetzte Matrix B bedeutet dies, dass sie auch ohne den Einfluss weiterer Störgrößen nicht zur
Einheitsmatrix wird. Durch Einführung einer weiteren Diagonalmatrix D, welche die Elemente
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dm der zur k-Raum-Trajektorie passenden Dichtekompensationsfunktion auf ihrer Hauptdiago-
nalen enthält, kann Gleichung 3.7 nun folgendermaßen erweitert werden:
˜B  AHDA und y˜  AHDb . (3.10)
da für skalare, positive Werte dm die Matrix ˜B weiterhin symmetrisch und positiv definit ist. Es
gilt nämlich
AHDA  AH  D  DA   DA  H   DA  . (3.11)
Bei kartesischen Messtrajektorien wird D zur Einheitsmatrix. Insbesondere wird jedoch ˜B in
Abwesenheit weiterer Störeinflüsse durch diese Modifikation zumindest näherungsweise zur
Einheitsmatrix. Die Konvergenz iterativer Lösungsverfahren wird dadurch weiter beschleunigt.
Man spricht allgemein bei solchen zusätzlichen Maßnahmen zur Beschleunigung der Lösung
von linearen Gleichungssystemen mit iterativen Verfahren von Präkonditionierung.
Im Folgenden wird die Tilde über B und y auch bei Verwendung von D weggelassen, da
Gleichung 3.7 lediglich den Spezialfall von Gleichung 3.10 für D  I darstellt.
3.3.2 Regularisierung und A-priori-Randbedingungen
Grundsätzlich handelt es sich bei der Lösung von Fredholm’schen Integralgleichungen der er-
sten Art um sogenannte schlecht gestellte (inverse) Probleme, d.h. die Konditionszahl der zu-
geordneten Systemmatrix ist relativ hoch. Bei der Lösung können deshalb Instabilitäten auf-
treten. Diese äußern sich darin, dass in der Lösung x von Gleichung 3.6 starke Schwankungen
auftreten. Eine Möglichkeit, dem zu begegnen, ist die Regularisierung der Systemgleichung.
Gleichung 3.6 kann z.B. mit einem Regularisierungsoperator H und einem Regularisierungspa-
rameter λ erweitert werden zu
 B

λH  x  y . (3.12)
Für H wird meist ein Operator mit Differenzeigenschaften gewählt. Auf das Teilprodukt Bx
wird dann noch ein Summand λHx addiert, dessen Betrag um so größer wird, je stärker die
lokalen Schwankungen von x sind. Bei der Minimierung des Residuums
r  y C B

λH  x (3.13)
werden gleichzeitig auch diese Schwankungen minimiert. Mit dem Parameter λ kann das Maß
der Regularisierung eingestellt werden. Leider ist der optimale Wert von λ nicht einfach zu
finden [49]. Es ist darauf zu achten, dass H - wie B - symmetrisch und positiv definit ist.
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Eine weitere Möglichkeit zur Stabilisierung der Lösung ist die Verwendung von A-priori-
Wissen über das abgebildete Objekt. In vielen Fällen kann z.B. eine Aussage über die maxima-
len Abmessungen des Objekts getroffen werden. Ohne Einschränkung ist es aber möglich, dass
die (ggf. störungsbehaftete) Lösung x von Gleichung 3.6 oder 3.12 endliche Anteile außerhalb
der (bekannten) Objektgrenzen enthält. Analog zur Regularisierung mittels Differenzenopera-
toren kann deshalb Gleichung 3.6 mit einem Maskierungsoperator G und einem entsprechenden
Parameter κ erweitert werden:
 B

κG  x  y . (3.14)
Der Operator G wird dabei so gewählt, dass er nur in den Ortsbereichen von Null verschiedene
Einträge hat, von denen sicher ist, dass sie keine Objektanteile enthalten. Analog zur Unter-
drückung von lokalen Schwankungen der Lösung bei der Minimierung im Fall von Regulari-
sierung können mit Hilfe des Maskierungsoperators Lösungsanteile außerhalb des Objektes bei
der Minimierung des Residuums unterdrückt werden. Ein solcher Operator G entspricht einer
Diagonalmatrix mit reellen Einträgen und ist somit auch symmetrisch und positiv definit.
Alternativ ist es möglich, bekannterweise verschwindende Einträge aus der Unbekannten x
und korrespondierende Spalten aus der Systemmatrix A zu streichen. Dies reduziert die Anzahl
der Freiheitsgrade für die Lösung des linearen Gleichungssystems und trägt so ebenfalls zu ihrer
Stabilisierung, d.h. zur Verringerung der Konditionszahl bei.
3.3.3 Formulierung im Ortsfrequenzbereich
Alternativ zur Formulierung der Gleichungen 3.6 und 3.7 bzw. 3.10 im Ortsbereich kann die
äquivalente Formulierung im Ortsfrequenzbereich
Cz  b (3.15)
mit
C  AAHD und x  AHDz (3.16)
verwendet werden. Dann wird durch Lösung von Gleichung 3.15 nach z ein Vektor gefun-
den, der nach Linksmultiplikation mit AHD das zu rekonstruierende Bild ergibt. Grundsätzlich
sind die beiden Vorgehensweisen nach Gleichung 3.6 und Gleichung 3.15 äquivalent, jedoch
bietet sich Gleichung 3.6 für überbestimmte Gleichungssysteme und Gleichung 3.15 für unter-
bestimmte Gleichungssysteme an.
Gleichung 3.15 entspricht dabei einer Transformation vom unverzerrten in den verzerrten
Ortsfrequenzbereich. Eine Regularisierung bzw. das Einbringen von A-priori-Wissen ist in die-
se Formulierung nicht ohne Weiteres zu integrieren, da das Ortsfrequenzspektrum des idealen
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Bildes keine einfach zu formulierenden Eigenschaften wie Glattheit oder Verschwinden in be-
stimmten Bereichen besitzt. Zudem wären bei nicht-kartesischer Abtastung Nachbarschaften
der Ortsfrequenzwerte zur Anwendung von Differenzenoperatoren nicht einfach festzustellen.
3.4 Die Conjugate-Gradient-Methode
Die bekannte Methode der konjugierten Gradienten (Conjugate Gradients, CG) [53] eignet sich
aus mehreren Gründen ausgezeichnet für das hier betrachtete Bildrekonstruktionsproblem: Wie
auch andere iterative Lösungsverfahren benötigt die CG-Methode in jedem Iterationsschritt le-
diglich die Auswertung eines Matrix-Vektor-Produkts der Form Bx für die, wie im Folgenden
gezeigt wird, die explizite Speicherung von B bzw. A nicht nötig ist. Das CG-Verfahren konver-
giert im Vergleich zu anderen iterativen Lösungsverfahren sehr schnell, insbesondere wenn die
Abweichungen der Systemmatrix B von der Einheitsmatrix klein sind. Im Folgenden wird eine
kurze Zusammenfassung des CG-Algorithmus gegeben. [54] enthält eine anschauliche Einfüh-
rung; eine detaillierte Darstellung findet sich z.B. in [49].
Es sei noch angemerkt, dass Varianten der Conjugate-Gradient-Methode existieren, die die
Behandlung von unsymmetrischen Matrizen erlauben, z.B. unter dem Namen Biconjugate-
Gradient-Methode. Diese sind auch für die generalisierte Bildrekonstruktion verwendbar und
vermeiden insbesondere die bei der Verwendung der Normalengleichungen auftretende Qua-
drierung der Konditionszahl. Sie machen aber ebenfalls die Erweiterung auf Regularisierung
und A-priori-Wissen schwierig bzw. verlängern die Rekonstruktionszeit durch ein schlechteres
Konvergenzverhalten. Solche Varianten werden deshalb im Rahmen dieser Arbeit nicht weiter
berücksichtigt.
3.4.1 Der Conjugate-Gradient-Algorithmus
Die Grundidee des CG-Algorithmus ist die Erkenntnis, dass die Lösung von Gleichung 3.6
äquivalent ist zur Minimierung der (Fehler-) Funktion
Φ  x 
1
2
xHBx  xHy . (3.17)
Hier wird das Skalarprodukt zwischen Datenvektoren, die ohne besondere Kennzeichnung Spal-
tenvektoren sind, also die Größe N  1 besitzen, durch Transposition des ersten Multiplikanden
gekennzeichnet. Der Gradient an Φ im Punkt x entspricht dabei dem negativen Residuum  r
gradΦ  x  Bx  y ) r . (3.18)
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Ausgehend von der initialen Schätzung x  0  für die Lösung des linearen Gleichungssystems
wird nun in jedem Iterationsschritt i jeweils eine Suchrichtung p  i  konstruiert, entlang derer die
aktuelle Schätzung x  i

1  der Lösung gemäß
x  i   x

i

1   αip  i  (3.19)
verbessert wird. In Richtung von p  i  wird nun Φ minimiert durch folgende Wahl für den skala-
ren Streckungsfaktor αi:
αi 
pH i  r

i

1 
pH i  Bp

i 
. (3.20)
Die p  i  haben dabei folgende Eigenschaften:
 p  1  , die erste Suchrichtung, wird zum negativen Gradienten von Φ im Punkt der initialen
Schätzung, d.h. gleich dem initialen Residuum, gewählt:
p  1  5 gradΦ  x  0   Bx  0   y  r  0  . (3.21)
 p  i  ist linear unabhängig von p  1  &'&'& p  i

1  .
 p  i  wird senkrecht zu dem von den Vektoren Bp  1  &(&'& Bp  i

1  aufgespannten Vektorraum
(B-konjuguiert) gewählt.
 Es wird sichergestellt, dass p  i  nicht senkrecht zu r  i

1  (dem aktuellen Gradienten) ist.
So wird1 eine Verringerung von Φ in jedem Iterationsschritt gewährleistet.
 Dabei soll p  i  unter allen vorgenannten Bedingungen in der 2-Norm minimalen Abstand
von r  i

1  haben, d.h.
D
p  i   r  i

1 
D
2  min (3.22)
Alle diese Bedingungen können erfüllt werden, wenn p  i  folgendermaßen gewählt wird:
p  i   r  i

1   βip  i

1  (3.23)
mit dem skalaren Streckungsfaktor β
βi 5
pH i

1  Br

i

1 
pH i

1  Bp

i

1 

rH i

1  Br

i

1 
rH i

2  Br

i

2 
. (3.24)
Das neue Residuum kann ebenfalls iterativ aus den schon bekannten Größen bestimmt werden
r  i   r

i

1   αiBp  i  . (3.25)
Es ist also in jedem Iterationsschritt nur eine Matrix-Vektor-Multiplikation Bp oder Br nötig,
wenn die Suchrichtung und das Residuum des letzten Iterationsschrittes gespeichert werden.
Nur beim ersten Iterationsschritt müssen sowohl Bx als auch Bp berechnet werden.
1In Abwesenheit von z.B. Rundungsfehlern
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3.4.2 Initialisierung der Lösung
In Abwesenheit von anderen Informationen wird die initiale Schätzung der Lösung des Glei-
chungssystems zu Null gesetzt. Dies hat zunächst die Konsequenz, dass bei der Ermittlung des
ersten Residuums die triviale Matrix-Vektor-Multiplikation
B0  0 (3.26)
mit dem Nullvektor 0 auftaucht. Um Zeit zu sparen wird diese Operation weggelassen. Die
erste Suchrichtung p  1  entspricht dann der rechten Seite y  x  0  des Gleichungssystems, d.h.
der Conjugate-Phase-Reconstruction, und stellt damit bereits eine gute initiale Schätzung dar.
Weiterhin ergibt sich die erste berechnete Schätzung der Lösung zu
x  1   x

0 
xH 0  x

0 
xH 0  Bx

0 
. (3.27)
Um die weiteren Suchrichtungen durch die Forderung nach Orthogonalität zu p  1  nicht un-
nötig einzuschränken, kann aus der ohnehin zu berechnenden Conjugate-Phase-Reconstruction
gemäß Gleichung 3.27 die zunächst bestmögliche initiale Schätzung für die Lösung des linea-
ren Gleichungssystems bestimmt werden. Dies verlangt eine Multiplikation mit B und ist damit
genau so aufwendig, wie eine normale CG-Iteration. Die erste Suchrichtung wird dann jedoch
nach der Vorschrift der Conjugate-Gradient-Methode direkt in Richtung der Verminderung der
stärksten verbliebenen Bildartefakte gewählt. Im Folgenden wird dieser Schritt als Lösungsini-
tialisierung bezeichnet.
3.4.3 Verarbeitung von Bildfolgen
Bei der Akquisition von Bildfolgen ist es in der MR-Bildgebung üblich, ein neues Bild bereits
dann zu rekonstruieren, wenn der nächste Teildatensatz nach einem HF-Puls akquiriert wur-
de. Bei Multi-shot-Experimenten wird so nur ein Teil der für ein vollständiges Bild nötigen
Daten ausgetauscht, und man spricht von View-Sharing bzw. Fluoroskopie. Dieser Abschnitt
beschreibt, wie die Lösung des Bildgebungsproblems mittels der CG-Methode auf diesen Fall
entsprechend angepasst werden kann.
Zunächst muss die rechte Seite y des linearen Gleichungssystems neu berechnet werden
(siehe z.B. Gleichung 3.10). Dazu ist es sinnvoll, den Vektor der Messdaten b in mehrere Vek-
toren b  e  zu zerteilen, die jeweils nur für die einem HF-Puls zugeordneten Messwerte von Null
verschiedene Einträge haben, und für die gilt:
b  ∑
e
b  e  . (3.28)
34
3.5. DURCHFÜHRUNG DER MATRIX-VEKTOR-MULTIPLIKATION 35
Gleichermaßen kann die Systemmatrix A in Teilmatrizen unterteilt werden, deren Zeilen nur
für die entsprechenden Einträge von b von Null verschiedene sind, und für die analog gilt:
A  ∑
e
A  e  . (3.29)
Für jede HF-Anregung kann dann ein Teilergebnis der rechten Seite des Gleichungssystems y  e 
gespeichert werden, das einer Conjugate-Phase-Reconstruction eines unterabgetasteten Ortsfre-
quenzspektrums entspricht:
y  e   AH e  D  e  b  e  . (3.30)
Dabei ist D  e  die entsprechende Teilmatrix der Dichtekompensationsfaktoren. Dadurch ent-
steht zusätzlicher Speicheraufwand für die y  e  . Gleichung 3.30 ist jedoch mit ensprechend
weniger Rechenaufwand auszuwerten als die vollständige Neuberechnung der rechten Seite
des Gleichungssystems. Diese Auswertung muss nach einem HF-Puls und der Aufnahme eines
Teilvektors nur für diesen Teilvektor neu durchgeführt werden. Die komplette rechte Seite des
Gleichungssystems kann dann einfach gemäß
y  ∑
e
y  e  (3.31)
zusammengefasst werden.
Als erste Schätzung für die neue Iteration kann meist die aktuelle Schätzung x  i  der alten
Iteration verwendet werden. Die während der bisherigen Iteration konstruierte Reihe der Such-
richtungen innerhalb der CG-Methode muss dann neu initialisiert werden. Dazu ist einmalig die
Berechnung des ersten Residuums r  1  der neu gestarteten Iteration nötig:
r  1   Bx  i   y . (3.32)
3.5 Durchführung der Matrix-Vektor-Multiplikation
In den vorigen Abschnitten wurde gezeigt, wie die generalisierte Bildrekonstruktion als Lösung
eines linearen Gleichungssystems mit Hilfe der Methode der konjugierten Gradienten gefunden
werden kann. Dieser Abschnitt beschäftigt sich mit der Durchführung der zentralen Basisope-
ration der Conjugate-Gradient-Methode: der Matrix-Vektor-Multiplikation der Systemmatrix B
mit der aktuellen Suchrichtung p.
Gleichung 2.32 kann als Basis für die Ausarbeitung eines entsprechenden Algorithmus ver-
wendet werden. Bild 3.1 zeigt den Datenfluss bei einer Multiplikation Bp. Das aktuelle Daten-
feld p wird zunächst elementweise mit einem der Spulensensitivitätsprofile multipliziert2:
p 	n  pn fn . (3.33)
2Indices ohne Klammern bezeichnen jetzt wieder Vektorelemente.
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p
…
Bp+
p' 1( )
p' 2( )
p' C( )
…
f 1( )⋅
f 2( )⋅
f C( )⋅
f*1( )⋅
f*2( )⋅
f*C( )⋅
GDFT
GDFT
GDFT
…
cGDFT
cGDFT
cGDFT
…
p'' 1( )
p'' 2( )
p'' C( )
q 1( )
q 2( )
q C( )
Bild 3.1: Datenfluss bei der Durchführung der auf der Ebene der HF-Spulen parallelisierten
Matrix-Vektor-Multiplikation. Der Operator „ > “ bezeichnet die elementweise Multiplikation der
Einträge zweier Vektoren.
Dies ergibt als Zwischenergebnisse die Vektoren p
	

c 
, die zu den Sensitivitätsprofilen f  c  gehö-
ren. In den nächsten Gleichungen wird zur besseren Übersichtlichkeit der Index  c  weggelas-
sen. Nun wird eine Transformation der Form
qm 
N
∑
n $ 1
p 	n e 
tm
T2 4 n e

jt m∆ωn e

j
#
km
#
rn (3.34)
durchgeführt, die im Folgenden als generalisierte diskrete Fouriertransformation (GDFT) be-
zeichnet wird. Das Produkt aus den Exponentialfaktoren in Gleichung 3.34 entspricht dabei,
bis auf die bereits durchgeführte Gewichtung mit den Spulensensitivitäten, einem Eintrag aus
der Matrix A. Da A nicht gespeichert wird bzw. nicht gespeichert werden kann, werden diese
Faktoren zur Laufzeit des Programms berechnet. Für eine hohe Geschwindigkeit der GDFT ist
deshalb ein Prozessor bzw. eine Softwareumgebung mit einer schnellen Implementierung der
Exponentialfunktion von Vorteil. Der Ergebnisvektor3 q, bzw. die Ergebnisvektoren q  c  , der
GDFT wird dann mit den Werten dm elementweise multipliziert (in Bild 3.1 nicht gezeigt) und
mit der konjugierten Operation (cGDFT) transformiert:
p 	E	l 
M
∑
m $ 1
qmdm e
.
tm
T2 4 n e . jt m∆ωn e . j #km
#
rn
. (3.35)
Dies wird für alle C Sensitivitäten durchgeführt. Schließlich werden alle Ergebnisvektoren p
	E	

c 
,
die zu den einzelnen Sensitivitätsprofilen gehören, mit den entsprechenden konjugierten Sen-
sitivitätswerten f
;

c 
elementweise multipliziert und zum Gesamtergebnis der Matrix-Vektor-
Multiplikation aufaddiert.
3q ist jetzt, im Gegensatz zu b in Gleichung 3.2, nur noch ein beliebiger Datenvektor, der einem einzelnen
Detektor mit der Sensitivität f entspricht. Das hier zugehörige „Objekt“ ist die aktuelle Suchrichtung p.
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3.5.1 Beschleunigung durch Parallelisierung
Wie aus Bild 3.1 ersichtlich ist, kann die Durchführung der Matrix-Vektor-Multiplikation auf
der Ebene der Spulensensitivitäten parallelisiert werden: die aktuelle Suchrichtung p wird an bis
zu C verschiedene Prozessoren verteilt. Jeder Prozessor führt dann die Schritte Multiplikation
mit f  c  , GDFT, cGDFT und Multiplikation mit f ;  c  unabhängig von den anderen Prozessoren
durch. Die Zwischenergebnisse werden dann gesammelt und summiert.
Dabei ist der Aufwand für die Kommunikation der Teilergebnisse mit O  N  Elementen
schon bei Verwendung eines heute gängigen 100 MBit Ethernet deutlich geringer als der Auf-
wand zur Durchführung der beiden GDFT mit O  MN  Rechenoperationen.
p'
…
q
q1
q2
qM
a 1( )⋅
a 2( )⋅
a M( )⋅
…
∑
∑
∑
Bild 3.2: Datenfluss bei der Durchführung der parallelisierten generalisierte diskreten Fourier-
transformation.
Auf der Ebene der generalisierten diskreten Fouriertransformation kann ebenfalls eine par-
allelisierte Verarbeitung erfolgen. Dies lässt sich anhand von Bild 3.2 bzw. Gleichung 3.34
erläutern: Der aktuelle, bereits mit der entsprechenden Spulensensitivität gewichtete Vektor p
	
wird je nach aktuellem Index m des gewünschten Abtastwerts im k-Raum4 elementweise mit
komplexwertigen Faktoren
an  e 
tm
T2 4 n e

jt m∆ωn e

j
#
km
#
rn (3.36)
gewichtet. Diese werden, wie oben, zur Laufzeit aus den lokal gespeicherten Größen t, t
	
, T2
etc. berechnet und sind für die Darstellung in Bild 3.2 in den Vektoren a  m  zusammengefasst.
Die Summe aller Elemente eines solchen Zwischenergebnisses ergibt dann einen Wert der ge-
neralisierten diskreten Fouriertransformation qm. Die Berechnung der einzelnen qm ist dabei
voneinander unabhängig, so dass Teile des Ergebnisvektors q von verschiedenen Prozessoren
4Diese Abtastwerte stellen wiederum, wie auch der Vektor p F keine sinnvollen MR-Daten bzw. Bilder dar,
sondern sind nur als Zwischenergebnisse zu sehen, denen jedoch eine Koordinate Gk zugeordnet werden kann.
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berechnet werden können. Analog gilt dies auch für die konjugierte Transformation gemäß
Gleichung 3.35.
Der innerste Kern der generalisierten Bildrekonstruktion eignet sich also hervorragend zur
Abbildung auf Parallelrechnerarchitekturen.
3.6 Einsatz der schnellen Fouriertransformation
Wenn nur bestimmte Kombinationen von Störeinflüssen korrigiert werden müssen oder die be-
kannten Störgrößen bestimmte Symmetriebedingungen erfüllen, kann die Durchführung der
generalisierten Bildrekonstruktion weiter beschleunigt werden. Gilt z.B. für eine hinreichend
große Anzahl M
	
von Messwerten
tm  const  : tˆm

und t 	m  const  : tˆ 	m

mit m 	  1 &'&(& M 	 (3.37)
und liegen sowohl die k-Raum-Werte als auch die Bildpunkte auf einem kartesischen Raster,
so ist das Ergebnis der GDFT für alle m, die Gleichung 3.37 erfüllen, gleich der schnellen
Fouriertransformation (FFT) des Vektors p
	
, elementweise multipliziert mit den zu tˆm

und tˆ
	m

gehörigen Exponentialfunktionen aus Gleichung 3.36 ohne die Ortskodierung gemäß
p 	E	n  p 	na 	n (3.38)
mit
a
	n  e 
tˆ
m

T2 4 n e

jtˆ 
m

∆ωn
. (3.39)
p'
…
q
q' 1( )
q' 2( )
q' M'( )
a' 1( )⋅
a' 2( )⋅
a' M'( )⋅
…
Γ1∈FFT
FFT
FFT
…
q 1( )
q 2( )
q M'( ) ΓM'∈
Γ2∈
p'' 1( )
p'' 2( )
p'' M'( )
Bild 3.3: Durchführung der generalisierten diskreten Fouriertransformation mithilfe der FFT.
Die zu einem Paar  tˆm


 tˆ
	m

 gehörigen Gewichte werden zur Darstellung in Bild 3.3 wiederum
in Vektoren a  m


zusammengefasst. Algorithmisch stellt sich dieses Vorgehen wie folgt dar:
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Nach der elementweisen Multiplikation von p
	
mit a
	

m


wird eine FFT des Zwischenergebnis-
ses p  m


durchgeführt. Aus den jeweiligen Ergebnisvektoren q  m


werden dann die Werte qm
herausgesucht, die Gleichung 3.37 erfüllen. In Bild 3.3 wird dies durch die Zughörigkeit zur
Menge Γm

dargestellt. Diese Menge wird bei gewöhnlichen MR-Experimenten stets mehrere
Elemente enthalten, da sich HF-Anregung und Datenakquisition periodisch wiederholen. Diese
Werte werden in den Teilvektoren q
	

m


gesammelt und schließlich zum Ergebnisvektor q der
generalisierten diskreten Fouriertransformation zusammengefasst.
Analog kann die cGDFT für eine Gruppe von N
	
Ortsraum-Werten als inverse FFT (iFFT)
durchgeführt werden, falls für diese Werte gilt:
T2  n  const  : HT2n

und ∆ωn  const JI∆ωn

. (3.40)
Das algorithmische Verfahren ist völlig analog zur GDFT.
Die Möglichkeit zur Anwendung der FFT tritt im Allgemeinen nur bei der GDFT auf, da
durch die reguläre Struktur üblicher MR-Experimente die Abtastzeiten und die Dephasierungs-
zeiten koregistriert sind, d.h. einem Datenpunkt mit einem bestimmten Wert von t ist immer
derselbe Wert von t
	
zugeordnet. Im Gegensatz dazu sind die objektabhängigen Werte von
Hauptfeldinhomogenität und Relaxationszeit im Allgemeinen nicht koregistriert.
t t', 180°90° 180°90°
t
t'
t
t'
Zeit
…
≈
…
Koregistrierung
Wiederholung
Diskretisierung
Bild 3.4: Koregistrierung der Zeiten t und t
	
für eine Spinecho-Sequenz. Ebenfalls eingezeichnet
ist der Fall der Diskretisierung von t und t
	
.
Bild 3.4 zeigt die Parameter t und t
	
in Abhängigkeit vom tatsächlichen Zeitverlauf des
Experiments für eine Spinecho-Sequenz. Es ist ersichtlich, dass sie auch nach dem 180 3 -Puls
für gleiche Zeitpunkte immer in der gleichen Kombination auftreten (Koregistrierung). Diese
Kombinationen wiederholen sich nach jedem 90 K -Puls. Der nächste Abschnitt behandelt die in
Bild 3.4 ebenfalls dargestellte Diskretisierung von Parametern.
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3.6.1 Parameterdiskretisierung
Eine näherungsweise Berechnung der Matrix-Vektor-Multiplikation bei drastischer Verkürzung
der Berechnungsdauer lässt sich durch eine Einteilung der t, t
	
, T2 und ∆ω in diskrete Intervalle
erreichen, für die jeweils die Gleichungen 3.37 und 3.40 näherungsweise gelten. Bild 3.4 zeigt
die Koregistrierung bzw. Diskretisierung der Zeiten t und t
	
beispielhaft für eine Spinecho-
Sequenz. Insgesamt wird eine Verkürzung der Berechnung erreicht, wenn die N
	
-fache bzw.
M
	
-fache Durchführung der FFT weniger Zeit in Anspruch nimmt, als die Durchführung der
GDFT bzw. cGDFT für M bzw. N Samples. Die einzelnen FFTs können dann natürlich parallel
von bis zu M
	
Prozessoren verarbeitet werden.
3.6.2 Nicht-äquidistante schnelle Fouriertransformation
Hauptnachteil der im vorigen Abschnitt beschriebenen Diskretisierung der Störgrößen zum Ein-
satz der FFT ist die Forderung nach äquidistanter Abtastung der Daten in beiden konjugierten
Räumen. Sie schließt alle nicht-äquidistanten Experimente, wie z.B. die Spiral-Bildgebung, zu-
nächst aus. Trotzdem ist eine Beschleunigung der Matrix-Vektor-Multiplikation möglich, und
zwar durch den Einsatz schneller Algorithmen für die nicht-äquidistante schnelle Fouriertrans-
formation (nonuniform fast Fourier Transform, NU-FFT). Diese sind von verschiedenen Auto-
ren vorgeschlagen worden, z.B. [55, 56, 57]. Hier wird die Methode von Dutt und Rokhlin näher
vorgestellt, die auch ausschließlich in dieser Arbeit verwendet wird. Ihre Grundidee besteht in
der Anwendung der schnellen Fouriertransformation ( LM0N>O2 ) auf den Ausgangsvektor5 x
b
	
LP0 x 2 , (3.41)
die als Zwischenergebnis das diskrete (äquidistante) Fourierspektrum b
	
von x liefert. Anschlie-
ßend wird eine effiziente lokale Interpolation der äquidistanten Einträge von b
	
auf das nicht-
äquidistante Raster vorgenommen. Dies geschieht durch diskrete Faltung mit einem „schmalen“
Faltungskern u der Breite L

1 (mit L

1
9
M) von der Form
bm 
L
2∑
l $

L
2
ulb 	m˜

l . (3.42)
Dabei ist m˜ der Index im äquidistanten Vektor, der dem Index m im nicht-äquidistanten Vektor
am nächsten ist. Formal sind hier eindimensionale Operationen beschrieben. Die Erweiterung
auf zweidimensionale Datenfelder ist jedoch einfach: Die Faltungskerne haben L

1  L

1
Werte; Operationen wie die schnelle Fouriertransformation werden durch die entsprechende
5In diesem Abschnitt sind mit x, b, etc. beliebige Datenvektoren bezeichnet, die nicht mit den speziellen Größen
der Matrixdarstellung des Bildgebungsproblems übereinstimmen.
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zweidimensionale Variante ersetzt. Die Faltung in Gleichung 3.42 „verfälscht“ die Daten zu-
sätzlich. Deshalb muss ihr Einfluss durch eine inverse Faltung mit u kompensiert werden. Dies
geschieht am zweckmäßigsten durch elementweise Division des Ausgangsvektors x vor der
FFT durch die inverse (kartesische) diskrete Fouriertransformierte U von u. Gleichung 3.41
wird deshalb folgendermaßen modifiziert:
b 	QLP0 x R U 2 . (3.43)
Der Operator „ R “ bezeichnet dabei elementweise Division. Um die Genauigkeit der NU-FFT
zu erhöhen kann es vorteilhaft sein, statt der Vergrößerung des Faltungskerns (Vergrößerung
von L) das äquidistante Raster um den Faktor ε zu vergrößern (Überabtastung).
Der Vektor b liegt jetzt in nicht-äqudistanter Abtastung vor. Zu seiner Berechnung wa-
ren O  N  Operationen für die Präkompensation, O  εNlog  εN ( Operationen für die FFT und
O  LM  Operationen für die diskrete Faltung nötig.
Die konjugierte Operation zur NU-FFT (cNU-FFT) wird völlig analog durch umgekehrte
Reihenfolge der Operationen durchgeführt. Durch Faltungsinterpolation mit u, diesmal vom
nicht-äquidistanten auf das äquidistante Raster
b 	m˜

L S 2 TUTET m˜
.
L S 2  b 	m˜

L S 2 TETUT m˜
.
L S 2  bmu für alle m  1 &'&(& M , (3.44)
wird der Vektor b
	
berechnet. Aus diesem wird durch (inverse) FFT (i LP0N>O2 ) und nachträgliche
Kompensation der Faltungseffekte der Ergebnisvektor y
y  i LP0 b 	 2R U (3.45)
bestimmt. Es ist wichtig zu erwähnen, dass analog zu den Verhältnissen bei der diskreten (äqui-
distanten) Fouriertransformation und ihrer konjugierten Operation NU-FFT und cNU-FFT nicht
zueinander inverse Operationen sind (d.h. y V x).
Weiterhin ist noch anzumerken, dass die cNU-FFT sehr starke Parallelen zu dem in der
Bildrekonstruktion von nicht-äquidistanten Abtastwerten gebräuchlichen Gridding-Verfahren
aufweist. Gridding mit vorheriger Kompensation der Abtastdichte kann nach den Betrachtun-
gen aus den Abschnitten 2.9.1 und 3.3.1 als Approximation der inversen NU-FFT verstanden
werden. Dort wird die Wahl einer geeigneten Funktion für den Interpolations-Faltungskern dis-
kutiert und z.B. das Kaiser-Bessel-Fenster vorgeschlagen [21]. Im Unterschied dazu wird bei
Dutt und Rokhlin die Gaußfunktion als Faltungskern verwendet, die eine Formulierung exakter
Fehlerschranken erlaubt. Für die inverse NU-FFT wird ein iterativer Ansatz vorgeschlagen, der
Parallelen zur generalisierten Bildrekonstruktion aufweist.
Insgesamt benötigen NU-FFT und cNU-FFT dieser Art also O  LM

εN logεN

εN  Ope-
rationen zuzüglich des Berechnungsaufwands für die u (im Allgemeinen  L

1  2 Werte für je-
den nicht-äquidistanten Abtastwert) und für U (N Werte). U und u müssen aber bei mehrfacher
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Anwendung der NU-FFT auf dem gleichen nicht-äquidistanten Raster nur einmal berechnet
werden.
Es konnte festgestellt werden, dass die bei Dutt und Rokhlin für die Einhaltung der Feh-
lerschranken geforderten Mindeswerte für L (8) und ε (2) durchaus ohne dramatische Genau-
igkeitsverluste unterschritten werden können. Dies resultiert in einer weiteren Beschleunigung
der NU-FFT. In [43] wurde L  6 und ε  1 mit Erfolg für die Rekonstruktion von sensi-
tivitätskodiertem Spiral-Imaging verwendet. Optimierte Gridding-Verfahren verwenden sogar
Faltungskerne in Form von Kaiser-Bessel-Fenstern mit den äquivalenten Parametern L  2 und
ε  1 [58].
3.7 Spezielle Lösungen und Anwendungen
In diesem Abschnitt werden einige konkrete Spezialfälle für die Anwendung der generalisier-
ten Bildrekonstruktion im Detail behandelt. Diese sind als Beispiele dafür zu sehen, wie die
allgemeine Beschreibung aller Störeinflüsse auf effiziente Bildrekonstruktions- und Bildkor-
rekturalgorithmen für Spezialfälle führen kann.
3.7.1 Beschränkung auf ∆ω oder T2
Ist der Einfluss der transversalen Relaxationszeit zu vernachlässigen, oder soll für diese Stör-
größe keine Korrektur durchgeführt werden, so ist die im Abschnitt 3.6 beschriebene Diskre-
tisierung der verbleibenden Größen t
	
und ∆ω immer möglich. In diesem Fall lässt sich die
Inhomogenitätskorrektur in sehr kurzer Zeit durchführen. In Kapitel 4 wird gezeigt, wie dies
ohne merkliche Qualitätseinbußen möglich ist, siehe auch [37]. Dasselbe Maß an Beschleuni-
gung ist natürlich möglich, wenn nur eine Korrektur der Einflüsse von T2 durchgeführt werden
soll. Eine solche Anwendung wird im Abschnitt 3.7.5 weiter unten vorgestellt.
3.7.2 Sensitivitätskodierung mit beliebigen k-Raum-Trajektorien
Eine weitere Beschleunigung der Bildrekonstruktion ist möglich, wenn nur die Sensitivitäts-
kodierung berücksichtigt werden soll. Dann ist die Anzahl der diskreten Werte für die Größen
t, t
	
, ∆ω und T2 trivialerweise Eins. Da für sensitivitätskodierte kartesische Bildgebungsex-
perimente schnelle Rekonstruktionsalgorithmen existieren, ist dieser Spezialfall nur bei nicht-
äquidistanten k-Raum-Trajektorien sinnvoll.
Beim Einsatz von Sensitivitätskodierung liegen von den einzelnen Empfangsspulen typi-
scherweise nur unterabgetastete Datensätze vor. So wird z.B. von einem Spiral-Experiment mit
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K Spiralarmen für volle k-Raum-Abtastung jeweils nur ein Datensatz mit K W C Spiralarmen
aufgenommen (C bezeichnet wieder die Anzahl der Empfangsspulen).
Die Berechnung des Matrix-Vektor-Produkts reduziert sich dann auf die Multiplikation mit
einem Sensitivitätsprofil, einer NU-FFT in den (unterabgetasteten) k-Raum, einer cNU-FFT
zurück in den Ortsraum und schließlich einer Multiplikation mit dem konjugierten Sensitivi-
tätsprofil nebst Summation aller Teildatensätze.
Hier bietet es sich nun an, die Verarbeitungsschritte GDFT, Multiplikation mit D und
cGDFT in einer kompakten Softwareroutine zu realisieren. In Abwesenheit weiterer Störein-
flüsse können NU-FFT und cNU-FFT zum Einsatz kommen. Bei der kombinierten Transfor-
mation, die aus FFT, doppelter Faltungsinterpolation und iFFT besteht, können einige Kopier-
und Rechenschritte gespart werden [43].
3.7.3 Nur nicht-äquidistante k-Raum-Trajektorien
Im einfachsten Fall kann die generalisierte Bildrekonstruktion auch für die Rekonstruktion von
Messexperimenten mit nur einem Detektor und nicht-äquidistanter k-Raum-Abtastung einge-
setzt werden. Dann ist keine Dichtekompensationsfunktion vonnöten, bzw. es kann eine ap-
proximierte DCF zur Präkonditionierung eingesetzt werden. Algorithmisch bleibt als zentrale
Operation bei der Durchführung der Matrix-Vektor-Multiplikation die NU-FFT mit direkt an-
schließender cNU-FFT übrig. Die Rechenzeit sinkt so im Vergleich zu Abschnitt 3.7.2 etwa um
den Faktor C.
3.7.4 Nicht-kartesische Filterung als kartesische Faltung
Die Wirkung von NU-FFT und cNU-FFT hintereinander kann auch als Filterung im nicht-
kartesischen Ortsfrequenzbereich verstanden werden. Die unterabgetastete Messtrajektorie, de-
ren Werte entweder gleich Eins oder identisch mit den Werten der Dichtekompensationsfunkti-
on sind, stellt dabei die Übertragungsfunktion eines FIR-Filters dar. Formal kann die Wirkung
von NU-FFT und cNU-FFT hintereinander folgendermaßen beschrieben werden:
Beginnend mit Gleichung 2.32 für eine einzelne Empfangsspule
sm  ∑
n
ρn fne  j #km
#
rn (3.46)
und der konjugierten Transformation
σp  f ;p ∑
m
sme
j
#
km
#
rp (3.47)
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lautet die Kombination
σp  f ;p ∑
m
∑
n
ρn fne  j #km
#
xne j #km
#
xp
 f ;p ∑
n
ρn fn ∑
m
e

j
#
km

#
xn

#
xp 
.
Die zweite Summe kann, ähnlich wie bei der Analyse der Auswirkungen von Feldinhomo-
genitäten in Kapitel 2, als Faltungskern gn interpretiert werden. Mit der Definition
gn

p  ∑
m
e

j
#
km

#
xn

#
xp  (3.48)
und
ρˆn  ρn fn (3.49)
lautet Gleichung 3.48 schließlich
σp  f ;n ∑
n
ρˆngn

p (3.50)
was einer Faltung im kartesischen Raum entspricht, da
 
xn 
 
xp nur eine Funktion von n  p
ist. Diese Faltung kann natürlich effizient als Multiplikation im fouriertransformierten Raum
durchgeführt werden. Die NU-FFT und cNU-FFT können also vollständig vermieden werden.
Da die Filterung einen Informationsverlust verursacht, treten auch keine Stabilitätsprobleme bei
der Faltung auf. Es muss allerdings beachtet werden, dass gn

p Indices von  N  1 bis N  1
aufweist, so dass für die effiziente Implementierung der kartesischen Faltung mit FFTs eine
Datenmatrix mit der doppelten Ausdehnung gewählt werden muss, um Einfaltungseffekte zu
vermeiden. Der Nachteil dieser Art der nicht-uniformen Filterung ist also eine Vergrößerung
der Datenmatrizen um den Faktor 2. Der Aufwand für die FFTs steigt demnach um den Faktor
4. Der Geschwindigkeitsvorteil bei einer optimierten Implementierung der NU-FFT mit Redu-
zierung der Parameter L und ε unter die in [57] geforderten Werte ist jedoch größer [59]. Die
rein kartesische Variante hat allerdings den Vorteil, exakte Ergebnisse zu liefern.
Weiterhin ist zu erwähnen, dass die Berechnung von Matrix-Vektor-Produkten bei struk-
turierten Matrizen mittels kartesischer Faltung im transformierten Raum eine wohlbekannte
Methode ist, siehe z.B. [60].
3.7.5 T2-Schätzung und simultane Korrektur von T2-Artefakten
Haacke et al. haben bereits 1988 ein Verfahren vorgeschlagen, das die gleichzeitige Korrek-
tur und Schätzung von T2-Artefakten ermöglicht [38]. Sie basiert auf der Akquisition von
zwei Messexperimenten, die sich ausschließlich in einer konstanten Verschiebung ∆T E der
Akquisitions- und Echozeiten unterscheiden. Aus diesen wird eine erste Schätzung von T2 ohne
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die Korrektur der dadurch entstandenen Artefakte ermittelt (vgl. Abschnitt 3.10). Es wird dann
eine Art Fixpunktiteration mit fortschreitender Verbesserung sowohl der T2-Schätzung als auch
der Bildrekonstruktion durchgeführt. Wie bereits in Kapitel 2 erwähnt, wurde diese Methode
nur im eindimensionalen Fall demonstriert.
Da die vorgeschlagene generalisierte Bildrekonstruktion eine Korrektur bei bekannten T2-
Werten auch für zwei- und mehrdimensionale Messexperimente zulässt, ist zu erwarten, dass so
eine Erweiterung der T2-Deconvolution auf solche Messexperimente möglich ist. Erste Ergeb-
nisse dazu werden in Abschnitt 4.9 vorgestellt.
3.8 Abschätzungen für Speicherplatz und Rechenzeit
In diesem Abschnitt soll eine Abschätzung für die zur Durchführung der generalisierten Bild-
rekonstruktion benötigte Rechenleistung, d.h. Speicherplatz und Rechenzeit, gegeben werden.
Tabelle 3.1 zeigt eine Zusammenstellung der für die allgemeinste Form der generalisierten
Bildrekonstruktion nötigen Datenfelder. Dabei wird von der im Rahmen dieser Arbeit erstellten
Software ausgegangen. Diese ist insbesondere optimiert auf die schnelle Verarbeitung von Teil-
datensätzen, die jeweils nach einem HF-Puls akquiriert werden. Aus Geschwindigkeitsgründen
wurde eine sogenannte out-of-Place FFT verwendet, die zwei Datenfelder zur Zwischenspei-
cherung von Werten benötigt. Implementierungen mit anderen Leistungsschwerpunkten sind
denkbar. Der Eintrag „FFT-Kompensation“ bezeichnet zusätzliche Exponentialfaktoren, mit de-
nen eine Verschiebung des Nullpunkts der FFT durchgeführt werden kann: dieser liegt bei sym-
metrischer Abtastung des Ortsfrequenzspektrums entweder am Ort des Samples N
	
W 2

1, oder
zwischen den Samples N
	
W 2 und N
	
W 2

1. Bei den meisten Implementierungen der FFT liegt
der Nullpunkt jedoch definitionsgemäß im Sample 1.
Tabelle 3.2 fasst den Rechenzeitbedarf der einzelnen Verarbeitungsschritte größenordnungs-
mäßig zusammen. Dabei wurde, ebenso wie beim Speicherplatzbedarf, von zweidimensiona-
len MR-Experimenten ausgegangen. Der Rechenaufwand für eine Iteration der generalisierten
Bildrekonstruktion entspricht im Wesentlichen dem für eine Multiplikation mit A und dem für
eine Multiplikation mit AH .
3.9 Dreidimensionale Bildgebung
Es soll erwähnt werden, dass die am Anfang dieses Kapitels vorgestellte Herleitung der ge-
neralisierten Bildrekonstruktion grundsätzlich für dreidimensionale Messexperimente einsetz-
bar ist. In Kapitel 4 werden jedoch nur zweidimensionale Beispiele gegeben. Dies erscheint
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Tabelle 3.1: Speicherplatzbedarf der einzelnen Datenfelder.
Datenfeld Datenworte
Rohdaten 2M
k-Raum-Koordinaten 2M
Dichtekompensationsfunktion M
Abtastzeiten M
Dephasierungszeiten M
Rohbilder 2CN
Spulensensitivitäten 2CN
B0-Inhomogenität N
Relaxationszeit N
CG-Schätzung für Bild 2N
CG-Residuum 2N
CG-Suchrichtung 2N
NU-FFT-Faltungskerne q2M
2 NU-FFT Zwischenfelder 4m2N
NU-FFT-Faltungskompensation N
FFT-Kompensation 4N
	
 7

q2  M

Summe  4C

4m2

9  N

4N
	
ausreichend, da in der Praxis die meisten dreidimensionalen Messexperimente aus zweidimen-
sionalen Grundbausteinen mit Phasenkodierung in der dritten Raumrichtung bestehen. Analog
zum Fall der Standardbildgebung im zweidimensionalen Fall treten dann Artefakte nur in der
entsprechenden zweidimensionalen Bildebene auf. Ihre Korrektur kann dann mit den hier vor-
gestellten zweidimensionalen Methoden durchgeführt werden. Ein weiteres Argument für die
Beschränkung auf zweidimensionale Fälle ist die im dreidimensionalen trotz Beschleunigungs-
maßnahmen weiter stark ansteigende Rechenzeit, die zur Zeit noch keinen praktikablen Einsatz
der generalisierten Bildrekonstruktion erlauben würde.
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Tabelle 3.2: Rechenzeitbedarf der einzelnen Verarbeitungsschritte.
Verarbeitungsschritt FLOPS
FFT O  2N2K log2 NK 
NU-FFT O  L2M

N

2N2K log2 NK)
Multiplikation mit A (DFT) O  MN2 
Multiplikation mit AH (DFT) O  NM2 
Multiplikation mit A (FFT) O  2M
	
N2K log2 NK 
Multiplikation mit AH (FFT) O  2N
	
N2K log2 NK 
Multiplikation mit A (NU-FFT) O  M
	

L2M

ε2N

2ε2N2K log2 NK X
Multiplikation mit AH (NU-FFT) O  M
	

L2M

ε2N

2ε2N2K logNK X
3.10 Akquisition von Störparametern
In diesem Abschnitt werden einfache Methoden beschrieben, mit deren Hilfe die benötigten
Störparameter geschätzt werden können. Da im Folgenden in der Hauptsache Simulationsexpe-
rimente ohne Rauschen verwendet werden, sind diese einfachen Methoden als grober Machbar-
keitsnachweis einer Akquisition der Störparameter ausreichend. In der Praxis werden aufwen-
digere Maßnahmen nötig sein.
Für die Akquisition der Spulensensitivitäten f

c  kann mit jeder HF-Spule ein vollständig
abgetastetes Messexperiment unter Verwendung aller Abtastwerte der verwendeten k-Raum-
Trajektorie durchgeführt werden. Die Standardrekonstruktion dieser Datensätze liefert Bilder
ρ

c  von einzelnen Spulen. Aus einer weiteren Akquisition mit einer Spule homogener Sen-
sitivität (Körperspule) oder der Sum-of-Squares-Rekonstruktion der Datensätze der einzelnen
Spulen kann dann ein Referenzbild ρ

0  erzeugt werden. Aus der Division der einzelnen Bilder
mit dem Referenzbild werden dann Schätzungen der Spulensensitivitäten
f

c 

ρ

c 
ρ

0  (3.51)
als Eingangsparameter für die generalisierte Bildrekonstruktion berechnet. Zur Vermeidung von
numerischen Problemen bei der Division werden alle Sensitivitätswerte zu Null gesetzt, für die
das Referenzbild an der entsprechenden Stelle weniger als z.B. 5 % seines Maximalwertes
aufweist.
Die Korrekturparameter ∆B0 (Fieldmap) bzw. ∆ω und T2 können mit Hilfe von zwei Gradi-
entenecho-Experimenten mit sehr hohen Gradientenfeldstärken ermittelt werden. Dann ist der
Einfluss der Störgrößen gering [61]. Bezeichnet man die so gemessenen Bilder mit ρˆ

1  und ρˆ

2 
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und die jeweiligen Echozeiten mit T E1 und T E2, so lassen sich, insbesondere in Abwesenheit
von Rauschen, Schätzungen für diese Korrekturparameter folgendermaßen angeben:
T2 )
∆T E
ln / ρˆ1 W ρˆ2 /
(3.52)
und
∆ω  γ∆B0 
arg

ρˆ1ρˆ ;2 
γ∆T E (3.53)
mit
∆T E  T E2  T E1 (3.54)
Bildbereiche, in denen die Objektintensität unterhalb einer gewissen Schwelle (z.B. 5% der
maximalen Bildintensität) liegt, werden wiederum zu Null gesetzt, um numerische Instabilitäten
zu vermeiden.
Falls die so erzeugten Parameterfelder bei der generalisierten Bildrekonstruktion nicht zu
akzeptablen Ergebnissen führen, können weitere Verarbeitungsschritte, wie z.B. Glättung und
Inter- bzw. Extrapolation eingesetzt werden. Beispiele dafür werden in Kapitel 4 gegeben.
3.11 Fehlermaße
Um die im nächsten Kapitel beschriebenen Beispiele für die Anwendung der generalisierten
Bildrekonstruktion zu bewerten, soll neben der subjektiven Beurteilung von Bildergebnissen
ein numerisches Maß für die Qualität der Korrekturergebnisse verwendet werden. Dazu kann
zunächst der relative, mittlere quadratische Fehler in Amplitudendarstellung η0 (Root-Mean-
Square-Error, RMS-Error) zwischen dem Ergebnis der Korrektur xkorr und einem störungsfrei-
en, d.h. idealen Bild xideal mit
η0 
D
xkorr  xideal
D
2
D
xideal
D
2
(3.55)
verwendet werden.
D
>
D
bezeichnet dabei die 2-Norm eines Vektors der Länge N mit
D
x
D
2 :Y
1
N
xHx 
1
N
N
∑
n $ 1
xnx ;n . (3.56)
η0 kann allgemein auch als Quadratwurzel des Verhältnisses zwischen der mittleren Artefakt-
energie und der mittleren Energie des idealen Bildes verstanden werden. Wenn die Abweichung
vom idealen Bild den Charakter von Rauschen hat, kann der Kehrwert von η0, in Dezibel (dB)
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ausgedrückt, als eine Definition für das Signal-Rausch-Verhältnis (Signal-to-Noise-Ratio, SNR)
verwendet werden:
SNR  20 1η0
dB . (3.57)
Diese Definition des SNR ist nicht identisch mit der in der digitalen Bildverarbeitung üblichen
Definition des Peak-SNR, bei dem die Signalenergie aus dem maximalen Wert eines Bildes
bestimmt wird. Dafür lässt sich die hier verwendete Definition des SNR auch auf Rohdaten im
Ortsfrequenzbereich anwenden.
Die generalisierte Bildrekonstruktion verursacht jedoch durch die iterative Lösung des li-
nearen Gleichungssystems gegebenenfalls eine schwer fassbare Intensitätsgewichtung des re-
konstruierten Bildes relativ zum idealen Bild. Eine solche Skalierung ist für den diagnostischen
Wert des Bildes unerheblich, verfälscht aber den Wert von η0 und macht ihn damit unbrauchbar.
Es wird deshalb ein Gewichtungsfaktor ν eingeführt, der den absoluten Fehler minimiert, d.h.
D
νxkorr  xideal
D
2  min . (3.58)
Dies wird erreicht durch
ν  ν0 
xHidealxkorr
xHkorrxkorr
. (3.59)
Zusätzlich kann die generalisierte Bildrekonstruktion durch eine Phasendrehung gegenüber
dem idealen Bild verfälscht sein. Da in der Praxis fast ausschließlich Betragsbilder betrachtet
werden, ist auch diese Veränderung des Bildes für seinen diagnostischen Wert unerheblich. Im
Folgenden wird deshalb für Bilder der entsprechend modifizierte normierte Fehler
η1 
∑Nn $ 1  ν1 / xkorr n /?/ xideal  n /Z 2
∑Nn $ 1 / xideal  n / 2
mit ν1 
∑Nn $ 1 / xideal  n /O/ xkorr n /
∑Nn $ 1 / xkorr n / 2
(3.60)
verwendet. Insbesondere für die Quantifizierung von Rauschen auf Messdaten wird zusätzlich
das SNR nach Gleichung 3.57 angegeben.
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Kapitel 4
Anwendungen
In diesem Kapitel werden Anwendungen der in Kapitel 3 eingeführten generalisierten Bildre-
konstruktion vorgestellt. Dabei wird, wie in Kapitel 3, der allgemeinste Fall zuerst behandelt.
Mit zunehmender Vereinfachung werden dann die Veränderungen der Bildqualität und der Bild-
rekonstruktionszeit vorgestellt.
Viele Bildbeispiele wurden mit Hilfe von Simulationen erzeugt. Die bei der Korrektur ver-
wendeten Parameterdatensätze wurden trotzdem, wie in Abschnitt 3.10 beschrieben, mit weite-
ren MR-Messexperimenten gewonnen und nicht aus den Eingangsdaten des Simulators ausge-
lesen. Auf diese Weise wurde zumindest grob die Machbarkeit einer Parameterakquisition de-
monstriert. Aufgrund der nicht-idealen Akquisition der Parameter kann es in der Folge durchaus
sein, dass z.B. der mit einem Doppel-Gradientenecho gemessene Verlauf der Hauptfeldinhomo-
genität noch residuale Verzerrungen aufweist. Dort, wo die Rohdaten der Parameterdatensätze
z.B. durch Glättung oder Interpolation zusätzlich aufbereitet wurden, ist dies im Text explizit
angegeben.
4.1 Implementierung und Rechenhardware
Die Programmierung der Software zur generalisierten Bildrekonstruktion geschah auf Sun-
Workstations (Sun Microsystems, Mountain View, CA, USA). Diese verwenden das Betriebs-
system Solaris 2. Die Implementierung wurde in der Programmiersprache C mit dem Sun
Compiler cc durchgeführt. Für verschiedene Analyseschritte wurde zusätzlich das Softwarepa-
ket matlab (The Math Works, Natick, MA, USA) verwendet.
Die Bildrekonstruktion wurde auf einer oder mehreren Workstations vom Typ Sun Ultra 10
mit Sun SPARC Prozessoren von 300 MHz Taktfrequenz durchgeführt. Diese waren, je nach
Ausstattung, mit einem Arbeitsspeicher von 128 bis 512 MByte ausgerüstet. Alle verwende-
ten Workstations sind durch ein lokales Netzwerk (Local Area Network, LAN) miteinander
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verbunden. Die im weiteren Verlauf des Kapitels aufgeführten Rechenzeiten wurden mit Hilfe
des Betriebssystem-Befehls time abgeschätzt. Eine genauere Bestimmung der Rechenzeit für
einzelne Programmteile wurde mit Hilfe der C-Bibliotheksfunktion gettimeofday() vorge-
nommen. Beide Funktionen liefern die tatsächlich vergangene Zeit (Wall-Clock-Time). Es fiel
auf, dass verschiedene Durchläufe der Bildrekonstruktion eine um bis zu 20 % abweichende Re-
chenzeit benötigten. Dies trat auch bei der Benutzung derselben Workstation zu verschiedenen
Zeiten und bei gleicher Prozessorauslastung auf. Da hier jedoch keine bis ins Detail optimier-
te Softwarelösung vorliegt, soll die Angabe der Rechenzeit im Rahmen dieser Arbeit nur die
richtige Größenordnung vermitteln. Auf eine genauere Bestimmung der Rechenzeit, z.B. durch
Mittelung über mehrere Durchläufe der Bildrekonstruktion zu verschiedenen Zeiten oder auf
verschiedenen Workstations wurde deshalb verzichtet.
Als zusätzliche Programmbibliotheken wurden das FFTW-Paket zur effizienten Durchfüh-
rung der schnellen Fouriertransformation (Fastest Fourier Transform in the West) [62] und die
Message-Passing-Library pvm für die Parallelisierung auf mehreren Workstations [63] verwen-
det.
Für die Parallelisierung der generalisierten Bildrekonstruktion wurde ein einfacher Master-
Slave-Ansatz gewählt. Das Hauptprogramm läuft dabei auf dem sogenannten Primärprozessor.
Dieser verteilt gewisse Aufgaben, z.B. die Durchführung einer diskreten Fouriertransformation,
an mehrere andere Sekundärprozessoren und sammelt nach Ablauf dieser ausgelagerten Berech-
nungen die Zwischenergebnisse wieder ein. Der Datenaustausch geschieht dabei mit Funktio-
nen des pvm-Paketes.
4.2 Simultankorrektur aller Störeinflüsse
In diesem Abschnitt werden Ergebnisse zur simultanen Korrektur aller im Rahmen dieser Arbeit
berücksichtigten Effekte vorgestellt. Dazu wird zunächst die Datenakquisition mittels Simula-
tion beschrieben, dann die Akquisition von Korrekturparametern vorgestellt und anschließend
die eigentliche Korrektur demonstriert und bezüglich Bildqualität und Rechenzeit analysiert. Es
werden geeignete Implementierungen für die Methoden zur Beschleunigung des Korrekturvor-
gangs aus Kapitel 3 mit und ohne Approximation von Korrekturparametern vorgestellt.
4.2.1 Simulation
In Bild 4.1 ist das verwendete Simulationsobjekt als Skizze dargestellt. Es besteht aus 7 kreisför-
migen Teilobjekten, die z.B. Schnitten durch flüssigkeitsgefüllte Flaschen entsprechen. Der Ab-
stand zwischen den einzelnen Simulationsspins wurde bei einem FOV von 2pi zu ∆x  pi >[> 10

3
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Bild 4.1: Skizze des Simulationsobjektes und seiner Teile (links); verwendete Spiral-k-Raum-
Trajektorie (rechts).
gewählt. Bei der später benutzten Bildauflösung von FOV W 128 \ 49 > 10

3 ergibt sich eine
Überabtastung im Ortsraum um den Faktor 15,625. Die maximal zulässige, durch Hauptfeld-
inhomogenitäten verursachte normierte Ortsfrequenzkoordinate gemäß Gleichung 2.35 beträgt
also 1000. Die Spindichte aller Teilobjekte wurde zu Eins gesetzt. Die unterschiedlichen trans-
versalen Relaxationszeiten der einzelnen Teilobjekte sind in Tabelle 4.1 zusammengefasst. Ins-
gesamt wurde das Objekt aus Bild 4.1 bei der Simulation durch 1.120.000 Spins repräsentiert.
Die verwendete Spiral-k-Raum-Trajektorie ist ebenfalls in Bild 4.1 dargestellt. Sie besteht aus 2
Tabelle 4.1: Transversale Relaxationszeiten der einzelnen Teilobjekte.
Teilobjekt Nr. I II III IV V VI VII
T2 0,16 s 0,06 s 0,04 s 0,02 s 0,01 s 0,005 s 0,0025 s
Spiralarmen mit zeitlichem Abstand T R ] ∞, um Effekte durch T1-Relaxation auszuschließen.
Pro Spiralarm wurden 1536 Samples im zeitlichen Abstand von 8 µs akquiriert. Die Akquisi-
tionszeit des ersten Samples beträgt 1,5 ms. Die maximale Zeit zwischen HF-Puls und letztem
akquirierten Sample ergibt sich damit zu 13,8 ms. Diese zeitliche Charakteristik der Messse-
quenz in Verbindung mit der Überabtastung im Ortsraum erlaubt eine weitgehend fehlerfreie
Simulation bis zu einem Wert für die Ortsableitung der Hauptfeldinhomogenität1 von
/ grad∆B /max  1 
 7 mT . (4.1)
1Die dimensionslose Definition des FOV wirkt sich ebenfalls auf die Einheit der Gradientenfelder aus. Diese
ist normalerweise T
m
.
53
54 KAPITEL 4. ANWENDUNGEN
Ein Durchlauf des Simulationsprogramms dauerte für die in diesem Kapitel vorgestellten Er-
gebnisse je nach Anzahl der verwendeten Prozessoren zwischen 10 und 30 min.
Zur Abtastung des Ortsfrequenzbereichs nach dem Nyquist-Kriterium müsste die k-Raum-
Trajektorie aus 6 Spiralarmen bestehen. Die hier akquirierten Daten sind also in radialer Rich-
tung um den Faktor 3 unterabgetastet. Dies führt bei Standardrekonstruktion zu starken Ar-
tefakten (siehe Abschnitt 4.2.4 weiter unten). Gleichzeitig wurde das Bildgebungsexperiment
jedoch mit 4 HF-Spulen parallel durchgeführt. Die Daten der einzelnen Spulen wurden dabei
getrennt aufgenommen. Durch diese Sensitivitätskodierung wird dann wiederum eine vollstän-
dige Rekonstruktion der Bildinformation ermöglicht. Insgesamt wurden so 12288 Abtastwerte
akquiriert, aus denen 1282  16384 Objektpixel rekonstruiert werden sollen. Diese scheinbare
Unterabtastung erklärt sich durch die maximale normierte k-Raum-Koordinate der Spiraltrajek-
torie von kmax  54. Die maximale Auflösung im Bild ist also etwa die eines Standardbildes
mit 1082  11664 Pixeln. Trotzdem ist das zugehörige Gleichungssystem unterbestimmt. Wie
weiter unten in Abschnitt 4.6 beschrieben wird, treten jedoch bei der generalisierten Bildrekon-
struktion keine Stabilitätsprobleme auf.
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-1 10
0
Bild 4.2: Skizze der Anordnung des HF-Spulenarrays.
Die HF-Spulen wurden im Stil eines klinischen Phased-Array für Herzbildgebung jeweils
paarweise oberhalb und unterhalb des Simulationsobjektes angeordnet. Dies ist in Bild 4.2 skiz-
ziert. Die einzelnen Spulen bestehen dabei aus Rechteckschleifen, die in z-Richtung eine nor-
mierte Ausdehnung von 5 Ortseinheiten haben. Es wurde darauf geachtet, dass die Anordnung
der HF-Spulen nicht vollständig symmetrisch war. Dies in in Bild 4.2 durch eine etwas über-
triebene Verschiebung der einzelnen Spulenelemente angedeutet. Das HF-Feld wurde mit Hilfe
einer diskreten Auswertung des Biot-Savart-Gesetzes ermittelt. Das Simulationspaket ParSpin
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verfügt über die Möglichkeit, solche abgetasteten HF-Felder für die Simulation zu verwenden.
Beispielhaft sind in Bild 4.3 zwei Bilder gezeigt, die mit 6 Spiralarmen (vollständige Abtastung)
von je einer Spule allein aufgenommen wurden. Weiterhin ist in Bild 4.3 die Kombination von
4 Spulen nach dem Sum-of-Squares-Verfahren dargestellt.
Bild 4.3: Mit einzelnen Spulen und voller Abtastung erzeugte Bilder (links, mitte) und Sum-of-
Squares Kombination aller Einzelbilder (rechts).
Als weitere Störquelle wurde eine Inhomogenität des Hauptmagnetfeldes verwendet. Sie ist
gemäß der analytischen Funktion
∆B0  x 
 y  β0  cos  β1 xFOV  β2 ^ χ1  χ2x   cos  β3
y
FOV
 β4 _ χ3  χ4y  (4.2)
spezifiziert. Die Parameter β0 bis β4 sind dabei frei wählbar. Tabelle 4.2 fasst die hier verwen-
deten Einstellungen zusammen, die einer sehr starken Inhomogenität des Hauptmagnetfeldes
entsprechen (β0 beträgt für klinische MR-Geräte nicht mehr als 5 10

6 T). Die Parameter χ1,
Tabelle 4.2: Verwendete Parameter βi für die Inhomogenität des statischen Magnetfeldes.
β0 β1 β2 β3 β4
22,5 10

6 T 0,5 0,4 1,0 0,3
χ2, χ3 und χ4 werden automatisch so gewählt, dass die Inhomogenität des Hauptmagnetfeldes
weder konstante noch lineare Terme enthält. Anders ausgedrückt enthält die Inhomogenitäts-
funktion keine Momente 0. und 1. Ordnung. Der Grund dafür ist, dass solche Terme problem-
los durch eine Änderung von ω0 (Demodulation) und eine Anpassung der k-Raum-Koordinaten
berücksichtigt werden können.
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Bild 4.4: Spulensensitivitäts-Parameter erzeugt aus den Einzelbildern in Bild 4.3.
4.2.2 Parameterakquisition
Die Parameter Spulensensitivität, Inhomogenität des Hauptmagnetfeldes und transversale Rela-
xationszeit wurden mit den in Abschnitt 3.10 vorgestellten Methoden geschätzt. Zwei Spulen-
sensitivitätsfelder sind beispielhaft in Bild 4.4 dargestellt. Sie geben die Abweichung der HF-
Sensitivität einzelner Spulen von der Sensitivität an, die der Sum-of-Squares-Rekonstruktion
entspricht. Bild 4.5 zeigt das Ergebnis der Parameterschätzung für T2 und ∆ω.
Bild 4.5: Gemessene T2-Verteilung (links) und gemessene Hauptfeldinhomogenität (rechts).
Für das hier gezeigte Beispiel wurde auch die örtliche Variation der Inhomogenität des
Hauptmagnetfeldes geschätzt. Dazu wurden die partiellen Ableitungen
˜Gx 
∂∆B
∂x und
˜Gy 
∂∆B
∂y (4.3)
durch die Differenzen
ˆGx 
∆Ba
.
1  b  ∆Ba  b
xa
.
1  xa
und ˆGy 
∆Ba  b
.
1  ∆Ba  b
yb
.
1  yb
(4.4)
benachbarter Pixel in x- und y-Richtung approximiert. Der Betrag wurde durch
/
ˆG /`:a ˆG2x  ˆG2y (4.5)
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ermittelt. Er beträgt maximal 0,12 mT und liegt damit deutlich unter dem maximal bei der
Simulation zulässigen Wert (siehe Gleichung 4.1).
4.2.3 Referenzbild
Ein Referenzbild wurde mit einem voll abgetasteten Spiral-Experiment ohne weitere Störein-
flüsse außer der Gewichtung mit den Spulensensitivitäten generiert. Um Effekte durch T2-
Relaxation zu minimieren, wurde ein Objekt mit langen Relaxationszeiten und eine Messse-
quenz mit kurzen Akquisitionszeiten verwendet. Die Bildrekonstruktion der einzelnen Daten-
sätze wurde mit Hilfe der generalisierten Bildrekonstruktion durchgeführt. Diese liefert, vergli-
chen mit einem idealen, kartesisch abgetasteten Bild ein besseres Ergebnis, als die Standardre-
konstruktion (siehe dazu auch die Abschnitte 2.9.1 und 4.5). Aus diesen Einzelbildern wurde
mit der Sum-of-Squares-Methode ein Referenzbild erstellt (siehe Bild 4.3).
4.2.4 Rekonstruktion der Sensitivitätskodierung
In Bild 4.6 ist die Standardrekonstruktion des Datensatzes der linken oberen HF-Spule allein
dargestellt. Durch die extremen Unterabtastungsartefakte ist dieses Bild als Vergleich für die
folgenden Korrekturergebnisse ungeeignet. Es wurde deshalb mit Hilfe der generalisierten Bild-
rekonstruktion eine Kombination aller 4 Datensätze der einzelnen Spulen ohne die Berücksich-
tigung der Hauptfeldinhomogenität und der transversalen Relaxationseffekte erzeugt. Diese Re-
konstruktion der Sensitivitätskodierung allein ist ebenfalls in Bild 4.6 gezeigt. Es sind weiterhin
sehr starke Störungen im Vergleich zum Referenzbild zu erkennen.
Bild 4.6: Verzerrte Standardrekonstruktion eines einzelnen Datensatzes (links) und alleinige
Rekonstruktion der Sensitivitätskodierung des kombinierten Datensatzes (mitte). Referenzbild
(rechts).
Die Bildrekonstruktion ohne Berücksichtigung weiterer Störeinflüsse dauerte 2,64 s bei 3
Iterationen der CG-Methode. Der Fehler relativ zum idealen Referenzbild betrug η1  26,4 %.
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Hier, wie auch im Folgenden, wurde das beste Ergebnis der generalisierten Bildrekonstruk-
tion aus einer hinreichend großen Anzahl von Iterationsschritten anhand des relativen Fehlers
ermittelt. Diese Vorgehensweise trägt dem Problem Rechnung, dass die optimale Anzahl von
Iterationsschritten nicht vor der Rekonstruktion bekannt ist.
4.2.5 Generalisierte Bildrekonstruktion mit der DFT
Bild 4.7: Mit generalisierter Bildrekonstruktion bei 10 Iterationen korrigiertes Bild (links),
Sum-of-Squares-Referenzbild (mitte) und SENSE-Referenzbild (rechts).
Zunächst wurde der exakte Algorithmus zur Matrix-Vektor-Multiplikation auf Basis der
DFT ohne weitere Beschleunigungsmaßnahmen verwendet. Bild 4.7 zeigt den Vergleich zwi-
schen dem mit der generalisierten Bildrekonstruktion unter Verwendung der aqkuirierten Kor-
rekturparameter rekonstruierten Bild und einem ohne jegliche Störeinflüsse erzeugten Bild.
Deutlich ist zu sehen, dass die starken Artefakte, die bei der Standardrekonstruktion aufgetreten
waren, durch die generalisierte Bildrekonstruktion weitestgehend eliminiert wurden.
Der Fehler von Bild 4.7 relativ zum Referenzbild beträgt beit 4 Iterationen der CG-Methode
η1  17,4 %. Im Vergleich zum guten subjektiven Eindruck ist dies ist ein relativ hoher Wert.
Es wurde vermutet, dass die Unterschiede zwischen Sum-of-Squares-Rekonstruktion und Sen-
sitivitätskodierung für diesen hohen Fehlerwert verantwortlich ist. Insbesondere die Intensität
von Teilobjekt VII scheint von der generalisierten Bildrekonstruktion nicht vollständig wie-
derhergestellt worden zu sein. Als alternatives Referenzbild wurde deshalb ein unterabgetaste-
ter Spiral-Datensatz ohne den Einfluss weiterer Störgrößen erzeugt und mit der generalisierten
Bildrekonstruktion verarbeitet. Im Vergleich zu diesem Referenzbild betrug der minimale rela-
tive Fehler noch η1  13,8 % bei 10 Iterationen. Weiterhin wurde eine Berechnung des relativen
Fehlers für einzelne Teilobjekte des Simulationsphantoms im Sinne einer Region-of-Iinterest-
(ROI-) Analyse durchgeführt. Die entsprechenden Werte sind in Tabelle 4.3 aufgeführt. Für
die Bildqualität ist der Intensitätsverlust, wenn er homogen über das Teilobjekt auftritt, nicht
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Tabelle 4.3: Relativer Fehler η1 und Anzahl der nötigen CG-Iterationen für die vollständige Kor-
rektur nach Teilobjekten des Flaschenphantoms aufgeschlüsselt. Als Referenz wurden sowohl
das Sum-of-Squares-Bild, als auch das SENSE-rekonstruierte Bild ohne Störeinflüsse verwen-
det. Ein „+“ hinter der Anzahl der Iterationen kennzeichnet Fälle, in denen der minimale Fehler
bei der voreingestellten Maximalzahl von Iterationsschritten erreicht wurde; kleinere Fehler bei
zusätzlichen Iterationsschritten sind also möglich.
Teilobjekt Nr. I II III IV V VI VII
η1 bzgl. Sum-of-Squares- 9,5 % 10,7 % 8,1 % 5,9 % 6,4 % 6,3 % 8,3 %
Bild / Anzahl Iterationen 4 4 3 3 5 12 15+
η1 bzgl. SENSE- 13,1 % 10,9 % 12,2 % 6,4 % 6,3 % 7,4 % 9,1 %
Bild / Anzahl Iterationen 4 10 7 8 10 15+ 15+
ausschlaggebend. Bild 4.8 zeigt die Differenzbilder zwischen idealem und korrigiertem Bild
mit und ohne die Normierung der einzelnen Teilobjekte. Die trotz ROI-Analyse recht hohen
Bild 4.8: Differenzbild zwischen korrigiertem Bild und Referenzbild (Sum-of-Squares) ohne
(links) und mit (rechts) Normierung der einzelnen Teilobjekte.
Fehlerwerte für die Teilobjekte I bis III sind offensichtlich auf die Effekte an den Rändern der
Teilobjekte zurückzuführen.
Die Rekonstruktionszeit betrug 38 min bei 4 Iterationen und 73 min bei 10 Iterationen.
In Tabelle 4.4 ist die Rekonstruktionszeit nach den einzelnen Verarbeitungsschritten der CG-
Methode näher aufgeschlüsselt.
4.2.6 Beschleunigung durch Parameterdiskretisierung
Zur Beschleunigung der generalisierten Bildrekonstruktion wurde die in Abschnitt 3.6.1 vorge-
stellte Diskretisierung der Störparameter t und t
	
durchgeführt. Damit konnte bei der Berech-
59
60 KAPITEL 4. ANWENDUNGEN
Tabelle 4.4: Rekonstruktionszeit unter Verwendung der DFT, aufgeschlüsselt nach einzelnen
Verarbeitungsschritten.
Verarbeitungsschritt Rechenzeit
Initialisierung,
Auswertung der Kommandozeile,
Laden der Datenfelder, 0,3 s
Speicherallokation,
Initialisierung der DFT
Berechnung von x  0  171,7 s
Lösungsinitialisierung 348,0 s
erste CG-Iteration 697,0 s
weitere Iterationen 347,8 s
nung der Matrix-Vektor-Multiplikation mit A die nicht-uniforme schnelle Fouriertransformati-
on eingesetzt werden. Es wurde, wie in Kapitel 3 beschrieben, für jedes diskretisierte Wertepaar
 t 
 t
	
 eine NU-FFT durchgeführt und die jeweils passenden Werte des Ortsfrequenzspektrums
als Teilergebnis ausgewählt.
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Bild 4.9: Diskretisierungsfehler η0 relativ zum Sum-of-Squares-Bild und Rekonstruktionszeit
treko bei 4 Iterationen als Funktion der Anzahl von diskreten Werten M 	 für die Parameter t und
t
	
.
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Die Rekonstruktionszeiten für diskretisierte t und t
	
und die durch die Diskretisierung verur-
sachten relativen RMS-Fehler sind in Bild 4.9 gezeigt. Die gestrichelten Linien bezeichnen die
im Folgenden verwendeten Einstellungen. Mit 256 Diskretisierungsstufen liegt der Diskretisie-
rungsfehler bei η0  0,46 % und damit deutlich niedriger als der Rekonstruktionsfehler rela-
tiv zu beiden Referenzobjekten. Im Folgenden werden bei Parameterdiskretisierung immer 256
Stufen gewählt. Der relative Fehler beträgt bei dieser Anzahl von Diskretisierungsstufen weiter-
hin relativ zum Sum-of-Squares-Bild η1  17 
 4 % und relativ zum SENSE-Bild η1  13 
 8 %.
Die Rekonstruktionszeit sinkt dabei um 34 % auf 25 min bei 4 Iterationen bzw. um 41 % auf
43 min bei 9 Iterationen.
Es ist nochmals anzumerken, dass eine Diskretisierung hier nur für t
	
und t möglich ist, da
ω und T2 nicht koregistriert sind. Für die Transformation vom Ortsfrequenzbereich in den Orts-
bereich, d.h. für die Multiplikation mit AH , muss weiterhin der Algorithmus auf Basis der DFT
verwendet werden. Dies drückt sich in Bild 4.9 durch die asymptotische Rekonstruktionszeit
von ca. 35 min aus, die durch maximale Parameterdiskretisierung nicht weiter reduziert wer-
den kann. Die strichpunktierte horizontale Linie in Bild 4.9 markiert den Punkt, bei dem die
N
	
-fache Durchführung der Matrix-Vektor-Multiplikation auf Basis der NU-FFT genau so lan-
ge dauert, wie die N-fache Durchführung der Matrix-Vektor-Multiplikation auf Basis der DFT.
Dies geschieht in diesem Fall bei etwa M
	
 1000.
Ein Vergleich der Bildqualität von voller Korrektur und approximativer Korrektur mit 256
Diskretisierungsstufen ist in Bild 4.10 dargestellt. Es sind auch subjektiv kaum Unterschiede zu
erkennen. Es ist also mit einer geringen Anzahl von diskretisierten Werten der Parameterfelder
möglich, eine gute Bildqualität bei deutlich reduzierter Bildrekonstruktionszeit zu erreichen.
Bild 4.10: Vergleich der Korrektur mit voller Genauigkeit der Parameterfelder (links) bei 10
Iterationen und mit Diskretisierung auf 256 Stufen (rechts) bei 9 Iterationen.
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4.2.7 Beschleunigung durch Parallelisierung
Es wurde nun eine parallelisierte Implementierung der generalisierten Bildrekonstruktion ver-
wendet. Die Parallelisierung geschieht sowohl auf der Ebene der HF-Spulen, als auch auf der
Eben der Diskretisierungsstufen bzw. Abtastwerte.
Tabelle 4.5: Rekonstruktionszeit in Abhängigkeit von der Anzahl der Prozessoren für vollstän-
dige Korrektur mit Parameterdiskretisierung auf 256 Werte.
Anzahl der Prozessoren 1 2 4 8
Rekonstruktionszeit

min  insgesamt (8 iterationen) 41,0 19,4 13,1 10,6
Rekonstruktionszeit

s  1 Iteration 228,0 108,0 73,0 58,5
In Tabelle 4.5 sind die Rekonstruktionszeiten in Abhängigkeit von der Anzahl der verwen-
deten Prozessoren aufgelistet. Es ist deutlich, dass eine Reduktion der Rekonstruktionszeit pro-
portional zur Anzahl der Prozessoren bei mehr als 2 Prozessoren nicht erreicht werden konnte.
Dies wird zum großen Teil auf die nicht optimierte Verteilung der Rechenlast auf die einzelnen
Prozessoren zurückgeführt und wird nicht durch die Übertragungszeit der Daten zwischen den
einzelnen Prozessoren verursacht.
4.2.8 Korrektur ohne Berücksichtigung von T2
In der Praxis ist die Korrektur von durch Feldinhomogenitäten verursachten Artefakten deut-
lich wichtiger als die Korrektur von T2-Artefakten. Liegen keine Informationen über T2 vor,
oder kann bzw. soll der T2-Einfluss ignoriert werden, so kann die Parameterdiskretisierung
auch auf ∆ω ausgeweitet werden. Dann ist die NU-FFT für die generalisierte diskrete Fou-
riertransformation in beide Richtungen anwendbar. Es kann dann eine starke Beschleunigung
unter Einschränkung der Allgemeinheit der Bildrekonstruktion erreicht werden.
Das Ergebnis der generalisierten Bildrekonstruktion unter Vernachlässigung von T2 für das
bereits in den vorigen Abschnitten verwendete Datenmaterial ist in Bild 4.11 bei einer Dis-
kretisierung von t
	
und ∆ω auf 256 Werte gezeigt. Zum Vergleich ist die Rekonstruktion unter
Berücksichtigung von T2 und gleicher Parameterdiskretisierung (für t und t 	 ) nochmals abge-
bildet. Im Vergleich zum Sum-of-Squares-Bild ergibt sich ein relativer Fehler von 21,5 % bei
3 Iterationen und von 18,4 % im Vergleich zum SENSE-Bild bei 4 Iterationen. Auch die sub-
jektive Bildqualität ist jetzt deutlich schlechter als bei der vollständigen Korrektur. Gleichzeitig
sank jedoch die Rekonstruktionszeit bei Verwendung von nur einem Prozessor auf 7,4 min bzw.
auf 9 min. Eine Iteration benötigte dabei 98,5 s. Dieses Ergebnis für die Rechenzeit stellt ei-
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Bild 4.11: Bildrekonstruktion ohne (links) und mit (rechts) Berücksichtigung von T2, jeweils
mit Diskretisierung auf 256 Stufen.
ne deutliche Verbesserung im Vergleich zu den Ergebnissen anderer Arbeitsgruppen [64] mit
einer Iterationszeit von ca. 10 min dar. Ein genauer Vergleich ist nicht möglich, da sich die
durchgeführten Experimente sowie die verwendete Rechenhardware unterscheiden.
4.3 Korrektur von Feldinhomogenitätseinflüssen
Von den im Rahmen dieser Arbeit betrachteten Effekten verursachen Inhomogenitäten der
Flussdichte des Hauptmagnetfeldes die größten Störungen. Dies ist darin begründet, dass die
Ortsinformation eines Spins in der Phasenlage seines Beitrags zum Gesamtsignal kodiert ist.
Feldinhomogenitäten stören diese Phasenkodierung, und die Standardrekonstruktion ordnet die
entsprechenden Signalanteile den falschen Ortsbereichen zu. Es treten deshalb vorwiegend ein
Verlust an Ortsauflösung und/oder Geisterartefakte auf.
In diesem Abschnitt wird der Einfluss von Feldinhomogenitäten auf Echo Planar Imaging
und Radial Imaging untersucht.
4.3.1 Simulation
Bild 4.12 zeigt ein sogenanntes Auflösungsphantom, das in der Praxis zur Überprüfung von
Kernspintomographen verwendet wird. Durch seine bekannte geometrische Struktur sind Ab-
bildungsfehler und Verluste in der Ortsauflösung besonders leicht zu erkennen. Hier wurde ein
solches Phantom als Simulationsobjekt zur Untersuchung von Feldinhomogenitätseinflüssen
verwendet. Wie beim Flaschenphantom beträgt der Abstand zwischen zwei Simulationsspins
pi > 10

3
. Das gesamte Phantom besteht aus 1.876.000 Spins.
Eine grundsätzliche Beschreibung der hier verwendeten Messsequenzen wurde bereits in
Abschnitt 2.6 gegeben. Eine detailliertere Beschreibung findet sich in den folgenden Abschnit-
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Bild 4.12: Skizze des Auflösungsphantoms, wie es für die Simulationen in diesem Abschnitt
verwendet wurde.
ten. Als Referenzbilder wurden jeweils Simulationen ohne Störeinflüsse durchgeführt. Diese
Referenzbilder werden im Folgenden als ideale Bilder bezeichnet. Die Rekonstruktion der
nicht-äquidistanten Abtastwerte beim Radial-Imaging wurde ebenfalls mit der generalisierten
Bildrekonstruktion durchgeführt (siehe Abschnitt 4.5).
4.3.2 Echo Planar Imaging
Echo Planar Imaging ist besonders anfällig für Störungen, wenn die Unterschiede im relativen
Akquisitionszeitpunkt zwischen benachbarten Zeilen in Phasenkodierrichtung nicht minimiert
werden, d.h. für den Fall der linearen Segmentierung. Es entsteht dann eine periodische Mo-
dulation, die zu starken Geisterartefakten führt. In Bild 4.13 ist das Ergebnis einer Simulation
eines linear segmentierten EPI-Bildes unter dem Einfluss von Inhomogenitäten des Hauptma-
gnetfeldes gezeigt. Ortsraum und k-Raum bestehen jeweils aus 1282 Werten, die EPI-Sequenz
bestand aus 16 HF-Anregungen, bei denen jeweils 8 benachbarte k-Raum-Zeilen akquiriert wur-
den (lineare Segmentierung). Datenmatrix und Bild haben damit jeweils 1282 Einträge. Die
Präparationszeit zwischen HF-Puls und der Akquisition betrug 0,8 ms, das Samplingintervall ts
betrug 4 µs. Zwischen zwei k-Raum-Zeilen vergeht zusätzlich ein Intervall von 0,2 ms für den
Gradienten-Blip in Phasenkodierrichtung. Die Akquisitionszeit des letzten Samples beträgt so
6,2 ms. Die Parameter β1 bis β4 für die simulierte Inhomogenität des statischen Magnetfeldes
wurden gleich denen aus Abschnitt 4.2 gewählt. β0 betrug 7,5 µT. Im standardrekonstruierten
Bild sind neben geometrischen Verzerrungen insbesondere die Geisterartefakte zu erkennen.
Eine Korrektur mit der generalisierten Bildrekonstruktion auf Basis der DFT benötigt für
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Bild 4.13: EPI-Experiment unter dem Einfluß von Feldinhomogenitäten: Ortsfrequenzspektrum
(links) und gestörtes Bild (rechts).
19 Iterationen der CG-Methode über 8 h. Für die Korrektur wurden deshalb sowohl die sepa-
rat akquirierte Fieldmap, als auch die Dephasierungszeit auf 256 Werte diskretisiert. Dadurch
wurde sowohl für die Durchführung der Multiplikation mit A als auch für die Durchführung der
Multiplikation mit AH der Einsatz der FFT möglich. Die Rekonstruktion mit 19 Iterationen der
CG-Methode dauerte so 17,1 min auf einer Workstation.
Bild 4.14: Korrektur des durch Feldinhomogenitäten gestörten EPI-Experiments mit Conjugate-
Phase-Reconstruction (links) und generalisierter Bildrekonstruktion mit Parameterdiskretisie-
rung auf 256 Werte (mitte). Ideales Bild zum Vergleich (rechts).
Die Korrekturergebnisse sind in Bild 4.14 gezeigt. Wie bereits in Kapitel 3 erwähnt, ent-
spricht die erste Iteration der CG-Methode in diesem Fall der bekannten Conjugate-Phase-
Reconstruction. Diese ist offensichtlich nicht in der Lage, die Geisterartefakte zufrieden stellend
zu korrigieren. Zwischen der generalisierten Bildrekonstruktion und dem idealen Bild sind auch
mit der Diskretisierung der Parameterfelder kaum Unterschiede zu erkennen. Der Fehler zwi-
schen Korrektur und idealem Bild betrug 1,8 % mit Parameterdiskretisierung und Verwendung
der FFT im Vergleich zu 1,7 % bei Verwendung der DFT.
Bereits in Bild 2.5 war das Ergebnis eines durch Hauptfeldinhomogenität gestörten EPI-Ex-
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periments mit verschachtelter Segmentierung vorgestellt worden. Bild 4.15 zeigt dieses 16-shot
EPI-Experiment unter dem Einfluß von starken Feldinhomogenitäten (β0  22,5 µT und die
mittels der generalisierten Bildrekonstruktion durchgeführte Korrektur. Diese wurde nun direkt
mit Parameterdiskretisierung auf 256 Stufen durchgeführt. Der Fehler relativ zum idealen Bild
(siehe Bild 4.15) beträgt 4,0 % bei 6 Iterationen (Dauer: 6,9 min). Es ist zu erkennen, dass
insbesondere am unteren Rand des Objekts residuale Störungen verbleiben.
Bild 4.15: EPI-Experiment unter dem Einfluß von Feldinhomogenitäten: gestörtes Bild (links),
Korrektur mit einfach erzeugter, d.h. ungeglätteter Fieldmap (mitte), ideales Bild (rechts).
Diese Störungen wurden auf Randeffekte bei der Bestimmung der Fieldmap zurückgeführt.
Es wurde deshalb eine Glättung der Fieldmap vorgenommen. Dies geschah mittels einer lokalen
Polynominterpolation bzw. Extrapolation, wie sie in [41] für die Glättung von Sensitivitätsprofi-
len bei der SENSE-Methode vorgestellt wurde. Problematisch sind dabei die außerhalb des Ob-
jekts zu Null gesetzten Anteile der Fieldmap. Hier tendiert eine einfache Glättung dazu, einen
fließenden Übergang zwischen den endlichen Werten innerhalb des Objekts und den verschwin-
denden Werten außerhalb des Objekts zu erzwingen. Dies wurde dadurch vermieden, dass direkt
im Anschluss an die Objektgrenzen ein Bereich eingeführt wurde, dessen Werte nicht in die lo-
kale Polynominterpolation eingingen. Um trotzdem Randeffekte, d.h. starke Sprünge, an den
Rändern der interpolierten bzw. extrapolierten Fieldmap zu vermeiden, wurden außerhalb des
nicht beachteten Bereichs liegende, ggf. zu Null gesetzte Werte der Fieldmap in einem weiteren
Bereich wieder zur Interpolation zugelassen.
Bild 4.16 zeigt einen Vergleich zwischen der ungeglätteten und der geglättete Fieldmap
(vergleiche auch Bild 4.5), sowie das für die Verwendung der Fieldmap-Werte maßgebliche
Maskenfeld. Letzteres ist so zu verstehen, dass nur weiße Bereiche für die Interpolation ver-
wendet wurden.
Die auf Basis dieser geglätteten Fieldmap durchgeführte generalisierte Bildrekonstruktion
ist im Vergleich zum idealen Bild in Bild 4.17 gezeigt. Die Randeffekte sind verschwunden.
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Bild 4.16: Ungeglättete (links) und geglättete (mitte) Fieldmap. Für die lokale Inter- bzw. Ex-
trapolation verwendetes Maskenfeld (rechts).
Der Fehler im Vergleich zum idealen Bild sank von 4,0 % auf 2,0 % bei 4 Iterationen (Dauer:
5,2 min).
Bild 4.17: Korrektur der Feldinhomogenitätsartefakte im EPI-Experiment auf Basis der geglät-
teten Fieldmap (links) und ideales Bild (rechts).
Ein weiteres Beispiel für gestörte EPI-Experimente ist in Bild 4.18 gezeigt. Es handelt sich
hier um ein verschachtelt segmentiertes 4-Shot-EPI-Experiment mit einer maximalen Akquisi-
tionszeit von 16,2 ms bei Verwendung eines Parameters für die Inhomogenität des statischen
Magnetfeldes von β0  22,5 µT. Die Korrektur mittels generalisierter Bildrekonstruktion und
Diskretisierung von t
	
und ∆ω auf je 256 Stufen reduzierte den Fehler auf 12,2 % bei 15 Itera-
tionen und der Verwendung einer ungeglätteten Fieldmap. Dieser Fehler sank bei Verwendung
einer geglätteten Fieldmap auf 4,8 % bei 9 Iterationen. Selbst diese extrem starken Feldinhomo-
genitätseinflüsse konnten also hier korrigiert werden. Es ist erkennbar, dass mit zunehmendem
Einfluss der Störgröße Hauptfeldinhomogenität die Glättung der Fieldmap wichtiger wird.
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Bild 4.18: 4-shot EPI-Experiment mit gleichem Einfluss der Hauptfeldinhomogenität wie vor-
her. Gestörtes (links) Bild und korrigiertes Bild auf Basis einer ungeglätteten (mitte) und ge-
glätteten (rechts) Fieldmap.
4.3.3 Radial Imaging
In diesem Abschnitt wird die Korrektur von Radial-Experimenten unter dem Einfluss von Feld-
inhomogenitäten gezeigt. Als Referenz dient dabei eine Simulation ohne den Einfluss von Feld-
inhomogenitäten, die bereits mit der generalisierten Bildrekonstruktion verarbeitet wurden (sie-
he ebenfalls Abschnitt 4.5 weiter unten).
Die Radial-Experimente bestehen aus 128 Linien mit je 128 Abtastwerten. Das Samplingin-
tervall beträgt 10 µs, die minimale Akquisitionszeit beträgt 1,6 ms, und die maximale Akquisiti-
onszeit beträgt 2,9 ms. Völlig analog zum vorigen Abschnitt wurde eine Simulation von Radial
Imaging unter dem Einfluss von starken Feldinhomogenitäten (β0  75 µT) durchgeführt und
eine Korrktur auf Basis eine ungeglätteten und einer geglätteten Fieldmap durchgeführt.
Für die Korrektur mittels generalisierter Bildrekosntruktion wurden wiederum die Abtast-
werte der Fieldmap und der Dephasierungszeit auf 256 Werte diskretisiert. Da wegen der nicht-
kartesischen Abtastung ein Einsatz der FFT nicht möglich war, wurde die NU-FFT eingesetzt.
Die Rekonstruktionszeit bei 15 Iterationen der CG-Methode betrug damit 28,9 min. Der relative
mittlere quadratische Fehler zwischen den rekonstruierten Bildern und dem idealen Bild betrug
5,6 % (20 Iterationen) bei Verwendung der ungeglätteten Fieldmap, und 4,0 % (15 Iterationen)
bei Verwendung der geglätteten Fieldmap. Die Bildergebnisse sind in Bild 4.19 dargestellt.
4.4 Sensitivitätskodierung
Die Korrektur von Daten mit Sensitivitätskodierung war schon im Abschnitt 4.2 enthalten. Hier
wird nun dieses Einsatzgebiet der generalisierten Bildrekonstruktion noch einmal gesondert be-
handelt. Es zeigt sich, dass die Beschränkung auf reine Sensitivitätskodierung eine drastische
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Bild 4.19: Radial-Experiment unter dem Einfluss von starken Feldinhomogenitäten: gestörtes
Bild (links), Conjugate-Phase-Reconstruction (mitte) und generalisierte Bildrekonstruktion mit
geglätteter Fieldmap (rechts).
Beschleunigung der generalisierten Bildrekonstruktion erlaubt und den Einsatz dieses Spezial-
falls schon heute für die Echtzeitbildgebung sinnvoll erscheinen lässt. Insofern wird hier eine
Hauptanwendung der Methode zum jetzigen Zeitpunkt gesehen.
Zur Demonstration des Einsatzes der generalisierten Bildrekonstruktion für die Rekon-
struktion reiner Sensitivitätskodierung wurde die bereits verwendete Spiral-Messsequenz für
eine Simulation ohne weitere Störeinflüsse sowie für eine reale Messung mit einem Echtzeit-
Magnetresonanzsystem verwendet [59]. Das Objekt war ein wassergefülltes Testphantom mit
verschiedenen Strukturen. Es wurden 3 von 6 Spiralarmen der Messequenz und 4 Spulen ei-
nes Arrays zur Herzbildgebung, d.h. zwei Elemente oberhalb und zwei Elemente unterhalb des
Objektes, verwendet. Bild 4.20 zeigt die Ergebnisse der Simulation. Es sind praktisch keine Un-
Bild 4.20: Generalisierte Bildrekonstruktion der Sensitivitätskodierung (links) und Rekonstruk-
tion bei voller Abtastung (rechts) für eine Spiral-Simulation.
terschiede zwischen der vollen Abtastung und der Rekonstruktion mit Sensitivitätskodierung zu
erkennen. In Bild 4.21 sind die realen Messergebnisse gezeigt. Auch hier sind, bis auf Schwell-
werteffekte außerhalb des Objektes, kaum Unterschiede zwischen der vollen Abtastung und der
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Bild 4.21: Generalisierte Bildrekonstruktion der Sensitivitätskodierung (links) und Rekonstruk-
tion bei voller Abtastung (rechts) für ein reales Spiral-Experiment.
Rekonstruktion mit Sensitivitätskodierung zu erkennen. Eine optimierte Implementierung die-
ses Spezialfalls der generalisierten Bildrekonstruktion auf einem 4-Prozessor-PC mit 550 MHz
Taktfrequenz benötigte ca. 0,9 s bei 2 Iterationen. Diese Rechenzeit stellt im Vergleich zu ähn-
lichen Methoden ([65, 66]) das bisher beste Ergebnis dar.
Es ist anzumerken, dass für die realen Messdaten eine näherungsweise Korrektur der Inho-
mogenität des statischen Magnetfeldes durchgeführt wurde. Dabei wurde eine konstante Ab-
weichung und die linear mit dem Ort veränderlichen Anteile geschätzt und durch Modulation
der Messdaten sowie durch eine Anpassung der k-Raum-Koordinaten bei der generalisierten
Bildrekonstruktion berücksichtigt. Dadurch wurde die Rechenzeit für die eigentliche Korrektur
nicht beeinflusst.
4.5 Rekonstruktion von nicht-uniformen Abtastwerten
In diesem Abschnitt soll eine genauere Untersuchung des Einsatzes der generalisierten Bildre-
konstruktion für die Verarbeitung von nicht-uniformen Koordinaten der Abtastwerte in Abwe-
senheit anderer Störeffekte nachgetragen werden.
In Bild 4.22 ist die generalisierte Bildrekonstruktion des Datensatzes aus Bild 2.4 in Ab-
schnitt 2.9.1 gezeigt. Die Flügel-Artefakte sind verschwunden, und auch in der Mitte des Ob-
jektes wird der homogene Intensitätsverlauf deutlich besser wiedergegeben. Die Rekonstrukti-
onszeit betrug dabei 28,4 s bei 19 Iterationen.
Es ist anzumerken, dass für die generalisierte Bildrekonstruktion die (nicht exakte) einfa-
che Dichtekompensationsfunktion aus Gleichung 2.39 als Präkonditionierung gemäß Gleichung
3.10 verwendet wurde. Dies macht deutlich, dass die generalisierte Bildrekonstruktion es er-
möglicht, eine approximative Dichtekompensation zur Beschleunigung der CG-Methode einzu-
setzen, und trotzdem ein verbessertes Rekonstruktionsergebnis zu erzielen, auch wenn sich z.B.
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Bild 4.22: Rekonstruktion eines Radial-Experiments mit generalisierter Bildrekonstruktion: re-
konstruiertes Bild (links) und Intensitätsprofil durch die Mitte des Bildes (rechts).
die k-Raum-Trajektorie zwischen einzelnen Durchführungen des Messexperiments ändert. Na-
türlich müssen diese Änderungen erkannt und geeignet gemessen werden. Im Vergleich dauert
die generalisierte Bildrekonstruktion ohne die Verwendung einer Dichtekompensationsfuktion
in diesem Fall 54,8 s bei 35 Iterationen.
Als ein weiteres Beispiel ist in Bild 4.23 ein Vergleich der Rekonstruktionsergebnisse für
die bereits mehrfach verwendete Spiral-Sequenz auf Basis der zugehörigen Dichtekompensa-
tionsfunktion und der generalisierten Bildrekonstruktion gezeigt. Die generalisierte Bildrekon-
struktion dauerte 6,5 s bei 10 Iterationen. Ein Vergleich der Standardrekonstruktion und der
Bild 4.23: Vergleich der Rekonstruktion eines Spiral-Experiments mittels Dichtekompensati-
onsfunktion nach Meyer [8] (links) und generalisierter Bildrekonstruktion bei 10 Iterationen
(rechts).
generalisierten Bildrekonstruktion zu einem idealen Bild mit kartesischer Abtastung ist in Bild
4.24 gezeigt. Die angegebenen relativen Fehler wurden ermittelt, nachdem die in den Ecken
der Bilder liegenden Artefakte ausgeblendet wurden (siehe Abschnitt 2.9.1). Der Fehler zwi-
schen Standardrekonstruktion und idealem Bild betrug dennoch 11,0 %. Bei der generalisierten
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Bild 4.24: Rekonstruktionsfehler η1 als Funktion der Anzahl von Iterationen bei der generali-
sierten Bildrekonstruktion eines Spiral-Experiments ohne weitere Störeinflüsse. Die gestrichel-
ten Linien bezeichnen die Parameter, die für die Erzeugung der hier gezeigten Bilder verwendet
wurden. Die Strichpunktierte Linie bezeichnet den Fehler der Standardrekonstruktion.
Bildrekonstruktion sinkt der Fehler monoton mit der Anzahl der Iterationen und hat bei der
99. Iteration den Wert 5,6 % erreicht. Hier wurde willkürlich das Ergebnis der 10. Iteration
ausgewählt, welches einen Fehler von 6,1 % aufweist.
4.6 Korrektur unter dem Einfluss von Rauschen
Zur Untersuchung der generalisierten Bildrekonstruktion unter dem Einfluss von Rauschen wur-
de näherungsweise weißes und gaußverteiltes Rauschen mit dem Befehl randn() in der Pro-
grammiersprache matlab [67] erzeugt und zu den Rohdaten von verschiedenen Messexperi-
menten addiert. Da hier insbesondere die Stabilität der generalisierten Bildrekonstruktion unter
dem Einfluss von Rauschen demonstriert werden sollte, wurde der Einfachheit halber eine Kor-
relation von Rauschsignalen in den einzelnen Empfangskanälen des MR-Tomographen nicht
berücksichtigt. Als Maß für die relative Stärke der Rauschsignale werden beide bereits in Ab-
schnitt 3.11 eingeführten Größen Signal-Rausch-Verhältnis SNR und normierter relativer Fehler
der Beträge η1 zwischen verrauschtem und unverrauschtem Signal verwendet.
Als erstes Beispiel wurde die Rekonstruktion eines Spiral-Experiments ohne zusätzliche
Störeinflüsse untersucht. Ein verrauschter Datensatz wurde jeweils mit dem Standardrekon-
struktionsverfahren, in diesem Fall Gridding mit vorheriger Dichtekompensation, und der ge-
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Bild 4.25: Rekonstruktionsergebnisse unter dem Einfluss von Rauschen mit SNR / η1 der Roh-
daten von 32 dB / 1,7 % (links) und 20 dB / 7,9 % (rechts). Obere Reihe: Standardrekonstruk-
tion, untere Reihe: generalisierte Bildrekonstruktion.
neralisierten Bildrekonstruktion behandelt. Der Fehler des Ergebnisses wurde jeweils relativ zur
Rekonstruktion des unverrauschten Datensatzes mit derselben Rekonstruktionsmethode ermit-
telt, um zusätzliche Effekte auszuschließen. Die Rekonstruktionsergebnisse sind in Bild 4.25
abgebildet. Es sind nur geringe Unterschiede zwischen der Standardrekonstruktion und der
generalisierten Bildrekonstruktion erkennbar. Tabelle 4.6 zeigt sogar, dass die generalisierte
Bildrekonstruktion in allen Fällen (teilweise ohne entsprechende Abbildung) ein besseres Re-
konstruktionsergebnis liefert.
Tabelle 4.6: Rauscheinfluss auf die Rohdaten im Vergleich zur Bildqualität nach generalisierter
Bildrekonstruktion für ein Spiral-Experiment ohne zusätzliche Störeinflüsse.
η1 / SNR Rohdaten 1,7 % / 32 dB 3,6 % / 26 dB 7,9 % / 20 dB
η1 Standardrekonstruktion 7,7 % 15,1 % 29,6 %
η1 gen. Bildrekonstruktion 7,2 % 14,1 % 27,3 %
Anzahl Iterationen 5 4 3
Als weiteres Beispiel wurde der in Abschnitt 4.2 verwendete Simulationsdatensatz mit al-
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len Störeinflüssen benutzt und wiederum eine Rekonstruktion mit Parameterdiskretisierung auf
256 Werte durchgeführt. Bild 4.26 zeigt die generalisierte Bildrekonstruktion mit verschiedenen
Bild 4.26: Generalisierte Bildrekonstruktion des Spiral-Experiments mit Simultankorrektur al-
ler Störeinflüsse mit SNR / η1 der Rohdaten von 32 dB / 1,7 % (links), 26 dB / 3,5 % (mitte)
und 20 dB / 7,5 % (rechts).
Stärken des Rauscheinflusses auf die Rohdaten. Im Vergleich mit Bild 4.10 sind keine gravieren-
den Einbußen bei der Bildqualität zu beobachten. Auch Tabelle 4.7 zeigt, dass die generalisierte
Bildrekonstruktion mit Simultankorrektur aller Störeinflüsse unter dem Einfluss von Rauschen
stabil ist. Insbesondere steigt bei einer Verdoppelung der Rauschleistung der Fehler im Bild auf
weniger als das Doppelte.
Tabelle 4.7: Rauscheinfluss auf die Rohdaten im Vergleich zur Bildqualität nach Rekonstruktion
für ein Spiral-Experiment mit allen Störeinflüssen.
η1 / SNR Rohdaten 1,7 % / 32 dB 3,5 % / 26 dB 7,5 % / 20 dB
η1 gen. Bildrekonstruktion 3,3 % 6,0 % 9,7 %
Anzahl Iterationen 8 6 3
Es fällt auf, dass die Fehler in diesem Beispiel bei gleichem SNR der Rohdaten deutlich
geringer sind, als beim vorhergehenden Beispiel der Spiral-Bildgebung ohne weitere Störein-
flüsse. Als mögliche Ursachen kommen mehrere Effekte in Frage. Einerseits wird durch die
Multiplikation mit den Spulensensitivitäten im Verlauf der Matrix-Vektor-Multiplikationen das
Rauschen außerhalb des Objektes unterdrückt, da die Spulensensitivitäten in diesem Bereich
den Wert Null haben. Andererseits stehen nun bei gleichem SNR der Rohdaten statt 9216 Da-
tenpunkten (6 Spiralarme mit je 1536 Abtastwerten) 12288 Datenpunkte (2 Spiralarme mit je
1536 Abtastwerten, mit 4 Spulen akquiriert) zur Verfügung. Wenn im ersten Beispiel für die
74
4.7. SYSTEMATISCHE UNTERSUCHUNG VON STÖREINFLÜSSEN 75
Fehlerberechnung des Bildes nur die Bereiche einbezogen werden, für die die Objektintensi-
tät über 10 % ihres Maximalwertes liegt, sinkt der Fehler η1 durchschnittlich um den Faktor
0,82 bei Standardrekonstruktion und um den Faktor 0,67 bei generalisierter Bildrekonstruktion,
bleibt jedoch deutlich größer, als in diesem Beispiel.
Der Vollständigkeit halber wurde auch der Einfluss von Rauschen auf die Parameterfelder
Hauptfeldinhomogenität (∆ω), Relaxationszeit (T2) und Spulensensitivität ( f ) untersucht. Bild
Bild 4.27: Abbilder der Parameterfelder ∆ω (links), T2 (mitte) und eine von vier Spulensensiti-
vitäten f

1  (rechts) bei einem SNR von 20 dB.
4.27 zeigt die verrauschten Parameterfelder mit einem SNR von 20 dB. Zur besseren Darstellung
bei der großen Dynamik in den Bildern von T2 und f

1  wurden die Grauwerte entsprechend
angehoben. Nach der Addition von Rauschen auf die T2-Werte wurde von diesen der Betrag
gebildet, um den Fall T2 b 0 auszuschließen. Das Rauschen in diesem Parameterfeld ist also
nicht mehr vollständig gaußverteilt, sondern teilweise rice- bzw. rayleighverteilt.
In der Praxis ist das Maß des Rauschens in den Parameterfeldern stark von Art und Ausmaß
der Vor- bzw. Nachverarbeitung abhängig, die oft Glättungsoperationen enthält. Die hier durch-
geführten Untersuchungen sollen wiederum nur die prinzipielle Stabilität der generalisierten
Bildrekonstruktion gegenüber Rauschen demonstrieren. Die Ergebnisse sind in Bild 4.28 und
in Tabelle 4.8 zusammengefasst. Die Bildqualität aller Rekonstruktionsergebnisse ist akzepta-
bel. Es ist wiederum zu erkennen, dass bei einer Verdoppelung der Rauschleistung der Fehler
im Bild auf weniger als das Doppelte ansteigt, was die Stabilität der Lösung auch gegenüber
Rauschen auf den Parameterfeldern belegt.
4.7 Systematische Untersuchung von Störeinflüssen
In den Abschnitten 4.2 bis 4.5 wurde die Funktion der generalisierten Bildrekonstruktion nach-
gewiesen und ihre Anwendbarkeit auf verschiedene Bildgebungsmethoden demonstriert. An
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Bild 4.28: Generalisierte Bildrekonstruktion des Spiral-Experiments mit Simultankorrektur al-
ler Störeinflüsse mit SNR von 20 dB auf ∆ω (links), T2 (mitte) und f (rechts).
Tabelle 4.8: Bildqualität nach Rekonstruktion im Vergleich zum Rauscheinfluss auf die Parame-
terfelder für ein Spiral-Experiment mit allen Störeinflüssen bei generalisierter Bildrekonstruk-
tion.
η1 / SNR Parameterfeld η1 Bild Anzahl Iterationen
∆ω 4,6 % / 26 dB 5,9 % 7
∆ω 9,2 % / 20 dB 10,4 % 3
T2 4,6 % / 26 dB 4,8 % 6
T2 9,1 % / 20 dB 6,5 % 4
f 4,7 % / 26 dB 2,2 % 8
f 9,4 % / 20 dB 4,3 % 8
dieser Stelle soll eine systematische Untersuchung des Einflusses einzelner Störgrößen vorge-
stellt werden.
Es wurden zunächst Simulationen mit zwei verschiedenen Messsequenzen durchgeführt:
einem verschachtelt segmentierten EPI-Experiment mit 4 HF-Anregungen und einem Radial-
Experiment mit 128 HF-Anregungen und ebenso vielen Strahlen der k-Raum-Trajektorie. Der
Einfluss der Feldinhomogenität wurde in einer Reihe von Schritten variiert, und es wurde je-
weils eine Simulation mit dem Auflösungsphantom durchgeführt. Danach wurde der minimale
relative Fehler zwischen dem Ergebnis der generalisierten Bildrekonstruktion und einem Refe-
renzbild ohne Störeinfluss ermittelt. Dieses Referenzbild wurde wiederum mit derselben Messe-
quenz generiert. Im Fall des Radial-Imaging wurden zusätzlich die nicht-uniformen Abtastwerte
mit der generalisierten Bildrekonstruktion verarbeitet.
In Bild 4.29 sind die numerischen Ergebnisse der Variation der Stärke der Feldinhomogeni-
tät zusammengefasst. Auf der Abszisse ist ein normiertes Maß ϑ1 für den Inhomogenitätsein-
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uss
ϑ1  β0TS (4.6)
aufgetragen. Es spiegelt die maximal im Verlauf der Simulation auftretende lokale Dephasie-
rung benachbarter Spins wieder. Dabei ist der lokale Inhomogenitätsgradient ˜G proportional zu
β0, und die lokale Dephasierung am Ende des Abtastintervalls ist proportional zum Produkt aus
β0 und TS. TS betrug 22,5 ms für die EPI-Sequenz und 1,27 ms für die Radial-Sequenz. Auf der
Ordinate ist der minimale Fehler η1 nach der Rekonstruktion aufgetragen. Dabei ist die Anzahl
der Iterationen zum Erreichen des minimalen Fehlers hier nicht eingezeichnet. Diese Anzahl
lag jedoch in einem relativ kleinen Bereich von 4 bis 8.
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Bild 4.29: Relativer Fehler η1 als Funktion des normierten Inhomogenitätsparameters ϑ1 für das
4-shot EPI-Experiment (links) und das 128-shot Radial-Experiment (rechts). Die gestrichelten
Linien markieren die Werte für die in Bild 4.30 gezeigten Rekonstruktionsergebnisse.
Es ist zu erkennen, dass in beiden Fällen zwei Bereiche unterschieden werden können: Auf
einen Bereich langsamen, linearen Anstiegs des Fehlers mit steigendem Inhomogenitätseinfluss
folgt ein deutlich stärkerer Anstieg. Dieser setzt gleichzeitig mit dem Auftreten von Auslö-
schungsartefakten durch Intra-Voxel-Dephasing ein. Beispielhaft sind in Bild 4.30 Rekonstruk-
tionsergebnisse aus den jeweiligen Bereichen gezeigt. Die zugehörigen Werte für Inhomogeni-
tätsparameter und Fehler sind in Bild 4.29 markiert.
Analog wurde der Einfluss von T2-Relaxation systematisch untersucht. Hier kam das Fla-
schenphantom mit T2-Werten von 2,5 ms bis 160 ms zum Einsatz. Als Messsequenzen wurden
ein linear segmentiertes 16-shot EPI-Experiment mit einem TS von 5,46 ms und das bereits be-
schriebene 128-shot Radial-Experiment mit einem TS von 1,27 ms verwendet. Als normierter
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Bild 4.30: Bildbeispiele für die in Bild 4.29 markierten Wertekombinationen: EPI-Bilder (oben)
und Radial-Bilder (unten) mit jeweils schwachem (links) und starkem (rechts) Inhomogenitäts-
einfluss.
Parameter ϑ2 wurde hier das Produkt aus Akquisitionszeit TS und Spanne der Relaxationszeiten
∆T2 gemäß
ϑ2  ∆T2TS mit ∆T2  T2 max  T2 min (4.7)
verwendet. Bild 4.31 fasst die Ergebnisse zusammen.
Wiederum zeigen die Ergebnisse beider Messexperimente ähnliche Verläufe des Fehlers η1.
Aus den entsprechenden Bildern der Rekonstruktionsergebnisse in Bild 4.32 ist ersichtlich, dass
die entstandenen Artefakte hauptsächlich aus Intensitätsspitzen in Übergangsbereichen zwi-
schen verschiedenen Teilobjekten bestehen. Dort existieren innerhalb der Ausdehnung eines
Bildpixels mehrere Objektanteile mit verschiedenen T2-Relaxationszeiten. Gleichung 2.32 er-
fasst die multiexponentielle Natur dieser sogenannten Partialvolumen-Effekte nicht: Die Bildre-
konstruktion versagt für diese Bildpixel. Es ist allerdings ersichtlich, dass diese Störungen lokal
begrenzt auftreten.
Weiterhin wurde der Einfluss der Sensitivitätskodierung untersucht. Dabei kamen das Fla-
schenphantom mit uniformer Verteilung der T2-Zeiten und die dreifach unterabgetastete Spiral-
Messsequenz zum Einsatz. Die Variation der „Störgröße“ Sensitivität wurde dabei durch eine
schrittweise Vergrößerung des Abstandes der simulierten HF-Spulen vom Simulationsobjekt
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Bild 4.31: Relativer Fehler η1 als Funktion des normierten Relaxationsparameters ϑ2 für das 16-
shot EPI-Experiment (links) und das 128-shot Radial-Experiment (rechts). Gestrichelte Linien
markieren wiederum die Werte für die Beispiele in Bild 4.32
Bild 4.32: Bildbeispiele für die in Bild 4.31 gezeigten Ergebnisse der EPI-Messsequenz (links)
und der Radial-Messsequenz (rechts) unter dem Einfluss von T2-Relaxation.
modelliert. Auf diese Weise werden sich die einzelnen Sensitivitätsprofile am Ort des Objekts
immer ähnlicher: Die Gewinnung zusätzlicher Ortsinformation durch die Sensitivitätskodie-
rung wird schwieriger. Die Ortsvektoren der Phased-Array-Spule aus Abschnitt 4.2.1 wurden
mit verschiedenen Faktoren multipliziert. Als Simulationsphantom wurde das Flaschenphantom
mit gleichen Relaxationszeiten aller Teilobjekte verwendet.
Als Maß für die Ähnlichkeit der einzelnen Sensitivitäten wurde der Korrelationskoeffizient
ζab  ∑n  f

a 
n  f

a 
c f

b 
n  f

b 

a ∑n  f

a 
n  f

a 

2
a ∑n  f

b 
n  f

b 

2
(4.8)
verwendet. Der Überstrich  bezeichnet dabei den arithmetischen Mittelwert. Es wurde fest-
gestellt, dass bei Verwendung aller Spulensensitivitäten ein relativer Fehler der generalisierten
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Bildrekonstruktion von η1 \ 12 % erreicht werden konnte, die Anzahl der Iterationen zum Er-
reichen des minimalen Fehlers jedoch mit steigendem Korrelationskoeffizienten stark anstieg.
Dies deutet auf eine Erhöhung der Konditionszahl des linearen Gleichungssystems hin, die
bei einer Durchführung der Experimente unter dem Einfluss von Rauschen eine Rekonstruktion
zunehmend schwieriger machen würde. In Tabelle 4.9 sind die mimimalen und maximalen Kor-
relationskoeffizienten sowie die zum Erreichen des minimalen Fehlers notwendigen Iterationen
in Abhängigkeit vom Entfernungsfaktor der Array-Spulen aufgelistet.
Tabelle 4.9: Ergebnisse der systematischen Untersuchung der Sensitivitätskodierung. Das Maß
für die Stärke des Störeinflusses ist der Streckungsfaktor des Abstands der HF-Spulen vom
Objekt.
Faktor ζab η1 Iterationen
1 0,528 - 0,740 11,5 % 4
2 0,781 - 0,926 12,1 % 9
4 0,930 - 0,982 12,1 % 17
8 0,981 - 0,996 12,0 % 38
16 0,995 - 0,999 12,0 % 71
32 0,999 - 1,000 12,0 % 139
4.8 Anwendung der Regularisierung
Hier soll ein Anwendungsbeispiel für die in Abschnitt 3.3.2 eingeführten Maßnahmen zur Re-
gularisierung des linearen Gleichungssystems gegeben werden. Der hier für H verwendete Dif-
ferezenoperator ist die Approximation des Laplace-Operators auf dem kartesischen Gitter, wie
sie in [29] eingeführt wird: Jeder Bildpunkt wird durch die Differenz zwischen seinem Original-
wert und dem Mittelwert seiner 4 Nachbarn ersetzt. Wie bereits erwähnt, ist die optimale Wahl
des Regularisierungsparameters λ schwierig. Es wurde deshalb nur exemplarisch ein willkürli-
cher Wert von
λ  Tr  A
HA 
Tr  H 
(4.9)
verwendet [29]. Dabei bezeichnet Tr ?>@ die Spur (Trace) einer Matrix, d.h. die Summe ihrer
Diagonaleinträge.
Eingesetzt wurde die Regularisierung für das linear segmentierte 16-shot EPI-Experiment
unter dem Einfluss von T2-Relaxation, bei dem durch Partialvolumen-Effekte Intensitätsspitzen
80
4.8. ANWENDUNG DER REGULARISIERUNG 81
0
0,1
0,2
0,3
0,4
0,5
0,6
0 1,0 2,0 3,0 4,0 5,0
η1
J 2
10 3– s2⋅
-------------------
λ 0=
λ 0>
Bild 4.33: Vergleich der relativen Fehler η1 in Abhängigkeit vom normierten Parameter ϑ2 für
den Einfluss der T2-Relaxation mit und ohne Regularisierung auf ein linear segmentiertes 16-
shot EPI-Experiment. Gestrichelte Linien bezeichnen wiederum die Werte für die Beispiele in
Bild 4.34
in der Rekonstruktion auftauchen. Bild 4.33 zeigt wiederum den Verlauf des normierten Feh-
lers η1 in Abhängigkeit vom normierten Störungsparameter ϑ2 mit und ohne Regularisierung:
Die Fehler konnten deutlich verringert werden. Bild 4.34 zeigt das Rekonstruktionsergebnis mit
Bild 4.34: Vergleich der rekonstruierten EPI-Bilder unter dem Einfluss von T2-Relaxation ohne
(links) und mit (rechts) Regularisierung.
Relaxation für den gleichen Wert von ϑ2, wie er in Bild 4.32 verwendet wurde. Die Intensitäts-
spitze ist weniger stark ausgeprägt. Dafür ist ein leichter Verlust der Ortsauflösung bemerkbar.
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4.9 T2-Deconvolution nach Haacke
Dieser Abschnitt beschreibt beispielhaft eine weiterführende Anwendung der generalisierten
Bildrekonstruktion als Teil eines komplexeren Verfahrens in der MR-Bildgebung.
Bei diesem bereits erwähnten Verfahren handelt es sich um die simultane Schätzung und
Korrektur von T2-Effekten [38]. Hier konnten bereits im Rahmen von Voruntersuchungen erste
Erfolge erzielt werden [68]. Verwendet wurde eine 16-shot EPI-Sequenz mit linearer Segmen-
tierung. Um den Einfluss von T2-Relaxation deutlich zu machen, wurde die Messequenz verlän-
gert. Insbesondere stieg dadurch die Abtastzeit auf 17,7 ms. Zusätzlich wurde eine zweite Mes-
sequenz verwendet, die sich von der ersten nur durch ein zusätzliches Warteintervall von 2 ms
zwischen HF-Puls und der Akquisition des ersten Abtastwertes unterscheidet. Als Simulations-
phantom wurde die Anordnung von Flaschen aus Abschnitt 4.2 verwendet. Die Relaxationszeit
von Teilobjekt VII wurde allerdings auf 0,1 s verlängert, um ein Absinken der Intensität dieses
Teilobjekts bei der verlängerten Abtastzeit zu vermeiden.
Die Messdaten beider Experimente wurden zunächst nur mit der Standardrekonstruktion
verarbeitet. Dann wurde gemäß Gleichung 3.52 eine erste Schätzung T

0 
2 für die transversale
Relaxationszeit ermittelt.
In einem iterativen Verfahren wurde jeweils auf Basis der aktuellen T2-Schätzung eine Kor-
rektur beider Datensätze mit der generalisierten Bildrekonstruktion bei 5 Iterationen durch-
geführt. Dabei wurde in beiden Fällen die Akquisitionszeit t des Experiments ohne zusätz-
liches Warteintervall verwendet. So behielt die Rekonstruktion des zweiten Experimentes ei-
ne T2-Gewichtung, aus der wiederum mit Gleichung 3.52 eine verbesserte Schätzung der T2-
Verteilung ermittelt werden konnte.
In Bild 4.35 sind die Ergebnisse für die Iterationen 0 (initiale Schätzung von T2 und die
mit ihr erfolge Korrektur der Bilder), 2 und 4 dargestellt. Es handelt sich dabei jeweils um die
Rekonstruktion der Daten des ersten Experiments. Da einzelne Pixel an den Rändern der Teilob-
jekte artefaktartige Intensitätsspitzen zeigten, wurden die Grauwerte der Bilder leicht angepasst.
Ansonsten verlief die iterative Schätzung von T2 und die simultane Korrektur der T2-Artefakte
stabil und konvergierte gegen ein Ergebnis, das im Wesentlichen dem der 4. Iteration entspricht.
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Bild 4.35: Ergebnisse der iterativen Korrektur von T2-Effekten mit simultaner Schätzung der
Störparameter. Initiale Schätzung (links), zweite (mitte) und vierte (rechts) Iteration mit jeweils
der geschätzter T2-Verteilung (oben) und dem mit ihr korrigierten Bild (unten).
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Kapitel 5
Diskussion
5.1 Theorie
Die in Kapitel 3 eingeführte generalisierte Bildrekonstruktion ermöglicht die simultane Kor-
rektur verschiedener Störeinflüsse auf die MR-Bildgebung. Insbesondere die Korrektur von
Störeinflüssen bei gleichzeitiger Sensitivitätskodierung ist ein attraktives Einsatzgebiet. Dabei
erleichtert die allgemeine Beschreibung des Bildgebungsvorgangs auch die Entwicklung von
spezialisierten Lösungen, bei denen nur bestimmte Kombinationen von Störeinflüssen berück-
sichtigt werden. Schließlich kann die generalisierte Bildrekonstruktion auch als Teillösung für
andere Verfahren verwendet werden, wofür in Abschnitt 3.7.5 mit der simultanen Schätzung
und Korrektur von T2-Einflüssen im zweidimensionalen Fall ein Beispiel gegeben wurde.
5.1.1 Bewegung
Ein wichtiger Störparameter, der im Rahmen dieser Arbeit bisher unberücksichtigt blieb, ist die
Bewegung der Spins, z.B. durch Patientenbewegung oder Blutfluss. Zur Berücksichtigung von
Bewegung, z.B. in Gleichung 2.32, könnte der Spindichte ρ ein zeitveränderlicher Ortsvektor
 
r  t  zugeordnet werden. Dann ist jedoch die Formulierung einer Koordinate im Ortsfrequenz-
bereich zunächst nicht möglich, und es muss statt des Exponentialfaktors
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die allgemeine Beschreibung
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verwendet werden. Dies hat Auswirkungen auf die spätere Berechnung der Matrix-Vektor-
Multiplikationen mit den Matrizen A bzw. AH , erscheint aber durchaus möglich.
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5.1.2 Optimale Anzahl der Iterationen
Leider konnte bisher kein direkter Zusammenhang zwischen der Fehlerfunktion Φ in der Con-
jugate-Gradient-Methode (siehe Gleichung 3.17) und dem tatsächlichen Rekonstruktionsfehler
η1 festgestellt werden. Aus den vielen untersuchten Experimentbeispielen ist jedoch ersicht-
lich, dass die in der Praxis benötigte Anzahl von Iterationen stets im Bereich zwischen 5 und
10 liegt. Die Veränderung von η1 ist in diesem Bereich gering, sodass als einfachste Maßnah-
me eine feste Zahl von Iterationsschritten gewählt werden kann. Wählt man die Anzahl der
Iterationsschritte zu groß, so treten meist impulsförmige Artefakte im Bild auf. Diese lassen
sich durch Einsatz der Regularisierung mit geringem Gewichtungsfaktor (λ \ 0,01) leicht
vermeiden, und erst bei größeren Iterationszahlen tritt eine signifikante Verschlechterung der
Bildqualität auf. Die Ortsauflösung wird dadurch nur gering beeinflusst.
Schließlich ist es ohne Weiteres möglich, alle Zwischenergebnisse der ersten Iterationen
zu speichern. Meist ist durch optische Kontrolle das Einsetzen von Artefakten leicht zu erken-
nen. Eine direkte Möglichkeit zur Bestimmung der optimalen Anzahl von Iterationen ist jedoch
wünschenswert.
5.1.3 Optimale Regularisierungsparameter
Bei der Wahl der Parameter für die Regularisierung bzw. den Einfluss der A-Priori-Randbedin-
gungen konnte noch keine allgemeingültige Standardeinstellung gefunden werden. Dazu ist an-
zumerken, dass die Wahl der Parameter für die meisten Verfahren zur Regularisierung schwierig
ist [29]. Jedoch scheint selbst bei den starken Artefakten aus Abschnitt 4.8 ein geringes Maß an
Regularisierung mit λ \ 0,1 ausreichend.
5.2 Ergebnisse
Die Qualität der in Kapitel 4 gezeigten Bilder ist durchweg sehr zufriedenstellend. Die prakti-
sche Anwendbarkeit wurde zumindest für einen Spezialfall durch Beispiele mit realen Messda-
ten belegt.
Insbesondere die Korrektur von Geisterartefakten gelingt sehr gut, unabhängig davon, ob
sie durch Feldinhomogenitäten oder durch T2-Relaxation verursacht wurden. Die Korrektur von
Inhomogenitäten des Hauptmagnetfeldes gelingt sogar bis zu dem Punkt, an dem durch Intra-
Voxel-Dephasing die lokale Bildinformation vollständig verloren geht. Auch die Störung der
Messdaten oder der Korrekturparameter durch Rauschen verursacht keine überproportionale Er-
höhung des Rekonstruktionsfehlers, wie das Vorhandensein eines inversen Problems befürchten
ließ.
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Der relative Fehler η1 der Rekonstruktion ließ sich bei allen betrachteten Experimenten
etwa um den Faktor 2 senken.
5.3 Rechenzeit
Insbesondere für die spezialisierten Lösungen wie Rekonstruktion von nicht-kartesischen Bild-
gebungsexperimenten und Sensitivitätskodierung mit nicht-kartesischen k-Raum-Trajektorien
hat die Rechenzeit für die Durchführung der generalisierten Bildrekonstruktion bereits prakti-
kable Dimensionen erreicht. Selbst für die allgemeine Rekonstruktion kann z.B. eine Offline-
Korrektur in akzeptabler Zeit durchgeführt werden. Für eine sofortige Rekonstruktion ein-
schließlich aller Effekte, d.h. Durchführung der generalisierten Bildrekonstruktion in deutlich
unter einer Minute, muss die momentan bestehende Implementierung noch deutlich beschleu-
nigt werden. Dazu bieten sich mehrere, teils schon erwähnte Möglichkeiten an:
5.3.1 Parallelisierung
Erste Ansätze zur Parallelisierung der Berechnung der generalisierten Bildrekonstruktion wur-
den gezeigt. Die optimierte Implementierung auf einer Mehrprozessor-Workstation war bereits
eine wichtiger Schritt zum Erreichen der kritischen Rekonstruktionszeit von einigen Sekunden.
Die Verwendung von vernetzten Rechnersystemen ist möglich, jedoch gilt es hier in der Praxis
Fragen wie die sofortige Verfügbarkeit von Rechenleistung oder den Schutz von Patientendaten
zu bedenken.
5.3.2 Hardware-Implementierung
Die Basisoperationen der generalisierten Bildrekonstruktion, nämlich die schnelle Fouriertrans-
formation und die Faltungsinterpolation bzw. die generalisierte diskrete Fouriertransformation
im allgemeinen Fall, sind hochregulär und bieten sich neben der parallelisierten Implemen-
tierung auch für eine Implementierung auf spezieller Rechenhardware an. So könnte z.B. zur
Durchführung der generalisierten diskreten Fouriertransformation ein Spezialprozessor die Ge-
wichtung des aktuellen Datensatzes und die anschließende Summation der Zwischenergebnisse
massiv parallel und damit extrem beschleunigt ausführen. Ein kommerzieller Einsatz solcher
Spezialprozessoren ist jedoch von vielen anderen Faktoren abhängig, die hier nicht erschöp-
fend dargestellt werden können.
87
88 KAPITEL 5. DISKUSSION
5.4 Akquisition und Aufarbeitung der Störparameter
In dieser Arbeit wird davon ausgegangen, dass die Störparameter ∆ω, T2, etc., bekannt sind,
da der Schwerpunkt der Untersuchungen auf der Durchführung der generalisierten Bildrekon-
struktion selbst liegt. In der Praxis ist die Akquisition bzw. Schätzung all dieser Parameter ein
zum Teil sehr schwieriges Unterfangen.
Es ist zunächst fraglich, ob mit der fehlerfreien Akquisition bestimmter objektabhängiger
Störparameter nicht schon die gesuchte Bildinformation gewonnen ist. Damit wären weitere
Messungen desselben Objektes und insbesondere die Korrektur dieser Messungen überflüssig.
Die simultane Schätzung und Korrektur von T2-Einflüssen aus Abschnitt 4.9 zeigt jedoch, dass
bei bestimmten Messexperimenten die fehlerfreie Akquisition des Störparameters nicht gelingt
und erst das Zusammenspiel zwischen Schätzung und Korrektur zufriedenstellende Ergebnisse
bringt.
Im äußersten Fall muss die Schätzung einiger Störparameter unterbleiben. Dann liefert die
in dieser Arbeit vorgestellte Theorie jedoch sehr einfach spezielle Varianten der generalisierten
Bildrekonstruktion, welche die verbleibenden Störeinflüsse effizient korrigieren.
Im Fall von ∆ω kann der Anteil der Inhomogenität des Hauptmagnetfeldes, der durch lokale
Abweichungen der magnetischen Feldstärke verursacht wird, und damit objektunabhängig ist,
in regelmäßigen Abständen durch eine Kalibrierungsmessung, beispielsweise mit einem homo-
genen Phantom, bestimmt und gespeichert werden. Dies ist jedoch bei der objektabhängigen
Variation der magnetischen Flussdichte durch Schwankungen der magnetischen Suszeptibilität
nicht möglich. Eine interessante Frage ist, ob hier auch eine simultane Schätzung und Korrek-
tur der Suszeptibilitätseinflüsse wie bei der transversalen Relaxationszeit vorgenommen werden
kann.
Für den endgültigen praktischen Einsatz der allgemeinsten Form der generalisierten Bildre-
konstruktion muss das Problem der geeigneten Akquisition der benötigten Störparameter und
ihre ständige Pflege, d.h. Aufbereitung und Aktualisierung, gelöst werden. Solche Strategien
hängen jedoch stark von der konkreten Anwendung und den Eigenschaften des zu untersuchen-
den Objektes ab.
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Zusammenfassung
Die generalisierte Bildrekonstruktion ist ein Werkzeug für die Magnetresonanz-Bildgebung, das
erstmals die gleichzeitige Berücksichtigung vieler Störeinflüsse bei der Bildrekonstruktion er-
laubt. Explizit wurden in dieser Arbeit T2-Relaxation, Inhomogenitäten des statischen Magnet-
feldes, nicht-äquidistante k-Raum-Trajektorien und insbesondere Sensitivitätskodierung behan-
delt; eine Erweiterung auf zusätzliche Effekte erscheint machbar.
Aus der allgemeinen Theorie zur erweiterten Imaging-Gleichung und ihrer Lösung können
leicht Spezialfälle abgeleitet werden. Alle Varianten lassen sich sehr effizient mit der Conjugate-
Gradient-Methode lösen.
Während der Erprobung erwies sich die generalisierte Bildrekonstruktion als sehr leistungs-
fähig: Auch bei besonders starken Störeinflüssen liefert sie eine sehr gute Reduktion der Ar-
tefakte; bei Feldinhomogenitäten versagt die Korrektur erst, wenn die lokale Bildinformation
völlig verloren geht. Die generalisierte Bildrekonstruktion ist robust gegenüber Rauschen, so-
wohl auf den Messdaten, als auch auf den Korrekturparametern. Treten doch Rekonstruktions-
artefakte auf, so lassen sie sich leicht mithilfe der in die Korrektur integrierten Regularisierung
unterdrücken.
Mehrere Möglichkeiten zur Beschleunigung der generalisierten Bildrekonstruktion ohne si-
gnifikante Verluste in der Bildqualität wurden vorgestellt: Parameterdiskretisierung mit Ver-
wendung der schnellen (nicht-äquidistanten) Fouriertransformation, Parallelisierung, und Be-
schränkung auf einzelne Störeinflüsse. So ist bereits heute für Spezialfälle eine sehr schnelle
Durchführung des Verfahrens möglich.
Am Beispiel der Sensitivitätskodierung mit nicht-äquidistanten k-Raum-Trajektorien auf ei-
nem Echtzeit-System wurde die Praxistauglichkeit der generalisierten Bildrekonstruktion mit
bisher unerreichten Rekonstruktionszeiten unter einer Sekunde bei Verwendung von Standard-
Rechenhardware demonstriert.
Diese Arbeit stellt eine Basis dar, auf der weitere Untersuchungen der spezifischen Eigen-
schaften der generalisierten Bildrekonstruktion erfolgen können. Als wichtige Fragestellungen
bleiben die optimale Einstellung der Iterationszahl und ggf. des Regularisierungsparameters,
sowie die praktische Akquisition der Störparameter.
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