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Abstract
A visual texture is an image in which a basic pattern or texture element is repeated many
times, for example grass in a lawn or bricks in a wall. Within each texture element, the grey
levels and their positions are arranged in a sufficiently similar manner so that the patterns
take on a uniform appearance. The process of characterising the underlying relationships
within texture elements and their placement can be considered as a form of feature extrac-
tion. These relationships allow salient features of different textures to be used in texture
classification, segmentation and synthesis tasks. Texture classification is an important task
in areas such as remote sensing, surface inspection, medical imaging and content retrieval
from image databases.
Most texture feature extraction methods are derived from human intuition after much
contemplation. Texture feature extraction remains a challenging problem due to the diversity
and complexity of natural textures. In this thesis we investigate the evolution of feature
extraction programs using tree based genetic programming.
Our main hypothesis is that given the right fitness evaluation, it may be possible to gen-
erate new feature extraction programs independent of human intuition from basic properties
of images such as pixel intensities, histograms and pixel positions. We used tree based genetic
programming and a ‘learning set’ of thirteen Brodatz textures to evolve feature extraction
programs. We have investigated three kinds of inputs/terminals: raw pixels, histograms and
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a spatial encoding. The function set consisted of +,− to facilitate the analysis of the evolved
programs. Fitness is computed with a novel application of clustering. A program in the pop-
ulation is applied to a selection of images of two textures in the learning set. If the program
delivers widely separated clusters for the two textures, it is considered to be very fit.
The evolved programs were then used on a different training set of images to get a nearest
neighbour classifier which is evaluated against a testing set. We have used the evolved feature
extraction programs in 4 different classification tasks: (1) a thirteen class problem involving
the same textures as in the learning set, but with an independent training and test set; (2)
a four class problem comprising Brodatz textures not in the learning set; (3) a fifteen class
problem comprising Vistex textures; and (4) a three class problem of malt classification.
The evolved programs were evaluated by classification accuracy on the testing sets. Raw
pixel input gave a classification accuracy of 50% for task 1 and 45% for task 3. Histogram
input gave a classification accuracy of 81% and 75% for these tasks while the spatial en-
coding gave accuracies of 75% and 61%. The histogram representation was found to be the
most effective representation. The evolved programs were compared with 18 human derived
methods on tasks 1 and 3. The accuracy of the evolved programs was ranked 14 out of 19
for task 1 and 9 out of 19 for task 3. Task 2 was only performed using histogram inputs and
the accuracy was 100% compared with 95% for the grey level co-occurrence method. These
results indicate that, on these tasks, the evolved feature extraction programs are competitive
with human derived methods.
Task 4, malt classification, is a difficult real world problem. We used the best performing
input, histograms, for this task. We obtained a classification accuracy of 67% which is better
than the Gabor and Haar methods but worse than the gray level co-occurrence matrix and
the grey level run length methods. However, when we combined the evolved features with
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human derived features, we improved the classification accuracy by 15%. This suggests that
the evolved features have captured texture regularities not captured in the human derived
methods. The contribution of the evolved features towards the improved accuracy was con-
firmed when the combined evolved and human derived feature set was subjected to feature
selection. There was a high percentage of evolved features among the selected features.
The value of our approach lies in the fact that feature extraction programs can be evolved
from simple inputs such as histograms and arithmetic operations without much domain
knowledge. From a practitioner point of view, our set of programs has the advantage of not
requiring the user to set the parameter values as required by many human derived methods.
For researchers, our approach shows that it is possible to evolve, from simple inputs, feature
extraction programs that can perform as well as those derived by human intuition.
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Chapter 1
Introduction
1.1 Texture
Visual texture can be considered to be the appearance of a repeating pattern of some uni-
formity. The basic pattern can repeat exactly in the case of synthetic textures or with some
variation as in the case of natural textures. Examples of synthetic textures with exactly
repeating patterns are shown in figure 1.1, while natural textures that repeat with some
variation are shown in figure 1.2. Weaving has a reasonably well defined pattern, while grass
has a less defined pattern and bubbles, which repeat in different shapes and sizes and also
superimpose on each other, have hardly any regular pattern at all. We can visually tell the
differences between these images but it is difficult to model the basic pattern for cases such
as bubbles. The challenge for texture classification is to be able to differentiate these kinds
of patterns.
Texture classification is a significant economic problem and is necessary in many domains,
for example, remote sensing [153], automatic inspection [64], medical image processing [38]
and document processing [65]. Efficient texture classification saves time and money in do-
mains where very large amounts of data need to be processed. Automated systems using
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Horizontal Stripes Vertical Stripes Checkerboard
Figure 1.1: Synthetic Texture Images
Weaving Grass Bubbles
Figure 1.2: Natural Texture Images
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texture analysis can free humans from labourious tasks such as counting cells, differentiat-
ing shapes and finding regions of interest. Texture analysis is generally a computationally
intensive task but the availability of cheap and powerful computers makes this task more
viable.
Texture analysis has been an ongoing research area for many years. Texture analysis
tasks include the following: classification, segmentation, synthesis and shape from texture
[186]. Texture classification is a major focus of this thesis and is further described in the
next section.
Texture segmentation involves differentiating the regions of an image based on their
textures. An example of an image with multiple textured regions is shown in the left image
of figure 1.3. The right image shows a segmentation computed using texture features.
Original Segmented
Figure 1.3: Original and segmented texture images
http://note.sonots.com/SciSoftware/GaborTextureSegmentation.html
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Squares Lines
Figure 1.4: Shape from textures http://www.cs.nott.ac.uk/ tpp/G53VIS/G53VIS.html
Texture synthesis involves generating realistic textures for applications such as computer
games.
Shape from texture involves making inferences about the three dimensional shapes of
objects and surfaces as seen in an image of that object based on textures. We can make
inferences of the shape of an object based on the variation in texture. Figure 1.4 shows
examples of shape from texture. The changes in the texture spacing shows that there is a
change in the shape.
Texture segmentation, synthesis, shape from texture are not the subject of this thesis
although the feature extraction programs discussed can be applied to these problems.
1.2 Texture Classification
Texture classification involves assigning unknown texture images to one of several predeter-
mined categories. The machine learning approach involves first extracting texture features
from known samples to train a classifier followed by differentiating new images with this
classifier. A classifier is a procedure used to differentiate images based on the relevant char-
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acteristics or ‘features’ of images. The classification process is summarised in figure 1.5. Let
us consider a very simple example involving the classification of the images in figure 1.2.
Of the three images, weaving has the lightest shade while grass has a slightly darker shade
and bubbles has the darkest shade. This observation suggests building a classifier based on
average intensity. We would expect that the weaving images would have a lighter average
intensity compared to bubbles and grass suggesting that the average intensity feature could
be used to distinguish between weaving and the other two textures. The average intensities
of grass and bubbles look to be quite similar so additional features may be required to dis-
tinguish them. These examples demonstrates that feature extraction is an important step in
texture classification.
Current feature extraction methods have been developed using a combination of hu-
man intuition and various mathematical models to capture the repeating patterns and their
placement. Many feature extraction methods for textures have been proposed, they can be
grouped in the following categories: statistical, geometrical, model-based and signal process-
ing. These methods are described in detail in section 2.3. Due to the high dimensionality of
these methods, that is many features can be computed, some sort of estimation and selection
of parameters is required in order the make the problem manageable.
Images Preprocessing Feature Extraction Classification
Training
Results
Figure 1.5: Image Texture Classification
Statistical methods aim to find the spatial distribution of pixel intensities, usually by
computing the gray level co-occurrence matrix. This is a data structure that relates the
frequency of grey levels occurring at certain displacements. Geometrical methods consider
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texture as being composed of “texture elements” or texels. Once the texels are identified,
either statistical properties are calculated and used as features or the arrangement of texels is
extracted using geometric methods, for example, Markov random fields. Model-based meth-
ods are based on the design of models which can be used to describe the texture, for example,
fractals. Psycho-physical research suggests that the human brain does a frequency analysis
of the images [18, 41]. Signal processing methods involve filtering the texture images with,
for example, Gabor or wavelet transforms followed by feature extraction and classification.
There are many feature extraction methods, most with parameter values to be chosen. This
can result in very large feature vectors leading to problems with high dimensionality.
The major premise of this thesis is that, given the right learning mechanism, it will be
possible to generate new feature extraction techniques independent of human intuition from
basic properties of images such as pixel intensities and histograms. Our motivation is to
determine whether it is possible to use evolutionary techniques to obtain feature extrac-
tion programs that perform as well as those derived by human intuition. We use genetic
programming because it has some potentially useful properties, such as a symbolic repre-
sentation, which affords additional domain knowledge that may be gained when the evolved
programs are analysed. Our approach is inspired by Harris [52] who evolved edge detectors
that performed as well as those derived by human intuition.
1.3 Evolutionary Computation
Evolutionary computation techniques simulate the biological process of natural selection
to generate better solutions at successive iterations. One of the evolutionary techniques
is genetic programming. The genetic programming process begins by generating an initial
random set of programs to solve the problem. The programs are then ranked according to
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how well they solve the problem. Programs with higher ranking are then passed to the next
generation. Parts of these programs are swapped with other programs in a process known
as crossover. Parts of these programs also undergo random changes in a process known as
mutation. The performance of the new programs is then evaluated on the problem again.
This process is repeated until an acceptable solution is found or a predefined number of
iterations is reached. The availability of powerful machines nowadays makes the intensive
computation involved more tractable.
To use genetic programming for a particular problem, it is necessary to formulate a
terminal set, a function set and the fitness evaluation. The terminal set is typically comprised
of the inputs and constants, the function set is made up of operations performed on the inputs
and fitness evaluation is a way to tell how well programs perform.
Evolutionary computing techniques have been used on a wide range of problems with
considerable success. When an evolved solution is as good as a human derived solution, it is
deemed human competitive. A list of 36 human competitive results produced by evolution-
ary computation is available [77]. An annual competition organised by John Koza, one of
the pioneers of genetic programming, awards prizes to human competitive results achieved.
Notable results include an evolved antenna for deployment on NASA’s space technology 5
mission, two dimensional crystals designed by evolutionary algorithms, oscillators designed
by genetic algorithms, optical fibre design using an artificial embryogenic representation and
automatic software repair using genetic programming. The work presented in chapter 5 of
this thesis was awarded a merit prize in the 2004 competition.
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1.4 Image Data Sets
Two texture image data sets namely Brodatz [17] and Vistex [85] have been used by many
researchers to benchmark algorithms. We will be using the same data sets as these researchers
in order to facilitate comparisons. In addition, we will be testing the evolved programs on a
challenging real life problem of classifying malt images. Malt is barley that has been allowed
to germinate slightly. Barley undergoes subtle changes in appearance during the malting
process and our aim is to classify the malt images according to these subtle changes.
1.5 Research Goals
The overall goal of the work presented in this thesis is to determine whether human compet-
itive texture feature extraction programs can be evolved using genetic programming. Our
specific questions are:
1.6 Research Questions
1. How can we configure genetic programming to evolve texture feature extraction pro-
grams?
2. How well do the evolved feature extraction programs perform when using raw pixels or
aggregated pixels as inputs?
3. How well do the evolved feature extraction programs perform when using texture image
histograms as inputs?
4. How well do the evolved feature extraction programs perform when using spatial en-
codings as inputs?
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5. On a real world problem of classifying malt images, are the evolved programs com-
petitive with human derived methods and do they capture texture characteristics not
being captured by human derived methods?
In order to make meaningful comparisons, we will compare the performance of the evolved
programs on the Brodatz and Vistex texture data sets as used by Wagner [194] to bench-
mark 18 human derived feature extraction algorithms. The testing accuracy will be used as
the criterion for comparison. In addition we will compare the performance of the evolved
programs on a real life problem against human derived methods.
1.7 Contributions of the Thesis
The following contributions have been made:
1. A way of generating human-competitive feature extraction programs for texture classi-
fication problems. This is in contrast to the interleaving approach to feature extraction
already used by others and described on page 44. The interleaving approach involves
the evolution of feature extraction and the induction of the classifier together whereas
our method evolves the programs without the involvement of a classifier. The advantage
of our method is that the feature extraction programs are not biased by the induction
of the classifiers so the discovered programs are not specific to a particular problem.
The feature extraction programs were evolved from thirteen Brodatz textures but are
general enough to be used on other textures. Part of this work was published in:
Brian Lam and Vic Ciesielski, Discovery of Human-Competitive Image Texture Feature
Extraction Programs Using Genetic Programming, in Kalyanmoy Deb et al. editors,
Genetic and Evolutionary Computation – GECCO-2004, Part II, vol 3103, 1114–1125,
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Seattle, USA. This paper won a merit prize in the 2004 Human Competitive Competi-
tion.
2. A method of using clustering for evolving feature extraction programs that have high
discriminating power. While we have only used the method for texture problems we
believe that the method could be used in other computer vision problems using features,
such as content based image retrieval.
3. A new set of human competitive feature extraction programs for texture classification
problems where parameter setting is not required. Part of this work was published in:
Brian Lam and Vic Ciesielski, Discovery of Human-Competitive Image Texture Feature
Extraction Programs Using Genetic Programming, in Kalyanmoy Deb et al. editors,
Genetic and Evolutionary Computation – GECCO-2004, Part II, vol 3103, 1114–1125,
Seattle, USA. This paper won a merit prize in the 2004 Human Competitive Competi-
tion.
4. A new spatial encoding for texture classification problems. It was shown that this en-
coding results in higher classification accuracies compared with using raw pixel inputs.
Part of this work was published in:
Brian Lam and Vic Ciesielski, Applying Genetic Programming to Learn Spatial Differ-
ences between Textures Using a Translation Invariant Representation, in David Corne
et al. editors, Proceedings of the 2005 IEEE Congress on Evolutionary Computation,
vol 3, 2202–2209, Edinburgh, UK.
5. A new way of classifying malt based on bulk images. The new method is just as
accurate as current methods that involve human inspection and chemical analysis and
which can be tedious, expensive and time consuming. Part of this work was published
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in a patent application and a paper:
Brian Lam and Vic Ciesielski, Determining A Bulk Characteristic of A Grain, in Pro-
visional Patent No. 200394049, 2003.
Vic Ciesielski, Brian Lam, Minh Luan Nguyen, Comparison of Evolutionary and Con-
ventional Feature Extraction Methods for Malt Classification, Proceedings of the 2012
IEEE Congress on Evolutionary Computation, June 10-15, 2012, Brisbane, Australia.
1.8 Structure of the Thesis
This thesis is organised as follows. After the introduction in chapter 1, a detailed literature
review is provided in chapter 2. This provides the background to our investigation with a
review of the most relevant research. Chapter 2 starts with a general discussion of texture,
texture analysis and texture feature extraction methods, then proceeds to the concepts of
classification and clustering in machine learning. This is followed by an overview of genetic
programming and the current status of the research, including genetic programming for
texture analysis. We conclude with a review of research in malt classification.
Chapter 3 describes the three data sets used for our investigation, namely Brodatz, Vistex
and malt.
The first part of our investigation is described in chapter 4. This chapter proposes a
suitable configuration of genetic programming and a new way of fitness evaluation using
clustering. This approach was used in all our subsequent investigations using three different
types of inputs. The chapter also includes our work on raw pixel inputs.
The second part of our investigation is presented in chapter 5 where histogram values are
used as inputs. The third part of our investigation in presented in chapter 6 where a spatial
encoding was used as the input. The last part of our investigation is presented in chapter
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7 where we used the evolved features, and some human derived ones on a real life malt
classification problem. Chapter 8 draws conclusions and suggests further work. Appendix
A.1 contains an extensive summary of work involving genetic programming for image related
tasks.
Chapter 2
Literature Survey
This chapter provides a review of the areas investigated in this thesis namely texture analysis,
classification, clustering, genetic programming and image analysis of barley and malt.
2.1 Texture
Image texture can be considered as repeating visual patterns arranged in certain ways. The
patterns themselves are usually very similar, giving rise to a uniform appearance. Texture
is formed by the relationship of pixel gray levels and their spatial arrangement within a
neighbourhood. Some texture neighbourhoods have well defined boundaries, for example,
bricks in a brick wall, while others have less defined boundaries, for example, bubbles as
shown in figure 2.1. An object can have different textures depending on scale and angle.
For example, consider a brick wall. At a normal scale the bricks give one texture, while
at a higher scale a different texture emerges as the texture within an individual brick now
dominates and at a lower scale texture is not apparent since the individual bricks disappear.
If the brick wall at a normal scale is tilted backwards at an angle, the texture also takes on a
different appearance. There is no universally agreed definition for texture as is evident from
13
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the following list of definitions that have been proposed over the years.
Fabric Brick Bubbles
Figure 2.1: Natural Texture Images
• “Textures are an omnipotent component of the world around us. They arise whenever
many similar structures co-exist at spatially adjacent locations and their placement,
orientation, and reflectance properties are governed by certain generation rules.” [31,
p1]
• “Natural textures arise from spatial variation of two surface attributes: (1) reflectance
and (2) surface normal.” [97, p1]
• “A texture image is primarily a function of the following variables: the texture surface,
its albedo, the illumination, the camera and its viewing position.” [192, p1]
• “Texture can be defined as a local statistical pattern of texture primitives in the ob-
server’s domain of interest.” [10, p1]
Texture properties such as uniformity, density, coarseness, roughness, regularity, linearity,
directionality, direction, frequency and phase were identified by Laws [96] as playing an
important role in describing texture. Some of these properties are not independent. For
example, frequency is not independent of density and the property of direction only applies
to directional textures. The fact that texture has so many properties is an important reason
why there is no single method of texture representation adequate for a variety of textures. For
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the purpose of this thesis, we can regard texture as repeating visual patterns. Within each
pattern or texture element, the grey levels and their positions are arranged in a sufficiently
similar manner that the images take on a uniform appearance.
2.2 Texture Analysis
Texture analysis involves the study of methods to solve problems such as texture classi-
fication, segmentation, synthesis and shape from texture. Texture classification involves
extracting characteristics from different texture images to build a classifier. The classifier is
then used to classify new instances of texture images. Texture segmentation involves finding
the boundaries of different textures in an image. This involves comparing characteristics of
regions, if the characteristics are sufficiently different a boundary is found. Texture segmen-
tation does not always identify the textures just the boundaries between textures. In texture
synthesis, textures are generated based on texture models for computer graphics applications.
In shape from texture, texture is used to infer the three-dimensional shape of an object. Our
work is primarily concerned with texture classification.
Most texture analysis tasks require feature extraction. Feature extraction is the process
whereby a mathematical calculation is performed on an image to turn pixel intensities or
positions to scalar values suitable for further processing.
Many texture feature extraction methods have been developed [43, 68, 123, 137, 186].
Tuceryan et al. [186] identified four groups of methods: statistical, geometrical, model-
based and signal processing. Statistical methods involve computing the spatial distribution
of grey values. Geometrical methods involve defining the primitives that make up a texture
followed by computation of the statistical properties of the primitives or identifying the
placement rule of the primitives using geometric or syntactic rules. Model based methods
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involve construction of image models for describing textures. A model captures the essential
perceived qualities of the texture. Signal processing methods involve the application of filters
to images. The features are then computed from the filtered images. The texture feature
extraction methods used in various comparison experiments in this thesis are categorised
according to these four groups in table 2.1.
Statistical Geometrical
Gray level co-occurrence matrix (Haralick) [51] Statistical geometrical (Chen) [19]
Gray level run length (Galloway) [40] Pyramid decomposition (Pikaz et al.) [138]
Sum and difference histograms (Unser) [188]
Local features in [194]
Modified GLCM (Sun et al.) [177]
Gray level difference co-occurrence (Dapeng) [25]
Neighboring difference histogram (Amadasun) [3]
Histogram and gradient features (Amelung in) [194]
Model Based Signal Processing
Markov random fields (Kashyap et al.) [69] Law’s masks [96]
Fractal box dimensions (Rob et al. in) [194] Fourier transform features (Rob et al. in) [194]
Fractal box dimensions from blankets (Peleg) [136] Gabor (Fogel and Sagi) [36]
Autoregressive models (Mao et al.) [115] Wavelets (Laine) [86]
Table 2.1: Texture Feature Extraction Methods Used in Various Comparison Experiments in
this Thesis
2.3 Texture Feature Extraction Methods
In this section we will describe the texture feature extraction methods used in our comparison
experiments. This is followed by a review of comparative studies conducted by others.
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2.3.1 Statistical
Statistical methods are based on the calculation of the spatial distribution of gray levels.
Histogram
A histogram is constructed from an image by plotting the number of pixels on the vertical
axis against their grey values on the horizontal axis. As well as the histogram range, i.e.
the number of pixels at a grey level, the following statistical features can be computed from
the histogram: mean, variance, skewness and kurtosis. These features are also part of the
statistical features method discussed later in section 2.3.1 on page 19.
Autocorrelation
Autocorrelation measures the amount of regularity as well as the fineness/coarseness of the
texture present in the image [186].
Grey Level Co-occurrence Matrix
The most well known texture feature extraction method is the Grey Level Co-occurrence
Matrix (GLCM) method developed by Haralick [51]. Assuming we are working with images
that have 256 grey levels, this method involves first generating a matrix with 256(i) columns
and 256(j) rows. An entry in the matrix is the frequency of occurrence of pixels with grey
levels i and j separated by a displacement d pixels in a particular orientation. Most work uses
a displacement of 1. There are four principal orientations namely 0o, 45o, 90o and 135o so that
four matrices are generated. Thirteen second order statistical features are then calculated
from each matrix. The feature values for the four principal orientations are then averaged
giving a total of 13 Haralick features. Most new texture feature extraction methods are
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benchmarked against the GLCM method. The problem with this method is choosing the
displacement value to use. This value can be between 1 to n for an image size of n×n pixels.
A large number of features will be generated if all displacements are used. Since there will
be 13 texture features for each displacement up to the size of the image, most researchers
use a default value of 1 pixel. Other variations of the GLCM methods include Unser’s
sum and difference histograms [188], Sun and Wee’s modified GLCM method [177], Dapeng
and Zhongrong’s co-occurrence with average neighbourhood method [25] and Amadasun and
King’s co-occurrence histograms [3].
Grey Level Run Length
A grey level run length matrix (GLRM) specifies the number of runs for each grey level in
a direction where a run is defined as the number of pixels with the same grey level [40]. A
matrix q(i, j) specifies the number of times that an image contains a run of length j at grey
level i in a given direction.
A grey level run length can be constructed for each of the principle directions (0o, 45o, 90o,
135o). Once the grey level run length matrices are constructed, seven statistical measures
can be computed.
Local Texture Features
Local texture features in [194] consist of statistical features and gradient features. The sta-
tistical features, such as differences in average gray levels, are calculated from user defined
sub windows around the central pixel of an image. The windows are in the x, y and diag-
onal directions. For the gradient features, Sobel [167] features and Kirsch [74] features are
calculated.
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Statistical Features
Amelung in [194] proposed a method to calculate statistical features from histograms of gray
levels, histograms of absolute values and histograms of direction of gradients.
2.3.2 Geometrical
This method considers texture as composed of texture elements or texels. The method
focuses on the geometrical arrangement of these texels. Once the texels are identified there
are two approaches to analysing the texture. One computes statistical properties from the
extracted texture elements and utilises these as texture features. The other tries to extract
a placement rule that describes the texture [185].
Statistical Geometrical Features
Statistical geometrical features are based on the statistics of geometrical properties of con-
nected regions in a series of binary images derived from a texture image. The gray level
texture image is first decomposed into a series of binary images G(t) by thresholds t = 1, ...G
followed by the computation of texture features [19].
Pikaz and Averbuch proposed a pyramid decomposition scheme to characterise textures
based on 4-connected regions at different thresholds [138].
2.3.3 Model Based Methods
Model based methods are based on the construction of an image model that can be used
not only to describe texture, but also to synthesise it. The model parameters capture the
essential perceived qualities of texture.
CHAPTER 2. LITERATURE SURVEY 20
Markov Random Fields
Markov random fields [69] assume that the intensity at each pixel in the image depends
only on the intensities of the neighbouring pixels within a neighbourhood η. Each pixel in
a neighbourhood Gm′,n′ is characterised by its distance d = (d1, d2) from the central pixel
Gm,n:
Gm′,n′ = Gm+d1,n+d2 (2.1)
For each image, a set of global model parameters {θd} is determined, which is character-
istic of a particular type of texture. These parameters are then used as texture features.
Autoregressive Models
Mao and Jain proposed autoregressive models based on concentric rings around a central pixel
[115]. This approach is similar to Markov random fields except that the neighbourhoods are
defined in concentric rings.
Fractals
Fractals [114] can be used to model the quality of roughness and self similarity in an image.
A set A is said to be self similar when A is the union of N distinct copies of itself, each of
which has been scaled down by a ratio r. The fractal dimension D is related to N and r as
follows:
D =
logN
log(1/r)
(2.2)
The fractal dimension can be used to characterise the texture. Natural textures are not
deterministic thus making the calculation of fractal dimension more difficult. Rob et al. in
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[194] and Peleg et al. [136] provided different methods for estimating fractal dimensions of
natural textures.
2.3.4 Signal Processing Methods
Psychological research has given evidence that the human brain does a frequency analysis
of an image [18, 41]. Texture is suited for this type of analysis because of its repeating
variations. These methods are currently receiving much attention. The technique usually
involves filtering and transforming the images followed by computation of features. Filtering
is where an image is subjected to operations such as a convolution with a matrix while
transformation involves changing the image from the spatial domain to the frequency domain.
Law’s Masks
Spatial domain filters involve filtering the image followed by feature extraction. Earlier
attempts involved measuring edge density per unit area using simple edge masks such as
Robert’s or Laplacian operators [42, 96]. Laws [96] proposed a set of one dimensional con-
volution masks known as “level”,“edge”,“spot”, “wave” and “ripple”. From these 5 masks,
25 two dimensional masks can be constructed.
Fourier Features
Fourier features are energy values of different regions in the power spectrum of the image
Fourier transform. The energy values can be calculated by dividing the frequency domain
into rings for frequency content and wedges for orientation content. Eight ring, 10 horizontal
and 5 vertical features can be calculated [194].
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Gabor Features
Fogel and Sagi [36] proposed Gabor filters for texture feature extraction. The method can
be used to extract a certain wavelength and orientation from an image with a specified
bandwidth. The energy of the signal in the filter band can be determined by computing the
square magnitude of the complex filter response.
Wavelets
Laine’s textural features are based on the energies in the different filter bands following
a wavelet decomposition of an image using Daubechies wavelets [86]. This involves first
decomposing the original image into 4 sub-images followed by summing over the squares of
all pixel values to arrive at the energy values. Decompositions at three resolutions yield a
total of 21 features.
2.3.5 Comparisons of Texture Feature Extraction Methods
As described in the previous section, there are a very large number of approaches to feature
extraction for texture analysis tasks. Xie and Mirmehdi [123, p375] described this situation
as “a galaxy of texture features” in their review. Unfortunately there is no way of knowing
which features are the best for any given problem. This has prompted a number of comparison
studies. The criterion for comparing the performance of texture feature extraction methods
is the classification accuracy.
Ohanian and Dubes [132] compared the performance of four types of features, namely
Markov random field features, multi-channel filtering features, fractal-based features and
co-occurrence features. They used fractal images, Gaussian Markov random field generated
images and natural images of leather and painted surfaces. The results showed that co-
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occurrence features performed best, followed by fractal features.
Conners and Harlow [23] carried out a theoretical comparison of four texture methods.
They were grey level co-occurrence matrices, grey level run length matrices, a grey level
difference method [198] and a power spectrum method. The results indicated that the grey
level co-occurrence matrices were the best of the four considered.
Weszka et al. [198] compared the texture features of three texture methods on aerial
terrain photographs: Fourier power spectrum, grey level co-occurrence matrices and grey
level run length. They concluded that Fourier features generally performed worse than the
others.
Randen and Husoy [150] conducted a comparative study of signal processing methods
on Brodatz texture images. They concluded that no single approach performed best and
recommended processing images with a Gabor filter bank, autoregressive features [115], and
co-occurrence matrices features.
Singh [165] conducted a comparative texture analysis study using wavelet transforms,
grey level co-occurrence matrices and Gabor transforms on a subset of Brodatz images and
concluded that wavelet transform methods outperformed the grey level co-occurrence matrix
and Gabor transform methods. The Haar wavelet performed the best among the wavelets
considered in the study.
Fountain et al. [37] compared 4 rotation invariant texture analysis methods on 44 Brodatz
texture images. The methods included a multichannel Gabor filtering method, an edge
attribute processing method, a circular simultaneous autoregressive model method and a
method based on hidden Markov models with wavelet decomposition. The multichannel
Gabor filtering method was shown to provide the highest classification accuracy.
Kandaswamy et al. [68] compared the performance of 9 feature extraction methods on
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the KTH-TIPS [54], UIUC [203] and Outex [133] data sets. The texture images of the test
set were subjected to rotation and change in illumination. The methods used included:
local binary patterns (LBP) and variants [133], grey level co-occurrence matrix (GLCM),
Gabor filters, 3-D textons [192], maximum response textons (MR-8) [97], multi-resolution
histograms [49] and multi-scale opponent color representation [181]. They found that Gabor,
LBP, LBPriu2 or local binary patterns with contrast measures, LM-Textons and MR8 gave
commendable performance. They recommended using LBPriu2 for large data sets with high
inter class variations and no illumination related variation, Gabor filters for large data sets
with varying illumination conditions and GLCM for small data sets. LM-textons and MR8
outperformed all other algorithms for the most difficult problems, however the performance
of these methods is sensitive to the quality and quantity of the training images and the
feature space from which the texton is extracted.
Rao [151] proposed a taxonomy for texture descriptions so that appropriate feature ex-
traction algorithms can be implemented for a particular texture. The taxonomy involves
dividing textures into micro and macro textures. For microtextures, the following methods
were recommended: autocorrelation, optical processing, digital transform, texture edgeness,
mathematical morphology, co-occurrence, textural transform, generalized gray tone spatial
dependence models, run lengths, autoregressive and mosaic model methods. For macrotex-
tures which have two categories, weak and strong, the following methods were recommended:
for weak macrotextures, edge per unit area, run lengths, relative extrema density and rela-
tional trees. For strong macrotextures, generalized co-occurrence was recommended. He also
grouped the Brodatz texture set based on the taxonomy.
Wagner [194] evaluated the performance of 18 different texture feature methods listed
in table 2.1 on page 16, on 7 different texture image data sets. In addition to classification
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accuracy, the time taken was also taken into account to assess the performance of each
method. The performance of the methods are listed in order of performance in table 2.2. To
facilitate comparisons with future algorithms by others, they made available their data sets.
The data sets included: Brodatz, Tumor, Tilda, Print, Slab, Vistex and Hon. We used two
of the common data sets Brodatz and Vistex to compare our results with his.
Table 2.2: Performance Ranking of Feature Extraction Methods Obtained by Wagner [194]
Methods Methods
1. Sum and difference 10. Pyramid decomposition
2. Statistic geometrical 11. Neighbouring difference histograms
3. Gabor 12. Grey level difference co-occurrence
4. Statistical features 13. Autoregressive models
5. Fourier 14. Markov random fields
6. Law’s masks 15. Fractal box dimensions
7. Wavelets 16. Modified GLCM
8. Grey level run length 17. Fractal box dimensions from blankets
9. Grey level co-occurrence matrices 18. Local features
2.3.6 Current Issues in Texture Analysis
The main issues with texture analysis are the high dimensionality of features generated and
finding optimal parameters for a given method. For example, the GLCM method requires the
user to specify a displacement d at orientation θ. It is not very clear as to what the optimal
displacement and orientation angle should be. As mentioned earlier, most users have opted
for the default of d = 1 and the four principal angles of 0o, 45o, 90o and 135o. This generates
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4 × 13 or 52 features. However it is quite possible that larger displacements and more or
different angles will give better features. There are different ring sizes and wedge sizes for
the Fourier transform method. Again it is not very clear which ring size or wedge size should
be used. Another issue with parameter setting in the modelling approach is that the size
and shape of the sub-regions used have significant bearing on the results. A third issue is the
complexity of the computation involved for most methods due to manipulation of pixels into
suitable forms before feature calculation can proceed. The complexity is usually in the order
of O(M2) where M is the number of pixels [63]. The fourth issue is how robust the features
are for texture images at different rotations, scaling, view angles and illuminations. Due to
the above problems, many trials are needed to get the parameters right before an optimal
or good enough set of features is identified. These kinds of problems suggest that methods
based on machine learning could be effective.
2.4 Machine Learning
Machine learning is a branch of artificial intelligence. Machine learning can be considered
as the automated acquisition of knowledge to look for improvement of performance as a
result of past experience. Banzhaf et al. [12] listed three approaches to machine learning.
They are supervised learning, unsupervised learning and reinforcement learning. Supervised
learning happens when each training instance is an input accompanied by a correct output.
The output of a candidate solution is evaluated against that correct answer. Unsupervised
learning happens when the examples are not labelled and the system looks for patterns in
the inputs. Unsupervised learning is used for exploring relationships between the inputs, for
example, the number of clusters. A cluster is a grouping of examples based on a measure
of similarity. The objective of reinforcement learning is to maximise the long term return
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from the performance of a task rather than the immediate output. Examples of supervised
learning and unsupervised learning will be discussed next but reinforcement learning will not
be discussed further as our research does not involve this learning approach.
Luger [110] identified three problem representation models for machine learning. They
are symbol based, connectionist and evolutionary. Symbol based learning involves the ac-
quisition of explicitly represented domain knowledge and retaining the knowledge for future
application. The connectionist approach involves storing the knowledge through the inter-
action of an interconnecting network of artificial neurons. Evolutionary learning involves
improving the knowledge through an adaptation process. This process involves solving a
problem with a population of candidate solutions, the candidate solutions are evaluated on
how well they solve the problem and only the fittest are kept and allowed to combine with
each other to form the next generation of solutions, thus increasingly accurate solutions are
produced through successive attempts at solving the problem.
2.4.1 Classification
Classification is a form of supervised learning. We describe the main aspects of the clas-
sification process with an example. Suppose we need to distinguish between oranges and
mandarins. We start by observing whether there are distinguishing features that we can use
to separate the two classes of objects, for example, roundness and size. We then proceed
to compute these feature values for each object. These values are then used to construct
a decision function. The decision function could be a line that separates the two groups of
objects as shown in figure 2.2. When a new instance of the objects needs classifying, its class
membership is determined by its location with respect to the separation boundary. If there
are more than two features that can be used, for example roundness, size and major axis
CHAPTER 2. LITERATURE SURVEY 28
or longest length of an object, we have a hyperplane instead of a line as a boundary. We
have used a simple case as an example but in practice, examples usually have many more
attributes and the decision function is rarely linear and often unknown. In figure 2.2, there
is a clear separation between the two classes and the classification of the new objects can be
done with 100% accuracy. In difficult real world problems, it is not possible to get such a
clear boundary and the classification of new objects cannot be done without error.
The basic idea of classification is that we first construct a model based on the attributes,
i.e. features of known samples. This is known as the training phase. The model or classifier
can then use the same attributes of an unknown sample to determine its class membership.
This is known as the testing phase. The process is supervised learning as outlined in the
previous paragraph as we have a priori knowledge of the class membership of the training
set. We want to know the true error rate, that is, the error rate on unseen samples. For
the situation where we have a limited number of examples, a good estimate can be obtained
using the n-fold cross validation procedure. This involves partitioning the examples into n
subsets of size N/n where N is the number of examples. This is followed by training the
classifier with n− 1 subsets and testing the classifier with 1 subset. This is repeated n times
where each subset is used as the testing set once. The cross validation accuracy is the average
testing accuracy obtained from the testing accuracies of all testing subsets. The samples are
typically divided in 10 folds and this is commonly known as the 10 fold cross validation
procedure.
A very large number of classifiers have been developed. These include nearest neighbour,
decision trees, rules and support vector machines [106, 200]. We used a nearest neighbour
classifier for our work. Nearest neighbour classifiers work by using a distance approach. This
involves a training set of both positive and negative cases. A new sample is classified by
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Figure 2.2: Decision Function
calculating the distance to the nearest training case, the class of that point then determines
the classification of the new sample. Issues that need to be considered for the application
of a classifier include training time, accuracy, speed and comprehensibility of the knowledge
acquired.
Classification consists of three key steps: (1) feature selection, (2) model induction, and
(3) testing.
Feature Selection
Feature selection is an optional step for cases where there are many features. The goal is
to select a subset of the most relevant features. The subset should give as good or better
classification accuracy than the original feature set. There are two approaches:
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1. The first approach is known as the filter approach where the selection is performed
before proceeding with the model induction step.
2. The second approach is known as the wrapper approach where the feature selection is
interleaved with the model induction step, and the accuracy of the classifier is used to
bias the feature selection process. This approach usually takes much longer than the
filter approach.
There are two types of selections based on the filter approach. The first type reduces the
size of the original feature set while the second reorders the original feature based on some
rankings. The second type does not reduce the size of the original feature set F0.
1. In the first type, some statistical, logical or information content is usually used as the
criterion as the basis of selection. This approach is where the new F is a subset of the
original features F0. Examples of this approach include consistency [26] and correlation
[102].
2. The second type is the feature ranking method where rankings are assigned to different
features to reflect the relative importance of a feature. Examples for this include Chi
square [200], InfoGain [200], Gainratio [200], OneR [58], Relief [73] and Uncertainty
[200].
Model Induction
This is when a classifier is induced from the training instances. A classifier can be induced
independently or interleaved with feature selection as described in the previous section. When
a classifier is induced, a predictive model is constructed so that it can classify the training
examples.
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Testing
The testing step involves validating the classifier against a set of unseen samples. The
performance of the classifier is evaluated based on the testing accuracy as well as a confusion
matrix which shows the detail of misclassification. A good way to estimate the error rate is
to use the 10 fold cross validation procedure described earlier on page 28.
2.4.2 Clustering
Unlike supervised learning where we have a priori knowledge of class membership of the
training set, clustering seeks to group instances based on some measure of similarity. Clus-
tering can return one or more clusters. The clustering method we used is K-means where we
need to provide the number of clusters, K. There are three steps involved in the K-means al-
gorithm. They are the initialisation, assignment and update steps. In the initialisation step,
the K-means or the cluster centers are initialised using random values. This is followed by an
iterative process involving both the assignment step and the update step until all instances
are assigned. In the assignment step, each instance is assigned to the nearest mean and in
the update step the means are recalculated from the associated instances. The clustering is
based on some distance measure, for example Euclidean distance. A potential problem with
the K-means algorithm is that it returns different results depending on the initial cluster
centers chosen. This problem is overcome by running the algorithm many times and using
the sums of the distances within the clusters to compare different solutions. The solutions
with the smallest sum of distances within clusters is chosen. Many clustering algorithms
have been investigated [161], issues that need to be considered for their application include
speed and reliability.
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2.5 Evolutionary Computation
Evolutionary computation [12, 34] is based on biological natural selection. In the evolutionary
computation approach, multiple solutions to a problem are improved successively by selection
and variation. Selection maintains a pressure towards quality while variation creates diversity
and prevents premature convergence, that is, losing population diversity too soon and getting
trapped in suboptimal regions of the search space. The approach can be summarised in the
following steps:
1. Generate an initial set of potential solutions randomly. This is known as the initialisa-
tion step.
2. Apply the solutions to the problem and rank their performance. This is known as the
fitness evaluation step.
3. Select a set of solutions according to fitness. This is known as the selection step.
4. Generate a new set of individuals by either keeping some of the selected solutions
(replacement or elitism), or randomly changing part of the selected solutions (mutation)
or randomly swapping parts of two or more solutions (recombination or crossover). This
whole process is also known as the reproduction step.
5. Repeat steps 2 to 4 until a good solution is arrived at or a predetermined number of
iterations or generations is achieved. This is known as the termination condition.
2.5.1 Evolutionary Algorithms
Historically evolutionary algorithms encompassed four main streams: genetic algorithms [56],
genetic programming [79], evolutionary strategies [163] and evolutionary programming [35].
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Table 2.3 provides a comparison of the four streams. Other more recent evolutionary and
nature inspired methods include differential evolution, learning classifier systems and swarm
intelligence approaches such as ant colony optimisation and particle swarm optimisation.
Table 2.3: Evolutionary Algorithms
Stream Simple GA GP ES EP
Representation Bit Strings Tree structures Real-valued vec-
tors
Finite state ma-
chines
Recombination 1-Point crossover Exchange of sub-
trees
Discreet or inter-
mediate
None
Mutation Bit flip Random change
in trees
Gaussian pertur-
bation
Gaussian pertur-
bation
Problem Representation
In order to solve a problem using evolutionary computation, the solutions must be represented
adequately, as the evolution takes place in the encoding space. The representation is problem
specific depending on what is to be achieved. If the solution to a problem is a set of numerical
values, then genetic algorithms or evolutionary strategies are appropriate. If the solutions is
a program then genetic programming is appropriate. If the solution can be represented as a
finite state machine then evolutionary programming can be used.
In genetic algorithms, the problem usually involves finding optimal values for a numerical
optimisation problem. The solution can be represented as binary strings, floating point
numbers or integers depending on the problem. Selection and variation operators are specific
to the type of representation adopted. For binary representations, crossover takes place by
swapping parts of the parent strings and mutation takes place by randomly flipping a bit.
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Genetic programming is similar to genetic algorithms, however the potential solutions are
programs instead of numbers. This will be described in detail later.
In evolutionary strategies, a potential solution is represented as a vector of real numbers.
The selection process is deterministic in that only the fittest individuals are selected. Re-
combination takes place by mixing components of two parent vectors or by averaging values
of the components. Mutation takes place by Gaussian perturbation process whereby the real
number is changed by adding a randomly selected number from a Gaussian distribution. The
mean and standard deviation are determined by an adaptive process. The solutions are then
evaluated and the results compared with the parents. If the result is better, the parents are
replaced by the offspring, otherwise the offspring are discarded. The process continues until
the desired result is achieved or a certain number of pre-defined generations is reached.
Evolutionary programming is similar to evolution strategies, however, individuals are
finite state machines and there is no recombination.
Fitness Evaluation
Fitness is a measure of how well an individual solution solves a problem. By evaluating
the fitness value of a solution and comparing it to those of other solutions, we are able to
select fitter individuals for replacement, reproduction and mutation. The fitness function
is problem specific. Often it involves minimising the difference between the output of an
individual against an expected value.
Population
A population is the set of candidate solutions or individuals. Usually the population size
defines the number of individuals at each generation. In basic evolutionary algorithms, the
population is represented as a vector. In more sophisticated variations, such as parallel
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schemes where there can be multiple populations, spatial relationships are defined between
the individuals. For example, the individuals can be placed on a grid and can only crossover
with neighbours. The spatial relationship usually involves some distance or neighbourhood
measure.
The diversity of a population is a measure of the number of different solutions present.
Many measures have been proposed for diversity. The number of different fitness values
present, the number of different solutions present and statistical properties such as entropy
have been used.
Selection
Various selection methods exist. The aim of the selection process is to select the best solutions
while preserving diversity to prevent premature convergence. Premature convergence is a
phenomenon where a suboptimal solution is reached at an early stage of the evolution process
and there is no improvement in fitness.
Current Research Issues in Evolutionary Algorithms
In evolutionary algorithms the aim is to first encourage exploration. This refers to the new
individuals exploring untested areas of the search space. Having located good solutions, ex-
ploitation refers to the concentration of the search effort in the vicinity of good solutions. A
balance between the two is necessary as too much exploitation leads to premature conver-
gence. How to achieve this balance is still a major research area. Other current research is
focused on determining the optimal form of representations and parameter values to be used
and more recently there is great interest in solving complex large scale optimisation problems
where there could be hundreds, or even thousands of dimensions.
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2.5.2 Genetic programming
In Genetic Programming(GP), the problem involves finding a program automatically to solve
a problem without specifying the form or the structure of the solution in advance. The main
variations are tree-based GP, linear GP, graph GP, Cartesian GP and grammatical evolution.
Tree-based GP is where programs are represented as tree structures. Linear GP is where
machine language like instructions are used in a lengthwise segment. In graph GP the nodes
are functions and the input is passed from one node to another. This structure allows the
reuse of relevant nodes. In Cartesian GP, programs are represented by linear chromosomes
containing integers. These are divided into groups of three or four. Each group corresponds
to a position in a 2-D array of processing nodes. One integer in each group defines the
primitive at that location in the array. Other integers in the group define the location
(coordinates) in the array from which the inputs for that primitive should be drawn. In
grammatical evolution, the evolution of a program is performed by a genetic algorithm using
integer chromosomes. The chromosome specifies the sequence of grammar rules to use in
generating a program.
Tree-based Genetic Programming
As stated earlier, in tree based genetic programming, the individuals are represented as
trees. For tree structures, recombination takes place by random exchange of subtrees while
mutation is implemented by random changes. An important requirement is closure. This
is the ability of each function to process all possible argument values generated by other
functions and terminals.
A tree based GP system is made up of three key components which require user config-
uration. These are terminals, functions and fitness evaluation. Terminals are inputs to an
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evolved program. They can be variables, random constants or functions with no arguments.
They can be scalar values or arrays if the input includes images. The function set consists
of arithmetic operations such as addition, subtraction, multiplication and division. More
complex functions can also be user defined, such as filters which can be used on images. The
fitness evaluation is usually a procedure for computing how well an evolved program meets its
objective. The fitter programs are selected for the next generation. These three components
are domain specific so the user needs to formulate them to suit the problem at hand. Non
problem specific aspects of a GP system include initialization, selection schemes, crossover,
mutation and typing.
Initialization
At the beginning of the GP evolution, we need to provide the first generation of programs
from which the final programs will be evolved. Koza [78] proposed two methods for generating
trees: full and grow. In the full method, nodes are filled at random from the function set
until the maximum tree depth specified by the user is reached. Then the terminal nodes are
added. In the grow method, nodes are filled at random from both function set and terminals
until a terminal or the maximum depth is reached. The full method generates full trees to
the given depth while the grow method generates trees of various sizes and shapes. Koza [79]
also proposed the ramped half-and-half method, which is widely used. In this method half
of the population is constructed using the full method and half is constructed using the grow
method. Other less common methods are uniform initialization where the user can specify
initial tree sizes [93] and seeding where initial programs with good potential are used instead
of randomly generated programs [91].
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Selection Schemes
Proportional selection, sometimes called roulette wheel selection, is a method where the prob-
ability of a solution being selected is proportional to its fitness. Proportional fitness tends to
inhibit diversity and this can lead to premature convergence. Ranking selection is another
method where individuals are first sorted according to their fitness values. The selection is
then carried out according to their rank rather than their fitness values. In the case of large
populations, a tournament scheme [16] is more suitable. The process involves picking a small
number of individuals, k, randomly with or without replacement. This is the tournament.
The fittest individual wins the tournament and is selected for reproduction. This is repeated
until the desired number of individuals have been selected. The probability of an individ-
ual being selected depends on its fitness within the tournament. Tournament selection has
the advantage of not needing a centralized fitness comparison between all individuals thus
reducing the communication overhead in parallel implementations.
Crossover
Crossover is the process where two GP programs swap fragments of their code to produce
new programs. The most basic form of crossover is subtree crossover. In subtree crossover,
a crossover point or a node is randomly chosen for each parent, the subtree at the randomly
chosen node of the first parent is then replaced with the subtree at the randomly chosen node
of the second parent to create a new offspring. Another common crossover method is one
point crossover [92] where a point is chosen in the common region of the parent programs
and the respective subtrees are swapped. A common region is the region where the tree
structures of the parents are identical. Other methods include uniform crossover [143] where
the offspring are created by flipping a coin at each locus of the common region to decide
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whether the offspring node should be selected from the first or the second parent. If a node
to be inherited is at the base of the common region and is a function, the subtree root there is
also inherited. This form of crossover results in a greater mix of code near the root than with
other types of operators. Context preserving crossover [30] is where the cross-over points are
constrained to have the same position, as in one-point crossover except that the crossover
point is not limited to the common region. In size-fair crossover [93], the crossover point in
the first parent is selected randomly, as with standard crossover. Then the size of the subtree
to be removed from the first parent is calculated. This is used to constrain the choice of
the crossover point of the second parent so as to guarantee that the subtree from the second
parent will not be “unfairly” large.
Mutation
Mutation is the process where part of a program is chosen to undergo random change. The
most common method is subtree mutation [79] where a subtree is replaced with a randomly
generated subtree. Due to its propensity to change the evolved program drastically, most
GP systems use mutation at a much lower rate than crossover. There are a number of
less common mutation methods. Size-fair subtree mutation [89] is where the new random
subtree is, on average, the same size as the one it replaces. Node mutation, also known as
point mutation [119], is where a node is randomly selected and randomly changed. Hoist
mutation [72] is where a completely new offspring is created by randomly selecting a subtree
of the parent. Shrink mutation [6] is where a randomly chosen subtree is replaced with a
randomly chosen terminal. Both hoist and shrink mutation trim the size of the program.
Permutation mutation [118] involves selecting a random function node in a tree and randomly
permuting its arguments. Other variations include mutating constants at random [162] and
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mutating constants systematically [62, 130].
Typing and Grammars
Typing is a way of providing a framework to ensure that the evolutionary search proceeds in
certain way. For example in strongly typed GP [128], every terminal has a type and every
function has types for each of its arguments and a type for its return value. The initialization,
crossover and mutation operations are implemented so that the typing constraints are not
violated. In grammatical evolution [160] and grammar based GP [45, 120], rules are imposed
so that the generated programs can only take certain allowed structures, for example, an
image filtering operation can be preceded by another filtering operation but not an operation
that returns a scalar from the image.
Current Issues in GP
Determining Problem Difficulty: A method that can analyse the difficulty of a problem
in relation to GP’s ability to solve it before the application of GP would allow the user
to make an informed choice. Early work by Kinnear [71] on solving this problem was
to study the fitness landscape using autocorrelation functions. More recent approaches
involve different methods of fitness landscape analysis. Two methods have been pro-
posed to analyse the fitness landscape. They are fitness-distance correlation [183] and
negative slope coefficients [191]. Fitness-distance correlation is based on the concept
that what makes a problem easy or hard for a search is the relationship between fitness
and distance to the goal. However the drawback of this method is that we have to know
the solution to calculate how far away it is. Negative slope coefficients are based on
the idea that difficulty depends on the relationship between the fitness of the various
individuals and that of their neighbours in the topological space used by the search
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strategy.
Theory for Genetic Programming: New developments in theory aim to model and
explain the dynamics of population change over the course of evolution by partitioning
the search space into subsets known as schemata. The development of an exact [144]
and general schema theory [145, 146] for GP has been a significant achievement. Schema
theories are being extended to cover almost all types of crossover, including standard
GP crossover, one-point crossover, context preserving crossover and fair size crossover.
The application of schema theories has helped to understand the causes of bloat.
Bloat: Bloat refers to program growth without improvement in fitness. This results in
the slowing down of fitness evaluation, consumption of large computational resources
and making solutions hard to interpret. Numerous techniques have been proposed to
overcome bloat [95, 174]. These include the use of size and depth limits, the use of
genetic operators with anti bloat bias [90], the use of multi objective selection techniques
to optimise both fitness and program size [94] and the parsimony pressure method
[78, 202].
Problem Representation: Many representations of GP such as tree based, graph based,
linear and linear-graph have been proposed. The suitability of each representation
is not obvious for a given problem. Further research into methods that assist users
in choosing the optimal representation would be useful. Some research is being con-
ducted into GP evolving its own structure to suit the problem at hand. Examples
include Langdon’s work on evolving data structures [94] and Spector’s work on “auto-
constructive evolution” [175]. Other interesting developments include grammar based
and syntax-aware programs. Mackay et al. provide a survey of grammar based GP
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[120].
Generalization: Generalization in GP involves ensuring that the evolved solutions do
not overfit the training data. One of the most important performance evaluation criteria
for artificial learning systems is generalization. However, there have been only two
papers devoted to this issue [33, 84]. A survey on generalization was carried out by
Kushchu [84]. The minimum description length principle suggests that the best model
is the one where a minimum amount of information is used to encode an individual
to avoid over fitting. This may prevent the discovery of more complex and accurate
solutions. However over fitting appears to be more related to the functional complexity
rather than size of the solutions. Recent work is focused on multi objective optimisation
where different expressions of the functional complexity are used as objectives [39, 190,
193].
Miscellaneous: Other current areas of investigation include: (1) modularity which deals
with the scalability of GP in terms of code re-usability; (2) the halting problem which
involves proposing ways to deal with iterations, loops and recursive functions thus
making it possible to evolve more complex solutions, and (3) the huge search space
of GP which requires significant resources. Investigations focusing on parallel and
distributed [180] implementations are addressing this problem to a certain extent.
2.6 Genetic Programming and Image Related Tasks
Genetic programming has been applied to many image related tasks. These include image
processing, image classification, image segmentation and object detection. Table A.1 in
the appendix shows image related tasks and their GP configurations. Krawiec et al. [82]
provide an overview of object detection and image analysis by means of genetic programming
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techniques. We will analyse table A.1 to examine common features of different applications
in terms of types, terminals, function set, fitness function and run time parameters.
2.6.1 Image Processing
Image processing operations such as edge detection, thresholding and transforms are im-
portant steps in computer vision. Most of the GP approaches to evolving image processing
operations used pixel intensity [52], pixel statistics [206], pixel positions [109], image trans-
forms [7] and distance transforms [55] as terminals. Function sets include arithmetic functions
such as addition, multiplication, subtraction and protected division [52], Boolean functions
such as AND, OR, NOT, XOR [109] and transcendental function such as trigonometric and
logarithmic functions [206]. The fitness evaluation usually involves comparing the output of
an evolved program against a goal image. The error is measured by the number of correctly
detected pixels. An interesting approach to evolving morphological operators includes the
use of synthesised images which have the required features in the training stage and applying
the learned program to natural images during the testing stage [148].
2.6.2 Feature Extraction
In section 2.2 we mentioned that feature extraction involves applying programs to images
to extract salient features that can be used in image classification, image segmentation and
object detection. These features can be statistical features, edge features and texture features
[9]. The terminal set can be pixel intensity, pixel statistics, texture features [9] and wavelet
transform features [20]. The function set can have arithmetic functions and transcendental
functions. Fitness evaluation involves some distance measures such as Fisher discriminant
criteria [9].
There are two approaches to evolving feature extraction programs: interleaving and non
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interleaving.
Interleaving Approach
In the interleaving approach the program evolution is interleaved with the induction of the
classifier. The classification accuracy forms part of the fitness evaluation. As the feature
extraction programs are evolved, the feature values are used to induce a classifier, the clas-
sification accuracy is then used as a measure of the fitness. The feature extraction programs
evolved with this approach are specific to the problem as the classifier is induced at the same
time. Work using this approach includes Harvey et al. (2002) [53], Lin and Bhanu (2003)
[108], Tan et al. (2005) [179], Bahnu et al. (2004) [15], Li et al. [99, 100, 101], Krawiec and
Bhanu (2007) [81], Zhang and Rockett (2005) [205], Kowaliw et al. (2009) [76], Shirakawa
et al. (2009) [164], Guo et al. (2009) [48], Lin and Bhanu (2003) [108], Watchareeruetai
et al. (2010) [196], and Aurnhammer (2007) [9]. Other aspects worth mentioning are the
sophisticated terminals and functions, for example grey level co-occurrence matrix features
and Haar transform features, which demand a certain level of expertise from the users. Table
A.1 provides more details on each of these applications.
Non Interleaving Approach
In the non interleaving approach, the program evolution is independent of the classification
process. A criterion which measures the inter class distance and intra class distance such
as Fisher discriminant criterion is used instead. The following papers use a non interleav-
ing approach to evolve feature extraction programs although the applications are not in the
image domain. The feature extraction programs were evolved independent of the classifiers.
Guo and Nandi (2006) [47] used GP to evolve feature extraction programs for breast cancer
diagnosis while Guo et al. (2005) used GP to evolve feature extraction programs for roller
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bearing fault classification. The Fisher discriminant criterion was used as fitness evaluation in
both cases. In the first case the terminals consist of 30 real-valued attributes of the Wiscon-
sin diagnostic breast cancer data from the UCI Machine Learning repository. In the second
case, vibration signals from bearing operation were measured to derive various mechanical
attributes that were used as terminals. The function set used included arithmetic, trigono-
metric and transcendental functions. The classifiers used included multi layer perceptrons
and support vector machines.
2.6.3 Image Classification
Image classification involves evolving a classifier from the features provided in the terminal set
or from the raw image itself. Compared to image processing tasks, the terminal sets tend to
have more sophisticated features such as texture features, edge features and Gabor features.
However, the function sets tend to be simpler and generally have conditional statements such
as IF, THEN, ELSE and arithmetic functions only. Some approaches used pixel intensity and
evolved classifiers without going through the feature extraction step [169]. Fitness evaluation
generally involves calculating a weighted sum of the number of true negatives and the number
of true positives. True positives are the number of correctly classified items of interest and
true negatives are the number of correctly classified items not of interest where fitness =
∑
(TP )+
∑
(TN)
TOTAL
× 100%
2.6.4 Image Segmentation
Image segmentation involves identifying the object pixels of an area of interest from back-
ground based on some distinguishing criteria, for example pixel intensity or texture. The
terminal sets are similar to those used for classification but the function sets have directional
functions and image processing functions [140, 166, 170]. The fitness evaluation usually in-
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volves minimising both false positive rate and false negative rate where the false positive rate
is the proportion of non object pixels that were erroneously identified as object pixels whereas
the false negative rate is the proportion of object pixels that were erroneously identified as
non-object pixels.
2.6.5 Object Detection
In object detection, the task is not only to recognise images that contain an object, or
objects, of interest but also to locate this object or objects in the images. The terminal
sets used are pixel intensity [46, 122, 139, 168, 172], pixel statistics [61, 199, 204] and pixel
positions [66, 80]. The terminal sets can have arithmetic functions, Boolean functions and
image processing functions. The key aspect with object detection is the fitness evaluation
which involves maximizing the detection rate and minimizing the false positive rate.
2.6.6 GP and Texture Classification
GP has been applied to texture classification and texture segmentation. Texture related
tasks are summarised in table 2.4.
Song et al. (2001) [173] used genetic programming to evolve classifiers for texture images.
Three types of data were used namely bitmap patterns, Brodatz textures and mashing im-
ages. Mashing images are those captured from the mashing of malt in the brewing process.
Different degrees of mashing generate different mashing images. The images were cut into
various sizes ranging from 8×8 for bitmap patterns, 64×64 for Brodatz images and 450×450
for mashing images. Haralick features were extracted for the bitmap patterns, Haralick and
Gabor features were extracted from the Brodatz texture images and Haralick, Gabor, cir-
cular neighbourhood and histograms were extracted from the mashing images. The feature
vectors were classified using the OneR, Naive Bayes, Decision Table, IBK, C4.5, PART and
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GP classifiers. It was established that the GP classifier was as accurate as others. This
suggests that genetic programming is capable of evolving good texture classifiers.
Song et al. (2002) [171] also proposed a method that can evolve classifiers directly from
images. In this method, gray level intensities are used as terminals. However, this method
was not as accurate as the conventional approach of feature extraction followed by classifica-
tion. The classifiers were faster than conventional methods as the feature extraction step is
eliminated. Using simple bitmap patterns as data, the classifiers were analysed to show that
regularities in the bitmap patterns were captured.
However, these methods limit the classifiers evolved to the type of images they evolved
from whereas our goal is to determine whether GP can evolve feature extraction programs
from one type of texture and that can be successfully used on completely different types of
textures.
Chen and Lu (2007) [20] used Haar wavelet transform features to evolve classifiers for
5 Brodatz textures. They were D1 Woven aluminium wire, D22 Reptile skin, D24 Pressed
calf leather, D56 Straw matting and D92 Pigskin. The textures for calf leather and pigskin
look very similar. Ten images were used for training and another 10 were used for testing.
The result was 99.6% testing accuracy. They also tested different signal to noise ratios to see
how they affect the classification. They found a classification accuracy of 95.5% for signal to
noise ratios up 10 dB. The accuracy decreased dramatically for signal to noise ratios below
10 dB.
Lamei et al. (2010) [88] used ten GLCM features as terminals to evolve classifiers for
tree bark image classification. They achieved 96.5% testing accuracy for a data set of 200
images, 10 for each type of plant.
In the above four cases mentioned, GP was used to evolve classifiers directly for texture
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classification. The next case involves evolution of feature extraction programs based on the
interleaving approach as described in section 2.6.2 on page 44. Due to the inclusion of the
classifier during the evolution, the evolved feature extraction programs are highly tuned to
the training textures. That is, they cannot be generalised to other types of textures.
Aurnhammer (2007) [9] extended our approach [87] (2004) using Haralick features as
terminals and evolved new features which performed better than our original features. The
fitness evaluation is based on the Fisher discriminant ratio which is a measure of the class
separability. Using subsets of the Vistex textures for training and testing, Aurnhammer
(2007) [9] achieved a classification accuracy of 87% compared with 75% for our method
(2004) on the Vistex set. However, no claim was made about the generality of the programs,
that is, the learned extraction programs were not used to classify a different texture set such
as Brodatz.
Table 2.4: Texture Related Tasks using GP
Application Author Type Terminals Function set Fitness Function Parameters
Texture Detector Koppen [75] TGP Randomly fixed off-
set vector(i,j) and
randomly fixed real
constants from [0,1]
Divide, harmonic,
ifgte, iflte, max,
min, minus, plus,
squared, times
Dark region Pop 500 gen 1000
Texture Classifica-
tion
Song et al. [169] TGP Pixel Intensity +,−, ∗,%, IF,<=
,=>,=, Between
Accuracy of classification Pop 200, gen 200,
crossover 0.9, mu-
tation 0.1
Texture Classifica-
tion
Chen and Lu [20] TGP Haar wavelet trans-
forms
+, =, *, %, SQR,
SQRT, EXP and
Boolean operators
Accuracy of classification Pop 200, gen 200,
crossover 0.9, mu-
tation 0.1
Texture Classifica-
tion
Lamei et al. [88] TGP GLCM Texture fea-
tures
+, -, *, % Accuracy of classification Pop 500, gen N/A,
crossover 0.80, mu-
tation 0.04, repro-
duction 0.16
Texture Classifica-
tion
Aurnhammer [9] TGP Haralick features +, -, *, %, sqrt,
Sum, mean, var,
max, abs, ln,
power2
Fscore = 2 × recall ×
precision
(recall+precision)
Pop 150, gen 100,
crossover 0.9, mu-
tation 0.05, repro-
duction 0.05
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2.6.7 Issues in Using Genetic Programming for Texture Related Tasks
Test Data Sets
Image related tasks normally involve benchmarking against standard data sets. In the case
of textures, two of the standard data sets are Brodatz and Vistex. Some of the preprocessing
includes cutting images to different sizes and histogram equalisation. However, different
preprocessing is usually carried out by different researchers and this can make comparisons
difficult. If possible, the same preprocessed data sets should be used for benchmarking.
Terminals
Encoding images in a format that preserves both gray level and spatial relationships is a
challenge. If raw pixels are used then an image can only be represented up to a certain size
say 64× 64. In the case of texture images that have texel size greater than 64× 64, this may
not be adequate. Encoding an image in 256 gray level histograms captures only the gray level
relationships. Another way is to represent the pixels at each gray level, however, this involves
dealing with all 256 gray levels but the gray level relationships are not captured. Perhaps
using structures such as gray level co-occurrence matrices [50] or gray level run lengths [40]
may capture more information but the search space may be constrained by these structures.
Functions
What type of functions should be included apart from the arithmetic function set of {+,−,×, /}?
Including logarithmic, trigonometric and Boolean functions may produce powerful programs
but this makes the evolved programs much more difficult to analyse and increases the exe-
cution time of a program.
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Fitness Evaluation
Typical classification problems involve using the training accuracy as the fitness value. How-
ever, this tends to over-fit the solutions to the types of textures in the training set. How to
evolve a general solution that can work with different types of textures is an open problem.
2.6.8 Discussion
Works by Song et al. [173] followed by Chen and Lu[20], Lamei et al.[88] and Olague et
al. [134] showed that GP can evolve successful classifiers for texture features. Work by
Aurnhammer [9] showed that GP can evolve good composite features using high level inputs
such as GLCM features. Using high level inputs usually restricts possible solutions while
using low level inputs allows for better solutions but it may not be practical due to the
large search space involved. The challenge is to provide an encoding that retains sufficient
information while allowing exploration to take place.
2.7 Digital Image Analysis of Barley and Malt
Malting is a process where barley kernels are allowed to germinate by soaking in water. The
germination process is halted when the kernels are dried. The germination process alters
the appearance of the malt kernels. The change in appearance is related to the index of
modification or the extent of germination. By measuring size and shape of individual kernels,
it is possible to estimate the index of modification. Carlton & United Breweries is interested
in a cost efficient way of determining index of modification as the current method involves
staining individual kernels and examining the size of the stained area to determine index
of modification. An online tool that can determine index of modification would allow real
time adjustment of downstream brewing processing. Our aim is to show that it is feasible to
classify images of bulk malt based on their appearance, further work is required to constuct
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an online system. Issues such as variability between different batches of malt kernels of a
given index of modification require further investigation.
Krishna et al. [83] used a machine vision system to measure the morphological proper-
ties of individual malt kernels during drying. The following morphological properties were
used: convex perimeter, breadth, length, perimeter, compactness, roughness, elongation and
projected area. They found that the index of modification is highly correlated to the bed
shrinkage and bulk density. Both qualities are in turn highly correlated with the area of the
malt kernels. The results showed that there was a variation of index of modification from the
top to the bottom of the drying bed until the termination time was reached. Another point
was that the bed shrinkage depends on the position relative to the air stream inlet. The
area closer to the inlet has higher shrinkage. This in turn affected the index of modification
distribution along the bed length.
Churchill [22] used neural network and partial least-squares regression models to predict
malt extract yields based on size and shape features of barley kernels. She found that there
was a correlation between malt extract yield and size and shape features. The correlation
was r2 = 0.69 for fine extract and r2 = 0.55 for coarse extract. The prediction of the fine
extract improved to r2 = 0.75 when results from a Rapid Visco analyser, which measures
the viscosity of malt paste were included as inputs to the neural network. However, qualities
that were most affected by the malting process, for example soluble/total protein (index of
modification), diastatic power and viscosity were not easily predicted from the barley quality
traits. This work indicates that there is a relationship between the size and shape of the
barley kernels and extract yields. The morphological properties measured included area,
width, length, plumpness (width/length) and circularity (perimeter2/4pi.area). The finding
that the area of the malt kernel does not correlate with the index of modification contradicts
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the finding by Krishna et al. However, this finding is assumed to be more accurate as it is
conducted in a laboratory, whereas the experiment conducted by Krishna was at the malt
drying beds. This location is likely to have more errors such as the poor air distribution
along the bed which can result in uneven drying.
Garcia del Moral et al. [29] investigated the possibility of predicting malting quality of
barley using image analysis and chemical compositions. They found that the bigger the grain
size, the higher the grain protein content and the less spherical the grain shape, the lower
the protein content.
Utku et al. [189] classified individual barley kernels according to their malting qualities
and achieved 60 to 94.7% accuracy using morphological properties such as roundness, equiv-
alent diameter, form factor, area, compactness, perimeter, aspect ratio, major axis, minor
axis, maximum moment and minimum moment.
Majumdar and Jayas [113] used textural features to classify bulk samples of wheat, barley,
oats and rye. The accuracy achieved was 100%. The textural features used were computed
from histogram, grey level co-occurrence matrices and grey level run length matrices.
Ninomiya et al. [131] classified malting barley variety by texture analysis of wrinkles on
the husk and achieved 96% accuracy. The work was carried out on individual kernels at high
magnification.
In summary, much work has been carried out in identification and classification of barley
kernels using morphological approaches and to a lesser extent using texture features. To
the best of our knowledge, the application of texture analysis to determine the index of
modification of malt on a bulk basis has not previously been investigated.
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2.8 Determination of Index of Modification
Moll [124, 125, 126, 127] provides a survey of analytic procedures for the determination of
malt modification and malt homogeneity. Seven physical methods, eight visual and colorimet-
ric methods, thirteen solid-liquid extraction methods and six biochemical/enzymic methods
are described. The eight visual and colorimetric methods included three visual methods.
(i) Steeliness and mealiness. This involves checking the opacity of the naked kernel with
background lighting. High opacity corresponds to high mealiness or high modification while
high transparency corresponds to high steeliness or low modification. (ii) Acrospire length.
This involves checking the length of the hump on the back of the malt kernel, this length
corresponds to index of modification, and (iii) Kernel micro-structure. This involves using
electron microscopy to check for modification. The colorimetric methods involve staining the
kernel with various chemicals and checking for preferentially reactive areas under fluorescent
light.
The methods surveyed involved manual methods and can only work on malt kernels. A
method that analyses malt on a bulk basis may save time and allow real time online analysis.
2.9 Summary
This chapter surveyed the fields of texture analysis, classification, clustering, genetic pro-
gramming and malt classification. The application of genetic programming to texture related
tasks was also reviewed.
The current status of the research in these areas can be summarised as follows:
• Texture is still an ongoing research problem due to level of complexity involved. Cur-
rent texture feature extraction methods derived from human intuition have problems
with high dimensionality and parameter settings. Selection of effective methods and
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parameters involves much trial and error.
• Genetic programming is a powerful search method that allows for analysis of the knowl-
edge acquired. Genetic programming has been successfully used to solve a variety of
object detection, image processing, image classification and image segmentation prob-
lems.
• Current visual methods for determining index of modification of malt involve examining
the appearance of individual kernels. This is time consuming and expensive. A method
that can examine malt kernels on a bulk basis in real time would be advantageous.
To date there has been no research on using genetic programming to evolve feature ex-
traction programs for texture images that can be generalised to new textures not in the
training set. This thesis explores the possibility of generating such feature extraction pro-
grams automatically using genetic programming.
Chapter 3
Visual Texture Data Sets
In this chapter, we describe the texture images that are used in our work, in particular, the
various data sets that we have used and how they have been constructed. Several hundred
papers have been published on various aspects of texture analysis. The majority of these use
images from existing libraries that can be downloaded from the internet. Textures from the
Brodatz album [17] are the most widely used followed by Vistex [85]. Both texture libraries
were used in many texture classification comparisons [8, 70, 98, 103, 104, 111, 112, 117, 121,
135, 149, 187, 207]. In this work, we have used a subset of the textures from each of the
Brodatz and Vistex libraries and a real world data set of images of bulk malt.
3.1 Brodatz
The Brodatz image set consists of naturally occurring textures originally photographed by a
photographer, Phil Brodatz and published in a book “Textures: A Photographic Album for
Artists and Designers” [17]. The set consists of 120 large images of various natural textures.
Most work with these textures, including ours, uses smaller windows cut out from these
images.
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3.2 Vistex
The Vistex image set consists of 100 or more real life textures. Unlike the Brodatz image set,
the Vistex images are not taken in frontal plane perspectives under studio lighting conditions.
The aim of the Vistex set is to provide texture images that are representative of real world
conditions. The Vistex set consists of heterogeneous categories of texture images, that is, each
class may have textures of different sub-categories at both frontal and oblique perspectives
and at different resolutions. For example, the flower category has flower images at three
different resolutions, the food category has different granular shaped food at different sizes
and the leaves category has leaves of different shapes. This makes the Vistex set more difficult
to classify.
3.3 Wagner’s Data Sets
3.3.1 Brodatz
As indicated in section 2.3.5 on page 22, the work by Wagner [194] compared 18 texture
methods on a number of Brodatz and Vistex textures. Since we will be using the same data,
we describe the data preparation in detail. From the original set of Brodatz textures, a
subset of these images were scanned by Weber [197] and made available on the internet. The
subset consists of 13 categories of homogeneous textures and is divided by Wagner [194] into
a training set, a testing set and a verification set. The images were obtained by cutting the
original images of 1024× 1024 pixels into 256 non overlapping 64× 64 pixels image windows.
There are 64 images in the training set and 64 in the testing set. There are 128 images in
the verification set. The testing set was not used for any experiments by Wagner [194] but
was set aside for testing feature selection and feature generation work in the future. The
training set was used to train a classifier and the verification set was used to estimate the
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error rate of the classifier. The 64×64 images are available on a CD accompanying the book
“Handbook of Computer Vision and Applications” [194]. Six randomly selected examples
of the thirteen textures are shown in figures 3.1 and 3.2. These images give an idea of the
variability of examples of the same texture.
3.3.2 Vistex
A similar procedure was applied by Wagner [194] to the Vistex [85] image database to obtain
training, testing and verification sets. The original images were available in 1024×512 pixels.
These were cut into windows of 64×64 pixels. There are 32 images in the testing and training
sets and 64 in the verification set. We did not use the original Vistex “testing set” in our
work. The 64×64 images are also available on the CD accompanying the book “Handbook of
Computer Vision and Applications” [194]. Randomly selected examples are shown in figures
3.3 and 3.4. It can be seen that the variability within a texture class is considerably larger
than that of the Brodatz images.
3.4 Adaptation of Wagner Data Sets
Traditionally machine learning involves two data sets, the training set and the testing set.
Since our aim is to evolve texture feature extraction programs, we need a third set of texture
images for this purpose. We call this the learning set. We utilised the unused Brodatz testing
set of Wagner for learning. In order to make meaningful comparisons between the perfor-
mance of our evolved programs and 18 human derived methods trained on the training set
and tested on the verification set by Wagner [194], we used the same training and verification
sets for these purposes.
We used half of Wagner’s Brodatz testing set [194] as the learning set. The evolved
programs are then used with the Wagner Brodatz training set to get a nearest neighbour
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classifier [200]. The performance of the classifier is then evaluated against the Wagner Bro-
datz verification set. For the Vistex textures, we used the programs evolved from the Brodatz
learning set to extract features from the Wagner Vistex training set to get a nearest neighbour
classifier, followed by testing with the Wagner Vistex verification set.
D9 Grass
D12 Bark
D15 Straw
D16 Herringbone Weave
D19 Woven Cloth
D24 Pressed Calf Skin
D29 Beach Sand
D38 Water
Figure 3.1: Randomly Selected Images from the Brodatz Data Set
3.5 Four Brodatz Textures
A set of 4 Brodatz textures different to Wagner’s Brodatz set was obtained by downloading
from http://www.ux.uis.no/∼tranden/brodatz.html. The 640 × 640 images were randomly
cut into one hundred 64 × 64 images. Thirty three images of each texture were assigned
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D68 Wood Grain
D84 Raffia
D92 Pigskin
D94 Brick Wall
D112 Plastic Bubbles
Figure 3.2: Randomly Selected Images from the Brodatz Data Set (continued)
to the training set and 64 images to the testing set. Examples of the images are shown in
figure 3.5. The programs evolved from the Wagner Brodatz learning set were used to extract
features from this four Brodatz texture training set to induce a classifier followed by testing
on the four Brodatz texture testing set. The testing accuracy of the evolved programs was
compared to the testing accuracy achieved using the gray level co-occurrence method.
3.6 Malt Images
In order to test our feature extraction programs on a real life problem, images of bulk malt
at three indicies of modification (IOM) were taken. Our aim was to classify the images based
on their index of modification. The index of modification measures the extent of the malting
process and subsequent brewing processes need to be adjusted to suit. The testing accuracy
of the evolved programs was compared to the testing accuracies achieved using histograms,
Gabor, Haar, grey level co-occurrence matrix and grey level run length methods.
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Bark
Brick
Fabric
Flowers
Food
Grass
Leaves
Metals
Misc
Sand
Figure 3.3: Randomly Selected Images from the Vistex Data Set
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Stone
Tile
Water
WheresWaldo
Wood
Figure 3.4: Randomly Selected Images from the Vistex Data Set (continued)
Samples
Samples of malt in labelled plastic containers were provided by our project sponsor, Carlton
United Breweries and its supplier, Barrett Burston Malting. The samples needed to be
imaged as soon as possible to reduce the risk of mould/mildew formation which can affect
appearance. Images of bulk malt were taken as shown in figure 3.6, corresponding to index
of modification 33, 39 and 45 as determined by chemical analysis. Some of the differences
between the three classes are quite subtle but we expect them to be reflected in slightly
different textures. There are intermediate indices observed in practice, an online processing
system needs to take pictures of malt and report an index of modification.
Equipment
All images were taken with the camera mounted at the same height and under constant
illumination. Images were taken with a Sony MVC-FD 91 digital camera. The camera was
mounted on a tripod and was tilted until the lens was directly above the malt sample. A
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D2 (Fieldstone)
D3 (Reptile skin)
D4 (Pressed Cork)
D5 (Expanded Mica)
Figure 3.5: Example images from the four Brodatz texture problem
(http://www.ux.uis.no/∼tranden/brodatz.html)
Bulk Index of Modification 33 Bulk Index of Modification 39 Bulk Index of Modification 45
Figure 3.6: Malt Images
Haminex 30W desk lamp provided a constant level of lighting. An AC adaptor, Sony AC-
V700A was used to provide a continuous supply of power. Image processing and analysis were
carried out on a Gateway Select 700, 700 Mhz personal computer with the Linux operating
system. One hundred and fifty images of size 1024×768 pixels were taken, 50 images for each
of the three IOMs. Each sample was placed in a bowl which was shaken between each take.
The images were later used in a 10-fold cross validation process. The programs evolved from
the Wagner Brodatz learning set were used to extract features from the malt image training
set to induce a classifier followed by testing with the malt image verification set.
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3.7 Summary of Data Set Usage
A summary of the usage of the various texture image data sets is given below to provide ease
of reference. Full details of data set usage are given in the relevant chapters.
1. For Brodatz Texture problems:
(a) Evolve feature extraction programs from the Brodatz learning set.
(b) Extract features from the Brodatz training set using the evolved programs.
(c) Train a classifier with the extracted features of the Brodatz training set.
(d) Test the classifier with the extracted features of the Brodatz verification set.
2. For the four Brodatz Texture problems:
(a) Use the feature extraction programs from 1(a) above.
(b) Extract features from the four Brodatz texture training set using the evolved
programs.
(c) Train a classifier with the extracted features of the four Brodatz texture training
set.
(d) Test the classifier with the extracted features of the four Brodatz texture testing
set.
(e) Use the grey level co-occurrence method to extract features and repeat step (c)
and (d).
3. For Vistex Texture Problems:
(a) Use the feature extraction programs from 1(a) above.
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(b) Extract features from the Vistex training set using the evolved programs.
(c) Train a classifier with the extracted features of the Vistex training set.
(d) Test the classifier with the extracted features of the Vistex verification set.
4. For Malt Image Problems:
(a) Use the feature extraction programs from 1(a) above.
(b) Extract features from the malt training set using the evolved programs.
(c) Train a classifier with the extracted features of the malt training set.
(d) Test the classifier with the extracted features of the malt testing set.
(e) For each of the following methods: Histograms, Gabor, Haar, grey level co-
occurrence matrix and grey level run length.
i. Train a classifier with the extracted features of the malt training set.
ii. Test the classifier with the extracted features of the malt testing set.
Chapter 4
Evolving Feature Extraction
Programs
4.1 Introduction
In this chapter, we will address research question 1 and 2 by focusing our attention on how we
can configure genetic programming to evolve feature extraction programs. We will discuss the
setting of the problem specific components such as terminals, functions and fitness evaluation
required to achieve this goal. In order to evaluate the performance of the evolved programs,
we will benchmark our results against those from programs that use features derived by
human intuition.
4.2 Chapter Research Questions
Our hypothesis, as given in chapter 1, is that it may be possible to discover general feature
extraction programs using an evolutionary search technique such as genetic programming
if suitable fitness evaluation is provided. The overall process is shown in figure 4.1. Our
research questions for this chapter are:
1. How can we configure genetic programming to evolve texture feature extraction pro-
grams?
2. How can sample textures from a learning set be used to evolve feature extraction
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programs?
3. Will features learnt from the Brodatz data set generalise to the Vistex data set?
4. How well do feature extraction programs evolved from raw pixel values perform?
The terminals we use in this chapter are the pixel intensities of the images as this is
the lowest level of information available in an image. Using pixel intensity also frees
programmers from working with the domain knowledge required for conventional image
feature extraction.
Figure 4.1: Feature Extraction Discovery Using Genetic Programming
4.3 Learning Set
As described in chapter 3, conventional classification problems normally require a training
and a testing data set. However, for our experiments, as mentioned on page 56, we need an
extra data set which we call a learning set. A learning set is the set of images used by the
evolutionary process to evolve feature extraction programs. These programs are then used on
a different training set of images to get a nearest neighbour classifier that is evaluated against
a different test set. Figure 4.2 shows the difference between the conventional approach and
ours. In the conventional approach, as shown on the left hand side of figure 4.2, features are
computed using human derived algorithms, a training set is used to learn the classifier and
a test set is used to estimate the true error rate. In our approach, we use the learning set
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to evolve the feature extraction programs that are subsequently used in the train-and-test
stage. To test the generality of the evolved features we use one set of Brodatz images for the
learning set and a different set of Brodatz images and a set of Vistex images for the test and
training sets.
Figure 4.2: Texture Classification Approach
4.4 Configuration of Genetic Programming
4.4.1 Terminals
As described in section 3 on page 56, the work by Wagner with this data has used 64×64
images. This would mean 4096 terminals which is beyond the capacity of our GP system.
Based on the work of Song discussed in section 2.6.3 on page 45, we used a 16×16 window
to cut images from the 64×64 images. The grey level of each pixel is a terminal. Since the
size of the image is 16×16, there are 256 terminals. The positions of the pixels are arranged
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in a row major order. For the experiments in this chapter, we will use 16×16 windows, work
in later chapter will use 64×64 images.
4.4.2 Functions
As described in section 2.5.2 on page 36, a typical function set in genetic programming
consists of arithmetic operation such as addition, subtraction, multiplication and protected
division. For this chapter, we use {+,−, ∗, /}.
4.4.3 Fitness Evaluation
Using genetic programming to evolve feature extraction programs requires a suitable fitness
evaluation. Before describing our approach, we will first consider the question “What is a
good feature extraction program?” A feature extraction program is considered useful if the
feature values result in high classification accuracy. This will occur if the feature values
computed by the programs are well separated from each other with respect to the class.
Thus to solve the feature extraction problem, we need a way to implement “The better the
separation, the better the fitness”. In section 2.4.2, we alluded to clustering as a method for
grouping instances into clusters based on some measure of similarity. If an evolved program
is applied to two classes of images to extract feature values, we can cluster the feature values
and work out the respective cluster centres and class boundaries. From this we can determine
the number of misclustered instances and use this number as a measure of fitness. Our goal
is to minimise the overlap, that is the number of misclustered instances. The programs
that result in a smaller number of misclustered instances or overlap are considered fitter and
allowed to propagate. An example of this for the case where there are two texture classes in
the learning set is shown in figure 4.3. To get the data shown in the figure a program in the
population has been evaluated on a learning set of 160 images which consists of 80 examples
of bark and 80 examples of grass. The averages of the feature values for each class give cluster
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Figure 4.3: Feature Space for Two Texture Classes
centroids at 561 and 323. The mid point of the two centroids is the cluster boundary, that
is 443. There are four cluster1 feature values below the boundary and six cluster2 features
above it, thus 10 points are incorrectly clustered. Equivalently, it can be considered that
there are 10 errors.
Based on the approach of using a pair of textures to evolve a program, 78 programs can
be evolved from the


13
2

 = 78 pairs of textures from the 13 textures in the Brodatz
learning set.
4.4.4 Parameters
The necessary parameters for the GP runs are summarised in table 4.1. The image size for
the inputs was 16×16. The original images were available in 64×64 so sixteen images of size
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16× 16 were cut from each original image. Four out of the sixteen possible non overlapping
images were randomly chosen. As mentioned in chapter 3, there are 64 images in Wagner’s
Brodatz training set and 128 in the testing set, cutting and selecting them into 4 × 64 and
4 × 128 gives 256 and 512 images respectively. There are 32 images in Wagner’s Vistex
training set and 64 in the testing set. Cutting them into 4× 32 and 4× 64 gives 128 and 256
images respectively. The RMIT-GP package [155] was modified to suit the problem. Default
genetic programming parameters for the RMIT-GP package were used, namely a mutation
rate of 0.28, a cross-over rate of 0.70 and an elitism rate of 0.02. Each run consisted of a
population of 100 individuals evolved for 200 generations. The first generation of programs
was generated randomly. The GP run terminates when a program achieves a fitness value of
zero or after 200 generations. Each evolutionary run takes about 8 hours to evolve so a total
of three runs were conducted and the best individual in the best run was selected.
Clustering was performed using Cluster 3.0 by Michiel De Hoon [59]. The distance
measure adopted was the Euclidean distance.
Classification was carried out using the IB1 nearest neighbourhood classifier from the
Weka machine learning tool [200].
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Table 4.1: Parameters for GP Run
Inputs
Image Size 16 x 16
Brodatz Texture
No of Images in Learning set 256
No of Images in Training set 256
No of Images in Testing set 512
Vistex Texture
No of Images in Training set 128
No of Images in Testing set 256
RMIT GP Parameters
Mutation Rate 0.28
Crossover Rate 0.70
Elitism 0.02
Population 100
Maximum No of Generations 200
No of runs 3
Cluster 3.0 Parameters
Distance Euclidean
No of Classes 2
Weka Parameters
Classifier Nearest Neighbour
4.4.5 Procedure
The procedure is summarised in the following steps [Note: The procedure is consistent with
that used by Wagner as described in section 2.3.5 on page 22 to facilitate comparison.]:
1. For each texture in the Brodatz learning, training and testing set defined in chapter 3:
(a) Cut the 64× 64 images into 16× 16 windows
(b) Construct a vector of gray level intensities from the 16× 16 windows
2. For each pair of the 13 Brodatz textures, 78 in total in the Brodatz Learning set, evolve
a feature extraction program
3. Use the evolved programs to compute a feature vector of length 78 for each example in
the Brodatz training set to induce a classifier
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4. Use the evolved programs to compute a feature vector of length 78 for each example in
the Brodatz testing set
5. Apply the classifier to the Brodatz testing set to get testing accuracy
6. For each texture in the Vistex training and testing set defined in chapter 3:
(a) Cut the 64× 64 images into 16× 16 windows
(b) Construct a vector of gray level intensities from the 16× 16 windows
7. Use the evolved programs in step 5 to compute a feature vector of length 78 for each
example in the Vistex training set to induce a classifier
8. Use the evolved programs in step 5 to compute a feature vector of length 78 for each
example in the Vistex testing set
9. Apply the classifier to the Vistex testing set to get testing accuracy
In steps 1-3, we pre-process the examples in Brodatz learning, training, testing sets into
a format suitable for our GP system, namely extracting the grey level intensities into a 256
terminal format expected by the GP system. In step 4, we evolve the feature extraction
programs from the Brodatz learning set. There is one feature extraction program for each
pair of textures. Since there are 13 textures, there are 78 possible combinations of pairs of
textures from which 78 feature extraction programs are evolved. In step 5, we use the evolved
programs to extract 78 features from the Brodatz training set, the features are then used to
train a nearest neighbour classifier. In step 6, we test the performance of the classifier on the
Brodatz testing set which is comprised of images not in the learning or training set. In step
7, we pre-process the Vistex training and testing set into the 256 terminal format. There is
no Vistex learning set as we have already evolved the feature extraction programs using the
Brodatz learning set. In step 8, we use the evolved programs to extract 78 features from the
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Vistex training set, the features are then used to train a nearest neighbour classifier. In step
9, we test the performance of the classifier using the Vistex testing set.
4.5 Results
The overlap between two textures from evolving feature extraction programs in step 5 of the
procedure is shown in figure 4.8, figure 4.9 and figure 4.10. In these figures we show the 78
pairs of textures that were used to evolve the 78 feature extraction programs. Class A and
Class B refer to the textures used for each run. The misclustered instances form the overlap
between the feature values for each pair of textures. We expected the overlap between two
very different textures to be small and the overlap between very similar textures to be large.
However, visual inspection of the figures suggests that this is not really the case. It appears
that using only 16×16 windows does not capture sufficient texture information.
Typical run progress is shown in figure 4.6. The horizontal axis shows the number of
generations elapsed while the vertical axis shows the fitness value or the overlap. These run
curves show that between two very similar textures (squares), the fitness did not improve
beyond generation 100 whereas for two very different textures (circles) the overlap decreased
slowly up to generation 200. The actual textures are shown in the first row of figure 4.9 and
the last row of figure 4.10. The overlaps for the two cases are highlighted in bold.
In figure 4.7, we show the average and best fitness values for a typical run of two textures
from the Brodatz learning set. The horizontal axis shows the number of generations elapsed
while the vertical axis shows the overlap. The graph shows that starting with a best fitness
value of 30, the value improves progressively until generation 30 before dropping again at
generation 110, with no improvement after that. A typical evolved program is (+ X159 (+
(+ X218 X181) X90)). X159 is terminal number 159 or the intensity of the pixel at position
(10,0), since the pixels are arranged in a row major order. Other evolved programs are shown
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Individual 0 Fitness 12.1875 Depth 7 Size 35 Program (+ (+ (+ X242 (+ X143 (+ X133
(+ X254 X117)))) (+ X116 (+ X132 (+ X242 X151)))) (+ (+ (+ X242 X126) (+ X116 (+
X109 X206))) (+ X132 (+ (+ X143 X117) X238))))
Figure 4.4: Evolved Program for D9 (Grass) and D60 (Beach Sand)
Individual 0 Fitness 36.875 Depth 8 Size 75 Program (- (- (- (* (- (* (+ X202 X214)
(+ X105 X179)) (- (- X159 X145) (- X32 X44))) (- (* X163 (+ X160 X179)) X16)) X111)
(+ (* (+ (- X32 X44) X225) (- (* (+ X159 X224) (+ X8 X179)) X200)) X161)) (- (* (-
(* (+ X179 X44) (+ X224 X179)) (* (- X204 X44) (- X134 X68))) (- (* (+ X159 X65) (+
X160 X179)) (* X161 (- X114 X67)))) X111))
Figure 4.5: Evolved Program for D12 (Bark) and D111 (Plastic Bubbles)
in figures 4.4 and 4.5.
4.6 Discussion
In order to address chapter research question 1 “How can we configure genetic programming
to evolve feature extraction programs?”, we need to address problem specific components
such as fitness evaluation, terminals and function set. We propose a fitness evaluation based
on minimising the overlap of clusters of program outputs. The idea is that a good program
would extract very different feature values for different textures resulting in very little overlap
between feature values for different textures. The terminals can be pixel intensity and the
function set can be {+,−, ∗, /}.
In order to address chapter research question 2 “How can sample textures from a learning
set be used to evolved feature extraction programs?”, sample textures from a learning set of
13 Brodatz textures were cut into 16×16 images, the pixels of each image were then arranged
in a row major fashion, giving a total of 256 terminals for the evolution of feature extraction
programs.
In order to address chapter research question 3 “Will the features learnt from the Brodatz
data set generalise to the Vistex data set?”, we tested the feature extraction programs evolved
from the Brodatz textures on the Vistex textures and found reasonable performance.
In order to address the chapter research question 4 “How well do the feature extraction
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programs evolved from raw pixels perform?”, we compared the performance of the feature
extraction programs against those derived by human intuition. In table 4.2 we show the
testing accuracies from applying feature extraction programs derived by human intuition
against the results for GP on the same data set. The classification result was 50% for the
Brodatz testing set and 45% for the Vistex testing set. Considering that there are 13 Brodatz
textures and 15 Vistex textures and if we were to guess, we would obtain accuracies of 7.69%
and 6.67% respectively, the results are encouraging. Furthermore our results of 50% and
45% based on simple raw pixel inputs are close to the 61.1% and 47.1% achieved with more
sophisticated local features derived by human intuition [194].
The raw pixel approach appears to work well only with regular and uniform textures
where a small translation does not alter the grey level at a position, for example a regular
texture such as D38 has smaller overlaps with other textures than an irregular textures such
as D112 in figures 4.8, 4.9 and 4.10.
4.7 Summary
In this chapter, we have shown that by using gray levels as inputs and a clustering algorithm
for fitness evaluation, it is possible to derive texture features. This was achieved by first
cutting the 64 x 64 images in the Brodatz learning set and preparing them in a 256 terminal
format, followed by evolving feature extraction programs using the concept of minimising
the misclustered instances, or overlap, between two classes. From the 13 textures in the
Brodatz learning set, 78 possible combinations of texture pairs were used to evolve 78 feature
extraction programs. The programs were then used to extract a feature vector of 78 from
the Brodatz training set to induce a nearest neighbour classifier. The performance of the
classifier was then evaluated with the Brodatz testing set. The same train and test procedure
was repeated with the Vistex training and testing set using the 78 programs evolved from
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Figure 4.6: Run Progress of Similar vs Dissimilar Textures
the Brodatz learning set. The testing accuracies were 50.0% and 45.0% for the Brodatz
and Vistex testing sets respectively. The results show that using a learning set of textures
such as Brodatz, it is possible to learn certain “characteristics” that can be generalised to
another set of texture such as Vistex. Using pixel intensities as inputs gave encouraging
performance compared with human derived features. The results are not as good as human
derived methods and in the next chapter we will investigate alternative representations.
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Table 4.2: Performance of Various Feature Extraction Algorithms. All results, except for the
last one are from [194].
Feature Set Brodatz Vistex Feature Set Brodatz Vistex
Unser 92.6% 81.4% Galloway 84.7% 70.4%
Laine 92.4% 75.6% Local features 61.1% 47.1%
Fractal(1) 62.6% 54.5% Fractal(2) 66.5% 48.5%
Laws 89.7% 79.8% Fourier coeff. 92.7% 80.1%
Chen 93.1% 84.5% Sun & Wee 63.9% 58.4%
Pikaz & Averbuch 79.4% 74.4% Gabor 92.2% 75.4%
Markov 83.1% 69.6% Dapeng 85.8% 74.6%
Amadasun 83.4% Mao 65.6% Jain 86.3% 73.0%
Amelung 93.0% 82.1% Haralick 86.1% 75.5%
GP pixels 50.0% 45.0%
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Class A Class B Ovlp. Class A Class B Ovlp. Class A Class B Ovlp.
39% 43% 8%
D9 D12 D9 D15 D9 D16
17% 10% 10%
D9 D19 D9 D24 D9 D29
25% 1% 22%
D9 D38 D9 D68 D9 D84
12% 23% 10%
D9 D92 D9 D94 D9 D112
40% 27% 6%
D12 D15 D24 D16 D12 D19
3% 3% 1%
D12 D24 D12 D29 D12 D38
3% 11% 6%
D12 D68 D12 D84 D12 D92
4% 36% 21%
D12 D94 D12 D112 D15 D16
8% 30% 3%
D15 D19 D15 D24 D15 D29
10% 19% 1%
D15 D38 D15 D68 D15 D84
1% 1% 23%
D15 D92 D15 D94 D15 D112
Figure 4.8: Error for Evolving 78 Features from 13 Classes of Brodatz Textures Using the
Raw Pixel Representation
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Class A Class B Ovlp. Class A Class B Ovlp. Class A Class B Ovlp.
28% 36% 8%
D16 D19 D16 D24 D16 D29
21% 20% 26%
D16 D38 D16 D68 D16 D84
8% 22% 31%
D16 D92 D16 D94 D16 D112
1% 1% 1%
D19 D24 D19 D29 D19 D38
32% 8% 5%
D19 D68 D19 D84 D19 D92
5% 29% 18%
D19 D94 D19 D112 D24 D29
6% 35% 29%
D24 D38 D24 D68 D24 D84
24% 1% 1%
D24 D92 D24 D94 D24 D112
14% 27% 16%
D29 D38 D29 D68 D29 D84
2% 15% 33%
D29 D92 D29 D94 D29 D112
Figure 4.9: Error for Evolving 78 Features from 13 Classes of Brodatz Textures Using the
Raw Pixel Representation (continued)
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Class A Class B Ovlp. Class A Class B Ovlp. Class A Class B Ovlp.
1% 15% 15%
D38 D68 D38 D84 D38 D92
22% 9% 1%
D38 D94 D38 D112 D68 D84
1% 4% 20%
D68 D92 D68 D94 D68 D112
11% 8% 18%
D84 D92 D84 D94 D84 D112
1% 3% 39%
D92 D94 D92 D112 D94 D112
Figure 4.10: Error for Evolving 78 Features from 13 Classes of Brodatz Textures Using the
Raw Pixel Representation (continued)
Chapter 5
Histogram Features
5.1 Introduction
In this chapter, we will address thesis research question 3 by investigating the use of his-
tograms instead of gray levels as terminals. We will discuss the setting of the problem spe-
cific components such as terminals, functions and fitness evaluation required to evolve feature
extraction programs from histogram inputs. The performance of the evolved programs will
be benchmarked against programs that use features derived by human intuition.
5.2 Chapter Research Questions
Our hypothesis is that evolved programs using a histogram representation will perform bet-
ter than those using the pixel representation. This would be due to the kinds of inherent
statistical properties of texture grey level distributions described in section 2.1 on page 13.
The overall process was shown in figure 4.1 and is reproduced again in figure 5.1. Our specific
research questions for this chapter are:
1. Will the histogram features perform better than the raw pixel features?
82
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Figure 5.1: Discovery of Feature Extraction Programs Using Genetic Programming
2. How does the performance of the histogram features compare with that of human
derived methods?
3. Have the evolved programs captured any texture regularities not captured by the Har-
alick method?
5.3 Configuration of Genetic Programming
5.3.1 Terminals
The number of pixels at each grey level is a terminal in the evolved programs, making a
total of 256 terminals. Using histograms means that images of arbitrary size can be used as
the histograms will always have 256 grey levels and are rotation invariant. The image size is
64×64.
5.3.2 Functions
Originally we used the function set {+,−, ∗, /}. However, we found that using just {+} gave
feature extraction programs that were almost as accurate as those using all four operators but
were considerably easier to understand. Typical runs of using {+} versus using {+,−, ∗, /}
are shown in figure 5.2. The fitness value is the number of misclustered examples in the
learning set. The fitness values are 11 for the {+,−, ∗, /} function set and 12 for the {+}
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Figure 5.2: Performance of {+,−, ∗, /} vs {+}
function set.
5.3.3 Fitness Evaluation
Fitness evaluation is based on the principle “The better the separation, the better the fitness”
as described in the previous chapter, that is the number of misclustered examples when
we cluster the outputs of a program on two textures from the learning set. Programs are
considered fitter if their output clusters are well separated in the feature space and have very
little overlap.
5.3.4 Parameters
The parameters for the GP runs are summarised in table 5.1 and are the same as those
already described in chapter 4 except that the inputs are histograms from images of size
64× 64.
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Table 5.1: Parameters for a GP Run
Inputs
Image Size 64× 64
Brodatz Textures
No of Images in Learning set 32
No of Images in Training set 32
No of Images in Testing set 64
Vistex Textures
No of Images in Training set 16
No of Images in Testing set 32
RMIT GP Parameters
Mutation Rate 0.28
Crossover Rate 0.70
Elitism 0.02
Population 100
Maximum No of Generations 200
Maximum Depth 6
No of runs 3
Cluster 3.0 Parameters
Distance Euclidean
No of Classes 2
Weka Parameters
Classifier Nearest Neighbour
5.3.5 Procedure
The procedure we use in this chapter is the same as the procedure described in chapter 4
except that histograms are used as inputs in place of pixel intensities and there is an additional
4 class experiment using 4 different Brodatz textures. These 4 textures are different from
the 13 textures used in steps 16 and 17. The procedure is summarised in the following steps
with the steps pertaining to the 4 class experiment shown in italics. In all experiments, a
one-nearest neighbour classifier is used.
1. For each example in the Brodatz learning, training and testing sets defined in chapter 3:
(a) Compute the histogram of each image
(b) Construct a vector of the number of pixels at each gray level from each histogram
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2. For each pair of the 13 Brodatz textures in the learning set, 78 in total, evolve a feature
extraction program:
3. Use the evolved programs to compute a feature vector of length 78 for each example in
the 4 Brodatz texture training set to induce a classifier
4. Use the evolved programs to compute a feature vector of length 78 for each example in
the 4 Brodatz texture testing set
5. Apply the classifier to the 4 Brodatz texture testing set to get testing accuracy
6. For each image in the training set of 4 Brodatz textures, compute 52 Haralick features
at displacement of 1 in each of the four principle directions and induce a classifier
7. For each image in the testing set of 4 Brodatz textures, compute 52 Haralick features
at displacement of 1 in each of the four principle directions
8. Apply the classifier to the 4 Brodatz texture testing set to get testing accuracy
9. Use the evolved programs to compute a feature vector of length 78 for each example in
the Brodatz training set and induce a classifier
10. Use the evolved programs to compute a feature vector of length 78 for each example in
the Brodatz testing set
11. Apply the classifier to the Brodatz testing set to get testing accuracy
12. For each example in the Vistex training and testing set defined in chapter 3:
(a) Compute the histogram of each image
(b) Construct a vector of the number of pixels at each gray level from each histogram
13. Use the evolved programs in step 5 to compute a feature vector of length 78 for each
example in the Vistex training set and induce a classifier
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14. Use the evolved programs in step 5 to compute a feature vector of length 78 for each
example in the Vistex testing set
15. Apply the classifier to the Vistex testing set to get testing accuracy
16. For each example in the Brodatz training and testing sets defined in chapter 3:
(a) Compute 52 Haralick features based on a displacement of one pixel in each of the
four principal directions
(b) Induce a classifier from the training set
(c) Apply the classifier to the testing set to get testing accuracy
(d) Combine the 78 GP features generated in step 5 with the 52 Haralick features
generated in step 13a and induce a new classifier
(e) Apply the classifier to the combined features of the testing set to get testing
accuracy
17. For each example in the Vistex training and testing sets defined in chapter 3:
(a) Compute 52 Haralick features based on a displacement of one pixel in each of the
four principal directions
(b) Induce a classifier from the training set
(c) Apply the classifier to the testing set to get testing accuracy
(d) Combine the 78 GP features generated in step 8 with the 52 Haralick features
generated in step 14a to induce a new classifier
(e) Apply the classifier to the combined features of the testing set to get testing
accuracy
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5.4 Results
5.4.1 Feature Extraction Programs
The overlaps for the 78 feature extraction programs evolved in steps 1 and 2 are shown in
figures 5.14, 5.15 and 5.16. In these figures, Class A and Class B refer to the textures used
for the run. The percentage of misclustered instances forms the overlap between the feature
values for each pair of textures. Inspection of the figures reveals a wide range of values, the
best being 0.31% and the worst being 12.19%. Compared with using raw pixel inputs, there
was a marked reduction in the overlap. For example, the overlap for D9 vs D12 was 39%
using raw pixel inputs but was reduced to 12.19% using histogram input. In the case of D9
vs D15, the overlap was 43% for raw pixel inputs compared with 0.31% for histogram inputs.
We show three evolved programs in figure 5.3, figure 5.4 and figure 5.5. In these programs,
Xnnn represents the value of the histogram at grey level nnn. Figure 5.3 is the evolved
program from the run between D9 (Grass) and D12 (Bark), the first pair of textures in figure
5.14. This program has the highest overlap of 12.19%. Figure 5.4 is the program from the
run between D16 (Herringbone weave) and D112 (Plastic bubbles) which has an intermediate
overlap of 4.69%. Figure 5.5 is the run between D9 (Grass) and D15 (Straw) which has one
of the lowest overlaps of 0.31%. The fitness values of these three runs and others are shown
in bold in figures 5.14, 5.15 and 5.16. The fitness values of D9 (Grass) vs D12 (Bark) and
D9 (Grass) vs D15 (Straw) appear in the first row of figure 5.14, the fitness value for D16
(Herringbone weave) vs D112 (Plastic bubbles) appears in the third row of figure 5.16.
5.4.2 Classification Experiments
After the 78 feature extraction programs were evolved, we ran five experiments.
In the first experiment (steps 3-8), the evolved programs were applied to a 4 class Brodatz
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Evolved program with a raw fitness of 9.375: Program (+ (+ (+ (+ X221 (+ (+ (+
X170 X120) (+ X86 X70)) (+ (+ X85 X168) (+ X99 X148)))) (+ (+ (+ X159 (+ X217 X99))
(+ (+ X107 X67) (+ X209 X184))) (+ (+ (+ X60 X48) (+ X11 X13)) (+ (+ X74 X224) (+
X34 X84))))) (+ (+ (+ (+ (+ X49 X216) (+ X11 X13)) (+ (+ X80 X98) (+ X8 X243)))
(+ (+ (+ X86 X70) (+ X162 X116)) (+ (+ X183 X172) X67))) (+ (+ (+ (+ X174 X216)
(+ X35 X229)) (+ (+ X53 X103) (+ X61 X95))) (+ (+ (+ X57 X220) (+ X55 X81)) (+ (+
X183 X172) (+ X125 X125)))))) (+ (+ (+ (+ (+ (+ X186 X209) (+ X224 X217)) (+ (+ X68
X166) (+ X193 X194))) (+ (+ (+ X83 X214) (+ X60 X158)) (+ X198 (+ X125 X46)))) (+
(+ (+ X61 X172) X199) X50)) (+ (+ (+ (+ (+ X216 X48) X8) (+ X91 (+ X221 X178))) (+
(+ (+ X174 X94) (+ X94 X79)) (+ (+ X70 X34) (+ X107 X13)))) (+ (+ (+ (+ X239 X211)
X148) (+ (+ X44 X186) (+ X194 X211))) (+ (+ (+ X169 X186) (+ X20 X107)) (+ (+ X183
X70) (+ X33 X186)))))))
Figure 5.3: Evolved Program for D1 (Grass) and D12 (Bark)
Evolved program with a fitness of 4.6875: Program (+ (+ (+ (+ (+ X18 (+ X23 (+ X92
X178))) (+ (+ X220 X205) (+ (+ X92 X162) X23))) (+ X178 (+ (+ (+ X23 X162) X205)
X178))) (+ (+ X220 (+ X178 (+ X162 X162))) (+ (+ X65 (+ X220 (+ X176 X23))) (+ (+
(+ X162 X2) (+ X154 X235)) (+ X118 (+ X162 X170)))))) (+ X162 (+ (+ X170 (+ X23
X184)) (+ X162 X177))))
Figure 5.4: Evolved Program for D16 (Herringbone Weave) and D112 (Plastic Bubbles)
texture classification problem involving textures not in the Brodatz learning, training and
testing sets. Examples of these textures are shown in figure 5.6. For each class, the training
set consists of 33 images and the testing set of 64 images. The 78 evolved features gave a
test accuracy of 100%. We performed this experiment to examine the effectiveness of the
evolved features on Brodatz textures not in the learning set. The textures selected, D2 to
D5 are the first 4 textures in the 114 Brodatz images provided by Randen [150]. D1 (Woven
aluminium wire) was not selected as it has similar appearance to D96 (Brick wall) which is
in the learning set. On these four textures, the evolved features performed very well. For
Evolved program with raw fitness of 0.7813: Program (+ (+ (+ (+ (+ (+ (+ X211
X201) (+ X24 X103)) (+ (+ X177 X244) (+ X187 X206))) (+ (+ (+ X195 X241) (+ X86
X249)) (+ (+ X243 X184) (+ X214 X168)))) (+ (+ (+ (+ X144 X64) (+ X168 X167)) (+
(+ X33 X90) (+ X220 X40))) (+ (+ (+ X243 X156) (+ X73 X149)) (+ (+ X137 X224) (+
X95 X137))))) (+ (+ (+ (+ (+ X63 X157) (+ X231 X3)) (+ (+ X93 X93) (+ X133 X140)))
(+ (+ (+ X43 X104) (+ X193 X144)) (+ (+ X113 X241) (+ X250 X68)))) (+ (+ (+ (+
X57 X210) (+ X32 X213)) (+ (+ X50 X172) (+ X183 X56))) (+ (+ (+ X200 X157) (+ X137
X46)) (+ (+ X159 X131) (+ X153 X200)))))) (+ (+ (+ (+ (+ (+ X117 X235) (+ X196
X20)) (+ (+ X33 X141) (+ X190 X194))) (+ (+ (+ X225 X16) (+ X115 X228)) (+ (+ X96
X197) (+ X161 X88)))) (+ (+ (+ (+ X199 X15) (+ X139 X35)) (+ (+ X68 X143) (+ X3
X81))) (+ (+ (+ X229 X154) (+ X88 X126)) (+ (+ X223 X48) (+ X128 X136))))) (+ (+ (+
(+ (+ X187 X127) (+ X222 X129)) (+ (+ X17 X197) (+ X98 X202))) (+ (+ (+ X74 X82) (+
X200 X189)) (+ (+ X237 X100) (+ X118 X45)))) (+ (+ (+ (+ X221 X254) (+ X187 X127))
(+ (+ X144 X162) (+ X243 X108))) (+ (+ (+ X252 X88) (+ X197 X21)) (+ (+ X3 X223) (+
X121 X12)))))))
Figure 5.5: Evolved Program for D9 (Grass) and D15 (Straw)
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D2 (Fieldstone) D3 (Reptile skin) D4 (Pressed Cork) D5 (Expanded Mica)
Figure 5.6: Four Additional Brodatz textures used from
http://www.ux.uis.no/∼tranden/brodatz.html
comparison, we computed the Haralick features described in section 2.3 on page 16 based on
a displacement of 1 pixel in each of the four principal directions, resulting in 4 × 13 or 52
features. On the same data, the Haralick features achieved an accuracy of 95.5%.
In the second experiment (steps 9-11), the evolved programs were applied to the 13 class
Brodatz texture classification problem using the training and testing sets of Brodatz texture
images defined in chapter 3. The images consist of a training set of 416 images (32 per class)
and a testing set of 832 images (64 per class). The 78 evolved features gave a test accuracy
of 81.5%.
In the third experiment (steps 12-15), the evolved programs were applied to the 15 class
Vistex texture classification problem using the training and testing sets of Vistex texture
images defined in chapter 3. The images consist of a training set of 240 images (16 images
per class) and a testing set of 480 images (32 per class). The 78 evolved features gave a test
accuracy of 74.8%. This was not as high as the accuracy for the Brodatz problem but this
was expected as the programs were evolved using Brodatz textures and the Vistex textures
are heterogeneous. The heterogeneity of Vistex is responsible for poor results due to the
large variability with each class of the Vistex texture images as mentioned in chapter 3.
In the fourth experiment (step 16), we determined whether the evolved features were
capturing new texture regularities that were not captured by the Haralick features. We did
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Evolved program with raw fitness of 12.5: Program (+ (+ (+ X242 (+ X143 (+ X133 (+
(+ X242 X126) X117)))) (+ X116 (+ X132 (+ X242 X151)))) (+ (+ (+ X242 X126) (+ X116
(+ X109 X206))) (+ X132 (+ (+ X143 X117) X238))))
Figure 5.7: Evolved Program for D9 (Grass) and D12 (Bark)
this by adding them to the Haralick features to see if there was an improvement in classifi-
cation accuracy. Using the same 13 class Brodatz training and testing sets, we computed 52
Haralick features based on a displacement of 1 pixel and in each of the four principal direc-
tions. When the 52 Haralick features were combined with the 78 histogram features to form
a feature set of 130 features, the testing accuracy improved from 81.5% to 88.2%. We used
the Haralick method as this is the most commonly used texture feature extraction method.
However, we conducted a more detailed investigation with other methods as described in
chapter 7.
In the fifth experiment (step 17), we repeated the same combined feature procedure with
the 15 class Vistex training and testing sets. When the 52 Haralick features were combined
with the 78 histogram features to form a feature set of 130 features, the testing accuracy
improved from 74.8% to 83.2%.
5.4.3 Analysis of the Evolved Programs
Since + is the only function, all of the evolved algorithms are sums of the number of pixels
at certain grey levels. For example, the simplified feature extraction program evolved from
D9 (Grass) and D12 (Bark) Brodatz textures from the original program shown in figure 5.7
is:
X109 + 2*X116 + 2*X117 + X126 + 2*X132+ X133 + 2*X143 + X151 + X206 + X238 + 3*X242
+ X254
We examine the histograms of two images, one from each class, shown in figure 5.8. In
this figure, the horizontal axis is the the grey level from 0 to 255 and the vertical axis is the
CHAPTER 5. HISTOGRAM FEATURES 92
0
10
20
30
40
50
60
70
80
90
0 50 100 150 200 250
Nu
mb
er 
of 
Pix
els
Grey Levels
class1
class2
Figure 5.8: Histograms of D9 (Grass), Class 1 and D12 (Bark), Class 2 Brodatz Textures
number of pixels at each grey level. Examination of the figure shows that the program has
made use of the points between grey level 100 and grey level 150 and points above grey level
200. In these areas the D9 (Grass) values were significantly different from the D12 (Bark)
values. Some of the programs evolved were very short. For example, the feature extraction
program for D12 (Bark) and D92 (Pigskin) was X83 + X39. If we examine the histograms of
an image from each of these classes, shown in figure 5.9, we can see that the evolved program
has only used the values on the left side where class 2 (D12, Bark) is significantly different
from class 11 (D92, Pigskin). The program for D24 (Pressed calf leather) and D38 (Water)
is X141. If we examine the histograms of an image from each of these classes, shown in figure
5.10, again we can see that the evolved program has only used a value where D24 (pressed
calf leather) is significantly different from D38 (water). The analysis of these three programs
suggests that the evolution is capturing distinguishing characteristics of the textures.
Since the maximum depth of a GP tree is set to 6, there could be at most 26 = 64 inputs.
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Figure 5.9: Histograms of D12 (Bark), Class 2 and D92 (Pigskin), Class 11 Brodatz Textures
Figure 5.11 shows the average program size of 78 evolved programs after 200 generations.
The size of the programs ranges from 1 to 64 with a median value of 30. About 37% of the
programs have a size between 20 to 30.
5.5 Discussion
In order to answer chapter research question 1 “Will the histogram features perform better
than the raw pixel features?”, we plot the overlap of each of the 78 evolved programs using
pixel intensities and histograms in figure 5.12. This data is generated from the learning set.
The horizontal axis is the genetic program number or sequential number for each pair of
textures as displayed in figures 4.8, 4.9 and 4.10. The graph shows that histogram inputs
have considerably smaller overlaps. Hence we would expect these to be better features. In
addition, we plot, in figure 5.13, the average fitness and best fitness curves for two runs,
one using pixel inputs and the other using histogram inputs based on the same image set.
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Figure 5.10: Histograms of D24 (Pressed Calf Leather), Class 6 and D38 (Water), Class 8
Brodatz Textures
The runs based on histogram inputs start with lower overlap and converge to even lower
overlap after 200 generations. It is clear from this figure that histogram features result in
fitter programs.
In order to answer chapter research question 2 “How does the performance of the his-
togram features compare with that of human derived methods?”, we benchmarked our results
against human derived features using the same training and testing sets. These comparisons
are presented in table 5.2. The results show that our method was human competitive in
that our method outperformed 13 human methods for the Brodatz textures and 10 human
methods for the Vistex textures.
Chapter research question 3 is “Have the evolved programs captured any texture regular-
ities not captured by the Haralick method?” The entry “Haralick + GP Histograms” shows
the results of augmenting the Haralick features with the evolved features and then running
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Figure 5.11: Average Program Size of 78 Evolved Programs at Generation 200
the one-nearest neighbour classifier. The accuracy increased from 81.5% to 88.2% in the case
of the Brodatz problem and from 74.8% to 83.2% in the case of the Vistex problem. This
suggests that the evolved feature extraction programs have captured texture regularities not
captured by the Haralick method. We investigate this outcome in more depth in chapter 7.
The histogram approach is immune to translation and small changes in brightness. As
the images are subjected to histogram equalisation, the distribution of grey levels is more
spread out such that if all grey levels are shifted by one, the number of pixels at the next grey
level is likely to be similar and unlikely to effect the outcome. However, this can a problem
if all pixel intensities are shifted by many grey levels. Furthermore, the histogram approach
does not capture the spatial characteristics of the textures.
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Figure 5.12: Overlap for Histogram and Pixel Intensity Inputs
5.6 Summary
In this chapter we used histograms as inputs to evolve feature extraction programs based on
the procedure described in chapter 4. We hypothesised that using histogram inputs would
result in better features and this was confirmed when we compared the overlaps of evolved
programs using pixels as inputs versus the overlaps of programs that use histograms as inputs.
We compared the performance of the GP features based on histogram inputs against
human developed algorithms using their testing accuracies on the Brodatz and Vistex testing
sets. The testing accuracy was 81.5% for the Brodatz texture set and 74.8% for the Vistex
texture set. Our method outperformed 13 human methods for the Brodatz textures and 10
human methods for the Vistex textures.
We have also shown that by combining our features with those of the Haralick method,
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Figure 5.13: Comparison Runs of Using Pixels and Histograms of Textures D13 and D2
our method was finding additional texture regularities which contribute to the improved
accuracies. The texture regularity found was the sum of the number of pixels at certain gray
levels.
Since the learning set contained only examples from the Brodatz set, but training and
testing of the classifier using the evolved algorithms was performed on the Vistex set and
4 other Brodatz textures, there is some evidence that the feature extraction algorithms are
general. However, more work needs to be done with other texture classification problems to
verify this.
It is important to note that image texture has spatial characteristics. These are preserved
in the pixel representation, but lost in the histogram representation. The performance of the
current feature extraction algorithms is limited by the fact that there is no spatial information
in the histograms. We need to look at alternative representations that capture more of the
spatial information in a picture.
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Table 5.2: Performance of Various Feature Extraction Algorithms Ranked by Vistex Results.
All results, except for those in boldface are from [194].
Feature Set Brodatz Vistex Feature Set Brodatz Vistex
Chen 93.1% 84.5% Dapeng 85.8% 74.6%
Amelung 93.0% 82.1% Pikaz & Averbuch 79.4% 74.4%
Unser 92.6% 81.4% Mao & Jain 86.3% 73.0%
Fourier coeff. 92.7% 80.1% Galloway 84.7% 70.4%
Laws 89.7% 79.8% Markov 83.1% 69.6%
Laine 92.4% 75.6% Amadasun 83.4% 65.6%
Haralick 86.1% 75.5% Sun & Wee 63.9% 58.4%
Gabor 92.2% 75.4% Fractal(1) 62.6% 54.5%
GP Histograms 81.5% 74.8% Fractal(2) 66.5% 48.5%
Haralick + GP Histograms 88.2% 83.2% Local features 61.1% 47.1%
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Class A Class B Ovlp. Class A Class B Ovlp. Class A Class B Ovlp.
12.19% 0.31% 0.31%
D9 D12 D9 D15 D9 D16
0.63% 0.31% 0.31%
D9 D19 D9 D24 D9 D29
0.31% 0.31% 0.31%
D9 D38 D9 D68 D9 D84
0.31% 0.31% 10.63%
D9 D92 D9 D94 D9 D112
13.12% 8.44% 0.31%
D12 D15 D24 D16 D12 D19
0.31% 0.31% 0.31%
D12 D24 D12 D29 D12 D38
0.31% 0.63% 0.31%
D12 D68 D12 D84 D12 D92
0.31% 0.31% 0.94%
D12 D94 D12 D112 D15 D16
0.31% 6.25% 0.31%
D15 D19 D15 D24 D15 D29
0.31% 0.31% 0.31%
D15 D38 D15 D68 D15 D84
0.31% 0.31% 1.25%
D15 D92 D15 D94 D15 D112
Figure 5.14: Overlap for Evolving 78 Features from 13 Classes of Brodatz Textures Using the
Histogram Representation
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Class A Class B Ovlp. Class A Class B Ovlp. Class A Class B Ovlp.
0.31% 1.56% 0.31%
D16 D19 D16 D24 D16 D29
0.31% 3.44% 6.56%
D16 D38 D16 D68 D16 D84
0.31% 0.31% 4.69%
D16 D92 D16 D94 D16 D112
0.31% 0.31% 0.31%
D19 D24 D19 D29 D19 D38
2.19% 0.31% 0.31%
D19 D68 D19 D84 D19 D92
0.31% 0.31% 0.94%
D19 D94 D19 D112 D24 D29
0.31% 0.31% 10.31%
D24 D38 D24 D68 D24 D84
0.31% 0.31% 0.31%
D24 D92 D24 D94 D24 D112
0.31% 3.47% 0.31%
D29 D38 D29 D68 D29 D84
0.31% 0.31% 0.31%
D29 D92 D29 D94 D29 D112
Figure 5.15: Overlap for Evolving 78 Features from 13 Classes of Brodatz Textures Using the
Histogram Representation
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Class A Class B Ovlp. Class A Class B Ovlp. Class A Class B Ovlp.
0.31% 0.31% 1.87%
D38 D68 D38 D84 D38 D92
0.31% 0.31% 0.31%
D38 D94 D38 D112 D68 D84
0.31% 0.31% 1.25%
D68 D92 D68 D94 D68 D112
0.31% 0.31% 0.31%
D84 D92 D84 D94 D84 D112
0.31% 0.31% 2.81%
D92 D94 D92 D112 D94 D112
Figure 5.16: Overlap for Evolving 78 Features from 13 Classes of Brodatz Textures Using the
Histogram Representation
Chapter 6
Spatial Features
6.1 Introduction
In this chapter, we address thesis research question 4 by proposing a new feature extraction
method based on learning the spatial differences between textures using genetic programming.
We will discuss the setting of the problem specific parameters such as terminals, functions
and fitness evaluation required to evolve feature extraction programs from spatial encoding
inputs. The performance of the evolved programs will be benchmarked against the same
human derived feature programs used in previous chapters.
6.2 Chapter Research Questions
Our contribution is a spatial representation at each grey level. Our chapter research questions
are:
1. Will the proposed spatial representation perform better than the histogram represen-
tation?
2. How does the performance of the spatial features compare with that of human derived
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methods?
3. Have the evolved programs captured any texture regularities not captured by the Har-
alick method?
6.3 Spatial Encoding
The spatial difference between two textures can be considered as the different arrangement
of pixels at each grey level within each repeated structure. Let us consider a simple example
of spatial difference between vertical and horizontal lines as shown in figure 6.1. Vertical
and horizontal lines are synthetic textures in which a small basic pattern is repeated without
change. In this simple case the spatial differences between the two textures can be captured
in a 4× 4 window.
Horizontal Stripes Vertical Stripes
Figure 6.1: Horizontal and Vertical Stripe Binary Images
Within these images of black and white stripes, each of the stripes is one pixel wide and
the stripes are four pixels apart. If we were to randomly cut sub-images of size 4 x 4 from
each, we would get eight possible patterns for the images, four for the horizontal direction,
shown in the top row of figure 6.3, and four for the vertical direction, shown in the bottom
row of figure 6.3. The encoding is as follows: assume the positions are numbered from 1 to
16 in row major order as shown in figure 6.2. Let Pi give the pixel position corresponding to
the ith black pixel. For example, in the bottom left picture of figure 6.3 the first black pixel
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P1 is in position 1 and the second black pixel P2 is in position 5. The full encoding of this
image is P1 = 1, P2 = 5, P3 = 9, P4 = 13. There are only 4 black pixels so only P1 − P4
are used. The encodings of the other images are also given in figure 6.3. Our objective is to
find formulas that when applied to the positions of black pixels would give us two distinct
numbers, one for the horizontal striped images and another for the vertical striped images,
thus making the formulas highly discriminating for the two textures.
Figure 6.2: Position Numbering
We will apply a few variations of possible formulas to the images and see if it is possible
to get discriminating features. These are shown in table 6.1.
The examples in table 6.1 show that formulas 3 and 4 give distinct numbers for the
vertical and horizontal textures. If we need to discriminate between horizontal and vertical
striped images we need only evaluate formula 3. If formula 3 evaluates to -2, the image is
horizontal stripes. If formula 3 evaluates to -8, then the image is vertical stripes. There
P1=1,P2=2,P3=3,P4=4 P1=5,P2=6,P3=7,P4=8 P1=9,P2=10,P3=11,P4=12 P1=13,P2=14,P3=15,P4=16
P1=1,P2=5,P3=9,P4=13 P1=2,P2=6,P3=10,P4=14 P1=3,P2=7,P3=11,P4=15 P1=4,P2=8,P3=12,P4=16
Figure 6.3: Encodings of Horizontal and Vertical Stripe Texture Images
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Table 6.1: Variations of Possible Solution Using Plus and Minus Functions
Horizontal Stripes
Input 1,2,3,4 5,6,7,8 9,10,11,12 13,14,15,16
Formula No. Formulas Output Output Output Output Results
1 P1+P2+P3+P4 10 26 42 58 no good
2 P1-P2-P3-P4 -8 -16 -24 -32 no good
3 P1-P2+P3-P4 -2 -2 -2 -2 good
4 P1+P2-P3-P4 -4 -4 -4 -4 good
Vertical Stripes
Input 1,5,9,13 2,6,10,14 3,7,11,15 4,8,12,16
Formula No. Formulas Output Output Output Output Results
1 P1+P2+P3+P4 28 32 36 40 no good
2 P1-P2-P3-P4 -26 -28 -30 -32 no good
3 P1-P2+P3-P4 -8 -8 -8 -8 good
4 P1+P2-P3-P4 -16 -16 -16 -16 good
could be many formulas that give discriminating features. Formula 4, for example, could
also be used. The task for genetic programming is to discover one of these discriminating
formulas. Requiring a single number is, in fact, too strict. If, for example, all of the outputs
of a formula for texture 1 are less than zero and all of the outputs for texture 2 are greater
than zero, the formula is just as discriminating. As long as there is no overlap between the
two output ranges, a formula can be used to accurately discriminate the textures. For real
world textures it is very unlikely that there will be no overlap between output ranges and it
is necessary to think in terms of minimising overlaps.
The spatial representation for an image with 256 grey levels can be prepared as follows:
(1) For each image, we generate 256 binary images by extracting pixels at the same grey
level into a binary image, one for each grey level from 0 to 255. Examples of such binary
images are shown in figure 6.13. (2) For each binary image, we encode the positions of the
black pixels. We encode the positions of the black pixels by first cutting the original image
of size 640× 640 into 100 images of size 64× 64. For each 64× 64 image, we then threshold
the image to obtain 256 binary images, and for each binary image, we extract the position
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of the black pixels. The process is summarised in figure 6.4. For each grey level, we can now
evolve a feature extraction program. After the completion of the evolutionary step there will
be 256 feature extraction programs. The training and testing of the classifier will be done
with all of these 256 features.
6.4 Configuration of Genetic Programming
6.4.1 Terminals
For an image of size 64 × 64, we generate 256 spatial encodings, one for each grey level.
In theory we could have up to 4096 black pixels at one grey level. Our encoding allows
a maximum of 256 positions of black pixels to be stored. So far we have not encountered
binary images which have more than 256 black pixels. Furthermore, even if we make use of
the positions of the first 256 black pixels only, we expect there will be sufficient information
to differentiate that image from images of other classes.
6.4.2 Functions
Originally we used the function set {+,−, ∗, /}. However, we found that using just {+} in
the histogram inputs in chapter 5 gave feature extraction programs that were just as accurate
as those using all four operators but were considerably easier to understand. For the spatial
encoding we found that using {+,−} gave equally good results as {+,−, ∗, /}.
6.4.3 Fitness Evaluation
In chapter 4 and 5, we evolved programs and ranked them in accordance to the overlaps of
their outputs from two classes of textures. The approach can be extended to the case of
learning from more than two classes of textures. If there are n textures in the learning set,
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Figure 6.4: Spatial Representation
the vertical axis of figure 4.3 needs to be broken up into n regions, rather than two, and all
of the n(n − 1) overlaps computed. Clearly, the smaller the overlap the better the feature.
Note that the clustering was being performed on one dimensional data.
An example of a case for which there are three texture classes in the learning set is
shown in figure 6.5. To get the data shown in figure 6.5, a program in the population has
been evaluated on a learning set of 30 images which consist of 10 examples of texture 1, 10
examples from texture 2 and 10 examples from texture 3. The averages of the feature values
for each texture give cluster centroids shown as short lines at 46, 89 and 175. The mid points
between the first and the second pair of centroids, that is, the cluster boundaries are shown
as long lines at 68 and 132. There is one cluster0 feature value above the first boundary
line, four cluster1 feature values below the first boundary, one cluster1 feature value above
the second boundary and four cluster2 values below the second boundary, thus 10 points
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Figure 6.5: Feature Space for Three Texture Classes
are incorrectly clustered. The misclustered points are shown as 1st, 2nd, ..., 10th points in
figure 6.5. Equivalently, it can be considered that there are 10 errors. This approach can be
extended to the case of thirteen textures, where we try to minimise the overlap of thirteen
clusters instead of three. We use the 13 clusters approach instead of the two cluster approach
in previous chapters due to the large number of programs involved. If we used 2 clusters for
each of the 256 grey levels, there would be


13
2

× 256 = 19968 programs.
For this representation, fitness evaluation is expensive. Evaluation of an individual pro-
gram requires loading all of the images at each grey level in the learning set, applying the
program to each image, saving the outputs, clustering them, and then computing the overlaps
between 13 clusters.
6.4.4 Learning the Spatial Differences between Textures
As there are 256 components to the spatial representation, one for each grey level, we need
to evolve 256 feature extraction programs. Our approach to learning the spatial differences
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of textures is summarised in figure 6.6. Each program generated is used to compute feature
values from the spatial representations. The feature values are then clustered, the overlap of
the clusters is then used to rank the programs. This evolutionary process continues until the
perfect separation between clusters is achieved or some predetermined number of generations
is reached.
Figure 6.6: Feature Extraction Discovery Using Genetic Programming
6.4.5 Parameters
The parameters for the GP runs are summarised in table 6.2 and are the same as those
already described in chapter 4 except that the inputs are spatial encodings of each grey level
from images of size 64× 64 and clustering is for 13 classes.
6.4.6 Procedure
The procedure we use in this chapter is similar to the procedure described in chapter 4 except
that spatial encodings are used as inputs in place of pixel intensities and clustering is based
on 13 classes. The procedure is summarised in the following steps.
1. For each image of each texture in the Brodatz learning, training and testing sets defined
in chapter 3:
(a) Extract the pixel positions at each grey level
(b) Construct a vector of pixel positions at each gray level
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Table 6.2: Parameters for a GP Run
Inputs
Image Size 64 x 64
Brodatz Textures
No of Images in Learning set 32
No of Images in Training set 32
No of Images in Testing set 64
Vistex Textures
No of Images in Training set 16
No of Images in Testing set 32
RMIT GP Parameters
Mutation Rate 0.28
Crossover Rate 0.70
Elitism 0.02
Population 100
Maximum No of Generations 200
Maximum Depth 6
No of runs 3
Cluster 3.0 Parameters
Distance Euclidean
No of Classes 13
Weka Parameters
Classifier Nearest Neighbour
2. For each grey level of the images of the 13 Brodatz learning set, evolve a feature
extraction program, giving 256 programs
3. Use the evolved programs to compute a feature vector of length 256 for each example
in the Brodatz training set and induce a classifier
4. Use the evolved programs to compute a feature vector of length 256 for each example
in the Brodatz testing set
5. Apply the classifier to the Brodatz testing set to get testing accuracy
6. For each image of each texture in the Vistex training and testing sets defined in chapter
3:
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(a) Extract the pixel positions at each grey level
(b) Construct a vector of pixel positions at each gray level
7. Use the evolved programs in step 2 to compute a feature vector of of length 256 for
each example in the Vistex training set and induce a classifier
8. Use the evolved programs in step 2 to compute a feature vector of of length 256 for
each example in the Vistex testing set
9. Apply the classifier to the Vistex testing set to get testing accuracy
10. For each example in the Brodatz training and testing sets defined in chapter 3:
(a) Compute 52 Haralick features based on a displacement of one pixel in each of the
four principal directions
(b) Induce a classifier from the training set.
(c) Apply the classifier to the testing set to get testing accuracy.
(d) Combine the 256 GP features generated in step 2 with the 52 Haralick features
generated in step 10a to induce a new classifier
(e) Apply the classifier to the combined features of the testing set to get testing
accuracy.
11. For each example in the Vistex training and testing sets defined in chapter 3:
(a) Compute 52 Haralick features based on a displacement of 1 pixel in each of the
four principal directions
(b) Induce a classifier from the training set
(c) Apply the classifier to the testing set to get testing accuracy
(d) Combine the 256 GP features generated in step 7 with the 52 Haralick features
from the training set generated in step 11a to induce a new classifier
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(e) Apply the classifier to the combined features of the testing set to get testing
accuracy
6.5 Results
Strictly speaking, we cannot compare the overlaps with those based on pixel intensities
or histograms as those were based on two textures whereas these programs are based on
13 textures. Thus we can only judge how good the evolved programs are based on their
classification accuracies against the test sets described in chapter 3. We will make this
comparison in section 6.7.
6.5.1 Feature Extraction Programs
Performance curves for the Brodatz learning set for grey levels 09, 128 and 63 are shown in
figures 6.10, 6.11 and 6.12.
Corresponding unsimplified programs for the Brodatz learning set grey levels 09, 128 and
63 are shown in figures 6.7, 6.8 and 6.9. There are very few repeated inputs in the programs.
Simplifying the programs would replace the original complex equations with equally complex
equations and there is no new insight to be gained from the exercise. The programs appear
to be calculating the distances between pixels at each gray level. Table 6.3 shows the overlaps
between the 13 classes in terms of percentage. The overlaps are quite high compared with
programs evolved from two textures in chapter 5 as would be expected.
6.5.2 Data Set Classification
Following the evolution of 256 programs in step 2, we conducted two experimental tests on
the same data sets used in chapters 4 and 5.
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Evolved Program with a Raw Fitness of 355
Program (+ (+ (+ (- (+ (+ (+ X166 X142) (- X013 X106)) (- (+ X255 X075) (- X197
X099))) (- (+ (- X081 X023) (- X245 X113)) (- (- X232 X064) (- X010 X226)))) (+
X097 (+ (- (+ X003 X154) (+ X249 X011)) (- (+ X244 X015) (- X254 X241))))) (- (-
(- (+ (+ X015 X242) (+ X080 X231)) (- (- X039 X002) (+ X202 X180))) (- (- (- X177
X001) (+ X189 X208)) (+ (- X223 X039) (- X208 X089)))) (+ (- (- (+ X024 X118) (-
X104 X093)) X085) (- (+ (+ X084 X193) X012) (- (+ X112 X242) (+ X064 X075))))))
(+ (- (- (- (+ (- X016 X202) (+ X110 X194)) (- (- X078 X119) (- X241 X055))) (-
(+ (- X044 X087) (+ X226 X026)) (- (- X140 X059) (- X042 X133)))) (+ (- (- (- X167
X177) (- X022 X116)) (- (- X194 X138) (+ X180 X193))) (+ (+ (+ X164 X081) (- X155
X107)) (+ (+ X247 X123) (- X034 X000))))) (- (- (- (+ (- X153 X242) (- X013 X005))
(+ (- X143 X036) (- X080 X156))) (- (- (+ X207 X030) X001) (+ (+ X011 X025) (+ X012
X215)))) (- (- (- (+ X140 X207) (- X153 X212)) (- (- X099 X102) (+ X177 X002))) (+
X044 (+ (- X170 X152) (- X182 X111)))))))
Figure 6.7: Evolved Program for Brodatz Run 09
Evolved Program with a Raw Fitness of 253
Program (+ X030 (+ X182 X238))
Figure 6.8: Evolved Program for Brodatz Run 128
1. On the 13 class Brodatz classification problem (steps 3 and 4), the test accuracy was
74.6%.
2. On the 15 class Vistex classification problem (steps 6 and 7), the test accuracy obtained
was 66.2%.
6.6 Analysis of An Example Program
Using a similar approach to that described in section 6.1, we will analyse an evolved program
and examine its execution behaviour for the images of Bark, Brick and Fabric in the Vistex
data set. Recall from the example in section 6.1 that it is highly desirable for a feature
Evolved Program with a Raw Fitness of 96
Program (- (- (- (+ (- (- (+ X050 X177) (- X118 X091)) (- (+ X026 X162) X239))
(+ (- (+ X007 X031) (+ X087 X056)) (- (- X174 X229) (+ X219 X054)))) (+ (+ X079
(+ (+ X176 X060) (- X205 X083))) (- (+ (- X012 X101) (- X100 X106)) (- (- X035
X156) (- X244 X210))))) X083) (- (+ (+ (- (+ (- X128 X134) (- X034 X159)) (+ (+
X236 X047) (- X112 X145))) (- (+ (- X225 X139) (+ X031 X043)) (+ (+ X231 X203) (+
X166 X180)))) (+ X166 (+ (- (- X087 X232) (+ X248 X224)) (+ (- X015 X233) (+ X160
X021))))) (+ (- (+ (- (- X249 X202) (- X091 X133)) X088) (+ (+ (- X132 X064) (-
X152 X214)) (+ (+ X056 X006) (- X077 X121)))) (+ X078 (- (- (- X074 X158) (+ X226
X116)) (+ (+ X031 X237) (- X250 X118)))))))
Figure 6.9: Evolved Program for Brodatz Run 63
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Table 6.3: Overlap for Programs at each Grey Level. GL denotes Grey Level, Ovlp denotes
Overlap.
GL Ovlp % GL Ovlp % GL Ovlp % GL Ovlp % GL OvLp % GL OvLp %
0 0.00 43 57.45 86 61.30 129 61.30 172 60.10 215 69.47
1 0.00 44 56.01 87 61.30 130 60.34 173 60.82 216 70.67
2 0.00 45 57.21 88 60.34 131 61.06 174 58.65 217 71.88
3 0.00 46 56.97 89 60.82 132 61.78 175 59.13 218 69.95
4 0.00 47 56.73 90 61.54 133 62.26 176 58.17 219 68.75
5 0.00 48 57.69 91 61.54 134 61.54 177 58.41 220 69.23
6 0.00 49 57.45 92 61.30 135 61.30 178 58.89 221 69.23
7 0.00 50 58.17 93 62.26 136 62.50 179 59.38 222 68.75
8 85.34 51 57.21 94 60.82 137 62.50 180 59.38 223 68.51
9 85.34 52 56.49 95 61.78 138 63.70 181 58.65 224 68.03
10 72.60 53 58.41 96 59.62 139 62.26 182 59.62 225 66.35
11 69.47 54 57.69 97 59.86 140 63.94 183 60.10 226 66.11
12 61.78 55 58.89 98 59.86 141 62.26 184 59.86 227 67.07
13 62.26 56 57.21 99 61.78 142 62.98 185 60.82 228 65.63
14 60.34 57 56.97 100 59.62 143 62.74 186 59.86 229 63.94
15 60.34 58 57.45 101 60.10 144 63.46 187 57.93 230 63.94
16 59.86 59 59.13 102 61.78 145 62.74 188 60.10 231 63.22
17 59.86 60 58.65 103 60.34 146 62.98 189 59.62 232 62.26
18 59.38 61 58.41 104 60.82 147 64.18 190 60.34 233 62.26
19 59.13 62 58.89 105 61.54 148 63.22 191 61.54 234 60.10
20 58.65 63 58.17 106 60.58 149 64.18 192 61.54 235 61.06
21 57.69 64 61.78 107 59.86 150 65.87 193 61.06 236 60.10
22 58.41 65 60.58 108 61.30 151 62.26 194 64.42 237 60.10
23 58.17 66 61.30 109 61.06 152 62.74 195 62.98 238 58.89
24 57.93 67 61.06 110 60.58 153 65.14 196 63.22 239 59.38
25 57.69 68 60.34 111 59.13 154 63.46 197 64.66 240 58.17
26 58.17 69 61.06 112 62.02 155 64.66 198 65.38 241 60.10
27 58.41 70 58.65 113 60.82 156 64.66 199 65.87 242 59.38
28 57.21 71 60.82 114 61.06 157 67.07 200 63.94 243 59.86
29 57.45 72 59.62 115 60.58 158 64.90 201 63.94 244 58.89
30 57.45 73 60.82 116 61.06 159 64.66 202 66.35 245 60.10
31 57.45 74 60.82 117 60.34 160 65.38 203 66.83 246 60.10
32 56.73 75 60.34 118 59.13 161 65.63 204 65.87 247 60.10
33 57.45 76 61.78 119 60.82 162 64.42 205 67.07 248 60.34
34 57.69 77 59.13 120 60.10 163 67.07 206 65.87 249 61.30
35 56.97 78 61.30 121 59.38 164 68.03 207 67.31 250 60.82
36 56.25 79 60.58 122 61.78 165 66.11 208 68.51 251 61.78
37 57.21 80 61.78 123 60.34 166 64.66 209 69.23 252 62.50
38 57.45 81 60.34 124 60.58 167 63.70 210 69.47 253 63.46
39 57.45 82 61.06 125 60.58 168 63.22 211 70.43 254 63.46
40 57.45 83 61.54 126 60.10 169 63.94 212 69.47 255 0.00
41 57.45 84 60.82 127 60.58 170 60.82 213 69.95
42 56.73 85 61.78 128 60.82 171 60.82 214 67.55
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Figure 6.10: Average and Best Fitness Curves for Brodatz Run 09
extraction program to deliver outputs that are very similar to each other for the same tex-
ture and widely separated outputs for other textures. The simplified version of the evolved
program from grey level 98 is P027 - P079. Binary images at grey level 98 from the training
and testing sets are shown in figure 6.13. In order to get an output, the formula P027-P079
requires 2 inputs, P027 and P079. The inputs which are the positions of black pixels are shown
in table 6.4. Let us consider the case of the bark train binary image. P027 or the 27th black
pixel is located at position 377 in row major fashion. P079 or the 79th black pixel is located
at 0 or does not exist. If we apply the formula P027 - P079 we get 377-0 = 377. Repeating
the same exercise for other images we get the outputs listed in the bottom row of table 6.4.
The outputs of the program for the brick train/test are -249/-258 which are quite close to
each other, and well separated from the outputs for the bark train/test which are 377/282,
and the outputs for fabric which are 861/891. This pattern of output values allows us to tell
the textures apart.
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Figure 6.11: Average and Best Fitness Curves for Brodatz Run 128
6.7 Discussion
In order to answer chapter research question 1 “Will the spatial representation perform
better than the histogram representation?”, we cannot compare the overlaps of the evolved
programs as they are based on a different clustering approach. Instead, we compare the
classification results of each approach. Histogram features achieved an accuracy of 81.5%
and 74.8% against the Brodatz and Vistex textures, while spatial features had an accuracy
Table 6.4: Inputs and Output of an Evolved Program for Bark, Brick and Fabric Texture
Bark Brick Fabric
Pixel No. Train Test Train Test Train Test
P027 377 282 313 598 861 899
P079 0 0 664 856 0 0
Output 377 282 -249 -258 861 899
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Figure 6.12: Average and Best Fitness Curves for Brodatz Run 63
of 74.6% and 66.2% for the Brodatz and Vistex textures respectively. Using spatial features
is not as accurate as using histogram features in our previous work in chapter 5. This is
contrary to our expectations as the histogram features do not use any spatial information, a
key aspect of texture. We believe that the reason for this is that the repeating patterns are
not regular enough in some of the textures used and these spatial features may not take into
account the relative positions or displacement and distortion between images.
In order to answer the chapter research question 2 “How does the performance of the
spatial features compare with that of human derived methods?”, we benchmarked our results
against human derived features using the same training and testing sets. Table 6.5 compares
the performance of spatial features against histogram features and 18 human derived texture
features used in previous chapters. The line “GP Spatial” gives the results from the method
presented in this chapter. The line “GP Histograms” gives results from chapter 5 and the
line “GP Histograms + Spatial” gives the results from combining the features from “GP
Spatial” and “GP Histograms”. As can be seen from table 6.5, the spatial feature approach
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Bark train Bark test
Brick train Brick test
Fabric train Fabric test
Figure 6.13: Bark, Brick and Fabric Binary Images at Grey Level 98 from Training and
Testing Sets of Vistex Textures
has better accuracy than 4 human derived methods on the Brodatz problem and 5 on the
Vistex problem.
In order to answer chapter research question 3 “Have the evolved programs captured
any texture regularities not captured by the Haralick method?”, we combined both Haralick
and spatial features to see if the classification accuracy increased which would indicate that
additional texture regularities were captured. The seventh line of the first column in table
6.5 shows the results of combining the Haralick features and the spatial features. On the
Brodatz problem, the addition of the spatial features resulted in a small decrease in accuracy.
However, on the Vistex problem, there was a small increase. We also combined the GP
histogram features from chapter 5 with GP spatial features from this chapter and found a
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small increase in accuracy for the Brodatz problem but significant decrease in accuracy for
the Vistex problem. The sixth line of the second column in table 6.5 shows these results.
We believe that the combined approach has not worked as well for the Vistex images due
to different spatial arrangements at the different scales mentioned in chapter 3, whereas the
ratio of pixels at different scales are preserved at different scales for the histogram approach.
See figure 6.14 for sample images at different scales.
The spatial approach requires the level of lighting to be constant. If the grey levels are
shifted then the spatial equation at a particular grey level may not be applicable due to a
different pattern of pixels. However, lighting can be maintained at a constant level in an
industrial setting, especially inside an enclosure.
Although the tree size for the spatial approach is larger due to the extra function {-},
a program takes on average 2 hours to evolve compared with 5 hours for a program using
the histogram approach. This is due to the smaller number of inputs for each program as
each program only deals with the positions of pixels at one grey level. However there are
256 programs (512 hours) for the spatial approach so overall this approach still takes longer
than the histogram approach (390 hours).
6.8 Summary
In this chapter, we have addressed the problem of how to capture spatial information in
a texture for use in genetic programs for texture feature extraction. This was done by
generating binary images for each grey level and encoding the positions of the black pixels
as terminals. A separate feature extraction program was evolved for each grey level. The
programs capture the spatial differences between the textures.
We hypothesised that using spatial inputs would results in better features. However,
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Bark small Brick small Fabric small
Bark large Brick large Fabric large
Figure 6.14: Bark, Brick and Fabric Images at Different Scales
this was not the case when we compared the classification results with methods that used
histograms as inputs. We suspect that the spatial features were unable to take into account
displacement and distortion in the textures.
We have established that the spatial features are competitive with human developed algo-
rithms by comparing the classification results against those of 18 human methods. Compared
with those methods, our method is better than 4 human methods for the Brodatz problem
and 5 human methods for the Vistex problem.
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Table 6.5: Performance of Various Feature Extraction Algorithms Ranked by Vistex Results.
All results, except for those in boldface are from [194].
Feature Set Brodatz Vistex Feature Set Brodatz Vistex
Chen 93.1% 84.5% Pikaz & Dapeng 85.8% 74.6%
Haralick + GP
Histograms
88.2% 83.2% Averbuch 79.4% 74.4%
Amelung 93.0% 82.1% Mao & Jain 86.3% 73.0%
Unser 92.6% 81.4% Galloway 84.7% 70.4%
Fourier coeff. 92.7% 80.1% Markov 83.1% 69.6%
Laws 89.7% 79.8% GP Histograms +
Spatial
83.3% 68.4%
Haralick + GP
Spatial
70.4% 76.6% GP Spatial 74.6% 66.2%
Laine 92.4% 75.6% Amadasun 83.4% 65.6%
Haralick 86.1% 75.5% Sun & Wee 63.9% 58.4%
Gabor 92.2% 75.4% Fractal(1) 62.6% 54.5%
GP Histograms 81.5% 74.8% Fractal(2) 66.5% 48.5%
Local features 61.1% 47.1%
Chapter 7
Application to Malt Classification
7.1 Introduction
In previous chapters, we have investigated various methods of evolving feature extraction
programs from libraries of texture images. In this chapter, we will apply the evolved programs
to a real life problem of classifying malt images based on their index of modification. This
addresses thesis research question 5 “On a real world problem of classifying malt images,
are the evolved programs competitive with human derived methods and do they capture
texture characteristics not being captured by human derived methods?”. As discussed in
chapter 2, there is much interest in the use of image analysis as a tool to analyse seeds.
However, most methods focus on individual seeds and this can be time consuming. Our
approach is based on analysing bulk images or images containing many seeds and assumes
that changes in individual kernels are reflected in the texture of bulk images. In the case
of malt kernels, the malting process involves soaking barley grains in water and allowing
them to germinate for a certain duration. The germination process is halted by heating
the grains. The extent to which the grains have germinated is referred to as the index
of modification. The germination alters the appearance of the grains. One of the current
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methods of determining index of modification is measuring the size of the acrospire of an
individual kernel as shown in figure 7.2 . The acrospire is a hump on the kernel and its
size depends on the extent of the germination. Measuring the acrospires of individual malt
kernels is time consuming and we investigate whether it is possible to classify malt samples
based on their bulk images. This assumes that the change in the acrospire is reflected in
the bulk image. We use the malt images described in chapter 3 for our experiments. As
described in chapter 3, we have sample images at 3 different levels of modification. Figure
7.1 shows malt kernels at different stages of germination. Figure 7.2 shows malt kernels with
different acrospire lengths and figure 7.3 shows the bulk images of malt kernels at different
indicies of modification.
Figure 7.1: Acrospires at Different Stages of Germination. http://www.mosquitobytes.com
/Den/Beer/Hmbrewing/Malt.html
7.2 Chapter Research Questions
1. Given that we have three sets of malt images at different indicies of modification, how
accurately can we classify these malt images based on the evolved histogram features?
2. How well do the genetic programming features perform compared to human derived
features?
3. Are the evolved features capturing texture regularities not captured by the human
derived methods?
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IOM 33 (half length) IOM 39 (3/4 length) IOM 45 (full length)
Figure 7.2: Malt Kernels with Half, Three-quarter and Full Length Acrospire
Bulk Index of Modification 33 Bulk Index of Modification 39 Bulk Index of Modification 45
Figure 7.3: Malt Images
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Table 7.1: Confussion Matrix for Classifying Malt Images Using GP Histograms
a b c classified as
62 28 10 a = 33
27 66 7 b = 39
14 11 75 c = 45
7.3 Malt Images
As described in chapter 3, three batches of malts were first analysed by a chemical method
for their index of modification. The three indicies were 33, 39, and 45. Images of each batch
were then taken under constant lighting. A total of 150 images were taken, 50 per index of
modification.
7.4 Malt Classification with Evolved Features
For research question 1, we computed the histogram of each of the malt images and used the
78 programs evolved in chapter 5 to extract feature vectors of length 78. We then estimated
the error rate using 10-fold cross validation with a one-nearest neighbour classifier. We
used the histogram input approach due to its better performance compared with the raw
pixel and spatial encoding approaches. This approach achieved an accuracy of 67% which
is encouraging considering that a random guess would result in an accuracy of 33% for 3
classes. The confusion matrix for the classification is given in table 7.1. The implication of
this result is that it may be possible to analyse bulk images of malts using texture features
rather than focusing on individual kernels.
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7.5 Comparison with Human Derived Features
For chapter research question 2, in addition to the evolved features we used the human derived
methods of conventional histograms, Haralick, Galloway, Haar transform and Gabor features.
These are the methods used in chapter 5 and 6 from the Wagner paper [194] for which source
code is readily available. For the histogram method, we computed 256 histogram features
or number of pixels at each grey level. For the Haralick method, we computed 262 Haralick
features based on a displacement of one, two, three, five, seven, eleven and thirteen pixels in
the four principal directions. The features computed for each displacement at each principal
angle were angular second moment, contrast, correlation, variance, inverse different moment,
sum of average, sum of variance, sum of entropy and entropy. For the Galloway method, we
computed 21 Galloway features based on displacement of 1 in the horizontal and the vertical
directions, followed by averaging the feature values of the two. The average is an average
value for each feature in the horizontal and the vertical direction. The features computed
at each direction were short run emphasis, long run emphasis, grey level non-uniformity,
run length non-uniformity, run percentage, low grey level run emphasis and high grey level
run emphasis. For the Haar method, we computed 48 Haar transform features based on 3
resolutions and for the Gabor method, we computed 120 Gabor transform features based on
10 orientations at 6◦ intervals, 2 phases of pi/2, pi and 3 bandwidths of 2,4 and 8. For each
feature extraction method, we estimated the error rate using 10-fold cross validation with a
one-nearest neighbour classifier. The classification accuracy for each method is listed in the
second column of table 7.2. The results in table 7.2 show that the GP features performed
better than Gabor and Haar features, at the same level as conventional histogram features
but worse than than the Haralick and Galloway methods. The results indicate that GP
features perform at a similar level as the human derived methods on this problem. There
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Table 7.2: Feature Performance (Statistical significance is not shown since we are interested
in competitiveness rather than finding the best method)
Method Cross Validation
Accuracy
Combined with GP
Features
% Improve-
ment
GP Histogram 67%
Gabor 55% 68% 13%
Haar 53% 71% 18%
Histogram 68% 68% 0%
Haralick 72% 77% 5%
Galloway 77% 74% -3%
Combined 81% 81% 0%
may be better parameters for the above methods or other human derived methods that yield
better classification accuracy. However, our aim is to demonstrate that GP features can
match the performance of common human derived features, so we have not attempted to
determine and include the best performing human derived features.
7.6 Capturing Texture Regularities
For chapter research question 3, in order to see if the evolved features were capturing the same
or different texture regularities as the human derived methods, we added the GP features to
human derived features to see if there was any improvement in classification accuracy. This
was followed by feature selection and examination of the number of GP features present to
see if they were responsible for the improved accuracy. The results after feature selection are
described in the next section.
CHAPTER 7. APPLICATION TO MALT CLASSIFICATION 128
After adding the GP features used for research question 1 to human derived features
for each texture method used for chapter research question 2, we estimated the error rate
using 10-fold cross validation with a one-nearest neighbour classifier. The third column of
table 7.2 shows the results for the above steps and the fourth column shows the percentage
improvement. For example, using Gabor features by themselves yielded an accuracy of 55%.
When we combined the Gabor features with the GP features, the accuracy improved to 68%,
a 13% improvement. The results in table 7.2 show that the evolved features have improved
classification accuracy when combined with individual human derived features in the cases
of the Gabor, Haar and Haralick methods. When combined with the histogram method,
the GP method did not improve the classification accuracy. This may be due to the fact
that the two histogram based feature sets are capturing the same regularities. Galloway
was the only method that performed better than the combined Galloway and GP histogram
features. When all of the human derived features were combined together, the last row of
table 7.2, adding GP histogram features did not improve the classification accuracy for the
whole feature set. It appears that GP features are capturing different regularities compared
with each human derived method but a whole new set of texture regularities has not been
discovered.
7.7 Analysis of Feature Importance
In the previous section we investigated whether the evolved features were capturing texture
regularities not found in human derived methods. In this section, we investigate the impor-
tance of the evolved features in classification. Our method is to use feature selection on the
combined feature sets of table 7.2 to get the classification accuracy of the reduced feature set
and to look at the member of the evolved features in the reduced feature set. If the reduced
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feature set gives a high classification accuracy and contains a large proportion of the evolved
features we can conclude that the evolved features make an important contribution to the
classification process.
For each feature extraction method, we first used the correlation based feature selection
method described in section 2.4.1 on page 27 to reduce the dimension of the combined
feature vector. This was followed by ten fold cross validation classification with a one-
nearest neighbour classifier IB1. We repeated the same process with another feature selection
method namely consistency based feature selection described in section 2.4.1 on page 27.
Table 7.3 shows the results for the above steps. The first column lists the texture feature
method, the second column lists the testing accuracy, the third column shows the accuracy
after correlation based feature selection and the fourth column shows the number of GP
features out of both GP and human derived features selected by correlation based feature
selection. The fifth column shows the accuracy after consistency based feature selection
and the last column shows the number of GP features out of both GP and human derived
features selected by consistency based feature selection. Using the Gabor method as an
example, when we subjected the combined feature set to correlation based feature selection,
the accuracy improved from 55% to 72%. When we examined the selected features, we found
that there were 14 GP features out of a total of 16. Likewise for the consistency based feature
selection method, the accuracy improved from 55% to 61%. When we examined the selected
features, there were 0 Gabor features and 13 GP histogram features. It appears that GP
features contributed most to the improved results. In most cases, the classification accuracy
improved after feature selection and evolved features were found in the selected features,
suggesting that the GP features captured different texture regularities than human derived
methods.
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Table 7.3: Feature Performance after Using Correlation and Consistency Based Feature Se-
lection
Method Cross
Validation
Accuracy
After Cor-
relation
FS
GP fea-
tures / All
features
After Con-
sistency
FS
GP fea-
tures / All
features
GP Histogram
only
67.3% 71% 14/14 61% 13/13
Gabor+GP 55% 72% 14/16 61% 13/13
Haar+GP 53% 75% 14/19 66% 5/11
Histogram+GP 68% 69% 17/37 73% 5/9
Haralick+GP 72% 84% 18/33 81% 4/8
Galloway+GP 77% 76% 5/17 74% 2/8
Combined 81% 88% 40/46 84% 5/6
Another approach to feature selection is the ranking method where the feature selection
process returns a ranked list of the original features. This is different from two previous
feature selection methods in that all features are ranked depending on the criteria used and
each feature is given a ranking, whereas the previous two feature selection methods return a
subset of the original feature set. The higher the ranking the more contribution the feature is
expected to make toward the classification accuracy. To determine the relative importance of
evolved and human derived features, we analysed the top 20 ranked features for a number of
these feature selection methods. For each combination of evolved features and human derived
features, we applied the Chi square feature selection process, the information gain process,
the gain ratio process, the oneR process, the relief process and the symmetrical uncertainty
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process as described in section 2.4.1 on page 27. Table 7.4 shows the results. In the case of
the combined Gabor and GP feature set, after the Chi square feature selection process, the
top 20 features were GP features. The table shows that in all cases except Haralick features,
some GP features appear in the top 20 features. Again this suggests that the GP features
are capturing texture regularities not captured by the human derived methods. We have
not included the classification results for this table as we are more interested in the features
being selected than the actual classification result.
7.8 Discussion
In order to address chapter research question 1, we began solving a real life problem of malt
classification by using GP features alone and this yielded an accuracy of 67% which compares
well with 33% for a random guess for 3 classes. The implication of this result is that it may
be possible to analyse bulk images of malt using texture features rather than focusing on
individual kernels.
In order to address chapter research question 2, the GP features were benchmarked
against human derived methods. The results show that GP features performed better than
some human derived methods but worse than others. The results indicate that GP features
perform at a similar level to the human derived methods on this problem.
In order to address chapter research question 3, the GP features were combined with
human derived features. The results showed that in most cases, GP was improving the
classification accuracy of individual human derived features but not the complete set of
human derived features. This suggests that GP features are capturing different regularities
compared with each human derived method but a whole new set of texture regularities has
not been discovered.
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Table 7.4: Feature Selected after Using Ranking Feature Selection
Method Chisquare InfoGain GainRatio OneR Relief Uncertainty
GP Histogram
only
20/20 20/20 20/20 20/20 20/20 20/20
Gabor+GP 20/20 20/20 18/20 17/20 13/20 20/20
Haar+GP 10/20 10/20 11/20 12/20 19/20 10/20
Histogram+GP 10/20 6/20 15/20 13/20 2/20 5/20
Haralick+GP 0/20 0/20 18/20 1/20 4/20 14/20
Galloway+GP 13/20 13/20 17/20 13/20 9/20 14/20
When we used feature selection to see what features remain we found a significant num-
ber of GP features were present. This shows that evolved features are capturing texture
regularities and responsible for the improved classification accuracy after feature selection
using the correlation and consistency methods. When subjected to feature selection with
a ranking approach, GP features were found to have high rankings after feature selection
indicating their relative importance in contributing to the improved classification accuracy.
It is interesting to note that our selected combined set results in an accuracy of 88%. This
is the same as the 88% achieved by the off-line Calgoflour chemical staining method[152].
7.9 Summary
In this chapter, we investigated the use of GP features based on histogram inputs on a real
life problem of classifying malt images according to their index of modification. We first
used the GP features derived in chapter 5 on the malt images and arrived at an accuracy
of 67.3% which is better than 33% expected from a random guess. Whilst 67.3% is not as
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good as human derived methods such as Galloway, which achieved 77%, the GP method was
better than the Gabor and Haar transform methods. We then combined the GP features
with human derived features to see if the evolved features were capturing texture regularities
not captured by human derived methods. We found GP features improved classification
accuracy when combined with features of each human derived method. This shows that
GP histogram features have captured regularities different to those of each human derived
method. However, when all the human derived methods are combined, GP feature did not
improve the classification accuracy. This suggests that a whole new set of texture regularities
has not been discovered. Finally, we performed feature selection to ascertain the relative
importance of the features. In most cases, we found the selected sets had a high proportion
of GP features, thus establishing their importance relative to the human derived features.
Chapter 8
Conclusions
In this thesis, we have investigated an evolutionary approach to generating feature extraction
programs. Our main hypothesis was that given the right fitness evaluation, it would be
possible to generate new feature extraction programs, independent of human intuition from
basic properties of images such as raw pixels, histograms and spatial encodings using a
learning approach. Using three sets of image classification problems of increasing order of
difficulty, namely Brodatz, Vistex and malt images, we performed a series of experiments
to test our hypothesis. This chapter concludes our investigation by answering the research
questions raised in chapter 1 followed by a discussion. Areas for further investigation are
also suggested.
8.1 Conclusions for Research Questions
The five research questions presented in chapter 1 are answered below:
1. How can we configure genetic programming to evolve texture feature extraction pro-
grams?
Texture feature extraction programs can be evolved using genetic programming by encod-
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ing images in a suitable input format, providing a set of functions to operate on the inputs
and devising a fitness evaluation to ensure that the evolved programs extract good features.
Using raw pixel inputs and the function set {+}, we established that fitness evaluation using
K-means clustering could generate useful programs. To evaluate fitness, an evolved program
was applied to two different classes of textures and the outputs were clustered using the
K-means clustering method which groups the outputs into two clusters. As we already know
the class membership of each instance, we can establish the number of misclustered instances,
or the overlap between two clusters. A program that produces output clusters with smaller
overlap relative to other programs is considered fitter. The fitness evaluation method was
explored in chapter 4 for two clusters and the approach was adopted in subsequent chapters.
It was extended to multiple clusters in chapter 6.
2. How well do the evolved feature extraction programs perform when using raw pixels as
inputs?
This question was explored in chapter 4. Using raw pixels from 16 × 16 texture images
giving 256 inputs and using the function set {+}, we evolved 78 feature extraction programs
from the Brodatz learning set. The evolved programs were subsequently applied to the
training and testing sets of both the Brodatz and Vistex textures. Raw pixels were found to
give encouraging results but not as good as those derived by human intuition. We suspect
this is due to the small size of the images used. The GP system we used had a practical limit
of 256 inputs due the size of the search space.
3. How well do the evolved feature extraction programs perform when using texture image
histograms as inputs?
This question was explored in chapter 5. Using histograms of 64 × 64 texture images for
256 inputs and using the function set {+}, we evolved 78 feature extraction programs from the
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Brodatz learning set. The evolved programs were subsequently applied to the training and
testing sets of both the Brodatz and Vistex textures. Histogram values provided competitive
performance. The evolved features were ranked 9th when benchmarked against 18 human
derived features. This is a significant achievement considering the sophisticated nature of
the human derived methods.
4. How well do the evolved feature extraction programs perform when using spatial en-
codings as inputs?
This question was explored in chapter 6. Using a spatial encoding of 64 × 64 texture
images for 256 inputs, the function set {+,-} and a 13 classes clustering approach as fitness
evaluation, we evolved 256 feature extraction programs from the Brodatz learning set. The
evolved programs were subsequently applied to the training and testing sets of both the
Brodatz and Vistex textures. The spatial encoding provided worse performance than the
histogram approach but better than the raw pixel approach. The evolved features were
ranked 14th when benchmarked against 18 human derived features.
5. On a real world problem of classifying malt images, are the evolved programs com-
petitive with human derived methods and do they capture texture characteristics not being
captured by human derived methods?
This question was explored in chapter 7. The feature extraction programs based on
histogram inputs performed better than some human derived methods. The evolved features
were ranked 3rd when benchmarked against 5 human derived features. When the evolved
features were added to each of the three human derived methods [Haralick + GP, Gabor +
GP, Haar + GP], the individual classification accuracies improved suggesting that the evolved
features were capturing texture regularities not captured by the human derived methods.
When the combined feature sets were subjected to feature selection, the selected sets showed
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a high proportion of evolved features implying that the GP features contributed to the
improved results. The experiment also showed that images of bulk malt can be classified
to three indices of modification. When the evolved features were combined with all the
human derived features [Haralick + Histograms + Galloway+ Gabor + Haar + GP], the
classification accuracy did not improve suggesting GP was not capturing completely new
regularities.
8.2 Other Findings
1. The evolution of texture feature extraction programs takes considerable time but the
evolved programs are very fast, considerably faster than some of the human derived
methods. In situations where speed is important such as real time texture classification,
our method offers a viable alternative.
2. For classification, we found that other classifiers such as C4.5 decision tree classifier,
Naive Bayes and Logit boost decision stump classifier gave better classification results
than one-nearest neighbour classifiers.
3. For feature selection, we found the wrapper approach gave the best classification results.
However, it was very time consuming. By using a filter approach to reduce the original
feature set followed by the wrapper approach, we found the classification accuracy was
better than using filter alone but the time taken was much shorter than using wrapper
alone.
4. Quantisation (downsampling) of images from 64 × 64 to 16 × 16 and using the raw
pixels as terminals did not improve the result of using raw pixels of 16× 16 images cut
from 64× 64 images.
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8.3 Discussion
Classification results for the three types of image textures using different methods are sum-
marised in Table 8.1. For all the methods, the accuracy drops off as we move from the easier
to classify images to the most difficult. Brodatz is easiest to classify due to the homogeneous
nature of the images. Vistex is more difficult due to different scales and different viewing
angles of textures present in a given class. The subtle differences between the different classes
of malt images render the problem most difficult to solve. The evolved features are clearly
competitive on all three texture types.
As indicated throughout this thesis, classification results achieved by the evolved pro-
grams are competitive with human derived methods. This is a surprising outcome consider-
ing that there were only 13 textures in the learning set and that these textures were chosen
somewhat at random. It is difficult to identify the reasons for this success. Analysis of
individual programs as described in chapter 5 has shown differences in program outputs for
textures in the learning set and those not in the learning set. However, it is difficult to
generalise this analysis to arbitrary textures. A major item of future work is to determine
how sensitive the approach is to the textures in the learning set. Experiments need to be
performed with different compositions of learning sets, that is different numbers of textures
and different selections from the Brodatz, Vistex and other sets. Possibly a carefully crafted
learning set of synthetic textures would be fruitful. Using synthetic textures may offer in-
sights as to what texture regularities are being captured. This leads to the question of how
much human intelligence is involved in selecting the problem specific components of GP such
as inputs, functions and terminals. The selection itself may be responsible for the results
rather than GP. We have used very simple inputs in our experiments, however, even in the
case of using sophisticated inputs such as gray level co-occurrence features, GP has shown
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Table 8.1: Classification Accuracies for Different Types of Image Textures
Method Brodatz Vistex Malt
GP Histogram 81.5% 74.8% 67.3%
Gabor 92.2% 75.4% 55.0%
Haralick 86.1% 75.5% 72.0%
Galloway 84.7% 70.4% 77.0%
to have added value by combining the features in such a way that resulted in an improved
classification accuracy of 87% [9] compared with 75% [194] using gray level co-occurrence
features alone.
8.4 Significance of Contribution
Most applications of current texture feature extraction methods are affected by the problem
of setting optimal parameters as discussed in section 2.3.6 on page 25. From a practitioner
point of view, our method has the advantage of not requiring the user to estimate parameter
values as well as using simple inputs. For researchers, our approach shows that it is possible
to evolve feature extraction programs from simple inputs that can perform as well as those
devised by human intuition. Further work in the area of input encoding, more sophisticated
functions and fitness evaluation may result in even better feature extraction programs.
Unlike other genetic programming approaches to date where the learning is confined to
images from the same application, our method based on the novel application of clustering
is the first of its kind where what is learned from one set of images, namely the Brodatz
learning set, can be transferred to new sets of unrelated images namely, Vistex and malt
images.
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Our method was awarded a merit prize in the 2004 Human Competitive competition [77].
Other researchers, such as Aurnhammer [9] have seen the merit of our work and extended
our approach by using Haralick features as input encodings and improved the accuracy on
classifying the Vistex data set. However, Haralick features are much more computationally
demanding.
Our achievement means it may be possible to evolve more sophisticated texture feature
extraction programs in the future. In addition, it may be possible to solve other classification
problems not in the image domain using genetic programming based on the same concept
of using clustering as fitness evaluation and decoupling the classifier from the evolutionary
process.
The most important aspect of our work compared to the interleaving approach which
evolves the classifier at the same time as the features is that our method can be generalised
to unseen textures not used in the learning set.
8.5 Further Work
Our study has established that it is possible to evolve human competitive feature extraction
programs for textures. However, further investigation is warranted in the following areas:
1. Our work on spatial encoding has not produced the expected results even though the
encoding was expected to have captured the spatial relationships of pixels at each
grey level. Further investigation with other image encodings which can include more
information may yield better results. It has been suggested that a multi-resolution
approach such as histograms at different resolutions may capture spatial relationships
[49].
2. To analyse the evolved programs we have kept the function set simple using only plus
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and minus operations. Further experimentation with more sophisticated functions may
return better feature extraction programs.
3. Investigation into better feedback mechanism such as the Fisher discriminant approach
adopted by Aurnhammer [9] may result in better programs evolved in shorter time.
The advantage that the Fisher discriminant criterion has over K-means is that the
former takes into account both inter cluster distance and intra cluster distance whereas
the latter only takes into account inter cluster distance.
4. The images in the learning set led to impressive performance. However, as noted earlier,
it is not clear whether this is an optimal set or whether better performance could be
achieved with a different set of images. We suspect that the 13 Brodatz textures in the
learning set have been successful due to the range of textures present. However, it is
difficult to determine the type of textures that should be included in the learning set
due to the many possible combinations.
5. An evolutionary based approach to texture synthesis may offer better understanding of
texture features by analysis of the evolved programs. For example, we can use a texture
image as goal image and evolve texture synthesising programs. We can then analyse the
programs that have successfully replicated the goal image for the underlying algorithm.
6. We have used features evolved from the Brodatz learning set for classification of the
malt images. It would be interesting to investigate whether using malt images in
the learning set and evolving specific features for the malt task would improve the
classification accuracy. Possibly specialised features for the subtle differences between
classes can be learned.
7. Currently we only use one program out of a large population. However, there may be
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merit in investigating the use of other programs with equal or slightly reduced fitness
in an ensemble. Programs from different evolutionary runs with different underlying
algorithms in an ensemble might be more accurate than each one individually.
8. Our current fitness evaluation is limited to one dimensional space. It may be worth-
while to have multi-dimensional clustering. This means modifying the input so that
different image properties are available to be worked on at the same time, for example,
histograms and spatial relationships of pixels.
9. We have conducted three runs to evolve our feature extraction programs due to the
time taken per program. However, with the advance of hardware, more runs should be
conducted to yield better programs.
10. In this work, we have tested our programs on images of bulk malt, which has not been
attempted before. Most of the work on malts has been conducted on the shape and size
of individual kernels. It would be interesting to see if texture property of bulk images
could be used to classify other grains and seeds. For example, different varieties of
seeds may have different shapes that can manifest in slightly different texture images.
11. Current methods of determining index of modification can be carried out on individual
kernels only. Our research shows that it is possible to classify malt images based on the
textural approach. Further work involves improving the accuracy of the approach by
using appropriate features and overcoming the practical problem of dust accumulation
which may obscure the lens over time.
12. The technique developed for brewers can be extended to maltsters who can use this
tool to control the malting process.
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13. For cases where only {+} is used as the function set, the evolved program is a weighted
sum of the inputs. The weights could be found with a genetic algorithm implementation.
It would be interesting to compare the two approaches.
8.6 A Final Word
We have established that it is possible to evolve texture feature extraction programs that
perform competitively compared with sophisticated human derived methods for the Brodatz
and Vistex texture images. Also, our method performed at a similar level to other methods
for the most difficult problem of classifying malt images. It has the advantage of being
parameter-less.
The outcomes of this study have been somewhat surprising and open up a possible new
approach to the difficult problem of texture classification.
Appendix A
Image Related Tasks Using GP
The following table provides a summary of various image related tasks using GP. Similar
tasks are grouped together. For each task, the table shows the type of GP representation
used, the terminals, the function set and fitness evaluation. Where available GP parameters
such as population size, generation, crossover rate, mutation rate and reproduction rate are
also included.
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Table A.1: Image Related Tasks Using GP
Application Author Type Terminals Function set Fitness Function Parameters
Edge Detection Harris [52] TGP Position and con-
stants
+, -, *, /, rlog, pow,
sin, cos
Signal-to-noise ratio, localisation
and single response criterion
Pop 200, gen N/A,
mutation 10%,
Crossover 60%
Edge Detection Lucier [109] PTGP Positions Left, right, up,
down, shallower,
deeper
Matching edges on target image
from original images
Pop 2000, gen
100, mutation 5%,
Crossover 95%
Edge Detection Hollingworth [57] PTGP Position and gray
level
And, or, not, xor Fitness =
1
(1+noundetected+nodetected)
Gen 800
Edge Detection Ross et al. [158] TGP Reflectance proper-
ties
+, -, *, %, if, max,
min, std, avg
Fitness = 1− ( ce
te
× cn
tn
) Pop 2000 gen 75
Image Analysis Poli [141] TGP Moving average of
pixel neighbour-
hood with different
mask size
Add, Sub, Mul,
Div, Max, Min,
Xcp1, Xcm1, Ycp1,
Ycm1
f = FP + FN Gen > 40,000
Image Enhance-
ment
Poli et al. [142] TGP Moving average of
pixel neighbour-
hood with different
mask size
+, -, *, max, min User evaluation Pop 20, gen 15
Feature generation Baldwin [11] SSTGP Cartesian granule
space of features
such as Intensity,
R-G, Y-B, Size,
Centroids, Orien-
tation, Boundary
Description, Tex-
ture
Cartesian Granule
Product
Discrimination = 1 −
c
max
j=1,i=1
Pr(CGFi|CGFj)
Pop 500, gen 50
Interest Operator Ebner [32] TGP Image Intensities Moravec interest
operators
The squared pixel differences be-
tween the actual and the desired
output of the operator
Pop 4000, 50 gen,
crossover 0.85, mu-
tation 0.05, repro-
duction 0.1
Continued on next page
145
Table A.1 – continued from previous page
Application Author Type Terminals Function set Fitness Function Parameters
Feature Detector Belpaeme [13] TGP LeftTop, rightBot-
tom, zero, one, ran-
dom constant
AverageIntensity,
thesholdImage,
spatialFilter, spa-
tialResponse, Ori-
entationResponse,
combineImage,
cons, divide, multi-
ply
f = 11+(max−) Pop 100, gen 500,
crossover 0.8, mu-
tation 0.1, repro-
duction 0.1
Orientation Detec-
tion
Roberts [156] TGP Pixel statistics +, =, *, %, min,
max
Fitness =
1
nv
nv∑
v=1
1
nc(v)
nc(v)∑
c=1
θ(v, c)
Pop 1000, gen 20,
crossover 0.9, mu-
tation 0.05, repro-
duction 0.05
Transformation Aoki & Nagao [7] TGP Images Image filters mean,
min, max, sobel,
light edge dark
edge, light pixel,
dark pixel, large
area, small area,
high pass, low pass
inverse, algebraic
sum , algebraic
product, Logic sum
, logic product,
bounded sum ,
bounded product
Fitness =
1
K
K∑
k=1


1−
W∑
i=1
H∑
j=1
wkij |okij − tkij |
H∑
j=1
wkijVmax


Gen 3000
Character Discrim-
ination
Rivero et al. [154] TGP Pixel Intensities +, -, *, %, sin, cos,
exp
f = 1
N1.N2
N1∑
i=1
N2∑
j=1
|(O(i, j) −
o(i, j)|
Pop 500, gen N/A,
Mutation 5%,
Crossover 90%
Morphological op-
erators
Quintana et al.
[148]
TGP 3x3, 5x5, 7x 7 syn-
thesised images, set
operations, erosion
and dilation
Eval1, Eval2 fc = c1 − c2 ×√
(1−SP×(1−α)))2+(1−(SV×α))2√
2
pop 500, gen 500,
mutation 0.1,
crossover 0.9
Continued on next page
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Application Author Type Terminals Function set Fitness Function Parameters
Morphological op-
erators
Wang & Tan [195] LGP 3x3, 5x5, 7x 7 size,
classes, index and
erosion / dilation
flag
Switch, storage
flag, direct / differ-
ence flag , logical
operation flag,
logical operator
False acceptance rate Pop 1024, gen 300
Interest Point De-
tections
Trujillo & Olague
[184]
MOGP Images +, -, *, %, log, Sqrt,
Square, Histogram
normalisation,
Gaussian image
derivatives, Gaus-
sian smoothing
filters
Measures of repeatability, global
separability, and a penalising
factor
Pop 200, gen 50,
crossover 0.85, mu-
tation 0.15
Boundary Detector Kadar et al. [67] TGP Array of matrices
from convolution
with filter kernels
tuned to various
orientation
Matrices operations
for Add, Sub, Mult,
Max, Min, Square,
squaroot, convolu-
tion
Fmeasure =
2PR
(P+R) , Precision(P),
Recall(R)
Thresholding Rosin & Hervas [55] TGP Pixel values after
opening and clos-
ing, smoothing and
distance transform
+, =, *, %, min,
max, absolute, sig-
noid
Correct pixels compared with
manual thresholding
Pop 20000, gen 300
Feature generation Gou et al. [48] TGP Texture features +, -, *, %, sin, cos,
tan, sqr, sqrt, exp,
abs, negative
Within class scatter matrix, be-
tween class scatter matrix
Pop 32, gen 400
Feature Extraction Tackett [178] TGP Statistical features +, -, *, %, IFLTE Minimum probability of false
alarms
Pop 500, 60 gen
Feature Extraction Andre [4] TGP Positions Boolean functions, (Nofalse,positive × 1) +
(Nofalse,negative × 25)
Pop 1200, 500 gen
Remote Sensing Diada [24] TGP Lapacian of mean
of various windows
and random float-
ing point constants
+, -,*, %, IFLTE Number of fitness cases - number
of hits
Pop 357, gen 30
Continued on next page
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Transform based
evolvable features
Kowaliw et al. [76] CGP Images +, =, *, %, min,
max, absolute, sqr,
exp, constant
SS = (1−FPR(“healthy”))(1−
FPR(“sick”))
Pop 400, graph size
100, gen 50
Genetic Image se-
quence
Shirakawa et al.
[164]
CGP Images Image processing
filters, feature ex-
traction, arithmetic
operation
f = Nc+1/Na where Nc = cor-
rect classification, Na = active
node
Gen 112500
Feature Extraction
Programs
Watchareereutai at
el. [196]
LGP Images Image processing
operations, local
and global pixel
statistics
Acc = 1
m.H.W
m∑
i=1
H−1∑
x=0
W−1∑
y=o
(1 −
|Oi(x, y)−GTi(x, y)
255
)
Pop 100 gen 500
Edge Detector Zhang & Rockett
[206]
MOGP Pixels in 13 x
13 patch, float-
ing numbers
(0.0,...,1.0)
+, =, *, %, min,
max, Radical, Log,
Power, Minus, Sin,
IFELSE
Bayesian Error, Classification
Error; Node Number
Pop 500, gen 500
Object Detection Krawiec and Bhanu
[81]
COLGP Images Image processing,
mask-related op-
erations, feature
extraction, arith-
metic and logic
operations
Classification Accuracy Pop 4 x 200, dura-
tion 4000 s
Multi-spectral Im-
age Features
Harvey et al. [53] GENIE Raw multi-spectral
image planes
Image Processing
operations, arith-
metic operations,
texture features,
statistical features,
morphological
operation
F=500(Rd + (1-Rf)) Pop 100, gen 500
Texture Features Aurnhammer [9] TGP Haralick features +, -, *, %, sqrt,
Sum, mean, var,
max, abs, ln,
power2
Fscore = 2 × recall ×
precision
(recall+precision)
Pop 150, gen 100,
crossover 0.9, mu-
tation 0.05, repro-
duction 0.05
Continued on next page
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Mammograms
Classification
Hope et al. [60] CGP Mean, 2nd mo-
ment, 3rd moment,
GLCM features
+, =, *, % No of correct classification 16x16, 2 inputs, gen
8000 to 20,000
Object Recognition Lin and Bhanu
[107]
COGP Shape features, sta-
tistical features
+, -, *, %, max,
min, sqrt, log,
Add Constant,
Sub Constant,
MulConstant, Div
Constant
Bayesian Error Pop 50, gen 50
Fingerprint Classi-
fication
Tan et al. [179] TGP Statistical features,
edge features, bi-
nary image, orien-
tation image
+, -, *, %, max,
min, sqrt, log,
Add Constant,
Sub Constant,
MulConstant, Div
Constant, fea-
ture extraction
functions
Bayesian Error Pop 100, gen 100
Facial Expression
Recognition
Yu and Bhanu [201] TGP Gabor features at
four scales and six
orientations
+, -, *, %, max,
min, sqrt, log,
Add Constant,
Sub Constant,
MulConstant, Div
Constant, fea-
ture extraction
functions
Bayesian Error Pop 100, gen 50
Object Detection Zhang & Ciecielski
[204]
TGP Statistical features +, -, *, % Fitness = A×FP+B×(1−TP )
where A & B are constants
Pop 500, gen 250,
crossover 0.73, mu-
tation 0.25, repro-
duction 0.02
Hand Detection Johnson [66] TGP Pixel positions,
floating value
Spatial operators
returning pixel
positions
Error between desired result and
program’s output
Pop 500, gen 200
Continued on next page
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Face Detection Winkeler [199] TGP Statistical features Img, Im(x), (x),
+, -, *, %, Sh(x),
Add3, Comp, Not,
And, or, Avg, Min,
Max
Fitness = N(1−0.5 Fp
Mp
−0.5 Fn
Mn
) Pop 500, gen 40,
crossover 1.0
Face Detection Guarda [46] TGP Gray levels, decom-
position of colour
components
Not, and, or fdetector = fsensitivity +
fspecificity + fefficiency
Pop 600, gen 300
Microcalcinations
Detection
Millner et al. [122] CGP 64 gray level scales No of correct detec-
tion
f = 1
m
∑
( 11+|D−M | ) Pop 5, gen 10000,
mutation 0.25%
Texture Detector Koppen [75] TGP Randomly fixing
offset vector(i,j)
and randomly fixed
real constants from
[0,1]
Divide, harmonic,
ifgte, iflte, max,
min, minus, plus,
squared, times
Dark region Pop 500 gen 1000
Vehicle Detection Howard [61] TGP Statistical features,
Edge features, Tex-
ture features
+, -, *, %, min,
max
Fitness = αTP(ns+βFP ) Pop 5000, gen 20,
crossover 0.95, mu-
tation 0.05
Object Detection Song et al. [168] TGP Pixel Intensity +,−, ∗,%,=, <=
,=>, if, between
f = TP+TN
TOTAL
× 100% Pop 500, gen 100,
crossover 0.9, re-
production 0.1
Object Detection Song & Fang [172] TGP Pixel Intensity /
Pixel hue / Statis-
tical features
+,−, ∗,%,=, <,>,
if, between
Classification accuracy =
(TP+TN)/TOTAL X 100
Pop 200, gen 150,
crossover 0.9, re-
production 0.1
Object Detection Pinto & Song [139] TGP Pixel Intensity +,−, ∗,%,=, <,>,
if, AVG, MAX,
MIN
f = TP+TN
TOTAL
× 100% Pop 30, gen 300,
crossover 0.85, mu-
tation 0.5, repro-
duction 0.1
Object Detection Krawiec [80] TGP Pixel positions +, -, *, %, IFLTE,
textures measures,
image processing
procedures
No of correct classification Gen 100
Continued on next page
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Remote Sensing Harvey [53] GGP Binary encoding F = 500(Rd + (1−Rf )) Pop 100, gen 500
Multi-Spectra Im-
agery
Stanhope & Daida
[176]
TGP Morphological fea-
tures
Logical, compara-
tors, terminals and
constants
Percentage of correct classifica-
tion
Pop 250, gen 100
Multi-Spectra Im-
agery
Chion et al. [21] TGP Gray levels +, -, *, % and spec-
tral bands
Correct prediction with size
penalty
Pop 300, gen 3000,
crossover 0.98, mu-
tation 0.01, repro-
duction 0.01
Multi-Spectra Im-
agery
Puente et al. [147] TGP Images bands +, -, *, %,
IFLTE, MAX,
MIN, MEAN
No of correct classification Pop 50, gen 50,
crossover 0.7, mu-
tation 0.3
Mammograms
Classification
Benson [14] FSMGP Pixel Intensities
and first three mo-
ments of different
masks
F = 1√
(S+1)
−
pN where S is the
number of incorrect
classification , p is
the node penalty, N
is the number of
nodes
Fitness = TP
TP+FN +
TN
TN+FP Gen 200
Cardiac Image
Classification
To and Pham [182] PTGP Output of Image
analysis algorithm
from radioac-
tive counts that
represent mus-
cle perfusion in
regional of interests
Conditional state-
ments
Sensitivity = TP|C| and
Specificity = |R| − FP|R|
Pop 1000, gen 500,
crossover 0.9, mu-
tation 0.1
Mammograms
Classification
Nandi et al. [129] TGP Edge sharpness,
shape and texture
features
F = 1√
(S+1)
− pN Pop 100, gen 300,
crossover 0.4, mu-
tation 0.2, repro-
duction 0.2
Continued on next page
151
Table A.1 – continued from previous page
Application Author Type Terminals Function set Fitness Function Parameters
Unsupervised spec-
tral pattern recog-
nition
De Falco [27] TGP Gray level No of clusters, clus-
ter band
Minimise Euclidean distance be-
tween clusters
Pop 100, gen 2000,
crossover 0.7, mu-
tation 0.2, repro-
duction 0.1
Multi-Spectra Im-
agery
Ross et al. [159] TGP Reflectance Inten-
sity
Conditional state-
ments
Fitness = 1− ( TP
NP
× TN
NN
) Pop 1000, gen 100,
crossover 0.9, mu-
tation 0.1
Mineral Classifica-
tion
Ross at al [157] TGP Colour and texture
features
+, -, *, %, max,
min
Fitness = 12 (
#hitscorrect
K
+
#misscorrect
(N−1)K )
Pop 500, gen 50,
crossover 0.95, mu-
tation 0.05
Digit Recognition Krawiec [80] TGP Image Correct classification Pop 50, gen 100
Texture Classifica-
tion
Song et al. [169] TGP Pixel Intensity +,−, ∗,%, IF,<=
,=>,=, Between
Fitness = TP+TN
TOTAL
× 100% Pop 200, gen 200,
crossover 0.9, re-
production 0.1
Texture Classifica-
tion
Chen and Lu [20] TGP Haar wavelet trans-
forms
+, =, *, %, SQR,
SQRT, EXP and
Boolean operators
No of correct classification Pop 200, gen 200,
crossover 0.9, mu-
tation 0.1
Texture Classifica-
tion
Lamei et al. [88] TGP GLCM Texture fea-
tures
+, -, *, % F = 1− m
n
where m is the num-
ber of samples correctly classi-
fied and n is the total number of
training samples
Pop 500, gen N/A,
crossover 0.80, mu-
tation 0.04, repro-
duction 0.16
Character Mod-
elling
Marcelli [116] TGP Arc features AND, OR, NOT, <
,<=,=, >,=>
Match against a prototype Pop 100, gen 200
Character Mod-
elling
Stefano [28] TGP Arc and shape fea-
tures
A, X, I, M, C, B
production rules
Match against a prototype Pop 100, gen 350
Face Expression
Recognition
Bhanu [15] TGP Gabor features Computation oper-
ators and feature
generation opera-
tors
Percentage correctly classified Pop 100 gen 150
Object Classifica-
tion
Teller [180] GGP Images Algebraic, memory,
branching, signal,
routine functions
∑
[WI ×Output(SystemI)] Pop 2800 gen 80
Continued on next page
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Application Author Type Terminals Function set Fitness Function Parameters
Image Classifica-
tion
Yamin Li et al.
[105]
TGP Average and stan-
dard deviation of
gray levels of cir-
cles, random num-
bers
+, -, *, % Fitness = 1-percentage of correct
classification + size penalty
Pop 500, gen 100
OCR Andre [5] TGP Bounding box
statistics, constants
Directional func-
tions
Correct classification Pop 5000, gen 100,
crossover 0.9, re-
production 0.1
Object Recognition Olague et al. [134] LGP Texture features ROI operators k(x, xi) = exp(−||x−xi||
2
2std−dev2 ) Pop 80, gen 80
Cell Images Akyol et al. [2] TGP Statistical features +, -, *, %, sin, cos,
min, max, if
Fitness = 1∑ |error(I)|+η Pop 80, gen 15000,
crossover 0.85, mu-
tation 0.25
Menigioma Classifi-
cation
Gray [44] TGP Varimax score Number of correct classification Pop 700, gen 50
Document Classifi-
cation
Agnelli [1] TGP Statistical features +, -, *, % , 2x, ifte,
Data access func-
tions, Integer con-
stants
Number of correct classification Pop 5000, gen 50,
crossover 0.9, mu-
tation 0.1
Image Segmenta-
tion
Poli [140] TGP Random, Mov-
ing averages of
neighbourhoods
Add, Sub, Mul,
Div, Max, Min,
Xcp1, Xcm1, Ycp1,
Ycm1
f = FP + FN Gen 40000
Image Segmenta-
tion
Song & Ciesielski
[170]
TGP Pixel Intensities +,−, ∗,%,=, <=
,=>,if, between
Fitness = TP+TN
TOTAL
× 100% Pop 500, gen 50,
crossover 0.9, re-
production 0.1
Image Segmenta-
tion
Singh et al. [166] TGP Image files Image analysis
operators such as
arithmetic , filters,
morphological,
enhancement and
thresholding
Accuracy = (1 − FPR) × (1 −
FNR)
Pop 200, gen 1026,
crossover 0.45,
swap mutation
0.25, insert muta-
tion 0.25, delete
mutation 0.2, alter
mutation 0.7
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