Abstract. In this paper, we establish a formula for the Cauchy integrals of real and purely imaginary Ablowitz-Segur solutions for the inhomogeneous second Painlevé equation. Our approach relies on the Deift-Zhou steepest descent analysis of the corresponding Riemann-Hilbert problem and construction of appropriate local parametrix in the neighborhood of a singular point. We use the obtained integral formula to show any logarithmic spiral is a finite time singularity developed by a self-similar solution of the localized induction approximation.
Introduction
We are concerned in the inhomogeneous second Painlevé (PII) equation
where α ∈ C is an arbitrary constant. In [26] it was rigorously proved that any solution of the PII equation is meromorphic function. Furthermore using the equation (1.1) and the Laurent expansion one can find that every pole of u is simple with residue ±1 (see e.g. [23] ). From [20, Chapter 11] we know that the solutions of the PII equation are related with Riemann-Hilbert (RH) problems, which are characterized by α and the parameters (s 1 , s 2 , s 3 ) ∈ C 3 satisfying the following constraint condition s 1 − s 2 + s 3 + s 1 s 2 s 3 = −2 sin(πα) (1.2) that we call Stokes multipliers. Roughly speaking any choice of the constant α and the triple (s 1 , s 2 , s 3 ) gives the solution Ψ(λ, x) of the corresponding RH problem which is a 2 × 2 matrix valued function sectionally holomorphic in λ and meromorphic with respect to x. Then the function u obtained from the limiting formula u(x) = lim λ→∞ (2λΦ(λ, x)e θ(λ,x)σ3 ) 12 , where θ(λ, x) := i(4λ
is the solution of the PII equation. Proceeding in this way, we define a map {(s 1 , s 2 , s 3 ) ∈ C 3 satisfying (1.2)} → {solutions of the PII}, which is a bijection between the set of all Stokes multipliers and the set of solutions of the second Painlevé equation (see e.g. [20] ). We are interested in the solutions of the PII equation corresponding to the following choice of the Stokes data s 1 = − sin(πα) − ik, s 2 = 0, s 3 = − sin(πα) + ik, k, α ∈ C, (1.3)
that for the brevity we denote by u( · ; α, k). Among them we can specify the real Ablowitz-Segur (AS) solutions of the PII equation that are determined by (1.3) with the following choice of the parameters α and k:
α ∈ (−1/2, 1/2), k ∈ (− cos(απ), cos(απ)).
(
1.4)
It is known that under the conditions (1.3) and (1.4), the AS solutions satisfy the equality Im u(x; α, k) = 0 for x ∈ R (see e.g. [20, Chapter 11] ) and furthermore the recent result [15, Theorem 2] show that the solutions have no poles on the real line. The borderline case of the Stokes initial data (1.3) with α ∈ (−1/2, 1/2) and k = ± cos(πα) (1.5) corresponds to the Hasting-McLeod solutions that are also purely real and have no poles on the real line (see [8] ). On the other hand, if we consider the multipliers (1.3) with α, k ∈ iR, then we obtain purely imaginary Ablowitz-Segur (iAS) solutions. In this case we have u(x; α, k) ∈ iR for x ∈ R (see e.g. [20, Chapter 11] ) and furthermore u is pole-free on the real line, which is a consequence of the fact that the residues of the poles of u are equal to ±1. The goal of this paper is to establish a formula for the value of the integral where u is either Ablowitz-Segur or purely imaginary Ablowitz-Segur solution of the inhomogeneous PII equation. The problem of finding the value of the integral (1.6), was considered in [4] in the case of homogeneous (α = 0) PII equation, where the following explicit formula for the AS solutions was given:
u(y; 0, k) dy = 1 2 log 1 + k 1 − k , k ∈ (−1, 1) and k ∈ iR.
(1.7)
The integral in (1.7) exists in the Cauchy sense due to the asymptotic behavior of the solution u(x) as x → ±∞. To be more precise, form [1] , [2] and [17] it follows that the real and purely imaginary AS solutions decay exponentially to zero as x → +∞ and furthermore we have the following asymptotic behavior (−x) 5 4 , x → −∞, where d > 0 and φ ∈ R are parameters dependent from k and α by connecting formulas. In [4] it was also established a version of the integral formula (1. (2), (1.8) where c is an arbitrary real number. The form of the left hand side of (1.8) is a consequence of the fact that the Hasting-McLeod solutions exponentially decay to zero as the parameter x approaches the plus infinity and
For the inhomogeneous PII equation, there is a recent result [39, Theorem 2] , which establishes a counterpart of the integral formulas (1.8) and (1.7) for the increasing tritronquée solutions (see [29] ), that are uniquely characterized by the asymptotics
Our main result is the following theorem, which provides a formula for the value of the integral (1.6), in the case when u is an Ablowitz-Segur solution. The method of the proof is motivated by the results of [20] , [27] and [15] , where the authors used the Riemann-Hilbert problem related to the PII equation and the steepest descent analysis to provide rigorous asymptotic expansions of the AblowitzSegur solutions. In particular, the results of the papers [20] and [27] says that u(x; α, k) = αx −1 + O(x −4 ) − ikAi(x)(1 + O(x −3/4 )), x → +∞, (1.10) where Ai(x) is the standard Airy function. On the other hand, in [15] there was shown that for the real and purely imaginary solutions we have the expansion as x → −∞, where the parameters d 0 ∈ C and φ 0 ∈ R are dependent from k and α by explicit connecting formulas. Whereas the methods used in [15] are not enough to expand the error therm O(|x| −1 ) in the formula (1.11) (see discussion in [15, Section 3.5] ), the result [40, Proposition 2.1], which is based on perturbation argument and ODEs techniques, gives the following improvement of the formula (1.11) in the case when u is the purely imaginary AS solution: as x → −∞. Therefore the asymptotic expansions (1.10) and (1.12) gives the existence of the integral (1.6). However if u is a real AS solution, then the asymptotics (1.10) and (1.11) are not sufficient to confirm the convergence of the integral (1.6), which is the reason that we assume it the hypothesis of Theorem 1.1. In the proof of this theorem, we follow the methods of [20] , [27] and [15] to deform the contour of the RH problem associated with u( · ; α, k), to contours coinciding with paths of steepest descent. The main difficulty follows from the fact that solutions of the RH problem in the inhomogeneous case α = 0 have singularity at the origin of the complex plane, which requires the construction of new parametrices for a Riemann-Hilbert problem on the steepest descent contours.
The solutions of the PII equation that do not admit poles on the real line are important due to their applications in mathematics and physics. For example the integral formula (1.8) has an application in Tracy-Widom distribution functions in random matrix theory (see [3] ). In the present paper we provide the application of the Theorem 1.1 to study the following incompressible 2D Euler equation u t = u · ∇u + ∇p = 0, div u = 0, (1.13) where u(x, t) is the velocity field and p(x, t) is the pressure function. Considering the perpendicular gradient ∇ ⊥ = (−∂ x2 , ∂ x1 ), we define the 2D vorticity function ω(x, t) = ∇ ⊥ · u(x, t).
Then the vector equation (1.13) is equivalent to the scalar vorticity equation 14) where the velocity field u is given by the Biot-Savart integral
K(x − y)ω(y) dy, K(x) = 1 2π ∇ ⊥ log |x|.
(1.15)
The existence and uniqueness of global weak solutions of (1.14)-(1.15) for the initial vorticity in the class
is a classical result of [42] . Using this existence theory we can deduce the existence of global weak solution starting from the initial datum of the form
where p 0 ∈ R and χ Ω0 is a characteristic function of a bounded region Ω 0 . Then (see e.g. [36] ) there is a family of bounded measurable domains Ω(t) such that the weak solution is of the form
If we additionally assume that the set Ω 0 has a smooth boundary, then the results of [7] says that the boundary ∂Ω(t) remains smooth for all time. See also [6] for the simplified proof of this fact. The solution ω is called a vortex patch and is completely determined by the temporal evolution of the boundary ∂Ω(t). The evolution is called the contour dynamics and from [43] we know that it is governed by the non-local differential equation of the form
where X(s, t) represents the parametrization of ∂Ω(t) and r 0 is an arbitrary parameter whose choice does not affect the evolution of the flow X. In [22] the authors used the method of [13] to study the non-local equation (1.16) by considering the Taylor expansion of the flow X (see also discussion in [14] ). As a result we express the non-local flow in the form of the infinite sum of local flows such that the first element of this sum is a translation and the second term satisfies the equation
Here z is the flow of regular curves living in the complex plane, s is the arc-length parameter, T is the files of tangent vectors, n := iT is the oriented normal vector field and k is the curvature defined by the equality T s = kn. In this form, the equation (1.17) is known as the localized induction approximation (LIA) and formally approximates the contour dynamics of 2D Euler equation. We are interested in the solutions of the LIA, that develop finite time singularities of the form
where µ ∈ R and θ ± ∈ [0, 2π) are such that |θ
The curve z 0 is called a logarithmic spiral and represents the structure, which appears frequently in the motion of a turbulent flow. In [40] , the authors used a perturbation argument and ODEs techniques to prove that if |θ + − θ − | + |µ| is sufficiently close to zero, then there is a self-similar solution z of the equation (1.17) , such that
where c > 0 is a constant. Here we say that z is a self-similar solution if
where u is a purely imaginary solution on the PII equation with α = −iµ/2 and
In this paper use Theorem 1.1 to drop the assumption concerning the smallness of the quantity |θ + − θ − | + |µ| and establish the following result, which says that any logarithmic spiral is a finite time singularity developed by a self-similar solution of the localized induction approximation. Theorem 1.2. For any θ + , θ − ∈ [0, 2π) and µ ∈ R with |θ + − θ − | = π, there is a smooth self-similar solution z of the equation (1.17), satisfying 18) where c > 0 is a constant. In particular, the initial condition lim t→0 z(t) = z 0 is satisfied in the sense of the tempered distributions.
In the proof of this theorem we will use Theorem 1.1 to show that the profile of a self-similar solution of the LIA that we are looking for is a purely imaginary Ablowitz-Segur solution of the form u( · ; −iµ/2, k), where k ∈ iR is suitably chosen complex number.
Outline. In Section 2 we introduce the Riemann-Hilbert problem for the inhomogeneous PII equation and analyze the related Lax system to reduce the proof of the formula (1.9), to finding appropriate asymptotics of the solution for the associated RH problem. In Section 3 we use Bessel functions to define auxiliary RH problem that will be used in the construction of local parametrices around the origin. Sections 4 and 5 are devoted to steepest descent analysis of the RH problem associated with the inhomogeneous PII equation. We recall the deformations leading to the equivalent RH problems defined on the contours consisting of steepest descent paths and use the auxiliary RH problem from Section 3 to derive a formulas expressing the solution of the problems in the terms of local parametrix around the origin. Finally, Sections 6 and 7 are devoted for the the proofs of Theorems 1.1 and 1.2, respectively.
The Riemann-Hilbert problem for the second Painlevé equation
In this section we introduce the Riemann-Hilbert problem associated with the second Painlevé (PII) equation
where α ∈ C \ {(2k + 1)/2 | k ∈ Z} is a constant. To this end, let us assume that Σ := C ∪ ρ + ∪ ρ − ∪ 6 k=1 γ k is the contour in the complex λ-plane, where C := {λ ∈ C | |λ| = r} is a clockwise oriented circle of radius r > 0, ρ ± := {λ ∈ C | |λ| < r, arg λ = ±π/2}, are two radii oriented to the origin and
are six rays oriented to the infinity. The contour Σ divides the complex plane into regions Ω r , Ω l and Ω k for k = 1, 2, . . . , 6, as it is depicted in Figure 1 . Let us observe that due to the orientation we can naturally distinguish the left (+) and right (−) side of the contour Σ. We introduce the triangular matrices
where constants s k , for k = 1, 2, 3, are called the Stokes multipliers and satisfy the constraints
Moreover we assume that σ 1 , σ 2 and σ 3 are the usual Pauli matrices
and the matrix E is such that the following equation takes place
3)
The Riemann-Hilbert problem, that we denote by (RH1), is to find a 2 × 2 matrixvalued function Φ(λ) = Φ(λ, x) such that the following conditions are satisfied.
(a) For any k = 1, 2, . . . , 6, the restriction Φ k := Φ |Ω k is holomorphic on Ω k and continuous up to the boundaries of Ω k .
(b) The restrictions Φ r := Φ |Ωr and Φ l := Φ |Ω l are holomorphic on Ω r and Ω l , respectively, and, for any sufficiently small ε > 0,
, where Ω r ε := Ω r \ {λ ∈ C | |λ| < ε} and Ω l ε := Ω l \ {λ ∈ C | |λ| < ε}. (c) If we denote by Φ + (λ) and Φ − (λ) the limits of Φ at the point λ ∈ Σ \ {0} from the left and right side of Σ \ {0}, respectively, then the following jump condition is satisfied
4) where the jump matrix S(λ) is constructed as follows. On the rays γ k the matrix S(λ) is given by the equation
while on the circle C the matrix S(λ) is obtained by the following jump relations
Furthermore, on the radii ρ ± , the matrix S(λ) is determined by the equations
is bounded for λ sufficiently close to zero, where the branch λ −α is chosen arbitrarily.
(e) As λ → ∞, the function Φ has the following asymptotic behavior
Following [20] and [27] , the RH problem (a)−(e) is uniquely meromorphically (with respect to x) solvable for any choice of the Stokes multipliers (s 1 , s 2 , s 3 ), that is, there is a countable set of poles (x k ) k≥1 of C such that the function Φ is holomorphic on (C \ Σ) × (C \ X) and, for any k ≥ 1, there is δ k > 0 such that
where r k > 0 is the order of the pole x k and a j are holomorphic functions on C \ Γ. It is known that the function Φ satisfies the following Lax pair for PII
where we define
Furthermore the function Re u(x) = 0, x ∈ R and furthermore the solution u is called purely real provided
In the following proposition, we collect facts concerning solutions of PII equations that we will use later. 
(c) If the solution u is purely imaginary, then it has no poles on the real line R.
Throughout this paper we will denote by u( · ; α, k) the solution of the PII equation, determined by the choice of the Stokes data
In this notation we will sometimes write u = u( · ; α, k), where the notation α and k is suppressed for brevity. We say that u is a real Ablowitz-Segur solution of the PII equation provided
Furthermore we call u a purely imaginary Ablowitz-Segur solution if it corresponds to the following monodromy data
We are ready to formulate our first result. 
is convergent, then the following equality holds
Remark 2.3. Let us assume that u( · ; α, k) is a purely imaginary Ablowitz-Segur solution for the PII equation. In view of the equality cos(πα) = cosh(iπα) = e iπα + e −iπα /2 and the fact that α ∈ iR, it follows that cos(πα) is a real number, greater that or equal to one. Moreover the formula (2.12) takes the form
In [20, Chapter 11] it was proved that there is a function Z, holomorphic for λ ∈ B(0, r) and x ∈ X 0 such that
Using the second equation of the Lax pair (2.8), we infer that
Therefore, if we define P (x) := Z(0, x), then, passing to the limit with λ → 0, gives the following linear equation
Therefore, if we denote
then solution of the equation (2.15) is expressed by the following formula
which implies that, for any x > 0, we have
Therefore the Cauchy integral formula (2.11) will be a consequence of studying asymptotic behavior of P (x) as x → ±∞. Our main tool will be the nonlinear steepest descent method that was initially introduced in [16] to study asymptotics of the modified KdV equation. The method was successfully used to study asymptotic problems concerning orthogonal polynomials, random matrices and Painlevé equations. In this paper we use the steepest descent method to study the asymptotics behavior of the matrices P (x) and P (−x) as x → +∞.
Bessel functions and auxiliary Riemann-Hilbert problems
Let us introduce the auxiliary functionΨ 0 (z), given by the formulâ 
and
where J ν are the classical Bessel function defined on the universal covering of the punctured complex plane C \ {0}. It is known (see e.g. [5] , [20] ) that the function Ψ 0 satisfies the linear differential equation
and the functionΨ 0 (z)z −ασ3 is holomorphic on the complex plane C. Let us introduce the following matriceŝ
Then the inductively defined functionŝ
satisfy, for any 0 ≤ k ≤ 3, the asymptotic relation
2 )) and the following equality holds
for k = 1, 2, 3 (see e.g. [5] , [20] ). It is also not difficult to check the useful equalitŷ
where the matrix E is given by the formula (4.2) and
Lemma 3.1. The following convergence holds
Proof. From the definition ofΦ 0 (z) it follows that
On the other hand, we have
Using the formula (3.1), we have
and consequently
On the other hand, from the formula (3.1), it follows that
Combining (3.1), (3.2), (3.6) and (3.7), we infer that and the proof of lemma is completed.
3.1. RH-problem for the positive half-line. We intend to formulate an auxiliary RH problem that we will use in the deformation of the RH problem graph for Φ( · , x) in the case when the parameter x belongs to the positive real-line. To this end, let us assume that z : C → C is a map given by the formula
If we define R := The curveĈ is divided by the real axis in the lowerĈ down and upperĈ up arcs. The partĈ down of the oriented contourĈ lies below the real axis and it is image z(C r ), where C r = {λ ∈ C | |λ| = r, Re λ ≥ 0} is the right part of the oriented circle C. Similarly the oriented contourĈ up lies above the real axis and it is image z(C l ), where C l = {λ ∈ C | |λ| = r, Re λ ≤ 0} is the left part of C. The contour divides the complex z-plane into four regions:Ω 2 , which is the exterior of the circle in the lower half of the complex z-plane,Ω 3 , which is the exterior of the circle in the upper half of the complex z-plane,Ω d , which is the lower half of the interior of the circleĈ andΩ u , which is the upper half of the interior of the circle. We are now ready to define the functionΨ(z) as followŝ
Lemma 3.2. For any z ∈Ω u then following equality holdŝ
Proof. Let us observe that combining the equalityÊŜ 1 = DE with the relation (3.4), implies that
and the proof of lemma is completed.
The Riemann-Hilbert problem from the following proposition will play a crucial role in evaluating of the limiting values of P (x) as x → +∞. Using it, we will be able to construct local parametrix for a steepest descent contour around the origin. For the proof of the proposition we refer the reader to [20, Section 11.6 ].
Proposition 3.3. The functionΨ(z) solves the following RH problem.
is holomorphic on the set {z ∈ C | |z| ≤r}.
(b) The left and the right limit ofΨ(z) satisfies the relation (see Figure 2 )
where the matrixŜ is given bŷ S(z) := S + :=Ŝ 2 , for z ∈ R, z >r,
1 , for z ∈ R, z < −r and furthermorê
(c) We have the asymptotic behavior
3.2. RH-problem for the negative half-line. We proceed to construction of an auxiliary RH problem that we will use in the deformation of the RH problem contour for Φ( · , x), where the parameter x comes from the negative real-line. We begin with the functionL(z), given by the formulaŝ
Let us observe that the functionL(z) is a solution of the following RH problem that we continue to denote by (RH2).
(a) The functionL is holomorphic on C \ R.
(b) On the contour ΣL, the functionL(z) satisfies the following jump relationŝ
where the jump matrix JL are shown on the left diagram of Figure 3 .
(c) At z = 0 the functionL(z) has the following behaviorŝ
and furthermorê
Checking that the functionL(z) satisfies the conditions (a), (b) and (d) is a straight- Figure 3 . Left: the contour deformation betweenΣ and R. Right: the contour iR together with jump matrix JL.
forward consequence of Proposition 3.3. Furthermore the fact thatL(z) satisfies also the point (c) follows immediately from the following lemma.
Lemma 3.4. Let us assume that A(λ) and B(λ) are families of 2 × 2 complex matrices defined on a neighborhood of the origin such that for λ → 0 we have
If 0 ≤ Re α < 1/2, then we have the following asymptotic behavior
and furthermore if 1/2 < Re λ < 0, then
Proof. Indeed, suppressing the notation λ for brevity, we have
On the other hand, if 1/2 < Re λ < 0, then
and the proof of the lemma is completed.
Let us introduce the following setsΩ r := {Re z > 0} andΩ l := {Re z < 0}. Rotating the Riemann-Hilbert problem (RH2) by π/2, we easily can see that the functionL(z) given by the formulã
is a solution of the following RH problem.
(a) The functionL(z) is an analytic function on C \ iR.
(b) On the contour ΣL the functionL(z) satisfies the following jump relations
where the jump JL are given on the right diagram of Figure 3 .
(c) At the point z = 0 the functionL(z) has the following behaviors
and furthermorẽ
(d) We have the following asymptotic behavior at infinitỹ
Since we we consider the purely real and purely imaginary Ablowitz-Segur solutions, from (2.9) and (2.10) it follows that
This implies that
and furthermore
where the matrices S + and S − were defined by (4.3). Let us present the setsΩ l andΩ r in the form of the following sums 
1 0
The following theorem will be used in the definition of the parametrix for the steepest descent graph in the neighborhood of the origin. The parametrix will be used in evaluating the limiting values of P (x) as x → −∞. 
where the contour Σ L and the jump J L are given on the Figure 4 . (c) If 0 < Re α < 1/2, then the functionL(η) has the following asymptotic behavior
and furthermore, for −1/2 < Re α ≤ 0, we havē
The functionL(η) has the following behavior at infinitȳ
Proof. It is not difficult to check that the functionL(z) satisfies conditions (a) and (b). On the other hand, by the formula (3.11) and Lemma 3.4, we infer that the point (c) holds true. To check that (d) is valid, let us observe that the asymptotic condition (3.13), implies that
where the parameter c is either −s 1 or −s 3 . Consequently we can writē
Considering the polar coordinates η = |η|e iϕ , we infer that the argument ϕ is an element of the interval (π/4, 3π/4), whenever η ∈Ω 1 r ∪Ω 1 l , which implies that
Combining this with (3.19), we deduce that
Arguing in the similar way we can writē
where the parameter d is equal to either s 1 or s 3 . Then we can writē
Considering the parameter η in polar coordinates once again, we have ϕ ∈ (3π/2, 7π/4) for η ∈Ω 
and the proof of theorem is completed.
4. Steepest descent analysis for positive parameters 4.1. Contour deformation. In this subsection we recall in detail the deformation of the graph Σ of the RH problem for Φ, to the steepest descent contour in the case when x > 0. The deformation can be found in [20] , [27] and is the first step in evaluating the limit of P (x) as x → +∞. We start with the observation that deforming the contour Σ if necessary, with out loss of generality we can assume that the radius r > 0 of the circle C satisfies the inequality
Furthermore, in view of the assumption s 2 = 0, we see that S 2 = S 5 = I and therefore the diagram Σ on Figure 1 takes the form depicted on Figure 5 , where we denote Ω u := Ω 2 ∪ Ω 3 and Ω d := Ω 5 ∪ Ω 6 . By (2.2) the remaining Stokes multipliers s 1 , s 3 satisfy the constraint condition s 1 + s 3 = −2 sin(πα) (4.1) and the direct calculations show that the connection matrix E has the form
Assume that λ ± := ± i 2 √ x are stationary points for the phase function θ(λ). We are looking for the steepest descent paths passing through the stationary points λ ± . To this end we consider the equation Im θ(z) = Im λ ± = 0. Solving this equation we obtain and therefore the steepest descent paths are vertical line passing through the origin and the graphs of functions b ± : R → C, given by
, a ∈ R.
Then we have b ± (0) = ± i 2 √ x and the following asymptotic properties
Let us assume that
is the level curve Im θ(λ) = 0, passing through the stationary phase point λ + = i 2 x 1/2 and asymptotic to the rays arg λ = π 6 , 5π 6 . Similarly, we denote by γ − (t) := t + ib − (t), t ∈ R, the level curve passing through the stationary phase point λ − = − 
, respectively. Let us define the sets
together with the matrices S + := S 1 S 3 and S − := S 
Let us consider the function Ψ given by the following formulas
Then the function Ψ is a solution of the following RH problem on the contour Γ Figure 6 . Left: contour deformation between Σ and the steepest descent diagram Γ. Right: the contour Γ together with the jump matrices.
(see the right diagram of Figure 6 ), which we denote by (RH3).
(a) For any k ∈ {u, d}, the restrictions of the function Ψ to the sets Ω (b) The restrictions Ψ r := Ψ |Ωr and Ψ l := Ψ |Ω l are holomorphic on Ω r and Ω l , respectively, and, for any sufficiently small ε > 0, 
where the jump matrix is such that
then the matrix S 0 has the following form:
(e) As λ → ∞, the function Ψ has the following asymptotic behavior
4.2.
Construction of the solution and asymptotic behavior. In the previous section we have showed that the original RH problem (RH1) is equivalent to the problem (RH3), which is defined on the diagram consisting of the steepest descent paths. We intend to use the auxiliary RH problem from Section 3.1 to derive a formula expressing the solution of the problem (RH3) for sufficiently large x > 0, in the terms of a local parametrix around the origin. To this end, we proceed to a reduced RH problem, which is defined on the contourΓ :
, which is formulated as follows.
(i) The functionΨ r (λ)λ −ασ3 is holomorphic on the set Ω 0 := {λ ∈ C | |λ| < r} and has continuous extension up to Ω.
(ii) The limitsΨ + andΨ − ofΨ from the left and right side ofΓ, satisfy the following jump condition (see left diagram of Figure 7 )
(iii) We have the asymptotic behaviorΨ(λ)e θ(λ)σ3 → I as λ → ∞. We prove the existence of solutions for the reduced RH problem. Let us assume thatΓ is an oriented contour on a complex plane, depicted on the right diagram of Figure 8 , where γ ± ± are the steepest descent paths defined by (4.4) and L is the circle of radius R = for |λ| > R, whereΨ(λ) is a solution of the Riemann-Hilbert problem from Proposition 3.3. We are looking for the solution of the reduced RH problem of the form
Then the function χ(λ) solves the following RH problem, which we denote by (RH4).
(a) The function χ is holomorphic on C \Γ.
(b) If χ + and χ − are the limits of χ from the left and right side ofΓ, respectively, then χ + (λ) = χ − (λ)H(λ) for λ ∈ , where H is a jump matrix defined as follows 
(4.5)
Furthermore we have
Proof. In [20, Chapter 11.6] there was proved the following inequality
(4.7)
where the constants c 1 , c 2 are independent from x > 0. This implies that Then we use (4.7) to obtain
For the estimate on the steepest descent paths γ + + and R + , we write Proceeding in the similar way we obtain
(4.13)
Combining (4.10), (4.11), (4.12) and (4.13) we obtain the inequality (4.5) and the proof of lemma is completed.
Proposition 4.2. The Riemann-Hilbert problem (RH4) has a unique solution χ with the property that
Proof. From Lemma 4.1 it follows that there are c 0 , M 0 > 0 such that
Let us assume that K :
(1) We write A B to denote A ≤ CB for some C > 0.
If we take ρ ∈ L 2 I (Γ) with ρ = ρ 0 + a, where ρ 0 ∈ L 2 (Γ) and a ∈ M 2 , then
Therefore K(ρ) ∈ L 2 (Γ) and we have the following estimates
(4.15)
Although the contourΓ depends on the parameter x > 0, the theory contained in [41, Section 2.5.4] implies that the norm satisfies inequality
where c 4 > 0 is a constant independent from the parameter x > 0. By the inequalities (4.14) and (4.15), we have 17) which, in particular, implies that
Furthermore (4.17) shows that there is a constant M > M 0 such that 19) which implies that the equation ρ − K(ρ) = I has a unique solution ρ ∈ L 2 I (Γ), given by the convergent Neumann series:
Therefore ρ − I ∈ L 2 I (Γ) and the inequalities (4.16), (4.17) and (4.18) yield
(4.20)
From the representation formula for the solutions of the Riemann-Hilbert problem
which together with Hölder inequality implies that
Combining this with (4.20) and Lemma 4.1 for p = 1 gives
Therefore there are constants c p > 0 and M p > M 0 such that
and the proof is completed.
We look for the solutions of the RH problem (RH3) of the form
whereΨ is a solution of the reduced RH problem. Then it is enough to solve the following RH problem defined on the contour Γ 0 := γ + ∪ γ − , that we continue to denote by (RH5).
(a) The function X is holomorphic on C \ Γ 0 .
(b) If X + and X − are the limits of X from the left and right side of Γ 0 , respectively, then X + (λ) = X − (λ)H(λ) for λ ∈ Γ 0 , where H is a jump matrix defined as
(c) We have the asymptotic behavior X(λ) → I as λ → ∞.
Proof. We start with the following inequality for the jump matrix H:
where c 1 , c 2 > 0 are constants independent from x > 0. For the proof of this refer the reader to [20, Chapter 11.6] . As a simple consequence of (4.23), we obtain
, λ ∈ γ ± , x > 0, which immediately gives (4.22) . For the proof of (4.21), observe that (4.23) yields and completes the proof of (4.21).
Proposition 4.4. The Riemann-Hilbert problem (RH5) has a unique solution X with the property that
Proof. Let us consider a complex linear map K :
(4.25)
By (4.12) we infer that γ ± are Lipschitz curves such that the constant that does not depending from the parameter x > 0. Then, from [41, Section 2.5.4] it follows that the norm of the Cauchy operator C − satisfies the following inequality 26) where m > 0 is a constant independent from the parameter x > 0. Using Lemma 4.3 for p = 2 together with (4.25) and (4.26), we find that 27) and consequently
Furthermore (4.27) implies that, there is M > 0 such that Furthermore the solution X(z) of Riemann-Hilbert problem (RH5) is given by
Combining this with Hölder inequality implies that
which together with (4.30) and Lemma 4.3 for p = 1 yield
This gives the inequality (4.24) and completes the proof of the proposition.
Proposition 4.5.
There is x + > 0 such that, for any x > x + , we have
Proof. According to the notation of Section 2 and the equality (2.14), we have
where in the above limit the parameter λ belongs to the set Ω r . In particular, if we make the restriction arg λ ∈ (0, π/6), then the formula (4.31) is valid and z(λ) ∈Ω d whenever λ > 0 is sufficiently close to the origin. This implies that
where the last equality follows from the fact that D is a diagonal matrix. Let us observe that
which together with Lemma 3.1 gives
Combining this with the fact that the functions X(λ) and χ(λ) are holomorphic in a neighborhood of the origin, we find that
Steepest descent analysis for negative parameters

Change of variables.
We proceed to studying the asymptotic behavior of P (x) as x → −∞. To this end, let us consider the left diagram of Figure 9 . To this end we recall in detail the deformation of Σ, to the contour consisting of steepest descent paths in the case when x < 0. The deformation can be found in [15] , where it was used to determining connection formulas in the asymptotic expansions of Ablowitz-Segur solutions. Let us considerΣ := ∪ 6 k=1γ k as a contour in the complex λ-plane, consisting of six rays oriented to infinity and
The contour Σ divides the complex plane into six regions as it is shown on the right diagram of Figure 9 . Let us assume that Ω Figure  9 . We defineΦ as a 2 × 2 matrix valued function, given bỹ
Then the functionΦ is a solution of the following RH problem.
(a) The functionΦ(λ) is analytic for λ ∈ C \Σ.
(b) IfΦ ± (λ) denote the limiting values ofΦ(λ) as λ tends to the contourΣ from the left and right sides, respectively, then the following jump relations are satisfied
where the jump matrixS(λ) is given by the equatioñ
(c) The functionΦ has the following asymptotic behavior Figure 9 . Contour deformation between Σ andΣ.
If we defineθ(z) := i(
Let us assume that U is a 2 × 2 matrix valued function given by the formula
This transformation changes the jump matrices S k to be
and furthermore the behavior of U (z) at infinity is given by
Since s 2 = 0 we have S 2 = S 5 = I and therefore the function U satisfies the following RH problem.
(a) The function U (z) is holomorphic for z ∈ C \ Σ U .
(b) We have the jump relation
where the contour Σ U and the jump matrix J U are presented on the Figure 10 .
(c) The function U has the following asymptotic behavior
(d) If 0 < Re α < 1/2 then the function U has the following behavior
and furthermore if −1/2 < Re α ≤ 0 then
Let us observe that z ± = ± , b ∈ R.
Then y 1 (0) = z + , y 2 (0) = z − and the following asymptotic behaviors take places
This leads to the signature behavior of the function Reθ, which is depicted on the Figure 11 , where the dashed rays have directions exp(ikπ/3) for k = 1, 2, 4, 5. 
Contour deformation.
In this subsection we recall the deformation method used in [15] to deform the contour Σ U , depicted on Figure 10 to the steepest descent contour Σ T , which in turn is shown on Figure 12 .γ Figure 12 . The contour Σ T and the circles C 0 , C ± that are depicted by dashed lines.
The contour Σ T consists of the component curvesγ ± k for k = 0, 1, 2, 3, 4, which are taken such that γ ± 0 are straight lines joining the origin with the stationary points z ± . To describe the contour Σ T we will need two auxiliary contours that are shown on the Figure 13 . The first of them is Σ 0 T and consists of four rays {λ ∈ C | arg λ = π/4 + kπ/2}, k = 0, 1, 2, 3.
The next contour is Σ + T and is formed of five rays {λ ∈ C | arg λ = 7π/4} and {λ ∈ C | arg λ = kπ/2}, k = 0, 1, 2, 3.
Let us consider the maps η(z) and ζ(z), given by
where in the second formula the branch cut of the square root is taken such that arg (z − 1/2) ∈ (−π, π). Let us observe that η and ζ are holomorphic functions in a neighborhood of the origin and z + , respectively such that η (0) = 0 and ζ (z + ) = 0. Therefore there is a small δ > 0 with the property that the functions η and ζ are biholomorphic on the ball B(z + , 2δ). Let C 0 and C ± be circles with radius δ and the centers at the origin and z ± , respectively. The images ζ(C 0 ) and ζ(C + ) are closed curves surrounding the origin as it is shown on the left and right diagram of Figure 13 . Then the contour Σ T is chosen so that its part contained in the ball B(0, δ) is an inverse image of the set Σ 0 T ∩ ζ(B(0, δ)) under the map η restricted to the ball B(z + , 2δ). Similarly we require that the part of the contour Σ T contained in the ball B(z + , δ) is an inverse image of the set Σ + T ∩ ζ(B(z + , δ)) under the map ζ, restricted to the ball B(z + , 2δ). We also choose the unbounded components Γ + 2 andΓ + 3 , emanating from the stationary point z + , to be asymptotic to the rays {arg λ = π/6} and {arg λ = 11π/6}, respectively. Furthermore we take the unbounded componentsΓ Figure 14 . Diagram for the deformation between contours Σ U and ΣŨ .
Let us denoteΩ
sign changing properties of the function Reθ that are depicted on Figure 11 , we infer that the functionŨ is a solution of the following RH problem.
(a) The functionŨ (z) is holomorphic for z ∈ C \ ΣŨ .
(b) We have the jump relatioñ
where the contour ΣŨ and the jump matrix JŨ are presented on the Figure 15. (c) The functionŨ has the following asymptotic behavior
(d) If 0 < Re α < 1/2 then the functionŨ has the following behavior
and furthermore if −1/2 < Re α ≤ 0 theñ
We are using the LDU decomposition to express the jump matrices on the segment 
In view of (5.9) we can divide the setΩ u on the regionsΩ Figure 16 . Then we define the function T by the formulas
Then the function T satisfies the following RH problem.
(a) The function T (z) is holomorphic for z ∈ C \ Σ T .
where the contour Σ T and the jump matrix J T are presented on the Figure 17. (c) The function T has the following asymptotic behavior
(d) If 0 < Re α < 1/2 then the function T has the following behavior
and furthermore if −1/2 < Re α ≤ 0 then Figure 18 ).
(c) On the set ∂D(z + , δ), the function P r (z) satisfies the condition
The counterpart of Proposition 5.1 for the stationary point z − can be formulated in a similar way. We proceed to consider the local parametrix around the origin.
We are looking for a 2 × 2 matrix-valued function P 0 (z) defined on the closed ball D(0, δ) satisfying the following RH problem, which we continue to denote by (LP1). Let us assume that [z − , z + ] is a line segment between the stationary points z ± = ±1/2. Let us define the complex number
and consider the following function 15) where the branch cut is taken such that arg (z ± 1/2) ∈ (−π, π). s 1 s 3 ) σ3 , then the following jump relation holds
Remark 5.2. A simple calculations show that under constraints (2.10) and (2.9) the number ν is a purely imaginary complex number. Indeed, it is enough to check that 1 − s 1 s 3 is a positive number. To see this, let us observe that
Obviously 1 − s 1 s 3 > 0 provided (2.10) is satisfied. Furthermore, under the condition (2.9), we have α = iη and k = ik 0 , for some η, k 0 ∈ R and hence
Theorem 5.3. The solution of the Riemann-Hilbert problem (LP1) is given by
where the function E(z) is defined as follows
and the branch cut is chosen such that arg (z ± 1/2) ∈ (−π, π).
Proof. The fact that the function P 0 (z) satisfies the points (a) and (b) of the Riemann-Hilbert problem (LP1) follows directly from the the formula (5.17). We show that the function P 0 (z) satisfies the condition (d). We assume that t > 0 is fixed and furthermore 0 ≤ Re α < 1/2. The proof in the case of 1/2 < Re α < 0 is analogous. The point (c) of Theorem 3.5 says that there are C 0 > 0 and ε 0 > 0 such that
Since η(0) = 0 and η (0) = 1, there is 0 < ε 1 < ε 0 such that
Then, for any 1 ≤ k, l ≤ 2 and |z| ≤ ε 1 , we have
Therefore the following inequality holds 18) where C 1 := C 0 t −Re α . On the other hand, the functions E(z) and e −itη(z)σ3
are holomorphic in a neighborhood of the origin. Therefore, decreasing ε 1 > 0 if necessary, we obtain the existence of c > 0 such that
Therefore, for any |z| ≤ ε 1 , we have
which proves thatL(z) satisfies condition (d). It remains to show that the condition (c) holds true. To this end, let us observe that
On the other hand, the point (d) of Theorem 3.5 says that there are R 0 > 0 and K 0 > 0 such that
Since the radius δ > 0 is chosen so that |η(z)| > c 0 > 0 for |z| = δ, we can find t 0 > 0 such that |tη(z)| ≥ R 1 for t > t 0 and |z| = δ. Therefore, by the equations (5.19), (7.11) and (5.21), for any |z| ≥ R 1 , we have
as t → +∞ and the proof is completed.
5.4.
Construction of the solution and asymptotic behavior. Let us assume that R(z) is a function given by the formula
Then the function R(z) is a solution of the following Riemann-Hilbert problem, which we will denote by (RH6).
(a) The function R(z) is analytic in C \ Σ R , where the contour Σ R is depicted on the Figure 19 .
(b) The following jump condition holds
where the jump matrix is given by Figure 19 . The contour Σ R for the RH problem (RH6). and C 0 of sufficiently small radius δ > 0 and the parts of curves γ ± k for 0 ≤ k ≤ 4 lying outside the set C + ∪ C − ∪ C 0 (see Figure 12 ). Then we denote
Lemma 5.4. Given 1 ≤ p < +∞, we have the following asymptotic behavior
Proof. Combining Theorem 5.3 with Propositions 5.1 and ??, we infer that 25) which immediately gives the asymptotic behavior
Let us assume that h 
and observe that, for any s > 0, we have
Then there is s 0 > 0 such that
Using the sign change diagram for the function Re θ, which is depicted on Figure  11 , we deduce the existence of constants m > 0 such that
Furthermore the asymptotic behavior of h Figure  11 , it follows that there is m > 0 such that
Performing the estimate (5.26) for the unbounded components γ ± k for k = 2, 3 and furthermore making the estimate (5.27) for all components γ ± k for k = 1, 4, gives the existence of s 1 > 0 and constants a p , A p > 0 such that
On the other hand, by (5.25), there is s 2 > 0 and B > 0 such that
This implies that, for any t > s 2 , the following inequality holds
and furthermore, for any t > s 2 , we have
Combining (5.29), (5.30) and (5.31) yields
Proposition 5.5. The Riemann-Hilbert problem (RH6) has a unique solution R with the property that
Proof. From Lemma 5.4 it follows that there are c 0 , t 0 > 0 such that
Let us assume that R :
Therefore R(ρ) ∈ L 2 (Σ R ) and we have the following estimates
Therefore, by the inequalities (5.32) and (5.33), there is c 1 > 0 such that 34) which, in particular, implies that
Furthermore (5.34) shows that there is t 1 > t 0 such that 36) which implies that the equation ρ − R(ρ) = I has a unique solution ρ ∈ L 2 I (Σ R ), given by the convergent Neumann series:
Therefore ρ − I ∈ L 2 I (Σ R ) and the inequalities (5.34) and (5.35) yield
(5.37)
Combining this with (5.37), (5.32) and Lemma 5.4 gives
Therefore there are constants c 2 > 0 and t 2 > t 1 such that
Proposition 5.6. Let us assume that arg λ ∈ (0, π/6) and |λ| > 0 is sufficiently close to zero. Taking into account the change of variables given by (5.3), we have
where the matrix K is defined by
Proof. If we take arg λ ∈ (0, π/6), then we also have arg z ∈ (0, π/6) and, for |λ| is sufficiently close to zero, the following equalities holds
It is not difficult to check that
which together with Proposition 5.5, gives
Since arg λ ∈ (0, π/6), it follows that λ ∈Ω u for sufficiently small |λ| > 0. This together with (5.17) and the equality η(z) = iθ(z), gives 40) which after combining with Lemma 3.2 and (5.14) yields
On the other hand the following equality holds
Therefore substituting (5.41) into (5.39) and using (5.42), we obtain
where the matrix K is given by (5.38) and the proof is completed.
Proposition 5.7. The matrix K is expressed by the following formula
Proof. Let us observe that, by the constraint condition (4.1), we havê
Recall that the matrix E is given by (4.2) and hence the inverse matrix satisfies
Let us consider the matrix K 0 given by
Multiplying the first two matrices we obtain
which in turn implies that K 0 = A B C D , where the matrix entries are given by
Calculating the coefficient B gives
and similar computations for C yields
For the coefficient A we have It remains to calculate the coefficient D. To this end let us observe that Therefore we have
In view of (5.46) and the from the form of the matrix E −1 , we have
Proposition 5.8. There is x − < 0 such that, for any x < x − , we have
Proof. Let us restrict our attention to the case when the parameter λ ∈ C is such that arg λ ∈ (0, π/6). Then after the change of variables given by (5.3), we have
If |λ| > 0 is sufficiently close to zero, then Proposition 5.6 says that
By Proposition 5.7, the matrix DK is diagonal, which implies that 1 1 − 2α
On the other hand, we have the following limits
Combining (5.50) and (5.51) with the following equalitŷ
If we substitute (5.49) and (5.52) into (5.48), then the fact that the matrix DK is diagonal leads us to the following equalities
which completes the proof of the proposition.
Proof of Theorem 2.2
Propositions 4.5 and 5.8 says that, there is x 0 > 0 such that, for x > x 0 , the function P (x) has the following form
Let us observe that, for any x > 0, we have
which together with Proposition 5.7, implies that
where the matrix H, is given by
Observe that writing h ± :
which together with (6.1) gives
If we define the constant 
and consequently we have exp lim
Self-similar solutions for a localized induction approximation
In this section we consider the flow of planar curves, which is governed by the following differential equation
Here z is the flow of regular curves living in the complex plane, s is the arc-length parameter, T is the vector field of tangent vectors, n := iT is the oriented normal vector field and k is the curvature defined by T s = kn. The equation (7.1) is known as the localized induction approximation (LIA). Developing the normal vector field n and curvature k with respect to the parametrization z, it is not difficult to check that the equation (7.1) can be written in the form of the following geometric flow  
Remark 7.1. Let us observe that the system (7.2) is time-reversible and invariant under rotations. More precisely, if z(s, t) is a solution of (7.2) and θ ∈ R, then the functions z(−s, −t) and e iθ z(s, t) also satisfy this system.
We are ready to formulate the second result of this paper.
Theorem 7.2. Given µ ∈ R and θ ± ∈ [0, 2π) with |θ + − θ − | = π, there is a smooth solution of the equation (7.1) satisfying
where c > 0 is a constant and
In particular, the initial condition lim t→0 z(t) = z 0 is satisfied in the sense of the tempered distributions.
Following [40] , we look for the solutions among smooth functions of the form
where ω : R → R is a smooth map. Then z solves the system (7.2) if and only if ω satisfies the equation where u : R → iR ⊂ C is a smooth map and
then ω is a solution the system (7.4) if and only if u satisfies the equation
Substituting (7.5) into (7.3), we obtain the following explicit formula on self-similar solutions for the localized induction approximation
where the profile function u is a purely imaginary solution of the inhomogeneous PII equation with the constant α = −iµ/2. Before we proceed to the proof of Theorem 7.2, we formulate the following proposition (see [40, Proposition 2.1]), which describes the asymptotic behavior of u(x) and u x (x) as x → −∞.
Proposition 7.3. If u is a purely imaginary solution of the equation (7.6), then there are constants ρ ∈ R and ϕ ∈ [0, 2π) such that as x → −∞, the function u has the following asymptotic behavior
We will also need the following result concerning asymptotic behavior of u(x) and u x (x) as x → +∞. Proposition 7.4. If α ∈ iR and k ∈ iR, then we have
and there is a constant C > 0 depending on the solution u( · ; k) such that
Proof. Using the results obtained in [20, Theorem 11.5] , [27, Theorem 2.2], we find that the solution u( · ; α, k) has the following asymptotic behavior 12) where Ai(x) is the Airy function and B(α; x) satisfies
Thus (7.10) follows. By (7.12) there are constants C 0 > 0 and M ≥ 1 such that
which implies that, for any x ≥ M , we have
Since the solution u has no pole on the real line, we multiply the equation (2.1), by
which after integration gives
Using (7.13), we find that, for any x ≥ M , the following estimates hold
Let us recall that, by Proposition 2.1, the solution u does not admit poles on the real line. Therefore, combining (7.15) and (7.14) gives the inequality
where the constant C > 0 depends on u and thus the estimate (7.11) follows.
By the symmetry relations collected in Remark 7.1, the proof of Theorem 7.2 will be a consequence of the following result.
Proposition 7.5. Given a ∈ (−π/2, π/2) and µ ∈ R, there are θ ± ∈ [0, 2π) with exp i(θ + − θ − ) = exp(2ia) and a purely imaginary solution u of the PII equation such that the function z, given by the formula (7.7), is a smooth solution of the equation (7.1) satisfying |z(t, s) − z 0 (s)| < ct Therefore, by the equations (7.5) and (7.17), we have Moreover, by the equation (7.19), we have sg(st −1/3 ) = e iµ ln |st −1/3 | t 1/3 ω(st −1/3 ), s ∈ R \ {0}, t > 0, (7.26) which implies that, for any s ∈ R \ {0} and t > 0, we have |z1 |r| 3 dr + Using rotation invariance of the system (7.2) once again we infer that the function z := e −i(θ − −θ − )z is also a solution of the system (7.1) and (7. , s ∈ R \ {0}, t > 0, which completes the proof.
Appendix: classical solutions for a RH-problem
A smooth curve in the complex plane is defined as a smooth map γ : J → C is a map from the closed interval J ⊂ R to a complex plane with non-vanishing derivative. We also require that the map γ is injective with the possible exception when the interval J becomes a bounded interval J = [a, b] and the endpoints of the curve overlap: γ(a) = γ(b). In this case the curve is called closed and the function γ is required to be injective everywhere on (a, b) with the equality of derivatives at the ends of the interval γ (a) = γ (b). Let us assume that M 2 is the linear space of 2 × 2 complex matrices. Given a measurable function f : Σ → M 2 , we define the L 2 norm as
Then we consider L 2 (Σ) as a space of measurable functions f such that f L 2 (Σ) < ∞. If the contour Σ is unbounded, then we introduce a larger space L 2 I (Σ), to be the set of 2 × 2 matrix valued functions f on Σ with the property that there is a matrix a such that f − a ∈ L 2 (Σ). Since the contour Σ is unbounded, it follows that such a matrix a is determined uniquely for any function f and therefore we can denote it by f (∞). Then we can define the norm for the space L 2 I (Σ) as
, f ∈ L 2 I (Σ). Hence we can define the contour Σ of the complex plane consisting of finite number of smooth curves such that the curves intersect in finite number of points and the set C \ Σ has a finite number of connected components. Let us observe that the contour Σ has an orientation determined by orientations of its component curves and therefore, in the usual way, we can define the (+) and the (−) sides of the contour Σ. Let us denote by S the set of points of self-intersection of Σ and let Ω 1 , Ω 2 , . . . , Ω n be a connected components of the set C \ Σ. We write Σ 0 := Σ \ S and consider the G : Σ 0 → M 2 as a smooth map with the property that, for any connected component σ of Σ 0 , the function G has a smooth extension to σ. The classical Riemann-Hilbert problem consists of finding a piecewise analytic function Y (λ) with values in the space M 2 such that the following conditions are satisfied. From the results of [44] (see also [20] and [41] ) it is known that the Riemann-Hilbert problem has a solution provided the following assumptions are satisfied. (iii) We have det G(λ) = 1 for λ ∈ Σ.
(iv) Let us assume that a ∈ S and Σ k for 1 ≤ k ≤ q are smooth components of Σ intersecting at a, which are numbered counter-clockwise. We denote by G k (λ), the restriction of G to a component Σ k and let U a be a neighborhood of the point a such that the G k (λ) is holomorphic in U a . Then the following smoothness condition is satisfied
q (λ) = I, λ ∈ U a , where in the term G 
