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Abstract: I review recent empirical findings on knowledge attributions in lottery cases and report 
a new experiment that advances our understanding of the topic. The main novel finding is that 
people deny knowledge in lottery cases because of an underlying qualitative difference in how 
they process probabilistic information. “Outside” information is generic and pertains to a base 
rate within a population. “Inside” information is specific and pertains to a particular item’s 
propensity. When an agent receives information that 99% of all lottery tickets lose (outside in-
formation), people judge that she does not know that her ticket will lose. By contrast, when an 
agent receives information that her specific ticket is 99% likely to lose (inside information), peo-
ple judge that she knows that her ticket will lose. Despite this difference in knowledge judg-
ments, people rate the likelihood of her ticket losing the exact same in both cases (i.e. 99%). The 
results shed light on other factors affecting knowledge judgments in lottery cases, including for-
mulaic expression and participants’ own estimation of whether it is true that the ticket will lose. 
The results also undermine previous hypotheses offered for knowledge denial in lottery cases, 
including the hypotheses that people deny knowledge because they either deny justification or 
acknowledge a chance for error. 
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Introduction 
Appeals to ordinary thought and talk are frequent in philosophy. For example, Aristotle claimed 
that a theory of happiness should be evaluated in light of “what is commonly said about it” (Aris-
totle 350 BCE, 1098b, 9-11). He judged it improbable that a widely held view would be com-
pletely incorrect (1098b, 28-29). John Locke claimed that a theory of knowledge should be in-
formed by how we ordinarily talk about knowledge (Locke 1690, book 4.11.3-8). More recently, 
J.L. Austin advised that “ordinary language” should get “the first word” in philosophical theoriz-
ing (Austin 1956, p. 11), and Wilfrid Sellars argued that identifying the defining features of ordi-
nary thought — “the manifest image” — is “a task of the first importance” for philosophers (Sel-
lars 1963, ch. 1). Relatedly, John Hawthorne claims that describing “the relatively inchoate 
thoughts and arguments that guide our intuitions is part of the job of a philosopher” (Hawthorne 
2004, p. 16). 
Many lines of research in contemporary epistemology are based on assumptions about ordi-
nary thought and talk about knowledge — that is, about alleged central tendencies in “common-
sense” or “folk” epistemology. This approach is evident, for instance, in the enormous recent lit-
erature on the semantics and pragmatics of knowledge attributions, where philosophers frequent-
ly appeal to how we would ordinarily think, talk, or act in certain situations (e.g. Goldman 1979; 
Dretske 1981; Stroud 1984; Craig 1990; Sosa 1991; DeRose 1992; Cohen 1999; Rysiew 2001; 
Stanley 2005; Brown 2005; Turri 2010). The tendency is also evident in work on knowledge 
judgments in lottery cases. For example, one epistemologist writes, “No matter how high the 
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odds that the ticket will not win, it strikes us that [Smith] doesn’t know that [the] ticket will not 
win” (Vogel 1990, p. 292). Such claims are treated as “data” or “uncontroversial” starting points 
to which a theory of knowledge is accountable (Hawthorne 2004, p. 8). 
Beyond making claims about our tendency to deny knowledge in lottery cases, epistemolo-
gists have made strong claims about the psychological processes informing our judgments. They 
propose to identify the factor “which prevents us from judging that subjects know” in lottery 
cases (DeRose 1996, p. 269), or “the relevant psychological forces driving” our knowledge 
judgments (Hawthorne 2004: 14). For example, one philosopher writes: 
We can see … that in the paradigm lottery situation, something like the follow-
ing often goes on: The ascriber divides possibility space into a set of subcases, 
each of which, from the point of view of the subject, is overwhelmingly likely 
to not obtain, but which are such that the subject’s grounds for thinking that 
any one of the subcases does not obtain is not appreciably different than his 
grounds for thinking that any other subcase does not obtain. [In other words], 
the relative strength of epistemic position with regard to each subcase is not 
appreciably different. In general, what is often at the root of the relevant lottery 
intuition is a division of epistemic space into a set of subcases with respect to 
which one’s epistemic position seems roughly similar. Once such a division is 
effected, a parity of reasoning argument can kick in against the suggestion that 
one knows that a particular subcase does not obtain, namely: If one can know 
that that subcase does not obtain, one can know of each subcase that it does not 
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obtain. But it is absurd to suppose that one can know of each subcase that it 
does not obtain. (Hawthorne 2004, pp. 14-15) 
The proposed process involves at least four distinct parts, instigated by the question 
whether an agent knows that a lottery ticket will lose. First, we partition possibility space into a 
set of roughly equiprobable elements, each of which corresponds to one ticket in the lottery win-
ning, including one element corresponding to the ticket in question winning. Second, we judge 
that if the agent can know that the ticket in question will lose, then the agent can know that all of 
the tickets will lose. Third, we reject the conclusion that the agent can know that all of the tickets 
will lose. Fourth, and finally, on that basis we infer that the agent cannot know that the ticket in 
question will lose. The author offers no evidence that this description even approximately cap-
tures part of the psychological process involved. And, unfortunately, humans do not have the 
power to simply “see” that cognitive processes of such complexity occur. Anyone familiar with 
research on cognitive processing will recognize how challenging it would be to provide evidence 
for a model this complicated. 
Philosophers have offered simpler psychological accounts of why we deny knowledge in 
lottery cases. For example, according to the justification account, we deny knowledge because 
we deny that the agent is justified or rational in believing that the ticket is a loser, and we think 
that knowledge requires justified belief (Nelkin 2000; Sutton 2007, pp. 48-53). According to the 
chance account, we deny knowledge because we think that there is a chance the agent is wrong 
about whether the ticket will lose, and we think that such a chance is incompatible with knowing 
(Cohen 1988, p. 196; Lewis 1996, p. 557). 
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To characterize ordinary thought and talk, philosophers often draw on their own experi-
ences, social observation, and reflections about what we would say about certain situations 
(Locke 1690, bk. 4.11.3-8; MacIver 1938; Ducasse 1941, ch. 10; Fodor 1964; Wittgenstein 1975; 
Jackson 1998, ch. 2). Although this is a natural, and perhaps even unavoidable, starting point, 
this armchair methodology is severely limited. For example, one worry is that philosophers, be-
ing human, are susceptible to the false-consensus effect, whereby we tend to overestimate the 
extent to which others share our views (for a review, see Marks & Miller 1987). Another worry is 
that many cases philosophers use to illustrate what is “natural” or “intuitive” are polluted by 
thought-experimenter bias (Turri in 2016a). One result is that contemporary philosophers often 
badly mischaracterize commonsense and ordinary practice (for recent reviews, see Turri 2016a; 
Turri 2016c; Buckwalter & Turri 2018). 
Nevertheless, we can overcome some limitations of armchair methodology and gain better 
evidence by using experimental and statistical tools from cognitive and social science. This is the 
approach adopted by the growing interdisciplinary field of experimental epistemology. Recent 
work in this field has begun investigating the knowledge judgments people actually make and 
why they make those judgments. 
In one series of studies, approximately 70%-90% of participants denied knowledge in 
stereotypical lottery cases involving extremely long odds of winning (Turri & Friedman 2014). 
This provides evidence that people are inclined to deny knowledge in lottery cases when the evi-
dence is statistical. However, this same series of studies also provided evidence against the justi-
fication account for why people deny knowledge in such cases. For example, in one study, only 
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9% of participants attributed knowledge, even though 80% attributed justification (i.e. judged 
that the agent was justified in thinking that the ticket was a loser) (Turri & Friedman 2014, Ex-
periment 1). This result is unlikely if people deny knowledge because they deny justification. 
In another study, results from a closely matched control condition provided evidence 
against the chance account for why people deny knowledge in lottery cases (Turri & Friedman 
2014, Experiment 2). One group of participants read a stereotypical lottery case where there is 
only a one-in-ten-million chance that the agent’s ticket wins; only 20% of these participants at-
tributed knowledge and 88% judged that there was chance the ticket was a winner. On its own, 
this is consistent with the chance account. However, another group of participants read a case 
where a newscaster announces the winning numbers and there is only a one-in-ten-million 
chance that he misreports the winning number; 66% of these participants attributed knowledge 
and 90% judged that there was a chance the agent’s ticket was a winner. Comparing these two 
conditions, there is a large difference in knowledge attribution (20% versus 66%) despite a near-
ly identical rate attributing the chance of error (88% versus 90%). This is unlikely if people deny 
knowledge in lottery cases because they attribute a chance of error. 
Researchers also provided evidence for a new hypothesis that might help explain why peo-
ple deny knowledge in lottery cases: the formulaic account. According to this account, formulaic 
expression helps to explain why people tend to deny knowledge in lottery cases. Perhaps people 
are habituated to respond with the clichéd “You never know” in typical lottery cases. The formu-
laic account predicts that people are more likely to attribute knowledge in non-stereotypical lot-
tery cases and in non-lottery cases where the odds are held constant. Results from two studies 
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supported these predictions. 
In one study, participants read about an agent who receives a ten dollar bill with a ten digit 
serial number on it (Turri & Friedman 2014, Experiment 4). In one condition (“lotto”), the agent 
then learns that the serial number is over 99% unlikely to be this week’s winning lottery number, 
and she concludes that it is not the winning number. In another condition (“phone”), the agent 
instead learns that the serial number is over 99% unlikely to be Barack Obama’s mobile phone 
number. Participants in the lotto condition were asked whether the agent knows that the serial 
number is not the winning lottery number; participants in the phone condition were asked 
whether the agent knows that the serial number is not Obama’s phone number. In the lotto condi-
tion, 50% of participants attributed knowledge, which is significantly higher than the approxi-
mately 20% who attributed knowledge in earlier studies. In the phone condition, 63% of partici-
pants attributed knowledge, which was marginally higher than in the lotto condition. 
In another study, participants also read about an agent who receives a ten dollar bill with a 
ten digit serial number on it (Turri & Friedman 2014, Experiment 5). The agent then learns from 
a statistician that the serial number “is just as likely to be Brad Pitt’s mobile phone number as it 
is to win this week’s lottery.” In one condition (“lotto”), the agent then concludes that the number 
will not win this week’s lottery. In the other condition (“phone”), the agent concludes that the 
number is not Brad Pitt’s phone number. The rate of knowledge attribution was higher in the 
phone condition. 
Overall, then, the studies just reviewed suggest that philosophers were correct about central 
tendencies in knowledge judgments about some lottery cases. But their proposed explanations 
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are probably incorrect, and the central tendencies are importantly different in other lottery cases. 
The same line of research provided some initial support for the hypothesis that formulaic expres-
sion helps to explain knowledge denial in some lottery cases, but work is needed to further test 
this hypothesis and to identify other factors affecting people’s knowledge judgments. 
One potentially relevant factor is the difference between “outside” and “inside” probabilis-
tic information. It is well documented that people often misunderstand probabilities (e.g. Kah-
neman & Tversky 1972). But even when they understand the probabilities, interesting differ-
ences arise depending on the statistical information’s character. For example, mock jurors make 
different liability judgments across conditions where they assign equal probability to the defen-
dant’s guilt (Wells 1992). Suppose that Smith’s dog was hit by a bus but no one witnessed the 
accident. In one version of the case, jurors learn that 80% of the buses operating in the town be-
longed to the Blue Bus Company, and 20% belonged to the Grey Bus Company. People estimate 
that it is 80% likely that a Blue bus killed the dog, and they tend to disagree that the jury should 
find the Blue Bus Company liable. In another version of the case, jurors learn that shortly before 
the accident, a weigh station attendant made a log entry on the bus that eventually killed the dog. 
The log says, “Blue bus.” It is known that 80% of “Blue bus” entries in the log correctly identify 
a Blue bus, and 20% incorrectly identify a Grey bus. Again people estimate that it is 80% likely 
that a Blue bus killed the dog, but in this case they tend to agree that the jury should find the 
Blue Bus Company liable. 
Outside information is generic and concerns distributions of properties or base rates. For 
example, in one version of the story about the bus, a certain percentage of buses operating in 
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town that day belonged to the Blue Bus Company. Inside information concerns a specific item in 
the case at hand. For example, in the other version of the story about the bus, the weigh station 
attendant entered information about the very bus that hit the dog. The attendant’s observation and 
the distribution of buses each makes it likely that a Blue bus hit the dog, but only the former does 
so from the “inside.” People are less likely to judge that the company is liable based on “outside” 
information. 
Recent studies provide strong evidence that the outside/inside difference affects knowledge 
attributions. In one study, participants read a story about Gary, who is suing the Blue Cab Com-
pany (Turri, Friedman & Keefner 2017, Experiment 4). Gary’s prize-winning rose garden was 
destroyed by a taxi cab that drove on to his front lawn. During the trial, jurors learned that only 
two cab companies operate in the town: the Blue Cab Company and the Green Cab Company. At 
this point, the story ends in one of two ways. One group of people was told that according to a 
computerized analysis of the video footage from when Gary’s garden was destroyed, “80% of 
cabs on the road were Blue Cabs” (outside information). The other group was told that according 
to the analysis, “the cab was 80% likely to be a Blue Cab” (inside information). People were then 
asked to rate the probability that a Blue cab destroyed the garden, whether the jurors know that a 
Blue cab destroyed the garden, and whether the jurors should rule against the Blue Cab Compa-
ny. People in both groups responded to the probability question similarly — on average, they 
judged the probability to be approximately 80% — but they gave significantly different answers 
to the questions about what the jurors know and should decide. In other words, the outside/inside 
difference affected knowledge judgments and decision evaluations, but it did not affect probabili-
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ty estimates. Outside information made people significantly less likely to attribute knowledge 
and to judge that the jurors should rule against the company. (For related results, see Friedman & 
Turri 2015, Experiments 3A and 3B.) 
This line of research suggests a hypothesis worth testing, which might be called the place-
ment account. According to this account, people deny knowledge in typical lottery cases because 
the statistical evidence seems to consist of outside information, and they do not think that outside 
information suffices for knowledge. This hypothesis, along with prior findings, predicts that if 
we could make the probabilistic evidence about the ticket seem like inside information, then 
people’s willingness to attribute knowledge would increase significantly. It also predicts that an 
increase in knowledge attribution will occur even though people acknowledge a chance that the 
ticket will win. 
In the next section, I report an experiment that tests the placement account by comparing 
knowledge judgments about lottery cases in conditions involving either outside or inside proba-
bilistic information. The experiment also provides a further test of the formulaic account by 
comparing knowledge judgments about lottery cases to knowledge judgments about non-lottery 
cases. In this instance, the non-lottery cases involved an article of clothing. 
The experiment differs methodologically from previous work on knowledge judgments 
about lottery cases, in two main ways. First, whereas previous work collected knowledge judg-
ments using dichotomous response options, I used more sensitive scaled measures, which allow 
for more powerful statistical tests. Second, previous work adopted a “stipulate and question” ap-
proach to some crucial details of the cases tested. For instance, it is stipulated that the lottery 
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ticket is a loser and then participants who later fail a comprehension question about this detail are 
excluded from the analysis. But in ordinary life we typically do not have such privileged infor-
mation prior to judging whether someone has knowledge. Instead we have to judge whether the 
ticket will win for ourselves, in the same context where we pass judgment on whether someone 
knows. In this respect the stipulate-and-question approach’s ecological validity is diminished. 
Accordingly I adopted a slightly different approach for the experiment reported here. Instead of 
stipulating privileged details, I allowed participants to judge those details for themselves. In par-
ticular, I allowed them to judge a range of factors that philosophers typically assume are relevant 
to knowledge judgments, including whether the relevant proposition is true, whether the agent 
believes the proposition, the quality of the agent’s evidence, and whether the agent should assert 
the proposition. 
In addition to conferring greater ecological validity, the experimental procedures used be-
low provide another advantage. They allow me to analyze responses and assess whether knowl-
edge denials in lottery cases are due to a range of underlying judgments, including whether peo-
ple themselves doubt that the ticket is a loser. Some philosophers have assumed that knowledge 
denials in lottery cases are not due to doubts about the target proposition’s truth value (e.g. 
Hawthorne 2004, p. 8), but this has never been tested. In other words, the following experiment 
also allows me to test a truth account of knowledge denial in lottery cases, which says that peo-
ple deny knowledge because they doubt the truth, which they view as essential to knowledge. 
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Experiment 
Method 
Two hundred and nine participants were tested (aged 18-99, mean age = 34 years; 97 female; 
97% reporting English as a native language). Participants were U.S. residents, recruited and test-
ed online using Amazon Mechanical Turk (AMT) and Qualtrics. 
Participants were randomly assigned to one of four conditions in a 2 (Item: ticket, beret) × 2 
(Information: outside, inside) between-subjects design. All participants read a brief scenario, re-
sponded to six test items, then completed a brief demographic questionnaire. The basic story was 
about Janice, who is asked a question about something of hers. The item is either a lottery ticket 
or a French beret. Janice then gathers information about the item. The information is either 
generic and pertains to a property’s distribution within a population (outside), or specific and 
pertains to a particular item’s propensity to have a property (inside). Here is the text of the sto-
ries, with the Information manipulation in brackets (outside/inside):  
(Ticket) Janice is asked whether her lottery ticket is a loser. [She conducts re-
search on lottery tickets, which shows that 99% of all lottery tickets lose. / She 
conducts a statistical analysis of her ticket’s numbers, which shows that her 
specific numbers are 99% likely to lose.] 
(Beret) Janice is asked whether her French beret contains lidinium fibers. [She 
conducts research on French berets, which shows that 99% of all French berets 
contain lidinium fibers. / She conducts a chemical analysis of her French beret, 
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which shows that her French beret is 99% likely to contain lidinium fibers.] 
Beneath the story were five test statements in a question matrix. The statements included a 
belief attribution, an evaluation of the key proposition’s truth-value, an evaluation of Janice’s 
evidence, an evaluation of whether Janice should make an assertion, and a knowledge attribution. 
For the ticket scenario, these were the statements: 
Janice thinks that her lottery ticket is a loser. (think) 
It’s true that Janice’s lottery ticket is a loser. (true) 
Janice has good evidence that her lottery ticket is a loser. (evidence) 
Janice should say that her lottery ticket is a loser. (assert) 
Janice knows that her lottery ticket is a loser. (know) 
For the beret scenario, these were the statements: 
Janice thinks that her French beret contains lidinium. (think) 
It’s true that Janice’s French beret contains lidinium. (true) 
Janice has good evidence that her French beret contains lidinium. (evidence) 
Janice should say that her French beret contains lidinium. (assert) 
Janice knows that her French beret contains lidinium. (know) 
Responses were collected on a standard 7-point Likert scale, 1 “strongly disagree” – 7 “strongly 
agree,” left-to-right on the participant’s screen. The order of test statements was randomized. 
Participants then advanced to a new screen and rated the percentage chance that the key proposi-
tion was true. They were asked one question, depending on which item they read about: 
On a scale of 0% to 100%, how likely is it that Janice’s ticket is a loser? 
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On a scale of 0% to 100%, how likely is it that Janice’s beret contains lidinium? 
Responses were collected in a text box below the question. Finally, participants advanced to a 
new screen and completed a demographic questionnaire. 
Results 
Preliminary regression analyses revealed no effect of participant age or sex on any of the depen-
dent variables, so I omitted these demographic variables from all other analyses and will not dis-
cuss them any further. Table 1 contains descriptive statistics for all the dependent variables in the 
four conditions. (See the Appendix for all tables.) There were main effects of Item or Information 
on all the dependent variables except for the percentage task, which was affected by neither fac-
tor. There were no significant interactions. (See Table 2.) 
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Figure 1. Mean knowledge attributions (Panel A) and the distribution of responses (Panels B and 
C) in the four conditions. Scales ran 1 (strongly disagree) – 7 (strongly agree). Error bars repre-
sent bootstrapped 95% confidence intervals. 
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Knowledge attributions were significantly higher when Janice had inside information than 
when she had outside information. This same pattern was observed whether the item was a ticket 
or a beret. (See Figure 1 and Table 3.) Knowledge attributions were significantly higher when 
Janice focused on her ticket than when she focused on her beret. This same pattern was observed 
whether she acquired outside information or inside information. (See Figure 1 and Table 4.) 
When Janice had outside information about her ticket, people tended to deny knowledge: the 
mean, median and mode were all below the scale’s midpoint. (See Figure 1 and Tables 1 and 5.) 
In all three other conditions, people tended to attribute knowledge: the mean, median and mode 
were all above the midpoint. (See Figure 1 and Tables 1 and 5.) 
Because there was no interaction effect on any dependent variable, I conducted one multi-
ple linear regression analysis to investigate which factors significantly predicted participants’ 
knowledge attributions. The predictors included both independent variables (Item and Evidence) 
and all five remaining dependent variables (belief attributions, truth evaluations, evidence evalu-
ations, assertability attributions, and the percentage rating). The model was statistically signifi-
cant and explained most (62%) of the variance in knowledge attributions. (See Table 6.) The only 
predictors that made a unique statistically significant contribution were truth evaluations and as-
sertability attributions. That is, when controlling for the effect of the other predictors in the mod-
el, only participants’ evaluations of the truth and assertability significantly predicted knowledge 
judgments. A more selective model including only truth evaluations and assertability attributions 
as predictors was also statistically significant and explained almost the exact same amount (61%) 
of the variance in knowledge attributions. (See Table 6.) 
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Finally, in the entire data set, 61% of participants (127 of 209) agreed with the knowledge 
attribution to one extent or another (i.e. selected “slightly agree,” “agree,” or “strongly agree” of 
the seven response options), which significantly exceeds chance rates (binomial test, p < .001, 
test proportion = .429). Of the participants who agreed to one extent or another, 96% (122 of 
127) indicated that there was a chance that the known proposition was false (i.e. answered less 
than 100% on the percentage task). In the entire data set, 15% of participants (31 of 209) 
“strongly agreed” with the knowledge attribution. Of these participants, 94% (29 of 31) indicated 
that there was a chance that the known proposition was false. 
Conclusion 
The results from a new behavioral experiment advance our understanding of knowledge judg-
ments in lottery cases. People were more likely to agree that an agent knows that a lottery ticket 
is a loser based on “inside” information (i.e. specific information about a particular item’s 
propensity) than on “outside” information (i.e. generic information about a property’s distribu-
tion in a population). Indeed, the central tendency was to attribute knowledge based on inside 
information and to deny knowledge based on outside information. This supports the placement 
account, which says that people deny knowledge in lottery cases because the probabilistic infor-
mation seems generic rather than specific. The observed difference in knowledge attributions oc-
curred despite the fact that people judged it equally likely that the ticket would lose based on 
outside and inside information. This contributes to a growing body of evidence in cognitive psy-
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chology and experimental philosophy that there are qualitative differences in how people process 
probabilistic information from various sources, which has consequences for important social 
judgments, such as knowledge attributions and evaluations of how people should behave (see 
Wells 1992; Friedman & Turri 2015; Turri, Friedman & Keefner 2017; Turri 2018). 
People were more likely to attribute knowledge that a beret contains certain fibers than to 
attribute knowledge that a lottery ticket is a loser, even though they judged those outcomes to be 
equally likely. This further supports the formulaic account, which says that formulaic expression 
depresses knowledge attribution in lottery cases. The “inside” beret case and the “inside” lottery 
case differed in more than just the item under consideration. In particular, the inside beret case 
involved a “chemical” test, whereas the inside lottery ticket case involved a “statistical” test. 
Thus this difference could be due to a greater trust in chemistry than in statistics. However, this 
alternative explanation seems unlikely because the “outside” versions of the beret and lottery 
cases produced the same asymmetry in knowledge attributions but contained no such confound. 
In each of the outside cases, the agent conducted “research” showing that 99% of the items had 
the relevant property. Of course, it is possible that participants tended to imagine different re-
search being conducted for hats than for lottery tickets, but there is no reason to think that this 
actually happened and drove the finding. 
People’s knowledge judgments were very well predicted by a combination of two other 
judgments: their evaluations of whether the target proposition was true and whether the agent 
should assert it. This provides some support for the truth account, which says that people deny 
knowledge in lottery cases because they doubt the truth of the proposition. By contrast, people’s 
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knowledge judgments were not significantly predicted by belief attributions or their evaluation of 
the agent’s evidence for the target proposition. This further undermines the justification account, 
which says that people deny knowledge in lottery cases because they deny justification. It also 
adds to a string of recent findings which, taken together, constitute a compelling case that knowl-
edge attributions are frequently not based on belief attributions (see Myers-Schulz & 
Schwitzgebel 2013; Murray, Sytsma & Livengood 2013; Turri & Buckwalter 2017; Turri 2016d; 
Turri, Buckwalter & Rose 2016). This calls into question the widespread assumption in philoso-
phy that knowledge requires belief, as those categories are ordinarily understood. 
Overall, a majority of participants in the study attributed knowledge and nearly all who at-
tributed knowledge also judged that there was a chance the known proposition was false. This 
further undermines the chance account, which says that people deny knowledge in lottery cases 
because they acknowledge a chance of error. It also fits with other recent findings on knowledge 
attributions involving unreliable agents. For example, in one series of studies, the vast majority 
of participants attributed knowledge to an agent who is wrong 90% of the time and whom partic-
ipants categorized as unreliable (Turri 2016b, Experiments 1-3). In this same series of studies, 
people’s knowledge attributions were insensitive to whether the agent was highly reliable or un-
reliable (Experiments 4-5), and people attributed knowledge despite judging that the knower eas-
ily might have made a mistake (Experiment 9). At this point, it is clear that any form of infallibil-
ism about knowledge is radically revisionary. This pertains to views requiring some form of un-
restricted infallibility (e.g. Neta 2011; BonJour 2010; Unger 1975), as well as “contextualist” or 
“relevant alternative” approaches requiring infallibility relative to some restricted set of possibil-
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ities (e.g. Dretske 1970; Stine 1976; Goldman 1976; Lewis 1996; DeRose 2009; Cohen 2013). 
In closing, I would like to emphasize something noted in previous research on knowledge 
judgments about lottery cases (see the “General Discussion” in Friedman & Turri 2015 and in 
Turri & Friedman 2014). Current evidence shows that there will be no simple, general explana-
tion for people’s judgments in lottery cases. What might at first appear to be consequential de-
tails end up not mattering, and what might appear to be inconsequential details end up mattering. 
Further work is required in order to understand the full range of factors informing judgments 
about these cases. In other words, it seems likely that research on this issue has reached the end 
of the beginning, rather than the beginning of the end. 
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Appendix 
Table 1. Descriptive statistics for all dependent variables in the four conditions. N = number of 
participants. Mo = mode. Md = median. M = mean. SD = standard deviation. 
Table 2. Univariate analyses of variance for all dependent variables. df = degrees of freedom. F 
= F-statistic. p = p-value. ηp2 = partial eta squared. 
Outside Inside
Ticket
(N = 50)
Beret
(N = 55)
Ticket
(N = 53)
Beret
(N = 51)
Measure Mo Md M SD Mo Md M SD Mo Md M SD Mo Md M SD
think 6 6 5.30 1.57 7 6 5.98 1.03 6 6 5.64 1.02 7 6 6.22 1.06
true 4 4 3.58 1.77 6 5 4.96 1.61 6 4 4.51 1.89 6 6 5.88 1.29
evidence 6 6 5.52 1.53 7 6 6.15 1.18 6,7 6 5.81 1.29 7 7 6.27 1.12
assert 4 4 3.84 1.77 6 6 5.58 1.32 5 5 5.06 1.60 6 6 6.00 1.26
know 1 3 3.24 1.83 6 5 4.75 1.72 6 5 4.62 1.89 6 6 5.55 1.57
percent 99 99 98.2 5.52 99 99 95.7 11.93 99 99 98.0 4.78 99 99 97.5 5.73
Factor
Item Information Item*Information
Measure df F p ηp2 df F p ηp2 df F p ηp2 
think 1, 205 14.63 <.001 .067 1, 205 3.07 .081 .015 1, 205 0.11 .743 .001
true 1, 205 36.12 <.001 .150 1, 205 16.23 <.001 .073 1, 205 0.01 .981 .001
evidence 1, 205 9.39 .002 .044 1, 205 1.40 .238 .007 1, 205 0.21 .648 .001
assert 1, 205 42.01 <.001 .170 1, 205 15.57 <.001 .071 1, 205 3.72 .055 .018
know 1, 205 25.00 <.001 .109 1, 205 20.20 <.001 .090 1, 205 1.42 .235 .007
percent 1, 205 2.16 .144 .010 1, 205 0.56 .456 .003 1, 205 0.90 .343 .004
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Table 3. Independent samples t-tests comparing mean knowledge attributions in outside and in-
sider information conditions for each item (ticket, beret). N = number of participants. M = mean. 
SD = standard deviation. t = t-statistic. df = degrees of  freedom. p = p-value. MD = mean differ-
ence. 95% CI = ninety-five percent confidence interval for MD. d = Cohen’s d. 
Table 4. Independent samples t-tests comparing mean knowledge attributions in ticket and beret 
conditions for each information type (outside, inside). 
Table 5. One sample t-tests on mean knowledge attributions (test value = 4). t = t-statistic. df = 
degrees of freedom. MD = mean difference. 95% CI = ninety-five percent confidence interval for 
MD. d = Cohen’s d. 
Outside Inside
Item N M SD N M SD t df p MD 95% CI d
Ticket 50 3.24 1.83 53 4.62 1.89 -3.77 101 <.001 -1.38 -2.11, -0.66 0.75
Beret 55 4.75 1.72 51 5.55 1.57 -2.51 104 .014 -0.80 -1.44, -0.17 0.50
Ticket Beret
Information N M SD N M SD t df p MD 95% CI d
Outside 50 3.24 1.83 55 4.75 1.72 -4.35 103 <.001 -1.51 -2.19, -0.82 0.86
Inside 53 4.62 1.89 51 5.55 1.57 -2.71 102 .008 -0.93 -1.60, -0.25 0.54
Outside Inside
Item t df p MD 95% CI d t df p MD 95% CI d
Ticket -2.95 49 .005 -0.76 -1.28, -0.24 0.42 2.39 52 .020 0.62 0.10, 1.14 0.33
Beret 3.21 54 .002 0.75 0.28, 1.21 0.44 7.06 50 <.001 1.55 1.11, 1.99 0.99
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Table 6. Multiple linear regressions predicting knowledge attributions. B = unstandardized beta 
coefficient. SE(B) = standard error of B. β = standardized beta coefficient. t = t-statistic. p = p-
value. 
Note. Full model: F(7, 201) = 46.05, p < .001, R2 = .616. Reference class for Item: ticket. Refer-
ence class for Information: outside. Selective model: F(2, 206) = 160.23, p < .001, R2 = .609. 
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