The synchronization induced by suprathreshold inputs with the spatial variability has been discussed in N -unit coupled bistable Langevin models subjected to cross-correlated additive and multiplicative noise. We have employed numerical simulations and the semi-analytic augmented moment method (AMM) which is the second-order moment approximation for local and global variables [H. Hasegawa, Phys. Rev. E 67, 041903 (2003)]. The synchronization is shown to be spontaneously induced by external input signals. Effects on the synchrony of the system size (N ), the coupling strength, the cross-correlation and the spatial variability in external signals have been discussed. Results of the bistable Langevin model are compared to those of the linear Langevin model.
INTRODUCTION
The linear and bistable Langevin models have been employed as a useful model for a wide range of stochastic phenomena in physics, biology and chemistry (for reviews, see [1, 2] ). The Langevin equation is commonly solved by using the Fokker-Planck equation (FPE) method [3] . For N-unit Langevin equations, the FPE method leads to (N + 1)-dimensional partial equations to be solved with proper boundary conditions, which is usually very difficult. Direct simulation (DS) requires the computational time which grows as N 2 with increasing N. As a useful semi-analytical method for stochastic equations, Rodriguez and Tuckwell [4] proposed the moment method in which the first and second moments of variables are taken into account. In this approach, original N-dimensional
Langevin equations are transformed to (N/2)(N +3)-dimensional deterministic equations.
This figure becomes 65 and 5150 for N = 10 and N = 100, respectively. Based on a macroscopic point of view, Hasegawa [5, 6] has proposed the augmented moment method (AMM), in which the dynamics of coupled Langevin equations is described by a small number (three) of quantities for averages and fluctuations of local and global variables.
The AMM has been successfully adopted for a study on the dynamics of coupled stochastic systems described by the linear Langevin model [6] , FitzHugh-Nagumo model, HodgkinHuxley model and small-world networks [7] . One of the advantages of the AMM is that we can discuss the finite-N stochastic systems while conventional mean-field approximations are valid for N = 1 or N = ∞. Cortical processing, for example, is performed by many coupled populations of neurons and each population consists of finite numbers of neurons.
Effects of cluster sizes on the information processing in brain are clarified in the AMM [8, 9] .
In the last decade, interesting and intrigue properties of the bistable Langevin model have been extensively investigated. Stationary probability distribution, first-passage time and the stochastic resonance for subthreshold periodic inputs in the bistable Langevin model subjected to cross-correlated additive and multiplicative white (or colored) noise have been studied [10] - [24] . There are, however, still many unsolved basic problems.
For example, dynamics of the bistable Langevin model to suprathreshold inputs has not been well understood. It is the purpose of the present paper to investigate the dynamical properties of the coupled bistable Langevin model subjected to additive and multiplicative noise with the cross-correlation. The response, in particular, the synchrony of the systems to spatially correlated inputs has been investigated. The synchronization in the coupled bistable model is recently discussed by numerical methods [25] . We will discuss the synchronization phenomena both by numerical methods and the semi-analytic AMM. 
AUGMENTED MOMENT METHOD

Bistable Langevin model
We have adopted the N-unit coupled bistable Langevin model given by
Here F (x) = −∂U(x)/∂x, U(x) denotes the potential: G(x) an arbitrary function of x:
J expresses the diffusive coupling: Z (= N − 1) stands for the coordination number:
I (e) (t) is an external input: η i (t) and ξ i (t) express zero-mean Gaussian white noises with correlations given by
where α and β denote the strengths of multiplicative and additive noises, respectively, and ǫ the cross-correlation between additive and multiplicative noise. External input signals
i (t) are assumed to have a variability given by
with
where γ I and S I denote the variance and the degree of spatial correlation, respectively, in external inputs.
We will discuss the dynamical properties of the coupled Langevin model with the use of the AMM [5, 6] , where the three quantities of µ, γ and ρ are defined by
Here X(t) (= N −1 i x i (t)) expresses a global variable, µ its mean, and γ and ρ denote fluctuations in local (x i ) and global (X) variables, respectively. Equations of motion for µ, γ and ρ are given by (the argument t being suppressed: for details, see appendix A)
where (12)- (14) are included with the use of the Gaussian approximation given by [5] [26]
These terms play crucial roles for the bistable Langevin model although they yield no contributions for the linear Langevin model [6] . Original N-dimensional stochastic equations
given by Eqs. (1) and (2) are transformed to three-dimensional deterministic equations given by Eqs. (12)- (15) .
For the bistable Langevin model with
equations of motion are given by
Eqs. (21) and (22) (22) and (23) lead to
which expresses the central-limit theorem.
The bifurcation stability around the stationary solution may be discussed with the use of the deterministic AMM equations given by Eqs. (21)- (23), as in the case of the FN model [27] (see appendix B).
Synchrony
In order to quantitatively discuss the synchronization, we first consider the quantity S ′ (t)
given by
When all variables are in the same state: x i (t) = X(t) for all i (the completely synchronous state), we obtain S ′ (t) = 0 in Eq. (26) . On the contrary, in the asynchronous state where [5] . We may define the normalized ratio for the synchrony given by [5] 
which is 0 and 1 for completely asynchronous (S ′ = S ′ 0 ) and synchronous states (S ′ = 0), respectively.
We may alternatively interpret S(t) as the normalized mutual correlation given by
We note that S(t) = 0 for J = S I = 0 [Eq. (25)].
By using Eqs. (27), we obtain an equation of motion for S(t) given by
MODEL CALCULATIONS
We have performed numerical model calculations, solving AMM equations by the RungeKutta method with a time step of 0.01. Direct simulations for the N-unit Langevin model have been performed by using the Box-Mueller algorithm and the Euler method [28] - [30] with a time step of 0.0001. Results are averages of 1000 trials otherwise noticed.
Our model includes seven parameters of N, J, α, β, ǫ, γ I and S I . We will investigate effects of N, J, ǫ and S I for fixed values of α = 0.1, β = 0.1 and γ I = 0.01.
Pulse inputs
We apply triggering pulse inputs at t ≥ t 3 given by
with A = 1.0, t 3 = 50, T p = 100 and t w = 10, where Θ(x) denotes the Heaviside function:
Θ(x) = 1 for x ≥ 0 and zero otherwise. Figure 1 Fig. 1(a) is applied at t = 50 to the state which has been randomized by noise, the average value of µ is changed to +1.0. When a negative pulse input is applied to the state with µ = 1.0 at t = 100, the state is switched back to µ = −1.0. In these switching process, the local fluctuation γ(t) and synchronization S(t) are transiently increased. In order to investigate the relation among µ, γ and S, γ and S calculated by the AMM are plotted as a function of µ in Fig. 1(d) . It is shown that in the process of µ(t) changing from −1.0 to +1.0, S has maximum value at µ ≃ 1.0. In the reversed process, S(t) has a maximum value at µ ≃ −1.0. The maximum value of S for a process from µ = −1.0 to µ = 1.0 is smaller than that for the inversed process, which is due to the introduced cross-correlation (ǫ = 0.5) between additive and multiplicative noise. 
Sinusoidal inputs
We apply sinusoidal inputs at t ≥ t 3 given by
with A = 1.0, t 3 = 50 and T p = 100. 
DISCUSSION AND CONCLUSION
It is necessary to point out that the symmetry in the µ − S plot depends on the symmetry of G(x) for multiplicative noise. Indeed, in the case of G(x) = x which has the odd symmetry: G(x) = −G(−x), the asymmetry in the µ − S plot is obtained as shown in Figs. 2(a) and (b) . However, if G(x) has the even symmetry: G(x) = G(−x), the asymmetry in the µ − S plot is not realized. We have performed the AMM calculation for G(x) = x 2 − 1 with the even symmetry, for which equations of motion for µ, γ and ρ are given in appendix C. Calculated S and γ are plotted against µ in Fig. 7 multiplicative noise. This fact may be applied to effects of the cross-correlation on the stationary probability distribution, which becomes 
Equations (36)- (39) with ǫ = 0 agree with those previously obtained [6] . We may obtain analytic expressions for the stationary state, given by
where P is given by Eq. (39) with µ in Eq. (40). To summarize, we have studied synchronization induced by suprathreshold pulse and sinusoidal inputs in finite N-unit bistable Langevin model subjected to cross-correlated additive and multiplicative noise with the use of the AMM [5, 6] . It has been shown that the synchrony is transiently increased when the mean value of state variable is switched from one stable state to the other. Its magnitude is increased with increasing the coupling strength (J), the input synchrony (S I ) and/or decreasing the system size (N). The effect of the cross-correlation is shown to depend on the functional form of G(x) for the multiplicative noise. Applied input signals are allowed to be non-periodic in the AMM, in which we may easily solve the low-dimensional deterministic differential equations although its applicability is limited to the case where fluctuations are small. It would be interesting to apply the AMM to various types of coupled stochastic ensembles such as neuronal and complex networks in order to discuss their dynamics.
where
around the average value of µ as
we obtain equations of motion for µ, γ and ρ given by Eq. (12)- (15) with the Gaussian approximation [Eqs. (16)- (18)].
Appendix B: Jacobian Matrix
From the stationary solution of Eqs. (21)- (23), the Jacobian matrix is obtained as
In the case of I = J = ǫ = 0, we obtain the stable stationary solution given by
and eigenvalues of the Jacobian matrix given by
Here D satisfies the condition: D ≥ 0 because the moment method is valid for weak noise intensities, for which Eqs. (B4)-(B6) become
Related bifurcation analyses for the bistable Langevin model with N = 1 [21] and N = ∞
[23] were reported.
Appendix C: The AMM equations for
Eqs. (12)- (15) yield equations of motion given by
with 
