We describe and analyze certain V-cycle multigrid algorithms with forms de ned by numerical quadrature applied to the approximation of symmetric second order elliptic boundary value problems. This approach can be used for the e cient solution of nite element systems resulting from numerical quadrature as well as systems arising from nite di erence discretizations. The results are based on a regularity free theory and hence apply to meshes with local grid re nement as well as the quasi-uniform case. It is shown that uniform (independent of the number of levels) convergence rates often hold for appropriately de ned V-cycle algorithms with as few as one smoothing per grid. These results hold even on applications without full elliptic regularity, e.g., a domain in R 2 with a crack.
1 Introduction.
In recent years, multigrid methods have been extensively used to e ciently solve the discrete equations which arise in the numerical approximation of partial di erential equations (see 9], 14], 17] and references cited therein).
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In conjunction, there has been intensive research into the theoretical understanding of the convergence properties of these methods ( 17] ). These results provide a uniform convergence rate (with respect to the number of grid levels) for the V-cycle algorithm in the case of full elliptic regularity and a quasi-uniform mesh. It was shown in 5] using a new general multigrid theory that uniform estimates hold for the V-cycle algorithm, with only one smoothing per grid per iteration, even in the absence of full regularity and in the presence of mesh re nements. 17] were applied to the nite element method with sti ness matrix computed exactly.
In practice, the sti ness matrix is usually computed approximately using a suitable numerical quadrature. Furthermore, many standard nite di erence schemes can be expressed in terms of the nite element method with a suitable quadrature rule. The V-cycle multigrid algorithm with numerical quadrature on each grid level was analyzed in 13]. In 13] , the bilinear forms on the coarser grids were de ned by using coarser grid quadrature. The results in 13] provide a uniform convergence rate for approximations of problems with full regularity utilizing a quasi-uniform mesh.
The purpose of the present paper is to show that the theoretical results in 5] yield a uniform convergence rate for the natural V-cycle multigrid algorithm which uses the ne grid quadrature to de ne the forms on all grid levels. These results hold with mesh re nements and for problems without full elliptic regularity (e.g., an L-shaped domain or a domain with a crack boundary). Uniform convergence estimates are also provided for a standard nite di erence scheme. The remainder of the paper is outlined as follows. In Section 2, we describe the theoretical multigrid framework in 5] and provide an abstract perturbation lemma. In Section 3, we consider elliptic boundary value problems approximated by the nite element method with numerical quadrature. Using the perturbation lemma of Section 2 and the theory in 5], we prove uniform convergence results for corresponding multigrid V-cycle algorithms. This type of analysis is applied to nite di erence multigrid in Section 4.
2 Abstract Multigrid Theory.
We begin by brie y describing the general multigrid framework and results in 5]. We then provide a perturbation lemma which will be used to analyze the case of numerical quadrature.
Suppose we are given a nested sequence of nite dimensional vector spaces M 1 M 2 . . . M J . Associated with this sequence, assume we are given additional subspaces,M k M k , for k = 2; 3; . . . ; J. The multigrid algorithm will involve smoothing only on the subspaces fM k g. Let A( ; ) and ( ; ) be symmetric positive de nite bilinear forms de ned on M J M J and let k k A and k k denote the corresponding norms, respectively. We shall de ne a V-cycle multigrid algorithm for the solution of the problem: Given f 2 M J , nd u J 2 M J satisfying A(u J ; v) = (f; v) for all v 2 M J :
(1) The multigrid algorithm is de ned in terms of auxiliary operators. Here K k = I ? R t k A k denotes the adjoint of K k with respect to the A( ; ) inner product. We set R 1 = A ?1 1 , i.e., we solve on the coarsest space. Finally, set T k R k Q k A J = R k A k P k . Note that T 1 = P 1 . We make the following three assumptions on R k for k = 2; . . . ; J.
(S.1) There is a constant C R 1 which does not depend on k such that the smoothing procedure satis es k u k 2 k C R ( R k u; u) for all u 2M k : (3) Note that (3) holds with C R = 1 for k = 1 since R 1 = A ?1 1 . The next assumption states that the smoothers must be properly scaled.
(S.2) There is a constant < 2 not depending on k such that
The last assumption implies thatM k is an invariant subspace under R t k . De nition 2.1 de nes a symmetric V-cycle algorithm with one smoothing before and after the coarse grid correction (Step 2). As in 5], subsequent theorems hold for the W-cycle and other algorithms which use more than one iteration for the coarse grid correction. The results also holds for algorithms which use more smoothings per grid level as long as one alternates between R k and R t k in Steps 1 and 3. This again results in a symmetric operator B J 7] . Finally, an analogous contraction result holds for non-symmetric cycling where smoothing is only done either before or after the correction step, i.e.,
Step 1 or Step 3 is skipped.
The main convergence result proved in 5] for the multigrid operator B J shows that, under suitable assumptions, the following estimate holds: 0 A((I ? B J A J )u; u) A(u; u) for all u 2 M J ; (7) where 2 (0; 1) is independent of J. The proof of (7) The second condition can be written: (A.2) There is a positive number < 1 and a positive constantC such that for k = 2; . . . ; J and l k, ?1 k kÃ kPk w k 2 (C k?`)2 A(w; w) for all w 2 M`: (9) For the purposes of this paper, we shall be interested in the behavior of the above conditions under perturbation of forms. To this end, let A E ( ; ) be an alternative quadratic form on M J and de ne the operator A E k as above with A( ; ) replaced by A E ( ; ). Let E k denote the largest eigenvalues of A E k . We then have the following lemma.
Lemma 2.1 Assume that conditions (A.1) and (A.2) hold for A E ( ; ).
In addition, suppose that K 0 A(w; w) A E (w; w) K 1 A(w; w) for all w 2 M J (10) and for some > 0, jA E ( ; ) ? A( ; )j C ? =2 k k k A k k A for all 2M k ; 2 M k : (11) Finally, if k = k+1 for xed < 1, then conditions (A.1) and (A.2) hold for A( ; ).
Proof: We rst note that Condition (A.1) for A( ; ) follows from (10) and Lemma 3.1 in 5]. We are thus left with proving that condition (A.2) holds.
By (10), it immediately follows that k and E k are of comparable size.
Let w 2 M`with 1 ` k. Note that
We clearly have that
Since Condition (A.2) holds for A E ( ; ), there exists a constantC and a positive number < 1 satisfying
By (11), the second term in (13) is bounded by jA(w; ) ? A E (w; )j k k
Using the de nition of k gives
The inequality (A.2) for A( ; ) follows from (12){ (15) . This completes the proof of the lemma.
3 The Finite Element Method with Numerical Integration.
In this section we describe the nite element method with numerical quadrature for approximately solving elliptic boundary value problems. We then apply De nition 2.1 to de ne an e cient multigrid algorithm for solving the resulting system of equations. The main result (Theorem 3.1 below) shows that this multigrid algorithm has a convergence rate independent of the number of grid levels when a su ciently accurate quadrature scheme is used. This accuracy condition is also required for the nite element error analysis of numerical integration (cf In the remainder of this paper we shall let C, with or without subscript, denote a generic positive constant. It will take on di erent values in di erent places but will always be independent of the mesh parameters and the number of levels in the multigrid algorithm.
Let be a bounded domain in R d with polygonal boundary. We will include the case when R 2 is a domain with a crack. We consider the Dirichlet problem Lu = f in ; u = 0 on @ ; We assume that the coe cients are in C 0; ( ) for some greater than zero.
Furthermore, we assume that the coe cient matrix fa ij (x)g is symmetric positive de nite with smallest eigenvalue bounded away from zero independently of x 2 .
We consider the variational formulation of (16) . Let H 1 0 ( ) denote the subset of H 1 ( ) consisting of functions with vanishing trace on @ . The solution u of (16) 
The superscript E above indicates that the form is computed by exact integration. Subsequent forms will be de ned by numerical quadrature. We shall consider nite element spaces with a quasi-uniform mesh as well as mesh re nements. The quasi-uniform mesh partitioning is standard but we include the details for completeness.
(i) Quasi-Uniform Mesh: To de ne the approximation spaces, we rst de ne the underlying mesh partitioning. We assume that a unit size coarse nite element triangulation of the original domain is given. Associated with the mesh partitioning, we are given a rule for re nement. For example, one triangle can be re ned into four by connecting the midpoints of the edges.
The mesh triangulations fT k g can be de ned by induction. The coarse triangulation above provides T 1 . Given that a triangulation T k?1 has been de ned, T k is then de ned by re ning the triangles i k 2 T k?1 using the re nement rule. Thus each T k consists of triangles f i k g such that = i i k . The nite element space M k for each k = 1; . . .; J is de ned to be a space of piecewise polynomial functions of degree K with respect to the triangulation T k . These functions are continuous on and vanish on @ . (We refer to 10] for comprehensive discussions of various speci c nite element spaces.) We say the family of spaces fM k g has degree K. In the present example, eachM k = M k , i.e., we smooth on all functions in M k .
(ii) General Mesh Re nement: We also consider nite element approximations that utilize a locally re ned mesh as described in 8]. Such mesh re nements are convenient for accurate modeling of problems with various types of singular behavior. We consider for simplicity the piecewise linear nite element space (i.e., K = 1), although we allow a very general form of re nement.
Following 8], we start with a coarse quasi-uniform triangulation. The re nement triangulation is de ned in terms of a sequence of (open) mesh domains The space M k is de ned to be the set of piecewise linear functions with respect to the triangulation T k which are continuous on and vanish on @ .
The continuity condition implies that the ner grid nodes on a coarse-ne boundary are \slave nodes" in the sense that the values of the function there are completely determined by the values of the function on the nearby coarse grid points. In this case, if k?1 6 = k , then the subspaceM k on which we smooth is a proper nonzero subspace of M k . In fact, we de neM k to be the functions in M k which are zero outside of k . Thus we smooth on a given level just in the region where new nodes are being added in the re nement scheme. It is easy to see that the mesh corresponding to the spaceM k is quasi-uniform of size h k 2 ?k+1 h 1 .
The nite element approximation, u E J 2 M J , to the solution of (16) Here ( ; ) denotes the inner product in L 2 ( ). We will be interested in applying the multigrid algorithms and analysis to a perturbed form de ned by numerical integration.
To de ne the form by numerical integration, we start with a numerical quadrature scheme Q i J over each element i J 2 T J . Consider the reference triangle and introduce the reference quadrature
where the w`are positive weights and the b`2 are quadrature points. The quadrature rule on each ne grid triangle i J is taken to be
where (x) =^ (x) and the weights w i J;`a nd quadrature points b i J;`a re de ned in terms of the w`and b`by means of an a ne mapping from i J onto that takes each x in i J intox in . We refer to 10] for detailed descriptions of numerical integration in connection with the nite element method.
We require that the above quadrature rule be exact when is a polynomial of degree 2K ? 2. This is referred to as the \patch test" and is also a 
Here a ij denotes the average value of a ij on l J . We clearly have that the integral on the right hand side of (22) :
We again used the exactness property of the quadrature rule in the last step. Combining the above inequalities and summing over l J , i and j shows that jA E ( ; ) ? A( ; )j Ch k k k 1 k k 1 : (11) follows from the fact that h k C ?1=2 k . This completes the proof of the theorem.
Remark 3.1 The hypothesis that the same quadrature was used on each term in the de nition of A( ; ) was only required to prove (10) . Note that (11) holds even if di erent quadrature rules (satisfying the exactness property) are used on di erent terms. Moreover, (11) implies (10) in the quasi-uniform case if h J is su ciently small. In the re nement case, (11) implies (10) if h 1 is su ciently small. Remark 3.2 There is no di culty in proving that (10) and (11) In this section, we show that the sti ness matrix for a standard nite difference scheme in two spatial dimensions is equal to that from piecewise linear nite elements with an appropriate quadrature. Thus, we can apply Theorem 3.1 to obtain multigrid convergence estimates, independent of the number of grid levels, for variational multigrid methods applied to standard nite di erence schemes. We assume for simplicity that the domain is a union of squares in a coarse square mesh with uniform mesh size h 1 with mesh lines with x 1 ,x 2 values which coincide with integer multiples of h 1 . need not be convex (e.g., could be an L-shaped domain or slit domain). The coarse nite di erence mesh is formed by the above mentioned squares. Successively ner grids are formed by breaking each square into four subsquares in the obvious way. We will only consider the quasi-uniform case although the re nement case can be handled similarly provided that one uses the nite element quadrature to develop the nite di erence schemes near the coarse/ ne boundaries.
We employ the following nite di erence notation. Set h fx`; m (`h; mh) 2 g. De 
We assume that the coe cients a; b satisfy the conditions of the previous section. We further assume that c is non-negative and in C 0; ( ). We consider the following standard ve point nite di erence scheme approximating the solution of (16) 
Here we have used the generic notation f s;t to denote the value of f(sh J ; th J ).
Consider the triangulation f i J g which results from breaking each square of the J'th nite di erence grid into two triangles (for example, along the positive sloping diagonal). Let M J be the space of continuous piecewise linear functions with respect to this triangulation which vanish on @ . We consider a nite element approximation which uses a di erent quadrature on each term in (23). Let i J be a typical triangle in f i J g and let:
1. b i 1 denote the midpoint of the edge which is parallel to the x 1 axis. 2. b i 2 denote the midpoint of the edge which is parallel to the x 2 axis. 3.b i l , for l = 1; 2; 3 denote the vertices of the triangle. We use the following three quadrature schemes respectively for the three terms coming from (23), It is straightforward to check that the sti ness matrix associated with this nite element numerical quadrature scheme is equal to the matrix associated with thenite di erence operator L h J . Even though we have used di erent quadrature rules in de ning A( ; ), it is elementary to verify that (10) holds without any conditions on h 1 or h J . Furthermore, these quadratures are exact on constants. Consequently, Remark 3.1 implies that Theorem 3.1 holds for the variational multigrid algorithm using the nite element subspace imbedding formulas to de ne the nite di erence prolongation operators. This is a standard variational multigrid algorithm. We have the following theorem: Theorem 4.1 The variational form of the multigrid algorithm with prolongation corresponding to nite element imbedding applied to the nite difference operator L h J with Gauss-Seidel smoothing converges with a reduction which is independent of the number of grid levels and unknowns.
Remark 4.1 It is easy to check that the sti ness matrix for A( ; ) is a ve point stencil on every grid level. The same is true for the coarser grid nite di erence stencils developed in the variational multigrid scheme using the nite element prolongations.
