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Abelian integrals in holomorphic foliations
Hossein Movasati
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Dedicated to Mothers
Abstract
The aim of this paper is to introduce the theory of Abelian integrals
for holomorphic foliations in a complex manifold of dimension two. We
will show the importance of Picard-Lefschetz theory and the classifi-
cation of relatively exact 1-forms in this theory. As an application we
identify some irreducible components of the space of holomorphic foli-
ations of a fixed degree and with a center singularity in the projective
space of dimension two. Also we calculate higher Melnikov functions
under some generic conditions.
0 Introduction
Let us be given a differential equation
(1)
dy
dx
=
P (x, y)
Q(x, y)
in the real plane R2, where P and Q are two polynomials in x and y. Let
H(P,Q) denote the number of limit cycles of the above differential equation
and
Hn = max{H(P,Q) | deg(P ), deg(Q) ≤ n}
For many years it was believed that the finiteness of H(P,Q) have been
proved by Dulac in [Du]. But it was found that [Du] contains a gap and
then the complete proof was given in [Il1] and [Ec] independently. Nowadays
the question of whetherHn is finite or not is considered as the Hilbert sixteen
problem in differential equations. An equation (1) has a first integral or is
called integrable if there are two polynomials F and G in R2 such that F
G
is
constant on its solutions. In this case the equation (after reducing) has the
form
dy
dx
= −
GFx − FGx
GFy − FGy
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When G ≡ 1 then the equation is called Hamiltonian. Let S ′n (resp. Sn)
denote the space of equations (1) defined by real (resp. complex) polyno-
mials P and Q deg(P ), deg(Q) ≤ n. The space S ′n is parameterized by the
coefficients of P and Q.
One of the first attempts to solve the mentioned problem was made by
two Russian mathematicians I. G. Petrovski˘ı and E. M. Landis ([LP1],[LP2]).
They complexified the equation (1) and considered the equation in C2 and
tried to find another set of cycles C(P,Q) in the solutions of (1) whose
cardinality is not less than the number of limit cycles in the related real
equation. Then they tried to calculate a uniform upper bound for the car-
dinality of C(P,Q) (and hence Hn) by perturbation of integrable equations.
Let {δt}t∈(R,0) be a continuous family of closed solutions of an integrable
equation. They observed that the bifurcation of limit cycles from this fam-
ily of closed cycles is related with the zeros of a certain Abelian integrals.
Although their work had errors, the idea of using Abelian integrals to
count the number of limit cycles of a perturbed Hamiltonian equation has
been one of the useful tools in getting approach to the Hilbert Sixteen Prob-
lem. For this see the book [Ro] and its references. The aim of this text
is to introduce an algebro-geometric approach to these Abelian integrals.
Instead of C2 we consider an arbitrary two dimensional compact complex
manifolds and instead of Hamiltonian fibrations we consider the fibrations
of meromorphic functions on M . In section 1 and 2 holomorphic foliations
and the Picard-Lefschetz theory of meromorphic functions on M are intro-
duced. In section 3 we see how Abelian integrals appear in the formula of
the first Melnikov function. In section 4 we will encounter with relatively
exact 1-forms. In section 5 we will classify some irreducible components
of holomorphic foliations in P2 with a center singularity and finally in sec-
tion 6 we will calculate higher order Melnikov functions under some generic
conditions.
This work started from my doctorate thesis. I want to use this opportu-
nity to express my thanks to my advisor Alcides Lins Neto, who introduced
me with the article [Il]. Also, thanks go to Cesar Camacho and Paulo Sad
my teachers in IMPA-Brazil. I thank also S. Shahshahani who made my
visiting from IPM-Iran possible when I was working on some parts of this
work. I thank also MPIM-Germany which the final version of this paper
was obtained there.
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1 Holomorphic Foliations
Let M be a compact complex manifold of dimension two. A holomorphic
foliation in M with isolated singularities is given by a collection of holomor-
phic 1-forms ωα defined on Uα, α ∈ I, where {Uα}α∈I is an open covering of
M , and such that
(2) ωα = gαβωβ, α, β ∈ I
where gαβ is a holomorphic without zero function in Uα ∩ Uβ . Furthermore
we assume that the set of points in which ωα is zero has codimension greater
than one (discrete set). In other words ωα has not zero divisor.
Therefore for any foliation F there is associated a line bundle L given
by the transition functions {gαβ}α,β∈I ∈ H
1(M,O∗) = Pic(M). We also
say that the foliation F is of degree L. The data (2) can be considered
as a holomorphic section ω ∈ H0(M,Ω1 ⊗ L) without zero divisor, where
Ω1 is the cotangent bundle of M . Since M is compact, H0(M,Ω1 ⊗ L) is a
finite dimensional space (this is a simple corollary of Grauert direct image
theorem). By F(ω) we mean that the foliation F is given by the 1-form
ω ∈ H0(M,Ω1 ⊗L). It is easy to check that for any foliation F there exists
a unique line bundle L in M such that F is given by a holomorphic without
zero divisor element of H0(M,Ω1 ⊗ L). From now on we fix a line bundle
L and assume that H0(M,Ω1 ⊗ L) has a holomorphic without zero divisor
section. In this case the set of 1-forms ω ∈ H0(M,Ω1 ⊗ L) without zero
divisor is an open subset of H0(M,Ω1 ⊗ L).
If ω ∈ H0(M,Ω1 ⊗ L) has a zero divisor we use the following trick: Let
ω ∈ H0(M,Ω1⊗L) be a holomorphic section with the zero divisor Z. Let LZ
be the line bundle associated to Z and s ∈ H0(M,LZ) be the holomorphic
section with the zero divisor Z. Now ω
s
is a holomorphic without zero divisor
section of H0(M,Ω ∧ L ∧ L−1Z ), and so, we can substitute L for L ∧ L
−1
Z .
Two holomorphic without zero divisor sections ω, ω′ ∈ H0(M,Ω1 ⊗ L)
induce the same foliation if and only if ω = c.ω′, where c is a constant.
Therefore the space of foliations of degree L, namely F(M,L), form an
open subset of the projective space
Proj(H0(M,Ω1 ⊗ L))
Many times we need the foliation F to be given by a meromorphic 1-form
in M . In these cases we assume that H0(M,L) 6= 0 and choose a non-zero
section s of H0(M,L). Now the foliation F(ω), ω ∈ H0(M,Ω1 ⊗L) is given
by the meromorphic 1-form ω
s
in M .
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Definition 1.1. The meromorphic section s ∈ H0(M,L) is called the in-
tegrating factor of F(ω), ω ∈ H0(M,Ω1 ⊗ L) if ω
s
is a closed meromorphic
function in M . F(ω) is called integrable if there exists an integrating factor
s ∈ H0(M,L) such that ω
s
= df , where f is a meromorphic function on M .
In this case f is constant on the leaves of F . We also say that f is a first
integral of F .
Let F be an integrable holomorphic foliation given by a without zero
holomorphic 1-form ω ∈ H0(M,Ω1 ⊗L). Let also f be a first integral of F .
The fibers of f has the same linear bundle which we denote it by LA, where
A is a generic fiber of f . Let A1, A2, . . . , As be irreducible components
of the fibers of f in which f has multiplicities greater than one, namely
n1, n2, . . . , ns, respectively. It is easy to see that
L = L2A−
∑s
1(ni−1)Ai
For the projective space P2 we have Pic(P2) ∼= Z. We can take a line H
as the generator of Pic(P2). Therefore every line bundle in P2 is of the
form Ld.H , where d is an integer. It is easy to see that for a line bundle
coming from a foliation d is positive. In this case d is called the degree
of the foliation. Every degree d holomorphic foliation in P2 is given by a
polynomial 1-form Pdx−Qdy in the affine chart C2 = P2 −H.
2 Picard-Lefschetz Theory
This section is mainly based on the papers [La] and [Ho2]. For more infor-
mation the reader is referred to that papers. Throughout the text when we
do not write the coefficients used in the homology we mean homology with
coefficients in Z.
Let f be a meromorphic function on a complex manifold M of dimension
two. The indeterminacy set R of f contains the points of M in which f has
the form 00 . R is a discrete set and the following holomorphic function is
well-defined:
f :M −R → P1
We use the following notations
LK = f
−1(K), MK = LK , K ⊂ P
1
For any point c ∈ P1 by Lc and Mc we mean the set L{c} and M{c}, re-
spectively. Throughout the text by a compact f -fiber we mean Mt and by
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a f -fiber only we mean Lt. Performing a finite number of blow-ups (see
[CaSa]) at the points of R and using Ehresmann’s Fibration Theorem (see
[La]), we can see that there exists a finite subset C = {c1, c2, . . . , cr} of P
1
such that f fibers M − R locally trivially over B = P1 − C i.e., for ev-
ery point b ∈ B there is a neighborhood U of b and a C∞-diffeomorphism
φ : U × f−1(c) → f−1(U) such that f ◦ φ = π1 = the first projection. We
say that C is the set of critical values of f . The regularity of f along a fiber
Lc does not imply that it is fiber bundle over a neighborhood of c. This
situation happens when Mc has a tangency point with the divisor of the
blow-up in which the leaves separate from each other. In this case we say
that the critical point related to the value c is in R.
Now we are able to use the Picard-Lefschetz theory for understanding
the topology of the fibers of f . Let λ be a path in B with the initial and
end points b0 and b1. There is an isotopy
H : Lb0 × [0, 1]→ Lλ
such that for all x ∈ Lb0 , t ∈ [0, 1]
H(x, 0) = x, H(x, t) ∈ Lλ(t)
For every t ∈ [0, 1] the map ht = H(., t) is a homeomorphism between Lb0
and Lλ(t). The different choices of H and paths homotopic to λ in B would
give the class of isotopic maps
{hλ : Lb0 → Lb1}
where hλ(.) = H(., 1). The class {hλ : Lb0 → Lb1} defines the map
hλ : H1(Lb0)→ H1(Lb1)
For any regular value b of f , we can define
h : π1(B, b)×H1(Lb)→ H1(Lb)
h(λ, .) = hλ(.)
The action of π1(B, b) through h on H1(Lb) is called the action of mon-
odromy on the first homology group of Lb. We also say that H1(Lc) is a
π1(B, b)-module.
Let q be an indeterminacy point of f . Let τ : M˜ → M be the map
of successive blow-ups in q such that f ◦ τ is holomorphic in τ−1(M, q)
and there is an irreducible component D1 ∼= P
1 of the divisor τ−1(q) such
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that f ◦ τ |D1 is an isomorphism (see [CaSa] for details of such blow-ups).
Every τ−1(Mt) passes through D1 transversally. Therefore we can choose a
continuous family of small cycles in τ−1(Mt) around D1. The image of this
family by τ is simply called a continuous family of cycles around q. This
family is not defined for t ∈ P1 such that τ−1(Mt) contains an irreducible
component of τ−1(q). Particularly it is defined for all t ∈ P1 − C. In fact a
δt is obtained by monodromy along an arbitrary path from a fixed δb. The
action of monodromy on δb is identity.
Definition 2.1. Let K be a subset of B and b be a point in K\C. Any
relative 2-cycle of LK modulo Lb is called a 2-thimble above (K, b) and its
boundary in Lb is called a vanishing 1-cycle above K.
Suppose that f has a non-degenerate critical point at pi ∈ M − R and
f(pi) = ci. Let λi be a path in B ∪ {ci} connecting a regular value b to ci.
This path passes through ci only in its end point. The leaf Lb contains a cycle
which vanishes above λi and called the Lefschetz vanishing cycle. Roughly
speaking, when the value x varies from b to ci, the Lefschetz vanishing cycle
in Lx moves in the leaves and arrives to the leaf Lci as the point pi. The
locus of this movement is exactly the related 2-thimble.
Fix a point∞ ∈ P1, which may be a critical value. Let C ′ = {c1, c2, . . . , cr}
be the subset of C = P1 − {∞} containing critical values of f .
Consider a system of r paths λ1, . . . , λr starting from b and ending at
c1, c2, . . . , cr, respectively, and such that:
1. each path λi has no self intersection points ;
2. two distinct path λi and λj meet only at their common origin λi(0) =
λj(0) = b.
This system of paths is called a distinguished system of paths. Let K be
the union of these paths and small disks around ci’s. The set of vanishing
cycles above K in Lb is called a distinguished set of vanishing cycles related
to the critical points c1, c2, . . . , cr.
Theorem 2.1. (Theorem 2.2.1 [Ho2]) Suppose that H1(M −M∞,Q) = 0.
Then a distinguished set of vanishing 1-cycles related to the critical points
in the set C\{∞} = {c1, c2, . . . , cr} generates H1(Lb,Q).
Again note that in the above theorem ∞ can be a critical value of f . If
M∞ is smooth and its homology class in H2(M,Q) is not zero (for example
if M∞ is a smooth hyperplane section) then the condition H1(M,Q) = 0
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implies that H1(M −M∞,Q) = 0. The reason is as follows: By Leray (or
Thom-Gysin) isomorphism (see [Ch] p. 537) we have H2(M,M −M∞) ≃
H0(M∞) ≃ Z. Now we write the long exact sequence of the pair (M,M −
M∞)
· · · → H2(M −M∞)
i
→ H2(M)→ Z
j
→ H1(M −M∞)→ 0
Therefore H1(M −M∞) = Z/nZ or Z for some natural number n. In the
first case we have H1(M −M∞,Q) = 0. In the second case j is one to one
and so i is surjective. But this means that the intersection of M∞ with any
2-cycle in H2(M) is zero. By Poincare´ duality the class of M∞ in H2(M,Q)
must be zero which is a contradiction.
Definition 2.2. The cycle δ in a regular fiber Lb is called simple if the
action of π1(B, b) on δ generates H1(Lb,Q).
Note that in the above definition we have considered the homology group
with rational coefficients. Of course, not all cycles are simple. For instance
if the meromorphic function in a local coordinate (x, y) around q ∈ R has
the form x
y
, then the cycle around q in each leaf has this property that it
is fixed under the action of monodromy, therefore it cannot be simple. In
the next paragraph we are going to introduce some fibrations with simple
cycles.
Lefschetz pencil: The hyperplanes of Pn are points of the dual pro-
jective space Pˇn. We use the following notation:
Hy ⊂ P
n , y ∈ Pˇn
Let M be a closed irreducible smooth subvariety of Pn. Its dual variety Mˇ
consists of all points y in Pˇn such that Hy is tangent toM at some point. Mˇ
may have singularities. A Lefschetz pencil in Pn consists of all hyperplanes
which contain a fixed (n−2)-dimensional projective space A, which is called
the axis of the pencil. We denote a pencil by
{Ht}t∈G
or G itself, where G is a projective line in Pˇn. The pencil {Ht}t∈G is in
general position with respect to M if G is in general position with respect
to Mˇ . Sometimes we parameterize the line G ∼= P1 and consider the mero-
morphic function f onM induced by the pencil. The meromorphic function
associated to a pencil in general position is called the generic Lefschetz
meromorphic function of the pencil and has the following properties:
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1. In a local coordinates system (x1, x2, . . . , xn) around an indeterminacy
point q of f , f has the form x1
x2
;
2. f has r = deg(Mˇ ) non-degenerate critical points p1, . . . , pr in M − A
such that f(pi) = ci’s are distinct values in P
1;
3. For every critical value ci of f , the hyperplane Hci has a unique tan-
gency of order two withM which lies out of A. The other hyperplanes
are transverse to M (see [La]).
Theorem 2.2. Suppose that H1(M −M∞,Q) = 0 and H1(M∞) 6= 0, where
M∞ is a regular fiber of a generic Lefschetz meromorphic function f . Then
every Lefschetz vanishing cycle in a regular fiber of f is simple.
Note that the regular compact fibers of f have the same topology and so
H1(M∞) 6= 0 means that the genus of any regular compact fiber is greater
than 0 and so the fibration is not rational.
Almost all the arguments to prove the above theorem exist in [La]. That
article has worked with the topology of Mt’s, and not Lt’s. Therefore we
have proved above theorem in [Ho2] Theorem 2.3.2.
Let F be a foliation in P2 with a first integral of the type F
p
Gq
, where
F and G are two relatively prime irreducible polynomials in an affine chart
C2 of P2, deg(F )
deg(G) =
q
p
and g.c.d.(p, q) = 1. Assume that F has the following
generic properties:
1. {F = 0} and {G = 0} are smooth and intersect each other transver-
sally;
2. The critical points of F
p
Gq
in P2\({F = 0}∪{G = 0}) are non-degenerate
with distinct images.
Let c1, c2, . . . , cr denote these critical values. In [Ho2] it is proved that
these conditions are generic, i.e. there exists a dense open subsets in the
space of coefficients of F and G such that all polynomials F and G whose
coefficients are chosen from this set, satisfy the conditions 1 and 2. The
meromorphic function F
p
Gq
is a fiber bundle over P1 − {c1, c2, . . . , cr, 0,∞}.
It has multiplicity p along F = 0 and q along G = 0.
Theorem 2.3. ([Ho2]) If deg(F ) + deg(G) > 4 then every Lefschetz van-
ishing cycle in a regular fiber of F
p
Gq
is simple.
It is easy to see that F
p
Gq
is a rational fibration (a fibration whose generic
fiber has genus zero) if and only if deg(F ) + deg(G) ≤ 2. In fact only in the
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case deg(F )+deg(G) ≤ 2 the fibration F has reducible critical fibers. In the
case def(F ) = deg(G) = 1 Theorem 2.3 is not true. In this case it is easy
to find counterexamples for the forthcoming Theorem 5.2 by performing
deformations inside the logarithmic foliations.
If p = q = 1 then F
p
Gq
is a Lefschetz meromorphic function and the above
theorem is a particular case of Theorem 2.2. In the case where G is a linear
polynomial we have p = 1 and q = deg(F ). Considering G = 0 as the line
at infinity in P2, we have the Hamiltonian fibrations in C2. In this case the
above theorem is proved by Ilyashenko [Il] using a theorem of Zizcenko.
3 Deformation of Holomorphic Foliations and Abelian
Integrals
Let F be an integrable holomorphic foliation in F(M,L) and Fǫ(ωǫ) ∈
F(M,L), ǫ ∈ (C, 0) a holomorphic deformation of F = F0. The setH
0(M,Ω1⊗
L) is a vector space and so we can write
ωǫ = ω0 + ǫω1 + ǫ
2ω2 + · · · , ωi ∈ H
0(M,Ω1 ⊗ L)
The 1-form ω1 is called the tangent vector of the deformation.
Let δ be a cycle in a leaf of F and Σ ≃ (C, 0) a holomorphic section to F in
a point p ∈ δ. Let also s be an integrating factor of ω0 whose zero divisor
does not intersect δ and
ω0
s
= df
where f is a meromorphic function on M .
Throughout the text we assume that the transverse section Σ is parame-
terized by t = f |Σ. Assume that the holonomy of F along δ is identity. Note
that if f has multiplicity one along the leaf containing δ then the holonomy
is always identity. We can consider the collection of Fǫ’s as a codimension
two foliation F¯ = {Fǫ}ǫ∈(C,0) in M × (C, 0) and Σ × (C, 0) as a transverse
section to F¯ . So we have the holonomy map defined by
H : Σ× (C, 0)→ Σ× (C, 0)
H(t, ǫ) = (hǫ(t), ǫ)
hǫ(t) is a holomorphic function in ǫ and t and is called the holonomy of Fǫ
along the path δ (Note that by hypothesis h0(t) ≡ t). We write
hǫ(t)− t =M1(t)ǫ+M2(t)ǫ
2 + · · ·+Mi(t)ǫ
i + · · · , i!.Mi(t) =
∂ihǫ
∂ǫi
|ǫ=0
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Mi is called the i-th Melnikov function of the deformation along the path δ.
Let M1 ≡ M2 ≡ · · · ≡ Mk−1 ≡ 0 and Mk 6≡ 0. It is a well known fact that
the multiplicity of Mk at t = 0 is the number of limit cycles (more precisely
the number of fixed points of the holonomy hǫ) which appears around δ after
the deformation. This fact shows the importance of these functions in the
local study of Hilbert 16-th problem. The following proposition gives us a
nice formula for the first Melnikov function.
Proposition 3.1. The first Melnikov function is given by
M1(t) = −
∫
δt
ω1
s
where ω1 is the tangent vector of the deformation and δt is the lifting up of
δ in the leaf through t ∈ Σ .
Proof: The proof is completely formal in the literature of differential
equations (see [Ro] and [Fr]). The deformed foliation is given by the mero-
morphic 1-form
(3) df + ǫ
ω1
s
+O(ǫ2)
Let δt,hǫ(t) be a path in the leaf of Fǫ through t which connects t to hǫ(t)
along the path δ. Since Σ is parameterized by t = f |Σ, by integrating the
1-form (3) over the path δt,hǫ(t) we have
hǫ(t)− t+ ǫ(
∫
δt
ω1
s
+O(ǫ)) +O(ǫ2) = 0
The coefficient of ǫ in the above equality gives us the desired equality.
We want to have an explicit formulas for higher Melnikov functions.
For this purpose we must classify a certain class of relatively exact 1-forms
modulo an integrable foliation.
4 Relatively Exact 1-forms
First let us give the definition of a relatively exact 1-forms modulo a foliation.
Definition 4.1. Let F be a foliation inM . A meromorphic 1-form ω1 onM
is called relatively exact modulo F if the restriction of ω1 to each leaf L of
F is exact i.e., there is a meromorphic function f on L such that ω1 |L= df .
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In fact we are interested in the above definition when F is integrable. It
is easy to check that a meromorphic 1-form ω1 is relatively exact modulo F
if and only if
(4)
∫
δ
ω1 = 0
for all closed cycles in the leaves of F , where this integral is well-defined.
Relatively exact 1-forms have been studied by many authors. Ilyashenko
in [Il] proves that if the integral of a polynomial 1-form of degree n along a
continuous family of level lines of a Morse type polynomial of two variables
and of degree n is identically equal to zero, then the form is relatively exact
modulo the polynomial and then he proves that it must be exact. This is
generalized to higher dimensions in [Pu]. The classification of relatively
exact polynomial 1-forms modulo an arbitrary polynomial is done by P.
Bonnet in [Bo] and L. Gavrilov in [Ga] . J. Mucin˜o in [Mu] has classified
a certain class of relatively exact 1-forms modulo a Lefschetz pencil. In a
generalization of Ilyashenko’s result to integrable foliations in M , I had to
classify another types of relatively exact 1-forms in [Ho1].
Let S be a complex curve. The meromorphic function f : M → S is
called non-composite if a general compact f -fiber is irreducible. It is easy
to see that f :M → S is non-composite if and only if f cannot be factored
as a composite
(5) M
f ′
→ S′
i
→ S
where S′ is a complex curve and i is a holomorphic map of degree greater
than one.
Let F be an integrable foliation. There exists a complex curve S and a
non-composite meromorphic function f :M → S such that f is constant in
the leaves of F (see [Go]). We say that f is a non-composite first integral
of F .
Let f : M → S be non-composite as above. Any other first integral f ′ :
M → S′ of F is factored as
M
f
→ S
i
→ S′
where i is a holomorphic function.
Poincare´ in his article [Po] has studied integrable foliations in P2 and has
proved (p. 52-53) that every integrable foliation F in P2 has a non-composite
first integral M → P1 (this is also a consequence of Stein factorization
theorem).
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Let F be an integrable foliation with the non-composite first integral
f :M → S and ω1 a meromorphic 1-form in M with the pole divisor
D =
n∑
i=1
niDi
In what follows when we say that a meromorphic object (function, 1-form,
...) Z has the pole divisor D, we mean that
pol(Z) +D ≥ 0
Let
D0 =
n∑
i=1
Di
be the reduced part of D.
Theorem 4.1. Keeping the notations used above, assume that
1. All f -fibers are connected (for us a f -fiber does not contain the inde-
terminacy points of f);
2. D is F-invariant;
3. Every component of D is an irreducible f -fiber (f may have multiplic-
ity along some Di);
4. There exists a non F-invariant Riemann surface embedded in M −R.
Then every relatively exact meromorphic 1-form ω1 modulo F with the pole
divisor D has the form
(6) ω1 = dg + ω
where g is a meromorphic function on M with the pole divisor D and ω is a
meromorphic 1-form in M inducing the foliation F and with the pole divisor
D +D0.
The above theorem is no more true if we assume that some f -fibers are
disconnected. P. Bonnet in [Bo] gives the example f = x(1 + xy) in C2
having the disconnected fiber f = 0. The 1-forms yk+1dx + xykdy, k > 0
are relatively exact modulo f but they are not of the form (6). Without the
hypothesis of connectedness of f -fibers the classification of relatively exact
polynomial 1-forms modulo a polynomial is done in [Bo]. In [Ho1] we have
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classified relatively exact 1-form in P2 with non-invariant divisors. The forth
condition is trivial for an algebraic manifold with a Lefschetz pencil in it. I
do not know yet that the third and forth conditions in the above theorem is
really necessary or not. The above classification of relatively exact 1-form
will suffice to our purpose.
Proof: Let R be the indeterminacy set of f and C a non F-invariant
Riemann surface in U =M −R. For any point x ∈ U let
Lx ∩ C = {p1, p2, . . . , pe}
where Lx = f
−1(g(x)) is the fiber through x and e is the intersection number
of C with a generic f -fiber (pi’s are counted with multiplicity). Define
g :M\(∪ni=1Di)→ C
g(x) =
1
e
(
∑∫ pi
x
ω1)
where
∫ pi
x
is an integral over a path in Lx which connects x to pi. Since
the f -fibers are connected,
∫ pi
x
is well-defined. The idea of the definition
of g comes from the paper [Mu]. According to the hypothesis this integral
does not depend on the choice of the path connecting x to pi on Lx. The
function g is a well-defined holomorphic function in M\(∪ni=1Di). We claim
that g is a meromorphic function on M with pole divisor D. According to
Levi extension theorem it is enough to prove that g is meromorphic in U .
For instance let us prove that g has a pole of order at most ni at U ∩Di.
Let mi be the multiplicity of f along Di, ci = f(Di) be the value associated
to Di and x ∈ U ∩Di. In a small neighborhood of the path connecting x to
pi the function (f − ci)
ni
mi is a univalued holomorphic function and
∫ pi
x
ω1 = (f − ci)
−
ni
mi
∫ pi
x
(f − ci)
ni
mi ω1
(f − ci)
ni
mi ω1 is a holomorphic 1-form along U ∩Di and therefore integrals of
this type has a pole of order at most ni at {Di = 0}. This implies that g has
pole of order at most ni at {Di = 0}. Note that in the above formulas we
have chosen a local chart z(c), c ∈ (S, ci) around ci and instead of z◦f−z(ci)
we have simply written f − ci.
Every integral
∫ pi
x
ω1 satisfies the equation
d(
∫ pi
x
ω1) ∧ ω0 = ω1 ∧ ω0
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where ω0 is a meromorphic 1-form inducing F . The function g is the mean
value of these integrals and so
dg ∧ ω0 = ω1 ∧ ω0 ⇒ (ω1 − dg) ∧ ω0 = 0
⇒ ω1 = dg + ω
where ω is a meromorphic 1-form inducing F and with the pole divisor
D +D0.
Let F be a holomorphic foliation in M considered in Theorem 4.1.
Assume that F has a non composite meromorphic first integral f (S = P1).
Denote by D a generic fiber of f .
Corollary 4.1. Every relatively exact 1-form ω1 in M with the pole divisor
nD has the form
ω1 = dg + pdf
where g and p are meromorphic functions with the pole divisors nD and
(n− 1)D, respectively.
5 Foliations with a center in P2
Let F be a germ of singular foliation at (C2, 0). We say that 0 ∈ C2 is a
center singularity of F or simply a center of F , if there exists a germ of
holomorphic function f : (C2, 0)→ (C, 0) which has non-degenerate critical
point at 0 ∈ C2, and the leaves of F near 0 are given by f = const.. The
point 0 is also called a Morse singularity of f . Morse lemma in the complex
case implies that there exists a local coordinate system (x, y) in (C2, 0) with
x(0) = 0, y(0) = 0 and such that f(x, y) = x2 + y2. Near the center
the leaves of F are homeomorphic to a cylinder, therefore each leaf has a
nontrivial closed cycle that will be called the Lefschetz vanishing cycle.
Let F(d) be the space of degree d holomorphic foliations in P2 andM(d)
the closure of the set of foliations of degree d and with at least one center
in F(d). The following example gives us a huge number of these foliations:
Let τ : P2 →M be a holomorphic map between P2 and a complex compact
manifold M with dim(M) ≥ 3. Let also F be a holomorphic codimension
one singular foliation in M (see [Li]). We say that τ has a tangency point
a ∈ P2 of order two with F if τ(a) is a regular point of the foliation F , F
in a coordinate (x, y) ∈ (Cn−1, 0) × (C, 0) around a is given by y = const.
and a is a non-degenerate critical point of y ◦ τ . This says that the pullback
foliation τ∗(F) has a center at the point a.
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I have learned the statement and proof of the following proposition from
A. Lins Neto.
Proposition 5.1. M(d) is an algebraic subset of F(d).
The proof of this proposition is given in the end of this section. Let Pd
be the set of polynomials of maximum degree d in C2 and
(F,G) ∈ Pa+1 × Pb+1,
a+ 1
b+ 1
=
q
p
, g.c.d.(p, q) = 1
The foliation F = F(pGdF − qFdG) has the first integral:
f : P2\({F = 0} ∩ {G = 0})→ S, f(x, y) =
F (x, y)p
G(x, y)q
i.e., the leaves of the foliation F are contained in the level surfaces of f . Let
I(a, b) be the closure of the set of the mentioned holomorphic foliations in
F(d). Our main result in this section is the following:
Theorem 5.1. I(a, b), a+b > 2 is an irreducible component ofM(d), where
d = a+ b.
This result is announced in [Ho1]. We can restate our main theorem
as follows: Let F ∈ I(a, b), p one of the center singularities of F and Ft a
holomorphic deformation of F in F(d), where d = a+b, such that its unique
singularity pt near p is still a center.
Theorem 5.2. In the above situation, if a+ b > 2 then there exists an open
dense subset U of I(a, b), such that for all F(pGdF −qFdG) ∈ U , Ft admits
a meromorphic first integral. More precisely, there exist polynomials Ft and
Gt such that Ft = F(pGtdFt − qFtdGt), where Ft and Gt are holomorphic
in t and F0 = F and G0 = G.
This theorem also says that the persistence of one center implies the
persistence of all other centers and dicritical singularities (the points of
{F = 0} ∩ {G = 0}).
The classification of degree two polynomial differential equations was
done by Dulac in [Du]. Going to the language of holomorphic foliations in
P2, instead of using the language of polynomial differential equations, this
classification was completed in [CeLi] for degree two holomorphic foliation
in P2. This classification for some degree three differential equations is done
in [Ll]. Deformation of real Hamiltonian equations with a center singularity,
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generating limit cycles from the Lefschetz vanishing cycles of the center, has
been one of the methods of approach to Hilbert sixteen problem, for this
see Roussarie’s book [Ro] and its reference. Yu.S. Ilyashenko in [Il] shows
that the persistence of a center after deformation of a generic Hamiltonian
equation implies that the deformed equation is also Hamiltonian. He uses
this fact to get a certain number of limit cycles after deformation of Hamil-
tonian equations. Theorem 5.1 is a generalization of the Ilyashenko’s result.
The case p = q = 1 was studied by J. Mucin˜o in [Mu]. With more strong
hypotheses on the tangent vector of the deformation, i.e. the vector ω1 in
Ft(df + tω1 + h.o.t.), he succeeded in proving that ω1 is a relatively exact
1-form and then classifies them. This result, however, does not imply that
the persistence of just one center implies the persistence of all others.
Proof of Theorem 5.1: Since I(a, b) is parameterized by Pa+1×Pb+1,
I(a, b) is an irreducible variety. Let Im(a, b) be the subset of I(a, b) contain-
ing F(pGdF−qFdG) with the properties 1,2 before Theorem 2.3. Im(a, b) is
an open dense subset of I(a, b) (see [Ho2]. Let F(pGdF −qFdG) ∈ Im(a, b)
and Fǫ(pGdF − qFdG+ ǫω1 + h.o.t.) ∈ F(d) a deformation of F such that
there is Fǫi , i = 1, 2. . . . with this property that Fǫi has a center pi near a
fixed center p of F . Since Fǫ is of degree d,
ω
FG
is a meromorphic 1-form
in P2 with poles only in {F = 0} and {G = 0} (there is no pole along the
line at infinity). The first Melnikov function of this deformation along a
Lefschetz vanishing cycle around p is zero. Therefore
(7)
∫
δ
ω1
FG
= 0
for all vanishing cycles δ in the leaves around p and by theorem 2.3 we
conclude that the equality (7) holds for all closed cycles δ in the leaves of
the foliation F , where the integral is defined. Partially we obtain that the
residue of ω1
FG
on a leaf around any q ∈ {F = 0}∩{G = 0} is zero. Therefore
the 1-form ω1
FG
is relatively exact modulo the foliation F(pGdF − qFdG).
By Theorem 4.1, there exist polynomials B and R of degree at most d+ 2
such that
ω1
FG
= d(
B
FG
)−
R
FG
(
pGdF − qFdG
FG
)⇒
(8) ω1 =
FGdB −Bd(FG)−R(pGdF − qFdG)
FG
This implies that
F | B + pR, G | B − qR⇒
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B + pR = −(p+ q)FQ, B − qR = (p+ q)GP ⇒
B = pGP − qFQ, R = −GP − FQ
where P and Q are two polynomials of degree at most deg(F ) and deg(G),
respectively. Substituting this in (8) we have
(9) ω1 = pGdP − qPdG+ pQdF − qFdQ
Until now we have proved that
[ω1] ∈ TFM(d)⇒
ω1 = pGdP − qPdG+ pQdF − qFdQ, (P,Q) ∈ Pa+1 × Pb+1 ⇒
[ω1] ∈ TFI(a, b)
this and the fact that I(a, b) ⊂M(d) imply that
TFM(d) = TFI(a, b), ∀F ∈ Im(a, b)
Since Im(a, b) is an open dense subset of I(a, b), we conclude that I(a, b) is
an irreducible component of M(d).
In the language of differential equations (see [Ro]) what we have proved
in Theorem 5.1 is the following: The Bautin variety (zeros of Bautin ideal)
of a Lefschetz vanishing cycle of a generic F ∈ I(a, b) with F(d), d = a+ b,
as the deformation space, is I(a, b). Note that the Bautin variety is defined
locally but I(a, b) is a closed algebraic set in F(M,L).
Let X be an irreducible component of M(d), F(ω0) ∈ X and p be a
center of F . There is a coordinate (x, y) in a small neighborhood U of p
such that in this coordinate p = (0, 0) and
ω0 = gd(f˜), f˜ =
1
2
(x2 + y2) + h.o.t., g(0) 6= 0
where f˜ and g are holomorphic functions on U . Define T ∗FX as the set of
all 1-forms [ω1] ∈ TFF(M,L) such that
∫
δ
ω1
g
= 0
for all Lefschetz vanishing cycles in the leaves of F around p. By using the
formula of first Melnikov function we know that
(10) TFX ⊂ T
∗
FX
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X is called a good irreducible component of M(d) if for a generic choice of
F ∈ X, the equality holds in (10).
The above definition does not depend on the choice of g. More precisely, if
ω0 = gdf˜ = g
′df˜ ′ ⇒
g
g′
df˜ = df˜ ′ ⇒ d(
g
g′
) ∧ ω0 = 0
This means that g
g′
is constant on the leaves of (F , p) and so
∫
δ
ω1
g′
=
∫
δ
g
g′
ω1
g
=
g
g′
∫
δ
ω1
g′
= 0
which implies that the definition does not depend on g.
Proposition 5.2. I(a, b) is a good irreducible component of M(d).
Proof: The proof is the same as the proof of Theorem 5.1.
Challenge: We have proved that for d > 2
I(0, d),I(1, d − 1),I(2, d − 2), . . . ,I([
d
2
], d− [
d
2
])
are good irreducible components of M(d) (Note that I(a, b) = I(b, a)).
Which are the other irreducible components of M(d)? Is any other irre-
ducible component of M good? For the cases d = 1, 2 the complete descrip-
tion of the irreducible components ofM(d) is done in [Du] and [CeLi]. Let
us introduce an algebraic set in F(M,L) which seems to be an irreducible
component of M(d):
Let F be a foliation in P2 given by the polynomial 1-form
(11) ω(f, λ) = ω(f1, . . . , fr, λ1, . . . , λr) = f1 · · · fr
r∑
i=1
λi
dfi
fi
where the fi’s are irreducible polynomials in C
2,
∑
diλi = 0 and di =
deg(fi). F is called a logarithmic foliation and it has the multi-valued
first integral f = fλ11 · · · f
λr
r in U = P
2\(∪ri=1{fi = 0}). We can prove
that generically, the degree of F is d =
∑r
i=1 di − 2 and has d
2 + d + 1 −∑
1≤i<j≤r didj centers.
Let L(d1, d2, . . . , dr) be the set of all logarithmic foliations of the above
type. Is L(d1, d2, . . . , dr) an ( a good) irreducible component ofM(d), where
d =
∑r
i=1 di − 2? As far as I know, there is no any theorem similar to 2.3
for logarithmic foliations.
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Recently some developments in the above problem is made by the author
of these lines in [Ho4] for logarithmic differential equations in C2 (holomor-
phic foliations in P2 with the line at infinity invariant).
Proof of Proposition 5.1: Let M0(d) be the set of all foliations in
M(d) with a center at the origin (0, 0) ∈ C2 ⊂ P2 and with a local first
integral of the type
(12) f = xy + f3 + f4 + · · ·+ fn + h.o.t.
in a neighborhood of (0, 0). Let us prove that M0(d) is an algebraic subset
of F(M,L).
Let F(ω) ∈ M0(d) and ω = ω1 + ω2 + ω3 + . . .+ ωd+1 be the homogeneous
decomposition of ω, then in a neighborhood around (0, 0) in C2, we have
ω ∧ df = 0⇒ (ω1 + ω2 + ω3 + · · · + ωd+1) ∧ (d(xy) + df3 + df4 + · · · ) = 0
Putting the homogeneous parts of the above equation equal to zero, we
obtain
(13)


ω1 ∧ d(xy) = 0⇒ ω1 = k.d(xy), k is constant
ω1 ∧ df3 = −ω2 ∧ d(xy)
. . .
ω1 ∧ dfn = −ω2 ∧ dfn−1 − · · · − ωn−1 ∧ d(xy)
. . .
Dividing the 1-form ω by k, we can assume that k = 1. Let Pn denote the
set of homogeneous polynomials of degree n. Define the operator :
Sn : Pn → (Pndx ∧ dy)
Sn(g) = ω1 ∧ d(g)
We have
Si+j(x
iyj) = d(xy) ∧ d(xiyj) = (xdy + ydx) ∧ (xi−1yj−1(jxdy + iydx))
= (j − i)xiyjdx ∧ dy
This implies that when n is odd Sn is bijective and so in (13), fn is uniquely
defined by the terms fm, ωm’s m < n, and when n is even
Im(Sn) = Andx ∧ dy
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where An is the subspace generated by the monomials x
iyj, i 6= j. When n
is even the existence of fn implies that the coefficient of (xy)
n
2 in
−ω2 ∧ dfn−1 − · · · − ωn−1 ∧ d(xy)
which is a polynomial, say Pn, with variables
coefficients of ω2 . . . ωn−1, f2, . . . , fn−1
is zero.The coefficients of fi, i ≤ n− 1 is recursively given as polynomials in
coefficients of ωi, i ≤ n− 1 and so the algebraic set
X : P4 = 0 & P6 = 0 & . . .& Pn = 0 . . .
consists of all foliations F in F(M,L) which have a formal first integral of
the type 12 at (0, 0). From theorem A in [MaMo], it follows that F has a
holomorphic first integral of the type (12). This implies that M0(d) = X
is algebraic. Note that by Hilbert zeroes theorem, a finite number of Pi’s
defines M0(d). The set M(d) is obtained by the action of the group of
automorphisms of P2 on M0(d). Since this group is compact we conclude
that M(d) is also algebraic.
6 Higher Melnikov functions
In this section we follow the notations introduced in the first lines of Section
3. Let us suppose that f is non composite and D =M∞ is a generic compact
f -fiber. The integrating factor s of ω0 with
ω0
s
= df
has 2D as the zero divisor. For simplicity let us write ωǫ instead of
ωǫ
s
and
ωi instead of
ωi
s
, i = 1, 2, . . ..
Theorem 6.1. Suppose that δ is a simple cycle defined in Section 2. If
M1 ≡M2 ≡ · · · ≡Mk ≡ 0 then
Mk+1(t) = −
∫
δt
(
k∑
i=1
piωk+1−i + ωk+1)
where pi and gi are meromorphic functions in M with the pole divisors iD
and (i+ 1)D, respectively, and are defined recursively by
ωi + pidf + dgi = −
i−1∑
j=1
pjωi−j, i = 1, 2 . . . , k
20
Proof: The proof essentially follows [Ro] Proposition 6 p. 73. We prove
by induction on k. The case k = 1 is proved in Proposition 3.1. Let us
suppose that the theorem is true for k−1, i.e. ifM1 ≡M2 ≡ · · · ≡Mk−1 ≡ 0
then
Mk(t) = −
∫
δt
(
k−1∑
i=1
piωk−i + ωk)
Now suppose that Mk ≡ 0. Since δ is a simple cycle, the 1-form
(14) −(
k−1∑
i=1
piωk−i + ωk)
is a relatively exact 1-form with the pole divisor (k+1)D and so by corollary
4.1 there exist pk and gk with the pole divisors kD and (k+1)D, respectively,
such that
−(
k−1∑
i=1
piωk−i + ωk) = dgk + pkdf
A direct expansion gives
(1 +
k∑
i=1
piǫ
i)ωǫ = d(f −
k∑
i=1
giǫ
i) + (
k∑
i=1
piωk+1−i + ωk+1)ǫ
k+1 +O(ǫk+2)
Let δt,hǫ(t) be a path in the leaf of Fǫ through t which connects t to hǫ(t)
along the path δ. Since Σ is parameterized by t = f |Σ, integrating the
above equality over the path δt,hǫ(t) we have
(hǫ(t)−t)−(
k∑
i=1
giǫ
i) |
hǫ(t)
t +ǫ
k+1
∫
δt,hǫ(t)
(
k∑
i=1
piωk+1−i+ωk+1)+O(ǫ
k+2) = 0
∫
δt,hǫ(t)
=
∫
δt
+O(ǫ) and so by putting zero the coefficient of ǫk+1 in the
above formula we get the desired equality.
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