High-speed inline digital holographic cinematography is used for studying turbulent diffusion of slightly buoyant 0.5-1.2 mm diameter diesel droplets and 50 m diameter neutral density particles. Experiments are performed in a 50ϫ 50ϫ 70 mm 3 sample volume in a controlled, nearly isotropic turbulence facility, which is characterized by two dimensional particle image velocimetry. An automated tracking program has been used for measuring velocity time history of more than 17 000 droplets and 15 000 particles. For most of the present conditions, rms values of horizontal droplet velocity exceed those of the fluid. The rms values of droplet vertical velocity are higher than those of the fluid only for the highest turbulence level. The turbulent diffusion coefficient is calculated by integration of the ensemble-averaged Lagrangian velocity autocovariance. Trends of the asymptotic droplet diffusion coefficient are examined by noting that it can be viewed as a product of a mean square velocity and a diffusion time scale. To compare the effects of turbulence and buoyancy, the turbulence intensity ͑u i Ј͒ is scaled by the droplet quiescent rise velocity ͑U q ͒. The droplet diffusion coefficients in horizontal and vertical directions are lower than those of the fluid at low normalized turbulence intensity, but exceed it with increasing normalized turbulence intensity. For most of the present conditions the droplet horizontal diffusion coefficient is higher than the vertical diffusion coefficient, consistent with trends of the droplet velocity fluctuations and in contrast to the trends of the diffusion timescales. The droplet diffusion coefficients scaled by the product of turbulence intensity and an integral length scale are a monotonically increasing function of u i Ј/ U q .
I. INTRODUCTION

A. Motive
Currently most crude oil is transported in ships through oceans, seas, and other waterways. Oil spills are not only expensive to clean up but also cause significant damage to the environment and marine life. Furthermore, after the initial cleanup effort, which clears large patches, the remaining oil is broken up by waves and turbulence and by the use of dispersants into small droplets, which increases their surface area, thus presumably increasing the rate of decomposition. Quantitative data on the dispersion rate of these droplets by oceanic turbulence are needed for predicting and modeling the environmental impact of oil spills. Most of the present data on oceanic dispersion rates of fuel come from the dye based experiments ͑e.g., Talbot and Talbot 1 and Morales et al. 2 ͒, which essentially measures the dispersion rate of passive scalars rather than that of the buoyant oil droplets. Thus, we have no field data on droplet dispersion. In looking for data in previous laboratory or computational studies, one notes that most of the attention has been paid to transport and turbulent dispersion of bubbles or heavy particles, e.g., Csanady, 3 Reeks, 4 Wells and Stock, 5 Yeung and Pope, 6 Wang and Stock, 7 Longmire and Eaton, 8 Wang and Maxey, grangian motion of particles or bubbles. These simulations inherently require force coefficients, e.g., for lift and drag, which are either measured experimentally or obtained from detailed numerical simulations of flows around isolated particles, e.g., Mei and Adrian, 25 Takagi et al., 26 Magnaudet and Eames, 27 and Bagchi and Balachander. 28 There are a few computations of turbulent diffusion that involve two-way coupling, e.g., Druzhinin and Elghobashi 29 and Mazzitelli and Lohse, 16 that show significant differences from one-way coupling results. Even in this case, particles and bubbles are modeled as point forces.
The main difficulty in experimental studies of particle dispersion is the need to follow their three dimensional ͑3D͒ trajectories. Further complications arise from using wind tunnels that have a large mean velocity to create nearly isotropic turbulence conditions. Snyder and Lumley 30 overcome this problem by using ten cameras placed successively to increase their field of view. They have observed that as the particle density increases, its diffusion timescale and consequently its diffusion coefficient decrease. Sato and Yamamotto 31 mounted their camera on a 3D translation system in order to follow tracer fluid particles in real time, which inherently limits them to low Reynolds numbers. They have calculated the Lagrangian autocorrelation function of the fluid particle and use it to obtain the ratio of the Lagrangian to Eulerian diffusion timescale as a function of Reynolds number. Wells and Stock 5 have measured the concentration of particles originating from a fixed source. They use charged particles, whose sizes are smaller than that of the Kolmogorov scale, in an electric field as a means of varying the body force. They are thus able to isolate the effect of inertia ͑size͒ and settling velocity, which gives rise to crossing of trajectories. They also observe that as the settling velocity increases the diffusion coefficient decreases. Poorte and Biesheuvel 15 have performed extensive measurements of dispersion of single bubbles in isotropic turbulence in a water tunnel using 3D position sensitive detectors and observed some skewness in the probability density function ͑PDF͒ of bubble velocity and bubble displacement. Recently, with the advent of high-speed measurement techniques, several experimental studies ͑Voth et al., 32, 33 La Porta et al., 34 and Luthi et al. 35 ͒ have examined turbulence intermittency using 3D acceleration measurements in a Lagrangian framework over a small sample volume. As we discuss below, measurement of diffusion requires following the particles for times exceeding the integral time scale, which in turn requires a large sample volume.
C. Theory of diffusion
In this paper we focus on turbulent transport of oil droplets at very low void fraction ͑Ͻ0.02%͒, where dropletdroplet interactions are negligible. Transport of particles in turbulence has been traditionally modeled as a diffusion problem, i.e., by assuming that the flux is proportional to the concentration gradient. The resulting Eulerian passive scalar transport equation is ‫ץ‬c ‫ץ‬t
where c denotes scalar concentration, u refers to fluid velocity, D refers to the turbulent diffusion tensor, and the overbar denotes some type of averaging, e.g., volume averaging or ensemble averaging. Modeling of turbulent particle diffusion as a Fickian diffusion process with a constant diffusion coefficient is problematic since the scale of the diffusing mechanism is of the same order as the property being diffused ͑Tennekes and Lumley 36 ͒. A Lagrangian method for determining the diffusion rate of a scalar in stationary, homogeneous, and isotropic turbulence has been introduced by Taylor 19 and extended to particles by Csanady. 3 This theory shows that the diffusion coefficient can be calculated from the Lagrangian velocity autocorrelation function R ii ,
where is the time, V i ͑t͒ is the fluctuating component of fluid or particle velocity, and the subscript i refers to the direction. Since experimental systems are limited in the period over which the autocorrelation can be calculated, following Snyder and Lumley, 30 the time averaging is replaced by ensemble averaging. Assuming a Fickian diffusion process, the diffusion coefficient of the oil droplets D dii ͑͒ is
where U i is the fluctuating component of the droplet velocity in direction i and ͗ ͘ denotes an ensemble average over all droplets of the same size and flow conditions. The mean square displacement or dispersion is calculated using
This approach gives us a time-dependent diffusion coefficient, which is sometimes referred to as "quasi-Fickian" ͑Deng and Cushman 37 ͒ and can be used in a scalar like diffusion equation. At large , as the integral becomes constant, the droplet diffusion coefficient converges into the classical Fickian diffusion coefficient ͑D dii ͒. Typical scaling assumes 
͑5͒
where L is the turbulence integral length scale and u i Ј is the fluid velocity rms. The turbulence level is characterized by the Taylor microscale Reynolds number, Re = uЈ / , where 18 They have estimated U q , by treating the droplets as rigid particles and equating the net buoyant force with the drag force, and then confirmed it by measurements, especially for larger droplets. As we show later, u i Ј/ U q is the dominant scaling parameter for the current droplet sizes and turbulent intensities.
In the case of droplets, both finite inertia and the influence of gravity impact the diffusion process. The effect of inertia is to increase the diffusion time scale and reduce the droplet velocity fluctuation ͑Squires and Eaton 22 ͒. A key contributor, which arises due to the droplet rise velocity, is the so-called crossing trajectory effect, namely, shifting of droplets from one eddy to another while a fluid particle stays in the same eddy until it decays. Csanady 3 and Yudine 20 showed that crossing trajectory lowers the diffusion time scale of a solid dense particle in the atmosphere compared to that of the continuous phase. The reduction is higher in the horizontal direction due to the so-called continuity effect ͑Csanady 3 ͒. Spelt and Biesheuvel 13 reported similar effects for bubbles in water. Inertia and crossing trajectories are by no means the only phenomenon affecting the droplet or particle dynamics. Nonlinear drag, lift, added mass, and preferred locations, i.e., trajectory biasing, also play significant roles ͑Fung et al. 10 Stout et al., 11 Friedman and Katz, 18 Elghobashi and Truesdell, 23 Clift et al., 39 Maxey and Riley, 40 Mei and Adrian, 25 Tunstall and Houghton, 41 Sridhar and Katz, 42 and Brucato et al. 43 ͒.
To measure the Fickian diffusion coefficient using the Lagrangian autocovariance, one has to follow the same droplets over periods that are comparable to their integral timescale. Consequently, we perform the measurements in a setup providing nearly isotropic turbulence with low mean fluid velocity ͑u mean ͒, i.e., uЈ / u mean ϳ 8, achieved by generating the turbulence using four symmetrically located spinning grids ͑Friedman and Katz 18 ͒. The trajectories are measured using high-speed digital holographic cinematography. To account for the finite ͑20%͒ anisotropy in the rms values of the fluid velocity in the horizontal and vertical directions, we compare the diffusion of slightly buoyant droplets to those of neutrally buoyant very small particles that could be treated as fluid particles, following the same procedure. This approach enables us to distinguish between effects of buoyancy and anisotropy.
We obtain data for a wide range of Stokes number ͑or uЈ / U q ͒ and show that the droplet diffusion coefficient scaled by the product of the turbulence intensity and the turbulence integral length scale monotonically increases as a function of uЈ / U q . Difference between vertical and horizontal diffusion rates of the droplets is analyzed based on corresponding droplet velocity rms and diffusion time scales.
II. EXPERIMENTS
The facility shown in Fig. 1 , and described in detail in Friedman and Katz, 18 generates nearly isotropic turbulence with weak mean flow by using four symmetrically located rotating grids. Each grid has a 40% blockage factor and they are attached to separate ac synchronous motors whose speed, and consequently the turbulence level, can be adjusted by static inverters. The experiments are performed at 225, 337.5, and 506.3 rpm of the rotating grids. The research grade diesel fuel ͑LSRD-4͒ has been provided by Specified Fuels and Chemicals of Channel-view Texas. This diesel fuel has a specific gravity of 0.85, viscosity of 5.5 mPa s, and surface tension with water of 13 mN/m. The diesel droplets are injected from 0.15 mm diameter needles. The continuous medium is de-ionized tap water and experiments are performed at a mean temperature of 20°C ͑19-21°C͒.
A. Turbulence characterization
The turbulence in the central part of the tank, which extends beyond the sample volume, has been characterized using two dimensional ͑2D͒ particle image velocimetry ͑PIV͒ in several planes and in two perpendicular directions. The light source is a neodymium doped yttrium aluminum garnet laser and images are acquired using Kodak ES 4.0, 2k ϫ 2k digital cameras with a 105 and 210 mm lenses for the shorter ͑x-y͒ and longer ͑y-z͒ sides, respectively. The delay between exposures varies between 2.5 and 4 ms, depending on turbulence intensity. Hollow glass beads with 7-10 m diameter are used as tracers. The digital images are enhanced using modified histogram equalization, and the velocity vectors are determined using cross correlation analysis ͑Roth and Katz 44 ͒. With 50% overlap between neighboring windows, the number of vectors in a PIV plane varies from 62ϫ 62 to 40ϫ 40 and, based on magnification, the vector spacing varies from 0.9 to 1.7 mm. At least 1000 vector maps are averaged to obtain the turbulent statistics for each location and condition, and consequently the associated uncertainty is at least an order of magnitude smaller than the measured parameters. Measured turbulence parameters for the three mixer speeds are provided in Table I . Figure 2 shows a sample of mean vertical velocity distribution in the central x-y plane. The corresponding distributions of rms of horizontal and vertical velocities are presented in Figs. 3͑a͒ and 3͑b͒ , respectively. Similar data are available for nine x-y and seven y-z planes for the mixer speed of 225 rpm. For 337.5 and 506.3 rpm, we have analyzed five planes and three planes, respectively, in each direction due to the small variability that we observed for the 225 rpm case. The fluid mean and rms velocity provided in Table I are calculated by averaging these quantities over all the planes. As is evident, the rms values are at least eight times higher than the mean velocity, i.e., the facility provides the desired flow features.
Stationarity of turbulence has been confirmed by repeating the experiment at the same location after stopping and restarting the mixers. Results show that the spatially averaged rms varies by less than 3%. The extent of turbulence homogeneity of the flow can be observed from the two rms plots. The spatial rms's of u x Ј and u y Ј are 0.21 and 0.15, i.e.,
5.2% and 3% of the mean rms values, respectively. The energy spectra have a −5 / 3 slope and very similar to those of Friedman and Katz, 18 and as a result not shown. Since the spatial resolution is not fine enough to estimate the dissipation rate from velocity gradients, it is estimated by fitting −5 / 3 slope lines to the inertial part of the kinetic energy spectra. The turbulence scales are calculated using
Statistics for the present three turbulence levels calculated using the above equations are also summarized in Table I . The 20%-25% anisotropy is characterized here by the ratio of the spatially averaged rms velocity components. At small and inertial scales, the spectra ͑not shown in this paper͒ overlap, suggesting that the anisotropy is mostly associated with large scales. Given these results, in the rest of the paper we assume that the turbulence in the facility is homogeneous, stationary, and nearly isotropic. As noted before, the effects of anisotropy are accounted for in the analysis. 
B. Droplets and fluid particle track measurements
Our objectives require measurements of the time history of a target moving in a "random" 3D trajectory over scales that exceed the integral scale of turbulence. At the same time, it will be beneficial to obtain statistics such as droplet acceleration and velocity structure function requiring us to achieve a time resolution up to the Kolmogorov scales. We would also like to measure the droplet size accurately. Holographic PIV is particularly suited for measuring the instantaneous 3D location, shape, size, and velocity of many particles located in a sample volume with an extended depth, e.g., Barnhart et al., 45 Meng and Hussain, 46, 47 Zhang et al., 48 Pu and Meng, 49 Tao et al., 50 Sheng et al., [51] [52] [53] and Malkiel et al. [54] [55] [56] Holography involves convolving an object beam, lights scattered from the objects in the region of interest, with a reference beam and recording the resulting interference pattern. In the present study we use inline digital holography using the setup illustrated in Fig. 1 . Here, the part of the beam which is not scattered by the particles acts as a reference beam, simplifying the optical setup. Forward scattering from particles greatly reduces the power requirement of the laser, by more than two orders of magnitude, allowing high-speed imaging with a relatively low cost laser. Figure 1 shows the optical setup for recording a single view inline hologram. A 0.1 mJ/pulse, 523 nm ͑green͒, neodymium doped yttrium lithium fluoride laser beam first passes through a spatial filter, consisting of a microscopic objective ͑40X͒, which focuses the laser beam, allowing it to pass through a 25 m pinhole. Scattered parts of the beam are filtered out, providing a wave front with substantially improved uniformity. This beam then passes through a collimating lens before illuminating the 50ϫ 50ϫ 70 mm 3 sample volume in the center of the tank. The beam is then demagnified by 2.9:1 and recorded by the high-speed digital complementary metal oxide semiconductor camera with a resolution of 1k ϫ 1k pixels ͑pixel size of 17 m͒ and speeds ranging between 250 to 1000 frames/s, depending on the mixer rpm. At the present magnification, the lateral resolution is around 50 m / pixel. To maintain a uniform background, the recorded hologram is divided by a background image obtained by averaging thousands of images.
Numerical reconstruction of the recorded digital inline holograms is performed using the Fresnel approximation, which involves convolution of the intensity distribution with a far-field source function. Details of the reconstruction procedure are available in Refs. 52 and 57. The hologram is reconstructed plane by plane along the beam axis ͑Sheng et al. 52 ͒. In each reconstructed image all the particles located within the "depth of focus" come into focus, i.e., the edge of the particle becomes sharp. Hence, using a maximum intensity gradient criterion, we can obtain the particle location in the beam axis direction. Due to the finite depth of focus, the accuracy with which we can obtain the object's axial location is lower than the lateral 17 m pixel resolution. The problem arises primarily not only from the limited numerical aperture of the system but also due to the finite resolution of the camera ͑Sheng et al. 52 ͒. Reconstruction is repeated every 2 mm and consequently each instantaneous 3D image consists of 35 planes. The spacing between the reconstruction planes is governed by the depth of focus, about ϳ4 mm at the present magnification and resolution. The computational cost for reconstructing 35 planes using a Pentium IV computer with two 3.4 GHz processors is 23 s. We initially recorded two perpendicular hologram which provided x-y and y-z planes with an intersecting volume of 5 ϫ 5 ϫ 5 cm 3 , following Tao et al. 50 and Sheng et al. 51 in order to obtain accurate 3D tracks. Later we shifted to a single view since we need to resolve the dispersion in vertical and only one horizontal direction. Consequently the measurements provide a time series of the 3D distribution of two velocity components, U x and U y .
Tracking of oil droplets
Hybrid LABVIEW and Cϩϩ based processing software has been developed for an automated analysis of the holograms to obtain the droplet tracks. The software is divided into two parts, the first procedure measures the location of the droplets as well as their size, and the second matches the traces of the same droplet in successive frames, providing us the droplet velocity. The droplets in the reconstructed holograms have pixel values in the range ͑total range of 0-255͒ of 25-75, irrespective of their spatial ͑x-y͒ or beam ͑z͒ axis location. Hence, a double threshold between 25 and 75 is applied on the reconstructed hologram which reduces it to a binary image for further segmentation. Since we do not observe significant deformation of the droplet from the spherical shape, we use the circularity filter of the LABVIEW software, which performs segmentation of the binary image and gives us the location and size of each droplet. An additional advantage is that the circularity filter can recognize overlapping droplets to a certain degree, making the droplet tracking more efficient. This circularity filter assumes that all objects in the field of view are circles. When an odd shaped blob forms as a result of overlapping droplets, it does not satisfy the circularity conditions, and consequently the filter tries to fit two or more circles into this blob. As long as the droplet traces only partially overlap, in the majority of cases this filter correctly predicts the spatial location of each of the overlapping droplets. With the droplet parameters obtained, we match the traces of droplets in successive frames by using the following criteria: ͑1͒ closest point in the next time step; ͑2͒ radius within a certain tolerance range; ͑3͒ depth within a certain tolerance range; ͑4͒ limitation on maximum acceleration; ͑5͒ avoiding sharp jitter ͑sudden change in acceleration͒; ͑6͒ extrapolation of tracks based on previous slopes to find subsequent images in cases where the droplets at different depths cross each other. In order to obtain 3D tracks ͑for the limited two view data͒ we perform the steps mentioned before on the two perpendicular views and then match the 2D projection of tracks by using least squared difference in the common vertical direction. Figures 4͑a͒ and 4͑b͒ show a sample 2D projection of 3D droplet tracks and 3D droplet tracks at Re = 190, respectively, with the shading indicating the magnitude of the velocity. Since the shape and size of the droplet do not change appreciably, cross correlation of the in-focus droplet images is used to obtain the droplet velocity. We first apply a 3 ϫ 3 Sobel high pass filter on the droplet image so that only the edges are cross correlated. According to Manduchi and Mian, 58 using a high pass filter increases the robustness in detecting the correlation maxima by sharpening the correlation peaks as long as the noise to signal ͑image in our case͒ ratio is minimal. The peak of the cross correlation curve is determined using a Gaussian subpixel curve fitting. Sridhar and Katz 42 have shown that use of cross correlation, without high pass filtering but, with subpixel curve fitting increases the accuracy in determining the displacement to about 0.4 pixels.
As we know the droplet velocity approximately prior to the correlation analysis, from the subtraction of the droplet displacement, we vary the time gaps between images used in cross correlation to ensure sufficient displacement between droplet locations. Our criterion maintains the uncertainty of the droplet velocity to be at most 25% of the Kolmogorov velocity, not taking into account the extra accuracy gained by high pass filtering of the images. The local mean fluid velocity, which is measured using PIV, is subtracted from each instantaneous droplet velocity to obtain the droplet velocity relative to the mean fluid flow. However, the difference in the diffusion coefficient obtained by subtracting the local mean fluid velocity, in comparison to no fluid velocity subtraction, is less than 2% and does not bias the result. Thus the effect of local mean fluid flow on the droplet dispersion is negligible. In order to estimate the effect of local mean fluid velocity on the droplet mean rise velocity, we have recalculated the rise velocity of droplets located only in a symmetric subsample around the injector, where the local mean vertical fluid velocity is less than 10% of the local rms velocity. A comparison to the entire data set shows that the maximum deviations of the recalculated values of droplet mean rise velocity from those obtained over the entire sample area is less than 9%. Hence the variability of the mean fluid flow should be accounted for, but the difference has little impact on the trends discussed in this paper.
Using the above mentioned procedure we have obtained the velocity time series of more than 17 000 droplets in one view and 4000 droplets in two views, ranging in size between 600 and 1200 m. Analysis of dispersion is based on the one view measurements. During analysis, the droplets are binned based on size in steps of 100 m, consistent with our 
2 extending to time scales for which the diffusion becomes almost Fickian, i.e., the autocorrelation decreases to zero, are presented in Fig. 5 . Figure 6 shows the variation with time of the horizontal droplet diffusion coefficients D dxx ͑t͒ calculated using Eq. ͑5͒ for different sizes, and the corresponding horizontal fluid particle diffusion coefficient D fxx ͑t͒ at Re = 190 and 214. The measurement of fluid particle data will be elaborated in the next section. In some cases D dxx ͑t͒ does not reach a plateau, since the tracks are not sufficiently long to reach convergence to a fixed Fickian diffusion coefficient. For these cases ͑only͒, to estimate the Fickian diffusion coefficient, we use a lowest order ͑four to six͒ polynomial fit to extrapolate the available data to a plateau. In evaluating the accuracy of this extrapolation method, using cases for which we have a converged value, we find that the maximum uncertainty in the extrapolated Fickian diffusion coefficient is about 6%. In some cases, the autocorrelation function decreases to small negative values ͑not shown͒, which would cause a slight decrease in D dii ͑t͒ beyond its maximum value. In these cases, we use the maximum value for the diffusion coefficient to prevent the finite size of the field of view, which might induce negative correlations, from biasing the data toward lower values.
We have also performed a "bootstrap uncertainty analysis" for the droplet diffusion coefficient by taking a random sample of 67% of the droplets in a bin and recalculating the diffusion coefficient. The uncertainties of the subsamples are estimated by repeating this process for 250 realizations for each of the bins. Based on the ratio of twice the rms of the variations of the diffusion coefficient to the mean value, the uncertainty is in the range of 3%-6%. It is included as error bars in Fig. 16͑a͒ . In this paper we are mainly concerned with trends of the asymptotic value, i.e., the Fickian diffusion coefficient and henceforth we refer to it simply as diffusion coefficient. To avoid confusion, the time varying diffusion coefficient will be referred to as quasi-Fickian diffusion coefficient.
Tracking of fluid particles
We have also obtained Lagrangian data of neutral density ͑specific gravity of ϳ1.03͒, 50 m diameter polyamide particles, which will be treated as Lagrangian fluid data, in order to completely account for the effect of anisotropy. The Lagrangian fluid data are also obtained using one view inline holography with the experimental setup identical to that used for obtaining the droplet tracks ͑Fig. 1͒. During the experiments an extra water filtering loop is added with a 25 m filter to further filter the de-ionized water between subsequent data acquisitions to minimize the impurities in the water and reduce the noise in the recorded holograms. We have had to modify the software to obtain the spatial location, as the small size of the particles makes the circularity filter unfit 
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for identification. The analysis consists of increasing the particle images, as the segmentation routines do not pick up very small particles, by thresholding to identify particle centers, application of a low pass filter and a second threshold to produce a binary image of the enlarged particle. A particle detection routine in LABVIEW is used to obtain the spatial coordinates of the particles from the binary images. Matching of particle traces between subsequent frames is performed following the procedures adopted for droplets. Overall we have tracked more than 15 000 "fluid particles" for the three different turbulence levels. We have performed extensive manual checking by observing reconstructed movies of the tracked data, to confirm its success in picking up particles and tracking them. The accuracy of the tracks is also confirmed independently by the fact that the maximum deviation between measured fluid velocity rms ͑Lagrangian͒ and the mean rms value obtained from PIV measurements ͑Eulerian͒ is ϳ6%. Since the subpixel curve fitting is not useful for the very small, 1-4 pixels, particles, the accuracy in measuring fluid particle displacement is ϳ0.5 pixel. We maintain the uncertainty of the fluid particle velocity below 33% of the Kolmogorov velocity by varying the time gap between frames used for calculating this velocity. We use the Lagrangian fluid velocity data to calculate the time varying ͑quasi-Fickian͒ diffusion coefficient of the fluid particles, D fii ͑͒, using Eq. ͑5͒, where the droplet velocity is replaced by the fluid particle velocity and use it to obtain the asymptotic fluid diffusion coefficient ͑D fii ͒. In experiments performed by Sato 60 ͒, where t is the angular frequency. As shown in Fig. 7 , the fluid particle Lagrangian spectra follow the −2 slope very closely, except for the high frequency range, where the noise dominates. The droplet Lagrangian spectra have similar trends but are shifted according to differences in rms values, as discussed later.
III. MEAN RISE RATE OF DROPLETS
From the Lagrangian droplet velocity time series data we first obtain the mean droplet velocity for each size bin after subtracting the mean fluid velocity, as mentioned before. The horizontal mean droplet velocity components are an order of magnitude smaller than the vertical components. Deviations from zero are attributed to finite data sample and, consequently, are not discussed further. Figure 8 shows a sample averaged droplet mean vertical displacement with time over the entire sample volume. The constant slope confirms that at least the mean displacement is not affected by slight inhomogeneities in the flow, consistent with the comparison between rise velocities in different sections of the sample volume discussed in Sec. II. The slope of this line is the mean rise velocity. The difference between droplet mean rise ve- 
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Gopalan, Malkiel, and Katz Phys. Fluids 20, 095102 ͑2008͒ locity ͑U slip ͒ and the droplet quiescent rise velocity, normalized by the droplet quiescent velocity, is shown in Fig. 9 . Figure 10 compares the current data with that of Friedman and Katz 18 using their scaling. Mostly in agreement with their results, which have been obtained in part in the same facility ͑except for the highest u i Ј/ U q ͒, we observe that for u i Ј/ U q Ͼ 3.5, the mean rise velocity is enhanced by turbulence regardless of Stokes number. Also, at a given Stokes number, the droplet's rise velocity increases with turbulence level ͑Fig. 9͒, from values that can be lower than U q to levels that are much higher than the quiescent rise rate. As explained and analyzed in detail by Friedman and Katz, 18 this enhancement is most probably a result of trajectory biasing, i.e., rising droplets are preferably swept toward upward flowing region of an eddy. The present rise rates agree with the findings of Friedman and Katz 18 for similar values of St and u i Ј/ U q . Since the data in this section have previously been observed and discussed by them, we would not address these findings further in this paper.
IV. PDF OF VELOCITY FLUCTUATIONS
To obtain the time history of the droplet and neutrally buoyant particle velocity fluctuations, we subtract the mean velocity from the instantaneous values. For the purpose of obtaining the PDF of the droplet velocity fluctuations only, with a large database, the data at each turbulence level are separated into two bins, with mean sizes of 0.75 and 1.05 mm. Sample results, shown in Figs. 11͑a͒ and 11͑b͒ for Re = 195, confirm that all the distributions are close to Gaussian. The nearly Gaussian distribution is essential for the present analysis because it implies that the PDF of the droplet displacement in any time step is also Gaussian ͑Batchelor 61 ͒. Indeed, PDFs of droplet displacement over periods that are an order of magnitude higher ͑not shown͒, compared to the period used to obtain the droplet velocity, also have a Gaussian distribution. A Gaussian process, i.e., a time varying random process, where the distribution at any instance is Gaussian, can be completely determined by a mean, variance, and an autocorrelation function ͑Pope 62 ͒. Hence applying Taylor's 19 analysis provides us statistically complete information on the dispersion of droplets. The slight deviation of the PDFs of the fluid velocity from Gaussian distribution at low velocities can be mostly traced to the uncertainty in velocity. The asymmetry in the PDF of vertical droplet velocity, which is particularly evident for the 0.75 mm droplets, consists of a slight skewness toward negative values. This effect seems to diminish with increasing Re and droplet size. A similar behavior is observed in the simulations of Spelt and Biesheuvel 13 and the experiments of Poorte and Biesheuvel 15 for the PDFs of bubble vertical velocity, which they attribute to preferred location of bubbles. Figure 12 shows the horizontal and vertical droplet velocity rms values scaled by those of the corresponding fluid velocity fluctuations in order to account for anisotropy. The uncertainty in Stokes number, around 15%, is shown as error bars in Fig. 12͑a͒ . This uncertainty is estimated by assuming that the uncertainty in droplet size is 25 m, i.e., 50% of the pixel resolution, and that the dissipation has an uncertainty of 20%, following Ott and Mann. 63 For a fixed Reynolds 65 and numerically by Spelt and Biesheuvel. 13, 66 Note that as the droplet diameter ͑d͒ becomes very small, well below the present range, one should expect that the scaled rms values of the droplet velocity approach unity. Thus, the present trends cannot persist for very large u i Ј/ U q or very small St.
V. DROPLET VELOCITY RMS
VI. SCALING OF DROPLET DIFFUSION COEFFICIENT
As we are interested in the application of the current data for oceanic oil spill modeling, where the length scales are much larger than the laboratory length scales, we have tried 
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to scale the droplet diffusion coefficients with several measured Eulerian and Lagrangian turbulence parameters. Figure  14 shows that for all Reynolds numbers, directions, and sizes ͑St͒, the asymptotic droplet diffusion coefficient scaled by the product of the turbulent intensity and turbulence integral length scale monotonically increases with increasing uЈ / U q ,
This formulation uses uЈ and L, which are based on turbulent kinetic energy, for both directions, i.e., we assume that the turbulence is isotropic. If we use turbulence parameters aligned in the same direction, i.e., u i Ј/ U q and L i = u i Ј 3 / , the data become more scattered in the horizontal direction, suggesting that Eulerian directional scaling is not appropriate. This trend is explained when we examine the fluid diffusion time scale, i.e., the fluid diffusion coefficient divided by the mean squared fluid velocity, Fig. 15 . Clearly T fx and T fy are almost equal to each other and are consistently very close but slightly lower than the period of our mixers. The method that we use to artificially force the turbulence to remain stationary, by the rotation of the mixers, influences the turbulent diffusion timescale ͑Mordant et al. 67 ͒. Using this timescale, we can define new length scales L fi = u i ЈT fi or L qi = U q T fi , which accounts for the Lagrangian nature of dispersion, and hence the artificial forcing, that would be more appropriate than the Eulerian eddy size ͑L͒. Before proceeding, the Eulerian directional scaling and the Eulerian isotropic scaling of the droplet diffusion coefficient do not differ by much in the vertical direction due to the fact that the variation in anisotropy ͑u y Ј/ u x Ј͒ for the present three Reynolds numbers is due to the horizontal rms, i.e., u y Ј/ uЈ and hence L y / L remain constant in our measurements. Also, the Eulerian isotropic scaling of the droplet diffusion coefficient works better than the directional scaling for the horizontal direction because the deviations of L / L fx are smaller than those of L x / L fx .
When we scale the droplet diffusion coefficient using u i Ј and the two new length scales, as shown for D dii / u i ЈL qi in Fig. 16 , in linear and log scales, we observe a collapse of the entire data onto a single curve, suggesting that
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The former relation is equivalent to scaling the droplet diffusion coefficient by the fluid diffusion coefficient and treated in detail in the next section. Also, as mentioned in Sec. III, error bars for the droplet diffusion coefficient estimated using bootstrap uncertainty analysis are shown in Fig.  16͑a͒ . The data for which the error bars are not shown, the uncertainty is less than the symbol size. To facilitate the application of these data for oceanic modeling purposes, we have tried to fit a curve to our data. A straight line fitted to the log plot, i.e., a power law with exponents of 1.44 for the horizontal direction and 1.52 for the vertical direction as shown in Fig. 16͑b͒ 
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The power law behavior implies that the functional relationships using L fi and L qi are similar, as can be seen from Eq. ͑9͒ and Fig. 16͑b͒, but Ј and the droplet diffusion timescale. Overall with increasing u i Ј/ U q , the normalized horizontal and vertical direction droplet diffusion coefficients increase and also become closer to each other. The latter trend can also be observed from the two straight line fits in Fig. 16͑b͒ . The other clear observation from Fig. 17 is that for most of the present cases, the normalized droplet horizontal diffusion coefficient is higher than the vertical one. This trend is inconsistent with previously published data, both for heavy particles, e.g., numerical simulations by Squires and Eaton, 22 and for bubbles, e.g., the numerical simulations of Spelt and Biesheuvel 13 and Mazzitelli and Lohse, 16 as well as experimental data reported by Poorte. 64 The discussion in the next section examines this issue. Note that the changing diffusion timescales are also evident from trend of quasi-Fickian diffusion coefficients. As Fig. 6 shows for low u i Ј/ U q , the droplet quasi-Fickian diffusion coefficient reaches a plateau at shorter times compared to that of the fluid. This trend is clearly reversed for large
VII. DROPLET DIFFUSION VERSUS FLUID DIFFUSION
As shown in the Introduction, the droplet dispersion can be obtained by integrating the quasi-Fickian diffusion coefficient. Figure 19 shows sample horizontal dispersions ͑X dx 2 ͒ of 0.7-0.9 mm droplets for Re = 214. As expected from Taylor's 19 predictions, at short times, X dx 2 ͑t͒ ϰ t 2 , but at longer times the relation becomes linear. 
VIII. DISCUSSION
In agreement with previous observations, for both heavy particles and bubbles, as U q increases the droplet diffusion coefficient decreases, e.g., Csanady, 3 Snyder and Lumley, 30 Wells and Stock, 5 and Squires and Eaton. 22 As alluded to in the Introduction, this behavior is a result of crossing of trajectories by droplets due to the effect of buoyancy, as first proposed by Csanady. 3 To the best of our knowledge, we provide the first experimental data showing a diffusion coefficient of a buoyant droplet/particle exceeding that of a fluid particle. Furthermore, we are not aware of other studies showing that the scaled horizontal diffusion coefficient exceeds the vertical one. This latter trend mainly stems from that of the droplet velocity fluctuations. A possible explanation for the difference between U x Ј and U y Ј is provided in a theoretical model for bubble velocity fluctuation introduced by Spelt and Biesheuvel. 13, 66 They show that the horizontal force balance equation contains a "lift" term, U q ϫ , where is the instantaneous vorticity, which does not exist in the vertical force balance equation. For the cases of u i Ј/ U q Ӷ 1 and u i Ј/ U q ϳ 1 they show that this term causes U x ЈϾ u x Ј They also show that ͑a͒ for u i Ј/ U q ϳ 1 the bubble horizontal velocity fluctuations exceeds that of the fluid in all cases, but the vertical velocity fluctuations exceed those of the fluid only when u i Ј/ U q Ͼ 0.2 and ͑b͒ with increasing turbulence level, the difference between U x Ј/ u x Ј and U y Ј/ u y Ј diminishes. Both trends agree qualitatively, but not quantitatively with the present data, which may be caused by differences in density or assumptions associated with the model.
We observe that, for u i Ј/ U q Ͻ 3, the diffusion timescale of the fluid exceeds that of the droplet and that the droplet vertical diffusion timescales exceed the horizontal one. These behaviors have been explained by Csanady 3 as an outcome of "crossing trajectories" and the associated "continuity effect. " Csanady 3 argued that the droplets migrate from one eddy to another due to the combined effects of inertia and buoyancy, resulting in the droplets "losing their memory" faster than a fluid particle, which remains within the same eddy during its entire lifetime. Hence the diffusion timescale of the droplets, which physically means how well it remembers its past history, is lower than that of the fluid.
An interesting observation is the increasing-decreasingincreasing trend of the droplet diffusion timescale with varying u i Ј/ U q in both directions, which occur at different conditions ͑Fig. 18͒. It has been established that inertia increases the diffusion timescale and crossing trajectories decrease it ͑Wells and Stock 5 and Squires and Eaton 22 ͒. With increasing u i Ј/ U q , the effects of both inertia and crossing trajectories decrease, but not necessarily in the same rate. Thus, it is possible that the variations in the trend are a result of confluence of opposing effects of inertia and rise velocity, the latter dominating the crossing trajectories.
For u i Ј/ U q Ͼ 3, trends of the droplet diffusion timescale become monotonic, and the difference between the vertical and horizontal timescales seem to diminish. The latter indicates a diminishing effect of crossing trajectories, which would increase the difference in diffusion timescale between the two directions. We currently cannot provide explanation for the observation, T dy / T fy Ͼ 1 at high u i Ј/ U q . However, similar trends, namely, that the vertical diffusion timescale of bubbles exceed that of the fluid, have been observed in the direct numerical simulation and Lagrangian tracking of bubbles by Mazzitelli and Lohse. 16 It has also been observed for heavy particles, in both directions, in the theoretical model of Wang and Stock, 7 at high Stokes number. Hence, beyond the current ranges of St and u i Ј/ U q the droplet diffusion parameters might have a complex dependence on both the variables. For example, the normalized vertical droplet diffusion coefficient at u i Ј/ U q Ӎ 2.4, which deviates significantly from the generally observed trend, is the lowest Stokes number data of ϳ1. Also, as stated before, inertia and crossing trajectories are not the only factors that might affect dispersion, e.g., we have seen that lift force probably plays a role. Hence, future analysis, numerical and experimental, will have to identify the effects of lift force, nonlinear drag, added mass, history force, and also preferential distributions, e.g., due to trajectory biasing ͑Friedman and Katz 18 ͒, in order to completely understand the complex phenomena of dispersion due to turbulence.
IX. CONCLUSIONS
High-speed inline digital holographic cinematography is used to investigate the diesel droplet diffusion in nearly homogeneous and isotropic turbulence. Droplet tracks have been recorded in 50ϫ 50ϫ 70 mm 3 sample volume in a fully characterized turbulence facility. An automated code has been developed to track the droplets, which provides us the time history of the droplet velocity. Data of over 17 000 droplets of varying sizes and 15 000, 50 m diameter, neutral density particles have been used to obtain Lagrangian statistics for both.
Similar to Friedman and Katz, 18 our current results confirm that at low turbulence levels, the mean rise velocity tends toward the quiescent value, but becomes higher than 
