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Massively Parallel Stencil Code Solver with
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Abstract—In the last decades, simulations have been established in several fields of science and industry to study various phenomena
by solving, inter alia, partial differential equations. For an efficient use of current and future high performance computing systems, with
many thousands of computation ranks, high node-level performance, scalable communication, and the omission of unnecessary
calculations are of high priority in the development of new solvers. The challenge of contemporary simulation applications is to bridge
the gap between the scales of the various physical processes. We introduce the NAStJA framework, a block-based MPI parallel solver
for arbitrary algorithms, based on stencil code or other regular grid methods. NAStJA decomposes the domain of spatially complex
structures into small cuboid blocks. A special feature of NAStJA is the dynamic block adaption which modifies the calculation domain
around the region where the computation currently takes place, and hence avoids unnecessary calculations. This often occurs, inter
alia, in phase-field simulations. Block creation and deletion is managed autonomously within local neighborhoods. A basic load
balancing mechanism allows a re-distribution of newly created blocks to the involved computing ranks. The use of a multi-hop network,
to distribute information to the entire domain, avoids collective all-gather communications. Thus, we can demonstrate excellent scaling.
The present scaling tests substantiate the enormous advantage of this adaptive method. For certain simulation scenarios, we can
show that the calculation effort and memory consumption can be reduced to only 3.5 %, compared to the classical full-domain
reference simulation. The overhead of 70 − 100 % for the dynamic adapting block creation is significantly lower than the gain. The
approach is not restricted to phase-field simulations, and can be employed in other domains of computational science to exploit
sparsity of computing regions.
Index Terms—stencil code, distributed memory, scalable parallel algorithms, massively parallel performance, multi-hop network, load
balancing, partial differential equation, phase-field method
F
1 INTRODUCTION
COMPUTER simulations help to understand the theorybehind phenomena, and especially to investigate those
that are difficult to access in experiments. With increasing
computing power, simulations become larger and more
complex. This leads to an increase of the resolution, the
accuracy, and the gain in knowledge. In computational
materials science, simulations with the phase-field method
reach sizes that open up new ways for microstructure
analysis. Especially for ternary eutectic directional solidi-
fication, large-scale simulations [1], [2] of realistic 3D mi-
crostructure evolution show spiral growth [3] and pattern
formation without influences from the periodic boundary
condition [4]. Similarly, large-scale simulations of dendritic
growth [5] enabled new insights into the growth morphol-
ogy [6], [7]. However, the required high resolution still
remains one of the biggest challenges. A problem which is
encountered with such a high resolution is the modeling
of water droplets on structured surfaces. The phase-field
method is able to simulate multiphase droplets [8] which
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are difficult to calculate with traditional tools, such as the
Surface Evolver [9], [10].
Contrary to sharp interface models, finite differences
on regular grids can be used to discretize the phase-field
method. The individual material parameters are interpo-
lated over the diffuse interface. This keeps the calculation
rules the same throughout the domain. In contrast to sharp
interface models, the interface does not need to be tracked
with high computational effort. To enable accurate calcula-
tions, the mesh must be adapted according to the interfacial
changes.
For certain phase-field applications, only the diffuse
interface region between the various phases has to be cal-
culated. The bulk, i.e., the part inside the phases, does
not change in these calculations. For illustration purposes,
we use an example application for the presented method,
which is particularly suitable; for example, a water droplet
on a structured surface. Bridging the scales between a
few micrometers, for the structured surface, and a few
millimeters, for the diameter of a water droplet, requires
large domain sizes. If the water droplet is covered with a
cuboidal simulation domain, most of the domain contains
bulk, which does not require computation. The interface
region that has to be calculated is very small. For a smooth
discretization of the interface region, a width of about ten
grid points is necessary. Water droplets on a chemically
structured surface, with 700 lamellae, have been studied
experimentally. However, this has not been achieved in
simulations [11], [12]. A typical rain droplet of about 3 mm
has the size to cover all 700 lamellae, each with size of
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about 5 µm—the typical diameter of spider dragline silk. In
a phase-field simulation, the lamellae should be significantly
wider than the diffuse interface. For 15 grid points per
lamella, this results in a resolution of around 6 ⋅ 1011 grid
points, in all three dimensions. To meet this challenge, we
have developed new approaches, and have implemented
them in the NAStJA1 framework. The regions outside the
interface do not have to be calculated, and thus are omitted
in NAStJA, which responds to dynamic changes in the
simulation domain. Details will be presented in the section
“Methods”.
Since NAStJA is designed to be both highly efficient
and as general as possible, it supports regular grids with
a computing stencil sweeping through the domain. Many
problems in computational materials science and other
fields can be described using phase-field methods or other
methods based on regular grids, as cellular automata, which
both can be tackled using NAStJA. Besides the phase-field
method, the NAStJA framework supports different methods
for droplets, as was done by Ben Said et al. [8]. Other meth-
ods that NAStJA can handle are phase-field crystal models
like [13], [14] and the cellular Potts model, a cellular automa-
ton for biological cell simulations, according to Graner et
al. [15]. The framework can be simply extended with a wide
range of algorithms that work on finite difference schemes
or other regular grid methods.
The next section gives an overview of related work. Sec-
tion 3 presents details of the methods used by NAStJA, be-
ginning with a brief introduction of the phase-field method.
Then, the data structure and the different communication
layers are shown, followed by the dynamic methods. Mea-
surements and a theoretical estimate of the parallel scaling
are presented in Section 4. Finally, we discuss the results in
Section 5, and draw the conclusions.
2 RELATED WORK
A brief list of phase-field frameworks is given in Section 2.1.
Section 2.2 presents certain methods to reduce the compu-
tational cost by adapting the mesh. This section closes with
a brief overview of autonomously distributed systems in
Section 2.3.
2.1 Frameworks
In the last years, various frameworks with different de-
sign goals have been established to conduct phase-field
simulations. Despite the different programming languages,
ranging from C, C++ to Python, the most frameworks are
parallelized with Message Passing Interface (MPI) to ex-
ploit current high performance computing (HPC) systems.
Open-source frameworks are DUNE [16], [17], FEniCS [18],
[19], FiPy [20], [21], MOOSE [22], [23], OpenPhase [24],
waLBerla [1], [25], and PRISMS [26]. Apart from these,
proprietary codes are also developed, such as MICRESS [27],
[28], Pace3D [29], [30], and COMSOL [31]. Most of these
frameworks focus on the usability, a wide range of features,
already implemented modules, and the flexibility to incor-
porate new models. Although waLBerla has a flexible block-
based concept [32], and a high focus on performance, it does
1. Acronym: Neoteric Autonomous STencil code for Jolly Algorithm
not allow to simulate arbitrary rectangular decomposed
domains, where blocks are newly created and removed, al-
lowing the decomposition to follow the structure during the
simulation. This dynamic creation and deletion of blocks, to
change the decomposition of arbitrary domains during the
simulation, is one of the primary objectives of NAStJA.
2.2 Adaptive Mesh Refinement
Besides the ability to dynamically change the computa-
tional domain on a block level, as NAStJA does, adaptive
mesh refinement (AMR) techniques are used in phase-field
simulations of dendritic growth [33], [34], [35], [36], cell
growth [37], [38], growth of lamellar structures [39], and
wetting phenomena [40], [41]. For this purpose, the grid
resolution is dynamically changed in local regions with
high gradients. An overview of various dynamic AMR
algorithms is summarized by [42].
2.3 Agent-based Modeling
Agent-based modeling is a bottom-up method to model a
wide range of dynamic systems in various fields, such as
artificial life, genetic programming, genetic evolution, or
social studies. Individual elements of the system are com-
putationally represented as agents with decision-making
or action options. The system behavior results from the
behavior of the individual agents, and is not predefined
at system level. The distribution and action of adaptive
autonomous agents is the subject of many studies [43], [44],
[45]. In a certain way, the blocks of NAStJA can be mapped
to agents.
3 METHODS
In this section, we first present a brief overview of the phase-
field method and its equations, and outline the general
requirements for NAStJA. Then the general data structure,
the program flow, and the different communication layers in
NAStJA are introduced. The method for the dynamic block
adaption is also addressed in more detail.
3.1 The Phase-field Method
The phase-field method is based on an entropy [29], a free
energy [46], or a grand-potential functional [2], [46]. It is
developed to ensure consistency with classical irreversible
thermodynamics. An order parameter φα describes the local
fraction of phase α. In the phase-field method, a phase
indicates the aggregate state, such as solid or liquid, the
different grain orientation in multigrain simulations, or sev-
eral materials, e.g., water, oil, or air in droplet simulations.
Each phase fulfills the relation 0 ≤ φα ≤ 1, where φα = 0
denotes the absence of phase α, and φα = 1 denotes the
existence of the phase. All phases must satisfy ∑α φα = 1.
The diffuse transition from 0 to 1 is called interface. In
particular, we have two phases and two order parameters
that effectively reduce to one order parameter φ, because
of the complementarity condition. In the present case, it
is sufficient to use only one order parameter φ. A detailed
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derivation can be found in [47], [48]. The simplified phase-
field equation reads as
∂φ
∂t
= ε∇2φ − 32
εpi2
(1 − 2φ) − 6φ(1 − φ)∆ f , (1)
with ε as a parameter related to the interface width Λ =
εpi2/8, and ∆ f as a driving force which is responsible for the
interface movement.
A common way to discretize the phase-field equation (1)
is to use a finite difference scheme and an Euler time integra-
tion [49]. Therefore, the coupling of various data fields, via
synchronized time steps, which is particularly important in
multiphysics applications, is thus easily possible. According
to the notation introduced by [1], an adequate discretization
for the Laplacian is the D3C7 stencil, a three-dimensional
stencil with seven input values, a center point, and six
direct neighbor points. The size of the stencil determines
the size of additional layers which are necessary for the
discretization. These layers are wrapped around the data
fields, and are called halo. In case of this phase-field model,
the halo extends the data field by one grid point in each
direction.
3.2 Architecture of NAStJA
The NAStJA solver divides the domain into blocks of uni-
form, pairwise disjoint cuboids. These blocks contain the
data fields, for which the equations are solved. On the left,
Figure 1 shows blocks distributed to parallel MPI ranks.
A block is an object that builds a skeleton for data fields.
The block specifies its geometry and global position in the
domain, and stores the data fields with regular calculation
grid, which can be seen in the middle and on the right of
Figure 1. In a multiphysics application, the blocks contain
several data fields, e.g., one scalar field for temperature,
one vector field for velocity, and so on. Data fields are used
according to the application. They can be arbitrary data
types like scalar fields, vector fields, and structures in three-
dimensional arrays in memory. For consistency, the data
fields are extended by a halo, where one or more layers
surround the data field. The halo holds a local copy of the
boundary grid layers shared with the neighboring blocks.
The size of the halo depends on the size of the stencil, which
is illustrated on the right of Figure 1. The numerical scheme
is described by a stencil which calculates a central grid point
value by using several neighboring grid point values around
the central point. With every time step, a kernel of this
stencil sweeps over the whole data field.
The sweeping of the kernel, over the data field, is an
action. For multiphysics applications, there may be several
kernels which sweep over the different data fields. Other
actions can be the writing of output data. Among others,
NAStJA offers the output of VTI files (ParaView VTK Image
Data) and mesh data. Also the execution of the boundary
conditions and halo exchanges are actions. Figure 2 illus-
trates these actions in the program flow.
The phase-field application presented in the introduc-
tion only has a small interface region which needs to be
calculated, whereas the other regions are uninteresting. In
addition to the interface region from the example, other
simulations with these properties, where only small parts
are interesting, are conceivable. In this work, we use the
term interface to describe the region where computations are
needed.
All blocks are located on a regular grid, the block-
structured grid. The virtual domain defines the maximum
extension of the block-structured grid that is available,
i.e., it determines the last available block in x-, y- and z-
direction. This is required for domains of a fixed size to
set the correct global boundary condition for each side of
the virtual domain. Furthermore, the blocks are identified
by a unique ID. This is the linearized index of the position
in the block-structured grid, whose calculation requires the
maximum number of blocks per dimension. Figure 3(a)
shows a schematic of the phase-field interface within the
virtual domain of the block-structured grid. The interface
is covered by blocks depicted in Figure 3(b) that build the
computational domain, and blocks outside the computational
domain do not have to be allocated. The computational
domain is distributed over the MPI ranks, see Figure 3(c).
This is an advantage over ordinary simulation tools which
use a costly remeshing or allocate the whole domain, and
use a detection to determine the interface region, while the
calculations of the other regions are omitted, as is done
in [50]. NAStJA can cover complex geometries by blocks
without wasting much memory for regions, where no cal-
culations are needed. The kernel sweeps over the whole
block, even if it has non-interface regions. This is often
faster, because the blocks are small enough to fit into the
cache. The block size can be chosen in such a way that the
processor cache is used optimally, i.e., the whole block or the
stencil input area—usually three layers—fits into the cache.
Uniform calculation of one block, without the need of grid
point index calculation, is a prerequisite to achieve a high
node-level performance on HPC systems.
Usually, the interfaces are moving during the simulation,
as shown in Figure 3(c). For correct results, the interface
must always be covered by the blocks of the computational
domain. If the computational domain does not adapt dy-
namically, the initial computational domain must be large
enough to completely cover the interface at any time. For
this purpose, the computational domain can be extended
with spare blocks, which will contain parts of the interface,
at a later simulation time. The spare blocks are initialized
uniformly with a default value. This value depends on the
side of the interface, on which the spare block is located. In
this phase-field application, φ = 1, inside the structure, and
hence the block is initialized with 1. Outside the structure,
φ = 0, and so the block is initialized with 0. In advance, it
is principally impossible to know the exact way in which
the interface will evolve. Therefore, the extension of the
computational domain must be estimated generously.
Hence, the approach of NAStJA is to dynamically create
and delete blocks during the simulation. While the interface
is moving, the computational domain is adapted to the
interface, see Figure 3(d). The neighboring block is created
before the structure leaves the inside of one block. On the
other hand, it is deleted, if the interface region moves out of
a block.
In the following, we describe how some prior knowledge
about the model and the simulation domain geometry helps
to preserve consistency. Consistency means that the result of
a simulation with omitted blocks is the same as the result
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Fig. 1: Data structure for simulations in NAStJA. Blocks with the computing load are distributed to ranks, here rank 0
to rank 3. Each block can contain several data fields, e.g., velocities, phase fields. The data fields are an array of three-
dimensional values, including the halo. A stencil, the red cross on the right, sweeps throughout the field. It loads input
values from one or more fields, calculates the finite difference scheme, and stores the result on the center point.
Initialization
Time loop
Sweep φα
Boundary condition φα
Halo exchange φα
⋮ Other sweeps
⋮ Other actions
Write output data
Fig. 2: After the initialization, the program runs a time loop.
All actions are called one after another, whereby each action
acts on all blocks. Then the next time step is processed.
from a full-domain reference simulation. Figure 4 illustrates
different situations, and demonstrates the procedures that
are necessary to enable the interface to remain consistent.
At the boundary, the stencil always requires values from
the halo. Sides with neighboring blocks receive these values
from the neighbor via the halo exchange. In Figure 4, the
stencil in position 2 accesses values from this halo. This case
is consistent with the full-domain reference simulation. If
there is no neighboring block, the global boundary condition
sets these values. Inside the domain, a special boundary con-
dition is introduced, the inner boundary condition, which is a
Neumann boundary condition without flux. The stencils in
positions 1 and 3 load values from this inner boundary layer,
where the inner boundary condition is applied, whereas
the stencil in position 1 is outside the interface region, and
thus does not change the value during the calculation. As
long as the interface does not touch the inner boundary,
its values do not change, and therefore it has no influence
on the result. The stencil in position 3 loads values from
the interface, and changes the calculated value. The inner
boundary layer would change, and thus distorts the result.
For this reason, the last inner layer of the data field, the test
layer, is used to check whether the values have changed. If
the values have changed, a new block must be created on the
right side of block 2. If the interface moves out of the block,
the entire block, including the halo, is constant, in the case
of the phase-field 0 or 1. Then, the block can be deleted, and
the application of the inner boundary condition is replaced
by the halo exchange.
In the stencil computation, the movement of the interface
per time step is at most by the number of grid points that
the stencil has in the backward direction. For the stencil of
the phase-field method, this is a maximum of one grid point
per time step. The fastest movement of the interface requires
at least n time steps to grow through one block with size n,
from one side to the opposite side. This time can be used to
rebuild and communicate the neighborhood of blocks before
the consistency is violated. Concurrently, this is a restricting
factor for the adaptive actions. In Section 3.4, we will later
see some conditions why knowledge about the blocks in the
neighborhood is indispensable.
3.3 The Different Communication Networks
Before the details of the dynamic block adaption are pre-
sented, we first introduce the different layers of communi-
cation that are used in NAStJA to achieve an autonomous
adaptive and scalable code. Besides the halo exchange, two
further communication networks are needed to accomplish
the knowledge exchange required for the consistency of the
dynamic block adaption. One of these networks provides
the exchange within local groups of directly connected
ranks. If necessary, the other network connects disjunct
groups of ranks, e.g., when two interfaces grow towards
each other. This network bypasses all-gather communica-
tions, and distributes the information efficiently throughout
the whole domain, after several time steps.
Halo Exchange. After each calculation step, neighboring
blocks, which have at least one common corner, exchange
their halos. In three dimensions, a block has up to 26 neigh-
bors, including six side neighbors, twelve edge neighbors,
and eight corner neighbors. For full stencils, as is required
for the mesh output, the halo exchange is done for all 26
neighbors. For smaller stencils, the corners, or even the
edges, can be omitted. The present phase-field stencil only
needs an exchange of the six sides. The communication
effort for the halo exchange remains the same for each block,
when the number of used ranks is scaled up.
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Fig. 3: Two-dimensional representation of a phase-field simulation. The blue line denotes the interface region where the
phase changes from 0 to 1. (a) A block-structured grid is laid over the virtual domain. (b) From this grid, only the blocks
holding a part of the interface region are allocated. These blocks form the computational domain. (c) All blocks of the
computational domain are distributed to the available ranks, here marked by color. During the simulation, the interface
changes and moves in space. (d) The blocks in the computational domain are adapted correspondingly. The stars denote
newly created blocks, and the dashed blocks are deleted.
inner BC Interface
Test stencil Stencil 1
Block 1
Test layer
Stencil 2 Stencil 3
Block 2
Halo exchange
Fig. 4: Representation of two neighboring blocks. For the
sake of illustration, we only consider the x-direction. The
data fields (thick black rectangles) are extended by a halo
(dashed rectangles). The green area denotes the inner
boundary layer (BL). Here, the inner boundary condition
(BC) is applied. The BL holds a copy of the layer next to it.
The purple area denotes the halo exchange between block 1
and block 2. The interface is illustrated by a blue tube, and
the interface region is restricted by the dashed blue line. The
three stencils (red) demonstrate different situations. Stencil 1
loads from the inner BL, where all input values are the same,
because it is not touching the interface. The finite difference
scheme does not change the center value. Stencil 2 loads
values from the interface, and the exchanged halo data from
block 1, and it changes the center value. Stencil 3 has input
values in the interface. It changes the center value on the test
layer. The test layer (yellow) is a layer next to the inner BL,
where a test stencil detects a change of values. The change
of stencil 3 implies the creation of a new block to the right
of block 2.
Neighborhood Communication. The knowledge about the
existence of a block is essential for the dynamic block
adaption. A trivial approach is to hold a list of all blocks on
a master rank, or an up-to-date list of each rank. For both
approaches, collective communications are required. With
an increasing number of ranks, collective communications
become a bottleneck, and limit the scalability. Therefore,
interacting ranks build a local group of ranks with neighbor-
ing blocks, as described in detail later, and act autonomously
within this group. This locality limits the number of connec-
tions per rank, and thus the communication overhead, and
so results in a high scalability.
Global Announcement Network. The third communication
network is a multi-hop broadcast network. The topology of
the global announcement communication network is arbi-
trary, with the restriction that the diameter k must be small
enough to ensure global consistency after k hops. In order
to reduce the communication overhead, the network should
have a small degree d, the number of MPI communication
partners per rank. Each rank has a message manager, which
sends messages to all its neighbors in this topology, and
also receives messages from its neighbors. So, a message is
spread to all ranks, after at most k hops. This sending and
receiving is coupled with the time steps, such that one hop
is done in each time step. Each message is extended by a
time to live (TTL) counter. This counter is initialized with k,
and is decremented with each hop. When the TTL becomes
zero, the message is globally known and can be deleted. For
the topology, we use a multidimensional Manhattan Street
Network (MSN) [51], [52], [53]. The MSN dimension is equal
to the degree d, as d increases with decreasing k.
3.4 Methods for Dynamic Block Adaption
For the dynamic block adaption, several actions are per-
formed between the calculation action and the halo ex-
change action. The first action detects whether the interface
is entering or leaving a block, as described in Figure 4.
From this, a message is built, and is shared. The ranks
decide autonomously where the new block is created. After
the block creation and deletion, the halo exchange has to
be reconfigured for new and deleted blocks. A global an-
nouncement of new blocks is initialized. Finally, an optional
load balancing action can be performed.
For an elaborated description, we firstly define some
terms. Let V = [0, X − 1] × [0,Y − 1] × [0, Z − 1] be the set
of all block representatives. This is called the virtual domain,
with X,Y , and Z as the number of blocks per dimension. The
coordinates represent a position in the block-structured grid.
Obviously, V ⊂ Z3. For two elements, a, b ∈ V is a − b ∈ Z3.
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Let ∥ ● ∥∞ denote the maximum pseudometric on Z3. We de-
fine the local neighborhood of a block, which we identify with
its representant b as L(b) ∶= {x ∈V ⊂ Z3 ∣ ∥b − x∥∞ ≤ 2}.
Note that depending on the global boundary conditions,
also periodic blocks are located in L(b). Therefore, V be-
comes a multidimensional torus, which is omitted for clar-
ity. L(b) contains all directly neighboring blocks, and the
neighbors of these neighbors, in total 125 blocks.
D ⊂ V denotes the set of all blocks in the computational
domain. Let H be the set of all ranks, which is denoted by
the MPI rank. Then we have a disjunct union D = ⊍h∈HBh ,
where Bh is the set of the blocks hosted by rank h.
Let H(b) be the host process for a given block b. Since
D is not distributed to all ranks, each rank h only knows a
subset Kh ⊂ D, the known blocks. In a consistent state, the
rank knows all blocks in the local neighborhood that are in
the computational domain, i.e., L(b) ∩Kh = L(b) ∩D for all
b on all h.
For each h, we define the local group Gh ∶={H(n) ∣ n ∈ ⋃b∈Bh (L(b) ∩Kh)}, i.e., the set of all ranks that
host a block in the local neighborhood L(b) of any block
b ∈ Bh of h. Note that it is not mandatory that all blocks of
one rank, or the blocks inside the local group, are topologi-
cally contiguous.
For each partner rank, p ∈ Gh , a communicator connects
p with h. This is done by a communication manager which
manages the meta communications for the handling of the
adaptive blocks. The communication manager keeps the
data for the connection, including partner ranks, connection
status, blocks on each partner rank, and the known blocks of
each partner rank. They are stored in associative containers,
i.e., maps from the C++ Standard Template Library. An
initial state of these data is generated at the beginning of
the simulation.
Block creation. If one rank detects that the interface
reaches the boundary of a block (Figure 4), a message is
generated for the blocks that need to be created. Depending
on the stencil, each detection can produce one (on a side) or
up to seven (on a corner) new blocks. An arbitrary function
determines the host rank for the newly created block. If two
blocks, a and c, on different ranks, A and C, simultaneously
detect the same new block b∗, then both ranks must calcu-
late the same host rank for b∗. This is possible when both
ranks know each other, and use only consistent information
for the determination of the host rank for b∗. For the local
neighborhoods, it is L(a) ⊃ N(b∗) ⊂ L(c), where N(b∗) is
the set of all neighbors of b∗, as demonstrated in Figure 5.
The function implemented in NAStJA to determine the
host rank can be described as follows: Let b∗ be the
new block. Let N ∶= {H(n) ∣ n ∈ Nw(b∗)} be the set of all
host ranks of all neighbors of b∗. Here, w indicates the
different number of neighbors depending on the stencil.
Then the host rank of the new block is given by the rank
r = min{arg minn∈N load(n)}, i.e., the partner rank with the
least load. If two or more ranks have the same least load, the
host rank with the lowest rank is chosen. Here, the function
load gives the number of blocks hosted by this rank.
The message about new blocks is sent to each partner
rank, where the message is processed. On the new host rank,
a block is created and initialized with the correct values.
In case of the example application with the simple phase-
a b∗ c
local neighborhood
of block a
a b∗ c
local neighborhood
of block c
Fig. 5: The local neighborhoods L(a), L(c) of block a and
c, respectively. The block b∗ is newly created. The direct
neighbors N(b∗) (blue rectangle) of b∗ are included in both
neighborhoods. A 2D representation is used to simplify the
illustration.
A B
C
announce a∗
a∗
c
a
b
a∗
Fig. 6: Left: Connection between the ranks A, B and C. C
detects a new block a∗, which will be created on A. C sends
this message to A. Since C and B are not connected, B
does not receive this message, so that A has to announce
a∗ to B in a subsequent step to provide consistency. Right:
Example of a representation of blocks in the virtual domain.
Block a on A and block c on C are shown with their
local neighborhoods depicted in the red and blue rectangle,
respectively. Block b is included in the local neighborhood
of a, but is excluded from the local neighborhood of c, while
B and C are not connected.
field function of one phase, these values are 1 when the
new block is detected on the inner side of the interface /
inside the structure, e.g., inside the droplet, and 0 when it
is detected on the outer side. The receiver rank also knows
the other ranks that are connected to the sender. Hence, the
receiver knows which partners have received the message
about the new blocks from the sender. If the receiver rank
is connected to partners that have not received the message
from the original sender, the new block is added to the list
to announce the block to all these partners. In the next time
step, the list for the announcing blocks is appended to the
message which is sent to its partners by this rank. For each
partner, there is a separate list for announcing blocks.
For these ranks, the halo exchange is retained. All other
partners configure the halo exchange. Figure 6 demonstrates
the creation and the announcement. In Figure 7, the retained
halo exchange is illustrated. After the ranks receive the
message with the announcement, they know the blocks
hosted by the other ranks, and the retained halo exchange is
configured and performed. Since the interface needs some
time to go through a block, the missing halo exchange has
no influence on the simulation result.
Before we explain the deletion of blocks, we describe the
communication and connection between the ranks.
Global announcement. In the two cases above, we have
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Fig. 7: The same situation as in Figure 6. The supplementary
block b, with its neighborhood marked in green, is hosted
by B, which detects a new block b∗, and will host the new
block. This message is received by A, but not by C. The thick
purple line shows the retained halo exchange. A knows that
B has not received the message a∗ from C. The subsequent
step of announcing a∗ to B eliminates the restraint, and the
halo exchange is configured.
b
x∗a b∗
Fig. 8: Initially, block a on rank A and b on B have no
common blocks in their local neighborhoods, i.e., A and B
are not connected. When B creates b∗, A does not recognize
this. Block x∗ is a neighbor of blocks on A and B. Before the
interface moves through b∗, and B can create x∗, the global
announcement has to announce b∗ to A, such that A knows
b∗, which is in the local neighborhood of A. From then on,
A and B will determine the same host rank for x∗.
illustrated that either all existing blocks located in the local
neighborhood are already known, or that they are made
known through blocks on indirectly connected ranks, and
thus the consistency is kept. Apart from that, there are
also cases where a block b∗ is created, which is in a local
neighborhood of a. However, the two host ranks A and B
have no connection, which is shown in Figure 8. Then, a
new block x∗ can be created from A or B, since they do
not know each other. This must be absolutely prevented.
This means the ranks A and B, and thus the blocks a and b,
need to know each other in the local neighborhood before
the block x∗ will be created. As described at the end of
Sec. 3.2, this knowledge transfer must be finished within
the next n time steps, where n is the side length of the
block. For this purpose, the global announcement network
is used by sending messages with block ID and rank. The
diameter of the network topology is limited in such a way
that the knowledge transfer can be finished in sufficient
time. Therefore, the connection setup and detection must be
considered. In the worst case, the connection setup requires
5 time steps. The detection needs more than one time step
to ensure that the connection is already established at the
beginning of the time step. This limits the diameter.
Connection setup process. If a rank h receives a message
A B
C
FCS
c∗FCS
se
t u
p c
on
ne
cti
on
c
b
c∗
a
Fig. 9: A detects a new block c∗, which will be created on
C. A knows B, and knows that c∗ is located inside the local
neighborhood of b, so B and C have to communicate. A
additionally sends an FCS message to B and C, which then
establish a connection.
announcing an unknown block u /∈ Bh that is in the local
neighborhood of any block u ∈ ⋃b∈Bh L(b), then a connection
between h and r = H(u), the host rank of u, must be created.
A handshake protocol is used to establish the connection
within three to five time steps, which is similar to the TCP
(Transmission Control Protocol) three-way handshake with
the SYN, SYN-ACK, ACK packages [54]. The communica-
tion between the communication managers is based on one
message to/from each partner per time step. The communi-
cation manager also probes messages from unknown ranks.
If there is a first handshake message from an unknown rank,
the rank is added to the list of communicators, such that the
handshake messages that follow are sent and received once
per time step. When the handshake finishes, both partners
are synchronized, and establish the connection in the same
time step. The communicator is not visible outside the com-
munication manager, until the handshake is completed. This
is important because the halo exchange is only configured
and executed from both sides simultaneously.
Fast connection setup. (FCS) In many cases, the rank
detecting a new block knows about new connections. Rank
A, for example, is connected with ranks B and C, while B
and C are not connected. One block on A reaches the border,
and a new block must be created on C. A knows that the
new block has a neighbor on B. Then it sends an additional
message to both, B and C, so that B and C can establish a
connection, as depicted in Figure 9.
Connection establishment. After a handshake reaches the
state ‘established’, or a fast connection setup message is re-
ceived, an additional communication message is exchanged
between the newly connected partners. This message con-
tains all knowledge of the communicator that the partner
has to know, particularly the list of the blocks and the
connections. If this knowledge is transferred, the connection
state is changed to ‘connected’, and all halo exchanges be-
tween blocks on these partner ranks can also be configured.
Block deletion. When a block without interface is detected,
it can be removed, because further calculation will not
change any value. Calculating a block without an interface
takes computing time, but does not influence the result.
Therefore, blocks are only allowed to be deleted if their
existence is known to the whole domain after a global
announcement process. This ensures that the block is known
to all local neighborhoods to which it belongs. All partners
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in the local neighborhood receive the deletion message and
remove the block from their lists. The partners supersede the
halo exchange with the application of the inner boundary
condition. This is a much simpler process than the creation
of blocks. To achieve this, each block is assigned a decreas-
ing counter of minimum time steps to live, depending on the
diameter of the global announcement network. The deletion
is deferred as long as this counter is positive.
3.5 Load Balancing
Even if new blocks are created on the rank with the least
number of blocks, it happens that the ranks have a very
different number of blocks, which results in different calcu-
lation times per time step. Some blocks can be moved from
one rank to another rank, based on a diffusion algorithm.
This load balancing action can be performed independently
on the dynamic block adaption action. The frequency of
the execution of the load balancing action, i.e., each time
step or all n time steps, can be chosen depending on the
load per block and the change rate of blocks per rank. The
load balancing is an autonomous process which uses the
same neighborhood communication as the adapting action.
To avoid an overestimation after the load balancing action,
in which one target rank has more blocks than the source
rank, each rank calculates and communicates an offer of the
number of accepted blocks.
The average number of blocks is calculated for each local
group. The rank then knows the number of spare blocks it
can offer to other ranks. It offers the equally divided spare
blocks to all ranks in its group, which have the maximum
number of blocks. This offer is made in the time step before
the load balancing step, and corrected by the number of
created and deleted blocks in the dynamic block adaption.
Then, every rank selects excessive blocks over the average,
in its local group, and assigns them to the ranks in its
group, depending on their offers. The assignment is chosen
to minimize the halo communication to remote hosts, i.e.,
to keep as many MPI exchanges as possible on the same
rank. The data of the blocks are packed and moved to
their targets. As before, the blocks that are to be deleted
are only allowed to move after they have been announced
throughout the whole domain. In this case, all blocks in the
neighborhood are known, and for each moving block, the
new communication partners are known as well, such that
they can perform a fast communication setup.
In the case where two neighboring blocks are moved
to disconnected hosts, the new host ranks have to perform
another fast communication setup.
4 PERFORMANCE AND SCALABILITY
In this section, we show that the chosen algorithms, based
on a performance model, have a good scalability. Subse-
quently, we present measurement results of the individual
modules in the NAStJA framework.
We consider the times of the individual actions, tsweep,
for the computation stencil sweeping over the data field,
thalo, for the halo exchange, and tdynamic, by gathering all
individual times of the dynamic adaptive block actions,
which include
tdynamic ∶= tdetection + tadaption + tbalance + tglobal, (2)
where tdetection is the time of the detection action. The time of
the dynamic block adaption tadaption and load balance tbalance
actions depends on the neighborhood communication. The
global announcement network communication is measured
by tglobal. For the performance analysis, all disk I/O actions
are neglected.
Within the NAStJA framework, three different paral-
lelization variants are conceivable, with the times
tserial = tsweep, (3a)
tparallel = tsweep + thalo, (3b)
tautonomous = tsweep + thalo + tdynamic. (3c)
The serial variant (tserial) only consists of the calculation
sweep, while tsweep scales asO(n3), with the size of the block
n.
In the parallel variant (tparallel), the time of the halo
exchange (thalo) is added. In case of weak scaling, i.e., the
workload for each rank is the same, tsweep stays constant,
and thalo is an additional constant effort depending on n and
the stencil. A constant number of exchanges are performed.
Up to 26 connections are possible with one or more halo
layer per block. The size of the largest message in the halo
exchange is proportional to O(n2). In a perfectly communi-
cating network, thalo is independent of the number of ranks.
For the autonomous variant (tautonomous), the dynamic
actions tdynamic are added. The time for the detection of
reaching the border tdetection is a pure local function, and
hence is of the same order as tsweep. The global announce-
ment action tglobal has a low number of connections per
rank. For N = 185 088 ranks (the number of cores of the
Hazel Hen, Germany’s highest ranked HPC system in the
TOP500 list [55]), and a block size of only 32 grid points per
dimension, i.e., 323 grid points in total, a six-dimensional
Manhattan Street Network is sufficient, and hence only six
connections are required. The diameter d of the Manhattan
Street Network [51] is given by d ≤ ∑i⌈Ni/2⌉ + 2, where Ni
is the number of ranks in each dimension. The number two
is added for irregular networks, and for networks where
each Ni mod 4 = 0. As an estimate, this gives d ≈ (n n√N)/2.
Using the numbers above, Ni = {8, 8, 8, 8, 7, 7}, and thus
d = 25.
The dynamic block adaption tadaption and the optional
load balancing tbalance times are of the same order. In these
steps, every rank has to communicate with all ranks that
host one block in the local neighborhood of any hosted
block. With an increasing number of ranks, the number
of communications increases depending on the distribution
of blocks. Since the number of neighbors is limited to 125
neighbors per block, this results in an upper limit of 125
connections per hosted block. With the assumption of an
ideal communication network, where each connection is
performed in a constant time, we get
tautonomous(p) ≤ b ⋅ tˆparallel +max{p, 125 ⋅ b} ⋅ tˆdynamic, (4)
where p is the number of ranks, b represents the maximum
number of blocks per rank, and tˆparallel is the sum of all
times of the constant scaling actions for one block, including
the calculation and the halo exchange, as described above.
tˆdynamic is the time for one communication, and scales lin-
early with b. For p > 125 ⋅b, the timing becomes independent
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from the number of ranks, which results in a constant
scaling behavior.
Large block sizes have a significant influence on the
constant part, and thus improve the scaling. The only com-
munication time that is influenced by the block size is thalo,
which increases as the power of two, when the block size
increases as the power of three. More expensive calcula-
tions, i.e., longer tsweep, improve the scaling additionally by
increasing the constant part. However, the cluster intercon-
nects, and implementations of the message passing interface
(MPI) deviate from a perfect communication network. In the
following, we will investigate to what extent our theoretical
estimation of the parallel scaling holds for NAStJA.
4.1 Measurements
To perform the scaling test, we use the systems ForHLR II,
located at Karlsruhe Institute of Technology (fh2), and JU-
RECA, located at Forschungszentrum Ju¨lich (jureca).
ForHLR II has 1152 20-way Intel Xeon compute nodes.
Each of these nodes contains two deca-core Intel Xeon
processors E5-2660 v3, with Haswell architecture, which run
at a basic clock rate of 2.6 GHz, and have 10×256 KB of level
2 cache, and 25 MB of shared level 3 cache. Each node has
64 GB of main memory, and an FDR adapter to connect to
the InfiniBand 4X EDR interconnect. In total, 512 nodes can
be used, which are connected by a quasi fat tree topology,
with a bandwidth ratio of 10:11 between the switches and
leaf switches. The implementation of Open MPI is used.
JURECA consists of 1872 24-way Intel Xeon compute
nodes. Each of these nodes contains two dodeca-core Intel
Xeon E5-2680 v3 Haswell CPUs which run at a base clock
rate of 2.5 GHz and have 12 × 256 KB of level 2 cache, and
30 MB of shared level 3 cache. Each node has at least 128 GB
of main memory, and a Mellanox EDR InfiniBand adapter
with a non-blocking fat tree topology. The test runs with
Intel MPI.
All scaling tests were performed in the setting of a weak
scaling. As the basis value (t1), we use the runtime on 20
cores of one full node on fh2, and 24 cores on jureca. The
side length of a cubic block is varied, as well as the number
of blocks per rank. During testing, we omit the disk I/O
routines. The parallel efficiency η, used in the following, is
defined by
η = t1
tp
, (5)
where tp is the parallel runtime with p nodes. We have
explicitly decided not to start with one rank as the basis
value, to avoid effects that occur for a small number of
ranks. These effects are influenced by the shared L3 cache
of the processors in both machines, so that the usable cache
per rank is increased for fewer ranks. For the calculation
and communication times, we present absolute timings to
see how the massively parallel simulation will behave,
compared to a serial simulation. The test size increases by a
power of two, for up to 256 nodes, corresponding to 5 120
cores on fh2 and 6 144 cores on jureca. We were able to
run several simulations on 512 nodes, and 10 240 cores on
fh2. Nevertheless, fh2 is composed of two islands, so that
simulations of this size use 2/3 of the larger island. The
switches are selected from the batch system which cannot
be changed in the productive environment. In the following
results, gaps occur at 128 or 256 nodes, which are caused
by the topology of the switches. In cooperation with the
operators, this has been further investigated, but cannot
be fully explored on a productive machine. Usually, we
present the best of several runs. Strongly deviating runs
were repeated to eliminate most of the effects of productive
HPC environments.
To consider the different parts of NAStJA, five scenarios
are designed to test the different communication compo-
nents separately. The scenarios are designed based on the
previous scenarios, and test an additional module. First,
the halo exchange is tested with an artificial workload, and
then with a phase-field calculation, with a six-side exchange
and a 26-side full exchange, followed by a synthetic test
of the global announcement network. Finally, all modules
are tested together to get the impact of the neighborhood
communication, which cannot be tested separately.
Scenario 1 (artificial workload). An ideal calculation is sim-
ulated by a testing sleep function to test the communication.
The chosen duration of 65 ms is based on the experience
with highly optimized code for expensive calculations [1].
The halo is exchanged with the six direct neighbors, and is
tested on fh2, using OpenMPI, and on jureca, using Intel
MPI, with up to 32 blocks per rank. The block size is chosen
as 100 grid points per dimension.
The timing is normalized to one block, and the efficiency
is shown in Figure 10. In the case of a single block per
rank, the measured times on fh2 and jureca are nearly the
same (difference < 1 ms) on 1 up to 128 nodes. This gives
rise to a parallel efficiency close to unity, for up to 128
nodes. On 256 nodes, the time measured on jureca increases
significantly, and the efficiency drops to 50 %. Running with
two blocks per rank on jureca changes the efficiency: it is
nearly constant around 50 %, on 2 up to 128 nodes, followed
by a small decrease by a further 20 %. In contrast, the code
on fh2 performs and scales well for up to 256 nodes, with
1, 8, and 32 blocks per rank. This difference between fh2
and jureca may be attributed to different ratios of inter- and
intra-node communication latencies for the two systems. On
fh2, the parallelization overhead, which is defined as the
ratio between the pure calculation time (65.1 ms) and the
measured average time (67.2 ms), varies from about 3 %,
on one node, to only 4 %, on 256 nodes, with a measured
average total time of 67.9 ms. A small gap is seen for two
nodes, where the communication changes from intra-node
communication to inter-node communication. The efficiency
for 256 nodes is 99.0 %, 99.3 %, 99.6 % for 1, 8, and 32
blocks, respectively. The halo exchange can be performed in
a nearly theoretically optimal time. The efficiency increases
by increasing the workload per rank, even if the number of
communications is increased. For this measurement, we in-
tentionally choose a short computing time per step. Because
this time will be longer in real-life use cases, the efficiency
is expected to be even better, according to Eqs. (3c), (5), so
that this measurement provides a lower bound estimate of
the efficiency for any workload under the conditions of this
scenario.
Scenario 2 (static simulation domain). In this scenario, the
previous workload is replaced by a real calculating function.
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Fig. 10: Scaling at a constant workload per rank, with a halo
exchange of six sides, normalized to one block, scenario 1.
(a) Average time per time step, (b) details for times of 66 −
72 ms, and (c) efficiency.
The calculation is performed by the phase-field method
from Sec. 3.1. A planar crystal front is set in an undercooled
melt. As the crystal grows, the solid–liquid interface moves
in one direction. For this scenario, a halo exchange with
six neighbors is sufficient. Tests are performed on fh2 and
jureca, with up to four blocks per rank. The block edge size
is varied over 80, 100, and 120 grid points. Additionally, for
size 100, several runs with 1, 2, and 4 blocks per rank are
performed.
Figure 11 compares the runtimes and the efficiency. The
scaling behavior on fh2, and on jureca, with a different
number of blocks, is similar to that found in scenario 1: with
one block per rank, the times on the two systems are very
similar. Again, with more than one block per rank, the times
on jureca increase significantly on two and more nodes
(see Figure 11(b)). This may be attributed to the different
ratios of intra- and inter-node communication latencies, for
the two HPC systems. A small drop, and more than one
block, is seen for 256 nodes. The same drop is present
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Fig. 11: Scaling of phase-field calculations, and a halo ex-
change of six neighbors, scenario 2. (a), (b) Average time per
time step, and (c), (d) efficiency. The results are from runs
on (a), (c) fh2, and (b), (d) jureca. Runs with a block edge
size of 80, 100, and 120 are shown, as well as 1, 2, or 4 blocks
per rank.
for the 120-edged block in one of the two runs. With a
higher amount of nodes, the probability increases to obtain
assigned switches that have more hops between them. With
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Fig. 12: Scaling of phase-field calculations, with a full halo
exchange to 26 neighbors, compared to 6 neighbors, sce-
nario 3. (a) Average time per time step, and (b) efficiency.
up to 128 nodes, the four-block simulation shows a better
efficiency, 94 %, than the other one, which can be argued
by the larger increase of computational time, compared to
the communication times. The run with a block size of 120
needs 30.0 ms of average time per step, and 27.8 ms of pure
calculation time, such that the overall overhead is 8 % for
one node. This scales with an efficiency of 86 %, on 256
nodes, and 69 %, on 512 nodes. Runs with a block size of 100
show an efficiency of 87 %, on up to 256 nodes, and a smaller
efficiency decrease on 512 nodes, with 84 %. As expected, a
longer computation time results in a better efficiency for
the one block calculations, with a block size of 80 and 100.
In the following scenarios, communication is examined in
more detail. Due to unexpected performance variations on
jureca, the studies are only continued on fh2.
Scenario 3 (full stencil). In addition to the previous sce-
nario 2, the calculation uses a full stencil. The halo exchange
is extended to 26 sides to meet the requirements of full sten-
cils. It is tested on fh2, with the calculation from scenario 2,
and with one block per rank. The block edge size is 100 grid
points.
The results compared with scenario 2 are shown in
Figure 12. Compared to scenario 2, the measured pure
calculation time 16.1 ms is not changed. The average time
per step is increased up to 24.5 ms, and the overall overhead
is increased to 52 %. The scalability is characterized by an ef-
ficiency of 96 %, for 512 nodes and 10 240 cores, respectively.
With 26 sides, the ranks are entangled more strongly, and
therefore a larger but equable overhead occurs. This larger
overhead results in a better scalability than the six-side halo
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Fig. 13: Scaling of the global announcement network, sce-
nario 4, for sizes of 100 and 2000 values, and the Manhattan
Street Network (MSN) topology. (a) Average time of one
time step, and (b) efficiency.
exchange in scenario 2, with an efficiency of 84 %.
Scenario 4 (global announcement). A synthetic test of the
global announcement network, with a halo exchange of 26
sides, and a testing sleep function of 65 ms, is performed on
fh2, with one block per rank, and with a size of 100 grid
points.
Figure 13 shows the Manhattan Street Network, which
is compared to all-gather-communication, with 100 and
2000 values per rank. As expected, the runtime increases
exponentially for the collective all-gather-communications,
even for small messages with only 100 values per rank. This
is a significant drawback of the collective communication.
In contrast, the Manhattan Street Network approach scales
very well, with an efficiency of 95 %, for 512 nodes.
Scenario 5 (all communications). The first four scenarios
demonstrate a good communication behavior of NAStJA,
for the halo exchange and the global announcement. In
this scenario, the neighborhood communication is activated.
In addition to the previous tests, the dynamic creation
and deletion of blocks, as well as the load balancing, are
activated. This scenario uses the full halo exchange of 26
sides, with a block edge size of 100 grid points. The same
phase-field calculation of a growing crystal front, as in
scenario 2, is used on fh2. A virtual domain, with one block
in crystal growth direction, is used to measure the overhead
and scaling of the communication for the dynamic block
adaption, without the creation or deletion of new blocks.
The behavior of deleting and creating blocks is investigated
in a second test series, with a virtual domain of four blocks
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Fig. 14: Scaling of the dynamic rank in scenario 5, for one
and four initial blocks in growth direction. (a) Average time
of one time step, and (b) efficiency.
in crystal growth direction. The runs are initialized with all
four blocks in crystal growth direction. The interface is only
in one block, so that the three blocks without interface dis-
appear as expected. During growth, the interface is moving,
and a second block is created. For this test run, the average
count of blocks per rank is 2.0495.
The results are presented in Figure 14. The simulation
with four blocks requires around twice the time as the
simulation with one block, which matches with the average
count of blocks. On 128 nodes, the measured times strongly
increase by about 10 ms, for both the one- and four-block
cases. The overall overhead is 11 %. On one node with
one block, a total average runtime of 17.85 ms is measured,
compared to a calculation time of 16.14 ms. For one block,
the efficiency decreases to 78 %, for 128 nodes (best run),
and to 55 % (worst run). For the worst run, the efficiency
stays at this level, 54 %, for up to 512 nodes. The four-
block run shows an efficiency of 87 % before the gap on 64
nodes, and an efficiency of 70 % for 256 nodes. After the new
gap, the efficiency on 512 nodes is still 51 %. The 128 node
runs with one block show a large difference in runtime. For
the dynamic module, a few more small messages are sent,
compared to the scenarios that only use static distribution.
The different number of used switches, and therefore the
different number of hops for the two 128 node runs, serves
as an indicator. The worst run uses eleven switches, while
the best one is only distributed over three switches.
A more detailed view of these scaling results is shown
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Fig. 15: Efficiency of the individual actions for (a) one
and (b) four blocks per rank. For one block, the fit to the
performance model is shown by the gray lines.
in Figure 15. The results for one and four blocks are
split into contributions of the individual actions. The non-
communicating parts—the sweep calculation and the detec-
tion of the reaching of the border—show a perfect efficiency.
The measured efficiencies for the border detection of four
blocks, on more than 64 nodes, are higher than 100 %,
due to a slightly faster detection than on one node, and
therefore are not shown in Figure 15(b). The dynamic parts
in Figure 15(a) show a higher decrease, where especially
a drop from one to two nodes is recognizable. Here, the
communication changes from intra- to inter-node commu-
nications. For up to 64 nodes, the efficiency follows a linear
regime, then it drops until 256 nodes. For 256 and 512 nodes,
the efficiency is constant again. In Figure 15(a), the gray lines
fit the time to a linear function for 2 to 64 nodes, and to a
constant function for 256 to 512 nodes. This corresponds
to the estimated behavior of the performance model (3c),
which first has a linear time increase, and finally has a
constant time. The measured value for 128 nodes is in the
transition from linear to constant. With four blocks, the
efficiency increases slightly from 256 and 512 nodes, as seen
in Figure 15(b). The halo exchange time decreases, although
the number of communications per block is constant. How-
ever, the scaling in scenario 1 to 3 shows the expected
behavior, as presented in Figures 10 – 12. The individual
communication parts cannot be completely separated from
each other, so that the efficiency of the halo exchange is
adapted to the efficiency of the dynamic part. The average
times of the individual actions are listed in Table 1. It should
be noted that only one block fits the cache, such that the
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Nodes/Blocks 1/1 512/1 1/4 512/4
Halo Exchange 945.90 2 401.46 3 824.86 8 729.36
Detection 0.76 0.82 517.68 504.76
DynBlock 887.48 7 250.14 2 737.88 18 988.70
Load Balance 304.28 7 436.39 688.96 20 034.40
Sweep 16 173.50 16 240.40 33 717.20 33 831.50
TABLE 1: Average times of the individual actions for one
and four blocks, on one and 512 nodes, in µs.
detection produces cache misses in the case of more than
one block per rank, which increase the time.
5 DISCUSSION
The measurements in the previous section confirm that
the design of NAStJA is well chosen. The individual com-
munication levels show a good to excellent scalability. In
cases with small stencils, with a six-side exchange, the halo
exchange scales very well, as well as with full stencils that
additionally require communication to diagonal neighbors,
and have 26 exchanges in total. The global exchange also
scales excellently, because of the usage of the multi-hop
process, instead of a collective communication which does
not scale, as shown in Figure 13. The communication for
the adaptive action first appears to influence the efficiency
strongly. However, the used algorithm can completely dis-
pense with collective communications, which scale worse
than the local neighborhood communications. The results of
the measurements show that the efficiency of many nodes
(from 128 onwards) is approximately constant, which would
not be the case when using collective communications.
However, the saved part of the computational domain,
and thus the saved work load, can be enormous. As an
illustration, blocks with an edge size of 80 grid points are
used to cover a quarter of a spherical segment with the
radius 5 000 (center height 1 000). As a result, only 10 436
blocks are required, when considering an interface of 16
grid points. Compared to this, 297 675 blocks are required
to cover the spherical segment with a cuboid of blocks.
Here, the expansion of the domain is not yet taken into
account in an advanced simulation. This means that the
adaptive approach only requires 3.5 % of the usually re-
quired computational domain and computing effort. This
puts the overhead of factor 2 of the communications into
perspective. Theoretically, this is a speedup of over 14, for
this very advantageous case. Less advantageous cases are
also expected to benefit from this method. In summary,
a higher computing load, such as more difficult calcula-
tions or larger blocks, leads to a better scalability, because
the communication time stays constant or only increases
quadratically, in the case of the halo-exchange, while the
block size increases cubically.
6 CONCLUSION
We have shown that for the given example, the saving of
computational effort is enormous, as the required effort just
corresponds to 3.5 % of the effort required with traditional
solutions. The methods of the NAStJA framework are work-
ing very well, and are highly recommended. The expensive
communication results in an overhead of around 100 % for
one block, and 70 % for four blocks per rank. This is an
indicator that an increase of the workload increases the
scalability.
Although the sample problem is very specific, the used
properties of the phase-field method, i.e., calculations only
performed in the interface region, and the limited growth
rate, can also be found in other fields of application. First
of all, the multiphase-field method should be mentioned,
which is used for multigrain simulations or geological sim-
ulations. Cellular automata, such as the cellular Potts model,
are also conceivable, which can describe biological cells for,
e.g., tissue growth. The NAStJA framework supports many
of these methods, such as a phase-field method, a phase-
field crystal model, and the cellular Potts model. It is flexibly
designed, such that it can be simply extended to a wide
range of algorithms that act on finite difference schemes. In
addition, other methods on regular grids, such as cellular
automata, are also supported.
Furthermore, the usage of blocks in a block-structured
grid has some additional, great advantages for the distribu-
tion concept, and is very flexible and readily extensible. The
user can choose the block size such that the whole block
or the layers required for the stencil calculations fit into the
processor cache, e.g., three layers, as for the example stencil
presented here. Load balancing is much simpler when the
geometry of the halo exchange does not change, even in
the case of off-loading the operations of whole blocks to
accelerator devices, such as GPUs, Xeon Phi, and vector
cards. The dynamic block adaption can be extended to
different data fields, such that only the required fields are
calculated. An adaption to the resolution is also conceivable,
where the resolution of the calculation grid is based on a
block level. Since the neighborhood communication is the
most expensive one, and hence mostly limits the scalability
factor, it is conceivable not to perform the adaptive action
during every time step.
In particular, it can be assumed that the interface does
not cross the boundary until the next adaptive action. If
it comes into contact with the boundary, the interface is
influenced by this. Small artifacts are formed in the interface.
In later time steps, when the interface can move freely, and
without boundary influences, the smoothing behavior of
the phase-field interface compensates these artifacts. This
would lead to an even better scalability.
Further possible studies include the influence of the
block size on the overall efficiency. A smaller block size
reduces the part of the areas that have to be calculated
in the blocks. However, more blocks are needed, that are
deleted or created more often, which results in a higher com-
munication effort. Where is the sweet spot? In the current
state of the NAStJA framework, users have to write their
own sweeps to perform calculations on their data fields. In
addition, they can provide actions to perform special tasks
for their simulation besides the calculations, e.g., counting,
communicating, or modifying the data fields. It is planned
to provide a mechanism to assemble actions and sweeps to
an application, via entries in the configuration file. It is also
imaginable to provide API access to common utilities in a
later version, so that the actions and sweeps only have to
be built by the users themselves. There are also plans to
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release NAStJA under an open source license soon. Until
then, academic preview licenses are available.
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