In this paper, we complement recent results of Bronski and Johnson and of Johnson and Zumbrun concerning the modulational stability of spatially periodic traveling wave solutions of the generalized Korteweg-de Vries equation. In this previous work it was shown by rigorous Evans function calculations that the formal slow modulation approximation resulting in the Whitham system accurately describes the spectral stability to long wavelength perturbations. Here, we reproduce this result without reference to the Evans function by using direct Bloch-expansion methods and spectral perturbation analysis. This approach has the advantage of applying also in the more general multiperiodic setting where no conveniently computable Evans function is yet devised. In particular, we complement the picture of modulational stability described by Bronski and Johnson by analyzing the projectors onto the total eigenspace bifurcating from the origin in a neighborhood of the origin and zero Floquet parameter. We show the resulting linear system is equivalent, to leading order and up to conjugation, to the Whitham system and that, consequently, the characteristic polynomial of this system agrees (to leading order) with the linearized dispersion relation derived through Evans function calculation.
Introduction
In this paper, we consider traveling wave solutions of the Korteweg-de Vries equation (1.1) u t = u xxx + f (u) x
INTRODUCTION
which uses geometric information concerning the underlying wave to determine the local structure of the L 2 spectrum of the linearized operator at the origin. This sign of this index was then evaluated in several examples in the subsequent work of Bronski, Johnson, and Kapitula [BrJK] . Our approach is essentially different from [BrJ] . In particular, we study the modulational stability by using a direct Bloch-expansion of the linearized eigenvalue problem as opposed to more familiar Evans function techniques. This strategy offers several novel advantages. First off, the Evans function techniques of [BrJ] do not extend to multiple dimensions in a straight forward way. In particular, these techniques seem not to apply to study the stability of multiply periodic solutions, that is, solutions which are periodic in more than one linearly independent spatial directions. Such equations are prevalent in the context of viscous conservation laws in multiple dimensions. In contrast, the Bloch expansion approach of the current work generalizes to all dimensions with no difficulty. Secondly, the lowfrequency Evans function analysis required to determine modulational instability is often quite tedious and difficult; see, for example, the analysis in the viscous conservation law case in [OZ1, OZ3, OZ4, Se1] . In contrast, however, we find that the Bloch-expansion methods of this paper are much more straight forward and reduces the problem to elementary matrix algebra. Using this approach, then, we reproduce the modulatioanl stability results of Bronski and Johnson with out any specific mention or use of the Evans funcition. While this direct approach has been greatly utilized in studying the stability of small amplitude solutions of (1.1) (see [DK, GH, Ha, HK, HaLS] for example), we are unaware of any previous applications to arbitrary amplitude solutions.
Given the above remarks, we choose to carry out our analysis first in the gKdV case since, quite surprisingly, all calculations can be done very explicitly and can be readily compared to the results of [BrJ] . Our hope is that the present analysis may serve as a blueprint of how to consider the stability multiply periodic structures in more general, and difficult, equations than simply the gKdV equation. We should remark, however, that a slight variation of our approach was attempted in the latter half of the analysis in [BrJ] . However, the analysis was quite cumbersome requiring the asymptotic tracking of eigenfunctions which collapse to a Jordan block. Our approach does not require such delicate tracking and it is seen that we only need to asymptotically construct the projections onto the total eigenspace, which requires only tracking of an appropriate basis not necessarily consisting of eigenfunctions.
Finally, our approach connects in a very interesting way to the recent work of Johnson and Zumbrun [JZ1] . There, the authors studied the modulational stability of periodic gKdV waves in the context of Whitham theory; a well developed (formal) physical theory for dealing with such stability problems. The calculation proceeded by rescaling the governing PDE via the change of variables (x, t) → (εx, εt) and then uses a WKB approximation of the solution to find a homogenized system which describes the mean behavior of the resulting approximation. In particular, it was found that a necessary condition for the stability of such solutions is the hyperbolicity i.e., local well-posedness of the resulting first order system of partial differential equations by demonstrating that the characteristic polynomial of the linearized Whitham system accurately describes, to first order, the linearized dispersion relation arising in the Evans function analysis in [BrJ] . As seen in the recent work of [JZ4] and [JZ5] , there is a deeper analogy between the low-frequency linearized dispersion relation and the Whitham averaged system at the structural level, suggesting a useful rescaling of the low-frequency perturbation problem. Moreover, it was seen that the Whitham modulation equations can provide invaluable information concerning not only the stability of nonlinear periodics, but also their long-time behavior. It is this intuition that motivates our lowfrequency analysis, and ultimately leads to our derivation of the Whitham system for the gKdV using Bloch-wave expansions. In particular, this observation provides us with a rigorous method of justifying the Whitham modulation equations which is independent of Evans function techniques used in [JZ1] . As mentioned above, such a result is desirable when trying to study the stability of multiply periodic waves where one does not have a useful notion of an Evans function.
Therefore, the goal of this paper is to reproduce many of the results of [BrJ] and [JZ1] in a method which is independent of the Evans function and can be applied to higher dimensional and more general settings with little extra effort. Of particular importance is the fact that we can rigorously justify the Whitham modulation, a construct which exists in any dimension, using more robust methods than the restrictive Evans function approach. The plan for the paper is as follows. In the next section we discuss the basic properties of the periodic traveling wave solutions of the gKdV equation (1.1), including a parametrization which we will find useful in our studies. We will then give a brief account of the results and methods of the papers [BrJ] and [JZ1] concerning the Evans function and Whitham theory approaches. We will then begin our analysis by discussing the Bloch decomposition of the linaerized operator about the periodic traveling wave. In particular, we will show that the projection of the resulting Bloch eigenvalue problem onto the total eigenspace is a threeby-three matrix which is equivalent (up to similarity) to the Whitham system. We will then end with some concluding remarks and a discussion on consequences / open problems inferred from these results.
Preliminaries
Throughout this paper, we are concerned with spatially periodic traveling waves of the gKdV equation (1.1). To begin, we recall the basic properties of such solutions: for more information, see [BrJ] or [J1] .
Traveling wave solutions of the gKdV equation with wave speed c > 0 are stationary solutions (1.1) in the moving coordinate frame x+ ct and whose profiles satisfy the traveling wave ordinary differential equation
Clearly, this equation is Hamiltonian and can be reduced to quadrature through two integrations to the nonlinear oscillator equation
where F = f ′ and F (0) = 0, and a and E are constants of integration. Thus, the existence of periodic orbits of (2.1) can be trivially verified through phase plane analysis: a necessary and sufficient condition is that the effective potential energy V (u; a, c) := F (u) − c 2 u 2 − au have a local minimum. It follows then that the traveling wave solutions of (1.1) form, up to translation, a three parameter family of solutions which can be parameterized by the constants a, E, and c. In particular, on an open (not necessarily connected) subset D of R 3 = {(a, E, c) : a, E, c ∈ R} in which the solutions to (2.1) are periodic with period T = T (a, E, c): the boundary of these sets corresponds to homoclinic/heteroclinic orbits (the solitary waves) and equilibrium solutions.
Moreover, we make the standard assumption that there exists simple roots u ± with u − < u + such that E = V (u ± ; a, c) and E > V (u; a, c) for all u ∈ (u − , u + ). It follows then that the roots u ± are C 1 functions of the traveling wave parameters a, E, and c and that, without loss of generality, u(0) = u − . Under these assumptions the functions u ± are square root branch points of the function E − V (u; a, c). In particular, the period of the corresponding periodic solution of (2.1) can be expressed through the integral formula
where integration over Γ represents a complete integration from u − to u + , and then back to u − again: notice however that the branch of the square root must be chosen appropriately in each direction. Alternatively, you could interpret Γ as a loop (Jordan curve) in the complex plane which encloses a bounded set containing both u − and u + . By a standard procedure, the above integral can be regularized at the square root branch points and hence represents a C 1 function of the traveling wave parameters on D. Similarly, the conserved quantities of the gKdV flow can be expressed as
where again these quantities, representing mass, momentum, and Hamiltonian, respectively, are finite and C 1 functions on D. As seen in [BrJ, BrJK, J1] , the gradients of the functions T, M, P : D → R play an important role in the modulational stability analysis of periodic traveling waves of the gKdV equation (1.1).
Remark 2.1. Notice in the derivation of the gKdV [BaMo] , the solution u can represent either the horizontal velocity of a wave profile, or the density of the wave. Thus, the function M : D → R can properly be interpreted as a "mass" since it is the integral of the density over space. Similarly, the function P : D → R can be interpreted as a "momentum" since it is the integral of the density times velocity over space.
To assist with calculations involving gradients of the above conserved quantities considered as functions on D ⊂ R 3 , we note the following useful identity. The classical action (in the sense of action-angle variables) for the profile equation (2.1) is given by
where the contour Γ is defined as above. This provides a useful generating function for the conserved quantities of the gKdV flow restricted to the manifold of periodic traveling waves. Specifically, the classical action satisfies
as well as the identity
Together, these relationships imply the important relation
So long as E = 0 then, gradients of the period, which is not itself conserved, can be interchanged with gradientes of the genuine conserved quantities of the gKdV flow. As a result, all gradients and geometric conditions involved in the results in this paper can be expressed completely in terms of the gradients of the conserved quantities of the gKdV flow, which seems to be desired from a physical point of view. However, as the quantities T , M , and P arise most naturally in the analysis, we shall state our results in terms of these quantities alone. We now discuss our main assumptions concerning the parametrization of the family of periodic traveling wave solutions of (1.1). To begin, we assume throughout this paper the period is not at a critical point in the energy, i.e. that T E = 0. In other words, we assume that the period serves as a good local coordinate for nearby waves on D with fixed wave speed c > 0 and parameter a. As seen in [BrJK, J1] , such an assumption is natural from the viewpoint of nonlinear stability. Moreover, we assume the period and mass provide good local coordinates for the periodic traveling waves of fixed wave speed c > 0. More precisely, given (a 0 , E 0 , c 0 ) ∈ D with c 0 > 0, we assume the map
have a unique C 1 inverse in a neighborhood of (a 0 , E 0 ) ∈ R 2 , which is clearly equivalent with the non-vanishing of the Jacobian
at the point (a 0 , E 0 , c 0 ). As such Jacobians will be prevalent throughout our analysis, for notational simplicity we introduce the following Poisson bracket notation for two-by-two Jacobians
and the corresponding notation {f, g, h} x,y,z for three-by-three Jacobians. Finally, we assume that the period, mass, and momentum provide good local coordinates for nearby periodic traveling wave solutions of the gKdV. That is, given (a 0 , E 0 , c 0 ) ∈ D with c 0 > 0, we assume that the Jacobian {T, M, P } a,E,c is non-zero. While these re-parametrization conditions may seem obscure, the non-vanishing of these Jacobians has been seen to be essential in both the spectral and non-linear stability analysis of periodic gKdV waves in [BrJ, J1, BrJK] . In particular, these Jacobians have been computed in [BrJK] for several power-law nonlinearities and, in the cases considered, has been shown to be generically non-zero. Moreover, such a non-degeneracy condition should not be surprising as a similar condition is often enforced in the stability theory of solitary waves (see [Bo, B, PW] ). Now, fix a (a 0 , E 0 , c 0 ) ∈ D. Then the stability of the corresponding periodic traveling wave solution may be studied directly by linearizing the PDE (2.8)
about the stationary solution u(·, a 0 , E 0 , c 0 ) and studying the L 2 (R) spectrum of the associated linearized operator
As the coefficients of L[u] are T -periodic, Floquet theory implies the L 2 spectrum is purely continuous and corresponds to the union of the L ∞ eigenvalues corresponding to considering the linearized operator with periodic boundary conditions v(x + T ) = e iκ v(x) for all x ∈ R, where κ ∈ [−π, π] is referred to as the Floquet exponent and is uniquely defined mod 2π. In particular, it follows that
and defining the monodromy map M(µ) := Φ(T )Φ(0) −1 , where Φ is a matrix solution of (2.9), it follows that µ ∈ C belongs to the
vanishes for some κ ∈ R. When studying the modulational stability of the stationary periodic solution u(·; a 0 , E 0 , c 0 ) it suffices to study the zero set of the Evans function at low frequencies, i.e. seek solutions of D(µ, κ) = 0 for |(µ, κ)| ≪ 1. Indeed, notice that the low-frequency expansion µ(κ) for 8 (µ, κ) near (0, 0) may be expected to determine the long-time behavior and can be derived by the lowest order terms of the Evans function in a neighborhood of (0, 0). As a first step in expanding D, notice by translation invariance of (2.8) it follows that
. It immediately follows that D(0, 0) = 0, and hence to determine modulational stability we must find all solutions of the form (µ(κ), κ) of the equation D(µ, κ) = 0 in a neighborhood of κ = 0. Using Noether's theorem, or appropriately differentiating the integrated profile equation (2.2), it follows that the functions u a and u E formally satisfy
However, these functions are not in general T -periodic due to the secular dependence of the period on the parameters a, E, and c. Nevertheless, one can take linear combinations of these functions to form another T -periodic null-direction and a T -periodic function in a Jordan chain above the translation direction. A tedious, but fairly straightforward, calculation (see [BrJ] ) now yields
where ∆ represents a homogeneous degree three polynomial of the variables µ and κ. Defining the projective coordinate y = iκ µ in a neighborhood of µ = 0, it follows the modulatioanl stability of the underlying periodic wave u(·; a 0 , E 0 , c 0 ) may then be determined by the discriminant of the polynomial R(y) := µ −3 ∆ (1, −iy), which takes the explicit form
Modulational stability then corresponds with R having three real roots, while the presence of root with non-zero imaginary part implies modulational instability.
On the other hand, we may also study the stability of the solution u(·; a 0 , E 0 , c 0 ) through the formal approach of Whitham theory. Indeed, recalling the recent work of [JZ1] we find upon rescaling (1.1) by (x, t) → (εx, εt) and carrying out a formal WKB expansion as ε → 0 a closed form system of three averaged, or homogenized, equations of the form (2.12)
where ω = T −1 andu represents a periodic traveling wave solution in the vicinity of the underlying (fixed) periodic wave u(·; a 0 , E 0 , c 0 ). The problem of stability of u(·; a 0 , E 0 , c 0 ) to long-wavelength perturbations may heuristically expected to be related to the linearization of (2.12) about the constant solutionu ≡ u(·; a 0 , E 0 , c 0 ), provided the WKB approximation is justifiable by stability considerations. This leads one to the consideration of the homogeneous degree three linearized dispersion relation
where µ corresponds to the Laplace frequency and κ the Floquet exponent.
The main result of [JZ1] was to demonstrate a direct relationship between the above approaches. In particular, the following theorem was proved.
Theorem 1 ([JZ1] ). Under the assumptions that the Whitham system (2.12) is of evolutionary type, i.e.
is invertible at (a 0 , E 0 , c 0 ) ∈ D, and that the matrix
∂(a,E,c) is invertible at (a 0 , E 0 , c 0 ) ∈ D, we have that in a neighborhood of (µ, κ) = (0, 0) the asymptotic expansion
for some constant Γ = 0.
Remark 2.2. The assumption in Theorem 1 that
is invertible forces the Whitham system (2.12) to be of evolutionary type. Moreover, notice that the Whitham system is inherently a relation of functions of the variableu, while the Evans function calculations from [BrJ] utilize a parametrization of P by the parameters (a, E, c). In order to compare the two linearized dispersion relations ∆(µ, κ) and∆(µ, κ) then we must ensure that we may freely interchange between these variables, i.e. we must assume that the matrix
∂(a,E,c) is invertible at the underlying periodic wave.
That is, up to a constant, the dispersion relation (2.13) for the homogonized system (2.12) accurately describes the low-frequency limit of the exact linearized dispersion relation described in (2.10). As a result, Theorem 1 may be regarded as a justification of the WKB expansion and the formal Whitham procedure as applied to the gKdV equation. The importance of this result stems from our discussion in the previous section: although the Evans function techniques of [BrJ] do not extend in a straight forward way to multiperiodic waves, the formal Whitham procedure may still be carried out nonetheless. However, it follows that we must find a more robust method of study to justify the Whitham expansion in higher dimensional cases. The purpose of this paper is to present precisely such a method using Bloch-expansions of the linearized operator near zero-frequency. Indeed, we will show how this general method in the case of the gKdV equation may be used to easily rigorously reproduce the linearized dispersion relation∆(µ, κ) corresponding to the Whitham system as well as justifying the Whitham expansion beyond stability to the level of long-time behavior of the perturbation.
Bloch Decompositions and Modulational Stability
In this section, we detail the methods of our modulational stability analysis by utilizing Bloch-wave decompositions of the linearized problem. In particular, our goal is to rigorously justify the Whitham expansion described in the previous section without reference to the Evans function. To this end, recall from Floquet theory that any bounded eigenfunction v of
for some γ ∈ [−π, π]. Defining ε = ε(κ) = iκ T , it follows that v must be of the form
for some κ ∈ [−π, π] and some T -periodic function P which is an eigenfunction of the corresponding operator
With this motivation, we introduce a one-parameter family of Bloch-operators L ε defined in (3.1) considered on the real Hilbert space L 2 per ([0, T ]). By standard results in Floquet theory, the spectrum of a given operator L ε is discrete consisting of point eigenvalues and satisfy
and hence the L 2 (R) spectrum of the linearized operator ∂ x L[u] can be parameterized by the parameter ε. As a result, the above decomposition reduces the problem of determining the continuous spectrum of the operator ∂ x L[u] to that of determining the discrete spectrum of the one-parameter family of operators L ε . As we are interested in the modulational stability of the solution u, we begin our analysis by studying the null-space of the un-perturbed
We will see that under certain non-degeneracy conditions L 0 has a two-dimensional kernel with a one-dimeisional Jordan chain. It follows that the origin is a T -periodic eigenvalue of L 0 with algebraic multiplicity three, and hence for |ε| ≪ 1, considering L ε as a small perturbation of L 0 , there will be three eigenvalues bifurcating from the ε = 0 state. To determine modulational stability then, we will determine conditions which imply these bifurcating eigenvalues are confined to the imaginary axis.
To begin, we formalize the comments of the previous section concerning the structure of the generalized null-space of the unperturbed linearized operator L 0 = ∂ x L[u] by recalling the following lemma from [BrJ, BrJK] .
Lemma 3.1 ( [BrJ, BrJK] ). Suppose that u(x; a 0 , E 0 , c 0 ) is a T -periodic solution of the traveling wave ordinary differential equation (2.1), and that the Jacobian determinants T E , {T, M } a,E , and {T, M, P } a,E,c are non-zero at (a 0 , E 0 , c 0 ) ∈ D. Then the functions
In particular, if we further assume that {T, M } a,E and {T, M, P } a,E,c are non-zero at (a 0 , E 0 , c 0 ), then the functions {φ j } 3 j=1 forms a basis for the generalized null-eigenspace of L 0 , and the functions {ψ j } 3 j=1 forms a basis for the generalized null-eigenspace of L † 0 . Throughout the rest of our analysis, we will make the non-degeneracy assumption that the quantities T E , {T, M } a,E , and {T, M, P } a,E,c are non-zero (see the previous section). Lemma 3.1 then implies, in essence, that the elements of the T -periodic kernel of the unperturbed operator L 0 are given by elements of the tangent space to the (two-dimensional) manifold of solutions of fixed period and fixed wavespeed, while the element of the first generalized kernel is given by a vector in the tangent space to the (three-dimensional) manifold of solutions of fixed period with no restrictions on wavespeed. It immediately follows that the origin is a T -periodic eigenvalue (corresponding to ε = 0, i.e. κ = 0) of L 0 of algebraic multiplicity three and geometric multiplicity two. Next, we vary κ in a neighborhood of zero to express the three eigenvalues bifurcating from the origin and consider the spectral problem
for |ε| ≪ 1, where we now make the additional assumption that the three branches of the function µ(ε) bifurcating from the µ(0) = 0 state are distinct 2 . Our first goal is to show that the spectrum µ(ε) and hence the corresponding eigenfunctions v(ε) are sufficiently smooth (C 1 ) in ε. The stronger result of analyticity was proved in [BrJ] using the WeierstrassPreparation theorem and the Fredholm alternative. Here, we follow the methods from [JZ5] to offer an alternative proof which is more suitable for our methods.
Lemma 3.2. Assuming the quantities {T, M } a,E and {T, M, P } a,E,c are non-zero, the eigenvalues µ j (ε) of L ε are C 1 functions of ε for |ε| ≪ 1.
Proof. To begin notice that since µ = 0 is an isolated eigenvalue of L 0 , the associated total right eigenprojection R(0) and total left eigenprojection L(0) perturb analytically in both ε (see [K] ). It follows that we may find locally analytic right and left bases {v j (ε)} 3 j=1 and {ṽ j (ε)} 3 j=1 of the associated total eigenspaces given by the range of the projections R(ε) and L(ε) such that v j (0) = φ j andṽ j (0) = ψ j . Further defining the vectors V = (v 1 , v 2 , v 3 ) andṼ = (ṽ 1 ,ṽ 2 ,ṽ 3 ) * , where * denotes the matrix adjoint, we may convert the infinitedimensional perturbation problem for the operator L ε to a 3×3 matrix perturbation problem for the matrix
.
In particular, the eigenvalues of the matrix M ε are coincide precisely with the eigenvalues µ j (ε) of the operator L ε lying in a neighborhood of µ = 0, and the associated left and right eigenfunctions of L ε are f j = V w j andf j =w jṼ * where w j andw j are the associated right and left eigenvectors of M ε , respectively. Thus, to demonstrate the desired smoothness of the spectrum of the operator L ε near the origin for |ε| ≪ 1, we need only demonstrate the three eigenvalues of the matrix M ε have the desired smoothness properties, which is a seemingly much easier task. Next, we expand the vectors .4) and expand the matrix M ε as
Notice there is some flexibility in our choice of the functions q j andq j , a fact that we will exploit later. Now, however, our calculation does not depend on a particular choice of the expansions in (3.3). From Lemma 3.1 a straight forward computation shows that
,c is non-zero by assumption reflecting the Jordan structure of the unperturbed operator L 0 . By standard matrix perturbation theory, the spectrum of the matrix M ε is C 1 in ε provided the entries [M 1 ] 1,2 and [M 1 ] 3,2 of the matrix M 1 are both zero. Using Lemma 3.1 again, it indeed follows that
and hence the spectrum is C 1 (R) in the parameter ε near ε = 0 as claimed.
As a result of Lemma 3.2, the associated (non-normalized) eigenfunctions bifurcating from the generalized null-space are C 1 in the parameter ε in a neighborhood of ε = 0. Moreover, our overall strategy is now clear: since the eigenvalues of M ε correspond to the eigenvalues of the Bloch operator L ε near the origin, we need only study the characteristic polynomial of the matrix M ε near ε = 0 in order to understand the modulational stability of the underlying periodic wave. However, notice by equation (3.5) the unperturbed matrix M 0 has a a non-trivial Jordan block, and hence the analysis of the bifurcating eigenvalues must be handled with care. In order to describe the breaking of the two-by-two Jordan block described in Lemma 3.1 for ε small, we rescale matrix M ε in (3.2) aŝ
where
In particular, the matrixM ε is an analytic matrix-valued function of ε, and the eigenvalues of M ε are given by ν j (ε) = ε −1 µ j (ε), where µ j (ε) represents the eigenvalues of M ε . Notice that the second coordinate of the vectors in C n+1 in the perturbation problem (3.2) corresponds to the coefficient of u x to variations ψ in displacement. Thus, the above rescaling amounts to substituting for ψ the variable |ε|ψ ∼ ψ x of the Whitham average system. Our next goal is to prove that the characteristic polynomial for the rescaled matrix M ε agrees with that of the linearized dispersion relation∆(µ, κ) corresponding to the homogenized system (2.12), i.e. we want to prove that
for some non-zero constant C. To this end, we begin by determining the required variations in the vectorsṼ ε and V ε near ε = 0 contribute to leading order in the above equation. We begin by studying the structure of the matrixM ε .
Lemma 3.3. The matrix rescaledM ε can be expanded aŝ
in a neighborhood of ε = 0. In particular, the only first order variations of the vectors V ε andṼ ε which contribute to leading order areq 2 and q 1 .
Proof. The idea is to undo the rescaling and find which entries of the unscaled matrix M ε contribute to leading order. To begin, we expand the non-rescaled matrix M ε from (3.2) as
and notice that M 0 was computed in (3.5) and was shown to be nilpotent but non-zero, possessing a nontrivial associated Jordan chain of height two. Using Lemma 3.1 a straight forward computation shows the matrix M 1 can be expressed as
where the * terms are not necessary as they contribute to higher order terms in the rescaled matrixM ε . Similarly, the relevant entries of the matrix M 2 are given by
Therefore, it follows the relevant entries of the matrix M ε up to O(|ε| 2 ) can be evaluated using only the variations q 1 andq 2 , as claimed.
The main point of the above lemma is that in order to compute to projection of the operator L ε onto the eigenspace bifurcating null-space at ε = 0 to leading order, you only need to consider the variations in the bottom of the left and right Jordan chains: all other variations contribute to terms of higher order. Our next lemma shows the variation in the ψ 0 direction is also needed to compute the corresponding projection of the identity to leading order.
Lemma 3.4. Define the matrixĨ ε := S(ε) −1Ṽ * εṼε S(ε) . ThenĨ ε can be expanded near ε = 0 asĨ
+ o(1).
Proof. As in the proof of Lemma 3.3, we undo the rescaling and find the terms which contribute to leading order. To begin, we expand the matrix I ε := Ṽ * ε V ε as
Using the fact that ψ i , φ j = 0 if i = j, it follows that
from which the lemma follows by rescaling.
With the above preparations, we can now project the operator L ε − µ(ε) onto the total eigenspace bifurcating from the origin for small |ε| ≪ 1. Our claim is that projected and rescaled matrix agrees with the Whitham system, up to a similarity transformation. To show this, we begin by showing the characteristic polynomial of the corresponding rescaled matrix agrees with the linearized dispersion relation∆(µ, κ) corresponding to the linearized Whitham system. Once this is established, the fact that the bifurcating eigenvalues are distinct will imply the desired similarity by the analysis in [JZ1] .
In order to compute the characteristic polynomial of the matrix projection of the operator L ε − µ(ε), we must now make a few specific choices as to the variations in the vectors V ε and V ε . As noted in the proof of Lemma 3.2,there is quite a bit of flexibility in our choice of the expansion (3.3). As a naive choice, we could require that v j (ε) be an eigenfunction of L ε for small ε. For example, we may choose v 0 and v 2 to satisfy
where λ 1 is the corresponding eigenvalue bifurcating from the origin. Similarly, we may chooseṽ 0 andṽ 1 to satisfy
where * denotes complex conjugation. However, this is not necessary: we only need v j (ε) to provide a basis for the null-eigenspace of the operator L ε . To illustrate this, instead of choosing the variation in the φ 1 direction to satisfy an eigenvalue equation we notice there are two distinct eigenvalues with expansions
corresponding the the eigenfunctions φ 1 + εg 1 + o(|ε|) and φ 1 + εg 1 + o(|ε|). In particular, it follows that the functions g 1 andg 1 satisfy the equations
Defining q 1 = λ 1 − λ 1 −1 λ 1 g 1 − λ 1g1 then, it follows that the function q 1 to satisfies
and hence may be chosen to satisfy q 1 ⊥ span{ψ 0 , ψ 1 }. To find a closed form expression for
Moreover, a direct calculation shows that the function u E satisfies L[u]u E = 0 and the functionφ
In particular, L 0φ = −L 1 φ 1 andφ ⊥ span{ψ 0 , ψ 1 } and hence we may choose q 1 =φ. Note there are many other choices for q 1 that are possible: our choice is made to simplify the forthcoming calculations. Similarly, since ψ 2 is at the bottom of the Jordan chain of the null-space of L † 0 , we may chooseg 1 to satisfy the equation
Unlike the variation in φ 1 , we do not need a closed form expression forg 1 : the above defining relation will be sufficient for our purposes. With the above choices, all the necessary inner products described in Lemmas 3.3 and 3.4 may be evaluated explicitly. Indeed, straight forward computations show that
We can thus explicitly compute the rescaled matricesM ε andĨ ε in terms of the underlying solution u, which yields the following theorem.
Theorem 2. Let (a 0 , E 0 , c 0 ) ∈ D and assume the matrices
and ∂(u ∂(a,E,c) are invertible at (a 0 , E 0 , c 0 ). Then the linearized dispersion relation∆(µ, κ) in (2.13) satisfies
for some constant C = 0. That is, up to a constant the linearized dispersion relation for the homogenized system (2.12) accurately describes the low-frequency behavior of the spectrum of the Bloch-operator L ξ .
Proof. A straightforward computation using the above identities implies
for some non-zero constant C = C(a, E, c). Moreover, using the identity
, which immediately follow from the integral formulas (2.3)-(2.5), along with the fact that T a = M E by (2.7), it follows that Theorem 2 provides a rigorous verification of the Whitham modulation equations for the gKdV equations. While this has recently been established in [JZ1] , the important observation here is that the verification was independent of the restrictive Evans function techniques. Thus, the above computation can be used as a blue print of how to rigorously justify Whitham expansions in more complicated settings where the Evans function framework is not available. As a consequence of our assumption that the eigenvalues of M ε be distinct for 0 < |ε| ≪ 1, it follows that there must exist a similarity transformation between the matrix ∂ ε εM ε − µ S(ε)
and the matrix arising from the linearized Whitham system (2.13). Thus, the variations predicted by Whitham to control the long-wavelength stability of a periodic traveling wave solution of the gKdV are indeed the variations needed at the level of the linearized Blochexpansion.
Conclusions
In this paper we considered the spectral stability of a periodic traveling wave of the gKdV equation to long-wavelength perturbations. Recently, this notion of stability has been the focus of much work in the context of viscous systems of conservation laws [OZ1, OZ3, OZ4, Se1, JZ4, JZ5] and nonlinear dispersive equations [BrJ, BrJK, J2, JZ] . While much of this work has utilized the now familiar and powerful Evans function techniques, our approach of using a direct Bloch-decomposition of the linearized operator serves to provide an elementary method in the one-dimensional setting considered here as well as a robust method which applies in the more complicated setting of multi-periodic structures. As such, our hope is that the simple and straightforward analysis in this paper will be used as a blue print of how to justify the Whitham modulation equations in settings which do not admit a readily computable Evans function. In future work, we will report on the application of this method to the long-wavelength stability of doubly periodic traveling waves of viscous systems of conservation laws. As a future direction of investigation, we note that Theorem 2 and the assumption that the branches of spectrum bifurcating from the origin are distinct suggests a possibly more algorithmic approach to justifying the Whitham modulation equations via the above Blochexpansion methods which furthermore does not rely on comparing the linearized dispersion relations as in Theorem 2: it should be possible to justify the Whitham expansion by direct comparison of inner products and showing the mentioned similarity directly. As a first step, we suggest beginning this line of investigation by studying the gKdV equation as in the current paper and [JZ1] and expressing the full Whitham system in terms of inner products. Demonstrating the desired similarity in this way, while not completely necessary, could substantially simplify the amount of work required to justify the Whitham equations by not requiring an initial justification at the spectral level (a possibly daunting task in more general situations).
