INTRODUCTION
Bilingual speakers are persons who regularly use two or more languages for their verbal communication. Many aspects of bilingualism have been studied, ranging from the acquisition of a second language (Klein, 1986) to the representation of the two languages in the brain (Albert & Obler, 1978; Kim, Relkin, Lee, & Hirsch, 1997) and bilingual aphasia (Paradis, 1995 (Paradis, ). 2001 ). This raises the question whether the memory representation of common segments is also shared between languages or whether a bilingual speaker has different memory tokens of a segment for each language. As concerns the relation in long-term memory between language-specific morphemes (e.g., Dutch <tuin>, garden, and English <team>) and segments common to both languages (e.g., /t/), there are therefore at least two theoretical positions (where L1 stands for the speakers' first language and L2 for their second):
(1)
(2) L1 (Dutch) L2 (English) L1 (Dutch) L2 (English) <tuin> <team> <tuin> <team> /t/ /t/ /t/ Weinreich (1953) referred to positions (1) and (2) as ''co-ordinate'' and ''compound'', respectively. He believed that the distinction could be relevant for many levels of language such as phonology, syntax, and semantics, although later applications by researchers of these terms have been restricted to separate or shared representations of meaning. Position (1) holds that the English and Dutch morphemes point to separate token representations of a common segment type in memory, whereas position (2) maintains that the morphemes point to the same token representation. Recently, MacSwan (2000) argued on theoretical grounds that due to the highly language-specific character and the nature of the rule system, the phonological systems of a bilingual speaker cannot be shared. Empirical evidence that could possibly be relevant for deciding between the theoretical positions (1) and (2) comes from speech error analyses, phonetic studies, and neuroimaging. The evidence is inconclusive, however.
In speech errors, languages may get interwoven in very complicated ways. Sometimes bilingual speakers erroneously use segments or apply phonological rules of their native language when speaking a foreign language. In producing English, for instance, Dutch speakers sometimes use English segments in accidentally accessed Dutch words (see Poulisse, 1990 Poulisse, , 1999 , for an extensive discussion of bilingual speech errors). An example is the Dutch word stuk (/stuk/, where the vowel has the feature [Àback]) meaning piece pronounced as the English word stuck (/stuk/, where the vowel has the feature [þback] ). Such interference suggests that the phonological systems of the first and second language are not entirely separate. It is unclear, however, whether the error is due to shared 178 ROELOFS representations or to closely linked ones. Also, it is unclear at what level the error occurs. The error may be a failure in addressing languagespecific features (i.e., [[Àback] for Dutch and [þback] for English) from a shared abstract segment in memory, or alternatively, if the segment representation is not shared, a failure in selecting the right abstract segment. To conclude, the speech error evidence is inconclusive about whether there are shared or separate phonological processes and representations.
Whereas the phonological encoding level has not been a domain of much empirical investigation, several studies have looked at the phonetic level, in particular, the pronunciation of segments in the different languages. The results of several studies suggest that certain aspects of languages may be shared between the different languages in the minds of bilinguals. In particular, it appears that few late learners of a second language fully differentiate their pronunciation of common segments in their two languages (Flege & Eefting, 1987; Flege & Port, 1981) . For example, Flege (1991) observed that native Spanish speakers who acquired English as a second language as adults produced intermediate values for the voice-onset time (VOT) of an English /t/ and a Spanish /t/. However, Spanish speakers who acquired English early, by the age of 5 or 6 years, produced values identical to monolingual speakers of the two languages. Flege proposed that adult learners implement the phonetic category of their second language by applying a specific phonetic realisation rule to the phonetic category of their first language, whereas early learners establish different phonetic categories for each language. However, the issues at the phonetic level where the segments are phonetically realised are independent of those at the phonological level, inasmuch as segments, either shared or not, may be mapped onto shared or different phonetic categories. Segments at the phonological level represent the contrastive sounds of a language, abstracting away from noncontrastive phonetic aspects that may vary within (e.g., coarticulation, dialect) and between languages (yielding an accent in bilinguals). Thus, phonetic studies are also inconclusive about shared or separate phonological encoding processes and representations.
Neuroimaging studies have revealed that, at least for high-proficiency bilinguals performing language comprehension tasks, the neuroanatomical representations of both languages of a bilingual are overlapping (Perani, Paulesu, Sebastian Galles, Dupoux, Dehaene, Bettinardi et al., 1998) . In a functional magnetic resonance imaging study examining language production, Kim et al. (1997) had early and late bilinguals silently describe what they had done during the previous day. The brain activations for the descriptions in the first and second language were compared. Kim et al. found that in late bilinguals, the activation during second language use was spatially separated from the activation during first language use in left inferior frontal cortex (Broca's area). For early bilinguals, however, activations during first and second language use occurred in common frontal areas. In both early and late bilinguals, Wernicke's area showed little separation between languages. According to Kim et al., these results suggest that ''representations of languages in Broca's area that are developed by exposure early in life are not subsequently modified. This could necessitate the utilisation of adjacent cortical areas for the second language learned as an adult'' (p. 173).
However, although Broca's area is associated with phonological encoding in spoken word production (Indefrey & Levelt, 2000) , the study of Kim et al. (1997) is inconclusive. Overlapping or separate activations of brain areas cannot be directly equated with overlapping or separate language representations and processes (cf. Perani et al., 1998) . Furthermore, comparing discourses in the two languages, as Kim et al. did , fails to distinguish between phonological and phonetic levels, and between these and other levels in language production. Thus, it is unclear what exactly the spatially overlapping and separate brain activations reflect.
The present study taps into phonological representation and planning processing using a chronometric technique that has been shown to be able to diagnose whether processes and representations are shared among different stimuli, namely the form-preparation paradigm developed by Meyer (1990 Meyer ( , 1991 . It tests between the co-ordinate and compound views on segments mentioned earlier (positions 1 and 2 above), and examines an aspect of their planning. The remainder of the paper is organised as follows. I start by briefly reviewing how phonological encoding happens in the WEAVERþþ model (Levelt, Roelofs, & Meyer, 1999; Roelofs, 1992 Roelofs, , 1993 Roelofs, , 1994 Roelofs, , 1996a Roelofs, , 1996b Roelofs, , 1997a Roelofs, , 1997b Roelofs, , 2003 , which is a computational model of spoken word production (the model has been implemented for Dutch) that can provide a theoretical framework for bilingual speech production (Roelofs, 1998b (Roelofs, , 2000 (Roelofs, , 2003 . WEAVERþþ shares many assumptions with other models of form encoding (Dell, 1986) . However, as explained in Roelofs (1997a Roelofs ( , 1997b , most of these other models cannot account for encoding times (the data from the present experiments), whereas WEAVERþþ can. Next, I review a number of important chronometric findings concerning phonological encoding in first language production, thereby describing the form-preparation paradigm, and I discuss how WEAVERþþ accounts for these findings. Then I derive, in a general fashion, a number of predictions from shared versus separate phonological encoding processes and representations, which are tested in four new preparation experiments. The paper ends with a discussion of the implications of the finding.
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ROELOFS
Phonological encoding in WEAVERþþ
WEAVERþþ is described in detail in many other places and I refer to these publications for a discussion of the model and its empirical support (Levelt et al., 1999; Roelofs, 1992 Roelofs, , 1997a . Word-form encoding in WEAVERþþ comprises three major steps, namely morphological, phonological, and phonetic encoding. Given a morpheme such as Dutch <tuin> (garden), the phonological encoder recovers the corresponding segments (i.e., /t/, /^y/, /n/) from memory and produces a phonological representation. On the basis of this representation, the phonetic encoder generates a detailed and context-dependent form representation, which specifies the articulation tasks to be achieved. The mental lexicon is conceived of as a network of information that is accessed by spreading activation. Relevant for phonological encoding is that activation spreads from morphemes to segments. Activation of parts of the network triggers production rules that select nodes. Phonological production rules select the segment nodes linked to the morpheme nodes and syllabify the segments in a rightward fashion to construct phonological word representations. These representations specify the syllables and the stress pattern (for polysyllabic words). Phonetic production rules select syllable-based articulation programs that encode the phonological words. During this final step, the phonological features (articulatory gestures) of the syllables become available. As concerns phonological encoding, the segments and aspects of the procedures involved in constructing phonological words may be shared between languages in bilinguals, which is the issue addressed here.
WEAVERþþ provides for a suspend-resume mechanism that supports rightward incremental phonological encoding. Incrementality means that encoding processes can be triggered by a fragment of their characteristic input. In phonological encoding, syllabification of a word can start as soon as the first few segments are available. The resulting partial representation can be buffered until the missing segments are available and syllabification can continue. Thus, when given partial information, computations are completed as far as possible, after which they are put on hold. When given further information, the encoding processes continue from where they stopped. Buffered forms in WEAVERþþ are only expandable toward the end of the word.
The on-line form preparation paradigm
Typical tasks in the psycholinguistic study of bilingualism are reading aloud, picture naming, and translating (Snodgrass, 1993) . In investigating the issue of shared processes and representations in phonological encoding, however, I have employed a preparation task, which was originally developed by Meyer (1990 Meyer ( , 1991 for monolingual production (cf. Donders, 1868 ). An advantage of this task compared with the more widely used picture naming task is that the responses do not need to be names of depictable entities, which gives more freedom in the selection of materials. More importantly, as with the translation task, the formpreparation paradigm allows for switching between languages from trial to trial. What language is required for the response is cued in a natural way. The paradigm does not involve reading words aloud, so it does not involve response generation directly from visual word recognition processes, which brings it closer than reading aloud to the processes involved in spontaneous speech.
The preparation paradigm has been described in depth in various other places, and I refer to these publications for an extensive discussion and motivation of it (see especially Meyer, 1990, and Roelofs, 1998a) . Meyer (1990 Meyer ( , 1991 had developed the preparation paradigm for studying phonological encoding in a single language. In her experiments, native speakers of Dutch first learned small sets of Dutch word pairs such as zaag-hamer, sneeuw-hagel, and arend-havik (English saw-hammer, snow-hail, and eagle-hawk). During the following test phase, they had to produce the second word of a pair (e.g., hamer) upon visual presentation on a computer screen of the first word (zaag), called the prompt. On each trial, one of the prompts was presented. The order of prompts across trials was random. The production latency, the interval between prompt onset and speech onset, was the main dependent variable. Each experiment contained two types of sets, called homogeneous and heterogeneous sets. In a homogeneous set, the response words shared part of their form, for example the first syllable, as in hamer, hagel, havik, or the second syllable, as in hamer, zomer, roemer. In the heterogeneous sets, the response words were unrelated in word form. Regrouping the pairs from the homogeneous sets created the heterogeneous sets. Therefore, each word pair was tested both under the homogeneous and the heterogeneous condition, and all uncontrolled item effects were kept constant across conditions.
Meyer found shorter production latencies in homogeneous than in heterogeneous sets, henceforth called the preparation effect (Donders, 1868 , made a similar observation using a similar task). This preparation effect was only obtained when the response words in homogeneous sets shared word-initial segments, but not when they shared word-final segments. The magnitude of the preparation effect increased with the number of shared word-initial segments. This suggests that the facilitation from homogeneity is due to preparation of word production rather than to general memory retrieval processes. Research on paired-associate learning has shown that form overlap helps memory retrieval independent of the 182 ROELOFS place of overlap (see Meyer, 1990 , for a review of the memory literature). Furthermore, immediate verbal recall is hampered (i.e., a lower rather than a higher level of recall is observed) when the items are similar in sound or articulatory characteristics (see Baddeley, 1997 , for a review). Thus, the findings from the memory literature are opposite to the results of Meyer (1990 Meyer ( , 1991 , which rules out a general memory account of her results. Meyer's (1990 Meyer's ( , 1991 findings have been replicated not only for several types of other morphologically simple words, but also for complex ones as well as for phrasal constructions (Roelofs, 1996a (Roelofs, , 1997a (Roelofs, , 1998a . Furthermore, Roelofs and Meyer (1998) showed that preparation is due to shared segments and that syllable structures and stress patterns cannot be prepared. Evidence for seriality in phonological encoding has also been obtained with other experimental paradigms such as picture-word interference (Meyer & Schriefers, 1991) , where spoken primes are presented during picture naming.
According to WEAVERþþ, faster latencies in homogeneous sets than in heterogeneous sets follow when participants prepare and buffer partial phonological representations of the response words before prompt presentation. The confinement of the facilitatory effect to begin-related homogeneous sets (e.g., Meyer, 1990) reflects the suspend-resume mechanism that underlies the rightward incremental planning of utterances. Assume that the set of response words consists of hamer, hagel, and havik. Before the beginning of a trial, the phonological encoder can construct the first phonological syllable (ha) s . As soon as a prompt (e.g., zaag) is given, the associated target morpheme will be retrieved (for zaag this is <hamer>). Segmental spell-out makes all segments of this morpheme available including those of the second syllable, and the phonological encoder can start working on the second syllable. In the heterogeneous condition (havik, zomer, etc.), nothing can be prepared before prompt presentation. There will be no advance phonological encoding. In the end-related homogeneous condition (hamer, zomer, roemer) nothing can be encoded in advance either. Although the segments of the second syllable are known, the corresponding part of the phonological form cannot be computed in advance because the missing segments precede the suspension point. In WEAVERþþ, this means that after prompt presentation syllabification must restart from the first segment of the word, which amounts to restarting the whole process. Thus, a facilitatory effect for the homogeneous relative to the heterogeneous condition is only obtained for begin-related response words. Computer simulations of Meyer's (1990) experiments can be found in Roelofs (1994 Roelofs ( , 1997a .
Overview of the experiments
The participants in the present experiments were late, relatively fluent but unbalanced Dutch-English bilinguals (i.e., having Dutch as the first, native language and English as the second language), randomly selected from the pool of participants of the Max Planck Institute. They were young adults with ages ranging from about 18 to 33 years, who had started reading, speaking, and writing English in the last year of elementary education or in the first year of secondary education. All participants began to speak English between 9 and 13 years, on average at 11.4 years. Thus, none of the participants acquired English as a child. Most likely, they picked up some English from the media before formally learning it at school for 4 to 6 years and using it in their study or job. None of the participants had acquired English without an accent. Each person only took part in one experiment.
Experiment 1 tested for rightward phonological encoding of second language words by these speakers. If a suspend-resume mechanism is shared between languages, then phonological encoding in the second language should exhibit the same seriality phenomenon that Meyer (1990 Meyer ( , 1991 observed for the native language. Experiments 2 and 3 tested for shared representations of segments that are common to both languages (e.g., /s/ and /t/). If representations of common segments are shared between languages, speakers should be able to plan initial segments that are common to both languages without knowing the language of the word. A preparation effect should be obtained when initial segments are shared even when the languages of the words in a set differ. For example, it should be possible to plan /st/ when the set includes English steam and stone and Dutch stoel (chair).
For the native language, it has been observed that preparation effects are only obtained when the responses share their initial segments fully, but no preparation effect is obtained when the initial segments share most of their phonological features (Roelofs, 1999) . For example, the production latency is smaller in sets with segment overlap (e.g., boot, beer, boek) than in sets with feature overlap (e.g., boot, beer, pels, where /b/ and /p/ share all features except voicing), whose latency does not differ from that of sets without segment or feature overlap. When one phonological feature differs, the preparation effect is completely absent. The same results were obtained not only when the critical feature was voicing but also when it was a place of articulation feature, such as whether the segments were pronounced labial or coronal (e.g., labial /v/ versus coronal /z/). Experiment 4 tested whether this also holds for the second language. Only when preparation in the second language requires segment overlap, as it does in the native language, would a preparation effect in case of ROELOFS mixing languages in a set (in Experiments 2 and 3) support the conclusion that the representations of common segments are shared between the languages.
EXPERIMENT 1: ALL ENGLISH MATERIALS
In this first experiment, it was examined whether phonological encoding in a second language exhibits the same seriality phenomenon that Meyer (1990 Meyer ( , 1991 observed for phonological encoding in the native language. Are bilinguals able to plan the first syllable of a disyllabic foreign word without knowing its second syllable, but not the second syllable without also knowing the first syllable? Unbalanced bilinguals are more fluent in their first than in their second language. A difference in fluency may mean that the serial ordering mechanism works differently for the second than for the first language. Dell, Burger, and Svec (1997) provided evidence for a difference in serial ordering between highly practiced and less practiced serial behaviour. They observed that when serial behaviour becomes automatised, the types of errors that are made change. In particular, the more practiced the skill, the more anticipatory rather than perseveratory the errors. According to Dell et al. (1997) , this suggests a reorganization of the underlying serial ordering mechanism. For unbalanced bilinguals, the languages have received different amounts of practice. This may imply differences between the planning of first and second language words. First, it may be that the serial ordering mechanism is still more adjustable or adaptable for second than for first language words such that non-initial fragments may be planned before initial ones in the second but not in the first language. Second, it may be that the planning of second language words is not automatised enough to allow for any advance encoding. In contrast, if the serial ordering mechanism is shared between the first and second language, such differences are not to be expected.
Method
Participants. Experiment 1 was carried out with 24 Dutch participants with ages ranging from 18 to 29 years and who started to speak English at 11.1 years, on average.
Materials and design. The materials for all experiments were obtained from the Dutch and English part of the CELEX lexical database (Baayen, Piepenbrock, & Gulikers, 1995) . All prompts and response words were nouns because suitable items were easiest to find in this word class. The materials of Experiment 1 consisted of two practice sets and twelve experimental sets of three prompt-response word pairs each (see Table 1 ). All response words were disyllabic. Each set was tested in a separate block of trials. In six experimental sets (the homogeneous sets) the response words shared a syllable, and in the remaining six sets (the heterogeneous sets) they were unrelated in form. Thus, in the homogeneous condition, each response word was tested together with other response words with a common syllable, whereas in the heterogeneous condition, the response words tested together in a block did not share a syllable. Following Meyer (1990) , the first independent variable-homogeneous versus heterogeneous sets-will be called context. The same prompt-response word pairs were tested in the homogeneous and heterogeneous condition. Only their combinations into sets differed.
In three homogeneous sets, all response words shared the first syllable, and in the corresponding heterogeneous sets they did not. The shared first syllables were [me], [fe], and [b^] . In the other three homogeneous sets, the response words shared the second syllable, and in the corresponding three heterogeneous sets they did not. The shared second syllables were [k@t], [b@l] , and [t@r] . The second independent variable, which had two levels (begin, end), will be called place of overlap.
Each response word was coupled with a prompt that the author and the experimenter considered to be a strong and unambiguous retrieval cue for the corresponding target. For instance, the target melon was coupled with the prompt fruit.
Each participant was tested once on each set. Each of the three promptresponse word pairs of a set was tested eight times within a block of trials. The order of testing the word pairs was random, except that immediate repetitions of pairs were excluded. A different order was used for each block and each participant. The order of the sets was fully counterbalanced across participants. Half the participants were first tested on the sets in the begin condition, and then on those in the end condition. For the remaining participants, the order of testing the begin and end conditions was reversed.
Half the participants were first tested on the homogeneous sets, then on the heterogeneous ones, and for the other half, the order of homogeneous and heterogeneous sets was reversed.
Procedure and apparatus. The participants were tested individually in all experiments. The participants were seated in a quiet room in front of a computer screen (NEC Multisync30) and a microphone (Sennheiser ME40). After the participant had read the instructions, two practice blocks (with the same structure as the experimental blocks but with different items) were administered followed by the twelve experimental blocks. In the learning phase before each block, the three word pairs of a set were presented on the screen. As soon as the participant indicated having studied the pairs sufficiently, the experimenter started the test phase. The structure of a trial was as follows. First, the participant saw a warning signal (an asterisk) for 500 ms. Next, the screen was cleared for 500 ms, followed by the display of the prompt for 1500 ms. The asterisk and prompt were presented in white on a black background. Finally, before the start of the next trial there was a blank interval of 500 ms. Thus, the total duration of a trial was 3 seconds. A Hermac computer controlled the experiment.
Analyses. The response coding and analyses were the same in all experiments. After each trial, the experimenter coded the response for errors. The experimenter judging the correctness of each pronunciation of the English and Dutch words was skilled in doing this. She was a native speaker of Dutch and learned English at school, after which she studied it at university. Experimental sessions were recorded on audio tape by a Sony DTC55 DAT recorder. The recordings contained the participants' speech and tones indicating the onset of the prompt (1 kHz) and the moment when the voice key was triggered (2.5 kHz). The experimenter heard these tones via closed headphones. The recordings were consulted after the experiment whenever the experimenter was uncertain about whether a response was fully correct. Five types of incorrect responses were distinguished: wrong response words, wrong pronunciation of the words (e.g., interference from Dutch), disfluencies (stuttering, withinutterance pauses, repairs), triggering of the voice key by non-speech sounds (noise in the environment or smacking sounds participants produced with the lips or tongue), and failures to respond within 1500 ms after prompt presentation. Incorrect responses were excluded from the statistical analysis of the production latencies. For all experiments, analyses of variance were performed on the error rates using the same design as for the production latencies. No main effect or interaction was significant both by participants and items in any of the experiments (all ps > .05). Therefore, I report the means for the errors but not the test statistics. Table 2 gives the mean production latencies and the error percentages for Experiment 1. The column labelled ''preparation'' indicates the difference between the homogeneous and heterogeneous conditions. The table shows that facilitation from segmental overlap was obtained for the begin but not for the end condition. The latencies were submitted to by-participant and by-item analyses of variance with the crossed variables context and place of overlap. Both variables were tested within participants. Context was tested within items and place of overlap between items. There was an interaction between context and place of overlap, F 1 (1, 23) ¼ 11.16, MSE ¼ 835, p < .003, F 2 (1, 16) ¼ 9.41, MSE ¼ 371, p < .007. In tests of simple effects, the effect of context was significant for the begin condition,
Results and discussion
.004, but not for the end condition, Fs < 1. The main effect of context was not reliable, F 1 (1, 23) ¼ 2.88, MSE ¼ 1805, p > .10; F 2 (1, 16) ¼ 5.25, MSE ¼ 371, p < .04, nor was there a main effect of place of overlap, F 1 (1, 23)
To summarise, in second-language production, participants could plan initial segments of a word without knowing the remainder of a word, but they could not plan non-initial segments of a word without also knowing the preceding segments. Thus, the seriality effect in form preparation first reported by Meyer (1990 Meyer ( , 1991 for first language production was replicated for the production of second language words. The fact that the seriality effect has been obtained for both the native and the second language suggests that the first and second language are planned in the same rightward incremental fashion. Even for the relatively fluent but unbalanced bilinguals tested, there is no evidence that the serial ordering mechanism for producing second language words works differently than for producing first language words. This suggests that the mechanism is shared between languages.
EXPERIMENT 2
The second experiment tested for shared representations of segments that are common to both languages (Ladefoged, 2001; Ladefoged & Maddieson, 1996) . If segment representations are shared, speakers should be able to plan initial segments that are common to both languages without knowing the language of the word. That is, a preparation effect should be obtained when initial segments are shared even when the language of the words in a set differs. For example, it should be possible to plan the onset cluster /st/ when the set includes the English words steam and stone and the Dutch word stoel (chair). By contrast, when the segment representations are not shared between languages (i.e., when an English /s/ and a Dutch /s/ are different segment tokens in memory), the variable-language sets would be segmental heterogeneous sets. Then, a preparation effect should not be obtained. It has been shown that when one word in a set begins with a different segment than the other words, the preparation effect completely disappears (Roelofs, 1999) .
Method
Participants. The experiment was carried out with 32 Dutch participants with ages ranging from 18 to 30 years. They started speaking English at 11.5 years on average.
Materials and design. The materials consisted of four practice sets and twenty-four experimental sets of three prompt-response word pairs each (see Table 3 ). Each set was tested in a separate block of trials. In 12 experimental sets (the homogeneous sets) the response words shared the first two consonants. The shared onset clusters were /st/, /bl/, and /fl/. In the remaining 12 sets (the heterogeneous sets) no such initial segments were shared. This is the first independent variable context (homogeneous, heterogeneous). In six homogeneous sets and the corresponding heterogeneous ones, all prompt-response pairs were in the same language. In the remaining six homogeneous sets and the corresponding heterogeneous ones, two of the three prompt-response pairs were in one language and the third pair was in the other. This second independent variable, which had two levels (constant, variable), will be called blocking. In the constantlanguage condition, all prompt-response pairs were in English for three of the homogeneous sets and the corresponding heterogeneous ones. In the remaining three constant-language homogeneous sets and the corresponding heterogeneous ones, all pairs were in Dutch. In three of the homogeneous sets and the corresponding heterogeneous sets of the variable-language condition, two of the three prompt-response pairs were in English and the third pair was in Dutch. Thus, these sets have an English bias. In the remaining three variable-language homogeneous sets and the corresponding heterogeneous ones, two of the three prompt-response pairs were in Dutch and the third pair was in English. Thus, these sets have a Dutch bias. Regrouping the pairs of the constant-language sets created the variable-language sets. The third independent variable language refers to the actual language of the target words, Dutch or English.
In the homogeneous variable-language sets the first two segments were shared, but the remainder of the words was pronounced differently in the two languages. For example, the vowels in blos, bloem, blade are exclusive to the language of the words. Also, the phonological rules differ between , then we know that the speaker used his or her uniquely English representations after the shared segments. If a preparation effect persists under a correct pronunciation of the words, then we have evidence for shared representations.
Each participant was tested once on each set. The order of the sets was fully counterbalanced across participants. Sixteen participants (groups A to D) were first tested on the homogeneous sets and then the heterogeneous ones. For the remaining 16 participants (groups E to H), the order of testing the homogeneous and heterogeneous conditions was reversed. The participants of groups A, B, E, and F were first tested on the constant-language sets, then on the variable-language ones. For participants of groups C, D, G, and H, the order of constant-language and variable-language sets was reversed. The participants of groups A, C, E, and G were first tested on the English-only and English-bias sets, then on the Dutch-only and Dutch-bias sets. For participants of groups B, D, F, and H, the order of testing was reversed. Each of the three prompt-response word pairs of a set was tested four times within each block of trials. Table 4 gives the mean production latencies and the error percentages for Experiment 2. The table lists for both the Dutch and English responses the means for the homogeneous and heterogeneous conditions when the languages were mixed (variable) and when they were not (constant). The table shows that a facilitatory effect from segmental overlap was obtained for both the constant-language and variable-language sets. For the variable-language sets with the Dutch bias, the preparation effect was 28 ms for the English words and 33 ms for the Dutch words in a set. For the variable-language sets with the English bias, the preparation effect was 24 ms for the Dutch words and 28 ms for the English words in a set. Thus, preparation is not confined to the two words sharing an onset in one language.
Results and discussion
The production latencies were submitted to by-participant and by-item analyses of variance with the crossed variables context, blocking, and language. All variables were tested within participants. Context and blocking were tested within items and language was tested between items. There was a main effect of context, F 1 (1, 31) ¼ 13.00, MSE ¼ 3770, p < .001; F 2 (1, 16) ¼ 64.52, MSE ¼ 214, p < .001, but not of blocking, F 1 (1, 31) < 1, F 2 (1, 16) ¼ 5.76, MSE ¼ 100, p < .03, and not of language, F 1 (1, 31) ¼ 4.65, MSE ¼ 2293, p < .04; F 2 < 1. Most importantly, context and blocking did not interact, Fs < 1. Also, there was no interaction between context and language, Fs < 1, nor between blocking and language, Fs < 1. Finally, there was no interaction between context, blocking, and language, Fs < 1. Thus, the variable sets yielded a full-blown preparation effect, and the preparation effect was not restricted to words from one language. The analyses also confirm that bias had no effect. If preparation were dependent on bias, an interaction between context, blocking, and language should have been obtained.
These results show that a preparation effect is obtained when initial segments are shared even in the case that the language of the words in a set differs. Thus, speakers can plan initial segments common to both languages without knowing the language of the response word. This suggests that the representations of common segments are shared between the languages of bilinguals. If the segment representations were not shared between languages, the variable-language sets would be segmentally heterogeneous sets, and preparation should not have been obtained.
It may be that the preparation effect in variable sets is not due to representations shared between languages but that new segment representations were created in the course of the experiment. To perform the task, speakers might potentially create new within-language segment representations that are normally not used in that language. If participants are not using their natural segments but form new ones just for the task, then preparation effects should build up over time rather than be present from the outset. To examine the evolution of the preparation effect over trials, Experiment 3 was run. The experiment tested for a dependence of the preparation effect on response repetition. The new experiment 192 ROELOFS included the variable-language sets of Experiment 2 only, and the number of times that each pair was tested within a block of trials was doubled, from four to eight.
EXPERIMENT 3
Method
Participants. The experiment was carried out with 12 Dutch participants with ages ranging from 18 to 29 years and who started to speak English at 11.6 years, on average.
Materials and design. The materials consisted of two practice sets and the twelve experimental sets of the variable-language condition of Experiment 2 (see Table 3 ). Thus, all variables of Experiment 2 were retained except blocking (constant, variable) . Each set was tested in a separate block of trials. In six homogeneous sets, the response words shared the first two consonants (/st/, /bl/, and /fl/), and in the remaining six heterogeneous sets, they were unrelated in form. This is the first independent variable context (homogeneous, heterogeneous). The second independent variable is language (Dutch, English), referring to the actual language of the words. In three of the homogeneous sets and the corresponding heterogeneous ones, two of the three prompt-response pairs were in English and the third pair was in Dutch. In the remaining three homogeneous sets and the corresponding heterogeneous ones, two of the three prompt-response pairs were in Dutch and the third pair was in English. This third independent variable (not explicitly tested in Experiment 2) is referred to as bias.
Each participant was tested once on each set. The order of the sets was fully counterbalanced across participants. Each of the three promptresponse word pairs of a set was tested eight times within each block of trials. This fourth independent variable (not explicitly tested in Experiment 2) is called repetition. Table 5 gives the mean production latencies and the error percentages for context, language, and repetition in Experiment 3 (the means for bias are not shown). The table shows that a facilitatory effect from segmental overlap was obtained for both the Dutch and the English words, and that the size of the effects was similar for both languages. The production latencies were submitted to by-participant and by-item analyses of variance with the crossed variables context, bias, language, and repetition. All variables were tested within participants. Context and repetition were tested within items, and bias and language between items. There was a main effect of context, F 1 (1, 11) ¼ 20.87, MSE ¼ 23941, p < .001; F 2 (1, 14) ¼ 43.57, MSE ¼ 3785, p < .001, but there were no reliable effects of bias, F 1 (1, 11) ¼ 18.31, MSE ¼ 6879, p < .001; F 2 (1, 14) < 1, and language, F 1 (1, 11) ¼ 8.12, MSE ¼ 6994, p < .02; F 2 (1, 14) < 1. There was no interaction between context and bias, F 1 (1, 11) ¼ 2.84, MSE ¼ 4954, p > .12; F 2 (1, 14) ¼ 2.04, MSE ¼ 3785, p > .18, nor between context and language, F 1 (1, 11) ¼ 5.54, MSE ¼ 3332, p < .04; F 2 (1, 14) ¼ 1.58, MSE ¼ 3785, p > .23, or between context, bias, and language, Fs < 1. Thus, preparation was again not restricted to words from one of the languages.
Results and discussion
The latencies decreased with repetition, F 1 (7, 77) ¼ 8.08, MSE ¼ 6484, p < .001; F 2 (7, 98) ¼ 14.78, MSE ¼ 1302, p < .001, but there was no interaction between context, bias, and repetition, F 1 (7, 77) ¼ 1.00, MSE ¼ 4784, p > .44; F 2 (7, 98) ¼ 1.07, MSE ¼ 1101, p > .39, nor did repetition interact with any other variable or combination of variables, all ps > .05. In short, the preparation effect was present right from the start and did not develop over trials. This suggests that preparation is not due to new segment representations being created in the course of the experiment. The results of the previous two experiments showed that speakers can prepare segments such as /s/ and /t/ when the set includes, for example, English steam and stone and Dutch stoel. This suggests that the representations of segments common to the first and second language are shared between the languages in the memory of bilinguals. However, as indicated in the introduction section, it is important to determine the exact locus of the effect. Although preparation in the native language requires that the overlap in a set involves segments rather than features (Roelofs, 1999) , it remains possible that preparation in the second language can be done in terms of features and that full segmental overlap is not necessary. Stemberger (1989) examined speech errors in natural speech and observed that young children are more likely to make phonological feature errors than adults are. Levelt et al. (1999) have suggested that features are chunked into segments only in the course of learning a language. So, it may be the case that second language segments (for unbalanced bilinguals) are represented in terms of their features, and that the preparation effect of shared segments observed in the previous experiments is due to preparation at the featural level. Experiment 4 examined this possibility. The experiment tested whether preparation in a foreign language requires that the responses share initial segments or whether it suffices that they share features only. The experiment compared the preparation effect for sets whose words share initial segments such as boat, bird, and boy to the preparation effect for sets of words whose initial segments are the same except for one phonological feature, for example, boat, bird, and pain. In the latter set, /b/ and /p/ share all features except that /b/ is voiced and /p/ is voiceless. If a substantial preparation effect is obtained for the featural sets (e.g., boat, bird, pain), this implies that sharing full segments is not necessary for preparation in the second language, and the conclusion that representations of common segments are shared, drawn from Experiments 2 and 3, would be undermined. If features suffice, the effect in the variablelanguage condition of Experiments 2 and 3 may have arisen from preparing the first language words at the segmental level and the second language words at the featural level.
WEAVERþþ predicts that feature overlap alone should yield no preparation effect. In the model, the preparation effect results from the seriality of phonological encoding (Roelofs, 1999) . The features of a string of segments may be accessed in parallel during phonetic encoding. Preparing features therefore will not yield facilitation. Thus, WEAVERþþ predicts that the responses should be faster in the homogeneous condition with the segment overlap than in the three other conditions (segment heterogeneous, feature homogeneous, and feature heterogeneous), which should not differ.
Method
Participants. The experiment was carried out with eight Dutch participants with ages ranging from 18 to 33 years and who started to speak English at 11.8 years, on average.
Materials and design. The materials consisted of two practice sets and twenty-four experimental sets of three prompt-response word pairs each (see Table 6 ). The prompts and responses were in English. Each set was tested in a separate block of trials. There were 12 homogeneous sets and 12 heterogeneous ones. In six homogeneous sets, the response words shared the first consonant, and in the six other homogeneous sets the first segment shared all features except one. This independent variable, which had two levels (segments, features), will be called level of overlap. The critical segments in the experiments were the minimal pairs /d/ (voiced) and /t/ (voiceless), /b/ (voiced) and /p/ (voiceless), and /v/ (voiced) and /f/ (voiceless). All responses occurred in all conditions. In three homogeneous and the corresponding heterogeneous sets of the segment condition, the first segment was the voiced member of a minimal pair. In the remaining three homogeneous and heterogeneous sets of the segment condition, the first segment was the voiceless member of a minimal pair. In three homogeneous and the corresponding heterogeneous sets of the feature condition, two of the responses had the voiced member of a minimal pair as first segment and the third response had the voiceless member as first segment. In the remaining three homogeneous and heterogeneous sets, two of the responses started with the voiceless member and the third response started with the voiced member.
Each participant was tested once on each set. The order of the sets was fully counterbalanced across participants. Four participants (groups A and B) were first tested on the homogeneous sets, and then on the heterogeneous ones. For the remaining four participants (groups C and D), the order of testing the homogeneous and heterogeneous conditions was reversed. The participants of groups A and C were first tested on the sets of the segment condition, then on the sets of the feature condition. For participants of groups B and D, the order of testing these conditions was reversed. Each of the three prompt-response word pairs of a set was tested four times within each block of trials. Table 7 gives the mean production latencies and the error percentages for Experiment 4. The table shows that the production latencies were faster for the condition in which the segments were shared than for the other three conditions, which did not differ much. Thus, a facilitatory effect from homogeneity was obtained for the sets with the segment overlap, but there was no effect at all for the sets with the feature overlap. The latencies were These results show that a preparation effect in the second language is only obtained when words share an initial segment, but not when all but one of the features of the first segment are shared. Thus, the finding that preparing the production of first language words requires shared segments rather than features was replicated for the production of second language words. Apparently, preparation in both the first and second language requires that the words in a set have segmental overlap. Thus, the conclusion from Experiments 2 and 3 that the representations of common segments (rather than features) are shared between languages remains supported. Furthermore, the results exclude that the preparation effect in Experiments 2 and 3 was due to articulatory preparation, that is, moving the articulators in the correct starting position before the beginning of a trial. The critical segments in the homogeneous condition of the current experiment always shared the place and manner of articulation and differed only in voicing (voiced versus voiceless). Thus, if articulatory preparation were the source of the preparation effects in the preparation paradigm, facilitation should have been obtained in both the segment and feature condition. However, since a preparation effect is observed only when segments are shared but not when features are shared, the locus of the preparation effect must be the level of phonological encoding rather than a lower level, such as phonetic encoding or articulatory preparation. Of course, only the feature of voicing was tested in Experiment 4, but Roelofs (1999) showed that the same holds for other features in first language production.
Results and discussion
GENERAL DISCUSSION
The present study examined two aspects of the process of phonological encoding in a second language. First, several studies have shown that the process of phonological encoding in the first language proceeds from the beginning of a word to its end (Meyer, 1990 (Meyer, , 1991 Meyer & Schriefers, 1991; Roelofs, 1996a Roelofs, , 1998a . It was an open issue whether this also holds 198 ROELOFS for second language words. Dell et al. (1997) have provided evidence that when serial order behaviour becomes more practiced, the serial ordering mechanism becomes more efficient in controlling linear order. Hence, it may be that linear order is highly controlled in producing first language words (hence no effect of end overlap) but not (yet) in producing second language words. Experiment 1 showed, however, that the seriality effect that is normally observed for producing first language words is replicated for producing words in a second language. Second, the present study examined whether the representations of segments that are common to the first and second language (Ladefoged, 2001; Ladefoged & Maddieson, 1996) are shared between languages in memory. The findings from Experiments 2 and 3 suggest that speakers may construct part of the form plan of words without knowing in advance the language. This suggests that at least some of the representations recovered from memory are shared between languages. Experiments 2 and 3 left open whether there are shared representations of segments or features. The results of Experiment 4 suggest that segments are shared rather than their features only. To summarise, the results from Experiments 1 to 4 show that even bilinguals who are relatively fluent but unbalanced across the two languages show strikingly similar preparation patterns for their two languages. This suggests that bilingual speakers can be functionally monolingual as far as rightward incrementality and the representation of common segments is concerned. Whenever possible, word forms in both languages seem to be ''woven on the same loom''.
The Dutch population tested in the current study was fluent in English, but an average starting age of more than 11 years means that they would classify as late bilinguals. It may be that for truly early (i.e., ''balanced'') bilinguals, separate phonological systems might be more plausible than for the tested population (e.g., MacSwan, 2000) . For early bilinguals, the phonological space is probably more distinctly defined than for late bilinguals and hence the languages could be more clearly separated. Furthermore, English and Dutch are two languages that largely overlap in their phonological space. The current results do not neccessarily hold true for languages that are more clearly separated in their respective sound contrasts. Whether the degree of language skills and type of languages of a bilingual play a role may be examined in future studies.
The current research casts doubt on the suggestion of Kim et al. (1997) that there are separate representations of the sound structures of the languages of late bilinguals. In their fMRI study, bilinguals silently described what they had done during the previous day. In late bilinguals, the activation during second language use was spatially separated from the activation during first language use in Broca's area. However, comparing discourses in two languages does not allow a distinction between phonological and phonetic levels, or between these and any other levels.
The current results suggest that phonological segments and their serial ordering are shared between languages in late bilinguals, and therefore cannot have caused the spatially separate brain activations.
In examining bilingual speech errors or conducting bilingual pictureword interference experiments, where spoken primes in one language are presented during picture naming in another language (Costa, Miozzo, & Caramazza, 1999; Hermans, Bongaerts, de Bot, & Schreuder, 1998) , it is difficult to differentiate between shared representations or closely linked ones. Therefore, I used an on-line form-preparation paradigm in all experiments. Obviously, this experimental task differs in a number of ways from ordinary speech production. Speakers rarely say the same three words over and over again, and they cannot normally predict how the next word to be uttered will begin. Yet, the preparation effects in the formpreparation experiments show very systematic patterns. Speakers can exploit certain types of information, whereas others are completely useless. A natural account of these patterns is to relate them to the way speech is normally planned. Thus, I assume that the reason why preparation effects were only obtained for initial overlap is that in normal bilingual speech production the planning proceeds from the beginning of an utterance to its end. Similarly, it is plausible to assume that participants can prepare the initial segments common to both languages without knowing the language of the word because these segments are shared between the languages in normal language production. And sharing features alone yields no preparation, because features are accessed in parallel from segments in normal bilingual production.
Although the present findings may be explained in terms of the mechanisms of normal language production, it remains possible that participants have adopted a special strategy in the experiments. For example, if segments are not shared between languages, participants may adopt the strategy of using first-language segments (e.g., Dutch /s/ and /t/) in planning the second-language words in the homogeneous sets of the variable-language condition (or second-language segments in producing first-language words). However, since this strategy would imply a type of planning that is not present in normal production, namely one that includes within-word language switching, one would expect that a cost is associated to it. The words in the variable-language condition, requiring this unusual type of planning, would be expected to have longer production latencies than the same words in the constant-language condition. This, however, appears not to be the case. In Experiment 2, the mean production latencies of the words in the homogeneous constantlanguage and variable-language conditions were 717 and 722 msec, respectively, with Fs < 1. So, preparation in the homogeneous variable-
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ROELOFS language condition implies no extra cost, which supports the idea that the words are planned the same in all conditions.
A related strategy might be that speakers are simply producing the odd word in a set as if it were in the same language as the other words. For example, the English word blade in the set blos, bloem, blade may be pronounced as a Dutch non-word. However, in the homogeneous variablelanguage sets the first two segments were shared but the remainder of the words was pronounced differently in the two languages. Since the participants produced the English words with their English pronunciation and the Dutch words with their Dutch pronunciation, we know that the participants used their uniquely English and Dutch representations after the shared segments. That is, a word like blade was produced with its English pronunciation [bleId] rather than as a Dutch non-word, namely disyllabic [bla.d@]. This rules out that the participants treated the English words as Dutch non-words or the Dutch words as English non-words. Because the preparation effect persisted under a correct pronunciation of the words, we have evidence for shared representations.
A final strategy of participants might have been to create new withinlanguage segments of sounds that are normally not in that language. For example, for the set blos, bloem, blade, they might create the segment string /bleId/ for Dutch that sounds like the English word blade (thereby modifying the Dutch language). However, if the preparation effect were due to such new within-language segments that are created in the course of the experiment, the preparation effect should have developed over trials (learning new sounds in a language takes time). But Experiment 3 showed that the preparation effect was present right from the start and did not develop over trials. Furthermore, in generating the new Dutch segment string /bleId/, the regular Dutch pronunciation /bla.d@/ of the non-word blade should be prevented. Thus, one expects that a cost is associated with this unusual type of planning that involves blocking a regular pronunciation. However, as indicated above, the constant-language and the variablelanguage words were produced with latencies that were statistically the same. So, there is no support for the assumption that the preparation effect is due to new segment representations created in the course of the experiment.
An alternative explanation for the current results would be that the cross-language preparation effect is based on orthography. This would explain the existence of facilitation in the mixed language conditions and the absence of facilitation when features, but not phonological segments are shared. However, earlier work has suggested that preparation effects occur even when the orthography is not shared. Meyer (1990) observed preparation effects for shared syllables (i.e., [si:]) of 42 ms (her Experiment 1) and 49 ms (her Experiment 3) with varying orthography (i.e., ci versus si). Similarly, Chen, Chen, and Dell (2002) demonstrated in Mandarin Chinese that preparation of syllables is not dependent on shared orthography by using two-syllable two-character response words. When the first syllable but not the character is shared, the preparation effect is as large as when the syllable and its character are shared. These results suggest that orthography does not play a role in the preparation task.
The findings about phonological encoding in the present paper support Grosjean's (1982) case against considering bilinguals as two monolinguals in one body. This does not exclude, of course, that at some levels of their languages they may be functionally two monolinguals. For example, an English-Finnish bilingual has probably different procedures for morphological encoding in the two languages, which is agglutinative for Finnish and non-agglutinative for English. However, the current findings suggest that a basic rightward incremental mechanism for planning the phonological shape of utterances in production is shared between the first and second language of a bilingual, and that the mechanism may use shared representations of segments common to the languages.
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