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ARCHIVUM MATHEMATICUM (BRNO)Tomus 32 (1996), 1 { 8ON THE EXISTENCE OF PERIODIC SOLUTIONSFOR NONCONVEX DIFFERENTIAL INCLUSIONSDimitrios Kravvaritis and Nikolaos S. PapageorgiouAbstract. Using a Nagumo type tangential condition and a recent theorem on theexistence of directionally continuous selector for a lower semicontinuous multifunc-tions, we establish the existence of periodic trajectories for nonconvex dierentialinclusions. 1. IntroductionIn this paper we examine the following multivalued boundary value problem inRN: ( _x(t) 2 F (t; x(t)) a.e. on T = [0; b]x(0) = x(b) )(1)with F : T  RN ! 2RNnf;g being a multivalued vector eld (an orientor eld)which has closed but not necessarily convex values. By a solution of (1) we meanan absolutely continuous function x : T ! RN satisfying (1) above. Recall that byLebesgue's theorem the function x() is almost everywhere dierentiable and _x 2L1(T;RN). Earlier works on periodic solutions of dierential inclusions consideredonly systems with convex-valued orientor elds. We refer to Aubin-Cellina [2](theorem 4, p. 237), Haddad-Lasry [4], Macki-Nistri-Zecca [7] and Papageorgiou[12] for further details. Here using a recent selection theorem of Bressan [3], weobtain a periodic solution for nonconvex dierential inclusions.2. PreliminariesThroughout this paper we will be using the following notations:Pf(c)(RN) = fA  RN : nonempty, closed, (convex)g1991 Mathematics Subject Classication : 34A60.Key words and phrases: lower semicontinuousmultifunction,CM -continuous selector, tangentcone, contingent derivative, Filippov regularization, xed point.Received November 21, 1994.
2 DIMITRIOS KRAVVARITIS AND NIKOLAOS S. PAPAGEORGIOUand Pk(c)(RN) = fA  RN : nonempty, compact, (convex)g :Let K be a nonempty subset of Rn and x 2 K. The contingent cone TK (x) isdened by TK(x) = (v 2 RN : lim# 0 d(x+ v;K) = 0) ;where d(x+v;K) = inffkx+v zk : z 2 Kg. IfK is convex and int K 6= 0, thenint TK (x) 6= ; and in fact x 7! int TK(x) has an open graph (see Aubin-Cellina[2], proposition 4, p. 221). Given a multifunction K : T = [0; b] ! Pfc(RN) and(t; x) 2 GrK = f(s; z) 2 T  RN : z 2 K(s)g , we denote by DK(t; x), themultivalued map from R into RN, whose graph is the contingent cone TGrK(t; x).So v 2 DK(t; x)(r) if and only if (r; v) 2 TGrK (t; x) and the multivalued mapDK(t; x) from R into RN is called the \contingent derivative" of K at (t; x) 2GrK.On Pf (RN) we can dene a (generalized) metric, known in the literature as theHausdor metric, as follows:h(A;B) = max h supa2 A d(a;B); supb2 B d(b; A)i ;where d(a;B) = inffka   bk : b 2 Bg and d(b; A) = inffkb   ak : a 2 Ag. Then(Pf (RN); h) is a complete metric space and (Pk(RN); h) is a closed and separablesubspace of it.Let Y , Z be Hausdor topological spaces and G : Y ! 2Znf;g. We say thatG() is lower semicontinuous (l.s.c.), if for every U  Z open, G  (U ) = fy 2 Y :G(y) \ U 6= ;g is open in Y .Our hypotheses on the data of (1) are the following:H(F ) : F : T RN ! Pf (RN) is a lower semicontinuous (l.s.c.) multifunctionsuch that jF (t; x)j = supfkvk : v 2 F (t; x)g M , with M > 0.Also there is a multifunctionK() satisfying the following two hypotheses H(K)and HT :H(K) : K : T ! Pkc(RN) is a Hausdor Lipschitz multifunction (i.e.h(K(t0 );K(t))  yjt0   tj with y > 0), K(b)  K(0) and(i) (t; x) 7! DK(t; x) (1) is l.s.c. on GrK = f(s; z) 2 T  RN : z 2K(s)g ,(ii) for all (t; x) 2 GrK, int DK(t; x) (1) 6= ; .Remark. This hypothesis is automatically satised ifK(t) = K 2 Pkc(RN) for allt 2 T and int K 6= ; (see for example Aubin-Cellina [2], theorem 1 and proposition4, pp. 220-221). Also note that the lower semicontinuity of (t; x) 7! DK(t; x) (1)on GrK, implies that for all (t; x) 2 GrK, DK(t; x) (1) 2 Pfc(RN) (see Aubin[1]). Following Aubin [1], we call a multifunction K() \sleek", if (t; x) 2 GrK 7!
PERIODIC SOLUTIONS 3Gr(DK(t; x)) is l.s.c. Then for such a multifunction (t; x) 2 GrK 7! DK(t; x) (1)is l.s.c.HT : for all (t; x) 2 GrK, we have F (t; x)\ int DK(t; x) (1) 6= ;.Let CM = f(t; x) 2 RRN : kxk  Mtg. This is a closed, convex and pointedcone. Let h : T  R! RN be a map such that kh(t; x)k  M . We say that h( ; )is CM -continuous, if (tn; xn) 2 (t; x) + CM , (tn; xn) ! (t; x) in T  RN, implythat h(tn; xn) ! h(t; x). For such a map we can dene its set-valued Filippovregularization G : T RN ! Pkc(RN) as follows:G(t; x) = \">0 convfh(s; y) : js  tj < "; ky   xk < "g :From Aubin-Cellina [2], p. 101, we know that (t; x) 7! G(t; x) is upper semi-continuous (i.e. for all U  RN open, G+(U ) = f(t; x) 2 T RN : G(t; x)  Ugis open) and clearly for all (t; x) 2 T  RN, we have h(t; x) 2 G(t; x). Then weconsider the following two Cauchy problems:( _x(t) 2 G(t; x(t)) a.e.x(0) = z 2 RN )(2)and ( _x(t) = h(t; x(t)) a.e.x(0) = z 2 RN )(3)To make the presentation relatively self-contained, we state here some knownresults that we will need in the sequel. We start with a useful description of theelements of the contingent derivative DK(t; x) which can be found in Aubin-Cellina [2], p. 191:
00 v 2 DK(t; x)(u) if and only if limh! 0 dv; K(t + hu)  xh  = 00 0 :Since we will be dealing with nonconvex multifunctions, we will need a \contin-uous" selection theorem for such set-valued maps. This was done by Bressan [3]who introduced the notion of directional (or K ) continuity already introducedabove for the cone K = CM . Let us give here the general denition:Denition. Let K  RN be a cone and Y a metric space. A function f : RN ! Yis said to be K-continuous at x 2 RN if for every " > 0 there is a  > 0 such thatd(f(x); f(x)) < " for every x 2 B(x; ) \ (x + K) with B(x; ) = fz 2 RN :kz  xk < g (equivalently f(xn)! f(x) for every xn ! x with xn  x 2 K, n  1). Using this notion Bressan [3] proved the following selection theorem:
4 DIMITRIOS KRAVVARITIS AND NIKOLAOS S. PAPAGEORGIOUTheorem A. If Y is a complete metric space and F : RN ! Pf (Y ) is a l.s.c.multifunction, then for every cone K  RN, F () admits a K-continuous selector.Again the nonconvexity of our setting, requires a xed-point theorem for non-convex-valued multifunctions. This can be found in Lasry-Robert [6]. First a def-inition (see [6] denition 5).Denition. Let X, Y be metric spaces and   : X ! 2Y nf;g. We say that  ()is \pseudo-acyclic" if there is a metric space Z, an u.s.c. multifunction L : X !X ! Pk(Z) with acyclic values and r : Z ! Y continuous such that   = r  L.Using this notion we can have the following xed-point theorem (see [6] theorem8).TheoremB. IfX is a metrizable locally convex vector space, C  X is nonempty,convex and   : C ! 2Cnf;g is pseudo-acyclic such that  (C) is compact, thenthere is x 2 C such that x 2  (x).3. Auxiliary resultsIn this section we prove four lemmata, which will be needed in the proof ourmain theorem (section 4) and which are also of independent interest.Our rst auxiliary result relates the solutions sets of (2) and (3).Lemma 3.1. If x : T ! RN is an absolutely continuous function solving (2),then x() is also a solution of (3).Proof. From Lusin's theorem, we know that we can nd Tn  T , n  1 dis-joint measurable sets such that _xjTn is continuous , _x(t) 2 G(t; x(t)) on Tnand Tn Sn 1Tn = 0 with () being Lebesgue measure on T . Also invokingLebesgue's density theorem (see for example Oxtoby [10], p. 17), we can nd setsNn  Tn n  1, with (Nn) = 0, such that every point in TnnNn is a densitypoint of Tn. Next let t 2 TnnNn. Then we can nd tk 2 TnnNn tk > t k  1and tk # t. Therefore _x(tk) ! _x(t). Note that because kh(t; x)k  M we havejG(t; x)j = supfkvk : v 2 G(t; x)g  M and so kx(t)   x(s)k  M jt   sj for allt, s 2 T . Let " > 0. Then we have _x(tk) 2 G(tk; x(tk))  h(tk; x(tk)) + "2B1,where B1 = fz 2 RN : kzk < 1g. Also since h(t; x) is CM -continuous, we can ndk0(")  1 such that for k  k0("), we will havekh(tk; x(tk))  h(t; x(t))k < "2)h(tk; x(tk)) 2 h(t; x(t)) + "2B1 :So for k  k0("), we have _x(tk) 2 h(t; x(t)) + "B1) _x(t) 2 h(t; x(t)) + "B1 :
PERIODIC SOLUTIONS 5Let "# 0. We nally get that for all t 2 Sn 1(TnnNn) = T̂ ; (T   T̂ ) = 0, _x(t) =h(t; x(t)), x(0) = z, i.e. x() solves (3). The second auxiliary result, proves an invariance property for a class of dier-ential inclusions. In what follows pK(t)() denotes the metric projection on theset K(t), i, e. pK(t)(x) = v, where v is the unique vector in K(t) such thatkv   xk = minfkv1   xk : v1 2 K(t)g.Lemma 3.2. If G : T RN ! Pkc(RN) is a multifunction such that jG(t; x)j =supfkvk : v 2 G(t; x)g  M , hypothesis H(K) holds, x : T ! RN is an absolutelycontinuous function such that _x(t) 2 G(t; pK(t)(x(t))) a.e., with x(0) 2 K(0) andfor all (t; x) 2 GrK, we have G(t; x)  DK(t; x) (1), then for all t 2 T x(t) 2 K(t).Proof. Let '(t) = d(x(t);K(t)). Using hypothesis H(K), we can easily check that'() is an absolutely continuous function. Since '(0) = 0 (because x(0) 2 K(0)),if we show that _'(t)  0 a.e., then we are done. Let t 2 T be a point at whichboth _x() and _'() exist. Then we have'(t+ h)  '(t)h = d(x(t+ h);K(t + h))  d(x(t);K(t))h= d(x(t) + h _x(t) + o(h);K(t + h))   d(x(t);K(t))h ko(h)kh + d(x(t) + h _x(t);K(t+ h))  d(x(t);K(t))h :Observe that d(x(t) + h _x(t);K(t+ h))  d(x(t);K(t))h kx(t)  pK(t)(x(t))kh + d(pK(t)(x(t)) + h _x(t);K(t+ h))h   d(x(t);K(t))h= d(pK(t)(x(t)) + h _x(t);K(t + h))h= d _x(t); K(t+ h)  pK(t)(x(t))h Since by hypothesis _x(t) 2 G(t; pK(t)(x(t)))  DK(t; pK(t)(x(t)))(1) a.e., fromsection 2 we have limh# 0 d _x(t); K(t + h)   pK(t)(x(t))h  = 0) limh# 0 '(t + h)  '(t)h = _'(t)  0 a.e.Thus nally we have '(t) = 0 for all t 2 T , hence x(t) 2 K(t) for all t 2 T . Our third auxiliary result establishes a useful property of lower semicontinuousmultifunctions.
6 DIMITRIOS KRAVVARITIS AND NIKOLAOS S. PAPAGEORGIOULemma 3.3. If Z is a Hausdor topological space, F : Z ! 2RNnf;g is a lowersemicontinuous multifunction with convex values and B(x; r̂) = fy 2 RN : ky  xk < r̂g  F (z0), then for every r 2 (0; r̂) there exists U an open neighborhoodof z0 such that B(x; r)  F (z) for all z 2 U .Proof. Let r 2 (0; r̂), 0 < r < r 0 < r̂ and 0 < " < r 0  r. We haveB(x; r 0 )  F (z0).Let (z) = h(B(x; r 0 ), F (z)) = supfd(v; F (z)) : v 2 B(x; r 0 )g. From theorem 5,p. 52 of Aubin-Cellina [2], we known that () is u.s.c. and (z0) = 0. So we cannd U an open neighborhood of z0 such that (z) = h(B(x; r 0 ); F (z)) < " for allz 2 U . Since by hypothesis F () has convex values, from the lemma of Moreau [9],we have for all z 2 Ud(x;RNnB(x; r 0 )) d(x;RNnF (z))  h(B(x; r 0 ); F (z)) = (z) < ")d(x;RNnB(x; r 0 ))  " < d(x;RNnF (z)))r < r 0   " < d(x;RNnF (z)))B(x; r)  F (z) for all z 2 U : Remark. Clearly we can not have r = r̂. Just let Z = RN and let F (z) = B(z; r̂).Remark that our lemma 3.3 improves lemma 3.1 of Papageorgiou [11].Our nal auxiliary result, gives us new conditions under which the intersectionof two multifunctions can be lower semicontinuous . Another result in this directioncan be found in Papageorgiou [13].Lemma 3.4. If Z is a Hausdor topological space, H1;H2 : Z ! 2RNnf;g arelower semicontinuous multifunctions such that H2() has open and convex valuesand for all z 2 Z H1(z) \H2(z) 6= ;, then z 7! H1(z) \H2(z) = H(z) is l.s.c.Proof. We need to show given V  RN open, the set H   (V ) = fz 2 Z : H(z) \V 6= ;g = fz 2 Z : H1(z) \ H2(z) \ V 6= ;g is open in Z. Because of thelocal convexity of RN we can always assume V to be convex. Let z0 2 H   (V )and let x 2 H(z0) \ V . Since H2(z0) \ V is open, we can nd r̂ > 0 such thatB(x; r̂)  H2(z0) \ V . Note that z 7! H2(z) \ V is lower semicontinuous (seeMichael [8], proposition 2.4). So we can apply lemma 3.3 and get for r < r̂ a U1open neighborhood of z0 such that B(x; r)  H2(z) \ V for all z 2 U1. Since byhypothesis H1() is l.s.c. and x 2 H1(z0), we can nd U2 another neighborhood ofz0 such that for all z 2 U2, we have H1(z) \B(x; r) 6= ;. Set U = U1 \ U2. Thenfor z 2 U , we haveH(z) \ V = H1(z)\H2(z) \ V  H1(z) \B(x; r) 6= ;)z 2 H   (V ))H   (V ) is open)H() is l.s.c. 
PERIODIC SOLUTIONS 74. Main resultIn this section we state and prove our main result, concerning the existence ofsolutions for problem (1).Theorem 4.1. If hypotheses H(F ),H(K) andHT hold, then problem (1) admitsa solution.Proof. Let H : T  RN ! Pf (RN) be the multifunction dened by H(t; x) =F (t; pK(t)(x)) \ int DK(t; pK(t)(x))(1) 6= ; (see hypothesis HT ).By hypothesis H(K), (t; z) 7! DK(t; z)(1) is l.s.c. on GrK and so it is convex-valued (see Aubin [1]). Hence DK(t; pK(t)(x))(1) = int DK(t; pK(t)(x))(1) andfrom proposition 2.3 of Michael [8], we get that (t; x) 7! int DK(t; pK(t)(x))(1) isl.s.c. Hence applying lemma 3.4, we get that (t; x) 7! F (t; pK(t)(x)) \int DK(t; pK(t)(x))(1) is l.s.c. and so once again proposition 2.3 of Michael [8],tells us that (t; x) 7! H(t; x) is l.s.c. Apply theorem A, to get h : T RN ! RNa CM-continuous selector of H(t; x). Note that because of hypothesis H(F ), wehave kh(t; x)k  M . Let G(t; x) = T">0 convfh(s; y) : js   tj < ", ky   xk < "g(the Filippov regularization of h(t; x)). Recall that (t; x) 7! G(t; x) is u.s.c. and for(t; x) 2 T RN, h(t; x) 2 G(t; x). Then consider the following multivalued Cauchyproblem ( _x(t) 2 G(t; pK(t)(x(t))) a.e.x(0) = z 2 K(0) )Let S : K(0) ! 2C(T;RN)nf;g be the solution multifunction for the aboveproblem; i.e. for every z 2 K(0), S(z) is the set of solutions of the problem.From Himmelberg-Van Vleck [5], we know that S() is an upper semicontinuousmultifunction with nonempty, compact and acyclic values. Also from lemma 3.1,we know that for every x() 2 S(z), we have _x(t) = h(t; pK(t)(x(t))) a.e., x(0) = zand so lemma 3.2 tells us that x(t) 2 K(t) for all t 2 T and all x() 2 S(z).Let y : C(T;RN) ! RN be dened by y(x) = x(b) (i.e. y() is the evaluation atb map, hence is continuous). Set R = y  S : K(0) ! Pk(K(0)) (recall that byhypothesis K(b)  K(0)). Then R() is pseudo-acyclic in the sense of Lasry-Robert[6] (see section 2) and applying theorem B, we get z 2 K(0) such that z 2 R(z).Let x 2 S(z) such that z = y(x)(b). Then from what was said above we have_x(t) = h(t; x(t)) a.e., x(0) = x(b). So _x(t) 2 F (t; x(t)) a.e., x(0) = x(b); i.e. x() isthe desired solution of (1). Acknowledgement:The authors wish to express their gratitude to a very knowl-edgable referee for his many corrections and remarks that improved this paperconsiderably.
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