Abstract This paper describes how a forward model could be applied in a manipulator robot to accomplish the task of following a moving target. The forward model has been implemented in the puma 560 robot manipulator in simulation after a babbling motor phase using ANFIS neural networks. The forward model delivers a rough estimation of the position in the operational space of a moving target. Using this information a Cartesian controller tracks the moving target. An implementation of the proposed architecture and the Piepmeir algorithm for the problem of following a moving target is also shown in the paper. The control architecture proposed in this paper was also tested with MLP and RBF neural networks. Results and simulations are shown to demonstrate the applicability of our proposed architecture for tracking a moving target.
Introduction
Studies in the field of neuroscience would suggest that human beings create internal models for accomplishing different tasks that involve their motor apparatus and sensory systems in [23] and [11] . Internal models are divided in forward models and inverse models. Forward models can predict sensory consequences from efference copies of issued motor commands as stated in [11] .
The process of creation of forward models starts in the first periods of human development, and emerges through self-exploration and interaction with the external world. The stage of self-exploration of our own kinematics and sensory system is executed in a process called "motor babbling", furthermore, some works in the field of developmental psychology in [21] and [19] pointed out the existence of a rudimentary form of eye-hand coordination that is developed during the exploration of the newborn space and kinematics in [21] . Roboticists in particular have started to seek inspiration from biological systems and how they deal with complexity of the world in which they live as stated in [14] , as a consequence, some works involving the use of forward models have been published. For instance, Nori in [15] describes a motor module system based in forward and inverse models that map from motor commands to the corresponding movements and vice versa, relating the arm positions and the torques, after a learning phase of the forward and inverse models, the robot generalizes this information when it has to pick up new objects.
In ( [12] ) and ( [6] ) a robot manipulator with a stereo vision system, after a babbling motor phase builds a forward model that embedded information from its joint configurations and its end effector position in the image field of view. The forward model was employed by the robot for estimating an image Jacobian used in a visual servo controller. Also Gamarra developed an application of forward models for a ballistic reaching task in ISSN: 1988-3064(on-line) c IBERAMIA and the authors ([5] ). Saegusa as well in [16] , proposed a developmental approach of body definition without prior knowledge on kinematics, dynamics, and body appearance. The visuomotor correlation allows the robot to define its own body through sensorimotor exploration. Furthermore, Walter in [22] proposed an approach based in the construction of visuomotor maps, a kind of forward models, Walter mapped a target position in the image plane using selforganizing maps, our approach has basic differences with respect to Walter's, we have used three different kind of neural networks (ANFIS, MLP and RBF); the target is moving and the mapping is made from the image plane to the Cartesian space.
A new application of forward models for the task of following a moving target is proposed in this paper, traversing a developmental robotics roadmap, the forward model was constructed using the stored information from a babbling motor phase, in which, the joint angles, end effector coordinates and image features data of the robot were saved, afterwards, is initialized a task that consists in following a moving target; in a first phase, the information of the forward model is embedded in ANFIS neural networks, the forward model employing the target coordinates in the image field of view delivers the position in Cartesian space of the target. In a second phase, the desired position will be the input to a Cartesian controller utilized for following a moving target.
The remainder of the paper is as follows. In the second section the experimental platform setup is described; the third section shows the proposed architecture using forward models designed for following a moving target; in the fourth section are described the algorithms used in this work; in the fifth section the motor babbling process is explained; in the sixth section the forward model creation is detailed; the seventh section presents the results of the controllers performances in following a moving target task, finally, conclusions and planned future works are discussed in the last section.
Experimental Platform Setup
This section describes briefly the experimental platform setup for the proposed system, figure 1 depicts the experimental simulation setup for the proposed system. The simulations developed in this paper were done using the puma 560 robot manipulator. The unimation puma 560 is an industrial manipulator based in revolute joints with six degrees of freedom. Three big motors provide the waist, shoulder and elbow control. As well as three small motors provide the position and orientation of the robot wrist as refered in [1] . The simulations shown in this article used the matlab robotics toolbox created by Corke and described in [3] . The epipolar geometry toolbox build by Mariottini in [13] was used to create a scenario with multiple cameras and manipulate their visual information. Figure 1 shows the simulated robot and the cameras in three dimensional (3D) space and also the camera captured images of the end-effector and target in two dimensional (2D) space. A Neural network will be employed in order to construct a forward model. The Matlab implementation of ANFIS neural networks from the fuzzy logic toolbox was also used in the simulations, three different neural networks will be tested separatly for the forward model construction: ANFIS, MLP and RBF neural networks. The neural networks Matlab toolbox for the MLP and RBF networks was employed. In all the simulations run in the paper, a Gaussian noise was introduced in the vision system with a covariance of 0.5. Finally, visual servoing and a Cartesian controller using the forward model will be employed in order to achieve the tracking of the target.
Proposed Architecture Description Using Forward Models
Figure 2 depicts the new control architecture proposed on this paper. This architecture could be resumed as a Cartesian Controller for tracking a moving target that uses a forward model previously constructed by a neural network. A forward model was constructed after a motor babbling phase and encodes the relations between the end effector Cartesian position and the end effector coordinates in the stereo vision system. ANFIS, MLP and RBF neural networks are used for the forward model creation. Initially the forward model was constructed using an ANFIS neural network, but in order to generalize the method the ANFIS was substituted for the MLP neural network and posteriorly for the RBF neural network.
Once constructed the forward model, the control system architecture works in the scenario in which a moving target is detected using the vision system. The vision module capture images of the moving target as inputs and delivers as output the image features of the moving target. The coordinates of the target in both cameras are send to the forward model as inputs, the forward model delivers as output the Cartesian position of the moving target, the information of the desired Cartesian position is used by the Cartesian controller as input or set point for following a moving target and the outputs of the Cartesian controller are the joint angles for the manipulator. In order to compare the control architecture that is proposed in this paper the Piepmeir's algorithm for tracking a moving target was also implemented. 
Theoretical Background

Cartesian Space Control
In Cartesian space control the sensed position of the manipulator is immediately transformed by means of the kinematic equations into a Cartesian description of position. This Cartesian description is then compared to the desired Cartesian position in order to form errors in Cartesian space as stated in [4] .
Based on the equations shown in Sanchez-Sanchez's paper in [17] , it will be described briefly the Cartesian controller. The robot end-effector moves in 3D space, so a function that relates the end-effector position and orientation X of the end effector and the robot joints variable q is given by:
(
If we derive partially this equation the inverse Jacobian matrix (J −1 (q)) is obtained. If the Jacobian matrix is not square, we could use the pseudo-inverse matrix, the joint velocities for the manipulator are calculated given the equation:
WhereẊ d represents the Cartesian desired position and λ is the proportional gain controller.
Visual Servoing for Following a Moving Target
Visual servoing is defined as control based on feedback of visual measurements as referred in [7] . There are two categories for implementing vision-based control techniques, those that realize visual servoing in operational space, termed as position-based visual servoing (PBVS) and those that realize visual servoing in the image space, known as image-based visual servoing ( [18] )(IBVS). The controller implemented in this paper would be classified according to Siciliano in [18] ) and Hutchinson in [7] as an Image Based Visual Servoing technique, so it just will use the images captured for the camera for the Visual Servoing, more specifically the stero-vision system for our application. The algorithm used for the visual servoing in this work is the one proposed by Piepmeier in [10] and [9] . Piepmeier used a dynamic quasi-Newton method that minimizes a time-varying objective function based on errors in the image plane as referred in [9] . The error function, for a moving target is defined as the difference of the position in the image plane of the moving target and the end effector
Where θ represents the joint angles, at each iteration k the algorithm calculates:
(λ + h
These group of equations represent a dynamic recursive least squares estimation to provide on-line estimates of the Jacobian ( J k ) .The term ht is a time increment and is defined as ht = t k − t k−1 ; the term ∂f k h t ∂t predicts the change in the error function for the next iteration, where λ, 0 < λ ≤ 1 , is the forgetting factor and represents the Image Jacobian in the k instant. It is important to remark that the image Jacobian referred in this section ( J k ) is different to the Jacobian (J), that we defined in the previous section for the Cartesian controller.
Adaptive Neuro-Fuzzy Inference System (ANFIS)
As mentioned in [8] , an ANFIS is a kind of adaptive network that acts as a framework for adaptive fuzzy inference systems. A fuzzy inference system is a popular computing framework based on the concepts of fuzzy set theory, fuzzy if-then rules, and fuzzy reasoning. The ANFIS neural network is shown schematically in figure 3 and will be reviewed here briefly based in [8] .
Figure 3: ANFIS architecture
For a first-order Sugeno fuzzy model, a typical rule set with two fuzzy if-then rules can be expressed as:
x is A1 and y is B1 T hen f1 = p1x + q1y + r1
Rule 2 : if x is A2 and y is B2 T hen f2 = p2x + q2y + r2
In figure 3 nodes of the same layer have similar functions, we will denote the output node i in layer l as Oi,j. Where x and y are referred to any input to the network, and can be any kind of data, they could be image features or atmospherical information, depends of the network application. Every node i in this layer is an adaptive node with a node output defined by:
Where x (or y) is the input to the node, and Ai or Bi−2 is a fuzzy set associated with this node. Ai and Bi can be any parameterized membership function. For example, Ai can be characterized by the generalized bell function:
Where ai, bi, ci are the bell function parameters. In the layer 2, every node in this layer is a fixed node which multiplies the incoming signals and outputs the product, for instance:
In layer 3, the ith node calculates the ratio of ith rule's firing strength to the sum of all rules' firing strengths:
In layer 4, every node in this layer is an adaptive node with a node function
Layer 5, contains a single node which computes the overall output as the summation of all incoming signals:
Training the network consists of finding suitable parameters for layer 2 and layer 4, gradient descendent methods and least squares methods are used in the training phase.
Multilayer Perceptron (MLP)
Exist different kinds of neural networks and their classification is related to their learning algorithm or architecture, we will use a multi-layer perceptron neural network, MLP neural networks are classified as networks with a supervised learning algorithm. The MLP has an architecture based in 3 layers, an input layer, a hidden layer and an output layer. In [2] is stated that networks with just two layers of weights are capable of approximating any continuous functional mapping. Based on the work written by Terra in [20] will be described a MLP neural network, for one hidden layer, presenting in the sample n, the input vector xn = [x1nx2n . . . xpn] T , for a pdimensional input vector and a q-dimensional output vector, the MLP output of the neuron k (where k = 1, 2, . . . , q) is given byŷ
Where m is the number of neurons in the hidden layer, w kj is the weight between the neuron j (hidden layer) and the neuron k (output layer), wji is the weight between the neuron i (input layer) and the neuron j (hidden layer), ϕ k is the nonlinear activation function in the output layer and ϕj is the nonlinear activation function in the hidden layer.
Radial Basis Function (RBF)
These kind of neural networks compute the activation of a hidden unit calculating the distance between the input vector and a prototype vector as stated in [2], the training of these networks is faster than the multilayer perceptron, these networks have a two stage training procedure, in the first stage are calculated the parameters of the radial basis function that are related to the hidden neurons, this first stage uses an unsupervised training technique, in the second stage are calculated the final weights of the layer. The radial basis function approach introduces a set of N basis functions, one for each point, that takes the form φ( x − x n ) where φ is some nonlinear function, and depends of the Euclidean distance between x and x n , where x and xn are input vectors, the output of the mapping is then represented as a linear combination of the basis function:
and its matrix form is represented as:
t, represents the network targets, if exists the inverse matrix, we can obtain:
There are many kinds of basis functions but the most common is the Gaussian:
Motor Babbling
The process known as "motor babbling" in developmental robotics, is a process in which the robot manipulator moves randomly exploring its workspace. In order to construct the forward model are stored: the angular position of the robot joints, the Cartesian position of the robot end effector, and the image coordinates of the end effector position as seen by the visual system. A manipulator puma 560 was created in the matlab robotics toolbox and two fixed cameras are simulated in the Epipolar Geometry Toolbox. At the end of the motor babbling phase 2160 samples were collected. the reason to collect such big number of samples is to get enough data for a good model estimation, and these samples are distributed uniformly through the robot workspace. There are two simulated cameras one for the right eye and the other one for the left eye. The internal parameters for the two cameras are the same and are shown in Table 1 The robot workspace was babbled in 36 stages. At the beginning of each stage the robot joint 0 is set to 10n degrees, where n is the stage number. Each stage is made of 60 babbling steps, in each of these babbling steps the robot moves every joint randomly and increasingly in order to explore its workspace. Figure 4(a) shows the robot and the resulting image points at the beginning of the babbling process. Figure 4(b) shows the end of the 36 babbling stages and the resulting images of the end effector points in both cameras.
Forward Model Creation
Forward Model Creation using ANFIS
The forward model was constructed using the data stored in the babbling motor phase, for the construction of the forward model we used the ANFIS neural networks from the fuzzy logic matlab toolbox. Figure 5 shows how the forward model is created using the ANFIS toolbox of Matlab. The input data for the neural network comes from the positions of the end effector in the image field of view and the outputs are the coordinates (x,y,z) in Cartesian space of the end effector, for calculating this position is used the forward kinematics of the robot using the joint angles of the manipulator stored in the babbling motor phase. Three ANFIS neural networks were constructed, one for each Cartesian coordinate (x,y,z). Every network has 4 inputs that are the image feature coordinates (uL, vL, uR, vR) , and one output that is one of the coordinates of the end effector Cartesian position (px, py, pz). Table 2 shows the number of rules that are created using a subclustering radius of 0.5., for the three created Neural Network Subclustering radius Number of rules ANFIS 1(x) 0.5 6 ANFIS 2(y) 0.5 8 ANFIS 3(z) 0.5 10 neural networks. Analytical methods could be used also to construct the model proposed in this work, but they need a calibration step and know the internal and external camera parameters, the process of constructing that model could be prone to error if the parameters are not well estimated, besides a distortion correction phase is necessary once the model has been constructed.
Forward Model Creation using MLP and RBF
Using the same data stored in the babbling motor phase it was constructed the forward model employing multilayer perceptron neural networks. So, three networks were created with the same inputs and outputs that were used for the ANFIS networks, before the training phase the data was preprocessed in the intervals of 1 and -1, 10 neurons were used in the hidden layer of every network; the number of epochs during the training phase of every network were 150, 33, 69 respectively. Furthermore, the data created in the babbling motor phase was also used for constructing the radial basis functions networks, after preprocessing the data 3 neural networks were created with the following training parameters , sum squared error set as 0.06 for the three networks, and spread constant defined as 0.75, 0.9 and 0.6 respectively for the three RBF neural networks.
Reaching Following a Moving Target
Piepmeir's Algorithm for Following a Moving Target
Initially, the robot is in the position defined in joint coordinates as [-1.4, -0.3, -1.47, 0, 0, 0], the final objective is that the robot could follow a simulated moving target defined by the equations:
The initial position of the target in Cartesian space is with w = 0.01, x0 = 0.25, y0 = 0.2 and z0 = 0.4. For the simulations, the camera frame rate for this simulation is fixed at 1/60 sec. The simulation time step is 0.005. The Figure 5 : Construction of the forward model using an ANFIS based methodology.
number of iterations for the control loop is equal to 800 control steps (iterations). velocities fixed in the experiments are six times the velocities used with the Piepmeier's approach, we tried the same velocities with the Piepemeier's algorithm, but just doubling the velocities in the joints will generate worse results. Figure 8 (a), shows the trajectories followed in the image field of view for the target (continuous line) and the end effector position (cross marks). Figure 8(b) shows the traversed trajectory of the end effector in three dimensional space. Figure 9 shows the error obtained with the proposed architecture. This error in image space is the same defined for the experiments with the Piepmeiers's approach. Figure 10 shows the results of the proposed architecture in this paper using MLP networks, figure 10(a) shows the image trajectory of the end effector and figure 10(b) shows the error obtained with the controller.
Proposed Architecture for Following a Moving Target Using MLP and RBF
Furtheremore, Figure 11 , shows the results using forward models with RBF networks, figure 11(a) shows the image trajectory of the end effector and figure 11(b) shows the error obtained with the controller. 
Discussion
Based on the results presented in the paper, we could emphasize that the proposed architecture succeeds in its initial purpose of following a moving target, the trained ANFIS neural networks embedded a visual information map, the map was used in the task of tracking a target posteriorly. In order to compare the potential of the proposed architecture, results obtained using the Piepmeier's approach for following a moving target are also shown. Analyzing both methods, it is possible to observe that the proposed architecture has better results in the Cartesian space, The 3D trajectory followed by Piepmeir's algorithm is not smooth compared to the 3D trajectory generated by the proposed solution in this paper, this can be noticed clearly in figure 8(b) , where it is shown the end effector tracking a target with a regular circular trajectory in Cartesian Space. In the image space the task of tracking the target is accomplished as well with our approach, but the Peipmeir's approach is closer to the target compered with ours as it is concluded from the errors in the image space generated for the tested algorithms. However, our algorithm generates a smoother trajectory in image space compared with Piepmeir's algorithm.
ANFIS neural networks have a very powerful performance in tasks of regression and classification, and are used in different fields of engineering and machine learning, that is the reason for its selection in the architecture developed in this work.In order to validate our results two traditional neural networks (MLP and RBF) have (a) (b) Figure 11 : Following a moving target using RBF. (a) Trajectories followed by the target (green) and robot end effector (red) in the image field of view of the two cameras using the proposed architecture based in forward models and a Cartesian controller. (b) Proposed architecture error for the task of following a moving target using RBF neural networks.
also been tested. So, we repeated the experiments using forward models embedded in RBF and MLP neural networks and the results are very similar to the ANFIS performance, just RBF had a little better performance in image space compared with the other networks. Future applications of the control architecture proposed could be visualized as a controller for a manipulator used in rehabilitation robotics that could be used for patients that suffered a stroke in order to recover their motor capabilities guided by the robot; another application could be visualized as a manipulator for a welding task in order to track a trajectory.
Conclusion
The main discernible contributions proposed by the paper are a new application of a forward model for following a moving target task using a Cartesian controller with image processing feedback with a robot manipulator. Another paper contribution is the proposal of a new control architecture for the task of tracking a moving target, an architecture that is founded in the developmental robotics field using past information embedded in ANFIS neural networks obtained during a babbling motor phase to accomplish the task of following a target, our architecture is able to generalize a new information based in past experiences ("motor babbling") and is more biological plausible. In order to show the applicability of our approach we also constructed forward models using MLP and RBF neural networks, obtaining very similar results to ANFIS networks. Finally, our last contribution is the comparison of two approaches for solving the problem of tracking a moving target with a robot manipulator; as a result of the comparison, we could state that we have a better performance in the Cartesian space and an acceptable performance in the image space for the tracking with the approach proposed in this paper compared with the Piepmeier's approach.
