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A CLASS OF II1 FACTORS WITH A UNIQUE MCDUFF DECOMPOSITION
ADRIAN IOANA AND PIETER SPAAS
Abstract. We provide a fairly large class of II1 factors N such that M = N⊗¯R has a unique
McDuff decomposition, up to isomorphism, where R denotes the hyperfinite II1 factor. This class
includes all II1 factors N = L
∞(X) ⋊ Γ associated to free ergodic probability measure preserving
(p.m.p.) actions Γ y (X,µ) such that either (a) Γ is a free group, Fn, for some n ≥ 2, or (b) Γ is
a non-inner amenable group and the orbit equivalence relation of the action Γ y (X,µ) satisfies a
property introduced in [JS85]. On the other hand, settling a problem posed by Jones and Schmidt
in 1985, we give the first examples of countable ergodic p.m.p. equivalence relations which do
not satisfy the property of [JS85]. We also prove that if R is a countable strongly ergodic p.m.p.
equivalence relation and T is a hyperfinite ergodic p.m.p. equivalence relation, then R × T has
a unique stable decomposition, up to isomorphism. Finally, we provide new characterisations of
property Gamma for II1 factors and of strong ergodicity for countable p.m.p. equivalence relations.
1. Introduction and statement of main results
Let R denote the hyperfinite II1 factor. The present work is motivated by the following general
question: given two II1 factorsN and P , when are their “stabilisations” N⊗¯R and P ⊗¯R isomorphic?
To put this into context, recall that a II1 factor M is called McDuff if it absorbs R tensorially, that
is, M ∼= M⊗¯R. This property, introduced by McDuff in [Mc69], has since played a fundamental
role in the theory of von Neumann algebras. In particular, a crucial step in Connes’ celebrated
classification of amenable II1 factors [Co75] is showing that any such factor has McDuff’s property.
A II1 factor M is McDuff if and only if it can be decomposed as M = N⊗¯R, for some II1 factor N .
The main result of [Mc69] provides a satisfactory characterisation of when such a decomposition
exists: a II1 factor M is McDuff if and only if it admits two non-commuting central sequences.
Our main goal is to investigate the complementary issue of when such a decomposition is unique.
To make this precise, following [HMV16], we say that a II1 factorM admits aMcDuff decomposition
if it can be written as M = N⊗¯R, for some non-McDuff II1 factor N . If two II1 factors N and
P are stably isomorphic, that is, if N ∼= P t for some t > 0, then N⊗¯R and P ⊗¯R are isomorphic.
We say that a McDuff decomposition M = N⊗¯R is unique if for any other McDuff decomposition
M = P ⊗¯R we necessarily have that N and P are stably isomorphic. We restrict our attention
to II1 factors admitting a McDuff decomposition because if M is a McDuff II1 factor not having
a McDuff decomposition (see [Ma17, Corollary G] for examples), then any II1 factor N satisfying
M ∼= N⊗¯R is necessarily isomorphic to M and thus unique, up to isomorphism.
By a striking theorem of Popa [Po06b, Theorem 5.1], if a II1 factor N does not have Murray and von
Neumann’s property Gamma [MvN43], then M = N⊗¯R admits a unique McDuff decomposition.
Moreover, the uniqueness holds up to stable unitary conjugacy: for any other McDuff decomposition
M = P ⊗¯R, there exists an isomorphism N ∼= P t, for some t > 0, which is implemented by a unitary
operator in M . The proof of this result, first presented in [Po04], relies on Popa’s discovery of his
influential spectral gap rigidity principle. In combination with Popa’s deformation/rigidity methods
this has since led to many remarkable applications starting with [Po04,Po06a,Po06b].
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In contrast to [Po06b], the uniqueness problem for McDuff decompositions as described above where
the involved non-McDuff II1 factor N has property Gamma is completely open. We make progress
on this problem here, by establishing the first unique McDuff decomposition results in the spirit of
[Po06b] in the “property Gamma regime”. Thus, we use methods from Popa’s deformation/rigidity
theory to provide the first classes of non-McDuff II1 factors N with property Gamma such that
M = N⊗¯R has a unique McDuff decomposition, see Corollary B and Theorem D. These classes
will be obtained as a consequence of our main technical result:
Theorem A. Let N be a II1 factor which admits a Cartan subalgebra A such that N
′ ∩Nω ⊂ Aω.
Let P be a non-McDuff II1 factor and θ : N⊗¯R→ P ⊗¯R be an isomorphism.
Then there exist a Cartan subalgebra B ⊂ P , a unitary u ∈ P ⊗¯R, and some t > 0, such that
P ′ ∩ Pω ⊂ Bω and θ(At) = uBu∗, where we identify N⊗¯R = N t⊗¯R1/t.
Moreover, R(B ⊂ P ) is isomorphic to R(A ⊂ N)t.
Before giving examples of II1 factors to which Theorem A applies, we explain the notions used in
its statement. For the rest of the paper, we fix a free ultrafilter ω on N. We denote by Nω the
ultrapower of a tracial von Neumann algebra N . We say that a von Neumann subalgebra A of N is
a Cartan subalgebra if it is maximal abelian and regular, and denote by R(A ⊂ N) the countable
p.m.p. equivalence relation associated to the inclusion A ⊂ N (see Sections 2.1 and 2.2 for details).
Example 1.1. Let Γ be a non-inner amenable group and Γ y (X,µ) be a free ergodic p.m.p.
action. Consider the group measure space von Neumann algebra N = L∞(X)⋊Γ associated to the
action Γy (X,µ) [MvN43]. Then N is a II1 factor and A = L
∞(X) ⊂ N is a Cartan subalgebra.
Moreover, [Ch82] implies that N ′ ∩ Nω ⊂ Aω, and thus Theorem A applies to N . If the action
Γy X is strongly ergodic, then N does not have property Gamma. In this case, Theorem A follows
from [Po06b, Theorem 5.1], which moreover shows that θ(N t) = uPu∗, for a unitary u ∈ P ⊗¯R and
some t > 0. Theorem A is new whenever the action Γy X is not strongly ergodic.
To put Theorem A into a better perspective, let A ⊂ N be an inclusion satisfying its hypothesis,
and denote R = R(A ⊂ N). A well-known result of Feldman and Moore [FM77] shows that M
is isomorphic to the von Neumann algebra Lw(R) associated to R and a 2-cocycle w ∈ H
2(R,T).
Theorem A thus leads to the following rigidity statement: any non-McDuff II1 factor P such that
N⊗¯R ∼= P ⊗¯R is necessarily isomorphic to Lv(R)
t, for some t > 0 and a 2-cocycle v ∈ H2(R,T).
While we were unable to determine whether v must be cohomologous to w in general, this is
automatically satisfied if the equivalence relation R is treeable, leading to the following:
Corollary B. Let n ≥ 2 and Fn y (X,µ) be a free ergodic p.m.p. action. Put N = L
∞(X)⋊ Fn.
Let P be any II1 factor such that N⊗¯R and P ⊗¯R are isomorphic.
Then P is either isomorphic to N t, for some t > 0, or to N⊗¯R.
As a particular case of Corollary B, we derive a new result for free group measure space factors.
Consider a free ergodic p.m.p. action Fp y (Y, ν), for some p ≥ 2, and N as in the corollary. By a
breakthrough theorem of Popa and Vaes [PV11], L∞(X) is the unique Cartan subalgebra of N , up
to unitary conjugacy. Using this result and applying Corollary B to P = L∞(Y ) ⋊ Fp, we deduce
that N⊗¯R and P ⊗¯R are isomorphic if and only if the actions Fn y X and Fp y Y are stably orbit
equivalent. A result of Gaboriau [Ga99] further implies that if exactly one of n or p is finite, then
N⊗¯R 6∼= P ⊗¯R.
Remark 1.2. Let N = L∞(X)⋊Fn, where Fn y (X,µ) is a free ergodic but not strongly ergodic
p.m.p. action. Corollary B shows that if we can decompose N⊗¯R = P ⊗¯R, for some non-McDuff
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II1 factor P , then there is an abstract isomorphism between N
t and P , for some t > 0. This result
is optimal in the sense that it cannot be improved to deduce that N t and P are unitarily conjugate,
i.e., that the isomorphism between N t and P is implemented by a unitary from N⊗¯R. Indeed,
since N has property Gamma, [Ho15, Theorem B] implies that N⊗¯R admits an (approximately
inner) automorphism θ such that θ(N t) is not unitarily conjugate to N , inside N⊗¯R, for any t > 0.
Before stating the next corollary to Theorem A, we recall that the reason we could not deduce
unique McDuff decomposition for every II1 factor to which it applies, is the presence of a 2-cocycle
that twists the von Neumann algebra. This difficulty does not appear at the level of the equivalence
relations, which allows us to deduce the following:
Corollary C. Let R1 and R2 be countable ergodic p.m.p. equivalence relations on probability spaces
(X1, µ1) and (X2, µ2), respectively. Assume that L(R1)
′ ∩ L(R1)
ω ⊂ L∞(X1)
ω and that L(R2) is
not McDuff. Suppose that R1×T is isomorphic to R2×T , where T is a hyperfinite ergodic p.m.p.
equivalence relation on a probability space (Y, ν).
Then R2 is isomorphic to R
t
1, for some t > 0.
Corollary C in particular implies that if R1 and R2 are the orbit equivalence relations of any free
ergodic p.m.p. actions of any non-inner amenable groups, then R1 × T is isomorphic to R2 × T if
and only if R1 is stably isomorphic to R2.
Next, we return to the uniqueness problem for McDuff decompositions of II1 factors. Before pro-
viding another class of examples in Theorem D below, we first introduce a property for equivalence
relations motivated by a problem posed by Jones and Schmidt. In [JS85] they proved that if S is an
ergodic but not strongly ergodic (see Section 2.2 for the definition of strong ergodicity) countable
p.m.p. equivalence relation on a probability space (X,µ), then S admits a hyperfinite quotient.
Specifically, there exist a hyperfinite ergodic p.m.p. equivalence relation T on a probability space
(Y, ν) and a factor map π : (X,µ) → (Y, ν) such that π([x]S) = [π(x)]T , for almost every x ∈ X
(see [JS85, Theorem 2.1]). Jones and Schmidt asked whether one can always find such T , (Y, ν), π
with the additional property that S0 = {(x1, x2) ∈ S | π(x1) = π(x2)} is strongly ergodic on almost
every ergodic component of S0 (see [JS85, Problem 4.3]). This problem was also mentioned by
Schmidt in [Sc85, Problem 2.1] as an important question left unanswered by [JS85, Theorem 2.1].
Motivated by this problem, we introduce the following:
Definition 1.3. We say that a countable ergodic p.m.p. equivalence relation S on a probability
space (X,µ) has the Jones-Schmidt property if there exist a hyperfinite ergodic p.m.p. equivalence
relation T on a probability space (Y, ν) and a factor map π : (X,µ)→ (Y, ν) such that
(1) π([x]S) = [π(x)]T , for almost every x ∈ X, and
(2) the equivalence relation S0 = {(x1, x2) ∈ S | π(x1) = π(x2)} is strongly ergodic on almost
every ergodic component of S0.
Using this terminology, [JS85, Problem 4.3] can be reformulated as follows: does every countable
ergodic but not strongly ergodic p.m.p. equivalence relation have the Jones-Schmidt property?
Our next main result shows that N⊗¯R has a unique McDuff decomposition whenever the above
question has a positive answer for the equivalence relation arising from the inclusion of a Cartan
subalgebra A ⊂ N to which Theorem A applies.
Theorem D. Let N be a II1 factor which admits a Cartan subalgebra A such that N
′ ∩Nω ⊂ Aω
and R(A ⊂ N) has the Jones-Schmidt property. Let P be any II1 factor such that N⊗¯R and P ⊗¯R
are isomorphic.
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Then P is either isomorphic to N t, for some t > 0, or to N⊗¯R.
Moreover, assume that P is not McDuff. Then for any isomorphism θ : N⊗¯R → P ⊗¯R, we can
find isomorphisms θ1 : N
s → P , θ2 : R
1/s → R, for some s > 0, and an approximately inner
automorphism Ψ : N⊗¯R→ N⊗¯R such that θ = (θ1⊗ θ2) ◦Ψ, where we identify N⊗¯R = N
s⊗¯R1/s.
Remark 1.4. The moreover part of Theorem D shows that if N is a II1 factor as in its statement,
then N⊗¯R admits a unique McDuff decomposition, up to “stable approximately inner conjugacy”:
given any other McDuff decomposition N⊗¯R = P ⊗¯R, there exists an isomorphism N s ∼= P , for
some s > 0, which is implemented by an approximately inner automorphism of N⊗¯R. As in
Remark 1.2, by [Ho15, Theorem B] this is optimal and cannot be improved to an implementation
by an inner automorphism.
Example 1.5. Theorem D applies to a large class of group measure space II1 factors. To see this,
let Γ be an infinite group, Σ an infinite amenable group, δ : Γ→ Σ an onto group homomorphism,
and Γ y (Z, η), Σ y (Y, ν) be free ergodic p.m.p. actions such that the action ker δ y (Z, η)
is strongly ergodic. Let (X,µ) = (Y, ν) × (Z, η) and consider the action Γ y (X,µ) given by
g · (y, z) = (δ(g)y, gz), for all g ∈ Γ, y ∈ Y, z ∈ Z.
Then S = R(Γy X) := {(x1, x2) ∈ X×X | Γ ·x1 = Γ ·x2} has the Jones-Schmidt property. To see
this, let T = R(Σ y Y ), and define the factor map π : X → Y by π(y, z) = y. Since Σ is infinite
amenable and the action Σ y Y is ergodic, T is a hyperfinite ergodic p.m.p. equivalence relation
by [OW80]. Also, π([x]S) = [π(x)]T for all x ∈ X. Moreover, if S0 = {(x1, x2) ∈ S | π(x1) = π(x2)},
then S0 is equal to {(y, y)|y ∈ Y } × R(ker δ y Z). Thus, every ergodic component of S0 is
isomorphic to R(ker δ y Z), and hence is strongly ergodic.
Moreover, assume that Γ is not inner amenable, denote N = L∞(X) ⋊ Γ and A = L∞(X). Then
N ′ ∩Nω ⊂ Aω by [Ch82], and therefore Theorem D applies to N .
The above example gives a wide class of examples of countable ergodic p.m.p. equivalence relations
with the Jones-Schmidt property. We next show that there exist countable ergodic but not strongly
ergodic p.m.p. equivalence relations that fail to have the Jones-Schmidt property. This settles the
question asked by Jones and Schmidt in [JS85, Problem 4.3]. More specifically, in Theorems E and
F below, we give two large classes of free ergodic p.m.p. actions whose orbit equivalence relations
do not have the Jones-Schmidt property. First, we prove that this holds for any infinite product of
strongly ergodic actions:
Theorem E. For every n ∈ N, let Γn y (Xn, µn) be a strongly ergodic free p.m.p. action of
an infinite countable group Γn. Define Γ =
⊕
n∈N Γn, (X,µ) =
∏
n∈N(Xn, µn), and consider the
product action Γy (X,µ) given by g · x = (gn · xn)n, for all g = (gn)n ∈ Γ and x = (xn)n ∈ X.
Then the orbit equivalence relation R(Γy X) does not have the Jones-Schmidt property.
A countable group Λ admits strongly ergodic free p.m.p. actions if and only if it is non-amenable.
Moreover, if Λ is non-amenable, then the Bernoulli action Λ y (Y0, ν0)
Λ is strongly ergodic, for
any non-trivial probability space (Y0, ν0). Theorem E therefore applies to any infinite direct sum
Γ =
⊕
n∈N Γn of non-amenable groups and shows that any such group admits free ergodic p.m.p.
actions whose orbit equivalence relations fail the Jones-Schmidt property. Next, we provide a second
such result which, unlike Theorem E, covers actions of non-abelian free groups (see Example 1.6).
Theorem F. Let Γ be a countable group. For every n ∈ N, let Γ y (Xn, µn) be a free ergodic
p.m.p. action such that the diagonal action Γy (Xn×Xn, µn×µn) has spectral gap. Assume that
we can find Fn,k ∈ L
∞(Xn), for all n, k ∈ N, such that supn,k ‖Fn,k‖∞ ≤ 1, infn,k ‖Fn,k‖2 > 0,
• Fn,k → 0 weakly in L
2(Xn), as k →∞, for every n ∈ N, and
A CLASS OF II1 FACTORS WITH A UNIQUE MCDUFF DECOMPOSITION 5
• lim
n→∞
(
supk∈N ‖Fn,k ◦ g − Fn,k‖2
)
= 0, for every g ∈ Γ.
Consider the diagonal action Γ y (X,µ) =
∏
n∈N(Xn, µn) given by g · x = (g · xn)n, for all g ∈ Γ
and x = (xn)n ∈ X.
Then the orbit equivalence relation R(Γy X) does not have the Jones-Schmidt property.
Example 1.6. Let Γ = Fm be the free group on 2 ≤ m ≤ ∞ generators. Denote by |g| the word
length of an element g ∈ Γ with respect to a free set of generators. Let t > 0. By a well-known
result of Haagerup [Ha79], the function ϕt : Γ → R given by ϕt(g) = e
−t|g| is positive definite.
Denote by πt : Γ→ O(Ht) the GNS orthogonal representation associated to ϕt. Let H˜t = ⊕i∈NHt
and π˜t = ⊕i∈Nπt : Γ → O(H˜t) be the direct sum of infinitely many copies of πt. Let Γ y (Xt, µt)
be the Gaussian action associated to π˜t (see, e.g., [Gl03, Chapter 3]) Let (tn) be any sequence of
positive numbers converging to 0. As we will prove in Remark 6.2, the diagonal action of Γ on
(X,µ) =
∏
n∈N(Xtn , µtn) satisfies the hypothesis of Theorem F.
Let T denote a hyperfinite ergodic p.m.p. equivalence relation. Similar to the von Neumann
algebra case considered above, one can ask the following question: given two countable ergodic
p.m.p. equivalence relations R1 and R2, when are their “stabilisations” R1 × T and R2 × T
isomorphic? We recall from [JS85] that a countable ergodic p.m.p. equivalence relation S is called
stable if it can be decomposed as S = R× T , for some countable ergodic equivalence relation R.
In [JS85, Theorem 3.4] stability is shown to be equivalent to an asymptotic property: S is stable
if and only if its full group contains a nontrivial asymptotically central sequence. In recent years,
there has been a surge of interest in the study of stability for equivalence relations, see, e.g., the
articles [Ki12,TD14,Ki16,DV16,Ma17].
We contribute to this study here by investigating the problem of when a decomposition as above
is unique. By analogy with the case of McDuff II1 factors, we say that a countable ergodic p.m.p.
equivalence relation S admits a stable decomposition if it can be written as S = R×T for some non-
stable countable ergodic p.m.p. equivalence relation R. If two countable ergodic p.m.p. equivalence
relations R1 and R2 are stably isomorphic, that is, if R1 ∼= R
t
2 for some t > 0, then R1 × T and
R2 × T are isomorphic. We say that a stable decomposition S = R1 × T is unique if for any other
stable decomposition S = R2 × T we necessarily have that R1 and R2 are stably isomorphic.
Note that Corollary C already gave the first result in this direction: let R1 be a countable ergodic
p.m.p. equivalence relation on a probability space (X1, µ1) such that L(R1)
′∩L(R1)
ω ⊂ L∞(X1)
ω.
Then any countable ergodic p.m.p. equivalence relation R2 whose von Neumann algebra L(R2) is
not McDuff and satisfies R1 × T ∼= R2 × T must be stably isomorphic to R1. However, by [CJ82],
there exist equivalence relations R2 which are strongly ergodic, and thus not stable, such that L(R2)
is McDuff. As such, Corollary C does not imply that R1 × T has a unique stable decomposition.
Our next main result completely settles the uniqueness problem for stable decompositions of R1×T
under the assumption that R1 is strongly ergodic. More precisely, we have the following:
Theorem G. Let R1 and R2 be countable ergodic p.m.p. equivalence relations on probability spaces
(X1, µ1) and (X2, µ2), respectively. Assume that R1 is strongly ergodic. Suppose that R1 × T is
isomorphic to R2×T , where T is a hyperfinite ergodic p.m.p. equivalence relation on a probability
space (Y, ν).
Then either
(1) R2 is also strongly ergodic and R2 ∼= R
t
1, for some t > 0, or
(2) R2 is stable and R2 ∼= R1 × T .
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Finally, we provide new characterisations of property Gamma for II1 factors and of strong ergodicity
for countable ergodic p.m.p. equivalence relations. We include these results here, although they
are not related to the results stated above, as they appear to be of independent interest.
On [JS85, page 92], Jones and Schmidt pointed out that their characterisation of strong ergodicity
for countable equivalence relations [JS85, Theorem 2.1] has no obvious analogue in the setting of
von Neumann algebras. We address this problem here by giving such an analogue. In particular, we
show that any II1 factor M with property Gamma admits a regular diffuse abelian von Neumann
subalgebra.
Theorem H. Let M be a separable II1 factor. Then the following are equivalent:
(1) M has property Gamma.
(2) There exist a hyperfinite subfactor R ⊂M and a Cartan subalgebra A ⊂ R such that M is
generated by R and A′ ∩M .
(3) There exists a regular abelian von Neumann subalgebra A ⊂ M such that R(A ⊂ M) is
hyperfinite and ergodic.
In order to state our last result, we need some additional terminology. Let S be a countable
p.m.p. equivalence relation on a probability space (X,µ) and E be a Borel equivalence relation on
a standard Borel space Y . A map ϕ : X → Y is a homomorphism from S to E if (ϕ× ϕ)(S) ⊂ E.
We say that S is E-ergodic if for any Borel homomorphism ϕ : X → Y , there exists y ∈ Y such
that (ϕ(x), y) ∈ E, for almost every x ∈ X. Let E0 be the hyperfinite Borel equivalence relation
on {0, 1}N given by (yn)E0(zn) if and only if yn = zn, for all but finitely many n. As shown
in [HK05, Theorem A.2.2], a countable ergodic p.m.p. equivalence relation S is strongly ergodic
if and only if it is E0-ergodic. We prove that strong ergodicity can also be characterized as E-
ergodicity, where E is the orbit equivalence relation of the left translation action Inn(R)y Aut(R).
Theorem I. Let S be a countable ergodic p.m.p. equivalence relation on a probability space (X,µ).
Let T be a countable hyperfinite ergodic p.m.p. equivalence relation on a probability space (Y, ν).
Let R denote the hyperfinite II1 factor. Then the following are equivalent:
(1) S is strongly ergodic.
(2) For any measurable map ϕ : X → Aut(T ) satisfying ϕ(x1)
−1ϕ(x2) ∈ [T ] for almost every
(x1, x2) ∈ S, there exists α ∈ Aut(T ) such that ϕ(x)α ∈ [T ], for almost every x ∈ X.
(3) For any measurable map ϕ : X → Aut(R) satisfying ϕ(x1)
−1ϕ(x2) ∈ Inn(R) for almost
every (x1, x2) ∈ S, there exists α ∈ Aut(R) such that ϕ(x)α ∈ Inn(R), for almost every
x ∈ X.
Organization of the paper. Besides the introduction this paper has seven other sections. First
of all, in the Preliminaries, we recall some tools needed in the remainder of the paper and prove
some useful lemmas. In Section 3 we prove the main technical result, Theorem A, and derive
Corollaries B and C from it. We then continue in Section 4 with proving a cocycle rigidity result
which, besides being of independent interest, will be used in the proofs of Theorems D and I. In
Section 5 we investigate the Jones-Schmidt property. We provide an (a priori stronger) equivalent
characterisation and use this to prove Theorem D. Sections 6 and 7 are devoted to the proofs of
Theorems E, F and G. Finally, in Section 8 we prove Theorems H and I.
Acknowledgements. The first author would like to thank Lewis Bowen and Vaughan Jones for
stimulating discussion regarding [JS85, Problem 4.3]. In particular, he is grateful to Vaughan for
pointing out the analogy between this problem and a problem of Connes solved by Popa in [Po09],
and to Lewis for raising a question which motivated Theorem F. We would also like to thank Sorin
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2. Preliminaries
We begin by fixing notation regarding von Neumann algebras and equivalence relations.
2.1. von Neumann algebras. In this paper, we consider tracial von Neumann algebras (M, τ),
i.e., von Neumann algebras M endowed with a faithful normal tracial state τ :M → C. For x ∈M ,
we denote by ‖x‖ its operator norm and by ‖x‖2 := τ(x
∗x)1/2 its (so-called) 2-norm. We denote
by (M)1 the set of x ∈ M with ‖x‖ ≤ 1, and by L
2(M) the Hilbert space obtained by taking the
closure of M with respect to the 2-norm. Unless stated otherwise, we will always assume that M
is a separable von Neumann algebra, i.e., L2(M) is a separable Hilbert space. We denote by U(M)
the group of unitaries of M , by Aut(M) the group of τ-preserving automorphisms of M , and by
Inn(M) the group of inner automorphisms of M , i.e. those of the form Ad(u)(x) = uxu∗, where
u ∈ U(M). We endow Aut(M) with the Polish topology given by pointwise ‖.‖2-convergence. If
(X,µ) is a standard measure space and G is a Polish group (e.g., U(M) or Aut(M)), we say that
a map f : X → G is measurable if f−1(B) is a measurable subset of X, for every Borel subset
B ⊂ G. For a subgroup H < Aut(M), we denote MH = {x ∈M | θ(x) = x, for all θ ∈ H}.
Let P,Q ⊂ M be von Neumann subalgebras, which we will always assume to be unital. We
denote by EP : M → P the unique τ-preserving conditional expectation from M onto P . We
write that Q ⊂ε P , for some ε > 0, if we have ‖x − EP (x)‖2 ≤ ε, for every x ∈ (Q)1. We
denote by P ′ ∩M = {x ∈ M | xy = yx, for all y ∈ P} the relative commutant of P in M , and by
NM (P ) = {u ∈ U(M) | uPu
∗ = P} the normalizer of P in M . We say that P is regular in M if
the von Neumann algebra generated by NM (P ) is equal to M . We denote by Z(M) =M
′ ∩M the
center of M , and by P ∨Q the von Neumann subalgebra of M generated by P and Q.
Let ω be a free ultrafilter on N. Consider the C∗-algebra ℓ∞(N,M) = {(xn) ∈M
N | sup ‖xn‖ <∞}
together with its closed ideal
Iω = {(xn) ∈ ℓ
∞(N,M) | lim
n→ω
‖xn‖2 = 0}.
Then the C∗-algebra Mω := ℓ∞(N,M)/Iω is in fact a tracial von Neumann algebra, called the
ultrapower of M , whose trace is given by τω(x) = lim
n→ω
τ(xn), for all x = (xn) ∈ M
ω. Note that if
M is diffuse (or has a diffuse direct summand), then Mω is non-separable. For an automorphism θ
of M we denote still by θ the automorphism of Mω given by θ((xn)) = (θ(xn)). In this manner, we
view any subgroup G < Aut(M) as a subgroup G < Aut(Mω). Finally, if Mn, n ∈ N, is a sequence
of von Neumann subalgebras of M , then their ultraproduct, denoted by
∏
ωMn, can be realized as
the von Neumann subalgebra of Mω consisting of x = (xn) such that lim
n→ω
‖xn − EMn(xn)‖2 = 0.
2.2. Equivalence relations and Cartan subalgebras. Let (X,µ) be a probability space, which
we will always assume to be standard. If Γ y (X,µ) is a p.m.p. action of a countable group Γ,
then its orbit equivalence relation R(Γ y X) = {(x, y) ∈ X2 | Γ · x = Γ · y} is countable p.m.p.
Conversely, every countable p.m.p. equivalence relation arises in this way by [FM77].
Let R be a countable p.m.p. equivalence relation on (X,µ). For every x ∈ X, we denote by [x]R
its equivalence class. We endow R with an infinite measure µ¯ given by
µ¯(A) =
∫
X
#{y ∈ X | (x, y) ∈ A} dµ(x), for every Borel set A ⊂ R.
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The automorphism group of R, denoted by Aut(R), consists of all measure space automorphisms
α of (X,µ) such that (α(x), α(y)) ∈ R, for µ¯-almost every (x, y) ∈ R. The full group of R, denoted
by [R], is the subgroup of all α ∈ Aut(R) such that (α(x), x) ∈ R, for µ-almost every x ∈ X.
The full pseudogroup of R, denoted by [[R]], consists of all isomorphisms α : (A,µ|A) → (B,µ|B),
where µA, µB denote the restrictions of µ to measurable sets A,B ⊂ X, such that (α(x), x) ∈ R,
for almost every x ∈ A. Given a Polish group G, a measurable map c : R→ G is called a 1-cocycle
if it satisfies the identity c(x, y) = c(x, z)c(z, y), for all y, z ∈ [x]R, for µ-almost every x ∈ X.
We say that R is ergodic if for every measurable set A ⊂ X satisfying µ(α(A)△A) = 0, for all
α ∈ [R], we have µ(A) ∈ {0, 1}. We say thatR is strongly ergodic if for every sequence of measurable
sets An ⊂ X satisfying lim
n→∞
µ(α(An)△An) = 0, for all α ∈ [R], we have lim
n→∞
µ(An)(1−µ(An)) = 0.
Note that a p.m.p. action Γ y (X,µ) of a countable group Γ is ergodic (or, strongly ergodic) if
and only if its orbit equivalence relation R(Γy X) is.
Assume that R is ergodic, and let t > 0. Denote by # the counting measure of N, and consider
a measurable set Xt ⊂ X × N with (µ ×#)(Xt) = t. The t-amplification of R, denoted by Rt, is
defined as the equivalence relation on Xt given by ((x,m), (y, n)) ∈ Rt ⇐⇒ (x, y) ∈ R. Since R is
ergodic, the isomorphism class of Rt only depends on R and t, but not on the choice of Xt.
Let (M, τ) be a separable tracial von Neumann algebra and A ⊂ M be an abelian von Neumann
subalgebra. Identify A = L∞(X), for some standard probability space (X,µ). Then for every
u ∈ NM (A), we can find an automorphism αu of (X,µ) such that a ◦ αu = uau
∗, for every a ∈ A.
The equivalence relation R(A ⊂ M) of the inclusion A ⊂ M is the smallest countable p.m.p.
equivalence relation on (X,µ) whose full group contains αu, for every u ∈ NM (A).
Now, assume that M is a II1 factor and A ⊂ M is a Cartan subalgebra, i.e. a maximal abelian
regular von Neumann subalgebra. Then R := R(A ⊂ M) is ergodic and there exists a 2-cocycle
w ∈ H2(R,T) such that the inclusions (A ⊂M) and (L∞(X) ⊂ Lw(R)) are isomorphic [FM77]. For
t > 0, the t-amplification ofM , denoted byM t, is defined as the isomorphism class of p(B(ℓ2)⊗¯M)p,
where p ∈ B(ℓ2)⊗¯M is a projection with (Tr ⊗ τ)(p) = t, Tr denoting the usual trace on B(ℓ2).
Similarly, the inclusion (At ⊂M t) is defined as the isomorphism class of the inclusion (p(ℓ∞⊗A)p ⊂
p(B(ℓ2)⊗¯M)p), where p ∈ B(ℓ2)⊗¯A is a projection with (Tr ⊗ τ)(p) = t, and ℓ∞ ⊂ B(ℓ2) is the
subalgebra of diagonal operators. With this terminology, we have that At ⊂ M t is a Cartan
subalgebra, and R(At ⊂M t) ∼= R(A ⊂M)t.
2.3. Popa’s intertwining-by-bimodules. In [Po03], Popa introduced a powerful theory for de-
ducing unitary conjugacy of subalgebras of tracial von Neumann algebras. This theory, which we
recall next, will be a key tool in the present paper.
Let P,Q be von Neumann subalgebras of a tracial von Neumann algebra (M, τ). We say that P
embeds into Q inside M and write P ≺M Q if we can find non-zero projections p ∈ P, q ∈ Q, a
∗-homomorphism θ : pPp→ qQq, and a non-zero partial isometry v ∈ qMp satisfying θ(x)v = vx,
for all x ∈ pPp. Moreover, if Pp′ ≺M Q, for any non-zero projection p
′ ∈ P ′∩M , we write P ≺sM Q.
Theorem 2.1 ([Po03]). In the above setting, let U ⊂ U(P ) be a subgroup which generates P . Then
the following conditions are equivalent:
(1) P ≺M Q.
(2) There is no sequence un ∈ U satisfying ‖EQ(aunb)‖2 → 0, for all a, b ∈M .
If P ⊂ε Q, for some ε < 1, then Theorem 2.1 implies that P ≺M Q. Moreover, this can be made
quantitative, as follows:
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Lemma 2.2. In the above setting, assume that P ⊂ε Q, for some ε > 0. Then there exists a
projection p′ ∈ Z(P ′ ∩M) such that Pp′ ≺sM Q and τ(p
′) ≥ 1− ε.
Proof. Let p′ ∈ Z(P ′ ∩M) be the maximal projection such that Pp′ ≺sM Q. If we let p
′′ = 1− p′,
then by [DHI16, Lemma 2.3(3)] we get that Pp′′ ⊀M Q. On the other hand, for every u ∈ U(P )
we have that ‖u−EQ(u)‖2 ≤ ε, hence ℜτ(up
′′EQ(u)
∗) = τ(p′′)+ℜτ(up′′(EQ(u)−u)
∗) ≥ τ(p′′)− ε,
and therefore ‖EQ(up
′′)‖2 ≥ τ(p
′′)− ε, for all u ∈ U(P ). If τ(p′′)− ε > 0, then by Theorem 2.1 we
would get that Pp′′ ≺M Q, which is a contradiction. Hence, τ(p
′′) ≤ ε and thus τ(p′) ≥ 1− ε. 
2.4. Relative commutants in ultrapower II1 factors. In this subsection, we establish several
results concerning relative commutants in ultrapower II1 factors. First, we record the following
easy and well-known fact that will be used repeatedly.
Lemma 2.3. Let (M, τ) be a tracial von Neumann algebra, and P ⊂ M , Bn ⊂ M , for n ∈ N, be
von Neumann subalgebras. Assume that
∏
ω Bn ⊂ P
ω. Then there exists a sequence of positive real
numbers (εn) such that Bn ⊂εn P , for every n ∈ N, and limn→ω
εn = 0.
Proof. For every n ∈ N, let εn = sup{‖x − EP (x)‖2| x ∈ (Bn)1}, and xn ∈ (Bn)1 such that
‖xn−EP (xn)‖ ≥ εn−2
−n. Let x = (xn) ∈
∏
ω Bn. Then limn→ω
‖xn−EP (xn)‖2 = ‖x−EPω(x)‖2 = 0,
which implies that lim
n→ω
εn = 0. 
The next result is a particular case of [CD18, Lemma 2.2]. For completeness, we include a short
argument based on Lemma 2.3.
Lemma 2.4 ([CD18]). Let (M, τ) be a tracial von Neumann algebra, R ⊂M be the hyperfinite II1
factor, and P ⊂M a von Neumann subalgebra. Assume that R′ ∩Rω ⊂ Pω. Then R ≺sM P .
Proof. Let p ∈ R′∩M be a non-zero projection. Write R = ⊗¯k∈NM2(C), and put Rn = ⊗¯k≥nM2(C),
for n ∈ N. Since
∏
ω Rn ⊂ R
′ ∩Rω, Lemma 2.3 provides n0 ≥ 1 such that ‖u− EP (u)‖2 ≤ τ(p)/2,
for all u ∈ U(Rn0). This implies that ‖EP (up)‖2 ≥ τ(upEP (u)
∗) ≥ τ(p)/2, for all u ∈ U(Rn0).
Thus, Rn0p ≺M P , and since Rn0p ⊂ Rp is a finite index subfactor, we get that Rp ≺M P . 
The following result is a particular case of Ocneanu’s central freedom lemma, see [EK97, Lemma
15.25]. Nevertheless, we include a proof for the reader’s convenience.
Theorem 2.5 ([EK97]). Let (M, τ) be a tracial von Neumann algebra and R ⊂M be the hyperfinite
II1 factor. Then (R
′ ∩Rω)′ ∩Mω = (R′ ∩M)ω ∨R.
Proof. Since clearly (R′ ∩M)ω ∨R ⊂ (R′ ∩Rω)′ ∩Mω, we only have to show the reverse inclusion.
To this end, we adapt the proof of [Po13, Theorem 2.1.2] which deals with the case M = R. Write
R = ⊗¯k∈NM2(C). Define Rm = ⊗¯k≥mM2(C) and R
m = ⊗¯k<mM2(C), for every m ∈ N.
Claim. For all x ∈ (R′∩Rω)′∩Mω and ε > 0, there exists k ∈ N such that ‖x−E(R′k∩M)ω (x)‖2 ≤ ε.
Proof of the claim. We may assume that lim
n→ω
‖xn − ER′1∩M (xn)‖2 = ‖x − E(R′1∩M)ω(x)‖2 > ε,
otherwise the claim holds for k = 1. If we let V = {n ∈ N| ‖xn − ER′1∩M (xn)‖2 > ε}, then V ∈ ω.
Fix n ∈ V , and denote Fn = {k ∈ N | ‖xn − ER′k∩M (xn)‖2 > ε}. Then 1 ∈ Fn, and we define
k(n) =
{
maxFn if Fn is finite
n if Fn is infinite.
We claim that there is un ∈ U(Rk(n)) such that ‖xn − unxnu
∗
n‖2 ≥ ε/2. Suppose by contradiction
that ‖xn − uxnu
∗‖2 < ε/2, for all u ∈ U(Rk(n)). Let Cn ⊂ L
2(M) be the ‖.‖2-closure of the convex
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hull of {uxnu
∗|u ∈ U(Rk(n))}. Then ‖xn−ξ‖2 ≤ ε/2, ‖ξ‖ ≤ ‖xn‖, and ER′
k(n)
∩M (ξ) = ER′
k(n)
∩M (xn),
for all ξ ∈ Cn. Let η be the unique element of minimal ‖.‖2 in Cn. Since uξu
∗ ∈ Cn and
‖uξu∗‖2 = ‖ξ‖2, for all ξ ∈ Cn and u ∈ U(Rk(n)), the uniqueness of η implies that η = uηu
∗, for
all u ∈ U(Rk(n)). Thus, η ∈ R
′
k(n) ∩M and hence η = ER′k(n)∩M (η) = ER
′
k(n)
∩M (xn). This however
contradicts the fact that ‖xn − ER′
k(n)
∩M (xn)‖2 ≥ ε, by the construction of k(n).
For every n ∈ N \ V , we put k(n) = 1 and un = 1. We claim that lim
n→ω
k(n) < ∞. Otherwise, if
lim
n→ω
k(n) =∞, then since un ∈ U(Rk(n)), for all n ≥ 1, we would get that u = (un) ∈ R
′∩Rω. Since
‖x − uxu∗‖2 = lim
n→ω
‖xn − unxnu
∗
n‖2 ≥ ε/2, this would contradict that x commutes with R
′ ∩ Rω.
Now, if k = lim
n→ω
k(n) + 1 <∞, then ‖x− E(R′k∩M)ω(x)‖2 = limn→ω
‖xn − ER′
k(n)+1
∩M (xn)‖2 ≤ ε. 
Finally, note that if k ≥ 1, thenR′k∩M is generated by R
′∩M andRk. SinceRk is finite dimensional,
it follows that (R′k∩M)
ω is generated by (R′∩M)ω andRk. In particular, (R′k∩M)
ω ⊂ (R′∩M)ω∨R,
for every k ≥ 1. In combination with the claim, this implies that x ∈ (R′ ∩M)ω ∨R, as desired. 
Corollary 2.6. Let M = P ⊗¯R, where P is a tracial von Neumann algebra and R is the hyperfinite
II1 factor. Then (R
′ ∩Rω)′ ∩Mω = Pω⊗¯R. Moreover, Z(M ′ ∩Mω) = Z(P ′ ∩ Pω).
Proof. The first assertion is a consequence of Theorem 2.5. This implies that
Z(M ′ ∩Mω) ⊂ (M ′ ∩Mω)′ ∩Mω ⊂ (R′ ∩Rω)′ ∩Mω = Pω⊗¯R,
and thus Z(M ′ ∩Mω) ⊂ M ′ ∩ (Pω⊗¯R) = P ′ ∩ Pω. Since clearly P ′ ∩ Pω ⊂ M ′ ∩Mω, we deduce
that Z(M ′ ∩Mω) ⊂ Z(P ′ ∩ Pω). Since Z(P ′ ∩ Pω) ⊂ Z(M ′ ∩Mω) by [Ma17, Lemma 5.3], the
moreover assertion follows. 
2.5. A result on normalizers. The next lemma identifies the normalizer of a Cartan subalgebra
of a II1 factor P in the tensor product of P with another II1 factor. More generally, we have
Lemma 2.7. Let P ⊂ M be two II1 factors, and A ⊂ P be a Cartan subalgebra. Assume that
P ∨ (A′ ∩M) = M . If u ∈ NM(A), then we can find u1 ∈ NP (A) and u2 ∈ U(A
′ ∩M) such that
u = u1u2. In particular, R(A ⊂M) = R(A ⊂ P ).
Proof. Let u ∈ NM (A) and θ be the automorphism of A given by θ(a) = uau
∗, for every a ∈ A.
Let p ∈ A be a non-zero projection.
Then θ(a)up = upa, for every a ∈ Ap. Since A ⊂ P is a Cartan subalgebra and P ∨ (A′ ∩M) =M ,
the linear span of V = {wv | v ∈ NP (A), w ∈ U(A
′ ∩M)} is ‖.‖2-dense in M . Thus, we can find
v ∈ NP (A) and w ∈ U(A
′ ∩M) such that τ(upvw) 6= 0, and hence we have ξ := EA(upvw) 6= 0.
Since θ(a)upvw = upvw(v∗av), by applying EA we conclude that θ(a)ξ = (v
∗av)ξ, for all a ∈ Ap.
Thus, if q ∈ A denotes the support projection of ξ, then θ(a)q = (v∗av)q, for all a ∈ Ap. Since
ξ ∈ A(v∗pv), we deduce that q ∈ A(v∗pv). Thus, p′ = vqv∗ ∈ Ap and we have θ(p′)q = (v∗p′v)q = q.
Thus, for all a ∈ Ap′ we have that θ(a) = θ(ap′) = θ(a)q = (v∗av)q = v∗av.
In conclusion, for every non-zero projection p ∈ A there is a non-zero projection p′ ∈ Ap such
that the restriction of θ to Ap′ is equal to Ad(v), for some v ∈ NP (A). Since A ⊂ P is a Cartan
subalgebra, this implies that there exists u1 ∈ NP (A) such that θ(a) = u1au
∗
1, for all a ∈ A. Then
u∗1u ∈ A
′ ∩M , which proves the conclusion. 
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3. Proofs of Theorem A and Corollaries B and C
This section is devoted to the proof of our main technical result, Theorem A, whose statement we
recall below for convenience. We will end the section by deriving Corollaries B and C from it.
Theorem 3.1. Let P1 be a II1 factor which admits a Cartan subalgebra A1 such that P
′
1∩P
ω
1 ⊂ A
ω
1 .
Let P2 be a non-McDuff II1 factor, and θ : P1⊗¯R1 → P2⊗¯R2 be an isomorphism, where R1, R2 are
hyperfinite II1 factors.
Then P2 admits a Cartan subalgebra A2 satisfying P
′
2∩P
ω
2 ⊂ A
ω
2 and we can find a unitary element
u ∈ P2⊗¯R2 and t > 0 such that θ(A
t
1) = uA2u
∗, where we identify P1⊗¯R1 = P
t
1⊗¯R
1/t
1 .
Moreover, R(A1 ⊂ P1)
t is isomorphic to R(A2 ⊂ P2).
Proof. Note first that by Lemma 2.7, the moreover assertion is a consequence of the main assertion.
To prove the main assertion of the theorem, put M = P1⊗¯R1 and identify M = P2⊗¯R2 using θ.
Since P ′1 ∩ P
ω
1 ⊂ A
ω
1 , by applying [Ma17, Proposition 5.2] we deduce that
(3.1) M ′ ∩Mω ⊂ (A1⊗¯R1)
ω.
Thus, we have that R′2 ∩ R
ω
2 ⊂ (A1⊗¯R1)
ω. By applying Lemma 2.4, we get that R2 ≺M A1⊗¯R1.
Using this fact, the first part of the proof of [Ho15, Proposition 6.3] provides some s > 0 such that
if we identify P2⊗¯R2 = P
s
2 ⊗¯R
1/s
2 , then we can find a non-zero projection q0 ∈ R
1/s
2 and a unitary
v ∈M such that q := vq0v
∗ ∈ A1⊗¯R1 and we have
(3.2) Ad(v)(q0R
1/s
2 q0) ⊂ q(A1⊗¯R1)q.
Denote P3 = Ad(v)(P
s
2 ) and R3 = Ad(v)(R
1/s
2 ). Then M = P3⊗¯R3, q ∈ R3, and (3.2) rewrites
as qR3q ⊂ q(A1⊗¯R1)q. By taking relative commutants inside M , this gives that A1q ⊂ P3 ⊗ q.
Therefore, we can write A1q = A3 ⊗ q, where A3 ⊂ P3 is a unital von Neumann subalgebra.
Since P2 is not McDuff, P3 ∼= P
s
2 is also not McDuff, i.e., P
′
3 ∩ P
ω
3 is abelian. Since P
′
1 ∩ P
ω
1 is
abelian, Corollary 2.6 implies that P ′3 ∩P
ω
3 = Z(M
′ ∩Mω) = P ′1 ∩P
ω
1 ⊂ A
ω
1 . From this we get that
(P ′3 ∩ P
ω
3 )⊗ q ⊂ A
ω
1 q = A
ω
3 ⊗ q, and since q is non-zero, it follows that
(3.3) P ′3 ∩ P
ω
3 ⊂ A
ω
3 .
By combining (3.3) with [Ma17, Proposition 5.2] we derive that
(3.4) M ′ ∩Mω ⊂ (A3⊗¯R3)
ω.
The rest of the proof is divided between three claims.
Claim 1. A′3 ∩ P3 ≺A′3∩P3 A3.
Proof of Claim 1. Since A3⊗¯qR3q ⊂ qMq is generated by A3 ⊗ q = A1q and qR3q ⊂ q(A1⊗¯R1)q,
we get that A3⊗¯qR3q ⊂ q(A1⊗¯R1)q. Let us first show that q(A1⊗¯R1)q ≺q(A1⊗¯R1)q A3⊗¯qR3q. This
is equivalent to proving that (A1⊗¯R1)q˜ ≺(A1⊗¯R1)q˜ A3⊗¯qR3q, where q˜ ∈ Z(A1⊗¯R1) = A1 denotes
the central support of q. Let v1, .., vm ∈ A1⊗¯R1 be partial isometries such that v
∗
i vi ≤ q, for all
1 ≤ i ≤ m, the projections viv
∗
i , 1 ≤ i ≤ m, are mutually orthogonal, and ‖q˜−
∑m
i=1 viv
∗
i ‖2 ≤ ‖q˜‖2/4.
Write R1 = ⊗¯k∈NM2(C), and for n ∈ N, define R1,n = ⊗¯k≥nM2(C). Since
∏
ω R1,n ⊂ M
′ ∩Mω,
by using (3.4) and Lemma 2.3, we can find n ∈ N such that ‖u − EA3⊗¯R3(u)‖2 ≤ ‖q˜‖2/(4m) and
‖viu− uvi‖2 ≤ ‖q˜‖2/(4m), for all u ∈ U(R1,n) and every 1 ≤ i ≤ m.
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Let a ∈ U(A1) and u ∈ U(R1,n). Then we have
‖uq˜ −
m∑
i=1
viEA3⊗¯R3(u)v
∗
i ‖2 ≤ ‖uq˜ −
m∑
i=1
viuv
∗
i ‖2 + ‖q˜‖2/4
≤ ‖uq˜ − u
m∑
i=1
viv
∗
i ‖2 + ‖q˜‖2/2
≤ (3‖q˜‖2)/4.
Since a ∈ A1 = Z(A1⊗¯R1), we get that ‖auq˜ −
∑m
i=1 viaEA3⊗¯R3(u)v
∗
i ‖2 ≤ (3‖q˜‖2)/4 < ‖q˜‖2. Since
vi ∈ (A1⊗¯R1)q, for all 1 ≤ i ≤ m and qa ∈ A1q = A3 ⊗ q, we deduce that
m∑
i=1
viaEA3⊗¯R3(u)v
∗
i =
m∑
i=1
vi(aq)(qEA3⊗¯R3(u)q)v
∗
i ∈
m∑
i=1
vi(A3⊗¯qR3q)1v
∗
i .
Since the subgroup {auq˜ | a ∈ U(A1), u ∈ U(R1,n)} of U((A1⊗¯R1,n)q˜) generates (A1⊗¯R1,n)q˜, by
Theorem 2.1 we get that (A1⊗¯R1,n)q˜ ≺(A1⊗¯R1)q˜ A3⊗¯qR3q. Since R1,n ⊂ R1 is a finite index
subfactor, we get that (A1⊗¯R1)q˜ ≺(A1⊗¯R1)q˜ A3⊗¯qR3q, and thus q(A1⊗¯R1)q ≺q(A1⊗¯R1)q A3⊗¯qR3q.
Since q(A1⊗¯R1)q = (A1q)
′∩qMq = (A3⊗q)
′∩qMq = (A′3∩P3)⊗¯qR3q, the last embedding rewrites
as (A′3 ∩ P3)⊗¯qR3q ≺(A′3∩P3)⊗¯qR3q A3⊗¯qR3q, which readily implies the claim. 
Claim 2. There exist a Cartan subalgebra A4 ⊂ P3 such that P
′
3 ∩ P
ω
3 ⊂ A
ω
4 , and a non-zero
projection p ∈ A4 such that r = p⊗ q belongs to q(A1⊗¯R1)q and A4r = A1r.
Proof of Claim 2. By Claim 1 we can find a non-zero projection p ∈ A′3 ∩ P3 such that A3p is
maximal abelian in pP3p. Let r = p⊗ q. Then r ∈ (A3 ⊗ q)
′ ∩ qMq = (A1q)
′ ∩ qMq = q(A1⊗¯R1)q
and A3r = (A3 ⊗ q)r = (A1q)r = A1r. Since A1 ⊂ P1 is a Cartan subalgebra, A1 is regular in
M = P1⊗¯R1. By [Po03, Lemma 3.5.1] we get that A3r = A1r is quasi-regular in rMr. This implies
that A3r = A3p⊗q is quasi-regular in r(P3⊗q)r = pP3p⊗q, hence A3p is quasi-regular in pP3p. As
A3p ⊂ pP3p is maximal abelian, [PS03, Theorem 2.7] gives that A3p ⊂ pP3p is a Cartan subalgebra.
Since P3 is a II1 factor, we can find a Cartan subalgebra A4 ⊂ P3 such that p ∈ A4 and A4p = A3p.
Thus, we have that A4r = A3r = A1r. In order to finish the proof of the claim, it remains to argue
that P ′3 ∩ P
ω
3 ⊂ A
ω
4 . First, by (3.3), we get that (pP3p)
′ ∩ (pP3p)
ω ⊂ (A3p)
ω = (A4p)
ω. Since P3
is a II1 factor and A4 is a Cartan subalgebra, we can find partial isometries v1, ..., vk ∈ P3 such
that v∗i vi ∈ A4p and viA4v
∗
i ⊂ A4, for every 1 ≤ i ≤ k, and
∑k
i=1 viv
∗
i = 1. If x ∈ P
′
3 ∩ P
ω
3 , then
v∗i xvi ∈ (pP3p)
′ ∩ (pP3p)
ω ⊂ (A4p)
ω and thus viv
∗
i xviv
∗
i = vi(v
∗
i xvi)v
∗
i ∈ A
ω
4 , for every 1 ≤ i ≤ k.
Since x =
∑k
i=1 viv
∗
i xviv
∗
i , we get that x ∈ A
ω
4 , as claimed. 
Since A4p is a Cartan subalgebra of pP3p, we deduce that A1r = A4r = A4p ⊗ q is a regular
subalgebra of rMr. Using this fact, we will next show the following:
Claim 3. There exist a projection e ∈ A1 and α ≥ 0 such that EA1(r) = αe.
Proof of Claim 3. Denote by e ∈ A1 the support projection of EA1(r). Let u ∈ NrMr(A1r). Since
A1e ∋ a 7→ ar ∈ A1r is an isomorphism, we can find an isomorphism θ : A1e→ A1e such that
(3.5) uaru∗ = θ(a)r, for all a ∈ A1e.
Thus, θ(a) = EA1(uaru
∗)EA1(r)
−1, for all a ∈ A1e. Combining this with the fact that A1e ⊂ eP1e
is a Cartan subalgebra, we can find v ∈ NeP1e(A1e) such that θ(a) = vav
∗, for all a ∈ A1e. Thus,
τ(av∗rv) = τ(vav∗r) = τ(θ(a)r) = τ(uaru∗) = τ(ar), for all a ∈ A1e, hence EA1(v
∗rv) = EA1(r).
Since v normalizes A1e, we derive that EA1(r) commutes with v. Since EA1(r) ∈ A1e we get that
θ(EA1(r)) = EA1(r). In combination with (3.5), we get that EA1(r)r = θ(EA1(r))r = uEA1(r)ru
∗.
This shows that EA1(r)r ∈ rMr commutes with every u ∈ NrMr(A1r). Since A1r is regular in rMr
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and rMr is a factor, we derive that EA1(r)r = αr, for some α ≥ 0. Hence EA1(r)
2 = αEA1(r),
which implies the claim. 
Let f ∈ R1 be a projection such that τ(f) = α. By Claim 3 we have EA1(r) = EA1(e ⊗ f), thus
we can find a unitary w ∈ A1⊗¯R1 such that r = w(e ⊗ f)w
∗. Altogether, we have found a Cartan
subalgebra A4 ⊂ P3, projections p ∈ A4, q ∈ R3, e ∈ A1, f ∈ R1, and a unitary w ∈M such that
(3.6) A4p⊗ q = A4r = A1r = Ad(w)(A1e⊗ f).
If P and R are II1 factors, A ⊂ P is a Cartan subalgebra, and a ∈ A, b ∈ R are projections,
then we can identify P ⊗¯R = P 1/τ(b)⊗¯Rτ(b) such that Aa ⊗ b is identified with A1/τ(b)c, where
c ∈ A1/τ(b) ⊂ P 1/τ(b) is a projection of trace τ(a)τ(b). By combining this fact with (3.6) it follows
that we can identifyM = P t1⊗¯R
1/t
1 , for t = τ(q)/τ(f), such that A4 and A
t
1 are unitarily conjugate.
Finally, recall that P3 = Ad(v)(P
s
2 ) and R3 = Ad(v)(R
1/s
2 ). Let A2 ⊂ P2 be a Cartan subalgebra
such that A4 = Ad(v)(A
s
2). Since P
′
3 ∩ P
ω
3 ⊂ A
ω
4 by Claim 2, we get that (P
s
2 )
′ ∩ (P s2 )
ω ⊂ (As2)
ω
and the argument from the proof of Claim 2 implies that P ′2 ∩ P
ω
2 ⊂ A
ω
2 . Moreover, identifying
M = P t1⊗¯R
1/t
1 = P
s
2 ⊗¯R
1/s
2 we have that A
t
1 and A
s
2 are unitarily conjugate. Thus, if we identify
M = P
t/s
1 ⊗¯R
s/t
1 , then A
t/s
1 is unitarily conjugate to A2. This finishes the proof. 
Proof of Corollary B. Let M = L∞(X) ⋊ Fn, where Fn y (X,µ) is a free ergodic p.m.p.
action, for some n ≥ 2. Let N be a II1 factor such that M⊗¯R ∼= N⊗¯R. If N is McDuff, then
N ∼= N⊗¯R ∼=M⊗¯R. Thus, we may assume that N is not McDuff.
Since Fn is not inner amenable, [Ch82] implies that M
′ ∩Mω ⊂ L∞(X)ω. By Theorem 3.1 we can
find a Cartan subalgebraB ⊂ N , some t > 0, and a unitary u ∈ N⊗¯R such that θ(L∞(X)t) = uBu∗,
where we identify M⊗¯R =M t⊗¯R1/t. Moreover, if we put R = R(B ⊂ N), then R ∼= R(Fn y X)
t.
Since R(Fn y X)
t is a treeable equivalence relation, R is also treeable. Since R is treeable, we
have that H2(R,T) = 0 (see e.g. [Ki14, Corollary 2.4]). Therefore, [FM77] implies that N ∼= L(R)
and thus N ∼= L(R(Fn y X)t) ∼=M t, as desired. 
Proof of Corollary C. For i ∈ {1, 2}, put Ai = L
∞(Xi) and Mi = L(Ri). Denote B = L
∞(Y )
and R = L(T ). Since T is hyperfinite, ergodic and p.m.p., R is a hyperfinite II1 factor. Since
R1 × T ∼= R2 × T , we have an isomorphism θ : M1⊗¯R → M2⊗¯R such that θ(A1⊗¯B) = A2⊗¯B.
Since M ′1 ∩M
ω
1 ⊂ A
ω
1 and M2 is not McDuff, by applying Theorem A we deduce the existence of
a unitary u ∈ M2⊗¯R, a Cartan subagebra A˜2 of M2, and some t > 0, such that θ(A
t
1) = uA˜2u
∗,
where we identify the inclusions (A1⊗¯B ⊂M1⊗¯R) and (A
t
1⊗¯B
1/t ⊂M t1⊗¯R
1/t).
We claim that A˜2 ≺M2 A2. Assume by contradiction that A˜2 6≺M2 A2. Then we can find a sequence
vn ∈ U(A˜2) such that ‖EA2(xvny)‖2 → 0, for all x, y ∈ M2. Then ‖EA2⊗¯B(zvnt)‖2 → 0, for all
z, t ∈ M2⊗¯R. Indeed, it is enough to check this in the case when z = z1 ⊗ z2 and t = t1 ⊗ t2,
for some z1, t1 ∈ M2, z2, t2 ∈ R. In this case, we have that EA2⊗¯B(zvnt) = EA2(z1vnt1) ⊗ z2t2,
and hence ‖EA2⊗¯B(zvnt)‖2 = ‖EA2(z1vnt1)‖2‖z2t2‖2 → 0. Since θ(A
t
1⊗¯B
1/t) = A2⊗¯B, we get
that ‖EAt1⊗¯B1/t
(θ−1(uvnu
∗))‖2 = ‖EA2⊗¯B(uvnu
∗)‖2 → 0. This however contradicts the fact that
θ−1(uvnu
∗) ∈ At1 ⊂ A
t
1⊗¯B
1/t, thus proving the claim.
Since A˜2 and A2 are Cartan subalgebras of M2, by using the above claim and [Po01, Theorem A.1],
we get that A˜2 = vA2v
∗, for some v ∈ U(M2). Thus, θ(A
t
1) = Ad(u)(A˜2) = Ad(uv)(A2). Finally,
Lemma 2.7 gives that
Rt1
∼= R(At1 ⊂M
t
1⊗¯R
1/t) ∼= R(θ(At1) ⊂M2⊗¯R)
∼= R(A2 ⊂M2⊗¯R) ∼= R2,
which proves the conclusion. 
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4. A cocycle rigidity result
This section is devoted to the proof of the following cocycle rigidity result. This result, which seems
to be of independent interest, will be used later on to derive Theorems D and I.
Theorem 4.1. Let S and T be countable ergodic p.m.p. equivalence relations on probability spaces
(X,µ) and (Y, ν). Let π : (X,µ)→ (Y, ν) be a factor map, consider the embedding L∞(Y ) ⊂ L∞(X)
given by f 7→ f ◦ π, and denote S0 = {(x1, x2) ∈ S | π(x1) = π(x2)}. Assume that
(1) [π(x)]T ⊂ π([x]S), for almost every x ∈ X,
(2) L∞(X)[S0] ⊂ L∞(Y ), and
(3) (L∞(X)ω)[S] ⊂ L∞(Y )ω.
Let α : X → Aut(R) be a measurable map satisfying α(x)−1α(y) ∈ Inn(R), for almost every
(x, y) ∈ S, where R denotes the hyperfinite II1 factor.
Then we can find measurable maps α˜ : Y → Aut(R) and U : X → U(R) such that we have
α(x) = α˜(π(x))Ad(U(x)), for almost every x ∈ X.
Proof. In order to prove the conclusion, we may assume that α(x)−1α(y) ∈ Inn(R), for all (x, y) ∈ S.
Consider the disintegration µ =
∫
Y µydν(y), where µy is a probability measure on X supported on
π−1({y}), for all y ∈ Y . Put X˜ = {(x1, x2) ∈ X × X | π(x1) = π(x2)} and endow X˜ with the
probability measure µ˜ =
∫
Y (µy × µy) dν(y). Let A = {(x1, x2) ∈ X˜ | α(x1)
−1α(x2) ∈ Inn(R)}.
The first part of the proof consists of using condition (3) to establish the following:
Claim. µ˜(A) > 0.
Proof of the claim. Denote by L(S) ⊂ B(L2(S)) the von Neumann algebra associated to S and
by {uγ}γ∈[S] ⊂ L(S) the canonical unitaries [FM77]. Condition (3) gives that L
∞(X)ω ∩ L(S)′ ⊂
L∞(Y )ω. By [Ma17, Proposition 5.2] we deduce that
(4.1) (L∞(X)⊗¯R)ω ∩ (L(S)⊗ 1)′ ⊂ (L∞(Y )⊗¯R)ω.
Next, we identify L∞(X)⊗¯R = L∞(X,R), and define θ to be the automorphism of L∞(X)⊗¯R
given by θ(T )(x) = α(x)(T (x)), for every bounded measurable function T : X → R and all x ∈ X.
Fix γ ∈ [S], and define w(γ, x) = α(x)−1α(γ−1x) ∈ Inn(R), for x ∈ X. If T ∈ R, then we have
Ad(uγ ⊗ 1)(θ(1 ⊗ T ))(x) = α(γ
−1x)(T ) = α(x)(w(γ, x)(T )). Thus, if (Tn)n ∈ R
′ ∩ Rω, then as
w(γ, x) ∈ Inn(R) we get that ‖Ad(uγ⊗1)(θ(1⊗Tn))(x)−θ(1⊗Tn)(x)‖2 = ‖w(γ, x)(Tn)−Tn‖2 → 0,
for almost every x ∈ X. Thus, ‖Ad(uγ ⊗ 1)(θ(1 ⊗ Tn)) − θ(1 ⊗ Tn)‖2 → 0, by the dominated
convergence theorem. As this holds for all γ ∈ [S], we get that
θ(1⊗R)′ ∩ θ(1⊗R)ω ⊂ (L(S)⊗ 1)′ ∩ (L∞(X)⊗¯R)ω.
By combining this with (4.1), we get that θ(1⊗R)′ ∩ θ(1⊗R)ω ⊂ (L∞(Y )⊗¯R)ω. Lemma 2.4 then
gives that θ(1⊗R) ≺L∞(X)⊗¯R L
∞(Y )⊗¯R. Thus, we can find a projection p ∈ R, a ∗-homomorphism
ρ : pRp→ L∞(Y )⊗¯R, and a non-zero partial isometry v ∈ ρ(p)(L∞(X)⊗¯R)θ(1⊗ p) such that
(4.2) ρ(T )v = vθ(1⊗ T ), for all T ∈ pRp.
If we view ρ(T ) as a function ρ(T ) : Y → R, then (4.2) rewrites as
(4.3) ρ(T )(π(x))v(x) = v(x)α(x)(T ), for all T ∈ pRp and almost every x ∈ X.
Since v(x)v(x)∗ ≤ ρ(p)(π(x)), for almost every x ∈ X, (4.3) gives that for all T ∈ U(pRp), we have
(4.4) α(x1)(T )v(x1)
∗v(x2) = v(x1)
∗v(x2)α(x2)(T ), for almost every (x1, x2) ∈ X˜.
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Now, note first that if α1, α2 ∈ Aut(R) satisfy α1(T )w = wα2(T ) for all T ∈ pRp, and for some
non-zero partial isometry w ∈ α1(p)Rα2(p), then α
−1
1 α2 ∈ Inn(R). Second, note that∫
X˜
‖v(x1)
∗v(x2)‖
2
2 dµ˜(x1, x2) =
∫
Y
(∫
X×X
τ(v(x1)v(x1)
∗v(x2)v(x2)
∗) d(µy × µy)(x1, x2)
)
dν(y)
=
∫
Y
τ(EL∞(Y )⊗¯R(vv
∗)(y)2) dν(y)
= ‖EL∞(Y )⊗¯R(vv
∗)‖22 > 0.
By combining the last two facts and (4.4), the claim follows. 
In the second part of the proof, we will use the ergodicity assumptions on S0 and T together
with the claim to deduce the conclusion. First, we have that µy is S0-invariant, while condition
(2) implies that µy is S0-ergodic, for almost every y ∈ Y . If γ ∈ [S0] and (x1, x2) ∈ A, then
since π(γx1) = π(x1) and α(γx1)
−1α(x1) ∈ Inn(R), we derive that (γx1, x2) ∈ A. Thus, for all
γ ∈ [S0], the set A
x2 = {x1 ∈ π
−1({π(x2)}) | (x1, x2) ∈ A} satisfies µπ(x2)(γA
x2∆Ax2) = 0, for
almost every x2 ∈ X. Since µπ(x2) is S0-ergodic, we get that µπ(x2)(A
x2) ∈ {0, 1}, for almost
every x2 ∈ X. Similarly, we get that µπ(x1)(Ax1) ∈ {0, 1}, for almost every x1 ∈ X, where
Ax1 = {x2 ∈ π
−1({π(x1)}) | (x1, x2) ∈ A}. Since µ˜(A) > 0, the last two facts imply the existence
of a measurable set B ⊂ Y such that ν(B) > 0 and A = {(x1, x2) ∈ X˜ | π(x1) = π(x2) ∈ B}.
We claim that B is T -invariant. Let γ ∈ [T ]. Since γy ∈ [y]T , by condition (1), for almost every
y ∈ Y , for (µγy × µγy)-almost every (x
′
1, x
′
2) ∈ π
−1({γy}) × π−1({γy}), we can find x1 ∈ [x
′
1]S and
x2 ∈ [x
′
2]S such that π(x1) = π(x2) = y. Since (xi, x
′
i) ∈ S, α(xi)
−1α(x′i) ∈ Inn(R), for i ∈ {1, 2}.
Additionally, for almost every y ∈ B, we have that α(x1)
−1α(x2) ∈ Inn(R), for (µy × µy)-almost
every (x1, x2) ∈ π
−1({y})× π−1({y}). Combining these facts gives that for almost every y ∈ B, we
have α(x′1)
−1α(x′2) ∈ Inn(R), for (µγy ×µγy)-almost every (x
′
1, x
′
2) ∈ π
−1({γy})× π−1({γy}). This
shows that ν(γB∆B) = 0. Since γ ∈ [T ] is arbitrary, we derive that B is indeed T -invariant.
Since T is ergodic, we conclude that B = Y and thus A = X˜ , almost everywhere. In other words,
α(x1)
−1α(x2) ∈ Inn(R), for almost every (x1, x2) ∈ X˜. Let C = {y ∈ Y | µy is a non-atomic measure}.
Denote by Leb the Lebesgue measure on [0, 1]. Then we can find a measure space isomorphism
σ : (C × [0, 1], ν|C × Leb)→ (π
−1(C), µ|π−1(C)) satisfying σ({y} × [0, 1]) = π
−1({y}), for all y ∈ C.
Since α(σ(y, t1))
−1α(σ(y, t2)) ∈ Inn(R), for (ν×Leb×Leb)-almost every (y, t1, t2) ∈ C×[0, 1]×[0, 1],
Fubini’s theorem implies the existence of t1 ∈ [0, 1] such that α(σ(y, t1))
−1α(σ(y, t2)) ∈ Inn(R), for
(µ × Leb)-almost every (y, t2) ∈ C × [0, 1]. Since µy has atoms for every y ∈ Y \ C, we can find a
measurable map η : Y \ C → X such that η(y) ∈ π−1({y}) and µy({η(y)}) > 0, for all y ∈ Y \ C.
It is now easy to see that if we define α˜ : Y → Aut(R) by
α˜(y) =
{
α(σ(y, t1)) if y ∈ C, and
α(η(y)) if y ∈ Y \ C
then β(x) := α˜(π(x))−1α(x) ∈ Inn(R), for almost every x ∈ X.
Finally, let U ⊂ U(R) be a countable ‖.‖2-dense set. Then an automorphism θ of R is inner if and
only if infu∈U
(
supx∈U ‖θ(x)− uxu
∗‖2
)
= 0. This implies that Inn(R) is a Borel subset of Aut(R).
Endow Inn(R) with the Borel measure β∗µ and consider the Borel map ζ : U(R) → Inn(R) given
by ζ(u) = Ad(u). Since ζ is onto, by applying [Ta01, Theorem A.16] we can find a β∗µ-measurable
map ξ : Inn(R)→ U(R) such that ζ(ξ(θ)) = θ, for all θ ∈ Inn(R). After modifying ξ on a β∗µ-null
set, we can find a Borel map ξ′ : Inn(R) → U(R) such that ζ(ξ′(θ)) = θ, for β∗µ-almost every
θ ∈ Inn(R). Then the map U : X → U(R) given by U(x) = ξ′(β(x)) is measurable and satisfies
α˜(π(x))Ad(U(x)) = α˜(π(x))β(x) = α(x), for almost every x ∈ X, which proves the theorem. 
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5. The Jones-Schmidt property
The main goal of this section is to prove Theorem D. We start by analyzing closer the structure of
isomorphisms which satisfy the conclusion of Theorem A.
Proposition 5.1. Let M,N,P be II1 factors. Assume that A ⊂ M and B ⊂ N are Cartan
subalgebras. Denote S = R(A ⊂ M), and identify A = L∞(X) and B = L∞(Z), for some
probability spaces (X,µ) and (Z, η). For g ∈ [S], define σg(a) = a ◦ g
−1, for every a ∈ A, and let
ug ∈ NM (A) be such that ugau
∗
g = σg(a), for every a ∈ A.
Let θ : M⊗¯P → N⊗¯P be an isomorphism such that θ(A) = B. Let α : (X,µ) → (Z, η) be the
measure space isomorphism given by θ(a) = a ◦ α−1, for every a ∈ A.
Then θ(A⊗¯P ) = B⊗¯P , and we can find wg ∈ U(A⊗¯P ) and vg ∈ NN (B) for every g ∈ [S], and a
measurable map ϕ : X → Aut(P ) such that the following conditions hold:
(1) θ(wgug) = vg and θ(wg(σg ⊗ idP )(wh)w
∗
gh) = vgvhv
∗
gh ∈ B, for all g, h ∈ [S].
(2) θ−1(T )(x) = ϕx(T (α(x))), for every T ∈ B⊗¯P and almost every x ∈ X, where we identify
A⊗¯P = L∞(X,P ) and B⊗¯P = L∞(Z,P ).
(3) Ad(wg(x)) = ϕxϕ
−1
g−1x
, for all g ∈ [S] and almost every x ∈ X.
Proof. Since θ(A) = B, we get that θ(A⊗¯P ) = θ(A)′ ∩ (N⊗¯P ) = B′ ∩ (N⊗¯P ) = B⊗¯P . If g ∈ [S],
then θ(ug) ∈ NN⊗¯P (B), hence by Lemma 2.7 we can find zg ∈ U(B⊗¯P ) and vg ∈ NN (B) such that
θ(ug) = zgvg. Then wg := θ
−1(z∗g ) ∈ U(A⊗¯P ), and we have that θ(wgug) = vg. Moreover, we get
that vgvhv
∗
gh = θ(wgugwhuhu
∗
hu
∗
gw
∗
gh) = θ(wg(σg ⊗ idP )(wh)w
∗
gh) ∈ N ∩ (B⊗¯P ) = B, proving (1).
Since θ−1|(B⊗¯P ) : B⊗¯P → A⊗¯P is a trace preserving isomorphism such that θ
−1(b) = b ◦ α, for every
b ∈ B, [Ta01, Theorem IV.8.23] provides the existence of a measurable map ϕ : X → Aut(P )
satisfying (2).
Let T ∈ P ⊂ N⊗¯P and g ∈ [S]. Since vg ∈ N , we have that T commutes with vg and therefore
θ−1(T ) = θ−1(vgTv
∗
g) = wgugθ
−1(T )u∗gw
∗
g . On the other hand, by (2) we get θ
−1(T )(x) = ϕx(T ),
for almost every x ∈ X. Combining these two facts implies that ϕx(T ) = wg(x)ϕg−1x(T )wg(x)
∗,
for almost every x ∈ X. Since this holds for all T ∈ P and g ∈ [S], it follows that (3) holds. 
We continue with the following vanishing cohomology result.
Lemma 5.2. Let T be a hyperfinite p.m.p. equivalence relation on a probability space (X,µ), and
R be the hyperfinite II1 factor. Let cn : T → U(R) be a measurable cocycle, for every n ≥ 1.
Assume that ‖Ad(cn(x, y))(v)− v‖2 → 0, as n→∞, for every v ∈ R, and almost every (x, y) ∈ T .
Then we can find a subsequence {nk}k≥1 of N and measurable maps dk : X → U(R), for all k ≥ 1,
such that ‖Ad(dk(x))(v) − v‖2 → 0 and ‖cnk(x, y) − dk(x)dk(y)
−1‖2 → 0, as k → ∞, for every
v ∈ R, and almost every (x, y) ∈ T .
Proof. Let {Tk}k≥1 ⊂ T be an increasing sequence of finite subequivalence relations such that we
have T = ∪k≥1Tk. Moreover, we may assume that supx∈X #[x]Tk <∞, for all k ∈ N. For k ≥ 1, let
ψk : X → X be a measurable map such that ψk(x) ∈ [x]Tk and ψk(x) = ψk(y), for every (x, y) ∈ Tk.
Write R = ⊗¯n≥1M2(C) and define Rk = ⊗¯n≥kM2(C), for all k ≥ 1. For n, k ≥ 1, define
Xn,k = {x ∈ X | ‖cn(x, y)− ERk(cn(x, y))‖2 ≤ 1/k, for all y ∈ [x]Tk}.
Then for every k ≥ 1 we have µ(Xn,k)→ 1, as n→∞. Thus, for all k ≥ 1, we can find nk ≥ 1, such
that µ(Xnk ,k) ≥ 1 − 1/2
k. For k ≥ 1, we define dk : X → U(R) by letting dk(x) = cnk(x, ψk(x)).
Then for all k ≥ 1 and x ∈ Xnk,k we have ‖dk(x)−ERk(dk(x))‖2 ≤ 1/k. The Borel-Cantelli lemma
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implies that ‖dk(x) − ERk(dk(x))‖2 → 0, for almost every x ∈ X. Moreover, for all k ≥ 1 and
(x, y) ∈ Tk we have cnk(x, y) = dk(x)dk(y)
−1. Since T = ∪k≥1Tk, the conclusion follows. 
We next show that the Jones-Schmidt property is equivalent with a formally stronger property.
Proposition 5.3. Let S be a countable ergodic p.m.p. equivalence relation on a probability space
(X,µ) with the Jones-Schmidt property. Then there exist a hyperfinite ergodic p.m.p. equivalence
relation T˜ on a probability space (Y˜ , ν˜) and a factor map π˜ : (X,µ)→ (Y˜ , ν˜) such that
(a) π˜([x]S) = [π˜(x)]T˜ , for almost every x ∈ X, and
(b) (L∞(X)ω)[S0] = L∞(Y˜ )ω, where S0 = {(x1, x2) ∈ S | π˜(x1) = π˜(x2)} and we embed
L∞(Y˜ ) ⊂ L∞(X) by f 7→ f ◦ π˜.
Proof. Since S has the Jones-Schmidt property, we can find a hyperfinite ergodic p.m.p. equivalence
relation T on a probability space (Y, ν) and a factor map π : (X,µ) → (Y, ν) such that we have
π([x]S) = [π(x)]T , for almost every x ∈ X, and S0 = {(x1, x2) ∈ S | π(x1) = π(x2)} is strongly
ergodic on almost every ergodic component of S0.
We may assume that π([x]S) = [π(x)]T , for all x ∈ X. We identify L
∞(X)[S0] = L∞(Y˜ ), for a
probability space (Y˜ , ν˜). Let π˜ : (X,µ) → (Y˜ , ν˜) and ρ : (Y˜ , ν˜) → (Y, ν) be the factor maps given
by the embeddings L∞(Y˜ ) ⊂ L∞(X) and L∞(Y ) ⊂ L∞(Y˜ ). Then ρ ◦ π˜ = π and π˜(x1) = π˜(x2),
for every (x1, x2) ∈ S0. Therefore, S0 = {(x1, x2) ∈ S| π˜(x1) = π˜(x2)}.
Consider the disintegration µ =
∫
Y˜ µy dν˜(y) of µ with respect to π˜, where µy is a probability
measure on X supported on π˜−1({y}), for every y ∈ Y˜ . We claim that (b) holds, i.e., we have
Claim 1. (L∞(X)ω)[S0] = L∞(Y˜ )ω.
Proof of Claim 1. In order to prove the claim, it suffices to show that if a sequence fn ∈ L
∞(X)1
satisfies ‖γfn − fn‖2 → 0, for every γ ∈ [S0], then ‖fn − EL∞(Y˜ )(fn)‖2 → 0. Let {γm}m≥1 ⊂ [S0]
be a sequence which is dense with respect to the metric d(γ, γ′) = µ({x ∈ X | γ(x) 6= γ′(x)}).
If the assertion concerning (fn) is false, then we can find a subsequence (gk) of (fn) such that
‖γmgk − gk‖2 ≤ 1/2
k, for all k ≥ m, and infk ‖gk −EL∞(Y˜ )(gk)‖2 > 0. For k ≥ 1 and y ∈ Y˜ , denote
by gyk ∈ L
∞(π˜−1({y}), µy)1 the restriction of gk to π
−1({y}). Then for every m ≥ 1, we have that∫
Y˜
∑
k≥1
‖γmg
y
k − g
y
k‖
2
2,µy dν˜(y) =
∑
k≥1
‖γmgk − gk‖
2
2 <∞.
Thus, for ν˜-almost every y ∈ Y˜ , we have that ‖γmg
y
k − g
y
k‖2,µy → 0, for every m ≥ 1. Therefore, for
ν˜-almost every y ∈ Y˜ , we have that ‖γgyk − g
y
k‖2,µy → 0, for every γ ∈ [S0]. Since S0 is µy-strongly
ergodic, we conclude that ‖gyk −
∫
gyk dµy‖2,µy → 0, for ν˜-almost every y ∈ Y˜ . From this we deduce
that ‖gk − EL∞(Y˜ )(gk)‖
2
2 =
∫
Y˜
‖gyk −
∫
gyk dµy‖2,µy dν(y)→ 0, which gives a contradiction. 
We continue with the following claim:
Claim 2. Let α : A → B be an element of [[S]] such that there exists β, γ ∈ [[T ]] satisfying
π ◦ α = β ◦ π and π ◦ α−1 = γ ◦ π. Let A˜ = {y ∈ Y˜ |µy(A) > 0} and B˜ = {y ∈ Y˜ |µy(B) > 0}. Then
there exists a measure space isomorphism α˜ : (A˜, ν˜|A˜)→ (B˜, ν˜|B˜) such that π˜(α(x)) = α˜(π˜(x)), for
almost every x ∈ A, and π˜(α−1(x)) = α˜−1(π˜(x)), for almost every x ∈ B.
Proof of Claim 2. Note first that
(5.1)
∫
Y˜
α∗(µy |A) dν˜(y) = α∗(µ|A) = µ|B =
∫
Y˜
µy |B dν˜(y).
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Let y ∈ A˜ and x1, x2 ∈ π˜
−1({y}) ∩A. Then π˜(x1) = π˜(x2), hence π(x1) = π(x2). Since x1, x2 ∈ A,
we get that π(α(x1)) = π(α(x2)), thus (α(x1), α(x2)) ∈ S0, and hence π˜(α(x1)) = π˜(α(x2)). This
proves that π˜ is constant on α(π˜−1{y}∩A). Thus, we can define a measurable map α˜ : A˜→ Y˜ such
that π˜(α(x)) = α˜(y), for all y ∈ A˜ and x ∈ π˜−1{y} ∩ A. This implies that π˜(α(x)) = α˜(π˜(x)), for
almost every x ∈ A. Since α∗(µy |A) is supported on α(π˜
−1({y})∩A) ⊂ π˜−1({α˜(y)}), by using (5.1)
and the uniqueness of the disintegration of µ|B we conclude that µα˜(y)|B = α∗(µy |A) and α˜(y) ∈ B˜,
for almost every y ∈ A˜, and that α˜ : A˜→ B˜ is onto. Similarly, we can find an onto measurable map
α : B˜ → A˜ such that π˜(α−1(x)) = α(π˜(x)), for almost every x ∈ B. It is easy to see that α = α˜−1.
If C ⊂ B˜ is a measurable set, then π˜−1(α˜−1(C)) = {x ∈ A|α˜(π˜(x)) ∈ C} = {x ∈ A|π˜(α(x)) ∈ C}.
Since α is µ-preserving, we get that
ν˜(α˜−1(C)) = µ(π˜−1(α˜−1(C))) = µ({x ∈ A|π˜(α(x)) ∈ C}) = µ({x ∈ B|π˜(x) ∈ C}) = ν˜(C).
This shows that α˜ is ν˜-preserving, and finishes the proof of the claim. 
Now, the first assumption on π implies we can find a sequence of elements αn : An → Bn, n ≥ 1,
of [[S]] which satisfy the hypothesis of Claim 2 and such that [x]S = {αn(x)}n≥1, for almost every
x ∈ X. For n ≥ 1, let α˜n : A˜n → B˜n be the ν˜-preserving isomorphism obtained by applying Claim
2 to αn.
Let T˜ be the countable p.m.p. equivalence relation of (Y˜ , ν˜) generated by {α˜n}n≥1. It is then
immediate that condition (a) is satisfied. If g ∈ L∞(Y˜ ) is T˜ -invariant, then g ◦ π˜ is S-invariant.
Since S is ergodic, we get that g ◦ π˜ ∈ C1, hence g ∈ C1, showing that T˜ is ergodic.
Finally, we show that T˜ is hyperfinite. Since T is hyperfinite, it suffices to show that the restriction
of ρ to [y]
T˜
is injective and ρ([y]
T˜
) ⊂ [ρ(y)]T , for all y ∈ Y˜ . To this end, let y ∈ Y˜ and y′ ∈ [y]T˜ .
Then we can find (x, x′) ∈ S such that y = π˜(x) and y′ = π˜(y). Since ρ(y) = π(x), ρ(y′) = π(x′),
and π(x′) ∈ [π(x)]T , we get that ρ(y
′) ∈ [ρ(y)]T . If ρ(y
′) = ρ(y), then π(x′) = π(x), hence
(x, x′) ∈ S0 thus y = π˜(x) = π˜(x
′) = y′, showing that ρ|[y]
T˜
is injective. This finishes the proof. 
Proof of Theorem D. Since N ′ ∩Nω ⊂ Aω, Theorem A implies the existence of u ∈ U(P ⊗¯R),
t > 0, and a Cartan subalgebraB ⊂ P t such that θ(A) = uBu∗, where we identify P ⊗¯R = P t⊗¯R1/t.
After replacing θ with Ad(u∗)◦θ, we may assume that θ(A) = B. We also identify P t⊗¯R1/t = P t⊗¯R
using an isomorphism R1/t 7→ R. Thus, we see θ as an isomorphism θ : N⊗¯R → P t⊗¯R satisfying
θ(A) = B. Finally, we identify A = L∞(X), B = L∞(Z), for some probability spaces (X,µ), (Z, η).
Let α : (X,µ)→ (Z, η) be the measure space isomorphism given by θ(a) = a◦α−1, for every a ∈ A.
Denote S = R(A ⊂ N). For g ∈ [S], let ug ∈ NN (A) such that ugau
∗
g = σg(a) := a ◦ g
−1, for every
a ∈ A. By Proposition 5.1, θ(A⊗¯R) = B⊗¯R and we can find wg ∈ U(A⊗¯R), for every g ∈ [S], and
a measurable map ϕ : X → Aut(R) such that the following conditions hold:
(1) θ(wgug) ∈ P
t, for all g ∈ [S].
(2) θ−1(T )(x) = ϕx(T (α(x)), for every T ∈ B⊗¯R and almost every x ∈ X.
(3) Ad(wg(x)) = ϕxϕ
−1
g−1x
, for all g ∈ [S] and almost every x ∈ X.
Since S has the Jones-Schmidt property, Proposition 5.3 provides a hyperfinite ergodic p.m.p.
equivalence relation T on a probability space (Y, ν) and a factor map π : (X,µ)→ (Y, ν) such that
π([x]S) = [π(x)]T , for almost every x ∈ X, and if we let S0 = {(x1, x2) ∈ S | π(x1) = π(x2)}, then
(L∞(X)ω)[S0] = L∞(Y )ω. In particular, L∞(X)[S0] ⊂ L∞(Y ) and (L∞(X)ω)[S] ⊂ L∞(Y )ω.
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Note that (3) implies that ϕxϕ
−1
y ∈ Inn(R), for almost every (x, y) ∈ S. By applying Theorem 4.1,
we get measurable maps ψ : Y → Aut(R) and U : X → U(R) such that
(5.2) ϕx = Ad(U(x))ψπ(x), for almost every x ∈ X.
View the function U : X → U(R) as an element of U(A⊗¯R). Let Θ : N⊗¯R → P t⊗¯R be the
isomorphism given by Θ = θ ◦ Ad(U). For g ∈ [S], let Wg = U
∗wg(σg ⊗ idR)(U) ∈ U(A⊗¯R). By
using (5.2), the above conditions (1)-(3) rewrite as:
(a) Θ(Wgug) ∈ P
t, for all g ∈ [S].
(b) Θ−1(T )(x) = ψπ(x)(T (α(x)), for every T ∈ B⊗¯R and almost every x ∈ X.
(c) Ad(Wg(x)) = ψπ(x)ψ
−1
π(g−1x)
, for all g ∈ [S] and almost every x ∈ X.
By using condition (c) we get that ψyψ
−1
z ∈ Inn(R), for almost every (y, z) ∈ T . We claim that
there is a cocycle c : T → U(R) such that
(5.3) ψyψ
−1
z = Ad(c(y, z)), for almost every (y, z) ∈ T .
Since T is ergodic hyperfinite, we can find a free ergodic p.m.p. action Z y (Y, ν) such that
T = R(Z y Y ). Let T0 : Y → Y be the generator of the action Z y Y . Since T0 ∈ [T ], by (c)
we can find a measurable map d : Y → U(R) such that ψT0(y)ψ
−1
y = Ad(d(y)), for almost every
y ∈ Y . Then the claim holds for the unique cocycle c : T → U(R) satisfying c(T0(y), y) = d(y), for
all y ∈ Y .
For g ∈ [S], we define W˜g ∈ A⊗¯R by letting W˜g(x) = c(π(x), π(g
−1x)). By combining (c) and (5.3)
we get that Ad(Wg(x)) = Ad(W˜g(x)), for almost every x ∈ X, and thus W˜gW
∗
g ∈ A.
The rest of proof relies on the following claim:
Claim. There exists Ψ ∈ Inn(N⊗¯R) such that Ψ(A⊗¯R) = A⊗¯R, Ψ(T )(x) = ψπ(x)(T (x)), for all
T ∈ A⊗¯R and almost every x ∈ X, and Ψ(ug) = W˜gug, for all g ∈ [S].
Proof of the claim. Write R = ⊗¯k∈NM2(C) and define R
n = ⊗¯k<nM2(C), for n ∈ N. Fix n ∈ N and
consider the set Bn := {(y, u) ∈ Y ×U(R) | ψy |Rn = Ad(u)|Rn}. As ψ : Y → Aut(R) is measurable,
we see that Bn ⊂ Y × U(R) is a Borel subset. Moreover we have that π1(Bn) = Y , where π1 is
the projection onto the first component. Applying [Ta01, Theorem A.16] we get a measurable map
un : Y → U(R) such that ψy |Rn = Ad(un(y))|Rn , for all y ∈ Y . Thus, limn→∞
Ad(un(y))(v) = ψy(v),
for all y ∈ Y and v ∈ R.
Define a cocycle cn : T → U(R) by cn(y, z) = un(y)
∗c(y, z)un(z). Then Ad(cn(y, z))|Rn = idRn , for
all (y, z) ∈ T . Since T is hyperfinite, by applying Lemma 5.2, we can find a subsequence {nk}k≥1
of N and measurable maps dk : Y → U(R), for k ≥ 1, such that ‖cnk(y, z) − dk(y)dk(z)
−1‖2 → 0
and ‖Ad(dk(y))(v) − v‖2 → 0, as k →∞, for almost every (y, z) ∈ T and every v ∈ R.
For k ≥ 1, define Uk ∈ U(A⊗¯R) by letting Uk(x) = unk(π(x))dk(π(x)). Then for every g ∈ [S] and
almost every x ∈ X we have that
(5.4) (Uk(σg ⊗ idR)(U
∗
k ))(x) = unk(π(x))dk(π(x))dk(π(g
−1x))∗unk(π(g
−1x))∗ → W˜g(x).
Thus, ‖UkugU
∗
k − W˜gug‖2 → 0, for all g ∈ [S]. If T ∈ R, then as ‖Ad(dk(π(x))(T ) − T‖2 → 0, for
almost every x ∈ X, we get that lim
k→∞
Ad(Uk(x))(T ) = lim
k→∞
Ad(unk(π(x)))(T ) = ψπ(x)(T ). Also,
UkTU
∗
k = T , for all T ∈ A. Since {ug}g∈[S] ∪R ∪A generates N⊗¯R as a von Neumann algebra we
conclude that the limit Ψ = lim
k→∞
Ad(Uk) ∈ Inn(N⊗¯R) exists and satisfies the claim. 
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Finally, let g ∈ [S]. Since W˜gW
∗
g ∈ A, we have Θ(W˜gW
∗
g ) = θ(W˜gW
∗
g ) ∈ B. Since Θ(Wgug) ∈ P
t
by (a), we get that (Θ ◦ Ψ)(ug) = Θ(W˜gug) = Θ(W˜gW
∗
g )Θ(Wgug) ∈ P
t. Since (Θ ◦ Ψ)(A) = B
and {ug}g∈[S] ∪ A generates N as a von Neumann algebra, we deduce that (Θ ◦ Ψ)(N) ⊂ P
t. Let
T ∈ A⊗¯R and define T˜ ∈ B⊗¯R by letting T˜ (z) = T (α−1(z)), for all z ∈ Z. Then by combining
(b) and the claim we get that Θ−1(T˜ )(x) = ψπ(x)(T˜ (α(x)) = ψπ(x)(T (x)) = Ψ(T )(x), for almost
every x ∈ X. This shows that (Θ ◦Ψ)(T ) = T ◦ α−1, for every T ∈ A⊗¯R, and in particular implies
that (Θ ◦ Ψ)(R) = R. Since Θ ◦ Ψ : N⊗¯R → P t⊗¯R is onto and (Θ ◦ Ψ)(N) ⊂ P t, we derive that
(Θ ◦ Ψ)(N) = P t. Thus, we have that Θ ◦ Ψ = θ1 ⊗ θ2, where θ1 : N → P
t and θ2 : R → R are
isomorphisms. This implies the conclusion of Theorem D for s = 1/t. 
6. Equivalence relations without the Jones-Schmidt property
We begin with the following lemma, which will be key in the proofs of Theorems E and F below.
Lemma 6.1. Let S be a countable ergodic p.m.p. equivalence relation on a probability space (X,µ)
with the Jones-Schmidt property. Denote M = L(S) and A = L∞(X). Assume that An ⊂ A are
von Neumann subalgebras such that A = ⊗¯n∈NAn and M
′ ∩Aω ⊂ (⊗¯k≥nAk)
ω, for every n ∈ N.
Then for every ε > 0, we can find finite dimensional subalgebras A˜n ⊂ An, for n ∈ N, such that
M ′ ∩Aω ⊂ε (⊗¯n∈NA˜n)
ω.
Proof. Let (Y, ν) = (Y0, ν0)
N, where Y0 = {0, 1} and ν0 =
1
2 (δ0 + δ1), and consider the equivalence
relation T on (Y, ν) given by (yk)T (zk) if and only if yk = zk, for all but finitely many k ∈ N.
Since S has the Jones-Schmidt property, by applying Proposition 5.3 we can find a factor map
π : (X,µ)→ (Y, ν) such that (a) π([x]S) = [π(x)]T , for almost every x ∈ X, and (b) (A
ω)[S0] = Bω,
where we embed B = L∞(Y ) into A via the map f 7→ f ◦π and denote S0 = {(x1, x2) ∈ S | π(x1) =
π(x2)}.
Note first that since M ′ ∩Aω ⊂ (Aω)[S] ⊂ (Aω)[S0], condition (b) implies that
(6.1) M ′ ∩Aω ⊂ Bω.
Next, we identify B = ⊗¯k∈NL
∞(Y0, ν0)k and put Bn = ⊗¯k≥nL
∞(Y0, ν0)k, for n ∈ N. We claim that
(6.2)
∏
ω
Bn ⊂M
′ ∩Aω.
To see this, let f ∈
∏
ω Bn and α ∈ [S]. If we view f as an element of A
ω, then we can represent
it as f = (fn ◦ π), where fn ∈ Bn, for every n ∈ N, and sup ‖fn‖ <∞. By condition (a) above, we
can find a measurable map β : Y → Y such that π(α−1(x)) = β(π(x)) and β(y) ∈ [y]T , for almost
every x ∈ X and y ∈ Y . Fix n ∈ N, and denote Yn = {(yk) ∈ Y |β(y)k = yk, for all k ≥ n}. Then
we have that fn(β(y)) = fn(y), for all y ∈ Yn. Since uα(fn ◦ π)u
∗
α = fn ◦ π ◦ α
−1 = fn ◦ β ◦ π, we
get that
‖uα(fn ◦ π)u
∗
α − fn ◦ π‖2 = ‖fn ◦ β ◦ π − fn ◦ π‖2 = ‖fn ◦ β − fn‖2 ≤ 2
√
ν(Y \ Yn)‖fn‖.
Since lim
n→∞
ν(Yn) = 1, we conclude that lim
n→∞
‖uα(fn ◦ π)u
∗
α − fn ◦ π‖2 = 0, and hence uαfu
∗
α = f .
Since this holds for every f ∈
∏
ω Bn and α ∈ [S], claim (6.2) follows.
For n ∈ N, denote Cn = ⊗¯k≥nAk. We claim that
(6.3) B ≺sA Cn, for every n ∈ N.
To see this, let n ∈ N and p ∈ A be a non-zero projection. Put δ = τ(p)/2 > 0. SinceM ′∩Aω ⊂ Cωn ,
by combining (6.2) with Lemma 2.3, we deduce that Bm ⊂δ Cn, for some m ∈ N. Lemma 2.2 then
A CLASS OF II1 FACTORS WITH A UNIQUE MCDUFF DECOMPOSITION 21
implies the existence of a projection q ∈ A such that Bmq ≺
s
A Cn and τ(q) ≥ 1 − δ. Since
B = (⊗¯k<mL
∞(Y0, ν0)k)⊗¯Bm, it follows that Bq ≺
s
A Cn. Since τ(p) + τ(q) > 1, we have that
r = pq ∈ Ap is a non-zero projection such that Br ≺A Cn. This proves the claim made in (6.3).
Now, for n ∈ N, let {An,k}k∈N be an increasing sequence of finite dimensional subalgebras of An
such that ∪k∈NAn,k is weakly dense in An. Fix ε > 0 and n ∈ N. Since A is abelian, (6.3) implies
the existence of projections {pn,l}l∈N in A such that
∑
l∈N pn,l = 1 and (B)1pn,l ⊂ (Cn)1pn,l, for all
l ∈ N. We claim that we can find kn,1, kn,2, ..., kn,n−1 ∈ N such that
(6.4) B ⊂ε/2n An := (⊗¯1≤m≤n−1Am,kn,m)⊗¯Cn, for every n ∈ N.
To justify this claim, let N ∈ N such that ‖
∑
l>N pn,l‖2 < ε/2
n+1. Since A = (⊗¯1≤m≤n−1Am)⊗¯Cn,
we have that ∪k1,...,kn−1∈N
(
(⊗¯1≤m≤n−1Am,km)⊗¯Cn
)
is weakly dense in A. Thus, we can find
kn,1, kn,2, ..., kn,n−1 ∈ N such that ‖pn,l − EAn(pn,l)‖2 ≤ ε/(2
n+1N), for all 1 ≤ l ≤ N , where
An is defined as in (6.4). Let x ∈ (B)1. Then for every 1 ≤ l ≤ N , we can find yl ∈ (Cn)1 such
that xpn,l = ylpn,l. Since
∑N
l=1 ylEAn(pn,l) ∈ An, (6.4) is a consequence of the following estimate:
‖x−
N∑
l=1
ylEAn(pn,l)‖2 ≤ ‖x−
N∑
l=1
ylpn,l‖2 + ε/2
n+1 = ‖x−
N∑
l=1
xpn,l‖2 + ε/2
n+1 ≤ ε/2n.
Put A = ∩n∈NAn and let x ∈ (B)1. Then (6.4) gives that ‖x − EAk(x)‖2 ≤ ε/2
k, for all k ∈ N.
Since EA1 ◦EA2 ◦ ...◦EAn = E∩nk=1Ak , the last inequality implies that ‖x−E∩
n
k=1Ak
(x)‖2 ≤ ε, for all
n ∈ N. Since lim
n→∞
‖E∩nk=1An(x)− EA(x)‖2 = 0, we conclude that ‖x− EA(x)‖2 ≤ ε. As this holds
for all x ∈ (B)1, we deduce that B ⊂ε A. In combination with (6.1), it follows thatM
′∩Aω ⊂ε A
ω.
Finally, note that A = ⊗¯m∈NAm,km , where km = min{kn,m|n ≥ m + 1}, for every m ∈ N. This
implies the conclusion of the lemma. 
Proof of Theorem E. Assume by contradiction that S := R(Γ y X) has the Jones-Schmidt
property. Denote A = L∞(X) and M = A⋊ Γ. For n ∈ N, let An = L
∞(Xn) and Mn = An ⋊ Γn.
Then A = ⊗¯n∈NAn. For n ∈ N, let Cn = ⊗¯k≥nAk and Dn = ⊗¯k 6=nAk. We claim that
(6.5) M ′ ∩Aω ⊂ Cωn .
Indeed, if k ∈ N, then since the action Γk y (Xk, µk) is strongly ergodic we have thatM
′
k∩A
ω
k = C1.
This easily implies that M ′ ∩Aω ⊂M ′k ∩A
ω ⊂ Dωk (by using, e.g., [Ma17, Proposition 5.2]). Thus,
for every n ∈ N, we have that M ′ ∩Aω ⊂ ∩n−1k=1D
ω
k = C
ω
n and claim (6.5) follows.
We may thus apply Lemma 6.1 to deduce the existence of finite dimensional subalgebras A˜n ⊂ An,
for n ∈ N, such that M ′ ∩Aω ⊂1/2 A
ω, where A = ⊗¯n∈NA˜n. On the other hand, since A˜n is finite
dimensional and An is diffuse, we can find an ∈ U(An) such that EA˜n(an) = 0, for all n ∈ N. Let
un ∈ U(A) be given by un = ⊗k∈Nun,k, where un,n = an and un,k = 1, if k 6= n. Since EA˜n(an) = 0,
we get that EA(un) = 0. Hence, if we put u = (un)n ∈ U(A
ω), then EAω (u) = 0. Since we clearly
have that u ∈M ′ ∩Aω this contradicts the fact that M ′ ∩Aω ⊂1/2 A
ω. 
Proof of Theorem F. Assume by contradiction that S := R(Γ y X) has the Jones-Schmidt
property. Denote A = L∞(X) and M = A⋊ Γ. For n ∈ N, let An = L
∞(Xn). Then A = ⊗¯n∈NAn.
Let Fn,k ∈ (An)1, n, k ∈ N, be as in the hypothesis of Theorem F and put c := infn,k ‖Fn,k‖2 > 0.
For n ∈ N, let Cn = ⊗¯k≥nAk and Dn = ⊗¯k 6=nAk. We claim that
(6.6) M ′ ∩Aω ⊂ Cωn .
To see this, let n ∈ N. Denote by πn the Koopman representation of Γ on L
2(Xn) ⊖ C1. Then
πn ⊗ π¯n is a subrepresentation of the Koopman representation of Γ on L
2(Xn ×Xn) ⊖ C1. Since
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the latter representation is assumed to have spectral gap, we deduce that πn⊗ π¯n has spectral gap.
By applying [Po06a, Lemmas 3.2 and 3.5], we get that M ′ ∩Aω ⊂ Dωn . Thus, for every n ∈ N, we
have that M ′ ∩Aω ⊂ ∩n−1k=1D
ω
k = C
ω
n and claim (6.6) follows.
We may thus apply Lemma 6.1 to deduce the existence of finite dimensional subalgebras A˜n ⊂ An,
for n ∈ N, such that M ′ ∩ Aω ⊂c/3 A
ω, where A = ⊗¯n∈NA˜n. We claim that there is n ∈ N such
that
(6.7) ‖Fn,k − EA˜n(Fn,k)‖2 ≤ c/2, for every k ∈ N.
If this were false, then for every n ∈ N we can find kn ∈ N such that ‖Fn,kn − EA˜n(Fn,kn)‖2 > c/2.
But then F = (Fn,kn)n ∈ (A
ω)1 satisfies ‖F −EAω(F )‖2 ≥ c/2. On the other hand, the hypothesis
implies that F ∈M ′ ∩Aω, which contradicts the fact that M ′ ∩Aω ⊂c/3 A
ω and thus proves (6.7).
Finally, since Fn,k → 0 weakly in L
2(Xn) and A˜n is finite dimensional, we get that ‖EA˜n(Fn,k)‖2 →
0, as k →∞. Since c > 0, this contradicts (6.7) and finishes the proof. 
We end this section by justifying the claim made in Example 1.6.
Remark 6.2. Recall that π˜t = ⊕i∈Nπt : Γ→ O(H˜t), where πt is the orthogonal GNS representation
of Γ = Fm associated to the positive definite function ϕt(g) = e
−t|g|, for t > 0. Let Γ y (Xt, µt)
be the Gaussian representation associated to π˜t. Our goal is to show that the diagonal action
Γy (X,µ) :=
∏
n∈N(Xtn , µtn) satisfies the hypothesis of Theorem F, for any sequence tn → 0.
First, we claim that the diagonal action Γ y Xt ×Xt has spectral gap, for every t > 0. To this
end, assume that m <∞. Since the Koopman representation of Γ on L2(Xt)⊖C1 is isomorphic to
a subrepresentation of a multiple of
⊕
k∈N π
⊗k
t , the same is true for the Koopman representation
of Γ on L2(Xt × Xt) ⊖ C1. Since m < ∞, we have that ϕ
N
t ∈ ℓ
1(Γ), for some N ≥ 1, hence,
π⊗Nt is contained in the left regular representation of Γ. Since Γ is non-amenable, this implies
that
⊕
k∈N π
⊗k
t has spectral gap. In combination with the above it follows that the diagonal action
Γy Xt ×Xt has spectral gap. If m = +∞, then the same conclusion can be reached by replacing
Γ with a finitely generated non-abelian subgroup in the above argument.
Secondly, let t ∈ N. Note that we can find pairwise orthogonal vectors {ξt,k}k∈N in H˜t such that
〈π˜t(g)ξt,k, ξt,k〉 = ϕt(g), for all g ∈ Γ and k ∈ N. Recall that there is a map u : H˜t → U(L
∞(Xt))
such that u(π˜t(g)ξ) = u(ξ)◦g
−1, u(ξ+η) = u(ξ)u(η), u(ξ) = u(−ξ), and
∫
Xt
u(ξ) = exp (−‖ξ‖22/2),
for all g ∈ Γ and ξ, η ∈ H˜t. For k ∈ N, define
Ft,k := u(ξt,k)−
∫
Xt
u(ξt,k) ∈ L
∞(Xt).
Then we have ‖Ft,k‖∞ ≤ 2, ‖Ft,k‖2 =
√
1− exp (−1), and ‖Ft,k◦g−Ft,k‖2 =
√
2− 2 exp (−1 + ϕt(g)),
for all k ∈ N and g ∈ Γ. Moreover,
∫
Xt
Ft,kFt,k′ = 0, for all k 6= k
′, hence Ft,k → 0 weakly in L
2(Xt).
It is now clear that Fn,k := Ftn,k/2 ∈ L
∞(Xtn) satisfy the hypothesis of Theorem F.
7. Equivalence relations with a unique stable decomposition
We start off with the following easy lemma, which we will use in the proof of Theorem G below.
Lemma 7.1. Suppose M , N are II1 factors, and A ⊂M , B ⊂ N are Cartan subalgebras. Then
R(A ⊂M)×R(B ⊂ N) ∼= R(A⊗¯B ⊂M⊗¯N).
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Proof. We identify A with L∞(X) and B with L∞(Y ) for probability spaces (X,µ) and (Y, ν), and
we write R := R(A ⊂ M) and S := R(B ⊂ N). Following [FM77] we can find 2-cocycles v ∈
H2(R,T) and w ∈ H2(S,T) such that
(A ⊂M) ∼= (L∞(X) ⊂ Lv(R)), and (B ⊂ N) ∼= (L
∞(Y ) ⊂ Lw(S)).
It follows that
(A⊗¯B ⊂M⊗¯N) ∼= (L∞(X)⊗¯L∞(Y ) ⊂ Lv(R)⊗¯Lw(S)) ∼= (L
∞(X × Y ) ⊂ Lv×w(R× S)),
where v × w ∈ H2(R× S,T) is the cocycle defined by
(v × w)((x1, y1), (x2, y2), (x3, y3)) = v(x1, x2, x3)w(y1, y2, y3).
Hence R(A⊗¯B ⊂M⊗¯N) ∼= R× S, as desired. 
Proof of Theorem G. Let R1,R2 be countable ergodic p.m.p. equivalence relations on proba-
bility spaces (X1, µ1), (X2, µ2). Let T1,T2 be hyperfinite ergodic p.m.p. equivalence relations on
probability spaces (Y1, ν1), (Y2, ν2). We assume that R1 is strongly ergodic and that R := R1×T1 ∼=
R2×T2. We identify X1×Y1 = X2×Y2, and denoteM = L(R), A = L
∞(X1×Y1) = L
∞(X2×Y2),
A1 = L
∞(X1), A2 = L
∞(X2), B1 = L
∞(Y1), and B2 = L
∞(Y2). Lifting the isomorphism between
R1 × T1 and R2 × T2 to the corresponding von Neumann algebras, we get an identification
[A1⊗¯B1 ⊂ L(R1)⊗¯L(T1)] = [A2⊗¯B2 ⊂ L(R2)⊗¯L(T2)].
Since T2 is a hyperfinite ergodic p.m.p. equivalence relation on (Y2, ν2), we can identify (Y2, ν2) =
(Y0, ν0)
N, where Y0 = {0, 1} and ν0 =
1
2(δ0 + δ1), in such a way that (yk)T2(zk) if and only if
yk = zk for all but finitely many k ∈ N. We can then identify B2 = ⊗¯k∈NL
∞(Y0, ν0)k, and
we put B2,n = ⊗¯k≥nL
∞(Y0, ν0)k, for n ∈ N. As in the proof of Lemma 6.1, we observe that∏
ω B2,n ⊂ M
′ ∩ Aω. Moreover, by strong ergodicity of R1, we also know that M
′ ∩ Aω ⊂ Bω1 .
Putting these inclusions together, we deduce from Lemma 2.3 that B2,n ⊂εn B1 where εn → 0.
Since ε-containment does not change when passing to a common superalgebra, and B2,n, B1 ⊂ A,
choosing k such that εk < 1 and applying Lemma 2.2 we get that
B2,k ≺A B1.
Hence we can find nonzero projections p2 ∈ B2,k, p1 ∈ B1, a
∗-homomorphism ψ : B2,kp2 → B1p1,
and a nonzero partial isometry v ∈ p1Ap2 such that ψ(x)v = vx for all x ∈ B2,kp2. Observing that
A is abelian and multiplying with v∗ on both sides, we find a nonzero projection p′ ∈ A such that
B2,kp
′ ⊂ B1p
′.
Now, B2,k ⊂ B2 is the subalgebra of complex-valued functions on Y2 = Y
N
0 that do not depend on
the first k − 1 coordinates. Denoting for a fixed b ∈
∏k−1
i=1 Y0 by eb := 1{b}×
∏
i≥k Y0
the indicator
function of {b} ×
∏
i≥k Y0, we thus see that for any such b we have
B2eb = B2,keb.
As
∑
b∈
∏k−1
i=1 Y0
eb = 1Y2 , we can find b such that p := ebp
′ 6= 0. From the above discussion it follows
that
B2p ⊂ B1p.
Taking relative commutants, this implies that
(7.1) p(L(R1)⊗¯B1)p ⊂ p(L(R2)⊗¯B2)p.
Since p ∈ A, we can write p = 1Z for some measurable subset Z ⊂ X1 × Y1 of positive measure.
Writing Zy = {x ∈ X1 | (x, y) ∈ Z} ⊂ X1 and passing to a subprojection if necessary, we can
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assume that for every y ∈ Y1 either µ1(Zy) = c > 0 or µ1(Zy) = 0. Choosing a subset C1 ⊂ X1
with µ1(C1) = c, we consider
S := {(y, ϕ) ∈ Y1 × [R1] | ϕ(Zy) = C1}.
Denoting by π1 the projection onto the first component, it follows from the ergodicity of R1 that
π1(S) = {y ∈ Y1 | µ1(Zy) 6= 0}. Hence by putting ψy = idX1 when µ1(Zy) = 0, it follows
from [Ta01, Theorem A.16] that we can find a measurable map ψ : Y1 → [R1] such that ψy(Zy) = C1
whenever µ1(Zy) 6= 0. Identifying L(R1)⊗¯B1 = L
∞(Y1, L(R1)) and putting
u = uψ : Y1 → L(R1) : y 7→ uψy ,
we see that u ∈ L(R1)⊗¯B1, uAu
∗ = A, and moreover there are projections q ∈ A1, q˜ ∈ B1 such
that upu∗ = q ⊗ q˜. Conjugating (7.1) by u, we thus get
(7.2) qL(R1)q ⊗¯B1q˜ ⊂ (q ⊗ q˜)u(L(R2)⊗¯B2)u
∗(q ⊗ q˜).
Writing P = Ad(u)(L(R2)), Q = Ad(u)(L(T2)), A3 = Ad(u)(A2), and B3 = Ad(u)(B2), we get
M = P ⊗¯Q and, since u normalizes A,
(7.3) A1⊗¯B1 = A2⊗¯B2 = A3⊗¯B3.
Taking relative commutants in (7.2), we get B3(q ⊗ q˜) ⊂ q ⊗ B1q˜. In particular we can find a von
Neumann subalgebra B4 ⊂ B1 such that B3(q ⊗ q˜) = q ⊗ B4q˜. Taking relative commutants again
from both points of view, we get
qL(R1)q ⊗¯[(B4q˜)
′ ∩ q˜L(T1)q˜] = (q ⊗ q˜)(P ⊗¯B3)(q ⊗ q˜).
In particular, since P is a factor, we see that the center of the above algebra equals B3(q ⊗ q˜) =
q ⊗ B4q˜. Identifying both with L
∞(Y ) for some probability space (Y, ν) and disintegrating in the
above equality we get ∫ ⊕
Y
qL(R1)q ⊗¯Ny dν(y) =
∫ ⊕
Y
q¯yP q¯y dν(y),
where we decomposed N := (B4q˜)
′ ∩ q˜L(T1)q˜ =
∫ ⊕
Y Ny dν(y), and q ⊗ q˜ =
∫ ⊕
Y q¯y dν(y) ∈ P ⊗¯B3.
It follows from [Ta01, Theorem IV.8.23] that the above identification splits, i.e., for almost every
y ∈ Y we necessarily have
qL(R1)q ⊗¯Ny = q¯yP q¯y.
Moreover, we see that B4q˜ ⊂ B1q˜ ⊂ (B4q˜)
′ ∩ q˜L(T1)q˜, so we can decompose B1q˜ =
∫ ⊕
Y B1,y dν(y) ⊂∫ ⊕
Y Ny dν(y) = N , where B1,y ⊂ Ny is a unital inclusion for all y. Now B1 ⊂ L(T1), and hence also
B1q˜ ⊂ q˜L(T1)q˜, is a Cartan subalgebra. Since B1q˜ ⊂ N ⊂ q˜L(T1)q˜, it follows from [Dy63] that also
B1q˜ ⊂ N is a Cartan subalgebra. From [Sp17, Lemma 2.2] we then deduce that B1,y ⊂ Ny is a
Cartan subalgebra for almost every y. Furthermore, it follows from (7.3) that∫ ⊕
Y
A1q ⊗¯B1,y dν(y) =
∫ ⊕
Y
A3q¯y dν(y).
This identification again splits by [Ta01, Theorem IV.8.23], i.e. for almost every y ∈ Y we have
A1q ⊗¯B1,y = A3q¯y.
From the above discussion it now follows that we have the following identification of inclusions of
Cartan subalgebras, for almost every y ∈ Y :
(A1q ⊗¯B1,y ⊂ qL(R1)q ⊗¯Ny) = (A3q¯y ⊂ q¯yP q¯y).
Writing Ty = R(B1,y ⊂ Ny), r = τ(q), s = τ(q¯y), we thus get that for almost every y:
Rs2
∼= R(As2 ⊂ L(R2)
s) ∼= R(As3 ⊂ P
s) ∼= R(Ar1⊗¯B1,y ⊂ L(R1)
r⊗¯Ny) ∼= R
r
1 × Ty,
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where the last isomorphism follows from Lemma 7.1. Being a subalgebra of L(T1) ∼= R, N is
amenable, and so Ny is an amenable tracial factor for almost every y. Choosing y such that the
above hold, [Co75] then implies that Ny is either isomorphic to Mn(C) for some n ∈ N, or to R. In
the first case, Ty is finite and we can find t > 0 such that R2 ∼= R
t
1. In the second case, Ty arises as
the equivalence relation of a Cartan inclusion B ⊂ R, and as such is a hyperfinite ergodic p.m.p.
equivalence relation by [CFW81]. Hence in this case we have R2 ∼= R1×T where T is a hyperfinite
ergodic p.m.p. equivalence relation. This finishes the proof of the theorem. 
8. New characterisations of property Gamma and strong ergodicity
Proof of Theorem H. (1)⇒ (2) The proof of this implication builds on an argument due to Popa
(see the proof of [Oz03, Proposition 7]) Assume thatM has property Gamma and let {xk}k≥1 ⊂M
be a ‖.‖2-dense sequence. We construct inductively a sequence {Bn}n≥1 of commuting ∗-subalgebras
of M and a projection pn ∈ Bn such that Bn ∼= M2(C), τ(pn) =
1
2 , and ‖xkpn − pnxk‖2 ≤
1
2n , for
every n ≥ 1 and 1 ≤ k ≤ n. Indeed, suppose that B1, ..., Bn and p1, ..., pn are constructed. Define
Cn = B1 ⊗ ...⊗Bn ∼=M2n(C). Since Cn is finite dimensional and M has property Gamma, we can
find a projection pn+1 ∈ C
′
n ∩M such that τ(pn+1) =
1
2 , and ‖xkpn+1 − pn+1xk‖2 ≤
1
2n , for every
1 ≤ k ≤ n+1. Since C ′n ∩M is a II1 factor, we can also find a partial isometry vn+1 ∈ C
′
n ∩M such
that v∗n+1vn+1 = pn+1 and vn+1v
∗
n+1 = 1 − pn+1. It is now clear that the algebra Bn+1 generated
by pn+1 and vn+1 has the desired property.
For N ≥ 1, let DN = CpN ⊕ C(1 − pN ) be the algebra generated by pN . Denote R = ⊗¯i≥1Bi,
A = ⊗¯i≥1Di, and An = ⊗¯i≥nDi, for n ≥ 1. Then R is a hyperfinite II1 factor and A is a
Cartan subalgebra. Fix n ≥ k ≥ 1, and define An,N = ⊗¯N≥i≥nDi, for N ≥ n. Then for every
N ≥ n we have ‖ED′N∩M (xk)−xk‖2 ≤
1
2N−1
. Since EA′n,N+1∩M = EA
′
n,N∩M
◦ED′N+1∩M , we get that
‖EA′n,N+1∩M (xk)− EA′n,N∩M (xk)‖2 ≤
1
2N
, for every N ≥ n. Since ‖EA′n,n∩M (xk)− xk‖2 ≤
1
2n−1 , by
combining these inequalities we get ‖EA′n,N∩M (xk) − xk‖2 ≤
1
2n−1 + .... +
1
2N−1
< 12n−2 , for every
N ≥ n. Since lim
N→∞
EA′n,N∩M (xk) = EA
′
n∩M (xk), we conclude that
(8.1) ‖EA′n∩M (xk)− xk‖2 ≤
1
2n−2
, for every n ≥ k ≥ 1.
Next, we claim that if N is a tracial von Neumann algebra and C ⊂ N is a ∗-subalgebra isomorphic
toMℓ(C), for some ℓ ≥ 1, thenN is generated by C and C
′∩N . To see this, let p ∈ C be a projection
of trace 1ℓ and w1, ..., wℓ ∈ C be partial isometries such that w1 = p, wiw
∗
i = p, for all 1 ≤ i ≤ ℓ, and∑ℓ
i=1w
∗
iwi = 1. If x ∈ pNp, then
∑ℓ
i=1 w
∗
i xwi ∈ C
′∩N , hence x = p(
∑ℓ
i=1w
∗
i xwi)p ∈ C∨(C
′∩N).
If x ∈ N , then x =
∑ℓ
i,j=1w
∗
i (wixw
∗
j )wj and since wixw
∗
j ∈ pNp, for all 1 ≤ i, j ≤ ℓ, we get that
x ∈ C ∨ (C ′ ∩N), which proves our claim.
Finally, since Cn−1 = B1⊗...⊗Bn−1 ∼=M2n−1(C) is a ∗-subalgebra of A
′
n∩M , the claim implies that
A′n∩M = Cn−1∨(C
′
n−1∩(A
′
n∩M)), for every n ≥ 1. Since Cn−1 ⊂ R and C
′
n−1∩(A
′
n∩M) ⊂ A
′∩M ,
we derive that A′n ∩M ⊂ R ∨ (A
′ ∩M), for every n ≥ 1. In combination with (8.1), it follows that
xk ∈ R ∨ (A
′ ∩M), for every k ≥ 1, and hence that M = R ∨ (A′ ∩M).
(2) ⇒ (3) Assume that R ⊂ M is a hyperfinite subfactor and A ⊂ R is a Cartan subalgebra such
that M = R∨ (A′∩M). By Lemma 2.7 we have that R(A ⊂M) = R(A ⊂ R) and thus R(A ⊂M)
is hyperfinite and ergodic.
(3) ⇒ (1) Assume that A ⊂M is a regular von Neumann subalgebra such that R := R(A ⊂M) is
ergodic and hyperfinite. Since R is hyperfinite, we can find a sequence (an)n≥1 ⊂ U(A) such that
τ(an) = 0, for every n, and ‖an ◦ α − an‖2 → 0, for every α ∈ [R]. If u ∈ NM(A), let αu ∈ [R]
such that uau∗ = a ◦ αu, for every a ∈ A. Thus, ‖uanu
∗ − an‖2 → 0, for every u ∈ NM(A). Since
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A ⊂ M is regular, we deduce that (an)n ∈ U(M
′ ∩Mω). Since τω((an)n) = 0, it follows that M
has property Gamma. 
Proof of Theorem I. (1) ⇒ (2) Assume that S is strongly ergodic. Let ϕ : X → Aut(T ) be a
measurable map satisfying ϕ(x1)
−1ϕ(x2) ∈ [T ], for almost every (x1, x2) ∈ S. For y ∈ Y , define
the map ϕy : X → Y given by ϕy(x) = ϕ(x)(y). Then (ϕy(x1), ϕy(x2)) ∈ T , for almost every
(x1, x2) ∈ S. Since S is strongly ergodic and T is hyperfinite, by [HK05, Theorem A.2.2], we get
that ϕy(x) is contained in a single T -class, for almost every x ∈ X. In other words, for all y ∈ Y ,
we have that (ϕ(x1)(y), ϕ(x2)(y)) ∈ T , for almost every (x1, x2) ∈ X. By Fubini’s theorem, we can
therefore find x2 ∈ X such that (ϕ(x1)(y), ϕ(x2)(y)) ∈ T , for almost every (x1, y) ∈ X ×Y . Hence,
ϕ(x1)
−1ϕ(x2) ∈ [T ], for almost every x1 ∈ X, which proves (2).
(2) ⇒ (1) Assume that S satisfies (2), and suppose by contradiction that S is not strongly ergodic.
Let Y0 = {0, 1} together with the probability measure ν0 =
1
2(δ0+δ1), and define (Y, ν) = (Y0, ν0)
N.
Consider the countable ergodic p.m.p. equivalence relation T on (Y, ν) given by (yn)T (zn) if and
only if yn = zn, for all but finitely many n ∈ N. Since S is not strongly ergodic, [JS85, Theorem
2.1] provides a factor map π : (X,µ)→ (Y, ν) such that π([x]S) = [π(x)]T , for almost every x ∈ X.
Let ρ0 = idY0 and ρ1 : Y0 → Y0 be given by ρ1(0) = 1 and ρ1(1) = 0. We define ρ : Y → Aut(T ) by
letting ρ(y)(t) = (ρyn(tn)), for all y = (yn) ∈ Y and t = (tn) ∈ Y . Then ρ satisfies
(8.2) ρ(y)−1ρ(z) ∈ [T ] ⇐⇒ (y, z) ∈ T , for all y, z ∈ Y .
Define ϕ : X → Aut(T ) by letting ϕ(x) = ρ(π(x)). Then for almost every (x1, x2) ∈ S, we have
that (π(x1), π(x2)) ∈ T , thus ϕ(x1)
−1ϕ(x2) = ρ(π(x1))
−1ρ(π(x2)) ∈ [T ]. On the other hand,
(µ× µ)({(x1, x2) ∈ X ×X | ϕ(x1)
−1ϕ(x2) ∈ [T ]})
= (µ× µ)({(x1, x2) ∈ X ×X | (π(x1), π(x2)) ∈ T })
= (ν × ν)(T ) = 0.
This implies that there does not exist α ∈ Aut(T ) such that ϕ(x)α ∈ [T ], for almost every x ∈ X,
which contradicts the fact that S satisfies condition (2).
(1) ⇒ (3) Assume that S is strongly ergodic. Then (L∞(X)ω)[S] = C1, and (3) follows by applying
Theorem 4.1 to the trivial factor map.
(3) ⇒ (1) Assume that S satisfies (3), and suppose by contradiction that S is not strongly ergodic.
Let (Y, ν) = (Y0, ν0)
N and T be defined as in the proof of (2) ⇒ (1). Since S is not strongly
ergodic, [JS85, Theorem 2.1] provides a factor map π : (X,µ)→ (Y, ν) such that π([x]S) = [π(x)]T ,
for almost every x ∈ X.
Let R = ⊗¯n∈NM2(C) be the hyperfinite II1 factor. Let u ∈M2(C) be a unitary with τ(u) = 0. Let
ρ0 = idM2(C) and ρ1 = Ad(u) ∈ Aut(M2(C)). We define ρ : Y → Aut(R) by letting
ρ(y) = ⊗n∈N ρyn for all y = (yn) ∈ Y .
If y, z ∈ Y and (y, z) ∈ T , then we clearly have that ρ(y)−1ρ(z) ∈ Inn(R). Conversely, assume that
ρ(y)−1ρ(z) ∈ Inn(R), for some y, z ∈ Y . If (y, z) /∈ T , then we can find a subsequence (kn) on N
such that ynk 6= znk , for all k ≥ 1. Since u /∈ C1 we can find v ∈M2(C) such that ρ1(v) = uvu
∗ 6= v.
For k ≥ 1, let vk = ⊗n∈Nvn,k ∈ R, where vn,k = v, if n = nk, and vn,k = 1, if n 6= nk. Then
‖ρ(y)−1ρ(z)(vk)− vk‖2 = ‖ρynk ρ
−1
znk
(v) − v‖2 = ‖uvu
∗ − v‖2 > 0, for all k ≥ 1.
Since (vk)k ∈ R
′ ∩ Rω this contradicts the fact that ρ(y)−1ρ(z) ∈ Inn(R). Altogether, we have
shown that ρ satisfies ρ(y)−1ρ(z) ∈ Inn(R) ⇐⇒ (y, z) ∈ T , for all y, z ∈ Y .
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Finally, define θ : X → Aut(R) by letting θ(x) = ρ(π(x)). By repeating the argument from the end
of the proof of (2) ⇒ (1) one derives a contradiction with the fact that S satisfies condition (3). 
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