Traditional systems dominated by performance constraints tend to neglect other qualities such a maintainability and configurability. Object-Orientation allows one to encapsulate the technology differences in communication sub-systems and to provide a uniform view of data transport layer to the systems engineer. We applied this paradigm to the design and implementation of intelligent data servers in the Compact Muon Solenoid (CMS) data acquisition system at CERN to easily exploiting the physical communication resources of the available equipment. CMS is a high-energy physics experiment under study that incorporates a highly distributed data acquisition system. This paper outlines the architecture of one part, the so called Readout Unit, and shows how we can exploit the object advantage for systems with specific data rate requirements. A C++ streams communication layer with zero copying functionality has been established for UDP, TCP, DLPI and specific Myrinet and VME bus communication on the VxWorks real-time operating system. This software provides performance close to the hardware channel and hides communication details from the application programmers.
I. INTRODUCTION
High Energy Physics experiments produce large amounts of data that have to be read, processed, and stored persistently for later analysis [1] . A split of responsibilities into readout and processing can help to concentrate on the critical issues of the two parts in on-line processing. As the requirements on the detector readout are demanding in the area of data transfer and buffering capacities, several technologies have to be evaluated before concrete design and implementation phases for the experiment can take place. Such a prototype driven process is supported by the prevalence of combinable hardware building blocks: processor boards, network interface cards, memory devices and standard bus systems. There exist a number of different physical data transfer and processing components in the prototypes for the Compact Muon Solenoid (CMS) experiment readout system under study. Although efficient, low level access of these components from within specialised application programs would increase coupling at the expense of flexibility. We address this problem by applying a Component Based Software Engineering approach [2] , [3] , [4] , [5] . For each hardware component, a corresponding software image exists. Differences in accessing the hardware are smoothed by software glue. The object-oriented approach allows abstracting out the complexity of the functions and data involved in the operations and relieves us from having complicated parameterisation schemes. Thus, a uniform view of the data transport layer can be presented to the application programmer [2] , [6] .
II. MOTIVATION
From prior experiments in high-energy physics we have learned that such installations are characterised by a long lifetime. During this time the system will be subject to incremental upgrades, that is changes or replacement of hardware components, in order to fulfil evolving requirements. Experiments that are currently under design for next generation colliders like the Large Hadron Collider, require extensive prototype and design phases in which the set-up with the best cost/performance ratio has to be identified [7] . In this context, when composing a concrete system we are faced with strong requirements for flexibility and re-use. Because of their nature, read-out systems are characterised by data movement. Input and output operations from and to devices are the main function of such systems. With regard to the diverging interfaces of the hardware components involved, special software is needed to logically connect them [8] , [9] . The goal is to provide a software framework that isolates the developer from software layers that interact heavily with the physical environment, and maintain and meets the need of the program specification.
III. THE READOUT UNIT IN CMS
Figure1: The CMS data acquisition system structure The average data volume generated by the CMS detector is expected to be of the order of 1 MByte with a maximum event rate of 100 kHz. However, the final output of the experiment should not exceed 100 events/sec [7] . The approach to data acquisition systems that is being investigated in CMS to handle this stream of information is to make a physical distinction between the acquisition and the processing parts, see Figure 1 . The system can be described with a generic client/server model, which is made up of two distinguishable entities, the Filter Unit (FU) and the Readout Unit (RU). The FU is the client and requests services from the RU that is the server. In particular, the RU receives event data fragments from detector dependent units on dedicated links; it buffers them locally and provides them on demand to the FU over the available interconnection network. The flow of event data will be controlled by an event manager system. Internally the RU is split into its functional responsibilities. A readout unit input (RUI) for handling data coming from the detector, a readout unit output (RUO) for serving requests from processing units and a readout unit supervisor (RUS) for control, monitoring and configuration. There exists also a special readout unit memory (RUM) device [10] for buffering the data from the detectors (see Figure 2) . The RUI and the RUO represent two tasks that operate independently of each other. The clear intent of this is that performance can be gained, as the application parts do not need to reside on the same physical component of the readout unit. In the ideal case, Input and Output control can be performed on two separate processing units and data transfer through independent communication buses. 
IV. SOFTWARE COMPONENTS

A. The Approach
With object-oriented programming languages becoming ubiquitous, we are able to address the above-mentioned requirements. By encapsulating differences in accessing communication channels into specialised software components, we are able to satisfy two demands at the same time: (i) high performance by optimised access to particular devices and (ii) a complete abstraction of communication by having a well defined interface for different kinds of data transport layers. In general, software components comprise closely collaborating objects and present functionality through a clean interface to the outside world [11] , [12] . Using this approach we can connect components through which data streams flow. On top of it, richer paradigms can be placed. Figure 3 shows a layered view of the RU software. The top layer contains the application components in which the actual functions of the Readout-Unit are implemented. It is based on an I/O streams package. The latter one de-couples the application from the system specific functions and provides a high-level interface to data communication devices. The significant advantage is that, we can accomplish the major goal of having a completely uniform interface between the calling program and the underlying hardware. In our problem space, there are a number of logical activities that occur at the same time. For example, the RUI continuously reads data from the detector front-end and may use asynchronous hardware interrupts to request services. In addition, the RUO services requests from the filter units and control several independent devices such the readout unit memory and the interface to the switch. As outlined above, what we desire is the ability to represent these parallel activities and model the RUI and the RUO as two independent software tasks. Consequently, RUI and RUO are active components and exchange information through a third element, the RUM, as Figure 4 illustrates [10] . The RUI and the RUO are composite objects. They can be seen as an aggregate of input/output streams [13] , [14] used for control and data transfer. Figure 5 , the RUO is essentially made of two basic components. The first component receives requests through an input stream from the filter units and translates them into specific control actions. The second component consists of an input stream used for accessing the RUM and an output stream used to distribute event fragments to the requesting filter unit. The dashed lines express the thread of execution of the requested action from the filter unit. The I/O streams for this composite object can be prepared at configuration time to operate on the available hardware or software support. For example, the control stream can be configured on Ethernet, while the RUM stream can be configured to access a CPU board memory pool. The FU output stream can be configured for a Myrinet [15] switch interface. Similarly, the RUI consists of an input stream for receiving readout requests (triggers), an output stream to the RUM and an input stream to access VME memory.
B. Readout Unit Components
C. VME -RU Memory Transfer Coding Example
This example depicts how data can be transferred from VME to a dual-ported memory board and vice versa by using I/O streams components. First the input and output streams have to be configured. This can be done in a generic way, so that the same kind of stream can be used for different communication devices. The example reflects the task performed by the RUI. In order to make use of the DMA engine of the VME board, this component has to drive the data transfer action. A manipulator (setl) can be used to determine how much data has to be transferred. Streams can be tied together directly Similarly, if data should be pushed into the dual port memory using a copy operation, the streams are used as follows:
oStream << setl(length) << iStream;
D. Dual Port Memory to Network Coding Example
If data is moved from the RUM to a network card, as applied in the RUO shown in Figure 5, In the given case, the network card component will drive the data transfer. As such network cards are equipped with a DMA engine, the component makes use of it. Although we would like to follow the requirement to design symmetric components [6] using the stream operator in both directions does not always provide us with the best performance. If we can use a DMA engine that performs the data copying, we offer the application programmer only one possibility. E.g. in the example above, the instruction istream >> setl(length) >> ostream;
is not implemented, because istream is not armed with a DMA engine. This restricts the number of possible use cases, but eases the implementation of highly efficient programs. The implementation of the I/O streams aim at achieving good performance. Therefore they rely on zero-copy buffers wherever possible [16] , [17] , [18] . In general, driver interfaces are characterised by copy semantics, where input and output operations transfer data between the kernel and user-defined buffers. Although simple, this behaviour limits the ability of the operating system to efficiently perform data transfer. Instead of copying data between kernel and user space, the system will pass addresses of pre-allocated buffers, as shown in Figure 6 so that zero-copy transfer can be offered. So far I/O streams were seen as black boxes. This permitted us to concentrate on the way they can be connected for data exchange. Let us briefly mention how they are configured. There is one major structural element which is common to all streams and which is relevant to the effectiveness of the I/O stream paradigm. Interprocess communication components are used to configure the streams for different hardware and software interfaces. Such an element can be seen as an adapter for a given hardware and is prepared at configuration time. An adapter is assigned to each stream at instantiation time. This is shown in the examples as configuration. Streams benefit from adapters in order to perform their tasks, see nested components in Figure 6 . The main characteristics that must be provided by the software system once it is applied in a real data acquisition environment are reliable operation and deterministic performance. For these reasons we chose the VxWorks RTOS [19] . The hardware used to perform the development was a Motorola PPC MV2034 VME-based controller [20] . Standard 100 Mbps Ethernet was used for control purposes and Myrinet [15] , [21] served for data transfer between readout and processing units. The RUM has been implemented using a custom board to allow storing and retrieving memory fragments in a file system like manner.
E. Zero Copy Streams
V. SYSTEM EVALUATION
A. Performance of Zero Copy Streams
A comparison between UDP transfer based on the ordinary socket interface and using an optimised protocol stack with zero copy buffers has been performed [22] . Although no modifications in the structure of the application program had to be performed, performance could be increased significantly. From Figure 7 we see, that the effect becomes more visible with increasing buffer sizes. The traditional component has to copy data several times in order to present the application programmer with byte-stream semantics. Figure 8 : Latency measurements for DMA 32bits VME to PCI transfers using three different software tools Figure 8 shows the latency slopes measured for DMA transfers from VME to PCI. We evaluated three different software approaches. The highest performance is obtained with raw system access. This line serves as a reference to exhibit the overhead induced by additional software layers. In this particular case the overhead measured for the I/O streams implementation compared to the system level is about 1 sec.
B. Overhead of the Software Components
Some better performance can be seen with a higher level operating system call that hides to some extent the differences in the hardware, but does not provide the flexibility offered by the stream abstraction. As the differences of the slopes are constant for all block sizes, the behaviour of the streams software is deterministic.
VI. RELATED WORK
For real-time systems only few people investigated configurable software components. Research in object oriented RT operating systems has been done by the Chorus group [23] , [24] , resulting in a commercial product distributed by Sun Microsystems.
We are also investigating another approach like the ADAPTIVE Communication Environment (ACE) [25] , [26] . This object oriented programming toolkit provides an abstraction layer on which components for network programming are based. It is used along with a real-time CORBA implementation in avionics environments [27] .
The goal of all these efforts is to obtain a treasure of reusable components, so that systems do not have to be built from scratch each time the platform is changed or new application functionality is introduced. This is common practice in desktop computing and should also become the everyday working manner for real-time and embedded systems. Although the related work shows that research groups go this direction, problems such as efficiency and predictability are not yet entirely solved.
VII. CONCLUSIONS
We have presented how object oriented techniques can be applied to provide a flexible and efficient software architectures for data acquisition systems. This design pattern is extremely well suited for tackling problems related to subsystem connection in highly diverse environments and providing an infrastructure for rapid prototype development.
We have also shown some of the advantages over traditional systems programming approaches, such as increased configurability by having well encapsulated behaviour of the hardware and good performance by offering highly optimised components for each kind of communication hardware. In addition, the approach provides easier software development due to the homogeneous view of the underlying hardware. We experienced this when applying the proposed approach in an 8 by 8 demonstrator DAQ system [28] .
The work will evolve to cover various other technologies such as PCI and IOP enabled architectures. Components that follow the presented scheme will be available for these technologies such that we can reuse our applications without modifications. Success in performing this task would further prepare the ground for component-based software engineering in high-performance data acquisition systems.
