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ABSTRACT In the era of data science and big data analytics, people analytics help organizations and their
human resources (HR) managers to reduce attrition by changing the way of attracting and retaining talent.
In this context, employee attrition presents a critical problem and a big risk for organizations as it affects
not only their productivity but also their planning continuity. In this context, the salient contributions of
this research are as follows. Firstly, we propose a people analytics approach to predict employee attrition
that shifts from a big data to a deep data context by focusing on data quality instead of its quantity. In fact,
this deep data-driven approach is based on a mixed method to construct a relevant employee attrition model
in order to identify key employee features influencing his/her attrition. In this method, we started thinking
‘big’ by collecting most of the common features from the literature (an exploratory research) then we tried
thinking ‘deep’ by filtering and selecting the most important features using survey and feature selection
algorithms (a quantitative method). Secondly, this attrition prediction approach is based on machine, deep
and ensemble learning models and is experimented on a large-sized and a medium-sized simulated human
resources datasets and then a real small-sized dataset from a total of 450 responses. Our approach achieves
higher accuracy (0.96, 0.98 and 0.99 respectively) for the three datasets when compared previous solutions.
Finally, while rewards and payments are generally considered as the most important keys to retention, our
findings indicate that ‘business travel’, which is less common in the literature, is the leading motivator for
employees and must be considered within HR policies to retention.
INDEX TERMS Deep people analytics, employee attrition, retention, prediction, interpretation, policies
recommendation.
I. INTRODUCTION
Employee attrition or voluntary turnover presents a key issue
for organizations as it affects not only their productivity and
work sustainability but also their long term growth strate-
gies [1]. On this path, employee retention is a major challenge
for recruiters and employers alike, since employee attrition
means not only the loss of skills, experiences and personnel
but also the loss of business opportunities [2]. In the era of Big
Data, people analytics help organizations and their human
resources (HR) managers to reduce attrition by changing the
way of attracting and retaining talent [3]. In this context,
HR analytics is considered as a ‘must have’ capability for
the HR management and profession and ‘‘a tool for creating
The associate editor coordinating the review of this manuscript and
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value from people and a pathway to broadening the strate-
gic influence of the HR function’’ [4]. So, it represents the
quantification and the systematic identification of the people
drivers of the business outcomes with the purpose of mak-
ing better decisions. There are interchangeable terms used
for HR analytics that are talent analytics, people analytics,
and workforce analytics [5]. Thanks to people analytics, HR
managers gain the ability to understand their departments
and their employees, by providing more accessible and inter-
pretable data about employee attributes, performance and
behaviours [6]. Thus, HR analytics plays a significant role
in every aspect of the HR function in organizations including
recruiting, training and development, retention, engagement
and compensation. In the context of HR Analytics, employee
attrition analysis has caught more and more attention in the
business world. In fact, how to use analytic methods to predict
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whether employees will leave or not can help the organization
improve the HR management and save the cost on it [4].
Therefore for the HR managers, it is crucial to have a
better idea of what kind of employees will tend to leave
and what kind of features will influence them to leave [6].
Most commonly, organizations desire to make sure the right
employees are in the right place at the right time and identify-
ing employees’ intention to leave by means of analytics [7].
Descriptive analytics are used to summarize or turn data
into relevant information so investigate what has occurred.
In other words, descriptive analytics have some meaningful
impact by explaining what has already happened however,
they are not much helpful in predicting what will hap-
pen or may happen in the future. On the contrary, predictive
analytics have been proposed and used to forecast what will
happen in the future. In the field of HR, predictive analytics
lead to achievement of organizational benefits and help surely
in better decision-making in the organization without any
biasness, especially with the most prosperous trend of the big
data era and data science basing on machine and deep learn-
ing techniques [8]. In fact, data is considered as one of the
mandatory ingredients that a people analytics team requires
to be effective [9]. Otherwise, HR is set to fail in handling Big
Data challenges since Big Data focuses on capturing every
piece of available information and collecting every suitable
and unsuitable data. But, in HR analytics context, the issue
must move from the size of the data to its smartness and
making better use of data to create and capture value, being a
necessary prerequisite to the more advanced forms of big data
analysis [4]. Additionally, [10] highlighted the limits of the
application of Big Data within a contextual HR case study,
whilst also noting the need to shift the focus from a quan-
titative to a qualitative analysis of HR data. In this context,
the concept of deep data was born to deal with collecting only
relevant and specific information and excluding information
that might be unusable or otherwise redundant [11].
Thus, in this paper, we mainly focus on two dimensions: a
functional dimension and a data dimension. From a functional
dimension, we aim to test, compare and select the best accu-
rate predictive model that can early detect employee attrition.
We also aim to interpret the positive attrition to find reasons
behind it and so to support HR managers to build retention
plan. From a data dimension, the key property of the proposed
approach, we aim to shift from big data to deep data to address
data issues that organizations may face when implementing
HR analytics.
Big data is a label commonly used to identify large vol-
umes of (structured or unstructured) data that can gener-
ally be defined with the help of the 3Vs volume, velocity,
and variety. Volume refers to the quantity of data that are
produced by various sources such as sensors, social media,
business transactions, etc. Velocity represents the speed at
which data are produced, and variety refers to the different
formats of data. Over the last decade, the exploitation of big
data has become very popular among organizations and these
ones tend to adopt new data-driven strategic decision-making
models and especially big data analytics across different HR
functions [12]. One of the main challenges of using analytics
in HR is the deficiency of empirical data. In fact, lack of
enough empirical data can be in terms of both the number
of candidates or samples, as well as the number of features
and this fails to adequately train a reliable model based on
such a small dataset. Hence, organizations that plan to use
HR analytics first have to face the data availability challenge
and they must be able to produce very large volumes of
data [13]. Consequently, organizations need large-scale stor-
age solutions that tend to be cloud-based and which require
high costs. Moreover, small organizations may not have high-
quality HR data and may lack the analytical capabilities to
adapt techniques designed for big data to areas where the
volume of data is quite small (big data). In this context,
the main challenge is the quality of data where organizations
must know exactly the data, they need to support their HR
analytics functions as HR managers may not have need to
all the data they collect. From this point of view, the volume
of data is not very important, as what matters in this context
is the value of data. Importantly, the identification of deep
data, a high-quality data that focus on specific predict trends,
is a major barrier to the use of HR analytics for some orga-
nizations. So, the main objective of our approach is to shift
from big data to deep data perspective and to section down
the massive amount of data by excluding useless or duplicate
information.
Thereby, in this paper, we aim to propose a deep data-
driven predictive approach that can early detect and predict
employee intention to leave. Comparing with the related
works, this approach focuses on small information-rich HR
data within big data. In fact, recent related works such
as [14]–[25] and [26] are commonly focusing on find-
ing the best predictive models with high performances to
predict employee attrition using generally benchmarks and
simulated open data such as HR IBM1 and HR Kaggle2
datasets. But, in this paper, we argue that apart from mod-
els performances, the HR data must be well constructed
and filtered to give relevant and rapid prediction without
biases.
Thanks to this deep-data driven approach, which is based
on small data providing the greatest business value at a
lower cost than vast volumes of big data with regards to the
real impactful factors on employee attrition. Thus, the main
goals of this research are to: 1) create an effective employee
attrition model that contains the necessary and sufficient
factors for early detection of attrition intent by deploying a
mixed method based on exploratory as well as quantitative
analyses, 2) build decision models to predict attrition using
Machine, Ensemble and Deep Learning techniques (ML,
EL and DL),3) make interpretations to explain and identify
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recommendations to fight this possible attrition and to take
necessary HR management policies.
The outline of this paper is as follows: In the second
section, we will present an overview of related works. The
research methodology conducted in this research to collect
data for our study and to design our final employee attri-
tion model will be presented in the third section. In the
ford section, we will present our approach and the various
intelligent and predictive models proposed in order to predict
employee attrition as soon as possible. The fifth section will
show the experimental results as well as the findings of this
research i.e. interpretation of the results to understand what
makes an employee quit. Finally, we conclude and present an
outlook on future works.
II. RELATED WORKS
Literature reports several employee attrition and voluntary
turnover predictive models. In this study, we particularly
consider recent works that are based on machine and deep
learning models applied to the simulated HR datasets of IBM
and Kaggle e.g. [14]– [25] and [26]. This choice is motivated
by the existence of experiments results of predictive models’
accuracy for these open datasets sowe can compare themwith
our proposed models.
IBM HR simulated dataset is a medium sized-dataset
provided by IBM and it contains 1470 samples with
34 input features (Age, Business Travel, Daily Rate,
Department, Distance From Home, Education, Education
Field, Employee Count, Employee Number, Environment
Satisfaction, Gender, Hourly Rate, Job Involvement, Job
Level, Job Role, Job Satisfaction, Marital Status, Monthly
Income, Monthly Rate, Num Companies Worked, Over18,
Over Time, Percent Salary Hike, Performance Rating, Rela-
tionship Satisfaction, Standard Hours, Stock Option Level,
Total Working Years, Training Times Last Year, Work Life
Balance, Years At Company, Years In Current Role, Years
Since Last Promotion, Years With Current Manager) and
its target variable is attrition that is represented as ’’No’’
(employee did not left) or ’’Yes’’ (employee left).
Kaggle HR dataset is a large sized-dataset supplied by
Kaggle that contains 15000 samples where its target variable
is ’’left’’ and its 9 features are satisfaction level; last eval-
uation; number project; average monthly hours; time spend
company; Work accident; promotion last 5 years; sales and
Salary.
In Table 1 authors present an overview of recent solutions
to predict employee turnover. For each solution, used datasets
and proposed models are presented such as Support vector
Machine (SVM), Decision Tree (DT), Logistic Regression
(LR), Random Forest (RF), XGBoost (XGB) and K Nearest
Neighbors (KNN).
While these solutions proposed accurate predictive models
to predict employee attrition, they suffer from two major crit-
ics: 1) there are no deep studies of employee features selected
and used to predict the attrition that justifies the choice of
TABLE 1. Recent related works.
the features. 2) They generally focus only on the employee
attrition prediction however for a HR manager it is important
to not only predict as soon as possible an employee’s intention
to leave but also to interpret and explain why the employee
has this intention to leave.
III. A MIXED METHOD FOR EMPLOYEE
ATTRITION MODELING
As employee attrition or voluntary turnover is a non-
avoidable phenomenon, modelling it is a key issue for the
process of attrition prediction. In addition, as we aim to
adopt a deep data-driven approach, a research methodology
that allows us to match theoretical models and experiments
must be adopted. That’s why we propose to conduct a mixed
research method based on the combination of an exploratory
research and a quantitative method where the aim is to under-
stand and explain employee attrition phenomena. These two
combined methods are used sequentially (e.g., findings from
one method inform the other). Thus, such a combined method
can leverage the strengths and weaknesses of exploratory
and quantitative methods and offer greater insights on a
phenomenon that each of these methods individually cannot
offer.
In fact, in order to gain a deeper understanding of the
phenomenon of high attrition and identifying the factors
behind it, an exploratory study based on reviewing avail-
able literature is firstly established in detail using studies,
papers and open datasets provided by HR experts and
researchers. Secondly, these collected features are compared
with causal factors for attrition identified through a question-
naire and feature selection techniques (a quantitative research
method).
The architecture of the conducted research methodology
in this study is depicted in Fig. 1. We will explain in the
following sections the different steps of the proposed mixed
method.
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FIGURE 1. Our mixed method for employee attrition modelling.
A. FEATURES COLLECTION: EXPLORATORY STUDY
The first step in this study was to identify and collect
employee features that are suitable for our analysis. This
step is carried out using an exploratory research of fac-
tors responsible for employee turnover that relies on sec-
ondary researches by reviewing available literature. Thus,
the exploratory research method, conducted in the first step,
helped us identifying and collecting adequate and impactful
features for our problematic that are most commonly used
in different related works and researches in the available
literature. In fact, through this exploratory study, based on
reviewing of many researches, experiments in HR manage-
ment and open simulated HR datasets (the fictional data
set created by IBM data scientists, and the simulated HR
dataset supported by Kaggle) referenced in Table 1, we
found that the strongest consensual predictors for employee
voluntary turnover are Age, Education, Gender, Job involve-
ment (implication of employee in decision making), Job
satisfaction (Career satisfaction), Marital status, Job perfor-
mance (skills adequacy), Tenure, Promotability (promotions
in work), Business Travel, Grade, Rewards (Pay, organiza-
tion based-rewards, Motivation factors, Salary), Relationship
Satisfaction (Hostile organization culture), Environment
Satisfaction (favourable or unfavourable working condi-
tions), Training (Training time number, Uncongenial Work
environment), Work life/balance. In table 2, we summarize
thesemost cited 16 features that are commonly and frequently
used in the available literature.
B. FEATURE SELECTION: QUANTITATIVE METHOD
Following the exploratory study conducted to collect most
common factors used in the literature that influence employee
attrition, a survey research method is adopted to gather nec-
essary data for the study. Then, some feature selection tech-
niques are also adopted to better filter the chosen features and
to end up with a final employee attrition model.
1) DATA COLLECTION: SURVEY
In order to collect employee real data and to tap the
factors responsible for attrition in our study, an online
TABLE 2. Features collected after the exploratory study.
questionnaire is prepared and used as a data gathering
instrument from respondents (presented in the appendix and
accessible through this link). Features collected through the
exploratory method have been divided into three parts. Part 1
comprises demographic variables including: Gender, Age,
Education, Marital status and Tenure. Part 2 is about their
overall level of satisfaction, motivation, involvement and life
interest (Job satisfaction, Job involvement, Job performance,
Promotability, Environment satisfaction, Rewards, Relation-
ship satisfaction, Business travel, Grade, Training, Work life/
balance). Finally, part 3 aims to know the most impactful fac-
tors according to respondents and to collect their suggestions
(if they are other features that can cause a turnover and so can
be integrated into our study). From the designed survey we
received450 responses. Respondents were university people
from different countries (Tunisia, Norway, France, United
States, China, Italy, Pakistan, India, England and Germany).
The questionnaire is anonymous. 44,5% of respondents are
female and 55,5% are male. Age of the respondents varies
from 27 to 62. Out of the total participants, 47,3% want to
leave their jobs and 52,7% don’t have the intention to quit.
2) FEATURE SELECTION METHODS
To improve our first proposition of the employee attrition
model, a feature selection procedure will be now followed
to better filter features using collected real data from our
survey. Feature selection method is the automatic selection of
attributes in the data that are most relevant to the predictive
modelling problem we are working on. They aim to create
an accurate predictive model by choosing relevant features
that will contribute to improve the accuracy and removing
irrelevant and redundant attributes. In this study, we will
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TABLE 3. Vote for keeping/eliminating collected features.
jointly benefit from two popular feature selection methods
namely, Recursive Feature Elimination (a wrapper method)
and SelectKBest (a filter method).
Recursive Feature Elimination (RFE) is a feature selec-
tion method that fits a model using an external estimator that
assigns weights to the features (e.g., the coefficients of a
linear model) removes the weakest feature(s). Features are
ranked by the model’s coefficients or features importance
attributes and by recursively eliminating a small number of
features per loop RFE attempts to eliminate dependencies and
collinearity that may exist in the model. When a predictive
model or algorithm assigns the value False to an attribute
meaning that the attribute has to be eliminated from the data
columns and when the model assigns the value True to an
attribute, which should be retained. In this step, we used
5 famous and accurate classifiers (XGB, RF, DT, LR and
SVM). As employee attrition prediction is considered here as
a classification problem, these classifiers have been chosen
because they are the best representatives of the different clas-
sification approaches and at the same time they often be have
well when dealing with statistical data [27]. Table 3 shows
the results of RFE method applied by the 5 classifiers or pre-
dictive models. Then, from these results, a majority vote
was made to select candidate features of the RFE algorithm,
so the selected ones to be eliminated by RFE (that have
False values more than True values) are: Gender, Age, Grade,
Education, Tenure, Promotability, Relationship satisfaction,
and Work/life balance.
SelectKBest is a feature selection algorithm that scores the
features of a dataset using a score function and then removes
all but the k-highest scored features. It then simply retains
the first k features of training set with the highest scores. It is
FIGURE 2. Combination matrix of SelectKBest and RFE results.
helpful to mention here that we used GridSearch technique
to identify the value of k. In fact, we used cross-validation to
divide data into three sets (10% for the validation set which
is used by GridSearch to find the best hyperparameter k,
70% for the training data and 20% for the test set). The
best k recommended by GridSearch here is 8 features for
both IBM and Kaggle HR analytics datasets. After applying
SelectKBest method to the collected data, the 5 algorithms
select the 8 same features which are: Age, Grade, Tenure,
Job performance, Job satisfaction, Rewards, Environment
satisfaction and Job involvement.
Fig. 2 presents a combination matrix of the results of
the two feature selection techniques. Then, we propose
to retain features that are selected by SelectKBest even
though they are eliminated by RFE. Additionally, features
that are not selected by SelectKBest and not eliminated
by RFE are equally retained. Finally, features that are
not selected by SelectKBest and eliminated by RFE are
then removed. So, we ended up eliminating the following
attributes: Gender, Education, Promotability, Relationship
satisfaction and Work/life balance.
In conclusion, according to the combination of the two
feature selection techniques (RFE and SelectKBest) and the
collected data, the 11 main attritionary features necessary
for the employee attrition prediction are: Age, Marital status,
Tenure, Grade, Rewards, Job involvement, Training, Business
Travel, Job satisfaction, Job performance, and Environment
satisfaction.
IV. THE PROPOSED ATTRITION PREDICTION APPROACH
The second part of the study deals with proposing a solution
for employee attrition prediction. To do so, we will start this
section by an overview of the related works with regards
to attrition prediction solutions based on predictive models.
Then, we will focus on our proposed predictive approach and
its steps details.
With the help of our previous research studies and col-
lected data from the employees’ survey, we found the main
impactful features on employee attrition which will help us
effectively predicting this attrition. The collected and selected
data will be considered as an input to our predictive approach
that is based on three steps. Fig. 3 presents the architecture of
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FIGURE 3. Architecture of the proposed approach.
our proposed approach. The first step is data pre-processing.
The second one deals with attrition prediction based on
machine, ensemble and deep learning models. And, the third
one deals with interpretation to explain to HR managers the
why of this employee attrition.
A. DATA PREPROCESSING
To better train predictive models, data pre-processing is one
of the key steps. To do so, data provided by respondents is
transformed and encoded to make them proper for processing
and training using the library functions provided and imple-
mented in Python’s library scikit-learn [27]. For instance,
categorical features were One-Hot Encoded, by which each
of the distinct values in the categorical fields was converted
to numerical values, and then scaling technique is used to
put all the features on a similar scale by normalizing data
to ranges from −1 to 1 which avoids outliers to affect the
predictions.
B. ATTRITION PREDICTION MODELS
Employee attrition prediction is tackled as a supervised learn-
ing problem, and in particular, as a binary classification one.
In other words, we are interested in detecting and confirming
the existence or not of the employee’s intention to leave.
To do so, we have put to the test different supervised machine
and deep learning techniques, using also the implementations
provided in Python’s library scikit-learn [29]. In particu-
lar, we have adhered to the following classifiers: Decision
Tree, Logistic Regression and Support Vector Machine (as
machine learning models), Random Forest, XGBoost and
Vote Classifier (as ensemble learning models) and three
deep learning models (DNN, LSTM and CNN). A grid-
search algorithm was performed for each classifier over tun-
ing hyperparameters and the dataset was split 10:70:20 into
validation, training and test sets. Then, the different models
were trained using their best configuration on the training
dataset.
1) MACHINE LEARNING BASED PREDICTIVE MODELS
1. Decision Tree is built through a recursive partitioning
process where paths from root to leaf represent classification
rules [28]. Each internal node represents a ‘‘test’’ on an
attribute, each branch represents the partitioned outcome of
the test, and each leaf represents a class label in classification
case or a numerical value in regression case.
2. Support Vector Machine is a supervised learning algo-
rithm that is used for linear as well as nonlinear classification
problems. To achieve class separation, it uses a hyper-
plane or a set of hyper-planes in higher dimensional space.
The intuition in this statistical learning based algorithm is
that a good separation is achieved by the hyper-plane that has
the largest distance to the nearest training data points of any
class [29].
3. Logistic Regression is a simple statistical technique
and one of the basic linear models for classification that
uses the logistic function to model categorical or binary
dependent variables. It’s often used with regularization in the
form of penalties based on L1-norm or L2-norm to avoid
over-fitting [30].
2) DEEP LEARNING BASED PREDICTIVE MODELS
1. Deep Neural Networks (DNN), [31], are deep Artificial
Neural Networks (ANN) with multiple (at least two) hidden
layers where the ‘‘deep’’ refers to the number of hidden
layers through which the data is transformed from the input to
the output layers. In classical DNN, each layer is composed
of a set of neurons and an activation function and is fully
connected. A set of weights is affected to each neuron where
each weight is multiplied by one input into the neuron. They
are then summed to form the output from the neuron after it
has been fed through the activation function.
2. Long Short-Term Memory Networks (LSTM) are an
amelioration of recurrent neural networks (RNN) that are able
to model sequential and temporal data and to predict times
series [32]. More specifically, a cell state is added in LSTM
to store long-term states and to build more stable RNN for
time series prediction by detecting and memorizing the long-
term dependencies existing in the time series.
3. Convolutional Neural Networks (CNN) [33], contain
generally four types of layers in their structure: an input layer,
convolutional layers, pooling layers, and fully connected
layer (output). In the convolutional layer, which represents
the most important CNN part, the input will be convoluted
with different filters where each filter is considered as a
smaller matrix. Then, corresponding feature maps will be
generated after the convolution operation. The pooling opera-
tion consists in reducing the size, while preserving the impor-
tant features. The efficiency of the network is thus improved,
and over-fitting is avoided. So, the main role of convolutional
and pooling layers is generally to extract features, and the
main goal of fully connected layers is usually to output the
information from feature maps together, and then provide
them to latter layers.
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3) ENSEMBLE LEARNING BASED PREDICTIVE MODELS
The main goal of ensemble learning (EL) is to combine sev-
eral models in order to find a better solution that gives better
results [34]. So, EL is used here to combine the classifiers and
their predictions in order to improve robustness over a single
classifier. In this study, we will test three ensemble learning
models:
1. Random Forest is a popular tree-based ensemble learn-
ing technique and a bagging algorithmwhere successive trees
are constructed using a different bootstrap sample of the
dataset. By the end, a simple majority vote is taken for pre-
diction. Random forests are different from standard trees as
each node is split using the best among a subset of predictors
randomly chosen at that node which makes it robust against
over-fitting [35].
2. XGBoost is a gradient boosted tree algorithm that
involves fitting a set of weak learners and in which final
prediction is produced by the combination of predictions
from all of them through a weighted majority vote (or sum).
This boosting algorithm is based on the use of a regularized-
model formalization to control over-fitting, which makes it
highly robust and gives it better performance [36].
3. Voting Classifier is an ensemble learning model that
trains on an ensemble of classifiers and then predicts the
output class basing on a majority vote according to two
different strategies. The first one is the Hard Voting where
the predicted output class is the class which had the highest
probability of being predicted by each of the classifiers.
The second one is the Soft Voting where the output class
is the prediction based on the average of probability given
to that class. In our case, we use a Voting classifier that
combines our chosen ML models and that is based on the
majority vote strategy (Hard vote) to predict the output class.
Such a classifier can be useful for a set of equally well
performing model in order to balance out their individual
weaknesses.
4. Stacked ANN-based model where outputs of the three
chosen deep learners (DNN, LSTM and CNN) are collected
to create a new dataset encompassing also for each row the
real expected value that will be used to train a new DNN
learning model, called meta-learner.
It is helpful to recall here that we used GridSeach for 10%
of dataset as validation set to identify the best hyperparame-
ters for each model (such as decision criterion and max-depth
for DT, the hidden layers number and units or neurons number
in each layer for DNN, LSTM and CNN).
C. INTERPRETATION OF THE EMPLOYEE
ATTRITION PHENOMENON
Employee retention refers to organizations’ practices and
policies that are used to prevent valuable and skilled employ-
ees from leaving their jobs [37].
Thus, retention is totally opposite of attrition, it means
the ability of organizations to keep their employees, in par-
ticular, productive ones, and stop them from going to work
somewhere else. In fact, organizations retention policies and
all other internal policies governance play a significant role
in improving workplace productivity, engaging employees
emotionally and, hence controlling attrition. How to retain
productive employees and their valued skills is one of the
biggest problem that plague organizations, so we aim in this
study not only to help HR managers in early detection of
employee intention to leave but also to enable them to be
aware of the facts leading to employees’ attrition, thus they
can take few measures and effective management strategies
to retain their employees. Indeed, it is equally very important
for HR managers to not only have an accurate, but also an
interpretable and an explicative predictive model that indicate
which features triggering employee attrition and what makes
an employee quit.
Thus, in this step of our approach, we will show how we
can use our proposed models for attrition interpretation as
well as attrition prediction using features importance. It is a
statistical method that allows us to evaluate and quantify the
participation of each feature in the prediction of the classifi-
cation task. So, we will use it here to identify attritionary fea-
tures and to understand these features’ influence on employee
attrition. Generally, features importance provides a score for
each attribute that indicates either how much an attribute
contributes to the improvement of the performance, or how
much does the model depends on each of its features in the
prediction.
So, our aim here is to search for real reasons behind
the phenomenon of attrition, so interpretation has to focus
only on attritional employees and those who have intention
to leave, i.e. only taking into account samples where the
value of Attrition = 1 (and we ignore samples where the
value of Attrition = 0). Then, we consider ‘‘Job satisfac-
tion’’ feature as our new target because employee job sat-
isfaction is a key ingredient of employee retention. In fact,
evidence suggests that employee attrition is triggered by job
dissatisfaction and many researchers have shown that the
employee satisfaction with job is significantly correlated to
the intention to leave [38]. We then proceed to the following
steps:
1. Remove rows that present employees who did not
leave their jobs or don’t have intention to leave (with
Attrition = 0).
2. Delete the ‘‘Attrition’’ column and consider ‘‘Job satis-
faction’’ as the new target.
3. Convert values of job satisfaction column 1, 2 and 3,
4 into respectively 0 and 1 as satisfied and not satisfied.
4. Apply features importance using the Random Forest
(RF) classifier to identify the most impactful features
on employee job satisfaction (we choose RF because
it is the most performing predictor whereas ensemble
method cannot be used here as its inputs are classifiers
and not data).
Results of applying features importance on our RF classifier
are depicted in Fig. 4.
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FIGURE 4. Features importance of the random forest model.
V. EXPERIMENTATION RESULTS
After conducting an exploratory and deep data analysis
and then identifying all models settings (parameters and
hyper-parameters), we are now ready to proceed onto build-
ing our models and to assess their performance. Indeed,
we will present in this section the experimental results of
machine, ensemble and deep learning predictive models.
To best assess the performance of these prediction models
in a variety of scenarios, the large-sized Kaggle HR simu-
lated dataset (15000 samples), the medium-sized IBM HR
simulated dataset (1470 samples) and our small-sized HR real
dataset (450 samples) are used. Finally, the salient contribu-
tion of these models will be presented towards the end of
this experimentation to enable the HR manager not only to
predict attrition but also to understand why and so to identify
keys to retention. Evaluation criteria for these models and
the comparison of their results are explained in following
sections.
A. RESULTS OF PREDICTIVE MODELS FOR TWO
SIMULATED HR DATASETS
In this section, the two simulated human resources datasets
are used to assess the performance of our predictive models.
The first one is the large sized-dataset supplied byKaggle that
contains 15000 samples where its target variable is ’’left’’ and
its 9 features are satisfaction level; last evaluation; number
project; average monthly hours; time spend company; Work
accident; promotion last 5 years; sales and Salary. The second
simulated human resources analytics dataset is a medium
sized-dataset provided by IBM and it contains 1470 samples
with 34 features and its target variable is attrition that is repre-
sented as ’’No’’ (employee did not left) or ’’Yes’’ (employee
left). In this second simulated dataset, we find our 11 selected
features as part of its 34 features, so we will check the
performance of our predictors using the entire dataset of IBM
with its 34 features. Then, we will assess their performance
using the same dataset but we will keep only the 11 selected
features of our employee attrition model (Marital status, Age,
Tenure, Grade, Rewards, Job involvement, Training, Business
Travel, Job satisfaction, Job performance, and Environment
satisfaction). Table 4 shows the results in terms of accuracy
(that is defined as the percentage of the correctly classified
data by the model and it represents the ratio of the predictions
TABLE 4. Performance evaluation of models using the two simulated
datasets.
TABLE 5. Performance evaluation of models using our real dataset.
total number that is correct) and F1-score using the two
simulated datasets.
B. RESULTS OF PREDICTIVE MODELS FOR
OUR REAL DATASET
In this section, we compare our classification predictors for
understanding which predictor is more benefiting to classify
churners and non-churners using our real dataset. Models
accuracies are measured before and after feature selection
algorithms which means that for the first time we use the
entire real dataset with its 16 features. Next, models are eval-
uated using only the 11 features selected after applying the
feature selection process by combining RFE and SelectKbest.
Results are shown in Table 5.
VI. FINDINGS AND DISCUSSION
In this section, we aim to discuss our experiment results and
to put the light on the novelties of this research.
Firstly, regarding the quantitative assessment of our predic-
tors’ performance, results depicted in Tables 4 and 5 show that
the ensemble learning model Voting Classifier VC performs
better than the other models for the simulated as well as
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TABLE 6. Comparison of accuracy models for IBM/Kaggle HR datasets
with existing works.
real data. In fact, VC outperforms all the other classifiers
in terms of accuracy especially when using our real dataset
compared to the simulated ones. With regards to the differ-
ent used machine learning classifiers, the use of ensemble
learning VC gives better results in terms of accuracy for both
simulated and real dataset regardless of the application of
feature selection. In particular, for our final dataset, ensemble
learning VC gives the best results with an accuracy of 0.99.
This can be explained by the fact that the ensemble learning
aims to combine (weak) learners in one method by taking
advantage of their complementarity to output best accurate
results. In addition, with regards to deep learning predictors,
our ensemble learning VC also outperforms them in both
simulated and real data. This result may be explained by the
quantity of the provided data. In fact, deep learning algo-
rithms require ‘‘relatively’’ large datasets to work well and
to give better results, and it also needs the infrastructure to
train them in reasonable time. Also, deep learning algorithms
require many more experiences and they are more beneficial
when we deal with complex problems and real big data with
a greater number of features.
Moreover, in order to compare accuracy of our proposed
models with regards to recent works that reused the sim-
ulated HR datasets, we show in Table 6 different results.
We note here that for IBM HR simulated dataset, our
ensemble learning VC gives the best results with an accu-
racy of 0.93. For Kaggle HR simulated dataset, ensemble
learning VC equally gives the best results with an accuracy
of 0.98.
Apart from proposed predictive models and their combi-
nation to get more accurate employee attrition predictions,
the salient contributions in this paper basically deal with two
points. The first one concerns the proposals of a deep data-
driven predictive approach. In fact, our approach focuses on
the use of relevant data and the selection of impactful features
instead of using all the collected data. It is helpful mentioning
here that feature selection gives an effective way to reduce the
complexity of classification problems by removing irrelevant
and redundant data, which can reduce computation time,
improve learning accuracy, and facilitate a better understand-
ing for the learning model. According to the results, those
substantiations were experimentally proved here as shown in
tables 4 and 5. In fact, an improvement of accuracy measures
for most of the classifiers is marked when feature selection is
used. We also note an improvement of the F1-score after fea-
tures selection. This confirms the effectiveness of our chosen
employee attrition model in this study and the good results
frommultiple classifiers after feature selection justify that the
selected features are effectively contribute to voluntary attri-
tion. Even for the human resources IBM simulated dataset,
predictors’ performance has been improved by reducing the
number of existing features and keeping only our 11 selected
features, and in particular, ensemble method VC accuracy
has been slightly increased from 0.93 before feature selection
to 0.96 after feature selection. Moreover, ensemble learning
VC applied to our final dataset after feature selection gives
the best results with an accuracy of 0.99. This also confirms
that the choice of SelectKBest and RFE as the two feature
selection algorithms is a good one to improve and validate our
employee attrition model. So, this deep study also comple-
ments previous findings reported in the literature regarding
the impactful features on employee attrition and confirms
only the need of the 11 selected features.
The second salient contribution in this paper concerns the
interpretation and the explanation of the attrition phenomena
and so the recommendations for effective retention. Accord-
ing to [37], retention policies fall into three levels of HRman-
agement: High, medium and low levels. Each level considers
a different perspective and requires a different kind of strate-
gies that can help to combat the problem of attrition arising
at that level. In the lower managerial level, understanding and
money are keys to retention, whereas, for the medium man-
agerial level managers’ appreciation, training and business
travel programs act as major keys. Finally, for the high-level
management, retention policies include freedom of decision
making and creation of a trustworthy environment. Thus, gen-
erally, organizations should create an environment that fosters
work appreciation and a friendly collaborative atmosphere
that makes an employee feel involved and connected to the
organization. Especially for our real case study, results of
feature importance applied to our RF classifier and plotted
in figure 5 show that, for the 450 respondents, the high-
est importance is assigned firstly to the ’’Business Travel’’
feature and secondly to ‘Rewards’. Meaning that Business
travel presents the most motivational attribute and the key to
employee retention with regards to the studied dataset. Thus,
HR manager should adopt a retention strategy in the medium
managerial level and try to organize some business travels for
the employees. While rewards, pay and effort–reward imbal-
ance are generally considered as the most impactful variables
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on employee attrition as in [2] and [16], findings here indi-
cate, however, that one of the leading features identified is
less common in the literature: business travel. In fact and as
reported in the literature (e.g., [39]), business travel, whether
domestic or international, undoubtedly brings benefits for
employees and is shown to have a significant effect up and
beyond technology transfer through innovation and inspira-
tion from other environments. Indeed, it has been suggested
that the experience of visiting clients, other companies, cities
and countries broaden employees’ understanding of different
cultures and make them more open-minded.
At this stage, we assume that there might be some validity
threats of our research findings, and we have self-assessed
them here in order to denote the trustworthiness of our results,
to what extent they are true and not biased by our subjec-
tive point of view. In addition, these potential threats are
addressed according to the classification proposed in [40].
Regarding the construct validity, we assume that the provided
measures could be biased regarding the researchers’ expected
results. However, we have used in this research, to validate
and evaluate the performance of the adopted classifiers, accu-
racy which is considered as a standard metric often used for
measuring performance by reducing biases. They are also
robust, particularly for balanced data, which is almost our
case here as for our real dataset 47,3% of respondents want
to leave their jobs and 52,7% don’t have the intention to
quit. Regarding the external validity, there might be some
issues regarding generalization of our predictive approach
as collected data through the employee survey were small
data (450 samples) which might indicate a low relevance of
the obtained results. To overcome this issue, this approach
and its learnt models are assessed on the large-sized Kaggle
HR simulated dataset (15000 samples) and the medium-sized
IBMHR simulated dataset (1470 samples) whichwill provide
more consistent feedback about the relevance of our results.
Finally, regarding reliability, there might be a potential threat
that concerns the dependency of data and analysis on the
specific researchers. However, we are doing an effort towards
trying tominimize this threat by collecting data from different
countries with different cultures.
VII. CONCLUSION AND FUTURE WORKS
The main goal of this research is to help HR managers
to detect as soon as possible an employee’s intention to
leave using predictive analytics methods and so to fight
this attrition. The contributions can be summarized into
three points: i) The proposal of a new employee attrition
model that contains only 11 features necessary and suffi-
cient to detect intention to leave and to predict positive
attrition using a mixed research methodology. ii) The pro-
posal of machine, deep and ensemble learning predictive
models and their experimentation in a variety of different set-
tings (large-sized simulated dataset, medium sized simulated
dataset and small-sized real dataset) to best assess their
performance. iii)The interpretation and the explication that
enables HRmanagers to understand what makes an employee
want to leave and to help them in adopting key policies to
retention.
In terms of study limitations, considering dynamic features
that deal with employees’ behaviour and their emotional
states will be promising to study their impact on employee
attrition. In this case, the predictive models training must be
on-line as data will be dynamic and new data can be added
whenever required. We acknowledge also that our question-
naire respondents have equally suggested other features to
be considered and that can cause voluntary turnover and so
can be integrated into our future study. In fact, they have
proposed to consider health issues, job security and the use of
new technologies in the company. Finally, in future research,
considering unbalanced data is a real challenge especially for
organizations and companies with high turnover rate because








5. Education: 1: ’Below College’ 2: ’College’ 3:
’Bachelor’, 4: ’Master’, 5: ’Doctor’, 6: Other
6. Specialty (Computer Science, Electronics, Mechanics,
Business, Medicine, Education, etc.):
7. Marital status: 1: Single, 2: Married, 3: Divorced
8. Organization tenure (number of years at your
organization):
9. Years since last promotion in the organization:
10. Rate the degree of your job satisfaction (motivational
work, spirit of challenge, contentment with career
progress, personal development): 1: Low, 2: Medium,
3: High, 4: Very high
11. Rate the degree of job performance (productivity, skills
adequacy) : 1: Low, 2: Medium, 3: High, 4: Very high
12. Rate the degree of environment satisfaction (simple
tasks, clear roles, no stressors): 1: Low, 2: Medium,
3: High, 4: Very high
13. Do you feel you are well rewarded for your dedica-
tion and commitment towards the work (rewards, Pay)?
Yes/No
14. How easy was it for you to get involved in your job
(participation in decision making, opinions): 1: Slightly
easy, 2:Moderately easy, 3: Very easy, 4: Extremely easy
15. Are you satisfied with your relationships at work (rela-
tionship with colleagues and manager)? ∗1: Slightly
satisfied, 2: Moderately satisfied, 3: Very satisfied, 4:
Extremely satisfied
16. Reward/Salary:
17. Trainings number offered by the organization:
18. How easy was it to balance your work life and personal
life while working? 1: Low, 2: Medium, 3: Easy, 4: Very
easy
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19. How often did you travel for business at that organiza-
tion? 1: Non-travel, 2: Travel rarely, 3 : Travel frequently
20. Intention to quit the organization Yes/No
21. Any other factors which you feel are responsible for
Employee Attrition?
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