Abstract. We extend the free monotone transport theorem of Guionnet and Shlyakhtenko to the case of infinite variables. As a first application, we provide a criterion for when mixed q-Gaussian algebras are isomorphic to L(F∞); namely, when the structure array Q of a mixed q-Gaussian algebra has uniformly small entries that decay sufficiently rapidly. Here a mixed q-Gaussian algebra with structure array Q = (q ij ) i,j∈N is the von Neumann algebra generated by X Q n = ln + l * n , n ∈ N and (ln) are the Fock space representations of the commutation relation l * i l j − q ij l j l * i = δ i=j , i, j ∈ N, −1 < q ij = q ji < 1.
Introduction
Classification is a central and difficult problem in the theory of operator algebras. In particular, the von Neumann algebras associated to free groups have been studied extensively ever since the early development of this field, while some major questions are still left open. It is well known that these von Neumann algebras, also known as the free group factors, are II 1 factors: they have trivial centers and finite traces. Due to the work of Voiculescu [VDN92] , it is known that the free group factors are isomorphic to the von Neumann algebras generated by free semicircular variables. After Connes' deep theorem [Con76] that the von Neumann algebras of countable amenable groups with infinite conjugacy classes are all isomorphic to the hyperfinite II 1 factor, it is somewhat expected that the free group factors are the next important isomorphism class of II 1 factors; see Voiculescu's paper [Voi06] .
On the other hand, motivated by quantum physics, Bożejko and Speicher introduced a family of C * -algebras and von Neumann algebras -the q-Gaussian algebras [BS91] and, more generally, the algebras associated to the Yang-Baxter equation [BS94] . These algebras can be regarded as natural deformations of the operator algebras generated from free semicircular variables which correspond to the case q = 0. We will call these deformed algebras the Bożejko-Speicher algebras. This family of algebras contains both tracial and non-tracial von Neumann algebras, but in this paper we consider only the tracial case. A large body of work studying these algebras has been done in the last two decades. For an incomplete list, we mention [BKS97, Krȯ00, Shl04, Nou04,Śni04, Kró05, Ric05, KN11, Avs11, JZ15]. All of these works show that the Bożejko-Speicher algebras have similar properties to the operator algebras generated by free semicircular variables. Consequently, a natural question to ask is the following: Question 1.1. Are the Bożejko-Speicher algebras (both C * -algebras and von Neumann algebras) actually isomorphic when they have the same number of generators?
In fact, operator algebraists have become interested in this problem ever since the Bożejko-Speicher algebras were introduced some 20 years ago. The situation when they have different numbers of generators in the case of von Neumann algebras is a generalized version of the famous free group factor isomorphism problem.
The first affirmative answer to Question 1.1 is due to the recent works of Dabrowski, Guionnet and Shlyakhtenko in the case of finitely many generators. More precisely, Guionnet and Shlyakhtenko developed a remarkable theory of free monotone transport for a finite number of variables in [GS14] , which can be regarded as the free analogue of Brenier's monotone transport theorem for Gaussian measures on R N [Bre91] . Together with Dabrowski's work [Dab14] on the existence of conjugate variables and potentials for q-Gaussian variables, they showed that the q-Gaussian von Neumann algebras with N generators are all isomorphic to that generated from N free semicircular variables, provided |q| is small enough. Thus they are isomorphic to the free group factor L(F N ) associated to the free group F N with N generators. Here the bound on |q| depends on N , and degenerates to q = 0 as N → ∞. The free monotone transport theory was extended to the type III setting and was applied to enlarge the isomorphism class of free Araki-Woods factors by the first named author in [Nel15] . Then, we applied the free monotone transport theory to the so-called mixed q-Gaussian algebras and enlarged the isomorphism class of the free group factors in [NZ15] . Similar results also hold in the C * -algebra setting. Note that all the later developments were based on the seminal paper [GS14] , and thus work only for a finite number of generators. This leads to the following question: Question 1.2. Are the methods of Guionnet and Shlyakhtenko [GS14] valid for an infinite number of variables?
This question has been frequently asked by experts since the paper [GS14] appeared. The difficulty is that the estimates obtained by Dabrowski [Dab14] for the upper bounds of |q| (that guarantee the conjugate variables occur as power series in the generators) tend to zero as N tends to infinity. This prevents one from obtaining new isomorphism results for L(F ∞ ), the von Neumann algebra of the countably generated free group F ∞ .
In this paper, we provide an affirmative answer to Question 1.2 and obtain a new isomorphism result in the context of mixed q-Gaussian algebras. Namely, we prove a free monotone transport theorem for infinite variables and use it to show that the mixed q-Gaussian von Neumann algebras of infinite generators are all isomorphic to L(F ∞ ), provided the structure array of the mixed q-Gaussian algebras has uniformly small entries that decay sufficiently rapidly. Together with the previous works [Dab14, GS14] , this provides a reasonably satisfactory answer to Question 1.1 in the regime of small perturbations of free semicircular systems, and gives more evidence towards Voiculescu's vision in [Voi06] .
Let Z = (Z n ) n∈N be a sequence of self-adjoint operators in a von Neumann algebra with a faithful normal state. We conduct our analysis on particular Banach * -subalgebras P(Z) (R) of C * (Z n : n ∈ N). Namely, P(Z) (R) is the completion of C Z n : n ∈ N with respect to a certain norm · R indexed by R > sup n Z n , and can be thought of as the set of convergent power series in the Z n , n ∈ N, with radii of convergence at least R. See Subsection 2.5.
Our main result (see Theorem 4.15) on free monotone transport can be stated as follows: Theorem 1.3. Let X = (X n ) n∈N be a free semicircular system. Let Z = (Z n ) n∈N be a sequence of self-adjoint operators generating a von Neumann algebra M with a faithful normal state ψ. Let R > max{5, sup n Z n }. There is a constant C(R) > 0 such that if ψ((Z + DW ) · P ) = ψ ⊗ ψ op • Tr(J P ) ∀P ∈ n∈N C Z n : n ∈ N for some power series W = W * ∈ P(Z) (R) with W R < C(R), then C * (Z n : n ∈ N) ∼ = C * (X n : n ∈ N) and M ∼ = L(F ∞ ).
In the above theorem, D is a noncommutative analogue of the gradient (see Subsection 2.3), and J is a noncommutative analogue of the Jacobian (see Subsection 3.4). The formula is a version of the free Gibbs state or Schwinger-Dyson equation introduced in [GS14] .
Let us recall some facts about mixed q-Gaussian algebras before stating our isomorphism result. Speicher [Spe93] considered the following commutation relation
for −1 ≤ q ij = q ji ≤ 1. Then Bożejko and Speicher [BS94] showed that (1) is satisfied by l n = l(e n ), the creation operators on a Fock space F Q (H) corresponding to an orthonormal basis (e n ) n∈N of a real separable Hilbert space H. They also studied other operator algebraic properties in the context of braid relations (a.k.a. the Yang-Baxter equation) which in particular include (1) as a special case. Henceforth we consider (l n ) as operators on F Q (H). Let Q = (q ij ) i,j∈N . We call X Q n = l n + l * n , n ∈ N the mixed q-Gaussian variables and call the von Neumann algebra generated by (X Q n ) n∈N the mixed q-Gaussian (von Neumann) algebra, which is denoted by Γ Q or Γ Q (H) if we want to specify H. We call Q = (q ij ) i,j∈N the structure array of the mixed q-Gaussian algebra Γ Q . The q-Gaussian algebra associated to H for fixed q ij ≡ q is denoted by Γ q (H). Let ℓ p = ℓ p (N) denote the classical real sequential Banach spaces with the norm
and (x n ) n∈N ∞ = sup n∈N |x n |. We define
Note that this is equal to Q :
Theorem 1.4. Let R > 5 and define
Here (X n : n ∈ N) is a free semicircular system.
Morally speaking, the conditions for Q in the above theorem require Q to be "small". For instance, q ij = q i+j−1 with |q| < 0.0002488 will satisfy the condition for R = 6.7. On the other hand, some sort of smallness condition seems to be inevitable for isomorphism results. Note that the structure array (q ij ≡ q) i,j∈N of Γ q (ℓ 2 ) is not even bounded as an operator on ℓ 2 unless q = 0. Comparing the isomorphism results in [GS14] and Theorem 1.4, it seems reasonable to expect that the smallness condition should take into account the number of generators in the framework of free monotone transport. In other words, assuming only sup i,j∈N |q ij | small may not be sufficient to obtain isomorphism results via free monotone transport.
Let us elaborate on the relationship between our work and previous ones [GS14, Dab14, NZ15] . The dimension of the underlying Hilbert space H for the Bożejko-Speicher algebras plays a non-trivial role in various problems. For instance, it seems easier to prove the factoriality of the Bożejko-Speicher von Neumann algebras when the dimension of H is infinite; see [BKS97, Krȯ00, Ric05] . However, one immediately faces two major difficulties when considering free monotone transport for infinite generators. First, some quantities used in the N -generator case are no longer valid in the infinite generator case. We have to employ some new ideas and techniques to circumvent these quantities and the related argument. For a simple example, in the finite generator case, it is natural to consider the quadratic potential
i which characterizes the free semicircular law as a free Gibbs state. This polynomial is a convergent power series with infinite radius of convergence. However, the series
has radius of convergence at most zero. We overcome this difficulty by considering directly the difference of two potentials which is required to be a convergent power series so that it lives in the Banach algebra P(X) (R) .
Second and more conceptually, when applying the free monotone transport theory to the q-Gaussian algebras, one has to construct the conjugate variables to the free difference quotients as considered in [Dab14] . This puts serious restrictions on the value of q. For instance, an immediate requirement on q is q 2 N < 1. Therefore, it seems impossible to apply the free monotone transport theory to the case N = ∞. Due to this fact, it might not be plausible to develop this theory for infinite generators in [GS14] . However, in the context of mixed q-Gaussian algebras, we have more flexibility to further deform the algebra so that the conjugate variables exist and are close to the mixed q-Gaussian variables. This also explains our motivation to extend the free monotone transport theorem to deal with infinite generators.
The paper is organized as follows. In Section 2, we provide some preliminary facts on mixed q-Gaussian algebras and free probability theory. We extend various techniques of [GS14] to the setting of infinite generators in Section 3, and use them to construct free monotone transport in Section 4. The isomorphism result for mixed q-Gaussian algebras is proved in Section 5.
Preliminaries
2.1. Mixed q-Gaussian algebras. We denote by B(H) the bounded operators on a Hilbert space H. Let {e n } n∈N denote the standard basis of ℓ 2 : e n denotes the unit vector supported on {n}. We will always use an underline to denote a multi-index j = (j 1 , ...,
We refer the readers to [BS94, LP99, JZ15] for the following facts on mixed q-Gaussian algebras. Let Q = {q ij } i,j∈N ⊂ [−1, 1] satisfy q ij = q ji for all pairs i, j ∈ N. We define an inner product
⊗d and denote the completion by F Q . Here Ω is the vacuum state and a(σ, j) is a product of (q kl ) whose exact value is not used in this paper; see [LP99, JZ15, NZ15] for the precise value. Then if l(e n ) denotes the left creation operator
then its adjoint is given by the left annihilation operator
whereê i k means that e i k is omitted in the tensor product. If we write l n = l(e n ) and l * n = l(e n ) * , then these l n , n ∈ N, satisfy the commutation relation (1). We will also need the right creation operator r(e n ) defined by
It follows from [BS94] that
l(e n ) = r(e n ) =
* . Then X Q n , n ∈ N are the mixed q-Gaussian variables and the mixed q-Gaussian algebra Γ Q (=Γ Q (ℓ 2 )) is the von Neumann algebra generated by {X Q n : n ∈ N}. We will always assume q ∞ := sup i,j∈N |q ij | < 1 in this paper. By [BS94] , there is a normal faithful tracial state on Γ Q (ℓ 2 ) given by τ Q (T ) = T Ω, Ω Q . Moreover, there is a canonical unitary isomorphism between L 2 (Γ Q , τ Q ) and F Q which extends continuously from
We will write ·, · τQ for the inner product of L 2 (Γ Q , τ Q ). The Wick word (or Wick product) of e i1 ⊗· · ·⊗e in is denoted by W (e i1 ⊗ · · · ⊗ e in ), which is the unique element in Γ Q satisfying
The Wick words can be defined inductively and have a normal form in terms of creation and annihilation operators; see [BKS97, Krȯ00] . According to [BS94] , there exists a strictly positive operator P (n) for each n ∈ N such that
Here ·, · 0 is the inner product of the full Fock space associated to the free semicircular variables; see [VDN92] . By [Boż98, Theorem 2], we have
, we deduce from the Gauss identity that
2.2. Bimodule notations and conventions. Let A be a unital algebra, and A op its opposite algebra with multiplication a op · b op = (ba) op , a, b ∈ A. We will often consider algebraic tensor products of the form A ⊗ A op , which we view as an A-A bimodule with the action defined by
As an algebra, A ⊗ A op has a natural multiplication defined by
Following [GS14] , we will denote this multiplication with the symbol "#" so that we may henceforth repress the "op" notation from elements in A ⊗ A op .
If A is a * -algebra, with involution a → a * , then A ⊗ A op inherits three involutions which we denote
We will also use the notation ⋄(η) := η ⋄ for η ∈ A⊗A op . If φ : A → C is a faithful state, we let x φ denote the GNS (or L 2 ) norm associated to φ and · φ⊗φ op denote the norm induced by the inner produced defined by
2.3. Free difference quotients, conjugate variables, and cyclic derivatives. Suppose X = (X n ) n∈N is a sequence of algebraically free self-adjoint operators generating a tracial von Neumann algebra (M, τ ). Let P denote the noncommutative polynomials in the X n , n ∈ N. After [Voi98], we define for each n ∈ N the n-th free difference quotient ∂ n :
Note that ∂ n (P ) † = ∂ n (P * ) for P ∈ P.
The n-th conjugate variable is a vector ξ n ∈ L 2 M such that
Definition 2.1. We say X = (X n ) n∈N has conjugate variables if the n-th conjugate variable exists for every n ∈ N.
By applying [MSW17, Theorem 2.5] to finite subsets of {X n : n ∈ N}, one can drop the condition of algebraic freeness when X has conjugate variables.
Viewing the n-th free difference quotient as a densely defined map 
After [Voi02] , we define for each n ∈ N the n-th cyclic derivative D n : P → P by
for p ∈ P a monomial (where a sum over the empty set is considered to be zero), and extend linearly to P. Note that D n (P ) * = D n (P * ) and D n = m • ⋄ • ∂ n . For P ∈ P, the sequence DP := (D n P ) n∈N is called the cyclic gradient of P .
2.4. Free transport. Let X = (X n ) n∈N be a sequence of self-adjoint operators in a von Neumann algebra M with a faithful normal state ϕ, which we regard as a noncommutative probability space (M, ϕ). The joint law of X with respect to ϕ is a linear functional ϕ X defined on polynomials in non-commuting self-adjoint indeterminates {T n : n ∈ N} by
Let Z = (Z n ) n∈N be another sequence in a von Neumann algebra N with a faithful normal state ψ, and let ψ Z be the joint law of Z with respect to ψ. Observe that if ϕ X = ψ Z then
since ϕ and ψ are faithful normal states. After [GS14] , we make the following definition:
(cf. Proposition 3.9 for why such an action is bounded, but also note that all but finitely many of the entries ∂ j D i G will be zero since G is a polynomial).
By the above observation, whenever Y is transport from ϕ X to ψ Z we have an embedding of
In the classical case, transport refers to a measurable map T from one probability space (X , µ) to another (Z, ν) such that
The definition in the free case is in analogy with this observation.
In the finite variable case, the monotonicity condition is equivalent to
The modification in the infinite variable case is a consequence of the identity operator 1 not being realized as (∂ j D i G) i,j for any G ∈ P. Rather, it occurs when G is the formal power series
2.5. Some (temporary) formalism. We consider T = (T n ) n∈N , a sequence of non-commuting selfadjoint indeterminates, and denote by P(T ) the noncommutative polynomials in these indeterminates. For a polynomial P and a monomial p in P(T ), let c p (P ) denote the coefficient of the monomial p in P . After [GS14] , for each R > 0 we define for P ∈ P(T )
where the sum over monomials p is finite for polynomials. Due to the algebraic freeness of the indeterminates, each · R is a norm. We let P(T ) (R) denote the completion of P(T ) with respect to this norm, which is easily seen to be a Banach algebra and may be identified as a subalgebra of the formal power series in the T n , n ∈ N.
Remark 2.4. Note that elements in P(T ) (R) are approximated by polynomials, which are each necessarily elements of an algebra generated by finitely many indeterminates T i . As a consequence, many of the arguments from [Dab14] and [GS14] adapt easily to our infinitely generated context.
After [GS14] we also consider the following maps on P(T ) (R) , for R > 0. The number operator N is defined on monomials by
and extended linearly to P(T ) (R) . We let Π : P → P − P (0), the projection onto power series with zero constant term. We let Σ be the inverse of N on ΠP(T ) (R) :
which we extend to P(T ) (R) by letting it annihilate constants. Finally, we let S denote the map on ΠP(T ) (R) defined on monomials by
After [GS14] , we say the elements in the range of S are cyclically symmetric; that is, for
Observe that S is contractive with respect to the · R -norm.
We note that if Y = (Y n ) n∈N is a sequence of elements in a Banach algebra B and
, we shall let P (Y ) denote the image of P under this map, and let P(Y ) (R) denote the range of the map. In general, this map may fail to be an embedding, but when it is P (Y ) R := P R defines a norm on P(Y ) (R) ⊂ B.
It follows from [Dab14, Lemma 37] that if B is a tracial von Neumann algebra and we consider finite sequences T = (T 1 , . . . , T N ) and Y = (Y 1 , . . . , Y N ), then the aforementioned contractive mapping for R > max 1≤i≤N Y i is an embedding provided the conjugate variables to Y 1 , . . . , Y N exist. It is easy to see that this proof adapts to case of infinite sequences T = (T n ) n∈N and Y = (Y n ) n∈N , especially in light of Remark 2.4, and so we record the following corollary:
Corollary 2.5. Suppose X = (X n ) n∈N is a uniformly bounded sequence of self-adjoint operators in a tracial noncommutative probability space (M, τ ). If the n-th conjugate variable ξ n exists for all n ∈ N and R > sup n X n , then the map P(T ) (R) ∋ P → P (X) ∈ M is an embedding and consequently P (X) R := P R is a norm on P(X) (R) .
We also note that in the context of the above corollary, one always has P (X) τ ≤ P (X) ≤ P (X) R for all P ∈ P(T ) (R) . The hypotheses of this corollary will always be satisfied in Sections 3 and 4, and so we abandon the formal indeterminates T until Section 5.
The infinite variable formalism
We now fix X = (X n ) n∈N a uniformly bounded sequence of self-adjoint operators that generates a tracial von Neumann algebra (M, τ ) and has conjugate variables. We write P = P(X) and P (R) = P(X)
for R > sup n X n , and R will always be assumed to be a number satisfying this inequality.
Various norms. Let P (R)
∞ denote ℓ ∞ (N, P (R) ), the set of uniformly bounded sequences of elements of P (R) , with norm (P n ) n∈N R,∞ := sup n P n R .
We let P (R) 1 denote ℓ 1 (N, P (R) ), the set of absolutely summable sequences of elements in P (R) , with norm (P n ) n∈N R,1 := n∈N P n R .
Observe P
∞ , and that for F ∈ P (R)
op , we let · R⊗πR denote the projective tensor norm:
op with respect to this norm. Observe that P ⊗P op is dense in P⊗ R P op . Extending the multiplication # from Subsection 2.2, P⊗ R P op becomes a Banach algebra. It is also clear that the operation (a ⊗ b)#c = acb extends to P⊗ R P op and satisfies
for η ∈ P⊗ R P op and P ∈ P (R) . Additionally, since P → P * extends to an isometry on P (R) , it follows that the three involutions * , †, and ⋄ from Subsection 2.2 extend to isometries on P⊗ R P op , which we denote in the same way.
We also have P⊗ R P op ⊂ M⊗M op (the von Neumann tensor product). Indeed, since · R dominates the operator norm, we have
Since ǫ was arbitrary, we see that · M⊗M op ≤ · R⊗πR and obtain the desired inclusion. Note also that on
3.2. Bounds on the differential operators. Recall that by Proposition 2.2 if the conjugate variable ξ n exists, then ∂ * n is densely defined and ∂ n is closable as a densely defined map
Let∂ n denote its closure. Given R > S > 0, we will denote throughout the paper
Lemma 3.1. Let R > S > sup n X n . Then for every subset I ⊂ N, and
Proof. Of the first two estimates we prove only the second, as the first will be obvious from the proof.
Let J ⊂ N be the finite set of indices j such that c i = 0 unless i ∈ J k for some k. Thus we may write
Then for any subset I ⊂ N we have
This yields the desired estimate. The claims regarding∂ n then follow easily from the observations that
Lemma 3.2. Let R > sup n X n , then for every I ⊂ N and P ∈ P we have
Proof. Let S := sup n X n . Given P ∈ P of degree d, let J ⊂ N be as in the proof of Lemma 3.1. Then
The computation for (τ ⊗ 1) is similar.
Corollary 3.3. Let R > sup n X n . Assume for each n ∈ N, that the conjugate variable ξ n is given by an element of P (R) . Then, thinking of the free difference quotients as densely defined maps
and the right-hand side defines an element of P (R) by our assumptions on ξ n . Then Lemma 3.2 implies
Since i A i ⊗ B i can be chosen so that i A i R B i R is arbitrarily close η R⊗πR , we have the claimed bound on the norm. Then using the density of P ⊗ P op in P⊗ R P op and the inequalities · τ ≤ · R , · τ ⊗τ op ≤ · R⊗πR , we see that P⊗ R P op ⊂ Dom(∂ * n ) with the claimed bound.
The following lemma follows from the same argument as in Lemma 3.1.
Lemma 3.4. Let R > S > sup n X n . Then for any subset I ⊂ N, n∈I D n Σ and n∈I D n extend to bounded maps
Consequently, we have
3.3. A mean value estimate and inverse function theorem. Let R, S > 2,
, by which we mean P with X n replaced by Y n for every n ∈ N, is a convergent power series with radius of convergence at least S. Moreover, P (Y ) S ≤ P R . The following lemma (which is a folklore result whose proof we provide for the convenience of the reader) provides us with a "mean-value" estimate.
Lemma 3.5. Let R, S > sup n X n , P ∈ P (R+ǫ) for some ǫ > 0, and
and consequently
S .
Appealing to Lemma 3.1 then concludes the proof.
The following inverse function theorem for P (R)
∞ is the analogue of [GS14, Corollary 2.4], and the proof is similar.
Lemma 3.6. Let R > S > sup n X n . Then there is a constant 0 < C < R − S, depending only on R and S, such that if f ∈ P (R)
and choose C small enough so that
Assume f R,∞ < C.
We recursively define
) with H (0) = X, and note that a priori for each k, n ∈ N,
is a formal power series. However, we claim that for every k ∈ N, H (k) S+C,∞ ≤ T . Since S + C < T , this holds for H (0) . Inductively assume that this inequality is satisfied by H (0) , . . . , H (k−1) . For each n ∈ N and 0 ≤ l ≤ k − 1, we use Lemma 3.5 to see
Since n ∈ N was arbitrary, we have the same inequality for
So by induction we have H (k) S+C,∞ ≤ T for every k ∈ N. In fact, the proof showed that (H (k) ) k∈N is a Cauchy sequence in P (S+C) ∞
. Let H ∈ P (S+C) ∞ be the limit point, in which case H = X − f (H) and H S+C,∞ ≤ T . Hence
Remark 3.7. For an explicit formula for C in the previous lemma, we can take
; that is, the solution of the equation
3.4. Matrix algebras over P⊗ R P op . We consider the Banach spaces
, and
with norms denoted by H R,∞,1 := sup i∈N j∈N H(i, j) R⊗πR , and
respectively. We observe
On M ∞ (P⊗ R P op ), we define a product by
and note that both M ∞ (P⊗ R P op ) and M 1 (P⊗ R P op ) are Banach algebras with this product. Fur-
We define an involution
On M 1 (P⊗ R P op ) we also have involutions * and ⋄ defined by
so that, for example,
These maps can clearly be defined for M ∞ (P⊗ R P op ), but the images may no longer lie in M ∞ (P⊗ R P op ) since the roles of i and j are switched. However, if
We also define
and note that Tr is bounded, linear, and satisfies
∞ we write
It is easy to see that this defines bounded actions of M ∞ (P⊗ R P op ) on ℓ ∞ (N, P⊗ R P op ) and P
∞ , where the action of H is bounded in both cases by H R,∞,1 .
We define the same action for H ∈ M 1 (P⊗ R P op ), though, as the following propositions indicate, we can reach much stronger conclusions.
Proposition 3.8. For H ∈ M 1 (P⊗ R P op ) the above action defines bounded maps:
In particular, H acts boundedly on ℓ 1 (N, P⊗ R P op ) and P
1 .
Proof. Let P = (P j ) j∈N ∈ P (R)
∞ . Then
A similar argument yields the bound for η ∈ ℓ ∞ (N, P⊗ R P op ). In particular, since · R,∞ ≤ · R,1 , this gives bounded actions of H on ℓ 1 (N, P⊗ R P op ) and P
Proposition 3.9. With the action defined in the same way as above,
Proof. Since the ℓ 2 -norm is smaller than the ℓ 1 -norm, we have for H ∈ M 1 (P⊗ R P op ) and
Thus this action of H defines a bounded operator on ℓ 2 (N, L 2 (M⊗M op )) with norm at most H R,1,1 .
Remark 3.10. It is easily seen that for
Let R > S > sup n X n . Using Lemma 3.1, for P ∈ P (R)
∞ we define J P : N 2 → P⊗ S P op by J P (i, j) =∂ j P i . The lemma (by considering I = N) implies
and,
Moreover, we have:
Corollary 3.11. Let R > S > sup n X n . Then J D extends to a bounded map
with norm bounded by a constant C depending only R and S.
Proof. For T ∈ (S, R), we have
We now seek to establish a formula which will serve as the "dual" of J in a certain sense (see Remark 3.13).
Lemma 3.12. Let R > sup n X n . Assume that for each n ∈ N the conjugate variable ξ n is given by an element of P (R) , and moreover that sup n ξ n R < ∞. Then for p ∈ {1, ∞} and
with norm at most
Then for each i ∈ N we have
which yields the claimed bound when taking the supremum over i ∈ N for p = ∞ or summing over i ∈ N for p = 1.
When the conjugate variables satisfy the hypothesis of the previous lemma, we define for
and so
Remark 3.13. It is possible to realize J * as the dual map to J in the following sense. Fix R > S > sup n X n , and let
However, for our purposes it suffices to merely consider J * as convenient notation.
3.5. Free Gibbs states. Denote the joint law of the X n , n ∈ N, with respect to τ by τ X .
Definition 3.14. Given W ∈ P (R) for R > sup n X n , we say that τ X is a free Gibbs state with quadratic potential perturbed by W (or a free Gibbs state with perturbation W ) if
Remark 3.15. Note that (9) implies that X has conjugate variables and hence P (R) and its norm · R are well-defined by Corollary 2.5.
Remark 3.16. The terminology quadratic potential comes from the finite sequence case, X = (X 1 , . . . , X N ), considered in [GS14] . The quadratic potential is
and if V = V 0 + W , then for each n = 1, . . . , N
Hence equation (9) is equivalent to
for each n = 1, . . . , N . In this case, τ is said to be a free Gibbs state with potential V . Since V 0 ∈ P (R) in the infinite sequence case, we have modified the definition to refer only to the perturbation W ∈ P (R) .
We have the following corollary to [GMS06, Theorem 2.1].
Corollary 3.17. Let S = sup n X n . Fix R > 2 + S and let W ∈ P (R) . If W R < e(S + 1)(S + 2) log R S + 2 then there is at most one free Gibbs state with perturbation W amongst normal states.
Proof. Suppose two normal states ϕ and ϕ ′ on M both satisfy (9) for every n ∈ N. For each d ≥ 0, define
We have immediately that ∆ 0 = 0, since both ϕ and ϕ ′ are assumed to be states.
For any P ∈ P we have
So writing D n W = p c n (p)p as a sum of monomials p ∈ P, we have for j 0 = n
Since the the right-hand side depends only on d, we see that
For γ > 0, set
which converges so long as γ < 1 S . In the above inequality we multiply both sides by γ d+1 and sum over d ≥ 0 to obtain
Let γ −1 = S + 2 ∈ (S, R) so that by Lemma 3.4, n∈N D n W γ −1 ≤ C (R, S + 2) W R , and hence
We have shown
Thus if
= e(S + 1)(S + 2) log R S + 2 , we arrive at the contradiction D γ < D γ unless D γ = 0, and therefore ∆ d = 0 for all d ≥ 0.
Construction of monotone transport
We now fix X = (X n ) n∈N to be a sequence of free semicircular random variables, so that they generate a von Neumann algebra M which is isomorphic to L(F ∞ ), the free group factor with infinitely many generators. Moreover, M is equipped with a faithful normal trace τ , and for each n ∈ N the conjugate variable of X n with respect to τ is X n itself. Thus τ X is the free Gibbs state with no perturbation:
Since sup n X n = sup n ξ n ≤ 2, we will consider radii R > 2.
Our goal, given W ∈ P (R) (for some R > 2), is to construct a sequence Y = (Y n ) n∈N ⊂ M of selfadjoint operators whose joint law with respect to τ is the free Gibbs state with perturbation W . We shall let ∂ Yn , D Yn , D Y , and J Y denote the differential operators corresponding to Y , so as to differentiate them from the differential operators ∂ n , D n , D, and J corresponding to X. Thus we seek Y so that
where W (Y ) is the power series W with each X n replaced with Y n for every n ∈ N (so we must require R ≥ sup n Y n in order for W (Y ) to be a convergent power series).
Using that τ is a trace and ∂ Yn (P ) † = ∂ Yn (P * ), it follows that (10) is equivalent to
Then letting 1 denote the identity element in M ∞ (P(Y )⊗ R P(Y ) op ) (i.e. 1(i, j) = δ i=j 1 ⊗ 1 for every i, j ∈ N), we see that (10) is equivalent to
Similarly, we have J * (1) = X.
One way to interpret (11), is that the conjugate variable of each Y n is a perturbation of Y n by a cyclic derivative. Since the conjugate variable of each X n is exactly X n , it is not unreasonable to assume that each Y n is a perturbation of X n by a cyclic derivative. That is, Y = X + Dg for some g ∈ P (R) . So we shall attempt to construct Y of this form, and while the above may not seem like sufficient justification for this assumption, we note that in the finite sequence case [GS14] showed that Y always has this form for small W R .
We follow the same outline as [GS14, Section 3]; in fact, the extensive analysis in Section 3 was done precisely so that we could (as often as possible) simply appeal to the results in [GS14] . We begin with a change of variables formula, which we will use to express (11) entirely in terms of X.
Equivalent forms of (11).
Recall the formula for J * given by (8).
is invertible in the Banach algebra and that (J Y ) * = J Y where (J Y ) * is defined in (7). Define for j ∈ N and P ∈ P∂
.
Proof. We first note that by Lemma 3.1
Thus each∂ j extends to a bounded map∂ j :
it follows that∂ j satisfies the Leibniz rule. For each k ∈ N we then havê
which, along with the Leibniz rule, characterizes ∂ Yj on P(Y ).
where we have used (J Y )
Note that the change of order of summation in the above is indeed justified:
To show J *
, we establish the equality for each entry. Recall
Given P ∈ P(Y ), we have
The following lemma follows from the same proof used in [GS14, Lemma 3.1.(iii)], which checked the claimed equalities entrywise. (11) is equivalent to the equation
Proof. The next lemma we state for the convenience of the reader since it is simply [GS14, Lemma 3.3], the proof of which works in our present context.
Then (12) is equivalent to
We will see that both sides of (13) can be expressed as cyclic gradients. We begin by demonstrating this for the last two terms in (13).
Lemma 4.5. Let R > 2. For g ∈ P (R) , write f = Dg. Then for any m ≥ −1
Proof. Let S ∈ (2, R). We first note that J f = J Dg ∈ M 1 (P⊗ S P op ) (a Banach algebra) by Lemma 3.11, and hence (J f ) n ∈ M 1 (P⊗ S P op ) for all n ∈ N. Then the comments following Lemma 3.12 imply
for all n ∈ N, and moreover (J f )#J
by the bounded action of
1 . All of this is to say that the left-hand side of (14) defines an element of P (S)
1 . For the right-hand side, first note that Tr (J Dg) m+2 ∈ P⊗ T P op for any T ∈ (S, R). Then since τ is a state and · T dominates the operator norm for any T > S > 2, we know (1⊗τ +τ ⊗1)•Tr (J f ) m+2 ∈ P (T ) . It then follows from Lemma 3.4 that the right-hand side also gives an element of P (S)
1 . Now, we claim that for F, G ∈ P
for any finitely supported sequence P = (P n ) n∈N ∈ P (S) ∞ , then F = G. Indeed, by letting P ∈ P (S) ∞ be the sequence with (F n − G n ) * in the n-th entry and zeros elsewhere for some n ∈ N shows F n = G n (since τ is faithful). Letting n range over N we get F = G. Thus we may appeal to the proof of [GS14, Lemma 3.4], which checks this for the two sides of (14), allowing our arsenal of bounds from Section 3 to assuage any fears of divergence.
Lemma 4.6. Let R > S > 2. For g = g * ∈ P (R) , write f = Dg. Assume J f S,1,1 < 1 and let
where N in N f is applied entrywise. Since D reduces the degree by one, we have N f = D(N − 1)g = DN g − f , and the claim follows.
Lemma 4.8. Let R > S > 2. For g = g * ∈ P (R) , write f ∈ Dg. Assume J f S,1,1 < 1 and let
Then (13) is equivalent to
In particular, if g satisfies
then the joint law of Y := X + Dg is a free Gibbs state with perturbation W .
Proof. The equivalence with (13) follows from Lemma 4.7 (for the left-hand side) and Lemma 4.6 (for the right-hand side).
For the last statement in the lemma, we claim that cyclic gradient of (15) is equivalent to the previous equation, in which case the joint law of Y = X + Dg will satisfy (10). Indeed, it suffices to check
Recall D n = m • ⋄ • ∂ n and that ∂ n satisfies the Leibniz rule. Hence, we compute
concludes the claim and the proof.
4.2. The technical estimates. If g ∈ P (R) satisfies (15), thenĝ := N g satisfies:
Thus we must show a self-adjoint fixed point of F exists, provided W is sufficiently small, and towards this end we show F is locally Lipschitz in a series of three lemmas (one for each component of F (ĝ) above). The corollary that F is locally Lipschitz is the analogue of [GS14, Corollary 3.12]; moreover, the first and second lemmas are analogues of estimates appearing in the proof of [GS14, Corollary 3.12] with slightly sharper bounds.
Lemma 4.9. Let R > S > 2, and assume W ∈ P (R+ǫ) for some ǫ > 0. If g, h ∈ P (S) satisfy g S , h S ≤ Sǫ, then
Proof. The condition on g implies, along with Lemma 3.4, that
similarly for h. Thus Lemmas 3.4 and 3.5 imply
Lemma 4.10. Let R > 2. Then for g, h ∈ P (R) we have
Proof. We first note that by Lemma 3.4
Applying this to the final two terms in the inequality
yields the desired inequality.
Then the series converges in · R , and when J DΣg S,1,1 < 1 for some S ∈ (4, R) we have
Moveover, L satisfies the local Lipschitz condition
and the bound
(i.e. the function considered in Lemma 4.6). Then we obtain the following local Lipschitz condition and bound for Q from [GS14, Lemma 3.8, Lemma 3.9, Corollary 3.10, and Lemma 3.11]:
, which the other cited results build off of, begins by establishing estimates on monomials and hence the same argument applies in our context. Furthermore, the recurrent hypothesis that [GS14, (3.11)] holds is satisfied in our context with C 0 = 2; that is,
To obtain the claimed estimates for L(Σg) it then simply suffices to establish for the differing term
a relevant bound (since it is linear). This can be obtained by either applying [GS14, Lemma 3.8] to the case m = 1, or using Lemma 3.2 and Lemma 3.4 to see
R 2 g R . where in the second to last step we have used R > 4.
Corollary 4.12. Let R > S > 4, ǫ < S 2 , and W ∈ P (R+ǫ) . Then for g,
defines a map into P (S) satisfying the local Lipschitz condition
Proof. The local Lipschitz condition of F follows from Lemmas 4.9 (with the explicit formula for C (R + ǫ, S + ǫ)), 4.10, and 4.11, where we observe that
(and similarly for h) implies that the hypotheses of Lemma 4.11 are satisfied. The bound then follows by setting h = 0 and noting that F (0) = −W .
Corollary 4.13. Let R > S > 4, and W ∈ P (R+1) . If W (0) = 0 and
2 , then F maps B := {g ∈ P (S) : g S < 1} into itself and satisfies
Proof. The upper bound on W R+1 implies C (R + 1, S + 1) W R+1 ≤ 1 2(S+1) . Since W has no constant term, we then have
Then for g ∈ B, we use the bound from Corollary 4.12 (along with S > 4) to obtain
Then using the Lipschitz condition for F we have
To produce the fixed pointĝ, we recursively define a sequence byĝ n = F (ĝ n−1 ) andĝ 0 = −W = F (0). Then
It follows that for any m, n ∈ N, m > n, we have
Hence (ĝ n ) n∈N is a Cauchy sequence, whose limitĝ is a fixed point of F . Moreover, using the Lipschitz condition of F we have that
) is self-adjoint and consequently so isĝ.
Theorem 4.14. Let R > S > 4. Assume W = W * ∈ P (R+1) satisfies W (0) = 0 and
2 .
Then there exists a cyclically symmetric g = g * ∈ P (S) such that the joint law of Y = X + Dg with respect to τ is the unique free Gibbs state with perturbation W . Furthermore, there exists H ∈ P Proof. We letĝ be the fixed point of F guaranteed by Corollary 4.13, and take g = Σĝ (recall ĝ S ≤ 1). Hence g satisfies (15). Also, if f = Dg = DΣĝ then J f ∈ M 1 (P⊗ 3 P op ) with J f 3,1,1 ≤ 1 3e log(S/3) DΣĝ S ≤ 1 3e log(S/3) 1 S ĝ S ≤ 1 12e log(4/3) < 1, since S > 4 and ĝ S ≤ 1. Thus Lemma 4.8 implies the joint law of Y = X + Dg is a free Gibbs state with perturbation W . Since D = DS , we can freely replace g with the cyclically symmetric element S g.
We note that e log R+1 S+1 2 ≤ 12e log R + 1 4 , so that the hypotheses of Corollary 3.17 are satisfied, implying that τ Y is the unique free Gibbs state with perturbation W .
Finally, the constant C from Remark 3.7 for S = 2.1, T = 3, and R = 3.9 satisfies C > 0.3718. Since
, it follows from Lemma 3.6 that there exists
4.3. Isomorphism results. We rephrase Theorem 4.14 in terms of transport.
Theorem 4.15. Let X = (X n ) n∈N be free semicircular random variables generating the von Neumann algebra M ∼ = L(F ∞ ), with trace τ , and let R > S > 4. Suppose N is a von Neumann algebra with a faithful normal state ψ, and the joint law of Z = (Z n ) n∈N ⊂ N with respect to ψ is a free Gibbs state with perturbation W = W * = P (R+1) . If
2 , then transport from τ X to ψ Z is given by Y = X + Dg ∈ P (S)
∞ for some cyclically symmetric g = g * ∈ P (S) . This free transport is monotone, satisfies Y − X S,∞ → 0 as W R+1 → 0, and is invertible in the sense that H(Y ) = X for some H ∈ P (2.4) .
In particular, there are trace-preserving isomorphisms:
Proof. We let g and H be as in Theorem 4.14. That Y = X + Dg gives transport from τ X to ψ Z follows from the uniqueness for the free Gibbs state with perturbation W . Since g = Σĝ for someĝ ∈ P (S) , we have Y ∈ P (S) ∞ and
Finally, we show that the free transport is monotone. The computation in Theorem 4.14 showed J Dg 3,1,1 = J f 3,1,1 < 1. By Corollary 3.11, we can find P = P * ∈ P sufficiently close to g in P (S) so that J DP 3,1,1 < 1. We view J DP ∈ M 1 (P⊗ 3 P op ) as an element of B(ℓ 2 (N, L 2 (M⊗M op ))) via Proposition 3.9, and in particular its operator norm is strictly less than one. By Lemma 4.2, (J DP ) * = J DP in M 1 (P⊗ 3 P op ), and so by Remark 3.10 it is self-adjoint in B(ℓ 2 (N, L 2 (M⊗M op ))). All of this is to say that 1 + J DP > 0 in B(ℓ 2 (N, L 2 (M⊗M op ))). Now, we can also guarantee that DP is close to Dg = Y − X with respect to · S ′ ,1 for some S ′ ∈ (4, S) by Lemma 3.4, and hence with respect to the norm on ℓ 2 (N, L 2 M ). Thus the free transport is monotone.
Application to infinitely generated mixed q-Gaussian algebras
In this section, we will use the free monotone transport theorem to show that the mixed q-Gaussian algebra Γ Q is isomorphic to L(F ∞ ) if the structure array Q has entries which are uniformly small and decay sufficiently rapidly. The analog of C * -algebras is also true. As in [Dab14, Nel15, NZ15] , the idea is to show that the mixed q-Gaussian variables X Q n , n ∈ N, are conjugate variables to new derivations ∂ (Q) n that can be thought of as "perturbations" of the free difference quotients. From the adjoints of these new derivations one is able to obtain the conjugate variables to the free difference quotients, which are themselves shown to be perturbations of the mixed q-Gaussian variables.
It is easy to see that the mixed q-Gaussian variables are algebraically free, hence their free difference quotients are well-defined and we denote them by ∂ n , n ∈ N. However, a priori we do not know that X Q = (X Q n ) n∈N has conjugate variables, and consequently we must return to the formalism of Subsection 2.5 and the sequence T = (T n ) n∈N of non-commuting self-adjoint indeterminates.
Recall that P(T ) denotes the polynomials in the T n , whereas P(X Q ) denotes the polynomials in the mixed q-Gaussian variables. Also, when R ≥ sup n X Q n , we have contractive maps
5.1. A natural derivation. As in [NZ15] , we consider the derivation for j ∈ N,
n (P ) = [P, r n ] = P r n − r n P. Since [l i , r j ] = 0 for all i, j ∈ N, we have
For simplicity, we write q i (k) = q ik1 · · · q ikn . For d ∈ N, we define an equivalence relation on N d as in [NZ15] : We say i ∼ j if there exists σ ∈ S d such that
and k ∈ N. For each equivalence class [i], we define a subspace F [i] of (ℓ 2 ) ⊗n by
We denote by p [i] the orthogonal projection from F Q onto F [i] . For convenience, we write F ∅ = CΩ. Then it is straightforward to check that the subspaces F [i] , where [i] range over all equivalence classes and all n ≥ 0, give an orthogonal decomposition of F Q . Consequently
where p Ω is the projection onto the vacuum vector. To consider p Ω as one of the p [i] , we will often write Dab14, Nel15, NZ15] , we want to understand when Ξ n is a Hilbert-Schmidt operator. Recall that Q i (p) = j≥1 |q ij | p as defined in (2).
Lemma 5.1. Fix n ∈ N and suppose Q n (2) < 1. Then Ξ n is a Hilbert-Schmidt operator with Ξ n HS = (1 − Q n (2)) −1/2 , where · HS denotes the Hilbert-Schmidt norm.
Proof. Fix d ≥ 0 and denote by dim(S) the dimension of a vector space S. By orthogonality, we have
Thus when Q n (2) < 1 we have by orthogonality again,
Let HS(F Q ) denote the space of Hilbert-Schmidt operators on
In particular, 1 ⊗ 1 → p Ω . Thus, when Ξ n ∈ HS(F Q ), we regard ∂ (Q) n as a densely defined derivation
Proof. The argument is the same as the finite generator case; see [NZ15, Proposition 2]. The only difference in the infinite generator case is that now we need to replace the summation over
This procedure is valid because we assumed Ξ n ∈ HS(F Q ).
It follows from Proposition 2.2 that each ∂ (Q) n is closable and for a ⊗ b ∈ P(X Q ) ⊗ P(X Q ) op we have
5.2. Mixed q-Gaussian conjugate variables. We first show that Ξ n is invertible under some conditions. Recall that q ∞ = sup i,j∈N |q i,j |.
Lemma 5.3. Fix n ∈ N and R > sup k X Q k . Suppose 2q ∞ + (R(1 − q ∞ ) + 1)Q n (1/2) < 1. Then there exists a noncommutative power series Ξ n (T ) ∈ P(T )⊗ R P(T ) op satisfying Ξ n (X Q ) = Ξ n and
Proof. We closely follow the argument in [Dab14, NZ15] . For j ∈ N d , let ψ j (T ) ∈ P(T ) be such that
is the Wick word corresponding to e j := e j1 ⊗ · · · ⊗ e j d . Namely,
see [NZ15, (5) ]. In view of (16), we want to write each p [j] as a sum of tensor products. Note that F [j] is finite dimensional, and that e i , e j Q equals zero unless i ∼ j. Let G [j] denote the Gram matrix of the natural basis (e i1 ⊗ · · · ⊗ e i d ) of F [j] in the inner product ·, · Q . In other words, G [j] is the matrix of
is strictly positive, we may define
. For i ∈ [j], let
It is straightforward to check that {f i (X Q )Ω} i∈ [j] is an orthonormal basis of F [j] . Let us define
Under the identification of HS(F Q ) and L 2 (Γ Q⊗ Γ op Q ), we have
and now Ξ n can be written as a sum of tensors. We consider
As in the proof of [Dab14, Corollary 29], we have for
is block diagonal so entrywise we have the bound for k, l ∈ [j] from (5)
where we note that q ∞ < 1 2 is implied by the hypothesis. Then we estimate
The hypothesis implies this quantity is less than one, and therefore summing over d ≥ 1 we have convergence according to a geometric series.
Remark 5.4. If 0 < π(Q, n, R) < 1 for all n ∈ N, then q ∞ < 1 2 , Q n (2) < 1, and 2q ∞ + (R(1 − q ∞ ) + 1)Q n ( 1 2 ) < 1 for all n ∈ N. To see this, we claim that
Indeed, suppose this is not true. Then Q n ( 
We will obtain the conjugate variables to the free difference quotients as the image
Proposition 5.5. Let R > sup n X Q n . Suppose 0 < π(Q, n, R) < 1 for all n ∈ N. Then we have (i) There exist self-adjoint noncommutative power series ξ n (T ) ∈ P(T ) (R) for each n ∈ N such that {ξ n (X Q )} n∈N are the conjugate variables of
, which tends to zero as Q n (1/2) → 0.
Proof. We first claim that if
such that
Tn (·) = ∂ Tn (·)#Ξ n (T ), and let τ X Q : P(T ) → C denote the joint law of X Q with respect to τ Q . Define
Tn ⊗ 1)(η), (18) so that by (17) P (X Q ) = ∂ (Q) * n (η(X Q )). Now, using the same argument as in Lemma 3.2 it is easy to see that for A ∈ P(T ) and ζ ∈ P(T ) ⊗ P(T )
Thus this bound extends to A ∈ P(T ) (R) and ζ ∈ P(T )⊗ R P(T ) op . In particular, we have
The same estimate holds for (τ X Q ⊗ 1) • ∂
(Q)
Tn , and so proceeding as in Lemma 3.3 we obtain the claimed upper bound for P R . The lower bound holds simply because the operator norm in Γ Q is dominated by · R .
We next claim that for each n ∈ N, we have (Ξ is closed, and (P k ) k∈N converges to some ξ n (T ) ∈ P(T ) (R) .
Recall that ∂ Thus {ξ n (X Q )} n∈N are the conjugate variables.
One can verify that ξ n (T ) is self-adjoint directly from (18) using that Ξ n (T ) † = Ξ n (T ) (and thus 5.3. Isomorphism of Γ Q and L(F ∞ ). We use Proposition 5.5 to show that Theorem 4.15 can be applied to Γ Q provided the structure array Q satisfies a certain "smallness" condition.
Theorem 5.6. Let R > sup n X Q n . Suppose 0 < π(Q, n, R) < 1 for all n ∈ N, and that n∈N π(Q, n, R) 1 − π(Q, n, R) < ∞.
With ξ n = ξ n (X Q ) as in Proposition 5.5, let
Then W = W * , D n W = ξ n − X Q n for each n ∈ N,
R − sup n X Q n n∈N π(Q, n, R) 1 − π(Q, n, R) < ∞, and the joint law of the X Q n with respect to τ Q is a free Gibbs state with perturbation W .
Proof. Since ξ n − X Q n has no constant term, Σ contributes a factor of at most Now, since D n (AB + BA) = 2D n (AB), we have
Recall that D n (AB) = ∂ n (A) ⋄ #B + ∂ n (B) ⋄ #A, since D n = m • ⋄ • ∂ n . Thus
From [Dab14, Lemma 36] we have ∂ n (ξ j ) ⋄ = ∂ j (ξ n ) and the desired equality follows. If we assume 0 < π(Q, n, R) < 1 for all n ∈ N (so that q ∞ < 1 2 by Remark 5.4), then sup n X Q n ≤ 2 √ 2 < 4.
Corollary 5.7. Let R > 5. If the structure array Q for the mixed q-Gaussian algebra Γ Q satisfies 0 < π(Q, n, R) < 1 for all n ∈ N, and n∈N π(Q, n, R) 1 − π(Q, n, R) < e log R 5 R R + 4 R−sup n X Q n , then Γ Q ∼ = L(F ∞ ) and C * (X Q n : n ∈ N) ∼ = C * (X n : n ∈ N), where {X n } n∈N is a free semicircular family.
Proof. Let W be as in Theorem 5.6. These conditions imply
Hence ∃S ∈ (5, R) such that
2 , and the isomorphisms follow from Theorem 4.15.
Remark 5.8. Roughly speaking the condition on n∈N π(Q,n,R)
1−π(Q,n,R) is reasonable since it implies that that X Q i and X Q j are "almost free" when i+j is large and that each X Q n is close in distribution to a semicircular variable. Indeed, for n∈N π(Q,n,R) 1−π(Q,n,R) to be finite we must have |q ij | → 0 sufficiently fast as i + j grows, and q ij encodes the relative freeness of X 1−π(Q,n,R) to further satisfy the necessary inequality q ∞ must be sufficiently small. Since each X Q n is a q nn -semicircular variable, q ∞ being small implies that X Q n is close in distribution to a semicircular variable. Remark 5.9. As noted in the introduction, in the case q ij = q i+j−1 for some −1 < q < 1, if |q| < 0.0002488 then the hypotheses of Corollary 5.7 hold for R = 6.7.
