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We consider the maximization problem of expected terminal utility. The underlying market
model is a regime-switching diusion model in which the regime is determined by an unobservable
factor process forming a nite-state Markov process. The main novelty is due to the fact that
prices are observed and the portfolio is rebalanced only at random times corresponding to a
Cox process in which intensity is further driven by the unobserved Markovian factor process.
This leads to a more realistic modeling for several practical situations, as in markets with
liquidity restrictions; on the other hand, it considerably complicates the problem to such a
degree that traditional methodologies cannot be directly applied. Furthermore, we provide a
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3
Introduction
In this thesis, we study a classical portfolio optimization problem, namely, the maximization of
expected utility from terminal wealth. We assume that the dynamics of the prices at which one
makes as investment, are of the usual diusion type but have the following two peculiarities:
 the coecients in the dynamics depend on an unobservable nite-state Markovian factor
process t (regime-switching model);
 the prices Sit of the risky assets, or equivalently, their log-values are observed only at doubly
stochastic random times 0; 1;    , for which the associated counting process forms a Cox
process (e.g. [3], [10]) with an intensity n(t) that depends on the same unobservable factor
process t.
Such models are relevant in nancial applications for various reasons: regime-switching models,
which are also relevant in various other applied areas, have been extensively employed in the -
nancial literature, because they account for various stylized facts such as volatility clustering. On
the other hand, random discrete time observations are more realistic in comparison to diusion-
type models since, especially on small time scales, prices do not vary continuously but rather
change. These prices are observed only at random times in reaction to trading or the arrival of
signicant new information, and it is reasonable to assume that the intensity of price changes
depends on the same factors that specify the regime for price evolution (e.g. [7], [4]).This setting
leads to a stochastic control problem with incomplete information and observations given by
Cox process.
A classical approach to incomplete observation control problems is to rst transform the
problem into a so-called separated problem, where the unobservable part of the state is replaced
by its conditional distribution. First, this requires solving the associated ltering problem, which
already is non-standard and has been recently solved in [4] (also refer to [5]). Our major contri-
bution here is to the control part of the separated problem that is approached in a non-classical
manner. In particular, we shall restrict the rebalancing of investment strategies to only random
times k when prices change. Although slightly less general from a theoretical perspective, re-
stricting trading to discrete, and particularly, random times is fairly realistic in nance, where
in practice one cannot continuously rebalance a portfolio: think of the case with transaction
costs or liquidity restrictions (for the latter context refer to [8], [9], [13], [16], [17], [18], where
the authors consider illiquid markets, partly in addition to regime switching models as in this
paper, but under complete information).
The thesis is organized as follows. In Chapter 1, we provide a precise denition of the market
model, formulate the investor's strategy, and recall the ltering results of [4]. In Chapter 2, we
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consider the expected log-utility maximization
supEflog VT g; (0.0.1)
where VT is the total wealth of an investor at terminal time T . In Chapter 3, we consider expected




logEfV T g; (0.0.2)
where  < 0. In Chapter 4, we provide a numerical scheme for these problems to numerically




1.1 The market model and preliminary notations
Let t be the hidden nite state Markovian factor process. With Q denoting its transition
intensity matrix (Q matrix) its dynamics are given by
dt = Q
tdt+ dMt; 0 = ; (1.1.1)
where Mt is a jump-martingale on a given ltered probability space
(
;F ;Ft; P ). If N is the number of possible values of t, we may without loss of generality
take as its state space the set E = fe1; : : : ; eNg, where ei is a unit vector for each i = 1; : : : ; N
(see [6]).
The evolution of t may also be characterized by the process t given by the state probability
vector that takes values in the set
SN := f 2 RN j
NX
i=1
i = 1; 0  i  1; i = 1; 2; : : : ; Ng (1.1.2)
namely the set of all probability measures on E and we have i0 = P ( = ei): Denoting byM(E)
the set of all nite nonnegative measures on E, it follows that SN M(E). In our study it will
be convenient to consider on M(E) the Hilbert metric dH(; ) dened (see [1] [11] [12]) by









Notice that, while dH is only a pseudo-metric on M(E), it is a metric on SN ([1]).
In our market we consider m risky assets, for which the price processes Si = (Sit)t0; i =









for given coecients ri() and ij() and with B
j
t (j = 1;    ;m) independent (Ft; P ) Wiener
processes. Letting Xit = logS
i
t , by Ito^'s formula we have,in vector notation,








where by d(()) we denote the column vector (12(
)11(); : : : ; 12(
)mm()). As usual there









; with ~Xit := log
~Sit (1.1.7)
for which, by Ito^'s formula














As already mentioned, the asset prices and thus also their logarithms are observed only at
random times 0; 1; 2; : : :. The observations are thus given by the sequence (k; ~Xk)k2N that




1fk<1gfk; ~Xkg(t; x)dtdx: (1.1.10)




Rm (dt; dx) is supposed to be a Cox process with
intensity n(t); i.e. t  
R t
0 n(s)ds is an (Ft; P )  martingale. We consider two sub-ltrations
related to (k; ~Xk)k2N namely
Gt := F0 _ f((0; s]B) : s  t; B 2 B(Rm)g;
Gk := F0 _ f0; ~X0 ; 1; ~X1 ; 2; ~X2 ; : : : ; k; ~Xkg:
(1.1.11)
where, again for simplicity, Gk stands forGk . In our development below we shall often make use










and, for z 2 Rm, we set
k;t(z)  N(z;mk(t); k(t)) (1.1.13)
namely the joint conditional (on F) m-dimensional normal density function with mean vector
mk(t) and covariance matrix 

k(t). In the symbol  stands for "distributed according to".
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1.2 Investment strategies, portfolios,objective
As mentioned in the Introduction, since observations take place at random time points k; we
shall consider investment strategies that are rebalanced only at those same time points k:





















and set, for simplicity of notation, hik := h
i
k
. The set of admissible investment ratios is given by
Hm := f(h1; : : : ; hm);h1 + h2 + : : :+ hm  1; 0  hi; i = 1; 2; : : : ;mg; (1.2.1)
i.e. no shortselling is allowed and notice that Hm is bounded and closed. Put h = (h
1;    ; hm):







; i = 1; ; : : : ;m: (1.2.2)


















































































= i( ~Xt   ~Xk ; hk):
(1.2.3)
The set of admissible strategies A is dened by
A := ffhkg1k=0jhk 2 Hm; Gk measurable for all k  0g: (1.2.4)
Furthermore, for n > 0, we let
An := fh 2 Ajhn+i = hn+i  for all i  1g: (1.2.5)
























, Nn+k = Nn+k 1:
Therefore, for k  1
Nn+k = Nn;
and
A0  A1    An  An+1     A: (1.2.6)
Remark 1.2.1. Notice that, for a given nite sequence of investment ratios h0; h1;    ; hn such
that hk is an Gk measurable, Hm valued random variable for k  n, there exists h(n) 2 An
such that h
(n)
k = hk; k = 0;    ; n: Indeed, if Nt is constant on [n; T ), then for ht we have
ht = ( ~Xt   ~Xn ; hn); 8t  n. Therefore, by setting h(n)` = h`; ` = 0;    ; n; and h(n)n+k =
hn+k ; k = 1; 2;    ; since the vector process St and the vector function (; hn) are continuous,
we see that h
(n)
n+k = hn+k ; k = 1; 2;    :




= [r0 + h

t fr(t)  r01g]dt+ ht(t)dBt: (1.2.7)
1.3 Filtering
As mentioned in the Introduction, the standard approach to stochastic control problems under
incomplete information is to rst transform them into a so-called separated problem, where the
unobservable part of the state is replaced by its conditional (lter) distribution. This implies
that we rst have to study this conditional distribution and its (Markovian) dynamics, i.e. we
have to study the associated ltering problem.
The ltering problem for our specic case, where the observations are given by a Cox process
with intensity expressed as a function of the unobserved state, has been studied in [4] (see also
[5]). In this section. we therefore summarize the main results from [4] in view of their use in our
control problem in this paper. Recalling the denition of (z) in (1.1.13) and putting




for a given function f() we let
 k(f ; t; x) := E[f(t)

k;t
(x  ~Xk)(k; t)jfkg _ Gk] (1.3.2)
 k(f ; t) :=
Z
 k(f ; t; x)dx = E[f(t)
(k; t)jfkg _ Gk] (1.3.3)
t(f) = E[f(t)jGt] (1.3.4)
with ensuing obvious meanings of k( k(f ; t; x)) and k(
 k(f ; t)) where we consider  k(f ; t; x)
and  k(f ; t) as functions of k . The process t(f) is called the lter process for f(t).
We have the following lemma (see Lemma 4.1 in [4]), where by P(G) we denote the predictable
 -algebra on 
 [0;1) with respect to G and set ~P(G) = P(G)
 B(Rm).
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Lemma 1.3.1. The compensator of the random measure (dt; dx) in (1.1.10) with respect to









The main ltering result is the following (see Theorem 4.1 in [4]).





k ( k(f ;t;x))
k ( k(1;t;x))
  t (f)](  )(dt; dx);
(1.3.6)
where L is the generator of the Markov process t(namely L = Q).
Corollary 1.3.1. We have
k+1(f) =
k( k(f ; t; x))




Recall that in our setting t is an N -state Markov chain with state space E = fe1; : : : ; eNg,
where ei is a unit vector for each i = 1; : : : ; N . One may then write f(t) =
PN
i=1 f(ei)1ei(t).
For i = 1; : : : ; N let it = t(1ei(t)) and
rji(t; z) := E[exp(
Z t
0
 n(s)ds)0;t(z)j0 = ej ; t = ei]; (1.3.8)
pji(t) := P (t = eij0 = ej) (1.3.9)
and, noticing that t 2 SN , dene the function M : [0;1) Rm  SN ! SN by






M(t; x; ) := (M1(t; x; );M2(t; x; ); : : : ;MN (t; x; )): (1.3.11)
For A  E
M(t; x; )(A) :=
NX
i=1
M i(t; x; )1fei2Ag: (1.3.12)
The following corollary will be useful
Corollary 1.3.2. For the generic i-th state one has
ik+1 =M
i(k+1   k; ~Xk+1   ~Xk ; k) (1.3.13)
and the process fk; k ; ~Xkg1k=1 is a Markov process with respect to Gk.
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Proof. The representation (1.3.13) and the fact that fk; k ; ~Xkg is a Gk adapted discrete
stochastic processes on [0;1)  SN  Rm follow immediately from Corollary 1.3.1 and the
preceding denitions. For the Markov property we calculate
P (k+1 < t; ~X
1
k+1




= E[P (k+1 < t; ~X
1
k+1
< x1; : : : ; ~X
m
k+1




P ( ~X1k+1 < x1; : : : ;








 1 : : :
R xm













n(ei)rji(s  k; z   ~Xk)pji(s  k)jkdsdz;
and for any bounded measurable function g on [0;1) SN  Rm it then follows that
E[g(k+1; k+1 ;
~Xk+1)jGk]
= E[g(k+1;M(k+1   k; ~Xk+1   ~Xk ; k); ~Xk+1)jGk]












Rm g(t;M(t  k; x  ~Xk ; k); x)
P
ij n(ei)rji(t  k; x  ~Xk)pji(t  k)jkdxdt;




In this chapter we consider expected log-utility maximization
sup
h2A
E[log VT j0 = 0; 0 = ]: (2.0.1)
In Section 2.1 we introduce an operator that is important for the control results. The control
part is then studied in section 2.2-2.5 with the main result stated in Theorem 2.5.1. Section 2.6
contains technical proofs.
2.1 A contraction operator
In this section we dene a contraction operator (see Denition 2.1.1 below) that will be relevant
for deriving the results on the value function. In view of its denition and in order to derive its
properties, we need rst to introduce some additional notions.






K(t; x) := (K1(t; x);K2(t; x); : : : ;KN (t; x)): (2.1.2)





By the denition of M i(t; x; ) and Ki(t; x), setting (t; x; ) :=
P
iK
i(t; x), for t 2
[0;1); x 2 Rm;  2M(E) we have
M i(t; x; ) =
1
(t; x; )
Ki(t; x) : (2.1.4)
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By the denition of the Hilbert metric dH(; ), for t 2 [0;1); x 2 Rm; ;  2 M(E) we then
have




















= log(sup K(t;x)(A)K(t;x)(A) sup
K(t;x)(A)
K(t;x)(A))
= dH(K(t; x);K(t; x)):
(2.1.5)
Applying [1], Lemma 3.4 in [11] and Theorem 1.1 in [12] , for the positive linear operator K on
M(E) it then follows that
dH(M(t; x; );M(t; x; )) = dH(K(t; x);K(t; x))  dH(; ) (2.1.6)
for t 2 [0;1); x 2 Rm; ;  2 SN . By Lemma 3.4 in [11] , for 8;  2 SN we also have
k   kTV  2
log 3
dH(; ); (2.1.7)
where k  kTV is the total variation on SN .
We nally introduce a metric on [0;1) SN  Hm by
jt  tj+ dH(; ) +
mX
i=1
jhi   hij (2.1.8)
for (t; ; h); (t; ; h) 2 [0;1) SN  Hm and considering the state space
 := [0;1) SN ; (2.1.9)
let Cb() be the set of bounded continuous functions g :  ! R with norm
kgk := max
x2
j g(x) j : (2.1.10)






Rm g(t;M(t  ; z; ))
P
ij n(ei)rji(t  ; z)pji(t  )jdzdt
= E[g(1; 1)1f1<Tgj0 = ; 0 = ];
(2.1.11)
where M is dened in (1.3.11)-(1.3.12).
First we have
Lemma 2.1.1. J is a contraction operator on Cb() with contraction constant c := 1 e nT < 1,
where n := maxn() = maxi n(ei).
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Proof. For 8g 2 Cb()
j Jg(t; ) j = j E[g(1; 1)1f1<Tgj0 = t; 0 = ] j
 kgkP (1 < T j0 = t)
= kgkE[(1  exp(  R Tt n(t)dt))]
 kgk(1  exp( n(T   t)))
and so
kJgk  ckgk (2.1.12)
with c as specied in the statement.
Let Cb;lip() be the set of bounded and Lipschitz continuous functions g :  ! R and set
for g 2 Cb;lip()




jg(; )  g( ; )j
j    j+ dH(; ) : (2.1.14)
Note that Cb;lip() is a Banach space with the norm N
(g), for each  > 0.







) < 1: (2.1.15)
Proposition 2.1.1. The operator J in Denition 2.1.1 is a contraction operator
J : Cb;lip()! Cb;lip()
with contraction constant c0.
Proof. Let us rst prove that Jg(t; ) is Lipschitz continuous with respect to t. By assumption,
for all g 2 Cb;lip(),
jg(; )  g( ; )j  [g]lipj    j; (2.1.16)
jg(; )  g(; )j  [g]lipdH(; ): (2.1.17)












jJg(; )  Jg( ; )j
= j R T T  RRm g(t+ ;M(t; z; ))Pij n(ei)rji(t; z)pji(t)jdzdtj
+j R T 0 RRmfg(t+ ;M(t; z; ))  g(t+  ;M(t; z; ))g
Pij n(ei)rji(t; z)pji(t)jdzdtj








= nkgkj    j+ [g]lipj    jP (1 < T j0 = ; 0 = )
 (nkgk+ c[g]lip)j    j:
(2.1.19)
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Next, let us prove that Jg(t; ) is Lipschitz continuous with respect to .
jJg(; )  Jg(; )j
 j R T 0 RRmfg(t;M(t; z; ))  g(t;M(t; z; ))gPij n(ei)rji(t; z)pji(t)jdzdtj
+ j R T 0 RRm g(t;M(t; z; ))Pij n(ei)rji(t; z)pji(t)(j   j)dzdtj
 j R T 0 RRm [g]lipdH(M(t; z; );M(t; z; ))Pij n(ei)rji(t; z)pji(t)jdzdtj
+ kgk 2log 3dH(; )P (1 < T j0 = )





jJg(; )  Jg( ; )j
j    j+ dH(; )
 sup
;2[0;T ] ;2SN
jJg(; )  Jg( ; )j+ jJg( ; )  Jg( ; )j
j    j+ dH(; )
 sup
;2[0;T ] ;2SN
(nkgk+ c[g]lip)j    j+ ( 2log 3kgk+ c[g]lip)dH(; )
j    j+ dH(; )
 max(n; 2log 3)kgk+ c[g]lip:
(2.1.21)
Finally, we obtain
N(Jg) = kJgk+ [Jg]lip




2.2 Preliminary results in view of the optimal strategy
Recall from (1.2.7) that the value process of a self nancing portfolio satises
dVt
Vt
= [r0 + h

t fr(t)  r01g]dt+ ht(t)dBt: (2.2.1)
We have by Ito^'s formula







0 [r0 + h

t fr(t)  r01g   12ht(t)ht]dt:
(2.2.2)
Put
f(; h) := r0 + h




and notice that this function f() is bounded under our assumptions. The expected log-utility
of terminal wealth then becomes
E[log VT j0 = 0; 0 = ] = log v0 + E[
Z T
0
f(t; ht)dtj0 = 0; 0 = ] (2.2.4)
and, we want to consider the problem of maximization of expected terminal log-utility, namely
sup
h2A
E[log VT j0 = 0; 0 = ]: (2.2.5)
Denition 2.2.1. Let C^(; ; h) be dened by
C^(; ; h) := E[
R T^1








f(ei; (x; h))rji(t  ; x)pji(t  )jdxdt; (2.2.6)
where (x; h) = [1(x1; h);    ; m(xm; h)].
Lemma 2.2.1.




f(s; hs)dsj0 = t; 0 = ] = E[
X
k
C^(k; k ; hk)1fk<Tgj0 = t; 0 = ]: (2.2.7)
(ii) C^ is a bounded and continuous function on [0; T ] SN  Hm.
For the proof see Section 2.6
Corollary 2.2.1.
(i) There exists a Borel function h^(; ) such that suph2 Hm C^(; ; h) = C^(; ; h^(; )):
(ii) The function
C(t; ) := sup
h2 Hm
C^(t; ; h): (2.2.8)
is Lipschitz continuous with respect to t;  in the metric introduced in (2.1.8).
Proof. Hm is compact and C^(; ; h) is a bounded continuous function on [0; T ]SN Hm; there
exists then a Borel function h^(; ) such that (2.2.8) holds. Furthermore, C^(t; ; h) is uniformly
Lipschitz continuous with respect to t; .
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2.3 Value function and rst properties
We start with the following basic denition
Denition 2.3.1. For given initial data (0 = t; 0 = ), where we now start at a generic time
t, consider the following value function for h 2 A
W (t; ; h:) := E[
R T




C^(k; k ; hk)1fk<Tgj0 = t; 0 = ];
(2.3.1)
and dene
W (t; ) := sup
h2A












C^(k; k ; hk)1fk<Tgj0 = t; 0 = ];
(2.3.2)
Wn(t; ) := sup
h2An












C^(k; k ; hk)1fk<Tgj0 = t; 0 = ];
(2.3.3)
where An was dened in (1.2.5).
Lemma 2.3.1. For all n  0 and h 2 An, we have the following equation
W (t; ; h:) = E[
n 1X
k=0




f(s; ( ~Xs   ~Xn ; hn))ds1fn<Tgj0 = t; 0 = ]:
(2.3.4)
For the proof see Section 2.6.
Corollary 2.3.1. For n  0; t 2 [0; T ];  2 SN we have the following equation









f(s; ( ~Xs   ~Xn ; hn))ds1fn<Tgj0 = t; 0 = ]:
(2.3.5)
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2.4 An auxiliary value function
Recall the function C(t; ) dened in Corollary 2.2.1 as well as the operator J from Denition
2.1.1. By Proposition 2.1.1 we have that J is a contraction operator on the Banach space Cb;lip
with its norm N(): Therefore, limn!1
Pn
k=0 J
kC exists and so we introduce the





The following lemma then holds
Lemma 2.4.1. We have W 2 Cb;lip and it satises
W (t; ) = C(t; ) + J W (t; ): (2.4.1)
Proof. Due always to the fact that (see Proposition 2.1.1) J is a contraction operator on the
Banach space Cb;lip with its norm N









from which the result follows.
In view of deriving a recursion related to W (t; ) (value iteration), we start with the
Denition 2.4.2. Dene, for h 2 Hm,
W 0(t; ; h) := E[
Z T
t
f(s; ( ~Xs   ~Xt; h))dsj0 = t; 0 = ]: (2.4.2)
Furthermore, let
W 0(t; ) := max
h2 Hm
W 0(t; ; h); (2.4.3)
and, for n  1




JkC(t; ) + Jn W 0(t; ):
(2.4.4)
Remark 2.4.1. The function W 0(t; ; h) in (2.4.2) is bounded and continuous with respect to
t; ; h. This follows by an analogous proof as in Lemma 2.2.1(ii).
We rst state and prove the following lemma (later we need a relation from the proof)
Lemma 2.4.2.
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(i) We have the equation
Wn(t; ) = E[
n 1X
k=0
C(k; k)1fk<Tg + W
0(n; n)1fn<Tgj0 = t; 0 = ]: (2.4.5)
(ii) For any  > 0, we set n := (log(1  c0) + log "  logN( W 1   W 0))= log c0, where c0 is the
contraction constant dened in (2.1.15). For all n > n,
N( W   Wn) < : (2.4.6)
Proof. We prove (i). For n  1
fn 1 < Tg  fn < Tg: (2.4.7)
Therefore,
1fn 1<Tg1fn<Tg = 1fn<Tg: (2.4.8)
For all g 2 Cb([0; T ] SN ) and n  0, we have
E[g(n; n)1fn<Tgj0 = t; 0 = ]
= E[E[g(n; n)1fn<TgjGn 1]1fn 1<Tgj0 = t; 0 = ]:
(2.4.9)






Rm g(t;M(t  n 1; z; n 1))
X
ij
n(ei)rji(t  n 1; z)pji(t  n 1)jn 1dzdt
= Jg(n 1; n 1);
(2.4.10)
we have (see always (2.1.11))







JkC(t; ) + Jn W 0(t; )
= E[
Pn 1
k=0 C(k; k)1fk<Tg + W
0(n; n)1fn<Tgj0 = t; 0 = ]:
(2.4.12)
Next, we prove (ii). For any n,
N( W   Wn) = N( lim
k!1
Wn+k   Wn) = lim
k!1















( W 1   W 0):
(2.4.13)
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Lemma 2.4.3. For all n  0, we have the equality
Wn(t; ) = Wn(t; ): (2.4.14)
Proof. By Corollary 2.3.1, for all n  0









f(s; ( ~Xs   ~Xn ; hn))ds1fn<Tgj0 = t; 0 = ]:
(2.4.15)
Since Hm is compact and W
0(; ; h) is a bounded continuous function on [0; T ]  SN  Hm,
there exists a Borel function w(; ) such that suph2 Hm W
0(; ; h) = W 0(; ; w(; )) . Further-
more, by Corollary 2.2.1(i) there exists a Borel function h^(; ) such that suph2 Hm C^(; ; h) =
C^(; ; h^(; )) holds. For n  0, we dene the strategy
~hk := h^(k; k); 0  k  n  1
~hk := w(n; n); k = n
~hk := ( ~Xk   ~Xn ; ~hn); k > n:
(2.4.16)
By denition of f~hkgk2N, we have f~hkgk2N 2 An. Using Lemma 2.4.2(i) and Lemma 2.3.1, for
n  0; t 2 [0; T ];  2 SN








f(s; ( ~Xs   ~Xn ; ~hn))ds1fn<Tgj0 = t; 0 = ]
 Wn(t; ):
(2.4.17)
Using again Lemma 2.3.1, (2.4.2) and Lemma 2.4.2(i), for all n  0; h 2 An; t 2 [0; T ];  2 SN
W (t; ; h:) = E[
n 1X
k=0








C^(k; k ; hk)1fk<Tg + W




C(k; k)1fk<Tg + W




Wn(t; ) = sup
h2An
W (t; ; h:)  Wn(t; ); (2.4.19)
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and so we obtain for all n  0
Wn(t; ) = Wn(t; ): (2.4.20)
Lemma 2.4.4. For n  0, we have the estimate
Wn(t; )  Wn+1(t; )  W (t; ) W (t; ): (2.4.21)
For the proof see Section 2.6.
Lemma 2.4.5. The following estimate holds
W (t; )  W (t; ) (2.4.22)
for t 2 [0; T ]; 8 2 SN .
For the proof see Section 2.6.
2.5 Main result
Based on the previous sections we obtain now the main result of this section
Theorem 2.5.1.
(i) Approximation theorem :
For any  > 0; n > n,
N(W   Wn) < ; (2.5.1)
where n is the constant dened in Lemma 2.4.2(ii) and, modulo the additive term log v0,the
function W = W (t; ) is the optimal value function (see (2.2.4), (2.3.1), (2.3.2)), N is
the norm introduced in (2.1.13), and Wn are computed recursively according to (2.4.3) and
(2.4.4).
(ii) Dynamic programming principle : for any n > 0





C^(k; k ; hk)1fk<Tg
+W (n+1; n+1)1fn+1<Tgj0 = t; 0 = ]:
(2.5.2)
.
(iii) Optimal value and optimal strategy for the Log Utility Maximization Problem : for the
utility maximization under the initial conditions V0 = v0; 0 = 0; 0 =  we have
sup
h2A





f(t; ht)dtj0 = 0; 0 = ]
= log v0 + C(0; ) +
P1
k=1E[C^(k; k ; h^k)1fk<Tgj0 = 0; 0 = ];
(2.5.3)
with h^k dened in Corollary 2.2.1, namely suph2 Hm C^(; ; h) = C^(; ; h^(; )) and h^k =
h^(k; k) and
h^it = 
i( ~Xt   ~Xk ; h^k); k  t < k+1 (2.5.4)
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Proof. Let us rst prove (i). By Lemma 2.4.4 and Lemma 2.4.5,
W (t; ) = W (t; ): (2.5.5)
Therefore, applying Lemma 2.4.2(ii) one obtains
N(W   Wn) < : (2.5.6)
Next, let us prove (ii). By (2.5.5), Lemma 2.4.1, (2.4.11) and by Corollary 2.2.1
W (t; ) = W (t; ) =
nX
k=0










C^(k; k ; hk)1fk<Tg +W (n+1; n+1)1fn+1<Tgj0 = t; 0 = ]:
(2.5.7)
Finally, (iii) is an immediate consequence of (2.2.4), Lemma 2.2.1 and Lemma 2.4.3 and its
proof.
2.6 Proof of Lemma
Proof of Lemma 2.2.1.
Proof of statement (i). It follows from the two lemmas shown below.





E[f(t; ( ~Xt   ~Xk ; hk))1ftk+1gjGk]
E[1ftk+1gjGk]
: (2.6.1)
Proof. It suces to prove that for any Gt adapted process Zt




E[f(t; ( ~Xt   ~Xk ; hk))1ftk+1gjGk]
E[1ftk+1gjGk]
Zt]: (2.6.2)




1]k;k+1](t)Zk(t) + Z11]1;1[(t); (2.6.3)
with the process Zk(t) being Gk 
B(R+)-measurable. Furthermore, under our assumptions, for






Note, nally, that E[1fk<tk+1gjGk] = 1]k;1)(t)E[1ftk+1gjGk]]. We then have



























~Xt   ~Xk ; hk));
which follows from (1.2.3).
Lemma 2.6.2. We have the following equation
E[
R T
t f(s; hs)dsj0 = t; 0 = ] = E[
X
k0
C^(k; k ; hk)1fk<Tgj0 = t; 0 = ] (2.6.5)
with C^(t; ; h) dened by (2.2.6) in Denition 2.2.1.
Proof. For simplicity, in the following formula we shall use the notation
Et;[]  E[ j0 = t; 0 = ]
































  R sk n(u)duf(s; ( ~Xs   ~Xk ; hk))jGk _ fkg]jGk]ds]
(2.6.6)
Since (t; ~Xt) is a time homogeneous Markov process,
E[e
  R sk n(u)duf(s; ( ~Xs   ~Xk ; hk))jGk _ fkg]
= E[e 
R t
0 n(u)duf(t; ( ~Xt   x; h))j0 = ; ~X0 = x]jt=s k;=k;x= ~Xk ;h=hk
(2.6.7)
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We now have, recalling the denition of rji(t; z) in (1.3.8),
E[e 
R t
0 n(s)ds)f(t; ( ~Xt   x; h))j0 = ; ~X0 = x]
= E[e 
R t





Rm f(t; (z; h))






















































C^(k; k ; hk)1fk<Tg]:
(2.6.9)
Proof of statement (ii) of Lemma 2.2.1.
We start by proving that C^(t; ; h) is Lipschitz continuouswith respect to t.



















jC^(t; ; h)  C^(t; ; h)j = j R T tT t RRmP
i;j




where kfk := supe2E;h2 Hm kf(e; h)k. Next, let us prove that C(t; ; h) is Lipschitz continuous
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with respect to  (in the metric introduced in (2.1.8)).
jC^(t; ; h)  C^(t; ; h)j = j R T t0 RRmP
i;j
f(ei; (x; h))rji(s; x)pji(s)(
j   j)dxdsj
 kfkT j   j = kfkTPNi=1 j(ei)  (ei)j
 kfkTk   kTV  kfkT 2log 3dH(; );
(2.6.12)
where we have used (2.1.7).
Next, let us prove that C(t; ; h) is continuous with respect to h (always in the metric
introduced in (2.1.8)). The function f(ei; h) is bounded and continuous with respect to h for all
i. Furthermore, (x; h) is continuous with respect to h for all x 2 Rm. Applying the dominated
convergence theorem, for hn  Hm, s.t. lim
n!1hn = h 2 Hm
lim

















f(ei; (x; h))rji(s; x)pji(s)
jdxds
= C^(t; ; h):
(2.6.13)
C^(t; ; h) is thus continuous with respect to each of the variables t; ; h. However, continuity in
t;  is independent of the other variable. Hence, C^(t; ; h) is a continuous function on [0; T ] 
SN  Hm.
Proof of Lemma 2.3.1
Fix n  0. Recall the denition of hin given in section 2.2. Since St is continuous and Vt satises















Using (1.2.3), (1.2.5), for all k  1; h 2 An; t 2 [n+k; T ], one furthermore has
hit = 
i( ~Xt   ~Xn+k ; hn+k) = i( ~Xt   ~Xn ; hn):
Therefore, using lemma 2.2.1 (i) for h 2 An















C^(k; k ; hk)1fk<Tg +
Z T
n
f(s; ( ~Xs   ~Xn ; hn))ds1fn<Tgj0 = t; 0 = ]:
(2.6.14)
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Proof of Lemma 2.4.4
By the denition of An, for n  0;An  An+1  A, hence,
sup
h2An
W (t; ; h:)  sup
h2An+1
W (t; ; h:)  sup
h2A
W (t; ; h:): (2.6.15)
By the denition of Wn(t; ) and W (t; )
Wn(t; ) Wn+1(t; ) W (t; ): (2.6.16)
Using Lemma 2.4.3, for n;m  0
Wn(t; )  Wn+m(t; ) W (t; ): (2.6.17)
Letting m!1
Wn(t; )  W (t; ) W (t; ): (2.6.18)
Proof of Lemma 2.4.5
For h 2 A, W (t; ; h) dened by (2.3.1) satises
W (t; ; h:) = E[
n 1X
k=0








C^(k; k ; hk)1fk<Tg +
Z T
n
f(s; ( ~Xs   ~Xn ; hn))ds1fn<Tg
  R Tn f(s; ( ~Xs   ~Xn ; hn))ds1fn<Tgj0 = t; 0 = ]
+ E[W (n; n ; h:)1fn<Tgj0 = t; 0 = ]:
 Wn(t; ) + jE[R Tn f(s; ( ~Xs   ~Xn ; hn))ds1fn<Tgj0 = t; 0 = ]j
+ E[W (n; n ; h:)1fn<Tgj0 = t; 0 = ]
 Wn(t; ) + 2kfkTP (n < T j0 = t):
(2.6.19)
because of the representation of Wn(t; ) in Corollary 2.3.1 (equation (2.3.5)) and Lemma 2.4.3.
Thus, by letting n!1, we obtain
W (t; ; h:)  W (t; ) (2.6.20)









logE[V T j0 = 0; 0 = ]
= log v0 + suph2A 1 logE[
V T
V 0
j0 = 0; 0 = ];
(3.0.1)
for  < 0 as well as an optimal maximizing strategy h^ 2 A:
Notice that, in order to study the optimization problem (3.0.1), it suces to analyze the
criterion function






j0 = t; 0 = ]: (3.0.2)
The optimal value function will then be dened as
W (t; ) := sup
h2A
W (t; ; h:): (3.0.3)
In section 3.1 consists mainly in estimation results and in establishing continuity properties,
while section 3.2 and 3.3 contain results that will be used to obtain an approximation, of the
type of \value iteration", of the optimal value function and a Dynamic Programming principle
that is specic to the given problem setting. These results serve also the purpose of obtaining a
methodology to determine an optimal strategy. Section 3.5 contains auxiliary technical results.
In the sequel we shall for simplicity use mostly the shorthand notation
Et;[]  E[ j0 = t; 0 = ]
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and also use the following notations8>>>>>>>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>>>>>>>:
m := max0immax1jN mi(ej);
m := min0immin1jN mi(ej) ^ 0 implying that m  0;
 := max0immax1jN i(ej);
l(t) := E[j1  exp(jXt  X0j)j];
c := E[1f1Tg];
n := minn() = mini n(ei);
n := maxn() = maxi n(ei):
(3.0.4)
3.1 Basic estimates
We start from the following representation of the criterion function.
Lemma 3.1.1. For t 2 [0; T ];  2 SN
















D(h; 0) = log(
mX
i=0
hi) = 0 (3.1.3)
































= exp(D(hk; XT  Xk)):
(3.1.4)



























The representation of W (t; ; h:) in Lemma 3.1.1 leads us to dene a function that will play
a crucial role in the sequel, namely
Denition 3.1.1. Let the function W 0(t; ; h) be dened as




For the function W 0(t; ; h) in the above Denition 3.1.1 we now obtain estimation and
continuity results as stated in the following proposition.




)(T   t))  Et;[exp(D(h;XT  Xt))]  exp((m+ ()
2
2
)(T   t)); (3.1.9)




)(T   t)  W 0(t; ; h)  ( m+ 
2
2
)(T   t): (3.1.10)
Furthermore, W 0(t; ; h) is a continuous function on [0; T ]SN Hm and the following estimates
hold:
j exp( W 0(t; ; h))  exp( W 0(t; ; h))j  exp((m+ ()
2
2
)(T   t)) 2
log 3
dH(; ); (3.1.11)
j exp( W 0(t; ; h))  exp( W 0(t; ; h))j  exp((m+ ()
2
2
)(T   t))l(t  t) for t < t; (3.1.12)
where dH was dened in (1.1.3).
Proof. See Section 3.5.
We shall now introduce basic quantities that we shall use systematically throughout. The
rst one concerns useful function spaces, namely
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Denition 3.1.2. By G we denote the function space
G := fg 2 C([0; T ] SN ) j (m+ 
2
2
)(T   t)  g(t; )  ( m+ 
2
2
)(T   t))g: (3.1.13)
Furthermore, we let G1  G be the subspace
G1 :=









and G2  G be the subspace of functions g 2 G satisfying, for t < t;
j exp(g(t; ))  exp(g(t; ))j  k(t  t) exp((m+ ()
2
2
)(T   t)); (3.1.15)
where k(t) is some nonnegative function on R such that k(0) = 0 and continuous at 0.
The second one concerns a crucial auxiliary quantity that will play a major role in the proofs
to follow, namely
Denition 3.1.3. For each g 2 G let ^ : [0; T ] SN  Hm ! R be the function dened by
^(t; ; h; g) :=
1

logEt;[exp(D(h;XT^1  Xt) + 1f1<Tgg(1; 1))]: (3.1.16)
We can now state and prove the following estimation result
Proposition 3.1.2. For each g 2 G, we have the three estimates (c is as in (3.0.4))
(i)
c exp(( m+ ()
2
2 )(T   t))  Et;[exp

D(h;X1  Xt) + g(1; 1)

1f1Tg]
 c exp((m+ ()22 )(T   t));
(3.1.17)
(ii)












)(T   t)  ^(t; ; h; g)  ( m+ 
2
2
)(T   t): (3.1.19)
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Furthermore, for all g 2 G, the function exp(^(t; ; h; g)) is continuous with respect to h and
for each g 2 G1 we have
j exp(^(t; ; h; g)  exp(^(t; ; h; g))j
 2log 3dH(; ) exp((m+ ()
2
2 )(T   t))(1 + c);
(3.1.20)
while for each g 2 G2 we have
j exp(^(t; ; h; g)  exp(^(t; ; h; g))j
 exp((m+ ()22 )(T   t))(2 nn(en(t t)   1) + l(t  t) + ck(t  t)):
(3.1.21)
Proof. See Section 3.5.
3.2 Basic approximation results
This section is intended to prepare for one of the two main results in Theorem 3.4.1 below, namely
the approximation of the optimal value function, which involves a kind of \value iteration". We
start by giving two denitions.
Denition 3.2.1. Dening the operator J on C([0; T ] SN ) by
Jg(t; ) := sup
h2 Hm
^(t; ; h; g) (3.2.1)
let, for g 2 G,
J0g(t; ) := g(t; ) (3.2.2)
and, for n  1,
Jn g(t; ) := J(J
n 1
 g(t; )): (3.2.3)
Denition 3.2.2. Put
W 0(t; ) := sup
h2 Hm





and let (\value iteration")
Wn(t; ) := Jn W
0(t; ): (3.2.5)
Then, we have the following proposition as a direct consequence of Proposition 3.1.1.
Proposition 3.2.1. For W 0(t; ) dened above we have that W 0(t; ) 2 G1 \ G2 by setting
k(t) = l(t).
Proof. By (3.1.10) in Proposition 3.1.1 we see that W 0(t; ) 2 G and, by (3.1.11) and (3.1.12)
in Proposition 3.1.1 we also see that it belongs to G1 \ G2 with k(t) = l(t).
We have now
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Lemma 3.2.1. For g 2 G1 \ G2 one has that Jg(t; ) is continuous with respect to t;  and
Jg 2 G.
Proof. For a; b   > 0; ja  bj < "; " > 0, one has
log a  log b = log(a=b) = log(1 + (a  b)=b)  =
log b  log a = log(b=a) = log(1 + (b  a)=a)  =
) j log a  log bj  =;
(3.2.6)
where we have used the inequality log(1 + x)  x for x  0. We set a = exp(^(t; ; h; g)),
b = exp(^(t; ; h; g)) and use Proposition 3.1.2(iii), setting  = exp(f m+ 22 g(T   t)). From
(3.1.20) in Proposition 3.1.2 it then follows that
j^(t; ; h; g)  ^(t; ; h; g)j
 1jj 2log 3dH(; ) exp(((m  m) + ( 1)()
2
2 )(T   t))(1 + c)
 1jj 2log 3dH(; ) exp(((m  m) + ( 1)()
2
2 )T )(1 + c):
(3.2.7)
On the other hand, by analogous reasoning, from (3.1.21) in Proposition 3.1.2 it follows that
j^(t; ; h; g)  ^(t; ; h; g)j  1jj exp(((m  m) + ( 1)()
2






(en(t t)   1) + l(t  t) + ck(t  t))








(en(t t)   1) + l(t  t) + ck(t  t));
(3.2.8)
namely ^(t; ; h; g) is continuous with respect to (t; ), uniformly with respect to h, and hence
Jg(t; ) is continuous. Further, because of Proposition 3.1.2 (iii) we see that Jg 2 G.
Corollary 3.2.1. Under the assumptions of Lemma 3.2.1, Jn g 2 G for n  0. Furthermore,
there exists a Borel function h^(n)(t; ) such that
sup
h2 Hm
^(t; ; h; Jn g) = ^(t; ; h^
(n)(t; ); Jn g); n  0: (3.2.9)
Proof. Similar arguments to the proof of Lemma 3.2.1 apply to see that Jn g 2 G. Moreover,
since Hm is compact and ^(t; ; h; g) is a bounded continuous function on [0; T ]  SN  Hm,
there exists a Borel function h^(0)(t; ) such that suph2 Hm ^(t; ; h; g) = ^(t; ; h^
(0)(t; ); g). By
the same reasoning we have (3.2.9) for general n  1.





Lemma 3.2.2. For each g 2 G and n  1, we have the following estimate
kJn+1 g(t; )  Jn g(t; )k
 cnjj exp(f(m  m) + ( 1)
2
2 gT )j1  exp(kJg(t; )  g(t; )k)j
(3.2.11)
where, recall (3.0.4), c 2 (0; 1):
Proof. Let us rst prove that, for n  1,




To prove it for n = 1, using Proposition 3.1.2 (i), we see that
j exp(^(t; ; h; Jg))  exp(^(t; ; h; g))j
 Et;[eD(h;X1 Xt)jeJg(1;1 )   eg(1;1)j1f1Tg]
= Et;[eD(h;X1 Xt)+Jg(1;1 )j1  e(g(1;1 ) Jg(1;1 ))j1f1Tg]







jeJ2g(t;)   eJg(t;)j = je suph ^(t;;h;Jg)   e suph ^(t;;h;g)j
= j infh e^(t;;h;Jg)   infh e^(t;;h;g)j
 suph je^(t;;h;Jg)   e^(t;;h;g)j
 cem(T t)+ (2)2 (T t)j1  ekJg gkj:
Assuming that (3.2.12) holds for n  1, we will prove it for n. Using again Proposition 3.1.2 (i)
jeJn+1 g(t;)   eJn g(t;)j = je suph ^(t;;h;Jn g)   e suph ^(t;;h;Jn 1 g)j
= j infh e^(t;;h;Jn g)   infh e^(t;;h;Jn 1 g)j
 suph je^(t;;h;J
n
 g)   e^(t;;h;Jn 1 g)j
 suphEt;[eD(h;X1 Xt)jeJ
n










Thus, (3.2.12) has been proved. Now we can complete the proof. Indeed, by using (3.2.6), we
have















and hence obtain the present lemma by taking supremum with respect to (t; ).




 g(t; ) 2 G:
Furthermore, for each g1; g2 2 G, we have the estimates:
kJg1   Jg2k
 cjj exp(f(m  m) + ( 1)
2
2 gT )j1  exp(kg1   g2k)j
 c exp(f(m  m) + ( 1)22 gT )kg1   g2k:
(3.2.16)
Proof. By Corollary 3.2.1, fJn g(t; )g  G. Further, by using Lemma 3.2.2, we can see that
fJn g(t; )g is a Cauchy sequence in G. The proof of (3.2.16) is similar to that of Lemma 3.2.2.
Proposition 3.2.2. We have that f Wn(t; )g given by (3.2.5) is a Cauchy sequence in G and
therefore 9 lim
n!1
Wn(t; ) 2 G.
Proof. Thanks to Proposition 3.2.1, W 0(t; ) belongs to G1\G2 with k(t) = l(t) and we see that
f Wn(t; )g is a Cauchy sequence in G by Corollary 3.2.2.
3.3 Limiting results
In this section we perform some passages to the limit, which will complete our preliminary
analysis in view of the main result in the next section. We start by dening some relevant
quantities.
Denition 3.3.1. We set
W (t; ) := lim
n!1
Wn(t; ); (3.3.1)
which is justied by the previous Proposition 3.2.2,
W (t; ) := sup
h2A
W (t; ; h:); (3.3.2)
and
Wn(t; ) := sup
h2An
W (t; ; h:); (3.3.3)
where W (t; ; h:) is the criterion function dened in (3.0.2).
The next lemma particularizes the representation result of Lemma 3.1.1.
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Lemma 3.3.1. For all n  0 and h 2 An, we have the following equation





















Proof. By Lemma 3.1.1 and the denition of W 0(t; ; h) it suces to prove the following equation




D(hi; Xi+1  Xi) + D(hk; XT  Xk))
= exp(D(hn; XT  Xn)):
(3.3.5)











































































) = exp(D(hn; XT  Xn));
(3.3.6)
where we have used (3.1.4), the denition of An and the self nancing property of the investment
strategy.
Corollary 3.3.1. We have the following equation














for n  0; t 2 [0; T ];  2 SN .
Proposition 3.3.1. For each n  0, we have
Wn(t; ) =Wn(t; ): (3.3.8)
Furthermore,
W (t; ) =W (t; ): (3.3.9)
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Proof. See Section 3.5.
The next proposition is in the spirit of a Dynamic Programming principle, namely






logEt;[exp(D(h;XT^1  Xt) + W (1; 1)1f1Tg)]: (3.3.10)
Proof. We have, by using (3.2.16),
kW   JWk  kW   J Wnk+ kJ Wn   JWk
 kW   Wn+1k+ C1k Wn  Wk;
where C1 = c exp(f(m  m)+ ( 1)
2
2 gT ). Hence, by sending n to1, we see that kW JWk =
0.
3.4 Main Theorem
From the preliminary analysis in previous Section we obtain now the main result in this chapter,




Wn computed according to (3.2.5) in Denition 3.2.2 are approximations to the solution
of the original problem in the sense that, for any  > 0; n > n,
kW   Wnk < ; (3.4.1)
where,
n :=





(ii) Dynamic programming principle:













(iii) Optimal value and optimal strategy for the Power Utility Maximization Problem












where the optimal strategy in the k -th period, namely h^k, is given by
h^k = h^(k; k) (3.4.4)





logEt;[exp(D(h;XT^1  Xt) + W (1; 1)1f1Tg)]
= 1 logE
t;[exp(D(h^(t; ); XT^1  Xt) + W (1; 1)1f1Tg)]:
(3.4.5)
Proof. First, we prove (i). For any n
k W   Wnk = k lim
k!1
Wn+k   Wnk = lim
k!1









kJn+i+1 W 0   Jn+i W 0k


















where we have used Lemma 3.2.2.
Next, we prove (ii). Proceeding analogously to the proof of Lemma 3.5.5, for n;m 2 N, we
take a sequence of functions ~hn;k(t; ); k = 0; 1; : : : ; n such that
sup
h2Hm
^(t; ; h; Jn+m k 1 W




~hn;k(k; k); k = 0; 1; : : : ; n
and
~hn;kk = (
~Xk   ~Xn ; ~hn;nn ); k  n+ 1:
Then, ~h(n) = f~hn;kk gk 2 An. Therefore, similarly to the proof of Lemma 3.5.5, it follows that
Wn+m = 1 logE






W 0 W , we have
Wn+m  1 logEt;[expf
Pn
k=1D(
~hn;k 1(k 1; k 1); XT^k  Xk 1)1fk 1Tg
+W (n; n)1fnTgg]











by letting m!1. On the other hand, for each h 2 An, it follows that






Then, by letting m!1, we have











and thus we obtain (ii).
Part (iii) is an immediate consequence of the previous results in particular of the proof of
point (ii) of this same theorem.
3.5 Proof of Lemma
Proof of Proposition 3.1.1.
The proof is contained in the following two lemmas.
Lemma 3.5.1. For t 2 [0; T ]; h 2 Hm; we have the estimate (3.1.9).









hi exp((XiT  Xit))]: (3.5.1)
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For each i and t 2 [0; T ],
m(T   t)  R Tt mi(s)ds  m(T   t);R T
t 
2
i (s)ds  2(T   t):
(3.5.2)
Thus, we have









 exp((m+ ()22 )(T   t));
(3.5.3)
and
Et;[exp((X0T  X0t ))] = exp(r0(T   t))  exp((m+
()2
2
)(T   t)): (3.5.4)















2 )(T   t)):
(3.5.5)



































= exp(( m+ ()
2
2 )(T   t)):
(3.5.7)
Lemma 3.5.2. W 0(t; ; h) in Denition 3.1.1 (see (3.1.8)) is a continuous function on [0; T ]
SN  Hm and the estimates (3.1.11), (3.1.12) hold.
Proof. Let us rst prove the continuity of W 0(t; ; h) with respect to . Owing to (2.1.7) and
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recalling pji(t) that was dened in (1.3.9), we have
j exp( W 0(t; ; h))  exp( W 0(t; ; h))j










exp( W 0(t; ej ; h))(
j   j)j
 exp((m+ ()22 )(T   t))
X
j
jj   j j
 exp((m+ ()22 )(T   t))kj   jkTV
 exp((m+ ()22 )(T   t)) 2log 3dH(; ):
(3.5.8)
Next, we show the continuity of W 0(t; ; h) with respect to t. First notice that, due to the time
homogeneity of the process (Xt; t),




jD(h; x) D(h; y)j  jx  yj (3.5.10)
holds because
jrxD(h; x)j  1: (3.5.11)
Therefore,
j exp( W 0(t; ; h))  exp( W 0(t; ; h))j
= jE0;[exp(D(h;XT t  X0))  exp(D(h;XT t  X0))]j
= jE0;[exp(D(h;XT t  X0))

1  exp (D(h;XT t  X0) D(h;XT t  X0))]
 E0;[exp(D(h;XT t  X0))j1  exp(jXT t  XT tj)j]
= E0;[exp(D(h;XT t  X0))E[j1  exp(jXT t  XT tj)jjXT t]]
= E0;[exp(D(h;XT t  X0))]l(t  t)
 exp((m+ ()22 )(T   t))l(t  t):
(3.5.12)
Finally, we prove the continuity with respect to h. By the denition of D(h; x) and Jensen's
inequality,
















SinceXT Xt = fXiT Xitgi=1;:::;m is, conditionally on F;Gaussian with mean f
R T
t mi(s)dsgi=1;:::;m
and covariance fR Tt ()ij(s)dsgi;j=1;:::;m we have
Et;[exp((XiT  Xit))] <1: (3.5.15)
Then, applying the dominated convergence theorem, for hj  Hm, s.t. lim
j!1
hj = h 2 Hm
lim
j!1





exp(D(hj ; XT  Xt))]
= 1 logE
t;[exp(D(h;XT  Xt))]
= W 0(t; ; h):
(3.5.16)
Proof of Proposition 3.1.2.
Again, the proof is contained in the following two lemmas.
Lemma 3.5.3. For each g 2 G, we have the three estimates (3.1.17),(3.1.18) and (3.1.19).














Recall also that n(t) is the intensity of the Cox process describing the observations and that the
dynamics of the lter process t was given in Corollary 1.3.1 in terms of the function M(t; x; ).
























 exp(( m+ 22 )(T   s))n(s) exp( 
R s
t n(u)du)ds]







 exp(( m+ 22 )(T   s))n(s) exp( 
R s
t n(u)du)ds]
 Et;[R Tt exp(( m+ 22 )(s  t))
 exp(( m+ 22 )(T   s))n(s) exp( 
R s
t n(u)du)ds]
= exp(( m+ ()
2
2 )(T   t))Et;[1f1Tg];
(3.5.17)










 exp((m+ ()22 )(T   s))n(s) exp( 
R s
t n(u)du)ds]







 exp((m+ ()22 )(T   s))n(s) exp( 
R s
t n(u)du)ds]
 Et;[R Tt exp((m+ ()22 )(s  t))





2 )(T   t))Et;[1f1Tg];
(3.5.18)
again by using Jensen's inequality and (3.5.2).
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= exp(( m+ ()
2
2 )(T   t))Et;[1f1>Tg];
(3.5.19)











































 R1T n(s) exp(  R st n(u)du)ds]







2 )(T   t))Et;[1f1>Tg];
(3.5.20)
because of (3.5.2).
(iii) (estimate (3.1.19)). Since
^(t; ; h; g) =
1

log(I1 + I2): (3.5.21)
The estimate (3.1.19) follows from (i) and (ii).
Lemma 3.5.4. For all g 2 G, the function exp(^(t; ; h; g))is continuous with respect to h.
Furthermore, for each g 2 G1 the relation (3.1.20) holds and for each g 2 G2 the relation
(3.1.21) holds.
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Proof. Let us rst prove the continuity of exp(^(t; ; h; g)). From (3.5.13), we have for m  1
exp(D(h;XT^1  Xt) + g(1; 1)) 
mX
i=0
exp((XiT^1  Xit) + g(1; 1 )): (3.5.22)
Similarly to (3.5.15), we have for each i
Et;[exp((XiT^1  Xit) + g(1; 1))] <1: (3.5.23)
Applying the dominated convergence theorem, for hn  Hm, s.t. lim
n!1hn = h 2 Hm
lim
n!1 exp(^(t; ; hn; g))
= Et;[ lim
n!1 exp(D(hn; XT^1  Xt) + g(1; 1)1f1Tg)]
= exp(^(t; ; h; g)):
(3.5.24)
We next prove that, for g 2 G1, the relation (3.1.20) holds. For this purpose, recalling Corollary
1.3.1, we rewrite
exp(^(t; ; h; g))
= Et;[exp














Then, recalling the Denition 3.1.16 of ^(), from (3.1.19) in Proposition 3.1.2 and (2.1.7) it
follows that



















g(1;M(1   t;X1  Xt; ))

g1f1Tg)]j j
 exp((m+ ()22 )(T   t)) 2log 3dH(; )
+ Et;[exp(D(h;X1  Xt))j exp


















g(1;M(1   t;X1  Xt; ))

j
 exp((m+ ()22 )(T   1))
 2log 3dH(M(1   t;X1  Xt; );M(1   t;X1  Xt; ))
 2log 3dH(; ) exp((m+ ()
2
2 )(T   1)):
(3.5.27)
Therefore, we obtain
j exp(^(t; ; h; g))  exp(^(t; ; h; g))j
 2log 3dH(; ) exp((m+ ()
2
2 )(T   t))(1 + c):
(3.5.28)
Finally, to prove that for g 2 G2 the relation (3.1.21) holds, we rewrite, using the time
homogeneity of (Xt; t),
exp(^(t; ; h; g))
= Et;[exp(D(h;XT  Xt))1f1>Tg + exp(D(h;X1  Xt) + g(1; 1))1f1Tg]
= Et;[exp(D(h;XT t  X0))1f1>T tg
+ exp(D(h;X1  X0) + g(1 + t; 1))1f1T tg]:
(3.5.29)
Therefore, recalling that t < t;
j exp(^(t; ; h; g))  exp(^(t; ; h; g))j
 jE0;[exp(D(h;XT t  X0))f1f1>T tg   1f1>T tgg]j
+jE0;[ exp(D(h;X1  X0) + g(1 + t; 1)) f1f1T tg   1f1T tgg]j
+jE0;[fexp(D(h;XT t  X0)  exp(D(h;XT t  X0))g1f1>T tg]j
+jE0;[ exp(D(h;X1  X0))fexp(g(1 + t; 1))  exp(g(1 + t; 1)g1f1T tg]j
 J1 + J2 + J3 + J4:
(3.5.30)
Now we have
J1  exp((m+ ()
2
2 )(T   t))P 0;(T   t < 1 < T   t)
= exp((m+ ()
2





 exp((m+ ()22 )(T   t))
R T t
T t n exp( ns)ds







We also have, using (3.1.19),








(en(t t)   1): (3.5.32)
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Further, since jD(h; x) D(h; y)j  jx  yj holds from (3.5.10), we obtain
J3  E0;[j exp(D(h;XT t  X0))  exp(D(h;XT t  X0))j]
= E0;[exp(D(h;XT t  X0))
 j1  exp (D(h;XT t  X0) D(h;XT t  X0))j]j
 E0;[exp(D(h;XT t  X0))j1  exp(jXT t  XT tj)j]
= E0;[exp(D(h;XT t  X0))E[j1  exp(jXT t  XT tj)jjXT t]]:
(3.5.33)
Since (Xt; t) is a time homogeneous process, we have
E[j1  exp(jXT t  XT tj)jjXT t]
= E[j1  exp(j R T tT t r(s)  d((s))ds+ R T tT t (s)dBs)jjXT t]










= EXT t [j1  exp(jXt t  X0j)]
= l(t  t);
(3.5.34)
where l is the function dened in (3.0.4). Hence,we obtain
J3  E0;[exp(D(h;XT t  X0))]l(t  t)
 exp((m+ ()22 )(T   t))l(t  t):
(3.5.35)
Since g 2 G2, we have
J4  E0;[exp(D(h;X1  X0))
exp((m+ ()
2
2 )(T   t  1))k(t  t))1f1T tg]
 c exp((m+ ()22 )(T   t))k(t  t);
(3.5.36)
by using (3.1.19) in Proposition 3.1.2. Putting all the estimates together, we nally obtain
j exp(^(t; ; h; g))  exp(^(t; ; h; g))j





(en(t t)   1) + l(t  t) + ck(t  t)): (3.5.37)
Proof of Proposition 3.3.1.
The equality(3.3.8) is shown in Lemma 3.5.5 below. This lemma is followed by Lemma 3.5.6
that is preliminary to Lemma 3.5.7, from which then (3.3.9) follows.
Lemma 3.5.5. For each n  0, the equality (3.3.8) holds.
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Proof. By denition we have
W 0(t; ) = W 0(t; ): (3.5.38)
Moreover, W 0(t; ) 2 G1 \ G2 because of Proposition 3.2.1. Therefore, in Corollary 3.2.1, we set
g(t; ) = W 0(t; ) and obtain a Borel function h^(n)(t; ) satisfying (3.2.9) for n  0. Then,
Wn(t; ) = Jn
W 0(t; ) = sup
h2Hm
^(t; ; h; Jn 1 W
0) = ^(t; ; h^(n 1)(t; ); Jn 1 W
0):
We also have a Borel function h(t; ) such that
W 0(t; ) = sup
h
W 0(t; ; h) = W 0(t; ; h(t; )):




(n 1 k)(k; k); k = 0; : : : ; n  1;
h
(n)




~Xk   ~Xn ; h(n)n ); k  n+ 1:
(3.5.39)




^(t; ; h; Jn 1 W
0)
= ^(t; ; h^(n 1)(t; ); Jn 1 W 0)
= 1 logE
t;[exp(D(h^(n 1)(t; ); XT^1  Xt) +  Wn 1(1; 1)1f1Tg)]
= 1 logE
t;[exp(D(h^(n 1)(t; ); XT  Xt))1f1>Tg










E1;1 [eD(h^(n 2)(1;1);XT^2 X1 )+ Wn 2(2;2)1f2Tg ]1f1Tg]
= Et;[eD(h^
(n 1)(t;);X1 Xt)E1;1 [eD(h^(n 2)(1;1 );XT X1 )1f2>Tg]1f1Tg]
+Et;[eD(h^
(n 1)(t;);X1 Xt)












h(n)(k 1; k 1); XT^k  Xk 1)1fk 1Tg
+ W 0(n; n ;
h(n)(n; n))1fn<Tg)];
(3.5.42)






hn(k 1; k 1); XT^k  Xk 1)1fk 1<Tg

















Next, we shall prove the converse inequality. By applying Lemma 3.3.1, we have for h 2 An
































By the denition of ^ and W 1we have
En 1;n 1 [exp(D(hn 1; XT^n  Xn 1) +  W 0(n; n)1fnTg)]
= exp(^(n 1; n 1 ; hn 1; W 0))
 exp( sup
h2 Hm
^(n 1; n 1 ; h; W
0)) = exp( W 1(n 1; n 1)):
(3.5.45)
Therefore, for h 2 An, we have inductively




D(hk 1; XT^k  Xk 1)1fk 1<Tg +  W 1(n; n)1fnTg)]
 1 logEt;[exp(D(h;XT^1  X0) +  Wn 1(1; 1)1f1Tg)]
 Wn(t; ):
(3.5.46)











+ W 0(n; n ; hn)1fnTg

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=: I1(n) + I2(n):
(3.5.48)
We shall rst give an estimate for I1(n). From (3.1.9) in Proposition 3.1.1 it follows that for
h 2 Hm
exp(W 0(t; ; h))  exp((m+ ()
2
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by using Proposition 3.1.2(i) because clearly exp((m + ()
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2 )(T   n 2)

1fn 2Tg]]
 cn exp((m+ ()22 )(T   t));
(3.5.51)
and therefore we see that
lim
n!1 I1(n) = 0:
On the other hand, since 1fn>Tg =
Pn 1















































































































n!1 I1(n) + I2(n) = exp(W (t; ; h:));
(3.5.55)
having used Lemma 3.1.1. This completes the proof.
Lemma 3.5.7. The equality (3.3.9) holds.
Proof. By the denition of An, the inclusions An  An+1  A hold for n  0 and we have
sup
h2An
W (t; ; h:)  sup
h2An+1
W (t; ; h:)  sup
h2A
W (t; ; h:): (3.5.56)
From the denition of Wn(t; ) and W (t; ) it follows that
Wn(t; ) Wn+1(t; ) W (t; ): (3.5.57)
Therefore, from Lemma 3.5.5 we have
Wn(t; )  Wn+1(t; ) W (t; ): (3.5.58)
Thus, from Proposition 3.2.2 and (3.3.1), we obtain
W (t; ) W (t; ): (3.5.59)
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On the other hand, for h 2 A











Letting n!1 and applying Lemma 3.5.5,
W (t; ) W (t; ; h:) (3.5.61)
and hence, we obtain




In this chapter, we construct a numerical scheme for the log-utility value function. In Section
4.1, we construct an approximation lter and a value function. In Section 4.2, we compute the
value function and conrm convergence of the value iteration numerically.
4.1 Numerical scheme
4.1.1 Numerical approximation for lter
We construct a uniform discretization grid t0 = 0 < t1 < t2 <; : : : ; < tn = T ,. := tl   tl 1 on
[0; T ] and approximate the transition probability
P (tl = eijtl 1 = ej) =

qij i 6= j
1 Pi 6=k qik i = j: (4.1.1)





I(l) := (I1(l); I2(l); : : : ; IN (l)) (4.1.3)






O(l) := f(o1; o2; : : : ; oN ) 2 ZN ;
NX
i=1
oi = l; 0  oi  l for all ig: (4.1.5)
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 P (tl = ei; I(l) = ojt0 = ej)j :
(4.1.6)
4.1.2 Numerical approximation for value function
We approximate the control space
Hm  Hpm := fh1; h2; : : : ; hp; hi 2 Hm for all ig (4.1.7)
W0(ti; ) = sup
h2 Hm
W0(ti; ; h)  max
j2Hpm
W0(ti; ; hj) (4.1.8)
C(ti; ) = sup
h2 Hm
C^(ti; ; h)  max
j2Hpm
C^(ti; ; hj): (4.1.9)
We approximate the value function and operator J by a Monte Carlo simulation. Xik(j; l); k(j; l)
are the j-th sample paths starting at 0 = el
W 0(t; ; h) = E[
R T
t f(s; (





























C^(t; ; h) = E[
R T^1







































Wn(1(j; l);M(1(j; l)  0; X1(j;l)(j; l) X0); )1f1(j;l)<Tgl
(4.1.12)
Wn+1(; ) = C^(t; ) + J Wn(; ): (4.1.13)
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4.2 Numerical results
4.2.1 List of parameter settings
N = 2 (two-state Markov chain)
m = 1 (one risky asset and bank account)
n(e1) = 1; n(e2) = 2(intensity for observation time)
(e1) = 0:5; (e2) = 0:3(volatility of risky asset)
r(e1) = 0:08; r(e2) = 0:06(return of risky asset)
r0 = 0:02(interest rate)
q11 = q22 = 1; q12 = q21 =  1(Q-matrix)
4.2.2 Numerical results
In gures 4.1-4.2, we computeW0(t; ; h) and C(t; ; h), respectively. These functions are concave
with respect to control variable h. Therefore,we compute a unique optimal strategy.
In gure 4.3,we compute the value function and conrm that it is a monotonically increasing
function with respect to iteration number and converges.These numerical results are consistent
with Lemma 2.4.4 and Theorem 2.5.1.
Figure 4.1: W0(t; ; h)
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