The problem of missing data occurs frequently in veterinary epidemiological studies. Most studies use a complete case (CC) analysis which excludes all observations for which any relevant variable have missing values. Alternative approaches (most notably multiple imputation (MI)) which avoid the exclusion of observations with missing values are now widely available but have been used very little in veterinary epidemiology.
Abstract
The problem of missing data occurs frequently in veterinary epidemiological studies. Most studies use a complete case (CC) analysis which excludes all observations for which any relevant variable have missing values. Alternative approaches (most notably multiple imputation (MI)) which avoid the exclusion of observations with missing values are now widely available but have been used very little in veterinary epidemiology.
This paper uses a case study based on research into dairy producers' attitudes toward mastitis control procedures, combined with two simulation studies to evaluate the use of MI and compare results with a CC analysis. MI analysis of the original data produced results which had relatively minor differences from the CC analysis. However, most of the missing data in the original data set were in the dependent variable and a subsequent simulation study based on the observed missing data pattern and 1000 simulations showed that an MI analysis would not be expected to offer any advantages over a CC analysis in this situation. This was true regardless of the missing data mechanism (MCAR -missing completely at random, MARmissing at random, or NMAR -not missing at random) underlying the missing values. Surprisingly, recent textbooks dealing with MI make little reference to this limitation of MI for dealing with missing values in the dependent variable.
An additional simulation study (1000 runs for each of the three missing data mechanisms) compared MI and CC analyses for data in which varying levels (n=7) of missing data were created in predictor variables. This study showed that MI analyses generally produced results that were less biased on average, were more precise (smaller SEs), were more consistent (less variability between simulation runs) and consequently were more likely to produce estimates that were close to the "truth" (results obtained from a data set with no missing values). While the benefit of MI varied with the mechanism used to generate the missing data, MI always performed as well as, or better than, CC analysis.
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Introduction
Despite the fact that missing data is a common problem in veterinary epidemiologic research, there is little information about the issue in the veterinary literature. For example, a search of all articles published in this journal identified only a single paper with "missing data" or "imput*" in the title (Dohoo, 2015) . Of 5 other papers with one of these terms in the Abstract, only one (Hopp et al., 2001 ) described the use of imputation for dealing with the problem.
The standard approach to dealing with missing data has been to do a complete-case (CC) analysis (also known as listwise deletion) in which any observation with any missing values in a variable pertinent to that analysis are ignored. However, there have been substantial improvements in the ability of researchers to deal with missing data. These approaches were reviewed in one of the two previously cited papers (Dohoo, 2015) . Of the options available, multiple imputation (MI) has received the most attention in the general epidemiology literature and procedures for multiple imputation are now easily accessible in multiple statistical packages. There are now several texts which deal with the use of MI to handle missing data (Enders, 2010; Heeringa et al., 2010; Graham, 2012; van Buuren, 2012; Carpenter and Kenward, 2013; StataCorp, 2013) .
Overview of multiple imputation
It is beyond the scope of this manuscript to provide a detailed description of the multiple imputation process (see texts referenced above), but a brief overview is provided for readers not familiar with the procedure. Multiple imputation consists of three general steps: creating multiple data sets with missing values filled in by the imputation process, analysing each of the generated data sets, and combining the results from the multiple analyses. The steps are as follows.
Generating imputed data sets. The process of filling in missing values with plausible replacements is done by the imputation model which uses available data to come up with good "guesses" as to what the missing values are. The imputation model may be an explicit model with a defined statistical distribution (eg multivariate normal) or an implicit model which selects reasonable values from the existing data (eg predictive mean matching). The development of an imputation method called chained equations (also known as fully conditional specification) allows for the simultaneous imputation of missing values in multiple variables and allows for different imputation models for different variables. The process of imputation is stochastic so each generated data set will be unique. The issues of deciding which variables to use in the imputation process, which type of imputation model to use and how many imputed data sets to generate are discussed below.
Analysing imputed data sets. The analysis model is the model designed to answer the main research question of interest. The type of model and selection of variables used in this model may differ from the imputation model(s). A complete set of coefficient estimates and their standard errors (SEs) are obtained for each generated data set.
Combining (pooling) results. The process of combining the results from the multiple data sets uses a procedure based on Rubin's rules (Rubin, 1987) . This process averages the coefficient estimates but takes both the within-data set variation and between-data set variation into account in estimating the pooled SEs.
Missing data mechanisms
A key question to be addressed when dealing with missing data is "why are the data missing?", i.e. the missing data mechanism. There are three mechanisms by which data may be missing: missing completely at random (MCAR), missing at random (MAR) and not missing at random (NMAR -also called MNAR) and these have been explained in a recent publication -"MCAR means, as its name implies, that the probability of a value being missing in a variable is a completely random event. ... MAR means that the probability of being missing depends only on the observed data (ie the probability of being missing can be fully explained by variables recorded in the data set). ... Data are NMAR if the probability of being missing depends on unobserved data." (Dohoo, 2015) .
However, it is important to keep in mind that the missing data categories are not mutually exclusive, nor are all variables in a data set likely to have values missing for the same reason(s). To extend the example from the previous publication (missing data mechanisms potentially affecting response to a question "Do you allow your dog to run free"), if people who let their dog run free are more likely to refuse to answer the question, the reason for the missingness is itself unknown so that data would be considered NMAR. However, if rural respondents were also more likely to not respond (regardless of whether or not they let their dog run free) and the subjects rural/urban status was recorded in the data, there would be an element of MAR to the data. Finally, if some non-responses were completely random (perhaps the respondent just missed the question), then there would also be an element of MCAR to those data as well. There is no statistical way to determine if the data are MCAR, MAR or NMAR (or a combination of these), so the question bears careful reflection. Given this, it is difficult to reliably predict the expected benefits from MI for any particular variable in a study.
Background to case-study
Mastitis remains a major issue in dairy production, despite the fact that control programs have been available and implemented since the 1960s. For instance, although the lactational incidence risk of veterinary-diagnosed clinical mastitis in herds participating in the Swedish official milk-recording scheme has declined over the past 15 years it remains over 10% (Anonymous, 2014) . Reasons for this are most likely manifold, but one could possibly be a poor uptake and application of suggested mastitis control measures. Research has found that it may be difficult to reach farmers with advice (Jansen et al., 2009; Jansen et al., 2010) , which indicates that a lack of implementation may indeed be part of the explanation.
However, very little work has been done to determine what factors influence attitudes toward and implementation of control procedures Collection of information on implemented mastitis control measures by on-site inspection of actual procedures would provide the most accurate data, but sample size would be limited because of the cost. An alternative would be collection of information through a questionnaire, but questionnaires are often plagued by incomplete answers which leads to missing data. A questionnaire study on attitudes toward, and implementation of, mastitis control procedures was performed in Sweden in 2011 (Nielsen and Emanuelson, 2013) and, although the study provided useful information, it was limited by a lot of missing values. This was particularly true for questions regarding the dairy producer's attitudes toward control procedures which made multivariable modelling of factors influencing their attitudes difficult.
Objectives
The objectives of this study were twofold. The first being to compare results obtained from a complete case (CC) analysis of the mastitis attitudes data (in which most missing values were in the dependent variable) to those obtained from an MI analysis, and to determine which set of results was most reliable. The second being to evaluate a variety of missing data scenarios (with an emphasis on missing predictor variables) to determine when MI was most likely to be useful, and to evaluate the impact of MI analyses as compared to CC analyses.
These objectives were to be met through the use of a case study and a set of simulation based analyses.
Materials and Methods

Mastitis attitudes data
Data for this study were collected through an extensive self-administered postal questionnaire sent in May 2011 to a sample of 898 Swedish dairy farmers (Nielsen and Emanuelson, 2013) .
The sample was drawn from the database of the Swedish official milk recording scheme (run by the Swedish Dairy Association). While the sampling frame included herds with free-stalls and an automatic milking system (AMS), herds with tie-stalls and pipeline milking, and herds with free-stalls and parlor milking, only the latter two groups were included in this study because not all attitude questions were relevant for AMS herds. The questionnaire elicited information on the herd, and the person responsible for udder health. It also contained specific detailed questions regarding udder health and mastitis management. The questionnaire comprised a total of nine pages and 23 questions, several of which were designed with sub-questions, and completion of the questionnaire was estimated to take approximately 30 minutes. Dispatch and collection were managed by Statistics Sweden. The questionnaire was pre-tested on two researchers, one with experience of designing questionnaires and one with experience in mastitis research. The questionnaire was also reviewed for clarity by Statistics Sweden. Each questionnaire was distributed together with a lottery ticket to increase the respondents' willingness to reply. The instructions provided with the questionnaire specifically requested that the person responsible for udder health in the herd should answer the questionnaire.
Variable selection -mastitis attitudes data
Because the original data were complex and had a very large number of variables (and potentially involved 19 separate analyses -one for each of the attitude questions recorded), only a subset of variables were extracted and used in this study. The producer's attitude toward the need for keeping cows standing after milking (stand_att) was selected as the dependent variable of interest because it had the most missing values. All attitude variables were coded so that 1 meant the producer felt that the procedure (eg keeping cows standing) was not at all important and 5 meant that it was very important (Table 1) .
Five potential independent variables (Table 1) , which were significant in the CC analysis (described below), were retained for all analysis models (also referred to as "prediction models"). These were a continuous variable (age -the age of the producer) and 4 dichotomous variables (sex -the sex of the person responding, tie -tiestall vs freestall, vet -use of veterinary advice for mastitis control and mcp -participation in a mastitis control program).
An additional nine management/demographic variables (designated iv1 to iv9), the producer's attitude toward wearing gloves during milking (designated gloves_att), and 19 other attitude variables (designated att1 to att19) were retained and used in the imputation model (Table 1) .
Variables used in the imputation model, but not considered in the analysis model are called auxiliary variables.
Complete case analysis
Both ordinal and multinomial logistic regression models were explored for determining which factors influenced a producer's attitude toward keeping cows standing after milking.
Stepwise selection was used to identify a set of predictors which were statistically significant (P<0.05). An ordinal model was selected for all further analyses because the overall Brant test of parallel regressions was non-significant (P>0.05) and the test for individual predictors were non-significant (P>0.15) except for vet which was only borderline significant (P=0.03).
Given the much greater simplicity of an ordinal model compared to a multinomial model (which produces a complete set of estimates for each level of the outcome), the ordinal model was preferred.
Variables used in imputation
As noted above, one of the first steps in any imputation process is to determine which variables are to be used in the imputation model. The advice provided by van Buuren (2012) is to include as many "relevant variables" as possible. Specifically, all variables for the analysis model, including the outcome variable (Moons et al., 2006; StataCorp, 2013) should be included. A comparison of a "restrictive" (limited use of auxiliary) variables, and an "inclusive" (including many auxiliary variables) strategies clearly found the latter to be superior (Collins et al., 2001) .
In this project, we also had available a number of possible predictors (iv1 -iv9) that might have been used in the analysis model but which were not included due to lack of significance.
In addition, there were also a large number of variables relating to producers' attitudes toward other mastitis control procedures (gloves_att, att1-att19), which were potentially good predictors of the attitude of interest (keeping cows standing after milking) ( Table 1) . These were all retained as auxiliary variables.
Determining the best imputation model
The next step in the imputation procedure is to determine what imputation model is most appropriate. The variables with missing values in the analysis model included the dependent ordinal variable (producer's attitude toward keeping cows standing after milking stand_att ), a continuous variable (age) and 2 dichotomous variables (sex and mcp) ( Table 1 ). Given that the vast majority of missing values were in stand_att, we focused our attention on selecting the correct imputation model for that variable.
Three options were considered. The first two utilized ordinal or multinomial regression models to obtain predicted values for the missing observations. The third was based on predictive mean matching. In this procedure, a predicted value is computed using linear regression and then a value is randomly selected from the observed data which have values close to the predicted value, thus ensuring that only valid values are selected.
Chained equations were used for all imputations as this method maximizes the data used in the analysis (ie the imputations are not based solely on complete observations).
For each model, MI was carried out with 10 imputed datasets and the distributions of the observed values for stand_att and the imputed values were compared using a subjective visual assessment. The model which produced a distribution of imputed values which most closely matched the distribution of the observed values was identified. The whole process was repeated nine times to determine if the results of the subjective assessment were consistent.
Number of imputations
Standard advice is to impute 3-5 data sets (van Buuren, 2012; Carpenter and Kenward, 2013; StataCorp, 2013) as this will generally produce unbiased estimates with appropriate confidence intervals. However, in some situations, larger number of imputations may be required to obtain stable results. We generated 20 imputed data sets for the comparison of CC and MI analyses of the observed data, and 10 for each imputation used in the simulation studies (described below).
Comparing complete case (CC) and multiple imputation (MI) analyses
The estimates obtained from the CC and MI analyses were compared and differences noted.
However, the question remained -"which set of estimates was better". To address this question, a simulation study based on the observed missing data pattern, and each of the three missing data mechanisms was carried out.
2.8 Simulation study -based on observed missing data pattern As already described, twenty imputed data sets were generated from the original data using ordinal regression to impute stand_att and predictive mean matching for all other variables.
One of these generated data sets was randomly selected to serve as a complete data set for the simulation study. Results from an ordinal regression analysis of this complete data set were considered the "truth".
Starting with this complete data set, additional data sets with the same number of missing values as was observed in the original data (stand_att=74, sex=3, age=4 and mcp=4) were created. Three sets of data were created with different missing data mechanisms.
MCAR: Values were assigned to be missing in a completely random manner (using a random numbers generator) MAR: stand_att was made missing so that the probability of being missing decreased as the value of gloves_att increased (participants who rated using gloves as important were less likely have missing data for the stand_att variable). The actual probabilities assigned to each level of stand_att were chosen so that exactly 74 observations were converted to missing. The small number of missing values in the other 3 variables were assigned MCAR (as described above).
NMAR: stand_att was made missing so that the probability of being missing decreased as the value of stand_att increased (participants who rated the procedure as important were less likely to have missing data for the stand_att variable) and the probabilities of being missing were twice as high in participants who did not seek veterinary advice (vet) on mastitis control. The actual probabilities assigned to each combination of stand_att and vet were chosen so that exactly 74 observations were converted to missing. The small number of missing values in the other 3 variables were assigned MCAR (as described above).
This process was repeated 1000 times so a total of 3000 data sets were created. Stochastic variation accounted for the variation among these data sets (within a missing data type). MI using chained equations and ordinal logistic regression for imputing stand_att and predictive mean matching for other variables was used to analyse each dataset with the coefficient estimates and their SEs extracted and stored.
Results were summarised in three ways. First, box and whisker plots showing the distribution of the coefficient estimates from the 1000 simulations were generated. Second, the % bias for each replication within each missing data mechanism was computed as: bias= observed value of β− true value of β true value of β Eq. 1 where β is the coefficient for the predictor. Finally, the mean SE for each coefficient estimate (for each missing data mechanism) was computed.
Simulation study -missing values in predictor variables
In order to explore the potential for MI when missing values are in predictor variables, we also ran a series of simulations which started with the same complete data set (ie "the truth") and in which missing values were created for 4 of the predictors in the analysis model (sex, tie, mcp and vet). The variables age and stand_att were left complete. Within each missing data mechanism, 7 data sets were created with 27 (10%), 22, 17, 12, 7, 3 and 1 missing values for each predictor.
The missing data mechanisms were: MCAR -values were assigned to be missing in a completely random manner (using a random numbers generator); MAR -missingness was a function of gloves_att and age (these 2 variables had no missing values); NMARmissingness was a function of stand_att and the predictor variable itself.
This process was repeated 1000 times so a total of 3000 data sets were created for each level of missing data (a total of 21,000 data sets). Stochastic variation accounted for the variation among these dat sets (within a missing data type and % missing). MI using chained equations and predictive mean matching for all variables was used to analyse each data set with results from each analysis extracted and stored.
Results were summarised in four ways. Box and whisker plots of coefficient estimates and the mean % bias were determined as described above. In addition, the ratio of the SEs from the MI analysis to that of the CC analysis was computed and averaged. Finally, the % of the 1000 coefficient estimates that were within + 20% of "the truth" (ie the estimate from the complete data set) was determined. With the exception of the box and whisker plots, all results were presented as graphs of the parameter against the number of complete cases (which ranged from approximately 180 to 269) used in each analysis.
All simulations, imputations and analyses were carried out using Stata (Version 13) (StataCorp, 2012).
Results
Pattern of missing values -original data
The pattern of missing values in the variables in the original data (outcome=stand_att, predictors were: sex, age, tie, mcp and vet) is shown in Table 2 . There were no missing values in tie and vet. Only 3 observations had missing values in more than one variable.
There were 187 observations with no missing data.
Complete case analysis
The CC ordinal model is shown in Table 3 . Females, and producer's who had a freestall barn, were on a mastitis control program and sought veterinary advice for mastitis control rated the importance of keeping cows standing higher than others. The older the producer, the lower the importance they assigned to the practise.
Determining best imputation model
For each of the three imputation models considered, the distribution of stand_att in the original observed data set and in the complete imputed data set were plotted. This process was repeated 9 times and the plots from the first iteration are shown in Figure 1 . We concluded that an ordinal regression imputation model produced a distribution most similar to the observed data (the conclusion was the same when all 9 iterations were considered) and hence was selected.
Comparing CC and MI analyses
A comparsion of coefficients and their confidence intervals (CIs) from the CC and MI analyses are presented in Table 3 . In general, the results between the CC and MI are quite similar and all estimates fall within the CI of the alternative estimate. The largest discrepancy is for mcp (mastitis control program) which has a coefficient of 0.62. .=0.035) in the CC analysis and 0.31 (P=0.264) in the MI analysis but this was expected as a non-significant coefficient would be expected to bounce around a lot as a result of random variation. The limited number of missing values in the predictor variables precluded a comparison of imputation methods. Consequently, these values were imputed using predictive mean matching because this has been shown to be a generally robust method for a wide variety of situations (van Buuren, 2012) 3.5 Simulation study -based on observed missing data pattern
The number of complete observations in each simulation is shown in Table 4 . There were more complete observations in the MAR and NMAR data than the MCAR because with a mechanism accounting for the missingness, there were more observations with multiple missing values and hence more left as complete cases. Table 4 also shows the number of iterations that ran in each simulation. Rarely did the imputation procedure fail to converge so the smallest number of successful iterations was 995 (out of 1000) showing that the imputation procedure appeared to be quite robust.
Box and whisker plots showing the distribution of the coefficient estimates from the 1000 simulations, with a horizontal line reflecting the true value determined from the complete data set, are shown in Figure 2 . This shows that, with the exception of vet in the NMAR missing data, there was very little difference in the median estimates for any of the coefficients in any of the missing data types. In addition, overall there was only little reduction in the variability of the estimates (the 25th to 75th percentile ranges were similar, as were the length of the "whiskers") that was attributable to MI estimation.
The numerical summary of the mean % bias confirmed little beneficial effect attributable to imputation (results not shown but presented in on-line supplemental material).
The mean SE for each coefficient estimate (for each missing data mechanism) which was also computed across the 1000 replications showed there was no, or very little, reduction in the SEs of the estimates despite the fact that the sample size increased from 187 to 269 (results not shown but presented in on-line supplemental material).
Overall, there was very little, if any, benefit from imputation.
Simulation study -based on missing values in predictor variables
The number of complete observations used in these analyses is shown in Table 4 . Box and whisker plots showing the distribution of the coefficient estimates from the 1000 simulations from the data sets with 27 values (10%) missing in each of 5 predictors are shown in Figure 3 . With the exception of the mcp coefficient for NMAR missing data, all MI estimates were, on average, closer to the "truth". In addition, all MI analyses produced much less variable coefficients than the CC analyses.
The The proportion of coefficient estimates that were within 20% of the "truth" for each of the three missing data types is shown in Figures 9, 10 and 11 (for MCAR, MAR and NMAR, respectively) . In all cases, the MI analysis outperformed the CC analysis. In many cases the difference was quite dramatic. For example, the coefficient for age was virtually always estimated correctly (ie within 20% of the truth) by an MI analysis, but only correct about 60% of the time for a CC analysis -regardless of the missing data mechanism.
Discussion
The theory underpinning MI is not new. The methods were covered in a seminal book on the subject by Rubin in 1987 (Rubin, 1987 There have been a number of simulation studies of the efficacy of MI reported. Lee and Carlin (2012) (2011) reported that MI was superior to other forms of imputation. There is considerable interest in the value of imputation in longitudinal studies (Liu et al., 2000; Graham, 2012; Donneau et al., 2015) , but this is not the focus of this manuscript.
Simulation study -based on observed missing data pattern
The results of these analyses were surprising, particularly with regard to the MAR data.
Standard theory about MI suggests that we would have expected reduced bias with MAR data (and potentially some reduction with NMAR) and improved precision with all missing data mechanisms. However, no benefit from MI was observed, regardless of the missing data mechanism used to generate the missing values.
The unique feature of the original data in this study was that virtually all of the missing data were in the dependent variable. Surprisingly, the recently published texts on missing data and multiple imputation either make no distinction between imputing predictor and outcome variables (Enders, 2010; van Buuren, 2012; Carpenter and Kenward, 2013) or focus on imputing missing values of outcome values in longitudinal (repeated measures) data (Graham, 2012) . The Stata reference manual (StataCorp, 2013) suggests the question of whether outcome variables should be imputed is unresolved. Crawford et al. (1995) advocated using MI when the dependent variable was missing, but more recently White and Carlin (2010) and Groenwold et al. (2012) Buuren (2012 -page 74) describes it as "a great all-round method with excellent properties".
We chose to present the various measures of the effect of MI ploted against the number of complete cases in the data set rather than the number of missing values assigned to each predictor (27, 22, 17, 12, 7, 3 and 1) because different missing data mechanisms produce varying numbers of observations with multiple missing values and we wanted that to be reflected in the output.
For data with MCAR missing values there was no reduction in the mean bias attributable to MI (Fig. 4) because asymptotically there is no bias generated by MCAR missing values.
Observing a very small negative bias in some coefficients following MI was a surprising and unexplained finding. However, the MI estimates had smaller SEs (Fig. 7) , were much less variable across simulations (Fig. 3) and were more likely to be within 20% of the "truth" (Fig. 9 ). Even at low levels of missing values, the CC analyses had a substantially lower levels of percentage of estimates that were close to the truth. The estimates of the coefficient for mcp did not behave in as predictable a fashion as the others because it was a nonsignificant predictor with a coefficient that bounced around 0 and hence was prone to large proportional changes.
For data with MAR missing values, MI analyses resulted in coefficients with lower average bias (Fig. 5 ), smaller SEs (Fig. 7) , and which were much less variable across simulations (Fig. 3) and were more likely to be within 20% of the "truth" (Fig. 10 ).
For data with NMAR missing values, MI analyses resulted in coefficients with lower average bias for tie and vet, but not for the other 3 predictors (Fig. 6) . However, the estimates did have, smaller SEs (Fig. 7) , and were much less variable across simulations ( Fig. 3 and 8) and were more likely to be within 20% of the "truth" (Fig. 11) . The benefits of MI in the face of NMAR data are not as predictable. However, it has been reported that MI is robust to the NMAR mechanism if the % of missing observations is <25% and the correlation between the cause of missingness and the variable subject to missingness was <.4 (Collins et al., 2001 ).
Conclusions
MI is now a readily available tool for epidemiologists to use. The software is accessible and there are numerous learning resources to support its adoption. While the case study used in this manuscript dealt with data collected by mail survey, the methods are generally applicable to all types of observational and experimental research. Similar procedures were also used in an example based on a cross-sectional, on-farm study of infectious diseases of dairy cattle (Dohoo, 2015) The results of the simulations showed that MI was of no use for imputation of missing values in the outcome variable. However, for missing values of predictor variables, MI analyses always performed at least as well as and, most often, substantially better than CC analyses.
The proportion of observations with some missing values did not have to be very high before the benefits of MI analyses became clear. Certainly, if more than 10% of observations had missing values, MI outperformed CC in these analyses, regardless of the missing data mechanism. 
