Abstract Bayesian model averaging is applied to robustly ascertain the determinants of various output volatility measures, including the downside semideviation of growth rates. Financial sophistication variables are found to have qualitatively different effects on volatility. The ratio of government expenditure to GDP exhibited a significant positive relationship with volatility and the trade share of GDP was positively related for a balanced dataset of developed and developing countries between 1960-89, and negatively related for developing countries between 1974-89. Other significant determinants were the black market premium, civil liberties, political rights, rule of law, and ratios of short-term debt and taxation to GDP.
Introduction
There are numerous reasons why research into the determinants of output volatility is important, especially for developing countries which exhibit significantly greater output volatility than developed countries. Volatility in growth rates creates economic uncertainty impacting future growth rates negatively as first documented in Ramey and Ramey (1995) . Also, assuming that agents in the economy are risk-averse, volatility in growth rates and therefore income produces adverse real welfare effects. The effects of volatility on welfare can be significant, even reaching 5-10 percent of consumption (Athanasoulis and Van Wincoop, 2000) . A better understanding of the causes of volatility can lead to more effective government policy that directly addresses the long term, underlying causes of volatility instead of relying only on fiscal policy which is an ex post attempt to temporarily reduce short-run volatility. Readers are referred to Loayza et al (2007) for an overview of macroeconomic volatility, possible causes and welfare effects for developing countries.
The macroeconomic literature is rife with econometric studies on the determinants of the growth rates of economies (Barro and Sala-i-Martin, 1995; Temple, 2000; Levine and Renelt, 1992; Levine et al, 2000) to name but a few. The initial phase of research focused on specific types or subsets of variables and their effects on growth rates, for example variables of financial sophistication. These studies usually attempt to address the issue of robustness of their results in the face of model specification uncertainty by conditioning on other variables considered to be significant. Despite this, the majority of studies used relatively small, non-overlapping subsets of variables in the growth regressions estimated, so that it was common to find disagreement amongst different studies as to the effect of certain variables upon growth rates.
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The second phase of this research was driven by the application of various econometric techniques designed to specifically address model specification. The first attempt by Levine and Renelt (1992) was based on a variant of a frequentist approach, Extreme Bounds Analysis (EBA) recommended by Leamer (1983) . This involved estimating models of all possible combinations of variables and concluding that a variable's relationship with the growth rate is considered robust if at the extreme bounds the coefficient remains significant and of the same sign. Sala-i- Martin (1997) relaxes the strictness of the EBA approach by examining the whole distribution of the estimated coefficients instead of only their values at the extreme bounds. Kalaitzidakis et al (2002) follow a different approach focusing on the estimated coefficients of models that are well specified according to non-nested hypothesis tests. With the increase in computational power and associated decrease in computational cost, the literature turned to either approximate Bayesian techniques (Sala-i-Martin et al, 2004) or Bayesian Model Averaging (Fernandez et al, 2001 ) for a more statistically rigorous analysis of model specification. Finally, Ley and Steel (2009) and Eicher et al (2007) examine the robustness of Bayesian Model Averaging techniques with respect to the alternative specifications over priors.
The current state of the literature on the determinants of volatility parallels the first phase of the growth literature, as it is comprised of a number of studies using very different and specific subsets of variables with often diametrically opposite conclusions. The effects of financial variables on growth volatility are addressed in Easterly et al (2001) ; Denizer et al (2000) ; Ferreira da Silva (2002) , of trade/openness variables in Frankel and Rose (1998); Anderson et al (1999) ; Bejan (2006) ; Hakura (2007) ; Di Giovanni and Levchenko (2009); Cavallo (2007) , of fiscal policy and government size in Van den Noord (2000) ; Fatas and Mihov (2001) ; Virén (2005) and of the role of institutions in Mobarak (2005) ; Malik and Temple (2009) 
It is our contention that the evolution of this literature now calls for studies that specifically address model specification and uncertainty. Hence, this paper will use the latest Bayesian Model Averaging techniques in order to ascertain the robustness of a large set of possible determinants of volatility. This paper will also contend that a more relevant measure of volatility is the downside semideviation (the standard deviation of growth rates below the mean growth over the time period in question) as risk is more closely associated with the volatility of undesirable outcomes. Finally, the datasets employed include variables rarely or never investigated in the literature such as measures of different types of taxation and short/long term government debt.
The expositional structure of the paper follows. A literature review of both theoretical and empirical work regarding the determinants of volatility follows directly in Section 2. The BMA methodology is presented in Section 3.1, followed by a discussion of the dataset and of the various measures of volatility in Section 3.2. The following sections discuss the results using a dataset of 60 countries from 1960-89. Section 4.1 concerns the determinants of downside semideviation volatility, whilst Section 4.2 compares the results with other measures of volatility. The forecasting performance of the BMA technique is contrasted to that of other modeling techniques in Section 4.3. The determinants of the downside semideviation volatility for non-OECD countries are examined in Section 4.4. Finally, Section 4.5 investigates the determinants of downside semideviation volatility for a dataset including the years 1974-89 for 50 countries but with a broader range of explanatory variables than the previous dataset. Section 5 concludes, whilst Appendix A discusses the robustness of the results with respect to different priors and Appendix B contains information about the countries and variables included in the dataset.
Literature review
There exists less theoretical research compared to empirical research regarding the determinants of volatility. Aghion et al (1999) show that if there exists a high degree of physical separation between investors and savers, and there exist capital market imperfections in the sense that borrowers are constrained as to how much they can borrow from savers, then the economy may cycle around its long run steady state growth rate. Hence, according to this theory proxies of financial market sophistication should be included as determinants of volatility and the relationship between financial sophistication and volatility is negative. Acemoglu and Zilibotti (1997) in their model show that in the early states of development of an economy with capital scarcity and investment project indivisibility, economic agents will not be able to diversify away risk effectively as they can only invest in a limited number of imperfectly correlated investment projects. The theoretical predictions of these two papers are supported empirically by Ferreira da Silva (2002) who discovers that financial variables proxying for financial development and real GDP per capita are negatively related to output, investment and consumption volatility.
However, a positive relationship between financial sophistication and volatility can also be defended. For example, more sophisticated and larger financial markets can channel more credit to the economy leading to greater leverage and volatility. Also, if more credit is available then the resulting lower interest rates will lead to an increase in the average risk of investments in the economy as the quality of the marginal investments undertaken will be lower. Easterly et al (2001) find evidence for a non-linear relationship between financial sophistication and volatility exhibiting both a negative and positive relationship with volatility. The ratio of private credit to GDP was initially found to reduce volatility up to a certain degree of financial sophistication but thereafter was found to exacerbate volatility. Also, they find that countries with greater trade openness suffer from greater volatility as they are more exposed to foreign shocks.
Investigating the link between financial openness and volatility over time Buch et al (2005) conclude that the relationship is unstable and that the dependence is influenced by the type of underlying shock to the economy e.g. the effect of interest rate volatility is enhanced in open financial markets, whilst the effect of volatility of government spending is reduced. Equity market liberalization is found to be negatively related to both GDP and consumption volatility (Bekaert et al, 2006) , although the magnitude of the effect is reduced for a dataset including the South East Asian crisis.
The literature relating trade openness to volatility has not been able to conclusively agree on the direction of the effect, with many studies also advocating that the effects of openness on volatility could depend on the wealth of a country. The most prominent argument put forth for a negative relationship for developing countries is that based on the stylized fact that trading partners' business cycles are more synchronized the higher the level of trade between them (Anderson et al, 1999) . Since developing countries that are more open will tend to trade with developed countries, they will benefit from synchronizing their economies closely to developed countries which exhibit significantly lower volatility. A further observation is that export sectors will be correlated less with the domestic economy thereby further reducing volatility. Cavallo (2007) argues that more open countries are deemed to be more creditworthy and therefore are less credit-constrained allowing them greater access to foreign capital with which to smooth fluctuations. This argument is especially relevant to developing countries which tend to be more constrained in raising capital than developed countries.
Finally, wealthier trading partners may be more willing to provide foreign aid to countries in dire economic circumstances in order to indirectly protect their country's own trading sectors.
On the other hand, Bejan (2006) finds that openness is positively related to volatility for developing countries and contends that this is mainly due to increased exposure to terms of trade risk.
Hakura (2007) argues that a positive relationship occurs because government spending is volatile if a government faces significant budget restrictions. Also, developing countries may have to specialize in relatively fewer industries than developed countries leading to non-diversified exports and increased vulnerability to industry-specific demand shocks. Using industry data in a cross-section of countries Di Giovanni and Levchenko (2009) conclude that the relationship between volatility and trade openness is positive, with the magnitude of the effect five times higher for a typical developing nation compared to a developed nation. They find that the negative effect on volatility due to the export sectors' higher correlation with the global rather than local economy is swamped by the positive effect of the other two channels, increased volatility due to specialization and exposure to global shocks.
Using a panel data set of 175 countries from 1950 -2002 Kim (2007 distinguishes between openness and external risk finding an insignificant effect of the former on volatility but a significant effect of the latter. Cavallo (2007) finds that contrary to the majority of the literature the link between trade openness is negative after conditioning for the effects of exposure to larger terms of trade risk for more open economies. The explanation put forth for this finding is that openness leads to a reduction in volatility propagated through financial channels.
The size of government is often assumed to be a proxy for the degree of automatic stabilisers (such as transfer payments and progressive taxes systems) in an economy as the two are highly correlated according to Van den Noord (2000) , who conclude that automatic fiscal stabilisers contributed to a decrease in cyclical volatility in the 1990s. Fatas and Mihov (2001) (2006) concentrate on the stylized fact that volatility in the last twenty years has been declining, finding that this is primarily due to improved inventory management processes, financial innovation and increased central bank independence. In a similar paper Kent et al (2005) discover that less product market regulation and stricter monetary policy have also contributed to this decline over time.
A non-parametric study of volatility is undertaken in Fiaschi and Lavezzi (2005) , concluding that volatility is negatively related to the size of an economy, to a proxy of structural change as measured by the income share of the agricultural sector, and finally is not found to depend on per capita GDP when other controls are used. Acemoglu et al (2003) conclude that the fundamental cause of post-war instability arises from the effects of weak institutions, through channels such as distortionary macroeconomic policies. The primary results of Mobarak (2005) is that democracy significantly reduces volatility, whilst also finding that countries with higher income, more outward orientation and lower inflation rates tend to exhibit less volatility. Malik and Temple (2009) focus on the role of institutions and geography finding that weaker institutions contribute to volatility and that countries that are more remote exhibit higher volatility due to a lack of export diversification. Ley and Steel (2009) recommend the use of a hierarchical prior for the prior probability of inclusion of each variable rather than using a fixed probability which has strong implications for model size, and also argue against the use of the unit information prior (UIP). Eicher et al (2007) also investigate the effects of twelve different prior distribution assumptions on the results of BMA methods concluding that although priors affect the selection of models, the economic impact of the variables as measured by the posterior means of regression coefficients is very stable across priors. Excellent general discussions of the BMA procedure can be found in Raftery et al (1997) , Hoeting et al (1999) and Montgomery and Nyhan (2010) .
Following the notation of Montgomery and Nyhan (2010) , let a dependent variable Y be a vector of size n × 1 observations, and X be a matrix of size n × p, where p is the number of potential explanatory variables that may influence Y (for simplicity assume that these variables have been centred at their means so that the constant can be ignored). Define the number of possible model configurations, q = 2 k and let the model space M be comprised of
The prior probability distribution of models M k ∼ π(M k ) is uniformly distributed, and the distribution of the variance conditioned on a specific model is
of zeros and ones for each model M k denoting which variables are included in said model, then
If a standard linear regression with normally distributed errors is assumed then the conditional distribution of the dependent variable is
The distribution of the data conditional on the model is given by:
Finally, the posterior probability of any model M k given the dependent data observations Y is:
The expected values of the coefficients account for model uncertainty by averaging them across the entire model space according to:
Computational limitations dictate the use of priors with closed-form solutions for p(Y | M k )
without the need to sample from the posterior distribution of M k . Liang et al (2008) suggest imposing a prior distribution on g thereby also incorporating uncertainty about the g-prior parameter. The results presented in the main sections of this paper assume the hyper-g prior in equation 4, setting the hyper-parameter a equal to 3 as recommended by Liang et al (2008) .
The robustness of the results with respect to the imposition of alternative priors, defined below, is examined in Appendix A.
1. Zellner's g-prior (Zellner, 1986) for specific values of g:
2. The Zellner and Siow (1980) prior where g is distributed according to the Γ (0.5, n/2) distribution.
The resulting prior on β ω is given by:
3. Finally, an alternative approach is to set the value of g as the maximum marginal likelihood estimate, constrained to be nonnegative -the local empirical Bayes prior (EB-local) estimates a different value of g for each model, whereas global empirical Bayes (EB-global) assumes a common value of g for all models.
This paper employs the Bayesian Adaptive Sampling methodology advocated in Clyde et al (2009) which samples without replacement from the model space allowing this algorithm to visit a larger number of models for a given number of samples. This is shown to be computationally more efficient than other Markov chain Monte Carlo methods such as the MC 3 algorithm of Madigan et al (1995) ; Raftery et al (1997) and the hybrid MC 3 /Gibbs sampler technique of Clyde et al (1996) , whilst also exhibiting more accurate inclusion probabilities in simulation studies. The software utilized for the estimation is the freely distributed R-package BAS (Clyde, 2009) 
implementing the technique in
Clyde et al (2009).
Datasets and definitions of volatility measures
The datasets were compiled from Sala-i- Martin (1997) , King and Levine (1993) and the Penn World Various measures of volatility have been used in the literature, the most common for crosssection analyses being the standard deviation of growth rates (Ramey and Ramey, 1995; Kormendi and Meguire, 1985; Grier and Tullock, 1989; Martin and Ann Rogers, 2000) , whereas times series data studies often use unexpected or surprise volatility as measured by the variance of residuals of an appropriate forecast regression (Ramey and Ramey, 1995; Lensink et al, 1999) .
This paper introduces to the literature the notion of downside risk, measured by the downside semideviation of growth rates, as a more appropriate measure of volatility than the standard deviation of growth rates (sd), especially for asymmetric distributions. Let g i,t be the growth rate for country i for year t, and define the downside standard deviation of real growth rates of country i, abbreviated to downside semideviation or sd − , by equation 7 and the upside semideviation sd + by equation 8:
The use of downside semideviation is motivated by the vast behavioral decision making literature on loss-aversion and prospect theory utility functions sparked by Kahneman and Tversky (1979) , where losses impact a subjective utility function more than gains relative to a reference point. The relevance of downside volatility in comparison to total volatility for asset pricing was advocated even by Markowitz (1959) , although computational limitations at the time precluded its use. In the recent literature, a good introduction to downside risk is Sortino and Van Der Meer (1991) .
The downside semideviation measure of volatility implicitly assumes that the relevant reference point is the mean of the growth rate rather than a growth rate of 0 percent. Although at first sight it may be tempting to define negative growth rates as a loss, we argue that habituation will lead agents to expect the mean growth rate, making it a more relevant reference point. Economic agents forecasting future economic conditions for planning purposes, will often base their forecast on a simple linear extrapolation of trending variables. Therefore any surprise deviation from the trend i.e. the average growth rate of a variable, will likely lead to a reassessment and change in behavior.
Empirically, the relevance of sd − as a measure of risk in the economy can be demonstrated by assessing the impact and explanatory power of various measures of volatility on growth rates. Crosscountry growth rates are regressed on each of the three volatility measures defined previously for a cross section of 95 countries from 1960-89 and for the 60 country sample used throughout this paper.
The results are given in The results for the 60 country 1960-89 sample lead to the same conclusion, and robust regressions (Huber, 1973) on both samples yield very similar results verifying that they are not the result of influential outliers. In conclusion, on the basis of these results sd − is a more appropriate measure of volatility, and using sd instead of sd − as an explanatory variable greatly underestimates the impact of volatility upon growth rates.
Results
This section investigates the determinants of the three different measures of volatility presented earlier sd − , sd The posterior probabilities of inclusion (or equivalently the posterior probability that the coefficient of a variable is not equal to zero) estimated by the BMA procedure signify the importance of a variable in explaining volatility. The results of the BMA procedure including the posterior inclusion probabilities and posterior statistics for the estimated coefficients are given in Table 2 . Focusing first on the downside semideviation measure of volatility the variables whose posterior inclusion probability is greater than 0.5 are (sign of the posterior mean of the coefficient in brackets): government consumption share of GDP (+), the trade share of GDP (+), a civil liberties index (+), a degree of capitalism index (+), the standard deviation of the black market premium (+), the number of assassinations (−), the black market premium (+), the ratio of deposit banks' domestic assets to deposit banks and Central Bank assets (−) and dummy variables for oil producing countries (+), socialist countries (+) and Latin American countries (+). Downside semideviation is found to be positively correlated with government and trade shares of GDP, implying that economies with a larger government sector and greater degree of openness suffer from greater volatility. Investment share was found to have a low inclusion probability equal to 0.266 and the posterior mean is equal to 3.77 × 10 −5 .
Probability of inclusion
Countries that embrace political rights, civil liberties and rule of law are all found to exhibit less volatility. It should be noted that because of the high degree of correlation of these three measures that the BMA procedure often chose only one of these variables. Hence, adding a second variable was largely redundant in terms of explanatory power which explains why RULELAW and PRIGHTSB have low posterior inclusion probabilities. The negative relationship between the number of assassinations per million population and volatility is unexpected.
The economic organization index is higher the more a country favors capitalist forms of production and is found to be positively correlated with downside semideviation. At the same time however the dummy variable for socialist economies is also found to be significant and positive, whereas the dummy variable for mixed economies is not.
As expected the black market premium and its standard deviation both exacerbate downside semideviation, and oil producing economies and Latin American economies were all found to exhibit higher volatility.
Turning to the financial variables the BANK variable is significant and negative leading to the conclusion that increasing the role of private banks in comparison to central banks in the financial system leads to lower volatility. This implies that private banks can allocate funds more efficiently than the central bank. King and Levine (1993) argue that this is because private banks are better at risk management, information acquisition and creditor monitoring. The probability of inclusion of the ratio of private domestic assets to total domestic assets (PRIVATE ) is quite high 0.415, and interestingly the greater the degree of financial sophistication as measured by this variable the higher volatility. This implies that private sector firms use this credit to fund activities that are riskier or more volatile than a public sector firm would. However, these two variables are quite highly correlated (ρ = 0.77) and therefore the robustness of these results must be addressed. If multicollinearity is a problem then these estimates should be very sensitive to excluding one of them from the regression, and should also be sensitive to estimating the model using different subsets of the data.
First, we re-estimate the model two times, each time dropping one of these two variables from the analysis. If BANK is excluded, then the probability of inclusion and posterior mean of PRIVATE are 0.229 and 1.54×10 −3 respectively. Both of these values are less than the associated values for the full regression, however it is important that the sign of the posterior mean is the same, albeit of less magnitude. Excluding PRIVATE, the relevant estimates for BANK are 0.375 and −4.459 × 10 −3 , again these are smaller than the estimates of the full model however once again the sign of the posterior mean does not change. The second method is to impose restrictions on the coefficients of these two variables thereby eliminating the collinearity. Replacing BANK and PRIVATE by their difference (i.e. imposing equal in magnitude but opposite in sign coefficients) leads to an inclusion probability of 0.923 and posterior mean of −1.585 × 10 −2 . Finally, we replace the individual BANK and PRIVATE variables with two new interaction variables, BANK ×PRIVATE and PRIVATE /BANK, by imposing a multiplicative or inverse interaction between these two variables. The former has an inclusion probability 0.106 and posterior mean of −1.029 × 10 −4 , whereas the relevant values for the latter variable are 0.623 and 6.106 × 10 −3 . These restrictions on the coefficients that eliminate the collinearity provide further evidence that higher values of PRIVATE relative to BANK lead to higher downside semideviation.
The robustness of the results is also tested by splitting the dataset into 6 subsets of 10 observations and estimate the model each time excluding one of the subsets. This checks the robustness of the results not only with respect to collinearity but also with respect to the possibility that outliers are the main driver of the results. Table 3 provides the probabilities of inclusion and posterior means for PRIVATE and BANK for each of six subsets of data. The mean probabilities of inclusion are still high, 0.71 for BANK and 0.438 for PRIVATE, and in all cases the signs of the estimated posterior means remain unchanged. For the third and sixth subset the probabilities of inclusion are quite smaller indicating that countries excluded in these two subsets play an important rule in the effect.
Given the high correlation of these two variables it is natural that most of the information will be embedded within a relatively small number of observations that deviate from the strong linear correlation found.
These results lead us to believe that the findings of a negative relationship between BANK and a negative relationship for PRIVATE are not due to multicollinearity and indeterminacy as the qualitative results survive the exclusion of either variable, various restrictions and transformations, and estimation using different subsets of the data.
Comparison between the determinants of different measures of volatility
A comparison between the variables driving downside and upside semideviation, presented in Table   2 , yields some interesting results. In terms of probability of inclusion the most notable differences are the following. The upside semideviation appears to be driven by the following variables which are not important in explaining downside semideviation (the sign in brackets denotes the sign of the derivative of volatility with respect to a variable): consumption share of GDP (+), inflation (−), the standard deviation of the growth of domestic credit (+) and the ratio of liquid liabilities to GDP (+). Countries with high consumption share of GDP may face greater volatility if consumption is purchased to a large degree using credit, thereby making it more volatile to interest rate shocks to the economy. The negative relationship between inflation and upside semideviation is not economically significant as an increase in one percentage point in inflation leads to a decrease in sd + by only −2.59 × 10 5 , a trivial amount compared to the mean of sd + = 0.0148. Also, although the sign of the relationship between the standard deviation of domestic credit growth is as anticipated it is interesting that this should not affect downside semideviation. The BANK variable's probability of inclusion increases significant from 0.511 for sd − to 0.983 for sd + , PRIVATE increases from 0.415 to 0.613 and the ratio of liquid liabilities to GDP (MONEY ) from 0.153 to 0.651. Also, note that the posterior means of these coefficients are much larger in the case of sd + . The only variable whose inclusion probability falls significantly when analyzing sd + is the standard deviation of the black market premium.
The determinants of the standard measure of volatility sd differ from those of sd − primarily in terms of a significant effect of consumption share of GDP (+), the standard deviation of the growth of domestic credit (+) and the higher posterior inclusion probabilities of BANK and PRIVATE coupled with larger in magnitude posterior means.
Cross-validation predictive performance of BMA and other models
One of the advantages of BMA is the increase in out of sample predictive performance in comparison to other methods that do not incorporate model uncertainty. This has been observed for a wide variety of datasets including predicting growth rates (Fernandez et al, 2001) , analyzing infra-red data of sugars in aqueous solutions (Brown et al, 1998) , in predicting the risk of strokes (Volinsky et al, 1997) , in survival analysis (Raftery et al, 1996) , in the treatment of primary biliary cirrhosis of the liver and predicting percent body fat (Hoeting et al, 1999) .
The predictive performance of the three different models is compared in Table 4 using the crossvalidation procedure where the dataset is randomly sorted into 6 subsets of 10 data points each.
The models are then estimated on each possible combination of five subsets and used to predict the observations in the excluded subset. Three sets of predictions were made for each of the dependent variables sd − , sd + and sd derived from the model with the highest posterior probability (HPP) as estimated by the BMA procedure, Bayesian predictions from all the models sampled in the BMA procedure as calculated according to equation 9, and finally predictions from a linear regression model (LIN) including all the possible covariates. 4.4 The determinants of sd − for non-OECD countries
The validity of the above conclusions with respect to the determinants of sd − is now examined by restricting the dataset to non-OECD countries. Table 5 The previous analysis did not include variables for government deficits or any debt variables as these were not widely available from 1960. This dataset includes such variables of particular interest such as government deficit as a percentage of GDP, long term and short term debt as percentages of GDP, and GDP shares of various tax revenues (individual, corporate, social security, import and export tax revenue), full results are presented in Table 6 . The debt data is taken from the Global Development Finance database and the other variables from Levine and Renelt (1992) . Since countries were included on the basis of availability of debt statistics, because debt data was mostly available for developing countries with relatively low real GDP per capita, this dataset should be regarded as such. The mean value of RGDP for this dataset is 56.3 percent of the mean value for the 1960-89 dataset, further statistics are available in Table 11 .
The variables determining downside semideviation with posterior probability of inclusion greater than 0.5 (sign of the posterior mean in brackets) are: government consumption share of GDP (+), the trade share of GDP (−), short term debt as percentages of GDP (+), long term debt as percentages of GDP (−), real exchange rate distortion (+), a dummy variable for Outward Orientation (−), the black market premium (+), an index of civil liberties (+), number of revolutions (−), a dummy variable for Mixed Government (−) and the Ratio of Central Government Tax Revenue to GDP (+).
Comparing the variables with posterior inclusion probability greater than 0.5 that are present both in the 1974-89 and 1960-89 datasets they are all found to have the same qualitative effect on sd − with the exception of OPENNESS which is negative for the 1974-89 dataset but positive for the 1960-89 dataset. This may be either due to the different time period or different composition of the datasets as the 1974-89 data has only one OECD country and most countries are relatively poor developing countries. Interestingly, OPENNESS has a negligible, positive impact on sd + as the probability of inclusion is only 0.164 and the posterior mean 3.14 × 10 −6 .
The ratio of short term debt to GDP is an extremely important determinant (posterior probability of inclusion=0.988) adversely affecting sd − as it increases. The ratio of long term debt to GDP on the other hand is found to have a negative relationship with sd − , however the short and long term Other results worthy of mention include the positive relationship between RGDP and sd − with a relatively high probability of inclusion (0.462). Also, a higher ratio of central government deficit to GDP was found to increase sd − however the inclusion probability is 0.273.
Comparing the determinants of sd − to those of sd + and sd there are only a few important qualitative differences. The trade share of GDP exhibits significantly lower probability of inclusion and is positive for sd + but remains negative for sd. Also, CTX now plays an important role as the probability of inclusion is 0.984 and 0.561 for sd + and sd respectively. At the same time the posterior probability of inclusion of TAX falls to 0.176 for sd + .
Conclusion
This paper's main contribution to the literature is the application of the Bayesian Model Averaging technique in examining the determinants of volatility. This technique accounted for the inherent model uncertainty and permitted a systematic analysis of the robustness of the effects of variables with respect to the conditioning set of variables. Another innovation is the use of the downside semideviation of growth rates to more accurately represent the true risk economic agents are exposed to, instead of simply using the standard deviation of growth rates which includes favourable deviations in growth rates.
Our conclusions regarding the effects of financial variables on volatility deviate in one respect compared to the literature. Although the ratio of deposit banks domestic assets to deposit banks and Central Bank assets is found to be negatively related to all measures of volatility supporting the argument that financial sophistication and depth lead to lower volatility, the ratio of non-financial, private domestic assets to total domestic assets was found to be positively related.
The ratio of government expenditure to GDP was consistently found to have a significant positive relationship with all measures of volatility. Another variable that entered significantly was a measure of openness, the trade share of GDP, which was positively related to volatility from 1960-89 for a well balanced dataset of developed and developing countries, whilst exhibiting a less strong negative relationship for developing countries between 1974-89. As expected, countries that embraced political rights, civil liberties and rule of law suffered from less volatility. Developing countries exhibited higher volatility the higher the ratio of short term debt to GDP and the ratio of central government tax revenue to GDP.
Future research should be directed towards the development and incorporation of panel data methods into the Bayesian Model Averaging framework, and the requisite collection of sufficiently broad and accurate time-series data to exploit this.
consistency issues that arise with their use, the need to specify the value of the fixed parameter, but also because of their performance in simulated data which was inferior to that of mixture g-priors and global-and local-EB priors.
To allay any fears with regards the robustness of the results of this paper with respect to the prior specification we compare results from five different prior specifications: the Unit Information Prior (UIP) which is the g-prior specification where g = n −1 and the Risk Inflation Criterion (RIC) where g = k −2 , the mixture hyper-g prior using the recommended hyper-parameter value of 3, the EB-global and EB-local prior specification which estimates the value of g and finally the ZS-full mixture prior. We examine the effects of the prior specification on the two most important results of this study, the posterior probability of inclusion of variables and their posterior means. Tables 9 and 10 in Appendix B provide the detailed results of modeling sd − with different priors, whilst the similarity of the results are summarized below in Tables 7 and 8 through the Euclidean distance between the relevant estimates and their correlation.
The posterior probabilities of inclusion are highly correlated (ρ > 0.9) for all prior specifications except for the RIC which still exhibits relatively high correlation (in most cases around 0.7). The lowest Euclidean distances were found between the EB-global, EB-local and hyper-g specifications, followed by the UIP and ZS-full priors. The RIC again stands out as being least similar to all the other specifications as the high value of k 2 forces the prior probabilities of inclusion of the variables to be very low leading to much lower posterior probabilities of inclusion. The effects of the prior specification on the posterior means as captured by the correlation coefficient is extremely robust to all of the tested specifications as in all cases they are greater than 0.88, and in many cases very close to 1 even for the RIC prior. With respect to the Euclidean distance between estimates the ZS-full and RIC priors are the most dissimilar with respect to the other specifications, whilst EB-global, EB-local and the hyper-g priors again
showing a large degree of similarity.
In conclusion, the results appear to be quite robust to prior specifications especially between the mixture priors of hyper-g and ZS-full and EB-local and EB-global which are the priors recommended by Liang et al (2008) . As they argue the hyper-g prior in this case may be preferable due to its lower computational cost and the fact that the EB-global prior requires approximation for large k. Hence, for the rest of this paper all models will be estimated using the hyper-g prior with a hyper-parameter value of 3. Tables (PWT) sd − , sd + , sd Downside semideviation, upside semideviation and standard deviation of gr 
