We analyze the random fluctuations of several multi-scale algorithms such as the multi-scale finite element method (MsFEM) and the finite element heterogeneous multiscale method (HMM), that have been developed to solve partial differential equations with highly heterogeneous coefficients. Such multi-scale algorithms are often shown to correctly capture the homogenization limit when the highly oscillatory random medium is stationary and ergodic. This paper is concerned with the random fluctuations of the solution about the deterministic homogenization limit. We consider the simplified setting of the one dimensional elliptic equation, where the theory of random fluctuations is well understood. We develop a fluctuation theory for the multi-scale algorithms in the presence of random environments with short-range and long-range correlations.
Introduction
Differential equations with highly oscillatory coefficients arise naturally in many areas of applied sciences and engineering from the analysis of composite materials to the modeling of geological basins. Often, it is impossible to solve the microscopic equations exactly, in which case we can either solve macroscopic models when they exist or devise multi-scale algorithms that aim to capture as much of the microscopic scale as possible. When the coefficients are periodic functions or stationary and ergodic processes, the solution to the heterogeneous equation is often well approximated by the deterministic solution to a homogenized equation. This is the well known homogenization theory. In many applications, such as parameter estimation and uncertainty quantification, estimating the random fluctuations (finding the random corrector) in the solution is as important as finding its homogenized limit.
Finding the homogenized coefficients may be a daunting computational task and the assumptions necessary to the applicability of homogenization theory may not be met [18, 20, 22] . Several numerical methodologies have been developed to find accurate approximations of the solution without solving all the details of the micro-structure [1, 10, 12] . Examples include the multi-scale finite element method (MsFEM) and the finite element heterogeneous multi-scale method (HMM). Such schemes are shown to perform well in the homogenization regime, in the sense that they approximate the solution to the homogenized equation without explicitly calculating any macroscopic, effective medium, coefficient. Homogenization theory thus serves as a Benchmark that ensures that the multi-scale scheme performs well in controlled environments, with the hope that it will still perform well in non-controlled environments, for instance when ergodicity and stationarity assumptions are not valid. This paper aims to present another Benchmark for such multi-scale numerical schemes that addresses the limiting stochasticity of the solutions. We calculate the limiting (probability) distribution of the random corrector given by the multi-scale algorithm when the correlation length of the medium tends to 0 at a fixed value of the discretization size h. We then compare this distribution to the distribution of the corrector of the continuous equation. When these distributions are close, in the sense that the h−dependent distribution converges to the continuous distribution as h → 0, we deduce that the multi-scale algorithm asymptotically correctly captures the randomness in the solution and passes the random corrector test.
The above proposal requires a controlled environment in which the theory of correctors is available. There are very few equations for which this is the case [2, 3, 14] . In this paper, we initiate such an analysis in the simple case of the following one-dimensional second-order elliptic equation:
u ε (0, ω) = u ε (1, ω) = 0.
(1.1)
Here, the diffusion coefficient a( x ε , ω) is modeled as a random process, where ω denotes the realization in an abstract probability space (Ω, F, P) in which the random process and all limits considered here are constructed. The correlation length ε is much smaller than L = 1, the length of the domain, which makes the random coefficient highly oscillatory.
We chose this equation for two reasons. First, many multi-scale numerical schemes have been developed to solve its generalization in higher dimensions. Second, both the homogenization and the corrector theory for this elliptic equation are well known. When a(x, ω) is stationary, ergodic, and uniformly elliptic, i.e., λ ≤ a(x, ω) ≤ Λ for almost every x and ω, then the solution u ε converges to the following homogenized equation with deterministic and constant coefficient (this generalizes to higher dimensions as well [20, 22] ):
u 0 (0) = u 0 (1) = 0.
(1.
2)
The coefficient a * is the harmonic mean of a(x, ω). Furthermore, if the deviation of 1/a(x, ω) from its mean 1/a * is strongly mixing with integrable mixing coefficient, a notion that will be defined in the next section and which in particular implies that the random coefficient has short range correlation (SRC), then the corrector theory in [6] shows that
U (x; W ), (1.3) where U (x; W ) is a Gaussian random process that may be conveniently written as a Wiener integral; see (2.13) below. The convergence above is in the sense of distribution in the space of continuous paths, which will be denoted by C([0, 1]). When the deviation 1/a − 1/a * does not de-correlate fast enough, the normalization factor √ ε is no longer correct. In fact, for a large class of random processes with long range correlation (LRC) defined more precisely later, it is proved in [3] that a similar convergence result holds with the following modifications: The normalization factor should be replaced by ε α 2 , where 0 < α < 1 describes the rate of de-correlation. The limiting process is then U H (x; W H ), which is defined in (2.14) and has the form of a stochastic integral with respect to fractional Brownian motion.
Let us assume that we want to solve (1.1) numerically. We denote by h the discretization size and by u h ε (x) the solution of the scheme. The standard finite element solution of the deterministic limit (1.2) is denoted by u h 0 (x). Our goal is to characterize the limiting distribution of u h ε − u h 0 as a random process after proper rescaling by ε α∧1 2 . Here and below, we use c ∧ d to denote min{c, d}. Obviously, this normalization parameter is chosen to be consistent with the aforementioned corrector theories.
We say that a numerical procedure is consistent with the corrector theory and that it passes the corrector test when the following diagram commutes:
U α∧1 (x; W α∧1 ).
(1.4)
Here, W 1 = W is the standard Brownian motion whereas W α = W H is the fractional Brownian motion with Hurst index H = 1 − α 2 . Similarly, U α∧1 is defined so that U 1 = U (x; W ) and U α = U H (x; W H ). We use this notation to include both random processes with SRC and those with LRC. In the above diagram, there are four convergence paths to be understood in the sense of distribution in C([0, 1]). The convergence path (iii) is the corrector theories in [6, 3] . In (i), h is sent to zero while ε is fixed. To check (i) is a numerical analysis question without multi-scale issues since the ε-scale details are resolved. Convergence in (i) can be obtained path-wise and not only in distribution (path (iv) may also be considered path-wise). The main new mathematical difficulties we address in this paper, therefore lie in analyzing the paths (ii) and (iv).
Our main results are stated for the multi-scale finite element method (MsFEM) [16, 17, 15] , and the finite element heterogeneous multi-scale method (HMM) [9, 10] . The main idea of MsFEM is to use multi-scale basis functions constructed from the local solutions of the elliptic operator in (1.1) on domains of size h ≪ 1. The main idea of HMM is to construct these basis functions on possibly smaller patches. HMM thus involves heterogeneous computations on domains of size δ ≤ h.
The analysis of MsFEM in random settings is done in [7, 11] . HMM in random media was considered in [10] . These works show that both MsFEM and HMM pass the test of homogenization theory in the sense that as ε → 0, the limiting solution is a consistent discretization (i.e., with error converging to 0 as h → 0) of the homogenized limit. This paper analyzes the corrector theory of both multi-scale methods.
For MsFEM and HMM with the parameter choice δ = h (these two methods are then the same in dimension n = 1), the above diagram commutes. Path (i) holds as a result of standard finite element analysis. Path (ii) holds due to the self-averaging effect of integrals with oscillatory integrand a −1 (x/ε)−a * −1 , and U h α∧1 is explicitly characterized as a Gaussian process. The expression for this process is complicated but converges to the right corrector as h → 0.
For HMM with δ < h, path (i) does not hold because there is no homogenization effect when h ≪ ε. Passing the corrector test then means that (ii) followed by (iv) yields the same result as (iii). Path (ii) is obtained with U h α∧1 a Gaussian process. HMM with δ < h then performs differently for SRC and LRC. In the first case, the limit process as h → 0 in (iv) is (h/δ) 1 2 U : the limit is an amplified version of the theoretical corrector when δ < h. In that sense, HMM with δ < h does not pass the corrector test. In the LRC case, however, and somewhat surprisingly at first, HMM passes the corrector test for all 0 < δ ≤ h. As a consequence, HMM with δ < h finds the corrector up to a rescaling coefficient that depends on the structure of the random medium and whose estimation may prove difficult for environments in which the corrector theory is not valid or not known.
We consider a modification of the MSFEM and HMM schemes that is computationally more expensive than HMM with δ ≪ h but passes the corrector test independent of the underlying random structure. The proposed corrector test and our analysis, in spite of the limited scope of the one-dimensional equation, thus provide some guidance on the accuracy one may expect from a multi-scale algorithm based on a given computational cost and a given level of prior information about the heterogeneous medium (such as, e.g., its correlation properties) one is willing to make.
The rest of the paper is organized as follows. In the next section, we present our models for the random medium and formulate the main results of the paper. The derivations rely on establishing explicit expressions for u h ε − u h 0 . In section 3, we derive such expressions for a general numerical scheme satisfying specific assumptions on the structure of the associated stiffness matrix. We show how to prove (ii) using these formulas. In section 4, we show how to prove (iv) in the general setting. Both convergences in (ii) and (iv) can be viewed as weak convergence of measures in C, which can be shown as usual by obtaining the convergence of finite dimensional distributions and establishing tightness. In section 5, we apply the general framework to MsFEM and prove that diagram (1.4) commutes in this case. In section 6, we consider HMM in both media with SRC or LRC. We emphasize where the amplification effect comes from in the case of SRC and why this effect disappears in the case of long-range media. In section 7, we discuss methods to eliminate the amplification effect of HMM. Some conclusions are offered in section 8 while technical lemmas on fourth-order moments of random processes are postponed to the appendix.
Main results on the corrector test
In this section, we introduce our hypotheses on the random media, describe the multi-scale algorithms MsFEM and HMM and formulate our main convergence results.
To simplify notation, we drop the dependency in ω when this does not cause confusion. We define a ε (x) = a(x/ε). For a function g in L p (D), we denote its norm by g p,D . When D is the unit interval we drop the symbol D. The natural space for (1.1) and (1.2) is the Hilbert space H 1 0 . By the Poincaré inequality, the semi-norm of H 1 0 defined by |u| H 1 ,D = du/dx 2,D , is equivalent to the standard norm. We use the notation C to denote constants that may vary from line to line. When C depends only on the elliptic constants (λ, Λ), we refer to it as a universal constant. Finally, the Einstein summation convention is frequently used: two repeated indices, such as in c i d i , are summed over their (natural) domain of definition.
Random media models
We model a(x, ω) as a random process on some probability space (Ω, F, P), with parameter x ∈ R. The coefficient a( x ε , ω) in (1.1) is obtained by rescaling the spatial variable. A process a(x) is called stationary if the joint distribution of any finite collection of random variables {a(x i , ω)} 1≤i≤n is translation invariant. Let E denote the mathematical expectation with respect to P. We define
Since a is stationary, a * is a constant and q(x, ω) is a stationary process with mean zero.
The (auto-)correlation function R(x) of q is given by:
We find that R is symmetric, i.e., R(x) = R(−x) and is a function of positive type in the sense of [25, §XI] . By Bochner's theorem, the Fourier transform of R is non-negative. Let us define
Then σ 2 is in [0, ∞], and we assume here that σ > 0. We say that q(x, ω) has short range correlation (SRC) if R is integrable. In this case, σ is a positive finite number. We say q has long range correlation (LRC) if the correlation function is not integrable.
The decay of R(x) at infinity describes the two-point decorrelation rate of the process q. We also need the notion of mixing. Consider a Borel set A ⊂ R. Let F A denote the Borel sub-σ-algebra of F induced by {q(x); x ∈ A}, and L 2 A the space of F A −measurable and square integrable random variables. A random process a(x, ω) is said to be ρ-mixing if there exists some non-negative function ρ(r) : R + → R + with ρ(r) → 0 at infinity, such that for any Borel sets A and B the following holds.
Here d(A, B) is the distance between the two sets. The function ρ(r) is called the ρ-mixing coefficient, and it reflects, roughly speaking, how fast random processes restricted on A and B become independent. More details on the notion of mixing can be found in [8] .
Our first set of assumptions on a(x) and q(x) are the following. We note that the third assumption below implies the second one.
(S1) The random process a(x) is stationary and uniformly elliptic with constants (λ, Λ).
Clearly, a * is uniformly elliptic with the same constants.
(S2) The random process q(x) has SRC and we assume σ > 0 in (2.3).
(S3) The mixing coefficient ρ(r) of q(x) is decreasing in r, and ρ
The above assumptions are quite general. In particular, (S3) implies ergodicity of q(x), and (S1) plus ergodicity is the standard assumption for homogenization theory; (S3) is the standard assumption to obtain central limit theorem of oscillatory integrals with integrand q ε (x) as in (3.29).
For random media with LRC, there is no general central limit theorem. A special family of random media investigated in [3] is based on the following assumptions:
where g x is a stationary Gaussian random process with mean zero and variance one. Further, the correlation function R g of g x has the following asymptotic behavior: 6) where κ g > 0 is a constant and α ∈ (0, 1).
(L2) The function Φ(x) satisfies |Φ| ≤ q 0 for some constant q 0 , so that the process a(x, ε), constructed by the relation (2.1) for some positive constant a * , satisfies uniform ellipticity with constants (λ, Λ).
(L3) The function Φ integrates to zero against the standard Gaussian measure:
The process q(x) is stationary and mean-zero. More importantly, its correlation function R(x) has a similar asymptotic behavior to that in (2.6) with κ g replaced by κ, where
The integral above is assumed to be non-zero. Consequently, R(x) is no longer integrable and q(x) has LRC. We note that when α > 1, the process constructed above has SRC and provides an example satisfying (S2).
The multi-scale algorithms MsFEM and HMM
We briefly introduce MsFEM and HMM and leave some details to later sections. Assume f ∈ L 2 ⊂ H −1 . The weak solution to (1.1) is the unique function u ε ∈ H 1 0 (0, 1) such that
The associated bilinear and linear forms are defined as
Existence and uniqueness of u ε are guaranteed by the uniform ellipticity of a ε (x). MsFEM and the HMM are finite element methods and so the ideas are to approximate H 1 0 by finite dimensional space and, when necessary, to approximate A ε by an auxiliary bilinear form.
We partition the unit interval into N small intervals of size h = 1/N . We use this partition for MsFEM, HMM, and the standard FEM. The FEM basis functions are piecewise linear "hat functions", each of them peaking at one nodal point and vanishing at all other nodal points. Denote these hat functions by {φ HMM aims to reduce the cost of MsFEM by computing heterogeneous solutions on smaller domains. Solutions and test functions are still sought in V h 0 . The bilinear form A ε is then approximated by
where I δ k is a small sub-interval of size δ < h of the kth interval in the above partition. The operator L is defined below in (6.1). This linear operator optimally uses the micro-scale calculation on I δ k in the same way that φ j ε does in MsFEM. HMM solution is the unique function u h,δ ε in V h 0 so that (2.9) holds when H 1 0 is replaced by V h 0 and A ε is replaced by A h,δ ε . The well-posedness of this formulation is less immediate and will be proved below.
Throughout this paper, for simplicity in presentation, we assume that the micro-scale solvers in MsFEM and HMM, i.e., equations (5.1) and (6.1), are exact.
Main theorems
We state our main convergence theorems in the setting of MsFEM and HMM although they hold for more general schemes.
The first theorem analyzes MsFEM in the setting of SRC.
Theorem 2.1. Let u ε and u 0 be solutions to (1.1) and (1.2), respectively. Let u h ε be the solution to (1.1) obtained by MsFEM and let u h 0 be the standard finite element approximation of u 0 . Then we have:
Assume further that q(x) satisfies (S2). Then
where C is a universal constant and R is the correlation function of q as defined in (2.2).
(ii) Now assume further that q(x) satisfies (S3). Then,
The constant σ is defined in (2.3) and W is the standard Wiener process. The function L h (x, t) is explicitly given in (3.20) . The convergence is in distribution in the space C.
(iii) Now let h goes to zero, we have
14)
The Gaussian process U (x; W ) was characterized in [6] . The kernel L(x, t) is defined as
Here and below, 1 is the indicator function and
Equivalently, the theorem says the diagram in (1.4) commutes when q has SRC and that MsFEM passes the corrector test in this setting.
To prove (iv) of the diagram, we recast L(x, t) as
Here G 0 is the Green's function of (1.2). It has the following expression:
In particular,G 0 is Lipschitz continuous in each variable while the other is kept fixed.
The next theorem accounts for MsFEM in media with LRC. We recall that the random process q(x) below is constructed as a function of a Gaussian process. Theorem 2.2. Let u ε , u 0 , u h ε and u h 0 be defined as in the previous theorem. Let q(x, ω) and a(x, ω) be constructed as in (L1)-(L3). Then we have
18)
for some constant C depending on (λ, Λ), κ, α, and f .
(ii) As ε goes to zero while h is fixed, we have
Here H = 1 − α 2 , and W H t is the standard fractional Brownian motion with Hurst index H. The constant σ H is defined as κ/H(2H − 1). The function L h (x, t) is defined as in the previous theorem.
(iii) As h goes to zero, we have
As before, this theorem says the diagram in (1.4) commutes in the current case. In particular, α < 1, and the scaling is ε α 2 . Thus MsFEM passes the corrector test for both SRC and LRC. The stochastic integrals in (2.19) and (2.20) have fractional Brownian motions as integrators. We give a short review of such integrals in the appendix. A good reference is [23] .
The next theorem addresses the convergence properties of HMM. (i) Suppose that the random processes a(x) and q(x) satisfy (S1)-(S3). Then
Here, U h,δ (x; W ) is as in (2.13) with L h replaced by L h,δ (x, t), which is defined in (6.7) below. The process U (x; W ) is as in (2.14).
(ii) Suppose instead that the random processes a(x) and q(x) satisfy (L1)-(L3). Then
Here, U (2.20) . HMM is computationally less expensive than MsFEM when δ is much smaller than h. However, the theorem implies that this advantage comes at a price: when the random process q(x) has SRC, HMM with δ < h amplifies the variance of the corrector. We will discuss methods to eliminate this effect in section 7. In the case of LRC, however, HMM does pass the corrector test even when δ ≪ h.
Intuitively, averaging occurs at the small scale δ ≪ h for SRC. Since HMM performs calculations on a small fraction of each interval h, each integral needs to be rescaled by h/δ to capture the correct mean, which over-amplifies the size of the fluctuations. In the case of long-range correlations, the self-similar structure of the limiting process shows that the convergence to the Gaussian process occurs simultaneously at all scales (larger than ε) and hence at the macroscopic scale. HMM may then be seen as a collocation method (with grid size h), which does capture the main features of the random integrals.
The amplification of the random fluctuations might be rescaled to provide the correct answer. The main difficulty is that the rescaling factor depends on the structure of the random medium and thus requires prior information or additional estimations about the medium. For general random media with no clear scale separation or no stationarity assumptions, the definition of such a rescaling coefficient might be difficult. In section 7, we present a hybrid method between HMM and MsFEM that is computationally less expensive than the MsFEM presented above while still passing the corrector test.
3 Expression for the corrector and convergence as ε → 0
The starting point to prove the main theorems is to derive a formula for the corrector u h ε −u h 0 . This is done by inverting the discrete systems yielded from the multi-scale schemes. The goal is to write the corrector as a stochastic integral linear in the random coefficient, plus error terms that are negligible in the limit; see Proposition 3.2 below.
General finite element based multi-scale schemes
Almost all finite element based multi-scale schemes for (1.1) have the same main premise: in the weak formulation (2.9), we approximate H 1 0 by a finite dimensional space and if necessary, also approximate the bilinear form.
To describe the choices of the finite spaces, we choose a uniform partition of the unit interval into N sub-intervals with size h = 1/N . Let x k denote the kth grid point, with x 0 = 0 and x N = 1, and I k the interval (x k−1 , x k ). To simplify notation in the general setting, we still denote by V h ε the finite space and by {φ
j=1 the basis functions. They do not necessarily coincide with those in MsFEM.
In a general scheme, the bilinear form in (2.9) might be modified. Nevertheless, to simplify notations, we still denote it as A ε . The solution obtained from the scheme is then
Since V h ε is finite dimensional, the above condition amounts to a linear system, which is obtained by putting u h ε = U ε j φ j ε , and by requiring the above equation to hold for all basis functions. The linear system is:
Here, the vector U ε is a vector in R N −1 , and it has entries U ε j . The load vector F ε is also in R N −1 and has entries F (φ j ε ). The stiffness matrix A h ε is an N − 1 by N − 1 matrix, and its entries are A ε (φ i ε , φ j ε ). Our main assumptions on the basis functions and the stiffness matrix are the following.
(N1) For any 1 ≤ j ≤ N − 1, the basis function φ j ε is supported on I j ∪ I j+1 , and it takes the value δ i j at nodal points {x i }. Here δ i j is the Kronecker symbol.
(N2) The matrix A h ε is symmetric and tri-diagonal. In addition, we assume that there exists a vector b ε ∈ R N with entries
In other words, the ith diagonal entry of A h ε is the negative sum of its neighbors in each row. Here, A h ε01 and A h εN −1N are not matrix elements and are set to be b 1 ε and b N ε , respectively.
(N3) On each interval I j for j = 1, · · · , N , the only two basis functions that are nonzero are φ j ε and φ j−1 ε , and they sum to one, i.e., φ
for some functions {φ k ε (x)} N k=1 , each of them defined only on I j with boundary value 0 at the left end point and 1 at the right.
As we shall see for MsFEM, (N3) implies (N2) when the bilinear form is symmetric. The special tri-diagonal structure of A h ε in (N2) simplifies the calculation of its action on a vector. Let U be any vector in R N −1 , we have
Here, the symbol D − denotes the backward difference operator, which is defined, together with the forward difference operator D + , as
The equality (3.5) is easy to check, and to make sense of the case when i equals 1 or N , we need to extend the definition of U by setting U 0 and U N to zero. This formula has been used, for example, in [17] . It is a very useful tool in the forthcoming computations.
The expression of the corrector
Now we derive an expression of the corrector, i.e., the difference between u h ε , the solution to (1.1) obtained from the above scheme, and u h 0 , the standard FEM solution to (1.2). The function u h 0 (x) is obtained from a weak formulation similar to (2.9) with a ε replaced by a * , and H 1 0 replaced by V h 0 , the space spanned by hat functions {φ j 0 }. Clearly, these basis functions satisfy (N1) and (N3). Let A h 0 denote the associated stiffness matrix; then one can verify that it satisfies (N2). In fact, the vector b is given by
Subtracting this equation from (3.2), we obtain:
Let G h 0 denote the inverse of the matrix A h 0 . We have
Since both A h ε and A h 0 satisfy (N2), the difference A h ε − A h 0 acts on vectors in the same manner as in (3.5). Since both {φ j ε } and {φ j 0 } satisfy (N3), we verify that
Using these difference forms, we have
The second equality is obtained from summation by parts. Note that we have extended the definitions of U ε and U 0 so that they equal zero when the index is 0 or N . Similarly, (G h 0 ) j0 and (G h 0 ) jN are zero as well. The vector U ε −U 0 is the corrector evaluated at the nodal points. We have the following control of its ℓ 2 norm under some assumptions on the statistics of {b k ε } and {φ j ε }.
Proposition 3.1. Let U ε and U 0 be as above. Let the basis functions {φ j ε } and the stiffness matrix A h ε satisfy (N1)-(N3). Suppose also that
for some universal constant C.
(i) Suppose further that for any k = 1, · · · , N , and any x ∈ I k , we have
for some universal constant C. Then we have
for some universal C.
(ii) Suppose instead that the right hand side of (3.10) is C ε h α , and the right hand side
The assumption (3.9) essentially says that u h ε should have a Hölder regularity. Suppose the weak formulation associated to the multiscale scheme admits a unique solution
For MsFEM, we have a better estimate: |D − U ε k | ≤ Ch due to a super-convergence result; see (5.3). Therefore, the estimate in (3.12) can be improved to be C ε h 2 in case (i) and
Item (i) of this proposition is useful when the random medium a(x), or equivalently q(x), has SRC, while item (ii) is useful in the case of LRC. The constant C in the second item depends on (λ, Λ), f and R g , but not on h.
Proof. To prove (i), we use a super-convergence result, which we prove in section 5.1, to get |D − G h 0jk | ≤ Ch. Using this estimate together with (3.9) and (3.8), we have
For the second term, we use (3.11) and obtain
For the other term, an application of Cauchy-Schwarz to the definition ofF ε yields
Using (3.10), we have
Therefore, we have
Note that this estimate is uniform in j. Sum over j to complete the proof of (i).
Proof of item (ii) follows in exactly the same way, using the corresponding estimates. Now, the corrector in this general multi-scale numerical scheme is:
We call the three terms on the right hand side
is the piecewise interpolation of the corrector evaluated at the nodal points; K 2 (x) is the corrector due to different choices of basis functions; and K 3 (x) is much smaller due to the previous proposition and (3.10). Our analysis shows that K 1 (x) and K 2 (x) contribute to the limit when ε → 0 while h is fixed, but only a part of K 1 (x) contributes to the limit when h → 0.
Due to self-averaging effect which is made precise in Lemma A.1, integrals of q ε (x) are small. Therefore, our goal is to decompose the above expression into two terms: a leading term which is an oscillatory integral against q ε , and a remainder term which contains multiple oscillatory integrals. 16) for some random variablesr 1k andr 2k .
(i) Assume that q(x) has SRC, i.e., satisfies (S2), and that
for some universal constant C. Then, the corrector can be written as
Furthermore, the remainder r h ε (x) satisfies
(3.20) Given x, the index j(x) is the unique one so that
G h 0 is the interpolation in V h 0 using the discrete Green's function of standard FEM. (ii) Assume that q(x) has long range correlation, i.e., (L1)-(L3) are satisfied, and that the estimate in (3.17) is C ε h α . Then the same decomposition holds, the expression of L h (x, t) remains the same, but the estimate in (3.19) should be replaced by C
Due to the super-convergent result in section 5.1, the function G h 0 (x, x k ) above is exactly the Green's function evaluated at (x, x k ). This can be seen from the facts that they agree at nodal points and both are piece-wise linear and continuous.
Proof. We only present the proof of item (i). Item (ii) follows in exactly the same way. We point out that the assumption (3.16) and the estimates (3.17) imply (3.10) and (3.11) thanks to Lemma A.1.
The idea is to extract the terms in the expression (3.15) that are linear in q ε . For K 1 (x), we use (3.8) and write
Note that the expression above is an approximation because we have changed D − U ε on the right hand side of (3.
Estimating |D − G h 0 | by Ch and using Cauchy-Schwarz on the sum over k and (3.13) and (3.12), we verify that
Using the expressions ofφ ε and b ε , and the estimates of the higher order terms in them, (3.16), we can further approximate K 1 (x) by
The error in this approximation is:
(3.23) Using Lemma A.1, (3.17) and Cauchy-Schwarz, we have
Using this estimate, we verify that the mean of the absolute value of the first term in r h 12 is bounded by Cε f 2 R 1,R . A similar estimate with |D − U 0 k | ≤ Ch (due to superconvergence) shows that the second term in r h 12 has absolute mean bounded by
We remark also that in the case of long range correlations, we should apply Lemma A.2 instead.
Moving on to K 2 (x), we observe that for fixed x, K 2 (x) reduces to a sum over at most two terms, due to the fact that φ j ε and φ j 0 have local support only. Let j(x) be the index so that x ∈ (x j(x)−1 , x j(x) ]. We have
In the second step above, we used the decomposition ofφ ε again. The error we make in this step is
We verify again that E|r h 2 (x)| ≤ Cε R 1,R . Now for K 3 (x), we use Cauchy-Schwarz and have
The last inequality is due to (3.12) and (3.10).
In the approximations of K 1 (x) and K 2 (x), we change the order of summation and integration. We find that 
Weak convergence of the corrector of a multiscale scheme
In this section, we characterize the limit of the corrector u h ε − u h 0 , with proper scaling, in the multiscale scheme when ε is sent to zero. As we have seen, the scaling depends on the correlation range of the random media. Proposition 3.3. Let u h ε be the solution to (1.1) given by a multi-scale scheme that satisfies (N1)-(N3). Suppose (3.9) holds. Let u h 0 be the standard FEM solution to (1.2). (i) Suppose that q(x) satisfies (S1)-(S3) and that the conditions of item one in Proposition 3.2 hold. Then,
(ii) Suppose that q(x) satisfies (L1)-(L3) and that the conditions of item two in Proposition 3.2 hold. Then,
The real number σ is defined in (2.3) and σ H is defined in Theorem 2.2.
These results allow us to prove the weak convergence in step (ii) of the diagram in (1.4) for fairly general schemes. A standard method to attain such weak convergence results is to use the following Proposition; see [19, p.64] . 
(ii) (Tightness) The family {M ε } ε∈(0,1) is a tight sequence of random processes in C(I). A sufficient condition is the Kolmogorov criterion: ∃δ, β, C > 0 such that
uniformly in ε and t, s ∈ (0, 1).
The standard Kolmogorov criterion for tightness requires the existence of t ∈ [0, 1] and some exponent ν so that sup ε E|M ε (t)| ν ≤ C for C independent of ε and ν. In our cases, since M ε (0) = 0 for all ε, this condition is always satisfied.
We will prove item one of Proposition 3.3 in detail; proof of item two follows in the same way, so we only point out the necessary modifications. Recall the decomposition in (3.18). Let I ε denote the first member on the right hand side of this equation, i.e., the oscillatory integral. Let I h denote the right hand side of (3.26). The strategy in the case of SRC is to show that {ε − 1 2 I ε } converges in distribution in C to the target process I h , while {ε − 1 2 r h ε } converges in distribution in C to the zero function. Since the zero process is deterministic, the convergence in fact holds in probability; see [5, p.27] . Then (3.26) follows.
Proof. Convergence of {ε − 1 2 I ε }. We first check that the finite dimensional distributions of I ε (x) converge to those of I h (x). Using characteristic functions, this amounts to showing
for any positive integer n, and any n-tuples (x 1 , · · · , x n ) and (ξ 1 , · · · , ξ n ). We set m(t) = n j=1 ξ j L h (x j , t). The convergence above is proved if we can show
for any m(t) that is square integrable on [0, 1]. Indeed, this convergence holds as long as q(x, ω) is a stationary mean-zero process that admits an integrable ρ-mixing coefficient ρ(r) ∈ L 1 (R). This result is more or less standard, and a proof can be found in [2, Theorem 3.7 and its proof]. Our assumptions (S1)-(S3) guarantee the existence of such a ρ(r). Therefore, we proved the convergence of the finite distributions of {ε 
We estimate the two terms on the right separately. For the first term we observe that L h 1 (x, t) is Lipschitz continuous in x. This is due to the fact that G h 0 (x, x k ) is Lipschitz in x with a universal Lipschitz coefficient. Since the other terms in the expression of L h 1 (x, t) in (3.20) are bounded by C, we have
We use this fact and apply Lemma A.4 to deduce
The constant C above depends on λ, Λ, and ρ
To estimate the second term in (3.30), consider two distinct points y < x. Let j and k be the indices such that x ∈ (x j−1 , x j ] and y ∈ (x k−1 , x k ]. Then one of the following holds: j − k ≥ 2, j − k = 0 or j − k = 1. In the first case, since |D − U 0 | ≤ Ch for some C depending on λ, Λ and f 2 , we have the following crude bound.
The same analysis leading to (3.31) applies, and the second term in (3.30) is bounded by C|x − y| 4 /h 4 in this case.
When |j − k| = 0, x and y are in the same interval (x j , x j+1 ). We can write
Since x and y are in the same interval, the function (x − y)/h is bounded by one. Now Lemma A.4 applies and we see that the fourth moments of the members in (3.32) are bounded by
When j − k = 1, we have
Let x j−1 play the role of x in (3.32) and notice that L h 2 (x j−1 , t) = 0. We get
Similarly, in the interval where x lands, let x j−1 play the role of y in (3.32). We have
We combine these estimates and see that in this case, the second term in (3.30) is bounded by
In the last inequality, we used the fact that a 2 + b 2 ≤ (a + b) 2 for two non-negative numbers a and b.
Combine these three cases to conclude that for any x, y ∈ [0, 1], the second term in (3.30) is bounded by C|x − y| 2 /h 2 . This, together with (3.31), shows
In other words, {ε − 1 2 I ε (x)} satisfies (3.28) with β = 4 and δ = 1, and is therefore a tight sequence. Consequently, it converges to I h in distribution in C.
Convergence of {ε
for any fixed n, {x j } n j=1 and {ξ j } n j=1 . Since |e iθ − 1| ≤ |θ| for any real number θ, the left hand side of the equation above can be bounded by
The last sum above converges to zero thanks to (3.19) , completing the proof of convergence of finite dimensional distributions.
For tightness, we recall that r h ε (x) consists of r h 11 in (3.22), r h 12 in (3.23), K 3 (x) in (3.18) and r h 2 (x) in (3.24). In the first three functions, x appears in Lipschitz continuous terms, e.g., in
Meanwhile, the terms that are x-independent have mean square of order O(ε) or less. Therefore, we can choose β = 2 and δ = 1 in (3.28). For instance, we consider r h 12 (x) in (3.23). Since q ε is uniformly bounded, the integrals of q ε on the interval I k are bounded by Ch. Recall that |D − U 0 k | ≤ Ch also; we have
By the Lipschitz continuity of D − G h 0 and the estimate (3.17), we have
Similarly, we can control r h 11 and K 3 . For r h 2 in (3.24), we observe that it has the form of the main part of K 2 (x), which corresponds to L h 2 (x, t) and the second term in (3.30), except the extra integral of q ε . Therefore, the tightness argument for the second term in (3.30) can be repeated. The extra q ε term is favorable: we can choose β = 2 and δ = 1 in (3.28).
To summarize, {ε − 1 2 r h ε / √ ε} can be shown to be tight by choosing β = 2 and δ = 1 in (3.28). Therefore, it converges to the zero function in distribution in C. We have thus established the convergence in (3.26).
The case of LRC. In this case, the scaling is ε − α 2 . The proof is almost the same as above and we only point out the key modifications.
Let us denote the right hand side of (3.27) by I h H . To show the convergence of the finite dimensional distributions of {ε − α 2 I ε }, instead of using (3.29), we need the following analogue for random media with LRC:
where σ H is defined below (2.19). The above holds only for q(x, ω) constructed as in (L1)-(L3), and m ∈ L 1 (R) ∩ L ∞ (R). This convergence result was established in Theorem 3.1 of [3] . Assumptions on q(x) in item (ii) allows us to use this result and conclude that the finite dimensional distributions of {ε − α 2 I ε (x)} converge to those of I h H . For the tightness of {ε − α 2 I ε (x)}, we can follow the same procedures that lead to (3.31) and (3.32). We only need to consider second order moments when applying the Kolmogorov criterion thanks to Lemma A.2, which says
In the SRC case, since α equals one we only have |x − y| on the right. To get an extra exponent δ, we had to consider fourth moments. In the LRC case, α is less than one, so we gain a δ = 1 − α from the above estimate. With this in mind, we can simplify the proof we did for (3.26) to prove that {ε
2 r h ε } converges to the zero function in distribution, and hence in probability, in the space C. The conclusion is that (3.27) holds. This completes the proof of Proposition 3.3.
From the proofs of the propositions in this section, the results often hold if the conditions in item (i) or (ii) of Proposition 3.2 are violated in an ε-independent manner. For instance, if the second equation in (3.16) is modified to
for some function c(h) and for region D k ⊂ I k , then this modification will be carried to L h (x, t) and following estimates, but the weak convergences in Proposition 3.3 still hold.
Weak convergence as h goes to 0
In the previous section, we established weak convergence of the corrector u h ε −u h 0 of a general multi-scale scheme when the correlation length ε of the random medium goes to zero while the discretization h is fixed. In this section, we send h to zero, and characterize the limiting process. We aim to prove the following statement. Proposition 4.1. Let L h (x, t) be defined as in (3.20) . As h goes to zero, the Gaussian processes on the right hand sides of (3.26) and (3.27) have the following limits in distribution in C:
where U is the Gaussian process in (2.14). Similarly,
where U H is the Gaussian process in (2.20).
We consider the case of SRC first. Recall that I h (x) denotes the left hand side of (4.1). It can be split further into three terms as follows. Let us first split L h 1 (x, t) into two pieces:
Then define I h i (x) by
As it turns out, I h 1 (x; W ) converges to the desired limit, while I h 2 (x; W ) and I h 3 (x; W ) converge to zero in probability.
Proof of (4.1). Convergence of {I h 1 (x)}. By Proposition 3.4, we show the convergence of finite distributions of {I h 1 (x)} and tightness. Since all processes involved are Gaussian, for finite dimensional distribution it suffices to consider the covariance function R 1 (x, y) := E{I h 1 (x)I h 1 (y)}. By the Itô isometry of Wiener integrals, we have
For any fixed x, L h 11 (x, t), as a function of t, is a piecewise constant approximation of L(x, t). This is obvious from the expression of L(x, t) in (2.16). Therefore, L h 11 (x, t) converges to L(x, t) in (2.15) pointwise in t. Meanwhile, L h 11 is uniformly bounded as well. The dominant convergence theorem yields that for any x and y,
This proves convergence of finite dimensional distributions.
The heart of the matter is to show that {U h 1 (x; W )} is a tight sequence. To this end, we consider its fourth moment
Since increments in a Brownian motion are independent Gaussian random variables, we have
Using this decomposition, and the fact that the L h 11 is piecewise constant, we rewrite the fourth moment above as three times of
Since G h 0 is the Green's function associated to (1.2), it admits expression (2.17) as remarked below Proposition 3.2. Fix y < x, and let j 1 and j 2 be the indices so that y ∈ (x j 1 −1 , x j−1 ] and x ∈ (x j 2 −1 , x j 2 ]. Then we can split the above sum into three parts. In the first part, k runs from one to j 1 − 1. In that case, both x k and x k−1 are less than y. Formula (2.17) says:
Since |D − U 0 k /h| is bounded, we have
Another part is k running from j 2 + 1 to N . In that case, both x k and x k−1 are larger than x. The above analysis yields the same bound for this partial sum.
The remaining part is when k runs from j 1 to j 2 . In this case, for some k, x k may end up in (y, x), and we have to use different branches of (2.17) when evaluating G h 0 (x, x k ) and G h 0 (y, x k ). Consequently, the cancellation of h in (4.8) will not happen, and we need to modify our analysis. We observe that, due to the Lipschitz continuity of G h 0 and boundedness of |D − U 0 /h|, we always have
If j 2 − j 1 ≤ 1, the last sum above is then bounded by 2C|x − y| 2 /h. In this case, it is clear that |x − y| ≤ 2h; as a result, the sum above is bounded by C|x − y|.
If j 2 − j 1 ≥ 2, the above estimate will not help much if j 2 − j 1 is very large. Nevertheless, since |D − G h 0 /h| is bounded by some universal constant C. We have
Meanwhile, we observe that in this case
Consequently, the sum in (4.11) is again bounded by C|x − y|. Combining these estimates, we have L
It follows from the equation below (4.7) that {I h 1 (x)} is a tight sequence and hence converges to U (x, W ).
Convergence of I h
12 to zero function. For the finite dimensional distributions, we consider the covariance function R h 2 (x, y) = E{I h 2 (x)I h 2 (y)}. By Itô isometry,
Now from the expression of L h 12 (x, t), (4.3), we see that L h 12 (x, t) converges to zero pointwise in t for any fixed x. Indeed, in the above expression, |D − G h 0 /h| is uniformly bounded while the integrals of f (s) and of f (s)φ k 0 (s) go to zero due to shrinking integration regions. Meanwhile, L h 12 is also uniformly bounded. The dominated convergence theorem shows R 2 (x, y) → 0 for any x and y, proving the convergence of finite dimensional distributions. The tightness of {I h 2 (x)} is exactly the same as {I h 1 (x)}; that is to say, the properties of D − G h 0 can still be applied. We conclude that {I h 2 (x)} converges to zero. Convergence of I h 3 (x) to zero. For the finite dimensional distributions, we observe that L h 2 (x, t) is uniformly bounded and for any fixed x, it converges to zero point-wise in t, due to shrinking of the non-zero interval I j(x) . The covariance function of I h 3 (x), therefore, converges to zero, proving convergence of finite dimensional distributions.
For tightness, we consider the fourth moment of I h 3 (x) − I h 3 (y). By (4.7), it equals
Recalling the expression of L h 2 (x, t) in (3.20) , it is non-zero only on an interval of size h and is uniformly bounded. Let j(x) be the interval where L h 2 (x) is non-zero, and similarly define j(y). Assume y < x without loss of generality. Consider three cases: j(x) = j(y), j(y) = j(x) − 1, and j(x) − j(y) ≥ 2. In the first case, x and y fall in the same interval [x j−1 , x j ] for some index j. Then we have
This integral can be calculated explicitly; it equals:
Since |1 − (x − y)/h| ≤ 1 and |D − U 0 k /h| ≤ C, the above quantity is bounded by C|x − y|. In the second case, with j the unique index so that y ≤ x j < x and using the triangle inequality, we have
For the first term of the right hand side above, let x j play the role of y in the previous calculation. This term is bounded by C(x − x j ). Similarly, for the second term, let x j play the role of x, and we bound this term by C(x j − y). Consequently, we can still bound
by C|x − y|. In the third case, we have h ≤ |x − y|. Meanwhile, since L h 2 is uniformly bounded and is nonzero only on intervals of size h. We have
Combining these three cases, the conclusion is:
This proves tightness and completes proof of the first item of Proposition 4.1.
In the proof above, we used the fact that G h 0 (x) defined in (3.21) is in fact the real Green's function defined in (2.17). However, the analysis follows as long as |D
/h| is piecewise Lipschitz in x with constant independent of h, and the total number of pieces does not depend on h.
The fact that I h 2 (x) and I h 3 (x) do not contribute to the limit is quite remarkable. It says the following. As long as the limiting distribution of the corrector u h ε − u h 0 is considered, the role of the multi-scale basis functions is mainly to construct the stiffness matrix, which is reflected by I h 1 (x); its roles in constructing the load vector F ε and in assembling the global function, which are reflected in I h 2 (x) and I h 3 (x) respectively, are asymptotically not important. Now, we prove the second part of Proposition 4.1. 
Proof of (4.2). Recall that
As before, the integrand in the above integral converges to L(x, t)L(y, s)/|t − s| α for almost every (t, s). Meanwhile, since L h 11 is uniformly bounded, the integrand above is bounded by 
using again the isometry (A.19). Now we claim that
for any p ≥ 1. Indeed, for p = 2, this is shown in (4.12) ; the analysis there actually shows also that the above holds for p = 1. For p = ∞, this follows from the uniform bound on L h 11 . For other p, this follows from interpolation; see [21, p.75] . Now, we apply the Hardy-Littlewood-Sobolev lemma [21, §4.3 ] to the expression of the second moment above. We obtain the bound
Therefore, the Kolmogorov criterion (3.28) holds with β = 2 and δ = 1−α, proving tightness of {I h H1 }. Tightness of {I h H2 } follows in the same way because L h 12 has the same structure as L h 11 as remarked before. Tightness of {I h H3 } follows from the same argument above and the control on L h 2 (x, ·) − L h 2 (y, ·) 2 2 in the equation above (4.15) . This complete the proof of (4.2).
Applications to MsFEM in random media
In this section, we prove Theorems 2.1 and 2.2 as an application of the general results obtained in the preceding two sections by verifying that the multiscale finite element method (MsFEM) satisfies the conditions of Proposition 3.3.
The multiscale basis functions
We describe the MsFEM for (1.1) as a special case of the methods developed in [16, 17] . We verify that this scheme satisfies assumptions (N1)-(N3).
Recall that we have a uniform partition of the interval [0, 1] with nodal points {x k } N k=1 , where x 0 = 0, and x N = 1, and I k the kth interval (x k−1 , x k ). The standard hat basis functions are denoted by {φ 
Here L ε is the differential operator in (1.1). Clearly, φ j ε has the same support as φ j 0 and thus satisfies (N1). Note that the {φ j ε } are constructed locally on independent intervals, and are suitable for parallel computing.
For any k = 1, · · · , N , we observe that the only non-zero basis functions are φ k ε and φ k−1 ε . Further, they sum up to one at the boundary points x k−1 and x k . Since equation (5.1) is of linear divergence form, we conclude that φ k ε (x) + φ k−1 ε (x) ≡ 1 on the interval. This shows that MsFEM satisfies (N3). In fact, the functions {φ k ε } N k=1 for MsFEM are constructed by solving (5.1) on I k with boundary values zero at x k−1 and one at x k . Once they are constructed, {φ j ε } is given by (3.4) . We can solve φ k ε analytically and obtain that
Consequently, (N1) and (N3) indicate that MsFEM also satisfies (N2). To calculate the entries of the stiffness matrix A h ε , we fix any i = 2, · · · , N − 2, and compute
The last equality can be verified from the fact thatφ i ε solves (5.1) and integration by parts. For i = 1 and N , we verify that (3.3) holds for b 0 ε and b N ε given by (5.2). We record here a well-known super-convergence result: When dimension d = 1, the standard finite element method is super-convergent, in the sense that it yields exact values at nodal points. In our case, u h 0 (x k ) = u 0 (x k ), where u 0 solves (1.2) and u h 0 is the FEM approximation. We observe that this property is preserved by MsFEM. Indeed, let P u ε be the projection of u ε in V h ε , i.e., P u ε = u ε (x j )φ j ε (x). Then, using integrations by parts, (5.1), and the fact that P u ε − u ε vanishes at nodal points, we have
Since the second equality is also satisfied by u h ε , it follows that A ε (P u ε − u h ε , v) = 0 for any v in V h ε . In particular, by choosing v = P u ε − u h ε and by coersivity of A ε (·, ·), we conclude that P u ε = u h ε . The super-convergence result follows. Several useful results follow from this super-convergent property. First, u h ε (x) of MsFEM coincides with the true solution u ε (x) at nodal points. Note that u ε can be explicitly solved analytically and that |u ε (x) − u ε (y)| ≤ C|x − y| for some universal C. We then have
This improves the condition (3.9) in Proposition 3.2 and hence improves several subsequent estimates. Second, a fact which we have used extensively before, we have |D − G h 0 | ≤ Ch and for any fixed x k , G h 0 (x; x k ) defined in (3.21) equals the continuous Green's function G 0 (x, x k ) for (1.2). This is because the functions agree at the nodal points due to super-convergence and they are both piece-wise linear in x.
Proof of Theorems 2.1 and 2.2
Since MsFEM is a scheme that satisfies (N1)-(N3), in order to apply (3.12) and (3.20) in previous propositions, we only need to check that (3.16) and (3.17) hold. a(x, ω) and q(x, ω) satisfy (S1)-(S3). Then (3.16) and (3.17) hold and the conclusion of item one in Proposition 3.2 follows.
(ii) Suppose a(x, ω) and q(x, ω) satisfy (L1)-(L3). Then the conditions and hence the conclusions of the second item of Proposition 3.2 hold.
Proof. From the explicit formulas (5.2), we have
Comparing with the second equation in (3.16), we find that it is satisfied with
Similarly, we havẽ
This shows again that (3.16) holds withr 1k having the same expression asr 2k defined above. In (5.4), since 0 ≤ b k ε ≤ Λh −1 , we can apply Lemma A.1 in the case of SRC or apply Lemma A.2 in the case of LRC to conclude that E|r 2k | 2 ≤ Ch −1 ε in the first setting, while E|r 2k | 2 ≤ C(εh −1 ) α in the second setting. This completes the proof.
Note that the estimates (3.10) and (3.11) follow directly from this lemma. Therefore, we can apply Proposition 3.1 directly. Now we prove Theorem 2.1. Estimates (2.11) and (2.12) do not follow from Propositions 3.3 and 4.1 directly and need additional considerations.
Proof of Theorem 2.1. Finite element analysis. We have seen that u h ε super-converges to u ε . From (1.1) and (5.1), we observe that the following equation holds on I j for j = 1, · · · , N :
Using the ellipticity of the coefficient and integrations by parts, we obtain
Now recall that the Poincaré-Friedrichs inequality says that
Combining the inequalities above, we obtain
Taking the sum over j, we obtain the first inequality in (2.11). To get the second inequality, we first apply the Poincare-Friedrichs inequality to the equation above to get 8) and then sum over j. This completes the proof of (2.11) in item one of the theorem.
Energy norm of the corrector. By energy norm, we mean the L 2 (Ω, L 2 (D)) norm. Recall the decomposition of the corrector into K i (x) in (3.15). For K 1 (x), we apply CauchySchwarz to get the following bound for |K 1 | 2
In the above derivation, we used the fact that φ j 0 (x) is non-negative, and j φ j 0 (x) ≡ 1. Now we apply (3.12) to control this term. The function K 2 (x), as in the proof of Proposition 3.2, can be written as
Note that all three estimates concluded in the three steps are uniform in x. Combining them, we complete the proof of (2.12).
Convergence in distribution as ε to zero. To prove item two of the theorem, we apply (3.26) of Proposition 3.3. We need to verify (3.9) in addition to (3.16) and (3.17), which we already verified in the previous lemma. But this is implied by (5.3), and hence we obtain (2.13).
Convergence in distribution as h to zero. To prove (2.14), we apply the first result in Proposition 4.1. This completes the proof of the theorem.
Proof of Theorem 2.2. In this case, the random processes q(x) and a(x) are constructed by (L1)-(L3). To prove the estimate in the energy norm, we follow the same steps as in the proof above, but use item two of Proposition 3.1 to control the term U ε − U 0 2 ℓ 2 in K 1 (x) and use Lemma A.2 to control the terms in K 2 (x) and K 3 (x).
To obtain the results in (2.19) and (2.20), we verify the conditions in item two of Propositions 3.3 and 4.1, applying the second case in Lemma 5.1 and following the steps in the previous proof. This completes the proof of the theorem.
Applications to HMM in random media
In this section, we adapt the general approach described in Sections 3 and 4 to the case of heterogeneous multiscale method (HMM).
The heterogeneous multiscale method
The goal of HMM is to approximate the large-scale properties of the solution to (1.1) without computing the homogenized coefficient first. Suppose we already know this effective coefficient, i.e., a * in our case. Then the large-scale solution u 0 can be solved by minimizing the functional
In numerical methods, the first integral above can be computed by the following mid-point quadrature rule:
Here x j = (x j−1 + x j )/2 is the mid-point of I j . In HMM, a * is unknown, and the idea is to approximate (u ′ a * u ′ )(x j ) by averaging in a local patch around the point x j . For instance, we can take
Here, I δ j denotes the interval x j + δ 2 (−1, 1), that is, the small interval centered in I j with length δ. The operator L maps a function w in V h 0 , i.e., the space spanned by hat functions, to the solution of the following equation:
The idea here is to encode small-scale structures of the random media into the construction of the bilinear form. The key difference that distinguishes HMM and MsFEM is that the above equations are solved for HMM on patches I δ k that are smaller than I k . We check that L is a linear operator; therefore, the following approximation of A 0 (·, ·) is indeed bilinear:
With this approximation of the bilinear form, HMM consists finding 
Now from (6.1), we verify that a ε (L φ i 0 ) ′ on I δ i is a constant given by
We extend the definition of b i ε,δ to the cases of i = 1 and i = N , and check that the (1, 1)th and (N − 1, N − 1)th entries of the stiffness matrix also satisfy (3.3). In particular, the action of A h,δ ε on a vector satisfies the conservative form as in (3.5) . In the sequel, to simplify notation, we drop the δ in the notations A 
Estimating the entries of vector b ε by its infinity norm and use Cauchy-Schwarz, we obtain
In the last inequality above, we used the fact that λh −1 ≤ b i ε ≤ Λh −1 , which can be seen from its definition in (6.4) and the uniform ellipticity of a ε , and that
0 . This proves continuity. Taking w = v, we have
This proves coercivity. Therefore, by the Lax-Milgram theorem for the finite element space [24, p.137] , there exists a unique u h,δ ε ∈ V h 0 that solves the optimization problem. Further, we have
An immediate consequence is that |D − U ε | ≤ C √ h by the argument following Proposition 3.1.
Proof of Theorem 2.3
To prove Theorem 2.3, we apply Proposition 3.2 to write the corrector u 
wherer 2k is a random variable defined bỹ
We verify that in the case of SRC, i.e., when q(x) satisfies (S1)-(S3), we have 6) for some universal constant C. Comparing this with (3.11) and (3.17), we observe that the estimates have been multiplied by a factor h δ in the HMM case. Similarly, it can be checked that in the case of LRC, i.e., when q(x) satisfies (L1)-(L2), these estimates will be multiplied by a factor of δ h α . With these formulas at hand, we prove the third main theorem of the paper.
Proof of Theorem 2.3. Short range media and amplification effect. In this case, the difference of b k ε − b k 0 and an estimate of it was captured in (6.6) and the equation above it. We cannot apply Propositions 3.2 and 3.3 directly. However, due to the remark at the end of section 3.3, similar conclusions still hold. The same procedure as in the proof of Proposition 3.2 shows that the L h (x, t) function for HMM is:
The first weak convergence in (2.21) holds with this definition of L h,δ as an application of a modified version of Proposition 3.3. Indeed, the proof there works with L h,δ playing the role of L h 11 . The tightness is still obtained from the function D − G h 0 , and the factor h δ does not play any role at this stage.
When h goes to zero, we can follow the proof of Proposition 4.1 to verify the second convergence in (2.21). Indeed, tightness can be proved in exactly the same way. All that needs to be modified is the limit of the covariance function of U h,δ (x; W ), which is defined to be σ 1 0 L h,δ (x, t)dW t . This covariance function, by the Itô isometry, is as follows:
Recall the expression of L h 11 in (4.3). We verify that the above quantity can be written as 
Using the expression of L h,δ , and the following short-hand notations:
the covariance function can be written as
The integral of |t − s| −α can be evaluated explicitly:
When m < k, the quantity between parentheses together with the δ 2 on the denominator forms a centered difference approximation of the second order derivative of the function r 2−α , evaluated at (k − m)h, i.e., at t − s. This derivative is precisely (1 − α)(2 − α)|t − s| −α . Meanwhile, the h 2 on the nominator can be viewed as the size of the measure dtds on each block
is precisely L h 11 (x, t) evaluated on I k . The conclusion is: those terms in the above equation with m < k form an approximation of
The second sum corresponds to the diagonal terms k = m. Since |J k | is bounded, this sum is of order O(hδ −α ) and does not contribute in the limit as h → 0, as long as
converges to the covariance function of U H (x; W H ), finishing the proof of (2.22).
A hybrid scheme that passes the corrector test
We now present a method that eliminates the amplification effect of HMM with δ < h exhibited in item one of Theorem 2.3 when the random media has SRC. Such an effect arises because the fluctuation in the short-range averaging effects occurring on the interval of size h are not properly captured by averaging occurring on an interval of size δ < h.
The main idea is to subdivide the element I k uniformly into M smaller patches and perform M independent calculations on each of these patches. This is a hybrid method that captures the idea of performing calculations on small intervals of size δ ≪ h to reduce cost as in HMM while preserving the averaging property of MsFEM by solving the elliptic equation on the whole domain. Let δ = h/M be the size of the small patch
This definition is motivated by (6.4) . Given a function w in the space V h 0 , we define its local projection into the space of oscillatory functions in the small patches I ℓ k by:
where w k ℓ denotes this local projection. Recall thatφ k 0 is the left piece of the hat basis function. Integrations by parts show that
, where A ε is the bilinear form defined in (3.2). HMM choose one small patch I ℓ * k and uses
to approximate the value A ε (φ k 0 ,φ k 0 ). Of course, the scaling h/δ is needed. This scaling factor turns out to amplify the variance as h goes to zero when the random medium has SRC.
We modify the method of HMM by constructing b ε as b k ε := M ℓ=1 b k εℓ . In other words, we define the stiffness matrix element
With this definition, we verify that
Rewriting the sum of the first terms in the parenthesis, we obtain
where r k ε accounts for the sum over the second terms in the parenthesis. Clearly, E|r k ε | ≤ Cε(hδ) −1 . This decomposition of b ε − b 0 and the estimate of r k ε shows that we can apply Proposition 3.2 to obtain the decomposition of the corrector. The L h (x, t) function in this case will be L h 11 (x, t) in (4.3). Then it follows from Propositions 3.3 and 4.1 that the corrector in this method converges to the right limit.
In this modified method, all the local informations on I k are used to construct b k ε as in MsFEM. The main advantage is that the computation on {I ℓ k } M ℓ=1 can be done in a parallel manner. The calculation in MsFEM performed on a whole domain of size h is replaced by h/δ independent calculations. Accounting for the coupling between the h/δ subdomains is necessary in MsFEM. It is no longer necessary in the modified method, which significantly reduces is complexity.
Conclusions and perspectives
This paper analyzes the theory of random fluctuations for several multi-scale algorithms such as MsFEM and HMM in the simplified setting of a one-dimensional elliptic equation. One of our main results is that MsFEM and HMM with δ = h correctly capture the random fluctuations beyond the homogenization limit when the random media satisfy the short-range correlation (SRC) assumptions or the long-range correlation (LRC) assumptions considered in this paper. Such schemes pass the corrector test we have introduced and are therefore likely to be reliable in the analysis and the assessment of uncertainty quantifications even in settings where a well-understood theory of random fluctuations is not available.
We have also shown that less expensive schemes such as HMM with δ < h still capture the random fluctuations in media with LRC but may fail to capture them in media with SRC. The reason is that media with LRC display self-similarities across scales. As a consequence, the properties of the random fluctuations are correctly captured at the macroscopic scale h. On the other hand, media with SRC display averaging effects at the scale ε ≪ h. Numerical schemes thus need to solve the equation at the microscopic scale on the whole domain in order to capture such effects. This forces the choice δ = h in the standard HMM scheme and led us to the modification of the MsFEM and HMM schemes presented in section 7 to pass the corrector test for both LRC and SRC media.
The random fluctuations considered here all have a Gaussian structure and follow from an application of the central limit theorem for SRC media and a different but similar averaging procedure for LRC. Random fluctuations corresponding to rare events have to be analyzed with different methods. We refer the reader to [4] for the one dimensional elliptic equation in the setting of large deviation theory.
The theory presented in this paper is restricted to the one-dimensional case. The main reason is that the theory of random fluctuations is well understood only in one dimension; see [3, 6] . In this setting, the random elliptic solution can be written as a stochastic integral whose analysis follows from fairly standard techniques. Note that the discretized solution solves a discrete system whose inversion is not explicit. This explains in large part why the results presented in this paper are rather long and technical.
In higher dimensions, only specific equations are amenable to fluctuations analyses; see [2, 14] . For such equations, the homogenization limit is trivial. Unlike the case considered in this paper, purely deterministic discretizations and basis functions based on the unperturbed elliptic equation provide accurate numerical solutions. Such models thus do not capture the difficulties inherent to the simulation of elliptic equations. They do not allow us to analyze, for instance, the resonance effects observed for MsFEM schemes and the over-sampling techniques designed to eliminate such effects [12, 16, 17] . The theory of fluctuations and its effect on multi-scale algorithms remains an open problem in such a setting.
Even though the one dimensional equation is of purely academic interest, the analyses presented in this paper quantify the influence of using less expensive numerical schemes on the accuracy of the numerical solutions. In the case of SRC, random fluctuations are captured only by fairly expensive schemes that solve the elliptic equation on the whole domain of interest. In the case of LRC, self-similarity properties allow us to use much coarser schemes without sacrificing accuracy. These guiding rules should prevail for a large class of equations, elliptic and non-elliptic, linear and nonlinear, and hopefully in practical settings where a well-controlled theory of random fluctuations is not available.
The second one accounts for a special family of random media with LRC. The proof is adapted from [3] . 
A.2 Moment bound for stochastic process
In this section we provide a bound for the fourth order moment of q(x, ω) in terms of the L 1 norm of the ρ-mixing coefficient.
Let P be the set of all ways of choosing pairs of points in {1, 2, 3, 4}, i.e., P := p = {p(1), p(2)}, {p(3), p(4)} p(i) ∈ {1, 2, 3, 4} .
(A.5)
There are C 2 6 = 15 elements in P. Lemma A.3. Let q(x, ω) be a stationary mean-zero stochastic process. Assume E|q(0)| 4 is finite and q(x, ω) is ρ-mixing with mixing coefficient ρ(r) that is decreasing in r. Then we have Proof. Given four points {q(x i )}, i = 1, · · · , 4, we can draw six line segments joining them. Among these line segment there is one that has the shortest length. Rearranging the indices if necessary, we assume it is the one joining x 1 and x 2 . Then set A = {x 1 , x 2 } and B = {x 3 , x 4 }. Rearranging the indices among each set if necessary, we assume also that d(A, B) is obtained by |x 1 − x 3 |. Then by the definition of ρ-mixing, we have (A.7)
We can bound Var{q(x 1 )q(x 2 )}, and similarly the variance of Var{q(x 3 )q(x 4 )}, from above by (E|q(x 1 )| 4 E|q(x 2 )| 4 ) 1/2 . Therefore, the expression above can be bounded by E|q(0)| 4 ρ(|x 1 − x 3 |).
Since ρ is decreasing and |x 1 − x 3 | ≥ |x 1 − x 2 |, we also have
q(x i )} − R(x 1 − x 2 )R(x 3 − x 4 )| ≤ E|q(0)| 4 ρ(|x 1 − x 2 |).
(A.8)
Now observe that min{a, b} ≤ (ab) 1 2 for any two non-negative real numbers a and b. Applying this observation to the bounds of the two inequalities above, and using the triangle inequality, we obtain Using the definition of mixing again, we obtain that |R(x 1 −x 2 )| = |Eq(x 1 )q(x 2 )| is bounded by Var In the last step, we used the fact that ρ ≤ ρ 1 2 since ρ can always be chosen no larger than 1. We can bound R(x 1 − x 3 ) in the same way. Therefore, we obtain This completes the proof.
We now derive a bound for the fourth order moment of oscillatory integrals of q ε .
Lemma A.4. Let q(x, ω) satisfy the conditions in the previous lemma. Assume in addition that the mixing coefficient satisfies that ρ Note that we did not write absolute sign for the argument in the ρ functions. We assume ρ is extended to be defined on the whole R by letting ρ(x) = ρ(|x|). There are 15 terms in the sum above that are estimated in the same manners. Let us look at one of them, with p(1) = p(3) = 1, p(2) = 2, and p(4) = 3. We perform the following change of variables: For a nice review on stochastic integral with respect to fractional Brownian motion, we refer the reader to [23] .
