Abstract. Let M = M 1 M 2 M 3 be the product of three distinct primes and let χ = χ 1 χ 2 χ 3 be a Dirichlet character of modulus M such that each χ i is a primitive character modulo M i for i = 1, 2, 3. In this paper, we provide a δ-symbol method for obtaining non-trivial cancellation in smooth character sums of the form ∞ n=1 χ(n)W (n/N ), with N roughly of size √ M and W a smooth compactly supported weight function on (0, ∞). As a corollary, we establish hybrid subconvexity bounds for the associated Dirichlet L-function.
Introduction and main results
Let L(s, π) be the L-function associated with an irreducible cuspidal automorphic representation π with unitary central character. Analysis of L(s, π) leads to information about the arithmetic or algebraic structure associated with π and nontrivial estimates for L(s, π) in terms of its analytic conductor Q(s, π) (for values of s in the critical strip 0 ℜ(s) 1) often result in non-trivial applications. One classical problem, the subconvexity problem, is to establish a bound of the form L(s, π) ≪ Q(s, π) 1/4−δ for some δ > 0 when ℜ(s) = 1/2. In general, for ℜ(s) = 1/2, one has the convexity bound L(s, π) ≪ ε Q(s, π)
while the Riemann Hypothesis for L(s, π) would imply the Lindelöf Hypothesis
Although the convexity bound is far from the expected Lindelöf bound, any power saving in the conductor is often sufficient for applications. For example, subconvexity for L 1 2 + it, Sym 2 f and L 1 2 , Sym 2 f × ϕ , where t is a fixed real number, f is a varying holomorphic eigencuspform (with Sym 2 f its symmetric square) and ϕ is a fixed Hecke-Maass eigencuspform for the modular group SL 2 (Z), implies the Mass Equidistribution Conjecture (a holomorphic analogue of the Quantum Unique Ergodicity Conjecture [RS94] ) for SL 2 (Z). The subconvexity problem has thus received much attention in various settings recently, however, a general method of proof for all π does not yet exist.
In a collection of works by the authors, see for example [Mun14a] , [Mun14b] , [Mun13a] , [Mun13b] , [HM12] , and [HMQ14] , several methods have been developed to investigate the subconvexity problem particularly in the case of RankinSelberg convolution L-functions where multiple parameters are varying. Such methods have led to a variety of hybrid subconvexity results, most recently demonstrating that subconvexity bounds are more readily obtained for L( Theorem. Suppose k > κ 2 are integers, with k even, P is a prime, f is a Hecke cusp form of weight k for SL(2, Z), and g a newform of weight 2κ and level P .Then we have
This bound beats the convexity bound kP 3/4 (kP ) ε when P 13/64+δ < k < P 3/8−δ for some 0 < δ < 11/128. Although more parameters are contributing to the complexity and analytic conductor of the L-function in such hybrid subconvexity problems, these situations are amenable to a larger collection of analytic tools and methods. For example, if π = f 1 × f 2 with each f i a holomorphic newform of varying level N i and (N 1 , N 2 ) = 1, then one has several natural "families" and "sub-families" of L-functions to which L(s, π) might be associated. In order to prove subconvexity for L(s, f 1 × f 2 ), one might choose to first study a moment average over a basis of newforms of level N 1 , of level N 2 , or average over both N 1 and N 2 . If, instead, only one of the levels is varying, then we immediately lose that additional degree of freedom.
Such hybrid subconvexity problems therefore raise a question regarding structure and which family/moment of L-functions one should consider. In order to establish subconvexity in the case of π = f 1 × f 2 above, it was seen in [HM12] that one should average over the larger level family when studying a second moment while one should average over the smaller level family, as in [HT14] , when studying a first moment. If one were to study the first moment over the larger level family, then one obtains exact evaluations of the moment average rather than subconvexity (see for example [MR12] , [FW09] , [Nel13] ). Ultimately, the subconvexity problem boils down to having a sufficient number of points of summation relative to the conductor and complexity of the L-function one is considering, without having too many points of summation.
In an attempt to better understand the underlying structure of such hybrid subconvexity results, we turn to the classical example of GL(1) convolutions. Of course, one has Burgess' well known result for Dirichlet L-functions of a primitive character χ of modulus M ([Bur63, Theorem 3]),
But this does not close the subject. For example, recent work by Milićević [Mil14] on powerful moduli, improves on Burgess' bound for Dirichlet characters with moduli a sufficiently large power of a prime.
In this paper, we present a method for obtaining subconvexity results when the modulus of the Dirichlet character is "moderately" composite. Specifically, when the modulus is a product of three distinct primes M = M 1 M 2 M 3 . Our method is an adaptation of the one presented in [Mun14b] . Since we are dealing only with Dirichlet characters, the method becomes more transparent. However, our main result is weaker compared to the Burgess bound. As such, this paper does not prove any new result and one should view this work mainly as pedagogical. Our method easily generalizes in the case of "highly" composite moduli. With the availability of more factors, one has more options to design a "conductor lowering" mechanism. Nevertheless, we feel that in this case, the q-analogue of the van der Corput method (see Theorem 12.13 of [IK04] ) is much stronger.
Recall that Burgess' bound for Dirichlet L-functions relies on the estimation of the character sum ([Bur62a,
When χ is of prime modulus p, the proof of this bound in [Bur62b, Bur63] features the application of an important estimate of Weil for x∈ ⋆ p χ(f (x)). For our purpose we shall consider the smooth character sum
where W is a smooth weight function on (0, ∞) supported in the interval [1, 2] and satisfying W (j) (x) ≪ j 1. We shall obtain the following result on this smooth character sum. Interestingly, our proof also depends on a certain bound due to Deligne and Fu for (x1,x2)∈F ⋆2 p χ(x 1 x 2 )e (f (x 1 , x 2 )/p) which is rooted in algebraic geometry over a finite field like Weil's bound.
Let χ i be a primitive character modulo M i and set χ := χ 1 χ 2 χ 3 . For
we have
As a corollary, we get the following hybrid subconvexity result.
, χ i and χ, for i = 1, 2, 3, be given as in Theorem 1.
Example. When (θ 1 , θ 2 , θ 3 ) = Remark. Of course, the set of triples (θ 1 , θ 2 , θ 3 ) for which one obtains nontrivial estimates for S χ (N ) (and therefore subconvexity bounds for the corresponding set of L 1 2 , χ ) can be extended upon permuting the subscripts 1, 2, 3. We shall see that a moment average will not be necessary in establishing Theorem 1. Instead, the appropriate number of points of summation will be introduced directly via a δ-symbol method which we describe in the next section. A similar method may be found in [Mun14b] . Furthermore, such a technique with similar arguments would establish subconvexity in the case of χ = χ 1 χ 2 when χ 1 = M 1 and χ 2 = M 2 2 and seemingly in higher rank cases when the conductor is of an appropriate form. However, we do not yet see a blanket general structure to classify all situations in which such a δ-symbol method would establish subconvexity.
Preliminaries
2.1. Dirichlet L-functions and character sums. For a positive integer M 2 let χ be a primitive Dirichlet character of modulus M . The Dirichlet L-function for χ is given by
where the series converges for ℜ(s) > 0.
From the approximate functional equation and a dyadic partition of unity, one has
where A > 0, N ranges over 2 ν/2 for ν = −1, 0, 1, 2..., and S χ (N ) is the smooth character sum associated to χ defined in (1.1) for some weight function W .
The contribution from those N ≫ M 1/2+ε is made negligible by choosing A above to be sufficiently large. Trivially, |S χ (N )| ≪ N , and therefore if
Thus subconvexity bounds will now follow if one is able to non-trivially bound
2.2. A modified δ-symbol method. One of our main analytic tools for the proof of Theorem 1 will be a version of the circle method introduced in [DFI93] and [HB96] . We start with a smooth approximation of the δ-symbol as described in [HB96] .
Lemma 2. For any Q > 1 there is a positive constant c Q , and a smooth function h(x, y) defined on (0, ∞) × ( − ∞, ∞), such that
The constant c Q satisfies c Q = 1 + O A (Q −A ) for any A > 0. Moreover h(x, y) ≪ 1/x for all y, and h(x, y) is non-zero only for x max{1, 2|y|}.
The smooth function h(x, y) satisfies (see [HB96] )
Our variant of the δ-method makes use of the following observation,
Clearly, we have S χ (0, 0) = p − 1. In the case m = 0 and n = 0 the character sum reduces to
In the case n = 0 and m = 0 we have
Finally, we suppose mn = 0. In this case we will use the following relation
which holds for any a ∈ F p . Here
is the Gauss sum associated with the character χ. Using this relation we rewrite the above character sum as
where
In order to obtain a non-trivial estimate, we analyse the sum (2.7) using Deligne's work as has been developed in [Fu09] . Let us briefly recall the main result of [Fu09] concerning sums of the form
where ψ is a non-trivial additive character modulo p. Here
is a Laurent polynomial with coefficients a i ∈ F p . Let ∆ ∞ (f ) be the Newton polyhedron associated with f . This is given by the convex hull in R r of the set {i ∈ Z r : a i = 0} ∪ {0}.
The Laurent polynomial f is said to be non-degenerate with respect to ∆ ∞ (f ) if for any face τ of ∆ ∞ (f ) not containing the origin, the locus
in the torus T r Fp = F ⋆r p is empty, where f τ denotes the sub-polynomial
If dim ∆ ∞ (f ) = r and f is non-degenerate with respect to ∆ ∞ (f ), then we have
where the implied constant is independent of p.
Let us now return to the special case of (2.7) with nm = 0. The Newton polyhedron ∆ ∞ (f ) of f is given by the convex hull of {0, e 1 , e 2 , e 1 + e 2 }, which is 2 dimensional. Here e 1 = (1, 0) and e 2 = (0, 1) are the standard basis vectors. We have ∂f ∂x 1 = n + x 2 , ∂f ∂x 2 = m + x 1 .
Let g be a sub-polynomial of f such that the equations ∂g/∂x 1 (x) = ∂g/∂x 2 (x) = 0 are solvable on F ⋆2 p . It is easy to verify that one must have g = 0 or g = f . It is clear that neither 0 nor f is equal to f τ for any face τ of ∆ ∞ (f ) not containing the origin. This proves that f is non-degenerate with respect to ∆ ∞ (f ). Using (2.8) along with the expression (2.7) of S χ (m, n), we obtain
We have arrived at the following Lemma.
Lemma 3. Let p be a prime and χ be a primitive character modulo p. For m, n ∈ F p define the character sum S χ (m, n) by (2.6). Then we have -S χ (0, 0) = p − 1, -S χ (m, n) = −1 if nm = 0 and either m = 0 or n = 0, and
Proof of Theorem 1 and Corollary 1
Let M i , with i = 1, 2, 3, be three distinct primes, and set M = M 1 M 2 M 3 . Let χ i be primitive characters modulo M i and set χ := χ 1 χ 2 χ 3 . Suppose W is a real-valued smooth function on (0, ∞) supported in [1, 2] and satisfying
We shall consider the smooth character sum
(conditions which arise in the course of the proof). Our goal is to establish a non-trivial bound which will be used in application to the subconvexity problem.
3.1. Applying the δ-method. We first write
where V is a smooth function with support [1/2, 3] and such that V (x) = 1 for x ∈ [1, 2] with V (j) (x) ≪ j 1. We apply the modified δ-symbol method described in Section 2.2, with the divisibility modulus K = M 1 and Q = N/M 1 . From (2.5) we get
In order to have enough points of summation, it is required that
Estimating trivially at this stage we get S χ (N ) ≪ N 2 . So our job is to save more than N .
Poisson summation.
3.2.1. Poisson summation in the m-sum. Poisson summation over m gives
where the character sum is given by
and the integral is
Applying integration-by-parts and the bounds from (2.4), we see that if |m| ≫ QM 1 M 3 M ε /N then the integral is negligibly small (i.e. O A (M −A ) for any A > 0). We impose the restriction that Q ≪ M 3 with a sufficiently small implied constant. This is equivalent to having
Under this condition we have (q, M 3 ) = 1, and hence the character sum C(m, q, a, b) splits as
It vanishes save for (a + qb)M 3 ≡ m (mod qM 1 ) and (m, M 3 ) = 1 in which case we have qM 1 ε 3 M 3 χ 3 (qM 1 )χ 3 (m). (Here ε i stands for the sign of the Gauss sum associated with the character χ i , i.e.
Observe that the congruence condition above implies (m, q) = 1. It follows that
We thus need to consider the sum 1
At this stage trivial estimation gives
and it remains to save more than √ M 3 .
3.2.2.
Poisson summation in the n-sum. Next, we apply the Poisson summation formula on the sum over n. This gives
By repeated integration-by-parts we get that the tail |n| ≫ QM 1 M 2 M ε /N makes a negligible contribution to the sum.
We impose the restriction that Q ≪ M 2 with a sufficiently small implied constant. This is equivalent to having
Under this condition (q, M 2 ) = 1, and therefore the character sum splits as
which is
Then the remaining character sum splits into the product
This product vanishes unless q ′ M r 1 |M 2 m + M 3 n in which case we get
We conclude that
where r = v M1 (q) is the M 1 -adic valuation of q and q ′ = q/M r 1 . Since (m, q) = 1, we also have (n, q) = 1. Consequently
with |η| = 1. At this stage, trivial estimation gives
which is just at the threshold. Any additional saving will yield a non-trivial bound for the character sum.
Observe that for r 1 we are saving an extra M 1 by trivial estimation. Therefore, we just need to focus on the generic case r = 0. We consider
3.3. Treatment of S 0 . 3.3.1. Applying Cauchy's inequality. From Cauchy's inequality we get
where T is given by
Here we assumed that M 3 < M 2 , otherwise we would have pulled out the m-sum rather than the n-sum. Any non-trivial bound for T will yield a non-trivial bound for the character sum. Introducing a dyadic partition of unity for the n-sum and opening the absolute square it suffices to consider the following sum
× K(m 1 , m 2 , n, q 1 , q 2 )U n R , with K(x 1 , x 2 , y, q 1 , q 2 ) = J(x 1 , y, q 1 )J(x 2 , y, q 2 ). Here U is a suitable smooth function with compact support and R ≪ QM 1 M 2 M ε /N . 3.3.2. The third application of Poisson summation. We seek to get cancellation in T (m 1 , m 2 , q 1 , q 2 ). For this we at least need that the sum has enough points of summation or QM 1 M 2 /N ≫ Q 2 , which is equivalent to
2 . (3.7)
We now apply Poisson summation to T (m 1 , m 2 , q 1 , q 2 ) with modulus q 1 q 2 M 1 . This gives T (m 1 , m 2 , q 1 , q 2 ) = R q 1 q 2 M 1 n∈Z C(m 1 , m 2 , n, q 1 , q 2 )L(m 1 , m 2 , n, q 1 , q 2 )
where the character sum C(m 1 , m 2 , n, q 1 , q 2 ) is given by a (mod q1q2M1) a≡−M2M3mi (mod qi) χ 1 (M 2 m 1 + M 3 a) χ 1 (M 2 m 2 + M 3 a) e na q 1 q 2 M 1 , and the integral is given by L(x 1 , x 2 , z, q 1 , q 2 ) = R K(x 1 , x 2 , Ry, q 1 , q 2 )U (y)e − Ryz q 1 q 2 M 1 dy.
By repeated integration-by-parts we see that the integral L(m 1 , m 2 , n, q 1 , q 2 ) is negligibly small if |n| ≫ Q 2 M 1 M ε /R = N M ε /R. Hence T (m 1 , m 2 , q 1 , q 2 ) = R q 1 q 2 M 1 |n|≪N M ε /R C(m 1 , m 2 , n, q 1 , q 2 )L(m 1 , m 2 , n, q 1 , q 2 ) + O A (M −A ).
Using the trivial bound |L(m 1 , m 2 , n, q 1 , q 2 )| ≪ Q 2 /q 1 q 2 which follows from (2.3), we conclude that T (m 1 , m 2 , q 1 , q 2 ) ≪ RQ 2 (q 1 q 2 ) 2 M 1 |n|≪N M ε /R |C(m 1 , m 2 , n, q 1 , q 2 )| + M −A .
3.3.3. Bounds for C(m 1 , m 2 , n, q 1 , q 2 ) and T (m 1 , m 2 , q 1 , q 2 ). Since M 1 ∤ q 1 q 2 , the character sum C(m 1 , m 2 , n, q 1 , q 2 ) splits as 
