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Abstract
This paper is devoted to the development of the theory of spreading speeds and traveling waves for
abstract monostable evolution systems with spatial structure. Under appropriate assumptions, we show that
the spreading speeds coincide with the minimal wave speeds for monotone traveling waves in the positive
and negative directions. Then we use this theory to study the spatial dynamics of a parabolic equation
in a periodic cylinder with the Dirichlet boundary condition, a reaction–diffusion model with a quiescent
stage, a porous medium equation in a tube, and a lattice system in a periodic habitat.
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1. Introduction
Since the pioneering works of Fisher [6], Kolmogorov, Petrovskii and Piskunov [15], and
Aronson and Weinberger [1,2], there have been extensive investigations on traveling wave fronts
and asymptotic speeds of spread (in short, spreading speeds) for various evolution systems arising
in applied sciences, see, e.g., [28,24,33,21,23] and references therein. These two concepts have
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that the spreading speed can describe the invasion speed, at which the geographic range of the
population expands.
Weinberger [29] first established the existence of spreading speeds and traveling waves for
a scalar discrete-time recursion model on a habitat which may be either continuous or dis-
crete. Then Lui [19] gave the spreading speed results for a system of discrete-time recursions.
Weinberger [30] also generalized the theory in [29,19] to order-preserving operators in a pe-
riodic habitat. Li, Weinberger and Lewis [16] prescribed explicitly the time map approach to
continuous-time models for cooperative reaction–diffusion systems. Liang and Zhao [17] further
developed the theory of spreading speeds and traveling waves to both discrete and continuous-
time monotone semiflows defined on a closed subset of C(M × H,Rm), where H = R or Z,
and M is a compact metric space. In particular, one can choose M = [−τ,0] for time-delayed
reaction–diffusion or lattice equations, and M = Ω¯ for a parabolic equation in the cylinder R×Ω
with the Neumann boundary condition. Liang, Yi and Zhao [18] also extended the theory in [17]
to monotone periodic semiflows. It is worthy to point out that the Banach space C(M,Rm) is
strongly ordered in the sense that its positive cone C(M,Rm+) has non-empty interior. Thus, we
can define a strong ordering in C(M,Rm) and employ the important property that if a sequence
of points φn → φ as n → ∞, and φ  ψ in C(M,Rm), then φn  ψ for all sufficiently large n.
Recently, there has been an increasing interest in periodic (or pulsating) traveling fronts and
spreading speeds in periodic environments, see, e.g., [9,7,25,13,33,3,5,4,10,31,14] and refer-
ences therein. We note that Berestycki et al. [3,4] established the existence and a variational
formula of the minimal wave speed of pulsating fronts for KPP type parabolic equations with
spatially periodic coefficients in a general periodic domain subject to the Neumann type bound-
ary condition. Furthermore, the abstract setting in [17] does not apply to parabolic equations
in a straight cylinder R × Ω subject to the Dirichlet boundary condition. This is because
β ∈ C0(Ω¯,R+) is not strongly positive in C¯ := C(Ω¯,R), that is, β /∈ Int(C(Ω¯,R+)). Even if
we are allowed to choose C¯ to be C0(Ω¯,R), the assumption (A5) in [17] is not satisfied since
Int(C0(Ω¯,R+)) = ∅. Thus, it remains an open problem to obtain the existence and computation
formulae of spreading speeds (and minimal wave speeds) for parabolic equations in a periodic
cylinder in the case of the Dirichlet boundary condition.
In the application of the theory in [17] to a time-delayed evolution equation, one needs to
decompose its solution map into two parts L(t) and S(t) and then verify the assumption (A6)(b′)
there. It is a natural question whether we can address the compactness assumptions (A6)(a) and
(A6)(b′) in a unified way. As observed in [18], if the compactness with respect to the com-
pact open topology is replaced with the α-contraction condition with respect to the Kuratowski
measure of noncompactness, then the developed theory is applicable to some evolution systems
consisting of parabolic equations coupled with ordinary differential equations.
Note that any element φ ∈ C(M × H,Rm) can be identified as an element φ˜ ∈
C(H,C(M,Rm)) with φ˜(s) = φ(·, s), ∀s ∈ H. Further, we can regard any element ψ ∈
C(R,Rm) as an element ψ˜ ∈ C(Z,C([0,1],Rm)) with ψ˜(s) = ψ(s + ·), ∀s ∈ Z. It then
follows that any 1-periodic function in C(R,Rm) corresponds to a constant function in
C(Z,C([0,1],Rm)). Thus, we may choose the phase space of a discrete or continuous-time
semiflow to be C(H,X) for some Banach lattice X in order to develop a more general theory of
spreading speeds and traveling waves.
The purpose of this paper is to establish the theory of asymptotic speeds of spread and monos-
table traveling waves for discrete and continuous-time monotone semiflows on a closed subset of
C(H,X) so that it can be applied to give an affirmative answer to the aforementioned questions
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Our methods and arguments are highly motivated by the works of [29,17]. However, this gener-
alization is nontrivial and challenging since we need to prove quite a few results in the abstract
space C(H,X) instead of C(H,Rm). We should point out that we are unable to use the linear
operators approach to estimate spreading speeds due to the abstract setting. However, one can
use the results in [30,17] or similar arguments to do estimates for a given evolution equation with
spatial structure. Unlike in [29,17], here we need certain compactness assumption not only for
the existence of traveling waves but also for that of spreading speeds. This is again because of
the abstract setting. It turns out that under reasonable assumptions, the spreading speeds coin-
cide with the minimal wave speeds for monotone traveling waves in the positive and negative
directions.
The rest of this paper is organized as follows. In Section 2, we introduce notations and hy-
potheses and present preliminary results on the abstract setting and the Kuratowski measure of
noncompactness. In Section 3, we show the existence of the rightward and leftward spreading
speeds for both discrete and continuous-time monotone semiflows. Section 4 establishes the ex-
istence of monotone rightward and leftward traveling waves with speeds above the spreading
speeds and the nonexistence of traveling waves with speeds below the spreading speeds. As a
remark, we also give a conditional α-contraction assumption so that the theory can be applied to
time-delayed evolution equations. In Section 5, we use the abstract theory to obtain the spreading
speeds and periodic traveling waves for monotone semiflows in a periodic habitat, which is a gen-
eralization of the theory developed in [30] for order-preserving compact operators on the space of
continuous and uniformly bounded functions defined on Rn. Section 6 is devoted to the study of
a parabolic equation in a periodic cylinder under the Dirichlet boundary condition. The existence
of spreading speeds and their coincidence with the minimal wave speeds are consequences of the
abstract theory. By the linear equations approach, we further obtain the formulae for spreading
speeds, and then show that both rightward and leftward spreading speeds are identical even if the
reaction term and the cylinder are not reflectively invariant for variable x. Section 7 gives further
applications of the abstract theory to a reaction–diffusion model with a quiescent stage, a porous
medium equation in a tube, and a lattice system in a periodic habitat.
2. Preliminaries
Let (X,X+) be an ordered Banach space with the norm | · | and the cone X+. For x, y ∈ X,
we write x  y if y − x ∈ X+, and x < y if y − x ∈ X+ \ {0}. Throughout this paper, we assume
that X is a Banach lattice in the sense that it is also a vector lattice with the norm satisfying the
monotonicity condition:
max(−x, x)max(−y, y) ⇒ |x| |y|.
The following standard result will be used in our analysis.
Proposition 2.1. A Banach lattice X has the following properties:
(X0) For any x, y ∈ X with y ∈ X+ and −y  x  y, |x| < |y|.
(X1) For any x, y, z ∈ X, |max(x, z)− max(y, z)| |x − y|.
(X2) If xn → x and yn → y in X, then max(xn, yn) → max(x, y).
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that Y is a subspace of X with norm ‖ · ‖ such that the following property holds:
(X3) Y ↪→ X and the cone Y+ = Y ∩X+ has non-empty interior with respect to the norm ‖ · ‖.
Note that the assumption (X3) is motivated by our consideration of parabolic equations in
a straight cylinder R × Ω subject to the Dirichlet boundary condition, where we may choose
X = C0(Ω¯) and Y = C10(Ω¯). For a strongly ordered Banach space (Y,Y+) (i.e., Int(Y+) = ∅),
and x, y ∈ Y , we write x  y if y − x ∈ Int(Y+).
Let the spatial habitat H be the real line R, or the lattice
rZ = {. . . ,−2r,−r,0, r,2r, . . .}
for some positive number r . We say a function φ : H → X(Y) is bounded if {|φ(x)|: x ∈ H}
({‖φ(x)‖: x ∈ H}) is bounded. In this paper, we always use C to denote the set of all bounded
and continuous functions from H to X, and D to denote the set of all bounded and continuous
functions from H to Y . We say a subset S of C(D) is uniformly bounded if {|φ(x)|: φ ∈ S,
x ∈ H} ({‖φ(x)‖: φ ∈ S, x ∈ H}) is bounded. For simplicity, we let r = 1. Clearly, the hypoth-
esis that a function is continuous is unnecessary when H = Z. Moreover, any element in X (Y )
can be regarded as a constant function in C (D).
For u,v ∈ C, we write u  v provided u(x)  v(x), ∀x ∈ H; and u > v provided u  v but
u = v. For u,v ∈ C, we define max(u, v) by max(u, v)(s) := max(u(s), v(s)). By property (X2),
max(u, v) ∈ C. For u,v ∈ D, we write u  v provided u(x)  v(x), ∀x ∈ H. For any γ ∈ X(Y)
with γ > 0, we define Cγ := {u ∈ C: γ  u  0} (Dγ := {u ∈ D: γ  u  0}). By the defini-
tion of the Banach lattice, we know that sup{|φ(x)|, φ ∈ Cγ , x ∈ H} = |γ |. But sup{‖φ(x)‖,
φ ∈ Dγ , x ∈ H} is not necessarily equal to ‖γ ‖. Moreover sup{‖φ(x)‖, φ ∈ Dγ , x ∈ H} maybe
infinity.
In this paper, we always equip C with the norm | · | on C by
|u| =
∞∑
k=1
maxx∈H,|x|k |u(x)|
2k
, ∀u ∈ C.
Here we use | · | to denote the norms in the spaces X and C without confusion.
We also equip D with the norm ‖ · ‖ on D given by
‖u‖ =
∞∑
k=1
maxx∈H,|x|k‖u(x)‖
2k
, ∀u ∈ D.
The compact open topology on C and D can also be given in the following sense: vn → v in
C(D) means that the sequence of functions vn(x) converges to v(x) in X(Y) uniformly for x in
every compact interval. Moreover, we have the following proposition:
Proposition 2.2. The topology generated by the norm | · |(‖ · ‖) and the compact open topology
on C (D) are equivalent on any uniformly bounded subset of C (D).
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[a, b]H = [a, b] with a, b ∈ R and a  b; and if H = Z, then [a, b]H = {a, a + 1, a + 2, . . . ,
b − 1} with a, b ∈ Z and a < b. Further, the length of the interval [a, b]H is defined to be b − a.
Let I = [a, b]H be a bounded and closed interval. For a function φ ∈ C, we define the function
φI : I → X by φI (x) := φ(x). Given a subset U of C, we define UI := {φI : φ ∈ U} and the norm
| · | in UI by |uI | = maxx∈I |uI (x)|.
For any u ∈ C, define u(−∞) := limx→−∞ u(x) in X if the limit exists. Similarly, we can
define u(∞).
Given y ∈ H, define the translation operator Ty by Ty[u](x) := u(x − y). It is easy to see that
u(−∞) = limx→−∞ u(x) is also the limit of Tx[u] in C as x → ∞.
Let β ∈ Y with β  0. We always use K to denote a closed subset of Cβ satisfying the
following hypotheses:
(K1) 0, β ∈ K and for any positive number 
, 
ψ ∈ K whenever ψ ∈ K and 
ψ ∈ Cβ .
(K2) Ty[K] = K, ∀y ∈ H.
(K3) max{v1, v2} ∈ K whenever v1, v2 ∈ K.
(K4) There exists a number sequence {Bn} ⊂ H with limn→∞ Bn = ∞ such that OBn [K] ⊂ K,
where OBn is a continuous order-preserving operator on K with the following properties:
(a) OBn [u] u, ∀u ∈ K.
(b) OBn [u](s) = u(s), ∀s ∈ [−Bn + 1,Bn − 1].
(c) OBn [u](s) = 0, ∀s ∈ [−∞,−Bn] ∪ [Bn,∞].
(K5) There exist a real number r > 0 and ψi ∈ K, i = 1,2, such that ψ1(s) = β for s  −r ,
ψ1(s) = 0 for s > 0, and ψ1(s) nonincreasing in s; ψ2(s) = β for s  r , ψ2(s) = 0 for
s < 0, and ψ1(s) nondecreasing in s.
Note that in [17,18], the domain of the operator Q is always Cβ . But we can also consider the
case where Q is defined only on a proper subset K of Cβ . For example, we choose K = M and
H as a discrete lattice for a periodic habitat, see also inequality (5.1). This is the reason why we
need to introduce hypotheses (K1)–(K5) for the set K.
The hypothesis (K4) will be used to define a sequence of operators with compact supports
to approximate the given operator Q, see the assumption (A6) below. To give an illustrative
example, we let H = R, K = Cβ and ςB(·) : R+ → R+ be a smooth nonincreasing function such
that
ςB(s) =
{
1, s  B − 1,
0, s  B.
(2.1)
Then On[u](·) := ςn(| · |)u(·) is an operator satisfying (a)–(c) in (K4).
Throughout this paper, we assume that the map Q : K → K satisfies the following hypotheses:
(A1) Ty[Q[u]] = Q[Ty[u]], ∀y ∈ H.
(A2) Q[K] is a uniformly bounded subset of D and Q : K → D is continuous.
(A3) For any number s  0, there exists k = k(s) ∈ [0,1) such that for any interval I = [a, b]
of the length s and any U ⊂ K, we have α((Q[U])I )  k(s)α(UI ). Here α denotes the
Kuratowski measure of noncompactness in CI .
(A4) Q : K → K is monotone (order-preserving) in the sense that Q[u]Q[v] whenever u v
in K.
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(A6) For the sequence Bn in (K4), there holds QBn [K] ⊂ K, where the map QBn is defined as
QBn [u](x) := Q[OBn [T−x[u]]](0), ∀x ∈ H.
Heuristically, the assumption (A1) means that the habitat is homogeneous for Q; (A2) re-
quests the boundedness of Q[K] for the norm on Y , and the continuity of Q(u) for the norm
on D; (A3) implies that the operator Q is compact, but in a weak sense; (A4) means that the
system admits the comparison principle; and (A5) indicates that the system is monostable when
it is restricted to the spatially homogeneous space Y . In our study of spreading speeds, we will
use a sequence of operators with compact supports to approximate the given operator Q. Thus,
(A6) means that any operator in this sequence also defines a recursion system on K.
Note that (K1) implies that 
β ∈ K ∩ Y for any 
 ∈ [0,1]. Further, it follows from (A2)
and (A5) that for any ω˜ ∈ K ∩ X, if there is some ω ∈ K ∩ Y with 0  ω  ω˜  β , then
limn→∞ Qn[ω˜] = β in Y . It is easy to see that if Q[K] is precompact in C, then the hypothe-
sis (A3) is satisfied.
We start with the discrete-time semiflow on K:
un+1 = Q[un], n 0, u0 ∈ K,
and first consider the case where H = R.
Let  ∈ K ∩ Y with 0    β . Choose φ ∈ Cβ such that the following properties hold:
(B1) φ is nonincreasing function.
(B2) φ(x) = 0 for any x  0.
(B3) φ(−∞) =  .
(B4) φ ∈ K.
Proposition 2.3. For any ω ∈ Y with 0  ω  β , there exists φ ∈ Cβ such that (B1)–(B4) hold
and φ  ω.
Proof. By (K1) and (K5), for any 
 ∈ (0,1), φ = 
ψ1 satisfies (B1)–(B4). Choose 
 sufficiently
small, we then have φ  ω. 
Given a real number c and a number κ ∈ [0,1], we define an operator Rc,κ by
Rc,κ [a](s) := max
{
κφ(s), T−c
[
Q[a]](s)},
and a sequence of functions an(c, κ; s) by the recursion
a0(c, κ; s) = κφ(s), an+1(c, κ; s) = Rc,κ
[
an(c, κ; ·)
]
(s), ∀s ∈ R. (2.2)
For convenience, we denote Rc = Rc,1 and an(c; s) = an(c,1; s). It is easy to see that Rc,κ [K] ⊂
K for κ ∈ [0,1].
To prove our main results on spreading speeds and traveling waves, we need to consider the
limits of functions in C and D. In the rest of this section, we present some results about the
Kuratowski measure of noncompactness of subsets of K.
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Kuratowski measure of noncompactness of B is defined as
α(B) = inf{r > 0: B has a finite cover of diameter r}.
Let B be covered by a finite number of subsets {M1, . . . ,Mm} of M each with diameter  r .
Then B =⋃mi=1(Mi ∩ B) with the diameter of Mi ∩ B  r . Thus, in the definition of α(B), we
can always assume that each set in the finite cover is a subset of B . For various properties of
the Kuratowski measure of noncompactness, we refer to [20]. In particular, the following lemma
comes from [18, Lemma 2.1].
Lemma 2.1. For two bounded subsets A and B of M , denote δ(B,A) := supx∈B d(x,A). Let
{An}∞n=1 be a nonincreasing family of non-empty, bounded and closed subsets (i.e., m  n im-
plies Am ⊂ An). Assume that α(An) → 0 as n → +∞. Then A∞ =⋂n1 An is non-empty and
compact, and δ(An,A∞)→ 0 as n → +∞.
In what follows, we use α to denote the noncompact measure in metric spaces X, Cβ and CI ,
respectively, without any confusion.
Lemma 2.2. Suppose that a subset B ⊂ X can be covered by finitely many sets with diameters
less than or equal to m and E ⊂ X is a set with diameter less than or equal to 
. Then B˜ :=
{max(u, v): u ∈ B, v ∈ E} can be covered by finitely many sets with diameters less than or
equal to m+ 
, and hence, α(B)m implies α(B˜)m+ 
.
Proof. Let B ⊂⋃kj=1 Bj with the diameter of Bj less than or equal to m and
B˜j =
{
max(u, v): u ∈ Bj , v ∈ E
}
, j = 1, . . . , k.
Then B˜ ⊂ ⋃kj=1 B˜j . Moreover, it follows from (X1) that for any w1 = max(u1, v1), w2 =
max(u2, v2) ∈ B˜j , we have
|w1 −w2|
∣∣w1 − max(u1, v2)∣∣+ ∣∣max(u1, v2)−w2∣∣ |v1 − v2| + |u1 − u2|m+ 
.
This completes the proof. 
Lemma 2.3. Suppose that A ⊂ Cβ and α(A[−k,k]) = mk , ∀k  1. Then α(A)∑∞k=1 mk2k .
Proof. Note that if S = A1 ∪A2 = B1 ∪B2, then
S = (A1 ∩B1)∪ (A1 ∩B2)∪ (A2 ∩B1)∪ (A2 ∩B2).
It follows that if S =⋃n(1)i=1 Ai1 =⋃n(2)i=1 Ai2 = · · · =⋃n(k)i=1 Aik , then
S =
n(1)⋃ n(2)⋃
· · ·
n(k)⋃(
A
i1
1 ∩Ai22 ∩ · · · ∩Aikk
)
.i1=1 i2=1 ik=1
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For any 
 > 0, suppose that A[−k,k] is covered by a finite number of sets with diameter mk +
.
Denote these sets by B˜ik , i = 1, . . . , n(k), that is, A[−k,k] =
⋃n(k)
i=1 B˜
i
k . Let B
i
k = {φ ∈ A: φ[−k,k] ∈
B˜ik}. We claim that A =
⋃n(k)
i=1 B
i
k . Indeed, for any φ ∈ A, φ[−k,k] ∈ A[−k,k] =
⋃n(k)
i=1 B˜
i
k . Hence,
there is some i, 1  i  n(k), such that φ[−k,k] ∈ B˜ik and then φ ∈ Bik . Define Ci1 := Bi1 for
i = 1, . . . , n(1). By induction, we define
C
i1,...,ik−1,ik
k = Ci1,...,ik−1k−1 ∩Bikk , ∀ij = 1, . . . , n(j), j = 1, . . . , k.
In fact, Ci1,...,ik−1,ikk = Bi11 ∩ Bi22 ∩ · · · ∩ Bikk , for ij = 1, . . . , n(j), j = 1, . . . , k. Since A =⋃n(j)
i=1 B
i
j for any j = 1, . . . , k, we have A =
⋃n(1)
i1=1
⋃n(2)
i2=1 · · ·
⋃n(k)
ik=1 C
i1,...,ik
k . Moreover, for
any u1, u2 ∈ Ci1,...,ikk |u1(x) − u2(x)|  mj , ∀x ∈ [−j, j ], j = 1,2, . . . , k. We also have|u1(x)− u2(x)| 2ξ, ∀x ∈ R. It then follows that
|u1 − u2|
k∑
j=1
mj + 

2j
+
∞∑
j=k+1
2ξ
2j

∞∑
j=1
mj + 

2j
+
∞∑
j=k+1
2ξ
2j
.
Thus, we can find sufficiently large k such that for any u1, u2 ∈ Ci1,...,ikk , |u1 −u2|
∑∞
j=1
mj
2j +

 + ξ2k 
∑∞
j=1
mj
2j + 2
. This shows that α(A)
∑∞
k=1
mk
2k . 
Lemma 2.4. For any A ⊂ K, we have
α
({
Q[u](s): u ∈ A, s ∈ H}) k(0)α({u(s): u ∈ A, s ∈ H}).
Proof. Consider the set A˜ = {Ty[u]: u ∈ A, y ∈ H}. Then {u(s): u ∈ A, s ∈ H} = {u(0):
u ∈ A˜}, {Q[u](s): u ∈ A, s ∈ H} = {Q[u](0): u ∈ A˜}. Thus, we have
α
({
Q[u](s): u ∈ A, s ∈ H})= α({Q[u](0): u ∈ A˜})
 k(0)α
({
u(0): u ∈ A˜})
= k(0)α({u(s): u ∈ A, s ∈ H}).
This completes the proof. 
Since Ty[K] = K by hypothesis (K2), we have for any closed bounded intervals I1, I2 ⊂ H
with length r , α((K)I1) = α((K)I2). We use m to denote this measure. Let A0 = K and Ai =⋃∞
n=1 Rc,1/n[Ai−1] for i  1. We have the following result:
Proposition 2.4. Ai ⊂ Aj for any i > j and α((Ai)I ) kim.
Proof. Ai ⊂ Aj is obvious. Since limn→∞ φn = φ in Cβ implies limn→∞(φn)I = φI with re-
spect to the maximum value norm, we have (Ai)I ⊂⋃∞n=1(Rc,1/n[Ai])I .
By induction, we suppose that the conclusion holds for i, that is, α((Ai)I )  kim for any
interval I of length r . Now, we consider i + 1. First, by our assumption, α((Q[Ai])I+c) 
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Moreover (Rc,1/n[Ai])I = {max(φIn , fI ): fI ∈ (T−c[Q[Ai]])I }. Since (X1) holds, we have
α((Rc,1/n[Ai])I ) α((T−c[Q[Ai]])I ) ki+1m.
Let Rc,0 = T−cQ. By the discussion above, we can suppose that for any 
 > 0 (Rc,0[Ai])I
is covered by a finite number of sets with diameter less than ki+1m + 
. Denote these sets by
B1, . . . ,Bl . Moreover, there is some N such that |φ(x)|n  
, ∀nN , x ∈ H. Similar to the proof
of Lemma 2.2, let B¯i =⋃∞n=N {u = max(v, φIn ): v ∈ Bi}. Then ⋃∞n=N(Rc,1/n[Ai])I ⊂⋃li=1 B¯i .
We claim that the diameter of B¯i is less than ki+1m + 3
 and hence ⋃∞n=1(Rc,1/n[Ai])I is
covered by a finite number of sets with diameter less than ki+1m + 3
. Since 
 is arbitrary,
α(
⋃∞
n=N(Rc,1/n[Ai])I ) = α(
⋃∞
n=N(Rc,1/n[Ai])I )  ki+1m and then our proposition holds.
Now, we prove our claim. For any u1, u2 ∈ B¯i , there is some v1, v2 ∈ Bi and n1, n2  N such
that uj = max(vj ,φI /nj ), j = 1,2. Let u˜ = max(v1, φI /n2). It then follows that
|u1 − u2| = |u1 − u˜+ u˜− u2|
 |u1 − u˜| + |u˜− u2|
 |φI /n1 − φI /n2| + |v1 − v2|
 ki+1m+ 3
.
This completes the proof. 
Proposition 2.5. Let A0 = K and Ai =⋃∞n=1 Rc,1/n[Ai−1] for i  1. Then limi→∞ α(Ai) = 0,
and A∞ :=⋂n1 An is non-empty and compact set in K.
Proof. In view of Proposition 2.4 and Lemma 2.3, we have α(Ai) 
∑∞
j=1
(k(2j))imj
2j , where
mj = α((A0)[−j,j ]). For any 
 > 0, we can find sufficiently large integer j0 such that∑∞
j=j0
(k(2j))imj
2j 
∑∞
j=j0
mj
2j < 
. Moreover, we can find i0 such that
∑k
j=1
(k(2j))imj
2j < 
 for
all i > i0, and hence α(Ai)
∑∞
j=1
(k(2j))imj
2j  2
. Thus, we have limi→∞ α(Ai) = 0. Further,
Lemma 2.1 implies that A∞ =⋂n1 An is non-empty and compact set in K. 
3. Spreading speeds
In this section, we establish the existence of spreading speeds for both discrete and
continuous-time monotone semiflows.
First, by an induction argument, it is easy to prove the following comparison principle (see,
e.g., [19, Proposition 2.1]):
Proposition 3.1. Let R1 or R2 be an order-preserving operator. Suppose the sequence {vn} sat-
isfies vn+1 R1[vn] and the sequence {wn} satisfies wn+1 R2[wn] for all n. Suppose also that
R1[u]R2[u] for all functions u and that v0 w0. Then vn wn for all n.
Let an(c; s) be defined as in (2.2). Then we have the following result:
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(1) Rc : K → K is continuous and order-preserving.
(2) an(c; ·) ∈ K, nondecreasing in n, continuous and nonincreasing in s and c.
(3) an(c;−∞) exists, an(c;−∞)Qn[ ], and an(c;∞)= 0 for each n.
(4) limn→∞ an(c; ·) = a(c; ·) exists, belongs to K and is a fixed point of Rc , a = a(c; s) is
nonincreasing in s, c, and a(c;−∞)= β .
(5) a(c;∞) exists in X.
Proof. The statements (1) and (2) are obvious. Now, we prove (3) by the induction method.
a0(c;−∞) = φ(−∞) exists. Suppose that an(c;−∞) exists. Then lims→+∞ Ts[an(c; ·)] =
an(c;−∞) in C. Hence, lims→+∞ Ts[Q[an(c; ·)]] = lims→+∞ Q[Ts[an(c; ·)]] = Q[an(c;−∞)]
in D. This implies that Q[an(c; ·)](−∞) = lims→−∞ Q[an(c; ·)](s) exists in Y . Similarly,
Q[an(c; ·)](∞) = 0. By the hypothesis (X2) on X, we have an+1(c; s) = Rc[an(c; ·)](s) ∈ X
and
an+1(c;−∞)= lim
s→−∞ max
(
Q
[
an(c; ·)
]
(s), a0(c; s)
)
= max(Q[an(c; ·)](−∞), a0(c;−∞))
in X. Similarly, an+1(c;∞) = 0.
Next, we prove (4). As in Proposition 2.5, let A0 = K, Ai =⋃∞n=1 Rc,1/n[Ai−1] for i  1
and A∞ = ⋂i1 Ai . It is easy to see that am(c; ·) ∈ Am. Thus, by [18, Lemma 2.1], for any
fixed c, {am(c; ·): m = 0,1, . . .} is precompact. Moreover a(c; ·)= limm→∞ am(c; ·) exists in C,
belongs to A∞ and is a fixed point of Rc since {am(c; ·): m = 0,1, . . .} is nondecreasing in m.
It is clear that a = a(c; s) is nonincreasing in s, c. Now we prove that a(c;−∞) = β(·). Indeed,
we have proved that an(c;−∞)Qn[ ]. For any 
, there is some N such that for any nN ,
|Qn[ ] − β| < 
 and hence |an(c;−∞) − β| < 
. Moreover, there is some s0 ∈ H such that
|aN(c;−∞) − aN(c; s0)| < 
 and then |aN(c; s0) − β| < 2
. Finally, we have for any s < s0,
n >N , aN(c; s0) a(c; s) β . This implies that |a(c; s)− β| < 2
 and then a(c;−∞)= β .
Finally, we prove (5). To do this, we only need to prove that {a(c; s): s ∈ H} is pre-
compact, that is, α({a(c; s): s ∈ H}) = 0. Proposition 2.4 showed that α({Q[a(c; ·)](s):
s ∈ H})  kα({a(c; s): s ∈ H}) with k = k(0). Moreover, we claim that α({a(c; s): s ∈ H}) 
α({Q[a(c; ·)](s): s ∈ H}) and hence α({a(c; s): s ∈ H}) must be zero. In fact, {a(c; s): s ∈
(−∞,0]} is precompact, that is, α({a(c; s): s ∈ (−∞,0]}) = 0 since a(c; s) is continuous in s
and a(c;−∞)= β . It is also easy to check that a(c, s) = Q[a(c, ·)](s + c) for s  0 since a is a
fixed point of Rc. It then follows that
α
({
a(c; s): s ∈ [0,∞)}) α({Q[a(c; ·)](s): s ∈ [c,∞)})
 α
({
Q
[
a(c; ·)](s): s ∈ H}).
Thus, α({a(c; s): s ∈ H}) = 0. 
Lemma 3.2. a(c;∞)= β if and only if there is some n such that an(c;0) φ(−∞) =  .
Proof. First, we consider the only if part. Notice that an(c;0) ∈ Y for any n ∈ N. a(c;∞) = β
implies that limn→∞ an(c; s) = β for any s ∈ H in X. Moreover, since for any s  s′ an(c; s′)
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converges to β uniformly for s in any bounded interval and then an(c; ·) converges to β in C.
Since T−c ◦ Q is continuous from K to Dβ , T−c ◦ Q[an(c; ·)] converges to T−c ◦ Q[β] = β
in D. Particularly, an+1(c;0)= T−c ◦Q[an(c; ·)](0) converges to β in Y . Since β   , we have
an(c;0) φ(−∞) =  for all sufficiently large n.
Now consider the if part. For t  0, an(c; t) = T−c ◦Q[an−1(c; ·)](t) ∈ Y and since T−c ◦Q
from K to Dβ is continuous, lims↓0 an(c; s) = an(c;0) in Y . This implies that for sufficiently
small t > 0, an(c; t)  . Thus, T−t [an(c; ·)] a0(c; ·). We claim that T−t [an+i (c; ·)] ai(c; ·)
for all i  1. Note that
T−t
[
an+1(c; ·)
]
 T−t
[
an(c; ·)
]
 a0(c; ·),
T−t
[
an+1(c; ·)
]
 T−c−t
[
Q
[
an(c; ·)
]]
 T−c
[
Q
[
a0(c; ·)
]]
.
Thus, our claim holds for i = 1. By an induction argument, we can prove that the claim holds
for all i. In other words, we have an+i (c; s + t)  ai(c; s), ∀s ∈ H. Letting i → ∞, we ob-
tain a(c; s + t)  a(c; s), ∀s ∈ H, which implies that a(c; s) ≡ a(c;−∞) = β , and hence
a(c;∞)= β . 
Define
c∗+ := sup
{
c: a(c;∞)= β}. (3.1)
It is easy to see that c∗+ > −∞ by Lemma 3.1, but c∗+ may be infinity. Moreover, if for
some c0, a(c0;∞) = β , then a(c0;0) = β   . This implies that there is some n such that
an(c0;0)   . Since an is continuous in c and then an(c;0) is continuous in c in Y , for c in a
neighborhood of c0, an(c;0)  . Hence, we have the following lemma:
Lemma 3.3. a(c; s) ≡ β if and only if c < c∗+.
Lemma 3.4. Let ˆ ∈ Y with 0  ˆ  β , φˆ satisfy (B1)–(B4) with  replaced by ˆ . Define aˆn
recursively by (2.2) with φ replaced by φˆ. Denote aˆ = limn→∞ aˆn in C. Then aˆ(c;∞) = a(c;∞).
Proof. Since β   and Qn[ˆ ] → β as n → ∞, there exists n0 such that Qn[ˆ ]   for
n n0. By Lemma 3.1, we have
Q
[
aˆn(c; ·)
]
(−∞) = Q[aˆn(c;−∞)]Qn[ˆ ]  , ∀n > n0.
Since lims→−∞ Q[aˆn(c; ·)](s) = Q[aˆn(c; ·)](−∞) in Y , there exists t = t (c) > 0 such that
Q[aˆn(c; ·)](−t +c) and hence aˆn(c;−t) for n > n0. Since aˆn and φ are nonincreasing
in s, we have
Tt
[
aˆn(c; ·)
]
 a0(c; ·), n > n0. (3.2)
Consider the sequence Tt [aˆn0+l(c; ·)] for l > 0. We claim that
Tt
[
aˆn +l+1(c; ·)
]
 Tt
[
Rc
[
aˆn (c; ·)
]]
, l > 0. (3.3)0 0
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than
max
{
Tt
[
aˆn0(c; ·)
]
, Tt−c
[
Q
[
aˆn0+l(c; ·)
]]}
,
which in turn is not greater than Tt [aˆn0+l+1(c; ·)]. By our claim and Proposition 3.1, we have
Tt
[
aˆn0+l(c; ·)
]
 al(c; ·), ∀l  0.
Letting l → ∞, we have aˆ(c; s − t)  a(c; s) for any s ∈ H. Then letting s → ∞, we have
aˆ(c;∞)  a(c;∞). Exchanging the positions of φ and φˆ and repeating the proof above, we
obtain the opposite inequality. 
By the definition of c∗+, we can obtain the following lemma easily:
Lemma 3.5. Let 0  β1  β2 in X, K1 ⊂ K2 satisfy (K1)–(K5) and Qi satisfy (A1)–(A6) with β
replaced by βi , and c∗+i be defined as in (3.1) for Qi , i = 1,2. If Q1[u]Q2[u] for all u ∈ Cβ1 ,
then c∗+1  c∗+2.
Lemma 3.6. Q[a(c; ·,∞)] = a(c; ·,∞), and a(c; ·,∞)= 0 for c c∗+.
Proof. Note that a(c; ·) is a fixed point of Rc . By the definition of Rc , T−cQ[a(c; ·)](s) = a(c; s)
for any s > 0. Letting s → ∞, we have Q[a(c;∞)] = Q[a(c; ·)](∞) = a(c;∞). Thus, the
lemma follows from the definition of c∗+ and (A5). 
Theorem 3.1. Let u0 ∈ K. Suppose that there are some real number ρ and φ satisfying (B1)–(B4)
with   β such that 0 u0  Tρ[φ]. Then for any c > c∗+, there holds limn→∞,xcn‖un(x)‖ =
0 where un = Q[un−1] for n 1.
Proof. We define an and c∗+ as in (2.2) and (3.1). Let
vn(x) = an
(
c∗+;x − nc∗+ − ρ
)
.
We have
u0(x) φ(x − ρ) = v0(x).
By the definition of an, we see that vn+1 Q[vn] for all n. Hence, un  vn by Proposition 3.1.
Let c∗+ < c′ < c. If x > nc′, then
un(x) an
(
c∗+;x − nc∗+ − ρ
)
 an
(
c∗+;nc − nc∗+ − ρ
)
 a
(
c∗+;nc′ − nc∗+ − ρ
)
.
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lim
n→∞,xnc′
∣∣un(x)∣∣= 0. (3.4)
Moreover, by (A1) and (A2) for any number 
 > 0, there are δ > 0 and r > 0 such that for any
x0 ∈ H if u ∈ K and |u(x)| δ in [x0 − r, x0 + r], then ‖Q[u](x0)‖ 
. Hence (3.4) implies
lim
n→∞,xnc′+r
∥∥un+1(x)∥∥= 0. (3.5)
For sufficiently large n with (n+ 1)c > nc′ + r , we have
lim
n→∞,xnc
∥∥un(x)∥∥= 0. (3.6)
This completes the proof. 
In Theorem 3.1, we proved that c∗+ is the minimal speed for solutions to converge to zero in
the positive direction. Similarly, we can consider the minimal speed for solutions to converge
to zero in the negative direction. Let the constant function  ∈ K ∩ D with 0    β . By
hypotheses (K1) and (K5), we can choose φ ∈ K such that the following properties hold:
(B1′) φ′ is nondecreasing function.
(B2′) φ′(x) = 0 for any x  0.
(B3′) φ′(+∞) =  .
(B4′) φ′ ∈ K.
Given a real number c and a number κ ∈ [0,1], we define an operator R′c,κ by
R′c,κ [a](s) := max
{
κφ(s), Tc
[
Q[a]](s)},
and a sequence of functions a′n(c, κ; s) of s ∈ R, by the recursion
a′0(c, κ; s) = κφ′(s), a′n+1(c, κ; s) = R′c,κ
[
a′n(c, κ; ·)
]
(s). (3.7)
We can also prove that a′(c, κ; ·) = limn→∞ a′n(c, κ; ·) exists in K and is a fixed point of R′c,κ .
Moreover, a′(c, κ;+∞) = β , and a′(c, κ;−∞) = β or 0. We define that
c∗− := sup
{
c: a′(c,1;−∞)= β}.
Then we have the following result:
Theorem 3.2. Let u0 ∈ K. Suppose that there is some real number ρ and φ′ satisfying
(B1′)–(B4′) with   β such that 0  u0  T−ρ[φ′]. Then for any c > c∗−, there holds
limn→∞,x−nc‖un(x)‖ = 0.
Now we consider the upward convergence of solutions to β in both positive and negative
directions.
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any σ ∈ Y with σ  0, there exists rσ ∈ H with rσ > 0 such that if u0 ∈ K and u0(x) σ for x
on an interval of length 2rσ , then limn→∞,−nc′xnc‖un(x)− β‖ = 0.
It is easy to see that for any real number s, let Q′ = Ts ◦Q, we have c∗+(Q′)= s + c∗+(Q) and
c∗−(Q′) = c∗−(Q)− s. Without loss of generality, we then assume that −c∗− < −c′ < 0 < c < c∗+
in the proof of Theorem 3.3.
To prove this theorem, we use the sequence {QBn} to approach Q. We first prove some prop-
erties of QB . Here we always let B ∈ {Bn}, which is described in (K4).
Lemma 3.7. The following statements are valid:
(1) QB satisfies the hypothesis (A1), (A2), (A4) and QB [0] = 0.
(2) For each u, QB [u] is nondecreasing in B and converges to Q[u] in D as B → ∞.
(3) QB [u](x0) depends only on the values of u in the set [x0 −B,x0 +B].
Lemma 3.8. For any 
 ∈ Y with 
  0 and β − 
   , there is some B0 and N such that
QnB [ ]  β − 
 for B >B0 and nN , where  is defined as in hypothesis (A5).
Proof. limn→∞‖Qn[ ] − β‖ = 0 implies that there is some N such that QN [ ]  β − 
. It
follows that there is B0 > 0 and such that QNB [ ]  β − 
   for B  B0. Furthermore, since
QB is order-preserving, QmNB [ ] is increasing in m ∈ N and then QmNB [ ]   . Moreover,
we can find sufficiently large B such that Qn+NB [ ]  β − 
   for n = 1,2, . . . ,N . Thus,
the order-preserving property of QB implies that QnB [ ]  β − 
 for all nN . 
In the following, we always let B be sufficiently large such that Lemma 3.8 holds. Let c¯ ∈
(c, c∗+). Let φ satisfy (B1)–(B4) with φ(s) =  for s −1. Define
 0B = , nB = max
{
QB
[
n−1B
]
,
}
, n = 1,2, . . .
and
R˜c¯[a](s) = max
{
φ(s), T−c¯
[
QB [a]
]
(s)
}
and
a˜0(c¯; s) = φ(s), a˜n+1(c¯; s)= R˜c¯
[
an(c¯; ·)
]
(s).
It is easy to see that nB, a˜n(c¯; s) is increasing in n.
Lemma 3.9. There is N such that nB = QB [n−1B ] for nN .
Proof. First by Proposition 3.1, nB  QnB [ ]. Hence QB [nB ]  Qn+1B [ ]   for suffi-
ciently large n by Lemma 3.8. This implies that n+1B = max{QB [nB ], } = QB [nB ]. 
As argued in Lemma 3.1, we see that a˜n(c¯; s) is between 0 and β , nondecreasing in n, nonin-
creasing in s and c. Moreover,
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{
nB, s −1 − n(B + c¯),
0, s  n(B − c¯). (3.8)
Then a˜n(c¯;−∞) = nB . Note that the sequence an(c¯; s) = Rnc¯ [φ](s) → β . By Lemma 3.2,
there is an integer N1 such that aN1(c¯;0)   . Furthermore, we can choose B so large that
a˜N1(c¯;0)  also. Therefore,
a˜n+1(c¯; s) = QB
[
T−c¯
[
a˜n(c¯; ·)
]]
(s), ∀nN1.
Similarly, let φ′ satisfy (B1′)–(B4′) with φ′(s) =  for s  1 and c¯′ ∈ (c′, c∗−). Define
R˜′c¯′ [a](s) = max
{
φ′(s), Tc¯′
[
QB [a]
]
(s)
}
and
a˜′0
(
c¯′; s)= φ′(s), a˜′n+1(c¯′; s)= R˜′c¯′[a′n(c¯′; ·)](s).
a˜′n(c¯′; s) is also increasing in n. Moreover,
a˜′n
(
c¯′; s)=
{
nB, s  1 + n(B + c¯′),
0, s  n(−B + c¯′), (3.9)
and there is an integer N2 such that a′N2(c¯
′;0) and then
a˜′n+1
(
c¯′; s)= QB[T−c¯′[a˜′n(c¯′; ·)]](s), ∀nN2.
Define the sequence en by
en(x) =
{
a˜m(c¯;x − (n+A)c¯), x  0,
a˜′m(c¯′;x + (n+A′)c¯′), x  0,
(3.10)
where m>N,N1,N2 and A> 1c¯ (1 +m(B + c¯)+ 2B), A′ > 1c¯′ (1 +m(B + c¯′)+ 2B). Since K
is closed and (K3), (K4) hold, we have en ∈ K provided A,A′ are large enough. By the definition
of en, we have
en(x) =
{
mB , −(n+A′)c¯′ + 1 +m(B + c¯′) x  (n+A)c¯ − 1 −m(B + c¯),
0, x  (n+A)c¯ +m(B − c¯) or x −(n+A′)c¯′ −m(B − c¯′). (3.11)
Lemma 3.10. en+1 QB [en] for n 0.
Proof. For any x0 ∈ H, if −(n+A)c¯′ +1+m(B+ c¯′)+B  x0  (n+A)c¯−1−m(B+ c¯)−B ,
then for any x with |x − x0| B , −(n+A)c¯′ + 1 +m(B + c¯′) x  (n+A)c¯− 1 −m(B + c¯)
and then en(x) = mB . This implies that QB [en](x0) = QB [mB ] = m+1B mB = en(x0).
Now suppose that x0 > (n+A)c¯− 1 −m(B + c¯)−B . Since A> 1c¯ (1 +m(B + c¯)+ 2B), we
see that x > 0 for any x with |x − x0| B . Then
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(
c¯;x − (n+A)c¯)
 a˜m−1
(
c¯;x − (n+A)c¯).
It follows that
QB [en](x0) = QB [a˜m]
(
x0 − (n+A)c¯
)
QB [a˜m−1]
(
x0 − (n+A)c¯
)
= a˜m
(
c¯;x0 − (n+A)c¯ − c¯
)
= en+1(x0).
The case where x0 < (n+A)c¯′ + 1 +m(B + c¯′)+B can be proved in a similar way. 
Proof of Theorem 3.3. First, notice that σ may not belong to K. But since σ  0, we can
always find some positive number a such that σ  aβ . Then we can consider to use aβ to
replace σ . Hence, without loss of generality, we assume that σ ∈ K and the interval of length 2rσ
is [−rσ , rσ ]. For any 
 ∈ Y with 
  0, let the integer m, the large number B and the sequence
en be defined as in Lemmas 3.8 and 3.10. Since Qn[σ ] → β as n → ∞, there is some l such
that σn = Qn[σ ]  QmB [ ] for all n  l. Let the support of e0 be contained in the interval
with center at origin and radius R0. There is some rσ such that if u0(x)  σ for |x|  rσ , then
ul(x)QmB [ ] for |x|R0. In particular, ul(x) e0(x). Since Q and QB are order-preserving
and Q[v] > QB [v] for any v ∈ Cβ , Proposition 3.1 implies that ul+n  en for all n  0. Thus,
ul+n(x)QmB [ ] if −(n+A)c¯′ + 1 +m(B + c¯′) x  (n+A)c¯ − 1 −m(B + c¯).
By Lemma 3.8, there is an integer n1 = n1(
) such that Qn1+mB [ ]  β − 
. Since c < c¯,
there is some integer N = N(c,n1(
)) such that for any n  N , if |x1|  (l + n + n1)c, then
−(n+A)c¯′ +1+m(B+ c¯′)+n1B  x1  (n+A)c¯−1−m(B+ c¯)−n1B . Thus, |x1 −x| n1B
implies −(n+A)c¯′ + 1 +m(B + c¯′) x  (n+A)c¯− 1 −m(B + c¯). Therefore, for such x, we
have ul+n(x)mB , and hence
ul+n+n1(x1)Q
n1
B [en](x1) = Qm+n1B [ ]  β − 
.
Since c¯ ∈ (c, c∗+) is arbitrary, it follows that for any 
  0, there is some n
 = l+N+n1 such that
for any n n
 and any x with −nc′  x  nc, we have un(x)  β−
 and then |un(x)−β| |
|.
This implies limn→∞,−nc′xnc|un(x) − β| = 0. Similar to the proof of Theorem 3.1, we can
obtain that limn→∞,−nc′xnc‖un(x)− β‖ = 0. 
We call c∗+ the rightward spreading speed of a discrete-time semiflow {Qn}∞n=0 on K and c∗−
the leftward spreading speed provided that Theorems 3.1 and 3.3 hold. Without assuming that
c∗+ + c∗− > 0, we can also consider the spreading speed in one direction.
In fact, by the proof of Theorem 3.3, it follows that the following result holds:
Proposition 3.2. For any c, c′ satisfying c < c∗+ and c′ < c∗− and any σ ∈ Y with σ  0, if there
is some real number N such that u0(x) σ for any x <N then limn→∞,xnc‖un(x)−β‖ = 0; if
there is some real number N ′ such that u0(x) σ for any x >N ′, then limn→∞,−nc′x‖un(x)−
β‖ = 0.
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Corollary 3.1. Suppose that all assumptions of Theorem 3.3 hold. If, in addition, Q is subhomo-
geneous on K, then we can choose rσ in Theorem 3.3 to be independent of σ  0.
Proof. Given c < c∗+, we choose c¯ ∈ (c, c∗+) and c¯′ ∈ (c′, c∗−). Fix σ0 ∈ Y with σ0  0. Thus,
there exists rσ0 > 0 such that if u0(x) σ for x ∈ [−rσ0, rσ0 ], then limn→∞,−nc¯′xnc¯‖un(x)−
β‖ = 0.
For any v0 ∈ K, if there is some σ ∈ K¯ with σ  0 such that v0(x) σ for x ∈ [−rσ0, rσ0 ],
then there is some ρ ∈ (0,1] such that v0(x)  ρσ0 for x ∈ [−rσ0 , rσ0]. Since u0(x) =
1
ρ
v0(x) σ0 for x ∈ [−rσ0 , rσ0], we have limn→∞,−nc¯′xnc¯‖un(x)− β‖ = 0.
Note that vn = Qn[v0]  ρQn[u0]. This implies that for any r > 0, there is some n0 such
that vn0(x)  ρβ/2 on [−r, r]. Moreover, there is some rρβ/2 such that if u0(x)  ρβ/2 for
x ∈ [−rρβ/2, rρβ/2], then limn→∞,−nc¯′xnc¯‖un(x)−β‖ = 0. Let r = rρβ/2. It then follows that
limn→∞,−nc¯′xnc¯‖vn+n0(x)− β‖ = 0. Since for sufficiently large n, (n+ n0)c < nc′, we have
limn→∞,−nc′xnc‖vn(x)− β‖ = 0. 
In the rest of this section, we extend our results on spreading speeds to continuous-time semi-
flows. Recall that a family of operators {Qt }∞t=0 is said to be a semiflow on K provided Qt has
the following properties:
(i) Q0(v) = v, ∀v ∈ K.
(ii) Qt1[Qt2 [v]] = Qt1+t2 [v], ∀t1, t2  0, v ∈ K.
(iii) Q(t, v) := Qt(v) is continuous in (t, v) on [0,∞)× K.
Theorem 3.4. Let {Qt }∞t=0 be a semiflow on K with Qt [0] = 0, Qt [β] = β for all t  0. Suppose
that Q = Q1 satisfies all hypotheses (A1)–(A6), and let c∗+ and c∗− be the rightward and leftward
spreading speeds of Q1, respectively. Then the following statements are valid:
(1) For any c > c∗+ and c′ > c∗−, if v ∈ K with 0  v   for some  ∈ Y and   β ,
and v(x) = 0 for x outside a bounded interval, then limt→∞,xtc Qt [v](x) = 0 and
limt→∞,x−tc′ Qt [v](x) = 0 in X.
(2) Assume that c∗+ + c∗− > 0. For any c < c∗+ and c′ < c∗− and σ ∈ Y with σ  0, there is a
positive number rσ ∈ H such that if v ∈ K and v(x) σ for x on an interval of length 2rσ ,
then limt→∞,−tc′xtc Qt [v](x) = β in X. If, in addition, Q1 is subhomogeneous, then rσ
can be chosen to be independent of σ  0.
Moreover, the limits in (1) and (2) also hold in Y .
Proof. First, it is easy to see that if vn → 0 in C, then Qt [vn] → 0 in C uniformly for t ∈ [0,1].
In other words, for any 
 > 0 and any bounded interval I , there exists δ > 0 and a sufficiently
large positive number r such that if |v(x)| < δ for x ∈ [−r, r], then |Qt [v](x)| < 
 for any x ∈ I ,
and t ∈ [0,1]. In particular, for any 
 > 0, we can find a sufficiently large positive number r
such that for any x0 ∈ R, if |v(x)| < δ for x ∈ [−r + x0, r + x0], then |Qt [v](x0)| < 
 for any
t ∈ [0,1].
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0 in X. Hence, for the δ fixed above, we can find an integer N such that if n  N , then
|Qn[v](x)| < δ for any x  nc. Therefore, |Qt [v](x)| < 
 for any n  N, t ∈ [n,n + 1] and
x  nc + r . For any ρ > 0, there is an integer N ′ such that if n  N ′ and t ∈ [n,n + 1], then
t (c+ρ) > nc+ r . Thus, |Qt [v](x)| < 
 for any t max(N,N ′) and x  t (c+ρ). Since c > c∗+,
ρ > 0 are arbitrary, the conclusion (1) holds. The rest conclusions can be proved in a similar
way. 
In the sense of Theorem 3.4, we call c∗+ and c∗− as the rightward and leftward spreading
speeds of the semiflow {Qt }∞t=0, respectively.
Remark 3.1. Let R be the reflection operator defined by R[u](x) = u(−x). If K = R[K] and
RQ = QR on K, then the rightward spreading speed equals the leftward one.
Remark 3.2. By Theorems 3.1 and 3.2, it follows that for any given u0 ∈ K with the property
that 0 u0  Tρ[φ] for some ρ ∈ R and φ ∈ Cβ satisfying (B1)–(B4) with   β , there holds
limt→∞,xct‖Qt [u0](x)‖ = 0 for all c > c∗+. Similarly, for any given u0 ∈ K with the property
that 0  u0  T−ρ[φ′] for some ρ ∈ R and φ′ ∈ Cβ satisfying (B1′)–(B4′) with   β , there
hold limt→∞,x−ct‖Qt [u0](x)‖ = 0 for all c > c∗−.
Note that all the results above are proved for the case that H = R. In the case where H = Z,
since H is discrete, C is just the set of all bounded functions from H to X and D be the set
of all bounded functions from H to Y . In this case, for any φ : R → X, we define the function
φs : H → X by φs(y) = φ(s + y), ∀y ∈ H, the set
K˜ := {φ :R → X: φs ∈ K, ∀s ∈ R}
with the topology that φn → φ in K˜ means that φn(x) → φ(x) as n → ∞ for any x ∈ R, and the
operator Q˜ on the set K˜ by
Q˜[v](s) := Q[v(· + s)](0), ∀s ∈ R.
We further define the function φ ∈ K˜ satisfying (B1)–(B3), the operator Rc and a sequence of
vector-valued functions an(c; s) by the recursion
a0(c; s) = φ(s), an+1(c; s) = Rc
[
an(c; ·)
]
(s). (3.12)
Thus, we get a(c; s) = limn→∞ an(c; s) exists for every s ∈ R, and a(c; s) is nonincreasing in c
and s and a(c; s) ∈ K˜. Finally, we define the right and left spreading speeds and obtain the
analogs of all results for the case where H = R. In particular, Theorems 3.1, 3.3 and 3.4 can be
proved in a similar way. For more related details about the case that H = Z, we refer to [17]
and [29].
Remark 3.3. If R is replaced by a set B ⊂ R such that H ⊂ B and x − y, x + y ∈ B whenever
x, y ∈ B, then the extensions K˜ of K and Q˜ of Q can be defined in a similar way.
X. Liang, X.-Q. Zhao / Journal of Functional Analysis 259 (2010) 857–903 8754. Traveling waves
In this section, we show that the rightward and leftward spreading speeds for monotone
discrete and continuous-time semiflows coincide with the minimal wave speeds of monotone
rightward and leftward traveling waves under appropriate assumptions. We first consider the
rightward traveling waves, the leftward traveling waves are similar.
For any real number c, we define the set
Hc := {x − cm: x ∈ H, m ∈ Z}.
We say that W(x − cn) is a rightward traveling wave of the map Q with the wave speed c if
W ∈ K and Qn[W ](x) = W(x − cn). We say that W(x − cn) connects β to 0 if W(−∞) = β
and W(∞) = 0 in X, where K and Q are understood as their extensions with H replaced by Hc
if H = Z (see Remark 3.3).
Theorem 4.1. Let Q satisfy (A1)–(A6) and c∗+ be its rightward spreading speed. Then for any
c < c∗+, Q has no rightward traveling wave W(x − cn) connecting β to 0.
Proof. Let W(x − cn) be a rightward traveling wave of Q with W(−∞) = β and W(∞) = 0. It
then suffices to prove c c∗+. We fix a vector  ∈ K∩Y with 0    β and a function φ ∈ Cβ
satisfying (B1)–(B4). Since W(−∞) = β   , there exists an x0 ∈ H such that W(x)   ,
∀x  x0. Let V := T−x0W . Clearly, φ(x) V (x), ∀x ∈ H. By the assumption (A1), it is easy to
see that Qn[V ](x) = V (x − cn), and in particular, T−cQ[V ] = V . Thus, we have Rc[V ] = V .
Since Rc is monotone, it follows that
an(c; s) V (s), ∀s ∈ H, n 0.
This, together with the fact that V (∞) = 0, implies that a(c;∞) = 0. By the definition of c∗+,
we then have c c∗+. 
Theorem 4.2. Let Q satisfy (A1)–(A6), and c∗+ be its rightward spreading speed. Then for any
c  c∗+, Q has a rightward traveling wave W(x − cn) connecting β to 0 such that W(x) is
nonincreasing in x.
Proof. Let c c∗+ be given. We distinguish between two cases.
Case 1. H is discrete. Then, let K˜ and Q˜ be defined as in Remark 3.3 with B = Hc . Let
φ ∈ K be fixed such that (B1)–(B3) hold. Similar to property (4) of Lemma 3.1, a(c, κ; s) =
limn→∞ an(c, κ; s) is a fixed point of Rc,κ . First, we know {φ(s): s ∈ Hc} is a precompact sub-
set of X, so is {a(c, 1
n
; s): s ∈ Hc} for any n = 1,2, . . . . Moreover, we claim that {a(c, κ; s):
s ∈ Hc, κ = 1/n, n = 1,2, . . .} is a precompact set. In fact suppose that α({a(c, κ; s): s ∈ Hc,
κ = 1/n, n = 1,2, . . .}) = m. By Lemma 2.4, α({Q[a(c, κ; ·)](s): s ∈ Hc, κ = 1/n,
n = 1,2, . . .}) km with k = k(0). We also have
{
a(c, κ; s): s ∈ Hc, κ = 1/n, n = 1,2, . . .
}
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n=1
{
a(c,1/n; s): s ∈ Hc
}
=
∞⋃
n=1
{
max
(
φ(s)
n
,T−c
[
Q
[
a(c,1/n; ·)]](s)): s ∈ Hc
}
.
For any 
 > 0, there is some N such that for any n1, n2 N and s1, s2 ∈ Dc, |φ(s)n1 −
φ(s)
n2
| 
.
By Lemma 2.2, it follows that
α
( ∞⋃
n=1
{
a(c,1/n; s): s ∈ Hc
})
= α
( ∞⋃
n=N
{
a(c,1/n; s): s ∈ Hc
})
= α
( ∞⋃
n=N
{
max
(
1
n
φ(s), T−c
[
Q
[
a(c,1/n; ·)]](s)): s ∈ Hc
})
 km+ 
.
Since 
 > 0 is arbitrary, α({a(c, κ; s): s ∈ Hc, κ = 1/n, n = 1,2, . . .})  km. This implies
m = 0.
For any l ∈ H, we define the sequence
Kκ(l) := 12
[∣∣a(c, κ; l)∣∣+ ∣∣a(c, κ; l + 1)∣∣].
Since liml→−∞|a(c, κ; l)− β| = 0 and liml→∞|a(c, κ; l)| = 0, there exists lκ such that |β|/4
Kκ(lκ) 3|β|/4.
Now we consider the sequence a(c,1/n; s + l 1
n
). Since Hc has countably many points, we
can find a subsequence ni → ∞ such that
lim
i→∞a(c,1/ni; s + l 1ni ) = W(c; s), ∀s ∈ Hc,
in X. Particularly, W(c;0) = limi→∞ a(c,1/ni; l 1
ni
), W(c;1) = limi→∞ a(c,1/ni;1 + l 1
ni
)
in X. Hence |W(c;0)| + |W(c;1)| = 2 limi→∞ K 1
ni
(l 1
ni
) > 0. It is easy to check that
W
(
c; s − (n+ 1)c)= Q[Tnc−s[W(c; ·)]](0), ∀s ∈ Hc, n 0.
Therefore, we have W(c; s) > 0, ∀s  0. Note that
W(c;±∞)= lim
s→±∞,s∈H
W(c; s − c) = lim
s→±∞,s∈H
Q[W ](s) = Q[W(c;±∞)].
Since ∣∣W(1)∣∣ lim Kκi (lκi ) 3β/4,
κi→0
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W(c; s − nc) is a right traveling wave with the speed c.
Case 2. H = R. For any n  1, choose cn such that Tcn[a(c,1/n; ·)] satisfy
|Tcn[a(c,1/n; ·)](0)| = |β|/2.
Define an operator Sc,1/n on K by
Sc,1/n[ψ](s) := max
{
Tcn
[
1
n
φ
]
(s), T−c
[
Q[ψ]](s)}.
It is easy to check that Tcn[a(c,1/n; ·)] is a fixed point of Sc,1/n. As in Proposition 2.5,
let A0 = K and Ai = ⋃∞n=1 R˜c,1/n[Ai−1] for i  1. Then limi→∞ α(Ai) = 0. Hence,{Tcn[a(c,1/n; ·)]: n = 1,2, . . .} is a precompact set in K. The rest of the proof is similar to
that in the case where H = Z. 
Let {Qt }t0 be a continuous-time semiflow on K. We say that W(x − ct) is a rightward
traveling wave of {Qt }∞t=0 if W ∈ K and Qt [W ](x) = W(x − ct), and that W(x − ct) connects
β to 0 if W(−∞) = β and W(+∞) = 0.
The following result is a straightforward consequence of Theorem 4.1:
Theorem 4.3. Suppose that Q = Q1 satisfies hypotheses (A1)–(A6) and let c∗+ be the rightward
spreading speed of Q1. Then for any c < c∗+, {Qt }∞t=0 has no rightward traveling wave W(x−ct)
connecting β to 0.
Theorem 4.4. Suppose that for any t > 0, Qt satisfies hypotheses (A1)–(A6), and let c∗+ be the
rightward spreading speed of Q1. Then for any c c∗+, {Qt }∞t=0 has a rightward traveling wave
W(x − ct) connecting β to 0 such that W(s) is continuous and nonincreasing in s ∈ R.
Proof. By Theorem 3.4, it follows that for each t > 0, tc∗+ is the rightward spreading speed of
the map Qt . Let c  c∗+ be fixed. In the case where H = R, the proof is similar to that of [30,
Theorem 4.1]. Suppose that Wt(θ, x−ntc) is the rightward traveling wave of Qt . First, we prove
the compactness of {W1/n: n = 1,2, . . .}. Since T−cQ1[W1/n] = W1/n, Proposition 2.5 implies
the compactness of {W1/n: n = 1,2, . . .}. Moreover, we can choose Wt such that |Wt(0)| =
|β|/2. Thus, there is a sequence of integers ri → ∞ such that W2−ri converges to W with respect
to the compact open topology and |W(0)| = |β|/2, and hence W(0) > 0. Since W2−ri is a right
traveling wave profile for all Qt for which t is a multiple of 2−ri , Qt [W ](x) = W(x − ct) for
every fraction t whose denominator is a power of 2. Let t be an arbitrary positive number, and m
be any positive integer. Then t can be written as t = km2−m − rm, where km is a positive integer
and 0 rm < 2−m. Thus, we have
Qt [W ](x)−W(x − ct) =
(
Qt [W ](x)−Qrm
[
Qt [W ]
]
(x)
)
+ (W (x − c(t + rm))−W(x − ct)).
Note that rm → 0 as m → ∞. By the continuity of W and the fact that Qrm [v] → v for any v, it
follows that Qt [W ](x) = W(x − ct) for any t  0. Moreover, since W2−ri (x) are nonincreasing
in x, so is W . Since Qt [W ](x) = W(x − ct), we obtain
Qt [W ](−∞) = W(−∞), Qt [W ](+∞) = W(+∞).
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Wi(−∞)W(0) > 0, W(+∞)W(0) < β,
we see that W(·,−∞) = β , W(·,+∞)= 0.
Next we consider the case where H = Z. For any nonnegative integer r , let tr = 2−r/c.
Then each Qtr has a right traveling wave Wr(x − n · 2−r ) on the set Dr with Dr = {x − n2−r :
x ∈ Z, n ∈ N}. Let D =⋃∞r=0 Dr . Since D is a countable set and for each x ∈ D, x ∈ Dr for all
sufficiently large r , we can find a subsequence ri → ∞ such that Wri (x) converges to W(x), and
W ≡ β,0, W(−∞) = β , W(+∞) = 0. Since Wri (x) is nonincreasing in x, so is W . Note that if
ri  r , then Qntr [Wri ](x) = Wri (x − n2−r ), and
Qntr [W ](x) = W
(
x − n2−r), ∀x ∈ D, n 0, r ∈ Z. (4.1)
For any x ∈ D, let Ux(s) := Qx
c
− s
c
[W ](x). We claim that Ux does not depend on x. In fact, (4.1)
implies that Qd/c[W ](x + d)= W(x). Thus, we have
Ux+d(s) = Qx+d
c
− s
c
[W ](x + d)
= Qx
c
− s
c
[
Qd/c[W ]
]
(x + d)
= T−d
[
Qx
c
− s
c
[
Qd/c[W ]
]]
(x)
= Qx
c
− s
c
[
T−d
[
Qd/c[W ]
]]
(x)
= Qx
c
− s
c
[W ](x)
= Ux(s)
for all d ∈ D. Define U(s) := Ux(s). Then
U(x − ct)= Qt [W ](x) = W(x − ct), ∀x ∈ D, ct ∈ D.
Note that U(x) = W(x), ∀x ∈ D. Since D is dense in R and W is nonincreasing on D, it follows
that U(s) is also nonincreasing in s ∈ R. Hence, W(x−ct)= U(x−ct) is a continuous rightward
traveling wave connecting β to 0. 
By Theorems 4.1–4.4, it follows that c∗+ is also the minimal speed of rightward traveling
waves connecting β to 0. We say that W(x + cn) is a leftward traveling wave of the map Q with
the wave speed c if W ∈ K and Qn[W ](x) = W(x + cn), and that W(x + cn) connects 0 to β
if W(+∞) = β and W(−∞) = 0 in X. A leftward traveling wave W(x + ct) can be defined for
the semiflow {Qt }∞t=0 in a similar way. It turns out that c∗− is also the minimal speed of leftward
traveling waves connecting 0 to β .
The following remark makes the theory developed in Sections 2–4 applicable to time-delayed
evolution equations with spatial structure:
Remark 4.1. Let τ be a nonnegative real number, and X = Y = C([−τ,0],Rm) equipped with
the maximum norm ‖ · ‖. For any given W ⊂ C, define W(0, ·) := {φ(·)(0): φ ∈ W }. Then all
results in Sections 3 and 4 are still valid if we replace assumption (A3) with the following one:
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topology, and there is an equivalent norm ‖ · ‖∗ in X such that for any number r  0,
there exists k = k(r) ∈ [0,1) such that for any interval I = [a, b] of the length r and any
U ⊂ K with U(0, ·) precompact in C(R,Rm), we have α((Q[U])I ) kα(UI ), where α is
the Kuratowski measure of noncompactness on CI with (X,‖ · ‖) replaced by (X,‖ · ‖∗).
Indeed, let An, n 0, be define as in Proposition 2.4. By the precompactness of T−cQ[K](0, ·)
in C(R,Rm), it then follows that An(0, ·) is precompact in C(R,Rm) for each n 1, and hence,
Proposition 2.4 is still valid if we replace (A3) with (A3)′.
In the rest of this section, we assume that X = Y = C([−τ,0],Rm) with the maximum norm
‖ · ‖, and K = Cβ , and show that (A3)′ holds for time-delayed reaction–diffusion systems.
As in [12], we define a family of linear operators {L¯(t)}t0 on X by
L¯(t)[ψ](θ) :=
{
ψ(t + θ)−ψ(0) for t + θ < 0,
0 for t + θ  0.
Define X0 := {ψ ∈ X: ψ(0)= 0}. Clearly, X0 is a subspace of X and (X0,‖ · ‖) is also a Banach
space. Let L¯0(t) be the restriction of L¯(t) on X0. It then follows that {L¯0(t)}t0 is a linear
semigroup on X0 and L¯0(t) = 0 for all t  τ . Let ‖L¯0(t)‖0 be the norm of the linear operator
L¯0(t) on X0. Thus, for a given γ > 0, there is an Mγ > 0 such that ‖L¯0(t)‖0 Mγ e−γ t , ∀t  0.
For any ψ ∈ X0, we define
‖ψ‖∗0 := sup
t0
∥∥L¯0(t)ψ∥∥eγ t .
It then follows that ‖ · ‖∗0 is a norm in X0 and ‖ψ‖ ‖ψ‖∗0 Mγ ‖ψ‖ for all ψ ∈ X0. Further,
we have ‖L¯0(t)‖∗0  e−γ t , ∀t  0. For any φ ∈ X, we define
‖ψ‖∗ = ∥∥ψ −ψ(0)∥∥∗0 + ∥∥ψ(0)∥∥.
It is easy to show that ‖ · ‖∗ is an equivalent norm in X. For any ψ ∈ X, we then have
∥∥L¯(t)[ψ]∥∥∗  ∥∥L¯(t)[ψ −ψ(0)]∥∥∗ + ∥∥L¯(t)[ψ(0)]∥∥∗
= ∥∥L¯0(t)[ψ −ψ(0)]∥∥∗
= ∥∥L¯0(t)[ψ −ψ(0)]∥∥∗0
 e−γ t
∥∥ψ −ψ(0)∥∥∗0
 e−γ t‖ψ‖∗.
This implies that ‖L¯(t)‖∗  e−γ t , ∀t  0.
Now we use the Banach space (X,‖ · ‖∗) instead of (X,‖ · ‖). Let u(t, x,φ) be the solution of
a time-delayed reaction–diffusion equation or lattice system satisfying u0 = φ ∈ Cβ . Let Qt be
the solution semiflow on Cβ , that is, Qt(φ) = ut (φ), ∀t  0, φ ∈ Cβ . Define
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{
φ(t + θ, x)− φ(0, x) for t + θ < 0,
0 for t + θ  0,
and
S(t)[φ](θ, x) :=
{
φ(0, x) for t + θ < 0,
u(t + θ, x,φ) for t + θ  0.
Then Qt [φ] = L(t)[φ] + S(t)[φ], ∀t  0, φ ∈ Cβ . Let t > 0 be given. We can prove that
Qt [Cβ ](0, ·) = u(t, ·,Cβ) is precompact in C(R,Rm), and that S(t)[U] is precompact in Cβ
for any U ⊂ Cβ with U(0, ·) precompact in C(R,Rm). Thus, for any interval I = [a, b] of the
length r , we have
α
((
Qt [U]
)
I
)
 α
((
L(t)[U])
I
)+ α((S(t)[U])
I
)
 e−γ tα(UI ),
where α is the Kuratowski measure of noncompactness on the space C(I, (X,‖ · ‖∗)). It then
follows that for each t > 0, Qt satisfies (A3)′ with k = e−γ t .
5. Monotone semiflows in a periodic habitat
By the essentially same arguments, we can extend our developed theory on spreading speeds
and traveling waves to the spatially periodic case. We should point out that Weinberger [30] has
established this theory for order-preserving compact operators on the space of continuous and
bounded functions defined on Rn.
Let H be either R or Z. We consider an operator Q which takes a set M ⊂ C into itself. Let
H˜ be a (discrete) sublattice of H, that is, H˜ is a lattice and there is some r ∈ H˜ with r > 0 such
that H = {a + b: a ∈ H˜, b ∈ [0, r]H}.
We suppose that every translation Ta with a ∈ H˜ takes the habitat H into itself. We say that
u ∈ C is periodic with respect to H˜ (or, more briefly, r-periodic) if Ta[u] = u for all a ∈ H˜.
Let β ∈ D be strongly positive and r-periodic, and M := {u ∈ C: β  u  0}. We impose the
following hypotheses on Q:
(E1) Q is r-periodic, that is, Q[Ta[u]] = Ta[Q[u]] for all a ∈ H˜, u ∈ M.
(E2) Q[M] ⊂ D is uniformly bounded and Q : M → D is continuous.
(E3) For any interval I = [0,p]H with p ∈ H˜, there is some positive number k(p) < 1 such that
α((Q[U])I )  k(p)α(UI ) for any U ⊂ M, where α denotes the Kuratowski measure of
noncompactness on CI .
(E4) Q : M → M is monotone (order-preserving) in the sense that Q[u]  Q[v] whenever
u v in Cβ .
(E5) Q admits exactly two r-periodic fixed points 0 and β in Y , and for any r-periodic function
ω ∈ D with 0  ω β , we have limn→∞|Qn[ω](x)− β(x)| = 0 uniformly for x ∈ H.
Any element φ ∈ M can be regard as a function φ˜ : H˜ → C([0, r]H,X) with φ˜i (x) =
φ˜(i)(x) = φ(i + x), i ∈ H˜, x ∈ [0, r]H. In this sense, β can be considered as a constant func-
tion in C(H˜,C([0, r]H,X)) and M can be regard as a subset of {φ ∈ C(H˜,C([0, r]H,X)): 0
φi  β, ∀i ∈ H˜} with the same distance function. On the other hand, if H = R and r > 0, then
we have
M = {φ ∈ C(H˜,C([0, r]H,X)): 0 φi  β, ∀i ∈ H˜}. (5.1)
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are replaced by H˜, C([0, r]H,X) and C([0, r]H, Y ), respectively.
By similar arguments as in Sections 3 and 4, we have the following two results:
Theorem 5.1. Let Q satisfy (E1)–(E5). Then there exist c∗+ and c∗−, called the rightward and
leftward spreading speeds, such that the following two statements are valid:
(1) If u0 ∈ M be such that 0 u0   β where  ∈ M is r-periodic and u0(x) = 0 for x
outside a bounded interval, then for any c > c∗+ and c′ > c∗−, limn→∞,xnc|Qn[u0](x)| = 0
and limn→∞,x−nc′ |Qn[u0](x)| = 0.
(2) Assume that c∗+ + c∗− > 0. For any c < c∗+ and c′ < c∗− and any σ ∈ Y with σ  0, there
exists rσ > 0 such that if u0 ∈ M and u0(x)  σ for x on an interval of length 2rσ , then
limn→∞,−nc′xnc|Qn[u0](x)− β(x)| = 0.
If, in addition, Q is subhomogeneous, then rσ can be chosen to be independent of σ  0.
Theorem 5.2. Let {Qt }∞t=0 be a semiflow on M with Qt [0] = 0, Qt [β] = β for all t  0. Suppose
that Qt satisfies all hypotheses (E1)–(E5), and let c∗+ and c∗− be the rightward and leftward
spreading speeds of Q1, respectively. Then c∗+ and c∗− are the rightward and leftward spread
speeds of {Qt }∞t=0 in the following sense:
(1) For any c > c∗+ and c′ > c∗−, if v ∈ M with 0  v   for some  ∈ Y and   β ,
and v(x) = 0 for x outside a bounded interval, then limt→∞,xtc Qt [v](x) = 0 and
limt→∞,x−tc′ Qt [v](x) = 0 in X.
(2) Assume that c∗+ + c∗− > 0. For any c < c∗+, c′ < c∗− and σ ∈ Y with σ  0, there is a pos-
itive number rσ such that if v ∈ K and v(x)  σ for x on an interval of length 2rσ , then
limt→∞,−tc′<xtc|Qt [v](x)− β(x)| = 0 in X. If, in addition, Q1 is subhomogeneous, then
rσ can be chosen to be independent of σ  0.
Consider K = M as a subset of C(H˜,C([0, r]H,X)). Then from Theorems 4.3 and 4.4 we
see that Qt has a rightward traveling wave W(x − ct) connecting β to 0 and W ∈ C([0, r]H,X)
is continuous and nonincreasing in s ∈ R only and only if c  c∗+. Now let us go back to the
original definition of the traveling wave in periodic habitat. Given a continuous-time semiflow
{Qt }∞t=0 on M, we say that V (x − ct, x) is an r-periodic rightward traveling wave of {Qt }∞t=0
if V (· + a, ·) ∈ K, ∀a ∈ R, Qt [U ](x) = V (x − ct, x), ∀t  0, and V (ξ, x) is an r-periodic
function in x for any fixed ξ ∈ R, where U(x) := V (x, x). Moreover, we say that V (x − ct, x)
connects β to 0 if limx→−∞|V (x, x) − β(x)| = 0 and limx→+∞|V (x, x)| = 0. Similarly, we
say that V (x + ct, x) is an r-periodic leftward traveling wave of {Qt }∞t=0 if V (· + a, ·) ∈ K,∀a ∈ R, Qt [U ](x) = V (x + ct, x), ∀t  0, and V (ξ, x) is an r-periodic function in x for any
fixed ξ ∈ R, where U(x) := V (x, x). Moreover, we say that V (x + ct, x) connects 0 to β if
limx→+∞|V (x, x)− β(x)| = 0 and limx→−∞|V (x, x)| = 0.
Theorem 5.3. Suppose that for any t > 0, Qt satisfies hypotheses (E1)–(E5), and let c∗+ and c∗−
be the rightward and leftward spreading speeds, respectively. Then {Qt }∞t=0 has an r-periodic
rightward traveling wave V (x − ct, x) connecting β to 0 with V (ξ, x) being continuous and
nonincreasing in ξ ∈ R if and only if c c∗ . Further, {Qt }∞ has an r-periodic leftward travel-+ t=0
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if and only if c c∗−.
Proof. We only consider the rightward traveling wave, the leftward one is similar. Note that
Qt has a rightward traveling wave W(x − ct) connecting β to 0 and W : R → C([0, r]H,X)
is continuous and nonincreasing in s ∈ R only and only if c  c∗+. We can construct an r-
periodic rightward traveling wave V (x, t) from the right traveling wave W(x − ct). In fact, let
u(t, x + s) = W(x − ct)(s) with x ∈ H˜, s ∈ [0, r]H and t ∈ R. By the last conclusion of Theo-
rem 4.4, it follows that u(t, ·) ∈ M and u(t, x) is continuous in (t, x). In the case where c = 0,
we have u(t, x) ≡ u(0, x), and define V (ξ, x) = u(0, ξ). In the case where c = 0, we define
V (ξ, x) = u(x−ξ
c
, x). It then easily follows that V (x− ct, x) = u(t, x) is an r-periodic rightward
traveling wave connecting β to 0. 
6. A parabolic equation in a periodic cylinder
As noted in the introduction section, the minimal wave speed of periodic (or pulsating) trav-
eling waves was obtained in [3] for a large class of parabolic equations in a periodic domain
subject to Neumann type boundary conditions. It seems that the methods in [3] may not be em-
ployed in a straightforward way to the case of the Dirichlet boundary condition. For example,
a function z(t, x, y) := ∂tw∞(t,x,y)
w∞(t,x,y) was introduced in [3, Section 6.4] to prove the monotonicity
of pulsating traveling waves. If w∞(t, x, y) satisfies the Neumann boundary condition, then so
does z(t, x, y). But this argument may not apply to the case of the Dirichlet boundary condi-
tion. Under appropriate conditions, it was also proved in [4] that the spreading speed coincides
with the minimal wave speed of pulsating traveling waves for the reaction–diffusion equation
ut = u+ f (u) in a general periodic domain subject to the Neumann type boundary condition.
It seems not easy to extend the arguments supporting [4, Theorem 1.13] to the case where either
the boundary condition is the Dirichlet or the reaction term f is spatially inhomogeneous (see
also the proof of [4, Proposition 1.14]).
In this section, we choose to use the abstract results in Sections 3–4 to prove the existence
of the spreading speed and its coincidence with the minimal wave speed of periodic traveling
waves for a class of parabolic equation in a periodic cylinder subject to the Dirichlet boundary
condition. We also obtain a variational formula for the spreading speed by a linear equations
approach.
Consider the following parabolic equation:
⎧⎨
⎩
∂u
∂t
= uxx + uyy + ug(x, y,u), (x, y) ∈ Ω, t > 0,
u = 0 on ∂Ω.
(6.1)
Here the domain Ω = {(x, y) ∈ R2: x ∈ R, ω1(x) < y < ω2(x)}, and ωi , i = 1,2, are r-periodic
smooth functions of x with ω1(x) < ω2(x), ∀x ∈ R. We use ∂Ω and Ω¯ to denote the boundary
and closure of Ω in R2, respectively. Assume that
(G) g∈C1(Ω¯×R,R), g(x+r, y,u) = g(x, y,u) and gu(x, y,u) = ∂g∂u (x, y,u) < 0, ∀(x, y,u) ∈
Ω¯ ×R+; there is M > 0 such that g(x, y,M) 0, ∀(x, y) ∈ Ω¯ ; and λ0 > 0, where λ0 is the
principal eigenvalue of the elliptic eigenvalue problem
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⎧⎪⎨
⎪⎩
λv = vxx + vyy + vg(x, y,0), (x, y) ∈ Ω,
v = 0 on ∂Ω,
v(x, y) = v(x + r, y), (x, y) ∈ Ω.
(6.2)
By the classical theory of parabolic equations, we have the following observation:
Proposition 6.1. For any initial data u0 ∈ L∞(Ω)∩C0(Ω¯), the classical solution u(t, x, y,u0)
of (6.1) exists for t ∈ (0,+∞), and the following statements are valid:
(a) For any initial data u0 ∈ L∞(Ω) ∩ C(Ω¯), Tr [u(t, ·, u0)] = u(t, ·, Tr [u0]), where
Tr :C(Ω¯) → C(Ω¯) is defined by Tr [φ](x, y) = φ(x − r, y).
(b) For any given positive numbers t and M , three sets
{
u(t, x, y,u0): (x, y) ∈ Ω¯, u0 ∈ C0(Ω¯), 0 u0(x, y)M
}
,{
ux(t, x, y,u0): (x, y) ∈ Ω¯, u0 ∈ C0(Ω¯), 0 u0(x, y)M
}
,
and
{
uy(t, x, y,u0): (x, y) ∈ Ω¯, u0 ∈ C0(Ω¯), 0 u0(x, y)M
}
are bounded.
(c) Let φn,φ ∈ L∞(Ω) ∩ C0(Ω¯) with 0  φn(x, y), φ(x, y) M for some M > 0 such that
φn(x, y) → φ(x, y) as n → ∞ uniformly on any bounded subset of Ω¯ and tn → t > 0. Then
u(tn, x, y,φn) → u(t, x, y,φ), ux(tn, x, y,φn) → ux(t, x, y,φ) and uy(tn, x, y,φn) →
uy(t, x, y,φ) as n → ∞ uniformly on any bounded subset of Ω¯ .
(d) Let φ1, φ2 ∈ C0(Ω¯) with 0 φ1(x, y) φ2(x, y)M on Ω for some M > 0 and φ1 ≡ φ2.
Then for any t > 0, there hold
u(t, x, y,φ1) < u(t, x, y,φ2) in Ω,
and
∂u(t, x, y,φ2)
∂ν
<
∂u(t, x, y,φ1)
∂ν
on ∂Ω.
(e) Let v be an eigenfunction of (6.2) associated with λ0. Then for sufficiently small 
 > 0 and
t > 0, u(t, x, y, 
v) > 
v(x, y) > 0 in Ω and ∂u(t,x,y,
v)
∂ν
<

∂v(x,y)
∂ν
< 0.
The hypothesis (G) implies that ug(x, y,u) is a strictly subhomogeneous function of u
on [0,+∞) for any fixed (x, y) ∈ Ω¯ in the sense that for any 
 ∈ (0,1), 
ug(x, y, 
u) >

ug(x, y,u). By this property and the strong monotone property (d) in Proposition 6.1, we have
the following result:
Proposition 6.2. Let φ ∈ C0(Ω¯) with 0 φ(x, y)M on Ω for some M > 0 and φ ≡ 0. Then
for any 
 ∈ (0,1) and t > 0, u(t, x, y, 
φ) > 
u(t, x, y,φ) for (x, y) ∈ Ω and
∂u(t, x, y, 
φ)
∂ν
< 

∂u(t, x, y,φ)
∂ν
on ∂Ω.
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Corollary 6.1. (6.1) has a unique r-periodic positive steady state ζ = ζ(x, y) ∈ C2(Ω)∩C10(Ω¯).
Furthermore, for any r-periodic positive initial data u0 ∈ C0(Ω¯) with u0(x, y)  ζ(x, y),
∀(x, y) ∈ Ω , limt→∞ u(t, x, y,u0) = ζ(x, y) uniformly on Ω¯ .
To obtain the existence of spreading speeds and minimal wave speeds for (6.1), we may trans-
form Ω to a straight cylinder Ω ′ in R2 and use the abstract results in Section 5. However, it is not
easy to estimate these speeds for the resulting equation. Instead, we define a monotone semiflow
with a discrete habitat in the same way as in Section 5, and then use the theory in Sections 3
and 4.
Let D := {(x, y) ∈ Ω¯, x ∈ [0, r]} and define
X := {φ ∈ C(D): φ(x,ωi(x))= 0, ∀x ∈ [0, r], i = 1,2}
and
Y := {φ ∈ C1(D): φ(x,ωi(x))= 0, ∀x ∈ [0, r], i = 1,2}.
Any continuous and bounded function φ(x, y) in C0(Ω¯) can be regarded as a function φ(z)
in the space C of all bounded and continuous functions from H := rZ to X in the sense that
φ(z)(x, y) := φ(x + z, y), ∀z ∈ H, (x, y) ∈ D. Moreover, in this sense, ζ ∈ C and the set
K := {φ: φ ∈ C(Ω¯), 0 φ(x, y) ζ(x, y), ∀(x, y) ∈ Ω¯}
is a closed subset of Cζ = {φ ∈ C: 0 φ  ζ } and satisfies hypotheses (K1)–(K5).
Define Qt [u0](x, y) := u(t, x, y,u0), t  0. By Propositions 6.1 and Corollary 6.1, we then
have the following result:
Proposition 6.3. Qt is a semiflow on K, and Qt satisfies hypotheses (A1)–(A6) for any t > 0.
By Theorem 3.1 and Proposition 3.2, it then follows that the solution map Q1 admits rightward
and leftward spreading speeds c∗±. Further, Theorems 4.1 and 4.2 imply that c∗+ and c∗− are also
the minimal wave speeds for rightward and leftward traveling waves of Q1, respectively. In order
to obtain a formula for c∗±, we use the linear equations approach (see, e.g., [17]).
Consider the following linear parabolic equation:
⎧⎨
⎩
∂v

∂t
= v
xx + v
yy + v

(
g(x, y,0)− 
), (x, y) ∈ Ω, t > 0,
v
 = 0 on ∂Ω,
(6.3)
where 
  0 is a parameter. Set
A := {u = eμ1xv1 + eμ2xv2: μ1,μ2 ∈ R, v1, v2 ∈ L∞(Ω)∩C0(Ω¯)}.
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AξB :=
{
u ∈ A: ∣∣u0(x, y)∣∣ B(eξx + e−ξx), ∀(x, y) ∈ Ω¯},
Bξ :=
{
φ: φ(x, y) = eξxψ(x, y), ψ ∈ L∞(Ω)∩C0(Ω¯)
}
,
and
G := {ψ ∈ C0(Ω¯): ψ(x, y) = ψ(x + r, y), ∀(x, y) ∈ Ω¯}.
By the classical theory of parabolic equations, we have the following observation:
Proposition 6.4. For any initial data u0 ∈ A, the classical solution v
(t, x, y,u0) of (6.3) with
parameter 
 exists for t ∈ (0,+∞) and v
(t, ·, u0) ∈ A for any t > 0. Moreover, the following
statements are valid:
(a) For any initial data u0 ∈ A, Tr [v
(t, ·, u0)] = v
(t, x, y, Tr [u0]), where Tr : C(Ω¯,R) →
C(Ω¯,R) is defined by Tr [φ](x, y) = φ(x − r, y).
(b) For any B > 0, ξ  0, t > 0 and A > 0, the sets {v
(t, x, y,u0): (x, y) ∈ Ω¯, |x| < A,
u0 ∈ AξB}, {v
x(t, x, y,u0): (x, y) ∈ Ω¯, |x| <A, u0 ∈ AξB} and {v
y(t, x, y,u0): (x, y) ∈ Ω¯,
u0 ∈ C0(Ω¯), |x| <A, u0 ∈ AξB} are all bounded.
(c) For any B > 0, ξ  0, let φn,φ ∈ AξB and φn(x, y) → φ(x, y) as n → ∞ uniformly
on any bounded subset of Ω¯ and tn → t > 0. Then v
(tn, x, y,φn) → v
(t, x, y,φ),
v
x(tn, x, y,φn) → v
x(t, x, y,φ) and v
y(tn, x, y,φn) → v
y(t, x, y,φ) as n → ∞ uniformly
for (x, y) in any bounded subset of Ω¯ .
(d) Let φ ∈ A with φ1(x, y) 0 on Ω and φ1(x, y) ≡ 0. Then
v
(t, x, y,φ1) > 0 in Ω,
and
∂v
(t, x, y,φ1)
∂ν
< 0 on ∂Ω.
(e) For any ξ ∈ R, v
(t, ·, φ) ∈ Bξ whenever φ ∈ Bξ .
Now we consider⎧⎨
⎩
∂w
,ξ
∂t
= w
,ξxx +w
,ξyy − 2ξw
,ξx +w
,ξ
(
g(x, y,0)+ ξ2 − 
), (x, y) ∈ Ω, t > 0,
w
,ξ (x, y) = 0 on ∂Ω.
(6.4)
Lemma 6.1. The following statements are valid:
(1) w
,ξ (t, x, y) satisfies (6.4) if and only if v
(t, x, y) = e−ξxw
,ξ (t, x, y) satisfies (6.3).
(2) For any initial data φ ∈ G, we have w
,ξ (t, ·, φ) ∈ G for any t > 0, where w
,ξ is the solution
of (6.4) with initial data φ.
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φxx + φyy − 2ξφx + φg(x, y,0) = λφ (6.5)
with φ ∈ G has the principal eigenvalue λ(ξ) and eigenfunction φξ ∈ C2(Ω) ∩ C1(Ω¯) and
φξ (x, y) > 0 for any (x, y) ∈ Ω , ∂φ/∂ν < 0 on ∂Ω . Moreover, ψξ = e−ξxφξ (x, y) satisfies
ψξxx +ψξyy +ψξgu(x, y,0) =
(
ξ2 + λ(ξ))ψξ , (6.6)
and e(λ(ξ)+ξ2−
)tψξ (x, y) is the solution of (6.3) with initial data ψξ .
Lemma 6.3. The following two statements are valid:
(1) For any initial data u0 ∈ B0 with u0(x, y) 0 for (x, y) ∈ Ω , u(t, x, y,u0) v0(t, x, y,u0)
for any t  0 and (x, y) ∈ Ω .
(2) For any 
 > 0, there is some δ > 0 such that for any initial data u0 ∈ B0 with 0 
u0(x, y)  δφ0(x, y) for any (x, y) ∈ Ω , u(t, x, y,u0)  v
(t, x, y,u0) for any t ∈ [0,1]
and (x, y) ∈ Ω .
Proof. By assumption (G), we know that g(x, y,0)  g(x, y,u) for any u > 0. Then the com-
parison principle implies the first conclusion.
On the other hand, for any 
 > 0, there is some δ′, such that g(x, y,0)−
  g(x, y,u) for any
0 u δ. Moreover, we can find δ > 0 such that the solution v
(x, y, δφ0) = δe(λ(0)−
)tφ0(x, y)
satisfies δe(λ(0)−
)tφ0(x, y) δ′ for any t ∈ [0,1] and (x, y) ∈ Ω . Therefore, applying the com-
parison principle again, we obtain the second conclusion. 
Let u˜0, v˜0 ∈ C0(Ω¯)∩L∞(Ω) with
u˜0(x, y) = φξ (x, y)e−ξx sinγ
(
x − h(γ, x, y)) (6.7)
and
v˜0(x, y) =
{
φξ (x, y)e−ξx sinγ (x − h(γ, x, y)), 0 x − h(γ, x, y) π/γ,
0, otherwise,
(6.8)
where {h(γ, ·)}γ∈(0,1] ⊂ C0(Ω¯) is a family of r-periodic uniformly equicontinuous functions.
Note that (6.3) admits the Green function G(x,y,w, z, t) such that the solution v
(t, x, y,φ)
of (6.3) with initial data φ can be written as
v
(t, x, y,φ) =
t∫
0
∫
Ω
G(x,y,w, z, t)φ(w, z) dw dzdt, (6.9)
and for any fixed t > 0, there exist two positive constants C1 and C2 such that∣∣G(x,y,w, z, t)∣∣ C1 exp(−C2((x −w)2 + (y − z)2)), (6.10)
see, e.g., [8]. By using (6.9) and (6.10), we can prove the following proposition:
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,H > 0, there is some γ0 > 0 such that v
(1, x, y, v˜0) > v
(1, x0,
y0, u˜0) for any γ > γ0 and (x0, y0) ∈ Ω with −H  x0  π/γ + H , where v˜0, u˜0 are defined
by (6.7) and (6.8).
Define an operator P by P(ψ) := ψxx + ψyy + ψg(x, y,0). We then have the following
variational formula of the principal eigenvalue λ(ξ):
−f (ξ) := −λ(ξ)− ξ2 = max
ψ∈G′ξ
inf
(x,y)∈Ω
(−P(ψ))(x, y)
ψ(x, y)
, (6.11)
where G′ξ = {e−ξxφ: φ ∈ C2(Ω)∩C10(Ω¯), φ(x, y) = φ(x+γ, y), φ(x, y) > 0 in Ω, ∂φ/∂ν < 0
on ∂Ω}. Moreover, we have the following two propositions:
Proposition 6.6. f (ξ) := λ(ξ)+ ξ2 is convex on R.
Proof. Let ξ1, ξ2 ∈ R and τ ∈ [0,1]. Set ξ = τξ1 + (1 − τ)ξ2. Let ψ1 and ψ2 be two functions
in G′ξ1 and G′ξ2 , respectively, and set ψ = (ψ1)τ (ψ2)1−τ . We have that ψ ∈ G′ξ and
−(P (ψ))(x, y)
ψ(x, y)
 τ −(P (ψ1))(x, y)
ψ1(x, y)
+ (1 − τ)−(P (ψ2))(x, y)
ψ2(x, y)
, ∀(x, y) ∈ Ω.
Thus, we obtain
−f (ξ) τ inf
(x,y)∈Ω
−(P (ψ1))(x, y)
ψ1(x, y)
+ (1 − τ) inf
(x,y)∈Ω
−(P (ψ2))(x, y)
ψ2(x, y)
.
Since ψ1,ψ2 are arbitrary, we have −f (ξ)−τf (ξ1)− (1 − τ)f (ξ2). 
We should point out that a similar result as in Proposition 6.6 was proved earlier in [3] under
the generalized Neumann boundary condition.
Proposition 6.7. f (ξ) is a C∞-function on R.
Let Φ(ξ)= f (ξ)
ξ
and Ψ (ξ) = f ′(ξ). It then follows that
Ψ ′  0,
(
ξΦ(ξ)
)′ = Ψ (ξ),
Φ ′(ξ) = 1
ξ
[
Ψ (ξ)−Φ(ξ)], (ξ2Ψ ′)′ = ξΨ ′(ξ) 0.
The proof of the subsequent lemma is straightforward.
Lemma 6.4. The following statements are valid:
(1) Φ(μ)→ ∞ as μ ↓ 0.
(2) Φ(μ) is decreasing near 0.
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(4) Ψ is increasing and limμ→∞ Φ(μ) = limμ→∞ Ψ (μ), where the limits may be infinite.
Define the mappings M¯
 on A by M¯
[u0](x, y) := v
(1, x, y,u0) and M
δ by M
δ [u0] :=
min(φ0, M¯
[u0]) on
Kδ =
{
φ ∈ C(Ω¯): 0 φ(x, y) δφ0(x, y), ∀(x, y) ∈ Ω}
for any sufficiently small 
  0 and δ > 0. Recall that D = {(x, y) ∈ Ω¯: x ∈ [0, r]}, X := {φ ∈
C(D): φ(x,ωi(x)) = 0, i = 1,2}, Y := {φ ∈ C1(D): φ(x,ωi(x)) = 0, i = 1,2}, and H = rZ.
Proposition 6.8. Kδ satisfies (K1)–(K5), and for any δ > 0 and sufficiently small 
 > 0, M¯
 and
M
δ have the following properties:
(A1′) Ty ◦ M¯
 = M¯
 ◦ Ty and Ty ◦M
δ = M
δ ◦ Ty , ∀y ∈ H.
(A2′) M¯
[Kδ] ⊂ D is uniformly bounded and M¯
 : Kδ → D is continuous.
(A3′) M¯
[Kδ] and M
δ [Kδ] is compact in C.
(A4′) M¯
 and M
δ are monotone (order-preserving).
(A5′) M
δ admits exactly two fixed points 0 and δφ0 in Y , and limn→∞(M
δ )n[ ] = δφ0 in Xfor any  ∈ Kδ with 0  δφ0.
(A6′) For any B > 0, there holds Q˜B [Kδ] ⊂ Kδ , where the map Q˜B is defined as Q˜B [u](x, y) =
M
δ [OB [T−x[u]]](0, y), ∀x ∈ H, and OB [u](x, y) := ςB(|x|)u(x, y) with ςB(·): R+ → R+
being a smooth nonincreasing function such that
ςB(s) =
{
1, s  B − 1,
0, s  B.
(6.12)
Note that M
δ does not satisfy all of (A1)–(A6). By similar arguments as in Section 3, together
with (A1′)–(A6′), we can prove the following result:
Proposition 6.9. The following statements are valid:
(1) For any δ > 0 and sufficiently small 
 > 0, M
δ has the right spreading speed c∗+(δ, 
), which
is also the minimal speed of right traveling waves.
(2) There is δ > 0 such that Kδ ⊃ K and M0δ [u0]  Q1[u0] for any u0 ∈ K, and hence
c∗+(δ,0) c∗+.
(3) For any sufficiently small 
 > 0, there is δ > 0 such that Kδ ⊂ K and M
δ [u0]Q1[u0] for
any u0 ∈ Kδ , and hence, c∗+(δ, 
) c∗+.
Now, let us estimate the spreading speed c∗(δ, 
) of M
δ . We only consider the case that 
 = 0
and δ = 1. Denote M = M01 , M¯ = M¯0 and c¯∗ = c∗+(δ, 
).
Theorem 6.1. c¯∗ = infξ>0 f (ξ)ξ .
The idea of the proof of Theorem 6.1 is essentially similar to that in [17,19] for the case that
the habitat is discrete set Z. The same idea was used in [30] to compute spreading speeds for
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of the proofs for the discrete habitat and the periodic habitat is that for the periodic habitat,
we have to choose continuous initial data, but this condition cannot be satisfied for the initial
data which was used to study the discrete habitat in [17,19]. Furthermore, the property (A6′)
was employed in [29,19,17] to construct a sequence of operators Q˜Bn with the compact support
property so that the spreading speed of Q˜ can be approximated by that of Q˜Bn as Bn → ∞.
Instead, we will use Proposition 6.5 to obtain a computational formula as stated in Theorem 6.1.
For this purpose, it suffices to prove the following two propositions.
Proposition 6.10. c¯∗  infξ>0 f (ξ)ξ .
Proof. Let Φ(ξ) = f (ξ)
ξ
. Consider the eigenfunction ψξ defined in Lemma 6.2 as a function
in C(H,X). As we did before, we need to extend ψξ to a function in C(R,X) so that we can
translate it arbitrarily on R. Note that
ψξ(s)(x, y) = e−ξ(s+x)φξ (x, y), (x, y) ∈ D, s ∈ H.
We extend it to a function in C(R,X). In other words, we consider the function e−ξ(s+x)φξ (x, y),
(x, y) ∈ D, s ∈ R, which belongs to C(R,X) and still denote it by ψξ . Define w := min{ψ0,ψξ }.
Then
M¯
[
T−Φ(ξ)[w]
]
 M¯
[
T−Φ(ξ)
[
ψξ
]]= ψξ ,
and hence M[T−Φ(ξ)[w]]  w. This implies that Mn[w](sn)(x, y)  w(0)(x, y) for any
(x, y) ∈ D, where sn = nΦ(ξ). Thus, c¯∗ Φ(ξ) for any ξ > 0, and hence, c¯∗  infξ>0 Φ(ξ). 
Proposition 6.11. c¯∗  infξ>0 f (ξ)ξ .
Proof. Fix ξ ∈ (0, ξ∗), where the infimum of Φ(ξ) = f (ξ)
ξ
is attained at ξ∗. Note that we can
choose the eigenfunctions φξ such that φξ (x, y) is continuously differential in ξ, x, y, and then
let κξ (x, y) = κ(ξ, x, y) := ∂φξ (x,y)∂ξ 1φξ (x,y) for any (x, y) ∈ D. Here if y = ωi(x), i = 1,2, then
∂φξ (x,y)
∂ξ
= φξ (x, y) = 0, but we have κξ (x, y) = κ(ξ, x, y) := ∂2φξ (x,y)/∂ν∂ξ∂φξ (x,y)/∂ν , where ν is the outer
unit normal vector to ∂Ω , by l’Hospital’s rule and the fact that ∂φξ (x, y)/∂ν < 0. Note that
κξ (x, y) is a continuous function of (x, y) on D. For convenience, we write κ(x, y) = κξ (x, y).
Let v0 : R → X with v0(s)(x, y) := 
v˜0(s +x, y), where v˜0 is defined as in (6.8) with h(r, ·) ≡ κ
and 
, γ are sufficiently small positive numbers. Let χ ∈ C(R,X) with
χ(s)(x, y) = χ(s, x, y) = φξ (x, y)e−ξ(s+x) sinγ (−s − x + κi(x, y)),
and  ∈ C(R,X) with
(s)(x, y) = (s, x, y) = φξ (x, y)e−ξ(s+x) cosγ (−s − x + κi(x, y))
for any s ∈ R and (x, y) ∈ D. It then follows that (s)(x, y) converges to φξ (x, y)e−ξ(s+x) and
χ(s)(x, y) converges to 0 uniformly on any compact subset of R × D as γ → 0. Moreover,
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set of R×D, and there is some positive number a such that |χ(s)(x, y)| φξ (x, y)e|(ξ+a)(s+x)|
for any γ > 0 and (s, x, y) ∈ R×D.
Define a function z = z(γ, x, y) on (0,1] ×D by
z(γ, x, y) :=
⎧⎨
⎩
1
γ
tan−1 M¯[χ](0)(x,y)
M¯[](0)(x,y) , (x, y) ∈ D, ω2(x) < y < ω1(x),
1
γ
tan−1 (∂(M¯[χ](0))/∂ν)(x,y)
(∂M¯[](0)/∂ν)(x,y) , (x, y) ∈ D, y = ωi(x), i = 1,2.
By l’Hospital’s rule again, z is a family of equicontinuous and uniformly bounded functions of
(x, y) ∈ D if γ is regarded as a parameter in (0,1]. Moreover, for any (x, y) ∈ D, ω2(x) < y <
ω1(x), there holds
lim
γ↓0 z(γ, x, y) = limγ↓0
M¯[χ/γ ](0)(x, y)
M¯[](0)(x, y) =
∂(ef (ξ)φξ (x,y))
∂ξ
ef (ξ)φξ (x, y)
= Ψ (ξ)+ κ(x, y). (6.13)
After interchanging the order of limits, we see that (6.13) holds uniformly for (x, y) ∈ D.
Let u0 : R → X with u0(s)(x, y) := 
u˜0(s + x, y), where u˜0 is defined as in (6.7) with
h(γ, ·) ≡ κ .
Let t˜ = s0 + x0 − κ(x0, y0) and tˆ = κ(x0, y0)− z(γ, x0, y0). Thus, we have
(
M¯
[
Ttˆ [u0]
])
(x0, y0, s0)= 
e−ξ(t˜+z(γ,x0,y0))
{
M¯[](0)(x0, y0) sin
(
γ
(
t˜ + z(γ, x0, y0)
))
− M¯[χ](0)(x0, y0) cos
(
γ
(
t˜ + z(γ, x0, y0)
))}
= 
e−ξ(t˜+z(γ,x0,y0)) sinγ (t˜)(sec(rz(γ, x0, y0)))M¯[](0)(x0, y0).
Since e−ξz(γ,x0,y0) sec(rz(γ, x0, y0))M¯[](0)(x0, y0) converges to
eξ [Φ(ξ)−Ψ (ξ)]e−ξκ(x0,y0)φξ (x0, y0) > φξ (x0, y0)e−ξκ(x0,y0)
as γ ↓ 0 uniformly for (x0, y0) ∈ D, we have(
M¯
[
Ttˆ [u0]
])
(s0)(x0, y0) u0(s)(x0, y0) = v0(s)(x0, y0)
for any 0 t˜  π/γ , (x0, y0) ∈ D if γ is sufficiently small.
Let h(r, x, y) = κ(x, y)+ κ(x0, y0)− z(γ, x0, y0), and H = max|z(γ, x, y)| + max|κ(x, y)|.
By Proposition 6.5, it then follows that
(
M¯
[
Ttˆ [v0]
])
(s0)(x0, y0)
(
M¯
[
Ttˆ [u0]
])
(s0)(x0, y0)
for (x0, y0) ∈ D and 0 s0 + x0 − κ(x0,0 ) π/γ . Consequently, we have
(
M
[
Ttˆ [v0]
])
(s0)(x0, y0)min
{
φ0(x, y),
(
M¯
[
Ttˆ [u0]
])
(s0)(x0, y0)
}
= v0(s0)(x0, y0),
for any s0 ∈ R and (x0, y0) ∈ D.
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ϕ(s)(x, y) = ϕ(x, y, s) =
{
v(s¯x,y)(x, y), s  s¯x,y − π/γ − κ¯,
v(s + π/γ + κ¯)(x, y), s  s¯x,y − π/γ − κ¯,
where s¯x,y is the maximum point of v(·)(x, y) on R. Then ϕ is continuous, nonincreasing in s,
and vanishes for s  0. It is easy to see that
M¯
[
ϕ(−∞)(·)](x, y) ϕ(−∞)(x, y),
and that ϕ satisfies (B1)–(B4). Moreover, ϕ also has the property that ϕ(s)(x, y) =
max{v(s − t)(x, y): t −π/γ − κ¯}. This implies that
(
M
[
Ttˆ [ϕ]
])
(s0)(x0, y0)
(
M
[
Ttˆ [v]
])
(s0)(x0, y0) v(s0 − t)(x0, y0)
for t −π/γ − κ¯ . Therefore, we have
(
M
[
Ttˆ [ϕ]
])
(s0)(x0, y0) ϕ(s0)(x0, y0), ∀s0 ∈ R, (x0, y0) ∈ D.
Let z¯(γ ) = min(x0,y0)∈D(−κ(x0, y0) + z(γ, x0, y0)). Then limγ↓0 z¯(γ ) = Ψ (μ) and
M¯[T−z¯[ϕ]]  ϕ. It is easy to show that z¯(γ )  c¯∗ for sufficiently small γ . Thus, Ψ (μ)  c¯∗
for 0 <μ<μ∗, and hence, infμ>0 Φ(μ) = Ψ (μ∗) c¯∗. 
For any given ξ ∈ R, let λ˜(ξ) be the principal eigenvalue and φ˜ξ be the principal eigenfunction
of the eigenvalue problem
φxx + φyy + 2ξφx + φg(x, y,0) = λφ (6.14)
with φ ∈ G. Clearly, λ˜(ξ) = λ(−ξ), ∀ξ ∈ R. By similar arguments as above, we have the follow-
ing result:
Theorem 6.2. The leftward spreading speed c∗− = infξ>0 ξ
2+λ˜(ξ)
ξ
= infξ>0 f (−ξ)ξ .
Note that for any ξ > 0, two operators φxx + φyy − 2ξφx + φg(x, y,0) and φxx + φyy +
2ξφx + φg(x, y,0) with the Dirichlet boundary condition on ∂Ω are adjoint. Thus, we have the
following observation:
Corollary 6.2. c∗+ = c∗− > 0.
Proof. For any ξ  0, by the boundary condition of φξ , φ˜ξ and the Stokes formula, we obtain
∫ (
φξxx(x, y)+ φξyy(x, y)
)
φ˜ξ (x, y) dx dy =
∫ (
φ˜ξxx(x, y)+ φ˜ξyy(x, y)
)
φξ (x, y) dx dyD D
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∫
D
(
φξ φ˜ξ
)
x
+ (φξ φ˜ξ )
y
dx dy =
∫
∂D
φξ φ˜ξ ds = 0.
Moreover, we have
∫
D
(
φξ φ˜ξ
)
y
dx dy =
r∫
0
ω2(x)∫
ω1(x)
(
φξ φ˜ξ
)
y
dy dx = 0,
and hence
∫
D
φξx φ˜
ξ dx dy =
∫
D
φ˜ξxφ
ξ dx dy.
It then follows that
λ(ξ)
∫
D
φξ (x, y)φ˜ξ (x, y) dx dy =
∫
D
(
φξxx + φξyy − 2ξφξx + φξg(x, y,0)
)
φ˜ξ (x, y) dx dy
=
∫
D
(
φ˜ξxx + φ˜ξyy + 2ξ φ˜ξx + φ˜ξ g(x, y,0)
)
φξ (x, y) dx dy
= λ˜(ξ)
∫
D
φξ (x, y)φ˜ξ (x, y) dx dy.
This implies that λ(ξ) = λ˜(ξ), and hence, f (ξ)= f (−ξ), ∀ξ  0. Thus, we have c∗+ = c∗−. Since
f (ξ) is a convex and even function on R with f (0) = λ0 > 0, it then follows that f (ξ) > 0,
∀ξ ∈ R, and hence c∗+ > 0. 
By Theorems 3.4, 4.3 and 4.4 and Corollary 6.2, it then follows that c∗ := c∗± is the rightward
and leftward spreading speeds and the minimum speeds of traveling waves of Eq. (6.1). More
precisely, we have the following two results:
Theorem 6.3. Let c∗ := infξ>0 f (ξ)ξ , and let u(t, x, y) be a solution of (6.1) with u(0, ·) ∈ C0(Ω¯)
and 0 u(0, x, y) ζ(x, y), ∀(x, y) ∈ Ω¯ . Then the following two statements are valid:
(1) If u(0, x, y) = 0 for (x, y) ∈ Ω¯ and x outside a bounded interval, then for any c > c∗, there
holds limt→∞,(x,y)∈Ω¯,|x|ct u(t, x, y) = 0.
(2) If u(0, x, y) ≡ 0, then for any 0 < c < c∗, there holds limt→∞,(x,y)∈Ω¯,|x|ct |u(t, x, y) −
ζ(x, y)| = 0.
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(1) For any c  c∗, (6.1) has a rightward traveling wave solution u(t, x, y) = U(x − ct, x, y)
such that U(s, x, y) is nonincreasing in s ∈ R, r-periodic in x, lims→−∞ U(s, x, y) =
ζ(x, y) and lims→∞ U(s, x, y)=0 uniformly for (x, y) ∈ Ω¯ , and U(s, x, y) = U(s, x+r, y).
(2) For any c < c∗, (6.1) has no r-periodic traveling wave solution connecting ζ(x, y) to 0.
(3) Similar results hold for c∗ and leftward traveling wave solutions.
7. Further applications
In this section, we present three more applications of abstract results in Sections 3–5 to a
reaction–diffusion model with a quiescent stage, a porous medium equation in a tube, and a
lattice equation in a periodic habitat, respectively.
7.1. A reaction–diffusion model with a quiescent stage
We consider the spatially periodic version of a reaction–diffusion model with a quiescent
stage [11]:
⎧⎪⎨
⎪⎩
∂u1(t, x)
∂t
= D(x)u1(t, x)+ f
(
x,u1(t, x)
)− γ1(x)u1(t, x)+ γ2(x)u2(t, x),
∂u2(t, x)
∂t
= γ1(x)u1(t, x)− γ2(x)u2(t, x),
(7.1)
where D(x), γ1(x) and γ2(x) are continuous, positive, and L-periodic functions for some L> 0,
and f (x,u) = f (x +L,u) is the reproduction function. The model (7.1) describes a population
where the individuals alternate between mobile and nonmobile states, and only the mobile re-
produce. Such behavior is typical for invertebrates living in small ponds in arid climates which
dry up and reappear subject to rainfall [11]. The spreading speed and its coincidence with the
minimal wave speed for traveling waves were established in [34] for system (7.1) in the spatially
homogeneous habitat. We further make the following assumption on f (x, v).
(F) f ∈ C1(R × R+,R), f (x,0) ≡ 0, fv(x,0) := ∂f∂v (x,0) > 0 for all x ∈ R; for any x ∈ R,
f (x,v)
v
is strictly decreasing in v ∈ (0,∞); and there exists H > 0 such that f (x, v) 0 for
all x ∈ R and v H .
Let λ∗ be the principal eigenvalue of the following elliptic eigenvalue problem with periodic
boundary condition:
{
λφ(x) = D(x)φ(x)+ fv(x,0)φ(x), x ∈ R,
φ(x +L) = φ(x), x ∈ R. (7.2)
By a generalized Krein–Rutman theorem (see [22]), it easily follows that the following eigen-
value problem
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⎪⎪⎪⎩
λφ1(x) = D(x)φ1(x)+ fv(x,0)φ1(x)− γ1(x)φ1(x)
+ γ2(x)φ2(x), x ∈ R,
λφ2(x) = γ1(x)φ1(x)− γ2(x)φ2(x), x ∈ R,
φi(x +L) = φi(x), i = 1,2, x ∈ R,
(7.3)
admits a principal eigenvalue λ0.
To study the invasion dynamics of the population in a periodic habitat, we assume that λ∗ > 0,
which means that the zero solution is linearly unstable for the scalar reaction–diffusion equation
∂v(t, x)
∂t
= D(x)v(t, x)+ f (x, v(t, x))
subject to the periodic boundary condition v(t, x +L) = v(t, x). Now we show that this assump-
tion implies λ0 > 0. Let (φ1(x),φ2(x)) be the positive eigenfunction of system (7.3) associated
with λ0. Suppose, for the sake of contradiction, λ0  0. Then we have
λ0φ1(x)D(x)φ1(x)+ fv(x,0)φ1(x), x ∈ R.
By a comparison argument, we further obtain λ0  λ∗ > 0, a contradiction.
Let P = PC(R,R2) be the set of all continuous and L-periodic functions from R to R2, and
P
+ = {φ ∈ P: φ(x) 0, ∀x ∈ R}. We define a norm ‖φ‖P = maxx∈R|φ(x)|. It then follows that
(P,P+) is a strongly ordered Banach space.
Let F(x,u1, u2) := (f (x,u1)−γ1(x)u1 +γ2(x)u2, γ1(x)u1 −γ2(x)u2). Then for each x ∈ R,
the map F(x, ·) : R2+ → R2 is cooperative, irreducible, and strictly subhomogeneous in the
sense that F(x,ρu) > ρF(x,u), ∀u > 0, ρ ∈ (0,1). Let u(t, x;φ) be the unique solution of
system (7.1) with u(0, x;φ) = φ ∈ P+. It then easily follows that u(t, x + L;φ) = u(t, x;φ)
and u(t, x;φ) 0 for all t  0, x ∈ R. With the help of [35, Theorem 2.3.4], we can prove the
following result.
Proposition 7.1. Assume that (F) holds and λ∗ > 0. Then there exists a positive L-periodic
equilibrium u∗(x) of (7.1) such that for any φ ∈ P+ \ {0}, we have limt→∞ u(t, x;φ) = u∗(x)
uniformly for x ∈ R.
Let H = R, H˜ = LZ, X = Y = R2, β = u∗, and M = Cu∗ . Define a family of operators
{Qt }t0 on Cu∗ by Qt(φ)(x) := u(t, x;φ), where u(t, x;φ) is the unique solution of system
(7.1) with u(0, x;φ) = φ ∈ Cu∗ . It then easily follows that {Qt }t0 is a subhomogeneous and
monotone semiflow on Cu∗ . Further, we have the following observation.
Proposition 7.2. Assume that (F) holds and λ∗ > 0. Then for each t > 0, the solution map Qt
satisfies assumptions (E1)–(E5) on Cu∗ .
Proof. It is easy to see that assumptions (E1), (E2), and (E4) hold for Qt . Clearly, Proposition 7.1
implies (E5). To verify (E3), we define a linear operator L(t) by
(
L(t)φ
)
(x) = (0, e−γ2(x)tφ2(x)), ∀φ ∈ C,
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(
S(t)φ
)
(x) =
(
u1(t, x;φ), γ1(x)
t∫
0
e−γ2(x)(t−s)u1(s, x;φ)ds
)
, ∀φ ∈ Cu∗ .
It is easy to see that Qt(φ) = L(t)φ + S(t)φ, ∀φ ∈ Cu∗ , t  0. Note that γ :=
minx∈[0,L] γ2(x) > 0. For any given interval I = [0, nL] with n ∈ Z+, we have ‖L(t)φ‖I 
e−γ t‖φ‖I . By the smoothness effect of parabolic operators, it then follows that for each t > 0,
the map S(t) : Cu∗ → C is compact with respect to the compact open topology. Thus, for any
U ⊂ Cu∗ , we have
α
((
Qt(U)
)
I
)
 α
((
L(t)(U))
I
)+ α((S(t)(U))
I
)
 e−γ tα(UI ).
This implies that (E3) is satisfied. 
According to Theorem 5.1, the map Q1 : Cu∗ → Cu∗ admits two spreading speeds c∗+ and c∗−.
In order to give a formula of c∗±, we use the linear operators approach (see [30,17]).
Consider the linearized equation of (7.1) at its zero solution:
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
∂u1(t, x)
∂t
= D(x)u1(t, x)+ fv(x,0)u1(t, x)− γ1(x)u1(t, x)+ γ2(x)u2(t, x),
∂u2(t, x)
∂t
= γ1(x)u1(t, x)− γ2(x)u2(t, x),
u(0, ·) = φ ∈ C.
(7.4)
Let {L(t)}t0 be the linear solution semigroup generated by (7.4), that is, L(t)φ = ut (φ), where
u(t, x;φ) is the unique solution of (7.4). For any given μ ∈ R, letting u(x, t) = e−μxv(t, x)
in (7.4), we see that v(t, x) = (v1(t, x), v2(t, x)) satisfies
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂v1(t, x)
∂t
= D(x)v1(t, x)− 2μD(x)∂v1(t, x)
∂x
+ (μ2D(x)+ fv(x,0))v1(t, x)
− γ1(x)v1(t, x)+ γ2(x)v2(t, x),
∂v2(t, x)
∂t
= γ1(x)v1(t, x)− γ2(x)v2(t, x),
v(0, x) = φ(x)eμx.
(7.5)
Let {Lμ(t)}t0 be the linear solution semigroup generated by (7.5), that is, Lμ(t)φ = vt (φ),
where v(t, x;φ) is the unique solution of (7.5). It then follows that
L(t)
[
e−μxφ
]
(x) = e−μxLμ(t)[φ](x), ∀t  0, x ∈ R, φ ∈ C.
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⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
λφ1(x) = D(x)φ1(x)− 2μD(x)∂φ1(t, x)
∂x
+ (μ2D(x)+ fv(x,0))φ1(x)− γ1(x)φ1(x)+ γ2(x)φ2(x), x ∈ R,
λφ2(x) = γ1(x)φ1(x)− γ2(x)φ2(x), x ∈ R,
φi(x +L) = φi(x), i = 1,2, x ∈ R,
(7.6)
and let λ¯(μ) be the principal eigenvalue of the scalar elliptic eigenvalue problem:
⎧⎪⎪⎨
⎪⎪⎩
λφ(x) = D(x)φ(x)− 2μD(x)∂φ(t, x)
∂x
+ (μ2D(x)+ fv(x,0))φ(x)
− γ1(x)φ(x), x ∈ R,
φ(x +L) = φ(x), x ∈ R.
By the same arguments as in the proof of [34, Lemma 3.1], we then have the following observa-
tion, which shows that λ(μ) can be computed in terms of λ¯(μ) in the case where both γ1(x) and
γ2(x) are spatially homogeneous.
Proposition 7.3. If both γ1(x) and γ2(x) are positive constant functions, then
λ(μ) = 1
2
[
λ¯(μ)− γ2 +
√(
λ¯(μ)+ γ2
)2 + 4γ1γ2 ],
and λ(μ) has the same sign as λ¯(μ)+ γ1.
We can also prove that λ(μ) is a convex function of μ on R. Further, we have the following
result.
Proposition 7.4. Assume that (F) holds and λ∗ > 0, and let c∗+ and c∗− be the rightward and
leftward spreading speeds of Q1, respectively. Then
c∗+ = inf
μ>0
λ(μ)
μ
, c∗− = inf
μ>0
λ(−μ)
μ
.
Furthermore, c∗+ + c∗− > 0.
Proof. By the assumption (F), we have f (x, v) fv(x,0)v, ∀x ∈ R, u 0. It then follows that
for any φ ∈ Cu∗ , the solution u(t, x;φ) of (7.1) satisfies
⎧⎪⎨
⎪⎩
∂u1(t, x)
∂t
D(x)u1(t, x)+ fv(x,0)u1(t, x)− γ1(x)u1(t, x)+ γ2(x)u2(t, x),
∂u2(t, x)
∂t
= γ1(x)u1(t, x)− γ2(x)u2(t, x),
(7.7)
for all t  0, x ∈ R. Thus, the comparison principle implies that Qt(φ) L(t)φ, ∀t  0, φ ∈ Cu∗ .
Letting t = 1, we have Q1(φ) L(1)(φ), ∀φ ∈ Cu∗ .
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by
Lμ[ψ](x) := eμx ·L(1)
[
e−μxψ
]
(x)
= eμx · e−μxLμ(1)[ψ](x) = Lμ(1)[ψ](x), ∀x ∈ R, ψ ∈ P.
It then follows that Lμ = Lμ(1), and hence, eλ(μ) is the principal eigenvalue of Lμ. Since
ln(eλ(μ)) = λ(μ) is a convex function of μ ∈ R, we can use the similar arguments as in [30,
Theorem 2.5] and [17, Theorem 3.10(i)] to obtain
c∗+  inf
μ>0
ln eλ(μ)
μ
= inf
μ>0
λ(μ)
μ
. (7.8)
For any given 
 ∈ (0,1), we can choose a δ > 0 such that
f (x, v) (1 − 
)fv(x,0)v, ∀v ∈ [0, δ], x ∈ R.
Since u(t, x;0) ≡ 0, there exists η ∈ Int(P) with η  u∗ such that u(t, x;η)  (δ, δ), ∀x ∈ R,
t ∈ [0,1]. By the comparison principle, we have
u(t, x;φ) u(t, x;η) (δ, δ), ∀φ ∈ Cη, x ∈ R, t ∈ [0,1].
It then follows that for any φ ∈ Cη , the solution u(t, x;φ) of (7.1) satisfies
⎧⎪⎨
⎪⎩
∂u1(t, x)
∂t
D(x)u1(t, x)+ (1 − 
)fv(x,0)u1(t, x)− γ1(x)u1(t, x)+ γ2(x)u2(t, x),
∂u2(t, x)
∂t
= γ1(x)u1(t, x)− γ2(x)u2(t, x),
(7.9)
for all x ∈ R, t ∈ [0,1]. Let {L
(t)}t0 be the solution semigroup generated by the linear system:
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
∂u1(t, x)
∂t
= D(x)u1(t, x)+ (1 − 
)fv(x,0)u1(t, x)− γ1(x)u1(t, x)+ γ2(x)u2(t, x),
∂u2(t, x)
∂t
= γ1(x)u1(t, x)− γ2(x)u2(t, x),
u(0, ·)= φ ∈ C.
(7.10)
Then the comparison principle implies that L
(t)(φ)Qt(φ), ∀φ ∈ Cη , t ∈ [0,1]. In particular,
L

(1)(φ)Q1(φ), ∀φ ∈ Cη .
Let λ
(μ) be the principal eigenvalue of the eigenvalue problem (7.6) with fv(x,0) replaced
by (1 − 
)fv(x,0). As argued above, the convexity of λ
(μ) and the similar arguments as in [30,
Theorem 2.4] and [17, Theorem 3.10(ii)] give rise to
c∗+  inf
ln eλ
(μ) = inf λ

(μ)
, ∀
 ∈ (0,1). (7.11)μ>0 μ μ>0 μ
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inf
μ>0
λ
(μ)
μ
 c∗+  inf
μ>0
λ(μ)
μ
, ∀
 ∈ (0,1).
Letting 
 → 0 in the above, we then have c∗+ = infμ>0 λ(μ)μ . By the change of variable v(t, x) =
u(t,−x), it follows that c∗− is the rightward spreading speed of the resulting equation for v. This
implies that c∗− = infμ>0 λ(−μ)μ .
Let μ1 > 0, μ2 > 0 be such that
c∗+ =
λ(μ1)
μ1
= inf
μ>0
λ(μ)
μ
, c∗− =
λ(−μ2)
μ2
= inf
μ>0
λ(−μ)
μ
.
Choose ρ = μ2
μ1+μ2 . Then ρμ1 − (1 − η)μ2 = 0, and ρ ∈ (0,1). Since λ(μ) is convex in μ, we
have
c∗+ + c∗− =
λ(μ1)
μ1
+ λ(−μ2)
μ2
= μ1 +μ2
μ1μ2
[
ρλ(μ1)+ (1 − ρ)λ(−μ2)
]
 μ1 +μ2
μ1μ2
λ
(
ρμ1 − (1 − ρ)μ2
)= μ1 +μ2
μ1μ2
λ(0) = μ1 +μ2
μ1μ2
λ0 > 0.
This completes the proof. 
By Propositions 7.2 and 7.4 and Theorem 5.2, we have the following result.
Theorem 7.1. Assume that (F) holds and λ∗ > 0, let u(t, x;φ) be the solution of (7.1) with
u(0, ·;φ) = φ ∈ Cu∗ , and let c∗± be defined as in Proposition 7.4. Then the following statements
are valid:
(i) For each c > c∗+ and c′ > c∗−, if φ ∈ Cu∗ with 0  φ   for some  ∈ P with  
u∗, and φ(·, x) = 0 for x outside a bounded interval, then limt→∞,xct u(t, x;φ) = 0 and
limt→∞,x−c′t u(t, x;φ) = 0.
(ii) For any c < c∗+, c′ < c∗−, if φ ∈ Cu∗ with φ ≡ 0, then limt→∞,−c′txct [u(t, x;φ)−u∗(x)] =
0.
The subsequent result is the consequence of Propositions 7.2 and 7.4 and Theorem 5.3.
Theorem 7.2. Assume that (F) holds and λ∗ > 0, and let c∗± be defined as in Proposition 7.4.
Then the following statements are valid:
(i) (7.1) has an L-periodic rightward traveling wave V (x − ct, x) connecting u∗ to 0 with
V (ξ, x) being continuous and nonincreasing in ξ ∈ R if and only if c c∗+.
(ii) (7.1) has an L-periodic leftward traveling wave V (x+ct, x) connecting 0 to u∗ with V (ξ, x)
being continuous and increasing in ξ ∈ R if and only if c c∗−.
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Consider the following porous medium equation in a tube with the Dirichlet condition:
⎧⎨
⎩
∂u
∂t
= ∂
2um
∂x2
+yum + u, x ∈ R, y = (y1, . . . , ym) ∈ Ω, t > 0,
u = 0 on R× ∂Ω × (0,+∞),
(7.12)
where Ω is a bounded domain in Rm with smooth boundary ∂Ω , m> 1, and y =∑mi=1 ∂2∂y2i .
Vazquez [26] showed that (7.12) has a unique positive steady state β(y), independent of x,
with β ∈ C0(Ω¯) and that there is a c∗+ > 0 such that (7.12) has a traveling wave solution
u(x, y, t) = W(x − c∗+t, y) with W(−∞, y) = β(y) and W(∞, y) = 0, and there is no such
a traveling wave solution with speed c < c∗+. It remains an open problem whether (7.12) admits
traveling wave solutions with speed c > c∗+. To give an affirmative answer to this problem, we
first recall some basic results on solutions of (7.12) (see [27]).
Proposition 7.5. The following statements are valid:
(a) For any initial data u0 ∈ C0(R× Ω¯) with 0 u0(x, y) β(y), (7.12) has a (weak) solution
u(t, x, y,u0) ∈ C(R+ ×R × Ω¯). Moreover, for any t > 0, y ∈ ∂Ω , u(t, x, y,u0)= 0.
(b) If φn,φ ∈ C0(R × Ω¯) with φn(x, y) → φ in any bounded subset of R × Ω¯ and tn → t , then
u(tn, x, y,φn) → u(t, x, y,φ) uniformly for (x, y) in any bounded subset of R ×Ω .
(c) For any initial data u0 ∈ C0(R × Ω¯) with 0  u0(x, y)  β(y) and any fixed t > 0,
u(t, x, y,u0) is Lipschitz continuous, and the Lipschitz constant is independent of u0.
(d) For any initial data φ1, φ2 ∈ C0(R×Ω¯) with 0 φ1(x, y) φ2(x, y) β(y) and any t > 0,
there holds u(t, x, y,φ1) u(t, x, y,φ2).
(e) For any initial data u0 ∈ C0(R × Ω¯) with u0(x, y) = u(y), independent of x, and 0 
u0(x, y)  β(y), u(t, x, y,u0) is independent of x and u(t, x, y,u0) → β(y) as t → ∞
uniformly for y.
Let X = C0(Ω¯), Y = C0(Ω¯), β = β(y) and K = Cβ . Define Qt : K → K by Qt [u0](x, y) :=
u(t, x, y,u0). With the help of Proposition 7.5, we can prove the following result:
Proposition 7.6. K satisfies (K1)–(K5) and {Qt }t0 is a semiflow on K, and for any t > 0,
Qt satisfies (A1)–(A4) and (A6). Furthermore, each Qt also satisfies (A5) for all ω ∈ Cβ with
0 <ω β , and Qt admits the reflection invariance property.
As mentioned in the introduction section, our arguments supporting the theory of spreading
speeds need a strong ordering in the space Y and an important property that if a sequence of
points yn → y as n → ∞, and y  z in Y , then yn  z for all sufficiently large n. Note that
Int(C+0 (Ω¯)) = ∅, and hence, the Banach space C0(Ω¯) is not strongly ordered. Thus, with our
current choice for Y , we cannot apply our abstract theory directly to the semiflow {Qt }t0.
However, we can obtain the existence of traveling wave solutions of (7.12) by the arguments in
Theorems 4.2 and 4.4.
Theorem 7.3. For any c > c∗+, (7.12) has a traveling wave solution W(x − ct, y) connecting
β(y) and 0.
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sequence an(c, κ; ·) as in Section 2. Moreover, a(c, κ; ·) = limn→∞ an(c, κ; ·) exists in K. Sup-
pose that φ W , where W is the profile of the traveling wave solution with speed c∗+. Define
the operator RW on K by RW [u] = max(W,T−cQ[W ]). It then follows that Rc,κ [u]  RW [u]
for any u ∈ K, and RW [W ] = W . Thus, an(c, κ; ·)W , and hence a(c, κ; ·)W . This implies
that a(c, κ;∞) = 0 since W(∞) = 0. The remained part of the proof is the same as that of
Theorems 4.2 and 4.4. 
We finish this subsection with an interesting observation. For any given φ ∈ C0(Ω¯), we define
‖φ‖β := inf
{
ρ  0: −ρβ(y) φ(y) ρβ(y), ∀y ∈ Ω¯}.
Let Z := {φ ∈ C0(Ω¯): ‖φ‖β < +∞} and Z+ := {φ ∈ Z: φ(y)  0, ∀y ∈ Ω¯}. It then follows
that (Z,Z+) is an order Banach space with Int(Y+) = ∅. Choosing Y to be Z and keeping all
the other choices in the above setting, we can easily see that Proposition 7.6 holds except for
the verification of the assumption (A2). Clearly, Qt [K] is a uniformly bounded subset of D
for each t > 0. If we can show that Qt : K → D is continuous for each t > 0, then (A2) is
satisfied, and hence, the abstract theory in Sections 3 and 4 imply that c∗+ is not only the spreading
speed but also the minimal wave speed for system (7.12). We leave this open problem for future
investigation.
7.3. A lattice equation in a periodic habitat
Consider the following lattice equation in a periodic habitat:
duj
dt
= dj+1uj+1 + djuj−1 − (dj+1 + dj−1)uj + f (j,uj ), j ∈ Z, (7.13)
where dj = dj−N for all j ∈ Z, N is a positive integer, and the function f : Z× [0,1] → R is of
class C1 in s for each j . The following hypotheses were made in [10]:
(L1) ∀j ∈ Z, f (j,0) = f (j,1) = 0.
(L2) ∀(j, s) ∈ Z× [0,1], f (j, s) = f (j −N,s).
(L3) ∀j ∈ Z, f ′s (j,0) := ∂f/∂s(j,0) > 0.
(L4) ∀(j, s) ∈ Z× (0,1), 0 < f (j, s) f ′s (j,0)s.
(L5) ∃α > 0, γ  0, ∀(j, s) ∈ Z × [0,1], f (j, s) f ′s (j,0)s − γ s1+α .
(L6) ∃ρ ∈ (0,1), ∀j ∈ Z, ∀ρ  s  s′  1, f (j, s) f (j, s′).
For λ ∈ R, we define the N ×N matrix Aλ := [aλ;i,j ] by
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
aλ;j,j = −(dj+1 + dj ), j = 1, . . . ,N,
aλ;j,j+1 = dj+1e−λ, j = 1, . . . ,N − 1,
aλ;j+1,j = dj+1eλ, j = 1, . . . ,N − 1,
aλ;1,N = d1eλ, aλ;N,1 = d1e−λ,
a = 0, |i − j | 2, (i, j) /∈ {(1,N), (N,1)}.λ;i,j
X. Liang, X.-Q. Zhao / Journal of Functional Analysis 259 (2010) 857–903 901Lastly, let D := [di,j ] be the diagonal N × N matrix with dj,j = f ′s (j,0) for all j = 1, . . . ,N .
Let M(λ) be the largest real eigenvalue of Aλ +D, whose existence is guaranteed by the Perron–
Frobenius theorem. It was proved in [10] that system (7.13) admits a minimal wave speed c∗+ for
(rightward) periodic traveling waves under assumptions (L1)–(L6), and
c∗+ = min
λ>0
M(λ)
λ
. (7.14)
However, spreading speeds were not addressed in [10]. In this subsection, we will show that c∗+
is also the (rightward and leftward) spreading speeds under assumptions (L1)–(L4).
We should point out that the spreading speed and traveling waves for system (7.13) can be
obtained essentially by the theory in [30]. Since the results in [30] were proved for discrete-
time systems un+1(x) = Q[un](x), one needs to apply this theory first to the time-one map of
(7.13) and then extends the obtained results to continuous-time solutions of (7.13). Note that this
extension was done for a one-parameter family of mappings {Qt }t0 in Sections 3 and 4 under
the condition that Q(t,φ) := Qt(φ) is jointly continuous in (t, φ) ∈ R × K (see also [17,18]).
Here we choose the lattice system (7.13) as an example to illustrate that one can also directly
employ our abstract results for continuous-time semiflows.
We use u(t, j,φ) to denote the solution of system (7.13), where φ = {φj }j∈Z. Define
Qt :K → K by Qt [φ](j) = u(t, j,φ), and let X = Y = R, β = 1, H = Z, K = C1, and r = N .
Thus, the sublattice H˜ = NZ. By the standard theory of lattice equations, we have the following
observation:
Proposition 7.7. Suppose that (L1)–(L4) hold. Then {Qt }∞t=0 is a semiflow on K. Moreover, Qt
satisfies (E1)–(E5) for any t > 0.
The following result shows that c∗+ is not only the minimal wave speed for rightward and
leftward periodic traveling waves but also the rightward and leftward spreading speeds for (7.13):
Theorem 7.4. Suppose that (L1)–(L4) hold, and let c∗+ = minλ>0 M(λ)λ . Then the following state-
ments are valid:
(1) If 0 φj < 1, ∀j ∈ Z and φj = 0 for any j with |j | sufficiently large, then for any c > c∗+,
limt→∞,|j |tc u(t, j,φ) = 0.
(2) If φj  0, ∀j ∈ Z and φ ≡ 0, then for any c < c∗+, limt→∞,|j |tc u(t, j,φ) = 1.
(3) System (7.13) has a periodic rightward traveling wave u(j, t) = v(j − ct, j) with v(x, j)
being N -periodic in j , nonincreasing in x and v(−∞, j) = 1, v(+∞, j)= 0, or a periodic
leftward traveling wave u(j, t) = v(j + ct, j) with v(x, j) being N -periodic in j , nonin-
creasing in x and v(+∞, j)= 1, v(−∞, j)= 0, if and only if c c∗+.
Proof. Let H = Z, X = Y = R, β = 1 and M = Cβ . Applying Theorems 5.2 and 5.3 to the
solution semiflow of (7.13), we obtain the existence of the (leftward and rightward) spreading
speeds c∗±. By [30, Theorems 2.4 and 2.5], as applied to the time one map of (7.13), we further
have
c∗+ = min
M(λ)
, c∗− = min
M(λ)
.
λ>0 λ λ<0 λ
902 X. Liang, X.-Q. Zhao / Journal of Functional Analysis 259 (2010) 857–903Since Aλ + D and A−λ + D are adjoint matrices, it follows that M(λ) = M(−λ), and hence
c∗− = c∗+. 
To finish this section, we remark that Theorems 5.2 and 5.3, together with Remark 4.1, were
applied recently in [32] to study spreading speeds and spatially periodic traveling waves for the
following nonlocal and delayed mature population model in a periodic habitat:
⎧⎪⎪⎨
⎪⎪⎩
∂u
∂t
= Dm(x)∂
2u
∂x2
− d(x,u)+
∫
R
Γ (τ, x, y)b
(
y,u(t − τ, y))dy, t > 0, x ∈ R,
u(θ, x) = φ(θ, x), θ ∈ [−τ,0], x ∈ R,
where Dm(x) is the diffusion coefficient, b(x,u) and d(x,u) are the birth and mortality rates,
τ is the averaged maturation period, and Γ (τ, x, y) is a kernel function.
Acknowledgment
We are grateful to the anonymous referee for careful reading and valuable comments which
led to an important improvement of our original manuscript.
References
[1] D.G. Aronson, H.F. Weinberger, Nonlinear diffusion in population genetics, combustion, and nerve pulse propaga-
tion, in: J.A. Goldstein (Ed.), Partial Differential Equations and Related Topics, in: Lecture Notes in Math., vol. 446,
Springer-Verlag, 1975, pp. 5–49.
[2] D.G. Aronson, H.F. Weinberger, Multidimensional nonlinear diffusion arising in population dynamics, Adv.
Math. 30 (1978) 33–76.
[3] H. Berestycki, F. Hamel, Front propagation in periodic excitable media, Comm. Pure Appl. Math. 55 (2002) 0949–
1032.
[4] H. Berestycki, F. Hamel, N. Nadirashvili, The speed of propagation for KPP type problems, I. Periodic framework,
J. Eur. Math. Soc. 7 (2005) 173–213.
[5] H. Berestycki, F. Hamel, L. Roques, Analysis of the periodically fragmented environment model: II – biological
invasions and pulsating traveling fronts, J. Math. Pures Appl. 84 (2005) 1101–1146.
[6] R.A. Fisher, The wave of advance of advantageous genes, Ann. Eugenics 7 (1937) 335–369.
[7] M.I. Freidlin, On wavefront propagation in periodic media, in: M. Pinsky (Ed.), Stochastic Analysis and Applica-
tions, in: Adv. Prob. Rel. Topics, vol. 7, Marcel Dekker, New York, 1984.
[8] M.G. Garroni, J.L. Menaldi, Green Functions for Second Order Parabolic Integro-Differential Problems, Longman
Scientific & Technical, Harlow, 1992.
[9] J. Gärtner, M.I. Freidlin, On the propagation of concentration waves in periodic and random media, Sov. Math.
Dokl. 20 (1979) 1282–1286.
[10] J.-S. Guo, F. Hamel, Front propagation for discrete periodic monostable equations, Math. Ann. 335 (2006) 489–525.
[11] K.P. Hadeler, M.A. Lewis, Spatial dynamics of the diffusive logistic equation with a sedentary compartment, Can.
Appl. Math. Q. 10 (2002) 473–499.
[12] J.K. Hale, Asymptotic Behavior of Dissipative Systems, Math. Surveys Monogr., vol. 25, American Mathematical
Society, Providence, RI, 1988.
[13] W. Hudson, B. Zinner, Existence of traveling waves for reaction–diffusion equations of Fisher type in periodic
media, in: Boundary Value Problems for Functional Differential Equations, World Scientific, 1995, pp. 187–199.
[14] Y. Jin, X.-Q. Zhao, Spacial dynamics of a discrete-time population model in a periodic lattics habitat, J. Dynam.
Differential Equations 21 (2009) 501–525.
[15] A.N. Kolmogorov, I.G. Petrovskii, S.N. Piskunov, Etude de lequation de la diffusion avec croissance de la quantite
de matiere et son application a un probleme biologique, Bull. Univ. dEtat Moscou Ser. Intern. A 1 (1937) 1–26.
X. Liang, X.-Q. Zhao / Journal of Functional Analysis 259 (2010) 857–903 903[16] B. Li, H.F. Weinberger, M.A. Lewis, Spreading speeds as slowest wave speeds for cooperative systems, Math.
Biosci. 196 (2005) 82–98.
[17] X. Liang, X.-Q. Zhao, Asymptotic speeds of spread and traveling waves for monotone semiflows with applications,
Comm. Pure Appl. Math. 60 (2007) 1–40; Comm. Pure Appl. Math. 61 (2008) 137–138 (Erratum).
[18] X. Liang, Y. Yi, X.-Q. Zhao, Spreading speeds and traveling waves for periodic evolution systems, J. Differential
Equations 231 (2006) 57–77.
[19] R. Lui, Biological growth and spread modeled by systems of recursions, I. Mathematical theory, Math. Biosci. 93
(1989) 269–295.
[20] R.H. Martin, Nonlinear Operators and Differential Equations in Banach Spaces, John Wiley & Sons, 1976.
[21] J.D. Murray, Mathematical Biology, I and II, third edition, Interdiscip. Appl. Math., vol. 17, Springer-Verlag, New
York, 2002.
[22] R.D. Nussbaum, Eigenvectors of nonlinear positive operator and the linear Krein–Rutman theorem, in: Fixed Point
Theory, in: Lecture Notes in Math., vol. 886, Springer-Verlag, New York, 1981, pp. 309–331.
[23] L. Rass, J. Radcliffe, Spatial Deterministic Epidemics, Math. Surveys Monogr., vol. 102, American Mathematical
Society, Providence, RI, 2003.
[24] N. Shigesada, K. Kawasaki, Biological Invasions: Theory and Practice, Oxford University Press, 1997.
[25] N. Shigesada, K. Kawasaki, E. Teramoto, Traveling periodic waves in heterogeneous environments, Theor. Popul.
Biol. 30 (1986) 143–160.
[26] J.L. Vazquez, Porous medium flow in a tube: Traveling waves and KPP behavior, Commun. Contemp. Math. 9
(2007) 731–751.
[27] J.L. Vazquez, The Porous Medium Equation, Mathematical Theory, Oxford University Press, 2007.
[28] A.I. Volpert, Vitaly A. Volpert, Vladimir A. Volpert, Traveling Wave Solutions of Parabolic Systems, Transl. Math.
Monogr., vol. 140, American Mathematical Society, 1994.
[29] H.F. Weinberger, Long-time behavior of a class of biological models, SIAM J. Math. Anal. 13 (1982) 353–396.
[30] H.F. Weinberger, On spreading speeds and traveling waves for growth and migration models in a periodic habitat,
J. Math. Biol. 45 (2002) 511–548.
[31] H.F. Weinberger, K. Kawasaki, N. Shigesada, Spreading speeds of spatially periodic integro-difference models for
populations with non-monotone recruitment functions, J. Math. Biol. 57 (2008) 387–411.
[32] P. Weng, X.-Q. Zhao, Spatial dynamics of a nonlocal and delayed population model in a periodic habitat, Discrete
Contin. Dyn. Syst. Ser. A, in press.
[33] J. Xin, Front propagation in heterogeneous media, SIAM Rev. 42 (2000) 161–230.
[34] K.F. Zhang, X.-Q. Zhao, Asymptotic behavior of a reaction–diffusion model with a quiescent stage, Proc. R. Soc.
A 463 (2007) 1029–1043.
[35] X.-Q. Zhao, Dynamical Systems in Population Biology, Springer-Verlag, New York, 2003.
