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Abstract
We present a first implementation of the Dendritic Needle Network (DNN) model for dendritic crystal growth in
three dimensions including convective transport in the melt. The numerical solving of the Navier-Stokes equations
is performed with finite differences and is validated by comparison with a classical benchmark in fluid mechanics
for unsteady flow. We compute the growth behavior of a single equiaxed crystal under a forced convective flow.
As expected, the resulting dendrite morphology differs strongly from the case of the purely diffusive regime
and from similar two-dimensional simulations. The resulting computationally efficient simulations open the way
to studying mechanisms of microstructure selection in presence of fluid flow, using realistic alloys and process
parameters.
1. Introduction
Dendritic microstructures are common in
solidification-processed metals and alloys [1, 2].
Their morphology has crucial influence on the
thermo-mechanical properties of these materials [3].
Dendritic patterns are shaped by the interaction of
individual dendritic branches and hence arise from
mechanisms on different length scales, i.e. phenomena
on the scale of the microscopic solid-liquid interface,
and macroscopic heat and solute transport. For
decades, the aim to bridge scales has motivated the
development of a wide range of multiscale simulations
approaches, e.g. using dedicated formulations for
enthalpy terms [4], volume-averaged conservation
equations [5], cellular automata coupled with finite
elements [6] or finite differences [7], or dynamics of
grain envelopes [8], to name a few. Macroscopic heat
and solute transport can be strongly influenced by
advective currents. Since buoyancy can be caused by
gravity [9–11], it is almost impossible to carry out
solidification experiments in homogeneous conditions.
Experiments with reduced gravity have provided
important insight into the effect of buoyancy onto
microstructure selection [12–14], however only at
great expense, which is why the modeling of dendritic
growth under fluid flow is of tremendous interest.
In contrast to growth in the purely diffusive regime,
in the presence of fluid flow, growing crystals are
asymmetric. The problem has been investigated ana-
lytically, e.g. using a diffusive boundary layer (“stag-
nant film”) around the dendrite [15–17], and compu-
tationally, e.g. with models that explicitly track the
solid-liquid surface [18–20] or phase-field (PF) simu-
lations [21–26]. However, these models still require
a reasonably accurate resolution of the dendrite tip
morphology, which limits their use in the case of con-
centrated alloys that usually solidify with thin needle-
like branches with a tip radius much lower than the
scale of macroscopic transport of heat and solute in
the melt.
To address this multiscale problem we developed a
dendritic needle network (DNN) model, in which the
dendrite branches are represented as thin paraboloids.
The model quantitatively predicts the dynamics of
individual branches in complex hierarchical networks
during alloy solidification at a scale much larger than
the diffusion length, and it is particularly adapted to
solidification at low supersaturation, i.e. low Pe´clet
number, when phase field simulations become pro-
hibitively costly. The key computational advantage
of the method comes from the fact that the numeri-
cal grid spacing can be chosen of the same order as
the dendrite tip radius, which is typically one order
of magnitude coarser than the requirement for quanti-
tative phase-field simulations. This results in simula-
tions faster by several orders of magnitude, with mini-
mal loss in accuracy [27]. The DNN model, developed
in two dimensions (2D) [28] and three dimensions (3D)
[29], was already verified against classical theories and
phase-field simulations of dendritic growth, and vali-
dated against directional solidification experiments in
a predominantly diffusive transport regime [29–31]. A
first incorporation of fluid flow in 2D was also achieved
[32]. However, since flow patterns strongly differ in 2D
and 3D, quantitative simulations require a 3D imple-
mentation. Here we present first results of the DNN
model including fluid flow in 3D.
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2. Model
2.1. Sharp-interface problem
Considering a binary alloy at a temperature T =
T0 below its liquidus temperature TL, we introduce a
dimensionless form of the solute concentration field c,
i.e. the supersaturation
U :=
c0 − c
(1− k)c0 (1)
with c0 and k the liquid equilibrium concentration at
T = T0 and the interface solute partition coefficient,
respectively. Neglecting diffusion in the solid phase,
the solute concentration in the liquid close to the
solid-liquid interface (e.g. within a diffusive bound-
ary layer) follows
∂tU = D∇2U. (2)
Solute mass conservation at the interface takes the
form of a Stefan condition
vn = D∂nU |i , (3)
that relates the interface normal velocity vn to the
normal solute concentration gradient ∂nU |i. Neglect-
ing kinetic undercooling, the Gibbs-Thomson relation
for interfacial equilibrium is
Ui = d0fγ(θ)κ, (4)
where κ is the interface curvature, d0 =
Γsl/ [|m|(1− k)c0] the solutal capillary length
with the liquidus slope m < 0 and the Gibbs-
Thomson coefficient Γsl. The anisotropy function
fγ(θ) represents the dependence of the interface
stiffness γ(θ) + ∂2θγ(θ) = γ0fγ(θ) upon the interface
orientation θ, where γ(θ) is the excess free-energy of
the solid-liquid interface and γ0 is its average value
[33, 34]. Eqs. (2) - (4) describe the sharp interface
problem for a growing solid-liquid interface, combined
with an imposed supersaturation
Ω :=
c0 − c∞
(1− k)c0 (5)
far away from the interface, with c∞ the nominal so-
lute concentration.
2.2. DNN model
The DNN model is designed to model solidifica-
tion at low supersaturation, i.e. at a Pe´clet num-
ber Pe = RV/(2D)  1, with R and V the dendrite
tip radius and velocity, respectively, and D the liquid
solutal diffusion coefficient. With a tip radius much
smaller than the diffusion length lD = D/V , conser-
vation equations can be derived at different length
scales, such that: (i) mass conservation on an inter-
mediate scale between the tip radius R and the diffu-
sion length, provide the product RV (or RV 2 in 2D),
and (ii) microscopic solvability theory at the scale of
R prescribes the constant value of R2V . The combi-
nation of those conditions, described below, enables to
obtain the instantaneous growth conditions R(t) and
V (t) for each dendritic tip.
2.3. Microscopic solvability condition at the scale of
the dendrite tip
The well-established solvability theory [35–38]
states that the sharp-interface problem described by
eqs. (2) - (4) has a steady solution only if
R2V =
2Dd0
σ
, (6)
where the selection parameter σ is uniquely deter-
mined by the strength of the interface crystalline
anisotropy. The theory was confirmed using PF sim-
ulations [39–41], which even showed that the product
R2V relaxes to a constant very early during growth,
while R(t) and V (t) still undergo significant variations
[41]. Analytical [42] and phase-field [22, 24, 25] stud-
ies have also shown, that σ remains constant up to
fluid velocities about one order of magnitude higher
than the tip velocity. Thus, the DNN model considers
eq. (6) to be valid at all times.
2.4. Conservation of solute on an intermediate scale
On a scale larger than the tip radius, dendritic
branches appear sharp and curvature effects can be
neglected, so that the equilibrium concentration U =
Ui ≈ 0 is assumed along the interface. Assuming a
paraboloid with its tip at xt and a cross section of
radius ri(x) =
√
(2R(xt − x)) growing in a shape-
preserving manner with velocity V , the mass conser-
vation (eq. (3)) integrated over a contour Γ0 that
spans until a length a behind the tip (see figure 1)
yields
D
∫
Γ0
(∂nU)dΓ0 =
∫ 2pi
0
∫ ra
0
V r dr dθ = 2piaRV, (7)
where ra is the cross section of the paraboloid at x =
xt − a. By introducing the flux intensity factor (FIF)
F := 1
2pia
∫∫
Γ0
(∂nU) dΓ0, (8)
the product RV can be expressed as
RV = DF . (9)
To integrate over Γ0, we use the divergence theorem
and the assumption of a Laplacian field in a moving
frame with velocity V , i.e. D∇2U = −V ∂xU , yielding∫∫
Γ0
(∂n∗U) dS =
∫∫
Γi
(∂nU) dS+
V
D
∫∫∫
Σi
(∂xU) dV.
(10)
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Figure 1: Conservation of solute on the needle tip moving with
velocity V on an intermediate scale larger than the tip radius
R but smaller than the diffusion length lD = D/V .
2.5. Navier-Stokes equation in the liquid phase
We consider the liquid phase to be an incompress-
ible and newtonian fluid, in which the mass con-
servation results in the incompressibility condition
∇ · u = 0. The conservative Navier-Stokes equations
as a statement of momentum conservation read
ρ [∂tu+∇ · (uu)] = F −∇p+ η∇2u, (11)
where u is the velocity field of the fluid, p is the pres-
sure field, η the dynamic viscosity, ρ the fluid density
and F represents external body forces, e.g. gravity-
induced buoyancy. The transport of solute within the
liquid is described by the advection-diffusion equation
∂tU +∇ · (uU) = ∇(D∇U). (12)
2.6. Implementation
Equations are solved using a method previously pre-
sented in 2D [32]. We use a projection method to
solve of the momentum equation, with an iterative
successive over relaxation method [32] for the incom-
pressibility condition ∇ · u = 0. Space is discretized
using finite differences on a homogeneous grid of cubic
elements with staggered velocity components. Time
stepping uses an explicit Euler method. The flux in-
tensity factor F is integrated over a sphere centered
around the tip location, similarly as done with a circle
in 2D [32]. The code is implemented in C-based cuda
programming language, which allows for paralleliza-
tion on Nvidia graphic cards.
3. Code validation
3.1. Usteady flow past an obstacle
First we validate the implementation of the Navier-
Stokes equation for an unsteady flow. To do so, we
simulate a von Krmn vortex street instability past a
cylindrical obstacle with different Reynolds numbers,
which was extensively studied theoretically, numeri-
cally, and experimentally [43–48]. An inflow velocity
of ui = 1 is imposed at x = 0 in a cuboidal domain
with dimensions Lx×Ly ×Lz with 25.5 ≤ Lx ≤ 34.7,
10.1 ≤ Ly ≤ 3.4, and 0.21 ≤ Lz ≤ 0.56, using a dis-
crete grid element size ∆x = 0.04 (for Re ≤ 150), and
0.035 (for Re > 150). A cylindrical obstacle of axis z
and diameter d = 1.75 is set at x ≈ 9. The boundaries
parallel to the flow are set with free slip conditions,
while the outflow at the upper x boundary is free. The
resulting oscillatory flow can be characterized by the
Strouhal number St = fd/ui, that uniquely depends
on the Reynolds number, with f being the outflow
frequency. For 49 < Re < 180 the Strouhal number
follows a universal law [43], while for higher Reynolds
numbers the flow becomes three dimensional and fol-
lows a different law [44]. Fig. 2a-b shows a snapshot
slice through the three dimensional domain, illustrat-
ing iso-values of the vorticity magnitude for a Reynold
number of 50 (a) and 175 (b). In Fig. 2c the predic-
tions for St(Re) compare well with the universal laws
assessed experimentally, with a deviation by less than
3%.
3.2. Steady state growth of an isolated dendrite
Next, we test the growth of a free dendrite com-
pared to the analytical Ivantsov solution [49], which
relates the Pecle´t number Pe = RV/(2D) to the solute
supersaturation as
Ω =
√
piPe exp (Pe) erfc
(√
Pe
)
=: Iv2D(Pe)
with erfc (u) = 1− 2√
pi
∫ ∞
u
exp (−s2) ds, (13)
Ω = Pe exp (Pe) E1(Pe) =: Iv3D(Pe)
with E1(u) =
∫ ∞
u
exp (−s)
s
ds, (14)
in 2D and 3D, respectively.
We simulate the growth of a single dendrite at a
given imposed supersaturation until a steady state
is reached, and compare the resulting Pe´clet number
with the theoretical solution. We use a grid size of
230 × 230 × 230 with a grid spacing ∆x that yields
∆x = lD/15 over a time of at least 50D/V
2
s . A unique
needle is set to grow in the x+ direction and no-flux
conditions are applied on all boundaries. The needle
is located either at the center (for Ω ≤ 0.02) or at the
edge (for Ω > 0.2) of the domain in y and z. The
domain is shifted progressively to keep the location of
the tip at 1/3 of the domain length in x. The FIF
integration radius is rFIF = 5∆x.
Fig. 3 illustrates the comparison with the analytic
law, showing that Pe, while slightly overestimated at
low Ω, the model essentially reproduces the expected
steady growth velocity across orders of magnitude in
the Pe´clet number.
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Figure 2: (a) and (b) Contour plots of the absolute value of the vorticity in a flow with Re = 50 and Re = 175, respectively, past a
cylindrical obstacle with the maximum value shown in white and the minimum value in black. The gray streamlines indicate that
the domain is large enough for the boundary conditions to not come into play. The cross section was taken in the center of the
three dimensional domain. (c) Strouhal versus Reynolds number in comparison with universal laws from the literature, i.e. [43] for
49 < Re < 180 and [44] for Re ≥ 180. The shaded area indicates a 5% uncertainty margin.
10−4 10−3 10−2 10−1
Pe
10−3
10−2
10−1
Ω
Iv3D(Pe)
DNN3D
Figure 3: Imposed supersaturation Ω versus Pe´clet number Pe
of a single isolated dendrite predicted by 3D DNN simulations
in comparison with the analytical Ivantsov law Iv3D(Pe) [49].
The grid spacing ∆x was chosen so that the diffusion length
lD = 15∆x. Each value is an average over a time range that
covers several oscillations. The error bars correspond to the
standard deviation.
4. Equiaxed crystal growth in a forced flow
4.1. Simulations
Finally, having independently verified the imple-
mentation of the Navier-Stokes equations and den-
dritic growth in the diffusive regime, we simulate the
growth of equiaxed dendrites under forced flow. We
perform simulations in both 2D and 3D for conditions
close to those studied in 2D in [32]. We consider a
model alloy of Schmidt number Sc = ν/D = 20, with
ν = η/ρ the kinematic viscosity, at a solute supersat-
uration Ω = 0.5. We use a tip selection parameter
σ = 0.06 in 2D and σ = 0.04 in 3D, which both corre-
spond to a solid-liquid interface energy anisotropy of
amplitude ≈0.01 for a one-sided model [37].
For the 3D simulation we use a domain with a size
of Lx × Ly × Lz = 51.0Rs × 25.4Rs × 25.4Rs with a
grid spacing of ∆x = 0.1Rs. An inflow with velocity
(ui, 0, 0) is imposed at the left boundary (x = 0), while
the right boundary is set to allow free outflow, and the
remaining boundaries hold free-slip conditions for the
velocity (i.e. v = ∂v/∂y = 0 in for y-boundaries and
w = ∂w/∂z = 0 for z-boundaries). Mirror symmetry
conditions are applied for the diffusive field U at all
boundaries. Exploiting the symmetry of the domain
and the expected laminar flow, we initiate a single
equiaxed grain along the the (y = z = 0) edge of
the domain, centered at (25.5Rs, 0, 0). The grain con-
sists four branches, with directions x+, x−, y+, and
z+, and initial radii and lengths of 0.4Rs and 2Rs,
respectively. For the 2D simulation, we use similar
boundary conditions and grid spacing but with a size
of Lx × Ly = 205Rs × 102Rs. The grain is generated
at (102Rs, 0).
For similar physical parameters, the expected
steady state velocities Vs in 2D and 3D differ, such
that the scaled inflow velocities ui/Vs also differ.
Combining microscopic solvability (6) with the def-
inition of the Pe´clet number, Pe = RV/(2D), one
can write Vsd0/D = 2σP
2
s . For Ω = 0.5, since
the Pe´clet number is 0.1873 in 2D and 0.6101 in
3D, the steady growth velocity Vs in 3D is about 7
times higher than in 2D. The inflow velocity is set to
ui = 0.0421/d0, which corresponds to ui/Vs = 10.0 in
2D and ui/Vs = 1.41 in 3D.
The total simulation time is chosen as 20Rs/Vs,
which was found to be sufficient to achieve steady-
state growth. For both 2D and 3D simulations, the
numerical parameters are K∆t = 0.6, ωup = 0.9,
ωSOR = 1.7 and rSOR = 10
−3 (see Ref. [32] for
details). The FIF integration domain has a radius
rFIF = 5∆x. Side branches are generated every time
a needle grows by 10Rs.
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Figure 4: (a) Dendritic grain (gray) under forced flow predicted by the DNN model at a time 20Rs/Vs. The iso-surfaces indicate
the dimensionless solute field field U from 0 to 0.5 with steps of 0.1 and the streamlines show the laminar flow around the crystal.
(b) and (d) show the cross section along the fluid flow direction. The colored contour lines indicate the field U ; the black lines show
the location of the solid-liquid interface at tVs/Rs = 0, 4, 8, 12, 16, and 20. The gray streamlines represent iso-values of the stream
function. The plots do not show the complete simulation domain. Plot (b) shows a higher density of thinner streamlines close to the
dendrite in order to highlight the convective vortices next to the downstream tip. (c) Velocities of the upstream, downstream and
transverse tips over time. The values correspond to average values over a small time range in order to smoothen the curves.
4.2. Results
The 3D simulation was performed in under 20 h
with a single Nvidia RTX 2080TI GPU, and the re-
sults are illustrated in Fig. 4. Fig. 4a shows the grain
shape in the 3D simulation after a time 20Rs/Vs, with
iso-surface of the solute field and streamlines of the
flow. Fig. 4b shows the evolution of the upstream
(US), downstream (DS), and transverse (T) tips in
both 2D and 3D simulations. Fig. 4c-d shows the
interface, solute field, and streamlines in 2D (c) and
along the (z = 0) plane in 3D (d).
Qualitatively, the effect of fluid flow on the tip ve-
locities is similar, namely the upstream tip velocity is
increased, the downstream tip velocity is decreased,
and the steady transverse tip velocity is barely af-
fected. However, the amount of change differs sub-
stantially between 2D and 3D simulations. The up-
stream velocity increase is much higher in 2D (about
3 times higher than the transverse tip velocity) than
in 3D (increased by about 40%). This is not only due
to the the different scaling of Vs in 2D and 3D, but
also to the resulting flow pattern. As already pointed
out in previous studies [23–25, 50], in 3D the flow can
easily pass by the transverse arm while in 2D the arm
acts as a wall that the flow has to entirely go around.
As a result, the flow velocities are overestimated in
2D, and flow patterns are also importantly affected.
An important consequence on the flow pattern is
the formation of convective vortices around the down-
stream arm, which only appear in 2D. An outcome of
these 2D vortices is that the downstream tip acceler-
ates as the vortices feed it solute, and hence the tip
cannot reach a steady state. Meanwhile, in 3D, the
downstream tip seems to reach a well-defined steady
growth velocity.
5. Summary and outlook
We presented the first three-dimensional implemen-
tation of the Dendritic Needle Network (DNN) model
for binary alloy isothermal solidification with fluid
flow. The code implementation was validated for un-
steady oscillatory flow past an obstacle, and verified
for steady state growth in the diffusive regime. Then,
we performed simulations of equiaxed growth of a sin-
gle grain in a forced flow and compared results of 2D
and 3D simulations. The results show that the growth
dynamics significantly deviates from diffusive solidifi-
cation. Furthermore, the acceleration of the upstream
tip and deceleration of the downstream tip, differ sig-
nificantly in the 2D and 3D cases, in agreement with
previous studies [23, 24]. These results further high-
light the importance of 3D simulations in order to
produce results that can be compared to experiments
or solidification processes on a quantitative basis.
In the future, we expected the DNN model to pro-
vide computationally efficient and spatially extended
simulations of solidification in a low Pe´clet number
regime that remains challenging to established simu-
lation methods such as phase-field. This should allow
exploring the mechanisms of microstructure selection
5
at the scale of thousands of dendrites [29, 31]. On-
going and upcoming developments from this work in-
clude: quantitative comparison to phase field simula-
tions [23, 24], study of the effect of the relative orien-
tations of crystal and flow [50, 51], and the extension
to directional solidification conditions [28, 29] in or-
der to study, for instance, the selection of dendritic
spacings in the presence of micro- or hyper-gravity
conditions [52, 53], or the selection of grain boundary
orientations during columnar grain growth competi-
tion [54, 55].
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