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Abstract—Elliptically symmetric distributions are widely used
in portfolio modeling, as well as in signal processing applications
for modeling impulsive background noises. Of particular interest
are algorithms for covariance estimation and subspace detection
in such backgrounds.
This article tackles the issue of correctly estimating the covari-
ance matrix associated to such models and detecting additional
signal superimposed on such distributions. A particular attention
is given to the proper accounting of the circular symmetry for the
subclass of complex elliptical distributions in the case of complex
signals.
In particular Tyler’s estimator is shown to be a maximum
likelihood estimate over all elliptical models, and its extension to
the complex case is shown to be a maximum likelihood estimate
for the subclass of complex elliptical models (CES); other M-
estimators are also shown to be maximum likelihood estimates
over some restricted classes of elliptical models. The extension
of Tyler’s and other M-estimators to constrained covariance
estimation is also discussed, in particular for toeplitz constrains.
Finally likelihood ratio signal detection tests associated to the
various estimators introduced in this article are also discussed.
Index Terms—Maximum likelihood estimation, KL-divergence,
entropy, elliptical distributions, complex elliptical distributions,
adaptive detection, iterative algorithm
I. INTRODUCTION: ELLIPTICALLY SYMMETRIC
DISTRIBUTIONS
Elliptically symmetric distributions constitute a wide class
of distributions which generalize multivariate gaussian models
[6][37][28]. Some examples are the K-distributions [7], the t-
distributions [20] [27], the generalized gaussian distributions
[26], or the larger class of compound gaussian models (CG)
[9] [14] [29], which are widely used in simulations as they
are easy to generate.
Such distribution models are generally applied for applications
in which the symmetry properties of a standard multivariate
gaussian distribution are desirable, but for which one wants
to modelize heavy tailed distributions. Some applications of
interest include portfolio modeling in statistical finance, as
well as the modeling of highly impulsive noises in signal
processing such as clutter signal in RADAR and SONAR
applications[10].
A. Notations and conventions, and some useful formulae
In the following development, the following notations and
conventions shall be observed:
• For any topological space R1 and R2, the topological
space R1 × R2 is the product of R1 and R2, whereas
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R1 ∨ R2 is the disjoint union of R1 and R2. One also
notes, for a topological space R, RN to be the product
of N copies of R and ∨NR to be the disjoint union of
N copies of R.
• Let R1, ..., RN be topological spaces, and let µn be
a measure defined on Rn for 1 ≤ n ≤ N . The
measure µ1 . . . µn =
∏N
n=1 µn is the product measure
of (µn)1≤n≤N defined on
∏N
n=1Rn, whereas
µ1 ∨ · · · ∨ µn =
∨N
n=1 µn is the measure of
∨N
n=1Rn
such that its restriction to Rn is µn for 1 ≤ n ≤ N and
is the joint measure of (µn)1≤n≤N .
Moreover for a topological space R and a measure µ
defined on R, µN is the product measure of N copies of
µ defined on RN , whereas ∨Nµ is the joint measure of
N copies of µ defined on N · R.
• The vector space Cd is canonically identified to R2d [31].
• Hd(R) is the set of symmetric matrices of size (d, d);
Hd(C) is the set of hermitian matrices of size (d, d).
H+d (K) is the subset of matrices of H+d (K) which are
positive; HP+d (K) is the subset of matrices of H+d (K)
of unit determinant.
• X† is the transpose of any real matrix or vector X , or
the transpose conjugate of any complex matrix or vector
X .
• µRd is the Lebesgues measure of the space Rd. Similarly,
µCd is the Lebesgues measure of Cd ' R2d.
• µR+ designates the restriction of µR to R+.
• Sd−1 is the (d − 1)-sphere, which is identified as the
following part of Rd: Sd−1 '
{
x ∈ Rd;x†x = 1}.
• sd−1 shall denote the probability distribution of Sd−1
isotropic for the canonical scalar product of Rd, defined
by:
〈y, x〉 =
d−1∑
k=0
ykxk (1)
• Ud designates S2d−1 identified to
{
x ∈ Cd;x†x = 1} in
Cd.
• ud designates the probability measure of Ud isotropic for
the canonical scalar product of Cd, defined by:
〈y, x〉 =
d−1∑
k=0
ykxk (2)
• [Cd] designates the space C
d
U1 , whose elements are noted:
[x] =
{
y ∈ Cd;∃u ∈ U1, y = ux
}
. It is a space of
dimension 2d − 1 over R; one defines its Lebesgues
measure µ[Cd] to be its unique measure µ invariant
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by translation such that
∫
[x]∈S∞
[Cd]
dµ ([x]) = 1 with
S∞Cd = {[x] ∈ [C]; max0≤k≤d−1 |xk| ≤ 1}.
• CP d−1 designates the d−1 projective space over C; Note
that CP d−1 ' UdU1 ; its elements are noted:
[x] = {ux;u ∈ U1} with x ∈ Ud.
• δRx is the Dirac delta distribution centered in x in the
space R.
• Measures on Rd or Cd and their respective spheres can
be related in the following ways:
dµRd(x) =
2pi
d
2
Γ( d2 )
‖x‖d−1dµR+ (‖x‖) sd−1
(
x
‖x‖
)
dµCd(x) =
2pid
(d−1)!‖x‖2d−1dµR+ (‖x‖)ud
(
x
‖x‖
) (3)
• One shall note:
hδ = H
(
δR0 |µR
)
=
∫
t∈R
log
(
dδR0
dt
(t)
)
dδR0 (t) (4)
hδ is the entropy of the Dirac distribution relative to
the Lebesgues measure of R, which is considered as
positive and infinite. It can be used to express different
other entropies in higher dimensional settings:
H
(
δR
d
x |µRd
)
= dhδ
H
(
δC
d
x |µCd
)
= 2dhδ
(5)
B. A first step: Spherically symmetric distributions as a gen-
eralization of isotropic gaussian distributions
A spherically symmetric distribution of Rd is a distribu-
tion which, like the isotropic gaussian distribution, exhibits
complete invariance by any linear orthonormal transformation.
Such a distribution P can be noted:
dP (x) = dQ (‖x‖) dsd−1
(
x
‖x‖
)
(6)
with Q being any probability measure on R+ [28]. Q is the
radial distribution of the spherically symmetric distribution
P .
Note for example that an isotropic gaussian distribution
would correspond to dQ(r) = σdQ0(σr) with Q0 being a
χ(d) distribution and σ ∈ R+ [31].
Since the distribution Q can take on any value, this allows for
the modeling of arbitrarily impulsive isotropic distributions.
C. Application to the anisotropic case : Elliptically symmetric
distributions
Spherically symmetric distributions can be generalized to
take into account distributions which would be isotropic for
any scalar product over Rd by applying a simple linear variable
change:
Let A ∈ GLd (R) and X be a random variable following
a spherically symmetric distribution of radial distribution Q.
Then the random variable AX follows a full rank elliptically
symmetric distribution [6][28]. Its distribution can be recast
as:
dP (x) = |A| dQ (‖Ax‖) dsd−1
(
Ax
‖Ax‖
)
(7)
Noting R =
(
A†A
)−1
which is called the correlation matrix
of the distribution P and noting its Cholesky decomposition
R = L(R)L(R)†, this distribution can be recast as:
dP (x) =
1√|R|dQ
(√
x†R−1x
)
dsd−1
(
L(R)−1x√
x†R−1x
)
(8)
Thus an elliptically symmetric distribution (ES) is com-
pletely parametrized by its radial distribution Q and its correla-
tion matrix R. Moreover those are uniquely defined if one adds
a normalizing constrain to R, such as |R| = 1 or tr(R) = Cste.
The condition |R| = 1 is generally assumed in theoretical
studies for convenience; indeed the expression as given by (8)
then simplifies as:
dP (x) = dQ
(√
x†R−1x
)
dsd−1
(
L(R)−1x√
x†R−1x
)
(9)
On the other hand the condition tr(R) = Cste is much
easier to handle in numerical computations.
The class of ES distributions is quite vast and in many appli-
cations, one could restrict the study to elliptically symmetric
distributions of a specific kind, for which the radial distribution
is parametrized by a few parameters. In this paper, we focus
on two following situations:
• the case when one has no a priori on the radial dis-
tribution. The radial distribution can therefore be any
probability distribution over R+. This is the most general
case.
• the case in which the radial distribution is a scaled version
of a unique base distribution: dQ(r) = σdQ0(σr), with
σ > 0; this is notably the case of gaussian distributions,
for which Q corresponds to a χ2(d) distribution. Thus
such a class of distributions is parametrized by its corre-
lation matrix R and the positive scale factor σ.
II. COVARIANCE ESTIMATION OF AN ES DISTRIBUTION
This section deals with the derivation of estimators of the
covariance matrix for elliptically symmetric distributions.
A. Maximum likelihood: general motivation and background
The principle of maximum likelihood estimation is applied
in many fields, as it generally has many desirable properties
[30]. As was noted by Akaike [1], this principle can in fact
be restated in terms of entropy.
Indeed consider a probability distribution model P and a
sampling distribution S defined on some space R, which
corresponds to the observed data. The log-likelihood score of
the model P for the distribution model S can be defined by:
l(P |S) =
∫
x∈R
log
(
dP
dS
(x)
)
dS(x) (10)
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This in fact corresponds to minus the entropy of the sam-
pling distribution S relative to the model distribution P (also
known as KL-divergence) [21]:
l(P |S) = −H(S|P ) (11)
Hence maximizing the likelihood l(P |S) is equivalent to
minimizing the amount of information lost by choosing the
model P compared to the information contained in the sam-
pling distribution S.
B. Maximum likelihood under independent, identically dis-
tributed hypothesis
A very common hypothesis in estimation problems is that
of supposing that one has N samples which are a priori
identically distributed, and independant of each other.
The considered distributions are then valued in R = ∨NB,
with B being some base space; the model distribution is of the
form 1N ∨N P whereas the sampling distribution can be noted
S = 1N
∨N
n=1 Sn, with Sn being defined on B for 1 ≤ n ≤ N
and corresponding to a single sample.
The likelihood can therefore be expressed as:
l(P |S) = 1
N
N∑
n=1
l(P |Sn) (12)
This means that the likelihood for N i.i.d samples is the
average of the likelihood for each sample taken separately.
Now under no specific hypothesis other than the fact that
each sample xn is in B, the sampling distribution is given by:
S =
∨N
n=1 δ
B
xn and the likelihood is given by:
l(P |S) = 1
N
N∨
n=1
l
(
P |δBxn
)
=
1
N
N∑
n=1
log
(
dP
dµ
(xn)
)
− 1
N
N∑
n=1
H
(
δBxn |µ
) (13)
with µ being any volume distribution of B. Thus one finds
back the usual expression of the likelihood up to some constant
terms.
1) Likelihood of an ES distribution: Let us now consider
an ES distribution P defined on Rd, parametrized by its
radial distribution Q and its correlation matrix R constrained
to |R| = 1, and a sampling distribution S on Rd.
S can be decomposed in R-elliptical coordinates:
dS(x) = dQS
(√
x†R−1x
)
dŜ√
x†R−1x
(
L(R)−1x√
x†R−1x
)
(14)
with QS being a probability distribution over R+, and Ŝr
being a probability distribution of the unit sphere Sd−1 for
any r ∈ R+.
The log-likelihood of the distribution P for a sampling
distribution S can then be recast by separating the integration
over r =
√
x†R−1x ∈ R+ and u = L(R)
−1x√
x†R−1x
∈ Sd−1:
l(Q,R|S)
=
∫∫
r∈R+
u∈Sd−1
log
(
1
rd−1
dQ
dQS
(r)rd−1
dsd−1
dŜr
(u)
)
dŜr(u)dQS(r)
=
∫∫
r∈R+
u∈Sd−1
log
(
rd−1
dsd−1
dŜr
(u)
)
dŜr(u)dQS(r)
+
∫
r∈R+
log
(
dQ
dQS
(r)
)
dQS(r)
− (d− 1)
∫
r∈R+
log(r)dQS(r)
=
∫∫
r∈R+
u∈Sd−1
log
(
rd−1
dsd−1
dŜr
(u)
)
dŜr(u)dQS(r)
−H(QS |Q)− (d− 1)
∫
r∈R+
log(r)dQS(r)
(15)
In the case of a standard sampling distribution correspond-
ing to a single sample x0 in Rd, the corresponding sampling
distribution can be expressed in R-elliptical coordinates as:
dδR
d
x0 = dQx0
(√
x†R−1x
)
dŜx0
√
x†R−1x
(
L(R)−1x√
x†R−1x
)
(16)
with:

Qx0 = δ
R+√
x0†R−1x0
Ŝx0r = δ
Sd−1
L(R)−1x0√
x0
†R−1x0
(17)
Hence the likelihood of a single sample can be obtained
from equation (15):
l
(
Q,R|δRdx0
)
= −(d− 1)hδ + log
(
Γ(d)
2pi
d
2
)
−H
(
δ
R+√
x0†R−1x0
|Q
)
−d− 1
2
log
(
x0
†R−1x0
)
(18)
Thus for N i.i.d samples (xn)1≤n≤N , the corresponding
likelihood is given by:
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l
(
Q,R| 1
N
N∨
n=1
δR
d
xn
)
=− (d− 1)hδ + log
(
Γ(d)
2pi
d
2
)
− 1
N
N∑
n=1
H
(
δ
R+√
xn†R−1xn
|Q
)
− d− 1
2N
log
(
xn
†R−1xn
)
(19)
This can be first maximized with respects to Q, leading to:
Q =
1
N
N∑
n=1
δ
R+√
xnR−1xn
(20)
This results in the following concentrated likelihood, max-
imized over all possible radial distributions for a given corre-
lation matrix:
l
(
R| 1
N
N∨
n=1
δR
d
xn
)
=− (d− 1)hδ − log
(
Γ(d)
2pi
d
2
)
− d− 1
2N
N∑
n=1
log
(
xn
†R−1xn
) (21)
2) Likelihood of a CES distribution: Similarly to the case
of an elliptically symmetric distribution, a complex elliptically
symmetric distribution can be expressed as:
dP (x) = dQ
(√
x†R−1x
)
dud
(
L(R)−1x√
x†R−1x
)
(22)
with R being a hermitan, positive definite, unit determinant
matrix and Q verifying that Q (R+) = 1.
Thus the likelihood of such a model P for any given
sampling distribution S can be expressed as:
l(Q,R|S)
=
∫∫
r∈R+
u∈Ud
log
(
1
r2(d−1)
dQ
dQS
(r)r2(d−1)
dud
dŜr
(u)
)
dŜr(u)dQS(r)
=
∫∫
r∈R+
u∈Ud
log
(
r2(d−1)
dud
dŜr
(u)
)
dŜr(u)dQS(r)
+
∫
r∈R+
log
(
dQ
dQS
(r)
)
dQS(r)
− 2(d− 1)
∫
r∈R+
log(r)dQS(r)
=
∫∫
r∈R+
u∈Ud
log
(
r2(d−1)
dud
dŜr
(u)
)
dŜr(u)dQS(r)
−H(QS |Q)− 2(d− 1)
∫
r∈R+
log(r)dQS(r)
(23)
with S admitting the following decomposition in R-
elliptical coordinates as:
dS(x) = dQS
(√
x†R−1x
)
dŜ√
x†R−1x
(
L(R)−1x√
x†R−1x
)
(24)
Now let us consider a single sample x0 ∈ C. If no other
hypothesis is done on x0, the corresponding sampling distri-
bution would be given by δC
d
x0 ; however an implicit hypothesis
when one works in Cd rather than R2d is that the signal
exhibits circular symmetry, meaning that it is phase invariant.
The sampling distribution associated to a single sample under
this hypothesis is given by:
δC
d
[x0]
= u1δ
[Cd]
[x0]
(25)
This sampling distribution can be decomposed in R-
elliptical coordinates as:
dδC
d
[x0]
=dQ[x0]
(√
x†R−1x
)
dŜ[x0]
√
x†R−1x
(
L(R)−1x√
x†R−1x
)
(26)
with: 
Q[x0](r) = δ
R+√
x0†R−1x0
Ŝ[x0]r = u1δ
[Ud][
L(R)−1x√
x†R−1x
] = δUd[
L(R)−1x√
x†R−1x
] (27)
Thus the likelihood with respect to such a distribution for
N i.i.d samples (xn)1≤n≤N can be expressed as:
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l
(
Q,R|
N∨
n=1
δC
d
[xn]
)
=− 2(d− 1)hδ + log
(
(d− 1)!
pid−1
)
− 1
N
N∑
n=1
H
(
δ
R+√
xn†R−1xn
|Q
)
− (d− 1)
N
N∑
n=1
log
(
xn
†R−1xn
)
(28)
By maximizing this likelihood with respect to the radial
distribution, one gets:
l(R|S) =− 2(d− 1)hδ + log
(
(d− 1)!
pid−1
)
− (d− 1)
N
N∑
n=1
log
(
xn
†R−1xn
) (29)
Hence this is the same expression as in the real case, up
to a multiplicative and additive constant. Ignoring the additive
constants, the likelihood corresponds to the following function:
l(R|S) = −cK d− 1
2N
N∑
n=1
log
(
xn
†R−1xn
)
(30)
with cK = 1 for K = R, and cK = 2 for K = C.
3) Maximum likelihood in the unconstrained case: Tyler’s
estimator: As is shown in [38], the resulting concentrated
likelihood is convex on the set HP+d (K), equipped with the
metric: d(R1, R2) = tr
(
log2(R−11 R2)
)
; hence this guaranties
the existence of a unique maximizer of this function.
Moreover one can extract an implicit equation which defines
this maximizer. Indeed, by introducing a Lagrange multiplier
to ensure the determinant constrain on R and ignoring the
constant terms, one gets:
lλ(R) = −λ log |R| − cK d− 1
2N
N∑
n=1
log
(
xn
†R−1xn
)
(31)
This function can be differentiated in R, yielding the
following maximum likelihood equation:
tr
((
λR− cK d− 1
2N
N∑
n=1
xnxn
†
xn†R−1xn
)
d
(
R−1
))
= 0 (32)
With no other constrains on the correlation matrix, this
results in the following implicit equation, which defines R
up to a constant:
R = cK
d− 1
2λN
N∑
n=1
xnxn
†
xn†R−1xn
(33)
This equation has already been obtained using different
model hypothesis, using angular distributions [2] [35] or
a compound gaussian model background [29]. Although it
cannot be explicitly solved, the Tyler’s fixed point algorithm
can be used to approach its unique solution up to any
desirable precision [35][29].
4) Constrained estimation of the correlation matrix: We
are now interested in the case in which the correlation matrix
is constrained to be on a closed submanifoldM⊂ HP+d (K).
Such cases are in general difficult to solve, as the concentrated
likelihood is not necessarily convex. However in general, one
can produce a normalized version of an estimator e defined
for gaussian models under the following constrain on the
covariance matrix : Σ ∈ {σM;σ ∈ R+}
1: function TYLER OF(e,xn1≤n≤N , ,Kmax)
2: R−1 ← I
3: for k from 1 to Kmax do
4: for n from 1 to N do
5: yn ← xn√
xn†R−1xn
6: end for
7: S ← e
(
(yn)1≤n≤N
)
8: R← Str(S)
9: if tr
(
(R−1R− I)2
)
≤  then
10: Break
11: else
12: R−1 ← R−1
13: end if
14: end for
15: return R−1
16: end function
The convergence of this procedure is not insured in general;
therefore this should be checked depending on the imposed
constrain and the estimator e which is used. However if
it converges and e is a maximum likelihood estimator of
the covariance matrix for centered gaussian models, then
the corresponding normalized estimator is a solution to the
maximum likelihood equation; it is not guaranted, however,
to be the global maximum of the likelihood function.
5) Application to the Toeplitz constrain for CES
distributions: the Burg-Tyler algorithm: Based on the
procedure described above, we propose an algorithm for
estimating the correlation matrix of a stationary, regularly
sampled complex signal.
Unfortunately the Toeplitz constrain is quite difficult to
enforce even in the simpler case of gaussian models; indeed
it fails to have a convex structure in this case, and thus
the existence of a unique solution to the ML equation is
not guarantied. We propose instead to used the previously
described procedure on the well known Burg method [5][36].
The Burg algorithm estimates the Schur coefficients
(µm)1≤m≤d−1 and the residual variance σ
2 associated with
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the corresponding AR process.
These Schur coefficients together with the residual variance
σ2 can be used to obtain the covariance matrix by using
Trench’s algorithm [34][39][3], or by first obtaining the
coefficients of the corresponding AR polynomial [11] [23],
and then by using the Gohberg-Semencul formula [17] [19]
[22] [16].
The Burg method has since been generalized into a
multisegment Burg algorithm, which allow to take into
account several independent samples for performing the
estimation [18]. We therefore propose to use the normalization
procedure introduced in II-B4 on this multisegment Burg
method, which offers reasonable performances for a limited
computation cost; one then obtains the following Burg-Tyler
algorithm:
1: function BT((xn)1≤n≤N , ,Kmax)
2: µ← (0)1≤m≤d−1
3: for k from 1 to Kmax do
4: R−1 ← TRENCH(1, µ)
5: for n from 1 to N do
6: yn ← xn√
xn†R−1xn
7: end for
8:
(
σ2, ν
)← BURG((yn)1≤n≤N )
9: if
d−1∑
m=1
(d−m)atanh2
(∣∣∣ νm−µm1−µmνm ∣∣∣) ≤  then
10: break
11: else
12: µ← ν
13: end if
14: end for
15: return R−1
16: end function
Here BURG((xn)1≤n≤N ) designates the multisegment
Burg procedure, returning the residual error power σ
and the d − 1 Schur coefficients (µm)1≤m≤d−1 [18];
TRENCH(σ2, (µm)1≤d−1) designates the Trench algorithm,
returning the inverse covariance matrix Σ−1 corresponding to
the residual error σ and the Schur coefficients (µm)1≤d−1.
Note that there is no theoretical guaranty of convergence of
the Burg-Tyler algorithm; however numerical convergence has
been observed so far on every experiment performed by the
authors, on both simulated and real data.
C. Maximum likelihood under a unique scaled radial distri-
bution
We shall now study the specific case in which Q is modeled
by dQ(r) = σdQ0(σr), Q0 being a fixed probability distribu-
tion absolutely continuous with respect to µR+ , with density
q.
Putting Σ = σR, the likelihood can be expressed up to
constant terms as:
l(Q,R|δKd[x0]) =−
cK
2
log |Σ|
−H
(
δ
R+√
x0†Σ−1x0
|Q0
)
− cK(d− 1)
2
log
(
x0
†Σ−1x0
) (34)
This can be expressed, up to a constant, as:
l(Q,R|δKd[x0]) =−
cK
2
log |Σ|
+
1
2
log
(
q
(
x0
†Σ−1x0
))
− cK(d− 1)
2
log
(
x0
†Σ−1x0
) (35)
which we shall simplify as:
l
(
Q,R|δKd[x0]
)
= −cK
2
log |Σ|+ 1
2
g
(
x0
†Σ−1x0
)
(36)
with g being defined by:
g(t) =
1
2
(cK(d− 1) log(t)− log(q(t))) (37)
Assuming that g is C1, this expression can be differenti-
ated and summed over several samples (xn)1≤n≤N , which
produces the following maximum likelihood equation:
tr
((
Σ− 1
N
N∑
n=1
g′
(
xn
†Σ−1xn
)
xnxn
†
)
d
(
Σ−1
))
(38)
Under the condition that g′ ≥ 0 and verifies some necessary
conditions detailed in [27] and [25], one can use the following
standard M-estimator of the covariance matrix:
1: function M COV(g′, (xn)1≤n≤N , ,Kmax)
2: Σ← I
3: repeat
4: Σ−1 ← Σ−1
5: Σ← 1N
N∑
n=1
g′
(
xn
†Σ−1xn
)
xnxn
†
6: until tr
(
(Σ−1Σ− I)2
)
≤ 
7: return Σ−1
8: end function
For constrained optimizations, one can use the M version
of a known estimator for gaussian models:
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1: function M OF(g′,e,xn1≤n≤N , ,Kmax)
2: Σ−1 ← I
3: for k from 1 to Kmax do
4: for n from 1 to N do
5: yn ←
√
g′ (xn†Σ−1xn)xn
6: end for
7: Σ← e
(
(yn)1≤n≤N
)
8: if tr
(
(Σ−1Σ− I)2
)
≤  then
9: break
10: else
11: Σ−1 ← Σ−1
12: end if
13: end for
14: return Σ−1
15: end function
Now if one does not have the condition g′ ≥ 0, it is
necessary to resort to geodesic shooting on the manifold of
positive definite matrices. This corresponds to the following
procedure:
1: function M EXP COV(g′, (xn)1≤n≤N , ,Kmax)
2: Σ← I
3: repeat
4: Σ 1
2
← √Σ
5: Σ− 12 ← Σ 12
−1
6: S ← 1N
N∑
n=1
g′
(
xn
†Σ−1xn
)
xnxn
†
7: Σ← Σ 1
2
exp
(
Σ− 12SΣ− 12 − I
)
Σ 1
2
8: until tr
((
Σ− 12 ΣΣ− 12 − I
)2)
≤ 
9: return Σ− 12
10: end function
Here
√
S designates the unique positive definite square root
of the positive definite matrix S, and exp(A) designates the
matrix exponential of any matrix A.
Unfortunately there is no way of extending this procedure
for other known estimators for constrained estimation prob-
lems.
Note that in the case of a gaussian in Rd, one has g′(t) = 1
and therefore the corresponding estimator is the sample
covariance.
In the case of a gaussian in Cd, one has, under the
circularity hypothesis: g′(t) = 1− 12t .
Thus one can use the geodesic procedure to derive the
following algorithm:
1: function CG COV((xn)1≤n≤N , ,Kmax)
2: Σ← 1N
N∑
n=1
xnxn
†
3: repeat
4: Σ 1
2
← √Σ
5: Σ− 12 ← Σ 12
−1
6: S ← 1
(1− 12d )N
N∑
n=1
(
1− 1
2xn†Σ−1xn
)
xnxn
†
7: Σ← Σ 1
2
exp
(
Σ− 12SΣ− 12 − I
)
Σ 1
2
8: until tr
((
Σ− 12 ΣΣ− 12 − I
)2)
≤ 
9: return Σ− 12
10: end function
III. TARGET DETECTION IN A CES BACKGROUND OF
UNKNOWN RADIAL DISTRIBUTION
Once the correlation structure of a data set containing a CES
distributed background has been estimated, an application of
particular interest is the detection of super-imposed signals in
such a background. In this article, we shall concentrate on the
detection of 1-dimensional deterministic signals of unknown
amplitudes.
A. Mormalized matched filter
One performs a test between the two following hypothesis:
• H0 : x = xR : x follows a CES distribution of unknown
radial distribution, of correlation matrix R
• H1 : x = xR + αs : x follows a CES ditribution
of unknown radial distribution, or correlation matrix
R, centered around a deterministic signal of unknown
amplitude αs (α ∈ C, s ∈ Cd).
By taking the maximum likelihood under the hypothesis H1
and H0 over possible values of α and of the radial distribution
Q and by taking their difference, one obtains the following
generalized likelihood ratio test:
NMF(x|s,R) = max
α∈C,Q
lH1(x|Q,α)
−max
Q
lH0(x|Q) ≥ T (pfa)
(39)
Using the expression of the concentrated likelihood for the
sampling distribution S(y) = δC
d
x (y):
NMF(x|s,R) = max
α∈C
−(d− 1) log
(
(x− αs)†R−1(x− αs)
x†R−1x
)
= −(d− 1) log
(
1− |s
†R−1x|2
x†R−1xs†R−1s
)
(40)
This is therefore equivalent to:
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|s†R−1x|2
x†R−1xs†R−1s
≥ T (pfa) (41)
This test has been derived using different methods by several
authors, and thus has appeared with different names[32] [33]
[8] [13] [15]; we have chosen the denomination of normalized
matched filter in this paper (NMF).
It should be noted that under the H0 hypothesis , the output
of the test NMF(x|R) follows a χ2(2) distribution [32], and
is thus CFAR with respect to the dimension, the correlation
matrix and the target signal.
In practice the correlation matrix R is not known and a
prior estimate is used instead. The corresponding test is then
called adaptive normalized matched filter (ANMF). It is still
CFAR with respect to the correlation matrix and the target
signal if one uses Tyler’s estimate for prior estimation of the
correlation matrix [24] [12]; however it is not CFAR with
respect to the space dimension anymore.
Note that if one chooses to express the likelihood without
taking into account the circular symmetry of the sampling
distribution, one gets the same expression up to a scale factor:
NMFφ(x|s,R) =
−
(
d− 1
2
)
log
(
1− |s
†R−1x|2
x†R−1xs†R−1s
)
(42)
B. Multi-channel adaptive normalized matched filter
The test can be easily extended to a multi-channel scenario.
One supposes that there are K uncorrelated signal subspaces
of dimensions (dk)1≤k≤K , each of which being spanned
by a CES background of known correlation matrix Rk and
unknown radial distribution Qk. One wants to detect a signal
which can be represented on each subspace by the vector sk,
with an unknown amplitude αk. The GLR test in this situation
is then given by:
NMF((xk)1≤k≤K | (sk)1≤k≤K , (Rk)1≤k≤K)
=
K∑
k=1
max
αk∈C
−(dk − 1) log
(
(xk − αksk)†Rk−1 (xk − αksk)
xk†Rk−1xk
)
=−
K∑
k=1
(dk − 1) log
(
1− |sk
†Rk−1xk|2
xk†Rk−1xksk†Rk−1sk
)
≥ T (pfa)
(43)
The output NMF
(
(xk)1≤k≤K | (sk)1≤k≤K , (Rk)1≤k≤K
)
of this test follows a χ2(2K) distribution under the H0
hypothesis, and is therefore CFAR with respect to the
subspace dimensions, the correlation matrices and the target
signal on each subspace.
In practice, the correlation matrices are not known and
prior estimates are used instead. The corresponding test is
still CFAR with respect to the correlation matrices and target
signals if one uses Tyler’s estimates as prior estimates of the
correlation matrices; it is not, however, CFAR with respect to
subspace dimensions in this case.
Again one could also derive the test without taking into
account a circular symmetry of the sampling distribution:
NMFφ((xk)1≤k≤K | (sk)1≤k≤K , (Rk)1≤k≤K) =
−
K∑
k=1
(
dk − 1
2
)
log
(
1− |sk
†Rk−1xk|2
xk†Rk−1xksk†Rk−1sk
)
≥ T (pfa)
(44)
However this test shows a slight degradation of perfor-
mances. Moreover it loses the CFAR property with respect
to subspace dimensions.
C. GLR for a scaled fixed radial distribution
Let us now suppose that the radial distribution is fixed.
Using the matrix Σ and the function g previously introduced,
on has:
GLRg(x|s,Σ) = max
α∈C
−g
(
(x− αs)†Σ−1(x− αs)
)
+ g
(
x†Σ−1x
) (45)
If g is C1, this maximum verifies one of the two following
properties:{
g′
(
(x− αs)†Σ−1(x− αs)
)
= 0 (1)
α = s
†Σ−1x
s†Σ−1s (2)
(46)
The likelihood ratio test of points associated with the first
condition depends only on the value of g′ at a specific point.
Thus the generalized likelihood ratio test in this case is given
by:
GLRg(x|s,Σ)
=g(τ)
−min g
((
g′−1 ({0}) ∩ [τ −m; +∞[
)
∪ {τ −m}
) (47)
with τ and m defined by:{
τ = x†Σ−1x (1)
m =
|s†Σ−1x|2
s†Σ−1s (2)
(48)
This test can be extended in a multi-channel setting by
simply summing its output for each channel, as in the case
of the NMF test.
Note that if g′ > 0 which is a quite common assumption,
the test simplifies to:
GLRg(x|s,Σ) = g(τ)− g(τ −m) (49)
In the particular example of gaussian distributions, this does
not coincide with the usual matched filter, which is obtained
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when the circular symmetry of the sampling distribution is not
taken into account. Indeed the test becomes:
GLRcg(x|s,Σ)
=
{
τ − 12 log(τ)− 12 (1 + log(2)) if τ −m ≤ 12
m+ 12 log
(
1− mτ
)
if τ −m > 12
(50)
with τ and m defined as previously.
This test gives almost identical performances to the matched
filter when one knowns the true covariance matrix, although
it is slightly better in a multi-channel setting. Moreover in
an adaptive context, the combination cg cov-GLRcg performs
better than the combination of sample covariance and matched
filter (SCM-MF).
IV. SIMULATIONS
We now show some simulation results of detectors in a
known covariance background and of adaptive detectors using
various estimators introduced in this article.
A. Signal detection in a known covariance background
We first focus on the case in which the covariance matrix
of the background noise is known. The simulation results are
shown in a multi-channel scenario, as a function of the SNR
of the target signal.
The channels are chosen with dimensions 2,4,8 and 16; the
noise on each channel is generated as a white gaussian noise
of unit variance.
The target signal on each channel is generated as a complex
centered circular 1-dimensional gaussian signal aligned with
the test signal sk, whose variance σ on each channel k is such
that:
10 log10(σk) = dkSNR
The detection thresholds are defined in order to have a
false alarm rate of 10−4.
Figure 1 shows the probability of detection of the NMF
and NMFφ tests as a function of the SNR in a multi-channel
scenario; figure 2 shows the detection capabilities of the
matched filter (MF) and GLR cg tests in the same conditions.
Fig. 1. Detection capability of NMFφ and NMF tests in a multi-channel
scenario
Fig. 2. Detection capability of Matched filter (MF) and GLRcg tests in a
multi-channel scenario
As can be seen on figures 1 and 2, taking into account the
circular symmetry of signals gives a slight improvement of
performances on the tested scenario.
B. Adaptative signal detection
We now focus on the case in which the covariance matrix
of the background noise is unknown. The simulation results
are shown in a single channel scenario of dimension d = 8,
as a function of the SiNR of the target signal.
The target signal is generated as a complex centered circular
1-dimensional gaussian signal aligned with the test signal s,
whose variance σ is such that:
10 log10(σ) = SiNR
The detection thresholds are again defined to have a false
alarm rate of 10−4.
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Prior covariances are estimated with N = 22 independently
drawn noise samples.
Figure 3 shows the probability of detection of the TYLER-
NMF and BT-NMF adaptive detectors, as well as the NMF
using the real covariance matrix for comparison.
Figure 4 shows the probability of detection of the SCM-
MF and CG COV-GLR cg adaptive detectors, as well as the
CG COV using the real covariance matrix for comparison.
Fig. 3. Detection capability of TYLER-NMF and BT-NMF tests
Fig. 4. Detection capability of SCM-MF and CG COV-GLRcg
As can be seen on figures 3 and 4, all adaptive detectors
suffer from losses compared to the same detectors when the
covariance is known. These losses can be minimized in some
cases by making further assumptions on the signal model, such
as stationarity (figure 3) and circularity (figure 4).
V. CONCLUSION
We have presented a complete and coherent theory of
maximum likelihood estimation problems under the usual i.i.d
hypothesis, which can be equivalently seen as a minimum
information loss problem. This can be used to properly
derive ML estimators in the case of potentially degenerate
distribution models which do not admit a density for the
standard Lebesgues measure. This background is used to
rederive Tyler’s estimators and other types of M-estimators
as likelihood maximizers.
This formalism also allows to take into account a priori
known information about sampling distributions; we show in
particular how this can be used to take into account known
symmetries of a problem. In particular, we have shown how
the circularity of complex signals can be properly accounted
for. The corresponding estimators are derived, as well as the
statistical tests for signal detection in complex elliptically
distributed background and their correct extension to a multi-
channel setting.
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