Abstract-We propose a generalized split-window method for retrieving land-surface temperature (LST) from AVHRR and MODIS data. Accurate radiative transfer simulations show that the coefficients in the split-window algorithm for LST must vary with the viewing angle, if we are to achieve a LST accuracy of about 1 K for the whole scan swath range (1t5.5" from nadir) and for the ranges of surface temperature and atmospheric conditions over land, which are much wider than those over oceans. We obtain these coefficients from regression analysis of radiative transfer simulations, and we analyze sensitivity and error over wide ranges of surface temperature and emissivity and atmospheric water vapor abundance and temperature. Simulations show that when atmospheric water vapor increases and viewing angle is larger than 45", it is necessary to optimize the split-window method by separating the ranges of the atmospheric water vapor, lower boundary temperature, and the surface temperature into tractable subranges. The atmospheric lower boundary temperature and (vertical) column water vapor values retrieved from HIRS/2 or MODIS atmospheric sounding channels can be used to determine the range for the optimum coefficients of the split-window method. This new algorithm not only retrieves land-surface temperature more accurately, but is also less sensitive to uncertainty in emissivity and to instrument quantization error.
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I. INTRODUCTION
AND-SURFACE temperature (LST) is one of the key parameters in the physics of land-surface processes on regional and global scales, combining the results of all surfaceatmosphere interactions and energy fluxes between the atmosphere and the ground [l] , [2] . Therefore, it is required for a wide variety of climatic, hydrological, ecological, and biogeochemical studies [3] , [4] . For example, canopy temperature can be used to estimate sensible heat flux [5] ; soil-surface temperature can be used to estimate sensible and latent heat fluxes [6] ; and satellite-measured surface temperature can be used to improve models and methods for evaluating land-surface energy balance [7] . Global climate model (GCM) simulations indicate that stronger summer monsoons are associated with higher land temperatures [SI. The canopy temperature may be also used to evaluate water requirements of wheat [9] and to determine frosts in orange groves [lo] . In order to understand the entire Earth system better on the global scale, the Earth Observing System (EOS) will provide surface kinetic temperatures at specified accuracies of 0.3 K for oceans Manuscript received February 16, 1995; revised February 2, 1996 . This work was supported by the EOS Program under Contract NAS5-31370 and the HPCC Program under Award NAG5-2485 of the National Aeronautics and Space Administration.
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Publisher Item Identifier S 0196-2892(96) 03638-8. and 1 K over land. The international Tropical Ocean Global Atmosphere (TOGA) program has specified that sea surface temperature (SST) should be accurate to 0.3 K for global numerical models of climate.
A. Infrared Measurement of Surface Temperature
During the past decade, significant progress has been made in estimation of land-surface emissivity and temperature from airborne thermal infrared data. Kahle et al. [ll] developed a technique to estimate the surface temperature based on an assumed constant emissivity in one channel and previously determined atmospheric parameters and then estimate the emissivity in other channels [12] . Other techniques, such as thermal log residuals and alpha residuals, have been recently developed to extract emissivity information from multispectral thermal infrared data [13] .
Two types of methods have been developed to estimate LST from space: the single infrared channel method and the split-window method. The single-channel method requires a good radiative transfer model and atmospheric profiles, which must be given by either satellite soundings or conventional radiosonde [14] , [15] .
The split-window method corrects for atmospheric effects based on the differential absorption in adjacent infrared bands [16] - [24] . Li and Becker [25] proposed a method to estimate both land-surface emissivity and LST using pairs of dayhight co-registered AVHRR images. They use a temperatureindependent spectral index (TISI) in thermal infrared bands and assume knowledge of surface TIR BRDF (bidirectional reflectance distribution function) and atmospheric profiles.
Recent progress in SST algorithms [26] -[28] also provides useful information for the development of LST algorithms. Sobrino et al. [28] show that including column water vapor in the split-window algorithm improves SST accuracy.
Because of the difficulties in correcting for atmospheric absorption, atmospheric emission, and surface emissivity, the development of accurate LST algorithms is not easy. The accuracy of atmospheric corrections is limited by radiative transfer methods, uncertainties in atmospheric molecular absorption coefficients (especially water vapor) and aerosol absorption/scattering coefficients, and uncertainties in atmospheric profiles. Atmospheric transmittancehadiance codes LOWTRAN6 [29] , LOWTRAN7 [30] , and MODTRAN [31] have been widely used in development of SST and LST algorithms. A common method used for calculation of radiative flux in these codes is the two-stream approximation. A single scattering approximation is used in LOWTRAN6, while a three-term K-distribution multiple scattering parameterization is used in LOWTRAN7, and a multiple scattering approximation without K-distribution is used in MODTRAN.
The newest version of MODTRAN uses the discrete-ordinates method [32] . Other different approximations in these codes include the Curtis-Godson approximation, Beer's law to calculate optical depth (although atmospheric transmission does not obey Beer's law), and omitting absorption overlap. Quantitative comparisons between these codes indicate that the approximations are accurate within 0.5-2% in the 3.44.1 pm, and 8-13 pm atmospheric windows. Moreover, TIR band transmittance may differ by 6% within these windows and by more than 30% near the edges of these windows due to different molecular band absorption models used in LOWTRAN7 and MODTRAN [33] . A review for measurements of water vapor absorption in the 8-13 pm atmospheric window over the past 20 years reveals considerable variation in its magnitude [34] . The accuracy of water vapor continuum absorption in five of the measurements reviewed is about lo%, adequate experimental measurements are lacking at temperatures below 280 K. Recent theoretical studies [35] , [36] on water vapor continuum absorption reveal that the empirical model [37] , widely used in transmission codes, fails to satisfy the principle of detailed balance that governs the emission and absorption processes. These theoretical studies have also led to significant progress in understanding the physical mechanisms and in the ability to predict their magnitude and temperature dependence. Barton [38] explored the possibility to derive water vapor absorption coefficients from satellite TIR data.
B. Microwave Measurement of Surjace Temperature
Thermal infrared remote sensing can retrieve LST only in clear-sky conditions. Microwave techniques have the great advantage of having an all-weather capability. McFarland et al. [39] derived surface temperature over crophange, moist soils, and dry soils areas in the Central Plains of the United States from the MDSP Special Sensor Microwavehmager data. A regression analysis between all SSM/I channels and minimum screen air temperatures (representing the surface temperatures) showed correlations with rms errors of about 3°C. They also found that snow-surface temperature retrieval is very difficult, if not impossible, because snow's emissivity varies with depth, density, and grain size, and that land surfaces with large areas of water present, such as lakes and flooded soils, also present problems because of the integrated influence of the much lower brightness temperatures and higher polarization differences for water. The presence of falling rain masks the radiation emitted from the surface. Microwave remote sensing has been better used to retrieve soil moisture [40] - [42] because of the large contrast between the dielectric constant of water and that of dry soil. In the microwave range, soil emissivities vary from 0.6 for wet soil (~3 0 % volumetric soil moisture) to 0.9 for dry soil (4%) [43] . Although satelliteborne microwave radiometers have been providing information about atmospheric and oceanic parameters for several years, they have not provided land parameters, with the exception of snow monitoring, because 1) the spatial resolution of the satellite radiometers flown to date is more compatible with the dimensions associated with the spatial variations of most atmospheric and oceanic parameters than with those of most land parameters and 2) the mechanisms responsible for microwave emission from land surfaces and volumes are not well understood, in part because land targets generally have complicated dielectric and geometric properties.
C. MODIS (Moderate Resolution Imaging Spectroradiometer)
MODIS is an EOS instrument that will serve as the keystone [44] for global studies of atmosphere [45] , land [4] , and ocean processes. It scans A55" from nadir in 36 bands, with bands 1-19 and band 26 in the visible and near infrared range, and the remaining bands in the thermal infrared from 3-15 pm. It will provide images of daylight reflection and dayhight emission of the Earth every 1-2 days, with continuous duty cycle. It uses 12 bits for quantization in all bands. The thermal infrared bands have an IFOV (instantaneous field-of-view) of about 1 km at nadir. MODIS will view cold space and a full-aperture blackbody before and after viewing the Earth scene in order to achieve calibration accuracy of better than 1% absolute for thermal infrared bands. MODIS is particularly useful because of its global coverage, radiometric resolution and dynamic ranges, and accurate calibration in multiple thermal infrared bands designed for retrievals of SST, LST and atmospheric properties. Specifically, bands 3-7, 13, and 16-19 will be used to classify land-cover to infer emissivities, band 26 will detect cirrus clouds, and thermal infrared bands 20, 22, 23, 29, 31, and 32 correct for atmospheric effects and retrieve surface emissivity and temperature. The atmospheric sounding channels of MODIS retrieve atmospheric temperature and water vapor profiles. Multiple bands in the mid-infrared range will provide, for the first time, corrections for solar radiation in daytime LST estimations using mid-infrared data. Table I shows the wavelength ranges for AVHRR and MODIS.
BACKGROUND ON LAND-SURFACE EMISSIVITIES
For an uniform surface at surface temperature Ts, we can define its band average emissivity by spectral emissivity &(A) and the spectral response function of the sensor in this band, *(A), in a way similar to the definition of spectral emissivity:
This band-averaged emissivity is a function of the surface temperature. XI and A 2 are lower and upper boundaries of the band, and B is the Planck function. In Earth's environment, this temperature-dependence is usually very small. In an extreme example of coarse sands [46] , the spectral emissivity increases from 0.667 at 3.5 pm to 0.907 at 4.25 pm in the medium wavelength range where AVHRR channel 3 is located. Its band-average emissivity changes only 0.004 as the temperature changes from 240 to 320 K. Therefore, the Planck function term B(X, T ) in (1) can be omitted without introducing any significant error, and the band-average emissivity can be calculated from spectral emissivity values.
How to define the band-average emissivity for mixed pixels is not so obvious. If a pixel consists of two land covers, one with emissivity ~1 and surface temperature 271, the other with and T2, and proportions are p l and pa, there are two ways to define its band-average emissivity. The first one simply extends (1) to the mixed pixel. The average emissivity in band i will be
where X(z, lower) and X ( i , upper) are lower and upper boundaries of band i , and the denominator defines the numerical value of the effective Planck function of the mixed pixel as if its components are all blackbodies. The second way is to define a temperature-independent band-average emissivity as long as other physical properties of the surface do not change as its temperature changes upper)
Correspondingly, the numerical value of the effective Planck function of the mixed pixel in band i is
where T, (2) is the effective radiometric surface temperature in band i.
We show some numerical results for mixed pixels with two components, sandy soil and grass, in Table 11 , where the bandaverage emissivity defined by (2) is in the first part and that defined by (3) in the second part. The spectral emissivities of these two materials are calculated from the reflectance spectra labeled as soil sample 0145 and grass sample indiang in Salisbury and D'Aria's paper [47] , where spectra were plotted only in the 8-14 pm range. The spectral response functions for NOAA-11 AVHRR bands 3, 4, and 5, and the specified response functions for MODIS bands 29, 31, and 32 are used in the calculations. We considered 6 different cases: a) only one component of sandy soil at 300 K; b) only one component of grass at 300 K; c) equal proportions of sandy soil and grass at 300 K; d) and e) equal proportions of sandy soil and grass at different temperatures; and f) equal proportions of grass at 300 and 285 K. In real situations, the temperature of vegetation canopies is usually lower than soil temperature and surface temperature under shadows is lower than in sunshine areas. The temperature difference is typically 10-20 K. Numerical simulations indicate that the band-average emissivity defined by (2) works well only in isothermal cases A, B, and C, and in single material case, F. For case F, the same material with proportions at different temperatures, the two average emissivities defined by (2) and (3) are almost the same. In the general mixing cases D and E, emissivity varies not only with the proportions but also with temperatures TI and T2. The band emissivity defined by (3) is more accurate because it does not vary with subpixel temperatures. However, even using (3) to define the band emissivity, the effective band temperature defined by (4) varies with band because the Planck function increases with temperature at a higher rate at shorter wavelength and the mixing effect also varies with band. The effective band temperature in AVHRR band 3 may be different from the values in the split-window bands by up to 0.5 K, and the band temperature difference for MODIS band 29 (8.4-8.7 pm) may be up to 0.35 K in the extreme case D. However, the band temperature difference between split-window bands is very small. It is less than 0.1 K for AVHRR bands 4 and 5. It does not exceed 0.04 K for MODIS bands 31 and 32 because these two bands are narrower. This value is less than the noise-equivalent temperature difference (NEAT), 0.05 K, specified for MODIS bands 31 and 32. This means that the thermal emittance from mixed pixels can be expressed by a temperature-independent band emissivity defined by (3) and a single surface radiometric temperature only in the splitwindow spectral region. Special care should be taken for the mixing effect in shorter-wavelength regions.
From the point of view of satellite remote sensing, the land surface is the top layer of the interface between the lower boundary of the atmosphere and the solid Earth. In the thermal infrared region, this top layer is a few millimeters thick. The Earth's land surface consists of evergreen forest and shrubs, deciduous forest and shrubs, crop and grass lands, inland water bodies, wetlands, ice or snow, barren and urban areas, bare soil, exposed bedrock, volcanic rocks, sands, shale, and sediments. One of the major difficulties in development of LST algorithms is the considerable spectral variation in emissivities for these different materials. For many of them, emissivities have been measured only for the spectrally integrated range from 8-14 pm [47]- [50] . Emissivity may also vary with the viewing angle [51]- [53] , an effect that is more important over land than over water because the combination of surface slope and sensor scan angle routinely results in local viewing angles near 70". In laboratory measurements of bare soils, Labed and Stoll [52] showed that this angular effect is smaller at wavelengths 10.6 and 12.0 pm than at 3.7 pm. Oblique viewing results in reducing of the signature, the spectral features being essentially unchanged. At viewing angle 60°, this angular effect does not exceed 1.5% for sand and silty materials but it is about 5% for agricultural soils. Soil emissivity may vary with soil particle size [54] , and atmospheric effects may cause the emissivity spectra derived from field measurement and airborne sensor data to differ rocks, varnished rock surfaces, lichen-covered sandstone, soil samples, green foliage, senescent foliage, ice, and water surfaces with suspended quartz sediment and oil slicks. The average emissivities in NOAA-1 1 AVHRR bands 4 and 5 calculated from these reflectance spectra are shown in Fig. 1 . In Fig. 1 (37) &1Ts ( [58] . From these measurements, a constant emissivity approximation of 0.96-0.98 in AVHRR band 5 appears quite good for all natural land covers except exposed rocks and sands. Although more field measurements are needed to confirm this approximation, it indicates that the band emissivities in AVHRR bands 4 and 5 and MODIS bands 31 and 32 are relatively stable and known within about 0.01 for dense evergreen canopies, lake surfaces, icelsnow covers, and most soils. Because their band emissivities are close to the emissivities of water surfaces, the effect of rain is negligible for these land covers.
RADIATIVE TRANSFER SIMULATIONS

A. Theoretical Method
A fundamental theoretical description for the LST algorithm development [ 181 is summarized briefly here. Emitted spectral radiance L at wavelength X from a surface at thermodynamic temperature T, is given by multiplying the Planck function by spectral emissivity &(A) Band averaged emissivities of terrestrial materials for NOAA-11
In general, azimuthally dependent radiance in an absorbing, emitting, and scattering layer is governed by the monochromatic radiative transfer equation
where 7 is optical depth, and L ( r , 6) is the radiance at level 7 along direction 6, which is composed of zenith angle arccos , LL and azimuth 4. The spectral designation is omitted from the equation for simplicity.
The source function J is
where P ( T , 6; 6') is the scattering phase function. The Q term in (7) represents internal sources. By separating direct from diffuse radiation, it is convenient to consider the radiation scattered from the direct beam or the specularly reflected direct beam as caused by some internal pseudo-source. Then the total internal source is Q(7, 6) = Q t ( 7 , 6) + Q s ( 7 , 6) + Q s p ( 7 , 6) (8)
where Qt is the thermal source, and Qs and Qsp are the direct and specular pseudo-sources. By applying the interaction principle [59] and doubling/adding method [60], a matrix form of this integrodifferential radiative transfer equation can be applied to a vertically inhomogeneous, multilayer atmosphere [61] . The top and bottom boundary conditions that need to be satisfied are that Ll(0) must be specified (usually zero) and
L~( Q )
= R~L L (~~) + ZB(T,) + p0 E" e-70/~ofr(,LLo). (9) Radiances Lif are vectors of m x n elements on a discrete angular space composed of m zenith and n azimuth angles. R, is the surface diffuse reflection matrix, T, is the temperature of the surface. fr(pO) is the surface BRDF vector to the direct beam, and 2 is the emissivity vector.
The directional emissivity and BRDF f T are coupled by Kirchhoff's law:
Numerical results obtained by using the doubling/adding method have been compared with and validated by results obtained by using discrete-ordinate method [32] , [62] . The doubling/adding method is used in our radiative transfer simulations due to its advantages in easy implementation of surface interfaces, such as the air-water interface and interfaces for specular reflectance or BRDF reflectance, and in efficiently getting solutions for multiple boundary conditions.
As described thus far, the model is for the monochromatic case only. To make the model work for the atmosphere, we need to know the atmospheric optical properties. Among them the most important are optical thickness 70, single scattering albedo IZI, and the scattering phase function P, which depend on atmospheric profiles (temperature, pressure, water vapor density, ozone density, and the aerosol density and distribution). LOWTRAN7 [30] and MODTRAN [3 11 provide absorption band absorption coefficients for calculations of atmospheric molecular transmission functions averaged within wavenumber intervals 5 and 1 cm-l, respectively. This averaging causes violation of the Lambert-Bouguer-Beer law because of the complexity of molecular band absorption even in a narrow wavenumber interval. A solution to this problem is to expand radiative transmission functions calculated from LOWTRAN or MODTRAN by using exponential-sum fitting [63] . The monochromatic radiative transfer model is applied separately to each term in the exponential-sum expansion, and the results are then summed. By solving the radiative transfer equation over the whole wavelength range of a thermal band of a satellite sensor, we get the angular distribution of average spectral radiance: From the theoretical point of view, the success of the LST algorithm depends on 1) accurately dealing with the atmospheric effects; 2) accurately dealing with the surface emissivity effects; and 3) the quality of TIR data including the stability of the spectral response function, signal-to-noise ratio, radiometric resolution, and calibration accuracy. A knowledge base of band emissivities of natural land covers with surface structures at least at small scales is urgently needed. We have started to measure spectral emissivities of natural land materials in laboratory and in fields.
B. Ranges of the Simulations
It is important to make radiative transfer simulations for wide ranges of atmospheric and surface conditions. This is the advantage of the numerical experiments with computers over ground-based measurements that provide data coincident with satellite measurements for establishment of a statistical LST algorithm.
+ k d d m [ t z ( j ) & ( j ) + t 3 ( j ) E,(.J')] D. Numerical Model of IR Remote Sensing
For given conditions of atmospheric profiles and a land surface, the thermal infrared spectral signature measured from satellite-borne sensors may be expressed as [64] = tl (d4d B(j, Ts) Temperature of the Atmospheric Lower Boundary: We made radiative transfer simulations for 12 atmospheric temperature profiles, which cover the range of surface air temperatures (Tal,) from 256-310 K. We plan to extend to 240-325 K in the near future. Atmospheric Column Water Vapor: We scaled the water vapor profile from the near saturated level down to 5% of the saturated level for each temperature profile. The (vertical) column water vapor, cww,, is mainly limited by the atmospheric lower boundary temperature to a few centimeters in cold conditions and to more than 5 cm in warm tropical conditions. Surface Temperature: The land-surface temperature, T, , ranges from Tal, -16 K to Tal, + 16 K. This range may be extended or reduced if necessary after enough global LST values are retrieved. This wide range will be split into two or more overlapped subranges, for the reason described later. Land-Sufuce Emissivities: Based on available measurement data shown in Fig. 1 , we consider surface emissivity variations of natural land covers in two subgroups, 
C. Computational Simulations
An accurate atmospheric radiative transfer code has been developed for more than ten years on different workstations including IBM RISC/6000, and DEC 3000 Model 800 Alpha workstations. It takes about three hours of CPU time on the DEC 3000/800 Alpha workstation to make a complete simulation for one atmospheric temperature and water vapor condition over the spectral range 775-1000 cm-' with the spectral interval 5 cm-' for a series of surface emissivity and temperature conditions. The exponential-sum tables derived from LOWTRAN-7 transmission functions are used in simulations to obtain results used in this paper. In the spectral range 775-1000 cm-l, the numerical monochromatic radiative transfer equation is solved 1000-8600 times in each spectral interval in order to deal with the molecular band absorptions of HzO, CO2, and 0 3 . Recently, this radiative transfer code has been ported to the CRAY T3D, one of the High Performance Computing and Communications (HPCC) testbeds. The computational time decreases with the number of nodes at an efficiency of 90% on this parallel computing system.
where ~( j )
is the band-average emissivity, t i ( j ) , i = 1, 2, 3 are three effective band transmission functions for band j : tl for surface thermal emittance, t 2 for atmospheric downward thermal irradiance reflected by the surface, and t 3 for solar irradiance reflected by the surface. La is the atmospheric upward thermal radiance, and L,9 is path radiance from scattering of solar radiation. In general, these three effective band transmission functions are different because of selective, wavelength-dependent molecular band absorption. In the splitwindow range, where solar radiation is negligible for the Earth system, (12) reduces to a simpler form
IV. A GENERALEED SPLIT-WINDOW LST ALGORITHM
As mentioned early, the split-window method has been used by several authors for retrieving land-surface temperature. There are several major advantages of this method. It does not need profiles of atmospheric water vapor and temperature. It corrects for atmospheric effects based on the differential absorption in adjacent thermal infrared bands rather than on absolute atmospheric transmission in a single band so that it is less sensitive to the uncertainties in optical properties of the atmosphere. And it is simple and computationally efficient. We present a generalized split-window algorithm for retrieving land-surface temperature from space, specifically using NOAA-11 AVHRR data and MODIS data in the following sections. where E = 0.5(G + q) and AE = Since the maximum viewing angle for AVHRR sensors is 69" from nadir, pixels with viewing angle larger than 46" account for nearly 30% of the total pixels, or almost 50% of -Eg. the total coverage area within each swath. We have to develop a LST algorithm for the whole viewing angle range in order to provide a global coverage for LST. Although a LST algorithm in a quadratic form of combinations of , u (cosine of the viewing angle) and TIR band brightness temperatures [ 181 gives better accuracies in cases where surface emissivity is known, it may be sensitive to uncertainties in emissivity and noise in band radiance data caused by broken clouds of subpixel size. In the following, we use a linear form for the LST algorithm A I is not fixed at 1, so there is one more variable coefficient in this form than in Becker-Li [ 191 algorithm. We have examined the view-angle effect by comparing the accuracies of the view-angle (8,) independent algorithm with the 8,-dependent algorithm. In the 0, -independent algorithm, coefficients are obtained by regression analysis of simulation data sampled from the whole 8, range. In the 0,-dependent algorithm, coefficients are obtained by regression analysis of simulation data at individual viewing angles. In the first example, we consider only cold and dry atmospheric conditions. The atmospheric lower boundary temperature, i.e., T,,,, ranges from 256-287 K, and atmospheric vertical column water vapor (Le., in the nadir direction) ranges from almost 0-2 cm. Fig. 2(a) shows the viewing angle dependence of the rms LST errors of the 8,-independent and 8,-dependent AVHRR LST algorithms for the first emissivity group with higher band emissivities. NOAA-11 AVHRR bands 4 and 5 are used in the split-window LST algorithms. Simulations show that the 8,-independent and 0,-dependent algorithms give almost the same maximum errors in the worst cases, which are about 3-6 times the rms errors.
But the rms errors in the 8,-dependent algorithm (shown by Xs) are much smaller than in the 8,-independent algorithm (shown by line) at most viewing angles. Since the maximum error is larger than 4 K even in the 8,-dependent algorithm, we tried LST iterations once and twice. In the first LST iteration, we used LST coefficients for the two subranges of T, -Tair, one from -2 to +16 K, another from -16 to +2 K. The retrieved T, value is used to determine which subrange should be used in the first iteration. As shown in Fig. 2(b) , if the surface temperature is within its upper subrange, both rms and maximum errors can be significantly reduced. If the surface temperature is within its lower subrange, no much improvement can be made due to the small TIR signature from the surface. If we divide the T, range into 4 subranges, the second iteration improves the LST accuracy in 3 subranges as shown in Fig. 2(c) and (d) . In this way, the 0,-dependent algorithm improves the LST accuracy by a factor from 1-3.
The 0,-dependent LST algorithm is better than the 0,-independent algorithms because the optical path at viewing angle 69" is more than twice the value at the nadir viewing angle. When atmospheric column water vapor is larger than 4.5 cm, the atmospheric transmission function reduces by a factor of 3 from nadir to viewing angle 69" in AVHRR band 4, and by a factor of 4 in AVHRR band 5. By using the 0,-dependent algorithm, the variation in the atmospheric column water vapor is separated from the optical path change with viewing angle so that the accuracy is improved. The 0,-dependent algorithm will be the only choice to retrieve LST at an accuracy of the 1 K level for the whole scan swath range.
B. Using Column Water Vapor in the 8,-Dependent LST Algorithm
Simulations also indicate that although the rms LST error is smaller than 1 K, the maximum LST error exceeds 2 and 3.5 K at viewing angles 45 and 69". We can further improve the LST accuracy by separating the column water vapor range into 1 or 0.5 cm intervals. The accuracy of the 8,-independent LST algorithm is only slightly improved by using the column water vapor information, but the accuracy of the 8,-dependent LST algorithm could be dramatically improved. With one iteration of the 1 cm-interval &-dependent algorithm, the rms error does not exceed 0.7 K and the maximum error does not exceed 3 K even at the largest viewing angle. If the LST algorithm for column water vapor intervals of 0.5 cm is used, the rms error does not exceed 0.5 1 K and the maximum error does not exceed 1.7 K, even at viewing angle 69". In the viewing angle range up to 45", the rms error does not exceed 0.27 K and the maximum error does not exceed 0.91 K.
C. Using Atmospheric Lower Boundary Temperature in the 0,-Dependent LST Algorithm
When column water vapor in a tropical atmosphere is greater than 4 cm, the atmospheric transmission functions in AVHRR bands 4 and 5 reduce to 0.22 and 0.12, respectively, and LST retrieval from satellite TIR data becomes difficult at large viewing angles. The maximum temperature deficit (defined as the difference between the surface temperature and the brightness temperature at the top of the atmosphere) in AVHRR band 4 may be as large as 27 K. In order to get a quantitative assessment of the retrieved LST accuracy, we developed two sets of 8,-dependent algorithms for two ranges of the atmospheric lower boundary temperature, one from 300-3 10 K, the other from 300-305 K. The rms and maximum errors of the LST algorithm for the wider T,ir range may be larger than 1 K and 3.8 K, respectively. The maximum LST error can be reduced by 1-2 K if the 300-305 K LST algorithm is used. Fig. 3 shows the viewing angle dependence of the rms LST errors of the 8,-independent and 8,-dependent MODIS LST algorithms in the wide warm atmospheric conditions (300 K 5 Tair 5 310 K, column water vapor 3-4 cm) for the first emissivity group. MODIS bands 31 and 32 are used in the split-window LST algorithms. The Q,-dependent algorithm gives much smaller rms errors especially at smaller viewing zenith angles. Note that larger overlaps are used for the range of water vapor and for four subranges of the surface temperature as shown in Fig. 3 for a better stability of the algorithm. Because the nature of statistical regression method, the coefficients obtained in one range cannot be applied to outside this range. Otherwise, errors may be very large. 
D. Sensitivity Analysis
A better LST algorithm must have the following two features: 1) it retrieves LST more accurately; and 2 ) it is less sensitive to uncertainties in our knowledge of surface emissivities and atmospheric properties, and to the instrument noise. So far we have seen that the 8,-dependent generalized split-window LST algorithm retrieves LST more accurately than @,-independent LST algorithms. Now we turn to the analysis of sensitivity to uncertainties in surface emissivities. According to (1 5), the factors on the emissivity terms (1 -E ) / E and & / ( E ' ) are and The view-angle dependencies of the emissivity sensitivities for these two algorithms in cold, dry atmospheric conditions We expect that this uncertainty may be around 0.005 for well known land surfaces. Then the 8,-independent algorithm will have a 0.8 K error in the whole range of viewing angle. The B,-dependent algorithm is much less sensitive to the value giving a maximum LST error around 0.37 K at the nadir viewing angle. Fig . 5 show the maximum emissivity sensitivities in warm, dry atmospheric conditions (294 K 5 Tail. 5 300 K and column water vapor 0.5-1 cm). The maximum /3 value in the 0,-independent algorithm is as large as 180, its corresponding value in 0,-dependent algorithm is about 90 at nadir. As expected, all LST algorithms are more sensitive to uncertainty in AE in dry atmospheric conditions. This sensitivity decreases as atmospheric column water vapor increases, because of the compensative effect of the reflected downward atmospheric thermal infrared radiation. In order to investigate the sensitivity of the 8,-dependent LST algorithm to instrument noise, we simulate the instrument noise by synthetic quantization. The radiance values of AVHRR bands 4 and 5 saturate at about 325 K. The radiance values are expressed by a 10-b integer through synthetic quantization and then converted to double precision floating point number by multiplying the quantization step. We compare the rms and maximum LST errors by applying the same Q, -dependent algorithm to the original simulation data and the data after synthetic quantization. We change 10 bits to 9 bits and make a similar comparison. The differences in rms and maximum errors due to quantizations using 10 and 9 bits are shown in Table 111 , for all viewing angles up to 69". These results show that the 8,-dependent LST algorithm is quite stable with 10-b AVHRR data. It will be more stable with 12-b MODIS data.
V. SOME PROCEDURAL CONSIDERATIONS
A. Programming the 0, -Dependent LST Algorithm
Although we used a lot of computer time to establish a complete hierarchical 0,-dependent LST algorithm, the algo- 
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-PlPd rithm itself is simple and efficient. Once it is established, its coefficients go into a multidimensional look-up table. As shown in Fig. 6 , the coefficients of the LST algorithm vary smoothly with viewing angle. Therefore, it is enough to keep in the look-up table coefficients at no more than 10 viewing angles. The coefficients at any viewing angle can be interpolated from these coefficients. The calibrated TIR band radiance data can be easily converted to band brightness temperature values by using look-up tables at an accuracy better than the sensor's NEAT.
B. LST Production
LST production consists of the following major steps. 1) Cloud Masking: Cloudy pixels are detected and skipped in the LST production.
2) Estimation of Atmospheric Column Water Vapor and
Lower Boundary Temperature: The atmospheric column water vapor and lower boundary temperature, estimated from regional and seasonal climatological data, are useful if we separate the entire simulation space into broad sub ranges [65] .
The atmospheric column water vapor and lower boundary temperature retrieved from NOAA HIRSI2 data may be used in the LST algorithm for AVHRR data. But we cannot always expect accurate column water vapor values for AVHRR pixels because HIRS/2 has a coarser spatial resolution than AVHRR and the spatial variation in atmospheric water vapor may be large.
The 8,-dependent LST algorithm proposed in this paper will be more suitable for MODlS data, because MODIS has almost all the channels in AVHRR and HIRS/2 at the same 1 km resolution. As shown in the previous section, the atmospheric column water vapor and lower boundary temperature retrieved from MODIS atmospheric sounding channels can significantly improve the LST accuracy, especially in wet atmospheric conditions and at large viewing angles.
3) Land-Surface Types and Fractional Vegetation Cover:
The VNIR channels of AVHRR and MODIS can be used to estimate land-surface types and to derive the normalized differential vegetation index (NDVI). If we know that the land-surface type of a pixel is fully dense vegetation, snowlice cover, or water surface, then the band emissivities in AVHRR bands 4 and 5, or similarly in MODIS bands 31 and 32 can be estimated through an a priori emissivity knowledge base such as shown in Fig. 1 . In arid and semiarid areas, vegetation cover can be sparse and may also evolve rapidly with time. Therefore, surface emissivity may be different from one pixel to another. Kerr et al. [22] show that the fractional vegetation cover coefficient C may be estimated from the NDVI values with the expression
where NDVIb, is the minimum value of the NDVI for bare soil over the area of interest and NDVI, corresponds to the highest NDVI you can expect for a fully vegetated pixel (typically by the end of the rain season). It may be possible to estimate band emissivities of bare soils based on soil types from image classification (and soil maps if available). Finally, band emissivities can be estimated from fractional vegetation cover values pixel by pixel. Once band emissivities are known, LST can be retrieved. 
C. Validation
We plan to validate the LST product by field measurements, airborne TIMS (thermal imaging multispectral spectrometer) and MAS (MODIS airborne simulator) data in different regions and seasons over a wide range of the atmospheric condition. This will be a multiyear effort. 
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VI. CONCLUSION
We propose a generalized split-window method for retrieving land-surface temperature from AVHRR and MODIS data.
The coefficients of this LST algorithm depend on viewing angle. When atmospheric column water vapor increases and viewing angle is larger than 45", it is necessary to optimize the split-window method by separating the ranges of the atmospheric column water vapor, lower boundary temperature, and surface temperature into tractable subranges. The atmospheric lower boundary temperature and (vertical) column water vapor values retrieved from HIRS/2 or MODIS atmospheric sounding channels can be used to determine the range for the optimum coefficients of the split-window method. This viewing-angle dependent algorithm not only retrieves LST more accurately, but it is also less sensitive than viewing-angle independent LST algorithms to the uncertainty in the band emissivities of the land-surface in the split-window and to the instrument noise. Validation and refinement of this new LST algorithm have been planned. The major difficulty in using this generalized split-window LST algorithm is how to assign appropriate band emissivities for each pixels in real processing. It is necessary to enhance the emissivity knowledge base of natural terrestrial materials and to develop new algorithms for simultaneously retrieving surface emissivities and temperature for land covers with variable emissivities.
VII. COEFFICIENTS AVAILABLE ELECTRONICALLY
Digital values of the coefficients of the 0,-dependent LST algorithm can be requested via electronic mail to wan@icess.ucsb.edu.
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