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Abstract
We consider the two scenarios of communicating a pair S1, S2 of distributed correlated sources over 2−user
multiple access (MAC) and interference channels (IC) respectively. While in the MAC problem, the receiver intends
to reconstruct both sources losslessly, in the IC problem, receiver j intends to reconstruct Sj losslessly. We undertake
a Shannon theoretic study and focus on achievability, i.e., characterizing sufficient conditions. In the absence of
a Gac´s-Ko¨rner-Witsenhausen common part, the current known single-letter (S-L) coding schemes are constrained
to choosing Xjt - the symbol input on the channel by encoder j at time t - based only Sjt - the source symbol
observed by it, at time t, resulting in the pmf pX1X2 of the inputs X1, X2 constrained to the S-L long Markov
Chain (LMC) X1−S1−S2−X2. Taking the lead of Dueck’s example [1], we recognize that the latter constraint is
debilitating, leading to sub-optimality of S-L coding schemes. The goal of our work is to design a coding scheme
wherein (i) the choice of Xjt is based on multiple source symbols Slj , and is yet ii) amenable to performance
characterization via S-L expressions. In this article, we present the first part of our findings. We propose a new
separation-based coding scheme comprising of (i) a fixed block-length (B-L) code that enables choice of Xjt based
on a generic number l of source symbols, thus permitting correlation of the input symbols X1, X2 through a multi-
letter LMC X1 − Sl1 − Sl2 −X2, (ii) arbitrarily large B-L codes superimposed on multiple sub-blocks of the fixed
B-L code that communicate the rest of the information necessary for source reconstruction at the decoder(s), and
(iii) a multiplexing unit based on the interleaving technique [2] that ensures the latter codes of arbitrarily large B-L
experience a memoryless channel. This careful stitching of S-L coding techniques enables us to devise a multi-letter
coding scheme that permits characterization of sufficient conditions via a S-L expression. We prove that the derived
inner bound is strictly larger than the current known largest inner bounds for both the MAC and IC problems.
Since the proposed coding scheme is inherently separation based, the derived inner bound does not subsume
the current known largest. In the second part of our work, we propose to enlarge the inner bound derived in this
article by incorporating the technique of inducing source correlation onto channel inputs [3].
Index Terms
Shannon theory, Joint source-channel coding, Inner bound, Achievability, Sufficient conditions, Correlated
sources, constant composition codes, single-letter coding scheme.
I. INTRODUCTION
Since the pioneering work of Shannon, the problems of deriving single-letter (S-L) characterizations for
performance limits of communication systems - capacity, rate-distortion regions as the case maybe - have been
regarded to be of fundamental importance. In order to derive achievable rate regions, i.e., inner bounds to
performance limits, a so-called ‘S-L coding scheme’ is analyzed. Informally speaking, a random coding scheme is
referred to as S-L, if the probability mass function (pmf) induced on the n−letter Cartesian product of the associated
This work was supported by the Center for Science of Information (CSoI), an NSF Science and Technology Center, under grant agreement
CCF-0939370. This work was presented in part at the IEEE International Symposium on Information Theory held in Barcelona, Spain (July
2016) and Aachen, Germany (June 2017).
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Fig. 1. Transmission of correlated sources over MAC.
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Fig. 2. Transmission of correlated sources over 2-IC.
ar
X
iv
:1
60
1.
07
09
1v
7 
 [c
s.I
T]
  1
8 F
eb
 20
19
1alphabet sets factors as a product of n identical S-L pmfs. Since the performance is characterized in terms of an
information functional of the induced pmf, the performance of a S-L scheme can be characterized in terms of
the information functional of this factor pmf which is indeed a S-L pmf. Naturally, the goal of providing a S-L
characterization for the target inner bound has restricted us to analyzing performance of S-L coding schemes. In this
work, we take a new approach. Recognizing that the current known best S-L coding scheme is strictly sub-optimal,
we devise a multi-letter coding scheme by carefully stitching together S-L coding techniques. Indeed, the pmf
induced by the devised random coding scheme does not factor as a product of S-L pmfs. However, we characterize
an inner bound to its performance via S-L expression i.e., an expression involving information functionals of S-L
pmfs. We identify examples for which the derived inner bound is strictly larger that the current known largest inner
bound derived via a S-L coding scheme.
Our primary focus in this article is the Shannon-theoretic study of the two scenarios depicted in Figures 1, 2.
Figure 1 depicts the MAC problem wherein a pair S1, S2 of correlated sources, observed at the transmitters (Txs)
of a 2−user multiple access channel (MAC), have to be communicated to the receiver (Rx). The Rx intends to
reconstruct both the sources losslessly. Given a (generic) MAC WY |X1X2 , the MAC problem concerns characterizing
the set T (WY |X1X2) of all transmissible source pairs WS1S2 over the MAC. Figure 2 depicts the IC problem
wherein a pair S1, S2 of correlated sources have to be communicated over a 2−user interference channel (IC)
WY1Y2|X1X2 . Receiver (Rx) j wishes to reconstruct Sj losslessly. The IC problem concerns characterizing the set
T (WY1Y2|X1X2) of all transmissible source pairs WS1S2 over the IC WY1Y2|X1X2 . Throughout our work, we restrict
attention to achievability, i.e., inner bounds. Unless otherwise mentioned, we also assume the sources do not possess
a Gac´s-Ko¨rner-Witsenhausen common (GKW) part. In particular, the MAC and IC problems in our work refer to
characterizing admissible regions α(WY |X1X2) ⊆ T (WY |X1X2) and α(WY1Y2|X1X2) ⊆ T (WY1Y2|X1X2) via S-L
expressions. This involves characterizing sufficient conditions for transmissibility of the sources over MAC and IC.
The central challenge posed by the above problems is to design a coding scheme that can optimally transfer/exploit
source correlation to enable efficient co-ordinated communication. Cover, El Gamal and Salehi [3] devised an elegant
S-L coding scheme, henceforth referred to as CES scheme, wherein symbol Xjt input on the channel by encoder
j at time t is chosen based on the source symbol Sjt observed by it at time t. This permitted the channel inputs
X1, X2 to be correlated through a pmf pX1X2 constrained to the S-L LMC X1 − S1 − S2 −X2. The question of
its optimality did not remain open for too long. Within barely five months, Dueck [1] identified a rich example
and devised an ingenious, though very specific, coding scheme for that example to prove sub-optimality of CES
scheme. A close look at Dueck’s finding reveals that the constraint of a S-L LMC is debilitating (Remarks 2,
3), and choosing input symbol Xjt based on multiple source symbols Slj , not just that at time t, permits for
richer correlation amongst channel inputs that can facilitate more efficient co-ordinated communication. In essence,
Dueck’s finding proves that coding schemes that induce a pmf on the channel inputs that are constrained to the
S-L LMC X1 − S1 − S2 −X2 are sub-optimal in general. This leads us to the central motivation of our work.
Our goal is to design a coding scheme that, even in the absence of a GKW part, is not constrained by a S-L
LMC X1 − S1 − S2 −X2, and yet is amenable for performance characterization via S-L expressions. Specifically,
we intend to design a coding scheme, wherein Xjt is chosen by encoder j based on a generic number l ∈ N of
source symbols Slj . We take a clue from the CES scheme of coding the GKW part, which is henceforth referred
to as GKW coding. Xjt is chosen based on Sjt and Ut−the t−th symbol of the common codeword corresponding
to the GKW block chosen at both encoders. The latter codeword is obtained via block mapping of the GKW part,
and hence the choice of Ut is based on the entire block of the GKW part. Since Xjt is based on Ut which inturn
is based on the entire block of GKW symbols, GKW coding is able to design input symbols based on a block of
source symbols, while still being amenable to performance characterization via S-L expression.
GKW coding using common codes will be the central tool of our work. In the absence of a GKW part, it
is impossible for the two encoders to agree on a common RV U [4]. In fact, as the findings of Witsenhausen
[4] suggest, in order to extract higher correlation at the distributed encoders, it is strictly beneficial to employ
codes and maps of shorter block-length (B-L). Clearly, P (Sl1 6= Sl2) = 1 − (1 − P (S1 6= S2))l → 1 as l → ∞,
resulting in lesser probability of agreement between the outputs of any non-trivial maps as the B-L is increased.
We therefore propose fixed B-L GKW coding, whose B-L is chosen as a function of the problem instance, not the
desired probability of error. This leads to a fundamental shift. The proposed coding scheme will employ GKW
coding of block-length (B-L) that remain fixed to a generic length l ∈ N, irrespective of the desired probability of
error. The fixed B-L codes induce a mapping from l−length sub-blocks of the source to l−length channel inputs,
2thus permitting extraction and transfer of correlation from l−length sub-blocks of the source. An outer code, whose
B-L is chosen arbitrarily large as a function of the desired probability of error, is superimposed over multiple
sub-blocks of the (inner) fixed B-L code.
The proposed coding scheme leads to challenges in its analysis. Primary among them, the outer code being
superimposed on multiple l−length sub-blocks of the fixed B-L code, experiences l−length memory. We do not
have a characterization for the effective channel it experiences, since we do not have a characterization of the
induced pmf of a good fixed B-L code for a generic source-channel pair. Secondly, in the absence of a GKW part,
any non-trivial GKW coding will result in disagreement between the chosen codewords at the two encoders. What
then is the effective pmf induced by the fixed B-L GKW coding? Thirdly, how do we characterize the performance
via a S-L expression, when the induced pmf is l−letter? As the informed reader will note, these challenges have not
been addressed in prior work and hence, we do not have the basic building blocks of the intended coding scheme.
We present our findings in two parts, the first of which is presented in this article. Here, our emphasis is on
presenting the new tools in a simplified setting and answering the following two central questions. How does
one multiplex finite and ∞−B-L (codes of arbitrarily large B-L) information streams in a way that permits S-L
characterization? and how do we analyze its performance and derive a S-L expression for the same? In this article,
we therefore restrict attention to separation based schemes wherein the source code encodes the source into two
information streams - fixed B-L and ∞−B-L - and a channel code is designed to communicate these information
streams. We analyze the performance of the proposed coding scheme and derive new admissible regions for the
MAC and IC problems. By identifying examples, we prove that the derived admissible region can be strictly larger
than the current known largest for the MAC [3] and IC problems [5]. Thus having illustrated the power of our
tools and approach, we build on these findings in the second part of our article, where we enlarge the admissible
region presented here by incorporating the technique of joint source-channel coding proposed by Cover, El Gamal
and Salehi [3]. In particular, as the reader will note, the enhancement proposed in the second part is based on
leveraging the joint source-channel coding technique of inducing the source correlation onto channel inputs [3] in
communicating the ∞−B-L information stream over the channel. This enables us enlarge the admissible region
presented in this article to subsume the current known largest. Our second part is based on ideas presented in [6].
Let us briefly comment on the tools we employ. We need channel codes of fixed B-L whose precise performance
is known. The constant composition codes whose performance has been elaborately characterized by Csisza´r and
Ko¨rner in [7], [8] will be employed. As the reader will note, its constant composition property will be very useful
in our analysis. Fano inequality type bounds will enables us upper bound additional information that needs to be
communicated via outer codes. We leverage the novel technique of interleaving devised by Shirani and Pradhan [2]
in the related problem of distributed source coding. Therein, the authors [2] proposed a pure source coding scheme
to communicate information streams of different B-Ls to enable the decoder reconstruct quantized versions of the
distributed sources. The common thread between the problem studied herein and [2] is the presence of the LMC.
Our work goes beyond those of [2] in the following aspects. Firstly, we develop a channel code that involves a
jointly designed superposition code comprising of a fixed B-L ‘cloud center code’ and a satellite code of arbitrary
large B-L. Such a joint superposition code is not necessary in a purely source coding problem and has therefore
not been investigated in [2]. Secondly, since we cannot pool the messages output by the fixed B-L source encoder,
our coding scheme is indeed crucially different from that proposed in [2]. Moreover, since these messages have to
communicated separately over a noisy channel, this results in additional challenges not encountered in [2]. Thirdly,
our use of constant composition code provides a much cleaner and elegant approach to characterizing inner bounds.
This article is aimed at presenting the tools necessary for characterizing a new admissible regions for the MAC
and IC problems. We present these tools in three steps. The preliminary step, presented in Section III demonstrates
the core idea of fixed B-L coding and its need via examples. In particular, we present generalizations of Dueck’s
example [1] and design an alternate coding scheme that is amenable for generalization. Section III provides very
important intuition and holds the ideas presented in the paper. We then present generalization in two steps. In the
first step, presented in Section IV, we decode the fixed and∞−B-L information streams separately. This leads new
admissible regions (Theorems 7, 9) that are proven to be strictly larger (Theorems 8, 10) for specific examples.
In the second step, presented in Section V, we incorporate joint decoding of the fixed and ∞−B-L information
streams. We conclude with remarks in Section A. We begin with preliminaries in the following section.
We conclude this section by summarizing relevant prior work. The technique of inducing source correlation onto
channel inputs via S-L test channels designed by Cover, El Gamal and Salehi [3] has found application in problems
3of communicating correlated sources over IC and broadcast channels. Han and Costa [9] proposed random source
partitioning and and employed the above technique, to derive new admissible region for communicating correlated
sources over broadcast channels, that remains to be the current known largest. With regard to the IC problem,
the techniques of (1) message splitting via superposition coding [10], (2) random source partitioning [9] and (3)
inducing source correlation onto channel inputs [3], was employed by Liu and Chen to derive a set of sufficient
(LC) conditions, or equivalently an admissible (LC) region. For the general IC problem, the LC region remains to
be the current known largest. Dueck’s example [1] proved that the CES coding scheme is strictly sub-optimal for
the MAC problem. Dueck’s findings [1] can be used to prove strict sub-optimality of the LC technique for the IC
problem. Surprisingly, there is no mention of this in [5].
The presence of the LMC connects the MAC and IC problems to the problem of distributed source coding
(DSC). Wagner, Kelly and Altug [11] prove the sub-optimality of Berger-Tung rate region for the DSC problem
via a continuity argument. The latter can be traced back to [12]. Their argument can be related to [1] and our
findings. Indeed, Dueck’s example and our findings are based on proving that a sequence of examples, in the limit
do not satisfy CES or LC conditions, yet are transmissible. Analogous to the inner bounds presented in this work,
Chaharsooghi, Sahebi and Pradhan [13], followed by Shirani and Pradhan [2] propose new coding theorems for
DSC based on fixed B-L codes. Kang and Ulukus [14] characterize a necessary condition for a pmf pX1X2 to satisfy
an n−letter LMC X1 − Sn1 − Sn2 −X2 and use that characterization to derive outer bounds for the MAC problem.
The scenario of transmitting correlated sources over multi-user channels is quite rich and permits several
formulations. [15]–[19] study the scenario of reconstructing Gaussian sources subject to distortion constraints.
In particular, Lapidoth and Tinguely [17] study reconstruction of Gaussian sources subject to quadratic distortion
constraints over Gaussian MAC. Bross Lapidoth and Tinguely [16] study communication of correlated Gaussians
over Gaussian broadcast channel, while Tian, Diggavi and Shamai [18] consider communication over bandwidth-
matched Gaussian broadcast channels. Song, Chen and Tian [15] study broadcasting vector Gaussian subject to
distortion constraints. Hybrid coding techniques for communicating Gaussian sources over Gaussian channels have
been studied by Minero, Lim and Kim in [20]. Necessary conditions for reconstructing discrete memoryless sources
subject to distortion constraints at the receiver of a MAC are characterized by Lapidoth and Wigger [21].
II. PRELIMINARIES
A. Notation
We supplement standard information theory notation - upper case for RVs, calligraphic letters such as A,S for
finite sets etc. - with the following. We let an underline denote an appropriate aggregation of related objects. For
example, S will be used to represent a pair S1, S2 of RVs. S will be used to denote either the pair S1,S2 or the
Cartesian product S1×S2, and will be clear from context. If we have 3 components, say (A0, A1, A2), then A will
denote the triple, and we do not use an underline to denote pairs in this case. If pU is a pmf on U , plU =
∏l
i=1 pU
is the product pmf on U l. When j ∈ {1, 2}, then j will denote the complement index, i.e., {j, j} = {1, 2}. For
m ∈ N, [m] : = {1, · · · ,m}.
Tnδ (U) = {un ∈ Un :
∣∣∣∣N(b|un)n − pU (b)
∣∣∣∣ ≤ δpU (b) ∀b ∈ U}
is our typical set. “um is typical with respect to pmf
∏m
t=1 pU ” is abbreviated as u
m typ∼ ∏mt=1 pU . Analogously,
um
typ
∏m
t=1 pU abbreviates “u
m is not typical with respect to pmf
∏m
t=1 pU ” For a pmf pU on U , b∗ ∈ U will
denote a symbol with the least positive probability wrt pU . The underlying pmf pU will be clear from context. We
let τl,δ(K) = 2|K| exp{−2δ2p2K(a∗)l} denote an upper bound on P (K l /∈ T lδ(K)). For a sequence xn ∈ X n and
an element a ∈ X , let N(a|xn) : = ∑ni=1 1{xi=a} denote the number of occurrences of a in xn. The type of xn
is the pmf Pxn on X defined as Pxn(a) : = 1nN(a|xn) : a ∈ X . Given a pmf p on X , the set of all sequences in
X n of type p is denoted Tnp . A pmf p on X is said to be a type of sequences in X n if Tnp is non-empty. We have
used similar notation for typical sequences (Tnδ (·)) and sequences of type p (Tnp ). The particular reference will be
clear from context.
For a map f : S → K, we denote fn : Sn → Kn denote its n−letter extension defined by fn(sn) :
= (f(s1), f(s2), · · · , f(sn)). While calligraphic letters such as A denote finite sets, boldfaced calligraphic letters
such as A denote the set of all m× l matrices with entries in A, i.e., A : = Am×l. Boldfaced letters such as a,A
4denote matrices. For a m× l matrix a, (i) a(t, i) denotes the entry in row t, column i, (ii) a(1 : m, i) denotes the ith
column, a(t, 1 : l) denotes tth row. “with high probability”, “single-letter”, “long Markov chain”, “block-length”
are abbreviated whp, S-L, LMC, B-L respectively. We will be employing codes of fixed B-L whose B-L does not
depend on the desired probability of error. Codes whose B-L will be chosen arbitrarily large as a function of the
desired probability of error will be informally referred to as ∞−B-L codes.
For a point-to-point channel (PTP) (U ,Y,WY |U ), let Er(R, pU ,WY |U ) denote the random coding exponent for
constant composition codes of type pU and rate R . Specifically,
Er(R, pU ,WY |U ) : = min
VY |U
{
D(VY |U ||WY |U |pU ) + |I(pU ;VY |U )−R|+
}
.
For a finite set B and µ ∈ [0, 1], we let
Ll(µ, |A|) : = 1
l
hb(µ) + µ log |B| and L(µ, |B|) : = L1(µ, |B|). (1)
If Al1 ∈ Al and Al2 ∈ Al are (l−length) random vectors, we let ξ[l](A) : = P (Al1 6= Al2), and ξ(A) : = ξ[1](A). If
(A1t, A2t) : t ∈ [l] are independent and identically distributed (IID), we note1 ξ[l](A) = 1− (1− ξ(A))l ≤ lξ(A).
B. Problem Statement
Consider a 2−user MAC with input alphabets X1,X2, output alphabet Y and channel transition probabilities
WY |X1X2 (Fig. 1). Let S : = (S1, S2), taking values over S : = S1 × S2 with pmf WS1S2 , denote a pair of
information sources. For j ∈ [2], Tx j observes Sj . The Rx aims to reconstruct S with arbitrarily small probability
of error. With regard to the MAC problem, our objective is to characterize sufficient conditions for transmissibility
of sources (S,WS) over the MAC (X ,Y,WY |X). A formal definition follows.
Definition 1: A pair (S,WS) is transmissible over MAC (X ,Y,WY |X) if for every  > 0, there exists N ∈ N
such that, for every n ≥ N, there exists encoder maps ej : Snj → X nj : j ∈ [2] and decoder map d : Yn → Sn
such that ∑
sn
WnS(sn)
∑
yn∈Yn:
d(yn)6=sn
WnY |X(y
n|e1(sn1 ), e2(sn2 )) ≤ .
Consider a 2−user IC with input alphabets X1,X2, output alphabets Y1,Y2, and transition probabilities
WY1Y2|X1X2 (Fig. 2). Let S : = (S1, S2), taking values over S : = S1 × S2 with pmf WS1S2 , denote a pair
of information sources. For j ∈ [2], Tx j observes Sj , and Rx j aims to reconstruct Sj with arbitrarily small
probability of error. If this is possible, we say S is transmissible over IC WY |X . A formal definition follows.
Definition 2: A pair (S,WS) is transmissible over IC (X ,Y,WY |X) if for every  > 0, there exists N ∈ N such
that, for every n ≥ N, there exists encoder maps ej : Snj → X nj : j ∈ [2] and decoder maps dj : Ynj → Snj : j ∈ [2]
such that ∑
sn
WnS(sn)
∑
yn∈Yn
WnY n|X(y
n
1 , y
n
2 |e1(sn1 ), e2(sn2 ))1{ d1(yn1 ) 6= sn1 or d2(yn2 ) 6= sn2 } ≤ .
With regard to the IC problem, our objective is to characterize sufficient conditions under which (S,WS) is
transmissible over IC (X ,Y,WY |X).
C. Current known coding techniques and sufficient conditions
The central question posed by the above problems is how does one optimally transfer source correlation onto
correlated channel inputs that can enable efficient communication? The current known techniques are based on the
CES strategy [3] proposed in the context of the MAC problem. One key idea of the CES strategy is to induce the
source correlation onto channel inputs via S-L test channels pXj |Sj : j ∈ [2]. In other words, the codeword assigned
for the source block snj is picked with pmf
∏n
t=1 pXj |Sj (·|sjt). While this idea induces correlation across the input
symbols X1, X2, their joint pmf is constrained by the S-L LMC X1 − S1 − S2 −X2.
1(1− x)l ≥ 1− xl for x ∈ [0, 1].
5A second key idea of the CES strategy is to exploit the GKW part K = fj(Sj) : j ∈ [2] of the sources,
whenever present, to permit a richer class of pmfs for X1, X2. The GKW part is specially coded using a common
codebook technique, henceforth referred to as GKW coding. Specifically, typical sequence kn ∈ Tnδ (K) is mapped
to a codeword Un(kn) ∈ Un that is generated with a generic pmf ∏nt=1 pU . The codebook {Un(kn) : kn ∈
Tnδ (K)} and the mapping is shared by both encoders. Since Kn is observed by both encoders, GKW coding
ensures each encoder agree on the chosen U−codeword, and hence, the symbol at time t distributed with pmf
pU is common information. The codeword Xnj (s
n
j ) chosen for source block s
n
j is picked randomly with pmf∏n
t=1 pXj |SjUj (·|sjt, U(kn)t), where U(kn)t is the t -th symbol of codeword Un(kn) assigned to the corresponding
block of GKW symbols kn = fnj (s
n
j ). With X
n
j (s
n
j ) : j ∈ [2] being the inputs on the channel corresponding to
the pair (sn1 , s
n
2 ), it can be verified that a generic pair of input symbols X1, X2 is jointly distributed with pmf∑
u∈U
∑
s∈SWS(s)pU (u)
∏2
j=1 pXj |USj (xj |u, sj), and in particular, not constrained to a S-L LMC X1−S1−S2−
X2. These two key ideas lead to the following sufficient conditions, henceforth referred to as CES conditions.
Theorem 1 (Cover, El Gamal and Salehi, [3]): A pair of sources (S,WS) is transmissible over a MAC
(X ,Y,WY |X) if there exists (i) a finite set U , (ii) a pmf WSpUpX1|US1pX2|US2WY |X1X2 on S ×U ×X1×X2×Y
such that
H(Sj |Sj) < I(Xj ;Y |Xj , Sj , U) : j ∈ [2] , H(S|K) < I(X;Y |K,U) , H(S) < I(X;Y ). (2)
where K = fj(Sj) : j ∈ [2] taking values in K is the GKW part of S1, S2.
For the sake of completeness, we briefly describe a coding scheme that achieves the CES conditions. Let U , pmf
WSpUpX1|US1pX2|US2WY |X1X2 and K = fj(Sj) be as provided in the theorem statement. The codebook generation
is as described previously. Encoder j observes Snj and inputs X
n
j (S
n
j ) on the channel. Having received Y
n, the
decoder looks for all typical pairs (sn1 , s
n
2 ) ∈ Tnδ (S1, S2) such that (sn1 , sn2 , kn, Un(kn), X1(sn1 ), Xn2 (sn2 )) is jointly
typical wrt pmf WSpK|SpUpX1|US1pX2|US2WY |X1X2 , where pK|S(k|s1, s2) = 1{k=fj(sj):j∈[2]}. If it finds a unique
such pair, the latter is declared as the decoded source pair. Otherwise, an error is declared. The reader is referred
to [22, Section 14.1.1] for a proof of Thm 1.
Remark 1: GKW coding crucially relies on identical codes and maps at both encoders. In effect, a common
source code - typical set of K - , a common mapping from its output to the channel code, and a common channel
code CU ensures both encoders agree on the chosen codeword. Since the codebook can be chosen with any pmf pU ,
the encoders can agree, distributively, on a common RV with an arbitrary pmf.2 Note that as the B-L n increases,
the source code effects an efficient compression of K and the message index output by this source code can be
communicated via the best (joint) channel code on the U − Y channel.
The current known best coding technique for the IC problem incorporates the technique of random source
partitioning designed by Han and Costa [9]. Random source partitioning facilitates decoding of a common message
at the two decoders of the IC. The latter technique, being part of Han-Kobayashi strategy -the current known best
channel coding strategy for the IC - provides for a more efficient channel coding strategy for communication over
the IC. Hence, the CES technique of inducing source correlation over channel inputs, coupled with random source
partitioning yields the LC coding technique which is the current known best technique for the IC problem. In the
following, we provide a characterization of the LC conditions for the specific case when the sources do not possess
a GKW part. The reader is referred to [5, Thm. 1] for the general case.
Theorem 2 (Liu and Chen, [5]): A pair of sources (S,WS) is transmissible over an IC (X ,Y,WY |X) if there exists
(i) finite sets W1,W2,Q, (ii) a pmf WSpQpW1|QpW2|QpX1|QW1S1pX2|QW2S2WY |X defined on S ×Q×W×X ×Y
such that
H(Sj) < I(Sj , Xj ;Yj |Q,Wj) : j ∈ [2],
H(S1) +H(S2) < min {I(Sj , Xj ;Yj |Q,W ) + I(Wj , Sj , Xj ;Yj |Q) : j ∈ [2]} , (3)
H(S1) +H(S2) <
2∑
j=1
I(Sj ,Wj , Xj ;Yj |Q,Wj),
2H(Sj) +H(Sj) < I(Sj , Xj ;Yj |Q,W ) + I(Sj ,Wj , Xj ;Yj |Q) + I(Sj ,Wj , Xj ;Yj |Q,Wj) : j ∈ [2]
The reader is referred to [5] for a proof.
2The coding scheme does not benefit by choosing pU with entropy greater than H(K).
6D. Tools : Constant composition codes and the Random coding exponent
The material presented in this section is made use of only in proofs of the theorems in Sections IV, V. The
reader may refer to this material as and when needed in those sections.
The ensemble of constant composition codes studied by Csisza´r and Ko¨rner [7], [8] prove to be a very useful tool
in our study. The following theorem, due to Csisza´r and Ko¨rner, guarantee the existence of constant composition
codes with guaranteed number of codewords and exponentially small error probabilities. In the sequel, we let
l∗(A,B, ρ) : = min
{
l ∈ N : exp
{
lρ
2
}
≥ 2(l + 1)2|A|+2|A||B|
}
(4)
= min {l ∈ N : lρ ≥ log 4 + (4|A|+ 4|A||B|) log(l + 1)}
where A,B are finite sets and ρ > 0.
Theorem 3: Given any α > 0, ρ > 0, a memoryless PTP (U ,Y, pY |U ), B-L l ≥ l∗(U ,Y, ρ), a type pU of sequences
in U l, there exists a code (l,Mu, eu, du) of B-L l, encoder map eu : [Mu]→ U l with codewords ul(m) : = eu(m)
for m ∈ [Mu], decoder map du : Y l → [Mu] such that (i) the codebook contains at least Mu ≥ exp{lα} codewords,
and (ii) probability of error of the code, when employed on the memoryless PTP (U ,Y, PY |U ), is at most∑
yl∈Yl
plY |U (y
l|ul(m))1{d(yl)6=m} ≤ (l + 1)2|U||Y| exp
{−lEr(α+ ρ, pU , pY |U )} for every m ∈ [Mu].
Proof: Follows from [7, Theorem 10.2]. The lower bound of l∗(U ,Y, ρ) on l can be traced back to the proof of
[7, Theorem 10.1] which forms the main ingredient in the proof of [7, Theorem 10.2]. It maybe noted that α+ρ, α
in our statement is equivalent to R,R − δ in [7, Theorem 10.2]. Lastly, the fact that the maximal probability of
error is upper bounded is not stated in [7, Theorem 10.2], but is evident from the proof.
Theorem 4: Given any α > 0, ρ > 0, finite alphabets U ,Y1,Y2, channel transition probabilities pY1Y2|U , B-L
l ≥ max{l∗(U ,Yj , ρ) : j ∈ [2]}, a type pU of sequences in U l, there exists a code (l,Mu, eU , du,1, du,2) with
message index set [Mu] encoder map eu : [Mu]→ U l with codewords ul(m) : = eu(m) : m ∈ [Mu] each of type
pU , and decoder maps dj : Yj → [Mu] such that, (i) the number of codewords Mu ≥ exp{lα}, and (ii) maximal
probability of decoding error of decoder j is at most∑
ylj∈Ylj
plYj |U (y
l
j |ul(m))1{dj(ylj)6=m} ≤ (l + 1)
2|U||Yj | exp
{−lEr(α+ ρ, pU , pYj |U )} for j ∈ [2],
for every m ∈ [Mu] and for any channel transition probabilities pYj |U .
Proof: Follows from the fact that the bound in [7, Theorem 10.2] applies to every DMC, and in particular the
two DMCs pY1|U and pY2|U .
III. FIXED B-L CODING OVER ISOLATED CHANNELS
The coding schemes we develop in this article are applicable for general problem instances. To illustrate the
power of the proposed techniques, we consider specific examples - Example 1 (MAC problem) and Example 2
(IC problem) - wherein the sources posses a near, but not perfect, GKW part. These are obtained via a simple
generalization of Dueck’s ingenious example [1]. Following Dueck’s argument, we prove that all current known
joint source-channel coding techniques, in particular CES and LC techniques, are incapable of communicating
the sources over the corresponding channels. We then propose a technique based on fixed B-L codes that enable
transmissibility of the sources. While the key element of our technique is based on Dueck’s fixed B-L code, we
propose a simpler architecture that is amenable for generalization. The proposed technique will be generalized in
Sections IV, V. Throughout Section III, ξ[l] : = ξ[l](S), ξ : = ξ(S) and τl,δ : = τl,δ(S1).
Example 1: Source alphabets S1 = S2 = {0, 1, · · · , a − 1}k. Let η ≥ 6 be a positive even integer. The source
PMF is
WS1S2(ck, dk) =

k−1
k if c
k = dk = 0k
aηk−1
kaηk(ak−1) if c
k = dk, ck 6= 0k,
1
kaηk(ak−1) if c
k = 0k, dk 6= 0k, and
0 otherwise.
7k−1
k
a6k−1
k a6k(ak−1)
1
k a6k (ak−1)
S1 S2
0k 0k
(a−1)k (a−1)k
= α
= β
WS1,S2
α α αk−1k
β
β
β
0 0 0
0
00
0 0
0
0k
0k
(a−1)k
(a−1)k
0⋯01
0⋯01
Fig. 3. On the left, the source pmf is depicted through a bipartite graph.
Larger probabilities are depicted through edges with thicker lines. On the
right, we depict the probability matrix.
Rx
Tx1
Tx2
S1
S2
U1
WS1S2
~
~
S1S2
U2
X1
X2
Y0
Y1
Y2
WY0|U1U2
WY1|X1
WY2|X2
Fig. 4. MAC of Example 1.
Tx1
Tx2
S1
S2
U1
WS1S2
~
~
U2
X1
X2
Y0
Y1
Y2
WY0|U1U2
WY1|X1
WY2|X2
Rx1
Rx2
S1
S2
Fig. 5. IC of Example 2.
Note that in the above eqn. ck, dk ∈ S1 abbreviate the k ‘digits’ c1c2 · · · ck and d1d2 · · · dk respectively. Fig. 3
depicts the source pmf with η = 6.
The MAC is depicted in Fig. 4 and described below. The input alphabets are U × X1 and U × X2. The output
alphabet is Y0 × Y1 × Y2. U = Y0 = {0, 1, · · · , a − 1}. (Uj , Xj) ∈ U × Xj denotes Tx j’s input. Moreover,
WY |UX = WY0|UWY1|X1WY2|X2 , where
WY0|U1U2(y0|u1, u2) =

1 if y0 = u1 = u2
1 if u1 6= u2, y0 = 0, and
0 otherwise.
The capacities of the PTPs (Xj ,Yj ,WYj |Xj ) : j = 1, 2 are CM + hb( 2k ) + 1k log a and CM + hb( 2kaηk ) respectively,
where CM : = α log a+ 2hb(α) + 14k log a, α = 8k
4
a
ηk
3
. It can be verified that, for sufficiently large a, k, the capacity
of satellite channel WYj |Xj is at most
3
2k log a. For all such a, k, we choose satellite channels for which |Yj | ≤ a
3
2k .
Example 2: Let (S,WS) be the source described in Example 1. The IC is depicted in Fig. 5 and described below.
The input alphabets are U×X1 and U×X2. The output alphabets are Y0×Y1 and Y0×Y2. U = Y0 = {0, 1, · · · , a−1}.
(Uj , Xj) ∈ U × Xj denotes Tx j’s input and (Y0, Yj) ∈ Y0 × Yj denotes symbols received by Rx j. The symbols
Y0 received at both Rxs agree with probability 1. WY0Y1Y2|X1U1X2U2 = WY1|X1WY2|X2WY0|U1U2 , where
WY0|U1U2(y0|u1, u2) =

1 if y0 = u1 = u2
1 if u1 6= u2, y0 = 0, and
0 otherwise.
The capacities of PTP channels WYj |Xj : j = 1, 2 are CI : = hb( 2k ) + 2k log a and CI + hb( 2kaηk ) respectively. Just
as in Example 1, it can be verified that, for sufficiently large a, k, the capacity of satellite channel WYj |Xj is at
most 52k log a. For all such a, k, we choose satellite channels for which |Yj | ≤ a
5
2k .
Examples 1, 2 are very similar. To avoid duplication, we provide discussions, describe ideas, coding techniques
etc. for Example 1, and only indicate the differences, where ever present, with regard to Example 2.
We highlight the key elements of Example 1 through the following discussion. The parameters we refer to are
summarized in Table I for ease of reference. Let a, k be chosen sufficiently/quiet large. Firstly, the sources do not
8possess a GKW part, yet agree on most, but not all realizations. Verify that ξ = 1kaηk is very small. Secondly,
WSj ,WS is ‘very far’ from the uniform pmf. The symbol pair (0k, 0k) occurs with very high probability 1 − 1k
and the rest of the symbol pairs occur with exponentially small probabilities, and the sum of the latter probabilities
is at most 1k . Lastly, we have H(S1), H(S2), H(S) ∼ log a. In fact,
(1− 1
aηk
) log a− log 2
k
≤ H(S1), H(S2), H(S) ≤ log a+ hb( 1
k
) +
log 2
k
.
Moreover,
H(S1|S2) ≤ 1
k
hb(
1
aηk
), H(S2|S1) ≤ hb( 2
kaηk
) +
2 log a
aηk
are very small. We list the consequences of these three observations. Firstly, note that the channel input symbols
Xj , Uj : j ∈ [2] are constrained to the S-L LMC X1U1 − S1 − S2 −X2U2, and in particular U1 − S1 − S2 − U2.
Secondly, any S-L function gj(Sj) will remain considerably non-uniform. Lastly, the Rx benefits a lot by decoding
either source. This is in particular true for the IC Example 2 wherein each Rx benefits a lot by decoding either
source.
The MAC has three components - ‘shared’ WY0|U−channel, and two ‘satellite’ PTP channels WYj |Xj . Together,
it supports a sum capacity of at most log a+ 2CM + hb( 2k ) + 1k log a+ hb( 2kaηk ). The sum of the capacities of the
‘satellite’ PTP channels WYj |Xj is at most
16k4
a
ηk
3
(
log a+ hb(
8k4
a
ηk
3
)
)
+
3
2k
log a+ hb(
2
k
) + hb(
2
kaηk
). (5)
Since (5) decays with a, k, the bulk of the source entropy (log a) has to be communicated via the shared WY0|U -
channel. In order to communicate close to a sum rate of log a bits via the latter, it is necessary that U1 must equal
U2 whp and moreover U1 = U2 must be ‘close to’ uniform.
In the following, we prove, following Dueck’s argument [1, Sec. III C], that a S-L CES scheme is incapable of
communicating the sources over the MAC (Example 1). The argument is based on the fact that, conditioned on
the event {S = (0k, 0k)}, the channel inputs are constrained to be independent, and are therefore constrained to
communicate only a fraction of its co-ordinated capacity of log a. Since {S = (0k, 0k)} occurs with a significant
probability of 1− 1k , the amount of information that can be communicated over the MAC via a S-L CES scheme
is considerably constrained.
Lemma 1: Consider Example 1 with any η ∈ N. There exists an a∗ ∈ N, k∗ ∈ N, such that for any a ≥ a∗ and
any k ≥ k∗, the sources and the MAC described in Example 1 do not satisfy CES conditions that are stated in [3,
Thm. 1].
Proof: Given any set Q and any pmf WSpX1U1|S1QpX2U2|S2QWY |X , we will prove
I(UX;Y |Q) < H(S), (6)
thereby contradicting (2). Towards that end, we derive a lower bound on H(S). By simple substitution, it can be
verified that
H(S) ≥ H(S2) = hb( 1
k
) +
1
k
log(ak − 1) ≥ 1
k
log
kak
2
≥ log a+ 1
k
log(
k
2
) ≥ log a, (7)
whenever ak ≥ 2, k ≥ 2. We now consider the LHS of (6).
Let R = 1{(S1,S2)=(0k,0k)}.
I(XU ;Y |Q) ≤ I(XUR;Y |Q) ≤ log 2 + I(XU ;Y |Q,R)
≤ log 2 + log |Y0 × Y1 × Y2|
k
+ (1− 1
k
)I(XU ;Y |Q,R = 1)
We focus on the third term in the above sum. Conditioned on R = 1, the sources are equal to (0k, 0k). It can be
verified that X1U1 − S1Q− S2Q−X2U2. Given Q = q,R = 1, (X1, U1) is independent of (X2, U2) and hence
I(XU ;Y |Q,R = 1) ≤ max
pX1U1pX2U2
I(XU ;Y ) ≤ 2CM + hb( 2
k
) +
1
k
log a+ hb(
2
kaηk
) + max
pU1pU2WY0|U
H(Y0) (8)
9Parameter Value Comment
Capacity of satellite channel WY1|X1 α log a+ αhb(α) +
1
4k log a+ hb(
2
k ) +
1
k log a Shrinks to 0 for large a, k
where α = 8k
4
a
ηk
3
Capacity of satellite channel WY2|X2 α log a+ αhb(α) +
1
4k log a+ hb(
2
kaηk ) Shrinks to 0 for large a, k
where α = 8k
4
a
ηk
3
H(S1, S2)
1
k log(a
k − 1) + hb( 1k ) + 1khb( 1aηk ) Scales as log a for large a, k
H(S1) hb(
1
k − 1kaηk ) + ( 1k − 1kaηk ) log(ak − 1) Scales as log a for large a, k
Uniform upper bound on log a+ hb(
1
k ) +
1
khb(
1
aηk ) Scales as log a for large a, k
H(S), H(Sj) : j ∈ [2]
Strict upper bound on H(S1) hb(
1
k ) + log a Scales as log a for large a, k
Upper bound on H(S2|S1) hb( 2kaηk ) +
2 log a
aηk Shrinks to 0 for large a, k
ξ = P (S1 6= S2) 1kaηk Shrinks to 0 for large a, k
Upper bound on ξ[l] = P (Sl1 6= Sl2) ξ[l] = 1− (1− ξl) ≤ 1− (1− lξ) = lkaηk
TABLE I
PARAMETERS IN EXAMPLE 1
We now evaluate an upper bound on the maximum value of H(Y0) subject to U1, U2 being independent. We evaluate
the following three possible cases.
Case 1a : For some u ∈ U , P (U1 = u) ≥ 12 and P (U2 = u) ≥ 12 . Then P (Y0 = u) ≥ 14 (independence of
U1, U2) and hence H(Y0) ≤ log 2 + 34 log a.
Case 1b : For some u ∈ U , P (U1 = u) ≥ 12 and P (U2 = u) ≤ 12 . Then P (U2 6= u) ≥ 12 and hence P (Y0 = 0) ≥ 14
and hence H(Y0) ≤ log 2 + 34 log a.
Case 2a : For every u ∈ U , P (U1 = u) ≤ 12 . Then for any u ∈ U , P (U2 6= U1) =
∑
u
∑
z 6=u P (U2 = u)P (U1 =
z) ≥ 12
∑
u P (U2 = u) =
1
2 , implying P (Y0 = 0) ≥ 12 and hence H(Y0) ≤ log 2 + 34 log a.
In all cases, we have H(Y0) ≤ log 2 + 34 log a. Substituting through (8) and above, we conclude
I(XU ;Y |Q) ≤ 2 log 2 + 2CM + hb( 2
k
) +
1
k
log a+ hb(
2
kaηk
) +
3
4
log a+
log |Y|
k
< log a (9)
for sufficiently large k, a. In (9), we have used the fact that for sufficiently large a, k the satellite channels are
chosen such that |Yj | ≤ a 32k .
We leverage the above argument to prove an analogous statement for Example 2. In particular, we prove that if
the LC technique enables Rxs j reconstruct Sj for j ∈ [2], then both the Rxs can reconstruct S1 and S2 if each of
them is provided Y1 and Y2 (and Y0). Using the above arguments, we prove that this is not permissible.
Lemma 2: Consider Example 2 with any η ∈ N. There exists an a∗ ∈ N, k∗ ∈ N, such that for any a ≥ a∗ and
any k ≥ k∗, the sources and the IC described in Example 2 do not satisfy LC conditions that are stated in [5, Thm.
1].
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Proof: Since the sources do not have a GKW part, it suffices to prove that Example 2 does not
satisfy conditions stated in Thm 2. Let SQWXUY be any collection of RVs whose pmf factorizes as
WSpQpW1|QpW2|QpX1U1|S1W1QpX2U2|S2W2QWY |XU . We prove
H(S) >I(S1X1U1;Y1Y0|QW ) + I(W1S2X2U2;Y2Y0|Q)− I(S1;S2) (10)
and thereby contradicting (3). The lower bound on H(S) follows from (7). Secondly, the RHS of (10) can be
bounded above by
I(S1X1U1;Y1Y0|QW ) + I(W1S2X2U2;Y2Y0|Q)− I(S1;S2)
≤ I(S1X1U1;Y1Y0|QW ) + I(WS2X2U2;Y |Q)− I(S1;S2)
≤ I(WSXU ;Y |Q) + I(S1X1U1;Y |QW )− I(S1X1U1;Y |QWS2X2U2)− I(S1;S2)
= I(XU ;Y |Q) + I(S1X1U1;Y |QW )− I(S1X1U1;Y X2U2|QWS2)− I(S1;S2) (11)
= I(XU ;Y |Q) + I(S1X1U1;Y |QW )− I(S1X1U1;Y X2U2S2|QW ) ≤ I(XU ;Y |Q) (12)
Following the steps identical to proof of Lemma 1, it can be verified that
I(XU ;Y |Q) ≤ 2 log 2 + 2CI + hb( 2
kaηk
) +
3
4
log a+
log |Y|
k
< log a (13)
for sufficiently large k, a. In view of the lower bound on H(S) (7) and the upper bound on the RHS of (10) via
(12) and (13), we are done.
Remark 2: Why are S-L LC and CES techniques incapable of communicating S? Any valid pmf pU1U2 induced
by a S-L coding scheme is constrained to the LMC U1 − S1 − S2 − U2. For j ∈ [2], pUj |Sj can equivalently be
viewed as Uj = gj(Sj ,Wj), for some function gj and RV W1,W2 that are independent. Owing to independence,
W1 and/or W2 being non-trivial RVs, reduces P (U1 = U2). If we let, W1,W2 be deterministic, the only way to
make Uj uniform is to pool less likely symbols. However, the source is ‘highly’ non-uniform, and even by pooling
all the less likely symbols, we can gather a probability, of at most, 1k . Consequently, any pU1U2 induced via a S-L
coding scheme is sufficiently far from any pmf that satisfies U1 = U2 whp and U1 = U2 close to uniform. When
constrained to a S-L coding technique, the shared channel - the main communication resource in communicating
S to the decoder - cannot be utilized efficiently leading to the incapability of communicating S over the MAC and
IC.
Remark 3: An l−letter (multi-letter with l > 1) coding scheme is constrained by an l−letter LMC U l1 − Sl1 −
Sl2 − U l2. Suppose we choose l reasonably large such that 1) ξ[l] is not high, and 2) Slj is reasonably uniform on
its typical set T lδ(Sj), and define Uj : j ∈ [2] through identical functions U lj = g(Slj) : j ∈ [2], then one can easily
visualize the existence of g such that pU l1U l2 satisfies the twin objectives of U
l
1 = U
l
2 whp and U
l
1 = U
l
2 is close to
uniform. Our coding scheme, will in fact, identify such g maps. This portrays the sub-optimality of S-L schemes
for joint source-channel coding.
A. Fixed B-L coding over isolated noiseless channels
We propose a coding techniques based on fixed B-L codes that enables S to be communicated over the
corresponding channels in Examples 1, 2 (for all a, k sufficiently large). The coding technique we propose
for both examples are identical. In the following, we describe the same in the context of Example 1. Recall
ξ[l] : = ξ[l](S), ξ : = ξ(S) and τl,δ : = τl,δ(S1) throughout this section.
Our goal is to exploit the presence of near GKW parts to co-ordinate (U1 = U2) and communicate efficiently
(U1 = U2 is close to uniform) over the WY0|U−channel. We take a cue from Remark 1 and employ the same codes
and mappings at both encoders to communicate on the latter channel. Specifically, we encode both S1, S2 with
the same source code, and map their output message indices identically to a common channel code that produces
codewords for the WY0|U−channel. However, we note that as the B-L of these codes increase, the probability that
the source code produces different message indices at the two encoders, increases. This is because the source blocks
disagree with a probability ξ[n] = P (Sn1 6= Sn2 ) = 1 − (1 − ξ)n → 1 as n → ∞. We therefore fix the B-L of
these codes to l, irrespective of the desired probability of error. l is chosen large enough such that the source can
be reasonably efficiently compressed, and yet small enough, to ensure ξ[l] is reasonably small. We refer to these
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l−length blocks as sub-blocks. Since l is fixed, there is a non-vanishing probability that these source sub-blocks
will be decoded erroneously. An outer code, operating on an arbitrarily large number m of these sub-blocks, will
carry information to correct for these ‘errors’ and communicate rest of the necessary information. The outer code
will operate over satellite channel WYj |Xj . We begin with a description of the fixed B-L (inner) codes.
We employ a simple fixed B-L (inner) code. Let T lδ(S1) be the source code, and let CU = U l be the channel
code. Let lα = blog alc bits, of the dlog |T lδ(S1)|e bits output by the source code, be mapped to CU . Both encoders
use the same source code, channel code and mapping. We reiterate that encoder 2 also employs source code T lδ(S1),
(and not T lδ(S2)).
Suppose we communicate an arbitrarily large number m of these sub-blocks on WY0|U as above. Moreover,
suppose encoder 1 communicates the rest of the lβ = dlog |T lδ(S1)|e− lα bits output by its source code to Rx on its
satellite channel WY1|X1 .3 How much more information needs to be communicated to Rx, to enable it reconstruct
Slm? We do a simple analysis that suggests a natural coding technique.
We employ a matrix notation in the sequel. View the m sub-blocks of the source Sj as the rows of the matrix
Sj(1 : m, 1 : l) ∈ Sm×lj . Let Kˆ(1 : m, 1 : l) ∈ Sm×l1 denote Rx’s reconstruction.4 The m sub-blocks{(
Sj(t, 1 : l), Kˆ(t, 1 : l) : j = 1, 2
)
: t ∈ [m]
}
(14)
are IID with an l−length distribution WSl1Sl2pKˆl|Sl1Sl2 = W
l
S1S2
pKˆl|Sl1Sl2 . This suggests that we can treat the l−length
sub-blocks as super-symbols and employ a standard binning technique. It suffices for encoder j : j ∈ [2] to send
H(Slj |Kˆ l, Slj) bits per source sub-block, so long as their sum rate is at least H(Sl1, Sl2|Kˆ l). We do not have a
characterization of pKˆl|Sl1Sl2 and we therefore derive an upper bound. We have
H(Slj |Kˆ l, Slj) ≤ H(Slj ,1{Kˆl 6=Sl1}|Kˆ
l, Slj) ≤ hb(P (Kˆ l 6= Sl1)) +H(Slj |Kˆ l, Slj ,1{Kˆl 6=Sl1}) (15)
≤ hb(P (Kˆ l 6= Sl1)) + P (Kˆ l 6= Sl1) log |S lj |+ P (Kˆ l = Sl1)H(Slj |Sl1, Slj)
≤ lLl(P (Kˆ l 6= Sl1), |Sj |) + lH(Sj |S1, Sj), for j ∈ [2], and (16)
H(Sl|Kˆ l) ≤ H(Sl,1{Kˆl 6=Sl1}|Kˆ
l) ≤ hb(P (Kˆ l 6= Sl1)) +H(Sl|Kˆ l,1{Kˆl 6=Sl1})
≤ hb(P (Kˆ l 6= Sl1)) + P (Kˆ l 6= Sl1) log |S l|+ P (Kˆ l = Sl1)H(Sl|Sl1)
≤ lLl(P (Kˆ l 6= Sl1), |S|) + lH(S2|S1), where Ll(·, ·), as defined in (1) (17)
represents the additional source coding rate needed to compensate for the errors in the fixed B-L decoding.
It suffices to prove that the above rates are supported by the satellite channels. Specifically, it suffices to prove
Ll(P (Kˆ l 6= Sl1), |Sj |) + β1{j=1} +H(Sj |S1)1{j=2} ≤ CM + hb(
2
kaηk
)1{j=2} + [hb(
2
k
) +
1
k
log a]1{j=1}, (18)
Ll(P (Kˆ l 6= Sl1), |S|) + β +H(S2|S1) ≤ 2CM + hb(
2
kaηk
) + [hb(
2
k
) +
1
k
log a] (19)
where the RHSs in (18), (19) are the capacities of WYj |Xj and the ‘MAC’ WY1Y2|X1X2 comprised of the two satellite
channels WY1|X1 ,WY2|X2 , respectively. Since Ll(µ, |K|) is non-decreasing in µ if µ ≤ 12 , we bound P (Kˆ l 6= Sl1) by
a quantity that is less than 12 , and substitute the same to derive an upper bound on Ll(P (Kˆ l 6= Sl1), |Sj |). Towards
that end, note that {Sl1 6= Kˆ l} ⊆ {Sl1 6= Sl2} ∪ {Sl1 /∈ T lδ(S1)}. Indeed, Sl1 = Sl2 ∈ T lδ(S1) implies both encoders
input same CU−codeword and agree on the lβ bits communicated by encoder 1. Therefore P (Sl1 6= Kˆ l) ≤ φ,
where φ = ξ[l] + τl,δ,
τl,δ = 2|S| exp
{−2δ2p2S1(a∗)l} ≤ 2ak exp{− δ2l2k2a2k } and ξ[l] ≤ lkaηk . (20)
Choose l = k4a
ηk
2 , δ = 1k , substitute in (20) and verify
τl,δ ≤ 2ak exp
{
−1
2
a(
η
2
−2)k
}
, ξ[l] ≤ k
3
a
ηk
2
. Since η ≥ 6, we have φ = ξ[l] + τl,δ ≤ 2k3a−
ηk
2 <
1
2
for sufficiently (21)
3Through our description, we assume communication over WYj |Xj is noiseless. In the end, we prove that the rate we demand of WYj |Xj
is lesser than its capacity, justifying this assumption.
41) Encoder j could input any arbitrary CU−codeword when its sub-block Slj /∈ T lδ(S1), and decoder j could declare an arbitrary
reconstruction when it observes Y l0 = 0l. Our probability of error analysis handles these events.
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large a, k. Verify
LSl (2k3a−
η
2
k, |Sj |) ≤ α(hb(α) + log a), with α = 8k
4
a
ηk
3
(22)
for sufficiently large a, k. Substituting δ = 1k , verify
5
β ≤ (2/l) + (1/k) log a+ (1 + (1/k))hb(1/k). (23)
Since hb( 2k )− (1 + 1k )hb( 1k ) ≥ 12k log k256 for large enough k, we have β ≤ hb( 2k ) + 54k log a for sufficiently large
a, k. Lastly, note that H(S2|S1) ≤ hb( 1(k−1)aηk ) + 2aηk log a ≤ hb( 2kaηk ) + 14k log a for sufficiently large a, k. The
validity of (18), (19) for sufficiently large a, k, can now be verified by substituting (22) and the above derived
bounds.
A few details with regard to the above coding technique is worth mentioning. pKˆl1Kˆl2|Sl1Sl2 can in principle be
computed, once the fixed B-L codes, encoding and decoding maps are chosen. Slmj will be binned at rate H(S
l
j |Kˆ lj)
and the decoder can employ a joint-typicality based decoder using the computed pSlj |Kˆlj . With respect to the MAC
problem, we conclude the following.
Theorem 5: The CES conditions stated in [3, Thm. 1] are not necessary.
An analogous statement holds with regard to the IC problem.
Theorem 6: The LC conditions stated in [5, Thm. 1] are not necessary. Refer to Example 2. There exists a∗ ∈ N
and k∗ ∈ N such that for any a ≥ a∗ and any k ≥ k∗, S1, S2 and the IC WY |XU do not satisfy LC conditions, and
yet, S is transmissible over IC WY |XU .
Proof: In view of Lemma 2, we only need to prove the latter statement. A coding technique identical to
that proposed for Example 1 works. Following are the only differences. Each encoder has to communicate the lβ
bits, corresponding to each source sub-block, to its decoder on the satellite channel. The decoder reconstructions
Kˆj(t, 1 : l) ∈ S lj : j ∈ [2] corresponding to the t−th source sub-block are not-necessarily identical. Following the
above sequence of steps, it can be verified that decoder j needs to be communicated
Ll(P (Kˆ lj 6= Sl1), |Sj |) + β +H(Sj |S1)
units per channel use over the satellite channel WYj |Xj . Substituting the above choice of l = k4a
ηk
2 , δ = 1k , it can
be verified that bounds (20), (22), (23) hold and the above quantity is dominated by the capacity of WYj |Xj for
large enough a, k. The reader is referred to [23, Section III. A] where the details are provided.
Remark 4: The coding techniques proposed in this section crucially relies on the choice of l being neither too
big, nor too small. This is elegantly captured as follows. As l increases, ξ[l](S) → 1, τl,δ → 0. As l decreases,
ξ[l](S)→ ξ(S), and τl,δ → 1. If φ→ 0.5, Ll(φ, |Sj |)→ 0.5 log |Sj | = k2 log a.
The core idea of the fixed B-L coding is to let each symbol Uj : j ∈ [2] input on the WY0|U−channel be
determined by a fixed number l of source symbols. l is neither too big, nor too small, and most importantly
remains fixed irrespective of the desired probability of error. In Sections IV, V, we generalize the coding scheme
proposed herein for a general problem instance.
IV. FIXED B-L CODING OVER ARBITRARY MAC AND IC STEP 1 : SEPARATE DECODING
The examples provided in Section III and the fixed B-L coding scheme proposed in Section III-A demonstrate the
central idea of fixed B-L coding. Generalizing this scheme for an arbitrary problem instance involving arbitrarily
correlated sources and general MAC or IC involves fundamental challenges. These challenges arise from the fact
that two information streams - fixed B-L and ∞−B-L (i.e, B-L’s arbitrarily large, chosen as a function of the
desired probability of error) - have to be multiplexed through a single channel. In other words, a generic MAC or
IC does not provide isolated channels to communicate fixed B-L and ∞−B-L codes separately, as was provided in
Examples 1, 2. Evidently, most of the new elements in the following sections concern the channel coding module.
Following are three primary challenges. Firstly, how does one multiplex codes of different B-Ls, particularly
with one of them being fixed to B-L l, in a way that permits performance characterization via S-L expressions?
The second and third challenges concerns performance characterization. Performance characterization requires an
explicit description of the pmf induced on the associated alphabets by the coding technique. In conventional S-L
5Use H(S1) ≤ log a+ hb( 1k ) and |Tδ(S1)| ≤ exp{l(1 + δ)H(S1)}.
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coding schemes via IID codebooks, this can be obtained as a particular combination of the marginal S-L pmfs
chosen for each of the codebooks. Refer to Section III-A and note that we are unable to characterize the joint
l−letter pmf of the pair of CU−codewords chosen by the two encoders and hence we do not have an explicit
characterization of the joint l−letter pmf of the inputs on U l ×U l.6 In the coding scheme we propose, we will be
unable to characterize the joint pmf of the message indices output by the fixed B-L source code, and moreover,
since we pick an off-the-shelf constant composition code for a generic channel, we do not have a characterization
of its codewords. The natural question is : How do we characterize the information-theoretic performance of the
proposed coding scheme? Finally, how do we characterize performance of a multi-letter coding scheme via a S-L
expression?
These challenges, not encountered in previous work, will require new tools. To facilitate a step-by-step description
of the new elements, we present our coding theorems in two steps. In the first step, presented in this section, we
analyze separate decoding of the fixed B-L and ∞−B-L information streams. In the second step, presented in
Section V, we analyze conditional decoding of the ∞−B-L information stream. In addition, for our first main
coding theorem (Theorem 7), we provide an outline of the coding scheme and the analysis which will aid the
reader recognize the outline of the new tools.
A. MAC Problem
We state and prove our first set of sufficient conditions for the MAC problem. In Theorem 8, we prove these
conditions are strictly weaker than CES conditions.
Theorem 7: A pair of sources (S,WS) is transmissible over a MAC (X ,Y,WY |X) if there exists
(i) finite sets K,U ,V1,V2,
(ii) maps fj : Sj → K, with Kj = fj(Sj) for j ∈ [2],
(iii) α, β ≥ 0, ρ > 0, δ > 0,
(iv) l ∈ N, l ≥ l∗(ρ,U ,Y), where l∗(·, ·, ·) is defined in (4),
(v) pmf pUpV1pV2pX1|UV1pX2|UV2WY |X defined on U ×V ×X ×Y , where pU is a type of sequences in U l, such
that
(1 + δ)H(K1) < α+ β,
H(Sj |Sj ,K1) + Ll(φ, |Sj |) < I(Vj ;Y |Vj)− L(φ, |Vj |) for j ∈ [2] and (24)
β +H(S|K1) + Ll(φ, |S|) < I(V ;Y )− L(φ, |V|), (25)
φ ∈ [0, 0.5) where φ : = g(α+ ρ, l) + ξ[l](K) + τl,δ(K1), g(R, l) : = (l + 1)2|U||Y| exp{−lEr(R, pU , pY |U )}(26)
Ll(·, ·),L(·, ·) is as defined in (1).
Remark 5: The characterization provided here and those in Thms. 9 11, 13 is via S-L PMFs and S-L expressions.
Remark 6: In this Thm. 7 as in the rest of Thms. 9, 11, 13, Kj = fj(Sj) : j ∈ [2] can be arbitrary functions of
Sj : j ∈ [2]. For comprehension, it helps to visualize K1,K2 ∈ K as the near GKW parts of the sources S. We
informally refer to K1,K2 here and in proof of Theorem 11 as near GKW parts of S. This is only to aid intuition.
We provide an informal description of the coding scheme and outline the main steps in the analysis. The latter
serves as a high level justification/explanation for the bounds (24) - (26). A formal proof follows the outline.
Outline of the coding scheme : Let K,K1, · · · , ρ be provided as in theorem statement. K1,K2 ∈ K represent
the near GKW parts of the sources S. The rest of the parameters will be described as and when they appear.
The coding scheme we propose is designed to exploit the presence of near GKW parts and is, at an architectural
level identical/similar to that proposed Section III-A. The CES technique of coding the GKW part via a common
code, informally referred to as GKW-coding, is employed to code the near GKW parts K1,K2 ∈ K. Specifically, a
common source code encodes K1,K2. The index output by this source code is mapped to a common channel code
CU built over U - the auxiliary alphabet set provided in the theorem statement. Both encoders employ identical
maps. The common source code is chosen to be a good (lossless) source code for K1. CU is chosen to be a good
PTP constant composition channel code of type pU (Theorem 3) for the induced PTP U −Y . As in GKW-coding,
the receiver, in an attempt to recover a common message, employs the (PTP) decoder of CU . This decoded message
is input to the decoder of the (common) source code whose output serves as a ‘reconstruction’ of the near GKW
parts.
6This ignorance did not inhibit us since U − Y0-channel is isolated and we could compute the performance of CU with bare hands.
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Increasing the B-L of this common source and channel code has a detrimental effect. Note that the effectiveness
of GKW-coding crucially relies on both encoders choosing the same CU−codeword. As the B-L n → ∞, the
n−length K1,K2 blocks disagree with probability ξ[n](K) = 1 − (1 − ξ(K))n that increases to 1, resulting in
different indices output at the two encoders by the common source code. We therefore fix the B-L of the common
source and channel codes operating over the near GKW parts, to l, irrespective of the desired probability of error.
l is as provided in the theorem statement. These l−length blocks are referred to as sub-blocks. We emphasize that
the messages output by the source code corresponding to different sub-blocks are not pooled together, but instead
communicated separately by mapping them to codewords from CU (that are also of B-L l). The mapping from
these message indices to CU are identical at both encoders and across the sub-blocks.
The above fixed B-L coding, owing to its B-L being fixed, results in sub-block errors. Information, necessary to
correct for these sub-block errors, and moreover to recover the sources, needs to be communicated. We propose an
outer code operating over an arbitrarily large number m of these sub-blocks to communicate rest of the necessary
information. This outer code, also referred to as the ∞−B-L code, is a simple separation based code involving a
Slepian-Wolf distributed (lossless) source encoder followed by a MAC channel code built over input alphabets V1,V2
of the induced MAC V1,V2−Y . Here, V1,V2 are auxiliary alphabet sets as provided in the theorem statement. The
Slepian Wolf decoder, in an attempt to recover the pair of m sub-blocks of the source, utilizes the reconstructions
of the near GKW parts, output by the fixed B-L decoding, as side information. Since the outer code operates over
multiple sub-blocks of the inner code, we encounter two challenges. We employ a matrix notation to describe these
and the design of the outer code to overcome the same.
View the m sub-blocks of the source Sj , near GKW parts Kj as the rows of the matrix Sj ∈ Sm×lj , Kj ∈
Km×l. Let Kˆ ∈ Km×l denote decoder’s reconstruction. The reconstruction Kˆ(t, 1 : l), being the output of an
l−length coding scheme, is not IID. By coding the sub-blocks separately and identically, we ensure the m sub-
block reconstructions Kˆ(t, 1 : l) : t ∈ [m] to be IID with an l−letter pmf. This suggests treating each sub-block as
a super-symbol and employ a Slepian-Wolf code operating over m super-symbols. Our Slepian-Wolf source encoder
partitions S lmj into 2mRj bins, treating each l−length sub-block as super-symbols, and communicates the bin index
of Sj to the decoder via the MAC channel code. A joint-typicality based decoder finds within the indexed pair of
bins, a (unique) pair of lm−length source sequences that are jointly typical with the m reconstructed sub-blocks
Kˆ(t, 1 : l) : t ∈ [m].
The second challenge concerns multiplexing a codeword of the outer MAC code with m codewords of CU .
If a single codeword from the former code is multiplexed with m codewords of CU , it experiences a channel
with l−length memory. Since we seek an efficient technique based on S-L codes and a S-L characterization, we
seek sub-vectors of this block of lm symbols that are IID. The idea is to multiplex codewords of the outer MAC
code along these sub-vectors, so that these codewords experience a memoryless channel. We are led to the elegant
technique of interleaving devised by Shirani and Pradhan [2] in the related work of distributed source coding. Let
rows of U j denote codewords of CU obtained by encoding corresponding rows of Kj via the fixed B-L source
encoder and CU . Since the m sub-blocks Kj(t, 1 : l) : t ∈ [m] are separately and identically coded, the m pairs
(U1(t, 1 : l),U2(t, 1 : l)) : t ∈ [m], that constitute rows of U1,U2, are IID with an l−letter pmf pU l1U l2 . If one
were to randomly, independently and uniformly choose column numbers Π1, · · ·Πm ∈ [l] from each of the rows,
then the m pairs (U1(t,Πt),U2(t,Πt)) : t ∈ [m] are IID pU1U2 : =
∑l
i=1 pU1iU2i (Lemma 3). This leads us to the
following idea. Suppose Πt : [l] → [l] : t ∈ [m] is a collection of m random independent and uniformly chosen
surjective maps, then for every i ∈ [l], the sub-vector (U1(t,Πt(i)),U2(t,Πt(i)) : t ∈ [m]) has pmf
∏m
t=1 pU1U2 .
One can therefore multiplex codewords chosen from l different outer MAC codes with these l sub-vectors and
guarantee that each codeword experiences a memoryless channel.
Outline of the analysis : Conceptually, our analysis has three parts. The first part involves characteriz-
ing/quantifying a lower bound on the amount of information that is communicated via fixed B-L codes. This
involves characterizing an upper bound φ on
P
(
Kˆ(t, 1 : l) 6= K1(t, 1 : l)
)
. (27)
Since
φ = P
(
Source code output corresponding to
K l1,K
l
2 disagree
)
+ P
Common message indexincorrectly decoded
by CU − code decoder
∣∣∣∣∣∣
Source code output
corresponding to
K l1,K
l
2 agree
 (28)
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is an upper bound on (27), we investigate the latter two terms. Suppose we employ the l−length typical set T lδ(K1)
of K1 as the source code at both encoders7, then the first term in (28) is at most
P (K1(t, 1 : l) 6= K2(t, 1 : l)) + P (K1(t, 1 : l) /∈ T lδ(K1)) ≤ ξ[l](K) + τδ,l(K1).
To compute the second term, we specify how message indices are communicated over the channel, followed by
the choice and performance of CU .
We propose that each encoder splits the message index output by T lδ(K1) into two sub-message indices taking
values in index sets [Mu] : = [exp{lα}], [exp{lβ}] and communicate the first sub-message index through the
constant composition channel code CU of type pu. α, β are as provided in the theorem statement. We appeal to
Theorem 3 ( [7, Thm 10.2]) for the choice of CU . In particular, we choose CU to be constant composition code of
type pU with Mu = exp{lα} codewords each of B-L l and maximal probability of decoding error g(α+ρ, l) when
employed over a channel with transition probabilities pY |U . Note that pY |U is the induced channel from the input
alphabet U to the output alphabet Y , corresponding to the pmf provided in the theorem statement.8 g(α + ρ, l) is
an upper bound on the second term in (28) and we have φ = g(α + ρ, l) + ξ[l](K) + τl,δ(K1) as an upper bound
on (27). In stating g(α + ρ, l) + ξ[l](K) + τl,δ(K1) as an upper bound on (27), we have implicitly assumed that
the second sub-message index taking values in [exp{lβ}] are communicated to the decoder error free. This will
be proven to be true since this sub-message index is communicated by one of the encoders via the outer code - a
code of arbitrarily large B-L operating on the V1,V2 − Y channel.9
The second part involves quantifying how much information needs to be communicated via the outer codes. In
particular, this involves deriving lower bounds on the rates of the Slepian-Wolf codes. Since we view the decoded
sub-blocks Kˆ(t, 1 : l) : t ∈ [m] as side information, and moreover the sub-blocks are proven to be IID, it
suffices to characterize H(Slj |Kˆ l, Slj) : j ∈ [2] and H(Sl|Kˆ l), where Slj ,K lj : j ∈ [2], Kˆ l are distributed with pmf{∏l
i=1WSpK1|S1pK2|S2
}
pKˆl|Kl1Kl2 . Owing the fixed B-L code, we are unable to characterize pKˆl|Kl1Kl2 , and hence
we derive an upper bound on H(Slj |Kˆ l, Slj) : j ∈ [2] and H(Sl|Kˆ l). By following steps similar to (15) - (17), it
maybe verified that
H(Slj |Kˆ l, Slj) ≤ lLl(P (Kˆ l 6= K l1), |Sj |) + lH(Sj |K1, Sj) ≤ l (Ll(φ, |Sj |) +H(Sj |K1, Sj)) , for j ∈ [2], (29)
and H(Sl|Kˆ l) ≤ lLl(P (Kˆ l 6= K l1), |S|) + lH(S|K1) ≤ l (Ll(φ, |S|) +H(S|K1)) (30)
where Ll(·, ·), as defined in (1) represents the additional source coding rate. Since Ll(µ, |Sj |) is increasing in
µ ∈ [0, 12) and the first part yields an upper bound of φ ≥ P (Kˆ l 6= K l1), the upper bounds on (29), (30) are true,
so long as φ ≤ 12 . This analysis indicates that if the bin index output by the Slepian Wolf code at Tx j has rate at
least the RHS of (29), and the pair of bin indices has rate at least the RHS of (30), then the decoder will be able
to reconstruct the source matrices S if it is provided with the bin indices. This justifies/explains the LHSs of (24),
(25) which are indeed RHSs of (29), (30).
The third part involves quantifying how much information can be communicated via the outer MAC channel code.
Recall that we split this information into l different streams and communicate the same through l different codebooks.
The central question here is : What is the effective MAC channel experienced by these codewords? To answer this, we
investigate the joint distribution induced by the coding scheme on the Cartesian product U×U×V1×V2×X1×X2×Y .
Suppose CU is made of message index set [Mu] and codewords (ul(m) : m ∈ [Mu]). At Tx j, the fixed B-L typical
set source code encodes the t−th sub-block Kj(t, 1 : l) into a message, part of which indexes CU . Let Ajt denote
this latter part. We therefore have the chosen CU codeword in the t−th sub-block to be U j(t, 1 : l) = ul(Ajt).
We note that pmf of (A1t, A2t) is invariant with t, and hence let (A1, A2) ∈ [Mu] × [Mu] have the same pmf of
(A1t, A2t). The rows of U1,U2 are IID with pmf
pU l1U l2(u
l
1, u
l
2) =
∑
(a1,a2)∈
[Mu]×[Mu]
P
(
A1 = a1, A2 = a2
)
1{
ul(aj) = u
l
j : j ∈ [2]
}
7We reiterate that the encoder 2 also employs the typical set T lδ(K1) of K1 (and not K2) to compress l−length sub-blocks of K2.
8In the proof, we formally establish that the chosen CU−codewords, whenever are agreed upon by both the encoders, experience a
memoryless pY |U−channel. In this outline, we assume this and proceed with computing the rates.
9This explains the occurrence of β in the sum rate bound (25) of the V1,V2 − Y MAC.
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By choosing the codewords of the l outer codes IID with pmf
∏m
t=1 pVj and the mapping from U×Vj → Xj IID with
pmf
∏m
t=1 pXj |U,Vj , we ensure that the distribution of the l−length sub-blocks on U l×U l×V l1×V l2×X l1×X l2×Y l
is
pU lV lXlY l(u
l, vl, xl, yl) =
 ∑
(a1,a2)∈
[Mu]×[Mu]
P (
A1 = a1
A2 = a2
)1{ul(aj)=
ulj :j∈[2]
}
×
 2∏
j=1
{
l∏
i=1
pVj (vji)pXj |UVj (xji|uji, vji)
}
×
[
l∏
i=1
WY |X1X2(yi|x1i, x2i)
]
. (31)
In other words, our coding scheme of B-L lm which maybe viewed as m sub-blocks of length l induces a pmf∏m
t=1 pU lV lXlY l(u
l, vl, xl, yl) on U lm×U lm×V lm1 ×V lm2 ×X lm1 ×X lm2 ×Y lm. Each of the l outer codes, operating
on interleaved columns of these m sub-blocks will experience a MAC with channel transition probabilities pY |V1V2 ,
where
pU1U2V1V2X1X2Y (a, b, c, d) : =
1
l
l∑
i=1
pU1iU2iV1iV2iX1iX2iYi(a1, a2, b1, b2, c1, c2, d). (32)
and pU1iU2iV1iV2iX1iX2iYi is the pmf of the i−th co-ordinate of the Cartesian product of vectors
U l1, U
l
2, V
l
1 , V
l
2 , X
l
1, X
l
2, Y
l which is distributed with pmf (31). The rates of the ith MAC outer code is therefore
constrained to lie within the achievable region of the MAC (V1,V2, ,Y, pY |V1V2) corresponding to the pmf pV1pV2 .10
We are left to quantify I(Vj ;Y |Vj) and I(V1,V2;Y ) in terms of the pmf pUpV1pV2pX1|UV1pX2|UV2WY |X provided
in the theorem statement. We derive lower bounds on the above quantities. The reader is referred to the material
following (77) through till (84) where we prove that if 12 ≥  ≥ P (A1 6= A2) and CU is a constant composition
code of type PU , then (80), (84) are lower bounds on I(Vj ;Y |Vj) and I(V1,V2;Y ) respectively.11 Recognize
that (80) is I(Vj ;Y |Vj) − L(, |Vj |) and (84) is I(V1, V2;Y ) − L(, |V|). Since  = τl,δ(K1) + ξ[l](K) < φ and
L(µ, |A|) is increasing in µ for µ ∈ [0, 12 ], we are led to the sufficient condition that (i) the RHS of (29) must
be less than l(I(Vj ;Y |Vj) − L(φ, |Vj |)) for j ∈ [2], and the (ii) sum of lβ and RHS of (30) must be less than
I(V1, V2;Y )− L(φ, |V|). These are indeed the sufficient conditions characterized in Theorem 7.
Proof: Let K,K1, · · · , ρ be provided as in theorem statement. For simplicity we assume β = 0 and α >
(1 + δ)H(K1). K1,K2 ∈ K represent the near GKW parts of the sources S. The rest of the parameters will be
described as and when they appear in the proof.
Coding Scheme: We propose a separation based scheme that communicates information via two streams - fixed
B-L and ∞−B-L (arbitrarily large B-L). The B-L of the coding scheme is lm. We will view this block as an m× l
matrix and our coding technique is best viewed as matrix encoding and decoding. l is as provided in the theorem
statement and will remain fixed, while m will be chosen sufficiently large, as a function of the desired probability
of error. Let Sj ∈ Sm×lj denote the block of source symbols observed by encoder j. For (t, i) ∈ [m]× [l], Sj(t, i) is
the symbol observed during (t− 1)l+ i -th symbol interval. Let Kj ∈ Km×l be defined as Kj(t, i) = fj(Sj(t, i))
for (t, i) ∈ [m]× [l], where fj : Sj → K is as specified in the theorem statement. Rows of Kj will be encoded by
a B-L l source encoder. We employ the l−length typical set T lδ(K1) as the source encoder at both Txs. Here δ is
as provided in the theorem statement. We emphasize that Tx 2 also employs the the l−length typical set T lδ(K1)
of K1 to encode rows of K2. We let this source code be defined through message index set [|T lδ(K1)|], encoder
map eK : Kl → [|T lδ(K1)|] and decoder map dK : [|T lδ(K1)|] → Kl such that dK(eK(kl)) = kl for kl ∈ T lδ(K1).
Let Ajt : = eK(Kj(t, 1 : l)) denote the message output by this l−length source encoder corresponding to the t-th
row of Kj . In particular, if the tth row Kj(t, 1 : l) ∈ T lδ(K1), Ajt is set to the corresponding index in the typical
set. If Kj(t, 1 : l) /∈ T lδ(K1), then Ajt is set to 1. These common fixed B-L maps ensure
{A1t 6= A2t} ⊆
{
K1(t, 1 : l) /∈ T lδ(K1)
}⋃ {K1(t, 1 : l) 6= K2(t, 1 : l)} , and hence
P (A1t 6= A2t) ≤  : = ξ[l](K) + τδ,l(K1). (33)
10It can be verified that marginal pV l1V l2 corresponding to pmf (31) factors as
∏l
i=1 pV1pV2 and hence pV1V2 = pV1pV2 = pV1pV2 . These
and other properties of (31) can be found in Lemma 6.
11The necessary notation is provided therein and the arguments can be easily followed.
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Without pooling these messages, Tx j communicates Ajt : t ∈ [m] via B-L l channel code CU built over U , where
U is as provided in the theorem statement. In particular, a constant composition code CU = (l,Mu, eu, du) of B-L
l is built over U , consisting of Mu ≥ |T lδ(K1)| codewords each of type pU , that is characterized via encoder map
eu : [Mu] → U l and decoder map du : Y l → [Mu]. Both Txs 1, 2 employ CU to communicate their messages
Ajt : t ∈ [m] to the decoder. We let ul(a) : = eu(a) : a ∈ [Mu], and for a ∈ [Mu]m, we let u{a} ∈ Um×l be
defined through u{a}(t, 1 : l) = ul(at) : t ∈ [m]. We have thus described CU - the first component of our channel
code. When we analyze probability of error, we do not randomize over the choice of fixed B-L codes - T lδ(K1)
and CU . The corresponding encoder mappings Kl → [Mu] → U l and decoder mappings Y l → [Mu] → Kl will
remain fixed throughout our study.
The second component of our channel code are the l channel codes CVj ,i : i ∈ [l] employed by Tx j to
communicate the rest of the information. CVj ,1, · · · , CVj ,l is built over Vj - the auxiliary alphabet set provided in
the theorem statement. We allude the reader to the outline of the coding scheme, wherein the need for splitting the
rest of information into l streams and communicating them via l different codebooks was discussed. The l−pairs
of codebooks CV1,i, CV2,i : i ∈ [l] constitute the l MAC codes. Specifically, Tx j employs codebooks CVji =
(m,MVj , eVji , dVji) : i ∈ [l], each built over Vj . CVji is of B-L m, has message index set [MVj ] and is characterized
via encoder map eVji : [MVj ]→ Vmj , decoder map dVji : Ym → [MV1 ]× [MV2 ]. We let (vmji (b) : b ∈ [MVj ]) denote
the codewords of CVj ,i.
CVj ,i : i ∈ [l] : j ∈ [2] are used to communicate the bin index output by a Slepian Wolf lossless distributed
source encoder compressing Sj : j ∈ [2]. In particular, S lmj is partitioned into M lVj bins. Let βj : S lmj → [MVj ]l
denote the partition map effected by the Slepian Wolf code, and let Bj = (Bj1, · · · , Bjl) ∈ [MVj ]l denote the bin
index of Sj . Tx j has to multiplex the collection vmji (Bji) : i ∈ [l] of codewords with U j : = u{Aj}, the rows
of which are the m codewords ul(Ajt) : t ∈ [m] chosen from the constant composition code CU . The third and
fourth components of our channel code constitute the multiplexing unit.
The third component of our channel code are the m surjective maps pit : [l] → [l] : t ∈ [m] which enable
us identify l sub-vectors of U j along which the l codewords vmji (Bji) : i ∈ [l] will be multiplexed. Specifically,
vmji (Bji) will be multiplexed with the i-th interleaved column (U j(t, pit(i)) : t ∈ [m]). We employ the following
notation in the sequel which greatly simplify exposition in relation to interleaving.
For A ∈ Am×l, and a collection λt : [l] → [l] : t ∈ [m] of surjective maps, we let Aλ ∈ Am×l be such that
Aλ(t, i) : = A(t, λt(i)) for each (t, i) ∈ [m]× [l]. To reduce clutter, we let Aλ = Aλ. If A ∈ Am×l,B ∈ Bm×l,
then [AB]λ(1 : m, i) : = (Aλ(1 : m, i),Bλ(1 : m, i)).
The above notation helps us specify multiplexing of the chosen codewords vmji (Bji) : i ∈ [l] with U j . For
j ∈ [2], bj ∈ [MVj ]l, we let vj{bj} ∈ Vm×lj be defined through vj{bj}pi(1 : m, i) = vmji (bji) : i ∈ [l] where
pit : [l]→ [l] : t ∈ [m] are the surjective maps that make up our channel code. Our last step in the encoding rule is
to map U j : = u{Aj},V j : = v{Bj} into channel inputs on Xj . This leads us to the fourth and last component
of our channel code. For j ∈ [2], u ∈ Um×l, vj ∈ Vm×lj , we let xj(u,vj) ∈ Xm×lj be predefined m× l matrices
in Xj . Encoder j maps (Aj , Bj) ∈ [MU ]m × [MVj ]l into xj(u{Aj},v{Bj}) ∈ Xm×lj . For (t, i) ∈ [m] × [l], the
encoder inputs symbol xj(Aj , Bj)(t, i) on the channel during symbol interval (t− 1)l + i.
We summarize the operations of the channel coding module. Refer to Table II wherein the components of the
code are mentioned and Figure 6 wherein the encoding technique is depicted pictorially. Encoding rule : Tx j
observes Aj = (Ajt : t ∈ [m]) ∈ [Mu]m and Bj ∈ [MVj ]l. For t ∈ [m], let U j(t, 1 : l) : = eu(Ajt) = ul(Ajt).
For i ∈ [l], let Vpij (1 : m, i) = vmji (Bji).12 Let Xj = xj(U j ,V j). Xj(t, i) is input on the channel during
symbol-interval (t − 1)l + i. The encoding rule can therefore be specified as follows. Tx j observes observes
Aj = (Ajt : t ∈ [m]) ∈ [Mu]m and Bj ∈ [MVj ]l. Let U j = u{Aj}, V j = vj{Bj} and Xj = xj{Aj , Bj}. Input
symbol Xj(t, i) during symbol-interval (t− 1)l + i.
Decoding rule : Let Y ∈ Ym×l denote the matrix of received symbols with Y (t, i) being the symbol received
during symbol interval (t−1)l+ i. The channel code decoder attempts to recover (A1, B1, B2) ∈ [Mu]m× [MV1 ]l×
[MV2 ]
l. In the first step, du - the decoder of CU - operates on rows of Y separately to output Aˆt : = du(Y (t, 1 :
l)) : t ∈ [m] - the decoded messages corresponding to A1. In the second step, the decoder attempts to recover
(B1, B2). Since, in this step, we propose separate decoding of the fixed B-L and arbitrarily large B-L codes,
Aˆ : = (Aˆt : t ∈ [m]) is not used in decoding B1, B2. The latter collection of messages are decoded via a standard
12Note vpij (1 : m, i) = vj(1, pi1(i)) · · ·vj(m,pim(i)).
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Symbol Description Comment
lm B-L of coding scheme Block viewed as m× l matrix.
l remains fixed. m chosen arbitrarily large.
T lδ(K1) Source code employed at both encoders T
l
δ(K1) is used to encode rows of K1,K2.
eK : Kl → [|T lδ(K1)|] Encoder map of (common) typical set source code fixed B-L l
Ajt Index output by T lδ(K1) corresponding to Kj(t, 1 : l) Aj : = (Aj1, · · · , Ajm)
dK : [|T lδ(K1)|]→ T lδ(K1) Decoder map of (common) typical set source code dK(eK(kl)) = kl for kl ∈ T lδ(K1)
CU The common channel code over U of fixed B-L l. CU is constant composition of type pU
Employed at both encoders.
[Mu] Message Index set of CU Assuming β = 0, we have Mu ≥ |T lδ(K1)|
eu : [MU ]→ U l Encoder map of CU
du : Y l → [Mu] Decoder map of CU
ul(a) = eu(a) CU codeword corresponding to a ∈ [Mu]
u{a} ∈ U u{a}(t, 1 : m) : = ul(at) : t ∈ [m]
CVj ,i Outer channel code i employed by encoder j. B-L
[MVj ] Message index set of CVj ,i.
eVji : [MVj ]→ Vmj Encoder map of CVj ,i Codewords vmji (b) : = eVj,i(b) : b ∈ [MVj ]
dVji: Ym → [MV1 ]× [MV2 ] Decoder map of MAC channel code CV1,i, CV2,i Joint typicality decoding wrt pmf pV1V2Y
βj : Slmj → [MVj ]l Encoder map of Slepian Wolf code Message output by this code lies in [MVj ]l
Bj : = βj(Sj) Message Index Bj = (Bj1, · · · , Bjl) output by
Slepian Wolf code at Encoder j
pit : [l]→ [l] Surjective maps employed for multiplexing
api(t, i) = a(t, pit(i)) Interleaving notation
vj{bj} vj{bj}pi(t, 1 : m) = vmji (bji) vmji (b) : = eVj,i(b) : b ∈ [MVj ]
xj(·, ·) : U ×Vj → X j Predefined matrices employed for mapping
u ∈ U , vj ∈ Vj into xj(u,vj)
xj(aj , bj) : = u{·} and vj{·} and xj(·, ·) : U ×Vj → X j
xj(u{aj},vj{bj}) is as defined in above rows
TABLE II
DESCRIPTION OF ELEMENTS THAT CONSTITUTE THE CODING SCHEME
joint-typicality decoder that operates on the interleaved columns of Y . The point to note is that joint typicality is
with respect to pV1V2Y and not the pmf pV1V2Y that is induced by the pmf provided in the theorem statement. We
now define pmf pV1V2Y . To begin with, let (A1, A2) have the same pmf as (A1t, A2t) for any t ∈ [m].13 Let
pU lV lXlY l(u
l, vl, xl, yl) =
 ∑
(a1,a2)∈
[Mu]×[Mu]
P (
A1 = a1
A2 = a2
)1{ul(aj)=
ulj :j∈[2]
}
×
 2∏
j=1
{
l∏
i=1
pVj (vji)pXj |UVj (xji|uji, vji)
}
×
[
l∏
i=1
WY |X1X2(yi|x1i, x2i)
]
(34)
be a pmf14 on U l ×V l ×X l ×Y l, where pVj , pXj |UVj : j ∈ [2] are as provided in theorem statement. Moreover, let
pU1U2V1V2X1X2Y (a, b, c, d) : =
1
l
l∑
i=1
pU1iU2iV1iV2iX1iX2iYi(a1, a2, b1, b2, c1, c2, d) (35)
be a pmf on U × V × X × Y . In Appendix B, we list and prove certain simple properties of pmfs (34), (35) that
we will have opportunity to leverage in the sequel. We now specify the decoding rule for recovering B1, B2. For
i ∈ [l], populate
Di(Y ) : =
{
(bˆ1i, bˆ2i) : (v
m
1i(bˆ1i), v
m
2i(bˆ2i),Y
pi(1 : m, i)) is jointly typical wrt
m∏
t=1
pV1V2Y
}
.
13Since each sub-block Kj(t, 1 : l) is encoded separately and identically by the fixed B-L typical set source code T lδ(K1), pmf of
(A1t, A2t) is invariant with t.
14In (34), U lV lXlY l abbreviates U l1U l2V l1V l2Xl1Xl2Y l and similarly ul, vl, xl, yl abbreviates ul1, ul2, vl1, vl2, xl1, xl2, yl.
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For i ∈ [l], such that Di(Y ) is empty, set Bˆ1i = Bˆ2i = (1, 1). For i ∈ [l] such that Di(Y ) is not empty, choose
one among the pairs in Di(Y ) uniformly at random, and set (Bˆ1i, Bˆ2i) to be that pair. Note that if Di(Y ) is a
singleton for each i ∈ [l], there is a unique choice for Bˆ1, Bˆ2. The channel code decoder forwards Aˆ, Bˆ1, Bˆ2 to
the source code decoder.
In the first step, the decoded messages Aˆt : t ∈ [m] is mapped to the corresponding typical sequences in T lδ(K1).
Let Kˆ(t, 1 : l) : t ∈ [m] denote the corresponding sequences. The map from Kˆ to Kˆ is via the decoder of
the fixed B-L typical set source code T lδ(K1). In the second step, the Slepian Wolf decoder performs a standard
joint-typicality decoding within the indexed pair Bˆ1, Bˆ2 of bins, treating the rows of Kˆ as m super-symbols of
side-information. Specifically,
D(Kˆ, Bˆ1, Bˆ2) : =
{
(sˆ1, sˆ2) : β(sˆj) = Bˆj : j ∈ [2], and (Kˆ, sˆ1, sˆ2) is jointly typical wrt
m∏
t=1
pKˆlSl1Sl2
}
,
where, for sl1 = s11s12 · · · s1l, sl2 = s21s22 · · · s2l,
pSl1Sl2Kˆl
(sl1, s
l
2, kˆ
l) = pKˆl|Kl1Kl2
(
kˆl
∣∣∣∣f1(s11)f1(s12), · · · f1(s1l)f2(s21)f2(s22) · · · f2(s2l)
) l∏
i=1
WS1S2(s1i, s2i), (36)
pKˆl|Kl1Kl2(kˆ
l|kl1, kl2) =
∑
yl∈Yl
pY l|U l1,U l2(y
l|eu(eK(kl1)), eu(eK(kl2)))1{kˆl = dK(du(yl))}, (37)
and pY l|U l1U l2 is given by the corresponding conditional marginal in (34). If D(Kˆ, Bˆ1, Bˆ2) is empty, set (Sˆ1, Sˆ2) to a
predefined pair in S1×S2 that is arbitrarily fixed upfront. Otherwise, choose one among the pairs in D(Kˆ, Bˆ1, Bˆ2)
uniformly at random and set (Sˆ1, Sˆ2) to be that pair. Declare (Sˆ1, Sˆ2) as the decoded matrix of source symbols.
Error event: Let us characterize the error event E . Suppose
E1 : =
l⋃
i=1
{
(B1i, B2i) 6= (Bˆ1i, Bˆ2i)
}
,E2 =
{
(Kˆ,S1,S2) is not typical wrt
m∏
t=1
pKˆlSl1Sl2
}
E3 =
⋃
(sˆ1,sˆ2)
∈S1×S2
{
(S1,S2) 6= (sˆ1, sˆ2), βj(sˆj) = Bj : j ∈ [2]
(Kˆ, sˆ1, sˆ2) is typical wrt
∏m
t=1 pKˆlSl1Sl2
}
, then note that E ⊆ E1 ∪ E2 ∪ E3.
Indeed, if the Slepian Wolf decoder is provided the pair of bin indices that contain the observed source matrices,
(Kˆ,S1,S2) is typical wrt
∏m
t=1 pKˆlSl1Sl2
, and there exists no other pair (sˆ1, sˆ2) in the indexed bin pair that is jointly
typical with reconstructions Kˆ, then the Slepian Wolf decoder will declare (Sˆ1, Sˆ2) = (S1,S2), thus confirming
E1 ∩ E2 ∩ E3 ⊆ E . E1 corresponds to erroneous decoding into one of the pairs CV1,i, CV2,i of codebooks. E2,E3 are
error events concerning the Slepian Wolf code. In the following, we derive upper bounds on P (E1), P (E2), P (E3).
Probability of Error Analysis : We analyze error probability of a random code. Towards that end, let us describe
its distribution. As we mentioned, we do not randomize over the choice of fixed B-L typical set source code and
the constant composition code CU . In other words, the marginal of the pmf of the random code corresponding to
these components is singular. This leaves us with having to specify the distribution of random (i) binning indices
βj(s
lm
j ) : s
lm
j ∈ S lmj : j ∈ [2] that constitute the ∞−B-L Slepian Wolf source code, (ii) codewords V mji (bj) : bj ∈
[MVj ] : i ∈ [l], (iii) surjective maps pit : [l]→ [l] : t ∈ [m], and (iv) xj(u,v) ∈ Xm×l : (u,v) ∈ Um×l×Vm×lj . The
four elements (i) (βj(slmj ) : sj ∈ S lmj ) : j ∈ [2], (ii) (V mji (bj) ∈ Vmj : bj ∈ [MVj ], i ∈ [l], j ∈ [2]), (iii) (Πt : t ∈ [m])
and (iv) (Xj(u, vj) ∈ Xm×lj : u ∈ Um×l, vj ∈ Vm×lj ) are mutually independent. With regard to the bin indices,
the collections (β1(slm1 ) : s
lm
1 ∈ Sm×l1 ) and (β2(slm2 ) : slm2 ∈ Sm×l2 ) are mutually independent. Moreover, for each
j ∈ [2], the bin indices βj(slmj ) : slmj ∈ S lmj are uniformly and independently chosen from [MVj ]l. The m surjective
maps Πt : t ∈ [m] are mutually independent and uniformly distributed over the entire collection of surjective maps
over [l]. Each codeword in the collection (V mji (bj) ∈ Vmj : bj ∈ [MVj ], i ∈ [l], j ∈ [2]) is mutually independent of the
others and V mji (bji) ∼
∏m
t=1 pVj (·), where pVj corresponds to the chosen test channel. The collection (Xj(u, vj) ∈
Xm×lj : u ∈ Um×l, vj ∈ Vm×lj ) is mutually independent and Xj(u, vj) ∼
∏m
t=1
∏l
i=1 pXj |UVj (·|u(t, i), vj(t, i)).
This defines the distribution of our random code. We employ an analogous notation for our random code. For
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example, given bj = (bji : i ∈ [l]), we let V j{bj} ∈ Vj be defined through V j{bj}Π(1 : m, i) = V mji (bji) : i ∈ [l],
and similarly Xj{aj , bj} : = Xj(u{aj},V {bj}).
Before we analyze P (Ei) : i ∈ [3], we prove that (i) the rows of the collection
U j : = u{Aj},V j : = V j{Bj},Xj : = Xj{Aj , Bj} : j ∈ [2],Y
are IID with pmf pU lV lXlY l defined in (34), and (ii) the rows in S1,S2, Kˆ are IID with pmf pSl1Sl2Kˆl - the
corresponding marginal of the pmf in (36). As the informed reader will note, this forms a key step in deriving
upper bounds on P (Ei) : i ∈ [3]. We note that
P
u{Aj} = uj ,V j{Bj} = vjXj{Aj , Bj} = xj : j ∈ [2]
Y = y
 = ∑
a1,a2
b1,b2
P
Aj = ajBj = bj
: j ∈ [2]
P
u{aj} = uj ,V j{bj} = vjXj{aj , bj} = xj : j ∈ [2]
Y = y
∣∣∣∣∣∣
Aj = aj
Bj = bj
: j ∈ [2]
 (38)
=
∑
a1,a2
b1,b2
P
Aj = ajBj = bj
: j ∈ [2]
 m∏
t=1
1 uj(t, 1 : l) =ul(ajt) : j ∈ [2]

 l∏
i=1

2∏
j=1
pVj (vj(t,Πt(i)))pXj |UVj
(
xj(t, i)
∣∣∣∣uj(t, i)vj(t, i)
)
WY |X(y(t, i)|x1(t, i),x2(t, i))
])
(39)
=
∑
a1,a2
b1,b2
P
Aj = ajBj = bj
: j ∈ [2]
 m∏
t=1
1 uj(t, 1 : l) =ul(ajt) : j ∈ [2]

 l∏
i=1

2∏
j=1
pVj (vj(t, i))pXj |UVj (xj(t, i)|uj(t, i)vj(t, i))

WY |X(y(t, i)|x1(t, i),x2(t, i))
])
(40)
where, in stating (39) we have used
P
(
u{aj} = uj ,V j{bj} = vj
: j ∈ [2]
∣∣∣∣ Aj = aj , Bj = bj: j ∈ [2]
)
= P
(
V mji(bji) = v
Π
j (1 : m, i) : i ∈ [2],
j ∈ [2],u{aj} = uj : j ∈ [2]
)
(41)
=
m∏
t=1
1 uj(t, 1 : l) =ul(ajt) : j ∈ [2]

l∏
i=1
2∏
j=1
pVj (vj(t,Πt(i))), (42)
P
Xj{Aj , Bj} = xj
: j ∈ [2]
∣∣∣∣∣∣
u{aj} = uj , Aj = aj
V j{bj} = vj , Bj = bj
: j ∈ [2]
 = m∏
t=1
l∏
i=1
2∏
j=1
pXj |UVj (xj(t, i)|uj(t, i)vj(t, i)), (43)
which follow from the distribution of the code, and in arriving at (40) we used
∏m
t=1
∏l
i=1 pVj (vj(t,Πt(i))) =∏m
t=1
∏l
i=1 pVj (vj(t, i)). Expression (40) is given by
∑
a1,a2
P
(
Aj = aj
: j ∈ [2]
) m∏
t=1
1 uj(t, 1 : l) =ul(ajt) : j ∈ [2]

 l∏
i=1

2∏
j=1
pVj (vj(t, i))pXj |UVj (xj(t, i)|uj(t, i)vj(t, i))

WY |X(y(t, i)|x1(t, i),x2(t, i))
])
=
∑
a1,a2
m∏
t=1
P (Aj = ajt: j ∈ [2]
)
1 uj(t, 1 : l) =ul(ajt) : j ∈ [2]

 l∏
i=1

2∏
j=1
pVj (vj(t, i))pXj |UVj (xj(t, i)|uj(t, i)vj(t, i))

WY |X(y(t, i)|x1(t, i),x2(t, i))
])
(44)
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=
m∏
t=1

∑
a1,a2
P
(
Aj = aj
: j ∈ [2]
)
1 uj(t, 1 : l) =ul(aj) : j ∈ [2]


 l∏
i=1

2∏
j=1
pVj (vj(t, i))pXj |UVj
(
xj(t, i)
∣∣∣∣uj(t, i)vj(t, i)
)}
WY |X(y(t, i)|x1(t, i),x2(t, i))
])
(45)
=
m∏
t=1
pU lV lXlY l
(
u1(t, 1 : l),u2(t, 1 : l),v1(t, 1 : l),v2(t, 1 : l),
x1(t, 1 : l),x2(t, 1 : l),y(t, 1 : l)
)
(46)
where (44) follows from the invariance of the distribution of Ajt = dK(kj(t, 1 : l)) with t ∈ [m]. Recall that
(A1, A2) is identically distributed as (A1t, A2t) for any t ∈ [m]. This was stated prior to (34). In arriving at (45),
we (i) leveraged the sum over a1, a2 being over all of [Mu]
m × [Mm]m, (ii) the rest of the terms not depending
on a1, a2, and (iii) u
l(·) being invariant with t. Finally, (46) follows from definition of (34). Following from (38)
to (46), we conclude
P
u{Aj} = uj ,V j{Bj} = vjXj{Aj , Bj} = xj : j ∈ [2]
Y = y
 = m∏
t=1
pU lV lXlY l
(
u1(t, 1 : l),u2(t, 1 : l),v1(t, 1 : l),v2(t, 1 : l),
x1(t, 1 : l),x2(t, 1 : l),y(t, 1 : l)
)
. (47)
We now characterize pmf of S1,S2, Kˆ. Towards that end, our first step is the following. Suppose for j ∈ [2], t ∈
[m], i ∈ [l], we have kj(t, i) = fj(sj(t, i)) and ajt = ek(kj(t, 1 : l)), then
P
(
Sj = sj ,Xj{aj , bj} = xj , Bj = bj
V j{bj} = vj : j ∈ [2],Y = y, Kˆ = kˆ
)
= P
(
S1 = s1
S2 = s2
)
1
M lV1M
l
V2
m∏
t=1
{{
l∏
i=1
WY |X
(
y(t, i)
∣∣∣∣x1(t, i)x2(t, i)
)
(48)

2∏
j=1
pVj (vj(t,Πt(i)))pXj |UVj (xj(t, i)|eu(ajt)i,vj(t, i))

1 kˆ(t, 1 : l) =dk(du(y(t, 1 : l)))

 (49)
wherein eu(ajt)i denotes the i-th symbol in eu(ajt) = ul(ajt) ∈ U l. The truth of (49) follows from (i)
P
(
Bj = bj : j ∈ [2]
∣∣S1 = s1,S2 = s2) = P (βj(sj) = bj : j ∈ [2] ∣∣S1 = s1,S2 = s2) = 1
M lV1M
l
V2
owing to the uniform distribution of βj(sj) : j ∈ [2] and its independence from the source realization, (ii)
P
(
V j{bj} = vj : j ∈ [2]
∣∣Sj = sj , Bj = bj : j ∈ [2]) = m∏
t=1
l∏
i=1
pVj (vj(t,Πt(i)))
since V j{bj} is independent of the Sj , βj(Sj) : j ∈ [2], (iii)
P
(
Xj{aj , bj} = xj
: j ∈ [2]
∣∣∣∣V j{bj} = vj ,Sj = sj , Bj = bj: j ∈ [2]
)
=
m∏
t=1
l∏
i=1
pXj |UVj (xj(t, i)|eu(ajt)i,vj(t, i))
since ajt = ek(kj(t, 1 : l)) : t ∈ [m] and eu(ajt)i denotes the i-th symbol in eu(ajt) = ul(ajt) ∈ U l, and most
importantly, (iv)
P
(
Y = y
∣∣∣∣V j{bj} = vj ,Sj = sj , Bj = bjXj{aj , bj} = xj : j ∈ [2]
)
=
m∏
t=1
l∏
i=1
WY |X
(
y(t, i)
∣∣∣∣x1(t, i)x2(t, i)
)
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since ajt = ek(kj(t, 1 : l)) : t ∈ [m]. Expression (49) is equal to
P
(
S1 = s1
S2 = s2
)
1
M lV1M
l
V2
m∏
t=1

{
l∏
i=1
WY |X
(
y(t, i)
∣∣∣∣x1(t, i)x2(t, i)
)
2∏
j=1
pVj (vj(t, i))pXj |UVj
(
xj(t, i)
∣∣∣∣eu(ajt)ivj(t, i)
)

1{
kˆ(t, 1 : l) = dk(du(y(t, 1 : l)))
}} (50)
= P
(
S1 = s1
S2 = s2
)
1
M lV1M
l
V2
m∏
t=1
pV lXlY l|U l
(
v1(t, 1 : l),v2(t, 1 : l),x1(t, 1 : l)
x2(t, 1 : l),y(t, 1 : l)
∣∣∣∣eu(a1t)eu(a2t)
)
1 kˆ(t, 1 : l) =dk(du(y(t, 1 : l)))

(51)
where (i) (50) is obtained by re-ordering the product
∏l
i=1
∏m
t=1 pVj (vj(t,Πt(i))) =
∏l
i=1
∏m
t=1 pVj (vj(t, i)), and
(iv) (51) follows from noting that the marginal pU l wrt pmf in (34) is given by
pU l(u
l
1, u
l
2) =
∑
(a1,a2)∈
[Mu]×[Mu]
P ( A1 = a1, A2 = a2 )1{ul(aj)=ulj :j∈[2]} and hence
pV lXlY l|U l(v
l, xl, yl|ul) =
 2∏
j=1
{
l∏
i=1
pVj (vji)pXj |UVj (xji|uji, vji)
}[ l∏
i=1
WY |X1X2(yi|x1i, x2i)
]
.
Following from (49) to (51), we conclude that if
kj(t, i) = fj(sj(t, i)) and ajt = ek(kj(t, 1 : l))
for j ∈ [2], t ∈ [m], i ∈ [l], we have then P
(
Sj = sj ,Xj{aj , bj} = xj , Bj = bj
V j{bj} = vj : j ∈ [2],Y = y, Kˆ = kˆ
)
=
P
(
S1 = s1
S2 = s2
)
1
M lV1M
l
V2
m∏
t=1
pV lXlY l|U l
(
v1(t, 1 : l),v2(t, 1 : l),x1(t, 1 : l)
x2(t, 1 : l),y(t, 1 : l)
∣∣∣∣eu(a1t)eu(a2t)
)
1 kˆ(t, 1 : l) =dk(du(y(t, 1 : l)))

. (52)
Equipped with (52), we now characterize pmf of S1,S2, Kˆ. Note that if kj(t, i) = fj(sj(t, i)) and ajt = ek(kj(t, 1 :
l)) for j ∈ [2], t ∈ [m], i ∈ [l], we have
P
(
Sj = sj : j ∈ [2]
Kˆ = kˆ
)
=
∑
b1,b2
∑
v1∈V1
v2∈V2
∑
x1∈X 1
x2∈X 2
∑
y∈Y
P
(
Sj = sj ,Xj{aj , bj} = xj , Kˆ = kˆ
Bj = bj ,V j{bj} = vj : j ∈ [2],Y = y
)
=
∑
b1,b2
∑
v1∈V1
v2∈V2
∑
x1∈X 1
x2∈X 2
∑
y∈Y
P
(
S1 = s1
S2 = s2
)
M lV1M
l
V2
m∏
t=1
pV lXlY l|U l
v1(t, 1 : l),v2(t, 1 : l)x1(t, 1 : l)x2(t, 1 : l)
y(t, 1 : l)
∣∣∣∣∣∣eu(a1t)eu(a2t)
1 kˆ(t, 1 : l) =dk(du(y(t, 1 : l)))

=
∑
y∈Y
P
(
S1 = s1
S2 = s2
) m∏
t=1
pY l|U l
(
y(t, 1 : l)
∣∣∣∣eu(ek(k1(t, 1 : l)))eu(ek(k2(t, 1 : l)))
)
1{
kˆ(t, 1 : l) = dk(du(y(t, 1 : l)))
}. (53)
Since the above sum is over all of Y , we rename dummy variables y(t, 1 : l) and we use (36), (37) to conclude
that (53) is equal to∑
y∈Y
m∏
t=1
{
l∏
i=1
WS1S2
(
s1(t, i)
s2(t, i)
)}
pY l|U l
(
y(t, 1 : l)
∣∣∣∣eu(ek(k1(t, 1 : l)))eu(ek(k2(t, 1 : l)))
)
1 kˆ(t, 1 : l) =dk(du(y(t, 1 : l)))

=
m∏
t=1
{ l∏
i=1
WS1S2
(
s1(t, i)
s2(t, i)
)}∑
yl∈Yl
pY l|U l
(
yl
∣∣∣∣eu(ek(k1(t, 1 : l)))eu(ek(k2(t, 1 : l)))
)
1{
kˆ(t, 1 : l) = dk(du(y
l))
}


=
m∏
t=1
[{
l∏
i=1
WS1S2
(
s1(t, i)
s2(t, i)
)}{
pKˆl|Kl1Kl2
(
kˆ(t, 1 : l)
∣∣∣∣f1(s1(t, 1)) · · · f1(s1(t, l))f2(s2(t, 1)) · · · f2(s2(t, l))
)}]
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=
m∏
t=1
pSl1Sl2Kˆl
(
s1(t, 1 : l), s2(t, 1 : l), kˆ(t, 1 : l)
)
.
We therefore have
P
(
S1 = s1,S2 = s2, Kˆ = kˆ
)
=
m∏
t=1
pSl1Sl2Kˆl
(
s1(t, 1 : l), s2(t, 1 : l), kˆ(t, 1 : l)
)
(54)
We have established that the m sub-blocks of the source and the reconstructions are IID with pmf pSl1Sl2Kˆl . We can
now appeal to standard arguments pertaining to Slepian Wolf decoding. In particular, using techniques presented
in [22, Chap 10], it can be verified that there exists ξ > 0, such that15
max {P (E2), P (E3)} ≤ exp{−mξ} if
logM lVj
m
> H(Slj |Kˆ l, Slj) : j ∈ [2] ,
logM lV1M
l
V2
m
> H(Sl1, S
l
2|Kˆ l). (55)
We now analyze P (E1), and in particular derive an upper bound on
∑l
i=1 P ((B1i, B2i) 6= (Bˆ1i, Bˆ2i)). Towards
that end, let us focus on one of the terms in the previous sum. Furthermore, since
P ( (B1i, B2i) 6= (Bˆ1i, Bˆ2i) ) ≤ P (( V m1i (B1i), V m2i (B2i),Y Π(1 : m, i) )
typ
m∏
t=1
pV1V2Y )
+P
 ⋃
bˆ1i,bˆ2i∈
MV1×MV2
{
(B1i, B2i) 6= (bˆ1i, bˆ2i) , (V m1i (bˆ1i), V m2i (bˆ2i),Y Π(1 : m, i) )
typ∼
m∏
t=1
pV1V2Y
} (56)
With regard to the first term in (56), it suffices to prove(
V m1i (B1i), V
m
2i (B2i),Y
Π(1 : m, i)
)
is distributed with pmf
m∏
t=1
pV1V2Y . (57)
Since V m1i (B1i), V
m
2i (B2i),Y
Π(1 : m, i) = [V 1{B1} V 2{B2} Y ]Π(1 : m, i), (57) holds if
(V 1{B1},V 2{B2},Y ) is distributedwith pmf
m∏
t=1
pV l1V l2Y l and Π1, · · · ,Πm is independent of V 1{B1},V 2{B2},Y . (58)
Indeed, sufficiency of (58) follows from Lemma 4 (Appendix A). Our proof of (58) will follow steps similar to
those that got us from (38) to (47). Note that
P
u{Aj} = uj ,V j{Bj} = vjXj{Aj , Bj} = xj : j ∈ [2]
Y = y,Πt = pit : t ∈ [m]
 = ∑
a1,a2
b1,b2
P
Aj = ajBj = bj
: j ∈ [2]
P
u{aj} = uj ,V j{bj} = vjXj{aj , bj} = xj : j ∈ [2]
Y = y,Πt = pit : t ∈ [m]
∣∣∣∣∣∣
Aj = aj
Bj = bj
: j ∈ [2]
 , (59)
and we break up the second factor of a generic term in the sum above, just as we did in (41) - (43). In particular,
P (Πt = pit : t ∈ [m]|Aj = aj , Bj = bj : j ∈ [2]) =
1
l!
m
(60)
P
(
V j{bj} = vj
u{aj} = uj , : j ∈ [2]
∣∣∣∣ Aj = aj , Bj = bj: j ∈ [2],Πt = pit : t ∈ [m]
)
= P
(
V mji(bji) = v
pi
j (1 : m, i) : i ∈ [2],
j ∈ [2],u{aj} = uj : j ∈ [2]
)
(61)
=
m∏
t=1
1 uj(t, 1 : l) =ul(ajt) : j ∈ [2]

l∏
i=1
2∏
j=1
pVj (vj(t, pit(i))), (62)
P
Xj{Aj , Bj} = xj
: j ∈ [2]
∣∣∣∣∣∣
u{aj} = uj , Aj = aj
V j{bj} = vj , Bj = bj
: j ∈ [2],Πt = pit : t ∈ [m]
 = m∏
t=1
l∏
i=1
2∏
j=1
pXj |UVj (xj(t, i)|uj(t, i)vj(t, i)), (63)
15Refer to [22, Problem 10.9].
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where (61) - (63) are analogous to (41) - (43). Substituting (61) - (63), rewriting
∏m
t=1
∏l
i=1 pVj (vj(t, pit(i))) as∏m
t=1
∏l
i=1 pVj (vj(t, i)), (59) is given by
P
u{Aj} = uj ,V j{Bj} = vjXj{Aj , Bj} = xj : j ∈ [2]
Y = y,Πt = pit : t ∈ [m]
 = ∑
a1,a2
b1,b2
P
(
Aj = aj , Bj = bj : j ∈ [2]
) m∏
t=1
(
1{
uj(t, 1 : l) = u
l(ajt) : j ∈ [2]
}
×
 l∏
i=1

2∏
j=1
pVj (vj(t, i))pXj |UVj (xj(t, i)|uj(t, i)vj(t, i))
WY |X(y(t, i)|x1(t, i),x2(t, i))
( 1
l!
)m
. (64)
Verify that (64), when substituted in (59) yields an expression identical to (40) scaled by a factor
(
1
l!
)m. Following
steps identical to those from (40) to (46), we conclude
P
u{Aj} = uj ,V j{Bj} = vjXj{Aj , Bj} = xj : j ∈ [2]
Y = y,Πt = pit : t ∈ [m]
 =( 1
l!
)m m∏
t=1
pU lV lXlY l
(
u1(t, 1 : l),u2(t, 1 : l),v1(t, 1 : l),v2(t, 1 : l)
x1(t, 1 : l),x2(t, 1 : l),y(t, 1 : l)
)
(65)
=P
(
u{Aj} = uj ,V j{Bj} = vj
Xj{Aj , Bj} = xj : j ∈ [2],Y = y
)
P
(
Πt = pit : t ∈ [m]
)
, (66)
and in particular
P
(
V j{Bj} = vj : j ∈ [2]
Y = y,Πt = pit : t ∈ [m]
)
=
m∏
t=1
1
l!
pV lY l
(
vj(t, 1 : l) : j ∈ [2]
y(t, 1 : l)
)
= P
(
V j{Bj} = vj
: j ∈ [2],Y = y
)
P
(
Πt = pit
: t ∈ [m]
)
, (67)
(67) proves (58). We therefore conclude existence of a ξ > 0 such that the first term in the RHS of (56)
P (( V m1i (B1i), V
m
2i (B2i),Y
Π(1 : m, i) )
typ
m∏
t=1
pV1V2Y ) ≤ exp{−mξ} (68)
and hence can be made arbitrarily small by choosing m sufficiently large. In addition to the analysis provided
herein, we point the reader to Appendix F wherein we analyze the first term in (56) from first principles. We now
analyze the second term in (56). To begin with, we derive an upper bound on
P
 ⋃
b1i,b2i
⋃
bˆ1i 6=b1i
⋃
bˆ2i 6=b2i
{
B1i = b1i, B2i = b2i,
(
V m1i (bˆ1i), V
m
2i (bˆ2i),Y
Π(1 : m, i)
)∈Tmβ (pV Y )}

By the union bound and the law of total probability, the above quantity is bounded on the above by
∑
a1,b1
a2,b2
∑
bˆ1i:
bˆ1i 6=b1i
∑
bˆ2i:
bˆ2i 6=b2i
∑
vm1
vm2
∑
xm1
xm2
∑
(vˆm1 ,vˆ
m
2 ,y
m)
∈Tmβ (pVY )
P
(
Aj = aj , Bj = bj , V
m
ji (bˆji) = vˆ
m
j ,V j{bj}Π(1 : m, i) = vmj
Xj{aj , bj}Π(1 : m, i) = xmj : j ∈ [2],Y Π(1 : m, i) = ym
)
. (69)
Consider a generic term in the above sum. Firstly, the triple Aj , Bj ,V j{bj}Π(1 : m, i) : j ∈ [2] is independent
of V mji (bˆji) : j ∈ [2]. This is because (i) the codebook generation process is independent of the messages, and (ii)
V j{bj}Π(1 : m, i) : j ∈ [2] is a function of Vji(bji) : j ∈ [2], i ∈ [l] and Πt : t ∈ [m], and these random objects are
mutually independent of V mji (bˆji) : j ∈ [2]. Secondly, Xj{aj , bj}Π(1 : m, i) : j ∈ [2] is conditionally independent of
V mji (bˆji) : j ∈ [2] given Aj , Bj ,V j{bj}Π(1 : m, i) : j ∈ [2]. This is true because (i) Xj{aj , bj}Π(1 : m, i) : j ∈ [2]
is conditionally independent of the rest of the random objects, given V j{bj}Π(1 : m, i),u{Aj}Π(1 : m, i) : j ∈ [2],
where u{Aj} is a deterministic function16 of Aj , and (ii) Πt : t ∈ [m] is independent of V mji (bˆji) : j ∈ [2]. Finally,
16We do not randomize over the fixed B-L code CU .
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Y Π(1 : m, i) is conditionally independent of V mji (bˆji) : j ∈ [2] given Xj{aj , bj}Π(1 : m, i) : j ∈ [2]. These
observations lead us to
P
([
V j{bj}Xj{aj , bj}Y
]Π
(1 : m, i) = (vmj , x
m
j , y
m), Aj = aj , Bj = bj , V
m
ji (bˆji) = vˆ
m
j : j ∈ [2]
)
= P
([
V j{bj}Xj{aj , bj}Y
]Π
(1 : m, i) = (vmj , x
m
j , y
m), Aj = aj , Bj = bj : j ∈ [2]
) 2∏
j=1
m∏
t=1
pVj (vˆjt) (70)
= P
([
V j{Bj}Xj{Aj , Bj}Y
]Π
(1 : m, i) = (vmj , x
m
j , y
m), Aj = aj , Bj = bj : j ∈ [2]
) 2∏
j=1
m∏
t=1
pVj (vˆjt)(71)
Substituting (71) in (69) and summing over aj , bj , v
m
j , x
m
j : j ∈ [2], we obtain∑
bˆ1i:
bˆ1i 6=b1i
∑
bˆ2i:
bˆ2i 6=b2i
∑
(vˆm1 ,vˆ
m
2 ,y
m)
∈Tmβ (pVY )
P (Y Π(1 : m, i) = ym)
m∏
t=1
pV1(vˆ1t)pV2(vˆ2t) = MV1MV2
∑
(vˆm1 ,vˆ
m
2 ,y
m)
∈Tmβ (pVY )
m∏
t=1
pY (yt)pV1(vˆ1t)pV2(vˆ2t) (72)
as an upper bound on (69), if (i) pmf of Y Π(1 : m, i) is
∏m
t=1 pY , (ii) pVj = pVj for j ∈ [2]. (i) follows from (57),
or (58) in conjunction with Lemma 4. We have proved (57) and equivalently (58) through the sequence of steps
from (59) through (67). With regard to (ii), note that marginal pV lj wrt (34) is indeed equal to
∏l
i=1 pVj (where
pVj is as provided in Thm statement). It is therefore straightforward to verify pVj = pVj for j ∈ [2].
Following standard typicality argument, for example lemma [22, Lemma 3.1], it can be proved that given any
η > 0, there exists a choice for β > 0 and mβ,η ∈ N such that for all m ≥ mβ,η, (72) is at most η if logMV1MV2m <
I(V1V2;Y )
We now consider the event when a codeword corresponding to an illegitimate message for one of the users is
jointly typical. In particular, we derive an upper bound on
P
⋃
b1i
b2i
⋃
bˆ1i 6=b1i
{
B1i = b1i
B2i = b2i
,
(
V m1i (bˆ1i), V
m
2i (b2i)
,Y Π(1 : m, i)
)
∈Tmβ (pV Y )
}
By the union bound and the law of total probability, the above quantity is bounded on the above by∑
a1,b1
a2,b2
∑
bˆ1i:
bˆ1i 6=b1i
∑
vm1
∑
xm1
xm2
∑
(vˆm1 ,v
m
2 ,y
m)
∈Tmβ (pVY )
P
(
Aj = aj , Bj = bj , V
m
1i (bˆ1i) = vˆ
m
1 ,V j{bj}Π(1 : m, i) = vmj
Xj{aj , bj}Π(1 : m, i) = xmj : j ∈ [2],Y Π(1 : m, i) = ym
)
. (73)
Consider a generic term in the above sum. We make three observations similar to the ones we made following
(69). Firstly, the triple Aj , Bj ,V j{bj}Π(1 : m, i) : j ∈ [2] is independent of V m1i (bˆ1i). This is because (i) the
codebook generation process is independent of the messages, and (ii) V j{bj}Π(1 : m, i) : j ∈ [2] is a function of
Vji(bji) : j ∈ [2], i ∈ [l] and Πt : t ∈ [m], and these random objects are mutually independent of V m1i (bˆ1i). Secondly,
Xj{aj , bj}Π(1 : m, i) : j ∈ [2] is conditionally independent of V m1i (bˆ1i) given Aj , Bj ,V j{bj}Π(1 : m, i) : j ∈ [2].
This is true because (i) Xj{aj , bj}Π(1 : m, i) : j ∈ [2] is conditionally independent of the rest of the random
objects, given V j{bj}Π(1 : m, i),u{Aj}Π(1 : m, i) : j ∈ [2], where u{Aj} is a deterministic function of Aj , and
(ii) Πt : t ∈ [m] is independent of V m1i (bˆ1i). Finally, Y Π(1 : m, i) is conditionally independent of V m1i (bˆ1i) given
Xj{aj , bj}Π(1 : m, i) : j ∈ [2]. These observations lead us to
P
([
V j{bj}Xj{aj , bj}Y
]Π
(1 : m, i) = (vmj , x
m
j , y
m), Aj = aj , Bj = bj : j ∈ [2], V m1i (bˆ1i) = vˆm1
)
= P
([
V j{bj}Xj{aj , bj}Y
]Π
(1 : m, i) = (vmj , x
m
j , y
m), Aj = aj , Bj = bj : j ∈ [2]
) m∏
t=1
pV1(vˆ1t) (74)
= P
([
V j{Bj}Xj{Aj , Bj}Y
]Π
(1 : m, i) = (vmj , x
m
j , y
m), Aj = aj , Bj = bj : j ∈ [2]
) m∏
t=1
pVj (vˆ1t) (75)
27
Substituting (75) in (73) and summing over aj , bj , x
m
j : j ∈ [2], vm1 , we obtain∑
bˆ1i:
bˆ1i 6=b1i
∑
(vˆm1 ,v
m
2 ,y
m)
∈Tmβ (pVY )
P ([V 2{B2}Y ]Π(1 : m, i) = (vm2 , ym))
m∏
t=1
pV1(vˆ1t) = MV1
∑
(vˆm1 ,v
m
2 ,y
m)
∈Tmβ (pVY )
m∏
t=1
pV1(vˆ1t)pV2Y (v2t, y2t) (76)
as an upper bound on (73), where the last equality follows from arguments identical to those that established truth
of (72). Once again, based on standard typicality argument, for example lemma [22, Lemma 3.1], it can be proved
that given any η > 0, there exists a choice for β > 0 and mβ,η ∈ N such that for all m ≥ mβ,η, (76) is at most η
if logMV1m < I(V1;Y V2).
We summarize our proof thus far. We have proved that if
H(Slj |Kˆ l, Slj) <
logM lVj
m
< lI(Vj ;Y Vj) : j ∈ [2], and H(Sl1, Sl2|Kˆ l) <
logM lV1M
l
V2
m
< lI(V1V2;Y ) (77)
where Sl1, S
l
2, Kˆ
l and V1,V2,Y are distributed as in (36) and (34) respectively, then the proposed coding scheme
can enable the decoder recover S1,S2 with arbitrarily high reliability by choosing m sufficiently large. Our last
step involves characterizing the upper and lower bounds above in terms of the pmf pUV XY provided in the Theorem
statement. We begin with the channel coding bounds.
Lower bounds on I(Vj ;Y |Vj) and I(V1,V2;Y ): Suppose (U l, V l, X l, Y l) = (U l1, U l2, V l1 , V l2 , X l1, X l2, Y l) is
distributed with pmf (34), and I ∈ {1, · · · , l} is a random index independent of the collection U l, V l, X l, Y l, then
U1I , U2I , V1I , V2I , X1I , X2I , YI is distributed with PMF (35). Hence we study I(VjI ;YI , VjI) = I(Vj ;Y Vj) and
I(V1I , V2I ;YI) = I(V1V2;Y ). From (33), 12 ≥  ≥ P (A1 6= A2) ≥ P (U l1 6= U l2), and hence
I(VjI ;YI , VjI) = H(VjI)−H(VjI |VjI , YI) ≥ H(VjI)−H(VjI ,1{U l1=U l2}|VjI , YI)
≥ H(Vj)−H(VjI |VjI , YI ,1{U l1=U l2})− hb() (78)
= H(Vj)− P (U l1 = U l2)
[
H(VjI , VjI , YI |1{U l1=U l2} = 1)−H(VjI , YI |1{U l1=U l2} = 1)
]
−P (U l1 6= U l2)H(VjI |VjI , YI ,1{U l1=U l2} = 0)− hb() (79)
≥ H(Vj)− [H(V , Y )−H(Vj , Y )]−  log |Vj | − hb() = I(Vj ;Y, Vj)−  log |Vj | − hb() (80)
where (78) follows from pVj = pVjI = pVj (Lemma 6) and
1
2 ≥  ≥ P (U l1 6= U l2), (80) follows from Lemma 7 in
Appendix B and 12 ≥  ≥ P (U l1 6= U l2). Indeed, note that Lemma 7 states
P (U1I = u, U2I = u, V1I = v1, V2I = v2, X1I = x1, X2I = x2, YI = y|1{U l1=U l2} = 1) = pUV XY (u, v, x, y) (81)
for every u, v, x, y ∈ U × V × X × Y and hence, any functional of the pmf on the LHS of (81) is equal to any
functional of the pmf on the RHS of (81), and in particular the entropy functional. Following an analogous sequence
of steps, we have
I(V1I , V2I ;YI) = H(V1I , V2I)−H(V1I , V2I |YI) ≥ H(V1I , V2I)−H(V1I , V2I ,1{U l1=U l2}|YI)
≥ H(V1, V2)−H(V1I , V2I |YI ,1{U l1=U l2})− hb() (82)
= H(V1, V2)− P (U l1 = U l2)
[
H(V1I , V2I , YI |1{U l1=U l2} = 1)−H(YI |1{U l1=U l2} = 1)
]
−P (U l1 6= U l2)H(V1I , V2I |YI ,1{U l1=U l2} = 0)− hb() (83)
≥ H(V1, V2)− [H(V1, V2, Y )−H(Y )]−  log |V| − hb() = I(V1, V2;Y )−  log |V| − hb() (84)
We now seek upper bounds on H(Slj |Kˆ l, Slj), H(Sl1Sl2|Kˆ l). Recall from (54) that pSl1,Sl2,Kˆl is the pmf of any row
of the triplet S1,S2, Kˆ of matrices. Appealing to the sequence of steps from (15) through (17) we recognize
that it suffices to characterize an upper bound φ on P (Kˆ(t, 1 : l) 6= K1(t, 1 : l)), that is at most 12 . Towards
that end, recall that our typical set source code ensures dk(ek(kl1)) = k
l
1 for every k
l
1 ∈ T lδ(K1). This guarantees
{Kˆ(t, 1 : l) 6= K1(t, 1 : l)} ⊆ {A1t 6= Aˆt}. In order to derive an upper bound on the latter event, we are required
to characterize the channel pY l|U l experienced by codewords of CU . In particular, since
P (A1t 6= Aˆt) ≤ P (A1t 6= A2t) + P (Aˆt 6= A1t, A1t = A2t) ≤ + P (Aˆt 6= A1t, A1t = A2t), (85)
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we are required to characterize the channel pY l|U l experienced by those commonly selected codewords. In the
sequel, we will prove that if the two transmitters choose a common CU−codeword, then the latter experiences a
memoryless
∏l
i=1 pY |U channel. By our choice of the constant composition code [7, Thm. 10.2], we conclude that
the latter event has probability at most gρ,l. Towards that end, we note that
P
u{aj} = uj ,V j{Bj} = vjXj{Aj , Bj} = xj , Aj = aj
: j ∈ [2],Y = y
 = ∑
b1,b2
P
Aj = ajBj = bj
: j ∈ [2]
P
u{aj} = uj ,V j{bj} = vjXj{aj , bj} = xj : j ∈ [2]
Y = y
∣∣∣∣∣∣
Aj = aj
Bj = bj
: j ∈ [2]
 (86)
where (86) is identical to (38) except for the range of the summation. Using (41), (42), (43) and following a
sequence of steps analogous to those that took us from (38) to (40), we have (86) equal to
P
(
Aj = aj
: j ∈ [2]
) m∏
t=1
1 uj(t, 1 : l) =ul(ajt) : j ∈ [2]

 l∏
i=1

2∏
j=1
pVj (vj(t, i))pXj |UVj
(
xj(t, i)
∣∣∣∣uj(t, i)vj(t, i)
)WY |X
(
y(t, i)
∣∣∣∣x1(t, i)x2(t, i)
)
= P
(
Aj = aj
: j ∈ [2]
) m∏
t=1
1 uj(t, 1 : l) =ul(ajt) : j ∈ [2]

 l∏
i=1

2∏
j=1
pVj (vj(t, i))pXj |UVj
(
xj(t, i)
∣∣∣∣ul(ajt)ivj(t, i)
)WY |X
(
y(t, i)
∣∣∣∣x1(t, i)x2(t, i)
)
=
(
Aj = aj
: j ∈ [2]
) m∏
t=1
1 uj(t, 1 : l) =ul(ajt) : j ∈ [2]

pV lXlY l|U l
(
v1(t, 1 : l),v2(t, 1 : l),x1(t, 1 : l)
x2(t, 1 : l),y(t, 1 : l)
∣∣∣ul(a1t), ul(a2t)) (87)
where ul(ajt)i is the i-th symbol of ul(ajt) and (87) follows from (148). Since LHS of (86) is equal to the RHS
of (87), summing the latter (87), we have
∑
u1
∑
u2
∑
v1
∑
v2
∑
x1
∑
x2
P
u{aj} = uj ,V j{Bj} = vjXj{Aj , Bj} = xj , Aj = aj
: j ∈ [2],Y = y
 = P (Aj = aj
: j ∈ [2]
) m∏
t=1
pY l|U l
(
y(t, 1 : l)
∣∣∣∣ul(a1t)ul(a2t)
)
and hence P (Y = y|A1 = a1, A2 = a2) =
m∏
t=1
pY l|U l
(
y(t, 1 : l)
∣∣ul(a1t), ul(a2t))
=
∏
t∈[m]:
a1t=a2t
{
l∏
i=1
pY |U (y(t, i)|ul(at)i)
}
×
∏
t∈[m]:
a1t 6=a2t
pY l|U l
(
y(t, 1 : l)
∣∣ul(a1t), ul(a2t)) (88)
where (88) follows from (151).
Remark 7: In the coding scheme presented above, the fixed B-L codes attempted to communicate K1 to the
decoder. A simple alternate is to attempt communication of K2 to the decoder via the fixed B-L codes. For the
sake of completeness, we provide the corresponding sufficient conditions.
Corollary 1: A pair of sources (S,WS) is transmissible over a MAC (X ,Y,WY |X) if there exists
(i) finite sets K,U ,V1,V2,
(ii) maps fj : Sj → K, with Kj = fj(Sj) for j ∈ [2],
(iii) α, β ≥ 0, ρ > 0, δ > 0,
(iv) l ∈ N, l ≥ l∗(ρ,U ,Y), where l∗(·, ·, ·) is defined in (4),
(v) pmf pUpV1pV2pX1|UV1pX2|UV2WY |X defined on U ×V ×X ×Y , where pU is a type of sequences in U l, such
that
(1 + δ)H(Ka) < α+ β,
H(Sj |Sj ,Ka) + Ll(φ, |Sj |) < I(Vj ;Y |Vj)− L(φ, |Vj |) for j ∈ [2] and (89)
β +H(S|K1) + Ll(φ, |S|) < I(V ;Y )− L(φ, |V|), (90)
φ ∈ [0, 0.5) where φ : = g(α+ ρ, l) + ξ[l](K) + τl,δ(Ka), g(R, l) : = (l + 1)2|U||Y| exp{−lEr(R, pU , pY |U )}(91)
for some a ∈ [2], where Ll(·, ·),L(·, ·) is as defined in (1).
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We now prove that the admissible region characterized in Theorem 7 can be strictly larger than the CES region.
Theorem 8: There exists a source pair (S,WS) and a MAC (X,Y,WY |X) that do not satisfy CES conditions
[3, Thm. 1] (Theorem 1 here) and yet satisfy conditions stated in Theorem 7. In particular, consider Example 1.
There exists a∗ ∈ N and k∗ ∈ N such that for any a ≥ a∗ and any k ≥ k∗, S and MAC WY |UX 1) do not satisfy
CES conditions [3, Thm. 1] (Theorem 1 here), and 2) satisfy conditions stated in Theorem 7.
Proof: In view of Lemma 1 we only need to prove the second statement. Towards that end, consider the
following assignment for the auxiliary parameters in Theorem 7.
Let K = S1 = S2, U be the input alphabet of the shared channel WY0|U , Vj = Xj : j ∈ [2] be the input alphabet
of the satellite channels WYj |Xj : j ∈ [2] respectively. Let fj(s) = s for s ∈ Sj be the identity map, and hence
Kj = Sj for j ∈ [2]. Let α =
(
1− 14k
)
log a, β = 54k log a +
(
1 + 1k
)
hb(
1
k ), ρ =
1
4k log
a
4 , δ =
1
k . Let l = k
4a
ηk
2 .
Let pU be the uniform pmf on U = {0, · · · , a − 1}. Let pVj : j ∈ [2] be the capacity achieving distribution on
satellite channels WYj |Xj : j ∈ [2] respectively. Note that, for any u ∈ U , lpU (u) = k4a
ηk
2
−1 is a natural number
since η ≥ 6 is an even integer. For the above assignment, note that (4) is
l∗(
1
4k
log
a
4
,U ,Y) = min
{
l :
l
4k
log
a
4
≥ log 4 + 4a(1 + a|Y1||Y2|) log(l + 1)
}
≤ min
{
l :
l
4k
log
a
4
≥ log 4 + 4a(1 + a|Y1||Y2|) log 2l
}
. (92)
Recall that for sufficiently large a, k, the satellite channels defined in Example 1 have |Yj | ≤ a 32k . It can be
verified that the RHS of (92) is lesser than or equal to k4a
ηk
2 for sufficiently large a, k. Therefore, the assignment
l = k4a
ηk
2 ≥ l∗( 14k log a4 ,U ,Y) for sufficiently large a, k.
From Table I, verify that (1 + δ)H(K1) = (1 + δ)H(S1) < (1 + 1k ) log a + (1 +
1
k )hb(
1
k ) = α + β. Since pU
is uniform and pY0|U induced by the chosen pmf is deterministic, it can be verified that Er(α + ρ, pU , pY |U ) =
log a− (α+ ρ) = 14k log 4. Hence
g(α+ ρ, l) = (l + 1)2|U||Y| exp
{
− l
4k
log 4
}
≤ 4− l4k (l + 1)2a
6
2k
+2 ≤ 4− l4k (2l)2a3 ≤ k
3
a
ηk
2
(93)
for sufficiently large a, k. Since our choice of δ = 1k , l = k
4a
ηk
2 are identical to that in Section III-A, we appeal to
(20), (21) and conclude
τl,δ(K) + ξ
[l](K) ≤ 2k
3
a
ηk
2
, and in conjunction with (93) we have, φ ≤ 3k
3
a
ηk
2
≤ 1
2
. (94)
for sufficiently large a, k. Substituting this upper bound in Ll(·, ·) and L(·, ·), it can be verified that
Ll(φ, |Sj |) ≤ Ll(φ, |S|) ≤ 1
l
hb(α) +
α
2
log a where α =
8k4
a
ηk
3
,L(φ, |Vj |) ≤ L(φ, |V|) ≤ hb(α) + α
2
log a, (95)
where we have used that fact that for large a, k, we have |Vj | ≤ a 32k . We are now set to prove the remaining
inequalities (24), (25). This follows by simple substitution of β = 54k log a +
(
1 + 1k
)
hb(
1
k ), upper bound of
hb(
2
kaηk ) +
2 log a
aηk on H(S2|S1) (Table I), capacities of WYj |Xj for I(Vj ;Y |Vj), the sum of these capacities for
I(V ;Y ), (95) and is left to the reader.
B. IC Problem
Our results in this section are analogous to those presented in Section IV-A for the MAC problem. We provide a
new set of sufficient conditions for the IC problem in Theorem 9, and prove in Theorem 10, that these are strictly
weaker than the LC conditions.
Theorem 9: A pair of sources (S,WS) is transmissible over an IC (X ,Y,WY |X) if there exists
(i) finite sets K,U ,V1,V2,
(ii) maps fj : Sj → K, with Kj = fj(Sj) for j ∈ [2],
(iii) α, β ≥ 0, ρ > 0, δ > 0,
(iv) l ∈ N, l ≥ max{l∗(ρ,U ,Yj) : j ∈ [2]}, where l∗(·, ·, ·) is defined in (4),
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(v) pmf pUpV1pV2pX1|UV1pX2|UV2WY |X defined on U ×V ×X ×Y , where pU is a type of sequences in U l, such
that
(1 + δ)H(Ka) ≤ α+ β, H(Sj |Ka) + β + Ll(φj , |Sj |) < I(Vj ;Yj)− L(φj , |Vj |) for j ∈ [2], φj ≤ 1
2
(96)
where φj : = gj(α+ ρ, l) + ξ[l](K) + τl,δ(Ka), gj(R, l) : = (l + 1)2|U||Yj | exp{−lEr(R, pU , pYj |U )} for j ∈ [2](97)
and some a ∈ [2], where Ll(·, ·),L(·, ·) is as defined in (1).
The proof contains no new elements beyond those presented in Section IV-A. Moreover, in Section V-A, we provide
a proof of a more general theorem for the IC problem. In view of these, we omit a proof of the above theorem.
We only provide an informal outline of the coding scheme and the analysis.
Outline of the coding scheme: Let us fix a = 1. The reader is encouraged to revisit the coding scheme presented in
Section IV-A for the MAC. Encoding is identical except for the following (minor) differences. Recall that if Mu - the
number of codewords in CU - is less than |T lδ(K1)| - the range of the index output by the fixed B-L common source
code T lδ(K1), then the latter index is split into two sub-message indices taking values in [Mu] = exp{lα}, exp{lβ}.
In contrast to the MAC, where only one of the Txs communicated the second message index via the outer code,
we require that both Txs communicate their second sub-message indices to their respective receivers via the outer
code. Secondly, the outer code we employ to communicate over the IC V1,V2 → Y1,Y2 is simply a pair of PTP
codes for the channels Vj −Yj . Indeed, the coding scheme does not build any resilience to interference. In fact, as
in Section IV-A, self interference between parallel U ,Vj streams is also ignored.
In relation to decoding, each receiver employs the PTP decoders of CU and the source code T lδ(K1) to reconstruct
the l−length sub-block of K1. Let Kˆj(t, 1 : l) denote the t-th sub-block of decoder j’s reconstruction of K1(t, 1 : l).
We emphasize that decoder 2’s reconstruction Kˆ2(t, 1 : l) is also viewed as a reconstruction of K1(t, 1 : l). In
recovering Sj via the joint typicality based decoder, it employs Kˆj as the side information.
Outline of the analysis: Since our analysis proceeds through steps identical to that provided for the MAC in
Section IV-A, we highlight only the differences in the three steps we mentioned in the outline therein. In the first
step, with regard to quantifying the amount of information communicated through fixed B-L coding, observe that
decoder j can recover a common message encoded through CU with maximal error probability gj(α + ρ, l) as
defined in (97). Hence an upper bound on P (Kˆj(t, 1 : l) 6= K1(t, 1 : l)) is φj as defined in (97). φj , as the reader
will recall/note, quantifies the amount of information communicated via the fixed B-L code. In the second step,
we have to only take into account that decoder is attempting to recover Sj and has reconstructed Kˆj . Following
a sequence of steps analogous to those that took us from (15) to (16), one can prove
H(Slj |Kˆ lj) ≤ l(Ll(φj , |Sj |) +H(Sj |K1)). (98)
Recall that each encoder must communicate the second sub-message index taking values in exp{lβ} through the
outer channel code. The sum of β and the RHS of (98) is indeed the LHS of (96).
In the third part, we have to characterize the effective IC experienced by the outer PTP codes. Following the
description provided in Section IV-A, it is straight forward to note that the IC channel experienced by the i-th pair
of outer codes is pY1Y2|V1V2 , where
pU1U2V1V2X1X2Y1Y2
(
u1, u2, v1, v2,
x1, x2, y1, y2
)
=
1
l
l∑
i=1
pU1iU2iV1iV2iX1iX2iY1iY2i
(
u1, u2, v1, v2,
x1, x2, y1, y2
)
and
pU lV lXlY l
(
ul, vl,
xl, yl
)
=
 ∑
(a1,a2)∈
[Mu]×[Mu]
P (
A1 = a1
A2 = a2
)1{ul(aj)=
ulj :j∈[2]
}
×
 2∏
j=1
{
l∏
i=1
pVj (vji)pXj |UVj (xji|uji, vji)
}
×
[
l∏
i=1
WY1Y2|X1X2(y1i, y2i|x1i, x2i)
]
.
i−th outer codebook of Tx j can have rate at most I(Vj ;Yj). Following steps identical to those in (78) - (84), it
can be proved that I(Vj ;Yj) ≥ I(Vj ;Yj)−L(φ, |Vj |) which is indeed the RHS of (96). This concludes our outline.
The interested reader is invited to peruse through proof of Theorem 11 is more general than Theorem 9.
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Theorem 10: There exists a source pair (S,WS) and an IC (X ,Y,WY |X) that do not satisfy LC conditions [5,
Thm. 1] (Theorem 2 here) and yet satisfy conditions stated in Theorem 9. In particular, consider Example 2. There
exists a∗ ∈ N and k∗ ∈ N such that for any a ≥ a∗ and any k ≥ k∗, source pair S and IC WY |UX 1) do not satisfy
LC conditions [5, Thm. 1] (Theorem 2 here), and 2) satisfy conditions stated in Theorem 9.
Proof: We only need to prove the second statement. Naturally, our assignment for the auxiliary parameters is
identical to that is proof of Lemma 8. We provide the same for the sake of completeness.
Let K = S1 = S2, U be the input alphabet of the shared channel WY0|U , Vj = Xj : j ∈ [2] be the input
alphabet of the satellite channels WYj |Xj : j ∈ [2] respectively. Let fj(s) = s for s ∈ Sj be the identity map,
and hence Kj = Sj for j ∈ [2]. Let α =
(
1− 14k
)
log a, β = 54k log a +
(
1 + 1k
)
hb(
1
k ), ρ =
1
4k log
a
4 , δ =
1
k .
Let l = k4a
ηk
2 . Let pU be the uniform pmf on U = {0, · · · , a − 1}. Let pVj : j ∈ [2] be the capacity achieving
distribution on satellite channels WYj |Xj : j ∈ [2] respectively. Note that, for any u ∈ U , lpU (u) = k4a
ηk
2
−1 is a
natural number since η ≥ 6 is an even integer. We refer to the arguments in proof of Theorem 8 that proves the
choice l = k4a
ηk
2 ≥ l∗ ( 14k log a4 ,U ,Y) for sufficiently large a, k.
Note that
β +H(Sj |S1) + Ll(φ, |Sj |) + L(φ, |Vj |) ≤ 5
4k
log a+ (1 +
1
k
)hb(
1
k
) + 1{j=2}hb(
2
kaηk
) + φ(1 + k) log a
+(1 +
1
l
)hb(φ) ≤ 2
k
log a+ hb(
2
k
) + 1{j=2}hb(
2
kaηk
)
for sufficiently large a, k because with the above choice for δ, l, α, ρ, we have from (94) φ ≤ 8k4
a
ηk
3
for sufficiently
large a, k. The RHS of (99) is I(Vj ;Yj) and we have therefore proved (128) for the choice of pVj being the capacity
achieving pmf.
V. FIXED B-L CODING OVER ARBITRARY MAC AND IC STEP 2 : CONDITIONAL DECODING
We enhance the coding scheme presented in Step 1 (Section IV) via the well known technique of conditional
(joint) decoding. In Step 1, the fixed B-L and ∞−B-L information streams caused interference to each other, when
multiplexed through the separate channel codes. The interference from the former can be nullified by conditional
decoding of the latter. Step 2 builds on this approach.
The central challenge in conditional decoding arises from the fact that a non-vanishing fraction φ > 0 of the fixed
B-L codewords have been decoded erroneously. We overcome this challenge by the technique of interleaving and
treating the decoded CU codewords as providing soft information17. Recall that the fixed B-L decoder of CU operates
separately and identically on each of the m received sub-blocks Y j(t, 1 : l) and declares Aˆjt as the corresponding
decoded message. This indicates that the m sub-blocks ul(At), ul(Aˆt) : t ∈ [m], where ul(a) is the CU−codeword
corresponding to message a ∈ [Mu], are distributed with an l−letter pmf. As we noted in the proof of Thm 7
(Appendix A), interleaving enables us extract IID sub-vectors, and moreover since the outer code is multiplexed
along interleaved columns, the corresponding interleaved columns uˆpi(1 : m, i), where uˆ(t, 1 : l) = ul(Aˆt) : t ∈ [m]
is treated as soft information for conditional decoding of the outer code. Based on these ideas, we derive sufficient
conditions for the IC (Sections V-A, V-B) and MAC (Section V-C).
A. IC Problem Step II: Joint decoding of Fixed and ∞−B-L information streams
It is natural to expect the sufficient conditions to take the form of (96) with I(Vj ;Yj) on the RHS replaced by
I(Vj ;Yj |U) ignoring the change in correction terms Ll(·, ·). Indeed, as we will see, all of the sufficient conditions
presented for the IC will involve corresponding substitutions. We present our first set of sufficient conditions for
the IC based on conditional decoding of the outer code.
Theorem 11: A pair of sources (S,WS) is transmissible over an IC (X ,Y,WY |X) if there exists
(i) finite sets K,U ,V1,V2,
(ii) maps fj : Sj → K, with Kj = fj(Sj) for j ∈ [2],
(iii) α, β ≥ 0, ρ > 0, δ > 0,
(iv) l ∈ N, l ≥ max{l∗(ρ,U ,Yj) : j ∈ [2]}, where l∗(·, ·, ·) is defined in (4),
17akin to noisy channel state information at the decoder
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(v) pmf pUpV1pV2pX1|UV1pX2|UV2WY |X defined on U ×V ×X ×Y , where pU is a type of sequences in U l, such
that for some a ∈ [2], we have
(1 + δ)H(Ka) ≤ α+ β, H(Sj |Ka) + β + Ll(φj , |Sj |) < I(Vj ;Yj |U)− L(φj , |V|) for j ∈ [2], φj ≤ 1
2
(99)
where φj : = gj(α+ ρ, l) + ξ[l](K) + τl,δ(Ka), gj(R, l) : = (l + 1)2|U||Yj | exp{−lEr(R, pU , pYj |U )}, for j ∈ [2],(100)
where Ll(·, ·),L(·, ·) is as defined in (1).
Remark 8: If the sources have a GKW part K = K1 = K2, then ξ(K) = 0. One can choose l arbitrarily large
such that φ1, φ2 can be made arbitrarily small. The resulting inner bound corresponds to a very simple separation
based scheme involving a common message communicated over the IC.
Proof: We assume above conditions are satisfied for a = 1, and K,K1, · · · , ρ be provided as in theorem
statement. We assume β = 0 and hence α > (1 + δ)H(K1). K1,K2 ∈ K represent the near GKW parts of the
sources S (see Remark 6). The rest of the parameters will be described as and when they appear. We begin with
a description of the coding scheme.
Coding Scheme: The (only) difference in the coding scheme presented here, in comparison to those presented
in Section IV is that the channel code decoder of the outer code utilizes the decoded codewords of CU - the fixed
B-L channel code - and conditionally decodes into the outer code. Since the decoded codewords of CU (i) are
incorrect with a non-zero and non-vanishing probability, and (ii) have an l−letter pmf, randomly and uniformly
chosen symbols from m such decoded codewords are treated as soft (noisy) information in decoding the outer code.
A formal description of the coding scheme follows.
The B-L of the coding scheme is lm, where l is as provided in the theorem statement. A block is viewed as an
m×l matrix with l−length rows referred to as sub-blocks. The encoding and decoding rules at both encoders j ∈ [2]
are identical, and we describe the same in terms of a generic index j. The source coding module comprises of two
source codes - a fixed B-L typical set code and an∞−B-L Slepian-Wolf binning code. Let Sj ∈ Sm×lj ,Kj ∈ Km×l
denote the matrix of source and near GKW part observed by encoder j. For (t, i) ∈ [m] × [l], Sj(t, i) and
Kj(t, i) : = fj(Sj(t, i)) are the symbols of the source and near GKW part observed during (t− 1)l+ i -th symbol
interval, where fj : Sj → K is as specified in the theorem statement. The fixed B-L typical set code operates
separately and identically on the rows of Kj(t, 1 : l) : t ∈ [m]. In particular, the index of Kj(t, 1 : l) in the typical
set T lδ(K1) is output by the fixed B-L source code.
18 Formally, the fixed B-L typical set code is defined by an
index set [MK ] with MK = |T lδ(K1)|, encoder map eK : Kl → [MK ] and decoder map dK : [MK ]→ Kl such that
dK(eK(k
l)) = kl for every kl ∈ T lδ(K1). Let Ajt : = eK(Kj(t, 1 : l)) : t ∈ [m] denote the m messages output by
the fixed B-L typical set code corresponding Kj and we let Aj = (Ajt : t ∈ [m]) ∈ [Mk]m. We emphasize that
both transmitters employ the same fixed B-L typical set code corresponding to K1.
The ∞−B-L Slepian Wolf binning code operates over the entire block of lm source symbols and outputs a
bin index corresponding to the bin in which Sj lies19. In particular, let βj : S lmj → [MVj ]l define a partition
of the lm−length source sequences into M lVj bins. The ∞−B-L Slepian Wolf binning code outputs the index
Bj : = (Bj1, · · · , Bjl) : = β(Sj) ∈ [MVj ]l of the bin in which Sj lies. The pair (Aj , Bj) ∈ [MK ]m × [MVj ]l of
messages constitute of the output of the source coding module.
The channel coding module of encoder j comprises of a fixed B-L constant composition code built over U , l codes
of B-L m, referred as ∞−B-L codes, built over Vj , and a multiplexing unit. U ,V1,V2 are as provided in theorem
statement. Let CU denote a constant composition code (l,Mu, eu, du,1, du,2) of B-L l, with message index set [Mu],
Mu ≥MK , encoder map eu : [Mu]→ U l and decoder maps du,j : Y lj → [Mu] such that the maximal probability of
error, when employed over the memoryless PTP (U ,Yj , pYj |U ), is at most gj(ρ, l) ≤ exp{−l(Er( logMul , pU , pYj |U )−
ρ)}. The existence of such a code is guaranteed by [7, Thm. 10.2]. We let ul(a) = eu(a) : a ∈ [Mu] denote the
codewords of CU . CU will be used to communicate Aj ∈ [Mu]m output by the source coding module. For
a ∈ [Mu]m, we let u{a} ∈ Um×l denote the matrix whose rows u{a}(t, 1 : l) : = ul(at) : t ∈ [m] are
codewords of CU corresponding to messages a. We let U j : = u{Aj} denote the matrix of CU−codewords
corresponding to messages Aj output by the fixed B-L typical set code. We let d
l
u,j : Y lj → U l be defined as
dlu,j(y
l
j) : = u
l(du,j(y
l
j)) = eu(du,j(y
l
j)) denote the codeword corresponding to the decoded message.
18δ is as provided in the theorem statement.
19Here Sj is referencing the lm−length vector (Sj(t, 1 : l) : t ∈ [m]).
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The ∞−B-L channel code comprises of l channel codes, each of B-L m built over alphabet set Vj . For i ∈ [l],
let CVj ,i denote code with message index set [MVj ] and codewords v
m
ji (bj) : bj ∈ [MVj ]. For i ∈ [l], codebook
CVj ,i will be used to communicate Bji output by the ∞−B-L source code.
The multiplexing unit maps m codewords chosen from CU , l codewords chosen from CVj ,i : i ∈ [l] into a matrix
of input symbols. It comprises of m surjective maps pit : [l] → [l] : t ∈ [m] and a map xj : Um×l × Vm×lj →
Xm×lj . Suppose (i) ul(ajt) : t ∈ [m] are the m codewords chosen from CU to form the matrix u{a}, and (ii)
vmji (bji) : i ∈ [l] are the l codewords chosen from l codebooks CVj ,i. We let vj{b} ∈ Vm×lj be defined through
vj{b}pi(1 : m, i) = (vj(t, pit(i)) : t ∈ [m]) = vmji (bji) for i ∈ [l] and xj{aj , bj} = xj(u{aj},vj{bj}).
We now state the encoding rule. xj{Aj , Bj}(t, i) is input on the channel during symbol interval (t − 1)l + i,
where (Aj , Bj) ∈ [MK ]m × [MVj ]l are the messages output by the source coding module.
Before we state the decoding rule, we characterize the following pmfs that will be necessary to state the joint-
typicality decoding rules. Let Aj : = eK(K lj) : j ∈ [2], where Kj1, · · ·Kjl are l IID symbols of the near GKW
part Kj , and let
p
U lV lXlY lUˆ
l
ul, vl,xl, yl,
uˆl
 =
 ∑
(a1,a2)∈
[Mu]×[Mu]
P (
A1 = a1
A2 = a2
)1{ul(aj)=
ulj :j∈[2]
}
×
 2∏
j=1
{
l∏
i=1
pVj (vji)pXj |UVj (xji|uji, vji)
}
×
[
l∏
i=1
WY1Y2|X1X2(y1i, y2i|x1i, x2i)
]
1{uˆlj=dlu,j(ylj):j∈[2]}, (101)
pU1U2V1V2X1X2Y1Y2Uˆ1Uˆ2
u1, u2, v1, v2,x1, x2, y1, y2,
uˆ1, uˆ2
 = 1
l
l∑
i=1
pU1iU2iV1iV2iX1iX2iY1iY2iUˆ1iUˆ2i
u1, u2, v1, v2,x1, x2, y1, y2,
uˆ1, uˆ2
 (102)
pKˆl1Kˆl2|Kl1Kl2(kˆ
l
1, kˆ
l
2|kl1, kl2) =
∑
(yl1,y
l
2)∈
Yl1×Yl2
pY l1Y l2 |U l1,U l2(y
l
1, y
l
2|eu(eK(kl1)), eu(eK(kl2)))1{kˆlj = dK(du,j(ylj)) : j ∈ [2]}, (103)
pSl1Sl2Kl1Kl2Kˆl1Kˆl2
(sl1, s
l
2, k
l
1, k
l
2, kˆ
l
1, kˆ
l
2) =
{
l∏
i=1
WS1S2(s1,i, s2,i)1{kj=fj(sj,i)}
}
pKˆl1Kˆl2|Kl1Kl2(kˆ
l
1, kˆ
l
2|kl1, kl2), (104)
and hence pSl1Sl2Kˆl1Kˆl2(s
l
1, s
l
2, kˆ
l
1, kˆ
l
2) = pKˆl1,Kˆl2|Kl1Kl2
(
kˆl1, kˆ
l
2
∣∣∣∣f1(s11)f1(s12), · · · f1(s1l)f2(s21)f2(s22) · · · f2(s2l)
) l∏
i=1
WS1S2(s1i, s2i),(105)
where sl1 = s11s12 · · · s1l and sl2 = s21s22 · · · s2l.20
Decoding rule: We now describe the decoding rule. Let Y j ∈ Ym×lj denote the matrix of received symbols with
Y j(t, i) being the symbol received during symbol interval (t−1)l+i. The channel-code decoding module comprises
of the CU−decoder and the CVj ,i−decoders. The CU−decoder decodes rows of Y j separately and identically into
Aˆjt : = du,j(Y j(t, 1 : l)) : t ∈ [m] and reconstructs Uˆ j : = u{Aˆj}. For each i ∈ [l], the CVj ,i−decoder looks for all
messages bˆji ∈ [MVj ] such that the corresponding codeword is jointly typical with Y pij (1 : m, i),u{Aˆj}pi(1 : m, i).
Specifically for i ∈ [l], populate
Dj(Y j , Aˆj) : =
{
bˆji ∈ [MVj ] :
(
vmji (bˆji),Y
pi
j (1 : m, i),u{Aˆj}pi(1 : m, i)
)
is jointly typical wrt
m∏
t=1
pVjYjUˆj
}
.(106)
For i ∈ [l], such that Dj(Y j , Aˆj) is empty, set Bˆji = 1. For i ∈ [l] such that Dj(Y j , Aˆj) is not empty, choose one
among the elements in Dj(Y j , Aˆj) uniformly at random, and set Bˆji to be that element. Note that if Dj(Y j , Aˆj)
is a singleton for each i ∈ [l], there is a unique choice for Bˆj . The channel code decoder furnishes (Aˆj , Bˆj) ∈
[Mu]
m × [MVj ]l to the decoder of the source-coding module.
20The reader will recognize that (101), (102), (103) (105) are analogous to (34), (35), (37) and (36) respectively.
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Let Kˆj(t, 1 : l) = dK(Aˆjt) be the reconstructions output by the fixed B-L typical set decoder. The decoder of
the Slepian-Wolf code looks for
D(Kˆj , Bˆj) : =
{
sj ∈ Sm×lj : βj(sj) = Bˆj and (sj , Kˆj) is jointly typical wrt
m∏
t=1
pSljKˆlj
}
. (107)
If D(Kˆj , Bˆj) is empty, set Sˆj to a predefined matrix in Sj that is arbitrarily fixed upfront. Otherwise, choose
one among the matrices in D(Kˆ, Bˆ1, Bˆ2) uniformly at random and set Sˆj to be that element. Declare Sˆj as the
decoded matrix of source symbols.
Error event: Let us characterize the error event E . Suppose
E1j : =
l⋃
i=1
{
Bji 6= Bˆji
}
,E2 =
{
(S1,S2, Kˆ1, Kˆ2) is not typical wrt
m∏
t=1
pSl1Sl2Kˆl1Kˆl2
}
E3j =
⋃
sˆj∈Sj
{
Sj 6= sˆj , βj(sˆj) = Bj
(sˆj , Kˆj) is typical wrt
∏m
t=1 pSljKˆlj
}
, then note that E ⊆ E2 ∪
2⋃
j=1
E1j ∪ E3j .
E1j corresponds to erroneous decoding into one of l codebooks CVj ,i : i ∈ [l]. E2,E3j are error events concerning
the Slepian Wolf code. In the following, we derive upper bounds on P (E1j), P (E2), P (E3j).
Probability of Error Analysis : We analyze error probability of a random code. With respect to the distribution
of the random code, we employ the same distribution as of that in proof of Theorem 7. We restate the same
for completeness and ease of reference. The fixed B-L typical set code comprising of MK , eK , dK and the fixed
B-L constant composition code characterized by Mu, eu, du remain fixed throughout our analysis. This leaves
us with having to specify the distribution of random (i) binning indices βj(slmj ) : s
lm
j ∈ S lmj : j ∈ [2] that
constitute the ∞−B-L Slepian Wolf source code, (ii) codewords V mji (bj) : bj ∈ [MVj ] : i ∈ [l], (iii) surjective
maps pit : [l] → [l] : t ∈ [m], and (iv) xj(u,v) ∈ Xm×l : (u,v) ∈ Um×l × Vm×lj . The four elements (i)
(βj(s
lm
j ) : sj ∈ S lmj ) : j ∈ [2], (ii) (V mji (bj) ∈ Vmj : bj ∈ [MVj ], i ∈ [l], j ∈ [2]), (iii) (Πt : t ∈ [m]) and
(iv) (Xj(u, vj) ∈ Xm×lj : u ∈ Um×l, vj ∈ Vm×lj ) are mutually independent. With regard to the bin indices, the
collections (β1(slm1 ) : s
lm
1 ∈ Sm×l1 ) and (β2(slm2 ) : slm2 ∈ Sm×l2 ) are mutually independent. Moreover, for each
j ∈ [2], the bin indices βj(slmj ) : slmj ∈ S lmj are uniformly and independently chosen from [MVj ]l. The m surjective
maps Πt : t ∈ [m] are mutually independent and uniformly distributed over the entire collection of surjective maps
over [l]. Each codeword in the collection (V mji (bj) ∈ Vmj : bj ∈ [MVj ], i ∈ [l], j ∈ [2]) is mutually independent of the
others and V mji (bji) ∼
∏m
t=1 pVj (·), where pVj corresponds to the chosen test channel. The collection (Xj(u, vj) ∈
Xm×lj : u ∈ Um×l, vj ∈ Vm×lj ) is mutually independent and Xj(u, vj) ∼
∏m
t=1
∏l
i=1 pXj |UVj (·|u(t, i), vj(t, i)).
This defines the distribution of our random code. We employ an analogous notation for our random code. For
example, given bj = (bji : i ∈ [l]), we let V j{bj} ∈ Vj be defined through V j{bj}Π(1 : m, i) = V mji (bji) : i ∈ [l],
and similarly Xj{aj , bj} : = Xj(u{aj},V {bj}).
Our analysis will closely follow the steps provided in proof of Theorem 7. Our first step is to prove rows of
U j : = u{Aj},V j : = V j{Bj},Xj : = Xj{Aj , Bj},Y j , Uˆ j : = u{Aˆj} : j ∈ [2]
are IID with pmf p
U lV lXlY lUˆ
l defined in (101). This can be done by following a sequence of steps analogous to
those that took us from (38) to (46). For the sake of completeness, we provide these steps in Appendix C, where
we prove
P
u{Aj} = uj ,V j{Bj} = vjY j = yjXj{Aj , Bj} = xj
uj{Aˆj} = uˆj : j ∈ [2]
 = m∏
t=1
p
U lV lXlY lUˆ
l
(
u1(t, 1 : l),u2(t, 1 : l),v1(t, 1 : l),v2(t, 1 : l),x1(t, 1 : l)
x2(t, 1 : l),y1(t, 1 : l),y2(t, 1 : l), uˆ1(t, 1 : l), uˆ2(t, 1 : l)
)
.(108)
Indeed, (108) is analogous to (47). As the reader might guess, we now prove rows of S1,S2, Kˆ1, Kˆ2 are IID with
pmf pSl1Sl2Kˆl1Kˆl2 . Once again, this can be proved by following arguments analogous to those presented in establishing
(54). We provide these arguments in Appendix D, where we prove
P
(
S1 = s1,S2 = s2, Kˆ1 = kˆ1, , Kˆ2 = kˆ2
)
=
m∏
t=1
pSl1Sl2Kˆl1Kˆl2
(
s1(t, 1 : l), s2(t, 1 : l), kˆ1(t, 1 : l), kˆ2(t, 1 : l)
)
(109)
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We therefore have m sub-blocks of the source and reconstructions to be IID with pmf pSl1Sl2Kˆl1Kˆl2 . We can now
appeal to standard arguments pertaining to Slepian Wolf decoding. In particular, using techniques presented in [22,
Chap 10], it can be verified that there exists ξ > 0, such that
max {P (E2), P (E3)} ≤ exp{−mξ} if
logM lVj
m
> H(Slj |Kˆ lj) : j ∈ [2]. (110)
We are now concerned with P (E1j) and in particular upper bound
∑l
i=1 P (Bˆji 6= Bji). Since
P ( Bji 6= Bˆji ) ≤ P (( V mji (Bji),Y Πj (1 : m, i),u{Aˆj}Π(1 : m, i) )
typ
m∏
t=1
pVjYjUˆj )
+P
 ⋃
bˆji∈[MVj ]
{
Bji 6= bˆji , (V mji (bˆji),Y Πj (1 : m, i),u{Aˆj}Π(1 : m, i) )
typ∼
m∏
t=1
pVjYjUˆj
} (111)
aim to derive upper bounds on the latter terms. With regard to the first term in (111), we prove(
V j{Bj},Y j ,u{Aˆj}
) is distributed
with pmf
m∏
t=1
pV lj Y lj Uˆ lj
and Π1, · · · ,Πm is independent of V j{Bj},Y j ,u{Aˆj}. (112)
in Appendix E. (112) is analogous to (58) and our proof in Appendix E will closely follow the steps in Appendix
C that established (58). Having established (112), we conclude that there exists a ξ > 0 such that
P (( V mji (Bji),Y
Π
j (1 : m, i),u{Aˆj}Π(1 : m, i) ) typ
m∏
t=1
pVjYjUˆj ) ≤ exp{−mξ} (113)
and hence the first term in (111) can be made arbitrarily small by choosing m sufficiently large. We are now
concerned with
P
⋃
b1i
⋃
bˆ1i 6=b1i
{
B1i = b1i,
(
V m1i (bˆ1i),Y
Π
1 (1 : m, i),u{Aˆ1}Π(1 : m, i)
)∈Tmβ (pV1Y Uˆ1)}
 . (114)
By the union bound and the law of total probability, the above quantity is at most
∑
a1,b1
a2,b2
∑
bˆ1i:
bˆ1i 6=b1i
∑
vm1
vm2
∑
x1∈X 1
x2∈X 2
∑
uˆ1∈U
∑
vˆm1 ∈Vm1
∑
y1∈Y1
P
 Aj = aj ,V j{bj}Π(1 : m, i) = vmjBj = bj , V m1i (bˆ1i) = vˆm1 ,u{Aˆ1} = uˆ1
Xj{aj , bj} = xj : j ∈ [2],Y 1 = y1,
1(vˆm1 , [y1uˆ1]Π(1 : m, i))∈ Tmβ (pV1Y Uˆ1)

.(115)
Consider a generic term above. Since bˆ1i 6= b1i, V j{bj}Π(1 : m, i) = Vji(bji) for j ∈ [2] and Vji(bji) : j ∈ [2] is
independent of V m1i (bˆ1i), we have
P
(
Aj = aj ,V j{bj}Π(1 : m, i) = vmj
Bj = bj : j ∈ [2], V m1i (bˆ1i) = vˆm1
)
= P
(
Aj = aj , Bj = bj , Vji(bji) = v
m
j : j ∈ [2]
V m1i (bˆ1i) = vˆ
m
1
)
= P
(
Aj = aj , Bj = bj
Vji(bji) = v
m
j : j ∈ [2]
)
P (V m1i (bˆ1i) = vˆ
m
1 )
= P
(
Aj = aj ,V j{bj}Π(1 : m, i) = vmj
Bj = bj : j ∈ [2]
)
P (V m1i (bˆ1i) = vˆ
m
1 ).
Next, we claim
P
(
Xj{aj , bj}
= xj : j ∈ [2]
∣∣∣∣Aj = aj ,V j{bj}Π(1 : m, i) = vmjBj = bj : j ∈ [2], V m1i (bˆ1i) = vˆm1
)
= P
(
Xj{aj , bj}
= xj : j ∈ [2]
∣∣∣∣ V j{bj}Π(1 : m, i) = vmjAj = aj , Bj = bj : j ∈ [2]
)
. (116)
The above follows from the fact that conditioned on the event
{V mjι (bjι) = vmjι : j ∈ [2], ι ∈ [l] \ {i}, V mji (bji) = vmj ,Πt = pit : t ∈ [m]}, (117)
36
we have (X{aj , bj} : j ∈ [2]) independent of V m1i (bˆ1i) and the random variables in (117) are independent of
V m1i (bˆ1i). Indeed, recall that X{aj , bj} is conditionally independent of the rest of the variables, given the random
variables in (117) and u{aj}, which is a deterministic function of aj . Finally,
P
u{Aˆ1} = uˆ1
Y 1 = y1
∣∣∣∣∣∣
V j{bj}Π(1 : m, i) = vmj
Aj = aj ,Xj{aj , bj} = xj
Bj = bj : j ∈ [2], V m1i (bˆ1i) = vˆm1
 = P
u{Aˆ1} = uˆ1
Y 1 = y1
∣∣∣∣∣∣
V j{bj}Π(1 : m, i) = vmj
Aj = aj ,Xj{aj , bj} = xj
Bj = bj : j ∈ [2]
 (118)
holds because the IC ignores the rest given (X{Aj , Bj} : j ∈ [2]) and the u{Aˆ1} is a deterministic function of
Y 1. Substituting (116) - (118) in (116), we have∑
a1,b1
a2,b2
∑
bˆ1i:
bˆ1i 6=b1i
∑
vm1
vm2
∑
x1∈X 1
x2∈X 2
∑
uˆ1∈U
∑
vˆm1 ∈Vm1
∑
y1∈Y1
P
(
Aj = aj ,V j{bj}Π(1 : m, i) = vmj , Bj = bj
u{Aˆ1} = uˆ1,Xj{aj , bj} = xj : j ∈ [2],Y 1 = y1
)
P
(
V m1i (bˆ1i)
= vˆm1
)
×1{
(vˆm1 , [y1uˆ1]
Π(1 : m, i)) ∈ Tmβ (pV1Y Uˆ1)
}
=
∑
bˆ1i:
bˆ1i 6=b1i
∑
uˆ1∈U
∑
vˆm1 ∈Vm1
∑
y1∈Y1
P
(
u{Aˆ1} = uˆ1
Y 1 = y1
)
P
(
V m1i (bˆ1i) = vˆ
m
1
)
1{
(vˆm1 , [y1uˆ1]
Π(1 : m, i)) ∈ Tmβ (pV1Y Uˆ1)
}
=
∑
bˆ1i:
bˆ1i 6=b1i
∑
uˆm1 ∈Um
∑
ym1 ∈Ym1
∑
vˆm1 ∈Vm1
P
(
[u{Aˆ1}Y 1]Π(1 : m, i)
= (uˆm1 , y
m)
)
P
(
V m1i (bˆ1i) = vˆ
m
1
)
1{
(vˆm1 , y
m, uˆm1 ) ∈ Tmβ (pV1Y Uˆ1)
}
=
∑
bˆ1i:
bˆ1i 6=b1i
∑
(vˆm1 ,y
m
1 ,uˆ
m
1 )
∈Tmβ (pV1Y Uˆ1 )
m∏
t=1
pY1Uˆ1(y1t, uˆ1t)pV1(vˆ1t) =
∑
bˆ1i:
bˆ1i 6=b1i
∑
(vˆm1 ,y
m
1 ,uˆ
m
1 )
∈Tmβ (pV1Y Uˆ1 )
m∏
t=1
pY1Uˆ1(y1t, uˆ1t)pV1(vˆ1t)(119)
as an upper bound on (114). The first equality in (119) follows from (112) and the Lemma 4 and the second
equality therein follows from pVj = pVj (Lemma 6). Using standard typicality, we conclude that there exists ξ > 0
such that (114) is smaller than exp{−mξ} if logMVjm < I(V1;Yj ,Uj).
We summarize our proof thus far. We have proved that if
H(Slj |Kˆ lj) <
logM lVj
m
< lI(Vj ;Yj , Uˆj) for j ∈ [2] (120)
where Sl1, S
l
2, Kˆ
l
1, Kˆ
l
2 and Vj ,Yj , Uˆj : j ∈ [2] are distributed as in (105), (102), then the proposed coding scheme
can enable decoder j recover Sj with arbitrarily high reliability for sufficiently large m. As in the proof of Theorem
7, we are left to quantify the upper and lower bounds in (120) in terms of the pmf WSpUV XWY |X provided in
the theorem statement. We consider the mutual information terms.
Lower Bounds on I(Vj ;Yj , Uˆj): Suppose (U l, V l, X l, Y l) = (U l1, U
l
2, V
l
1 , V
l
2 , X
l
1, X
l
2, Y
l
1 , Y
l
2 , Uˆ
l
1, Uˆ
l
2) is dis-
tributed with pmf (101), and I ∈ {1, · · · , l} is a random index independent of the collection U l, V l, X l, Y l, then
U1I, U2I, V1I, V2I, X1I, X2I, Y1I, Y2I, Uˆ1I, Uˆ2I is distributed with PMF (99). Hence we study I(VjI;YI, UˆjI) =
I(Vj ;YjUˆi). Suppose 12 ≥ φ ≥ P ({U l1 6= U l2} ∪ {U l1 6= Uˆ l1}), then
I(VjI;YI, UˆjI) = H(VjI)−H(VjI|YI, UˆjI) ≥ H(VjI)−H(VjI,1{U l1=U l2=Uˆ l1}|YI, UˆjI)
≥ H(Vj)−H(VjI|YI, UˆjI,1{U l1=U l2=Uˆ l1})− hb(φ) (121)
= H(Vj)− P (U l1 = U l2 = Uˆ l1)
[
H(VjI, YI, UˆjI|1{U l1=U l2=Uˆ l1} = 1)−H(YI, UˆjI|1{U l1=U l2=Uˆ l1} = 1)
]
−P ({U l1 6= U l2} ∪ {U l1 6= Uˆ l1})H(VjI|YI, UˆjI,1{U l1=U l2=Uˆ l1} = 0)− hb(φ) (122)
= H(Vj)− P (U l1 = U l2 = U l1)
[
H(VjI, YI, UjI|1{U l1=U l2=Uˆ l1} = 1)−H(YI, UjI|1{U l1=U l2=Uˆ l1} = 1)
]
−P ({U l1 6= U l2} ∪ {U l1 6= Uˆ l1})H(VjI|YI, UˆjI,1{U l1=U l2=Uˆ l1} = 0)− hb(φ)
≥ H(Vj)− [H(Vj , Yj , Uj)−H(Uj , Yj)]− φ log |Vj | − hb(φ) = I(Vj ;Yj , Uj)− φ log |Vj | − hb(φ) (123)
= I(Vj ;Yj |Uj)− L(φ, |Vj |) (124)
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where (121) follows from pVj = pVjI = pVj (Lemma 6) and
1
2 ≥ φ ≥ P ({U l1 6= U l2} ∪ {U l1 6= Uˆ l1}), (123) follows
from Lemma 7 in Appendix B and from 12 ≥  ≥ P (U l1 6= U l2).
The last part involves deriving upper bound on H(Slj |Kˆ lj). We follow steps identical to that adopted in proof of
Theorem 7. Recall from (109) that pSl1,Sl2,Kˆl1,Kˆl2 is the pmf of any row of the quadruple S1,S2, Kˆ1, Kˆ1 of matrices.
Appealing to the sequence of steps from (15) through (17) we recognize that it suffices to characterize an upper
bound φ on P (Kˆj(t, 1 : l) 6= K1(t, 1 : l)), that is at most 12 . Towards that end, recall that our typical set source code
ensures dk(ek(kl1)) = k
l
1 for every k
l
1 ∈ T lδ(K1). This guarantees {Kˆj(t, 1 : l) 6= K1(t, 1 : l)} ⊆ {A1t 6= Aˆjt}. In
order to derive an upper bound on the latter event, we are required to characterize the channel pY lj |U lj experienced
by codewords of CU . In particular, since
P (A1t 6= Aˆt) ≤ P (A1t 6= A2t) + P (Aˆjt 6= Ajt, A1t = A2t) ≤ + P (Aˆt 6= A1t, A1t = A2t), (125)
we are required to characterize the channel pY lj |U lj experienced by those commonly selected codewords. At the end
of proof of Theorem 7, we proved this for the MAC. Here the additional element of conditional decoding plays no
role in the arguments. Hence, the steps provided therein can be adopted for the IC case without any changes. In
the interest of brevity, we do not repeat the arguments here and refer the reader to the steps provided from (86) -
(88). This completes the proof.
B. IC problem : Conditional decoding via Han Kobayashi technique
In communicating the ∞−B-L information stream, we can employ the Han-Kobayashi technique of message
splitting via superposition coding. Each encoder builds outer codes on Wj ,Vj with the former carrying the public
part and the latter, the private part. The output of the Slepian Wolf binning code is split into two parts, each indexing
one of the above codes. A conditional Han Kobayashi decoding technique utilizing the interleaved vectors of the
decoded fixed B-L code is employed. We present the following set of sufficient conditions. Techniques developed
in Section V-A, in conjunction with Han-Kobayashi technique are employed to prove achievability. The following
characterization of the Han-Kobayashi region is from [24].
Definition 3: Let D(WY |X) denote the collection of pmfs pUpV1pW1pV2pW2pX1|UW1V1pX2|UW2V2WY1Y2|X1X2
defined on U × V1 × W1 × V2 × W2 × X1 × X2 × Y1 × Y2 such that U ,Vj ,Wj : j ∈ [2] are finite sets. For
pUVWXY ∈ D(WY |X), let αCHK(pUVWXY ) be defined as the set of pairs (R1, R2) that satisfy
Rj ≤ dj Rj ≤ aj + ej
Rj ≤ aj + fj R1 +R2 ≤ aj + gj
R1 +R2 ≤ e1 + e2 2Rj +Rj ≤ aj + gj + ej
2Rj +Rj ≤ 2aj + fj + ej −Rj ≤ 0
for j ∈ [2] (126)
where
aj = I(Yj ;Vj |U,W )− L(φ, |Vj |)
bj = I(Yj ;Wj |U, Vj ,Wj)− L(φ, |Wj |)
cj = I(Yj ;Wj |U, Vj ,Wj)− L(φ, |Wj |)
dj = I(Yj ;Vj ,Wj |U,Wj)− L(φ, |Vj ||Wj |),
ej = I(Yj ;Vj ,Wj |U,Wj)− L(φ, |Vj ||Wj |),
fj = I(Yj ;Wj ,Wj |U, Vj)− L(φ, |Wj ||Wj |),
gj = I(Yj ;Vj ,Wj ,Wj |U)− L(φ, |Wj ||Wj ||Uj |)
(127)
for j ∈ [2]. We let
αCHK(WY |X) : = cocl
 ⋃
pUVWXY
∈D(WY |X)
α(pUVWXY )

where L(µ, |A|) : = hb(µ) + µ log |A| for any µ ∈ (0, 0.5), finite set A, cocl(A) denotes the convex closure of
A ⊆ R2.
Theorem 12: A pair of sources (S,WS) is transmissible over an IC (X ,Y,WY |X) if there exists
(i) finite sets K,U ,V1,V2,W1, W2,
(ii) maps fj : Sj → K, with Kj = fj(Sj) for j ∈ [2],
(iii) α, β ≥ 0, ρ > 0, δ > 0,
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(iv) l ∈ N, l ≥ max{l∗(ρ,U ,Yj) : j ∈ [2]}, where l∗(·, ·, ·) is defined in (4),
(v) pmf pUpV1pW1pV2pW2pX1|UV1W1pX2|UV2W2WY |X defined on U × V × W × X × Y , where pU is a type of
sequences in U l, such that for some a ∈ [2], we have
(1 + δ)H(Ka) ≤ α+ β, (H(Sj |Ka) + β + Ll(φj , |Sj |) : j ∈ [2]) ∈ αCHK(WY |X) (128)
where φj : = gj(α+ ρ, l) + ξ[l](K) + τl,δ(Ka), gj(R, l) : = (l + 1)2|U||Yj | exp{−lEr(R, pU , pYj |U )}, for (129)
j ∈ [2], Ll(·, ·) is as defined in (1).
C. MAC Problem
We present our second and final coding theorem for the MAC problem, wherein we incorporate conditional
decoding of the outer code.
Theorem 13: A pair of sources (S,WS) is transmissible over a MAC (X ,Y,WY |X) if there exists
(i) finite sets K,U ,V1,V2,
(ii) maps fj : Sj → K, with Kj = fj(Sj) for j ∈ [2],
(iii) α, β ≥ 0, ρ > 0, δ > 0,
(iv) l ∈ N, l ≥ l∗(ρ,U ,Y), where l∗(·, ·, ·) is defined in (4),
(v) pmf pUpV1pV2pX1|UV1pX2|UV2WY |X defined on U ×V ×X ×Y , where pU is a type of sequences in U l, such
that for some a ∈ [2], we have
(1 + δ)H(Ka) < α+ β,
H(Sj |Sj ,Ka) + Ll(φ, |Sj |) < I(Vj ;Y |U, Vj)− L(φ, |Vj |) for j ∈ [2] and (130)
β +H(S|Ka) + Ll(φ, |S|) < I(V ;Y |U)− L(φ, |V|), (131)
φ ∈ [0, 0.5) where φ : = g(α+ ρ, l) + ξ[l](K) + τl,δ(Ka), g(R, l) : = (l + 1)2|U||Y| exp{−lEr(R, pU , pY |U )}(132)
Ll(·, ·),L(·, ·) is as defined in (1).
Remark 9: If the sources have a GKW part K = K1 = K2, then ξ(K) = 0. One can choose l arbitrarily
large such that φ can be made arbitrarily small. The resulting inner bound corresponds to separation based scheme
involving a common message communicated over the MAC.
There are no new elements beyond those presented in proofs of Theorems 7, 11. The reader is referred to [25]
wherein the key error events have been analyzed from first principles. The analysis provided therein is similar to
that adopted in F and has a different flavor from the ones provided in Section IV-A, V-A for Theorems 7, 11
respectively.
VI. ROBUST DISTRIBUTED SOURCE CODING
A. Introduction
In the multiple description (MD) scenario, a centralized encoder communicates multiple descriptions of the
observed source to guard against link failures. Each subset of descriptions must enable the decoder reconstruct the
source within specified fidelity. On the other hand, the classical distributed source coding (CDSC) problem models
a distributed encoder setup, wherein each encoder observes one component of a joint source and communicates a
message to the decoder. With all messages at its disposal, the decoder is required to reconstruct the sources, or
functions thereof, within specified fidelity. While the MD problem emphasizes link failures, the CDSC problem
focuses on (distributed) compression efficiency.
Bringing in both features, Chen and Berger [26] studied the robust DSC (RDSC) problem (Fig. 7). Encoder j
observes component Yj of a triple source (X,Y1, Y2). The encoders are distributed and communicate a message
based on their observations. Each subset of messages must enable reconstruction of X within a specified distortion.
In this article, we undertake a Shannon-theoretic study of the RDSC problem and focus on characterizing inner
bounds to the rate-distortion (RD) region.
Combining the Zhang-Berger [27] and quantize-and-bin21 (QB) [29] coding schemes, [26] has characterized the
CB region - the current known largest inner bound to the rate-distortion (RD) region for the RDSC problem. We
21Following [28], we refer to the classical Berger-Tung coding scheme without a common codebook as quantize-and-bin coding scheme.
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Fig. 7. Robust Distributed Source Coding Scenario.
derive a new inner bound that subsumes the CB region and strictly enlarges the same for identified examples.
These findings build on a series of works [13], [30]–[32] that have put forth a new coding scheme for distributed
information processing.
In 2012, Wagner, Kelly and Altug [28] proved, via a novel continuity argument, that the QB coding scheme is
strictly sub-optimal for the CDSC problem. Recognizing the QB scheme is inefficient in exploiting the presence of
highly correlated components, henceforth referred to as near GKW parts, Shirani and Pradhan [30] devised a new
coding scheme based on fixed block-length (B-L) quantizers and derived a new inner bound to RD region of the
CDSC problem. Spurred by their findings [30], we recognized the connection to Dueck’s classical work [33] and
devised a fixed B-L (fBL) coding scheme [31], [32], [34] for joint source-channel coding over MAC and IC that
is proven to strictly outperform the previous known best for both problems. Analogous to [30], the fBL coding
scheme is specifically designed to exploit the presence of near GKW parts in distributed sources. The fBL scheme
devised for joint source-channel coding involves certain modifications/improvements over and above those of [30].
In this article, we incorporate these to design a fBL coding scheme for RDSC. The inner bound we derive here
naturally applies to the CDSC problem, and as Rem. 14 indicates, the above mentioned ideas could lead to an
improvement of the bound in [30]. In the context of the RDSC problem, our findings provide a new inner bound
to the corresponding RD region that is proven to strictly enlarge the CB region (Rem. 13). This work specifically
answers the questions posed in [26, Rem. 3, Pg 3388].
In the light of [30], we do not claim our results as novel. However, the fBL scheme is a fundamentally new
approach. We believe that the tools and techniques are being crystallized and the bounds improved. We therefore
view this work, in addition to the above specific contributions, as adding another perspective to this new evolving
coding scheme.
B. Notation and Problem Statement
We supplement standard information theory notation with the following. An underline denotes an appropriate
aggregation of related objects. For ex., S denotes Cartesian product S1×S2 of sets and S denotes the pair (S1, S2)
of random variables (RVs). For m ∈ N, [m] : = {1, · · · ,m}. The existence of good fixed B-L covering codes are
used. We will need finite-length quantizer codes that can quantize a source in multi-resolution fashion. Consider
the Zhang-Berger [27] scheme with a base layer quantizer and superposition codes. We will exploit such codes of
fixed B-L as below.
Proposition 1: Given finite sets K,S,V , a pmf pKSV , l ∈ N, there exists (i) an l = l(pKSV ) > 0, (ii) a codebook
CS = (s
l(ms) : ms ∈ [Ms]) ⊆ S l with Ms ≤ exp{l(I(K;S) + l)} codewords and a collection CV (ms) =
(vl(ms,mv) : mv ∈ [Mv]) ⊆ V l : ms ∈ [Ms] of superposition codes, with Mv ≤ exp{l(I(K;V |S) + l)}, (iii)
(codeword index) maps ιlS : Kl → [Ms], ιlV : Kl → [Mv] and corresponding (codeword) maps κlS : Kl → CS ,
κlV : Kl → CV , where κlS(kl) = sl(ιlS(kl)) and κlV (kl) = vl(ιlS(kl), ιlV (kl)) are the codewords indexed by
the ιS , ιV−maps, such that if PKlSlV l(kl, sl, vl) = [
∏l
i=1 pK(ki)]1{sl=κlS(kl),vl=κlV (kl)} is the pmf induced on
V l × S l × V l by the codes CS , CV , then∣∣∣∣∣1l
l∑
i=1
PKiSiVi(a, b, c)− pKSV (a, b, c)
∣∣∣∣∣ ≤ l (133)
∀(a, b, c) ∈ K × S × V and l(pKSV )→ 0 as l→∞.
Boldfaced calligraphic letters such asA : = Am×l denote the set of all m×l matrices over A. Boldfaced letters such
as a,A denote matrices. For a m×l matrix a, (i) a(t, i) denotes the entry in row t, column i, (ii) a(1 : m, i) denotes
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Fig. 8. Chen-Berger coding scheme with GKW part.
the ith column, a(t, 1 : l) denotes tth row. “with high probability”, “single-letter”, “long Markov chain”, “block-
length” are abbreviated whp, S-L, LMC, B-L respectively. For K l1,K
l
2 ∈ Kl, we let ξ[l](K) : = P (K l1 6= K l2), and
ξ(K) : = ξ[1](K). If (K1t,K2t) : t ∈ [l], are IID, then22 ξ[l](K) = 1− (1− ξ(K))l ≤ lξ(K).
Consider the RDSC scenario in Fig. 7. Let (X,Y1, Y2) taking values in X×Y1×Y2 with pmf WXY1Y2 represent a
triple of sources. For j ∈ [2], encoder j observes Yj . Let Z be the reconstruction alphabet and d : X×Z → [0,∆max)
be a distortion measure. We say (R1, R2,∆1,∆2,∆3) is an achievable RD vector if for every n ∈ N sufficiently
large, there exists (i) encoder maps e(n)j : Ynj → [M (n)j ] : j ∈ [2], decoders d(n)j : [M (n)j ] → Zn : j ∈ [2],
d
(n)
3 : [M
(n)
1 ] × [M (n)2 ] → Zn with Znj = d(n)j (e(n)j (Y nj )) : j ∈ [2] and Zn3 = d(n)3 (e(n)1 (Y n1 ), e(n)2 (Y n2 )) such that
lim
n→∞
1
n
E{dn(Xn, Znj )}≤∆j : j∈ [3] and limn→∞
1
n
logMj(n) ≤ Rj . Q(WXY ,d) denotes the set of achievable RD
vectors.
C. Enhancing the Chen-Berger Scheme: Step I
Our first step is to identify how the Chen-Berger coding scheme can be enhanced. Towards that end, we revisit
the latter scheme (Sec. VI-C1) and state its sub-optimality (Sec. VI-C2) through an example. Remarks at the end
of Sec. VI-C2 provides the ideas for the new coding scheme (Sec. VI-C3).
1) The Chen-Berger Coding Scheme: In the QB coding scheme, the decoder is unable to obtain any reconstruction
with any individual message stream. Hence the CB scheme incorporates an additional codebook at each encoder
to permit a ‘stand alone’ reconstruction. We follow the notation in [26, Thm. 1] and let Uj depict this additional
codebook (that is not partitioned into bins). Wj corresponds to the code in the QB scheme that is partitioned into
bins. [26, Thm. 1] provides a characterization of the CB region.
Remark 10: If Uj ,Wj denote the quantizations identified by encoder j, then the CB scheme is constrained to a
S-L LMC U1W1−Y1−Y2−U2W2. Secondly, if ∆1 = ∆2 = ∆max implying that decoders 1 and 2 are redundant,
then the CB coding scheme reduces to the QB coding scheme.
The presence of a GKW part K = f1(Y1) = f2(Y2) permits a layer of GKW coding, wherein both encoders share
common codebooks to quantize K. In fact, K plays the same role as the source in the centralized MD problem
[27]. The CB scheme [26, Thm. 3] therefore builds 4 codebooks S,Q1, Q2, V to code K and these are shared by
both encoders. Fig. 8 depicts CB scheme with GKW coding. At times, we refer to the CB coding scheme with
common codes as the CBwCC coding scheme.
Remark 11: GKW coding enable encoders agree on the chosen S−, Q1−, Q2−, V−codewords. The quantizations
Uj ,Wj : j ∈ [2] are therefore not constrained to a S-L LMC U1W1−Y1−Y2−U2W2. This enlargement in the induced
correlation amidst quantizations is strictly more efficient (Sec. VI-C2). We also note that if ∆1 = ∆2 = ∆max, the
CBwCC scheme reduces to the QB scheme with one common codebook [28], termed the QBwCC scheme.
2) Sub-optimality of the Chen-Berger scheme: If the QB coding scheme is sub-optimal for the CDSC problem,
then Rem. 10 implies sub-optimality of the CB scheme for the RDSC problem. In the following, we put forth
the novel arguments of [28] that prove the former statement. More importantly, this discussion provides us with a
roadmap for enhancing the CB scheme. We now discuss findings in [28].
Example 3: Let B = {0, 1}, X = Y2 = B and Y1 = B × B. Let A,B,N1, N2 be independent Bernoulli RVs
with N1 ∼ Ber(), N2 ∼ Ber(), A ∼ Ber(12) and B ∼ Ber(p) with  ∈ [0, 12), p ∈ (0, 12). Let X = A ⊕ B,
Y1 = (A ⊕N1, A ⊕ B) and Y2 = A ⊕N2. Reconstruction alphabet Z = B, distortion function d(x, z) = 1{x 6=h}
be the usual binary Hamming function and ∆1 = ∆2 = 1 and ∆3 = ∆ ∈ (0, p ∗ ).
22(1− x)l ≥ 1− xl for x ∈ [0, 1].
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In essence, encoder 1 observes A⊕N1, A⊕B and encoder 2 observes A⊕N2. Decoder 3 needs to reconstruct
A⊕B within an avg. Hamming distortion ∆. Decoders 1, 2 are absent.
 = 0 implies the presence of GKW part A. Let us describe the QBwCC scheme in this case. δ ∈ (0, 12) is
chosen and a common quantizer CS of rate 1 − hb(δ) that can quantize A within an avg. Hamming distortion δ
is employed at both encoders. Let Sn(an) ∈ CS denote the quantization of an ∈ Bn and Qn(an) = Sn(an)⊕ an
denote the quantization noise that both encoders identify. Encoder 2 communicates Sn(An) using a rate 1−hb(δ).
Encoder 1 quantizes Un : = Sn(An) ⊕ (An ⊕ Bn) = Qn(An) ⊕ Bn - an IID Ber(p ∗ δ) sequence - to within
an avg. Hamming distortion ∆ and communicates the resulting quantization V n(Un) to the decoder using a rate
hb(p ∗ δ)− hb(∆). Note that Sn(An)⊕ V n(Un) = Sn(An)⊕Un ⊕ [Un ⊕ V n(Un)] = An ⊕Bn ⊕ [Un ⊕ V n(Un)]
and the term in square braces is IID Ber(∆) and hence the decoders’ reconstruction Sn(An)⊕ V n(Un) meets the
distortion constraint.
While the above analysis provides achievability, [28] goes onto prove optimality of the above coding scheme.
Fact 1: (R1, R2, 1, 1,∆) with ∆ < 12 is achievable for Ex. 3 with  = 0 if and only if there exists a δ ∈ (0, 12) for
which R1 ≥ [hb(δ ∗ p)− hb(∆)]+, R2 ≥ 1− hb(δ). Moreover, the (true) RD region for Ex. 3 is continuous in  at
 = 0.
Going further, [28] proves the following facts.
Fact 2: For any δ ∈ (0, 12), the RD vector (hb(δ ∗ p) − hb(∆), 1 − hb(δ), 1, 1,∆) is not achievable by the QB
scheme for Ex. 3 with  = 0. Moreover, the QB achievable RD region for Ex. 3 is monotonically increasing with
decreasing .
The strict sub-optimality of the QB scheme for the case  = 0, the continuity of the true RD region at  = 0,
and the fact that the QB achievable region is monotonically shrinking with increasing  > 0 imply the strict sub-
optimality of the QB scheme for sufficiently small values of  > 0. Since the CB scheme reduces to the QB scheme
for Ex. 3, we have thus verified the sub-optimality of the latter scheme.
3) Fixed B-L Coding scheme with 2 common codes: The sub-optimality of the QB scheme for small values of
 > 0 in Ex. 3 and the strict enlargement of the RD region obtained by the QBwCC coding scheme for  = 0
indicates that an efficient coding scheme has to be able to exploit the presence of highly correlated components (near
GKW parts) analogous to the GKW coding technique and thereby induce enhanced correlation. The codewords
chosen by the encoders for quantizing Kn being identical is central to this enhanced correlation and efficiency of
the GKW coding technique. This is brought about by the choice of common codebooks for quantizing Kn. The
coding scheme we propose builds on this premise and crucially modifies the GKW coding layer to leverage the
above mentioned efficiency even in the absence of a GKW part. To convey the ideas, we begin with a simplified
coding scheme that lets us explain all the new elements.
Theorem 14: (R1, R2,∆1,∆2,∆3) ∈ Q(WXY ,d) if there exists (i) l ∈ N, (ii) sets K,S,V,Uj ,Wj : j ∈ [2],
(iii) maps fj : Yj → K , reconstruction maps hj : Uj → Z , g : U1×W1×U2×W2 → Z , (iv) pmf
WXY 1{K1=f1(Y1),K2=f2(Y2)}pSV |K1
∏2
j=1 pUj |SYjpWj |UjSV Yj defined on A : = X × Y × K × S × V × U × W
, such that, for j ∈ [2]
Rj ≥ I(S;K1) + I(Uj ;Yj |S) + I(Wj ;V Yj |Uj , S) + El
−I(Wj ;Wj , UjV |UjS), ∆j ≥ E{d(X,hj(Uj))}+ ∆maxφl|A|
R1 +R2 ≥ I(S;K1) + I(SV ;K1)− I(W1;W2|U1U2SV ) + 2El
+
2∑
j=1
[I(Uj ;Yj |S) + I(Wj ;V, Yj |UjS)− I(Wj ;Uj , V |Uj , S)],
∆3 ≥ E{d(X, g(U,W ))} + ∆maxφl|A|, where φl = ξ[l](K) + l(pK1SV ) with l(pK1SV ) as given in Prop. 1,
El = l(pK1SV ) + 2hb(φl) + φl log |A|+ 2|A|φl log
(
1
φl
)
.
Remark 12: If ξ(K) = 0, i.e., K: =K1 =K2, then ξ[l](K) = 0 for l ∈ N. Since l, φl→0 as l→∞ choose very
large l. The above bounds reduce to those in [26, Thm. 3] with S = Z0, V = Z3 and Z1 = Z2 = φ. For this case,
the CB scheme (Fig. 8) with two codebooks S, V achieve the stated bound.
Remark 13: If S = Uj = φ, we obtain an inner bound for the RD region of the CDSC problem. If K = φ, we
obtain inner bound achievable using the QB coding scheme, and if ξ(K) = 0, i.e., K : = K1 = K2, by choosing l
large, we can recover the inner bound obtained from the QBwCC coding scheme. Finally, the above inner bound
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is continuous in WXY1Y2 and hence it strictly outperforms the QB coding scheme for Ex. 3 with  > 0 sufficiently
small. Since the CB scheme reduces to the QB scheme for Ex. 3, the above inner bound strictly enlarges that
achievable by the CB coding scheme.
Remark 14: As the reader will note, our coding scheme differs from [30]. In [30], both encoders communicate
the quantizations of the near GKW parts K1,K2 and they employ Slepian-Wolf binning to communicate the same.
In the QBwCC coding scheme, communication of the quantized codewords of K is shared by both encoders. We
take the latter approach, and inspite of the two encoders disagreeing in their quantization of the near GKW part,
they share their transmissions. As the reader will note from the bounds, we do not employ conditional coding for
Wj to permit for this disagreement between the terminals. This idea stems from our work in [32], wherein it is
impossible for the terminals to agree on the information communicated through the fixed B-L codes. Performance
characterization of the fBL scheme, particularly the fixed B-L GKW layer involves multiple approximations (loss
due to loose bounds). In this regard, we believe the proposed coding scheme can be beneficial over [30].
Remark 15: For simplicity of description, we have employed simple bounds - El, 2|A|φl log(φ−1l ).
Proof: As mentioned earlier, we design a fBL coding scheme wherein near GKW parts23 K1,K2 are quantized
with a common code. Rem. 12 indicates that we need only two common codes - S, V in Fig. 8.
An alternate interpretation of CBwCC coding scheme will enable us explain the fBL coding scheme and its
analysis. Essentially, GKW coding can be viewed as a technique to enable all terminals agree on a common
(correlated) side information which can form the basis for higher level communication. Let us consider the CBwCC
scheme with 2 GKW codebooks S and V as in Rem. 12 and understand this interpretation.
The CBwCC scheme builds CS = (sn(ms) : ms ∈ [Ms]) ⊆ Sn by picking each codeword IID pS . For each
chosen codeword sn(ms), a codebook CV (ms) = (vn(ms,mv) : mv ∈ [Mv]) ⊆ Vn is built by picking each
codeword IID
∏
pnV |S(·|sn(ms)). Both encoders employ a common map κnSV : Kn → CS × CV such that, if
(Sn(Kn), V n(Kn)) = κnSV (K
n), then (Kn, Sn(Kn), V n(Kn)) is jointly typical wrt pKSV . The index of Sn(Kn)
is communicated by both encoders and the index of V n(Kn) is communicated by only one of the encoders. This
ensures that (i) all terminals share Sn(Kn), and in addition (ii) the encoders and decoder 3 share V n(Kn). These
vectors are (i) IID and (ii) are correlated to the observed source wrt the chosen test channel pmf. The rest of the
coding scheme is designed for an RDSC problem, wherein (i) encoders observe Y1, Y2 stripped of the common part,
S and K, (i) Decoders 1, 2 observe S, and (iii) Decoder 3 observes S, V . The GKW coding layer has therefore
succeeded in communicating common correlated information that can facilitate further communication.
The fBL coding scheme is designed to exploit the presence of near GKW parts and communicate analogous
common correlated information that (i) all terminals can agree upon, and (ii) can facilitate further communication.
As we shall see, ξ(K) > 0 limits our ability to communicate information that all terminals can agree upon. Secondly,
we are also unable to precisely characterize pmf of this correlated information. In the sequel, we refer back to this
discussion.
Let us now describe the fBL coding scheme. The first layer is the fixed B-L GKW coding layer which employs
identical codes to quantize K1,K2.
Fixed B-L GKW Coding Layer: We design quantization codes for K1. Encoder 2 employs the same codes for
quantizing K2 too. Since Kj = fj(Yj) ∈ K : j ∈ [2], one can employ common codes CS , CV and quantization
map κnSV : Kn → CS ×CV at both encoders. However, note that limn→∞P (K
n
1 6= Kn2 ) = limn→∞ 1− (1− ξ(K))
n = 1,
no matter how small ξ(K) > 0. Moreover, Kn2 is uniformly distributed on an exponentially large set T
n
δ (K2|Kn1 )
for large n. We conclude that, even if both encoders share common codes CS , CV and map κnSV : Kn → CS×CV ,
the conventional approach of arbitrarily large B-L codes will result in choice of different CS , CV−codewords.
We are thus led to coding of near GKW parts K1,K2 with codes and maps of fixed B-L l. We intend to choose
l−length quantizers CS , CV that can cover K1−typical sequences whp. For this we leverage Prop. 1 and choose
codes CS , CV and the κ−, ι−maps as stated there.
Since l is fixed and a Shannon-theoretic study requires coding over an arbitrarily large number of symbols, we
will code over an arbitrarily large number m of these l−length codewords. The overall coding scheme is of B-L
lm. We employ a matrix notation to describe this.
23fBL scheme and the stated inner bound are applicable for any ξ(K) < 1
2
. However, for the sake of intuition consider ξ(K) is very
small.
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Encoder j populates Y j ∈ Yj , where Y j(t, i) is the symbol received during symbol-interval (t − 1)m + i for
(t, i) ∈ [m]×[l]. Kj ∈ K is defined as Kj(t, i) = fj(Y j(t, i)) for (t, i) ∈ [m]×[l]. Encoder j quantizes rows of Kj
separately using common codes CS , CV into rows of Sj ∈ S,V j ∈ V . For t ∈ [m], let (Sj(t, 1 : l),V j(t, 1 : l)) ∈
CS × CV denote the quantizations of Kj(t, 1 : l). In other words, (Sj(t, 1 : l),V j(t, 1 : l)) = κlSV (Kj(t, 1 : l)).
We have thus quantized Kj into (Sj ,V j). For t ∈ [m], let M js (t) = ιlS(Kj(t, 1 : l)) denote the index of the
codeword chosen in CS . Similarly, for t ∈ [m], let (M js (t),M jv (t)) denote the index of the codeword chosen in
CV . Sj ,V j and indices M
j
s : = (M
j
s (t) : t ∈ [m]), M jv : = (M jv (t) : t ∈ [m]) is the output of the fixed B-L
coding layer at encoder j. Encoder j communicates M js . In addition, encoder 1 communicates a fraction λ ∈ [0, 1]
of the m indices in M1v and encoder 2 communicates the rest of the (1− λ)m indices in M2v .
The fixed B-L GKW coding layer communicates M js to Decoder j for j ∈ [2]. Decoder 3 receives M1s ,M2s and
a selection of indices in M1v ,M
2
v . Let M
3
v denote this selection of indices. For j ∈ [2], Decoder j can reconstruct
Sj . Decoder 3 can reconstruct S1,S2. Let V 3 ∈ V denote Decoder 3’s reconstruction based on M1s ,M2s ,M3v . The
reader may recall that encoder j has Sj ,V j .
The reader is referred back to the discussion prior to describing the fixed B-L coding layer. As we stated there,
the fixed B-L coding layer has enabled sharing of information that the terminals do not agree upon, but as we
show, is highly correlated. Indeed, owing to the use of common codes,
P
((
K1(t, 1 : l),S1(t, 1 : l)
V 1(t, 1 : l)
)
6=
(
K2(t, 1 : l),S2(t, 1 : l)
V 2(t, 1 : l)
))
≤P ((K1(t, 1 : l) 6= K2(t, 1 : l))) ≤ ξ[l](K). (134)
Our goal now is to quantify how much information has been communicated through the fBL GKW coding layer
and devise how to communicate the rest of the necessary information via efficient S-L coding techniques.24 This can
be accomplished if we can identify IID vectors that have been communicated to the decoders, and their correlation
to the sources. Such IID vectors can then be treated as side information in the next layer of communication. The
difficulty here is that owing to the l−letter maps Kj(t, 1 : l)→ (Sj(t, 1 : l),V j(t, 1 : l)), the symbols of Sj ,V j
are not IID. The elegant technique of interleaving devised by Shirani and Pradhan [30] comes to our rescue. We
choose m surjective maps (permutations) Πt : [l]→ [l] uniformly at random. Since the m rows X(t, 1 : l),Y 1(t, 1 : l),Y 2(t, 1 : l)K1(t, 1 : l),K2(t, 1 : l),S1(t, 1 : l)
S2(t, 1 : l),V 1(t, 1 : l),V 2(t, 1 : l),V 3(t, 1 : l)
 : t ∈ [m]
are IID (with25 an unknown l−letter pmf) pXlY l1Y l2KlSlV l , the26 m−length vector(
K1(t,Πt(i)),K2(t,Πt(i)),S1(t,Πt(i))
S2(t,Πt(i)),V j(t,Πt(i)) : j = 1, 2, 3
)
: t ∈ [m]
is IID with pmf pX Y1Y2K1K2S1S2V1V2V3 =
pX Y K SV =
1
l
l∑
i=1
pXiY1iY2iK1iK2iS1iS2iV1iV2iV3i (135)
for every i ∈ [l]. We have thus identified IID vectors at each terminal that are correlated with the source
and the joint pmf of these IID vectors is given by (135). We now have the RDSC problem in Fig. 9 with the
sources therein having joint pmf (135) and our goal is to characterize an achievable RD region wrt test channel
pU1|SY1pU2|SY2pW1|SV U1Y1pW2|SV U2Y2 .
Let us provide a broad outline of how we achieve this goal. Define pUj |SjYj = pUj |SYj and pWj |SjVjUjYj =
pWj |SV UjYj for j ∈ [2]. First, we characterize an achievable RD region A for the RDSC problem in Fig. 9
24The emphasis on S-L techniques is to enable us characterize a S-L expression for the performance.
25The pmf of V 3(t, 1 : l) conditioned on V j(t, 1 : l) can be made invariant with t by choosing the λ fraction uniformly at random.
26We know certain marginals of pXlY l1Y l2KlSlV l such as pXlY l1Y l2 =
∏l
i=1WXY1Y2 . Since we do not have a characterization of the
κlSV−map, we do not have a characterization of several of these marginals.
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Y1=Y1
Y2=Y2
X =X
Decoder 1
Decoder 3
Encoder 1 
S1,V1
Encoder 2 Decoder 2
S2,V2
S1
S2
S1,S2,V3
Fig. 9. Matrices available at the terminals after Fixed B-L GKW coding.
wrt the test channel
∏2
j=1 pUj |SjYjpWj |SjVjUjYj . This is provided in Appendix -A. Naturally, this characteri-
zation for A is in terms of the pmf µ = pX Y K SV
∏2
j=1 pUj |SjYjpWj |SjVjUjYj . Unfortunately, we have no
characterization of this pmf. We therefore upper bound the deviation between µ and the chosen test channel
ν = WXY pSV |K1pU1|SY1pU2|SY2pW1|SV U1Y1pW2|SV U2Y2 . This is provided in Appendix -B. The approach for
Appendix -B is borrowed from [30]. The informational functionals characterizing A, which are in terms of µ
are then translated into informational functions in terms of ν using the bounds in Appendix -B. In other words, we
characterize an inner bound to A in terms of ν. We provide this last step in [32, Sec. VI]
A. Inner bound to RD region for RDSC in Fig. 9
This follows by standard information-theoretic arguments. We characterize error events and obtain a set of
bounds and perform Fourier-Motzkin elimination. In the following, j ∈ [2] and j denotes complement index,
i.e., {j, j} = {1, 2}. An inner bound to the RD region for the RDSC problem in Fig. 9 wrt test channel
pX Y K SV
∏2
j=1 pUj |SjYjpWj |SjVjUjYj and functions fj : Uj → Z : j ∈ [2], f3 : U1 × U2 × W1 × W2 → Z
consists of the set A of all (R1, R2,∆1,∆2,∆3) that satisfy ∆j ≥ E{d(X , fj(Uj))} : j ∈ [2],∆3 ≥
E{d(X , f3(U1,U2,W1,W2))},
Rj ≥ αj − I(Wj ;Wj ,SjUjV3|Uj ,Sj) : j ∈ [2], (136)
R1 +R2 ≥ α1 + α2 − I(W1;W2|U1,S1,U2,S2,V3)
−I(W2;U1,S1V3|U2,S2)− I(W1;U2,S2V3|U1,S1) (137)
where αj = I(Uj ;Yj |Sj) + I(Wj ;YjVj |Uj ,Sj).
B. Bounding the Deviation between PMFs
We employ the underline extensively to group related RVs. For ex., U abbreviates U1,S2, y abbreviates y1, y2
and so on. ξ[l] abbreviates ξ[l](K) in (134). We recall (135) and
pUj |SjYj = pUj |SYj , pWj |SjVjUjYj = pWj |SV UjYj : j ∈ [2].
Our goal is to bound deviation between pY K1S1V1U W and
pY K1S1V1
2∏
j=1
pUj |SYj (uj |s1yj)pWj |SV UjYj (wj |s1v1ujyj).
We begin with
pY K1S1V1U W
(
y, k1, s1
v1, u, w
)
≥ pY K1SV U W
(
y, k1, s1, s1
v1, v1, u, w
)
=pY K1SV
2∏
j=1
pUj |SYj (uj |s1yj)pWj |SV UjYj (wj |s1v1ujyj) (138)
where we have not specified the arguments in the first term for compactness. Since
pY K1S1V1(y, k1, s1, v1) =
∑
s2,v2
pY K1SV (y, k1, s1, s2, v1, v2)
≤ pY K1SV (y, k1, s1, s1, v1, v1) + ξ[l](K), where the first
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term in this bound is the first term in (138), we have
pY K1S1V1U W
(
y, k1, s1, v1, u, w
)≥[pY K1S1V1(y, k1, s1, v1)
×
2∏
j=1
pUj |SYj (uj |s1, yj)pWj |SV UjYj (wj |s1, v1, uj , yj)]− ξ[l].
We now derive an upper bound on the the previous LHS term.
pY K1S1V1U W ≤ pY K1SV U W ·1{s2=s1v2=v1}+
∑
(s2,v2)6=(s1,v1)
pY K1SV U W
=pY K1SV
2∏
j=1
pUj |SYj (uj |s1yj)pWj |SV UjYj (wj |s1v1ujyj) + ξ[l]
≤pY K1S1V1
2∏
j=1
pUj |SYj (uj |s1yj)pWj |SV UjYj (wj |s1v1ujyj) + ξ[l].
Our first goal fulfilled, to bound deviation between pY K1S1V1 and pY1Y2K1SV we refer to (133).
APPENDIX A
CONCLUDING REMARKS
We have presented one step in a new direction towards deriving S-L admissible regions to joint source channel
coding problems with distributed and correlated information sources. There are several ways in which one can
generalize the findings presented in this article and thereby enlarge the admissible regions presented in Theorems 13,
12. With the aim of deriving a S-L characterization for the performance, we have adopted the approach of modifying
GKW coding and break free from the S-L LMC constraint. This has led us to map sub-blocks of K1,K2 ∈ Kl
via common maps. It is worth exploring other approaches. Secondly, we have focused on communicating a S-L
function f1 : S1 → K of the sources to the decoder via the fixed B-L coding scheme. One can generalize this to
communicating a common quantized version of the sources via the fixed B-L coding. Thirdly, we can incorporate the
CES technique of inducing the source correlation onto channel inputs [3] in communicating the∞−B-L information
stream. In the second part, we pursue the latter two ways of enlarging the admissible region presented in this article.
As we will see this will lead to a new admissible region that subsume the current known largest for the MAC [3]
and IC problems [5] and strictly enlarge the same for identified examples.
ACKNOWLEDGEMENT
The author is thankful to (i) Prof. Sandeep Pradhan, Farhad Shirani for sharing their insights on [30], (ii)
Deepanshu Vasal for technical discussions and (iii) Prof. P R Kumar for his support and encouragement. The author
is particularly very grateful to Prof. Wojciech Szpankowski for the inspiration, his support and encouragement.
APPENDIX A
INTERLEAVING RESULTS IN IID DISTRIBUTIONS
Lemma 3: Let A be a finite set and pAl be a pmf on Al. Let A(1, 1 : l), A(2, 1 : l), · · · , A(m, 1 : l) ∈ Al
be independent and identically distributed vectors with pmf pAl . Let Λ1, · · · ,Λm be independent and uniformly
distributed indices taking values in {1, · · · , l}. Moreover, Λ1, · · · ,Λm is independent of the collection A(1, 1 :
l), A(2, 1 : l), · · · , A(m, 1 : l). Then the components A(t,Λt) : t ∈ [m] are independent and identically distributed
with pmf 1l
∑l
i=1 pAi , where pAi is the pmf of A(t, i).
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Proof: Note that
P (A(t,Λt) = at : t ∈ [m]) =
∑
j1∈[l]
· · ·
∑
jm∈[l]
P (A(t, jt) = at,Λt = jt : t ∈ [m])
=
1
lm
∑
j1∈[l]
· · ·
∑
jm∈[l]
P (A(t, jt) = at : t ∈ [m]) (139)
=
1
lm
∑
j1∈[l]
· · ·
∑
jm∈[l]
m∏
t=1
P (A(t, jt) = at) (140)
=
m∏
t=1
1
l
∑
jt∈[l]
P (A(t, jt) = at)
 = m∏
t=1
1
l
∑
i∈[l]
pAi(at)
 , (141)
where (i) (139) follows from independence of (Λ1, · · · ,Λm) and A(1 : m, 1 : l), (ii) (140) follows from the
independence of the vectors A(1, 1 : l), A(2, 1 : l), · · · , A(m, 1 : l) ∈ Al, (iii) (141) follows from A(1, 1 :
l), A(2, 1 : l), · · · , A(m, 1 : l) ∈ Al being identically distributed, and moreover, pAi(a) = P (A(t, i) = a).
Lemma 4: Let A be a finite set and pAl be a pmf on Al. Let A(1, 1 : l), A(2, 1 : l), · · · , A(m, 1 : l) ∈ Al
be independent and identically distributed vectors with pmf pAl . Let Θl be the set of all surjective maps on
the set {1, 2, · · · , l}. Let surjective maps Λ1,Λ2, · · · ,Λm be chosen uniformly and independently from Θl. For
i = 1, 2, · · · , l, let
B(t, i) = A(t,Λt(i)) : t ∈ [m], i ∈ [l].
The l vectors B(1 : m, i) : i = 1, 2, · · · , l are identically distributed with pmf ∏mt=1 1l ∑li=1 pAi , where
pAi(a)=
∑
a1∈A
· · ·
∑
ai−1
∈A
∑
ai+1
∈A
· · ·
∑
al∈A
pAl(a1,· · ·, ai−1, a, ai+1,· · ·, al).
Proof: For any i ∈ [l], note that
P (B(t, i) = at : t ∈ [m]) =
∑
j1∈[l]
· · ·
∑
jm∈[l]
P (A(t, jt) = at,Λt(i) = jt : t ∈ [m])
=
1
lm
∑
j1∈[l]
· · ·
∑
jm∈[l]
P (A(t, jt) = at : t ∈ [m]) (142)
=
1
lm
∑
j1∈[l]
· · ·
∑
jm∈[l]
m∏
t=1
P (A(t, jt) = at) (143)
=
m∏
t=1
1
l
∑
jt∈[l]
P (A(t, jt) = at)
 = m∏
t=1
1
l
∑
i∈[l]
pAi(at)
 , (144)
where (i) (142) follows from independence of the surjective maps (Λ1, · · · ,Λm) and A(1 : m, 1 : l), (ii) (143)
follows from the independence of the vectors A(1, 1 : l), A(2, 1 : l), · · · , A(m, 1 : l) ∈ Al, (iii) (144) follows from
A(1, 1 : l), A(2, 1 : l), · · · , A(m, 1 : l) ∈ Al being identically distributed, and moreover, pAi(a) = P (A(t, i) = a).
Lemma 5: Let CU be a constant composition code of type pU with message index set [Mu], encoder map
eu : [Mu] → U l with codewords ul(a) : a ∈ [Mu]. Let At ∈ [Mu] be a (random) message and U l : = ul(At)
denote the corresponding codeword. Suppose I{1, · · · , l} is uniformly distributed and independent of U l, then
pUI =
1
l
∑l
i=1 pUi = pU .
Proof: Finally, let us identify
∏m
t=1
1
l
∑l
i=1 pUji , the pmf of these sub-vectors. Observe that CU is a constant
composition code of type pU . Irrespective of the pmf of the messages Ajt indexing this codebook, the indexed
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codeword ul(Ajt) has type pU . A uniformly chosen symbol from ul(Ajt) will therefore have pmf pU . We make
this formal through the following identities. Note that
1
l
l∑
i=1
pUji(c) =
1
l
l∑
i=1
∑
ul∈U l
pU l(u
l)1{ui=c} =
1
l
∑
ul∈U l
l∑
i=1
pU l(u
l)1{ui=c}
=
1
l
∑
ul∈U l
l∑
i=1
P (u(Ajt) = u
l)1{ui=c} =
1
l
∑
ul∈U l
l∑
i=1
P (u(Ajt) = u
l)1{ul has type pU}1{ui=c}
=
1
l
∑
ul∈U l
P (u(Ajt) = u
l)1{ul has type pU}lpU (c) = pU (c)
∑
ul∈U l
P (u(Ajt) = u
l)1{ul has type pU} = pU (c),
and hence conclude sub-vector (U j(t,Λ1(t)) : t ∈ [m]) has pmf
∏m
t=1
1
l
∑l
i=1 pUji =
∏m
t=1 pU .
APPENDIX B
PROPERTIES OF PMFS (34), (35) EMPLOYED IN DECODING RULE
Let us recall
pU lV lXlY l(u
l, vl, xl, yl) =
 ∑
(a1,a2)∈
[Mu]×[Mu]
P (
A1 = a1
A2 = a2
)1{ul(aj)=
ulj :j∈[2]
}
×
 2∏
j=1
{
l∏
i=1
pVj (vji)pXj |UVj (xji|uji, vji)
}
×
[
l∏
i=1
WY |X1X2(yi|x1i, x2i)
]
(145)
be a pmf27 on U l × V l ×X l × Y l, and
pU1U2V1V2X1X2Y (a, b, c, d) : =
1
l
l∑
i=1
pU1iU2iV1iV2iX1iX2iYi(a1, a2, b1, b2, c1, c2, d). (146)
Lemma 6: Let U l1, U
l
2, V
l
1 , V
l
2 , X
l
1, X
l
2, Y
l take values in U l × V l × X l × Y l with pmf (145) and consider the
pmf (146) defined on U × V ×X × Y . Suppose I is a random index taking values in {1, · · · , l} that is uniformly
distributed and independent of U l1, U
l
2, V
l
1 , V
l
2 , X
l
1, X
l
2, Y
l. The following are true.
1) pV l1V l2 =
∏l
i=1 pV1pV2 ,
2) U1I , U2I , V1I , V2I , X1I , X2I , YI has pmf (146)
3) pVj = pVj for j ∈ [2],
4) The marginals
pU l1U l2(u
l
1, u
l
2) =
∑
(a1,a2) ∈ [Mu]×[Mu]
P
(
A1 = a1, A2 = a2
)
1{ul(aj)=ulj :j∈[2]}, (147)
pV lXlY l|U l(v
l, xl, yl|ul) =
 l∏
i=1

2∏
j=1
pVj (vji)pXj |UVj (xji|uji, vji)
WY |X(yi|x1i, x2i)
, and in particular (148)
pV lXlY l|U l(v
l, xl, yl|ul, ul) =
 l∏
i=1

2∏
j=1
pVj (vji)pXj |UVj (xji|ui, vji)
WY |X(yi|x1i, x2i)
 (149)
=
l∏
i=1
pV1V2X1X2Y |U (v1i, v2i, x1i, x2i, yi|ui), and hence (150)
pY l|U l1U l2(y
l|ul, ul) =
l∏
i=1
pY |U (yi|ui) (151)
27In (145), U lV lXlY l abbreviates U l1U l2V l1V l2Xl1Xl2Y l and similarly ul, vl, xl, yl abbreviates ul1, ul2, vl1, vl2, xl1, xl2, yl.
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Proof: 1) Follows by just computing the marginal pV l1V l2 wrt (145). 2) Straightforward to verify. 3) Follows
from previous two assertions. 4) Follows by just evaluating the LHSs wrt to (145).
Lemma 7: Given l ∈ N, finite alphabet sets A,B1,B2, C and a pmf pAB1B2C = pApB1|ApB2|ApC|B1B2 on A ×
B1×B2×C such that pA is a type of sequences in Al. Suppose (Al1, Al2, Bl1, Bl2, C l) take values in Al×Bl1×Bl2×Cl
with pmf pAl1Al2Bl1Bl2Cl given by
pAl1Al2Bl1Bl2Cl(a
l
1, a
l
2, b
l
1, b
l
2, c
l) =
 ∑
m1,m2
P
(
M1 = m1
M2 = m2
)
1 u
l(m1) = a
l
1
ul(m2) = a
l
2

 l∏
i=1
{
pB1|A(b1i|a1i)pB2|A(b2i|a2i)
PC|B1B2(ci|b1i, b2i)
}
,
where (i) ul : [Mu]→ Al is a map such that ul(m) ∈ Al is of type pA for every m, (ii) (M1,M2) ∈ [Mu]× [Mu]
are a pair of (message) random variables with pmf P (M1 = ·,M2 = ·). Suppose I is a random index taking values
in {1, · · · , l} that is uniformly distributed and independent of Al1Al2Bl1Bl2C l, then
P
(
A1I = x,A2I = x,B1I = y1, B2I = y2, CI = z|1{Al1=Al2} = 1
)
= pAB1B2C(x, y1, y2, z). (152)
Proof: Let J = 1{Al1=Al2}. It can be verified by summing over b
l
1, b
l
2, c
l that
pAl1Al2(a
l
1, a
l
2) =
 ∑
m1,m2
p
(
M1 = m1
M2 = m2
)
1 u
l(m1) = a
l
1
ul(m2) = a
l
2

 ,
and hence pBl1Bl2Cl|Al1Al2(b
l
1, b
l
2, c
l|al, al) = ∏li=1 pB1B2C|A(b1i, b2i, ci|ai). Since Bl1Bl2C l − Al1Al2 − J forms a
Markov chain, we have
pAl1Al2Bl1Bl2Cl|J(a
l, al, bl1, b
l
2, c
l|1) = pAl1Al2|J(al, al|1)
l∏
i=1
pB1B2C|A(b1i, b2i, ci|ai).
The PMF of a randomly chosen co-ordinate is given by
pA1IA2IB1IB2ICI |J(x, x, y1, y2, z|1) =
1
l
l∑
i=1
pA1iA2iB1iB2iCi|J(x, x, y1, y2, z|1)
=
1
l
l∑
i=1
∑
sl−1∈
Al−1
∑
tl−1∈
Bl−11
∑
ul−1∈
Bl−12
∑
vl−1∈
Cl−1
pAl1Al2Bl1Bl2Cl|J
(
si−1xsl−i, si−1xsl−i, ti−1y1tl−i, ui−1y2ul−i, vi−1zvl−i
∣∣ 1)
=
1
l
l∑
i=1
∑
sl−1∈
Al−1
∑
tl−1∈
Bl−11
∑
ul−1∈
Bl−12
∑
vl−1∈
Cl−1
pAl1Al2|J(s
i−1xsl−i, si−1xsl−i|1)pB1B2C|A(y1, y2, z|x)
l∏
j=1
j 6=i
pB1B2C|A(tj , uj , vj |sj)
=
1
l
l∑
i=1
∑
sl−1∈
Al−1
pAl1Al2|J(s
i−1xsl−i, si−1xsl−i|1)pB1B2C|A(y1, y2, z|x)
= pB1B2C|A(y1, y2, z|x)
1
l
l∑
i=1
pA1iA2i|J(x, x|1) = pB1B2C|A(y1, y2, z|x)pA(x) = pAB1B2C(x, y1, y2, z), (153)
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where,
∑l
i=1 pA1iA2i|J(x, x|1) = lpA(x) is argued as follows. Since ul(m) ∈ Al is of type pA for every m ∈ [Mu],∑
al1,a
l
2∈Al:
al1,a
l
2 are of type pA
pAl1Al2(a
l
1, a
l
2) = 1, and hence
∑
al∈Al:
al is of type pA
pAl1Al2|J(a
l, al|1) = 1, which implies
l∑
i=1
pA1iA2i|J(x, x|1) =
l∑
i=1
∑
al∈Al:
al is of type pA
pAl1Al2|J(a
l, al|1)1{ai=x} =
∑
al∈Al:
al is of type pA
l∑
i=1
pAl1Al2|J(a
l, al|1)1{ai=x}
=
∑
al∈Al:
al is of type pA
pAl1Al2|J(a
l, al|1)lpA(x) = lpA(x).
APPENDIX C
PROOF OF EQUATION (108)
Note that
P
u{Aj} = uj ,V j{Bj} = vjY j = yj ,Xj{Aj , Bj} = xj
u{Aˆj} = uˆj : j ∈ [2]
 = ∑
a1,a2
b1,b2
P
Aj = ajBj = bj
: j ∈ [2]
P
u{aj} = uj ,V j{bj} = vjY j = yj ,Xj{aj , bj} = xj
u{Aˆj} = uˆj : j ∈ [2]
∣∣∣∣∣∣
Aj = aj
Bj = bj
: j ∈ [2]
 . (154)
We break down the second factor in a generic term above just as we did for the analogous term in (38). Essentially
(41), (42), (43), and in addition
P
 u{Aˆj} = uˆj
Y j = yj , : j ∈ [2]
∣∣∣∣ u{aj} = uj , Aj = ajV j{bj} = vj , Bj = bj
Xj{aj , bj} = xj : j ∈ [2]
 = m∏
t=1
1 uˆj(t, 1 : l) =dlu,j(yj(t, 1 : l))

l∏
i=1
WY |X
(
y1(t, i)
y2(t, i)
∣∣∣∣x1(t, i)x2(t, i)
)
(155)
leads us to breaking down the second factor in a generic term of (38) as
P
u{aj} = uj ,V j{bj} = vjY j = yj ,Xj{aj , bj} = xj
u{Aˆj} = uˆj : j ∈ [2]
∣∣∣∣∣∣
Aj = aj
Bj = bj
: j ∈ [2]
 = m∏
t=1
1 uj(t, 1 : l) =ul(ajt) : j ∈ [2]


l∏
i=1

2∏
j=1
pVj (vj(t,Πt(i)))
pXj |UVj
(
xj(t, i)
∣∣uj(t, i),vj(t, i))}WY |X (y1(t, i)y2(t, i)
∣∣∣∣x1(t, i)x2(t, i)
)}
1{
uˆj(t, 1 : l) = d
l
u,j(yj(t, 1 : l))
}} . (156)
Substituting (156) in (154) and following a sequence of steps that took us from (39) to (46), we have
P
u{Aj} = uj ,V j{Bj} = vjY j = yjXj{Aj , Bj} = xj
uj{Aˆj} = uˆj : j ∈ [2]
 = ∑
a1,a2
b1,b2
P
Aj = ajBj = bj
: j ∈ [2]
P
u{aj} = uj ,V j{bj} = vjY j = yj ,Xj{aj , bj} = xj
uj{Aˆj} = uˆj : j ∈ [2]
∣∣∣∣∣∣
Aj = aj
Bj = bj
: j ∈ [2]

=
∑
a1,a2
b1,b2
P
Aj = ajBj = bj
: j ∈ [2]
 m∏
t=1
1 uj(t, 1 : l) =ul(ajt) : j ∈ [2]


l∏
i=1

2∏
j=1
pVj (vj(t, i))pXj |UVj (xj(t, i)|uj(t, i)vj(t, i))

WY |X(y1(t, i),y2(t, i)|x1(t, i),x2(t, i))
}
1{
uˆj(t, 1 : l) = d
l
u,j(yj(t, 1 : l))
}} (157)
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=
∑
a1,a2
P
(
Aj = aj
: j ∈ [2]
) m∏
t=1
1 uj(t, 1 : l) =ul(ajt) : j ∈ [2]


l∏
i=1

2∏
j=1
pVj (vj(t, i))pXj |UVj (xj(t, i)|uj(t, i)vj(t, i))

WY |X(y1(t, i),y2(t, i)|x1(t, i),x2(t, i))
}
1{
uˆj(t, 1 : l) = d
l
u,j(yj(t, 1 : l))
}}
=
∑
a1,a2
m∏
t=1
P
(
Aj = ajt
: j ∈ [2]
)
1 uj(t, 1 : l) =ul(ajt) : j ∈ [2]


l∏
i=1

2∏
j=1
pVj (vj(t, i))pXj |UVj (xj(t, i)|uj(t, i)vj(t, i))

WY |X(y1(t, i),y2(t, i)|x1(t, i),x2(t, i))
}
1{
uˆj(t, 1 : l) = d
l
u,j(yj(t, 1 : l))
}} (158)
=
m∏
t=1

∑
a1,a2
P
(
Aj = aj
: j ∈ [2]
)
1 uj(t, 1 : l) =ul(aj) : j ∈ [2]



l∏
i=1

2∏
j=1
pVj (vj(t, i))pXj |UVj
(
xj(t, i)
∣∣∣∣uj(t, i)vj(t, i)
)}
WY |X(y1(t, i),y2(t, i)|x1(t, i),x2(t, i))
}
1{
uˆj(t, 1 : l) = d
l
u,j(yj(t, 1 : l))
}}
=
m∏
t=1
p
U lV lXlY lUˆ
l
(
u1(t, 1 : l),u2(t, 1 : l),v1(t, 1 : l),v2(t, 1 : l),x1(t, 1 : l),
x2(t, 1 : l),y1(t, 1 : l),y2(t, 1 : l), uˆ1(t, 1 : l), uˆ2(t, 1 : l)
)
where (157) follows from the fact that
∏m
t=1
∏l
i=1 pVj (vj(t,Πt(i))) =
∏m
t=1
∏l
i=1 pVj (vj(t, i)) and (158) follows
from the invariance of the distribution of Ajt = dK(kj(t, 1 : l)) with t ∈ [m].
APPENDIX D
PROOF OF EQUATION (109)
Our proof will closely mimic steps that took us from (53) to (54). We first note the following. Firstly,
P
(
Bj = bj : j ∈ [2]
∣∣S1 = s1,S2 = s2) = P (βj(sj) = bj : j ∈ [2] ∣∣S1 = s1,S2 = s2) = 1
M lV1M
l
V2
(159)
owing to the uniform distribution of βj(sj) : j ∈ [2] and its independence from the source realization. Secondly,
P
(
V j{bj} = vj : j ∈ [2]
∣∣Sj = sj , Bj = bj : j ∈ [2]) = m∏
t=1
l∏
i=1
pVj (vj(t,Πt(i))) (160)
since V j{bj} is independent of the Sj , βj(Sj) : j ∈ [2]. Thirdly, suppose eu(ajt)i denotes the i-th symbol in
eu(ajt) = u
l(ajt) ∈ U l, then
P
(
Xj{aj , bj} = xj
: j ∈ [2]
∣∣∣∣V j{bj} = vj ,Sj = sj , Bj = bj: j ∈ [2]
)
=
m∏
t=1
l∏
i=1
pXj |UVj (xj(t, i)|eu(ajt)i,vj(t, i)). (161)
Fourthly, suppose ajt = ek(kj(t, 1 : l)) : t ∈ [m] and kj(t, i) = fj(sj(t, i)), then
P
(
Y 1 = y1
Y 2 = y2
∣∣∣∣V j{bj} = vj ,Sj = sj , Bj = bjXj{aj , bj} = xj : j ∈ [2]
)
=
m∏
t=1
l∏
i=1
WY |X
(
y1(t, i)
y2(t, i)
∣∣∣∣x1(t, i)x2(t, i)
)
. (162)
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Suppose for j ∈ [2], t ∈ [m], i ∈ [l], we have kj(t, i) = fj(sj(t, i)) and ajt = ek(kj(t, 1 : l)), then substituting for
factors from (159) - (162), we have
P
(
Sj = sj ,Xj{aj , bj} = xj ,V j{bj} = vj
Bj = bj ,Y j = yj , Kˆj = kˆj : j ∈ [2]
)
= P
(
S1 = s1
S2 = s2
)
1
M lV1M
l
V2
m∏
t=1
{{
l∏
i=1
WY |X
(
y1(t, i)
y2(t, i)
∣∣∣∣x1(t, i)x2(t, i)
)

2∏
j=1
pVj (vj(t,Πt(i)))pXj |UVj
(
xj(t, i)
∣∣∣∣eu(ajt)ivj(t, i)
)
1 dk(du(yj(t, 1 : l)))= kˆj(t, 1 : l) : j ∈ [2]

(163)
= P
(
S1 = s1
S2 = s2
)
1
M lV1M
l
V2
m∏
t=1

{
l∏
i=1
WY |X
(
y1(t, i)
y2(t, i)
∣∣∣∣x1(t, i)x2(t, i)
)
2∏
j=1
pVj (vj(t, i))pXj |UVj
(
xj(t, i)
∣∣∣∣eu(ajt)ivj(t, i)
)

1{
kˆj(t, 1 : l) = dk(du(yj(t, 1 : l))) : j ∈ [2]
}} (164)
wherein eu(ajt)i denotes the i-th symbol in eu(ajt) = ul(ajt) ∈ U l, (164) is obtained by re-ordering the product∏l
i=1
∏m
t=1 pVj (vj(t,Πt(i))) =
∏l
i=1
∏m
t=1 pVj (vj(t, i)). We now note that the marginal pU l wrt pmf in (101) is
given by
pU l(u
l
1, u
l
2) =
∑
(a1,a2)∈
[Mu]×[Mu]
P ( A1 = a1, A2 = a2 )1{ul(aj)=ulj :j∈[2]} and hence
pV lXlY l|U l(v
l, xl, yl|ul) =
 2∏
j=1
{
l∏
i=1
pVj (vji)pXj |UVj (xji|uji, vji)
}[ l∏
i=1
WY1Y2|X1X2(y1i, y2i|x1i, x2i)
]
(165)
Using (165), expression (164) is equal to
P
(
S1 = s1
S2 = s2
)
1
M lV1M
l
V2
m∏
t=1
pV lXlY l|U l
(
v1(t, 1 : l),v2(t, 1 : l),x1(t, 1 : l)
x2(t, 1 : l),y1(t, 1 : l),y2(t, 1 : l)
∣∣∣∣eu(a1t)eu(a2t)
)
1 dk(du(yj(t, 1 : l)))= kˆj(t, 1 : l) : j ∈ [2]

.(166)
Following from (163) to (166), we conclude that if
kj(t, i) = fj(sj(t, i)) and ajt = ek(kj(t, 1 : l))
for j ∈ [2], t ∈ [m], i ∈ [l], we have then P
(
Sj = sj ,Xj{aj , bj} = xj , Bj = bj
V j{bj} = vj ,Y j = yj , Kˆj = kˆj : j ∈ [2]
)
=
P
(
S1 = s1
S2 = s2
)
1
M lV1M
l
V2
m∏
t=1
pV lXlY l|U l
(
v1(t, 1 : l),v2(t, 1 : l),x1(t, 1 : l)
x2(t, 1 : l),y1(t, 1 : l),y2(t, 1 : l)
∣∣∣∣eu(a1t)eu(a2t)
)
1 dk(du(yj(t, 1 : l))= kˆj(t, 1 : l) : j ∈ [2])

.(167)
Equipped with (167), we now characterize pmf of S1,S2, Kˆ1, Kˆ2. Note that if kj(t, i) = fj(sj(t, i)) and ajt =
ek(kj(t, 1 : l)) for j ∈ [2], t ∈ [m], i ∈ [l], we have
P
(
Sj = sj , Kˆj = kˆj
: j ∈ [2]
)
=
∑
b1,b2
∑
v1∈V1
v2∈V2
∑
x1∈X 1
x2∈X 2
∑
y1∈Y1
y2∈Y2
P
(
Sj = sj ,Xj{aj , bj} = xj ,V j{bj} = vj
Bj = bj ,Y j = yj , Kˆj = kˆj : j ∈ [2]
)
=
∑
b1,b2
∑
v1∈V1
v2∈V2
∑
x1∈X 1
x2∈X 2
∑
y1∈Y1
y2∈Y2
P
(
S1 = s1
S2 = s2
)
M lV1M
l
V2
m∏
t=1
pV lXlY l|U l
v1(t, 1 : l),v2(t, 1 : l)x1(t, 1 : l)x2(t, 1 : l)
y1(t, 1 : l),y2(t, 1 : l)
∣∣∣∣∣∣eu(a1t)eu(a2t)
1 dk(du(yj(t, 1 : l))= kˆj(t, 1 : l) : j ∈ [2])

=
∑
y1∈Y1
y2∈Y2
P
(
S1 = s1
S2 = s2
) m∏
t=1
pY l|U l
(
y1(t, 1 : l)
y2(t, 1 : l)
∣∣∣∣eu(ek(k1(t, 1 : l)))eu(ek(k2(t, 1 : l)))
)
1{
kˆj(t, 1 : l) = dk(du(yj(t, 1 : l))) : j ∈ [2]
}.(168)
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Since the above sum is over all of Y1×Y2, we rename dummy variables y1(t, 1 : l),y2(t, 1 : l) and we use (103),
(105) to conclude that (168) is equal to∑
y1∈Y1
y2∈Y2
m∏
t=1
{
l∏
i=1
WS1S2
(
s1(t, i)
s2(t, i)
)}
pY l|U l
(
y1(t, 1 : l)
y2(t, 1 : l)
∣∣∣∣eu(ek(k1(t, 1 : l)))eu(ek(k2(t, 1 : l)))
)
1 dk(du(yj(t, 1 : l))= kˆj(t, 1 : l) : j ∈ [2])

=
m∏
t=1

{
l∏
i=1
WS1S2
(
s1(t, i)
s2(t, i)
)}
∑
yl∈Yl
pY l|U l
(
y1(t, 1 : l)
y2(t, 1 : l)
∣∣∣∣eu(ek(k1(t, 1 : l)))eu(ek(k2(t, 1 : l)))
)
1 dk(du(yj(t, 1 : l))= kˆj(t, 1 : l) : j ∈ [2])



=
m∏
t=1
[{
l∏
i=1
WS1S2
(
s1(t, i)
s2(t, i)
)}{
pKˆl1Kˆl2|Kl1Kl2
(
kˆ1(t, 1 : l)
kˆ2(t, 1 : l)
∣∣∣∣f1(s1(t, 1)) · · · f1(s1(t, l))f2(s2(t, 1)) · · · f2(s2(t, l))
)}]
=
m∏
t=1
pSl1Sl2Kˆl1Kˆl2
(
s1(t, 1 : l), s2(t, 1 : l), kˆ1(t, 1 : l), kˆ2(t, 1 : l)
)
.
We therefore have
P
(
S1 = s1,S2 = s2, Kˆ1 = kˆ1, Kˆ2 = kˆ2
)
=
m∏
t=1
pSl1Sl2Kˆl1Kˆl2
(
s1(t, 1 : l), s2(t, 1 : l), kˆ1(t, 1 : l), kˆ2(t, 1 : l)
)
(169)
APPENDIX E
PROOF OF (112)
Note that
P

u{Aj} = uj ,V j{Bj} = vj
Xj{Aj , Bj} = xj ,Y j = yj
u{Aˆj} = uˆj : j ∈ [2]
Πt = pit : t ∈ [m]
 = ∑
a1,a2
b1,b2
P
Aj = ajBj = bj
: j ∈ [2]
P

u{aj} = uj ,V j{bj} = vj
Xj{aj , bj} = xj ,Y j = yj
u{Aˆj} = uˆj : j ∈ [2]
Πt = pit : t ∈ [m]
∣∣∣∣∣∣∣∣
Aj = aj
Bj = bj
: j ∈ [2]
 , (170)
We consider the second factor of a generic term in the above sum and break it up using (60), (62), (63) and in
addition
P
u{Aˆj} = uˆjY j = yj
: j ∈ [2]
∣∣∣∣∣∣
u{aj} = uj ,Xj{aj , bj} = xj
V j{bj} = vj , Aj = aj , Bj = bj
: j ∈ [2],Πt = pit : t ∈ [m]
 = m∏
t=1
1 uˆj(t, 1 : l) =dlu,j(yj(t, 1 : l))

l∏
i=1
WY |X
(
y1(t, i)
y2(t, i)
∣∣∣∣x1(t, i)x2(t, i)
)
(171)
The RHS of (62), (63) and 171 are invariant with pit : t ∈ [m] and hence
P
(
u{aj} = uj ,V j{bj} = vj ,Y j = yj
Xj{aj , bj} = xj ,u{Aˆj} = uˆj : j ∈ [2]
∣∣∣∣Aj = aj , Bj = bj : j ∈ [2]Πt = pit : t ∈ [m]
)
(172)
is invariant with pit : t ∈ [m]. Moreover, from (60), we have
P (Πt = pit : t ∈ [m]|Aj = aj , Bj = bj : j ∈ [2]) =
1
l!
m
= P (Πt = pit : t ∈ [m]).
It is now easy to verify
P
 u{Aj} = uj ,V j{Bj} = vjXj{Aj , Bj} = xj ,Y j = yj
u{Aˆj} = uˆj : j ∈ [2],Πt = pit : t ∈ [m]
 = P
u{Aj} = uj ,V j{Bj} = vjXj{Aj , Bj} = xj ,Y j = yj
u{Aˆj} = uˆj : j ∈ [2]
P (Πt = pit
: t ∈ [m]
)
. (173)
The fact that
U j : = u{Aj},V j : = V j{Bj},Xj : = Xj{Aj , Bj},Y j , Uˆ j : = u{Aˆj} : j ∈ [2] (174)
is IID with pmf p
U lV lXlY lUˆ
l follows from (108) which is proven in Appendix C. This completes proof of (112).
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APPENDIX F
ANALYSIS OF E1 IN THEOREM 7 : JOINT TYPICALITY OF THE LEGITIMATE CODEWORDS
Recall that our goal is to prove, for sufficiently large m, existence of a specific code vj{·},xj{·, ·} : j ∈ [2]pit :
t ∈ [m] such that P ((vm1i(B1i), vm2i(B2i),Y pi(1 : m, i)) /∈ Tmα (pV Y )) for that code can be made arbitrarily small.
Instead of just analyzing the probability of this event with respect to a random code (as we have done in Section
IV-A), in the following analysis, we first characterize an upper bound on the probability of the event in question for
the specific code. (177) characterizes such an upper bound. This is just the above error event for a specific code. We
then average this upper bound on the ensemble of codes with respect to the pmf of the code (178). We prove that
this average shrinks to 0 exponentially in m. We concede that, in principle, there is no difference in the approach
employed in Section IV-A and here. However, since we have not undertaken, in any prior information theory work,
analysis of any coding technique similar to that one proposed here, and moreover, our coding technique involves
certain codes that remain fixed through the randomization, we deem it necessary to present the following analysis
from first principles.
P
((
vm1i(B1i), v
m
2i(B2i)
Y pi(1 : m, i)
)
/∈ Tmα (pV Y )
)
=
∑
a1,a2
b1,b2
P
Aj = ajBj = bj
: j ∈ [2]
,
(
vm1i(b1i), v
m
2i(b2i)
Y pi(1 : m, i)
)
/∈ Tmα (pV Y )
 (175)
=
∑
a1,a2
b1,b2
P
Aj = ajBj = bj
: j ∈ [2]
,
v1{b1}v2{b2}
Y
pi(1 : m, i) /∈ Tmα (pV Y )
 ≤∑
a1,a2
b1,b2
P
Aj = ajBj = bj
: j ∈ [2]
 u{aj},vj{bj}xj{aj , bj} : j ∈ [2]
Y (1 : m, i)
pi(1 : m, i)
/∈ Tmα (pU V X Y )

where the last inequality follows from the fact that projections of jointly typical sets are jointly typical. In the next
step, we sum over all possibilities for the matrix of received symbols and employ the indicator function to count
only those matrices that satisfy the event of our interest. In particular, an upper bound on the previous expression
is
∑
a1,a2
b1,b2
∑
y∈
Ym×l
P
Aj = ajBj = bj
: j ∈ [2]
1
u{aj},vj{bj}xj{aj , bj}
: j ∈ [2],y
pi(1 : m, i)
/∈ Tmα (pU V X Y )

m∏
t=1
l∏
i=1
WY |X1X2
(
y(t, i)
∣∣∣∣x1{a1, b1}(t, i)x2{a2, b2}(t, i)
)
(176)
(176) is an upper bound on (175) for the particular code of interest. Before we average over the ensemble of
codes, we express this as a sum over the possible u1,u2 matrices. To include only terms corresponding to matrices
uj{aj} : j ∈ [2] in our count, we employ the indicator function. (176) is equal to
∑
a1,a2
b1,b2
∑
y∈
Ym×l
∑
u1∈Um×l
u2∈Um×l
P
Aj = ajBj = bj
: j ∈ [2]
1
uj ,vj{bj}xj{aj , bj}
: j ∈ [2],y
pi(1 : m, i)
/∈ Tmα (pU V X Y )

1 u{aj} =uj : j ∈ [2]

m∏
t=1
l∏
i=1
WY |X
(
y(t, i)
∣∣∣∣x1{a1, b1}(t, i)x2{a2, b2}(t, i)
)
.(177)
We now average the above quantity over the ensemble of codes. In particular, we multiply the above with the
probability of the code and sum. For ease of reference, we recall the pmf on the ensemble of codes. Denoting
the components of the random code via upper case letters, we recall that (i) the m surjective maps Πt : t ∈ [m]
are mutually independent and uniformly distributed over the entire collection of surjective maps over [l], (ii) each
codeword in the collection (V mji (bj) ∈ Vmj : bj ∈ [MVj ], i ∈ [l], j ∈ [2]) is mutually independent of the others
and V mji (bji) ∼
∏m
t=1 pVj (·), and (iii) (Xj(u, vj) ∈ Xm×lj : u ∈ Um×l, vj ∈ Vm×lj ) is mutually independent
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and Xj(u, vj) ∼
∏m
t=1
∏l
i=1 pXj |UVj (·|u(t, i), vj(t, i)). Recall that V j{bi}Π(1 : m, i) = V mji (bji), and hence,
conditioned on {Vji(bji)t = v, u(a1t)Πt(i) = u}, Xj(t,Πt(i)) ∼ pXj |UVj (·|u, v) We therefore have
P

V mji (bji) = v
m
ji (bji),Πt(i) = pit(i),
Xj

 u
l(aj1)
...
ul(ajm)
 , [vmj1(bj1) · · · vmjl (bjl)]Π−1

= xj{aj , bj} : j ∈ [2], t ∈ [m], i ∈ [l]

=
m∏
t=1
l∏
i=1
{
pX1|UV1
(
x1{a1, b1}(t, pit(i))
∣∣∣∣ v1i(b1i)tu(a1t)pit(i)
)
pX2|UV2
(
x2{a2, b2}(t, pit(i))
∣∣∣∣ v2i(b2i)tu(a2t)pit(i)
)
pV1(v1i(b1i)t)pV2(v2i(b2i)t)}
(
1
l!
)m
=
m∏
t=1
l∏
i=1
{
pX1|UV1
(
x1{a1, b1}(γt, piγt(i))
∣∣∣∣ v1i(b1i)γtu(a1γt)piγt (i)
)
pX2|UV2
(
x2{a2, b2}(γt, piγt(i))
∣∣∣∣ v2i(b2i)γtu(a2γt)piγt (i)
)
pV1(v1i(b1i)γt)pV2(v2i(b2i)γt)}
(
1
l!
)m
. (178)
Multiplying (177) with the pmf of the code stated in (178), and after the crucial interchange of summations, we
have
∑
a1,a2
b1,b2
∑
y∈Ym×l
∑
u1∈Um×l
u2∈Um×l
∑
pi1
· · ·
∑
pim
∑
v1{b1}
∈Vm×l1
∑
v2{b2}
∈Vm×l2
∑
x1{a1,b1}
∈Xm×l1
∑
x2{a2,b2}
∈Xm×l2
P
Aj = ajBj = bj
: j ∈ [2]
1
uj ,vj{bj}xj{aj , bj}
: j ∈ [2],y
pi(1 : m, i)
/∈ Tmα (pU V X Y )

1
(l!)m
l∏
i=1
m∏
t=1
[pV1 (v1{b1}(t, pit(i))) pV2 (v2{b2}(t, pit(i)))]
l∏
i=1
m∏
t=1
[
pX1|V1U (x1{a1, b1}(t, i)|v1{b1}(t, i),u{a1}(t, i))
pX2|V2U (x2{a2, b2}(t, i)|v2{b2}(t, i),u{a2}(t, i))
]× m∏
t=1
l∏
i=1
WY |X1X2
(
y(t, i)
∣∣∣∣x1{a1, b1}(t, i)x2{a2, b2}(t, i)
)
1{uj=u{aj}
:j∈[2]
}
The expressions being involved, we paraphrase each step. Since a term in the sum is positive only when uj =
u{aj} : j ∈ [2], we replace u{aj} with uj in the terms evaluating the probability of the code. Moreover, since
m∏
t=1
l∏
i=1
pVj
(
vj{bj}(t, pit(i))
)
=
m∏
t=1
l∏
i=1
pVj (vj{b1}(t, i))
for j ∈ [2], we have the earlier expression to be
∑
a1,a2
b1,b2
∑
y∈Ym×l
∑
u1∈Um×l
u2∈Um×l
∑
pi1
· · ·
∑
pim
∑
v1{b1}
∈Vm×l1
∑
v2{b2}
∈Vm×l2
∑
x1{a1,b1}
∈Xm×l1
∑
x2{a2,b2}
∈Xm×l2
P
Aj = ajBj = bj
: j ∈ [2]
1
uj ,vj{bj}xj{aj , bj}
: j ∈ [2],y
pi(1 : m, i)
/∈ Tmα (pU V X Y )

1
(l!)m
l∏
i=1
m∏
t=1
[pV1 (v1{b1}(t, i)) pV2 (v2{b2}(t, i))]
l∏
i=1
m∏
t=1
[
pX1|V1U (x1{a1, b1}(t, i)|v1{b1}(t, i),u1(t, i))
pX2|V2U (x2{a2, b2}(t, i)|v2{b2}(t, i),u2(t, i))
]× m∏
t=1
l∏
i=1
WY |X1X2
(
y(t, i)
∣∣∣∣x1{a1, b1}(t, i)x2{a2, b2}(t, i)
)
1{uj=u{aj}
:j∈[2]
}
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We perform the simple manipulation of pulling P (Aj = aj , Bj = bj : j ∈ [2]) out of the internal summations. We
therefore have
∑
a1,a2
b1,b2
P
Aj = ajBj = bj
: j ∈ [2]
 ∑
y∈Ym×l
∑
u1∈Um×l
u2∈Um×l
∑
pi1
· · ·
∑
pim
∑
v1{b1}
∈Vm×l1
∑
v2{b2}
∈Vm×l2
∑
x1{a1,b1}
∈Xm×l1
∑
x2{a2,b2}
∈Xm×l2
1
uj ,vj{bj}xj{aj , bj}
: j ∈ [2],y
pi(1 : m, i)
/∈ Tmα (pU V X Y )

1
(l!)m
l∏
i=1
m∏
t=1
[pV1 (v1{b1}(t, i)) pV2 (v2{b2}(t, i))]
l∏
i=1
m∏
t=1
[
pX1|V1U (x1{a1, b1}(t, i)|v1{b1}(t, i),u1(t, i))
pX2|V2U (x2{a2, b2}(t, i)|v2{b2}(t, i),u2(t, i))
]× m∏
t=1
l∏
i=1
WY |X1X2
(
y(t, i)
∣∣∣∣x1{a1, b1}(t, i)x2{a2, b2}(t, i)
)
1{uj=u{aj}
:j∈[2]
}
In our first expression, we denoted our dummy variables as x1{a1, b1} etc to illustrate the component of the code
they corresponded to, and we have carried the same names for the dummy variables. We note that the ranges of
dummy variables xj{aj , bj},vj{bj} do not depend on aj , bj , we therefore rename these dummy variables without
the parenthesis. As the reader will note, this reduces clutter and enables us recognize the invariance of the inner
sum with respect to b1, b2. Specifically, the above expression is equal to
∑
a1,a2
b1,b2
P
Aj = ajBj = bj
: j ∈ [2]
 ∑
y∈Ym×l
∑
u1∈Um×l
u2∈Um×l
∑
pi1
· · ·
∑
pim
∑
v1
∈Vm×l1
∑
v2
∈Vm×l2
∑
x1
∈Xm×l1
∑
x2
∈Xm×l2
1
 uj ,vjxj : j ∈ [2],
y
pi(1 : m, i)
/∈ Tmα (pU V X Y )

1
(l!)m
l∏
i=1
m∏
t=1
[pV1 (v1(t, i)) pV2 (v2(t, i))]
l∏
i=1
m∏
t=1
[
pX1|V1U (x1(t, i)|v1(t, i),u1(t, i))
pX2|V2U (x2(t, i)|v2(t, i),u2(t, i))
]× m∏
t=1
l∏
i=1
WY |X1X2
(
y(t, i)
∣∣∣∣x1(t, i)x2(t, i)
)
1{uj=u{aj}
:j∈[2]
}
Summing over b1, b2, we have
∑
a1,a2
P
(
Aj = aj
: j ∈ [2]
) ∑
y∈Ym×l
∑
u1∈Um×l
u2∈Um×l
∑
pi1
· · ·
∑
pim
∑
v1
∈Vm×l1
∑
v2
∈Vm×l2
∑
x1
∈Xm×l1
∑
x2
∈Xm×l2
1
 uj ,vjxj : j ∈ [2],
y
pi(1 : m, i)
/∈ Tmα (pU V X Y )

1
(l!)m
l∏
i=1
m∏
t=1
[pV1 (v1(t, i)) pV2 (v2(t, i))]
l∏
i=1
m∏
t=1
[
pX1|V1U (x1(t, i)|v1(t, i),u1(t, i))
pX2|V2U (x2(t, i)|v2(t, i),u2(t, i))
]× m∏
t=1
l∏
i=1
WY |X1X2
(
y(t, i)
∣∣∣∣x1(t, i)x2(t, i)
)
1{uj=u{aj}
:j∈[2]
}
Noting that
P (Aj = aj : j ∈ [2]) =
m∏
t=1
P (Ajt = ajt : j ∈ [2]) and 1uj = u{aj}: j ∈ [2]

=
m∏
t=1
1 uj(t, 1 : l) = u
l(ajt)
: j ∈ [2]

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the reader may verify that the above expression is given by∑
a1,a2
∑
y∈Ym×l
∑
u1∈Um×l
u2∈Um×l
∑
pi1
· · ·
∑
pim
∑
v1
∈Vm×l1
∑
v2
∈Vm×l2
∑
x1
∈Xm×l1
∑
x2
∈Xm×l2
1
 uj ,vjxj : j ∈ [2],
y
pi(1 : m, i)
/∈ Tmα (pU V X Y )

1
(l!)m

m∏
t=1
P (Ajt = ajt: j ∈ [2]
)
1uj(t,1:l)=ul(ajt)
:j∈[2]

l∏
i=1

2∏
j=1
pVj (vj(t, i)) pXj |VjU
(
xj(t, i)
∣∣∣∣vj(t, i)uj(t, i)
)}
WY |X
(
y(t, i)
∣∣∣∣x1(t, i)x2(t, i)
)]}
Interchanging the order of summations, and in particular moving the summation over a1, a2 from being an outer
sum to an inner sum, we have∑
y∈Ym×l
∑
u1∈Um×l
u2∈Um×l
∑
pi1
· · ·
∑
pim
∑
v1
∈Vm×l1
∑
v2
∈Vm×l2
∑
x1
∈Xm×l1
∑
x2
∈Xm×l2
1
uj ,vj ,xj: j ∈ [2],
y
pi(1 : m, i)
/∈ Tmα (pU V X Y )

1
(l!)m
∑
a1,a2
{
m∏
t=1
[
P
(
Ajt = ajt
: j ∈ [2]
)
1uj(t,1:l)=ul(ajt)
:j∈[2]

l∏
i=1
WY |X
(
y(t, i)
∣∣∣∣x1(t, i)x2(t, i)
)
2∏
j=1
pVj (vj(t, i)) pXj |VjU
(
xj(t, i)
∣∣∣∣vj(t, i)uj(t, i)
)}]}
(179)
Note that
∑
a1,a2
m∏
t=1
P (Ajt = ajt: j ∈ [2]
)
1uj(t, 1 : l) = u
l(ajt)
: j ∈ [2]

 = m∏
t=1

∑
a1t,a2t
P
(
A1t = a1t
A2t = a2t
)
1uj(t, 1 : l) = u
l(ajt)
: j ∈ [2]


=
m∏
t=1

∑
a1,a2
P
(
A1 = a1
A2 = a2
)
1uj(t, 1 : l) = u
l(aj)
: j ∈ [2]

(180)
where (180) follows from (i) the pairs (A1t, A2t) : t ∈ [m] being independent and identically distributed and (ii)
renaming the dummy variable ajt and aj for j ∈ [2], t ∈ [m]. With this, (179) evaluates to∑
y∈Ym×l
∑
u1∈Um×l
u2∈Um×l
∑
pi1
· · ·
∑
pim
∑
v1∈
Vm×l1
∑
v2∈
Vm×l2
∑
x1∈
Xm×l1
∑
x2∈
Xm×l2
1
(l!)m
1
[
uj ,vj ,xj
: j ∈ [2],y
]pi
(1 : m, i)
/∈ Tmα (pU V X Y )

m∏
t=1
[∑
a1,a2
{
P
(
Aj = aj
: j ∈ [2]
)
1uj(t, 1 : l) = u
l(aj)
: j ∈ [2]


l∏
i=1

2∏
j=1
pVj (vj(t, i)) pXj |VjU
(
xj(t, i)
∣∣∣∣vj(t, i)uj(t, i)
)}
WY |X
(
y(t, i)
∣∣∣∣x1(t, i)x2(t, i)
)]]
(181)
We recognize the term inside the outer square parenthesis in (181) is indeed the pmf defined in (34) evaluated on
the t-th row of the corresponding matrices. Using (34), (181) is equal to∑
y∈Ym×l
∑
u1∈Um×l
u2∈Um×l
∑
pi1
· · ·
∑
pim
∑
v1
∈Vm×l1
∑
v2
∈Vm×l2
∑
x1
∈Xm×l1
∑
x2
∈Xm×l2
1
uj ,vj ,xj: j ∈ [2]
y
pi(1 : m, i)
/∈ Tmα (pU V X Y )

(
1
l!
)m
m∏
t=1
[
pU lV lXlY l
(
u1(t, 1 : l),u2(t, 1 : l),v1(t, 1 : l),v2(t, 1 : l),x1(t, 1 : l),x2(t, 1 : l),y(t, 1 : l)
)]
. (182)
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The last step follows from recognizing that (182) is indeed what we have been seeking. Appealing to Appendix G,
we have (182) equal to
∑
um1 ∈Um
um2 ∈Um
∑
vm1 ∈Vm1
vm2 ∈Vm2
∑
xm1 ∈Xm1
xm2 ∈Xm2
∑
ym∈Ym
1(u
m, vm, xm, ym)
/∈ Tmβ (pUˆ Vˆ XˆYˆ )

m∏
t=1
pUˆ Vˆ XˆY (u1t, u2t, v1t, v2t, x1t, x2t, yt)
which falls to 0 exponentially in m.
APPENDIX G
THE INTERLEAVING CONSTRUCT
Let pAlBl be a pmf on Al × Bl. We will prove
∑
a∈
Am×l
∑
b∈
Bm×l
m∏
t=1
pAlBl
(
a(t, 1 : l)
b(t, 1 : l)
)
1
lm
l∑
pi1(i)=1
· · ·
l∑
pim(i)=1
1[ab]
pi (1 : m, i)
/∈ Tmδ (pAˆBˆ)

=
∑
am∈
Am
∑
bm∈
Bm
1(a
m, bm) /∈
Tmδ (pAˆBˆ)

m∏
t=1
pAˆBˆ(at, bt).(183)
where
pAˆBˆ(u, v) =
1
l
l∑
i=1
pAiBi(u, v)
pAiBi is the pmf of the i−th component of Al, Bl. Observe that
∑
a∈
Am×l
∑
b∈
Bm×l
m∏
t=1
pAlBl
(
a(t, 1 : l)
b(t, 1 : l)
)
1
lm
l∑
pi1(i)=1
· · ·
l∑
pim(i)=1
1[ab]
pi (1 : m, i)
/∈ Tmδ (pAˆBˆ)

=
∑
a∈
Am×l
∑
b∈
Bm×l
m∏
t=1
pAlBl
(
a(t, 1 : l)
b(t, 1 : l)
)
1
lm
l∑
pi1(i)=1
· · ·
l∑
pim(i)=1
∑
xm∈Am
∑
ym∈Bm
1[ab]
pi (1 : m, i)
= (xm, ym)

1[ab]
pi (1 : m, i)
/∈ Tmδ (pAˆBˆ)

=
∑
a∈
Am×l
∑
b∈
Bm×l
m∏
t=1
pAlBl
(
a(t, 1 : l)
b(t, 1 : l)
)
1
lm
l∑
pi1(i)=1
· · ·
l∑
pim(i)=1
∑
xm∈Am
∑
ym∈Bm
1 (x
m, ym)
/∈ Tmδ (pAˆBˆ)

1[ab]
pi (1 : m, i)
= (xm, ym)

=
∑
xm∈Am
∑
ym∈Bm
l∑
pi1(i)=1
· · ·
l∑
pim(i)=1
∑
a∈
Am×l
∑
b∈
Bm×l
1
lm
1 (x
m, ym)
/∈ Tmδ (pAˆBˆ)

m∏
t=1
pAlBl
(
a(t, 1 : l)
b(t, 1 : l)
)
1[ab]
pi (1 : m, i)
= (xm, ym)

=
∑
xm∈Am
∑
ym∈Bm
l∑
pi1(i)=1
· · ·
l∑
pim(i)=1
1 (x
m, ym)
/∈ Tmδ (pAˆBˆ)

∑
a∈
Am×l
∑
b∈
Bm×l
1
lm
m∏
t=1
pAlBl
(
a(t, 1 : l)
b(t, 1 : l)
)
1[ab]
pi (1 : m, i)
= (xm, ym)

=
∑
xm∈Am
∑
ym∈Bm
l∑
pi1(i)=1
· · ·
l∑
pim(i)=1
1 (x
m, ym)
/∈ Tmδ (pAˆBˆ)

1
lm
m∏
t=1
pApit(i)Bpit(i)(xt, yt)
=
∑
xm∈Am
∑
ym∈Bm
m∏
t=1
{
1
l
l∑
α=1
pAαBα(xt, yt)
}
1 (x
m, ym)
/∈ Tmδ (pAˆBˆ)

=
∑
xm∈Am
∑
ym∈Bm
m∏
t=1
pAˆBˆ(xt, yt)1
 (x
m, ym)
/∈ Tmδ (pAˆBˆ)

which is what we sought out to prove.
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