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Tensor-based EDMD for the Koopman
analysis of high-dimensional systems
Recent years have seen rapid advances in the data-driven analysis of dy-
namical systems based on Koopman operator theory – with extended dy-
namic mode decomposition (EDMD) being a cornerstone of the field. On
the other hand, low-rank tensor product approximations – in particular the
tensor train (TT) format – have become a valuable tool for the solution of
large-scale problems in a number of fields. In this work, we combine EDMD
and the TT format, enabling the application of EDMD to high-dimensional
problems in conjunction with a large set of features. We present the con-
struction of different TT representations of tensor-structured data arrays.
Furthermore, we also derive efficient algorithms to solve the EDMD eigen-
value problem based on those representations and to project the data into
a low-dimensional representation defined by the eigenvectors. We prove
that there is a physical interpretation of the procedure and demonstrate its
capabilities by applying the method to benchmark data sets of molecular
dynamics simulation.
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1 Introduction
The data-driven analysis of high-dimensional dynamical systems has been a highly successful re-
search field for several years, with applications in fluid dynamics, control theory, molecular dynam-
ics, and many others. Most of the work along these lines has focused on the infinite-dimensional
description of a system using transfer operators or Koopman operators, see [1, 2, 3, 4], which we
will summarily call evolution operators in this paper. A host of different methods for the numerical
approximation of evolution operators from simulation or measurement data have been developed,
see [5] for a review and comparison. A particularly important contribution is the extended dynamic
mode decomposition (EDMD) [6, 7], which will be the focus of this study. For reversible dynamical
systems, EDMD is equivalent to the variational approach to conformational dynamics (VAC) [8, 9].
Much of the appeal of these techniques is due to their formulation as data-driven regression
problems, which opens the door to the application of modern machine learning techniques. Ex-
amples include kernel-based formulations [10, 11] and combinations with deep learning [12]. A
different avenue towards the solution of high-dimensional problems are tensor products, where
functions on high-dimensional spaces are approximated in linear spaces of products of simple (of-
ten univariate) functions. The expansion coefficients of such a function form a multi-dimensional
array, called a tensor. As the size of a tensor grows exponentially with the dimension, parametric
representations (or formats) requiring only a manageable number of parameters need to be used.
Important examples include the canonical format [13], the Tucker format [14], and the hierarchical
Tucker format [15], with the tensor train (TT) format [16, 17] as an important special case of the
latter. The TT format is also known under the name matrix product states in physics [18, 19]. The
common idea behind these formats is to decompose a high-dimensional tensor into a network
of lower-dimensional tensors. Several applications of tensor decompositions have shown that it
is possible to tackle large-scale problems which cannot be solved using conventional numerical
methods, see, e.g., [20, 21, 22, 23, 24], and especially [25] for a review of tensor product methods
in quantum chemistry.
Low-rank approximations (albeit without tensors) of the matrices appearing in EDMD based on
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the Nyström method were discussed in [26]. The Nyström method is conceptually related to the
CUR decomposition we will employ here. Tensor-based reformulations of EDMD were proposed
in [27]. Assuming the basis functions have a tensor product structure, it was shown that the
matrices approximating the Perron–Frobenius or Koopman operator can directly be written in the
canonical format. The resulting generalized eigenvalue problems, when converted to TT format,
can be solved with the aid of power iteration methods. This, however, requires repeated rank
reductions and appropriate estimates of the eigenvalues so that power iteration quickly converges.
A different approach to tensor-based EDMD, based on the alternating least squares method, was
suggested in [28].
Direct solution of the generalized eigenvalue problem in EDMD can be avoided using the
AMUSE algorithm [29]. This method only requires a singular value decomposition (SVD) of the
data matrix followed by the solution of a standard matrix eigenvalue problem. Recent work [30]
has shown that such an SVD can also be computed for data matrices in TT format, operating only
on the TT representation of the data. This approach was then used to compute dynamic modes
of complex fluid flows as in dynamic mode decomposition (DMD).
In this work, we will provide an extension of the algorithm proposed in [30] to arrive at a tensor
train version of AMUSE. The detailed contributions are as follows:
• First, we present two different tensor train decompositions of the data tensor corresponding to a
product basis. The first one is the direct representation introduced in [24], while the second one
is based on an iterative method outlined in [31], which provides a higher-order CUR decom-
position. A detailed description of the latter method’s algorithmic realization, including several
enhancements, is provided.
• Second, we derive the tensor train version of AMUSE, called AMUSEt, and show that the
resulting standard matrix eigenvalue problem can be set up efficiently due to orthonormality
properties of the SVD.
• Third, we show that AMUSEt in fact reduces the problem to performing EDMD within a sub-
space of the full tensor space, thus retaining a physical interpretation of the procedure. We also
prove that this subspace converges in the infinite data limit.
• Finally, we demonstrate the capabilities of the proposed methods by analyzing benchmark data
sets of molecular dynamics simulation, namely, deca-alanine peptide and the NTL9 protein.
The remainder of this work is structured as follows: in Section 2, we introduce the required nota-
tion and concepts, in particular Galerkin approximations of evolution operators, tensor decomposi-
tions, and higher-order tensor decompositions. The main algorithmic and theoretical contributions
are presented in Section 3. Numerical results for two high-dimensional benchmark problems are
then shown in Section 4, and concluding remarks and open problems follow in Section 5.
2 Fundamental concepts
In this section, we recapitulate basic concepts from dynamical systems theory and from numerical
linear algebra required for the rest of the paper. First, we introduce the Galerkin approximation of
evolution operators for dynamical systems in Section 2.1. This section provides the groundwork
for the analysis tools developed later on. Afterwards, we change topics and discuss low-rank
approximations of tensors in the tensor train format in Sections 2.2 and 2.3, while the higher
CUR decomposition is presented in Section 2.4. The two strands will be connected in Section 3.
Throughout the paper, vector spaces will be denoted by blackboard bold symbols (e.g., R,V),
unless standard symbols like L2 are used.
2.1 Galerkin projection of evolution operators
This study is concerned with the analysis of dynamical systems. Let Xt ∈ Rd be a deterministic or
stochastic dynamical system with unique invariant measure µ. The Koopman operator Tτ on the
2
weighted space L2µ is defined by
Tτf(x) = E [f(Xτ )|X0 = x] . (1)
The operator Tτ describes the time-evolution of expectation values subject to Xt over a time
window τ , usually called the lag time. If some mild assumptions are satisfied, Tτ possesses a
complete set of eigenfunctions ϕk such that
Tτϕk = ωk(τ)ϕk = e−κkτϕk. (2)
The eigenpairs of (2) provide a decomposition of the system into dynamical processes which
decay at different rates 0 = κ1 < κ2 ≤ . . ., or equivalently, on different implied timescales
tk :=
1
κk
= − τ
log(ωk(τ))
, k > 1, (3)
where the second equality holds for any lag time τ . If Xt is reversible with respect to µ, then
Tτ is self-adjoint, and its eigenvalues can also be characterized by the Rayleigh–Ritz variational
inequality
q∑
k=1
〈Tτψk, ψk〉µ ≤
q∑
k=1
e−κkτ , (4)
which holds for all sets of q mutually orthonormal functions {ψk}qk=1. The maximum in (4) is
attained for the true eigenfunctions {ϕk}qk=1.
For a finite-dimensional subspace V ⊂ L2µ with basis ψ1, . . . , ψn, the Galerkin approximation to
Tτ is given by the matrix
Kτ =
(
C0
)+ · Cτ ,
with Cτij = 〈ψi, Tτψj〉µ and C0ij = 〈ψi, ψj〉µ [5, 7]. Approximations to the first q eigenfunctions
ϕ1, . . . , ϕq can be found by computing the first q solutions of the eigenvalue problem(
C0
)+ · Cτ · v = λ · v. (5)
Given the eigenvectors ξ1, . . . , ξq corresponding to the leading eigenvalues λ1, . . . , λq of (5),
each vector encodes a linear combination of the basis functions. That is, for ψ : Rd → Rn de-
fined by ψ(x) = [ψ1(x), . . . , ψn(x)]>, the kth eigenfunction is approximated by ϕ˜k(x) = ξ>k ψ(x).
In the self-adjoint case, it is readily shown that the eigenvalues λk of (5) satisfy the variational
principle [8].
q∑
k=1
λk =
q∑
k=1
〈Tτ ϕ˜k, ϕ˜k〉µ ≤
q∑
k=1
ωk(τ) =
q∑
k=1
e−κkτ . (6)
In general, the integrals required for the matrices C0 and Cτ cannot be computed analytically,
and are typically estimated from data instead. Assume we have data xk = Xtk sampled from
the invariant measure (such as a single ergodic trajectory) and the corresponding time-lagged
counterparts yk = Xtk+τ with k = 1, . . . ,m. Assembling these into data matrices X, Y ∈ Rd×m,
where X = [x1, . . . , xm] and Y = [y1, . . . , ym], we define the transformed data matrices in Rn×m
by
Ψ(X) =
[
ψ(x1) . . . ψ(xm)
]
and Ψ(Y ) =
[
ψ(y1) . . . ψ(ym)
]
. (7)
Empirical estimates of C0 and Cτ are then given by Ĉ0 = Ψ(X)·Ψ(X)> and Ĉτ = Ψ(X)·Ψ(Y )>
so that we obtain the reformulated eigenvalue problem(
Ĉ0
)+ · Ĉτ · ξ = (Ψ(X) ·Ψ(X)>)+ ·Ψ(X) ·Ψ(Y )> · ξ = (Ψ(X)>)+ ·Ψ(Y )> · ξ = λ · ξ, (8)
with Ĉτ , Ĉ0 ∈ Rn×n. The data-based approximation K̂τ = (Ĉ0)+ ·Ĉτ and the resulting eigenvalue
problem (8) are known as EDMD [6, 7].
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When considering a large number of basis functions, e.g., when n  m, storing the matrices
Cτ and C0 or solving the eigenvalue problem (5) may be infeasible. However, instead of com-
puting Cτ and C0 explicitly, we can construct a reduced matrix such that the number of rows
and columns is bounded by the number of snapshots m. This is known as AMUSE (algorithm
for multiple unknown signals extraction, cf. [29]), a method originally developed to solve the blind
source separation problem, see Algorithm 1. A proof that the eigenvalues λk and corresponding
eigenvectors ξk are indeed the solutions of the above eigenvalue problem and detailed deriva-
tions can be found in [5]. In Section 3, we will rewrite this algorithm in terms of low-rank tensor
approximations.
Algorithm 1: AMUSE for transformed data matrices.
Input: transformed data matrices Ψ(X) and Ψ(Y )
Output: solutions of (8) with Ĉτ = Ψ(X) ·Ψ(Y )> and Ĉ0 = Ψ(X) ·Ψ(X)>
1: Compute a reduced SVD of Ψ(X), i.e., Ψ(X) = U · Σ · V >.
2: Compute M = Σ−1 · U> ·Ψ(X) ·Ψ(Y )> · U · Σ−1.
3: Solve the eigenvalue problem M · wk = λk · wk.
4: The eigenvectors are then given by ξk = U · Σ−1 · wk.
Example 1: To illustrate the usefulness of Galerkin projections of evolution operators, let us con-
sider a simple low-dimensional example. We study a diffusion process
dXt = −∇V (Xt)dt+
√
2β−1dWt,
in a two-dimensional potential
V (x) = −2e−2r(x)2 − 1.5e−2(r(x)−2)2 − 1.5e−2(r(x)−4)2 + er(x)−6,
with r(x) = r(x1, x2) =
√
x21 + x
2
2 + 0.1, at inverse temperature β = 7. As we can see in Fig-
ure 1 (a), the potential features three circular regions where the system spends most of its time.
We generate a single trajectory comprising 10000 steps using the Euler–Maruyama method, to
obtain the data matrices X,Y ∈ R2×10000, at lag time τ = 10. After discretizing the domain
[−6, 6]× [−6, 6] into 100× 100 disjoint boxes B` of equal size, we define a basis of indicator func-
tions ψ`, ` = 1, . . . , 10000, given by
ψ`(x) =
{
1, if x is in box B`,
0, otherwise.
The transformed data matrix Ψ(X) is then of the form
Ψ(X) =
 ψ1(x1) · · · ψ1(xm)... . . . ...
ψ10000(x1) · · · ψ10000(xm)
 .
We apply AMUSE (Algorithm 1) to compute the eigenfunctions, and SEBA (sparse eigenbasis ap-
proximation, see [32]) in order to identify the metastable sets based on the eigenfunctions. Indeed,
as shown in Figure 1 (b), the three circular regions are identified by this procedure, demonstrating
how an approximation of the transfer operator can be utilized to understand the physics of the
system.
2.2 Low-rank tensor representations
In what follows, we will denote tensors by bold capital letters (T,U, etc.), matrices by capital
letters (U, V , etc.), and vectors and scalars are represented by lower case letters (x, α, etc.).
The order of tensors will generally be called p, while the dimensions of the elementary vector
4
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Figure 1: Example for the Galerkin projection of evolution operators: (a) Two-dimensional po-
tential V . (b) Visualization of three metastable sets determined by AMUSE in combination with
SEBA. The sets correspond to the three ring-shaped minima of the potential.
spaces (the so-called modes) are nk, k = 1, . . . , p. We therefore consider tensors T ∈ RN , where
N = n1 × · · · × np. Tensor entries are sometimes represented by multi-indices i = (i1, . . . , ip) ∈
{1, . . . , n1}×· · ·×{1, . . . , np}, i.e., Ti = Ti1,...,ip . The single-index representation of the multi-index
i is denoted by i ∈ {1, . . . ,∏pk=1 nk}. Conversely, the multi-index representation of the single-index
i ∈ N is represented by i. The tensor product is denoted by⊗ and tensor multiplication/contraction
by · .
We start by introducing the tensor train (TT) format, where a high-dimensional tensor is repre-
sented by the contraction of multiple low-dimensional tensors [16, 17].
Definition 1: A tensor T ∈ RN is said to be in the TT format if
T =
r0∑
l0=1
· · ·
rp∑
lp=1
p⊗
k=1
T
(k)
lk−1,:,lk =
r0∑
l0=1
· · ·
rp∑
lp=1
T
(1)
l0,:,l1
⊗ · · · ⊗T(p)lp−1,:,lp .
The tensors T(k) ∈ Rrk−1×nk×rk of order 3 are called TT cores and the numbers rk are called TT
ranks. It holds that r0 = rp = 1 and rk ≥ 1 for k = 1, . . . , p− 1.
The TT ranks r0, . . . , rp have a strong influence on the capability of representing a given tensor
as a tensor train and determine the storage consumption of a tensor in the TT format. The
storage consumption can be estimated as O(r2 ·n ·p), where r is the maximum TT rank and n the
maximum mode size. Figure 2 shows the graphical representation of a tensor train, which is also
called Penrose notation, see [33].
r1 r2 r3 rp−2 rp−1
n1 n2 n3 np−1 np
Figure 2: Graphical representation of a tensor train: A core is depicted by a circle with different
arms indicating the modes of the tensor and the rank indices. The first and the last TT core are
regarded as matrices due to the fact that r0 = rp = 1.
We also represent TT cores as two-dimensional arrays containing vectors as elements. For a
given tensor train T ∈ RN with cores T(k) ∈ Rrk−1×nk×rk , a single core is written as
r
T(k)
z
=
uwwwwwwv
T
(k)
1,:,1 · · · T(k)1,:,rk
...
. . .
...
T
(k)
rk−1,:,1 · · · T
(k)
rk−1,:,rk
}~ .
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We then use the notation T =
q
T(1)
y⊗· · ·⊗qT(p)y for representing tensor trains T, cf. [22, 24, 34].
Note that this notation can be regarded as a generalization of the standard matrix multiplication.
The difference is that we here compute the tensor products of the corresponding elements – which
are vectors instead of scalar values – and then sum over the columns and rows, respectively.
2.3 Higher-order singular value decomposition
In theory, any tensor T ∈ RN can be converted to the TT format by reshaping and decomposing
consecutive multi-dimensional arrays. For 1 ≤ k ≤ p− 1, the mode-k unfolding of the tensor T is
the matrix
T
∣∣∣∣nk+1,...,npn1,...,nk ∈ R(n1·...·nk)×(nk+1·...·np),
where the indices of all modes up to k are lumped into single long row indices, and all remaining
indices are lumped into long column indices, i.e.,(
T
∣∣∣∣nk+1,...,npn1,...,nk
)
i,j
= Ti,j = Ti1,...,ik,ik+1,...,ip ,
with i = (i1, . . . , ik) and j = (ik+1, . . . , ip).
Initial tensor
n1 n2 · · · np−1 np
Isolate first mode
and apply SVD/QR
n1 n2 · · · · · np
Isolate second mode
and apply SVD/QR
n1 n2 n3 · · · · · np
...
...
TT approximation
n1 n2 np−1 np
Figure 3: Conversion from full format into TT format: By reshaping and applying SVDs or QR
decompositions, one mode is isolated in every step.
The idea now is to successively apply common matrix factorizations, e.g., singular value de-
compositions, to different unfoldings of the tensor. It was shown in [16, 17] that the procedure
visualized in Figure 3 yields an exact TT representation, i.e., the contraction of the TT cores would
result in the initial tensor (neglecting numerical errors). In each step, we decompose the residual
tensor Tk ∈ Rrk−1×nk×···×np , where rk−1 is the corresponding TT rank. That is, we compute an
SVD (or QR decomposition) of the unfolding
Tk = Tk
∣∣∣∣nk+1,...,nprk−1,nk , (9)
for k = 1, . . . , p − 1. Using reduced SVDs for the decomposition, i.e., Tk = Uk · Σk · V >k with
Σk ∈ Rrk×rk , the matrix Uk reshaped as a tensor of size Rrk−1×nk×rk constitutes the kth core
6
T(k), with rk being the TT rank. The resulting core is then left-orthonormal, i.e.,(
T(k)
∣∣∣∣rkrk−1,nk
)>
·
(
T(k)
∣∣∣∣rkrk−1,nk
)
= U>k · Uk = Id ∈ Rrk×rk ,
where Id denotes the identity matrix. Orthonormality of TT cores is depicted by half-filled circles,
cf. Figure 3. The non-orthonormal part Σk · V >k defines the next residual tensor.
It was also shown that, if the SVDs are truncated in each step using a relative error tolerance ε,
then the relative error (in the Frobenius norm) of the TT decomposition is bounded by
√
p− 1 ε.
This algorithm is generally referred to as higher-order singular value decomposition (HOSVD). As
we have shown in [30], sequential SVDs can also be used to compute pseudoinverses of tensor
unfoldings directly in the TT format. The specific application of this method will be explained in
more detail in Section 3.
2.4 Higher-order CUR decomposition
In case the initial tensor for the HOSVD method described in Section 2.3 cannot be stored entirely,
an alternative isolation technique for the modes has to be used, since all SVDs require the whole
residual tensor as input. If we assume that we have an explicit expression for each element of the
initial tensor, SVDs can be replaced by so-called CUR decompositions, see [35, 36], within the
HOSVD algorithm.
For a matrix M ∈ Rm×n, a CUR decomposition consists of index sets I, J , as well as submatri-
ces C = M:,J , U = MI,J , and R = MI,:, such that M ≈ C · U−1 ·R, see Figure 4.


·····
·····
·····
·····
·····
·····
·····
·····
·····
≈

 ·
 −1 ·
 
Figure 4: CUR decomposition: The matrix on the left-hand side is approximated by the matrix
product C · U−1 ·R, where C (blue lines) is a column subset, R (green lines) is a row subset, and
U (red crosses) is the intersection matrix.
As described in [31], the CUR decomposition can be generalized to a tensor by replacing the
SVDs in the HOSVD algorithm by CUR decompositions. Given suitable row and column sets
Ik, Jk of sizes rk, the unfolded residual tensor Tk in (9) is decomposed by the CUR Tk = Ck ·
U−1k ·Rk instead of an SVD. The kth core is then defined as a reshape of Ck ·U−1k , while Rk turns
into the next residual tensor.
In the matrix case, there are different methods to find optimal sets of rows and columns, cf. [37].
To prepare for the tensor case, we only need to consider the following subproblem for a matrix
M ∈ Rm×n: given a set of column indices J = {j1, . . . , jr} with r ≤ min(m,n) (and M:,J having
full column rank), we wish to find an optimal subset of row indices I = {i1, . . . , ir}. Based on the
maximum-volume principle introduced in [38], this problem can be solved by applying Algorithm 2
to M:,J , so that the infinity norm of M −M:,J ·M−1I,J ·MI,: is minimized over I, see [38, 39]. In
other words, MI,J is a dominant submatrix of M:,J .
In order to find the first set of linearly independent rows in Line 2 of Algorithm 2, one could, for
instance, apply a QR decomposition with column pivoting to M>. In Section 3.2, we will iteratively
use Algorithm 2 to compute CUR decompositions of submatrices of tensors that are given entry-
wise.
3 Tensor-based EDMD
Let us now combine the techniques for the data-driven approximation of evolution operators, see
Section 2.1, and for the low-rank approximation of multi-dimensional arrays, see Sections 2.2
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Algorithm 2: Maximum-volume principle.
Input: matrix M ∈ Rm×n with m ≥ n, maximum number of iterations N ≥ 1,
tolerance ε > 0
Output: row set I = {i1, . . . , ir} with r ≤ n s.t. MI,: is a (quasi-)dominant submatrix
1: Set k = 1 and δ > 1 + ε.
2: Find linearly independent rows I = {i1, . . . , ir} of M (with r being as large as possible).
3: if r < n then keep the first r columns of M and disregard the rest.
4: while δ > 1 + ε and k ≤ N do
5: Set U = MI,: and compute M̂ = M · U−1.
6: Set (p, q) = arg max
i,j
∣∣∣M̂i,j∣∣∣ and replace iq by p in I.
7: Set δ =
∣∣∣M̂p,q∣∣∣ and increase k by 1.
to 2.4. We consider data matrices X,Y ∈ Rd×m originating from a stochastic process Xt, and
a set of basis functions ψ1, . . . , ψp with ψk : Rd → Rnk where nk ∈ N for k = 1, . . . , p. Let
Vk = span{ψk,1, . . . , ψk,nk} denote the nk-dimensional subspaces spanned by the elementary
basis functions ψk,1, . . . , ψk,nk . We consider the Galerkin projection (5) on the tensor product
V := V1 ⊗ · · · ⊗ Vp ⊂ L2µ, which is a subspace of dimension n1 · . . . · np. We then reformulate
the eigenvalue problem (5) using tensors Cτ ,C0 ∈ RN×N with N = n1 × · · · × np. That is, the
Galerkin matrices Cτ and C0 are replaced by tensor-structured linear operators given by
Cτij = 〈Ψi, TτΨj〉µ and C0ij = 〈Ψi,Ψj〉µ,
where Ψi =
∏p
k=1 ψk,ik for each multi-index i = (i1, . . . , ip). This results in the tensorized eigen-
value problem (
C0
)+ ·Cτ ·V = λ ·V, (10)
where V is a tensor in RN .
In what follows, we will denote the tensor-based counterparts of the transformed data matrices
given in (7) by Ψ(X) and Ψ(Y ), respectively. These transformed data tensors can then be used
to obtain empirical estimates of Cτ and C0, i.e., Ĉτ = Ψ(X) ·Ψ(Y )> and Ĉ0 = Ψ(X) ·Ψ(X)>,
and to construct the reformulated eigenvalue problem as described in (8).
The combination of tensor-based basis decompositions (Section 3.1) – either using HOSVD
(Section 2.3) or HOCUR (Sections 2.4 and 3.2) – with tensor-based AMUSE (Sections 3.3 and
3.4) is summarized under the term tensor-based EDMD (tEDMD).
3.1 Basis decompositions
As we have shown in [24], the tensor train format can be used to represent transformed data
tensors. As above, let x ∈ Rd be a vector and ψk : Rd → Rnk , k = 1, . . . , p, basis functions. We
consider the rank-one tensors
Ψ(x) = ψ1(x)⊗ · · · ⊗ ψp(x) =
 ψ1,1(x)...
ψ1,n1(x)
⊗ · · · ⊗
 ψp,1(x)...
ψp,np(x)
 ∈ Rn1×n2×···×np . (11)
For m different vectors stored in a data matrix X = [x1, . . . , xm] ∈ Rd×m, we now construct
transformed data tensors Ψ(X) ∈ Rn1×···×np×m with Ψ(X):,...,:,k = Ψ(xk). This is achieved by
adding the rank-one decompositions given in (11) for all vectors x1, . . . , xm and taking the tensor
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product with an additional unit vector. The result is the following TT decomposition:
Ψ(X) =
m∑
k=1
Ψ(xk)⊗ ek
=
m∑
k=1
ψ1(xk)⊗ · · · ⊗ ψp(xk)⊗ ek
=
q
ψ1(x1) · · · ψ1(xm)
y⊗
uwvψ2(x1) 0. . .
0 ψ2(xm)
}~⊗ · · ·
· · · ⊗
uwvψp(x1) 0. . .
0 ψp(xm)
}~⊗
uwv e1...
em
}~
=:
r
Ψ(1)(X)
z
⊗
r
Ψ(2)(X)
z
⊗ · · · ⊗
r
Ψ(p)(X)
z
⊗
r
Ψ(p+1)(X)
z
,
(12)
where ek, k = 1, . . . ,m, denote the unit vectors of the standard basis in the m-dimensional Eu-
clidean space. Let us note that the so-called coordinate-major and function-major basis decom-
positions, introduced in [24], are special cases of the more general decomposition given in (11)
and (12).
The matrix-based counterpart of Ψ(X), see (7), would be given by the mode-p unfolding
Ψ(X) = Ψ(X)
∣∣∣∣mn1,...,np , (13)
that is, modes n1, . . . , np represent row indices of the unfolding, and mode m is the column index.
To account for this, we slightly change the graphical representation for transformed data tensors
and transpose the last TT core, as shown in Figure 5 (a).
Example 2: Let us again consider our guiding example from Section 2.1. For the construction
of the transformed data matrices we chose indicator functions on two-dimensional boxes in the
domain [−6, 6]× [−6, 6]. These basis functions can be expressed as products of one-dimensional
basis functions. Since the domain is discretized into disjoint boxes of equal size, each box B`,
` = 1, . . . , 10000, is given by
B` = {x = (x1, x2) ∈ R2 : x1 ∈ I`1 ∧ x2 ∈ I`2}
with ` = (`1, `2), 1 ≤ `1, `2 ≤ 100, and corresponding intervals I`1 , I`2 ⊂ [−6, 6]. Thus, we can
write ψ` as the product of two one-dimensional indicator functions, i.e.,
ψ`(x) = 1I`1 (x1) · 1I`2 (x2).
It follows that the corresponding transformed data tensor Ψ(X) can be expressed as
Ψ(X) =
m∑
k=1
 1I1(xk,1)...
1I100(xk,1)
⊗
 1I1(xk,2)...
1I100(xk,2)
⊗ ek
for any snapshot matrix X = [x1, . . . , xm].
3.2 HOCUR for transformed data tensors
Next, we present an alternative construction of a TT representation for a transformed data tensor
Ψ(X) based on the HOCUR decomposition discussed in Section 2.4. The motivation is that
the construction of Ψ(X) as described in Section 3.1 may still be infeasible in practice due to a
large number of basis functions or snapshots. We will see in the next section that, in order to
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apply EDMD to a tensor-structured basis set, we need to apply orthonormalization techniques
to the TT representation (12). Even if the cores of the initial construction (12) can be stored in
a sparse format, orthonormalization is likely to produce dense TT cores. Thus, unless the TT
ranks significantly decrease during the orthonormalization procedure, the resulting tensor train
may easily become too complex for efficient computations.
Algorithm 3 is a combination of different techniques from [31, 38, 39], specifically adapted to
transformed data tensors as described in Section 3.1. As suggested in [31], Algorithm 3 suc-
cessively updates the rows sets of the unfolded residual tensors during a forward loop, while all
column sets are fixed. Then, column sets are updated during a backward loop, with all row sets
fixed, and the entire procedure is repeated until convergence. The key insight, used in lines 5 – 9
and 13 – 14, is that each update only operates on a small subtensor which is easily evaluated. As-
sume we are given a row set I = Iq = {i1, . . . , irq} of multi-indices comprising modes n1, . . . , nq,
and a column set J = Jq+2 = {j1, . . . , js} of multi-indices comprising modes nq+2, . . . , np,m:
i1, . . . , irq ∈ {1, . . . , n1} × · · · × {1, . . . , nq},
j1, . . . , js ∈ {1, . . . , nq+2} × · · · × {1, . . . , np} × {1, . . . ,m}.
Then, a new extended row set comprising the first q + 1 modes
i1, . . . , irq+1 ∈ {1, . . . , n1} × · · · × {1, . . . , nq+1},
can be obtained by applying Algorithm 2 to the submatrix Ψ(X)|I,J ∈ Rrq·nq+1×s, given by
Ψ(X)|I,J =
Ψ(X)i1,:,j1 · · · Ψ(X)i1,:,js... . . . ...
Ψ(X)irq ,:,j1 · · · Ψ(X)irq ,:,js
 . (14)
This matrix is easily set up using basis function evaluations. More precisely, given multi-indices
i = (i1, . . . , iq) ∈ I and j = (iq+2, . . . , ip, k) ∈ J, entries Ψ(X)i,:,j of Ψ(X)|I,J are given by
Ψ(X)i,:,j = Ψ(X)i1,...,iq,:,iq+2,...ip,k
= ψ1,i1(xk) · . . . · ψq,iq (xk)︸ ︷︷ ︸
∈R
·ψq+1(xk)︸ ︷︷ ︸
∈Rnq+1
·ψq+2,iq+2(xk) · . . . · ψp,ip(xk)︸ ︷︷ ︸
∈R
.
Note that the last entry of the column index j determines the snapshot xk where the product is
evaluated.
Let us elaborate on a few more details of Algorithm 3. First, note that multi-index sets for
the construction of the submatrices Ψ(X)|I,J are nested sets by construction. In Line 10, after
each application of Algorithm 2, the resulting single-index set I = {i1, . . . , irq+1} needs to be
converted into a multi-index row set for modes n1, . . . , nq+1. Given a multi-index row set Iq =
{i1, . . . , irq} as above, each row of Ψ(X)|Iq,Jq+2 can naturally be associated with a multi-index
(k1, k2) ∈ {1, . . . , rq} × {1, . . . , nq+1}. Hence, we map each single-index ik ∈ I to a multi-index
ik = (ik,1, ik,2) in {1, . . . , rq} × {1, . . . , nq+1}, and then define the extended multi-index row set
Iq+1 = {(ii1,1 , i1,2), . . . , (iirq+1,1 , irq+1,2)}. (15)
Column sets are updated analogously in Line 15 of Algorithm 3.
Second, the algorithm requires initial column sets which are generated in Line 2. While it was
suggested in [31] to pick these columns at random, we build them up recursively to ensure the
column sets are also nested. Starting from Jp+2 = {∅}, column set Jq is obtained by simply
selecting the first min(α · rq, nq+1 · rq+1) indices out of the index set {1, . . . , nq+1 · rq+1}, and then
joining them with multi-index column set Jq+1 as described above in (15). In practice, we found
it helpful to select a rather large number of columns at this point, as these initial columns would
often be highly redundant. The parameter α can be tuned to ensure enough columns are selected
during the initialization stage.
Third, similar to Algorithm 2, we need to find index sets of linearly independent columns of the
matrices Ψ(X)|I,J during the first iteration, see Line 7. This can again be done by applying QR
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Algorithm 3: Higher-order CUR decomposition.
Input: data matrix X = [x1, . . . , xm] ∈ Rd×m, basis functions ψi,ji , i = 1, . . . , p,
ji = 1, . . . , ni, maximum ranks r1, . . . , rp with rq ≤ nq+1 · rq+1,
number of iterations N , multiplier α > 1
Output: TT approximation of the transformed data tensor Ψ(X)
1: Set np+1 = m, r0 = rp+1 = 1, and I0 = {∅}.
2: Define initial multi-index column sets J2, . . . ,Jp+2.
3: for k = 1, . . . , N do
4: for l = 1, . . . , p do (First half sweep)
5: Extract submatrix M = Ψ(X)|Il−1,Jl+1 , see (14).
6: if k = 1 then
7: Find set of linearly independent columns J of M with |J | ≤ rl.
8: Set M to M:,J and rl to |J |.
9: Apply Algorithm 2 to M to extract row set I.
10: Compute multi-index row set Il from Il−1 and I, see (15).
11: Define core Ψ(X)(l) as M ·M−1I,: reshaped as Rrl−1×nl×rl .
12: for l = p+ 1, . . . , 2 do (Second half sweep)
13: Extract submatrix M = Ψ(X)|Il−1,Jl+1 and reshape as Rrl−1×nl·rl .
14: Apply Algorithm 2 to M> to extract column set J and set rl−1 = |J |.
15: Compute multi-index column set Jl from J and Jl+1.
16: Define core Ψ(X)(l) as M−1:,J ·M reshaped as Rrl−1×nl×rl .
17: Define first core Ψ(X)(1) as Ψ(X)|I0,J2 reshaped as R1×n1×r1 .
decompositions with column pivoting. And finally, the cores of the TT approximation of Ψ(X) are
updated in Lines 11 and 16, by multiplication of parts of the determined CUR decomposition. In
the notation used in Section 2.4, the updated cores are given by tensor foldings of C · U−1 and
U−1 ·R, respectively.
Example 3: After showing how to decompose the basis functions of our guiding example in Ex-
ample 2, we can now apply HOSVD/HOCUR to the simulation data. By applying the HOSVD
method with different thresholds to the tensor train defined by (12), we are able to construct TT
approximations of Ψ(X). The TT ranks of the decompositions as well as the approximation errors
depend on the relative truncation threshold ε for the SVDs. In Table 1, we show the ranks and the
relative Frobenius norm approximation error∥∥∥∥Ψ(X)−Ψε(X) ∣∣∣∣10000100,100
∥∥∥∥
F
‖Ψ(X)‖F
between Ψ(X) and its TT approximation Ψε(X) ∈ R100×100×10000 for a given tolerance ε. Com-
paring the approximation errors for ε = 0 and ε = 1e−12, we see that the transformed data matrix
can be almost exactly represented in the TT format with ranks [1, 76, 2389, 1]. Here, the second
last rank is simply equal to the number of boxes which were visited by the trajectory stored in the
data matrix X. Due to the binary structure of the transformed data matrix, the TT ranks do not
change when using thresholds between 1e−12 and 1e−2. However, using a threshold of 1e−1 then
results in only slightly lower TT ranks but, at the same time, in a significant decline of approxima-
tion quality. A similar trend can be observed when applying the HOCUR decomposition to Ψ(X),
at maximal ranks on the same order as the number of visited boxes (see lower panel of Table 1).
Note that this is only an illustrative toy example, we merely aim to show here that HOSVD and
HOCUR are in principle able to provide TT decompositions of transformed data matrices. The
selected basis set is not comprised of smooth functions and thus is not amenable to low-rank
approximations. We will employ basis sets with better regularity properties in the applications
presented in Section 4.
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Table 1: TT approximation of transformed data tensors using HOSVD and HOCUR: For different
thresholds (HOSVD) and maximum ranks (HOCUR), the resulting ranks of the TT representation
and the corresponding approximation errors are shown.
Method Threshold/maximum rank TT ranks Approximation error
HOSVD 0 [1, 100, 10000, 1] 4.32e−15
1e−12 [1, 76, 2389, 1] 3.55e−15
1e−01 [1, 74, 2387, 1] 1.41e−02
HOCUR 2400 [1, 75, 2388, 1] 1.00e−02
2375 [1, 75, 2375, 1] 3.74e−02
2350 [1, 75, 2350, 1] 6.32e−02
3.3 Global SVD and pseudoinverse
Solving the eigenvalue problem (10) by the AMUSE Algorithm 1 requires an SVD of the trans-
formed data tensor Ψ(X), or of its mode-p unfolding (13). In [30], we proposed a method to
directly compute the singular value decomposition of a tensor train without leaving the TT format.
Applied to transformed data tensors as described in Section 3.1, the method provides a tensor
train in form of a segment U ∈ Rn1×···×np×r, a diagonal coupling matrix Σ ∈ Rr×r, and an or-
thonormal V ∈ Rm×r representing the last core. The dimension r is the TT rank between the two
last cores. Just like a standard SVD of a matrix, U,Σ, and V then satisfy the following properties:
i) Ψ(X) = U · Σ · V >,
ii) U> ·U = V > · V = Id ∈ Rr×r,
iii) Σ ∈ Rr×r is a diagonal matrix.
The method proceeds as follows: first, we right-orthonormalize the last TT core Ψ(p+1)(X) using
a (truncated) SVD and shift the non-orthonormal parts to the preceding core. Then, similarly to
the HOSVD algorithm, we left-orthonormalize the TT cores Ψ(1)(X), . . . ,Ψ(p−1)(X), cf. Figure 3,
again using truncated SVDs if required. Afterwards, we decompose the TT core Ψ(p)(X), but this
time retain the diagonal matrix containing the singular values and only shift the right-orthonormal
matrix to the last core Ψ(p+1)(X). This provides the components of the global SVD as shown in
Figure 5 (a). We remark that the global SVD procedure also allows to calculate the pseudoinverse
of a tensor train, see Figure 5 (b) and [30].
3.4 AMUSEt
Let us now come to the main method of this paper. In order to solve the eigenvalue problem (10)
with empirical estimates
Ĉτ = Ψ(X) ·Ψ(Y )> and Ĉ0 = Ψ(X) ·Ψ(X)>,
where Ψ(X) and Ψ(Y ) are given in TT format, we apply the tensor-based counterpart of the
AMUSE algorithm [29] discussed in Section 2.1. Instead of solving the eigenvalue problem in
the TT format, cf. [22, 40], we construct a reduced eigenvalue problem with the same spectrum
as (10). The resulting tensor-based method will be called AMUSEt (AMUSE on tensors).
The basic idea is to first apply the global SVD to Ψ(X), and then to compute the reduced
matrix M as in Line 2 of Algorithm 1, which leads to the contraction of a tensor network similar
to the DMD case described in [30]. However, the complexity of AMUSEt can be reduced further
in many cases. Oftentimes, we consider snapshot matrices X,Y ∈ Rd×m, which are extracted
from a trajectory data matrix Z ∈ Rd×m˜, m˜ > m and share a large number of common snapshot
vectors. Instead of constructing the transformed data tensors separately, we can construct the
TT decomposition of Ψ(Z) and then simply restrict the last TT core to the respective time steps
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(a)
r r
n1 n2 n3 np
m
︸ ︷︷ ︸
U
︸ ︷︷ ︸
Σ
︸ ︷︷ ︸
V >
(b)
r r
n1 n2 n3 np
m︸ ︷︷ ︸
U>
︸ ︷︷ ︸
Σ−1
︸ ︷︷ ︸
V
Figure 5: Global SVD and pseudoinverse in TT format: (a) Global SVD of a transformed data
tensor Ψ(X) with components U (half-filled circles in blue), Σ (orange circle), and V (half-filled
circle in green). The first p modes depict the row indices while the last mode depicts the column
index. (b) Pseudoinverse of Ψ(X), where the cores of U and V are transposed and Σ is replaced
by its inverse (red circle).
in order to obtain the representations for Ψ(X) and Ψ(Y ). That is, given the data matrix Z, and
index sets IX , IY such that X = Z:,IX and Y = Z:,IY , we construct
Ψ(Z) =
r
Ψ(1)(Z)
z
⊗
r
Ψ(2)(Z)
z
⊗ · · · ⊗
r
Ψ(p)(Z)
z
⊗
r
Ψ(p+1)(Z)
z
either by the direct approach, see Section 3.1, or by applying Algorithm 3. Then, the tensor trains
Ψ(X) and Ψ(Y ) are given by
Ψ(X) =
r
Ψ(1)(Z)
z
⊗
r
Ψ(2)(Z)
z
⊗ · · · ⊗
r
Ψ(p)(Z)
z
⊗
s(
Ψ(p+1)(Z)
)
:,IX ,1
{
and
Ψ(Y ) =
r
Ψ(1)(Z)
z
⊗
r
Ψ(2)(Z)
z
⊗ · · · ⊗
r
Ψ(p)(Z)
z
⊗
s(
Ψ(p+1)(Z)
)
:,IY ,1
{
.
Hence, we first left-orthonormalize the tensor train Ψ(Z) and then extract Ψ(X) as well as Ψ(Y )
by restricting the last core to the corresponding indices. Additionally, we construct a global SVD
of Ψ(X) in the form of U · UX · ΣX · V >X . That is, we compute an SVD of the last core of Ψ(X).
The result is then a tensor network similar to the one shown in Figure 5 (a). The respective
transformations of the considered tensor trains are visualized in Figure 6.
The reduced matrix is given by
M = Σ−1 · U>X ·U> ·Ψ(X) ·Ψ(Y )> ·U · UX · Σ−1. (16)
Figure 7 shows the corresponding tensor network. By construction, Ψ(X) and Ψ(Y ) share the
same segment U. Since the cores of U (as well as UX ) are left-orthonormal, most of the con-
tractions cancel out, and only four matrices remain, namely V >X , MY , UX , and Σ
−1. Thus, the
reduced matrix M is simply constructed by the multiplication of these matrices.
Furthermore, we are typically not interested in the full eigentensors but rather in the projections
of the data onto approximate eigenfunctions of the Koopman operator (1). Given the q leading
eigenvectors of the reduced matrix M in form of a matrix W = [w1, . . . , wq], the eigentensors of(
Ĉ0
)+
· Ĉτ can be expressed as a tensor train Ξ with Ξ = U · UX · Σ−1 · W , see Line 4 of
Algorithm 1. The evaluations of the associated eigenfunctions at all snapshots are then given by
the matrix Φ = Ξ> · Ψ(X), see [5]. The corresponding tensor network also breaks down to a
simple matrix product, as is shown in Figure 8.
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Ψ(Z)
Ψ(X)
Ψ(Y )
=
=
=
U ·MZ
U · UX · ΣX · V >X
U ·MY
=
=
=
Figure 6: Construction of transformed data tensors for AMUSEt: The tensor trains Ψ(X) and
Ψ(Y ) are extracted from the left-orthonormalized tensor train Ψ(Z). Additionally, Ψ(X) is rep-
resented by its global SVD. Again, the cores of U (as well as UX ) are represented by half-filled
circles in blue, Σ by an orange circle, and VX by a half-filled green circle. The last cores of Ψ(Z)
and Ψ(Y ) are depicted by a gray and a white circle, respectively.
{
{
{
{
U · UX · Σ−1
Ψ(Y )>
Ψ(X)
Σ−1 · U>X ·U>
=
Figure 7: Graphical representation of the reduced matrix: Given the tensors Ψ(X) and Ψ(Y ) as
depicted in Figure 6, the reduced matrix M ∈ Rr×r is computed by contracting the above tensor
network. Half-filled circles in blue depict the cores of U and UX , while Σ and Σ−1 are represented
by orange and red circles, respectively.
Ξ =
Φ = =
Figure 8: Graphical representation of the eigentensors and eigenfunctions: The tensor train Ξ
is built by the contraction of U, UX , Σ−1, and W. The matrix Φ comprising the evaluations of
the eigenfunctions at the given snapshots is constructed by multiplying the tensors Ψ(X) and Ξ.
Similar to the construction of the reduced matrix, see Figure 7, only a few cores remain since the
orthonormal cores cancel out and Σ is multiplied by its inverse.
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Remark 1: Note that we do not need the cores of U after the orthonormalization procedure if we
are only interested in the approximated eigenfunctions. For both the construction of the reduced
matrix M (Figure 7) as well as the eigenfunction evaluations Φ (Figure 8), the TT segment U is
not required due to its orthonormality. In particular, when using the HOSVD approach, this signif-
icantly reduces the storage consumption since we are able to construct the left-orthonormalized
version of Ψ(X) step by step, i.e., we only need to store two TT cores in memory at the same
time.
Example 4: Let us finally apply tEDMD to our guiding example. Table 2 shows the relative 2-norm
errors eλ, eξ between the eigenpairs (λ, ξ) computed in Example 1 (using classical EDMD) and
their approximations (λ̂, ξ̂) computed by AMUSEt, using HOSVD or HOCUR, respectively.
Table 2: Application of AMUSEt using HOSVD and HOCUR: For different thresholds (HOSVD)
and maximum ranks (HOCUR), respectively, the relative errors of the approximate eigenvalues
and eigentensors (in comparison to the matrix case) are shown. For the HOSVD approach, we
excluded the threshold 0 because then the pseudoinverse has an extremely high condition number
which leads to inaccurate results.
Method Threshold/maximum rank 1st eigenpair 2nd eigenpair
eλ eξ eλ eξ
AMUSEt (HOSVD) 1e−12 6.66e−16 3.53e−13 3.59e−15 3.45e−13
1e−01 1.96e−04 3.44e−02 2.16e−04 3.60e−02
AMUSEt (HOCUR) 2400 9.82e−05 2.27e−02 1.03e−04 2.30e−02
2375 1.36e−03 8.92e−02 1.19e−03 9.63e−02
2350 3.29e−03 1.85e−01 3.46e−03 1.76e−01
We see that both decompositions provide accurate approximations of the eigenvalues and eigen-
vectors, which motivates the application of AMUSEt to high-dimensional systems. Moreover,
Figure 9 shows the approximate eigenfunctions ϕ2 and ϕ3.
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Figure 9: Approximate eigenfunctions of the Koopman operator: (a) Eigenfunction ϕ2 defined by
ϕ2(x) = Ξ
>
2 · Ψ(x), x ∈ [−6, 6] × [−6, 6], where Ξ2 is the second eigentensor computed using
HOCUR with maximum rank 2350. (b) Eigenfunction ϕ3 with analogous construction. The tensor-
based results are virtually indistinguishable from those obtained by applying classical AMUSE.
3.5 Subspace interpretation
We show that computing the global SVD of a transformed data tensor (12) amounts to selecting
an rp-dimensional subspace of the full tensor space V. Application of AMUSEt in fact provides
a solution of the Galerkin eigenvalue problem (5) in this subspace. For reversible systems, the
variational principle (6) holds in the infinite data limit.
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Lemma 1: After k steps of the global SVD algorithm applied to the decomposition (12), core
Ψ(k+1)(X), viewed as a matrix in Rrk·nk+1×m, contains the time series of rk ·nk+1 functions of the
form
ζk,lk(x) · ψk+1,ik+1(x), lk = 1, . . . , rk, ik+1 = 1, . . . , nk+1,
with ζk,lk ∈
⊗k
l=1Vl and ψk+1,ik+1 ∈ Vk+1.
Proof: The statement clearly holds for k = 0 with ζ0,1 = 1, so let us consider a general k and
assume it is true for all cores up to Ψ(k)(X). Consider the singular value decomposition Ψk(X) =
Uk · Σk · V >k . The columns of Uk encode rk linear combinations of the functions represented by
Ψ(k)(X), denote those functions by ζk,lk ∈
⊗k
l=1Vl for lk = 1, . . . , rk. The time series of these
functions along the data are given by U>k ·Ψ(k)(X) = Σk · V >k ∈ Rrk×m. The scaled right singular
vectors thus provide the time series of the basis functions selected during the kth compression
step. After contracting Σk · V >k and the next core, the updated core Ψ(k+1)(X) becomes
Ψ(k+1)(X)lk,ik+1,t =
m∑
t′=1
[
ΣkV
>
k
]
lk,t′
· δt,t′ · ψk+1,ik+1(xt)
= ζk,lk(xt) · ψk+1,ik+1(xt).
Applying this argument p times, it follows that the global left singular vectors U in Section 3.3
encode an rp-dimensional subspace of the full tensor space V, and the tensor U · Σ−1 provides
a corresponding orthonormal basis. Consequently, solving (16) is equivalent to solving (5) for this
subspace. Given some technical assumptions, we can show that the subspace converges in the
limit of infinite data:
Proposition 1: Assume that the global SVD algorithm is applied to (12) at fixed ranks rk, k =
1, . . . , p. Moreover, assume that for a sufficient amount of data, the transformed cores Ψ(k)(X)
always possess a singular value gap of at least δk > 0 between their (rk)th and (rk+1)th singular
value. Then, the subspace represented by U converges for infinite data size. In the reversible
case, the variational principle (6) holds in this limit.
Proof: It suffices to establish convergence of the rk-dimensional left singular subspace of each
reshaped core Ψ(k)(X) ∈ Rrk−1nk×m, or equivalently of span{ζk,lk}rklk=1. Again, we can apply an
inductive argument. Noting that ζ0,1 = 1, the claim holds for k = 0. Assuming the claim is true
for k − 1, we note that Ψ(k)(X) · (Ψ(k)(X))> converges to the overlap matrix C0 of the functions
ζk−1,lk−1ψk,ik by ergodicity of the process. Hence the singular values of Ψ
(k)(X) converge to the
square roots of the eigenvalues of this matrix by the Hoffman–Wielandt theorem [41]. Finally,
the assumption on a singular value gap allows to invoke the Davis–Kahan theorem [42] to show
convergence of the dominant eigenspace of Ψ(k)(X) · (Ψ(k)(X))>, which equals the space of
leading left singular vectors of Ψ(k)(X). This concludes the proof.
4 Numerical examples
We apply the data-driven tensor-decomposition methods developed in the previous section to two
benchmarking data sets of molecular dynamics simulation. Both of these systems have been
analyzed before, using standard methods in the field, providing reference values which serve as
comparison for our results. We demonstrate that our algorithms enable us to work on large trial
spaces where the full calculation of the tensors Ĉ0, Ĉτ is very hard or impossible.
The numerical experiments have been performed on a Linux machine with 128 GB RAM and
an Intel Xeon processor with a clock speed of 3 GHz and 8 cores. The algorithms have been
implemented in Python 3.6 and collected in the toolbox Scikit-TT1. Furthermore, we used d3s2 as
well as PyEMMA3 [43] for simulating and analyzing the numerical examples (including the guiding
example).
1https://github.com/PGelss/scikit_tt
2https://github.com/sklus/d3s
3http://www.emma-project.org
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4.1 Deca-alanine
We re-analyze molecular dynamics simulation data of deca-alanine peptide in explicit water (see [28]
for the simulation setup). The original simulation data are downsampled to an effective saving in-
terval of 500 ps, leaving a total of m = 6000 frames in the data set. We choose p = 10 elementary
subspaces Vk, each of them spanned by either nk = 3 or nk = 4 functions of a single dihe-
dral angle of the peptide. These functions always include the constant and two or three periodic
Gaussians of the form
ψk,ik(xk) = exp
[
− 1
2sik
sin2(0.5(xk − cik))
]
.
Their positions and shapes are motivated by the typical distribution of protein data along its back-
bone dihedral angles, see Figures 10 (a) and (b). We do not include functions of the outermost
dihedrals, as these are known to be flexible and not to contribute to the slow dynamics of deca-
alanine. The full tensor space V is of dimension N = 35 · 45 ≈ 2.5 · 105.
We use the direct decomposition (12) and the HOCUR decomposition (Section 3.2) to arrive at
TT representations of the transformed data tensor Ψ(Z). Subsequently, the procedure outlined
in Section 3.4 is applied to obtain eigenvalues and eigenfunctions of the reduced problem (16).
Following common practice [44], we repeat the procedure for a series of lag times τ , and convert
the eigenvalues λk(τ) of (16) into estimates for implied timescales, see (3), by the formula
tk = − τ
log(λk(τ))
.
We monitor the slowest implied timescale t2 as a function of τ , and compare the results to a ref-
erence Markov state model (MSM). This MSM was built by following the standard protocol of first
applying TICA [45] to the dihedral time series, then using k-means to discretize the leading 5 TICA
dimensions into 500 discrete sets, and finally estimating an MSM based on this discretization [44].
When working with the HOSVD method, a crucial parameter is the relative truncation threshold
ε used during the global SVD calculation. In Figure 10 (c), we compare estimates of t2 obtained
for different values of ε. Several observations can be made: First, most of the results agree well
with the reference, even for ε as large as 10−3. It should be noted that the maximal rank of these
TT representations differs by about an order of magnitude: for ε = 10−5, we have rp = 1018, while
for ε = 10−3, rp = 109. Second, timescale estimates increase as ε decreases. This observation
reflects the variational principle shown in Proposition 1, as a smaller threshold leads to a larger
subspace selected during the global SVD. Finally, we see that for the smallest threshold ε = 10−6,
the timescale estimate breaks down at some point. Most likely, this is an instance of overfitting,
as for finite data, choosing a small ε means that too much (noisy) information is retained. Thus,
the relative truncation threshold also serves as a regularization parameter.
For HOCUR, a natural hyper-parameter to monitor is the maximal rank allowed in Algorithm 3,
while the relative truncation threshold is fixed to ε = 10−4. We find that using a rank as low as 50
provides excellent agreement of the slowest timescale with the reference, see Figure 10 (d). In
this example, both methods provide efficient tensor train representations which capture the slow
dynamics of the peptide.
4.2 NTL9
The second example we study is a set of four equilibrium molecular dynamics simulations of 39
residue protein NTL9 in explicit water. The data were produced by D. E. Shaw Research on
the Anton Supercomputer [46], and have been analyzed many times over the past few years as a
benchmarking system. All simulations add up to about 3 ms total simulation time. We downsample
the data to an effective time step of 2 ns, the total number m of snapshots left is about 1.4 million.
Previous studies (e.g., [47]) have shown that closest heavy-atom distances between residues
constitute a good feature set to capture the system’s slow dynamics, which mainly consist of the
folding / unfolding of NTL9. Excluding first and second neighbors, this set of descriptors includes
666 distances, but it turns out that only a small fraction of these descriptors is actually required
if they are filtered by a simple physical heuristic. We define a contact between two residues
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Figure 10: Results for molecular dynamics simulation data of deca-alanine peptide: (a) Univari-
ate basis set used for all φ-dihedral angles, comprised of the constant and periodic Gaussians
centered at cik = {−2, 1}, with sik = {0.8, 0.5}. (b) The same for all ψ-dihedral angles, where
periodic Gaussians are centered at cik = {−0.5, 0.0, 2.0}, with sik = {0.8, 4.0, 0.8}. (c) Slowest
timescale t2 obtained from (16) after constructing Ψ(Z) using the exact TT decomposition given in
(12). We show results for different values of relative SVD truncation parameter ε and as a function
of the lag time τ . The reference MSM is represented by the black line. (d) The same if Ψ(Z) is
represented by the HOCUR algorithm, for different values of the maximal rank in Algorithm 3.
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to have formed if their distance is smaller than 0.35 nm. We can then rank all distances by the
fraction of simulation time during which the contact was formed. It turns out that using only the
ten distances with highest contact probability is enough to build a kinetic model that captures the
folding process.
The aim here is not to outperform all existing methods, the point of this example is rather to test
the capabilities and limitations of both tensor decompositions presented in this work as the tensor
dimension p and the number of snapshots m are increased. The MSM analysis presented in [47]
actually provides a more refined model than all the tensor-based approximations we show here.
However, the construction of an MSM requires a higher level of expertise and user intervention
than our methods. A more natural comparison is the direct application of TICA [45] to a varying
number of distance coordinates. This will help us illustrate the value of using a non-linear basis
set as opposed to linear models obtained from TICA.
0.0 0.2 0.4 0.6 0.8 1.0
∆[nm]
0.0
0.2
0.4
0.6
0.8
1.0
1.2
(a)
10−2 10−1 100 101
τ [µs]
10−1
100
101
t 2
MSM
TICA, p = 20
TICA, p = 200
TICA, p = 600
HOSVD, p = 10
HOSVD, p = 20
HOCUR, p = 10
HOCUR, p = 20
(b)
Figure 11: Results for molecular dynamics simulation data of NTL9 protein: (a) Univariate basis
set used for all distance coordinates, comprised of the constant and Gaussian functions centered
at cik = {0.285, 0.62}, with sik = {0.001, 0.01}. (b) Slowest timescale obtained from (16) after rep-
resenting the data tensor Ψ(Z) either using the exact decomposition (blue line) or by Algorithm 3
(orange line). For the direct method, we consider approximately 56000 data points, while more
than 1.4 · 106 data points were used for HOCUR. The MSM-based reference value as well as the
timescales computed by TICA are indicated by the dashed lines.
The elementary functions spaces Vk are again defined by the constant and two Gaussian func-
tions of the form
ψk,ik(xk) = exp
[
− 1
2sik
(xk − cik)2
]
,
centered along each distance coordinate xk, see Figure 11 (a). We thus have nk = 3 for k =
1, . . . , p. The parameters of the Gaussian functions were chosen so that the distribution over all
distances in the available data can be reproduced by a linear combination of these basis functions.
Just as before, we use both the direct decomposition (12) and the HOCUR iteration to represent
the data tensor Ψ(Z). For a series of lag times τ , global SVD at relative truncation parameter
ε = 10−3 is then applied to Ψ(X) and the reduced matrix M (16) is computed. After diagonalizing
M , we extract estimates of the slowest timescale t2 and evaluate the first two eigenfunctions on
the data as shown in Figure 8.
When using the direct decomposition described in Section 3.1, the major computational bottle-
neck is the repeated application of SVDs to large matrices. In this example, we find it necessary
to downsample the data even further with downsampling rate γ = 25, bringing the data size down
to m ≈ 56000 corresponding to an effective time step of 50 ns. In this case, we are able to carry
out the procedure using the p = 10, 20 highest ranked distances (ranked by contact probability),
corresponding to a basis set of size N = 310 = 59049 and N = 320 ≈ 3.5 · 109, respectively. In
Figure 11 (b), we monitor the estimated slowest timescale t2 as a function of the lag time, and find
it indeed to converge towards the reference value with increasing lag time. In this setup, we can
run the algorithm within a few minutes. However, we cannot increase the number of distances or
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the data size much beyond these limits without a significant increase of computational time and
memory requirement.
Interestingly, we can push these limitations further when working with the HOCUR iteration,
as it only requires the evaluation of a limited number of tensor entries during the course of the
algorithm. We find that the iteration still completes within less than 45 minutes if the p = 10 highest
ranked distances are used, without any additional downsampling of the data, i.e., γ = 1. If we
set p = 20, the computational time needed for the application of AMUSEt is approximately 75
minutes. The corresponding timescales are also found to converge to the MSM reference value,
see Figure 11 (b). We note that it takes at least 200 distances to achieve the same approximation
quality as any of the tensor-based models if linear TICA is used. When using only 20 distances for
TICA, the computed timescales barely approach the reference value obtained by applying MSM.
The fact that we can use HOCUR to analyze a large data set of a complex system using a huge
number of basis functions (N = 320) on limited computational resources is indeed an encouraging
result. Moreover, the maximum rank for the HOCUR approach is much smaller than the TT ranks
of the (left-orthonormalized) transformed data tensors produced by the HOSVD approach. That is,
the maximum ranks for the application of Algorithm 3 are set to 1000 while the resulting maximum
rank of the direct decomposition (12) after left-orthonormalization is larger than 3600.
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Figure 12: States of NTL9: (a) Contact map for the unfolded state computed from the first two
eigenfunctions of the HOCUR model at lag time τ = 5µs (upper left triangle), compared to the
corresponding contact map of the reference MSM (lower right triangle). (b) The same for the
folded state. (c)/(d) Representative molecular structures for the unfolded and folded state of NTL9.
For completeness, we also verify that the second eigenfunction estimated by AMUSEt correctly
encodes the folding process of NTL9. To this end, we apply PCCA [48] to the time series of the
first two eigenfunctions and assign each snapshot to one of two metastable states if the degree
of membership exceeds 0.5. We calculate the contact probabilities separately for each of the two
states. These so-called contact maps are shown in the upper left triangles of Figures 12 (a) and
(b). By comparing to the contact maps provided by the reference model (lower right triangles in
Figures 12 (a) and (b)), we see that there is virtually no difference. In Figures 12 (c) and (d), we
also show representative structures for the unfolded and folded state, respectively. The results
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shown in Figures 12 are based on the HOCUR model at p = 20, but we have verified that the
same results can be obtained if the direct model is analyzed.
5 Summary
We have presented different techniques to approximate the Koopman operator associated with
high-dimensional dynamical systems using tensor-structured basis sets. Two tensor train repre-
sentations of the transformed data tensor for such a basis set were introduced. We have provided
a detailed algorithmic description of an iterative method to compute a higher-order CUR decom-
position, which only requires evaluations of the basis set on the data. Moreover, we have derived
an efficient method to solve the eigenvalue problem for the Koopman operator based on TT rep-
resentations of the data. The size of the resulting matrix eigenvalue problem does not exceed
the number of snapshots in the data. A physical interpretation of the method was provided, and
we have presented successful applications to two benchmarking data sets of molecular dynamics
simulation. In one of these examples, we found that HOCUR decompositions were still able to
provide accurate solutions in a setting where the direct HOSVD based method would become
intractable. To the best of our knowledge, we have presented the first application of HOCUR in
the field of the data-driven analysis of dynamical systems.
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