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Researchers in multiple areas have shown that characterizing and ac-
counting for the uncertainty inherent in decision support models is critical for
developing more efficient planning and operational strategies. This is partic-
ularly applicable for the transportation engineering domain as most strategic
decisions involve a significant investment of money and resources across multi-
ple stakeholders and has a considerable impact on the society. Moreover, most
inputs to transportation models such as travel demand depend on a number
of social, economic and political factors and cannot be predicted with cer-
tainty. Therefore, in recent times there has been an increasing emphasis being
placed on identifying and quantifying this uncertainty and developing mod-
els which account for the same. This dissertation contributes to the growing
body of literature in tackling uncertainty in transportation models by develop-
ing methodologies which address the uncertainty in input parameters in traffic
assignment models.
vii
One of the primary sources of uncertainty in traffic assignment models
is uncertainty in origin destination demand. This uncertainty can be classified
into long term and short term demand uncertainty. Accounting for long term
demand uncertainty is vital when traffic assignment models are used to make
planning decisions like where to add capacity. This dissertation quantifies the
impact of long term demand uncertainty by assigning multi-variate probability
distributions to the demand. In order to arrive at accurate estimates of the
expected future system performance, several statistical sampling techniques
are then compared through extensive numerical testing to determine the most
“efficient” sampling techniques for network assignment models. Two applica-
tions of assignment models, network design and network pricing are studied
to illustrate the importance of considering long term demand uncertainty in
transportation networks.
Short term demand uncertainty such as the day-to-day variation in de-
mand affect traffic assignment models when used to make operational decisions
like tolling. This dissertation presents a novel new definition of equilibrium
when the short term demand is assumed to follow a probability distribution.
Various properties of the equilibrium such as existence, uniqueness and pres-
ence of a mathematical programming formulation are investigated.
Apart from demand uncertainty, operating capacity in real world net-
works can also vary from day to day depending on various factors like weather
conditions and incidents. With increasing deployment of Intelligent Trans-
portation Systems, users get information about the impact of capacity or the
viii
state of the roads through various dissemination devices like dynamic message
signs. This dissertation presents a new equilibrium formulation termed user
equilibrium with recourse to model information provision and capacity uncer-
tainty, where users learn the state or capacity of the link when they arrive at
the upstream node of that link. Depending on the information received about
the state of the upstream links, users make different route choice decisions.
In this work, the capacity of the links in the network is assumed to follow a
discrete probability distribution. A mathematical programming formulation
of the user equilibrium with recourse model is presented along with solution
algorithm. This model can be extended to analytically model network flows
under information provision where the arcs have different cost functional form
depending on the state of the arc. The corresponding system optimal with
recourse model is also presented where the objective is minimize the total sys-
tem cost. The network design problem where users are routed according to the
user equilibrium with recourse principle is studied. The focus of this study is
to show that planning decisions for networks users have access to information
is significantly different from the no-information scenario.
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Chapter 1
Introduction
Determinism has been an inherent assumption in the traditional long
term transportation planning and short term operational decision making pro-
cess. Most planning decisions have been based on a single expected future
state of the system. Thus, the efficacy of such planning decisions in con-
gestion management depends on how much the actual future resembles the
planners’ predicted vision of the future. Even though significant progress has
been made in developing more accurate forecasting methodologies, there is still
significant scope for prediction error, as the future state of the system depends
on a number of social, political, and environmental factors. Also, a majority
of the planning decisions are irreversible, involve billions of dollars, and have
a direct impact on the economic productivity and quality of life of the popu-
lation. Planning for an erroneous estimate of the future can have significant
negative consequences for the society. Similarly, most short term operational
decisions are made based on a single expected current state of the system.
However, the state of the system varies from day to day depending on the
weather conditions, presence of incidents etc. Traffic management measures
may worsen the congestion in the system if conditions deviate significantly
from the planned value. Since uncertainty cannot be avoided when charac-
1
terizing the factors affecting the transportation system, it must be directly
addressed in the planning process.
This need extends to every stage of the transportation decision making
process, and involves development of methodologies which account for this
uncertainty. However, such a task involves substantial research on multiple
fronts and is beyond the scope of one dissertation. This dissertation focuses
on the impact of uncertainty in static traffic assignment models, which is the
fourth and final step of the traditional urban transportation planning process.
Traffic assignment involves routing of users, normally described by an origin-
destination matrix, onto paths in a transportation network. Users are assumed
to choose routes on which they experience minimum travel time resulting in an
equilibrium. Static assignment models assume that the link flows and travel
times are time invariant during the period of analysis. Traffic is thus assumed
to be in a steady state. Travel time on a link is modeled as a non-linear
function of link volume and capacity. Therefore, changes in origin-destination
desires and capacity can cause significant changes in the congestion pattern.
Traffic assignment models are used to arrive at congestion metrics such as
total system travel time to evaluate and compare various short term and long
term traffic management initiatives to determine the most efficient solution.
This research will enable more accurate estimation of the congestion indexes
by accounting for the uncertainty in demand and capacity.
Two types of demand uncertainty is considered in this work: long term
demand uncertainty and short term demand uncertainty. Long term demand
2
uncertainty corresponds to the uncertainty in variation of demand over a time
period of fifteen to thirty years and affects planning decisions like where to
add capacity in the link. Short term demand uncertainty corresponds to the
daily or within day variation in demand and affects traffic management initia-
tives such as pricing. Apart from demand uncertainty, this work also models
the impact of capacity uncertainty in traffic assignment models. The capacity
uncertainty considered in this work is the daily variation in capacity due to
various factors like weather conditions, presence of incidents or the sudden
change in capacity post disaster events such as earthquakes. Depending on
the capacity, the state of the link varies. Under such conditions, the user
might not be aware of the actual state of links unless the user has traversed
the links. However with increasing deployment of real time monitoring and
information dissemination devices, many drivers have now access to real time
information about the state of the network en-route . Depending on the infor-
mation received about the state of the network drivers can now modify their
routes online. Traditional definitions of traffic equilibrium which are used in
conventional assignment models cannot be used to model information provi-
sion and online route choice. To address this gap, this dissertation provides
an alternate definition of equilibrium to quantify the network wide impacts of
online routing in congested networks.
3
1.1 Motivation
In this section, three simple examples motivating the research con-
ducted in this dissertation will be provided. The first example emphasizes the
importance of accounting for long term demand uncertainty in transportation
networks. The second example shows that the deterministic user equilibrium
solution maybe sub-optimal when short term day-to-day uncertainty is not
considered. The third example focuses on how one needs to be careful while
addressing capacity uncertainty through online information provision.
1.1.1 Motivation Example : Long Term Demand Uncertainty
The focus of this example is to motivate the need for considering the
impact of short term demand uncertainty in transportation networks. Consider
the network shown in figure 1.1 with 4 nodes and 5 links. 50 people want to
travel from origin A to destination D and origin B to destination D.
Figure 1.1: Example Network
The travel time on the links was assumed to follow the Bureau of
Public Records [1964] function Ta(va) = Ta(0){1 + α(va/Ca)β} where Ta(0)
4
denotes the free flow travel time and Ca denotes the capacity. α and β are
link specific parameters. The parameters assumed in this example are shown
in table 1.1.
Table 1.1: Network Link Parameters
Link Ta(0) Capacity α β
1 1 30 0.15 4
2 2 40 0.15 4
3 1 30 0.15 4
4 2 40 0.15 4
5 2 30 0.15 4
Let us assume that 20 years into the future the demand between A and
D is uncertain and is equally likely to take three values 20, 50 and 80. The
demand of 20 between A and D can correspond to the case where there is an
economic slowdown and people have migrated out of the area whereas 80 can
correspond to the case where there is an economic boom. The demand between
B and D is assumed to be deterministic at 50. Traditionally planners use a
single point expected value forecast to make long term planning decisions.
In this example, the single point expected value forecast of demand will be
50 units between A and D and 50 units between B and D. The planner is
choosing between two network modifications: network modification A which
will reduce the free flow travel time of link 4 to 1 unit and network modification
B which will reduce the free flow travel time of link 5 to 1 unit. There is a
budget constraint which negates the possibility of both of these measures from
being implemented. The system performance of the original network and new
5
network with network modifications A and B under the three demand scenarios
are shown in the table 1.2.
Table 1.2: System Performance
Scenario Original Network Modification A Modification B
1 231.592 189.01 175.726
2 428.48 359.19 344.906
3 893.086 669.73 710.035
EV 517.71 405.99 410.22
For all the three cases, using a single point estimate of future demand
resulted in significant underestimation of system performance. The expected
value solution was found to be on an average 17.5% higher for the three cases
considered. Therefore, if a single point estimate of demand was used to choose
between the network modifications then modification B would have been cho-
sen. However, when the expected value solution was used to compare network
modifications then modification A is chosen. Thus not accounting for long
term demand uncertainty can result in sub-optimal planning decisions.
1.1.2 Motivation Example : Short Term Demand Uncertainty
The focus of this example is to motivate the need for considering the
impact of short term demand uncertainty in transportation networks. Con-
sider the same network used in the previous section with 4 nodes and 5 links.
Assume that 50 units of demand want to travel from origin B to destination
D. The demand between A and D varies from day-to-day and is assumed to
follow a uniform probability distribution ranging from 30 to 70. The path
6
flow values obtained from solving the deterministic user equilibrium problem
obtained by replacing the stochastic demand by its expected value is shown in
in table 1.3.
Table 1.3: Equilibrium Link Flows
Path Flow Cost
A-B-D 12.226 4.81
A-C-D 26.587 4.81
A-B-C-D 11.188 4.81
B-D 50 3.75
B-C-D 0 3.76
Based on the path flows obtained from the expected demand solution
the path flow proportions are calculated. The expected cost of each used path
is then calculated by applying the path flow proportions calculated in table
1.3 to the stochastic demand. The expected costs of all paths are shown in
table 1.4.
Table 1.4: Equilibrium Link Flows
Path Proportion Expected Cost
A-B-D 0.244526 4.78
A-C-D 0.53174 4.1
A-B-C-D 0.22376 4.1
B-D 1 3.77
B-C-D 0 3.093
As can be seen from the table 1.4, for every origin-destination pair all
used paths do not have equal and minimal expected travel time. This shows
that when there is day-to-day demand uncertainty using the expected value
7
solution can result in significantly different costs which can affect short term
operational decisions.
1.1.3 Motivation Example : Online Information Provision
The previous two examples motivated the importance of considering
demand uncertainty in transportation networks. In this section, a simple ex-
ample will be provided to demonstrate the efficacy of online information provi-
sion in tackling supply side uncertainty in transportation networks. Consider
the simple network consisting of 4 nodes and 5 links shown in figure 1.2.
Figure 1.2: Example Network
In the above example network figure, let arc CB exist in two states :
(i) State 1 with a cost function of C(x) = 1000 + 1000x with a probability of
0.8 and (ii) State 2 with a cost function of C(x) = 10 + x with a probability
of 0.2. One can imagine arc CB to be a mountainous road and riding on it
will be treacherous during rainy season giving it a high cost in state 1. Let
all the other arcs have only a single state: AB and CD with a cost function
C(x) = 50 + x, AC and BD with a cost function C(x) = 10x. Let us assume
8
6 units of demand want to travel from A to D.
Users do not know the actual state of the arc CB when they set out from
the origin. Users are aware of the probability distribution and learn the actual
state of the arc CB when they reach the upstream node C. This can be seen as
a proxy to information provision where there is a dynamic message sign present
on node C giving information about the state of the arc to all users who access
that node. Depending on the information learned by the user about the state
of the arc, users can change their route while traveling. This property where
users can change their routing decisions en-route is termed as recourse. The
resulting equilibrium is called user equilibrium with recourse(UER). Details on
solution technique and formulations will be provided later on in the dissertation
in chapter 5.
If the UER problem is solved, the total system cost would be 594 units.
However, if users make route choice decisions based on the expected UE solu-
tion the total system cost would be 498 units. This implies that when users
learn the arc states or are provided information about the arc states, the system
performance worsens. Therefore, one has to be very careful while providing
information to users. When every user has access to real-time information the
system performance can deteriorate compared to the no information scenario.
This has tremendous implications for information dissemination through In-
telligent Transportation Systems (ITS) devices.
This example albeit simple, motivates the need for an analytical for-
mulation which captures the impact of information provision in transportation
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networks. When every user has access to real-time information, the network
performance differs significantly. Users can make route choice decisions antic-
ipating the options they may get if they choose a particular route. Therefore,
planning decisions for a network may vary significantly depending on the mar-
ket penetration of information dissemination systems among the users. The
analytical formulation enables rigorous evaluation and planning of network
performance for information provision.
1.2 Research Goals
While preparing the master plan for any area, traffic assignment models
are used to determine the future link flows and other congestion indexes under
numerous long term planning initiatives. One of the primary inputs to these
models is the twenty or thirty year forecasted demand for travel between every
origin-destination pair. Travel demand modelers estimate this future demand
by using forecasting techniques based on a number of socioeconomic factors,
including projected demographics, land use patterns, population levels, etc.
none of which can be predicted with certainty. Waller et al. [2001] have shown
that solving the traffic assignment problem by neglecting the long term demand
uncertainty lead to systematic underestimation of total system travel time,
the most common metric for evaluating decisions. The first main goal of this
dissertation is to present a methodology to characterize the impact of long
term demand uncertainty and to efficiently evaluate the expected future system
performance using various statistical sampling techniques.
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Figure 1.3: Dissertation Contribution
In addition to long range planning decisions, traffic assignment models
are also used to determine short term operational strategies, such as ramp
metering, ramp closure and other congestion management measures. Most
operational decisions are based on a single estimate of the current demand or
stationary link flows, with the assumption that the origin-destination demand
is constant every day. However, in many cases, traffic flows are not station-
ary, due in large part to day-to-day demand variations. The second main
goal of this dissertation is a novel new definition of equilibrium for day-to-day
variation in link flows and demand.
The first two studies conducted as a part of this dissertation focused
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on methodologies to account for demand uncertainty in the traffic assignment
problem. One of the other common parameter assumed to be deterministic in
traffic assignment models is the operational capacity. However, this can vary
due to the weather, presence of work zones, occurrence of natural disasters,
etc. Under such conditions, the users will learn the actual state (capacity)
of the link only when they reach the upstream node. Also, depending on the
state of the link the users may decide to choose different paths. Current an-
alytical traffic assignment models are unable to model such situations where
users make route choice decisions en-route based on their driving experience
and the state of the system. This feature is also extremely important for an-
alytically modeling online information provision for ITS applications where
users get information about the state of the network en-route and make on-
line route choice decisions. To address this limitation, the third main goal of
this dissertation is to develop network assignment models which accounts for
capacity uncertainty and users’ response to information provision.
1.3 Overview of Dissertation Contributions
This section provides an overview of the contributions of this disser-
tation. As mentioned in the previous section, the work conducted can be
classified into addressing long term demand uncertainty in traffic assignment
models, addressing short term demand uncertainty in traffic assignment mod-
els and accounting for capacity uncertainty and information provision in traffic
assignment models.
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1.3.1 Long Term Demand Uncertainty
Uncertainty in long-term origin destination demand is accounted for by
assuming that the demand is described by a multivariate normal distribution.
However, one of the issues with this assumption is that arriving at an esti-
mate of the true expected future system performance involves evaluating the
traffic assignment problem for infinitely many future demand states. Solving
the traffic assignment problem for a large, real-world network for one demand
realization is computationally intensive despite significant advances leading
to efficient solution methodologies. Therefore, the focus of this research was
to arrive at a reasonably accurate statistical estimate of the expected future
system performance using an efficient and smaller finite set of demand realiza-
tions generated through sampling techniques. The performance of four sam-
pling techniques (Monte Carlo, Antithetic, Latin Hypercube and randomized
Quasi Monte Carlo) will be compared in this study. Numerical tests will be
conducted to compare the performance of the sampling techniques for various
possible future demand distribution scenarios on the Sioux Falls network. Two
applications illustrating the impact of long term demand uncertainty involving
network design and pricing are presented.
1.3.2 Short Term Demand Uncertainty
In the second study, day-to-day variation in demand is modeled by as-
suming that the origin-destination demand follows a probability distribution.
One of the primary features of this new model is that a person experiences
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different costs every day depending on the actual demand realization. Note
that while modeling day-to-day variation a user’s path choice is independent
of the realized demand value. For one particular demand realization, the path
choice of the user may not be optimal. Therefore, the users in the system
are not in equilibrium for one demand realization. To account for this, a new
form of traffic equilibrium is introduced in which every person chooses paths
with minimal expected cost. The proof of existence of an equilibrium flow
and a non-linear mathematical formulation is presented along with a solu-
tion methodology. The impact of different demand distribution assumptions
(continuous vs. discrete) on the formulation and the solution methodology is
discussed.
1.3.3 Capacity Uncertainty and Information Provision
A fundamentally new variation of the traditional traffic equilibrium
problem is proposed: the static equilibrium problem with one-step local in-
formation and recourse. In this problem, the arcs of the network can exist
in multiple states, according to a discrete probability distribution. Different
states can correspond to different capacity values. Depending on the state of
an arc, the functional form of its volume-delay function varies. One-step local
information implies that the users learn the actual cost functional form (or
capacity) of the arcs when they reach the upstream node. Also, depending
on the state of the arcs, the users can choose to travel on different paths.
This property is termed “recourse”. This process is akin to users learning
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information about the state of the upstream arcs from an information dis-
semination device (such as variable message signs). In the traditional traffic
assignment problem users choose paths which minimize their travel time or
cost. In the new model proposed, users are assigned to hyperpaths which is
a collection of elementary paths. Users will travel on any one of the elemen-
tary paths constituting the hyperpaths depending on the state of the system
and the information received. Thus, for every origin-destination pair, all users
are assigned to hyperpaths with equal and minimal expected cost. While dy-
namic models or simulation-based approaches are more commonly employed
for the modeling of information in transportation networks, a static approach
is adopted so that a tractable mathematical program and solution methodol-
ogy can be developed for certain variations which allow for more direct analysis
and potential extensions to other applications and problem variants.
Two types of user equilibrium with recourse models are studied. The
first one involves all users arriving at a node seeing the same node states.
The second model is where different users experience different node states.
An analytical mathematical programming formulation is provided, existence
and uniqueness of the equilibrium is discussed, and a solution algorithm is
presented. Numerical tests are conducted to demonstrate that significant er-
rors maybe obtained when the deterministic UE model is used to approximate
UER models.
The next contribution of this dissertation is to study the system opti-
mal variation of the above problem, where users are assigned to hyperpaths
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such that the total system cost is minimized. An analytical mathematical pro-
gramming formulation is provided and the corresponding solution algorithm is
presented. System optimal with recourse models provide an upper bound on
the system performance and will be helpful for evaluating various congestion
management measures. Such models will also be helpful for modeling emer-
gency evacuation under information provision and freight network equilibrium
models.
The final contribution of this dissertation is to study the network design
problem under information provision. The problem is formulated as a bi-
level mathematical program where in the upper level transportation planners
increase capacity on the links subject to budget constraints. In the lower level,
users react to the capacity enhancements and choose routes which have equal
and minimal expected costs.
This chapter first motivates the research conducted in this dissertation
and then outlines the research goals and summarizes the dissertation contri-
butions. An overview of the past work in related areas in tackling uncertainty
in transportation models is provided in the next chapter.
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Chapter 2
Literature Review
Despite significant interest and extensive research in traffic assignment
models from both the researchers and the practitioners, there still exists a
dearth of models which have the ability to account for uncertainty in parame-
ters, analytically model information provision and their impact on online route
choice. As this dissertation focuses primarily on developing static models to
bridge the above mentioned gap in literature, this section reviews some of the
important past works in static traffic assignment. This chapter first gives an
overview of some of the past works relating to uncertainty in transportation
decision making. Then the static assignment models are discussed followed
by the research conducted on various types of uncertainty considered in traffic
assignment models. The works detailing the impact of uncertainty in traffic
equilibrium problems are classified into: long term demand uncertainty, short
term demand uncertainty, and uncertainty in user perceptions. The chapter
finally reviews some of the past works on static network design problems. The
review conducted is by no means exhaustive. The focus is to critically ana-
lyze the key features and assumptions of the past models and works and their
implications.
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2.1 Uncertainty in Transportation Modeling
Traditionally in engineering design, uncertainty in parameters is ac-
counted for by introducing redundancy in the system or by planning by intro-
ducing a safety factor for the critical input parameters. Typically this process
involves artificially inflating the demand or the structural load on the system
far above the average expected value and then conducting the design process.
In the transportation engineering domain, this translates to building more
roads or for planning for a higher than average demand value. However build-
ing more roads is not a feasible options due to various financial constraints on
the public sector and social constraints like right of way acquisition. Moreover
planning for an inflated value of demand can also lead to sub-optimal deci-
sions in applications such as transportation pricing [Gardner et al., 2008a,b].
With the increasing number of Build - Operate - Transfer (BOT) projects be-
ing awarded for highway infrastructure construction and management, there is
even more emphasis on accurately accounting for future uncertainty in system
performance. This is primarily because private companies attempt to raise
revenue to offset the cost of congestion by levying tolls. If the demand is too
low on the facility, the toll values can be distorted resulting in losses as the
projected revenues will fall short of companies expectations. For example in
Spain in the 1970’s, 3 private firms who were awarded BOT projects went
bankrupt due to underestimation of building costs by up to 20 % and overesti-
mation of traffic volume of around 300 %. The government had to renegotiate
the contracts with 9 more companies due to significant differences in costs and
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volumes. In the 1980’s, BOT contracts were awarded for construction of 3000
miles of freeways in Mexico. Again significant differences in costs and volume
estimation resulted in the government renegotiating all the contracts with a
cost of approximately 6 billion US dollars for the government. Closer to home,
for the Dulles Greenway toll road linking Washington D.C to Lessburg, the
traffic projection was around 35000 vehicles per day while the actual traffic
turned out to be less than 25 % of the projected value, around 8500 vehi-
cles per day. These events motivate the need for developing transportation
planning methodologies which are resilient to parameter uncertainty.
Traditionally in the United States, transportation planners in metropoli-
tan planning organizations (MPO) make 20 to 30 year forecasts of demand and
network performance using the four step process. The four step process in-
volves first preparing the land use, demographic and socio-economic forecasts
and based on this information conducting trip generation, trip distribution,
mode choice and traffic assignment. The success of such plans depend on a
number of dynamic factors such as future population, economic characteristics,
network structure etc. Pecknold [1970] and Ascher [1979] were among the first
papers which highlighted the need for accounting for system uncertainties in
the transportation planning process. Mahmassani [1984] identified five types
of uncertainties affecting the transportation decision making process:
• Extremely random shocks and unexpected events such as major shifts in
technology which are almost impossible to predict.
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• Changes in travel patterns induced by political policies and socio-economic
changes. These are the most common form of uncertainties. An exam-
ple of such uncertainties are insufficient subsidies for textile industry can
cause closure of various cotton mills which can significantly reduce the
traffic in zones containing such industries. Similarly an economic boom
in a region can result in increased traffic.
• Uncertainty in impacts predicted by modeling activity such as errors
in forecasted demands and link flows, uncertainty in determining and
quantifying measures in a cost benefit analysis.
• Uncertainty or fuzziness inherent in performance metrics quantifying the
performance of any transportation management. For numerous trans-
portation problems, it is very difficult to identify and quantify all the
various social and economic factors which should be considered. For ex-
ample in recent times equity and environmental justice have been receiv-
ing significant attention with respect to transportation projects. How-
ever, till now there exists no formal measure or guidelines for quantifying
environmental justice or equity for many projects.
• Heterogeneity in preferences among people involved in transportation
decision making. In many cases, significant biases may exist in planners
towards a certain project. For example, one of the primary causes of
transit ridership not reaching expected levels in new transit projects is
over-optimistic forecasts in the planning stage.
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In this dissertation, methodologies will be provided to address the first
three types of uncertainty in the traffic assignment stage of the transportation
planning process. Lowe and Richards [1983] classified uncertainty in trans-
portation planning into errors in specification, calibration and forecasted input
parameters. Specification errors are errors induced by models not accounting
for all the factors affecting a transportation system in a region. Errors in cali-
bration is caused due to biases from usage of sample coefficients estimated from
insufficient data. Uncertainty in input parameters corresponds to the varia-
tions in key socio-economic variables resulting in wrong forecasts of demand.
For example, Smith and Shahidullah [1995] applied three common population
forecasting methodologies to past census data and found errors ranging from
15% to 20%. All of the above literature motivate the need for considering
uncertainty in models used for decision making in transportation engineering.
2.2 Static Traffic Assignment Models
Static traffic assignment models can be classified into user equilibrium
models and system optimal models based on the objective of the assignment
process and user behavior assumptions. This section first reviews some of the
essential features and properties of the user equilibrium and system optimal
models.
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2.2.1 User Equilibrium
User equilibrium (UE) assignment models are based on Wardop’s first
principle [Wardrop, 1952] which states that at user equilibrium no user can
decrease his experienced travel disutility by unilaterally shifting routes. All
used routes connecting every origin-destination pair have equal and minimal
travel disutility. All unused routes have a higher travel disutility and thus there
is no incentive for a user to shift routes. In most transportation studies travel
time, usually determined from link flows is used as a proxy for travel disutility.
Depending on the functional form of the relationship used to determine the
travel time from the link flows, the equilibrium link flow solutions can vary.
The most common functional form adopted to infer travel time from link flows
is the Bureau of Public Records [1964] formula:
T (v) = T (0) ∗
{
1 + α
( v
C
)β}
(2.2.1)
where T (v) represents the travel time on a link, T (0) denotes the free
flow travel time, C is the hourly capacity, v is the hourly volume, α and β are
link specific parameters based on the physical characteristics of the link.
One should note that in the BPR function, travel time on a link is a
function of the flow on that link only and does not depend on the flow on
other links. The link interactions are termed “symmetric” as the Jacobian of
the travel cost function with respect to the flow variable is a diagonal matrix.
Under this symmetric link interaction assumption, the user equilibrium traffic
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assignment problem can be formulated as a mathematical program [Beckmann
et al., 1956a, Sheffi, 1985, Bell and Lida, 1997]. The BPR cost function is
continuous, differentiable, strictly increasing as a function of the flow, strictly
convex and has a symmetric Jacobian. The objective of the UE formulation
has a positive definite Hessian. As the feasible region is convex and bounded,
the UE formulation has a unique solution in terms of link flows.
Minimize
∑
ij
νij∫
x=0
Tij(x)dx (2.2.2)
v = Ah (2.2.3)
t = Bh (2.2.4)
h ≥ 0 (2.2.5)
where v is the vector of link flows, h is the vector of path flows, A
the link-path incidence matrix, t origin-destination trip vector, B trip-path
incidence matrix, and Tij denotes the arc cost function for arc (i, j).
The above formulation can be solved using the frank-wolfe algorithm
[Frank and Wolfe, 1956] which is a method for solving nonlinear mathemati-
cal programs through successive linearization. At every iteration, the mathe-
matical program is linearized at the current solution and the resulting linear
program is solved to determine the descent direction. In the traffic equilib-
rium problem, the descent direction step reduces to finding the shortest path
between every origin destination pair with the costs fixed at the flows from
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the previous iteration. The step length is then determined using line search
techniques to determine the optimal distance to traverse along the steepest
descent direction. Fukushima [1984] improved the speed of convergence of
the franke-wolfe method by utilizing the linearization solution from the previ-
ous iteration to obtain a better search direction. Lawphongpanich and Hearn
[1984] present a simplicial decomposition method that alternates between two
steps: (i) Step 1 involves determining current equilibrium solution assuming
users choose only a given set of paths. This solution is obtained as a linear
combinations of extreme points corresponding to the current set of paths, (ii)
Step 2 involves determining the new path sets to be added to the current path
set by obtaining the minimum path trees with costs fixed at the current equi-
librium solution. As the number of paths can grow significantly the number of
paths to be contained in the current path sets is restricted by a pre-specified
number. Note that if the size of the current path sets is restricted to be equal
to 2 then simplicial decomposition reduces to the frank-wolfe algorithm.
Other attempts to achieve higher accuracy solutions were path based
methods [Chen et al., 2002a]. Although these methods give solutions of higher
accuracy, they take considerable time for practical test networks. In recent
times more efficient algorithms have been developed to solve the user equi-
librium traffic assignment problem [Dial, 2006, Bar-Gera, 2002]. However,
frank-wolfe still remains one of the most popular methods due to the ease of
implementation and the ability to get near optimal within few iterations.
When the travel time on a link is function of the flow on other links,
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an equivalent convex minimization formulation can be obtained, provided for
any two pair of links the marginal effect of flow of second link on the travel
time of the first link is equal to the marginal effect of the flow on first link
on travel time of the second link. The jacobian is symmetric in this case and
the frank-wolfe algorithm can be used to determine the optimal solution. The
solution is unique in terms of link flows as long as the marginal effect of flow
on a link on the travel time of that link is greater than the marginal effect of
flow on every other links on the travel time of that link.
If the link interactions are asymmetric, there exists no mathematical
programming formulation for the user equilibrium problem. The user equilib-
rium problem with asymmetric link cost interactions is commonly formulated
as a variational inequality [Smith, 1983]. The objective of the variational in-
equality V IP (F,X) is to determine a link flow vector x∗ ∈ X where X is the
set of feasible link flows such that:
F (x∗)T (x− x∗) ≥ 0 , x ∈ X, (2.2.6)
F is a continous function mapping the vector of link flows to the vector
of link costs and the set of feasible link flows is assumed to be non-empty,
convex and compact. There is no guarantee of the uniqueness of the solution.
Depending on the functional form of the link cost functions and properties like
monotonicity numerous algorithms are available [Facchinei and Pang, 2003,
Marcotte, 1995]. One of the most common and basic algorithm for solving
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the asymmetric traffic equilibrium involves using a gap function as defined by
Smith [1983]. For the above problem, the gap function is defined as:
V (X) =
∑
i
Ψ2(−F (X).(Pi − F )) (2.2.7)
where Ψ(x) = max{0, x}. Note that V (X) = 0 only if X is in equilib-
rium and hence the above function gives a measure of how far the solution is
away from equilibria. Pi represents the extreme points of the flow polyhedron.
The variational inequality can be solved using an inner outer algorithm. In the
inner algorithm, for the current solution the costs are fixed and the shortest
path is calculated and an all or nothing assignment is conducted. For the outer
algorithm, a linear combination of the current set of all or nothing assignments
is determined which gives the equilibrium solution. The procedure is assumed
to converged when V (x) is below a pre-specified convergence limit.
2.2.2 System Optimal
The system optimal (SO) model is based on the Wardrop’s second prin-
ciple where users are assigned to routes so that the total system travel time
is minimized. At system optimal, all users are assigned to paths which have
equal and minimal marginal costs. The efficiency in system performance is
achieved at the cost of the individual user as there exists scope for users to
reduce their travel times by shifting paths. Therefore, system optimal assign-
ment is not an equilibrium state and is not achieved in reality unless users are
forced onto least marginal cost routes. Despite its unrealism, system optimal
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assignment is useful as it acts as a bound on the system performance. When
various congestion management measures are tested, system optimal solution
provides a frame of reference to determine how far the system is from maxi-
mum efficiency. In recent times numerous studies have explored the potential
of using intelligent transportation systems to disseminate route information to
achieve “near” system optimal state [Valdez-Diaz et al., 2001, Oh and Jayakr-
ishnan, 2001]. System optimal routing have also been applied in developing
effective evacuation strategies [Liu et al., 2007, Sbayti and Mahmassani, 2006,
Chiu, 2004]. The system optimal assignment problem can be formulated as a
nonlinear min cost flow problem with BPR functions used to determine the
link costs from the link flows.
Minimize
∑
ij
Tij(vij)vij (2.2.8)
v = Ah (2.2.9)
t = Bh (2.2.10)
h ≥ 0 (2.2.11)
The frank-wolfe algorithm [Frank and Wolfe, 1956] can be used to de-
termine the system optimal flows. Uniqueness is guaranteed under suitable
symmetry assumptions on the jacobian of the link cost functions. One should
note that in this case when the objective function is linearized, steepest de-
scent direction corresponds to conducting all or nothing assignment on the
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marginal cost shortest paths between every origin-destination pair. This sec-
tion provided an overview of static traffic assignment models.The next section
conducts a review of past work dealing with uncertainty in traffic assignment
models.
2.3 Uncertainty in Traffic Assignment Models
Previous work in uncertainty in traffic assignment models can be clas-
sified into: long term demand uncertainty, short term demand uncertainty,
capacity uncertainty and behavioral uncertainty. This section reviews relevant
literature addressing and modeling the impacts of each of the above mentioned
types of uncertainty.
2.3.1 Short Term Demand Uncertainty
Asakura and Kashiwadani [1991] use a simulation based method to
study the impact of day-to-day demand fluctuations on network reliability.
Reliability is defined in terms of the probability that a person can make a
trip within a specified time interval. Bell et al. [1999] adopted a similar but
computationally more efficient approach using equilibrium sensitivity analy-
sis. Clark and Watling [2005] propose a method to analytically estimate the
probability distribution of the total system travel time with daily variations in
demand. The origin-destination demands are assumed to be independent and
stationary poisson random variables and users are assumed to choose between
paths with constant probability. The first four moments of the total system
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travel time is calculated using a multi-variate normal approximation. Based
on the value of these moments, johnson curves are used to arrive at the appro-
priate probability distributions. Shao et al. [2005] developed a new reliability
based stochastic multi-class traffic assignment model where each user class has
a safety margin for time of arrival. Stochastic travel times were caused due
to day-to-day variation in demand and user perception of experienced travel
time.
2.3.2 Long Term Demand Uncertainty
Waller et al. [2001] studied the impact of long term demand uncer-
tainty on traffic assignment problem by assuming the demand for each origin-
destination pair to follow a univariate normal distribution. The research
showed that using a single estimate of future demand to arrive at the expected
system performance can lead to significant underestimation of the expected fu-
ture system performance. Waller and Ziliaskopoulos [2001] proposed a chance
constrained formulation for the continuous stochastic dynamic system opti-
mal network design problem with uncertain demand. Ukkusuri et al. [2004]
provided a bi-level linear programming formulation for the stochastic dynamic
user optimal network design problem. Karoonsoontawong and Waller [2006]
compared the stochastic dynamic system optimal and user optimal network
design problem and provided a monte carlo sampling based solution algo-
rithm using common random numbers. Ukkusuri et al. [2007] used genetic
algorithms to solve the robust static network design problem with uncertain
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demand where the objective function was to minimize a linear combination
of the expected value and standard deviation of the total system travel time.
Ukkusuri and Waller [2004] derived analytical approximate expressions for the
system performance under uncertain demand. Ukkusuri and Waller [2006]
studied the system performance under various single point estimates of the
uncertain demand to see which performs closer to the expected stochastic sys-
tem performance. The system performance under risk averse trimmed mean
approximation procedure was found to be closer to the expected system per-
formance under uncertain demand. Lam and Tam [2007] employed monte
carlo simulation to obtain the distribution of toll and travel times when socio-
economic variables like population and several other parameters was assumed
to follow a normal distribution. Nagae and Akamatsu [2005] formulated the
toll setting problem as a stochastic singular control problem under long term
demand uncertainty. Duthie [2004] emphasized the importance of considering
correlations in demand for long term planning applications.
2.3.3 Capacity Uncertainty
Most of the literature in capacity uncertainty focuses on studying the
network performance under short term or long term deterioration of the capac-
ities. Iida and Wakabayashi [1989] define the connectivity reliability to be the
probability of two nodes being connected. The link is assumed to contribute to
the connectivity if the flow versus capacity ratio is higher than a pre-specified
value. Chen et al. [2000] study the maximum demand which can be loaded
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onto a network so that the link flows are lesser than the capacities which fol-
low a probability distribution. Chen et al. [2002b] apply sensitivity analysis to
study the impact of perturbations in link capacities on equilibrium link flows.
Lo and Tung [2003] study the impact of day-to-day capacity degradations by
modeling the impact of capacity uncertainty on travel time variability. Du
and Nicholson [1997] adopt an integrated equilibrium approach and develop
a methodology based on differential sensitivity analysis to model link flows
under capacity degradations.
2.3.4 Behavioral Uncertainty
Previous research on behavioral uncertainty primarily focuses on mod-
eling variation in user perception of experienced travel time and day-to-day
route choice dynamics. Daganzo and Sheffi [1977] introduced the stochastic
user equilibrium (SUE) concept where routing is based on perceived travel time
than experienced travel time. Perceived travel time is modeled as the actual
travel time plus an error term whose distribution over the entire population
is known. Users are assumed to choose routes which have minimum perceived
cost. Depending on the distribution of the error terms, SUE models are clas-
sified into logit based and probit based. Logit based stochastic assignment
models assume that the costs on alternative routes are independent gumbel
variates. SUE models can be solved using method of successive averages or a
frank-wolfe based algorithm where in every step the network loading is under-
taken using Dial’s STOCH algorithm [Dial, 1971]. One of the primary issues
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with the logit based SUE is that the independence assumption might not hold
with overlapping paths. Probit based SUE models assume that the perceived
travel time on any path is normally distributed with mean equal to the experi-
enced travel time. Even though probit based SUE do not suffer from the issue
of correlated paths solving a probit based model requires monte carlo simu-
lation techniques [Sheffi and Powell, 1982] or complete path enumeration and
numerical integration of multi-variate normal distribution [Daganzo, 1979].
Maher and Hughes [1997] proposed a heuristic to solve for the probit based
SUE which eliminates the need for complete path enumeration by adopting a
Markovian routing strategy.
Several researchers have modeled the spatial evolution of traffic flows
due to day-to-day route choice dynamics by integrating the SUE model in
a deterministic discrete time process framework [Horowitz, 1984, Cantarella,
1993, Cantarella and Cascetta, 1995, Watling, 1999]. The day-to-day route
choice dynamics was modeled using learning models where drivers use past
experience to update their travel cost perceptions which affect route choice
decisions. Convergence to a point equilibrium may not be guaranteed and
is affected by various factors like the cost functions, learning models used
etc. In order to model daily variation in traffic systems, other researchers
have used stochastic discrete time processes to model temporal and spatial
evolution of flows. Cascetta [1989] used a Markov process to model short term
evolution of the traffic system. Hazleton and Watling [2004] proved that under
general conditions the markov traffic assignment model converged to an unique
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equilibrium distribution.
2.3.5 Information Provision and Online Routing
This section provides an overview of work conducted in developing ana-
lytical and simulation models for information provision followed by a review of
the work on online routing. With the increasing deployment of advanced trav-
eler information systems (ATIS) within the intelligent transportation system
(ITS) framework, there has been an increasing number of studies focusing on
the impact of information provision on drivers and how to evaluate them. One
of the primary sources of up to date en-route information provision is through
Dynamic Message Signs (DMS). The information provided by Dynamic Mes-
sage Signs (DMS) can be classified into advisory, mandatory and descriptive
information. In the United States, majority of the DMS provide advisory or
descriptive information about recurrent congestion, non recurrent congestion
due to incidents and special events such as work zones, games and during
emergency evacuation. The success of information dissemination using DMS
depends heavily on the reliability of information provided, i.e. users driving
experience should match the advisory information or should be enhanced due
to the descriptive information. If the information provided does not match
users driving experience, then people will stop following DMS information.
An important factor affecting the effectiveness of information provided is an-
ticipating the users response to information. For example, Thakuriah and Sen
[1996] concluded that depending on the route guidance options chosen, ATIS
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have the potential to reduce total system travel time by 33%. Therefore, there
needs to be a careful study conducted to model the impact of information
provision.
A detailed analysis of driver response to alternate route information
provided through DMS in Munich was conducted by Tsavachidis [2000]. The
study showed that provision of alternate routes has significant potential to
reduce congestion as long as the alternate route is a feasible route for the
drivers. Hounsell et al. [1998] found DMS based re-routing to be an effective
way of managing non-recurrent congestion caused due to incidents. When 50
% of the users diverted after complying to DMS information under incident,
the increase in system travel time was halved. Chatterjee et al. [2002] in their
study focus on the potential of DMS based information provision for incident
management. The effectiveness of information provision was found to increase
with more accurate and reliable information. McDonald et al. [1998] claim
that integrating DMS based information provision about recurrent and non-
recurrent congestion with Urban Traffic Control (UTC) can result in significant
travel time savings. However, the study also warn that the benefits of DMS
based information provision will highly depend on the quality and reliability
of information provided.
Due to increasing usage and potential of DMS to manage congestion
several simulation based studies have been conducted to evaluate various DMS
information strategies. Ben-Akiva et al. [1991] show that using prevailing in-
formation to develop DMS strategies can result in deterioration of system
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performance. This is primarily because prevailing information does not ac-
count for future state of the system and does not anticipate users response to
information. This causes users driving experience to be significantly different
from the information provided on DMS resulting in reduced compliance. The
study also show that providing prevailing information can result in conges-
tion bottlenecks being created elsewhere in the network. Kaysi and Ali [2000]
use an analytical formulation on a small four link network to show that pre-
dictive information which anticipates future system states caused due to user
response to information can result in better system performance. Messmer
et al. [1998] developed an automatic control based DMS information strategy
for the scottish inter urban network. The DMS provides both route guidance
and delay information based on real time traffic data. The strategy involves
using pre-specified splitting rates to divert vehicles on alternate routes with
residual capacity. The DMS based route guidance problem was formulated as
a discrete time non linear optimal control problem and solved using a gradient
based search technique. Other studies which have developed analytical or sim-
ulation based methods to generate DMS based route guidance include Wang
et al. [2003], Mammar et al. [1996], Diakaki et al. [1997]. However, a majority
of these studies are conducted on simple and small networks where the number
of alternate routes available is small and can be easily pre-specified.
To address this issue several large scale simulation based methods have
been developed to model the impact of DMS information. Valdez-Diaz et al.
[2001] determined optimal percentage of vehicles to be diverted during inci-
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dent conditions by providing alternate routes through dynamic message signs.
Re-routing of vehicles resulted in improvement of system performance of up to
15%. Oh and Jayakrishnan [2001] provided a heuristic which uses DMS based
re-routing to convert user optimal flows to near system optimal conditions.
Again the efficacy of the heuristic was found to be dependent on the frequency
of update and hence timeliness of information. Peeta and Gedela [2001] devel-
oped a DMS control heuristic to generate optimal dynamic diversion rates of
DMS consistent with driver behavior such as compliance and responsive to real
time traffic dynamics. The objective of the control heuristic is to determine
which DMS to activate, what message to provide and how frequently should
the message be updated in the presence of congestion or incidents.
Sawaya et al. [2000] developed a predictive feedback control approach
to provide alternate routes through DMS under incidents. The approach was
found to be fairly reliable under variation in demand, compliance rates and
severity of incidents. Sawaya et al. [2005] extended the above works to em-
bed features of stochastic programming and control to provide robust route
information through DMS under demand and parameter uncertainty. Krish-
namurthy conducted a detailed study of factors affecting the efficacy of in-
formation supply strategy through DMS. The efficacy of DMS in managing
congestion was found to depend upon: information lag, diversion rate (over-
concentration) on to the alternative paths, efficiency of reported paths, time-
varying interactions between VMS and non-VMS vehicles, residual capacity
on alternate paths, compliance rates, and spatial incident characteristics.
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A majority of these studies have been conducted on simple small scale
networks or are simulation based. Despite learning numerous valuable insights,
the problem with simulation based analysis is that the results may not be
generalizable due to the uncertainty inherent in the process. Therefore, there
is a need for developing analytical models which can provide theoretically
rigorous results. Despite using simplifying assumptions, the theoretical models
can aid in developing long term planning measures for networks which have
information provision or to plan for information provision. An overview of the
literature on relevant analytical models is provided below.
Relatively little work has been presented on the type of transportation
equilibrium with information and recourse problems (especially those yielding
tractable solution methods). One effort, by Nguyen and Pallottino [1989], pre-
sented a model and algorithm for the transit equilibrium problem employing
shortest hyperpaths (the precise definition of a hyperpath varies somewhat by
the specific implementation, but it is essentially a collection of possible paths
between a given origin-destination pair). Another promising attempt was con-
tributed in a book chapter by Marcotte and Nguyen [1998] who developed an
approach for traffic equilibrium employing hyperpaths again for transit net-
works. While this work focused on transit and capacitated networks where an
arc may or may not exist upon arrival at a node (as opposed to general informa-
tion learned en-route), valuable insights were given for network hyperpaths and
their application. Marcotte et al. [2004] extendeded the hyperpath assignment
concept to model traffic assignment in networks with rigid finite capacities. In
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this model users are assigned to strategies which provide at every node,a set
of sub-paths and the order of preference. An explicit travel cost function is
not used and the rigid finite capacity assumption is assumed to be a proxy for
travel delay. Various theoretical properties of the network were analyzed under
two types of loading mechanism: single queue processing which enforces first-
in-first-out (FIFO)and parallel queue processing where pre-emption is allowed.
A variational inequality formulation was provided and the performance of five
solution algorithms based on frank-wolfe and projection methods were studied.
Hamdouch et al. [2004] extend the above strategic model to a dynamic setting
where users are loaded onto strategies or dynamic hyperpaths based on user
preference and following the first-in-first-out discipline. Gao [2005] provided
a policy based approach for dynamic traffic assignment where at every node
a user is specified different links depending on the state of the network. How-
ever, the above work does not provide a mathematical formulation and hence
the properties of the system is not analyzed.
2.4 Transportation Network Design Problems
The last section of the literature review focuses on transportation net-
work design problems which are commonly modeled as a stackelberg game. In
the upper level, the controller or transportation planner modifies the capacity
of the network subject to a budget constraint. In the lower level, users re-
act to the modified capacity changes in the network by routing themselves on
paths which give equal and minimal travel time for every origin-destination
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pair. Depending on the way users are propagated in the network the network
design problem can be classified into static and dynamic network design. In
the dynamic network design problem, time dependent and spatial evolution of
congestion is modeled. Karoonsoontawong [2006] provides a detailed analysis
of dynamic network design problem.
As the focus of this dissertation is primarily static assignment models
this review will focus on primarily static network design problems. One of the
first works on the static network design problem was conducted by Abdulaal
and LeBlanc [1979] who used the Hooke-Jeeves method to solve the problem.
Suwansirikul et al. [1987] improved upon the above mentioned Hooke-Jeeves
method by using equilibrium decomposition optimization where the deriva-
tive of the upper level objective function was approximated. Yang and Yagar
[1994] also proceeded along similar lines to derive an algorithm where the the
sensitivity analysis method was used to approximate the derivative of link
flows with respect to link capacities. Friesz et al. [1992] exploited the network
structure in a simulated annealing framework to obtain near global optimal
solutions. Marcotte [1983] proposed two algorithms to solve the network de-
sign problem. The first algorithm involved transforming the lower level user
equilibrium problem into a variational inequality which was further trans-
formed into a set of nonlinear constraints by exploiting the convex polyhedral
structure of the feasible flow space. The problem was decomposed into a re-
laxed master problem with transportation planners objective function and a
sub-problem comprising of solving the shortest path problems to generate the
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constraints. The second algorithm was an iterative optimization algorithm.
Both of these methods however do not guarantee global optimality. Leblanc
and Boyce [1986] approximated the non-linear program as a bi-level linear
program and applied Bard’s algorithm (1983) to arrive at local optimal solu-
tion. Meng et al. [2001] used a continuously differentiable marginal function
to convert the bi-level problem into a single level problem. The augmented
lagrangian method was used to solve this equivalent non-convex reformulation.
A discrete version of the network design problem where capacity additions are
restricted to be integer variables was solved using tabu search by Mouskos
[1991].
A number of authors have focussed on the system optimal transporta-
tion network design problem where the lower level problem follows a static
system optimal assignment. The first work in this area was conducted by
Leblanc [1975] who formulated a discrete variation of the system optimal net-
work design problem and used a branch and bound algorithm to solve the
problem. Hoang [1982] improved upon the above model by applying a gen-
eralized benders partition method. LeBlanc and Abdulaal [1979] studied the
continuous version of the above problem. Dantzig et al. [1979] developed a
decomposition algorithm to solve both the continuous and discrete versions of
the above problem.
A couple of studies have been conducted comparing the system optimal
and user optimal network design problems. Leblanc and Abdulaal [1984] found
that the system optimal network design problem solutions were as good as the
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user optimal network design problem solutions. This has important implica-
tions as for larger networks user optimal network design is more difficult to
solve as it involves a lower level equilibrium problem while the system optimal
version is normally a single level mathematical program. Karoonsoontawong
[2006] found similar results for the dynamic and stochastic network design
problems.
This chapter provided an overview of literature relevant to the research
conducted in this dissertation. Despite significant amount of work in this area,
there has been relatively little work conducted in explicitly modeling the im-
pact of demand and capacity uncertainty in traffic assignment models. More-
over, there is very little work in developing analytical tractable models which
can be used for evaluating and thus planning for networks with information
provision. The next chapter focuses on the first of three main contributions
of this dissertation: developing methods to account for long term demand
uncertainty in transportation networks.
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Chapter 3
Long Term Demand Uncertainty
Since the seminal work of Wardrop [1952], many contributions have
been made to develop efficient solution methodologies for the traffic equilib-
rium problem. A common assumption in most of these works is that the
employed origin-destination demand is deterministic. However, for long term
planning applications, such a deterministic assumption is clearly invalid. It
is well known in the literature that capturing uncertainty in transportation
system evaluation is important for arriving at better planning decisions [Mah-
massani, 1984]. However, research efforts have not sufficiently focused on the
impact of demand uncertainty in planning decisions.
In this chapter, we attempt to further developments in long term de-
mand uncertainty by comparing different sampling techniques for the traffic
equilibrium problem under uncertain demand (TEPUD). Note the distinction
between short-term demand uncertainty and long term demand uncertainty
- the former accounts for day to day/hour-to-hour (real time) fluctuations in
demand whereas the latter captures uncertainty over a period of months or
perhaps years. It is clear from previous studies [Waller et al., 2001, Waller and
Ziliaskopoulos, 2001] that solving the traffic equilibrium problem by neglecting
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long-term demand uncertainty lead to sub-optimal solutions. In fact, it was
found that neglecting the inherent long-term demand uncertainty appears to
systematically underestimate the expected total system travel time (TSTT).
Demand uncertainty is accounted for by assuming a multi-variate prob-
ability distribution for the origin-destination desires. The method proposed
is general in that it allows for dependencies between origin-destination (O-D)
pairs characterized by linear correlation. This allows for analogies to scenario
analysis, where, for example, a positive economic outlook leads to higher than
expected demands for travel between all origins and destinations within a given
sub-area of the region being analyzed.
The fundamental difficulty in implementing the TEPUD lies in evaluat-
ing the static traffic equilibrium problem for each possible future demand state
(i.e., demand realization). Although efficient algorithms have been proposed
in the literature to solve the traffic equilibrium, the computational time is
still high for large networks, especially if numerous realizations must be solved
using the generalized non linear optimization method of frank-wolfe [Frank
and Wolfe, 1956]. It is well known that the main drawback of the frank-wolfe
method is its slow convergence [Patriksson, 1994]. There have been consid-
erable efforts in the past to overcome these limitations to solve the traffic
equilibrium problem more efficiently. Although these methods give solutions
of higher accuracy and are more efficient than frank-wolfe, they take consid-
erable time for practical test networks. Therefore, evaluating the TEPUD is
still tedious and computationally intensive as it involves repeatedly solving the
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TEP for all possible demand realizations. An alternate methodological ques-
tion of interest due to unavailability of exact solution approaches is, ”Can we
devise approximate approaches for TEPUD, which gives us a sufficient level
of confidence on the true expected value of the solution?”. Similar work was
undertaken by Duthie [2004] where the focus was on characterizing the correla-
tions in origin-destination demand while this dissertation focuses on obtaining
computationally efficient estimates of the true solution.
One way for obtaining an approximate solution for the TEPUD is by
employing sampling methods. Sampling methods provide an approximate so-
lution of the TEPUD by solving the TEP for a fixed number of demand real-
izations in the feasible region, ensuring that the sampled solution is in the close
neighborhood of the true solution. When the number of realizations is large
or when analytical expressions of the objective function are not available, it
may not be feasible to deterministically estimate the solution or the objective
function value of a stochastic program. In such cases, sampling techniques es-
timate the feasible solution to the program and an approximate objective func-
tion value which satisfies the convergence criteria (within a certain percentage
of the optimal solution) with a specified degree of accuracy. These techniques
have been successfully applied for solving problems in many domains such
as multi-stage stochastic hydroelectric scheduling problems [Morton, 1996],
vehicle routing problems [Kenyon and Morton, 2003] and the option pricing
problem [Charnes, 2000]. Sampling techniques for stochastic programs can
be primarily classified into internal and external sampling. Internal sampling
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techniques involve procedures where repeated samples of random parameters
are taken during the course of the algorithm. Internal sampling techniques
are variations of standard deterministic algorithms in which the gradients and
function evaluations are replaced by monte carlo sample estimates [Mak et al.,
1999]. Examples of internal sampling are stochastic quasi-gradient methods
[Ermoliev, 1983], sampling based L shaped method, stochastic decomposition
[Higle and Sen, 1996]. Peeta and Zhou [2002] used the stochastic quasi gradi-
ent method to develop dynamic traffic assignment (DTA) solutions which can
be used for operational purposes. External sampling techniques replace the
random parameters by a finite number of realizations and solve the resulting
deterministic mathematical program (Mak et al., 1999). In external sampling,
a statistical estimate of the optimal solution can be obtained which may con-
verge to the true optimal value as the sample size increases [Dupacova and
Wets, 1988, Shapiro, 1991]. This research primarily concentrates on external
sampling techniques as the solution procedure for obtaining an estimate of the
true expected value of the TEPUD involves repeatedly solving the TEP for a
reasonable number of realizations. The focus of this research is on comparison
of various techniques by which the population distribution of the finite real-
izations of demand can be efficiently replaced by a selective efficient sample
that gives the least optimal gap for the TEPUD. To the best of our knowledge,
there is no similar work done in the transportation network modeling domain
that involves determining efficient sampling methods for the TEPUD.
Section 3.1 provides the mathematical programming formulation under
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uncertain demand. Section 3.2 then discusses the sampling based method-
ologies to arrive at efficient approximate estimates of expected future system
performance. Two applications illustrating the importance of considering long
term demand uncertainty is presented in section 3.3.
3.1 Traffic Assignment Formulation under Uncertain De-
mand
The traffic equilibrium problem has been of considerable interest to
researchers in the last four decades. It has also been widely accepted in prac-
tice; under the well known assumptions of convex, monotonic, differentiable
cost functions and perfect rationality of users. Let ξ denote a random vector
in <|R×S| following a multi-variate distribution function Φ(.) with support Ξ
where R denotes the set of all origins and S the set of all destinations. Let A
denote the set of all links and J the set of all paths. Other notations include a
vector of link costs, c(x, y, ξ) in <|A|; a vector of link flows, v in <|A|; a vector
of demands between each O-D pair, t in <|R×S|; a vector of path flows, h in
<|J |; a link-path incidence matrix, P in <|A×J | ; and a O-D pair-path incidence
matrix, B in <|R×S||J |. For every demand realization ξ the user equilibrium
problem can be formulated as:
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Z(y, ξ) = Minimize
va∫
x=0
c(x, y, ξ)dx (3.1.1)
v = Ph (3.1.2)
t(ξ) = Bh (3.1.3)
v ≥ 0 (3.1.4)
The objective of this study is to determine approximate estimates of
g = E[Λ(y, ξ)] where Λ(y, ξ) = c(v, y, ξ)v denotes the total system travel time.
Note that g =
∫
Ξ
Λ(y, ξ)dΦ(ξ) and an unbiased estimator of g is ΛˆN(y) =∑
j=1,,N
Λ(y, ξj).
3.2 Methodology
Deterministic demand assumption in traditional traffic equilibrium prob-
lems is relaxed by assuming a probability distribution for the demand. An
overview of the method used to arrive at the appropriate demand distribution
is provided followed by a review of the sampling techniques considered in this
work.
3.2.1 Determining the Probability Distribution
The number of probability distributions available for modeling uncer-
tain O-D demand is limitless (i.e. normal, triangle, poisson) and insufficient
research has been conducted related to realistically modeling uncertainty in
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long-term O-D demand. The experiments conducted for this work explore the
results obtained from various types of multivariate normal (truncated at zero)
and lognormal distributions due to their wide applicability. The distributions
considered in this work only require the specification of the mean, variance
and covariance terms.
The mean, Ξ, is the expected estimate of the future trip table. The
variance, ζ2, is the expected squared deviation of the future trip table from
Ξ. Lastly, a valid correlation matrix, ρ, one that is positive semi-definite with
values between −1 and 1 and all ones on the diagonal, is chosen with the
aid of Hypersphere Decomposition. This methodology, described in Rebonato
and Jackel [1999] transforms any matrix of desired correlations, ρ̂, into a valid
correlation matrix, ρ.
In this work each demand correlation matrix is decomposed into a lower
triangular matrix L and its conjugate transpose L∗ using Cholesky Decompo-
sition (i.e. ρ = LL∗). It is important to note that the method presented
in this section only works for probability distributions φ(Ξ,Σ) that can be
transformed to the normal distribution [Scheuer and Stoller, 1962].
Multiplying L with a vector of uncorrelated random realizations u from
a standard normal distribution generates a vector v with similar covariance
properties as Σ. A realization, ξw, can then be obtained by vector addition of
v and Ξ. User equilibrium is then evaluated for each ξw and the corresponding
system performance is then evaluated across all realizations and averaged to
arrive at an estimate of the expected system performance. The accuracy of
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the estimate is directly related to the quality of the demand realizations used
which is related to the method of generation of the vector u.
3.2.2 Sampling Techniques
Four sampling techniques are considered here; Monte Carlo, Antithetic,
Latin Hypercube and randomized Quasi Monte Carlo . Although numerous
other sampling techniques exist in the literature, most are essentially exten-
sions of these basic techniques.
3.2.2.1 Monte Carlo
Monte Carlo simulation is the most popular method for many appli-
cations due to its simplicity. Typically, a pseudo-random number sequence is
used, and then transformed to the desired distribution of the random param-
eter under consideration. First presented by Metropolis and Ulam [1949] to
study differential equations in mathematical physics, the technique has since
become a necessary part of every engineering student’s curriculum. Shapiro
and de Mello [2000] prove that Monte Carlo approximations of stochastic op-
timization programs converge to the exact solution with probability one at an
exponential rate under a set of assumptions including the sample space is finite
and the random functions are convex piecewise linear. In this paper, however,
the sample space considered is continuous, so the authors’ proofs may not nec-
essarily hold. Despite the intuition that Monte Carlo may converge too slowly
for practical use ( O(
√
n), where n is the sample size), it is tested in this paper
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as a benchmark since it is simple to implement and widely employed.
For the initial tests of the solution method, simple Monte Carlo sam-
pling will be used to generate uniform random variates. Simple Monte Carlo
works as follows. Consider the computation of the expected value of a function
F (y, ξ), defined on a vector of deterministic inputs y and uncertain parameters
ξ which follow a probability distribution Φ(Ξ,Σ). Fˆ|Ω| is an estimate of the
expected value of the function F (y, ξ) , obtained by evaluating |Ω| realizations,
i.e.,Fˆ|Ω| = 1|Ω|
∑
ω∈ω
F (y, ξ) . The variance of this estimate is calculated as:
V [Fˆ|Ω|] =
∑
ω∈Ω
[F (y, ξω)]2 −
[
∑
ω∈Ω
F (y,ξω ]2
|Ω|
|Ω| − 1 (3.2.1)
3.2.2.2 Anti Thetic
Antithetic sampling is a variance reduction technique in which pairs
of negatively correlated realizations of the uncertain parameters, ξω and ξω
′
are used to obtain an estimate of the expected value of the function F (y, ξ).
The average of F (y, ξω) and F (y, ξω
′
) , F ω = F (y,ξ
ω)+F (y,ξω
′
)
2
, is evaluated
for each negatively correlated pair of uncertain parameters. The estimate of
the expected value of the function, Fˆ|Ω|, is evaluated as the average of |Ω|
realizations of F ω i.e., Fˆ|Ω| = 1|Ω|
∑
ω∈Ω
F ω. Variance is calculated as:
V [Fˆ|Ω|] =
∑
ω∈Ω
[F ω]2 −
[
∑
ω∈Ω
Fω ]2
|Ω|
|Ω| − 1 (3.2.2)
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Antithetic sampling performs well when F (y, ξ) is monotonic in ξ in
either direction (Law and Kelton, 1992). Given that the objective function
value of the traffic equilibrium problem is expected to monotonically increase
with demand, the antithetic sampling technique is expected to work well for
the problem posed in this paper. If the vector of independent realizations used
to generate t is u, then a negatively correlated t′ can be generated by using
(−1)∗u. Note that the negative correlation between each pair of realizations for
a given O-D demand, t and t′ , is different from the correlation between the O-D
pairs. Antithetic sampling technique is relatively easy to implement depending
on the complexity of drawing a sample ξω from the population distribution
Φ(Ξ,Σ) , and confidence intervals can be determined using standard statistical
procedures as each realization of F ω can be assumed to be IID.
3.2.2.3 Latin HyperCube
Latin Hypercube (LH) Sampling [McKay et al., 1979] involves parti-
tioning the range of the random parameters into sections of equal probability
and selecting samples from each section in a manner which ensures that the
entire sample space is covered. The number of sections is fixed to be equal
to the number of sample realizations needed. Then for each dimension of the
uncertain parameter, random realizations are generated from each of the sec-
tions. In this paper, the realizations for each region or dimension are combined
in a random manner to form |Ω| realization vectors. The technique cannot be
directly applied to the range of the uncertain parameter ξ as the resulting
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realizations will not possess the covariance properties of the underlying popu-
lation distribution Φ(Ξ,Σ). Therefore, LH sampling is applied to generate the
vector of uncorrelated random realizations u, which is then used to generate
the realization of the uncertain parameter ξ by multiplying with a Cholesky
decomposed correlation matrix.
Note that the realizations, ξω ∀ω ∈ Ω , obtained using LH are not
IID. In order to use the standard formula for obtaining a sample estimate of
the variance, M batches of realizations are generated (Stein 1987): ξωm ∀ω ∈
Ω,m ∈ 1, 2, ..M . The average of the function F (y, ξωm) for each batch m is
calculated as Fm = 1|Ωm|
∑
ω∈Ωm
F (y, ξωm) where |Ωm| denotes the number of
realizations in each batch.
The estimate of E[Fm] or FˆM is calculated as FˆM =
1
M
M∑
m=1
Fm . By
assuming the average of the function for each batch, Fm, to be IID, the variance
of the estimate is obtained as the variance of Fm across the M batches. When
a sufficiently large number of batches is generated (M > 30), the Central Limit
Theorem states that Fm can be assumed to be normally distributed allowing
confidence intervals to be determined.
3.2.2.4 Quasi Monte Carlo
Quasi Monte Carlo sampling [Niederreiter, 1992] is similar to Monte
Carlo sampling except that specially designed quasirandom number sequences
are used to generate each realization. Unlike pseudorandom numbers, quasir-
andom numbers are equidistributed to minimize error. Halton and Faure
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sequences are used in this research due to their convenient implementation
relative to other types of quasirandom sequences.
In order to generate the Halton sequence in one dimension, the se-
quence of integers n = 0, 1, 2, , N is converted to base m notation, where m is
any prime number using n =
L∑
l=0
blm
l where 0 ≤ bl ≤ m− 1. The nth element
of a single dimensional Halton sequence can be obtained as ϕ(n) = 0.b0b1...bl =
L∑
l=0
blm
−l−1. The Halton sequence inK dimensions ϕ(n) = {ϕm1(n), ϕm2(n), ...ϕmK(n)}
can be obtained by repeating the above procedure for K values of prime num-
ber bases. A Faure sequence is similar to a Halton sequence except it uses
the same base for all dimensions and the Faure sequence is reordered within
each dimension. Any number n is first converted to the base m notation
using the following formula: n =
L∑
l=0
blm
l where 0 ≤ bl ≤ m − 1. A combi-
natorial re-arrangement of the digits bl is conducted using a recursive equa-
tion from dimension d− 1 to dimension d according to the following formula:
bdi =
m∑
l≥i
l!
i!(l−i)!b
d−1
l mod m. The n
th element of the Faure sequence φ(n)
can then be obtained as φ(n) =
L∑
l=0
blm
−l−1 . Quasi Monte Carlo sequences are
used to generate the vector of uncorrelated random realizations u which is then
used to generate a realization of the uncertain parameter ξω by multiplying
with a Cholesky decomposed correlation matrix. The generated realizations ξω
will have similar covariance properties as those of the underlying distribution
Φ(Ξ,Σ). However, the realizations cannot be assumed to be IID and hence
the standard formula for calculating the estimate of the variance cannot be
used. In order to measure the confidence bounds on the solution obtained by
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Quasi Monte Carlo, M batches of N realizations are generated by adding a
random number uniformly distributed between 0 and 1 to each element of the
sequence (i.e., ϕm1(n) = ϕm1(n)+ui) to make the sequence IID. If ϕm1(n) ≥ 1
then ϕm1(n) = ϕm1(n)− 1.
Similar to Latin Hypercube, M batches of |Ωm| realizations are gener-
ated and the average of the function for each batch m = 1, ...,M , Fm is cal-
culated. The estimate of the expected value of the function, FˆM , is evaluated
as the average of Fm ∀m = 1, ...M . By assuming the average of the function
for each batch, Fm, to be IID, the variance of the estimate is obtained as the
variance of Fm across the M batches.
3.2.3 Numerical Analysis
The Sioux Falls network is used for testing purposes in this work. This
network has 24 nodes, 76 links, and 576 O-D pairs, 12 of which are assumed
to be uncertain. Two types of distributions are used to represent demand:
multivariate truncated normal and multivariate lognormal. The normal dis-
tribution is truncated at zero to avoid negative values. While the lognormal
distribution has the same technical benefits as the truncated normal distribu-
tion in this case, the truncated normal distribution was still used because it
is straightforward to describe and compare key attributes as transportation
network results often must be conveyed to politicians and the public.
All distributions tested are continuous, but as link flows in static rout-
ing models are typically taken as continuous, using continuous rather than
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discrete demands is not expected to affect system performance. Many other
distributions are feasible and further research is needed to determine the opti-
mal way for characterizing long-term demand. The mean demands tested are
obtained by applying scaling factors, ΞSF , to the matrix in table 3.1. The
variances tested are obtained by applying scaling factors, ζSF , to the same ma-
trix. The scaling factors were chosen to approximate a wide range of conditions
from uncongested to congested and very uncertain to fairly certain.
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 Figure 3.1: Sioux Falls network
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Figure 3.2 depicts how congestion varies with ΞSF , where congestion
is defined as Λ(ξ)
Λ(ξ|c(v)=cff ) and cff is the vector of free flow link travel costs.
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Figure 3.2: Congestion vs.ΞSF
Multivariate distributions require a correlation structure to be specified.
However, sufficient research has not yet been conducted into what forms of
correlation actually exist between pairs of future O-D demands. It is not yet
clear if the impact of such correlations on the planning process is sufficient to
justify extensive research efforts into developing these correlations. For this
reason a variety of valid correlation matrices, selected so as to approximate a
58
representative sample of all possibilities, are tested to determine their impact.
They range from perfect positive correlations to no correlation at all to negative
correlations. The correlation matrices used in this study are shown in Figure
3.3.
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Since computational power may limit the number of scenario realiza-
tions possible, comparisons were made for seven values of |Ω| ranging from
100 to 10, 000.The performance measure used to compare the performance of
the sampling techniques was error. Error is defined as the half-width of the
95% confidence interval around the estimate of “true” expected value as a
percentage of the “true” expected value. “True” expected value was obtained
by running the Monte Carlo Simulations for 100, 000 realizations. Numerical
tests showed that the error from 100, 000 Monte Carlo iterations is less than
0.25% for all instances of the problem tested in this paper. While calculating
the error for Simple Monte Carlo procedure, |Ω| is equal to the number of
realizations used; for LH and Quasi-Monte Carlo techniques, |Ω| is equal to
the number of batches used whereas for Antithetic sampling, |Ω| is equal to
the half of the number of realizations used
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3.2.3.1 Numerical Analysis
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Figure 3.4: Sampling Results, Demand SF = 1 Var SF = 0.3
ΞSF = 2, ςSF = .3, ρ0
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Figure 3.5: Sampling Results, Demand SF = 2 Var SF = 0.3
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ΞSF = 4, ςSF = 0.3, ρ0
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Figure 3.6: Sampling Results, Demand SF = 4 Var SF = 0.3
ΞSF = 2, ςSF = 0.15, ρ0
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Figure 3.7: Sampling Results, Demand SF = 2 Var SF = 0.15
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ΞSF = 2, ςSF = 0.6, ρ0
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Figure 3.8: Sampling Results, Demand SF = 2 Var SF = 0.6
The efficiency of the sampling techniques were compared for numerous
mean demand levels, variance levels and at six demand realization levels rang-
ing from 100 to 10000. Antithetic and Latin Hypercube (LH) were found to
have the lowest errors for every scenario tested. Quasi Monte Carlo yielded
comparable, errors at higher number of realizations. All the sampling tech-
niques performed significantly better than simple monte carlo sampling. The
performance of Halton and Faure sequence were comparable. For example er-
rors in Anti thetic sampling were found to be to be up to 99% lower for most
scenarios. When the number of realizations was less than 500 Anti-thetic
sampling was found to have lower errors. However as the number of real-
izations increased Latin Hypercube outperformed Anti-thetic sampling. For
lower number of realizations for some scenarios, Quasi Monte Carlo performed
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moderately better than Latin Hypercube.
Therefore when the network size is large and only a limited number
of scenarios can be run then Anti-thetic sampling recommended. However if
the network size is small or computational power is not an issue, then latin
hypercube sampling is recommended.
This section provided an overview of a methodology to account for
long term demand uncertainty by applying sampling techniques. The next
two sections focus on two applications of traffic assignment models: network
design and pricing to justify the consideration of long term demand uncertainty
in the transportation decision making process.
3.3 Applications
This section presents some of the applications which show the impor-
tance of considering long term demand uncertainty while making planning
decisions. The first application shows the importance of considering correla-
tions and long term demand uncertainty while making network design deci-
sions. The second application shows how not accounting for long term demand
uncertainty can lead to sub-optimal pricing decisions.
3.3.1 Network Design
The focus of this section is to show that accounting for uncertainty and
correlation can have a significant impact on network improvement decisions.
The network improvements considered in this analysis is discrete lane addi-
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tions. The procedure to choose network improvement decisions is outlined first
followed by the numerical analysis.
3.3.1.1 Network Improvements
Note that the network improvement selection procedure described in
this section are not the optimal network improvement procedures. The focus
is to compare the choice of network improvements and show that whatever be
the criteria, not accounting for uncertainty and correlation can lead to different
results. First every link in the network is indexed by a number from 1, ...., |A|.
The user equilibrium flows are determined for the base case scenario where no
capacity enhancements are made. Then for every link two parameters La and
Ua are determined where:
La =
|a|−1∑
i=1
(
vi
ci
)
(3.3.1)
Ua =
|a|∑
i=1
(
vi
ci
)
(3.3.2)
A random number α is generated where in the interval (0, V ) where:
Ua =
|A|∑
i=1
(
vi
ci
)
(3.3.3)
The link a is selected where La ≤ α ≤ Ua. If the length of the link Ga is
less than the current budget level add one more lane to the link and decrease
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the budget level by the cost of adding Ga. Repeat the process until a budget
level of zero is reached.
Using the above methodology 50 pairs of network improvements were
generated. Each of the 100 network improvements were evaluated according to
the function f1(y, ξ) = (1−α)∗E[Λ(y, ξ|ρi)]+α∗s[Λ(y, ξ|ρi)] for each i in the
set of correlation matrices and α is a constant between 0 and 1 representing
the relative weight between the expected value and standard deviation. The
resulting function values were compared for each pair of improvements, to de-
termine the best one in the pair. Same pair of improvements is then evaluated
according to f2(y, ξ) = (1− α) ∗ E[Λ(y, ξ|ρ0)] + α ∗ s[Λ(y, ξ|ρ0)] and the best
one in the pair is determined. For a given pair of improvements, the best one
for f1 may differ from the best one for f2, leading to the conclusion that the
consideration of uncertainty and correlation can mean changes to the selected
improvement project.
3.3.1.2 Numerical Analysis:Network Improvements
Figure 3.9 shows the percentage of realizations when that the best per-
forming improvement in each pair differed between f1(y, ξ) using normal distri-
bution Φ(Ξ2, (ρ
i, ς2)) for i = 1, ..4 and f2(y, ξ), using distribution Φ(Ξ2, (ρ
0, ς2)).
Results are calculated for values of α from 0 to 1 in increments of 0.1. The
differences appear not to depend much on correlation structure, and range on
average from approximately 5% when the objective function consists only of
the expected value term (α = 0) to approximately 40% when the objective
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function consists only of the standard deviation term (α = 1).
Figure 3.9: Network Design Results
Figure 3.9 shows that the chosen “optimal” improvement differed most
often when more weight was placed on s[Λ(y, ξ)] relative to E[Λ(y, ξ)]. This
somewhat intuitive result has a very important practical implication: if de-
signing a network to reduce future system performance variability is a goal,
then there is a high likelihood that modeling demand deterministically may
not give the desired result. The purpose of this section has been to show
that characterizing O-D demand inaccurately can lead to incorrect descrip-
tions of system variance, and possibly even suboptimal network improvement
decisions. The next section shows how not accounting for long term demand
uncertainty can lead to sub-optimal pricing decisions.
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3.3.2 Robust Pricing
This section focuses on developing methodologies for arriving at opti-
mal tolls on a network using traffic assignment models when the long-term
origin-destination trip demand is uncertain. The optimal tolls in a majority
of the pricing works have been based on a single value of travel demand or
a deterministic elastic demand relationship. This work relaxes this determin-
istic demand assumption by calculating the optimal first best tolls based on
marginal social cost pricing using traffic assignment models when the long term
origin destination demand is assumed to follow a probability distribution.
We consider future demand uncertainty to be the case where the de-
mand is uncertain at the time the tolls are to be set, but after the tolls are
set and after some time the actual demand is realized and the users equili-
brate deterministically. In our model the impact of demand elasticity is not
considered. This work instead focuses on the effect of demand uncertainty,
and the additional effect of elasticity will be considered in future works. The
focus of this chapter is to arrive at a robust first best tolls which minimizes the
expected value and the variance of the system performances when the demand
follows a pre-specified probability distribution. The system congestion using
the robust toll prices is compared to the system performance using toll prices
calculated for the deterministic expected value of demand to emphasize the
importance of considering demand uncertainty while making pricing decisions.
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3.3.2.1 Methodology
First the mathematical formulation of the problem is provided, fol-
lowed by a discussion of each of the three solution methods: (i) Demand
Inflation/Deflation (ii) Marginal Cost Averaging and (iii) Genetic Algorithms.
A mathematical formulation for optimizing robust toll prices is pre-
sented in this section. The notation used for the formulation is presented
first followed by the non linear bi-level formulation for determining the robust
prices. The notation used in this section is the same used in 3.1.
β ∈ argmin λE[Λ(ξ)] + (1− λ)V [Λ(ξ)] (3.3.4)
Min
νa∫
x=0
(c(x, y, ξ) + β)dx (3.3.5)
v = Ph (3.3.6)
t(ξ) = Bh (3.3.7)
v ≥ 0 (3.3.8)
where Λ(ξ) = c(ν, ξ)ν refers to the total system travel time. Therefore
the objective is to determine the value of prices which minimizes the linear
combination of expected value and variance of total system travel time. The
relative weights assigned to the expected value of total system travel time
when compare to the variance of total system travel time is determines by the
input parameter λ.
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3.3.2.2 Solution Methods
Three different approximate solution methods are employed to arrive
at approximate solutions to the bi-level program. The first method was in-
flation/deflation where the planning demand was inflated/deflated from half
the expected demand to one and half times the expected demand at intervals
of 0.1. The tolls were determined for the planning demand and the objective
function was evaluated from the expected value and the variance of the system
performance. Anti thetic sampling was used to arrive at approximate estimates
of expected value and variance. The second methodology involves setting tolls
equal to average marginal cost obtained from 100 equally spaced deterministic
demand scenarios between 50% and 150% of the expected demand. The third
methodology employed genetic algorithms to solve the problem.
3.3.2.3 Analysis of Results
The network tested is the Sioux Falls network. This is a medium sized
network with 24 nodes, 76 links and 12 origin destination pairs. The OD tables
shown( see table 3.2) represent the expected demands which follow a normal
distribution, and the variances is set at ten percent of the expected demand.
Table 3.2: Sioux Falls O-D table for robust pricing
Origin/Dest 20 18 7 6
1 0 2406 3609 2406
2 3609 0 5513.75 2005
3 501.25 2185.45 0 7458.6
13 6175.4 701.75 1904.75 0
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We evaluated and compared the expected system performance for the
tolls determined at different planning demand inflation levels, averaged tolls
and tolls determined by the GA solution. The line in Figure 3.10 represents
the inflation results and the diamond represents the result using the averaged
tolls. Figure 3.10 again shows that the optimal system performance is not
reached when the expected demand is used as the only planning demand,
but that, for this network, the minimum is obtained at an inflation level of
1.1 (providing an E[Λ] of 622,136). At the expected demand value, E[Λ] is
638,821, 2.68% higher than the minimum. After the inflation level passes 1.1,
the E[Λ] increases significantly. For an inflation level of 1.4 the solution is
730,142 and at 1.5 the solution is 808,026. These values are once again off the
scale of the graph, and therefore not shown. For this network, the averaged
tolls performed well, with an E[Λ] of 622,088, slightly worse than the optimal
inflation solution. The GA solution (619,735) was found to be 3% better than
the E[Λ] at the expected demand, and 0.39% lower than the optimal solution
found by inflation. The second graph represents the variance performance for
the different problem variations. For this network, the variance was minimized
with a V [Λ] of 487,636, and an inflation level of 0.9. At the expected demand,
the V [Λ] was 614,690, over 25% higher than the minimum. The averaged tolls
performed adequately for variance as well, and resulting in a V [Λ] of 455,262,
nearly 25% lower than the variance at the expected demand. The V [Λ] from
the GA solution is 449,255, similar to the averaged value.
The GA solution method was employed for the same weighted objec-
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tive functions as in the example above. These solutions can be compared to
similarly weighted solutions from the inflation and averaging method in Table
2. Once again, the GA solution outperforms the inflation method for each of
the objective functions. Further, the percentage improvement from both the
solution at the expected value and optimal inflation solution, to the optimal
GA solution is greater than it was for the test network. Again, these values
might not appear highly significant, but the difference between the SO assign-
ment and UE assignment is only an average of 3.6% over possible demand
scenarios.
Table 3.3: Weighted Objective Function Values for Sioux Falls Network
Inflation Method Solutions
α, λ 1 0.5 0.25 0.75
0.5 633593 317687 159734 475640
0.6 630735 316179 158901 473457
0.7 627009 314020 157525 470514
0.8 624249 312601 156778 468425
0.9 624102 312400 156549 468251
1 638822 319803 160293 479312
1.1 622136 311468 156134 466802
1.2 633460 317292 159208 475376
1.3 652833 327038 164141 489936
1.4 730143 366094 184070 548119
1.5 808026 406071 205094 607049
GA Solutions
Objective 619735 310298 155210 464730
E[] 619735 619994 619362 619434
V[] 449255 363916 243259 464730
% vs α = 1 3.08 3.06 3.28 3.14
% vs α = 1.1 0.39 0.38 0.36 0.45
73
615000
620000
625000
630000
635000
640000
645000
650000
655000
660000
0.5 0.6 0.7 0.8 0.9 1 1.1 1.2 1.3
Planning Demand
E x
p e
c t
e
d  
T o
t a
l  S
y s
t e
m
 
T r
a
v e
l  T
i m
e
Inflation Averaging GA
0
500000
1000000
1500000
2000000
2500000
3000000
3500000
4000000
0.5 0.6 0.7 0.8 0.9 1 1.1 1.2 1.3
Planning Demand
V a
r i a
n
c e
 
o
f  T
o
t a
l  S
y s
t e
m
 
T r
a
v e
l  T
i m
e
Inflation Averaging GA
Figure 3.10: Sioux Falls Pricing Results
E[Λ] for the non-priced UE assignment is 641,217 whereas E[Λ] for the
non-priced SO assignment is 618,616 yielding a difference of 22,601. As this
difference represents the maximum realizable improvement of an UE solution
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via any pricing strategy, examining the results relative to this difference is
desirable. Employing this baseline, the GA robust pricing achieves 97% of
the achievable gains versus the expected value-based solution which achieves
only 11% of the UE/SO difference. In realistic large-scale networks, where the
UE and SO solutions vary by much higher values, there should be even more
potential for improvement if the tolls are optimal and robust.
3.4 Conclusions
This chapter provides methodologies to account for the impact of long
term demand uncertainty in traffic assignment models. Long term demand
uncertainty is accounted for by assuming a probability distribution for the de-
mand. However, evaluating the expected value of future system performance is
a computationally intensive process as it involves solving the traffic assignment
problem for multiple future demand realizations. Therefore, significant com-
putational savings can be achieved if the expected value can estimated with
limited number of demand realizations. To achieve this objective four different
sampling techniques have been studied and their performance compared with
that of simple monte carlo sampling technique. The results indicate that all
sampling techniques achieve significantly accurate estimates of expected value
at lower number of realizations. For example, Anti-thetic sampling provides
99% lower error than simple monte carlo for all the scenarios tested. For lower
number of realizations anti-thetic sampling was found to provide best perfor-
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mance. As the number of realizations increased, latin hypercube sampling
provided the best performance. Two applications illustrating the importance
of accounting for long term demand uncertainty: network design and pricing
were studied. The results from both the studies indicate that not accounting
for long term demand uncertainty can result in sub-optimal planning deci-
sions. Apart from the long term uncertainty in demand which affects planning
decisions, another source of demand uncertainty is the day to day variation in
demand which which affects short term operation decisions. The next chap-
ter presents methodologies to account for the impact of short term demand
uncertainty in traffic assignment models.
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Chapter 4
Short Term Demand Uncertainty
This chapter complements the previous chapter by developing method-
ologies to account for day-to-day variations in demand in static traffic assign-
ment models. In transportation planning, static traffic assignment models are
commonly used to estimate the route choices made by travelers and, thus,
the flow on roadway segments during the peak period. In most cases a user
equilibrium is sought, in which no travelers can reduce their travel times by
adjusting their route choices. This can take the form of a deterministic user
equilibrium (DUE), in which users correctly perceive travel times, or a stochas-
tic user equilibrium (SUE), in which some error exists in travelers’ perception
of travel times.
However, in both of these cases, one assumes that both the total travel
demand and the network supply (e.g., delay functions and roadway capacity)
are deterministic and known both by all travelers and by the network modeler.
This assumption is often taken throughout the planning process, and most
short-term operational decisions and traffic management initiatives are made
based on a single, expected current state of the system.
In reality, the state of the system varies from day to day due to demand-
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and supply-side uncertainty [Asakura and Kashiwadani, 1991, Bell et al., 1999,
Clark and Watling, 2005]. Travel demand is uncertain because travelers’ ac-
tivity patterns are not uniform over time; for instance, non-habitual shopping
trips, special events, and telecommuting options all result in fluctuations in
demand for travel. Supply-side uncertainty is triggered by disruptions to the
network, such as incidents or adverse weather, which result in variable travel
times even if the demand were stationary.
Due to the nonlinear nature of transportation systems, failure to prop-
erly account for this uncertainty can lead to systematic modeling errors. Often
this misspecification will result in chronic underestimation of congestion and
delay; as but one example, Waller et al. [2001] demonstrates this in the context
of long-term demand uncertainty in network design problems. This is espe-
cially apparent in congested networks, and suggests that uncertainty must be
addressed explicitly in the modeling process — it is incorrect to simply use an
“average” or expected value of uncertain parameters, as the example below
demonstrates.
This chapter focuses on incorporating uncertainty in short-term travel
demand into static traffic assignment models. To justify the need for study
of this problem, consider the network in Figure 4.1, consisting of two arcs
connecting nodes s and t. The upper, uncongested arc has a constant travel
time of 25 minutes, while the lower, congested arc has a travel time equal to
the square of the number of vehicles using it. When the demand from s to t is
deterministically equal to ten vehicles, it is easily seen that the user equilibrium
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obtains when the two arcs are equally utilized: when xupper = xlower = 5, travel
times are equal and no user can improve.
Now consider the case when s-t demand is uncertain, and given by a
Poisson distribution with parameter λ = 10. If the two arcs remain equally
utilized (i.e., each traveler independently chooses the upper or lower arc with
equal probability), a result in Clark and Watling [2005] implies that the flow
on each arc will be a Poisson random variable with parameter λ = 5. Although
the expected flow on the upper and lower arcs are still identical, the expected
travel times no longer are: while the upper arc still has an expected travel
time of 25 minutes, the expected travel time on the lower arc is the second
raw moment of the Poisson distribution: E[x2lower] = 5
2 + 5 = 30 minutes.
Thus, if users wish to minimize expected travel time, equal utilization of the
two arcs is no longer an equilibrium!
In this chapter, we present a general formulation and two solution
methods for the problem of finding a user equilibrium with uncertain demand
(UEUD). To the authors’ knowledge, this is the first research to address the
problem in general terms (rather than for specific probability distributions for
demand), particularly regarding algorithms for solving such equilibrium prob-
lems exactly. The UEUD problem is also fundamentally different from SUE
models which have deterministic demand and link flows, with the randomness
arising from the users perception of link costs.
The remainder of this chapter is organized as follows: Section 4.1 spec-
ifies the UEUD problem mathematically. Section 4.2 explores basic properties
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Figure 4.1: Motivating example for UEUD
of this problem, including proof of the existence of such an equilibrium un-
der relatively weak conditions. Section 4.3 presents a general solution method
based on a variational inequality (VI) formulation of the UEUD problem and
an alternate, convex programming formulation which can be used for some
combinations of cost functions and demand distributions. Numerical analy-
sis of UEUD solutions is undertaken in Section 4.4. Sections 4.5.1 and 4.5.2
provide brief treatment of two extensions to the basic UEUD model, respec-
tively allowing perception errors in expected travel time, and observed ex-
pected travel times to vary among users; and Section 4.6 summarizes the
paper and discusses opportunities for future research along these lines.
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4.1 Problem Statement and Basic Definitions
In this section we formulate the UEUD problem, starting with an intu-
itive description before presenting notation and a mathematical formulation.
Since travel demand is uncertain, link flows and travel times will also
become uncertain. Thus, the assumption that users choose routes to minimize
travel time is ill-posed; instead, we assume that users attempt to minimize
expected travel times. This is the most straightforward adaptation of the equi-
librium principle to an uncertain network — while higher moments of travel
time and reliability also become important when travel times are uncertain,
incorporation of these into an equilibrium model is beyond the scope of this
paper.
A second consequence of uncertain travel demand is that link and path
flows, the usual decision variables in traffic equilibrium problems, are necessar-
ily random variables. To address this issue, we assume that each user chooses
one of the paths available to him or her according to a certain probability
distribution, akin to a mixed-strategy equilibrium. This decision is made in-
dependently of all other travelers, and in ignorance of the amount of travel
demand realized on this particular day. All travelers for a particular origin-
destination (OD) pair are homogeneous in the sense that each is choosing from
the same path set according to the same probability distribution. Effectively,
instead of choosing path flows for an OD pair, the decision variables in the
UEUD problem are the probabilities that each user chooses a particular path.
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We allow the demand probability distributions to be either continuous
or discrete. In the discrete case, the above definition should be clear; in the
continuous case, we assume a continuum of infinitesimal users, each choosing
a path independently of the others. In the following section, Proposition 1
shows that this is equivalent to assuming that a fixed proportion of realized
demand will follow a particular path.
Finally, we assume that all travelers correctly perceive the demand
probability distributions — this is the analogue of the assumption that users
know the deterministic OD demand in traditional traffic assignment models.
UEUD is fundamentally different from SUE models, in which demand
and link flows are deterministic, but a random disturbance term is added to
users’ perception of link costs. This distinction can be clearly seen by slightly
modifying the sample network in Figure 4.1 so that the cost on the upper
(fixed-cost) arc is 110 +  for some  > 0. Clearly UEUD obtains when all
travelers use the lower arc, so xlower = 10 and E[x
2
lower] = 110. However, for
any SUE model with nondegenerate perception errors, both links will always be
used by some proportion of travelers, with near-equal usage occuring as → 0.
Certainly it is worthwhile to consider the UEUD problem when perception
errors exist as well; this variant is briefly treated in Section 4.5.1.
Notationally, we consider a network G = (N,A,D) consisting of a set of
nodes N , a set of arcs A ⊂ N×N , and a set of OD demand pairs D ⊂ N×N .
These induce a set of simple paths Π =
⋂
(r,s)∈D Πrs where Πrs is the set of
all paths connecting an OD pair (r, s). For any i ∈ N , let RS(i) and FS(i)
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denote the reverse star and forward star of i, respectively.
The demand for each OD pair (r, s) is random (possibly discrete or
continuous) and defined by a cumulative density function Frs which is inde-
pendent of the distributions from all other OD pairs. Let d˜rs be the random
variable representing the realized demand for (r, s).
For an OD pair (r, s) and all paths pi ∈ Πrs, define a vector of path
choice probabilities prs = vec(p
pi
rs), with p the concatenation of these vectors
for all OD pairs. For a discrete distribution, ppirs is the probability that any
particular traveler from this OD pair will choose path pi (each traveler’s choice
is independent). If the demand is continuous, ppirs is the fixed proportion of the
realized travel demand from this OD pair choosing path pi. These definitions
are equivalent in the limit (proved as Proposition 1). Feasible path choice
probabilities are a vector of nonnegative path choice probabilities satisfying
the condition
∑
pi∈Πrs p
pi
rs = 1 for all (r, s) ∈ D.
Given path choice probabilities and a demand realization d˜rs, one can
define a random variable h˜pi representing the realized flow on path pi. If demand
is continuous, h˜pi = ppirsd˜rs. If demand is discrete, h˜
pi is binomially distributed
according to ppirs and d˜rs.
Path choice probabilities imply link choice probabilities defined as qijrs =∑
{pi∈Πrs:(i,j)∈pi} p
pi
rs representing either the probability that any given traveler
from OD pair (r, s) will use link (i, j) (for discrete demand), or the proportion
of the demand from this OD pair using this link (for continuous). Likewise, the
83
actual flow on a link (i, j) from OD pair (r, s) is given by the random variables
x˜ijrs =
∑
{pi∈Πrs:(i,j)∈pi} h˜
pi, and the total link flow is given by x˜ij =
∑
(r,s)∈D x˜
ij
rs =∑
(r,s)∈D d˜rsq
ij
rs. Let ∆ denote the function mapping path choice probabilities
to link choice probabilities. A vector of link choice probabilities is feasible if
its preimage under ∆ includes a feasible path choice probability vector.
Each arc (i, j) ∈ A has an associated cost function cij which is con-
tinuous, positive, strictly increasing, and dependent only on the realized flow
x˜ij. Let c˜ij represent the realized cost on arc (i, j). Let C˜
pi be defined sim-
ilarly for path costs. For notational convenience, we write eij(q) to repre-
sent the expected cost on arc (i, j) under link choice probabilities q (that is,
eij(q) ≡ E[c˜ij(
∑
(r,s)∈D d˜rsq
ij
rs)]).
The key behavioral assumption is that users seek to minimize expected
cost; that is, any used path must have the minimal expected cost among all
paths connecting that OD pair. By linearity of expectations, this implies that
any path with a positive path choice probability must be a shortest path with
respect to expected costs eij. This is the essence of the definition below:
Definition 1. (User Equilibrium with Uncertain Demand) A set of feasible
path choice probabilities is a user equilibrium with uncertain demand (UEUD)
if, for every OD pair (r, s), every path pi such that ppirs > 0 is a shortest r − s
path with respect to expected costs eij.
It should be noted that the expected costs are those seen by an external
observer of the network, rather than those seen by the actual travelers. To
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illustrate the difference between these perspectives, consider an OD pair which
has demand equal to either zero or unity, with equal probability. To an external
observer, a traveler appears half of the time. However, when demand is zero,
no traveler from this OD pair appears to observe this state; in fact, since all
travelers have knowledge of the demand distributions, if a traveler exists from
this OD pair, he or she knows the state with exact certainty, since the zero
demand state can be excluded. This implies that observed expected costs can
vary by OD pair, complicating the modeling process.
This issue arises even when the probability of zero demand is small:
the fact remains that, when demand is high and travel times are greater, this
state is observed by more individuals and arguably should be given greater
weight in the expected cost calculations. We defer full discussion of this com-
plication to Section 4.5.2, and adopt the “external” perspective in the interim,
but suggest that the appropriate definition of expected cost depends on the
source of users’ knowledge of these costs. If these are derived from a transient
source the demand-weighted, “internal” expected cost definition is more ap-
propriate. However, if users learn travel costs from fixed sources, the external
representation defined above is more appropriate.
4.2 Basic UEUD Properties
In this section, we explore basic properties of the UEUD problem, and
derive several useful results. First, we prove asymptotic equivalence of the
discrete and continuous definitions of path choice probabilities. Following this,
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uniqueness properties are explored. The section concludes by establishing the
existence of UEUD solutions under general conditions.
Recall that path choice probabilities have two interpretations: for dis-
crete distributions, it is the probability that each traveler chooses a particular
path (independent of all others), while for continuous distributions, it is the
fixed proportion of the realized demand using a path. This is justified since the
two interpretations are equivalent in the limit, in the following sense. Consider
a quantity of demand D divided into n “individuals” independently choosing a
path pi with probability ppi. The “weight” or impact each of these individuals
has on a path cost is defined as D/n (so, if the amount of demand and number
of individuals are the same, n = D and each individual has weight 1; in the
limiting case when n is infinite, the weight of each individuals is infinitesimal).
Now, consider a sequence of random variables A˜1, A˜2, . . . where A˜n is the
total weight choosing path pi, when there are n individuals (i.e., the number
of individuals choosing path pi multiplied by their weight). The following
proposition shows that the probability of any difference between the total
weight choosing a path, and the fixed proportion of realized demand using
that path, vanishes as n grows large:
Proposition 1. The sequence A˜1, A˜2, . . . converges to Dppi with probability 1.
Proof. Let X˜i be a random variable set to unity if individual i chooses path pi,
and zero otherwise, and let M˜n =
∑n
i=1 X˜i denote the total number of individ-
uals choosing pi. As the Xi’s are independent and identically distributed, the
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we have E[M˜n] = nppi and V ar[M˜n] = nppi(1− ppi). As the total weight choos-
ing pi is A˜n = M˜nD/n, we have E[A˜n] = Dppi and V ar[A˜n] = D
2ppi(1− ppi)/n.
Since V ar[A˜n] is decreasing in n, the sequence A˜1, A˜2, . . . satisfies the Kol-
mogorov criterion and, by the strong law of large numbers, converges to Dppi
with probability 1.
Lemma 1. If |D| = 1, the link choice probabilities corresponding to any UEUD
solution are unique.
Proof. Assume not, and let q1, q2 denote two distinct, feasible link choice
probability vectors corresponding to UEUD path choice probabilities. Let r
and s denote the sole origin and destination. Let A+ denote the arcs utilized
more by the latter solution, i.e. A+ = {(i, j) : qij2 > qij1 } (suppressing the
demand pair subscript on x since there is only one demand pair). Similarly,
define A− = {(i, j) : qij2 < qij1 } and A0 = {(i, j) : qij2 = qij1 }. Clearly these sets
partition A, and since q1 and q2 are distinct, flow conservation implies that
the sets A+ and A− are nonempty. Let N+ be the set of nodes reachable from
r only using arcs in A+ ∪ A0, and similarly N− the nodes reachable from r
only using arcs in A− ∪ A0. Let G+ = (N+, A+) and G− = (N−, A−) denote
the subgraphs induced by these sets. Now, choose any node i ∈ N+∩N− such
that RS(i) ∩ A+ 6= ∅ (see Appendix for proof that such a node exists).
Let i0 and i− be the node potentials of i in G and G−, respectively
(that is, the distance of the shortest s− i path). Since all r-s paths in G− only
use arcs in A− and A0, monotonicity of cost functions implies i− ≤ i. Now,
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since i ∈ G+ and RS(i) ∩ A+ 6= ∅, there is some used subpath from r to i
using only arcs in A+ ∪A0 with at least one arc in A+; by strict monotonicity
of cost functions, the cost of this subpath is greater than i0 and, therefore,
strictly greater than i−. Since G− ⊂ G, this subpath is not a shortest path
from r to i, contradicting the assumption that q2 corresponds to UEUD path
choice probabilities.
However, this property need not hold if |D| > 1; consider the network in
Figure 4.2, consisting of two OD pairs (denoted 1 and 2); the cost on the unla-
beled arc is irrelevant. It is readily verified that q1 = [q
upper
1 , q
upper
2 , q
lower
1 , q
lower
2 ] =
[0.905, 0, 0.095, 1] and q2 = [(0, 0.905, 1, 0.095] both satisfy the UEUD condi-
tion; in fact, any link choice probability vector satisfying qupper1 +q
upper
2 = 0.905,
qlower1 + q
lower
2 = 1.095, and flow conservation represents a UEUD. It is not al-
ways possible to generate conditions such as these characterizing UEUD; how-
ever, when demand is Poisson distributed and cost functions are polynomial,
UEUD solutions are “unique” in this way. This property is developed fully in
Section 4.3.
To prove existence of UEUD equilibria, we will adopt the perspective
of each OD pair separately, define a suitable correspondence, and appeal to a
theorem of Kakutani [1941] to establish existence of a fixed point. If the condi-
tions of Kakutani’s Theorem are satisfied for each OD pair, they certainly will
be satisfied by concatenating the OD-specific path choice probability vectors
into one vector.
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Figure 4.2: UEUD link flows need not be unique if |D| > 1.
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Define a correspondence Br(p) indicating, for any feasible path choice
proportion vector p, the set of all path choice proportion vectors which are a
“best response” to p; that is, Br(p0) contains all feasible path choice proba-
bility vectors p such that, for each OD pair (r, s) ∈ D, we have ppirs > 0 only
if pi is a shortest r-s path with respect to expected costs E[c˜ij(p0)]. Clearly,
the UEUD condition holds for path choice proportions p iff p ∈ Br(p) (that
is, they form a fixed point of Br).
Theorem 1. If E[cij(q)] is finite for all feasible link choice probability vectors
q, then an equilibrium path choice proportion vector p exists.
Proof. We consider Br and apply Kakutani’s Theorem, which proves the ex-
istence of a fixed point for upper hemicontinuous correspondences mapping
elements of a nonempty, compact, convex subset of Rn to itself, if the im-
age of each point is nonempty and convex. For simplicity, consider the path
choice proportions for a single OD pair d ∈ D, and omit demand subscripts;
if the necessary conditions of Kakutani’s Theorem can be shown to apply to
a general OD pair, concatenating all of these into a single vector p preserves
these.
Feasible path choice proportions form a probability distribution on a
discrete set of points; clearly, these form a nonempty, compact, convex subset
of R|Πd|, namely, the standard (|Πd| − 1)-simplex. We prove the remaining
conditions in turn.
Upper hemicontinuity. Consider a convergent sequence of path choice
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proportions pn → p and a corresponding convergent sequence of best responses
bn → b such that bn ∈ Br(pn) for all n, with Cn → C the corresponding
vector of path costs. Define κn = minpi∈Πd E[C˜pi(pn)]. By continuity of the
cost functions κn → κ = minpi∈Πd E[C˜pi(p)]. Consider any path θ such that
pθ > 0. Then pθn > 0 for sufficiently large n. Thus E[C˜
θ
n] = κn for large n, and
by continuity E[C˜θ] = κ. To prove that κ is indeed minimal among all paths,
note that for any path σ, C˜σn ≥ κn, so C˜σ ≥ κ by continuity. Thus Br is upper
hemicontinuous.
Nonemptiness of Br(p). Since there are finitely many simple paths for
OD pair k, there must be some path pi of minimal expected cost; the degenerate
distribution pkpi = 1 is a best response to p.
Convexity of Br(p). Let b1,b2 ∈ Br(p), λ ∈ [0, 1] and consider the
vector b3 = λb1 + (1 − λ)b2. Clearly b3 is nonnegative, and
∑
pi∈Π b
pi
3 =
λ
∑
pi∈Π b
pi
1 + (1− λ)
∑
pi∈Π b
pi
2 = λ(1) + (1− λ)(1) = 1, so b3 is also a feasible
path choice probability vector. Further, bpi3 > 0 only if b
pi
1 > 0 or b
pi
2 > 0; since
b1 and b2 are in Br, this implies that b3 only places positive probability on
shortest r-s paths, and therefore b3 ∈ Br(p).
By definition, Br(p) = {b : bpi ≥ 0,
∑
pi bpi = 1, bpi > 0onlyifpi ∈ Π∗},
with Π∗(p) the set of least expected-cost paths under path choice probabilities
p. Clearly, this set is convex:
Thus having satisfied all of these conditions, Kakutani’s Theorem guar-
antees existence of a fixed point of Br.
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4.3 Solution Methods
A variational inequality can be used to characterize the UEUD condi-
tion when the first moment of the demand probability distributions is finite.
Such a formulation is useful as it allows the use of existing variational in-
equality algorithms to solve for link choice probabilities satisfying the UEUD
condition. The feasible region Q of the link choice probability vector is of
dimension |A||D|, that is, Q ⊆ R|A||D|. Let e(q) denote the vector of expected
link costs under the link choice probabilities q. Then the variational inequality
VI(Q, e(q)) characterizing the UEUD solution q∗ can be expressed as:
(q− q∗)Te(q∗) ≥ 0 ∀q ∈ Q (4.3.1)
Note that the feasible region Q is a compact, convex, bounded polyhedral sub-
set of R|A||D|. Therefore the existence of q∗ ∈ Q will depend on the mathemat-
ical properties of the function e(q). The following theorem states a necessary
condition for the existence of solution to VI(Q, e(q)).
Although UEUD link choice probabilities need not be unique if there
is more than one OD pair, this formulation leads to a sufficient condition for
uniqueness (albeit a rather strong one):
Proposition 2. If the cost function vector c is strongly monotone and con-
tinuous, then there exists unique solution to the VI(Q, e(q))
Proof. If the cost function is strongly monotone and continuous, then e(q) is
also strongly monotonic and continuous. Thus, Theorem 2.3.3 of Facchinei
and Pang [2003] applies, and the solution q∗ ∈ Q is unique.
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The UEUD solution can be obtained by applying standard variational
inequality algorithms using gap functions or simplicial decomposition [Smith,
1983, Lawphongpanich and Hearn, 1984]. An overview of algorithms to solve
variational inequalities is provided by Facchinei and Pang [2003].
One should note that arriving at expected costs of all links e(q) for a
specific value of q ∈ Q may not be trivial and will involve solving a large multi-
dimensional integral. The complexity of the procedure depends on the number
of O-D pairs, the functional form of the cost function and the probability
density function. Nevertheless, solving this variational inequality will yield
the exact solution regardless of the demand distribution. However, from a
practical standpoint, it is useful to have a more efficient procedure.
Under certain conditions, a UEUD solution can be characterized as the
minimum of a convex minimization problem, just as traditional DUE solutions
can be found by minimizing the standard Beckmann function [Beckmann et al.,
1956b]. This is helpful, as it allows the vast body of literature on this problem
to be applied here as well, including several highly efficient solution methods,
simply by replacing the cost functions with a new function φ. The following
theorem states a necessary condition for such a formulation:
Theorem 2. If, for each arc (i, j) ∈ A, there exist continuous and strictly
increasing functions φij : R|D| → R such that the following conditions hold:
1. φij(q
1) = φij(q
2) ⇒ e(q1) = e(q2) for all feasible arc choice probability
vectors q1 and q2
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2. For each origin-destination pair r-s there exist constants ζrs such that
∂φij
∂qrsij
= ζrs for all (i, j) ∈ A and all feasible link choice probability vectors
q.
then a path choice probability vector p solving the following convex program
also satisfies the UEUD condition:
min
∑
(i,j)∈A
∫ ψij
0
e(ξ)dξ (4.3.2)
ψij = φij(q) ∀(i, j) ∈ A (4.3.3)
q = ∆p ∀(i, j) ∈ A, (r, s) ∈ D (4.3.4)∑
pi∈Πrs
ppirs = 1 ∀(r, s) ∈ D (4.3.5)
ppirs ≥ 0 ∀(r, s) ∈ D, pi ∈ Πrs (4.3.6)
where (with a slight abuse of notation), e(ψ) ≡ e(q) for all q such that φ(q) =
ψ.
Proof. Substituting (4.3.3) and (4.3.4) into (4.3.2), we can rewrite the objec-
tive function as ∑
(i,j)∈A
∫ φij(∆(p)ij)
0
e(ξ)dξ
Lagrangianizing the remaining constraint (4.3.5) by introducing multipliers
κrs, and simplifying by re-substituting (4.3.3), the first-order conditions for
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this program are∑
(i,j)∈pi
eij(φij(q))
∂φij
∂qrsij
− κrs ≥ 0 ∀(r, s) ∈ D, pi ∈ Πrs (4.3.7)
ppirs
 ∑
(i,j)∈pi
eij(φij(q))
∂φij
∂qrsij
− κrs
 = 0 ∀(r, s) ∈ D, pi ∈ Πrs (4.3.8)∑
pi∈Πrs
ppirs = 1 ∀(r, s) ∈ D (4.3.9)
ppirs ≥ 0 ∀(r, s) ∈ D, pi ∈ Πrs (4.3.10)
By assumption
∂φij
∂qrsij
= ζrs for all demand pairs; thus, conditions (4.3.7) and (4.3.8)
require that all used paths for a demand pair (r, s) are shortest paths with re-
spect to costs c′(q)ζrs. Since all such paths are also shortest paths with respect
to costs E[c˜ij], any solution satisfying these conditions minimizes the objec-
tive (4.3.2) and satisfies the UEUD condition.
This also admits a uniqueness condition alluded to in Section 4.1:
Corollary 1. Under the conditions of Theorem 2, UEUD solutions are unique
in terms of ψij.
Proof. Follows directly from uniqueness of link flows in DUE with separable
cost functions.
Thus, for a given set of cost functions and demand realizations, whether
or not a convex programming formulation can be used depends on the spec-
ification of a suitable function φ. Solving the resulting program will, in gen-
eral, only be unique in ψ, and not in path or arc choice probabilities; this
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is analagous to traditional DUE, in which arc flows, but not path flows, are
uniquely specified. Of course, if one is interested in some measure of “typical”
arc flows, the cost function can be inverted to yield the arc flow which would
result in the realized expected arc cost (not necessarily the expected arc flow,
due to Jensen’s Inequality).
Below we describe two cases where a convex programming formulation
can be applied: the case of affine cost functions, and the case of Poisson
demand and a polynomial cost function (such as the commonly-used BPR
relation). This is followed by a third case, of normally-distributed demand, an
appropriate φ function cannot be determined.
Affine Cost Functions Assume all links have affine cost functions of the
form cij(x˜ij) = aijx˜ij + bij so e(q) = aij
∑
(r,s)∈D q
ij
rsE[d˜rs] + bij. Setting
φij(q) =
∑
(r,s)∈D q
ij
rsE[d˜rs] satisfies the conditions of Theorem 2. Thus, when
cost functions are affine, the φ function can be defined regardless of the demand
distributions.
Poisson Demand and Polynomial Cost Functions Assume that de-
mand at each OD pair r-s is Poisson distributed with parameter λrs. Clark
and Watling [2005] show that Poisson-distributed demand implies Poisson-
distributed path choice probabilities. An identical argument shows that this
also results in Poisson-distributed arc choice probabilities with parameter
λrsq
ij
rs. It is well-known that the sum of independent Poisson random vari-
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ables is itself Poisson, with a rate parameter equal to the sum of the addends’
rate parameters, and thus, the arc flows xij are Poisson random variables with
parameter
∑
(r,s)∈D λrsq
ij
rs.
If the cost functions are polynomial, E[cij] is linear in the moments of
x˜ij. Since x˜ij is Poisson distributed, all of its moments are themselves polyno-
mials in the rate parameter
∑
(r,s)∈D λrsq
ij
rs. Thus, defining φij =
∑
(r,s)∈D λrsq
ij
rs
satisfies the conditions of Theorem 2.
As an example, assume that cij is a typical BPR delay function, i.e.,
cij = t
f
ij(1 + 0.15(x˜ij/χij)
4), where χij is the “practical capacity” of link (i, j)
and tfij the free-flow travel time. We have E[c˜ij] = t
f
ij(1 +
0.15
χ4ij
E[x˜4ij]) = t
f
ij(1 +
0.15
χ4ij
(λ4 + 6λ3 + 7λ2 + λ)) where λ =
∑
(r,s)∈D λrsq
ij
rs, as derived above; thus,
we have derived e(q). Thus, if we set φij =
∑
(r,s)∈D λrsq
ij
rs and have c
′(ψ) =
tfij(1 +
0.15
χ4ij
(ψ4 + 6ψ3 + 7ψ2 + ψ)), solving the program in Theorem 2 yields a
UEUD path choice vector.
Normal Demand and Polynomial Cost Functions We are not always
able to find a suitable φ function to apply Theorem 2. For instance, assume
that demand at each OD pair r-s is normally distributed with mean µrs and
variance σ2rs, and that the cost function is the typical BPR function cij =
tfij(1+0.15(x˜ij/χij)
4). Again, the expected link cost is a function of the fourth
moment of flow x˜ij, which can be expressed in terms of the means and variances
of each OD pair: E[x˜4ij] = µ
4
ij + 6µ
2
ijσ
2
ij + 3σ
4
ij, where µij =
∑
(r,s)∈D µrsq
ij
rs is
the mean arc flow, and σ2ij =
∑
(r,s)∈D σ
2
rs(q
ij
rs)
2 is the variance of the arc flow.
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Due to the nonlinear interactions between these parameters, which must be
captured in any φ function, we are unable to find a φ satisfying the necessary
conditions of Theorem 2.
4.4 Numerical Analysis
This section considers a sample application of the UEUD solution al-
gorithms presented in the previous sections, to a first-best pricing problem in
the well-known Sioux Falls network (Figure 4.3). Several versions of this net-
work exist, with varying OD demands and link parameters. For our example,
we use the (deterministic) OD table used by Ukkusuri and Waller [2007] as a
starting point, and consider Poisson and normal distributions for OD demand
using these values as means. Further, we investigate the effect of varying this
demand level by multiplying all demands by a “demand multiplier.”
If we assume that the random demand is given by a Poisson distribu-
tion, we can apply the convex programming formulation of Section 4.3 to solve
for UEUD link usages.
Of key interest is the degree to which UEUD equilibria differ from
DUE. In particular, the introductory example in this paper shows that the two
concepts are distinct; but how much error arises if one finds a DUE solution
to an equilibrium problem in which demand is uncertain? The relative gap γ
is a standard metric in DUE problems, indicating the degree to which a given
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Figure 4.3: Sioux Falls test network
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traffic flow is disequilibrated:
γ =
∣∣∣1− c · x
d · κ
∣∣∣
where c, x, d, and κ are the vectors of arc costs, arc flows, OD demands, and
OD shortest path costs; Boyce et al. [2004] propose that a relative gap of 10−4
or less is needed to ensure arc flow stability.
When a convex programming formulation can be used to solve the
UEUD problem, the functions e and φ play the role of c and v, respectively;
thus, a natural way to measure the degree to which DUE and UEUD solutions
differ is by calculating relative gap using the UEUD functions e and the DUE
link flows x (essentially measuring how far from equilibrium one is by assuming
deterministic demand).
Table 4.1 shows the magnitude of this gap for demand multipliers
ranging from 0.8 to 1.9, with both DUE and UEUD solutions convergent to
γ = 10−6, in units of 10−4 to facilitate comparison with the convergence re-
sults of Boyce et al. [2004]. In all cases we see that assuming deterministic
demand when demand is actually Poisson-distributed leads to solutions which
are significantly out-of-equilibrium, often by an order of magnitude (or more).
No clear trend is observed with respect to the size of the demand multiplier.
To illustrate the difference in link flows, Figure 4.4 shows which links in
the Sioux Falls network have higher and lower expected UEUD flows relative
to the DUE flows (all links are two-way; link weight is determined by the
direction with a greater difference), for a demand multiplier of 1.0.
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Figure 4.4: Link flow difference in UEUD relative to DUE
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Figure 4.5: Link flow difference in UEUD relative to DUE Normal Distribution
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Figure 4.6: Link flow difference in UEUD relative to DUE Normal Distribution
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Table 4.1: Relative gap using DUE flows and UEUD cost functions
Multiplier Gap (×10−4)
0.8 6
0.9 7
1.0 38
1.1 9
1.2 9
1.3 65
1.4 26
1.5 46
1.6 87
1.7 1300
1.8 99
1.9 610
Figures 4.5 and 4.6 shows link flow differences between UEUD and DUE
when demand distributed normally, with a standard deviation equal to 10%
of the mean demand and mean demand is equal to 1.5 and twice the base OD
demand. As the congestion level increased significant differences were observed
between the DUE and UEUD flows.
4.5 Two Extensions
This section discusses two important extensions to the main UEUD
model presented in previous sections: accounting for errors in user percep-
tion of travel time, and differentiating between the “internal” and “external”
definitions of expected costs.
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4.5.1 Perception Errors
Travelers almost certainly do not perceive travel costs with complete
accuracy, nor are modelers able to explicitly capture all aspects of path pref-
erence. A considerable body of research on stochastic user equilibrium (SUE)
problems, dating to Daganzo and Sheffi [1977], has arisen to address these
issues. Typically, SUE models assume perceived cost is the sum of actual cost
and a random disturbance term:
uij(x) = cij(x) + ˜ij(x)
where E[˜ij] = 0 and the ˜ij may or may not be correlated across arcs. Per-
ceived path costs are defined in the natural way, that is, Upi =
∑
(i,j)∈pi uij.
Thus, the SUE principle can be trivially adapted to this problem:
Definition 2. (Stochastic User Equilibrium with Uncertain Demand) A set
of feasible path choice probabilities p is a stochastic user equilibrium with un-
certain demand (SUEUD) if, for every OD pair (r, s) and every path pi ∈ Πrs,
ppirs = Pr(U˜pi = minρ ∈ Πrs{U˜ρ}) where U˜pi = E[Cpi] + ˜ij.
For demand distributions and cost functions allowing a convex pro-
gramming formulation for the deterministic UEUD problem (Section 4.3), the
same φ-transformation allows standard SUE solution techniques to be applied
to the SUEUD problem as well. We express this in the following theorem:
Theorem 3. Under the conditions of Theorem 2, a path choice probability
vector p solving the following nonlinear program also satisfies the SUEUD
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condition:
min−
∑
(r,s)∈D
E[ min
pi∈Πrs
{U˜pi}] +
∑
(i,j)∈A
(
φijc
′(φij)−
∫ φij
0
c′(ξ)dξ
)
ψij = φij(q) ∀(i, j) ∈ A
q = ∆p ∀(i, j) ∈ A, (r, s) ∈ D∑
pi∈Πrs
ppirs = 1 ∀(r, s) ∈ D
ppirs ≥ 0 ∀(r, s) ∈ D, pi ∈ Πrs
where c′(ψ) ≡ e(q) for some q such that φ(q) = ψ.
For brevity, we omit the proof, which is similar to that of Theorem 2
and the proof of the SUE equivalent minimization program offered in Sheffi
[1985].
When such a transformation is not possible, a variational inequality
formulation, following Bell and Lida [1997] can be provided as follows:
(p− p∗)T (e(p∗)− g(p∗)) ≥ 0∀p ∈ P
where e(p∗) denotes the expected path cost taking into account the
demand uncertainty and g(p∗) represents the price that travelers are willing
to pay to choose one path from the set of feasible paths.
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4.5.2 Variation in Observed Expected Costs
Previous sections used the “external” definition of expected costs; that
is, the expected costs seen by an outside observer who is always present. This
section considers the “internal” definition of expected costs, in which the prob-
abilities are weighted by the number of travelers observing a given state, that is,
for OD pair (r, s), the expected cost on arc (i, j) is E[c˜rsij (q)] = E[x˜
ij
rscij(q)]/x
ij
rs
with xijrs ≡ E[x˜ijrs] for notational convenience. As an example, consider an OD
pair which has a demand of zero, one, or two travelers with equal probability.
No traveler from this OD pair observes the network costs when the demand
is zero, so this state is not included in the expected value computation. Sim-
ilarly, although the two-traveler case and one-traveler case will occur on the
same number of days, twice as many individuals view the former case, so this
state is weighted twice as much as the latter one.
The question of whether the “internal” or “external” definition is more
realistic depends on how one assumes travelers learn expected travel times.
The “internal” definition is most sensible when users learn of travel times
only from other travelers belonging to the same OD pair as themselves. (This
includes the case in which travelers only learn travel times from their own ex-
perience.) With this assumption, higher-demand states will be observed more
frequently than lower-demand states, and the expected travel times should be
weighted as such. On the other hand, if users learn of travel times in a more or
less uniform manner, independent of the demand realization at their OD pair,
the “external” definition makes more sense. For instance, if travel times are
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learned from broadcast traffic reports, or a source using historical data (such
as an agency website), the observations will be time-weighted, as an external
observer would see, rather than demand-weighted. Alternately, if much of a
traveler’s knowledge comes from conversations with individuals belonging to
a variety of OD pairs, his or her knowledge might be better approximated by
the external definition of expected cost.
For the most part, this paper has taken the external definition because
it greatly simplifies the modeling and solution process. However, there are
certainly instances when the internal definition is more appropriate, and this
section provides some preliminary discussion on the distinction between the
two.
The impact of adopting the internal definition is that internal expected
costs on a link need not be the same for all OD pairs: continuing with the
example above, while OD pairs with zero demand on a particular day do
not observe the network state, other OD pairs will. Essentially, the problem
becomes a multiclass equilibrium problem, with each OD pair (r, s) seeing cost
function E[c˜rsij (q)] on link (i, j), and can be solved as such. The difficulty is
that the number of OD pairs is quite large and this approach quickly grows
intractable for networks of any substantial size.
One possible resolution of this issue is to aggregate demand variations
at the origin level (or the destination level), rather than at the level of the
OD pair, thus reducing the number of user classes from O(|N |2) to O(|N |).
This aggregation implies that all travelers departing from the same origin (or
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arriving at the same destination) view expected costs identically; perhaps this
might arise if travelers’ primary source of travel time information comes from
conversations with other travelers at the same origin (destination). Also, some
modifications must be made to the above formulation, such as an additional
assumption to determine the demand for an OD pair based on the aggregate
origin (destination) demand — for instance, assigning a fixed proportion of
the realized origin-level demand to all of the associated OD pairs.
Yet another alternative is simply to use the “external” definition as an
approximation to the “internal” one. In such a case, it is useful to examine
the difference between these two definitions of expected arc costs. First, it is
readily seen that the internal expected cost is at least as great as the external
expected cost, no matter the demand distribution:
Proposition 3. For any OD pair (r, s) and arc (i, j), E[x˜ijrscij(q)]/x
ij
rs ≥
E[cij(q)]
Proof. Assume that the demand for (r, s) is continuously distributed with
density function f . Let K(xijrs) ≡ E[cij(x˜ij1 , . . . , xijrs, . . . , x˜ij|D|), where xijd is
deterministic if d = (r, s) and stochastic otherwise. Clearly
K(xijrs)
∫ ∞
0
(xijrs − xijrs)f(xijrs/qijrs)dxijrs = 0
implying
K(xijrs)
∫ ∞
xijrs
(xijrs − xijrs)f(xijrs/qijrs)dxijrs = −K(xijrs)
∫ xijrs
0
(xijrs − xijrs)f(xijrs/qijrs)dxijrs
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Since the cost functions c are increasing, so is K, and we have
K(xijrs)
∫ xijrs
0
(xijrs − xijrs)f(xijrs/qijrs)dxijrs ≥
∫ xijrs
0
(xijrs − xijrs)K(xijrs)f(xijrs/qijrs)dxijrs
and
K(xijrs)
∫ ∞
xijrs
(xijrs − xijrs)f(xijrs/qijrs)dxijrs ≤
∫ ∞
xijrs
(xijrs − xijrs)K(xijrs)f(xijrs/qijrs)dxijrs
implying∫ ∞
xijrs
(xijrs − xijrs)K(xijrs)f(xijrs/qijrs)dxijrs ≥ −
∫ xijrs
0
(xijrs − xijrs)K(xijrs)f(xijrs/qijrs)dxijrs∫ ∞
0
(xijrs − xijrs)K(xijrs)f(xijrs/qijrs)dxijrs ≥ 0∫ ∞
0
xijrsK(x
ij
rs)f(x
ij
rs/q
ij
rs)dx
ij
rs ≥ xijrs
∫ ∞
0
K(xijrs)f(x
ij
rs/q
ij
rs)dx
ij
rs
or
E[x˜ijrscij(q)] ≥ xijrsE[cij(q)]
completing the proof.
The proof is nearly identical for discrete distributions.
For some distributions, the exact difference can be calculated analyt-
ically. For example, assume that demand at all OD pairs (r, s) is given by
a Poisson distribution with parameters λrs. As shown in Clark and Watling
[2005], we have xijrs ˜ Poisson(ψ
ij
rs) with ψ
ij
rs = λrsq
ij
rs. Let ψ
ij
−rs =
∑
(t,u)6=(r,s) λ
ij
tu,
so that the vehicles using (i, j) which do not belong to OD pair (r, s) also
have a Poisson distribution with parameter ψij−rs; henceforth the link index
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superscript is omitted for convenience. Since ψ = ψrs + ψ−rs, the result from
Section 4.3 gives the “external” expected cost in terms of ψrs and ψ−rs as
tf +
0.15
χ4
[
ψ4rs + 6ψ
3
rs + 7ψ
2
rs + ψrs + ψ−rs(4ψ
3
rs + 18ψ
2
rs + 14ψrs + 1)
+ ψ2−rs(6ψ
2
rs + 18ψrs + 7) + ψ
3
−rs(4ψrs + 6) + ψ
4
−rs
]
after some algebra. Similarly, the “internal” expected cost is
E[x˜ijrsc(x)]/xrs =
1
ψrs
[
ψrst
f +
0.15
χ4
E[ψrs(ψrs + ψ−rs)4]
]
= tf +
0.15
χ4
[
ψ4rs + 10ψ
3
rs + 25ψ
2
rs + 15ψrs + 1 +ψ−rs(4ψ
3
rs + 30ψ
2
rs + 48ψrs + 15)
+ ψ2−rs(6ψ
2
rs + 30ψrs + 25) + ψ
3
−rs(4ψrs + 10) + ψ
4
−rs
]
using well-known formulas for the first five moments of the Poisson distribu-
tion. Subtracting these, we see that the difference between the “internal” and
“external” costs is
∆1 =
0.15
χ4
[
4ψ3rs + 18ψ
2
rs + 14ψrs + 1 + +ψ−rs(12ψ
2
rs + 34ψrs + 14)
+ ψ2−rs(12ψrs + 18) + 4ψ
3
−rs
]
which is O(ψ3). Since the expected arc cost is O(ψ4), the relative error between
the “internal” and “external” representations grows small for sufficiently large
demand values.
By way of comparison, the difference between the “external” cost and
the arc cost evaluated at mean demand is
∆2 =
0.15
χ4
[
6ψ3rs + 7ψ
2
rs + ψrs + ψ−rs(18ψ
2
rs + 14ψrs + 1)
+ ψ2−rs(18ψrs + 7) + 6ψ
3
−rs
]
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indicating that the former is approximately a third smaller than the latter.
4.6 Conclusion
This chapter provides a general definition of user equilibria in trans-
portation networks when daily travel demand is uncertain. This extends
previous research in this area by exploring mathematical properties (prov-
ing existence of equilibria under weak conditions and several results related
to uniqueness of equilibria) and developing exact solution methods based on
variational inequalities or, for some demand distribution and cost functions,
convex programming techniques.
Potential applications of this model are numerous. For instance, de-
mand fluctuations have significant implications for congestion pricing, both in
determining how prices should be set, and in quantifying variability in toll rev-
enue; the latter is particularly important when toll roads are privately owned.
Similarly, demand fluctuations play a role in facility and system reliability,
and the model presented here can provide insight on this problem as well.
More generally, since it is often no more difficult to find a UEUD solution
than a DUE one, these models can be used in place of traditional static traf-
fic assignment for any application involving the latter, if a plausible demand
distribution can be found.
Although giving some insight into characterizing equilibria under un-
certain demand, there are many extensions which would expand the fidelity of
this model considerably. Deeper consideration of perception errors, or of the
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difference between internal and external expected costs, would certainly be of
value. More fundamentally, the underlying model is static, and the limitations
of static traffic assignment are well known, and a model considering dynamic
equilibria would be of significant value. The last two chapters focus primarily
on tackling demand uncertainty in transportation networks. Another source
of uncertainty in transportation networks is day-to-day operational capacity
uncertainty caused due to various factors such as weather, incidents etc. One
common way of tackling day-to-day capacity uncertainty is through informa-
tion provision. The next chapter develops fundamentally new static traffic
assignment models which can be used to evaluate information provision in
traffic networks.
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Chapter 5
User Equilibrium with Recourse
Transportation network models have advanced greatly in terms of their
ability to account for dynamic flows, stochastic conditions, and traveler behav-
ior. Further, simulation-based and a few analytical approaches have provided
the opportunity to model information provision and wider ITS applications.
However, there persists an insufficient degree of fundamental traffic equilibrium
modeling work for the impact of online information and user recourse. Such
models would be highly beneficial in their addition to our basic understand-
ing of network flow behavior under information strategies and the countless
applications that relate. This chapter develops a variation on this problem for
a static equilibrium model accounting for one-step local information and user
recourse. While dynamic models or simulation-based approaches are more
commonly employed for the modeling of information in transportation net-
works, a static approach is adopted so that a tractable mathematical program
and solution methodology can be developed for certain variations which allow
for more direct analysis and potential extensions to other applications and
problem variants.
In this chapter, the user equilibrium with recourse (UER) problem will
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be presented first in section 5.1 with an associated definition for certain prob-
lem variations. Two problem variations will be studied in detail. A mathemat-
ical programming formulation, solution algorithms and proof that the solution
to the convex programming formulation satisfies UER conditions will be pro-
vided in section 5.2 and section 5.3. Numerical experiments conducted to
show the importance of accounting for uncertainty in arc states will be pre-
sented in section 5.4. Conclusions and directions for future research will then
be provided.
5.1 Problem Definition
User Equilibrium with Recourse (UER) can be defined in numerous
ways. The variations explored here treat the functional form of the link cost
functions as unknown a-priori and only learned when the upstream node of
a given link is reached. This general case encompasses situations where the
functional forms are known but link capacities are uncertain.
For instance take the trivial network in Figure 5.1; when a traveler
departs node A, they do not know with certainty the specific capacities for
arcs CB and CD. They, instead, have some probability distribution for the
capacities. When the traveler reaches node C, the capacities would become
known and they could then choose the next arc to follow along their route
to D. Therefore, the users learn the state of the arc as they travel and make
route choice decisions en-route. Traditional static assignment models where
users are assigned to elementary paths cannot capture this feature. Therefore
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Figure 5.1: Example Network
in the UER model users are assigned to hyper-paths which is a collection of
elementary paths. The actual elementary path chosen by the user will depend
on the system state realization. Users learning the state of the arcs when
they reach the upstream node can be used as a proxy to model information
provision. One can imagine a dynamic message sign being present near the up-
stream node providing information to all users about the state of the upstream
arcs. If instead of capacities, the traveler learned the cost they would incur,
this basic variation would reduce to the shortest path problem with recourse.
In this example, though, the cost will depend on the number of other network
users who also choose to use a particular arc (resulting in an equilibrium flow).
The new equilibrium definition is provided below.
Definition 3. (User Equilibrium with Recourse) A traffic network is in UER
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if each user follows a route that guarantees the minimum hyperpath (strategy)
available and no user can unilaterally change his/her route to improve their
travel time
The UER definition implies that all used hyperpaths will have equal
(and minimum) expected cost. This implies that those network users who
follow a UER solution without options, still receive precisely the same benefit
as those users who actually experience the options. Based on the information
provided/learned by the network users two variations of UER are studied in
this paper:
1. Model A: All users arriving at an upstream node see the same arc states
for all outgoing arcs. This is the case where system realizations do not
change during the time period of analysis.
2. Model B: Users arriving at an upstream node see different arc states for
all outgoing arcs. This represents the case where all system realizations
occur during the time period of analysis. This can be seen as a static
approximation to dynamic traffic assignment case where arcs exist in
different states in different times users see different arc states depending
on the time of arrival. However, one should note that Model B is just
an approximation as the time element is not explicitly considered in this
work.
The next section provides the mathematical programming formulation
of UER Model A where all users arriving at an upstream node see the same
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outgoing arc states. Proof of existence of the equilibria is discussed followed
by a frank-wolfe based solution methodology.
5.2 Formulation of Model A
Given a probabilistic directed network G = (N, V, S, P, C, U,R) where
N describes the set of nodes, V the set of arcs, S the set of possible states
for each arc, P the set of associated probabilities, C the set of arc-state cost
functions, U the set of possible states for each node and R the set of system
states. One major assumption which will be made in this work is that that
G is acyclic. Primary reason for this is that for the sub-problem which will
be either the online shortest path (OSP) [Waller and Ziliaskopoulos, 2002]
or R-SSPR algorithm [Polychronopoulos and Tsitsiklis, 1996] it is possible
to have infinite cycles. Presence of infinite cycles will be unrealistic in any
assignment problem. A similar assumption has been made by Marcotte et al.
[2004]. Future work will focus on extending this algorithm to networks with
cycles.
For each arc (i, j) ∈ V , denote as Sij the set of possible states (each
state representing a different cost functional form) for arc (i, j) and Pijs as
the associated probabilities for each possible arc-state s ∈ Sij. For each node
i ∈ N , denote Ui as the set of all possible combinations of discrete states
for arcs emanating from node i which will be referred to as the node state.
When the arc states are independent,note that |Ui| =
∏
(i,j) |Sij| and given a
node state u ∈ Ui , all arc states emanating from node i can be determined.
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Let Pu denote the probability of the node state u. Pu is the product of the
probabilities of all arc states comprising node state u. When the arc states
are correlated Ui is the product of all possible arc states which satisfy the
correlation structure.
Let R denote the set of all system states. A system state r ∈ R is
defined as a combination of discrete states of all arcs in the network. The
probability of a system state P (r) is the product of the probability of the arc
states which constitute the system state r satisfying the correlation structure.
Let L represent the set of all hyperpaths. A hyperpath l ∈ L is a set of
elementary paths and is defined as a sequence of nodes and their corresponding
node states i/u where i ∈ N and u ∈ Ui. Hyperpath constitutes of a sequence
of hyper-arcs. A hyperarc is a conditional link which can be conditioned on the
arc, node or system states. A hyperarc conditional on arc states is notationaly
represented as i−j−s which represents arc (i, j) in arc state s ∈ Sij. In terms
of node states and system states, i/u− j denotes arc i− j in node state u ∈ Ui
and i− j/r represents arc i− j in system state r ∈ R. A hyperpath-hyperarc
incidence variable γ defines if a particular hyperarc is a part of a hyperpath.
γli−j/r =
{
1 if the arc i− j in system state r is in hyperpath l
0 otherwise
(5.2.1)
γli/u−j =
{
1 if the arc i− j with node i in state u is in hyperpath l
0 otherwise
(5.2.2)
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Note that if γli−j/r=1 then γ
l
i/u−j=1 if system state r corresponds to
a node state u ∈ Ui. Finally, denote Cijs() to be the cost function on arc
(i, j) given the arc is in state s. The functional form of the cost functions
vary depending on the arc state. The cost function in terms of node states is
denoted as Ci/u−j() and in terms of system states is denoted as Ci−j/r(). The
next subsection focuses on calculating the expected cost of a hyperpath.
5.2.1 Calculating the Expected Cost of the Hyperpath
Consider flow traversing a hyperpath l and reaching arc j − k. Upon
arrival at the node j each unit of flow would learn the node state u ∈ Uj and
then select the succeeding node to visit. The amount of flow arriving at the
node j along hyperpath l is dependent on the set of node states experienced
by the flow along hyperpath l before reaching node j. Therefore, the amount
of flow reaching node j and experiencing node node state u is dependent on
the set of node states experienced by all users traversing all the hyperpaths
which contain the hyper-arc j/u − k. Thus, the cost experienced by the user
on hyperarc j/u− k is dependent on the set of system realizations containing
node state u ∈ Uj. The cost experienced by a user traversing hyperpath l and
reaching node j and experiencing node state u along hyper-arc j/u−k is given
as
C lj/u−k =
∑
ql
j/u
∈Ql
j/u
∑
r∈R(ql
j/u
)
γlj/u−kCj/u−k(
∑
m∈L
γmj−k/rH
m)P (r) (5.2.3)
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where Qlj/u denotes the set of node states previously experienced by
users traversing hyperpath l and reaching node j and experiencing node-state
u ∈ Uj,qlj/u ∈ Qlj/u andR(qlj/u) represents the set of all system states containing
the node states qlj/u. Note that Cj−k/r(.) and Cj/u−k(.) notationally represent
the same functional form of the cost function if under system state r the node
state of j is u . The above expression can be re-written in terms of system
states as:
C lj/u−k =
∑
r∈R(j/u)
γlj−k/rCj/u−k(
∑
m∈L
γmj−k/rH
m)P (r) (5.2.4)
where R(j/u) denotes the set of system realizations containing node j
in node state u. The flow on hyper-arc i− j/r, νi−j/r is given as:
νj−k/r =
∑
m∈L
γmj−k/rH
m (5.2.5)
Thus, the expression for C lj/u−k can re-written in terms of νi−j/r as
C lj/u−k =
∑
r∈R(j/u)
γlj−k/rCj−k/r(νj−k/r)P (r) (5.2.6)
The expected cost of the hyperpath l, E(H l) is obtained by summing
the values of C lj/u−k over all hyperarcs.
E(H l) =
∑
juk
C lj/u−k (5.2.7)
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Note that the relationship between hyperarc flows and hyperpath flows
can be represented in matrix form as:
v = ∆H (5.2.8)
where, ∆ refers to the node-hyperpath accessibility matrix, H denotes
the column vector of hyperpath flows and v denotes the hyperarc-flow matrix.
∆ is a matrix with |R||V | rows and L columns where |R| denotes the total
number of system realizations, |V | denotes the total number of arcs in the
system and |L| denotes the total number of hyperpaths in the network. Every
element of ∆, δm,l = γ
l
i−j/u.
The hyperarc cost vector C[v] = C[∆H] is a column vector of |R||V |
elements. The expected hyperpath cost can be written in matrix notation as
being equal to P TC[∆H]. P is denoted as the hyperarc-hyperpath Accessibil-
ity Matrix.Every element of P , Pm,l is composed of P (r)γ
l
i−j/r.
5.2.2 Optimality Conditions
This section first provides the UER optimality conditions as a nonlin-
ear complimentarity formulation. A convex programming formulation for the
UER is then provided followed by the proof that the solution to the convex
programming formulation satisfies the UER condition. As defined earlier, a
traffic network is in UER if all users follow a strategy(hyperpath) with equal
and minimal expected cost and no user can unilaterally change his/her strat-
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egy (hyperpath) to improve their expected cost. Thus the UER optimality
conditions can be written as:
P TC[∆H]−BTy ≥ 0 (5.2.9)
HT [P TC[∆H]−BTy] = 0 (5.2.10)
H ≥ 0 (5.2.11)
t = BH (5.2.12)
where B is the trip-hyperpath adjacency matrix and y is the column
vector of minimum expected hyperpath values.
5.2.2.1 Convex Programming Formulation
A convex programming formulation of the UER is given below:
Minimize Z[v,H] =
∑
ijr
νi−j/r∫
x=0
P (r)Ci−j/r(x)dx (5.2.13)
v = ∆H (5.2.14)
t = BH (5.2.15)
H ≥ 0 (5.2.16)
5.2.2.2 Proof of Correctness of the Formulation
The correctness of the UER formulation is shown by proving that the
first order necessary conditions of the above mathematical program satisfy the
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UER optimality conditions. Writing the Lagrangian
L[H, y] = Z[v(H)] + y[t−BH] (5.2.17)
∂L[H, u]
∂H l
=
∂
∂H l
{Z[v(H)]}+ ∂
∂H l
{y[t−BH]} (5.2.18)
Taking partial derivative of the Lagrangian with respect to the flow on
hyperpath l ∈ L, H l
∂L[H, y]
∂H l
=
∂
∂H l
{Z[v(H)]}+ ∂
∂H l
∑
w∈W
yw[tw −
∑
k
Hk] (5.2.19)
where W is the set of all origin-destination pairs and w ∈ W is an index
for a particular origin-destination pair.
∂
∂H l
∑
w∈W
yw[tw −
∑
k
Hk] = −uw′ (5.2.20)
where w
′
is the origin destination pair connected by hyperpath l
∂
∂H l
{Z[v(H)]} =
∑
cdr
∂
∂xc−d/r
{Z[v(H)].∂xc−d/r
∂H l
=
∑
c−d/r
Cc−d/r[υc−d/r]P (r)γlc−d/r
(5.2.21)
When the partial derivative of the Lagrangian is taken with respect to
all hyperpath flows, H l ∀ l ∈ L, the result can be represented in matrix form
as:
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∇HL[H, y] = P TC[∆H]−BTy (5.2.22)
From the first order conditions of the Lagrangian,
HT∇HL[H, y] = 0⇒ HT [P TC[∆H]−BTy] = 0
∇HL[H, y] ≥ 0⇒ HT [P TC[∆H]−BTy] = 0
∇yL[H, y] = 0⇒ t = BH
and the non-negativity constraints on the hyperpath flows give H ≥ 0.
Thus the solution to the above mathematical program satisfy the UER
optimality conditions. By assuming a convex,continuous and strictly increas-
ing cost function Cijs ∀ ijs with a symmetric jacobian we can prove that the
Hessian is positive definite and thus the solution is unique.
5.2.2.3 Algorithm
The Frank-Wolfe algorithm can be used to solve the UER problem. At
iteration n, given νni−j/r the descent direction for the Frank-Wolfe algorithm
can be found by solving the following mathematical program:
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Minimise
∑
ijr
P (r)Ci−j/r(νni−j/r)(ν
′
i−j/r) (5.2.23)
v
′
= ∆H
′
(5.2.24)
t = BH
′
(5.2.25)
H
′ ≥ 0 (5.2.26)
The above problem can be solved by doing an all or nothing assignment
on the minimum expected cost hyperpath for every origin-destination pair with
the cost being fixed at Cni−j/s ∀ ijs. In this problem the link flows are assumed
to not to transmit any additional information. The correlation structure of
the arc states must be reflected in the structure of the minimum expected
hyperpaths. If the arc states are independent then a variation of the OSP
algorithm [Waller and Ziliaskopoulos, 2002] can be used to find the minimum
expected hyperpaths. If the arc states are correlated, the minimum expected
cost hyperpath can be determined using a variation of the R-SSPR algorithm
proposed by Polychronopoulos and Tsitsiklis [1996]. The step length α is
obtained by solving the following non linear Program using the golden section
section method.
Minimise Z[vn + α(v
′ − vn)] where 0 ≤ α ≤ 1 (5.2.27)
The frank-wolfe based algorithm for solving the UER problem is given
below. There are two crucial steps in this algorithm where one has to be very
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careful. In Step 2 where the minimum expected cost hyperpath is calculated
the correct algorithm needs to be used depending on the correlation structure
of the system realizations. The hyperpath structure must be consistent with
the states learned by users as they traverse the hyperpath. Also in step 3 while
doing all or nothing assignment to the hyperpath one should ensure that the
flows on the links are consistent with the system states.
1. At iteration n, fix the cost of the hyper-arcs Cni−j/r = Ci−j/r(ν
n
i−j/r)
2. Calculate the minimum expected cost hyperpath for every O-D pair using
a variant of the R-SSPR algorithm or OSP algorithm
3. Do an all or nothing assignment to the minimum expected cost hyperpath
to obtain the auxiliary flows v
′
4. Find the step length α which solves Minimise Z[vn + α(v
′ − vn] given
0 ≤ α ≤ 1
5. Determine the new flows vn+1 = vn + α(v
′ − vn)
6. Test for convergence.
5.3 Formulation of Model B
This section retains most of the notation used in the explanation of
the formulation of model A in the previous section. Additional notation is
introduced and explained when needed. In model B, all users arriving at a
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particular node experience different node states. The number of users experi-
encing a particular node state is assumed to be proportional to the probability
of occurence of that node state. A similar assumption was made by Marcotte
and Nguyen [1998] in the context of capacitated hyperpath assignment. Also
users traveling on a link experiencing different node states but same arc states
are assumed to not interact with each other. The case where users traveling
on a link experiencing different node states but same arc states interact with
each other is a straightforward extension of model B.
5.3.1 Calculating the Expected Cost of the Hyperpath
Consider flow traversing a hyperpath l and reaching arc j − k. Upon
arrival at the node j each unit of flow would learn the node state u ∈ Uj and
then select the succeeding node to visit. The amount of flow reaching node j
and experiencing node state u ∈ Uj is directly proportional to the probability
of occurrence of node state u, Pu. Note that as the flows arriving at a node
are split in the ratio of the node states, the flow on any arc j− k experiencing
node state u, fj/u−k need not be conditioned on the previously experienced
node states. Define P lj/u−k to be probability of accesing hyperarc j/u − k
using hyperpath l. Then the flow on hyperarc j/u−k, or the flow on arc j−k
experiencing node state u, νj/u−k can be written in terms of hyperpath flows
as
νj/u−k =
∑
m∈L
γmj/u−kP
m
j/u−kH
m (5.3.1)
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For the case where the arc states are correlated the above expression
can be expanded as
νj−k/r =
∑
m∈L
∑
R(qlj)
γmj/u−kP [R(q
l
j)]Pj−u/R(qlj)H
m (5.3.2)
where qlj denotes the set of node states experienced by the user along
hyperpath l, R(qlj) denotes the set of system states learned by the user after
experiencing qlj, P [R(q
l
j)] denotes the probability of the system states in the
set R(qlj) and Pj−u/R(qlj) denotes the probability of the user seeing node state
j/u given that the set of system states feasible is R(qlj). The above equations
can be written in matrix form as:
F = PH (5.3.3)
where H is the hyperpath flow column vector, F is the hyperarc flow
column vector and P refers to the hyperpath hyperarc accessibility matrix. ¶ is
a matrix with |U ||V | rows and L columns where |U | denotes the total number
of node states in the system, |V | denotes the total number of arcs in the system
and |L| denotes the total number of hyperpaths in the network. Every element
of P , pm,l = γ
l
j/u−kP
l
j/u−k. Thus the expected cost of all hyperpaths is equal
to P TC[PH].
The convex programming formulation for the UER model B is provided
in the next section. The optimality conditions and the proof that the solution
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to the convex programming formulation represents a UER model B solution
is similar to that of model A and hence is omitted. The frank-wolfe based
algorithm is presented briefly and the salient difference between the solution
algorithm of model A is highlighted.
5.3.2 Convex Programming Formulation
A convex programming formulation of the UER for model B is given
below:
Minimize Z[v,H] =
∑
iju
νi/u−j∫
x=0
Ci/u−j(x)dx (5.3.4)
v = PH (5.3.5)
t = BH (5.3.6)
H ≥ 0 (5.3.7)
5.3.3 Algorithm
The frank-wolfe algorithm can be used to solve the UER model B prob-
lem. At iteration n, given νni/u−j the descent direction for the Frank-Wolfe
algorithm can be found by solving the following mathematical program:
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Minimise
∑
iju
Ci/u−j(νni/u−j)(ν
′
i/u−j) (5.3.8)
v
′
= PH
′
(5.3.9)
t = BH
′
(5.3.10)
H
′ ≥ 0 (5.3.11)
The above problem can be solved by doing an all or nothing assignment
on the minimum expected cost hyperpath for every origin-destination pair with
the cost being fixed at Ci/u−j(νni/u−j)∀iju.The minimum expected cost hyper-
path can be determined using a variation of the online shortest path algorithm
proposed by Waller and Ziliaskopoulos [2002],if the arc states are independent.
If the arc states are correlated the minimum expected cost hyperpaths can be
determined using a variation of the R-SSPR algorithm Polychronopoulos and
Tsitsiklis [1996]. The step length α is obtained by solving the following NLP
using the Golden section section method.
Minimise Z[vn + α(v
′ − vn)] where 0 ≤ α ≤ 1 (5.3.12)
The steps of the frank-wolfe based algorithm is provided below. The
crucial difference between the algorithm for model A and model B is in step
3. While conducting the all or nothing assignment for model B, one should
ensure that the flows on the hyper-links are proportional to the probability of
existence of that hyper-link in the hyperpath.
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1. At iteration n, fix the cost of the hyper-arcs Cni/u−j = Ci/u−j(ν
n
i/u−j)
2. Calculate the minimum expected cost hyperpath for every O-D pair
3. Do an all or nothing assignment to the minimum expected cost hyperpath
to obtain the auxiliary flows v
′
4. Find the step length α which solves Minimise Z[vn + α(v
′ − vn] given
0 ≤ α ≤ 1
5. Determine the new flows vn+1 = vn + α(v
′ − vn)
6. Test for convergence.
5.4 Computational Experiments
The focus of the computational runs is to test how different model A and
model B UER solutions are from the standard UE solutions for varying network
sizes and different number of system realizations. Two different networks are
chosen for conducting the computational runs : Nguyen Dupius network and
an acyclic Sioux Falls network. The Nguyen Dupius network has 4 origin
destination pairs, 13 nodes and 19 links. All the data for the Nguyen Dupius
network can be found in Ukkusuri et al. [2007]. Nguyen Dupius network was
found to be highly congested with all the links in the network being used at
the UE solution obtained from the parameters found in Ukkusuri et al. [2007].
The acyclic Sioux Falls network is similar to the one used in Marcotte et al.
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[2004] with 24 nodes and 37 links and 9 origin destination pairs. Not all the
links in the network were used at UE equilibrium solution.
The standard Bureau of Public Roads (BPR) cost function was used
to determine the costs from the flow. Different arc states were randomly
generated and each arc state was found to correspond to different capacities
which were also randomly generated. Four different levels of system states were
chosen: 32, 64, 128, and 256. Outside of the normal demand level, two other
demand levels were chosen: half of the original demand level (low congestion
level) and 75% of the original demand level ( moderate congestion level).
The performance of the UER solutions and the UE solutions for ex-
pected capacity is shown in table 5.1 for the Nguyen Dupius network and
table 5.2 for the Sioux Falls network. The UER and UE solutions are com-
pared using the mean absolute deviation of flows and costs, maximum absolute
deviation of flows and cost, mean % deviation of flows and costs from UE flows
and costs and maximum % deviation of flows and costs from UE flows and
costs. For the Nguyen Dupius network approximating model A solution with
UE solution was found to be worse than approximating model B solution with
UE solution. This implies that for Nguyen Dupius network, approximating ca-
pacity uncertainty which varies from day to day is worse than approximating
within day capacity uncertainty. For the Sioux Falls network, the exact op-
posite was observed that is approximating day to day capacity uncertainty by
the expected UE solution was found to be better than approximating within
day capacity uncertainty solution by the expected UE solution.
133
No specific trends were observed in the absolute deviation or the %
mean deviation as the number of states increased. However, as the demand
level increased the absolute deviation from UE solution in terms of costs and
flow were found to increase for a majority of the cases. One important insight
from the runs is that for Nguyen Dupius network where all links had signifi-
cant flow, the errors obtained by approximating the UER solution by the UE
solution were found to be significantly higher when compared to Sioux Falls
network, where some of the links did not have significant flow. Therefore, for
model A the % deviation in cost was found to be as high as 160% with a
maximum error in cost as high as 378%.
Another performance measure used to compare the UER solution and
UE solution was the % deviation of the UER objective function and total
system travel time with respect to the expected UE objective function and
total system travel time. In general in model A the UER objective function and
total system travel time was found to be higher than the expected UE solution
in all the cases with a maximum observed over estimation of up to 14% for the
Nguyen Dupius network. Therefore, using the UE solution instead of the UER
solution can lead to significant under-estimation of system performance when
day-to-day capacity uncertainty is involved. For Model B, the UER objective
function and the total system travel time was found to be lower than that
of UE solution. This is expected as when flows are split in the ratio of their
probabilities the expected cost on a link becomes a linear combination of a
cost values corresponding to every state. As the cost values will be lower than
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the UE solution due to the monotonicity of cost function, the expected cost
will also be lower than the UE cost in most cases. However, no significant
trends were observed in % deviations as a function of the demand. In general
the % deviations were found to increase and reach a maximum for 128 system
states and then decrease.
5.5 Conclusions
This work presents a tractable analytical equilibrium formulation - user
equilibrium with recourse (UER) to model information provision and online
route choice when the arcs in the network can exist in multiple discrete states.
Even though dynamic models are more suitable for modeling information pro-
vision, a static formulation is presented as it is analytically tractable and the
fundamental equilibrium model has a number of potential applications in other
domains such as power networks and freight models. Two variations of the
model have been studied in this work : (i) Where all users arriving at an up-
stream node see the same arc states, (ii) Every user arriving at an upstream
node sees different arc states. The first model is applicable for cases where
system realizations do not change during the time period of analysis. The sec-
ond model is applicable for cases where system realizations change during the
time period of analysis. This can be viewed as a proxy for dynamic assignment
where depending on the time of arrival at the node users see different states.
A convex programming formulation is presented for both the models.
Proofs are given to show that the solution to the convex programming formu-
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lation satisfies the UER equilibrium conditions. As long as the cost function
for every state has a symmetric Jacobian and is strictly increasing, the for-
mulation will have a unique solution in terms of link flows. A Frank-Wolfe
based algorithm has been provided to solve the UER formulations which em-
ploy the online shortest path developed by Waller and Ziliaskopoulos [2002]
and R-SSPR algorithm developed by Polychronopoulos and Tsitsiklis [1996] as
the sub-problems. Numerical experiments are conducted on two acyclic net-
works : Nguyen Dupius and Sioux Falls and the UER solutions are compared
against the UE solution obtained from expected capacity. UER solution was
found to be significantly different from the expected UE solution for almost all
cases showing that neglecting day-to-day uncertainty in arc states or within
day uncertainty in arc states can lead to significant over estimation and under
estimation of total system travel time.
The current work can be extended in multiple ways. Most of the for-
mulation and algorithms in this work is restricted to acyclic networks. This is
primarily because as shown in Waller and Ziliaskopoulos [2002] in cyclic net-
works the online shortest hyperpath can have infinite cycles. However, such
a solution is not realistic in real work networks. Therefore ways of solving
the equilibria in cyclic networks needs to be developed. The current solution
methodology is based on the frank-wolfe algorithm. More efficient solutions
methodologies based on origin based assignment developed by Bar-Gera [2002]
or path based assignment proposed by Dial [2006] needs to be developed for
solving large networks like Chicago. Another and very crucial direction in
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which this research will proceed is to develop either analytical or simulation
based dynamic formulation to evaluate information provision.
The focus of this chapter is to develop an analytical equilibrium for-
mulation to evaluate information provision in transportation networks. The
next chapter deals with the complementary system optimal formulation where
the objective is to minimize the expected system costs as opposed to each
individuals expected cost.
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Table 5.1: Nguyen Dupius
States Metric Absolute Deviation Percentage Deviation
Model A Model B Model A Model B
Flow Cost Flow Cost Flow Cost Flow Cost
Low Demand
32 Ave 169.61 1.67 152.36 6.13 41.10 143.20 33.74 45.38
Max 442.05 3.88 406.67 39.78 231.28 318.57 212.77 218.57
64 Ave 87.28 1.16 188.15 8.44 17.44 160.45 32.74 62.36
Max 185.72 8.70 334.30 39.70 78.14 378.04 102.89 278.04
128 Ave 142.44 3.23 110.71 8.26 24.20 151.56 21.24 53.26
Max 339.49 33.44 230.65 48.31 80.27 362.27 89.69 262.27
256 Ave 149.73 1.58 177.03 7.77 34.16 153.45 33.17 54.25
Max 364.22 4.00 498.89 33.55 143.12 282.00 102.13 182.00
Moderate Demand
32 Ave 286.64 3.03 195.31 6.58 54.15 140.82 31.41 42.61
Max 827.94 10.08 485.15 39.22 242.97 282.71 124.61 182.71
64 Ave 161.12 1.96 203.69 8.55 20.55 153.36 26.71 54.74
Max 319.89 12.94 351.11 39.52 60.49 365.27 77.24 265.27
128 Ave 259.82 4.66 265.87 9.82 32.61 149.04 32.41 53.20
Max 491.03 37.47 500.67 57.95 142.50 341.43 145.30 241.43
256 Ave 223.31 2.18 215.18 8.24 27.50 148.01 30.18 50.09
Max 448.45 7.45 551.54 47.33 154.81 316.29 150.01 216.29
Normal Demand
32 Ave 312.82 2.97 240.11 7.61 43.17 143.39 31.43 45.76
Max 731.88 11.59 720.64 41.99 274.51 291.09 204.10 191.09
64 Ave 177.23 2.24 239.78 9.03 17.20 148.80 24.12 50.69
Max 330.47 16.16 474.88 39.25 48.57 350.89 79.90 250.89
128 Ave 505.66 8.90 227.00 7.09 41.03 120.54 14.21 25.63
Max 901.56 52.43 528.62 25.41 267.89 158.75 43.77 58.75
256 Ave 289.97 2.82 351.89 9.18 25.23 145.44 37.37 48.55
Max 530.03 9.32 703.32 48.80 123.18 289.93 169.83 189.93
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Table 5.2: Sioux Falls
States Metric Absolute Deviation Percentage Deviation
Model A Model B Model A Model B
Flow Cost Flow Cost Cost Cost
Low Demand
32 Ave 42.31 0.03 179.29 0.79 0.62 21.74
Max 260.94 0.92 765.07 7.56 17.50 100.55
64 Ave 51.51 0.01 51.56 0.68 0.31 29.41
Max 190.84 0.13 190.84 7.67 4.02 100.00
128 Ave 115.04 0.02 114.90 0.75 0.86 43.95
Max 425.64 0.54 425.64 7.68 15.22 300.00
256 Ave 51.84 0.01 52.02 1.34 0.31 55.65
Max 192.12 0.13 192.48 23.04 4.05 300.00
Moderate Demand
32 Ave 114.16 0.06 389.49 0.71 1.43 21.01
Max 338.56 1.74 1288.50 7.79 22.30 100.42
64 Ave 223.98 0.04 333.71 0.73 1.66 30.85
Max 1011.54 0.60 1270.23 7.34 16.14 101.25
128 Ave 193.29 0.05 204.09 0.76 1.54 43.90
Max 1198.55 0.93 1086.02 7.68 21.86 300.00
256 Ave 0.00 0.00 313.13 1.38 0.00 56.15
Max 0.00 0.00 1255.18 23.04 0.00 300.00
Normal Demand
32 Ave 239.71 0.08 75.41 0.77 2.39 19.53
Max 634.99 1.01 423.14 7.11 14.05 100.28
64 Ave 205.79 0.03 369.88 0.71 1.74 30.06
Max 851.42 0.27 1155.39 7.29 18.01 103.23
128 Ave 273.69 0.07 154.09 0.75 2.43 42.74
Max 1548.62 0.97 1253.07 7.68 24.36 300.00
256 Ave 28.69 0.01 199.75 1.35 0.20 54.61
Max 115.73 0.08 908.79 23.04 2.52 300.03
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Table 5.3: Percentage Deviation of Objective Function and Total System
Travel time
States Metric Nguyen Dupius Sioux Falls
Model A Model B Model A Model B
Low Demand
32 Obj Func 2.793 -0.100 2.823 0.000
TSTT 2.859 -1.646 4.172 0.000
64 Obj Func 2.485 -0.164 0.070 -0.732
TSTT 3.479 -0.654 2.075 -0.004
128 Obj Func 10.195 -2.986 0.798 -3.990
TSTT 14.067 -4.865 6.061 -6.318
256 Obj Func 2.570 -5.082 0.070 -1.522
TSTT 2.827 -7.280 2.088 -2.068
Moderate Demand
32 Obj Func 5.293 -1.463 4.829 2.707
TSTT 6.167 -3.072 6.326 -6.152
64 Obj Func 3.238 -1.989 3.514 2.422
TSTT 4.380 -3.305 8.109 11.866
128 Obj Func 10.774 -3.154 2.523 -3.897
TSTT 14.005 -5.023 4.999 -5.719
256 Obj Func 3.498 -6.829 0.000 0.888
TSTT 4.474 -10.508 0.000 8.615
Normal Demand
32 Obj Func 3.646 -1.817 4.590 -0.194
TSTT 4.233 -2.615 4.451 0.106
64 Obj Func 3.443 -2.949 5.268 5.476
TSTT 4.426 -4.429 5.283 7.099
128 Obj Func 12.129 -4.895 2.866 -5.333
TSTT 15.148 -6.713 4.270 -10.346
256 Obj Func 3.882 -7.559 0.065 1.809
TSTT 4.934 -11.180 0.130 -87.875
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Chapter 6
System Optimal with Recourse
The previous chapter deals with the user equilibrium with recourse
(UER) problem which can be used to evaluate information provision in trans-
portation networks where each individuals utitlity is maximized. The system
cost is not considered in the previous chapter. The focus of this chapter is to
study the system optimal with recourse (SOR) problem where the objective
is to minimize the total system cost when arcs in the network can exist in
multiple states following a discrete probability distribution. In the variation
studied in this chapter, users learn the state of all outgoing arcs only when
they reach the upstream node. The most general form of uncertainty in arc
states where the cost functional form itself varies depending upon the state
of the arc is considered. This version encompasses numerous other forms of
uncertainty such as the case where the capacity of the arc is uncertain.
One of the primary issues with system optimal routing in traffic assign-
ment problems is that the routing pattern is not realistic in the sense that it is
not a users natural tendency to route themselves in a system cost minimizing
manner. System optimal routing is not a natural state where users will evolve
into and will have to be forced on to the user using some form of control as
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normally users are not willing to choose paths which maybe be sub-optimal so
that the system benefits. Also note that system optimal traffic pattern is not
a steady state equilibrium conditions as there exists options for users to shift
their routes and achieve lower travel time or costs.
Despite the above mentioned deficiencies with system optimal routing,
system optimal with recourse is still an important problem to study as it has
the following potential applications. One of the first major potential appli-
cation of SOR is in planning of networks with information provision. With
increasing deployment of ITS devices and information dissemination through
Dynamic Message Signs there is a need for developing analytically tractable
models which aid evaluation of networks under information provision. In the
problem variation considered in this study, users learn the state of the arc
only when they reach the upstream node. This can be used as a proxy for
information provision through Dynamic Message Signs (DMS) where users
get information about upstream links when they reach the location of DMS.
Depending on the information obtained from the DMS users can then make
decisions about which route choices to make. This feature is captured in the
SOR model as users route choices at every node depends on the state of the
upstream arcs. As one of the primary features of ITS devices is to improve the
network efficiency the SOR solutions will provide a lower bound against which
various ITS strategies can be measured and compared. It will provide a marker
to how far the current strategy is away from the most optimal strategies.
Another application area for SOR is in network pricing as a congestion
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management measure. One of the primary goals of transportation network
pricing models is to determine tolls on every arc of the network so that the
user optimizing flow is converted to a more efficient system optimizing flow.
The fundamental principle behind this is marginal cost pricing where the cost
of congestion is internalized, i.e, every user is charged a toll which is equivalent
to the cost of additional congestion that the user imposes on the network
through his decision to travel. However, the majority of the models attempt
to calculate static or flat pricing values which do not change depending on
the network state. As there can be significant sources of operational capacity
uncertainty in the network caused due to various factors such as weather and
incidents, using a single static toll value may be sub-optimal. A more efficient
situation would be where network managers can set tolls which are responsive
to the actual state of the network. An example of this is to set tolls which
vary depending on the weather conditions as system optimal flow patterns
for a sunny day maybe significantly different for that of a rainy day as the
operational capacity varies significantly.
Third major application of SOR models would be in freight network
models with respect to carrier operations and planning. Carriers transport
goods from supply to demand points while minimizing the cost of operations
in the network. The nodes in the network correspond to transhipment points
where carriers or shippers have warehouse locations and the arcs correspond
to various physical modes or options of transportation between transhipment
points. If the carrier has the ability to make en-route decisions in the way
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goods are shipped depending on the state of the network, then the overall cost
of transportation can be significantly minimized. Moreover, if the tariff levied
by the carriers on the shippers can vary depending on the state of the network,
then it might be beneficial for both the shippers and carriers.
In this chapter we provide an tractable analytical formulation of the
SOR problem and present a solution algorithm based on the frank-wolfe method.
A methodology for deriving marginal cost tolls which internalizes the cost of
congestion is then provided. Two variations of the model are studied : (i)
Model A: All users arriving at an upstream node see the same arc states for
all outgoing arcs. This is the case where system realizations do not change
during the time period of analysis. This model can be used to model day to
day variations in capacity. (ii) Model B: Users arriving at an upstream node
see different arc states for all outgoing arcs. This represents the case where all
system realizations occur during the time period of analysis. This can be seen
as a static approximation to dynamic traffic assignment case where arcs exist
in different states in different times users see different arc states depending
on the time of arrival. A numerical analysis of the SOR algorithm is then
conducted and the benefits of applying state dependent tolls are presented.
6.1 Formulation of Model A
Given a probabilistic directed network G = (N, V, S, P, C, U,R) where
N describes the set of nodes, V the set of arcs, S the set of possible states
for each arc, P the set of associated probabilities, C the set of arc-state cost
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functions, U the set of possible states for each node and R the set of system
states. In this work G is assumed to be acyclic as in a normal network with
cycles the sub-problems which are stochastic online shortest paths [Waller and
Ziliaskopoulos, 2002, Polychronopoulos and Tsitsiklis, 1996] can yield paths
with infinite cycles. Assigning users to paths having infinite cycles is not a
realistic assumption in real world. Therefore, to prevent this possibility the
network is assumed to be acyclic. Future work will focus on extending this
work to contain networks with cycles whose cost are bounded which works on
general networks. One should note that a similar acyclic assumption has been
made in past works such as Marcotte et al. [2004].
For each arc (i, j) ∈ V , denote as Sij the set of possible states for arc
(i, j) and Pijs as the associated probabilities for each possible arc-state s ∈ Sij.
In this work each arc state can correspond to different functional forms of arc
cost functions. Let R denote the set of all system states. A system state
r ∈ R is defined as a combination of discrete states of all arcs in the network.
If the arc states are independent the number of system states is defined as the
cartesian product of all arc states. If the arc costs are correlated then this
definition may not hold true. The probability of a system state P (r) is the
product of the probability of the arc states which constitute the system state
r satisfying the correlation structure.
For each node i ∈ N , Ui represents the set of all possible combinations
of discrete states for arcs emanating from node i which will be referred to as the
node state. When the arc states are independent, the number of node states is
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equal to the cartesian product of the set of all arc states emanating from the
node, i.e. |Ui| =
∏
(i,j) |Sij|. However when the arc states are correlated this
definition may not hold true. In this case the set of node states is equal to the
combination of the set of all emanating arc states satisfying the correlation
structure. Pu, the probability of node state u is defined as the product of the
probabilities of all arc states comprising node state u.
Let L denote the set of all hyperpaths. A hyperpath l ∈ L is defined
as a sequence of nodes and their corresponding node states i/u where i ∈ N
and u ∈ Ui. For each node arc state combination the set of upstream nodes
may be different. Thus depending on the node state encountered by the user
at node i he can choose different routes. Thus the hyperpath concept enables
modeling of route choice decisions made en route which are conditional on the
information gathered while traversing the network.
A hyperpath can also defined as a sequence of arcs (known as hyperarcs)
conditioned on the arc, node or link states. Hyperarc i/u− j denotes arc i− j
in node state u ∈ Ui and i − j/r represents arc i − j in system state r ∈ R.
A hyperpath-hyperarc incidence variable γ defines if a particular hyperarc is
a part of a hyperpath, i.e, the incidence variable defines if all users following a
particular hyperpath will use hyperarc in that particular arc, node or system
states. This sub-section focuses on model A where all users arriving at a node
sees the same node state. This relationship can be defined as follows:
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γli−j/r =
{
1 if the arc i− j in system state r is in hyperpath l
0 otherwise
(6.1.1)
γli/u−j =
{
1 if the arc i− j with node i in state u is in hyperpath l
0 otherwise
(6.1.2)
For model A, the cost on an arc will vary depending on the system states
even if the arc states are independent. This is primarily because the probability
of a user accessing a node in a particular state is dependent on the set of all
node states encountered by the user until he reaches that particular node.
Therefore, the flow on an arc will depend on the set of all states experienced
by all the users in the network. Thus the arc flows are conditioned on the
system states and even if the arc states are independent, the flow induces
dependency in the network. Therefore, the flow on arc j − k in system state
r , νj−k/r is defined in terms of hyperpath flows as follows:
νj−k/r =
∑
m∈L
γmj−k/rH
m (6.1.3)
The above equation can be represented in matrix form as:
v = ∆H (6.1.4)
In the variation studied in this paper, the cost functional form for every
arc is assumed to vary with the arc states. As for every system state and node
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state we have a uniquely defined set of arc states, we can represent the cost
functional form in terms of system or node states. Denote Cijs() to be the
cost function on arc (i, j) given the arc is in state s. The cost function in terms
of node states is denoted as Ci/u−j() and in terms of system states is denoted
as Ci−j/r(). As the actual cost on a link will vary depending on the system
states, we normally represent the arc cost functional form conditioned on arc
states. The next subsection focuses on providing a mathematical programming
formulation for system optimal with recourse problem.
6.1.1 Convex Programming Formulation
A convex programming formulation for the SOR is given below:
Minimize Z[v,H] =
∑
ijr
P (r)ci−j/r(νi−j/r)νi−j/r (6.1.5)
v = ∆H (6.1.6)
t = BH (6.1.7)
H ≥ 0 (6.1.8)
The objective of the system optimal with recourse problem is to min-
imize the total expected cost of the system. The three constraints in the
formulation denote the definitional constraints, flow conservation constraints
and non- negativity constraints. The definitional constraint v = ∆H define
the flow on hyper-arcs in terms of the hyperpath flows using the incidence
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matrix. The flow conservation constraints define the flow between origin des-
tination pairs to be equal to the sum of all hyperpaths connecting the origin
destination pair. Non negativity constraints imply that the flow on all hyper-
paths must be non-negative. The next subsection provides the relationship
between the system optimal formulation and the marginal cost of hyperpaths
using the first order lagrangean conditions of the mathematical program. The
marginal cost definition helps in defining the tolls which internalizes the cost
of congestion.
6.1.2 Marginal Cost Definition
The lagrangean for the mathematical program 6.1.5 can be defined as:
L[H, y] = Z[v(H)] + y[t−BH] (6.1.9)
where v(H) defines the hyper arc link flows in terms of the hyperpath
flows. The first order necessary conditions for the mathematical program
defines the optimality conditions to be satisfied by any hyperpath flow to be
equal to the following three equations:
HT∇HL[H, y] = 0 (6.1.10)
∇HL[H, y] ≥ 0 (6.1.11)
∇yL[H, y] = 0 (6.1.12)
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Taking partial derivative of the Lagrangian with respect to the flow on
hyperpath l ∈ L, H l
∂L[H, u]
∂H l
=
∂
∂H l
{Z[v(H)]}+ ∂
∂H l
{y[t−BH]} (6.1.13)
∂L[H, y]
∂H l
=
∂
∂H l
{Z[v(H)]}+ ∂
∂H l
∑
w∈W
yw[tw −
∑
k
Hk] (6.1.14)
where W is the set of all origin-destination pairs and w ∈ W is an index
for a particular origin-destination pair.
∂
∂H l
∑
w∈W
yw[tw −
∑
k
Hk] = −uw′ (6.1.15)
where w
′
is the origin destination pair connected by hyperpath l
∂Z[v(H)]
∂H l
=
∑
cdr
∂Z[v(H)]
∂xc−d/r
∂xc−d/r
∂H l
(6.1.16)
=
∑
cdr
P (r)Cc−d/r(xc−d/r)γlc−d/r + P (r)C
′
c−d/r(xc−d/r)γ
l
c−d/rxc−d/r
(6.1.17)
Thus for any link c − d/r , the derivative of link cost with respect to
hyperpath flow also known as the marginal cost comprises of two terms, the
contribution of the cost of the link in system state r to the expected cost of
the link, Cc−d/r(xc−d/r) and the additional cost of congestion induced by a
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unit of flow by its decision to travel C ′c−d/r(xc−d/r). The second term is called
the cost of congestion and by internalizing this cost a user equilibrium with
recourse flow can be converted into a SOR flow. This is done by imposing a
state dependent toll equal to C ′c−d/r(xc−d/r) on the links.
Note that the marginal cost of a link MCc−d/r(xc−d/r) is equal to
P (r)Cc−d/r(xc−d/r)+P (r)C ′c−d/r(xc−d/r)xc−d/r. The partial derivative of Z[v(H)]
with respect to the flow on hyperpath l, H l becomes equal to the marginal
cost of using hyperpath l, MC l. Thus the optimality conditions of the SOR
problem can written as:
HT∇HL[H, y] = 0⇒ HT [P TMC[∆H]−BTy] = 0
∇HL[H, y] ≥ 0⇒ HT [P TMC[∆H]−BTy] = 0
∇yL[H, y] = 0⇒ t = BH
and the non-negativity constraints on the Hyperpath flows give H ≥ 0.
This implies that for SOR all users must be assigned to hyperpaths
which have equal and minimal expected marginal costs. By assuming a con-
vex,continuous and strictly increasing cost function Cijs ∀ ijs with a symmetric
jacobian we can prove that the Hessian is positive definite and thus the solu-
tion is unique. The definition of marginal costs aid in developing a solution
algorithm for the SOR which is discussed in the next subsection.
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6.1.3 Algorithm
The SOR solution can be obtained by frank-wolfe algorithm which is
a successive linearization procedure. The Frank -Wolfe algorithm in this case
comprises of two steps: (i) Determining the descent direction and (ii) Deter-
mining the step length. The descent direction is determined at every iteration
n by solving the mathematical program obtained by linearizing the objec-
tive function at the current solution νni−j/r. The step length is determined
by determining optimal convex combination of the current solution νni−j/r and
the solution to the linearized mathematical program. Based on the descent
direction and step length the new equilibrium solution νn+1i−j/r is determined.
The process is repeated until convergence. The mathematical program which
defines the descent direction at iteration n is shown below:
Minimise
∑
ijr
P (r)Ci−j/r(νni−j/r)(ν
′
i−j/r) + P (r)C
′
i−j/r(ν
n
i−j/r) ∗ ν
′
c−d/r
(6.1.18)
v
′
= ∆H
′
(6.1.19)
t = BH
′
(6.1.20)
H
′ ≥ 0 (6.1.21)
The above linearized problem has a network structure. The solution
to the above problem ν
′
i−j/r can be obtained by conducting an all or nothing
assignment on the minimum expected marginal cost hyperpath for every origin
destination pair. The minimum expected marginal cost hyperpath can be
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determined by solving for the minimum expected cost hyperpath with the costs
of every hyperlink being set equal to the marginal cost of the link evaluated
at the current solution νni−j/r.
One should be very careful to ensure that the correlation structure of
the arc states is reflected in the structure of the hyperpaths. If the arc states
are independent, the minimum expected marginal cost hyperpaths can be de-
termined by using a variation of the online shortest path algorithm proposed by
Waller and Ziliaskopoulos [2002]. If the arc states are correlated, the minimum
expected marginal cost hyperpath can be determined using a variation of the
R-SSPR algorithm proposed by Polychronopoulos and Tsitsiklis [1996]. Given
the descent direction, the step length is determined by solving the following
non linear program using the golden section section method.
Minimise Z[vn + α(v
′ − vn)] where 0 ≤ α ≤ 1 (6.1.22)
The Frank-Wolfe based algorithm for solving the SOR problem is given
below. There are two crucial steps in this algorithm where one has to be very
careful. In Step 2 where the minimum expected cost hyperpath is calculated
the correct algorithm needs to be used depending on the correlation structure
of the system realizations. The hyper-path structure must be consistent with
the states learned by users as they traverse the hyper-path. Also in step 3
while doing all or nothing assignment to the hyperpath one should ensure that
the flows on the links are consistent with the system states.
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1. At iteration n, fix the cost of the hyper-arcs Cni−j/r = P (r)Ci−j/r(ν
n
i−j/r)+
P (r)C ′i−j/r(ν
n
i−j/r)ν
n
i−j/r
2. Calculate the minimum expected cost hyperpath for every O-D pair using
a variant of the R-SSPR algorithm or OSP algorithm
3. Do an all or nothing assignment to the minimum expected cost hyperpath
to obtain the auxiliary flows v
′
4. Find the step length α which solves Minimise Z[vn + α(v
′ − vn] given
0 ≤ α ≤ 1
5. Determine the new flows vn+1 = vn + α(v
′ − vn)
6. Test for convergence.
6.2 Formulation of Model B
This section presents the mathematical programming formulation of
SOR model B, solution algorithm and derivation of the state dependent con-
gestions tolls. As the notation used in this section is very similar to that of
model A only additional notation will be explained when needed. Note that
in model B, all users arriving at a node see different node state realizations.
This can be viewed as a static approximation to dynamic traffic assignment
where different people view different states depending on the time of arrival.
This model is applicable where network states change depending on the time
of arrival at the upstream node within the time period of analysis. In order to
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make the model analytically tractable, the number of users seeing particular
node state is assumed to directly proportional to the probability of occurrence
of that node state. A similar assumption was made by Marcotte and Nguyen
[1998] for modeling transit applications of capacitated hyperpath assignment.
Also users traveling on a link experiencing different node states but same arc
states are assumed to not interact with each other. The case where users trav-
eling on a link experiencing different node states but same arc states interact
with each other is a straightforward extension of model B.
6.2.1 Formulation of Model B
Consider dlj units of flow reaching a node j while traversing hyperpath
l. Model B assumes that the proportion of dlj experiencing node state u ∈ Uj
is directly proportional to the probability of occurrence of node state u , Pu.
As the flows are split in the ratio of node states, the flow on any arc j − k
experiencing node state u, fj/u−k need not be conditioned on the previously
experienced node states. Let P lj/u−k represent the probability of accessing
hyperarc j/u − k using hyperpath l. Then the flow on hyperarc j/u − k, or
the flow on arc j−k experiencing node state u, fj/u−k can be written in terms
of hyperpath flows as
fj/u−k =
∑
m∈L
γmj/u−kP
m
j/u−kH
m (6.2.1)
However the above equation may not hold true for the case where the
arc states are correlated. Under correlated arc states link flows must be con-
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ditioned on system states as the flow on the link is not longer independent of
the flow on other links in the network. The dependency in arc states translate
to dependencies in flow variables.
fj−k/r =
∑
m∈L
∑
R(qlj)
γmj/u−kP [R(q
l
j)]Pj−u/R(qlj)H
m (6.2.2)
where qlj denotes the set of node states experienced by the user along
hyperpath l, R(qlj) denotes the set of system states learned by the user after
experiencing qlj, P [R(q
l
j)] denotes the probability of the system states in the
set R(qlj) and Pj−u/R(qlj) denotes the probability of the user seeing node state
j/u given that the set of system states feasible is R(qlj). The above equations
can be written in matrix form as:
F = PH (6.2.3)
where H represents the hyperpath flow column vector and F the hy-
perarc flow column vector. P denotes to the hyperpath hyperarc accessibility
matrix. One should note that for the case where arc states are independent,
P is a matrix with |U ||V | rows and L columns where |U | denotes the total
number of node states in the system, |V | denotes the total number of arcs in
the system and |L| represents the total number of hyperpaths in the network.
Every element of P , pm,l = γ
l
j/u−kP
l
j/u−k.
The convex programming formulation for the UER Model B is provided
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below followed by a definition of the congestion tolls. As the proof is similar
to that of Model A all the details are not given in this section.
Minimize Z[v,H] =
∑
iju
Ci/u−j(fi/u−j)fi/u−j (6.2.4)
f = PH (6.2.5)
t = BH (6.2.6)
H ≥ 0 (6.2.7)
As shown in model A the optimality conditions of the above mathemat-
ical program can be shown to translate to users being assigned on hyperpaths
with equal and minimal expected marginal cost. The marginal cost of an arc
can be shown to be equal to Ci/u−j(fi/u−j) +C ′i/u−j(fi/u−j)fi/u−j. Thus by im-
posing a state dependent toll equal to C ′i/u−j(fi/u−j)fi/u−j the congestion on
the links can be internalized i.e users are charged the state dependent negative
externality they impose on other users in the network. The next subsection
focuses on solving the SOR model B using the Frank-Wolfe algorithm.
6.2.2 Algorithm
As explained previously solving nonlinear programs using Frank-Wolfe
algorithm involves a descent direction step and step length determination step.
The descent direction step involves solving a linear program (see below) which
is obtained by linearizing the non-linear objective function at the current so-
lution fni/u−j.
157
Minimise
∑
iju
Ci/u−j(fni/u−j)(f
′
i/u−j)+C
′
i/u−j(fi/u−j)fi/u−j(f
′
i/u−j) (6.2.8)
f
′
= PH
′
(6.2.9)
t = BH
′
(6.2.10)
H
′ ≥ 0 (6.2.11)
The above linear program has a network structure and can be more
efficiently solved by assigning all flows to the shortest online expected marginal
cost hyperpath connecting every origin destination pair. The shortest online
expected marginal cost hyperpath can be determined using the online shortest
path algorithm proposed by Waller and Ziliaskopoulos [2002],if the arc states
are independent. However if the arc states are correlated, shortest online
expected marginal cost hyperpath is determined using the R-SSPR algorithm
Polychronopoulos and Tsitsiklis [1996]. Given the descent direction, the step
length is determined by solving the following Non Linear Program using the
Golden section section method.
Minimise Z[fn + α(f
′ − fn)] where 0 ≤ α ≤ 1 (6.2.12)
The steps of the Frank-Wolfe based algorithm is provided below. The
crucial difference between the algorithm for modelA and model B is in step
3. While conducting the all or nothing assignment for model B, one should
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ensure that the flows on the hyper-links are proportional to the probability of
existence of that hyper-link in the hyperpath.
1. At iteration n, fix the cost of the hyper-arcs Cni/u−j = Ci/u−j(ν
n
i/u−j)
2. Calculate the minimum expected cost hyperpath for every O-D pair
3. Do an all or nothing assignment to the minimum expected cost hyperpath
to obtain the auxiliary flows v
′
4. Find the step length α which solves Minimise Z[vn + α(v
′ − vn] given
0 ≤ α ≤ 1
5. Determine the new flows vn+1 = vn + α(v
′ − vn)
6. Test for convergence.
6.3 Computational Experiments
The objective of the computational runs is to show how SOR flows
and marginal cost tolls can be significantly different from the system optimal
solution with arc states replaced by their expected states. The runs were
conducted on two different networks - the Nguyen Dupius network and an
acyclic Sioux Falls network. The acyclic Sioux Falls network is very similar to
the network studied in Marcotte et al. [2004] and has 24 nodes and 37 links.
The network contained 9 origin destination pairs. The Nguyen Dupius network
comprises of 13 nodes and 19 links and has 4 origin destination pairs. Further
details about the Nguyen Dupius can be found in Ukkusuri et al. [2007].
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The arc states were randomly generated. Each arc state probability
and the corresponding capacity was randomly generated. Four different lev-
els of system states were chosen 32, 64, 128 and 256. The comparison of the
SOR solution to the expected system optimal solution was conducted for three
different demand levels: low, moderate and normal demand level. For every
state, the standard Bureau of Public Roads(BPR) cost function was used to
determine the costs from the flow.
Table 6.1 and 6.2 show the difference in the SOR solutions from the
expected SO solutions. It clearly shows how approximating the SOR solution
with the expected solution can result in significant errors. In the table, the
two metrics used to compare the solutions are the mean absolute deviation in
link costs and flows, mean absolute % deviation in link costs and flows from
standard SO solutions. The results indicate that approximating SOR solu-
tions with expected SO solutions can lead to significant difference in link flows
and link costs. The error in link flows was found to be higher when model
A solution was approximated by the expected SO solution. This implies that
approximating day to day capacity uncertainty by expected value solution
can cause higher errors in flows when compared to approximating within day
uncertainty by the expected value solution. However, in terms of costs approx-
imating model B solution with the expected value solution was found to cause
higher errors. Thus not accounting for within day capacity uncertainty was
found to cause higher errors in cost when compared to not accounting for day
to day uncertainty in capacity. No specific trend was observed in magnitude
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of errors when the number of states or the demand level increased.
Table 6.3 shows the error in marginal costs obtained when SOR mod-
els are approximated using the expected solution. One should note that the
absolute error in tolls can be obtained by multiplying the absolute error in
marginal costs with the value of time parameter. For most cases, the mean
absolute error in marginal costs and the maximum absolute error in marginal
cost is found to increase with increase in demand. However, no significant
trends are observed as the number of states increase.
Table 6.4 shows the percentage deviation of Total System Travel Time
between the SOR solution and the SO solution. In general, the total system
travel time under Model A was found to be higher than the expected SO
solution with a maximum error of upto 18.4% being observed. Therefore, using
the SO solution instead of the SOR solution can lead to significant under-
estimation of system performance when day-to-day capacity uncertainty is
involved.For Model B, the SOR objective function and the total system travel
time was found to be lower than that of SO solution. This is expected as when
flows are split in the ratio of their probabilities the expected cost on a link
becomes a linear combination of a cost values corresponding to every state.
As the cost values will be lower than the SO solution due to the monotonicity
of cost function, the expected cost will also be lower than the SO cost in
most cases. However, no significant trends were observed in % deviations as a
function of the demand.
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6.4 Conclusions
This chapter presents an analytical formulation to determine flows in
the network to maximize system performance under information provision
when arcs in the network can exist in multiple stochastic discrete states fol-
lowing a pre-specified probability distribution. User’s are assumed to have
the ability to make online route choice .i.e., every user learns the states of all
outgoing arcs when they reach the upstream node. Depending on the states
learned the users choose the next node to visit. This chapter tackles the most
general version of the problem where cost functional form of every arc varied
with the states. Two variations of the model have been studied in this work :
(i) Where all users arriving at an upstream node see the same arc states, (ii)
Every user arriving at an upstream node sees different arc states. The first
model is applicable for cases where system realizations do not change during
the time period of analysis. The second model is applicable for cases where
system realizations change during the time period of analysis. This can be
viewed as a proxy for dynamic assignment where depending on the time of
arrival at the node users see different states.
This chapter provides a convex programming formulation for system op-
timal with recourse models and a frank-wolfe based solution algorithm. The
solution algorithm employs a stochastic online shortest marginal cost algo-
rithm as a sub-problem. Numerical experiments are conducted on two acyclic
networks to study how different the SOR solutions are from the expected SO
solutions. The results show that neglecting capacity uncertainty can lead to
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significant errors in flows, cost and marginal cost based tolls.
The last two chapters develop methodologies to evaluate information
provision in transportation networks. The next next chapter focuses on one
particular application of the models : network design. The focus of the next
chapter is to show that planning for networks with information is significantly
different from planning for networks with no information.
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Table 6.1: Nguyen Dupius
States Metric Absolute Deviation Percentage Deviation
Model A Model B Model A Model B
Flow Cost Flow Cost Flow Cost Flow Cost
Low Demand
32 Ave 153.44 1.7566 41.509 13.846 106.29 6.3046 25.131 47.306
Max 426.43 6.737 201.16 61.217 324.04 38.931 120.95 204.46
64 Ave 88.614 1.1205 17.200 7.5634 119.89 8.2275 24.116 61.241
Max 165.23 8.0777 48.570 36.939 237.43 40.636 79.903 272.50
128 Ave 208.99 3.1940 35.936 20.924 140.65 8.5185 24.806 54.090
Max 312.11 22.183 138.58 114.86 298.94 48.388 121.73 250.54
256 Ave 144.98 1.4101 25.226 9.7149 175.94 8.1408 37.370 57.366
Max 265.01 4.6607 123.18 35.417 351.66 43.889 169.83 226.90
Moderate Demand
32 Ave 31.616 2.0054 30.003 13.014 179.09 6.5705 30.869 42.796
Max 422.81 6.7308 143.22 43.068 502.78 39.405 181.54 174.57
64 Ave 30.003 13.014 11.648 7.1631 144.91 8.4875 17.559 53.707
Max 143.22 43.068 36.004 41.488 229.54 41.161 71.532 245.16
128 Ave 138.23 4.6976 33.884 24.916 238.68 9.7476 26.671 50.496
Max 459.89 32.834 138.02 131.00 533.38 59.177 113.64 236.11
256 Ave 84.744 2.0206 23.534 11.628 253.07 8.6696 34.252 51.710
Max 443.04 6.8438 110.05 43.276 450.43 46.797 143.04 202.20
Normal Demand
32 Ave 33.937 2.5819 32.442 15.578 184.81 6.8309 24.781 39.252
Max 629.21 10.051 222.94 62.859 578.27 38.327 155.08 147.44
64 Ave 66.738 1.8116 11.246 7.8698 175.89 8.9652 16.566 49.354
Max 315.25 14.915 40.435 41.788 319.69 41.050 62.470 226.70
128 Ave 255.15 6.2025 31.844 27.337 286.14 10.544 22.601 45.738
Max 632.54 45.001 124.23 145.96 732.04 71.854 91.939 233.05
256 Ave 39.243 2.3394 20.264 11.879 232.54 9.2919 21.782 47.255
Max 476.19 8.7393 75.026 47.304 463.75 43.255 81.930 160.46
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Table 6.2: Sioux Falls
States Metric Absolute Deviation Percentage Deviation
Model A Model B Model A Model B
Flow Cost Flow Cost Flow Cost Flow Cost
Low Demand
32 Ave 111.94 0.0233 16.896 0.8726 59.486 0.7315 27.269 20.804
Max 295.93 0.4322 187.32 9.9452 157.41 7.5500 665.50 100
64 Ave 102.43 0.0079 9916.6 0.4899 167.00 0.6912 18142. 29.952
Max 512.57 0.0961 366078 4.1303 645.18 7.5406 669462 101.09
128 Ave 136.24 0.0172 4939.5 0.8136 77.404 0.7499 41.244 44.361
Max 810.21 0.2251 180715 7.4871 587.56 7.68 982.90 300
256 Ave 167.64 1.3429 20.692 20.241 0 0 0 0
Max 994.08 23.04 238.65 75 0 0 0 0
Moderate Demand
32 Ave 81.016 0.0452 8.1588 1.1556 62.043 0.7265 3394.2 20.036
Max 223.99 1.1447 87.384 20.937 337.76 7.3087 125330 100.13
64 Ave 179.95 0.0241 456.06 0.7606 331.23 0.6992 2564.8 30.386
Max 1203.2 0.3463 15690. 5.5013 1515.1 7.5843 93162. 103.42
128 Ave 84.026 0.0247 127621 0.7398 185.33 0.7479 224664 43.644
Max 409.62 0.5859 470280 15.258 723.95 7.68 831144 300
256 Ave 56.864 0.0076 5239.3 0.3524 180.83 1.3398 31.485 54.680
Max 260.81 0.0745 193529 2.7681 820.59 23.04 483.23 300
Normal Demand
32 Ave 128.63 0.0632 1154.1 1.5020 140.82 0.7118 55.776 19.441
Max 481.10 1.1989 42197. 16.162 629.40 7.2037 1213.6 100
64 Ave 330.59 0.0524 87.727 2.1450 156.47 0.6877 188.09 29.323
Max 1921.7 0.5567 1551.7 22.588 618.68 7.4726 5344.0 100
128 Ave 152.12 0.0395 175.13 1.2815 200.06 0.7485 540.02 43.312
Max 701.84 0.7903 6004.1 16.608 873.95 7.68 19374. 300
256 Ave 75.295 0.0094 66.583 0.4702 157.60 1.3333 66.335 53.895
Max 442.10 0.0992 1163.9 4.0575 856.60 23.04 1054.1 300
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Table 6.3: Marginal Costs
States Metric Nguyen Dupius Sioux Falls
Model A Model B Model A Model B
Abs Dev % Dev Abs Dev % Dev Abs Dev % Dev Abs Dev % Dev
Low Demand
32 Ave 1.7566 46.860 1.2568 28.221 0.0467 61.860 0.0693 18.190
Max 6.7365 201.13 5.2472 120.98 0.8643 1517.1 1.9273 100
64 Ave 1.1206 20.343 1.3591 26.695 0.0161 408318 0.0469 122495
Max 8.0777 62.776 7.5197 79.851 0.1913 151077 0.7603 453231
128 Ave 3.1939 51.689 2.5419 38.307 0.0344 809695 0.0199 344.55
Max 22.183 215.09 21.388 207.38 0.4513 299558 0.3506 11406.
256 Ave 1.4100 28.444 1.8147 41.887 0.0347 70.027 0 0
Max 4.6606 123.16 5.0316 169.85 0.328 2092.3 0 0
Moderate Demand
32 Ave 2.0053 33.186 1.8837 33.893 0.0904 17.546 0.0932 284601
Max 6.7308 143.22 6.7216 181.55 2.2904 100 2.1144 105301
64 Ave 1.3856 14.551 1.7991 19.866 0.0482 186.98 0.0767 297.69
Max 11.883 60.496 11.091 70.927 0.6927 5445.9 0.6034 8186.6
128 Ave 4.6976 48.845 4.0267 40.181 0.0495 603508 0.0566 184824
Max 32.834 204.40 32.177 200.31 1.1709 223298 0.7161 683850
256 Ave 2.0206 26.541 2.6400 38.513 0.0151 26.282 0.0531 37.240
Max 6.8437 110.06 7.8145 143.03 0.1481 423.45 0.5468 475.89
Normal Demand
32 Ave 2.5818 36.658 2.1590 27.833 0.1265 25.193 0.0824 629.56
Max 10.051 222.94 9.1016 155.07 2.3979 254.16 0.9534 22395.
64 Ave 1.8117 13.817 2.2986 18.990 0.1049 74.104 0.0708 22.776
Max 14.915 55.878 15.434 61.665 1.1125 1638.6 0.4752 100
128 Ave 6.2026 6.2026 5.2273 36.903 0.0790 9360.7 0.0824 102676
Max 45.001 45.001 44.854 205.46 1.5816 345135 1.1483 379748
256 Ave 2.3393 22.714 2.6594 26.459 0.0190 15.017 0.0512 32.810
Max 8.7393 92.238 7.6174 81.936 0.1986 114.87 0.7506 351.04
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Table 6.4: Percentage Deviation of Total System Travel time
States Nguyen Dupius Sioux Falls
Model A Model B Model A Model B
Low Demand
32 5.64 -2.51 4.69 -0.65
64 3.57 -2.95 4.84 3.67
128 13.80 -4.90 2.81 -4.47
256 4.04 -7.56 1.92 1.83
Moderate Demand
32 3.63 -2.89 5.65 -0.88
64 3.87 -4.10 1.90 3.79
128 16.51 -6.00 1.84 -6.60
256 4.01 -9.69 0.59 -2.43
Normal Demand
32 5.15 -3.81 7.590 -3.07
64 4.30 -4.62 3.39 -1.86
128 18.44 -7.06 2.51 -9.97
256 4.36 -12.34 0.67 -3.70
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Chapter 7
User Equilibrium with Recourse - Network
Design
User Optimal Network Design Problem is one of the most commonly
studied NP hard problems in transportation. The difficulty in the problem
arises from primarily its bi-level nature due to the need to model two sets of
decision makers with possibly conflicting objectives. In the upper level, the
transportation planner attempts to improve the capacity of the network with
the aim of minimizing total system cost. Depending on the variations of the
problem total system cost can be defined in many ways. One way of defining
the system cost is the total system travel time plus the total cost of capacity
additions. Normally polynomial functions are used to model the total cost of
capacity additions as a function of the amount of capacity added. Another way
of defining the system cost is to make it equal to the total system travel time.
In this scenario, a budget constraint is added to limit the amount of capacity
additions. Capacity addition variables can either be discrete or continuous.
Discrete capacity addition variables correspond to lane additions or construc-
tion of new links connecting two nodes. Continuous capacity additions can
correspond to improvements in operational capacity such as improvement in
pavement surface or better signalization procedures at junctions. In the lower
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level, users are assumed to route themselves following Wardropian equilibrium
conditions in order to maximize their individual utilities. Therefore, the ob-
jectives are possibly conflicting as individual utilities may not align with the
system objectives for many cases. One should note that if the users route
themselves in a system optimizing manner, then the bi-level formulation col-
lapses into a single level.
The focus of this chapter is to develop a network design formulation
and solution methodology when users route themselves in an online manner
reacting to information provided as they traverse the network. The primary
motivation behind this work is to show that long term planning decisions can
change significantly when information provision is accounted for. The previous
two chapters show how the network behaves differently when information pro-
vision is accounted for when compared to the no information scenario. When
users route themselves accounting for information provision, their fundamental
routing decision changes and so does the resulting congestion patterns. In this
context, it is not difficult to imagine that when there are different congestion
patterns - various long term planning decisions such as where to add capacity
in the network will be different. This chapter tackles this issue by providing a
bi-level mathematical programming formulation for the network design prob-
lem under online information provision. As the mathematical programming
formulation is defined on a non-convex discontinuous feasible region, there
is no guarantee that traditional mathematical programming formulation can
guarantee the global optimal solution. Another problem is that the gradient
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of the objective function may not exist at all points. Therefore, a commonly
used meta-heuristic genetic algorithm is used to solve the problem. Numeri-
cal analysis are then conducted to show the importance of making planning
decisions which account for information provision.
7.1 Problem Definition
This section first defines the problem and then the notation used in
the problem followed by the mathematical programming formulation. In the
User Equilibrium with recourse (UER) problem, the arcs in the network are
expected to exist in multiple states following a discrete probability distribution.
Depending on the state of the arc, the cost functional form varies. This is the
most general case and can be used to model capacity uncertainty i.e, where arcs
exist in multiple capacity states depending on the arc states. Users are aware
of the probability distribution of the arc states when they depart from their
origin. Users learn the exact arc states only when they reach the upstream
node of arcs. This can be viewed as users getting information about upstream
links from a Dynamic Message Sign. Depending on the information received
users can then choose different paths. Thus users are assigned to hyper-paths
which is a policy or a collection of elementary paths. The actual elementary
path followed by the user will depend on the arc state realizations encountered
by the user. The notations used in this paper is given below:
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7.1.1 Notation
G Probabilistic Directed Network
N Set of Nodes
V Set of Arcs
S Set of possible States for each arc
P Probability Distribution of arc states
R Set of system states
C Vector of Arc Cost Functions
U Set of Node States
i Index for a node in setN
(i, j) Notation for an arc in setV
Sij Set of possible states in arc (i, j) ∈ V
Ui Set of possible node states for node i ∈ N
Pu Probability of node stateu
r Index for system state
L Set of all Hyperpaths
l Index for one hyperpath ∈ L
i/u Index for node i ∈ stateu
i/u− j Index for Hyper arc where upstream node i is in stateu
γ Hyperpath Hyperarc incidence matrix
Cijs(, w) Cost function on arc (i, j) given the arc is in state s
as a function of the capacityw
Ci/u−j(, w) Cost function on arc (i, j) given the upstream node is in stateu
as a function of the capacityw
Ci−j/r(, w) Cost function on arc (i, j) given the system is in state r
as a function of the capacityw
v Vector of Link Flows
∆ Hyperarc Hyperpath Incidence Matrix
H Vector of Hyperpath flows
t Vector of Origin Destination desires
B Origin Destination demand hyperpath Incidence Matrix
Note that for any node, the set of node states can be defined as a
cartesian product of the set of all outgoing arc states for the uncorrelated
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scenario. However for the correlated scenario case, the set of node states can be
defined as the combination of all outgoing arc states satisfying the correlation
structure. In the same way for the independent scenario case, the set of system
states can be defined as the cartesian product of the set of all arc states. For
the correlated case, the set of system states is defined as the combination of
arc states satisfying the correlation structure. Even though in the problem
definition the cost functional form varies as a function of arc states, as arc
states, node states and system states are related as shown above, the cost
function can be written in terms of system or node states. For the problem
variation numerically tested in this paper, different arc states are assumed to
correspond to different capacity values. The cost function is assumed to follow
the standard BPR functions as shown below:
Ci/u−j(νi/u−j, wi/u−j) = Ci/u−j(0)
{
1 + α
(
νi/u−j
wi/u−j
)β}
(7.1.1)
where νi/u−j corresponds to flow on link i/u− j and wi/u−j denotes the
capacity of link i/u− j.
Also a hyperpath is defined as a sequence of hyperarcs. A hyper arc
is defined as normal arc conditioned on the state of the upstream node, i.e.,
i/u − j implies that any vehicle which utilizes this arc will experience node
state u. A hyperpath thus may have different downstream nodes depending
on the states experienced. Depending on the node state combination in a
hyperpath the downstream node will be different. For example, i/u1 may
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have a different downstream node compared to i/u2. Thus a hyperpath is a
collection of elementary paths and the structure of the hyperpath is critical to
modeling online route choice behavior. The hyperpath definition models the
fact that depending on the state experienced or the node state learned, users
can make different route choice decisions en-route.
The incidence variable γ is used to relate hyperpaths to hyperarcs.
The incidence variable can be defined in terms of node state or system state
as follows:
γli−j/r =
{
1 if the arc i− j in system state r is in hyperpath l
0 otherwise
(7.1.2)
γli/u−j =
{
1 if the arc i− j with node i in state u is in hyperpath l
0 otherwise
(7.1.3)
7.1.2 NDP Formulation
This section provides the bi-level mathematical programming formula-
tion of the network design problem. The upper level models the objective of
the transportation planner whereas the lower level models the objective of the
network users. In the upper level, the transportation planner adds capacities
to the links in the network to minimize system level objectives. In the version
considered in this paper, the system objective to be minimized is expected
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total system travel time. Capacity additions are assumed to be continuous
and to increase the capacity of all hyperarcs by the same amount, i.e., if the
capacity of an arc i − j is increased by y units, then the capacities of all arc
states corresponding to hyper arc i/u− j is increased by y.
w′i/u−j = wi/u−j + y ∀u ∈ Ui (7.1.4)
In the lower level all users are route themselves in such a way so as
to satisfy the UER conditions : All users choose paths which have equal and
minimal expected travel cost. The formulation of the Network Design Problem
is shown below.
Min
∑
ijr
P (r)Ci−j/r(νi−j/r, wi−j/r)νi−j/r (7.1.5)
G(y) ≤ B (7.1.6)
y ≥ 0 (7.1.7)
Min Z[v,H] =
∑
ijr
νi−j/r∫
x=0
P (r)Ci−j/r(x,wi−j/r)dx (7.1.8)
v = ∆H (7.1.9)
t = BH (7.1.10)
H ≥ 0 (7.1.11)
Equations 7.1.5 refers to the transportation planners objective which
is to minimize the expected total system travel time. Equation 7.1.6 refers
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to the budget constraint on the capacity addition. y is a vector of capacity
additions on all the links in the network. G(y) denotes the total cost of capacity
additions and B is the budget constraint. Equation 7.1.8 represents to the
UER objective function. Equation 7.1.9 is a vector form representation of the
definitional constraint which defines hyper-arc flows in terms of the hyperpath
flows. The equation can be expanded as follows for every hyper arc:
νj−k/r =
∑
m∈L
γmj−k/rH
m (7.1.12)
Note that even when the states are uncorrelated, the probability that
a unit of flow reaches a particular node is dependent on the set of states
encountered in the hyperpath. A hyperarc can be accessed by flows from
multiple hyperpaths connecting different origin destination pairs. Therefore,
the flow on a hyper arc is dependent on the set of system states even if the
states are independent. Equation 7.1.10 is a vector form representation of sum
of all hyperpath flows between an origin destination pair must be equal to the
origin destination desires. Further details on the formulation and solution
methodology is provided in chapter 4.
7.2 Solution Methodology
The mathematical programming formulation of the UER NDP is a non-
linear bi-level mathematical program with equilibrium constraints. It has an
upper level objective function defined on a non-convex discontinuous feasible
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region. Therefore, traditional gradient based non-linear programming algo-
rithms may not converge to the global optima. Patriksson et. al. (2007)
provide examples of cases where the directional derivative may not exist for
the traffic equilibrium problem. Similar results can be derived for the user
equilibrium with recourse formulation. Therefore, a metaheuristic based ap-
proach is adopted to determine global optimal solutions. In this paper, genetic
algorithm is uses as it has been found to be effective in determining the global
optimal for similar bi-level network design problems with traffic assignment
problems as the lower level problem [Chen and Yang, 2004, Ukkusuri et al.,
2007, Chen et al., 2007].
7.2.1 Genetic Algorithm
Genetic algorithm is a simulation based search technique where a group
of solutions termed population evolves towards a globally optimal solution
based on a process similar to evolution. In genetic algorithms, the initial set
of feasible solutions are randomly generated and the measure of how good each
solution is calculated using a fitness function. The best set of solutions are se-
lected and a new population of solutions is obtained by modifying the existing
best set of solutions. The various feasible solutions in a population are called
chromosomes and are normally represented using a string of binary integers.
The fitness function is commonly related to the objective function of the prob-
lem being optimized. In most cases the fitness function is either the objective
function or the objective function with a penalty term added to it to account
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for infeasibility. The common way to modify population solution to obtain the
next generation of solution is by using genetic operators such as crossover and
mutation. The crossover operator is very similar to biological crossovers. For
example in single point crossovers, two parent chromosomes are selected and
a single crossover point is chosen on the binary chromosome representation.
Two new solutions are generated by swapping the strings on either side of the
crossover point. Other types of crossovers which are similar in concept include
two and multiple point crossovers and ordered crossovers. Mutation operator
involves randomly changing the state of sequence of bits in the chromosome
from their original state, i.e., based on a predefined mutation probability bit
0 is changed to 1 and vice versa. Mutation helps in preventing the solutions
from being trapped in a local optima. The algorithm is assumed to converge
when either a pre-defined maximum number of generations is achieved or if
the set of best solutions do not change over multiple iterations. Note that the
mutation probability is normally set to be equal to a low value to prevent the
search becoming a random search and avoiding genetic drift.
For the UER network design problem, each chromosome represents a
set of feasible capacity enhancements for the links in the network. The fitness
function used to evaluate each chromosome is the expected total system travel
time as defined in equation 7.1.5. For each set of capacity enhancements
the flows on links are calculated by solving the lower level UER assignment
problem. The UER assignment problem can be solved using the Frank-Wolfe
algorithm where the subproblem is the online shortest path if the arc states
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are independent and the R-SSPR algorithm if the arc states are dependent.
Thus the genetic algorithm used to solve the UER NDP is shown below:
• Step 0: Initialization: Fix the following parameters - Maximum number
of Generations (I), Population Size (S), Crossover Probability, Mutation
Probability. Set the counter for number of generations i = 0.
• Step 1: Randomly generate a set of feasible capacity enhancements sat-
isfying the budget constraint
• Step 2: Evaluate the fitness function for each of these set of capacity
enhancements by solving the UER assignment problem and calculating
the total system travel time
• Step 3: Check for convergence. If yes, go to Step 5. If not converged, go
to Step 4.
• Step 4: Modify the existing population and generate a new population by
applying crossover and mutation genetic operators. Increment i = i+ 1.
Go to Step 2
• Step 5: Output the chromosome with the best fitness function as the
solution.
7.2.2 Quantum Inspired Genetic Algorithm
For larger networks, the majority of the computational time is used in
evaluating the fitness function for each chromosomes which involves solving the
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UER assignment problem. Therefore, if the number of functional evaluations is
reduced, significant computational savings can be achieved. Quantum inspired
genetic algorithm (QIGA) exploits the principle of quantum computing to
develop a heuristic which reduces the number of functional evaluations needed.
Quantum inspired genetic algorithm uses qubits which can store either 0 or 1
or a combination in a single bit. Therefore qubits can use n bits to store 2n
states. In classical computers n bits can be used to store only one instance of
2n states.
The fundamental difference between normal genetic algorithms and
quantum inspired genetic algorithm is in the way chromosomes are coded and
decoded. In QIGA, a qubit of predefined length is first defined. A qubit com-
prises of a sequence of binary random variable with predefined probabilities of
choosing 1 or 0. For the problem under study the probability of choosing 1 or
0 is initialized to be equal to 0.5. A binary string is then generated using a
random number generated based on the probability of a bit taking value 1 or
0. The binary string is then decoded into feasible capacity enhancement vari-
ables. The number of binary strings generated will be equal to the size of the
population. Given the capacity enhancement variables the fitness function is
evaluated by running the UER assignment algorithms after modifying the net-
work capacity. Just like genetic operators are used to prevent normal genetic
algorithms from being a random search, in QIGA a rotation gate process is
used to update the probability of qubit chromosomes taking a value 0 or 1 for
each member of the population. The rotation gate principle used in this paper
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was developed by Han and Kim [2002]. Further details on the implementation
of QIGA albeit for dynamic network design problems has been provided by
Lin and Waller [2008].
7.3 Computational Experiments
The primary focus of the computations runs is show that accounting
for information provision leads to significantly different planning decisions.
The optimal capacity enhancements subject to budget constraints where the
lower level problem is UER is compared to the optimal capacity enhancements
where the lower level is the corresponding deterministic UE for the same bud-
get level. Two performance metrics are used : (i) Average Absolute deviation
of UER capacity enhancement from the UE capacity enhancement expressed
as a percentage of the total budget, (ii) Maximum deviation of UER capacity
enhancement from the UE capacity enhancement expressed as a percentage of
the total budget. Both the performance metrics can be viewed as a measure
of the error obtained by approximating the UER solution by the UE solu-
tion. The computational runs are conducted on two networks : Sioux Falls
and Nguyen Dupius . Two levels of demand were chosen : Normal demand
level and Half of the normal demand levels. Two different number of states
were chosen : 32 and 64. Details on the networks and how the states were
generated are provided in chapter 5 and 6. For comparing between UER and
the deterministic UE solutions four different budget levels were chosen : 500,
1000, 3000 and 5000.
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First two sets of computational runs was conducted on the Sioux Falls
network at normal demand levels to compare the performance of QIGA and
GA. The number of states in the first set of runs was fixed to be equal to 32
and the second set of runs was fixed to be equal to 64. The budget levels
considered in each run were 500, 750, 1000, 2000, 3000, 5000 and 10000. Note
that for both the meta-heuristics evaluating the fitness function or the number
of UER runs contributed significantly to the computational time. Therefore
the number of generations used to obtain the optimal solution was used to
compare the performance of the two heuristics. The population size for the
two heuristics was fixed to be equal to 100. QIGA significantly outperforms
the GA in determining the optimal capacity enhancements. QIGA converges
in many cases by generation 5 whereas it takes GA around 60 generations
to converge. In many cases the solution found by QIGA in 5 generations was
found to be better than the solution found by the GA (see figure 7.1). However,
in some cases GA did find a better solution by 60 generations. However, the
gain in objective function was minimal (less than 0.1%). Therefore, QIGA was
used for the rest of the computational experiments.
The comparisons of UER NDP results and the deterministic UE results
are shown in table 7.1 for the sioux falls network and 7.2 for the nguyen dupius
network.
The results indicate that the difference between UER and UE capacity
enhancements is higher in the more congested Nguyen Dupius network when
compared to the Sioux Falls network. For every scenario tested in terms of
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Table 7.1: Sioux Falls
Budget 3 2 States 6 4 States
Ave Max Ave Max
Low Demand
500 1.674 4.094 1.882 5.358
1000 1.538 6.375 1.72 4.849
3000 2.17 6.23 2.23 6.05
5000 2.04 5.53 2.30 6.68
Moderate Demand
500 1.88 5.82 1.95 4.75
1000 2.27 6.6 2.12 5.71
3000 1.89 6.31 1.83 6.82
5000 1.93 4.30 1.93 4.9002
budget and demand level, the error in using UE capacity enhancement instead
of UER capacity enhancement is at least 150 % higher in Nguyen Dupius when
compared to Sioux Falls. For same network when the demand level is increased
from low to normal the error in approximating UER solution by UE solution is
found to increase moderately by around 20 %. No general trends are observed
when the budget is increased or when the number of states is increased.
7.4 Conclusions
This chapter provides a bi-level mathematical programming formula-
tion for solving the network design problem to determine optimal continuous
capacity enhancements when users have access to information. In the upper
level , the network planner decides on the optimal budget allocation among the
various links so that their capacity can be improved. In the lower level, users
route themselves following the user equilibrium with recourse assignment. As
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Table 7.2: Nguyen Dupius
Budget 3 2 States 6 4 States
Ave Max Ave Max
Low Demand
500 3.19 11.93 3.88 10.11
1000 2.47 7.21 3.43 10.47
3000 4.49 11.22 4.39 9.77
5000 3.36 8.58 2.83 7.48
Moderate Demand
500 4.20 9.34 4.51 10.94
1000 5.25 12.04 3.54 11.92
3000 4.69 8.60 2.28 6.36
5000 3.29 10.09 3.50 11.48
the mathematical program has a non-convex feasible region traditional non-
linear programming algorithms may not provide a globally optimal solution.
Therefore two meta-heuristics : genetic algorithm and quantum inspired ge-
netic algorithms was used to determine the optimal solution. Quantum in-
spired genetic algorithm was found to significantly outperform the standard
genetic algorithm by converging to an optimal solution within 5 generations
whereas it took around 60 generations for genetic algorithm to converge. The
capacity enhancement solutions with UER as the lower level problem was com-
pared to the capacity enhancement solutions obtained from the corresponding
deterministic UE. The errors was found to be higher in the more congested
nguyen dupius network compared to the less congested sioux falls network. As
the number of states in the network increased the errors in approximating the
UER solution by the UE solution was found to increase moderately.
This work can be extended in multiple directions. The next step would
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be to study the dynamic variations of the above network design problem.
However, that will involve solving the dynamic UER. More efficient solution
methodologies must also be explored to solve the network design problem.
Another extension which will be studied in the near future is the network
design problem with discrete capacity enhancement variables.
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Figure 7.1: QIGA vs GA
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Chapter 8
Conclusions and Extensions
The performance of transportation systems are affected by numerous
sources of uncertainty such as weather conditions, political policies, socio-
economic and demographic variables. Therefore, accounting and characteriz-
ing this uncertainty is paramount for developing efficient long term planning
initiatives and short term operational decisions. Moreover with the increasing
deployment of intelligent transportation systems, information dissemination
can play an important role in countering this uncertainty by providing up to
date information about network conditions to the user. Developing a new gen-
eration of transportation decision making models which recognize and account
for the numerous sources of uncertainty and information provision is important
for making optimal usage of the transportation budget.
This dissertation develops new methodologies to tackle demand and ca-
pacity uncertainty in traffic assignment models. Demand uncertainty is further
classified into long term demand uncertainty and short term demand uncer-
tainty. Long term demand uncertainty affects long term planning initiatives
such as where to add capacity in the network. Short term demand uncertainty
affects operational decisions such as ramp metering, signal coordination etc.
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One of the major ways of tackling capacity uncertainty is through information
provision. This dissertation develops a new traffic assignment model which
accounts for users en-route route choice based on the information learned as
they travel. This new equilibrium model will be valuable for evaluating infor-
mation provision in traffic networks. The dissertation also provides numerous
examples of how not accounting for demand and capacity uncertainty can
lead to sub-optimal decisions. An overview of the dissertation contributions is
provided in the next section followed by directions for future research.
8.1 Dissertation Contributions and Conclusions
The major contribution of this dissertation can be classified into : (i)
accounting for long term demand uncertainty in traffic assignment models, (ii)
accounting for short term demand uncertainty in traffic assignment models
and (iii) analytical model to evaluate the impact of information provision to
counter capacity uncertainty in traffic assignment models
8.1.1 Long Term Demand Uncertainty
Uncertainty in long term demand is accounted for by assuming the de-
mand to follow a pre-specified probability distribution. The objective now is
to evaluate the expected long term system performance under demand uncer-
tainty as opposed to the system performance under expected demand which is
more commonly done in most planning applications. However, evaluating the
expected long term system performance is a computationally intensive process
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as it involves evaluating the traffic assignment for each future demand realiza-
tions. Therefore, in this work four different sampling methods are compared
for numerous demand and variance scenarios to arrive at efficient estimates
of expected future performance. Anit-thetic Sampling was found to provide
the best performance for lower number of realizations and Latin Hypercube
was found to provide the best performance for higher number of realizations.
The work then discusses two applications of accounting for long term demand
uncertainty : network pricing and design and demonstrates how assuming
deterministic demands can lead to sub-optimal decisions.
8.1.2 Short Term Demand Uncertainty
Short term demand uncertainty is accounted for by assuming the de-
mand to follow a probability distribution. To account for day-to-day variations
in costs caused due to the variations in demand a new definition of equilibrium
is developed. In this new equilibrium definition, users are assumed to choose
paths which minimize their total expected costs. Note that for one particu-
lar demand realization the paths may not have minimal costs. However, in
the long term users are assumed to choose paths which have minimum costs
in the expected sense. Various properties of the equilibria such as existence
and uniqueness are discussed. Conditions are provided for the existence of
a convex mathematical program for solving the equilibrium. The work then
presents a variational inequality formulation characterizing the equilibrium
conditions when the demand is normally distributed and a convex program-
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ming formulation when the demand follows a poisson distribution. The vari-
ational inequality formulation is solved for using Smiths algorithm for solving
variational inequality and the convex programming formulation is solved for
using the frank-wolfe algorithm. Numerical experiments are conducted on
Sioux Falls network to demonstrate the importance of considering short term
demand uncertainty.
8.1.3 Capacity Uncertainty and Online Information Provision
Capacity uncertainty is accounted for by assuming the arc capacities
to follow a discrete probability distribution. Users are assumed to know the
probability distribution of the arcs states when they depart from their origins.
However, the actual capacity of the arc is known only when users reach the
upstream node. This can be viewed as users receiving information about the
state of upstream arcs from a dynamic message sign. Thus depending on the
knowledge of the state of the arcs users can make online path choices. This
property is called “recourse” where users make route choices as they traverse
the network. A new equilibrium definition is provided which accounts for
users making online route choices termed as user equilibrium with recourse
(UER). In UER the online routing decisions is captured for by assuming the
users to follow hyperpaths which are a collection of elementary paths. The
work provides a mathematical programming formulation for two variations of
UER where all users arriving at a node see the same states or where different
users arriving at a node see different states. A frank-wolfe based solution
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methodology is provided where the sub-problem involves assigning users to
hyperpaths with shortest expected cost. The system optimal variation of the
above problem is then discussed where users are assigned to hyperpaths to
minimize the expected total system cost. A convex non linear formulation
is provided along with a frank-wolfe based solution methodology where the
sub-problem involves assigning users to hyperpaths with minimum expected
marginal costs. The system optimal with recourse variations can be used to
determine congestion tolls which are dependent on the system state. The
dissertation then provides a bi-level network design formulation where in the
upper level the transportation planner chooses capacity enhancement levels
and in the lower level users are assigned to hyperpaths which have equal and
minimal expected costs. Numerical results are conducted to demonstrate that
planning for networks with information provision will be significantly different
from the no-information scenario.
8.2 Extension and Directions for Future Research
The work conducted in this dissertation can be extended in multiple
ways. A significant amount of research needs to be conducted before some of
methodologies suggested in this dissertation can be put to practise.
• In long term demand uncertainty methodologies need to be developed to
determine the distributions of future demand. Also significant amount
of work needs to be conducted to arrive at accurate estimates of the
correlation matrices.
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• Making long term planning initiatives such as arriving at network design
or pricing using traffic assignment models under demand uncertainty will
involve solving complicated non linear stochastic mathematical programs
with equilibrium constraints. Efficient solution methodologies need to be
developed to solve the complicated mathematical formulation for reason-
able sized networks.
• With the increased amount of data collected through sensors and other
intelligent transportation systems devices, methodologies should be de-
veloped to characterize the probability distribution of origin destination
demands from variation in link flows.
• The short term demand uncertainty equilibrium model should be en-
hanced to account for transient conditions which accurately models changes
in route choices from day-to-day based on users past experiences.
• Large scale dynamic models must be developed which accounts for short
term demand uncertainty
• Dynamic variations of the user equilibrium with recourse and system
optimal with recourse models must be developed
• Efficient solution methodologies must be developed which will enable
application of the UER and SOR models to large scale networks
• One important application of the system optimal with recourse problem
is in evacuation. However, accurately evaluating evacuation plans will
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involve modeling of human behavior and decision making under stress.
Therefore a behavioral component needs to be integrated into the route
choice part of SOR to model evacuation plans.
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Appendix A
Lemma’s Appendix
Lemma 2. If |D| = 1, the destination s belongs to both N+ and N−
Proof. We prove s ∈ N+; the proof for N− is identical. Assume not; then
consider the cut formed by the sets N+ and N − N+. By construction all of
the cut edges belong to A−; however, this violates conservation of flow since
r ∈ N+ and s ∈ N −N+. Thus s ∈ N+.
Lemma 3. There exists a node i ∈ N+ ∩N− such that RS(i) ∩ A+ 6= ∅
Proof. We find such an arc by construction. Consider any arc a0 ∈ A+, with
downstream node i0, such that i0 ∈ N+. If i0 ∈ N−, this completes the
proof. Otherwise, by conservation of flow, FS(i) ∩ A+ is nonempty; choose
a1 ∈ FS(i)∩A+ with downstream node i1 (so i1 ∈ N+ as well), repeating this
procedure until a node in N− is reached. By optimality, G+ is acyclic, and by
Lemma 2, s ∈ N−, so this procedure will terminate after finitely many steps,
resulting in a node satisfying the conditions of the lemma.
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Appendix B
Sampling Results
Table B.1: Error : Demand Scaling 1, Variance Scaling Factor 0.3
States Anti MC Latin Faure Halton Anti MC Latin Faure Halton
Correlation Matrix 1 Correlation Matrix 2
100 0.28 5.66 1.64 2.65 2.95 0.06 2.23 0.50 2.52 3.02
500 0.13 2.83 0.09 0.30 0.27 0.03 1.12 0.04 0.30 0.45
1000 0.10 2.02 0.03 0.11 0.12 0.02 0.82 0.01 0.17 0.12
3000 0.05 1.16 0.00 0.03 0.02 0.01 0.46 0.00 0.05 0.03
4000 0.04 1.01 0.00 0.01 0.01 0.01 0.39 0.00 0.04 0.01
5000 0.04 0.91 0.00 0.01 0.01 0.01 0.35 0.00 0.03 0.01
10000 0.03 0.64 0.00 0.00 0.00 0.00 0.25 0.00 0.01 0.00
Correlation Matrix 3 Correlation Matrix 4
100 0.07 2.76 0.56 1.97 2.17 0.12 1.91 0.55 1.63 1.68
500 0.02 1.12 0.03 0.17 0.25 0.05 0.87 0.03 0.22 0.25
1000 0.02 0.82 0.01 0.10 0.09 0.03 0.60 0.01 0.08 0.06
3000 0.01 0.47 0.00 0.04 0.01 0.01 0.35 0.00 0.02 0.01
4000 0.01 0.41 0.00 0.02 0.01 0.01 0.31 0.00 0.02 0.01
5000 0.01 0.36 0.00 0.03 0.00 0.01 0.27 0.00 0.02 0.01
10000 0.00 0.26 0.00 0.01 0.00 0.00 0.19 0.00 0.01 0.00
Correlation Matrix 5
100 0.10 1.92 0.42 0.84 0.57
500 0.02 0.82 0.02 0.14 0.11
1000 0.01 0.58 0.00 0.07 0.06
3000 0.01 0.33 0.00 0.02 0.01
4000 0.01 0.28 0.00 0.02 0.00
5000 0.00 0.25 0.00 0.02 0.00
10000 0.00 0.17 0.00 0.00 0.00
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Table B.2: Error : Demand Scaling 2, Variance Scaling Factor 0.3
States Anti MC Latin Faure Halton Anti MC Latin Faure Halton
Correlation Matrix 1 Correlation Matrix 2
100 0.42 3.89 0.95 1.59 1.73 0.12 1.54 0.48 1.48 2.15
500 0.16 1.82 0.06 0.17 0.19 0.06 0.64 0.03 0.17 0.25
1000 0.13 1.24 0.01 0.06 0.06 0.04 0.48 0.01 0.11 0.07
3000 0.06 0.72 0.00 0.02 0.01 0.02 0.27 0.00 0.04 0.01
4000 0.05 0.60 0.00 0.00 0.01 0.02 0.23 0.00 0.02 0.01
5000 0.05 0.54 0.00 0.00 0.01 0.02 0.21 0.00 0.02 0.00
10000 0.03 0.39 0.00 0.00 0.00 0.01 0.14 0.00 0.00 0.00
Correlation Matrix 3 Correlation Matrix 4
100 0.16 1.65 0.42 1.05 1.21 0.13 1.22 0.26 0.85 0.87
500 0.05 0.67 0.03 0.14 0.15 0.06 0.50 0.02 0.11 0.13
1000 0.04 0.48 0.00 0.04 0.03 0.04 0.37 0.01 0.06 0.04
3000 0.02 0.27 0.00 0.03 0.01 0.02 0.20 0.00 0.01 0.01
4000 0.02 0.24 0.00 0.01 0.00 0.02 0.17 0.00 0.01 0.00
5000 0.02 0.22 0.00 0.02 0.00 0.01 0.15 0.00 0.01 0.00
10000 0.01 0.15 0.00 0.01 0.00 0.01 0.11 0.00 0.00 0.00
Correlation Matrix 5
100 0.12 1.19 0.33 0.48 0.46
500 0.05 0.45 0.02 0.07 0.07
1000 0.04 0.34 0.01 0.04 0.03
3000 0.02 0.19 0.00 0.01 0.00
4000 0.02 0.16 0.00 0.00 0.00
5000 0.01 0.14 0.00 0.01 0.00
10000 0.01 0.10 0.00 0.00 0.00
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Table B.3: Error : Demand Scaling 4, Variance Scaling Factor 0.3
States Anti MC Latin Faure Halton Anti MC Latin Faure Halton
Correlation Matrix 1 Correlation Matrix 2
100 0.17 2.40 0.69 1.19 0.93 0.08 0.95 0.25 0.70 1.08
500 0.06 1.02 0.04 0.12 0.10 0.04 0.41 0.01 0.08 0.19
1000 0.05 0.74 0.01 0.05 0.04 0.02 0.28 0.00 0.06 0.04
3000 0.02 0.42 0.00 0.01 0.00 0.01 0.16 0.00 0.02 0.01
4000 0.02 0.37 0.00 0.00 0.00 0.01 0.14 0.00 0.01 0.00
5000 0.02 0.33 0.00 0.00 0.00 0.01 0.12 0.00 0.01 0.00
10000 0.01 0.23 0.00 0.00 0.00 0.00 0.09 0.00 0.00 0.00
Correlation Matrix 3 Correlation Matrix 4
100 0.10 0.95 0.20 0.59 0.75 0.07 0.76 0.15 0.50 0.65
500 0.04 0.43 0.02 0.07 0.09 0.03 0.30 0.01 0.07 0.11
1000 0.03 0.30 0.01 0.03 0.02 0.02 0.22 0.00 0.05 0.02
3000 0.01 0.16 0.00 0.01 0.00 0.01 0.13 0.00 0.01 0.00
4000 0.01 0.14 0.00 0.00 0.00 0.01 0.11 0.00 0.00 0.00
5000 0.01 0.13 0.00 0.01 0.00 0.01 0.10 0.00 0.01 0.00
10000 0.00 0.09 0.00 0.00 0.00 0.00 0.07 0.00 0.00 0.00
Correlation Matrix 5
100 0.08 0.59 0.22 0.22 0.24
500 0.03 0.27 0.01 0.03 0.04
1000 0.02 0.20 0.00 0.02 0.02
3000 0.01 0.11 0.00 0.00 0.00
4000 0.01 0.09 0.00 0.00 0.00
5000 0.01 0.08 0.00 0.00 0.00
10000 0.00 0.06 0.00 0.00 0.00
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Table B.4: Error : Demand Scaling 2, Variance Scaling Factor 0.15
States Anti MC Latin Faure Halton Anti MC Latin Faure Halton
Correlation Matrix 1 Correlation Matrix 2
100 0.14 2.06 0.61 0.86 0.93 0.02 0.73 0.19 0.73 0.76
500 0.04 0.81 0.02 0.08 0.12 0.02 0.31 0.01 0.09 0.15
1000 0.03 0.58 0.01 0.03 0.04 0.01 0.23 0.00 0.05 0.02
3000 0.01 0.35 0.00 0.00 0.00 0.00 0.13 0.00 0.01 0.00
4000 0.01 0.30 0.00 0.00 0.00 0.00 0.11 0.00 0.01 0.00
5000 0.01 0.27 0.00 0.00 0.00 0.00 0.10 0.00 0.01 0.00
10000 0.01 0.18 0.00 0.00 0.00 0.00 0.07 0.00 0.00 0.00
Correlation Matrix 3 Correlation Matrix 4
100 0.00 0.80 0.21 0.54 0.55 0.09 0.53 0.16 0.49 0.46
500 0.02 0.32 0.01 0.06 0.07 0.03 0.25 0.01 0.05 0.06
1000 0.01 0.24 0.00 0.03 0.03 0.02 0.17 0.00 0.03 0.02
3000 0.00 0.13 0.00 0.01 0.00 0.01 0.10 0.00 0.01 0.00
4000 0.00 0.11 0.00 0.00 0.00 0.01 0.08 0.00 0.00 0.00
5000 0.00 0.10 0.00 0.01 0.00 0.01 0.08 0.00 0.00 0.00
10000 0.00 0.07 0.00 0.00 0.00 0.00 0.05 0.00 0.00 0.00
Correlation Matrix 5
100 0.08 0.54 0.14 0.15 0.23
500 0.02 0.22 0.00 0.04 0.03
1000 0.02 0.16 0.00 0.01 0.01
3000 0.00 0.09 0.00 0.00 0.00
4000 0.00 0.07 0.00 0.00 0.00
5000 0.00 0.07 0.00 0.00 0.00
10000 0.00 0.05 0.00 0.00 0.00
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Table B.5: Error : Demand Scaling 2, Variance Scaling Factor 0.6
States Anti MC Latin Faure Halton Anti MC Latin Faure Halton
Correlation Matrix 1 Correlation Matrix 2
100 0.86 7.61 2.74 3.08 3.44 0.19 3.06 0.78 3.09 2.88
500 0.43 3.42 0.11 0.35 0.41 0.10 1.33 0.05 0.27 0.50
1000 0.29 2.43 0.04 0.15 0.16 0.07 0.93 0.01 0.18 0.12
3000 0.18 1.38 0.00 0.04 0.04 0.04 0.53 0.00 0.06 0.03
4000 0.16 1.20 0.00 0.02 0.02 0.03 0.45 0.00 0.04 0.01
5000 0.14 1.06 0.00 0.01 0.01 0.03 0.41 0.00 0.04 0.01
10000 0.10 0.76 0.00 0.00 0.00 0.02 0.29 0.00 0.02 0.00
Correlation Matrix 3 Correlation Matrix 4
100 0.26 3.02 0.97 1.58 1.80 0.27 2.09 0.60 1.76 2.31
500 0.09 1.35 0.05 0.20 0.27 0.11 0.97 0.04 0.19 0.29
1000 0.06 0.96 0.01 0.16 0.08 0.07 0.69 0.01 0.13 0.07
3000 0.04 0.55 0.00 0.05 0.02 0.04 0.42 0.00 0.03 0.02
4000 0.03 0.48 0.00 0.03 0.01 0.03 0.35 0.00 0.03 0.02
5000 0.03 0.43 0.00 0.04 0.01 0.03 0.31 0.00 0.02 0.01
10000 0.02 0.30 0.00 0.01 0.00 0.02 0.22 0.00 0.01 0.00
Correlation Matrix 5
100 0.17 2.12 0.51 0.80 0.95
500 0.09 0.92 0.04 0.16 0.15
1000 0.06 0.66 0.01 0.06 0.06
3000 0.03 0.36 0.00 0.02 0.01
4000 0.02 0.32 0.00 0.02 0.01
5000 0.02 0.28 0.00 0.03 0.01
10000 0.01 0.20 0.00 0.00 0.00
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