A microscope set-up and numerical methods are described which enable the measurement and reconstruction of three-dimensional nanosecond fluorescence lifetime images in every voxel. The frequency domain fluorescence lifetime imaging microscope (FLIM) utilizes phase detection of highfrequency modulated light by homodyne mixing on a microchannel plate image intensifier. The output signal at the image intensifier's phosphor screen is integrated on a charge coupled device camera. A scanning stage is employed to obtain a series of phase-dependent intensity images at equally separated depths in a specimen. The Fourier transform of phase-dependent data gives threedimensional (3D) images of the Fourier coefficients. These images are deblurred using an Iterative Constrained Tikhonov-Miller (ICTM) algorithm in conjunction with a measured point spread function. The 3D reconstruction of fluorescence lifetimes are calculated from the deblurred images of the Fourier coefficients. An improved spatial and temporal resolution of fluorescence lifetimes was obtained using this approach to the reconstruction of simulated 3D FLIM data. The technique was applied to restore 3D FLIM data of a live cell specimen expressing two green fluorescent protein fusion constructs having distinct fluorescence lifetimes which localized to separate cellular compartments.
Introduction
The fluorescence lifetime of a fluorophore is a sensitive parameter for excited state reactions such as fluorescence resonance energy transfer or collisional quenching. The fluorescence lifetime is proportional to the quantum yield of the chromophore but independent of its concentration and the light path length. In addition, the amplitude associated with an exponentially decaying fluorophore population is proportional to the relative molecular amounts for noninteracting mixtures of fluorophores. These properties have been exploited to spatially resolve physiological parameters such as molecular associations (Gadella & Jovin, 1995; Bastiaens & Jovin, 1996) , pH (Lakowicz et al., 1994; Sanders et al., 1995) and Ca 2þ concentrations (Szmancinski & Lakowicz, 1995) via excited state reactions in the microscope. Fluorescence lifetime imaging microscopy (FLIM) has been described for both the time-domain and frequency-domain for conventional and confocal configurations (Lakowicz & Berndt, 1991; Gadella et al., 1993; Dong et al., 1995; Morgan et al., 1995; Sanders et al., 1995; Carlsson & Liljeborg, 1997; Schneider & Clegg, 1997) . Our instrument is based on a conventional inverted microscope configuration employing phase-sensitive detection of fluorescence emission and standing wave acousto-optic modulators (AOM) for the periodic modulation of a laser excitation source (Clegg et al., 1992) . The high-frequency fluorescence signal is mixed with the electronic gain of a microchannel plate (MCP) image intensifier modulated on the photocathode at the same frequency as the AOM. This leads to a homodyne signal at the phosphor screen output of the image intensifier which is integrated on a cooled CCD camera. The intensity at every pixel is thus recorded as a function of the phase difference between the fluorescence light and MCP modulation. From the phase shift and demodulation of the fluorescence signal relative to a reference scatter signal, the fluorescence lifetimes can be determined in every pixel or voxel (Gadella et al., 1994) . However, the imaging properties of an optical microscope give rise to blurring. Here the fluorescence intensity recorded at every point in the image is a weighted sum of intensities from all neighbouring points within a 'resolvable volume element' defined by the point spread function (PSF) of the optical system. Consequently, the fluorescent lifetimes determined from such images are also subject to this mixing process, resulting in a significant decrease of temporal resolution, i.e. temporal blurring. Models for linear numerical systems have been developed to restore 3D image sets given the PSF of the microscope (Bertero & DeMol, 1996) . Several non-linear restoration algorithms that apply prior knowledge of the object and its noise characteristics have been described in the literature (Katsaggelos & Efstratiadis, 1990; Katsaggelos & Lay, 1991; Shaw, 1994; Carrington et al., 1995; Krishnamurthi et al., 1995; Van der Voort & Strasters, 1995; Vitria & Llacer, 1996; van Kempen et al., 1997; Verveer & Jovin, 1997) . The application of a maximum a posteriori approach to image restoration with Gaussian noise statistics and priors generates the Tikhonov functional (Tikhonov & Arsenin, 1977) . This functional is minimized in the Iterative Constrained Tikhonov-Miller (ICTM) algorithm (Verveer & Jovin, 1997) which was applied in this work. The PSF, necessary for restoration, can either be calculated from electro-magnetic diffraction theory (Van der Voort & Brakenhoff, 1990) or measured in the microscope using fluorescent beads (Shaw & Rawlins, 1991) . Here, we describe how image restoration can be applied to the deblurring of 3D FLIM data. The validity of the approach was first tested on simulated 3D FLIM data, and applied to experimental data of live Vero cells expressing different green fluorescent protein (GFP) constructs.
Materials and methods

General description of phase and modulation lifetime measurements
In the frequency domain, the fluorescence lifetime is calculated independently via the modulation depth and phase shift of the fluorescence emission relative to a modulated excitation field. In general, any excitation field repetitively modulated at frequency f can be represented as a Fourier series:
where q ¼ 2pf, is the fundamental circular frequency of the modulation, E 0 is the time-independent average intensity, and E n is the intensity amplitude of the nth harmonic frequency component with phase ⌰ n . The fluorescence F(t) emitted by an ensemble of fluorophores is given by the convolution of the excitation field with a d-function fluorescence response given by a sum of exponentially decaying functions. Thus, for a repetitively modulated excitation given by Eq. (1):
where a q is the amplitude of the qth component of the fluorescence decay, and t q is the corresponding decay time. Q is a multiplication factor accounting for photon detection efficiency, intensity of excitation, and fluorophore quantum yield. Integration of Eq. (2) at times much longer than the fluorescence decays (i.e. when all transient terms have subsided) results in an expression for the fluorescence given by a harmonic (n) sum of sinusoids whose weighting and phase shift (Df q ) is determined by each of the lifetime components (q):
Experimentally, however, only a single phase ⌰ 0 n and amplitude F n is recorded for each of the harmonics. Thus, Eq. (3) is generalized to:
Here, each harmonic term of the fluorescence, measured relative to the equivalent term in the excitation field, has both a phase lag
F 0 which vary as a function of the fluorescence lifetimes according to Clegg & Schneider, 1996 :
where a q ¼ a q t q is the fractional contribution to the steady state fluorescence from the qth emitting species. The dispersion relationships given by Eq. (5) can be fitted at multiple frequencies to resolve lifetimes and corresponding amplitudes of samples containing composite fluorescent species (Spencer & Weber, 1969; Gratton & Limkeman, 1983; Lakowicz & Maliwal, 1985) .
Homodyne detection in the light microscope
In order to determine fluorescence lifetime information in a microscope at every volume element of the sample, the use of heterodyne/homodyne phase detection techniques can be applied utilizing high speed image intensifier devices (Gadella et al., 1993) . Such devices amplify a light image incident upon its photocathode surface by an electron cascade across the faces of an MCP (Kume et al., 1988 where G 0 (i) is the average gain amplitude, G m (i) is the gain amplitude for every frequency harmonic with associated phase J 0 m (i), and kDJ is the adjustable phase setting of the frequency synthesizer, sequentially incremented by DJ. The MCP response is proportional to the incident fluorescent intensity multiplied by the gain characteristics of the intensifier. When both these are given by general Eqs (4) and (6), the frequency mixing results in a signal composed of a time-invariant response, oscillations at the harmonics of the gain and fluorescence modulations, and a combinations of oscillations at the sum and difference frequencies of the harmonics. The slow response time of the phosphor screen at the output of the imaging device gives an integrated signal image D (i, t, k) consisting only of the lowfrequency components of the total MCP response: Dði; t; kÞ ¼ QðiÞ
where Dq ¼ |q ¹ q 0 |. For the homodyne detection mode the mixing frequencies are chosen to give Dq ¼ 0, resulting in a phase sensitive output image given by:
Dði; kÞ ¼ QðiÞ
G n ðiÞF n ðiÞ cosðf n ðiÞ ¹ nkDJÞ
Thus, from Eq. (7) a series of images recorded sequentially at discrete phases kDJ can be used to map the time-dependent fluorescence signal given by Eq. (4).
Numerical methods for 3D FLIM
The parameters in Eq. (8) are linearized by standard trigonometric identities to give the constant (dc), cosine (a n ) and sine (b n ) components of the fluorescence signal. For a fluorescence signal sampled over a full cycle of N equally spaced phase settings k, and applying general space coordinates (x) for a 3D data set, Eq. (8) 
is the amplitude of the phaseinvariant signal and ac n (x) ¼ G n (x)F n (x)/2 are the amplitudes of the phase-variant harmonics. For each harmonic n, the data can be decomposed into three images: dc(x), a n (x) and b n (x). Either of two data reduction approaches were applied to obtain these images. In the first approach the phase-dependent detected fluorescence intensity D(x,k) was fitted to a Fourier expansion by the single value decomposition method, and in the second approach a discrete Fourier transformation algorithm was applied (Press et al., 1990) . The phase difference Df n of the harmonic n in voxel x is obtained by the image operation:
n being the phase of harmonic n of the excitation field measured by the homodyne detection of light scattered from the sample plane. Since fluorescence lifetimes have a value between zero and infinity, the Df n have a value between 0 and p/2. The fluorescence modulation M n (x) is calculated by:
where M E is the modulation of the scatter signal. The average fluorescence lifetimes at frequency nq in every voxel x can be deduced from the phase:
and from the modulation:
For 3D lifetime data a full phase cycle of N images are sequentially acquired for every focal section z through the sample (Fig. 1 ). From these, the application of the data reduction routines described above yields 3D images of the Fourier components dc(x), a n (x) and b n (x). The phenomenon of blur in image formation is modelled as a convolution of the object f(x) with the PSF of the microscope h(x) in space X (van Kempen et al., 1997) :
where g(x) is the blurred image in an ideal noise free system. Since a 3D set of phase-dependent images D(x,k) can be expressed as a linear sum of Fourier amplitudes (Eq. 9), the degree of blur in D(x,k) can be modelled by the application of the convolution given by Eq. (15) to each of the 3D images of the individual Fourier terms:
where dc 0 (x), a derived from an unblurred set of phase-dependent images. The inversion of the three convolutions in Eq. (16) yields the true Fourier amplitudes. Since the inverse of the convolution in the presence of shot and readout noise is an illposed problem (Bertero & DeMol, 1996) , image restoration algorithms incorporating positive value constraints and regularization have been developed to estimate the true object from noisy data (Carrington et al., 1995; van Kempen et al., 1997) . In the ICTM algorithm an iterative search is employed (Verveer & Jovin, 1997) to find a minimum in the Tikhonov functional F( f ) (Tikhonov & Arsenin, 1977) :
where m(x) is the measured image containing noise, h(x) is the measured PSF, f (x) is the estimate of the true object, l is the regularization parameter, r(x) is the regularization filter and j j ؒ j j 2 is the Euclidean norm. For 3D fluorescence lifetime image reconstruction, m(x) is substituted by the Fourier amplitudes dc(x), a n (x) or b n (x). For any harmonic n, the ICTM restoration algorithm can be applied to minimize Eq. (17) to obtain an estimate of the true Fourier amplitudes dc 0 (x), a n 0 (x) and b n 0 (x) which are used to calculate the deblurred fluorescence lifetime images from Eqs (11)-(14). Since the ICTM algorithm is constrained to positive solutions, the phases in Eq. (10) are mapped between 0 and p/2 by use of Eq. (11). The above equation contains two terms; the first expresses the fidelity of the fit to the data; the second, scaled by the regularising parameter l, the smoothness of the estimate. Several approaches have been proposed for determining the parameter l. These include the general cross validation (GCV), which does not require prior knowledge of the noise variance, and the constrained least squares (CLS) and inverse signal-to-noise (ISNR) which do (Galatsanos & Katsaggelos, 1992) . In FLIM data, an estimation of the noise variance can be obtained from the fit residuals to a model of the excitation profile:
where D c (x,k) is the model function given by a Fourier expansion. The terms in the model can be obtained from a Fourier analysis of a high-frequency sampled scatterer. Calculation of error propagation in the amplitudes of the harmonics in the Fourier expansion gives estimates of the variances. The diagonal elements of the covariance matrix C jj , obtained by solving the normal equations for the Fourier expansion (Press et al., 1990) , are proportional to the variances of the amplitudes dc(x), a n (x) and b n (x):
respectively. In the specific case that the excitation profile contains a single harmonic sampled over its full cycle the variances become:
The signal-to-noise ratio was calculated by taking the average of the squared intensity of the object divided by the variance. The inverse of this number gives l(ISNR).
Estimates for l(CLS) and l(GCV) were calculated according to the definitions given in the literature (van Kempen et al., 1997) .
FLIM setup
The experimental setup is shown schematically in Fig. 2 . An argon/krypton mixed gas laser (Coherent Innova 70C Spectrum) provides a tuneable source of radiation with several discrete lines between 457·9 nm and 647 nm and a continuous wave power output ranging from 50 mW to 1020 mW. Intensity modulation of this output is achieved via two temperature-stabilized (Ϯ 0·1 ЊC) standing wave AOMs (Intra-Action Corp., Belwood) with resonant cavity modes centred around 40 MHz and 80 MHz. These may be applied individually or in combination, providing additional modulations at the sum and difference frequencies (Piston et al., 1989 ). An iris diaphragm placed about 1·5 m from the AOMs selects the zero from the higher-order diffracted beams (6·4 mrad beam separation) and a variable neutral density wheel (0-5 OD) gives control of the overall signal intensity. To eliminate the effect of laser speckle at the sample the high spatial and temporal coherence properties of the laser beam are removed by passing the light through a rotating ground-glass disc (Jutamulia et al., 1985) . Collecting and collimating the scattered radiation with a high numerical aperture lens before directing into the epiillumination port of an inverted microscope (Zeiss Axiovert 135TV) results in Köhler illumination at the sample. A 100 W mercury arc lamp (Zeiss HBO 100 W/2) having a controllable intensity output (Zeiss AttoArc) is coupled to the second epi-illumination port. A rotating mirror selects either of the light sources (laser/lamp). Precise positioning of the sample is achieved via a motorised x-y scanning stage with a stepping resolution of 25 nm and with 250 nm repeatability (Marzhauser SCAN 1M 100 × 100). An identical stepper motor coupled to the differential drive of the microscope focus control gives a stepping resolution for the objective of 5 nm with a repeatability of 150 nm. A transputer (Marzhauser MC2000) controls the movements of the stage and z-drive via a joystick or through commands sent to it over a GPIB interface using a high performance PCI-GPIB card housed in a Macintosh 8600 PowerPC. external high speed shutter (Uniblitz VS25 and D122 shutter and driver, Vincent Associates), mounted in the optical path between the mercury arc lamp and filter block. This ensures that the sample is illuminated only when recording data. For recording lifetimes the sample fluorescence is first imaged onto the photocathode (P20) of a highfrequency-modulated proximity-focused image intensifier (Hamamatsu C5825). A sinusoidal voltage (300 kHz-300 MHz) applied to the photocathode of the image intensifier results in square wave modulation of the gain characteristics of the device. A telescopic lens optically couples the phase-dependent image at the phosphor screen output to the CCD camera and images are downloaded over an AIA bus to a PCI card in the PowerPC. The amplified phase-locked outputs from two high-frequency synthesizers (Marconi 2023) provide a highly stable sinusoidal voltage source for modulating both the excitation field via the AOMs and the gain characteristics of the image intensifier unit. The relative phase difference between the two can be precisely controlled via commands sent over the GPIB interface. Software extensions for the image analysis program IPLab Spectrum (Signal Analytics Corp.) were written for controlling the phase and the motorised microscope stage. The incorporation of these into scripts, together with the extension for downloading images from the CCD, provides the software interface for the collection of phasedependent images. Data sets can be transmitted via a network connection to a Unix workstation (Silicon Graphics 0 2 ), where both the phase and modulation lifetimes are determined using data reduction routines (see numerical methods) written in the computer language C and compiled for use with the image processing package SCIL-Image (version 1·3, TNO Institute of Applied Physics).
The use of the experimental setup for measuring the fluorescence lifetime of a 1 mM solution of Rhodamine 6G in ethanol gave reproducible results (t phase ¼ t mod ¼ 3·74 Ϯ 0·03 ns, for six independent measurements), in good agreement with the literature (Buist et al., 1997) .
Simulated data
The ICTM deblurring algorithms were tested on simulated FLIM data sets. A hollow sphere consisting of a shell of 0·8 mm thickness was generated on a 90 × 90 × 90 sampling lattice. The sampling interval was 200 nm in the X-Y plane and 150 nm along the Z axis. A fluorescence lifetime of 3 ns was assigned to the sphere-shell and a lifetime of 1 ns to the inner and outer surroundings. From the 3D fluorescence lifetime distribution, a cycle of phase-dependent images mapping a sinusoidal intensity response for the 3-D object were generated by sampling four phases separated by 90 degrees using Eqns (4), (11), (13) and (14). A cycle of 16 phase-dependent images (22·5 degrees) with a modulation depth of 50% and a dc component of 1500 counts was also generated, simulating the detected response of a scattering sample to a sinusoidally modulated excitation source. In order to simulate the dark current and readout noise of the CCD, 150 background counts were added to both the simulated data and scatter. The 3D images at every phase setting were convolved with a generated PSF and Poisson noise with a photon-conversion factor (1/b) of 1/2 (Verveer & Jovin, 1997) was added to the phase-dependent data and reference. The b factor was calculated using the relationship b ¼ j 2 /I, where the variance and average intensity were obtained from a homogeneous solution of Rhodamine 6G imaged with our detection system. The PSF was generated using the following parameters: excitation wavelength 488 nm, emission wavelength 520 nm, microscope objective 1·4 NA, and sample/immersion oil refractive index 1·515. The 3D set of blurred phase images was analysed by Fourier transform routines to obtain the blurred dc(x), a 1 (x) and b 1 (x) images. Poisson noise with a photon-conversion factor of 1/2 was then added to the PSF and used in the ICTM algorithm to calculate from dc(x), a 1 (x) and b 1 (x) the reconstructed dc 0 (x), a 1 0 (x) and b 1 0 (x) images. The deblurred 3D phase and modulation lifetime distributions were calculated from dc 0 (x), a 1 0 (x) and b 1 0 (x) images using Eqns (11)- (14).
Live cell measurements
PSF Measurement. For 3D reconstruction of FLIM images an experimental determination of the PSF (h(x), Eq. (15)) was acquired for the optical system described above, i.e. sample, optics and detector. This was achieved by imaging a sequence of focal sections through a fluorescent bead with dimensions substantially less than the microscope resolution (Shaw & Rawlins, 1991) . A 1 × 10 7 -fold dilution of phosphate buffered saline (PBS)-washed Fluospheres (Molecular Probes (505/515), 0·04 mm, Ϸ 5% solids) was pipetted onto a 2·5-mL glass-bottomed Petri dish (Matek Corp.) which had previously been coated with a 5% solution of poly L-lysine. The excess solution was removed and the remaining immobilized beads submerged with PBS. The sample was illuminated using the 488 nm line of the argon/ krypton laser and the resultant fluorescence separated from the excitation using a combination of dichroic beamsplitter (Q 505 LP) and emitter filter (HQ 545/50) from a high Q FITC filter set (Chroma Technology Corp.). Between three and ten fluorescent beads were visible in the field of view using the 100× oil objective (Zeiss Fluar, 1·3 NA). A series of 24 images, each of 1 s exposure, were taken at equally separated (0·5 mm) sections through a fluorescent bead with the field diaphragm of the microscope closed down to minimize the collection of background emission. All images were recorded with the laser excitation field and MCP gain modulated at 80·218 MHz, where the relative phase difference was fixed for maximal image intensity. Recording the PSF in this fashion accounted for spatial resolution loss arising from high-frequency detector modulation (Hamamatsu-Photonics-K.K., 1995). The normalized PSF image used in reconstruction (Fig. 6 ) was generated by adding together two groups of 15 independent PSF measurements and smoothing the result by applying a zero-order rank filter. Registration of the PSF images was accomplished by calculating the location of the maximum in the cross-correlation function and translating accordingly. The PSF measurements in the first group were recorded by taking image sections through a bead from below, and from above in the second group. The orientations of the PSF images where matched by performing a plane-mirror operation on the first group. This had the effect of reversing the direction of photobleaching in that PSF sequence. Consequently, the addition of the two data groups resulted in a first-order cancellation of the photobleaching effect and also improved the SNR.
3D FLIM in live cells. Data acquisitions were performed at a temperature of 37 ЊC on live Vero cells expressing two different GFP fusion constructs. Transfection of the cells with plasmids was achieved by nuclear microinjection. One construct consisted of a nuclear bipartite nucleoplasmin localization signal KRPAATKKAGQAKKKK (Dingwall et al., 1988) fused to the amino terminus of MmGFP5 (ZernickaGoetz et al., 1997) . The other construct was composed of Cyclin B1 fused to the N-terminus of a red-shifted mutant of MmGFP5 (YFP5, Stephan Geley, unpublished). Both cDNAs were cloned into a mammalian expression vector pEFT7MCS (Stephan Geley, unpublished), which is based on a vector as described in the literature (Mizushima & Nagata, 1990) . The NLS-GFP5 is targeted to the nucleus, whereas cyclin B1-YFP5 binds to microtubules (Jackman et al., 1995) . A 3D FLIM data set was obtained using the same experimental conditions given above (PSF measurement). Here however, a full cycle of four phase-dependent images separated by 90 degrees and exposed for 500 ms were taken for each of the 24 equally separated (0·5 mm) focal sections. For a zero lifetime reference image, the fluorescence filter set was exchanged for a half silvered mirror, and a cycle of 22·5 degrees phase separated images were recorded from a strong scatterer placed in the immediate vicinity of the fluorescent sample, i.e. a small piece of aluminium foil. The use of foil was found to be necessary for eliminating errors in the calculated instrumental phase offset due to scattering contributions of nonsample-plane surfaces. The first image of all data sets was recorded without excitation field illumination which was used for subtracting the image contribution from background detector noise and stray light.
Results
Simulated data
Cross-sections of the average fluorescence intensity dc(x), and the mean of the phase and modulation fluorescence lifetimes t(x) generated from the hollow sphere simulation are shown in Figs 3 and 4. The original data, which are a noisy form of the true object, are shown in the first column. In the second column of these figures are the blurred dc(x) and t(x) images obtained from the results of applying the FLIM data reduction routines to the phase-dependent intensities convolved with the calculated PSF. A clear loss of structural definition and temporal separation is observed, with the fluorescence lifetime in the shell of the sphere being strongly reduced to about half that of the original object (Table 1 ). This effect was most pronounced along the z-axis owing to the extended cylindrical symmetry of the PSF in that dimension. Such simulations clearly demonstrate the loss of lifetime contrast arising from the 'mixing' of different lifetime contributions from surrounding voxels. Restorations of the dc 0 (x), a 1 0 (x) and b 1 0 (x) from their respective blurred images were performed using the ICTM algorithm, which models Gaussian noise statistics in the image. The use of Poisson statistics for generating noise in the phase-dependent FLIM images, as required for low light level detectors (Aikens et al., 1989) , did not invalidate this choice of model since the noise in the resulting Fourier transformed data was found to be intensity-independent, which is indicative of Gaussian statistics. This was manifest from the lack of structure observed in images of the respective error signals. The results of the reconstruction using three values of the regularising parameter l set from calculations of ISNR, CLS and GCV were compared. For all three l settings the fluorescence dc(x) and lifetime t(x) images generated from the reconstructed dc 0 (x), a 1 0 (x) and b 1 0 (x), showed a significant improvement in structural definition and contrast as compared with their blurred images. The fluorescence lifetime values on the restored spheres closely approached that of the original (Table 1) . Lifetime recovery was better at the equatorial plane of the sphere than at the poles (Fig. 4) . This is a consequence of a maximal overlap between the PSF with the shell at the sides of the sphere relative to its overlap with the surroundings in that region, which minimizes the mixing of the two lifetimes during the convolution process. At the poles of the sphere however, the PSF has a greater degree of overlap with the background. Thus, within this region the lifetime of the deconvolved sphere more closely approaches that of its surroundings. Comparison of the average fluorescence lifetimes recovered on the sphere for the three l settings shows that the GCV method most closely approached that of the original unconvolved image. However, the mean square error (MSE) calculated from the difference between the original and the reconstructed lifetime images had a lower overall value for the ISNR l setting (Table 1) . This arises as a consequence of the higher l-value calculated from ISNR which results in an oversmoothed reconstructed image. The surrounding uniform background fluorescence comprised the majority of the simulated image; therefore the values of the fluorescence lifetimes in the background were negligibly perturbed by convolution with the sphere. This accounted for the small differences in the background lifetimes recovered in all the three reconstructions, with the CLS method giving marginally closer lifetime values to that of the original (Table 1) .
Experimental data
The modulation in the first harmonic component of the reference scatter signal for the live cell sample was measured at 80%, which is higher than the maximal modulation of 50% expected from the frequency mixing of pure fully modulated sine waves. This originated from the homodyne mixing of the first harmonic frequency component of the repetitive square-wave modulation of the image intensifier with the first harmonic component of the modulated fluorescence signal. From Fourier analysis, a square-wave modulation has significant amplitudes in its first and higher harmonic terms. For a constant repetition rate, modulation depths up to 400% are theoretically possible as the width of the square wave pulse is reduced. The exploitation of this phenomenon for the simultaneous acquisition of fluorescence lifetime images at multiple frequencies is currently under development in our laboratory. A consequence of the high modulation depth is an improvement in the SNRs for the fluorescence lifetime determinations.
An equatorial section through the original dc(x) and t(x) images, generated from the raw 3D FLIM data of Vero cells expressing GFP-fusion constructs, is shown in the first column of Fig. 5 . In the original dc(x) image two nuclei can be seen within a network of filaments. We have performed independent FLIM measurements on cells solely expressing Cyclin B1-YFP5 or NLS-GFP5 which show that the Cyclin B1-YFP5 has different distinguishable fluorescence lifetimes in the tubilin-bound and free form and that NLS-GFP5 in the nucleus has yet another lifetime. This presents the effective problem of spatially distinguishing three molecular species by fluorescence lifetimes within a single cell. It is generally seen that the contrast in lifetime images is independent of fluorescence intensity. In the original t(x) image the NLS-GFP5 in the nuclei is clearly distinguishable from the cytosolic and tubilin-bound Cyclin B1-YFP5. The integrity of the filaments however, was not apparent owing to the effect of lifetime mixing through the cell.
To deblur the out-of-focus contributions in this image, the PSF was determined experimentally with fluorescent beads Fig. 3 . Image restoration of a simulated fluorescent sphere with 4500 counts dc intensity and fluorescence lifetime of 3 ns embedded in a background with 1500 counts dc intensity and a fluorescence lifetime of 1 ns. Equatorial sections through the original, blurred and deconvolved sphere for different l settings. The l settings for the dc component were:
, and for the b 1 component:
¹3 . The average fluorescence intensity dc(x) and average fluorescence lifetime t(x) images calculated from the mean of the phase and modulation lifetimes are shown. (Fig. 6 ). The importance of using a measured PSF for FLIM image restoration was demonstrated from the higher amplitudes associated with the lower spatial frequencies compared with the calculated PSF for the objective. This arises in the main from the inclusion of the image intensifier within the optical system, which exhibits a sharp drop in spatial resolution at higher frequencies of modulation. For image reconstruction of the dc(x), a 1 (x) and b 1 (x) Fourier amplitudes, the regularising parameter was calculated by the use of GCV, CLS and ISNR methods. From the fit of raw FLIM data to a harmonic series an estimation of the variance was obtained for computation of l by the CLS and ISNR methods. This approach is valid since the model describing the excitation profile is known from highfrequency sampling of the scatterer. It is seen from Fig. 5 that an apparent improvement in structural resolution was achieved in the reconstructions of the dc(x) images for all three methods of determining l. However, the connectivity between filamentous structures seemed to be highest in the reconstructed t(x) image calculated with l set by ISNR. The higher noise content in the lifetime images deconvolved by choosing l by CLS or GCV gave rise to speckled structures in the nucleus and in the filaments.
Discussion
We have demonstrated from 3D FLIM data simulations that restoration techniques can be applied to deblur 3D fluorescence lifetime images. Contrast and structural definition in the fluorescence lifetime images were increased in the restoration process since lifetime mixing of fluorescence from within the PSF was largely reversed by the deconvolution process. Applying this technique to a 3D FLIM data set of live Vero cells expressing GFP constructs Original  3·01  -0·996  --Convolved  1·52  2·22  1·10  0·040 0·199  ISNR  2·68  0·166 0·922  0·154 0·155  CLS  3·27  0·500 1·01  0·237 0·257  GCV  3·03  0·202 0·976  0·175 0·177 3D-FLIM 45 improved structural and temporal contrast, enabling the resolution of filamentous structures associated with a specific lifetime component of a GFP fusion protein. The highest degree of uniformity in the lifetime of these filaments was observed with the regularising parameter l set from ISNR, which tended to recover an oversmoothed estimate of the true object. This is seen as a loss of sharp edges (high spatial frequencies) in the deconvolution of the simulated object (Figs 3 and 4) . Although these frequencies are recovered using a parameter set from CLS and GCV, it is at a penalty of increased noise content, resulting in large local fluctuations in the calculated fluorescence lifetimes, as indicated by the MSE values of the simulations given in Table 1 . This is especially evident in the corresponding recovered lifetime images of live Vero cells, where it becomes unclear whether the lifetime fluctuations observed on the filamentous structures truly reflect local variations or are predominantly an artefact of fitting noise. The use of the ISNR l setting therefore represents the conservative option since it excludes the possible pitfall of fitting noise whilst still giving a substantial improvement in image recovery. In general, we expect the quality of the reconstructed experimental data to be poorer than for the simulation, for a number of reasons. Most significant is the problem of movement when measuring on live specimens. For the 3D data here the collection of 96 images took approximately 1 min 20 s, for a total sample exposure time of 43 s. Exposure times of this duration also present the problem of photobleaching, giving an exponential decrease in image intensity with successive exposures. Photobleaching was 
