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Abstract. We consider the Grover walk on infinite trees from the view point of spectral analysis.
From the previous works, infinite regular trees provide localization. In this paper, we give the
complete characterization of the eigenspace of this Grover walk, which involves localization of its
behavior and recovers the previous works. Our result suggests that the Grover walk on infinite
trees may be regarded as a limit of the quantum walk induced by the isotropic random walk with
the Dirichlet boundary condition at the n-th depth rather than one with the Neumann boundary
condition.
1 Introduction
A discrete-time quantum walk on a graph G = (V,E) has been proposed by Gudder (1988)
as “quantum graphic dynamics” in his book [9]; a walker jumps to neighbors with a matrix
valued weight at each time step so that the time evolution of the whole state is unitary.
This walk can be interpreted as a dynamics on the arcs of G [20]. From this observation,
it is possible to naturally connect quantum walks [10, 22] on graphs and the scatterings
of one-dimensional plane wave on the wire [7]. In this paper, we identify the discrete-time
quantum walk with a pair of U and µ: U is a unitary operator on ℓ2(A) := ℓ2(A,C) with
the standard inner product so that
〈δf , Uδe〉 6= 0⇔ t(e) = o(f)
and µ is the measurement µ : ℓ2(A,C)→ ℓ1(V,R≥0) such that
(µ(ψ))(u) =
∑
e:t(e)=u
|ψ(e)|2,
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where (µ(ψ))(u) is interpreted as the findings probability at vertex u if ||ψ|| = 1. Here A
is the set of symmetric arcs induced by E, and o(e), t(e) ∈ V are the origin and terminus
of arc e ∈ A, respectively. We often call the unitary operator U quantum walk simply. Due
to the unitarity of the time evolution U , we can define the distribution ν
(ψ0)
n : V → [0, 1] at
each time n with the initial state ψ0 ∈ ℓ2(A) with ||ψ0|| = 1 such that
ν(ψ0)n ≡ µ(Unψ0).
One of the main topics of the study of quantum walks is its asymptotics of νn for large
n e.g., localization, linear spreading and recurrent property and so on (see [14, 4] and its
references).
The Grover walk is regarded as the induced quantum walk by the underlying isotropic
random walk T [6, 21]. Here T is a self-adjoint operator on ℓ2(V ) with the standard inner
product such that
〈δv, T δu〉 = 1{A}(u, v)√
deg(u)deg(v)
.
Remark that T is unitary equivalent to the transition operator of the isotropic random walk.
For a finite graph G, the spectrum of the Grover walk U is simply decomposed into
σ(U) = {e±i arccos σ(T )} ∪ {1}b1 ∪ {−1}b1−1+1B ,
where b1 and b1 − 1 + 1B are the multiplicities of the eigenvalues 1 and −1, respectively.
Here b1 coincides with the first Betti number of G, and 1B = 1 if G is bipartite, 1B = 0
otherwise. We call the first term inherited part from the underlying RW, and the last two
terms birth part. As is seen the above multiplicities in the birth part reflect a homological
structure of the graph. Every eigenfunction of birth part has a finite support corresponding
to fundamental cycles [11]. On the other hand, the birth part never appears for a finite
tree, because there exist no cycles. Let us consider whether this kind of statement still
holds for an infinite graphs. Naturally, if there exists a cycle, then we can construct the
eigenfunction with a finite support along it in the same fashion as in the finite case. This
implies localization happens if the initial state has an overlap between the birth eigenspace.
Even if there are no cycles in a graph, the localization of the Grover walk may occurs. In
contrast, we know localization occurs on some infinite tree with some appropriate initial
state [5].
We first show in this paper that for infinite tree whose minimal degree is at least 3,
actually there are infinite number of birth eigenfunctions (see Theorem 1). The birth eigen-
function is generated by a finite energy flow [3] starting from a vertex to the infinite down
stream. One-dimensional lattice is also a tree with degree κ = 2 and we can make an infinite
flow. However the “function” generated by such a flow is ℓ∞(A) but no longer ℓ2(A). From
the above reason, the Grover walk on the one-dimensional lattice never exhibit localization
as is known that this walk is trivially one way going without any interactions. From the
above reason, we assume that the minimal degree is at least 3 throughout this paper. Once
the minimal degree κ0 + 1 ≥ 3 is assumed, then the square summability of the function
generated by a flow is ensured (see Lemma 1). Studies of localization makes attention by
many researchers. In the previous studies, it has been known that the derivation of localiza-
tion of Grover walk are cycle structure [11, 17] of the graph and inherited eigenspace from
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underlying isotropic random walk [12, 15]. Thus the positivity of such a geometric constant
in Corollary 3 can be said to be a new criterion for the localization.
To understand such a spectral structure of the Grover walk on infinite trees, we introduce
a quantum walk induced by the random walk under the Dirichlet boundary condition at the
n-depth; this type of random walk may be called Dirichlet random walk in this paper. We
show that if we regard the Grover walk on the infinite tree as a limit of this induced QW
for n → ∞, then the birth part naturally appears. More precisely, the eigenfunctions of
birth part of the approximate QW coincide with the eigenfunctions of the original Grover
walk within the n-th depth (see Theorem 4). The positivity of a kind of the Cheeger
constant ensures the square summability (see Corollary 3). We note that the quantum walk
induced by the Dirichlet random walk has essentially appeared as a tool of several quantum
spatial search algorithms on graphs; the target vertices in these algorithms correspond to the
Dirichlet cut-off ones. The previous works [2, 21, 23] with the Dirichlet cut-off underlying
random walk for a quantum search problem focused on the inherited part since the “uniform”
state, which is the initial state of these algorithms, has small overlap to the birth part for
large system size. On the other hand, we propose an advantage of focusing on the birth
part with the Dirichlet cut-off underlying random walk to extract a geometric structure of
infinite graphs.
Connecting the Grover walk on the infinite tree to the quantum walks with the other
construction [16] is one of the interesting future’s problem.
This paper is organized as follows. In Section 2, we provide the setting of the Grover walk
on the infinite tree and introduce inherited and birth parts of the Grover walk. Section 3
devotes to obtain an expression of the birth eigenspace by finite energy flows on the infinite
tree (Theorem 1). In the previous work [5] (2007), it is shown that one initial state provides
localization of the Grover walk on infinite regular tree, while the other one does not. Here a
graph is called regular, if the degree is constant. We can check that the essential difference
with respect to the localization between them is the overlap to such birth eigenfunctions.
Finally in Section 4, we introduce a quantum walk induced by the Dirichlet random walk
as an approximation of the Grover walk on the infinite tree. We give the spectral mapping
theorem from the Dirichlet random walk (Theorem 4). As a result, the birth part of the
approximate walk can be described by that of the original Grover walk.
2 Grover walk on infinite tree
To define the Grover walk on infinite tree T = (V,A), we prepare two boundary operators
dT , dO : ℓ
2(A)→ ℓ2(V ),
(dT ψ)(u) =
∑
e:t(e)=u
1/
√
deg(t(e)) ψ(e), (2.1)
(dOψ)(u) =
∑
e:o(e)=u
1/
√
deg(o(e)) ψ(e), (u ∈ V ) (2.2)
respectively. Here deg(u) is the degree of u ∈ V . Putting S : ℓ2(A) → ℓ2(A) as a
permutation operator denoted by
(Sψ)(e) = ψ(e¯),
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we have dO = dT S. Here e¯ is the inverse arc of e. The adjoint operators are
(d∗T f)(e) = 1/
√
deg(t(e)) f(t(e)), (2.3)
(d∗Of)(e) = 1/
√
deg(o(e)) f(o(e)), (e ∈ A) (2.4)
respectively. Remark that
dT d
∗
T = dOd
∗
O = 1V , (2.5)
where 1V is the identity operator on V ≡ ℓ2(V ). We define the self-adjoint operator T on V
by T = dT d
∗
O = dOd
∗
T ; for f ∈ V,
This is the transition probability operator of the isotropic random walk on T.
Definition 1. Grover walk on a connected tree is defined as follows:
(1) total space: A ≡ ℓ2(A);
(2) time evolution: U : ℓ2(A)→ ℓ2(A) such that
U = S(2d∗T dT − 1A).
Here 1A is the identity operator on A.
We read
〈δf , Uδe〉 = 1{o(f)=t(e)}(e, f)
(
2
deg(t(e))
− δe,f¯
)
as the amplitude associated with the one-step moving from e to f . We also define an
important invariant subspaces L ⊂ A and its orthogonal complement L⊥; we call them the
inherited and birth subspaces, respectively. Here
L = d∗T (V) + d∗O(V).
Proposition 1. It holds that
U = U |L ⊕ U |L⊥.
Proof. It is sufficient to show U(L) = L. First we show U(L) ⊂ L. For any ψ ∈ L, there
exist f, g ∈ V such that ψ = d∗T f + d∗Og. By Eq. (2.5), we have
Uψ = −d∗T g + d∗O(f − 2Tg),
which implies Uψ ∈ L. Conversely, it is easily checked that for any f, g ∈ V,
d∗T f + d
∗
Og = U(d
∗
T (g − 2Tf)− d∗Of) ∈ U(L).
In our previous works [19, 13], we have the general result on the spectrum of a generalized
quantum walk on infinite graphs including the Grover walk as follows:
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(1) the spectrum σ(UL)| of U which restricted to a subspace L coincides with the image of
the inverse Joukowski transform of the spectrum σ(T ) of an underlying random walk:
σ(U |L) = J−1(σ(T )),
where σ(·) is the set of spectrum and J(z) = (z + z−1)/2;
(2) the continuous spectrum σc(U) of the induced quantum walk is completely derived
from the continuous one σc(T ) of the underlying random walk: σc(U) = J
−1(σc(T )).
Moreover it is well known that the spectrum of the isotropic random walk T on the infinite
κ-regular tree consists of the continuous spectrum:
σ(T ) = σc(T ) = [−2
√
κ− 1/κ, 2√κ− 1/κ].
Thus after all, we can conclude that the eigenspace of the Grover walk on the infinite regular
tree derives from the birth part L⊥. In the next section, we present a construction of this
eigenspace by investigating a graph structure of the infinite tree; in other words, we will
construct a kind of combinatorial flow with finite energy on the tree.
3 Construction of the eigenspace of the Grover walk
on T
We take a choice of a fixed arbitrary vertex o as the root of T. For each u ∈ V , we take the
connected infinite subtree T(u) = (V (u), A(u)) which is the induced subgraph of T by
V (u) = {v ∈ V : dist(o, v) = dist(o, u) + dist(u, v)};
equivalently, T(u) is the subtree of T consisting of all the descendants of u, which is considered
as the root of T(u). See Figure 1. Here dist(x, y) is the usual graph-distance between two
vertices x and y. The set of vertices {v ∈ V : dist(o, v) = n} is often called the n-th depth
(from o ) of T. In particular, we define T(o) = T. Let {e(u)0 , . . . , e(u)m−1} ⊂ A(u) be the set of
arcs e such that o(e) = u and t(e) ∈ V (u), where
m(u) =
{
deg(u) : u = o,
deg(u)− 1 : u 6= o. (3.6)
Thus m(u) is number of children of u. Now we define important functions by the recurrent
way as follows, which corresponds to a kind of combinatorial flow:
Definition 2. Assume deg(v) ≥ 2. Let ϕ(±) : {(u, j); {1, . . . , m(u)− 1}} → CA be defined
as follows.
For e, f ∈ {g ∈ A(u) : dist(o(g), u) < dist(t(g), u)}, ϕ(±)(u, j) := ϕ(±)u,j denotes
ϕ
(±)
u,j (e) =
{
ωkj /m(o(e)) : e = e
(u)
k , (k = 0, . . . , m(u)− 1),
±ϕ(±)u,j (f)/m(o(e)) : t(f) = o(e), o(e) 6= u,
(3.7)
ϕ
(±)
u,j (e¯) = ∓ϕ(±)u,j (e). (3.8)
For e /∈ A(u), ϕ(±)u,j (e) = 0. Here ωj = e2πij/m(u) and i =
√−1.
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In the following, ϕ
(±)
u,j denotes ϕ
(±)(u, j).
Remark 1. Let κ0 + 1 be the minimum degree of T. For κ0 ≥ 2, we have ϕ(±)u,j ∈ ℓ2(A) as
shown by the following lemma.
Lemma 1. Assume κ0 ≥ 2. We have
||ϕ(ǫ)u,j|| = cu,j,
where cu,j > 0 is a uniformly bounded constant, that is, there exists c0 < ∞ such that
supu,j cu,j ≤ c0. Moreover {ϕ(ǫ)u,j : u ∈ V, j ∈ 0, . . . , m(u)− 1, ǫ ∈ {±}} are linearly
independent. In particular, when T is κ-regular tree, then they are orthogonal to each other,
that is, for every ǫ, ǫ′ ∈ {±}, u, u′ ∈ V , j ∈ {1, . . . , m(u)− 1} and j′ ∈ {1, . . . , m(u′)− 1},〈
ϕ
(ǫ)
u,j, ϕ
(ǫ′)
u′,j′
〉
=
2(κ− 1)
m(u)(κ− 2)δǫ,ǫ′δu,u′δj,j′.
Proof. Let H(±) be eigenspaces of eigenvalues {±1} of S, respectively, that is,
H(±) = {ψ ∈ A : ψ(e¯) = ±ψ(e) (e ∈ A)}. (3.9)
First we show that the linear independence. Assume that ϕ
(+)
u,j is expressed by a linear
combination of ϕ
(±)
u′,j′’s with u
′ ∈ V, j′ ∈ {1, . . . , m(u′)− 1}:
ϕ
(+)
u,j =
∑
(u′,j′)6=(u,j)
r
(+)
u′,j′ϕ
(+)
u′,j′ +
∑
(u′,j′)
r
(−)
u′,j′ϕ
(−)
u′,j′. (3.10)
We will show the contradiction step by step as follows:
(1) From the definition, we have ϕ
(+)
u,j ∈ H(−) and ϕ(−)u′,j′ ∈ H(+). Thus ϕ(+)u,j ⊥ϕ(−)u′,j′. There-
fore, any ϕ
(−)
u′,j′’s with u
′ ∈ V, j′ ∈ {1, . . . , m(u′) − 1} are not contained in the linear
combination (3.10), that is, r
(−)
u′,j′ = 0 for every u
′ ∈ V, j′ ∈ {1, . . . , m(u′)− 1}.
(2) Note that if V (u) ∩ V (u′) = ∅, then ϕ(ǫ)u,j⊥ϕ(ǫ)u′,j′ holds since their supports are disjoint,
where the support of ψ ∈ A is denoted by supp(ψ) = {a ∈ A : ψ(a) 6= 0}. Therefore,
any ϕ
(+)
u′,j′’s with V
(u) ∩ V (u′) = ∅ are not contained in the linear combination (3.10),
that is, r
(+)
u′,j′ = 0 for every u
′ with V (u) ∩ V (u′) = ∅, j′ ∈ {1, . . . , m(u′)− 1}.
Figure 1: T and T(u).
6
(3) Remark that V (u) ∩ V (u′) 6= ∅ if and only if T(u) ⊇ T(u′) or T(u) ⊆ T(u′). If T(u) ) T(u′),
then
supp(ϕu,j) \ supp(ϕu′,j′) ⊃ {a ∈ A(u) : t(a) = u, or o(a) = u}.
Therefore, ϕ
(+)
u,j cannot be described by the linear combination only using
{ϕ(+)u′,j′ : u′ ∈ V (u) \ {u}, j′ ∈ {1, . . . , m(u′)− 1}}.
(4) The shortest path from o to u is denoted by (e1, e2, . . . , en) with o(e1) = o and t(en) = u.
By (1)-(3), we have
ϕ
(+)
u,j =
∑
(u′,j′)∈Q
r
(+)
u′,j′ϕ
(+)
u′,j′
Here
Q = {(u′, j′) : u′ ∈ {o, t(e1), . . . , t(en−1)} ∪ V (u), j′ ∈ {1, . . . , m(u′)− 1}}.
Assume that ϕ
(+)
o,j′ is contained in the linear combination. However, the values of the
linear combination function on all arcs e with o(e) = o or t(e) = o come from only ϕ
(+)
o,j′ .
Therefore any ϕ
(+)
o,j′ (j
′ ∈ {1, . . . , m(o)−1}) are not contained in the linear combination,
that is, ro,j′’s are 0. By taking the same argument recursively, we conclude that any
ϕ
(+)
u′,j′’s with u
′ ∈ {o, t(e1), . . . , t(en−1)}, j′ ∈ {1, . . . , m(u′) − 1} are not contained in
the linear combination (3.10). Thus
ϕ
(+)
u,j =
∑
j′ 6=j
r
(+)
u,j′ϕ
(+)
u,j′ +
∑
u′ ∈ V (u) \ {u}
j′ ∈ {1, . . . ,m(u′)− 1}
r
(+)
u′,j′ϕ
(+)
u′,j′.
(5) For u = u′, since T [1, wj, . . . , w
m(u′)−1
j ] and
T [1, wj′, . . . , w
m(u′)−1
j′ ] are orthogonal to each
other (j 6= j′) with respect to Cm(u′)-inner product, then ϕ(+)u,j and ϕ(+)u,j′ are linearly
independent. Therefore ru,j′’s with j
′ ∈ {1, . . . , m(u) − 1} \ {j} are 0 which implies
the contradiction to the statement of (3).
Then we have shown the linearly independence of {ϕ(±)u,j : u ∈ V, j ∈ {1, . . . , m(u)− 1}}.
Next we show if k0 ≥ 2, then ϕ := ϕ(ǫ)u,j ∈ A. Let ∂A(u)n be the set of n′-th depth of arcs
in T(u), that is,
∂A(u)n = {e ∈ A(u) : dist(u, o(e)) = n, dist(u, t(e)) = n+ 1}.
We have ||ϕ|
∂A
(u)
0
||2 = 2/m(u) ≤ 2/k0, and
|| ϕ|
∂A
(u)
1
||2 = 2×
m(u)−1∑
k=0
1
m2(u)m2(t(e
(u)
k ))
≤ 2/k30.
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Here for any subset A′ ⊂ A and ψ ∈ A, ψA′ denotes
(ψ|A′)(e) =
{
ψ(e) : e ∈ A′
0 : e /∈ A′.
We set (u, v
(w)
1 , . . . , v
(w)
n , w) as the shortest path between u and w for w ∈ A(u). Now we
show that || ϕ|
∂A
(u)
s
||2 ≤ 2/ks+20 by induction with respect to s:
||ϕ|
∂A
(u)
s+1
||2 =
∑
x∈t(∂A
(u)
s+1)
s+1∏
i=1
1
m2(u)m2(v
(x)
i )
=
∑
y∈t(∂A
(u)
s )
1
m(y)
s∏
i=1
1
m2(u)m2(v
(y)
i )
≤ 1
k0
∑
y∈t(∂A
(u)
s )
s∏
i=1
1
m2(u)m2(v
(y)
i )
=
1
k0
||ϕ|
∂A
(u)
s
||2 ≤ 1
k0
× 2
ks+20
Then we have
||ϕ||2 ≤
∞∑
s=0
2
ks+20
=
2
k0(k0 − 1) <∞. (3.11)
Finally, under the assumption that T is the κ-regular tree, we prove the orthogonality.
We put ϕ
(ǫ)
u,j|A(u′) =: φ and ϕ(ǫ)u′,j′ =: ϕ′. Remark that
〈ϕ(ǫ)u,j, ϕ(ǫ)u′,j′〉 = 〈φ, ϕ′〉.
Since the orthogonality of ǫ 6= ǫ′ case has been already shown, so we consider ǫ = ǫ′ case.
We should remark that for any e ∈ ∂A(u′)n′ there uniquely exists k ∈ {0, . . . , m(u)− 1} such
that
φ(e) =
ωkj
m(u)(κ− 1)n+n′ . (3.12)
By (3.12), then if u 6= u′,
∑
e∈∂A
(u′)
n′
ϕ′(e)φ(e) =
ω−kj
m(u)(κ− 1)n+n′
∑
e∈∂A
(u′)
n′
ϕ′(e) = 0 (3.13)
Here the fact
∑m(v)−1
k=0 w
k
j′ = 0 leads the second equality. If u = u
′ case, we have
∑
e∈∂A
(u′)
n′
ϕ′(e)φ(e) =
(
1
κ− 1
)2n′ m(u′)−1∑
k=0
wkj′w¯
k
j
m2(u′)
=
δj′j
m(u′)
(
1
κ− 1
)2n′
. (3.14)
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Therefore (3.13) and (3.14) imply if j 6= j′, then∑
e∈∂A
(u′)
n′
ϕ′(e)φ(e) =
∑
e∈∂A
(u′)
n′
φ(e¯)ϕ′(e¯) = 0, (n′ ≥ 0). (3.15)
The second equality derives from (3.8). Then if φ 6= ϕ′, we have
〈φ, ϕ′〉 =
∞∑
n′=0
∑
e∈∂A
(u′)
n′
(φ(e)ϕ′(e) + φ(e¯)ϕ′(e¯)) = 0. (3.16)
On the other hand, if φ = ϕ′, that is, ϕ
(ǫ)
u,j = ϕ
(ǫ)
u′,j′ then from (3.14),
||ϕ′||2 = 2
∞∑
n′=0
∑
e∈∂A
(u′)
n′
1
m(u′)
(
1
κ− 1
)2n′
=
2(κ− 1)
m(u′)(κ− 2) . (3.17)
This completes the proof.
We set the following subspace of A spanned by ϕ(±)u,j ’ as
F (±) = span
{
ϕ
(±)
u,j : u ∈ V, j ∈ {1, . . . , m(u)− 1}
}
, (3.18)
which is the finite span of {ϕ(±)u,j }’s, that is,
F (±) =


∑
u∈V ′
m(u)−1∑
j=1
cu,jϕ
(±)
u,j : cu,j ∈ C, |V ′| <∞

 .
By Lemma 1,
{
ϕ
(±)
u,j /
√
c0 : u ∈ V, j ∈ {1, . . . , m(u)− 1}
}
is a complete system of F (±).
In particular, if T is κ-regular tree with κ ≥ 3, then it becomes a complete orthogonal
normalized system. Here for K ⊂ A, K is the closed linear span of K such that
{ψ ∈ A : ∀ǫ > 0, ∃ϕ ∈ K s.t., ||ψ − ϕ|| < ǫ},
where || · || is the ℓ2-norm.
Lemma 2.
ker(dT ) ∩ H(±) = ker(dO) ∩H(±) (3.19)
and
L⊥ = (ker(dO) ∩ H(+))⊕ (ker(dO) ∩H(−)) . (3.20)
Under this decomposition we have
U |L⊥ = −1 ⊕ 1. (3.21)
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Proof. For any ψ ∈ H(±), we have dOψ = dT Sψ = ±dTψ, which implies ker(dT ) ∩ H(±) =
ker(dO) ∩H(±). Since L⊥ = ker(dT ) ∩ ker(dO) and H(+) ⊕H(−) = A,
L⊥ = (ker(dT ) ∩ ker(dO) ∩ H(+))⊕ (ker(dO) ∩ ker(dT ) ∩ H(−)) ,
=
(
ker(dO) ∩H(+)
)⊕ (ker(dO) ∩H(−))
which follows from (3.19). For any ψ ∈ ker dT , it holds that Uψ = SCψ − Sψ, Then we
immediately obtain (3.21).
It follows from Lemma 1 that F (+) and F (−) are orthogonal.
Theorem 1. Assume T is a tree with κ0 ≥ 2. Then {±1} ⊂ σ(U |L⊥), which are eigenvalues.
Moreover the birth eigenspace L⊥ is the infinite dimensional subspace of ℓ2(A) which can be
expressed as
L⊥ = F (+) ⊕ F (−). (3.22)
Here F (±) is (3.18).
Remark 2. If T = Z, then L⊥ = ∅.
Proof. It is sufficient to show that F (+) = ker(dO) ∩ H(−) and F (−) = ker(dO) ∩ H(+).
First we show F (±) ⊂ ker(dO) ∩ H(∓). By definition of F (±), it is obvious that
F (±) ⊂ ker(dO) ∩ H(∓).
Since H(±) and ker dO are closed sets, we have F (±) ⊂ ker(dO) ∩ H(∓).
Now we will show F (+) ⊃ ker(dO)∩H(−). We define a subtree Tψ = (Vψ, Aψ) induced by
ψ ∈ ker(dO) ∩ H(−) as
Vψ = {o(e) ∈ V : e ∈ supp(ψ)}, Aψ = supp(ψ),
where supp(ψ) = {e ∈ A : ψ(e) 6= 0} for ψ ∈ A. Since ψ ∈ ker(dO), for any e ∈ supp(ψ),
we have deg(o(e)) ≥ 2, which means that Tψ is decomposed into disjoint infinite connected
subtrees which have no leaves. Then ψ can be decomposed into ψ = ψ1 ⊕ ψ2 ⊕ · · · . Here
supp(ψi) ∩ supp(ψj) = ∅ (i 6= j), and for any e ∈ supp(ψj), there exists at least one arc
e′ ∈ supp(ψj) \ {e¯} such that t(e) = o(e′).
From now on, we assume ψ ∈ ker(dO) ∩ H(−) so that Tψ is connected. We put oψ ∈ Vψ
as the most closest vertex from the origin vertex o. We define e
(u)
k (k = 0, . . . , m(u) − 1)
are defined by o(e
(u)
k ) = u with dist(o, o(e
(u)
k )) < dist(o, t(e
(u)
k )), where m(u) is defined by
Eq. (3.6): in other words, they are arcs from u to its children. For every u ∈ Vψ \ {oψ}, we
also define e
(u)
− ∈ Aψ by the arc such that o(e(u)− ) = u with dist(o, o(e(u)− )) > dist(o, t(e(u)− )):
in other words, it is the one from u to its parent. For each u ∈ Vψ, we set subspaces Au,
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Vu and Wu by
Au = {φ ∈ A : o(e) 6= u⇒ φ(e) = 0},
Vu =


0 : u = oψ,
{
φ ∈ Au : φ(e(u)0 ) = · · · = φ(e(u)κ−1) = −φ(e(u)− )/m(u)
}
: u 6= oψ.
Wu =


{
φ ∈ Au :
∑m(u)−1
k=0 φ(e
(u)
k ) = 0
}
: u = oψ,
{
φ ∈ Au : φ(e(u)− ) =
∑m(u)−1
k=0 φ(e
(u)
k ) = 0
}
: u 6= oψ,
where 0 is the set whose element is only 0-constant function.
Remark 3. Put Xu = {φ ∈ A : φ(e(u)− ) = φ(e(u)0 ) = · · · = φ(e(u)m(u)−1)}. Then by definition,
Au = Vu ⊕Wu ⊕ Xu.
Moreover, for any φ ∈ Vu ⊕Wu, we have
∑
e:o(e)=u φ(e) = 0 which means φ ∈ ker(dO) while
for any φ′ ∈ Xu, it is obvious that φ′ ∈ ker(dO)⊥.
Consider T(oψ) = (V (oψ), A(oψ)), which is the subtree of T with the root oψ. Then Tψ is
a subtree of it. Moreover we set Vi = {v ∈ V (oψ); dist(oψ, v) = i in T(oψ)} and Ai = {e ∈
A(oψ); o(e) ∈ Vi and t(e) ∈ Vi+1} for i = 0, 1, 2, . . . . Naturally V0 = {oψ} and A0 = {e ∈
Aoψ ; o(e) = oψ, t(e) ∈ V1}.
Since ker(dO) ∩Au = Vu ⊕Wu from the above remark, we have
ψ|Au = fu ⊕ gu, (3.23)
where fu ∈ Vu and gu ∈ Wu. Here ψ|Au is the projection of ψ onto Au, that is,
ψ|Au(a) =
{
ψ(a) : o(a) = u,
0 : otherwise.
(u ∈ V )
Let us construct a sequence {φn} for approximating ψ ∈ ker(dO) ∩ Au.
For u = oψ, we have ψ|Aoψ = goψ . Thus there exists a unique system of complex coeffi-
cients {Coψ ,j} such that
goψ =
m(oψ)−1∑
j=1
Coψ,j · ϕ(±)oψ ,j|Aoψ ;
we set
φ0 =
m(oψ)−1∑
j=1
Coψ ,j · ϕ(±)oψ ,j.
We should remark that ψ(e) = φ0(e) for every e ∈ A\ ∪∞i=1 (Ai ∪ A¯i). Here E¯ = {e | e¯ ∈ E}
for the set of arcs E. Moreover, if there exists an arc e0 ∈ A0 such that ψ(e0) = 0, then
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φ(e) = 0 for every arc e in Tt(e0), since Tψ is assumed to be connected. On the other hand,
we can easily check φ0(e) = 0 for every arc e in T
t(e0) by our construction in Definition 2.
We have ψ = φ0 in T
t(e0).
Next we focus on V1 and A1. From our observation stated above, we only have to treat
V1 ∩ {t(e) ; ψ(e) 6= 0 for e ∈ A0}. It follows from Remark 2 that, for u = t(e) ∈ V1 such that
e ∈ A0,
ψ|Au = fu ⊕ gu;
we can set fu = φ0|Au , since fu is the unique function in Vu ⊕ Wu such that fu(e¯) 6= 0.
Obviously it holds that
∑
e∈Au
ψ(e) =
∑
e∈Au
φ0(e). Remark again we assume ψ(e) 6= 0 for
e ∈ A0 and t(e) = u here. Then there exists a unique system of complex coefficients {Cu,j}
such that
gu =
m(u)−1∑
j=1
Cu,j · ϕ(±)u,j |Au ;
we set
φ1 = φ0 +
∑
u∈V1∩{t(e) ;ψ(e)6=0 for e∈A0}
m(u)−1∑
j=1
Cu,j · ϕ(±)u,j .
Recursively we can set, for any n = 1, 2, . . . ,
φn = φn−1 +
∑
u∈Vn∩{t(e) ;ψ(e)6=0 for e∈An−1}
m(u)−1∑
j=1
Cu,j · ϕ(±)u,j
as in the same fashion stated above. It is easy to see that ψ(e) = φn(e), e ∈ A\∪∞i=n+1(Ai∪A¯i)
and that φn(e) ∈ F (+) for every n = 1, 2, . . . .
Now let us show ψ ∈ ¯F (+). Let ψ>m = ψ|∪∞i=m+1(Ai∪A¯i) and φ>m = φm|∪∞i=m+1(Ai∪A¯i). Since
ψ ∈ A = ℓ2(A) by the assumption, for any ǫ > 0, there exists k, such that
||ψ>k||2 < ǫ.
On the other hand, it holds that
‖ψ − φk‖2 = ‖ψ>k − φ>k‖2 ≤ 2(‖ψ>k‖2 + ‖φ>k‖2) (3.24)
≤ 2(ǫ+ ∑
e∈Ak
|ψ(e)|2
m2(t(e))
||ϕ(+)t(e),j||2
)
(3.25)
≤ 2ǫ
(
1 +
2c0
κ20
)
. (3.26)
Then we have ψ ∈ F (+).
When Tψ is a union of disjoint infinite subtrees, we take a linear combination of the above
ψ’s and take a similar estimation.Then we have ψ ∈ F (+). Now we arrive at ker(dO)∩H(−) ⊂
F (+). In a similar way, we obtain ker(dO) ∩H(+) ⊂ F (−).
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We close this section to illustrate examples. The first one recovers some previous results
in [5]. We define ν¯(J) : V (T∞)→ [0, 1] (J ∈ {A,B}) by
ν¯(J)(u) := lim
T→∞
1
T
T−1∑
n=0


∑
e:t(e)=u
|(Unψ(J)0 )(e)|2

 .
Corollary 1. If σ(T ) = σc(T ), then
ν¯(J)(u) =
∑
e:t(e)=u
∣∣∣(ΠF+⊕F−ψ(J)0 ) (e)∣∣∣2 . (3.27)
In particular, if T is κ-regular, for the following initial states introduced by [5]
(ψ
(A)
0 )(e) =
{
1 : e = ek, (k = 0, . . . , κ− 1),
0 : otherwise.
(3.28)
(ψ
(B)
0 )(e) =
{
e2πik/κ : e = ek, (k = 0, . . . , κ− 1),
0 : otherwise,
(3.29)
we have
ν¯(J)(u) =
{
0 : J = A,
(κ−2)2
2
(
1
κ−1
)3dist(o,u)+1−δo(u)
: J = B.
which agrees with the previous result on [5]. The essential difference between initial states
ψ
(A)
0 and ψ
(B)
0 is that ψ
(A)
0 ∈ F (∞)±
⊥
while ψ
(B)
0 /∈ F (∞)±
⊥
.
Let us give another type of example, in which we show the spectrum σ(U) of U consists
of only eigenvalues for a special class of trees. In other words, only localization of Grover
walk occurs on such trees. As is seen in Sect. 2, if T is the κ-regular tree, σ(U) can be
expressed as
σ(U) = J−1(σ(T )) ∪ {±1},
where σ(T ) = σc(T ) = [−2
√
κ− 1/κ, 2√κ− 1/κ], J(z) = (z+z−1)/2 and each of eigenvalues
±1 has infinite multiplicity. It is obvious to see σc(U) = J−1(σ(T )) 6= ∅.
Now we put, for the root o of a tree T,
K(r) = inf{deg(x) ; x ∈ V (T), dist(o, x) ≥ r}.
Obviously limr→∞K(r) = κ < ∞ for the κ-regular tree. On the other hand, if T is a tree
with limr→∞K(r) = ∞, then it is called rapidly branching. For the discrete Laplacian,
equivalently, the transition operator T for isotropic random walks, it is shown in [8] that any
rapidly branching tree has no continuous spectrum:
Theorem 2 ([8]). Let T be a rapidly branching tree. Then the continuous spectrum σc(T ) =
∅, the essential one of σ(T ) coincides {0} and every λ ∈ σ(T ) \ {0} is an eigenvalue with
finite multiplicity. Moreover, if 0 is an eigenvalue, then it has infinite multiplicity.
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For a kind of family of trees, it can be decided whether 0 is an eigenvalue or not. For
details, refer to [8]. Combining the theorem above, the spectral mapping theorem with J(z)
and Theorem 1, we can easily obtain the following:
Corollary 2. Let T be a rapidly branching tree. Then σ(U) consists of only eigenvalues and
their accumulating points. In addition, if λ ∈ σ(U)\{±1,±i}, then it is an eigenvalue of
finite multiplicity; if λ = ±1, then it is an eigenvalue of infinite multiplicity; if λ = ±i, then
it is the accumulating point of eigenvalues or an eigenvalues of infinite multiplicity.
4 An approximation of the Grover walk on T
In this section, we consider a quantum walk induced by a random walk with the Dirichlet
boundary condition. Almost all topics in this paper are discussed on trees, but the concept
of this quantum walk is defined not only for a tree but for a general graph. Thus we firstly
in Sect. 4.1 construct such a quantum walk on a general graph, which applied to a quantum
search algorithm with some marked elements on it [2, 21, 23]. After that, in Sect. 4.2, we
return to the case where a graph is a tree and a quantum walk is the Grover walk on T.
This observation gives some information on the structure of the birth eigenspace discussed
in Theorem 1.
4.1 QW induced by Dirichlet random walk on graphs
Let G′ = (V ′, A′) be a connected graph, and M ⊂ V ′ be the set of marked elements. The
total Hilbert space of this quantum walk is A′ = ℓ2(A′) and we set V ′ by ℓ2(V ′). We assign
a weight to each arc α : A′ → C so that ∑a:o(a)=v |α(a)|2 = 1 for all v ∈ V ′. Define
dT ,M , dO,M : A′ → V ′ by
(dT ,Mψ)(v) =
{∑
e:t(e)=v α(e¯)ψ(e) : v ∈M c,
0 : v ∈M .
(dO,Mψ)(v) =
{∑
e:o(e)=v α(e)ψ(e) : v ∈ M c,
0 : v ∈ M .
We define A
(+)
M ⊂ A′ by {e ∈ A′ : t(e) ∈ M c} and A(−)M ⊂ A′ by {e ∈ A′ : o(e) ∈ M c}. The
adjoint operators are
(d∗T ,Mf)(e) =
{
α(e¯)f(t(e)) : e ∈ A(+)M ,
0 : e /∈ A(+)M .
(d∗O,Mf)(e) =
{
α(e)f(o(e)) : e ∈ A(−)M ,
0 : e /∈ A(−)M .
We have the following Lemma.
Lemma 3.
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(1) dT ,MS
′ = dO,M , where (S
′ψ)(e) = ψ(e¯);
(2) d∗T ,MdT ,M = d
∗
O,MdO,M = ΠVM , where VM = {f ∈ V ′ : v ∈ M ⇒ f(v) = 0}. Here ΠK
is the projection operator onto K ⊂ V ′;
(3) d∗T ,MdO,M = d
∗
O,MdT ,M is a self-adjoint operator T
′
M such that
〈δu, T ′Mδv〉 =
{∑
e:o(e)=v,t(e)=u α(e¯)α(e) : u, v ∈M c
0 : otherwise,
that is, T ′M is the cut off of the self-adjoint operator of T
′ at the target vertices M ;
T ′M = ΠV ′MT
′ΠV ′
M
, where T ′ is
〈δu, T ′δv〉 =
∑
e:o(e)=v,t(e)=u
α(e¯)α(e).
(4) σ(TM) ⊂ (−1, 1).
Definition 3. Let U ′M : A′ → A′ be the time evolution of the quantum walk induced by T ′M ;
U ′ = S ′C ′M ,
where C ′M = 2d
∗
T ,MdT ,M − 1A′.
Put U ′ = S ′C ′ by the time evolution of the quantum walk with M = ∅. Then
〈δf , U ′δe〉 = 1{t(e)=o(f)}
(
2α(f¯)α(e)− δe,f¯
)
.
We have
〈δf , U ′Mδe〉 =
{
〈δf , U ′δe〉 : t(e) /∈M ,
−δe,f¯ : t(e) ∈M .
Lemma 4. It holds that
d∗T ,M(V ′) ∩ d∗O,M(V ′) = 0. (4.30)
Proof. Assume that ψ ∈ d∗T ,M(V ′) ∩ d∗O,M(V ′) 6= 0. For any ψ ∈ d∗T ,M(V ′) ∩ d∗O,M(Vn),
there exists f ∈ V ′ such that d∗T ,Mf = γd∗O,Mf = γd∗M,T f which implies γ = ±1 since
d∗T ,Mf should be an eigenfunction of S. Taking operation d
∗
T ,M to both sides, we have
f = ±T ′Mf . However σ(T ′M) ⊂ (−1, 1) holds because T ′M is a cut-off operator of T ′. Thus
ψ ∈ d∗T ,M(V ′) ∩ d∗O,M(V ′) = 0.
We introduce new boundary operators as follows.
Definition 4. We define d±,M : A′ → V ′ and its adjoint operator d∗±,M : V ′ → A′ by
d±,M =
1√
2(1− T ′M 2)
(
d∗T ,M − e∓i arccos(T
′
M
)d∗O,M
)
, (4.31)
d∗±,M =
(
d∗T ,M − d∗O,Me±i arccos(T
′
M
)
) 1√
2(1− T ′M 2)
. (4.32)
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For fν ∈ ker(ν − T ′M), we have
(d∗±,Mfν)(e) =
1√
2(1− ν2)
{
α(e¯)fν(t(e))− e±i arccos(ν)α(e)fν(o(e))
}
. (4.33)
We can easily check that
Lemma 5.
(1) ||d∗±,Mf || = ||f ||;
(2) Let LM ⊂ A′ denote d∗T ,M(V ′) + d∗O,M(V ′). Then LM = d∗+,M(V ′)⊕ d∗−,M(V ′).
Theorem 3. It holds that
σ(U ′M |LM ) = J−1(σ(T ′M)) (4.34)
Moreover the generator of U ′M |LM can be expressed by
d+,M(arccosT
′
M)d
∗
+,M ⊕ d−,M(− arccos T ′M)d∗−,M ,
that is,
U ′M |LM = d+,Mei arccosT
′
Md∗+,M ⊕ d−,Me−i arccosT
′
Md∗−,M . (4.35)
Proof. By Lemma 5, for any ψ ∈ LM , ψ = d∗+,Md+,Mψ ⊕ d∗−,Md−,Mψ holds. We can easily
check that
Ud∗+,M = d
∗
+,Me
i arccos(T ), (4.36)
Ud∗−,M = d
∗
−,Me
−i arccos(T ). (4.37)
Then we have
Uψ = U(d∗+,Md+,M + d
∗
−,Md−,M)ψ (4.38)
=
(
d∗+,Me
i arccos(T ′M )d+,M + d
∗
−,Me
−i arccos(T ′M )d−,M
)
ψ. (4.39)
4.2 Tree case
Let T = (V,A) be an infinite tree, and induced Hilbert spaces are A and V. Let Vn ⊂ V be
all the vertices within the n-th depth that is,
Vn = {v ∈ V : dist(o, v) ≤ n}.
Put An and A(±)n ⊂ ℓ2(A) as
An = span{δe : e ∈ An},
A(+)n = span{δe : e ∈ A, t(e) ∈ Vn}, A(−)n = span{δe : e ∈ A, o(e) ∈ Vn}
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and Vn ⊂ ℓ2(V ) by
Vn = span{δv : v ∈ Vn}.
We set the marked vertices M by V cn . Define d
(n)
T := dT ,M , d
(n)
O := dO,M by
d
(n)
T = ΠVndT , d
(n)
O = ΠVndO.
These adjoint operators are d
(n),∗
T = d
∗
TΠVn and d
(n),∗
O = d
∗
OΠVn . The cut-off self-adjoint
operator T under the Dirichlet boundary condition outside of the n-th depth is denoted by
Tn and defined as
Tn = ΠVnTΠVn.
In this setting, we can observe the following properties on restricted boundary operators dT
and dO and their adjoints.
Remark 4.
(1) d
(n)
T = ΠVndT = dTΠA(+)n , d
(n)
O = ΠVndO = dOΠA(−)n
or equivalently, d
(n),∗
T = d
∗
TΠVn = ΠA(+)n d
∗
T , d
(n),∗
O = d
∗
OΠVn = ΠA(−)n d
∗
O;
(2) Tn = d
(n)
O d
(n),∗
T = d
(n)
T d
(n),∗
O .
We define a unitary operator on ℓ2(A) induced by Tn as follows.
Definition 5. For given n ∈ N, we define
U (n) = S(2d
(n),∗
T d
(n)
T − IA). (4.40)
We call the cut-off quantum walk for this U (n) with the standard measurement µ. Remark
that
〈δf , U (n)δe〉 =
{
〈δf , Uδe〉 : t(e) ∈ Vn,
−δe,f¯ : otherwise.
(4.41)
The following properties of U (n) can be easily seen.
Remark 5.
(1) U (n) is a unitary operator on A = ℓ2(A).
(2) ΠAn+1U
(n) = U (n)ΠAn+1 .
The cut-off quantum walk U (n) is an approximation of U in the following mean.
Proposition 2. For every ψ ∈ ℓ2(A), we have
lim
n→∞
||Uψ − U (n)ψ||2ℓ2(A) = 0. (4.42)
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Proof. By Eq. (4.41), putting Uψ = φ and U (n)ψ = φn,
||φ− φn||2 =
∑
e∈A
∣∣(Uψ)(e)− (U (n)ψ)(e)∣∣2 , (4.43)
=
∑
e:o(e)∈V cn
|(Uψ)(e)− (−Sψ)(e)|2 . (4.44)
Since U = 2d∗OdT − S,
||φ− φn||2/4 = ||(1A − ΠA(−)n )d
∗
OdT ψ||2A. (4.45)
By Remark 4,
||d∗OdT ψ||2 = 〈d∗OdT ψ, d∗OdT ψ〉 = 〈dT ψ, dT ψ〉 (4.46)
= ||dT ψ||2, (4.47)
||Π
A
(−)
n
d∗OdT ψ||2 = 〈d(n),∗O dT ψ, d(n),∗O dT ψ〉 = 〈dT ψ,ΠVndT ψ〉 (4.48)
= ||ΠVndT ψ||2. (4.49)
Combining Eqs. (4.47) and (4.49) with Eq. (4.45), we have
||φ− φn||2/4 = ||(1V − ΠVn)dT ψ||2. (4.50)
Therefore we have ||Uψ − U (n)ψ|| → 0, (n→∞).
The cut-off quantum walk at the n-th depth satisfies that U (n)(An+1) = An+1 and and
it is a unitary operator on An+1. From Remark 5, we have
U (n) = U (n)|An+1 ⊕ U (n)|A⊥n+1, (4.51)
= U (n)|An+1 ⊕ (−SΠA⊥n+1), (4.52)
where A⊥n = span{δe : e ∈ Acn}. RHS of the second term means that U (n) “freezes” the
dynamics at the outside of the n-th depth acting as a trivial reflection operator in the same
edge, that is, (U (n)|A⊥n+1ψ)(e) = −ψ(e¯), for every e ∈ Acn+1. So we focus on the first term
which gives a non-trivial dynamics of the walk from now on. From Remark 5, we have
U (n) = U (n)|An+1 ⊕ U (n)|A⊥n+1 with U (n)|A⊥n+1 = −S|A⊥n+1 . The second term which has a non-
trivial structure, U (n)|An+1, is decomposed as follows. Putting for ϕ(±)u,j ∈ CA in Definition 2,
which is not necessary to be ℓ2-summable, ϕ
(±,n)
u,j := ΠAnϕ
(±)
u,j
F (±)n = span

ϕ(±,n)u,j : (u, j) ∈
⋃
v∈Vn−1
({v} × {1, . . . , m(v)− 1})

 .
Theorem 4. Assume that there are no leaves, κ0 ≥ 1, in T. It holds that
U (n)|An+1 = U (n)|Ln ⊕ U (n)|F(+)n+1 ⊕ U
(n)|
F
(−)
n+1
. (4.53)
Here
U (n)|
F
(±)
n
= ±Π
F
(n)
±
, (4.54)
U (n)|Ln = d(n),∗+ ei arccosTnd(n)+ ⊕ d(n),∗− e−i arccosTnd(n)− . (4.55)
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Proof. The proof of the inherited part has been already done. So we will proof the birth
part. The dimension of Ln is dim(Ln) = 2|Vn| while the dimension of the total state space
of An+1 is dim(An+1) = 2|En+1| = 2(|Vn+1| − 1) which implies
dim(L⊥n ∩An+1) = 2(|Vn+1| − |Vn| − 1) > 0.
Therefore the remaining spaces L⊥n ∩ An+1 exist. By the way,
dim(F (n)+ ) = dim(F (n)− ) =
∣∣∣∣∣
⋃
u∈Vn
{u} × {1, . . . , m(u)− 1}
∣∣∣∣∣ = |En+1| − |Vn|
= |Vn+1| − 1− |Vn|
=
1
2
dim(L⊥n ∩ An+1).
It holds that
L⊥n ∩ An+1 =
(
ker(d
(n)
T ) ∩H(−) ∩An+1
)
⊕
(
ker(d
(n)
T ) ∩ H(+) ∩ An+1
)
.
Since ϕ
(±)
n (u, j) ∈ ker(d(n)T )∩H(∓)∩An+1 and {ϕ(±)n (u, j) : j ∈ Vn−1, j ∈ {1, . . . , m(u)−1}}
are orthogonal to each other, we obtain F (±)n = ker(d(n)T ) ∩ H(∓) ∩ An+1.
Finally, we compute the density of the birth part. We set Bn = |Vn|, ∂Bn = |Vn+1|−|Vn|.
Corollary 3. Assume that there are no leaves in T. Let ρ
(±)
n be the density of ker(±1−U (n)),
that is, ρ
(±)
n = dim(ker(±1 − U (n)))/ dim(An+1). Put h+ := lim supn→∞ ∂Bn/Bn and h− :=
lim infn→∞ ∂Bn/Bn. If h− > 0, then
0 <
h−
2(1 + h−)
= lim inf
n→∞
ρ(±)n ≤ lim sup
n→∞
ρ(±)n =
h+
2(1 + h+)
≤ 1/2
In particular, if limn→∞ ∂Bn/Bn =: h exists, then
lim
n→∞
ρ(±)n =
h
2(1 + h)
.
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