ABSTRACT Feature learning has been introduced in the modeling of echo state networks (ESNs). However, the procedure of feature learning is generally accompanied by certain information loss. In this regard, this paper proposes a hybrid neural network model from the information compensation view, named echostate restricted Boltzmann machine (ERBM). It is deemed as a unified and coherent architecture with the successive functionalities of feature learning, information compensation, input superposition, and supervised nonlinear approximation. This is the first systematic model seeking to improve the ESN representative by that a direct weighted compensation channel is built to enhance feature learning. On the widely used benchmarks, we demonstrate that ERBM is fully competent to handle the nonlinear approximation tasks and superior to the state of the art in nonlinear approximation, robustness, and memory capacity.
I. INTRODUCTION
Echo state network (ESN) is a powerful and efficient machine learning model. It was developed from an imaginative perspective of Jaeger [1] and Jaeger and Haas [2] , inspired by the neurophysiological discoveries. Structurally, ESN is noticeably different from the traditional neural networks, since there exists a special built-in module called reservoir, in which a great deal of neurons are sparsely and randomly interconnected and/or self-connected. More importantly, only the output weights need to be determined over a popular linear regression, while the other ones are immutable after initialization. These characteristics enable ESN escape from the slow convergence, calculation overload and local minima, which inherit from the ill-posed nature of the typical gradient-descent-based RNN training [3] . Given this, ESNs have drawn the interest owing to their outstanding performance in solving thorny machine learning problems [4] - [9] .
Given the growing interest, there have been many attempts to find the suitable ESN paradigms for favorable performance. Up to now, most extended ESN representatives just focus on the following three aspects: building the suitable topology of reservoir structure [10] - [12] , designing new neurons [13] , finding highly efficient training algorithm [3] . However, it is well accepted that the raw network input be detrimental to reservoir projection. To solve this issue, a special wavelet ESN was constructed, in which wavelet transform could perform multi-resolution decomposition for the crude load or temperature data in advance [14] . In [15] , the well-known method called principal component analysis is applied for the dimensionality reduction of electric load sequence before the ESN operation. In [16] , the raw input was preprocessed in the fuzzification layer for the improvement of approximation performance. Specially, deep learning has been developed into a dominant technique to learn knowledge, imitating the information representation mechanism of mammal brain [17] . As its key component, restricted Boltzmann machine (RBM) is generally used for the ESN modeling. Sun et al. [18] developed a neural network proposed a fuzzy classification method for potential failures prediction of the railway rolling stock system, considering an integration of ESNs and RBMs. In these two structures, the prior RBMs serve as feature detectors, which can capture underlying features in data effectively, thereby providing the excellent starting points for the following satisfactory nonlinear approximation.
In structure, RBM is made up of the visible and hidden layers, where they are closely interconnected, but there exist no internal connections in the respective layer. Given a training set, RBM can be trained based on the well-behaved contrastive divergence (CD) algorithm [19] . Actually, it is a typical data approximation procedure. In other words, this special training method can lead to information loss to some extent [20] . He et al. [21] proposed a deep residual neural network by introducing a shortcut structure. From an information theory view, these shortcut connections offer direct information transmission channels for loss compensation [22] . Inspired by this, we consider the builtin compensation functionality for more satisfying nonlinear approximation performance in the ESN paradigm.
In this paper, a hybrid neural network structure is developed with the combination of the minimum complex ESN and RBM, considering a special information compensation mechanism, termed as ERBM. Structurally, the reservoir is driven by a superimposed input, i.e., the output of RBM referring to the learnt features and the weighted original signal balancing the information loss. As is known, the first attempt is made to consider the information compensation in the preceding feature learning for the ESN modeling, which helps to enhance nonlinear approximation capacity and robustness. Undoubtedly, the characteristic ERBM enables a general acceptance of the ESN methodology in various nonlinear approximation tasks. Extensive experiments demonstrate the superior performance in nonlinear approximation, robustness and memory capacity of our model over the alternative models, such as the ESN architecture with a hybrid activation, the minimum complex ESN and the original ESN.
The remainder of this paper is organized as follows. Section II provides a comprehensive description of the ERBM model and specifies the corresponding learning algorithm. In Section III, the experimental results are reported for the proposed model. Section IV gives the discussion on the ERBM performance. Finally, we conclude this paper in Section V.
II. ECHO-STATE RESTRICTED BOLTZMANN MACHINE

A. NETWORK ARCHITECTURE
The idea of information compensation is introduced to echostate restricted Boltzmann machine to build a special reservoir computing architecture, termed as ERBM, as shown in Fig. 1 . Seemingly, ERBM is also a classic ESN paradigm, which consists of a three-layer structure corresponding to the superposition input, the cycle reservoir and the network readout. However, our striking distinction lies in that a weighted channel is constructed independently, where the corresponding compensation is superimposed upon the features learnt by an RBM for offsetting information loss. Obviously, the resulted superposition can provide much better initialization points for the following high-dimensional projection in reservoir. In theory, this compensation mechanism can improve the nonlinear approximation performance of our reservoir computing model. Actually, the superposition of the compensation information (marked by red in Fig. 1 ) and the RBM output is served as the inputs of reservoir, i.e., u(t). The reservoir state and the network readout are given by s(t) and o(t). The weight matrices on the input, reservoir, feedback and output specify the connections between different layers [1] , abbreviated by W in , W , W back and W out , respectively. Unlike the random reservoir, the reservoir in ERBM is ordered as a cycle structure. In this case, W has the following features: for the reservoir size N , the sub-diagonal and upper-right corner elements are nonzero, defined as
where r is generated randomly from an interval (−1, 1). Additionally, the absolute value of all elements in W in is set to be the same. Obviously in structure, ERBM covers two functionalities: the input superposition and the reservoir-oriented nonlinear regression. Hence, training such the distinctive ERBM requires a special learning algorithm. Then, we provide a detailed description as follows.
B. INPUT SUPERPOSITION
Here, reservoir input refers to the superposition of the weighted information compensation and the learnt features. The compensation channel is quite similar to the popular short-cut structure, but is weighted. The feature learning is achieved by training an RBM independently in an unsupervised greedy manner. Specially, in our case, once the training is achieved, RBM itself is fixed.
As is known, the RBM training aims at getting the optimizations of the weights and biases, which defines an energy-oriented joint configuration for all units. Hence, for the visible unit v and the hidden unit h, we have
where the model parameter θ is defined by θ = {a i , b j , w ij }, w ij , a i and b j correspond to the inter-connection between layers and the unit biases for both layers, respectively. Then, the joint distribution on the vector (v, h) can be calculated as
Here, J (θ ) summates all possibilities related to energy, given by
The corresponding conditional distributions can be given by the following logistic functions
where the activation function ζ (·) is a sigmoid form, i.e., ζ (x) = 1/(1 + exp(−x)). As we can see from Eq. (6), the RBM input can be reconstructed through that the probability of each v i is set to one for the given hidden units' states. Generally, the following update rule is used to perform the learning of w, given by 20 reservoir input u(t) ← superposition of h and s where η denotes the learning rate. Afterwards, the optimal w can be found, implying the completion of the RBM training. Algorithm 1 depicts the procedure of feature learning and compensation. The RBM training is based on the wellbehaved CD method [19] . The yielded states in the hidden layer are the most representative learnt features (see Line 16) . Furthermore, the compensation information is offered by the weighted raw input (see Line 18) . Finally, the reservoir input u(t), built by the superposition of these two parts, is used for the following supervised training.
C. SUPERVISED RESERVOIR TRAINING
The following reservoir training lies in solving the optimization issue of W out in a supervised fashion. Once the integrated input stream u(t) is injected, the cycle reservoir is sparked, and its updated states can be described as below
Then, the network readout can be expressed as
As is known, f (·) represents the activation function, generally tanh. Specially, W in , W and W back remain unchanged after initialization. To guarantee echo state performance, the following formula is introduced to measure the internal weight matrix W , given by
where α ∈ (0, 1) denotes a scaling factor, and |λ max | denotes the spectral radius. Besides, the washout time t min is discarded to alleviate the effects of initial reservoir. Over the training period, the acquired reservoir states are encapsulated in S, and we have
. . .
Then, the target readouts are collected into the following
Virtually, finding the proper W out can be formulated as a linear regression issue, given by
In general, the method of least squares approximation is suggested for solving the above problem, yielding
Obviously, W out is viewed as a solution set of w that minimizes the 2-norm of Sw − O. Computing the Moore-Penrose pseudo inverse, we have
whereS is the generalized inverse of S. This means the completion of our reservoir training. By then, ERBM is capable of addressing nonlinear approximation issues.
III. EXPERIMENTS
In order to demonstrate the competitiveness of our ERBM, we conduct a comprehensive evaluation and analysis, considering three tasks of different characteristics and functions. Each dataset is preprocessed for the training, hold-out validation and testing, denoted by l tr , l val and l ts , respectively. For comparison, we also evaluate the ESN architecture with a hybrid circle reservoir (HCR) [13] , the minimum complex ESN (This structure is abbreviated as SCR in [12] ), and the original ESN (OESN) [2] . The experimental configuration can be found in Table 1 . The corresponding parameters are determined by the well-known grid search method. In experiments, we consider the normalized root-meansquare error (NRMSE) as a performance measure, given by
where l test denotes the sequence length for testing input, o test (t) and d(t) denote the predicted and actual outputs, respectively, and σ 2 denotes the variance of d(t). Besides, the successful design ratio ρ(θ) is used to measure the model robustness quantitatively, that is
where M denotes the total simulation count, e i denotes the ith simulation error, and the step functions g(·) has the following definition
Actually, ρ(θ) measures the probability of building a network with the superior approximation performance. Generally, the higher ρ(θ ) leads to better robustness of the model. In our experiments, these results are averaged via 50 trials for analysis and evaluation. A. NARMA Nonlinear autoregressive moving average (NARMA) [12] is born with the strong nonlinearity and long memory. It is commonly used to evaluate the performance of neural networks, due to the modeling difficulty for this system. Here, we utilize the 10th order NARMA system for evaluation, described as follows
y(n − 1)] + 1.5x(n − 10)x(n − 1) + 0.1 (19) where x(n) and y(n) give the system input and output at time step n, respectively. Here, we have l tr = 6000, l val = 3000 and l ts = 6000. Fig . 2 shows the comparison between the predicted and desired outputs for the different time step n as well as error range for all the evaluated models. As can be seen, our ERBM is able to approximate the original signal more accurately than the other models, due to its smaller error amplitude. The testing NRMSEs of ERBM, HCR, SCR and OESN are 0.1013, 0.2346, 0.3840 and 0.4170, respectively. Fig. 3 evaluates the effects of reservoir parameters on nonlinear approximation performance, that is, the performance sensitivity of the selected model representatives versus reservoir parameters. As is seen from Fig. 3(a) , ERBM significantly outperforms these competitive models. Moreover, as N and λ increase, it has significant performance improvements. The model sensitivity on v and r is further illustrated in Fig. 3(b) , where the superior performance of ERBM can be achieved in the case of r, v ∈ [0.6, 1].
To quantitatively measure robustness of the proposed model, we conduct an analysis on successful design ratio ρ(θ ) versus different choices of the NRMSE threshold θ , as shown in Fig. 4 . It seems clear that ERBM has a highest ρ(θ ) among all the considered models, and when θ is as low as 0.04, its ρ(θ ) is still very close to 1. It demonstrates its superior capacity of building networks with powerful nonlinear approximation. 
B. MACKEY-GLASS SYSTEM
Mackey-Glass (MG) [10] has always been popular in testing the performance of neural systems. It owns remarkable chaotic property, deduced by the following form of the timedelay differential system where a = 0.2, b = −0.1 and n = 10. Specifically, when τ < 16.8, there exists a significant chaotic behavior. In this task, the MG sequence with tr = 6000, l val = 3000 and l ts = 6000 is considered in the case of τ = 17 [10] . Fig. 5 visually describes the performance of the considered models by comparison of chaotic trajectories. It is observed from this figure that ERBM slightly outperform HCR, SCR and OESN in capturing the essential characteristics of the original chaotic attractor. Accordingly, their performances are 0.00064, 0.2766, 0.2793 and 1.1354, respectively. Then, we illustrate the enhanced robustness of ERBM over HCR, SCR and OESN in Fig. 6 . As is seen, the ρ(θ ) curve of our model lies in the leftmost position among all the alternatives, indicating the optimal model robustness.
Generally, the larger time delay τ can produce the more serious nonlinearity for the MG system. In this situation, approaching such a nonlinear dynamic system is quite difficult by the use of existing models. There is no doubt that it is a rather challenging task. Table 2 shows the model performance over an extensive selection of τ . From this table, it is quite evident that ERBM utterly defeats the considered alternatives. More interestingly, even if τ reaches 30 meaning the severe system nonlinearity, our model still achieves a quite satisfactory approximation. Furthermore, we evaluate the performance and robustness obtained when the wider choices of model parameters are considered in the MG task in Fig. 7 . It can be observed that ERBM is comparable to HCR in approximation performance, but greatly superior to SCR and OESN.
C. SHORT-TERM MEMORY CAPACITY
We offer the thorough theoretical explanation and experimental evaluation on memory capacity (MC) of the proposed ERBM model. Actually, MC refers to an inherent ability that the original input signal can be recovered over a last period, as demonstrated in [28] .
Similarly, ERBM can be driven by the redundancy-injected input v(t), being a single-variable stationary signal. Provided the i.d.d. input flow . . . u(t − 2)u(t − 1)u(t) is infused, the k − delayed output u(t − k) can be generated. In this case, the well-fitting effect between the required output u(t − k) and the actual readout o(t) is formulated as
where Cov and Var stand for the covariance and variance operations, respectively. Summing MC k until k is Close to infinity, we can obtain the following short-term memory (STM), that is,
Considering the nonlinear system identification task in Section III-A, we experiment on the STMs of ERBM, HCR, SCR and OESN. These models are required to achieve the memory of the delayed inputs up to 40 with a specific structure of 1 input unit, 20 reservoir units and 40 output units. Table 1 lists the corresponding parameter configuration. In Fig. 8 , we compare the forgetting curves related to ERBM over a wide selection of λ in the NARMA task, which gives a visual representation of MC k , defined by the squared correlation coefficient detCoeff . As can be seen, for each delay our ERBM is capable of achieving a high recall, and exhibiting a satisfactory reconstruction error measured by averaging the NRMSEs of 40 reconstructions. Especially in the case of λ = 0.9, it can reach a nearly 100% recall up to 10 delays, while the reconstruction NRMSE is approximately equal to zero. As the delay k increases, this recall is still over zero, but the reconstruction NRMSE climbs close to 1. It implies that the STM capacity gradually deteriorates. Furthermore, Tables 3-4 show the STM capacity and reconstruction performance. Obviously, ERBM significantly outperforms the considered competitors. Moreover, its performance is heavily dependent on the spectral radius. More specifically, the bigger spectral radius results in not only the more excellent STM capacity but also the smaller reconstruction error, i.e., the better nonlinear approximation capacity. This would be fully compatible with the proved theoretical achievements concerning the relationship among spectral radius, MC and nonlinear approximation capacity [11] .
IV. CONCLUSION AND FUTURE WORK
This paper concentrates on the compensation embedding under a hybrid neural network structure, and proposes an echo-state restricted machine paradigm, termed as ERBM.
In this structure, a compensation channel, where the raw data is weighted, is built to balance the information loss during feature learning. These yielded information is merged with the features learnt by RBM in the subsequent superposition process, thereby forming a better reservoir input. It is potentially beneficial to nonlinear approximation based on the echo-state mechanism. Experiments results show that ERBM outperforms the considered alternatives, i.e., HCR, SCR and OESN in terms of nonlinear approximation and robustness in benchmark tasks. In future, we will work on the optimization of multiple parameters related to our ERBM towards a more satisfying performance using swarm intelligence optimization.
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