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る Shift-Andアルゴリズム [3] なども存在する．後者に該当する手法としては，テキ
ストに対して予め接尾辞木 [12] を構築しておくことでパターンを発見することがで
きる．
































(a) テキスト (b) パターン
図 1.1: 文字列に変換したマルチトラック文字列におけるパターン照合の例
と見なすようなメタ文字の出現を許して検索するような問題も扱う．このようなメタ



















本論文は 7 章からなり，以下にその構成を示す．第 2章 では本研究の基盤となる
関連研究の紹介を交えながら，本論文で用いる用語・記号の定義を行う．第 3章 で
はマルチトラックのパターンマッチングに関する新たな問題を定義し，素朴なアルゴ
リズムを紹介する．第 4章 では第 3章 で定義した問題に関して，2つの提案手法を
紹介する．第 5章 ではマルチトラックのパターンマッチングにおけるパターンにDC
文字が含まれている特殊なケースにおいて，第 3章 で定義した問題を解くことを考








さ nの文字列の集合をΣnとする．文字列w = xyzにおいて，x，y，zをそれぞれ文
字列wの接頭辞（prefix），部分文字列（substring），接尾辞（suffix）という．文字
列wの長さを |w|と表す．1 ≤ i ≤ |w|を満たした任意の iにおいて，文字列wの i番
目の文字を w[i]と表す．すなわち，w = w[1]w[2] . . . w[|w|]である．1 ≤ i ≤ j ≤ |w|
を満たした任意の i，jにおいて，文字列wの位置 iから位置 jまでのwの部分文字列
w[i]w[i + 1] . . . w[j]をw[i : j]と表す．また簡単のため，wの接頭辞 w[1 : i]をw[: i]，
接尾辞w[i : |w|]をw[i :]と表す．空の文字列を εと表し，そのとき |ε| = 0である．例
外的に，i < 1または |w| < iを満たした任意の iにおいてはw[i] = $ /∈ Σとし，i < j
を満たした i，jにおいてはw[j : i] = @ /∈ Σ とする．
2.2 マルチトラック
長さ nのN 個の文字列 t1, t2, . . . , tN ∈ Σnの組 T = (t1, t2, . . . , tN)をマルチトラッ
クと呼ぶ．このとき，T の要素である文字列 tiをトラックと呼ぶ．マルチトラック T
の長さを |T |lenと表すと，任意の 1 ≤ i ≤ N に対して |T |len = |ti|len = nである．ま
た，T の要素数を |T |numで表すと，|T |num = N である．
定義 1 (部分マルチトラック) 要素数Nのマルチトラック T = (t1, t2, . . . , tN)におい
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て，1 ≤ i ≤ j ≤ |T |lenを満たす任意の i，jに対し，組 (t1[i : j], t2[i : j], . . . , tN [i : j])
を T の部分マルチトラックと呼び，T [i : j]と表す．同様に，組 (t1[i], t2[i], . . . , tN [i])
も T の部分マルチトラックと呼び，T [i]と表す．また簡単のため T [1 : i] = T [: i]と表
し，特にこの場合接頭辞マルチトラックと呼ぶ．さらに T [i : |T |len] = T [i :]と表し，
特にこの場合接尾辞マルチトラックと呼ぶ．
例外的に，i < 1 または |T |len < iを満たした任意の iにおいて，すべての 1 ≤ k ≤
|T |numで tk[i] = $ /∈ Σ とする．i < jを満たした i，jを満たした任意の i, jにおいて，
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マルチトラック T T の部分マルチトラック T [2 : 3]





















T の接頭辞マルチトラック T [: 3] T の接尾辞マルチトラック T [2 :]
定義 2 (順列マルチトラック) 集合 S = {1, 2, . . . , N}から相異なる L個の要素を取
り出して得られる順序列 r = (r1, r2, . . . , rL)を考える．要素数 N のマルチトラック
T = (t1, t2, . . . , tN)に対し，組 (tr1 , tr2 , . . . , trL)を T の順列マルチトラックと呼び，
T ⟨r1, r2, . . . , rL⟩または T ⟨r⟩と表す．このとき，rを T の順列と呼ぶ．特に，|r| = N
のときは rを T の全順列と呼び，T ⟨r⟩を全順列マルチトラックと呼ぶ．
定義 3 (部分順列マルチトラック) マルチトラック T において，1 ≤ i ≤ j ≤ |T |len
を満たす部分マルチトラック T [i : j]の順列 r上の順列マルチトラック T [i : j]⟨r⟩を部
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
マルチトラック T T の全順列マルチトラック T ⟨3, 1, 2⟩
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a b a b











T の順列マルチトラック T ⟨3, 1⟩ T の部分全順列マルチトラック T [2, 3]⟨3, 1, 2⟩
定義 4 (一致) 任意のマルチトラックT = (t1, t2, . . . , t|T |num)とW = (w1, w2, . . . , w|W |num)
に対して，|T |len = |W |lenかつ |T |num = |W |numを満たし，1 ≤ i ≤ |T |numである任
意の iに対し，ti = wiが成り立つとき，T はW に一致すると呼ぶ．また T とW が一
致するとき，T = W と表す．
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
定義 5 (全順列一致) |T |len = |W |lenかつ |T |num = |W |numを満たす T とW に対し
て，T = W ′を満たすW の全順列マルチトラックW ′が存在するとき，T はW に全
順列一致すると呼ぶ．また T とW が全順列一致するとき，T ◃▹= W と表す．
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
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定義 6 (順列一致，部分的順列一致) |T |len = |W |lenかつ |T |num ≤ |W |numを満たす
T とW に対して，T = W ′を満たすW の順列マルチトラックW ′が存在するとき，T
はW に順列一致すると呼び，T ◃▹⊑ W と表す．特に |T |num < |W |numの場合はT ◃▹@ W
と表す．また T がW に順列一致するとき，W は T に部分的順列一致すると呼ぶ．
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
2.3 Boyer-Moore法
本論文では Boyer-Moore 法を応用したアルゴリズムを用いる．本章では Boyer-
Moore法を簡単に示す．Boyer-Moore法は文字列 tから文字列 pを効率よく検索す











を σ(w)とすると，定義 7 のように定義される．
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図 2.1: δ1 の例
定義 7 (δ1) |p| = mであるパターン p，文字 x ∈ Σにおいて，
δ1[x] =
 m− max1≤k≤m{k | p[k] = x} (x ∈ σ(p)のとき)
m (x /∈ σ(p)のとき)












δ1[x] (i = 0のとき)
m− i+ 1−maxKp(i) (i ̸= 0かつKp(i) ̸= ϕのとき)
m−max
j≤i
{j | p[m− j + 1 :] = p[: j]} (i ̸= 0かつKp(i) = ϕのとき)
ただし，
Kp(i) =
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(a) 構築のイメージ










図 2.2: δ2 の例






input : t, p
output: pが出現する tの位置 pos
1 pos← 1 ;
2 while pos ≤ n−m do
3 k ← 0 ;
4 while k < m do
5 if p[m− k] = t[pos+m− k − 1] then
6 k ← k + 1 ;
7 if k = m then
8 return true ;
9 end
10 else
11 shift← max(δ1[t[pos+m− k − 1]], δ2[k]) ;
12 end
13 end
14 pos← pos+ shift ;
15 end





マルチトラック P，T に対し，P が T の部分マルチトラックと一致するかどうか，
また（全）順列一致するかどうかを考える．これを，T から P を検索すると表現す
る．このとき，検索対象であるマルチトラック T を マルチテキスト ，発見したいマ
ルチトラックP を マルチパターン と呼ぶ．以下の記述において特に指定が無い限り，
マルチテキスト T = (t1, t2, . . . , t|T |num)とマルチパターン P = (p1, p2, . . . , p|P |num)に
おいて |T |len = n，|P |len = m，|T |num = N，|P |num = M と表す．また，1 ≤ i ≤ n
に対して P = T [i : i+M − 1]のとき，P は T の位置 iにおいてトラックマッチして
いると呼び，P ◃▹= T [i : i +M − 1]のとき，P は T の位置 iにおいて全順列マッチし











input: マルチテキスト T とマルチパターン P．ただしM = N，m ≤ n．
output: P = T [i : i+M − 1]となる位置 iが存在するかどうか．
定義 10 (トラックマッチング問題)
input: マルチテキスト T とマルチパターン P．ただしM = N，m ≤ n．





input: マルチテキスト T とマルチパターン P．ただしM = N，m ≤ n．
output: P ◃▹= T [i : i+M − 1]となる位置 iが存在するかどうか．
定義 12 (全順列マッチング問題)
input: マルチテキスト T とマルチパターン P．ただしM = N，m ≤ n．
output: P ◃▹= T [i : i+M − 1]となるすべての位置 i．
定義 13 (全順列マッチング列挙問題)
input: マルチテキスト T とマルチパターン P．ただしM = N，m ≤ n．
output: P = T [i : i+M − 1]⟨r⟩となるすべてのタプル（位置 i，順列 r）．
定義 14 (順列マッチング判定問題)
input: マルチテキスト T とマルチパターン P．ただしM ≤ N，m ≤ n．
output: P
◃▹
⊑ T [i : i+M − 1]となる位置 iが存在するかどうか．
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定義 15 (順列マッチング問題)
input: マルチテキスト T とマルチパターン P．ただしM ≤ N，m ≤ n．
output: P
◃▹
⊑ T [i : i+M − 1]となるすべての位置 i．
定義 16 (順列マッチング列挙問題)
input: マルチテキスト T とマルチパターン P．ただしM ≤ N，m ≤ n．
output: P = T [i : i+M − 1]⟨r⟩となるすべてのタプル（位置 i，順列 r）．
マルチパターンの情報全てがマルチテキストに対してマッチする訳ではない場合，つ
まりM > Nにおける順列マッチングを以下に定義する．すなわちP ◃▹⊒ T [i : i+M−1]
のとき，P は T の位置 iにおいて部分的順列マッチしていると呼び，それに関する問
題を以下に定義する．
定義 17 (部分的順列マッチング判定問題)
input: マルチテキスト T とマルチパターン P．ただしM > N，m ≤ n．
output: P
◃▹
⊒ T [i : i+M − 1]となる位置 iが存在するかどうか．
定義 18 (部分的順列マッチング問題)
input: マルチテキスト T とマルチパターン P．ただしM > N，m ≤ n．
output: P
◃▹
⊒ T [i : i+M − 1]となるすべての位置 i．
本論文では，上記の中で 定義 9 と定義 10 のトラックマッチに関する問題を解く
アルゴリズムを本章で 1つ示したのち，上記の中で 定義 11 から定義 16 の全順列
マッチと順列マッチに関する問題を解くアルゴリズムを 3つ提唱する．全順列マッチ













である．マルチトラック T のある長さ 1の部分マルチトラック T [i]を文字 t[i] ∈ Π に







マルチテキストT において，順列 rを全通り列挙する．ただし，順列の個数 |r| = M
とする．マルチパターン P が T に順列マッチするとき，あらゆる T ⟨r⟩に対し少なく
とも 1つ T ⟨r⟩と部分マッチする．順列マッチしないときは，あらゆる T ⟨r⟩に対し部
分マッチしない．順列 rはN !/(N −M)!通りであるので，N !/(N −M)!回トラック
マッチング判定問題を解くアルゴリズムを実行すればよい．順列マッチング判定問題











要素の重複度を調べる前処理を行う．フェイズ 2では，マルチテキスト T の要素に対
してP の要素がマッチする位置をそれぞれ列挙する．フェイズ 3では，フェイズ 2の
結果を利用しいくつかの位置 kにおいて P と T の各要素の関係を保持した無向二部




マルチパターンP の要素を解析し，各要素の 重複度 を調べる前処理を行う．つま
り，P の要素が互いに異なるかどうか，そうでない場合は各要素の重複数を調べる．
1 ≤ i, j ≤Mを満たすある要素 piと pjにおいて，pi = pjかどうかをO(m)で判定でき
る．P の重複度情報を有したテーブルPtable = (d1, d2, . . . , dM)はPtable[i] = di = (piと
17
一致するP の要素の個数)となる．つまり，piが他のどの pjとも相異なる場合，di = 1
となり，P のすべての要素が互いに異なる場合，すべての 1 ≤ i ≤Mにおいて di = 1
となる．また，このテーブルはO(mM2)時間で構築できる．

















マルチテキスト T の要素に対してマルチパターン P の要素がマッチする位置をそ
れぞれ列挙する．つまり，P の要素の文字列 piと T の要素の文字列 tjにおいて，既
存の文字列検索アルゴリズムを用いてマッチする位置をすべて求める処理を，すべて
の 1 ≤ i ≤ M と 1 ≤ j ≤ N に関して行う．よって piと tj の組み合わせはMN 通り
存在する．piが tjにマッチする位置の個数を ei,j個とし，マッチする位置を収めたリ
ストをLi,j = (h1, h2, . . . , hei,j)とする．ここで，P のトラックと T のトラックのマッ






ので，MT をO(mM + nN)時間で構築できる．ここで，m < nかつM ≤ N である
のでMT をO(nN)時間で構築できる．
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
(b) マルチテキスト
L1,1 = (4), L1,2 = (1, 5), L1,3 = (2, 5), L1,4 = (1),
L2,1 = (5), L2,2 = (2), L2,3 = (), L2,4 = (2),
L3,1 = (4), L3,2 = (1, 5), L3,3 = (2, 5), L3,4 = (1)
(c) P のトラックと T のトラックのマッチ情報を所持したテー
ブルMT
図 4.1: フェイズ 2における例
4.1.3 フェイズ 3
フェイズ 2で構築したMT を参照し，piが tj の位置 kにおいてマッチしているか
否かを辺で表しそれぞれの要素を頂点とした無向二部グラフを，すべての位置 kにお
いて作成する．
定義 19 (一致関係二部グラフG) |P |len = |W |lenを満たした任意のマルチトラック
P = (p1, p2, . . . , p|P |num)とW = (w1, w2, . . . , w|W |num)に対して，一致関係二部グラフ
G(P,W )を次のように定義する．
頂点の集合 V = {Vp1 , Vp2 , . . . , Vp|P |num , Vw1 , Vw2 , . . . , Vw|W |num}
辺の集合E = {(Vpi , Vwj) | pi = wj}
とした，無向二部グラフである．




(a) k = 1 (b) k = 2 (c) k = 4
(d) k = 5 (e) k = 3, 6
図 4.2: 一致関係二部グラフの例
部グラフの集合MG = {G(P, T [1 : m]), G(P, T [2 : m+1]), . . . , G(P, T [n−m+1 : n])}
をO(nMN)時間で構築できる．







補題 1 |P |len = |W |lenかつ |P |num ≤ |W |numを満たした任意のマルチトラック P と
W に対して，一致関係二部グラフG(P,W )が与えられたとする．グラフG(P,W )の
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二部グラフの最大マッチングの数を iとすると，i = |P |numを満たすとき P はW に
順列一致する．
証明 1 P = (p1, p2, . . . , p|P |num)，W = (w1, w2, . . . , w|W |num)とする．二部グラフの
最大マッチングの数が |P |num個である場合，G(P,W )のマルチトラック P 側の頂点
Vp1 , Vp2 , . . . , Vp|P |num すべてが異なるマルチトラックW 側の頂点Vw1 , Vw2 , . . . , Vw|T |num
との辺を有していることになる．このとき，ある最大マッチングのペアが (Vp1 , Vwr1 )
, (Vp2 , Vwr2 ) , . . . , (Vp|P |num , Vwr|P |num
) だとすると，p1 = wr1 , p2 = wr2 , . . . , p|P |num =
wr|P |num となり，P = W ⟨r⟩が成立し，P はW に順列一致する．このときW の順列




補題 2 |P |len = |W |lenかつ |P |num ≤ |W |numを満たした任意のマルチトラック P と
W に対して，P の重複度情報を有したテーブルPtableと一致関係二部グラフG(P,W )
が与えられたとする．P がW と順列一致しているかどうかをO(MN)時間で判定で
きる．
証明 2 P = (p1, p2, . . . , p|P |num)，W = (w1, w2, . . . , w|W |num)とする．任意の 1 ≤ i ≤
|P |numにおいてG(P,W )の頂点 Vpiの有する辺の数を li個とすると，まず li = 0の場
合は Vpiが辺を有していないため，二部グラフの最大マッチングの数は |P |num未満と
なる．次に li < Ptable[i]の場合は piと一致するW の要素が Ptable[i]個未満となるが，
piと一致する P の要素は piを含めて Ptable[i]個であるため，マルチトラック P 側の
ある頂点は辺を有することができなくなる．よってこの場合も二部グラフの最大マッ

























a a a a b b a
a b b a a b a
a a b a a b a





うかをO(MN)時間で判定でき，補題 1 より，P がW と順列一致しているかどうか
をO(MN)時間で判定できる． □
補題 2 より，ある位置 kにおいて順列一致しているかどうかをO(MN)時間で検
証できるため，フェイズ 4では，O(nMN)時間で順列マッチしている位置を列挙で
きる．
例 11 フェイズ 3で生成された一致関係二部グラフの集合MG の例（図 4.2）に対し
て順列マッチしている位置 k = 5 の例を図 4.3に示す．
フェイズ 1からフェイズ 4より，それぞれのフェイズは独立に実行できるため，次
の定理が成り立つ．










補題 3 |P |len = |W |lenかつ |P |num ≤ |W |numを満たした任意のマルチトラック P と
W に対して，一致関係二部グラフG(P,W )が与えられたとする．P がW と順列一致
するときの順列 rをO(|W |num!)時間で列挙できる．
証明 3 P の要素とW の要素がすべて同一であった場合を考える．このとき一致関係
二部グラフG(P,W )はすべての辺を有した完全二部グラフとなる．順列 rはこの場合
最大で |W |num!通りとなり，総当たりで調べればすべての順列 rを列挙することが可
能である．それ以外のP とW の場合も，|W |num!は超えない．よって，P がW と順
列一致するときの順列 rをO(|W |num!)時間で列挙できる． □
フェイズ 4において補題 3 をすべての位置 kで行うことで，P が T に順列マッチす
るときのすべてのタプル（位置 i，順列 r）を求めることができる．また，この場合順
列 rを列挙する際に二部グラフ間を総当たりで全通り試しているため，フェイズ 1で
求めた効率向上のための P の重複度情報を有したテーブル Ptableは不要となる．よっ
て次の定理が成り立つ．
定理 3 |P |num ≤ |T |numである任意のマルチテキストP とマルチパターンT が与えら
れた時，順列マッチング列挙問題は二部グラフを用いた手法を用いてO(nMN+nN !)
時間で解決できる．
また，補題 2 を別の視点からみると，|P |num > |W |num，|P |len = |W |lenにおいて，
グラフG(P,W )の二部グラフの最大マッチングの数を iとすると，i = |W |numを満




定理 4 |P |num > |T |numである任意のマルチテキストP とマルチパターンT が与えら
れた時，部分的順列マッチング判定問題は二部グラフを用いた手法を用いてO(nMN)
時間で解決できる．

















純に調べることはできない．そこで，節 4.1 のフェイズ 1で用いた 重複度情報を有し
たテーブル とフェイズ 3で用いた 定義 19 の一致関係二部グラフ をうまく利用する
ことでその問題を対処する．一致関係二部グラフに関係して，次の補題が成り立つ．
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補題 4 |P |len = |W |lenを満たした任意のマルチトラック P とW に対して，1 < k ≤
|P |lenを満たした kにおいて一致関係二部グラフG(P [k :],W [k :])が既に算出されて
いるとき，一致関係二部グラフG(P [k − 1 :],W [k − 1 :])をO(|P |num|W |num)時間で
求められる．
証明 4 G(P [k :],W [k :]) において辺を有していない P の要素と W の要素の組が
G(P [k − 1 :],W [k − 1 :])において辺を有することは有り得ないため，G(P [k − 1 :
],W [k − 1 :])は G(P [k :],W [k :])の部分グラフとなるのは明らかである．ある辺
E(Vpi , Vwj) ∈ G(P [k :],W [k :])に関して，
pi[k − 1] ̸= wj[k − 1] (4.1)
となるならば，E(Vpi , Vwj) /∈ G(P [k − 1 :],W [k − 1 :])となり，そうでない場合は
E(Vpi , Vwj) ∈ G(P [k− 1 :],W [k− 1 :])となる．よって，二部グラフG(P [k :],W [k :])
のすべての辺E(Vpi , Vwj)の piとwjに対して式 4.1 をチェックすることでG(P [k− 1 :
],W [k−1 :])を更新すればよい．グラフG(P [k :],W [k :])の辺は最大O(|P |num|W |num)
個であるので，一致関係二部グラフG(P [k − 1 :],W [k − 1 :])はO(|P |num|W |num)時
間で求められる． □
いま，マルチパターンとマルチテキストの比較位置を posとしたとき，まず一致関




瞬間を検知する．このときP [i :] ̸ ◃▹= T [j : j+m−1]かつ P [i+1 :] ◃▹= W [j+1 : j+m]
が成立する．ここで，位置 jを 順列不一致位置 ，数m− iを 順列一致数 と呼び，こ
の情報を用いてシフトテーブルを利用する．





1 は，P と T との照合中に順列不一致位置 iで順列不一致が
生じたとき，文字の多重集合 S = {tj[i] | 1 ≤ j ≤ M}の種類に依存したシフト
量を保持したテーブルである．また，δ′1 は P に含まれる文字の多重集合 Pi[k]に対
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P =
a b b a c a a c
a a c c a a c b
a c b c b a c a

文字 x δ′1[x]
( a, b, c) 0
( a, c, c) 1
( a, a, a) 2





σ′(W ) = {W [i] | 1 ≤ i ≤ |W |len}とすると，定義 20 のように定義される．
定義 20 (δ′1) |P |len = mであるマルチパターン P，文字の多重集合 Sにおいて，
δ′1[S] =
 m− max1≤k≤m{k | P [k]
◃▹
= S} (S ∈ σ′(P )のとき)
m (S /∈ σ′(P )のとき)
δ′1のシフトテーブルは，文字の多重集合の要素をソートした順序列をインデックス
として保持する．更に構築速度とアクセス速度の向上を図るため，シフトテーブルを













補題 6 δ′1はO(M logmM)時間でアクセスできる．



















S ̸◃▹= P [m]
δ′1[S] (i = 0のとき)
m− i+ 1−maxK ′P (i) (i ̸= 0かつK ′p(i) ̸= ϕのとき)
m−max
j≤i
{j | P [m− j + 1 :] ◃▹= P [: j]} (i ̸= 0かつK ′P (i) = ϕのとき)
ただし，
K ′P (i) =


















図 4.5: δ′2 の例
証明 7 ある 1 ≤ k ≤ mにおいて k ∈ K ′P (i)かどうかを調べる実行時間に関して考え
る．まず一致関係二部グラフをG(P [m : m], P [k + i− 1 : k + i− 1])として初期化す
る．この処理は単純に文字を全通り比較するだけであるのでO(M2)時間で構築でき
るのは明らかである．その後，補題 2 によって全順列一致しているかどうかを判定
し，しているならば 補題 4 によってGを更新する．これを繰り返すことによって順


























定理 6 |P |num = |T |num である任意のマルチテキスト P とマルチパターン T が与
えられた時，全順列マッチング判定問題は Boyer-Moore法を応用した手法を用いて




定理 7 |P |num = |T |numである任意のマルチテキストP とマルチパターンT が与えら
れた時，全順列マッチング問題はBoyer-Moore法を応用した手法を用いてO(m3M2+
mnM(M + logmM))時間で解決できる．
また，全順列マッチング列挙問題に対しては，補題 3 をすべての位置 posで行うこ
とで，P が T に順列マッチするときのすべてのタプル（位置 i，順列 r）を求めるこ
とができる．よって次の定理が成り立つ．
定理 8 |P |num = |T |num である任意のマルチテキスト P とマルチパターン T が与
えられた時，全順列マッチング列挙問題は Boyer-Moore法を応用した手法を用いて




input : マルチテキスト T = (t1, . . . , tM), マルチパターン P = (p1, . . . , pM)
output: 全順列マッチするかどうかどうか




3 pos← 1 ;
4 while pos ≤ n−m do
5 一致関係二部グラフ G(P [m :], T [pos+m− 1 : pos+m− 1])を構築 ;
6 k ← 0 ;
7 while k < m do
8 if P [m− k :] ◃▹= T [pos+m− k − 1 : pos+m− 1] then
9 k ← k + 1 ;
10 if k = m then
11 return true ;
12 end
13 else
14 shift← max(δ′1[T [pos+m− k − 1]]− k, δ′2[k]) ;
15 break ;
16 end
17 G(P [m− k :], T [pos+m− k − 1 : pos+m− 1]) へ更新する ;
18 end
19 pos← pos+ shift ;
20 end




input : マルチテキスト T = (t1, . . . , tM), マルチパターン P = (p1, . . . , pM)
output: 全順列マッチするときの位置 pos




3 pos← 1 ;
4 while pos ≤ n−m do
5 一致関係二部グラフ G(P [m :], T [pos+m− 1 : pos+m− 1])を構築 ;
6 k ← 0 ;
7 while k < m do
8 if P [m− k :] ◃▹= T [pos+m− k − 1 : pos+m− 1] then
9 k ← k + 1 ;
10 if k = m then
11 print pos ;




16 shift← max(δ′1[T [pos+m− k − 1]]− k, δ′2[k]) ;
17 break ;
18 end
19 G(P [m− k :], T [pos+m− k − 1 : pos+m− 1]) へ更新する ;
20 end







定義 22 (DC文字) すべての文字 x ∈ Σと一致するメタ文字 ? /∈ Σ を DC文字 と
呼ぶ．
例 12 図 5.1 の 2つのDC文字を含んだ文字列は一致する．
a b a ? a a b b ? a a
? b a b a ? b b ? ? a
図 5.1: DC文字を含んだ文字列の一致関係
本章では，DC文字を含んだマルチパターンを DCマルチパターン と呼び，DCマ
ルチパターンP = (p1, p2, . . . , pM)とマルチテキスト T = (t1, t2, . . . , tN)において，任
意の 1 ≤ i ≤Mにおいて pi ∈ (?∪Σ)mを満たし，任意の 1 ≤ j ≤ Nにおいて ti ∈ Σn
を満たすものとする．また，|Σ| ≥ 2であるとする．このDCマルチパターンにおい
て，定義 11 から定義 16 までの順列マッチング問題を考える．
ただし，DCマルチパターンP は次の制約を満たすものとする．任意の 1 ≤ i ≤M
において pi ̸= ?mであり，少なくとも一つの 1 ≤ i ≤Mにおいて ti[1] ∈ Σであり，少
なくとも一つの 1 ≤ i ≤M において ti[m] ∈ Σである．
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このマッチング問題を解決するために，第 4章節 4.1 のアルゴリズムをDCマルチ
パターンに対応させたアルゴリズムを提案する．また，DC文字が含まれてない場合





DC文字を含んだ文字列w ∈ (? ∪ Σ)|w|においてwに含まれるDC文字 ?をΣ上の
文字で置き換えた文字列w′を全通り要素に持つ集合をDC文字埋め集合と呼び，wall
と書く．例えば，Σ = {a,b}上の文字列w = ab?b?aにおいて，DC文字埋め集合は
wall = {ababaa, ababba, abbbaa, abbbba} となる．この DC文字埋め集合を利用
して，次のパターン分類を定義する．
定義 23 (全包括パターンと部分包括パターン) DCマルチパターンP = (p1, p2, . . . , pM)
において，1 ≤ i ̸= j ≤ M で piall * pjallかつ piall + pjallかつ piall ∩ pjall ̸= ϕ を
満たす i, jが存在するすとき，このDCマルチパターンを 部分包括パターン と呼び，
この関係を満たさない場合，つまり 1 ≤ i, j ≤ M を満たすすべての i, j において，
pi








定義 24 (連続文字列) 文字列 w = xyzにおいて，x ∈ ?∗，y ∈ Σ∗，z ∈ ?∗を満たす
とき，wを 連続文字列 と呼ぶ．
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(a) 全包括パターン (b) 部分包括パターン
図 5.2: 全包括パターンと部分包括パターンのイメージ
DCマルチパターンに含まれている各トラックすべてが連続文字列かどうかにおい
てもDCマルチパターンを分類する．以上より，DCマルチパターンは図 5.3 の 4つ
に分類される．
補題 9 任意のDCマルチパターンをO(mM2)時間で分類できる．
証明 8 ある DC文字を含む文字列 wが連続文字列かどうかを O(|w|)時間で判別で
きるのは明らかである．1 ≤ k ≤ mとして，pi[k] ̸= pj[k]となる kが存在するとき，
piと pj は一致しないため，piall ∩ pjall = ϕである．また，そうでない場合つまり pi
と pj が一致するときを考える．1 ≤ k ̸= l ≤ mとして，pi[k] = ? ∧ pj[k] ̸= ?かつ
pi[l] ̸= ? ∧ pj[l] = ?となる k, lが存在するとき，piall * pjall ∧ piall + pjallである．例
えば，Σ = {a,b}上の文字列 pi = a?, pj = ?bにおいて，piと pjは一致するが，DC









a b b a
a a b b
b a a b
 ,

a b b a
a ? ? ?
b a ? ?


? b ? a
a a b b
? a ? ?
 ,

? b ? a
a a ? b







 ? b b
a b ?
 
a ? a ?
? a a ?
? a ? a
 ,

? b ? a
? a ? b











フェイズ 1では，DC文字が含まれてない場合と同様にDCマルチパターン P の要
素を解析する．DC文字が含まれてない場合と異なる点は，各要素の重複度ではなく
包括度を調べる前処理を行う点である．全包括パターンの場合，任意の 1 ≤ i, j ≤M
において piの包括度 diとは，piall ⊇ pjallを満たす数とする．P の包括度情報を有し












ト tの長さを n，パターン pの長さをmとしたとき，テキストからDC文字を含むパ
ターンを素朴な手法で単純にすべての位置で比較することによってO(nm)時間でマッ
チする位置を列挙できるのは明らかである．また Peter Cliffordらのアルゴリズム [5]
の手法を用いればO(n logm)時間で照合でき，Iliopoulosらのアルゴリズム [8] の手
法を用いればO(n+m+α)時間で照合できる．ここで，α = |pall|である．また，ビッ



















補題 10 |P |len = |W |lenかつ |P |num ≤ |W |numを満たしたDC文字を含んだマルチト
ラック文字列 P，DC文字を含まないマルチトラック文字列W に対して，P の包括
度情報を有したテーブル Ptableと一致関係二部グラフG(P,W )が与えられたとする．
P が全包括パターンである場合，P がW と順列一致しているかどうかをO(MN)時
間で判定できる．
証明 9 P = (p1, p2, . . . , p|P |num)，W = (w1, w2, . . . , w|W |num)とする．任意の 1 ≤ i ≤
|P |numにおいてG(P,W )の頂点 Vpiの有する辺の数を li個とすると，まず li = 0の場
合は Vpiが辺を有していないため，二部グラフの最大マッチングの数は |P |num未満と
なる．次に li < Ptable[i]の場合は piと一致するW の要素が Ptable[i]個未満となるが，
pi
all ⊇ pjallを満たす P の要素 pj は piを含めて Ptable[i]個であるため，マルチトラッ
ク P 側のある頂点は辺を有することができなくなる．よってこの場合も二部グラフ
の最大マッチングの数は |P |num未満となる．最後に li ≥ Ptable[i]の場合は piと一致
するW の要素が Ptable[i]個以上となり，piall ⊇ pjallを満たすすべての P の要素 pjに
対応する頂点が辺を有することが可能となる．また，この判別処理については，辺の
数を調べるだけでよいので，O(MN)時間で処理できる．よって，最大マッチングの
数が |P |numであるかどうかをO(MN)時間で判定でき，補題 1 より，P がW と順列
マッチしているかどうかをO(MN)時間で判定できる． □











a ? ? ?
? a ? ?
? ? a ?















補題 11 |P |len = |W |lenかつ |P |num ≤ |W |numを満たしたDC文字を含んだマルチト
ラック文字列 P，DC文字を含まないマルチトラック文字列W に対して，一致関係
二部グラフG(P,W )が与えられたとする．P が部分包括パターンである場合，P が
W と順列一致しているかどうかをO(|P |num|W |num
√
|P |num + |W |num)時間で判定で
きる．
以上の考えより，次の定理が成り立つ．

















input : DCマルチパターン P
output: 全包括パターンか部分包括パターンか
1 i← 1 ;
2 while i ≤M do
3 j ← 1 ;
4 while j ≤M do
5 iIncF lg ← false ;
6 jIncF lg ← false ;
7 phiF lg ← false ;
8 pos← 1 ;
9 while pos ≤ m do
10 if P [i][pos] ̸=′?′ or P [j][pos] ̸=′?′ then
11 if P [i][pos] =′?′ and P [j][pos] ̸=′?′ then
12 iIncF lg ← true ;
13 else if P [i][pos] ̸=′?′ and P [j][pos] =′?′ then
14 jIncF lg ← true ;
15 else if P [i][pos] ̸= P [j][pos] then
16 phiF lg ← true ;
17 end
18 end
19 pos← pos+ 1 ;
20 end
21 if iIncF lg = true and jIncF lg = true and phiF lg = true then
22 return 部分パターン ;
23 end
24 j ← j + 1 ;
25 end
26 i← i+ 1 ;
27 end






た．実装はC++で行い，開発環境はVisual Studio 2010 Ultimate を使用した．マシ




































• マルチテキストのトラック数N とマルチパターンのトラック数M を変化させ
る実験
まずランダムデータに対する実験を行った．N = 5，m = 10，M = 5，|Σ| = 2と
して，nを変化させたときの全順列マッチング問題に対するアルゴリズムの性能比較
のグラフを 図 6.2 に示す．すべての手法が入力のマルチテキストの長さに対して線
形であり，素朴な手法よりも提案手法が良い性能を示していることがわかる．
n = 1000000，N = 5，M = 5，|Σ| = 2として，mを変化させたときの全順列マッ











n = 1000000，N = 5，m = 10，M = 5として，|Σ|を変化させたときの全順列マッ




図 6.2: マルチテキストの長さ nを変化させたときの全順列マッチング問題に対する





計算時間（ランダムデータ，n = 1000000，N = 5，M = 5，|Σ| = 2）
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図 6.4: アルファベットサイズ |Σ|を変化させたときの全順列マッチング問題に対す





n = 10000，m = 10，|Σ| = 2として，N とM を等しくを変化させたときの全順列








次に交通量データに対する実験を行った．N = 5，m = 5，M = 5，|Σ| = 10とし
て，nを変化させたときの全順列マッチング問題に対するアルゴリズムの性能比較の
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まずランダムデータに対する実験を行った．N = 10，m = 10，M = 5，|Σ| = 2
として，nを変化させたときの全順列マッチング問題に対するアルゴリズムの性能比
較のグラフを 図 6.7 に示す．N が大きいために素朴な手法は計算時間が大きくなっ
ているが，どちらの手法も入力のマルチテキストの長さに対して線形であることがわ
かる．
n = 10000，m = 10，M = 5，|Σ| = 2として，N を変化させたときの全順列マッ
チング問題に対するアルゴリズムの性能比較のグラフを 図 6.8 に示す．図 6.8(a) を
みると，素朴な手法がO(M(m+ n)N !/(N −M)!)時間どおりのオーダーで動いてい
ることがわかる．一方，図 6.8(b) をみると，二部グラフを用いた手法ではN に対し
ても線形であることがわかる．
n = 10000，N = 100，m = 10，|Σ| = 2として，Mを変化させたときの全順列マッ




次に交通量データに対する実験を行った．n = 7000，M = 5，m = 5，|Σ| = 10と
して，Nを変化させたときの全順列マッチング問題に対するアルゴリズムの性能比較










DCマルチパターンは非連続文字列かつ全包括パターンとし，N = 10，M = 5，
m = 10，|Σ| = 2として，nを変化させたときの計算時間を調べる実験を行う．マル
チテキストとDCマルチパターンは，ランダムデータとする．フェイズ 4にて部分包
括パターンでも使用可能な Hopcroft-Karpのアルゴリズムを用いて愚直に二部グラフ
の最大マッチング問題を解いたときのグラフを 図 6.11(a) に示し，DCマルチパター
ンを分類し全包括パターンに対する 補題 10 の考えに用いた手法を用いた場合のグラ












図 6.6: マルチパターンの長さ nを変化させたときの全順列マッチング問題に対する
計算時間（交通量データ，N = 5，m = 5，M = 5，|Σ| = 10）
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図 6.7: マルチテキストの長さ nを等しく変化させたときの順列マッチング問題に対





題に対する計算時間（ランダムデータ，n = 10000，M = 5，m = 10，|Σ| = 2）
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図 6.9: マルチパターンのトラック数M を等しく変化させたときの順列マッチン
グ問題に対する二部グラフを用いた手法の計算時間（ランダムデータ，n = 10000，




図 6.10: マルチテキストのトラック数N を等しく変化させたときの順列マッチング
問題に対する計算時間（交通量データ，n = 7000，M = 5，m = 5，|Σ| = 10）
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(a) フェイズ 4において Hopcroft-Karpのアルゴリズムを用いて二部グラフ
の最大マッチングを求めた
(b) フェイズ 4において全包括パターンに対する 補題 10 の考えに用いた手
法を用いた
図 6.11: DCマルチパターンにおける順列マッチング問題に対する計算時間（ランダ
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