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RÉSUMÉ. – Le but de cet article est de donner des estimations du noyau de la chaleur
ainsi que de son gradient sur les variétés coniques, C(N) = R+ × N , où N est une
variété riemannienne compacte, connexe et de dimension n − 1 > 2. A partir de ces
estimations, on étudie d’une part des multiplicateurs sur les variétés coniques à base
compacte et on établit des résultats analogues à (Alexopoulos, 1994) ; d’autre part, on
étudie la transformation de Riesz sur les variétés coniques C(C(N)) = R+ × C(N) où
N est une variété riemannienne compacte sans bord, connexe et de dimension n− 1> 2.
Ó 2000 Éditions scientifiques et médicales Elsevier SAS
1. Introduction et énoncé des résultats
Si N est une variété riemannienne de dimension n− 1, connexe, avec
un bord ∂N (on admet ∂N = ∅), le cône sur N , C(N), est l’espace
R+ × N muni de la métrique riemannienne dr2 + r2gN , où gN est la
métrique riemannienne sur N . Si ∂N 6= ∅, on ajoute la condition de
Dirichlet pour les laplaciens sur N et C(N). Dans cet article, on suppose
toujours que N est compacte.
On note dN (resp. d) la distance riemannienne induite sur N (resp.
C(N)), dµN (resp. dµ) la mesure riemannienne induite sur N (resp.
C(N)), 4N (resp. 4) le laplacien sur N (resp. C(N)), ∇N (resp. ∇)
l’opérateur de gradient sur N (resp. C(N)) et pt (t > 0) le noyau de la
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chaleur (de Dirichlet) sur C(N). Pour r > 0 et m ∈ N (resp. (s,m) ∈
C(N)), on note BN(m, r) (resp. B((s,m), r)) la boule géodésique de
centre m (resp. (s,m)) et de rayon r . Dans la suite, on note {λj }j∈N les
valeurs propres de −4N rangées dans l’ordre croissant chacune étant
comptée un nombre de fois égal à sa multiplicité. A chaque valeur
propre λj est associée une fonction propre φj normalisée de telle sorte
que la suite {φj }j∈N constitue une base hilbertienne de L2(N). On pose
νj =
√
((n− 2)/2)2 + λj . En particulier, si λ∗2 > λ1 désigne la deuxième
valeur propre non nulle, on pose ν∗2 =
√
((n− 2)/2)2 + λ∗2. On note de
plus ϕ(m,m∗)=∑λj=λ1 φj (m)φj (m∗).
Dans un premier temps, on va établir une estimation supérieure du
noyau de la chaleur sur les variétés coniques à base compacte :
THÉORÈME 1.1. – Si n > 3, pour 0 < C2 < 1/4 fixé, il existe une
constante C1 > 0 (qui dépend des propriétés de N) telle que pour tout
t > 0, on a :[
t
∣∣∣∣∂pt∂t
∣∣∣∣+ pt]((s,m), (s∗,m∗))6C1t− n2 e−C2 d2((s,m),(s∗,m∗))t ,
∀(s,m), (s∗,m∗) ∈ C(N).
Si ∂N = ∅, on donne des estimations de gradient de pt comme suit :
THÉORÈME 1.2. – Si N est une variété riemannienne compacte,
connexe, sans bord et de dimension n− 1> 2. Alors,
(1) si et seulement si λ1 > n− 1, il existe deux constantes C1 > 0 et
0<C2 < 1/4 telles que pour tout t > 0 et tous (s,m), (s∗,m∗) ∈C(N) :∣∣∇pt((s,m), (s∗,m∗))∣∣6 C1t− n+12 e−C2 d2((s,m),(s∗,m∗))t ;(1.1)
(2) si et seulement si λ1 > 2n ou λ1 = n − 1 mais λ∗2 > 2n, il existe
deux constantes C1 > 0 et 0<C2 < 1/4 telles que pour tout t > 0 et tous
(s,m), (s∗,m∗) ∈C(N), on a :[∣∣∣∣∂2pt∂s2
∣∣∣∣+ ∣∣∣∣ ∂∂s
(1
s
∇N(m)pt
)∣∣∣∣]((s,m), (s∗,m∗))
6 C1t−
n+2
2 e−C2
d2((s,m),(s∗,m∗))
t ;
(3) si et seulement si λ1 > 2n, il existe deux constantes C1 > 0 et
0< C2 < 1/4 telles que pour tout t > 0 et tous (s,m), (s∗,m∗) ∈ C(N),
on a :
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[∣∣∣∣1s∇(m)N
(
∂
∂s
pt
)∣∣∣∣+ ∣∣∣∣ 1s2∇2N(m)pt
∣∣∣∣]((s,m), (s∗,m∗))
6 C1t−
n+2
2 e−C2
d2((s,m),(s∗,m∗))
t ;
(4) si h = t
ss∗ 6 1, il existe deux constantes C1 > 0 et 0 < C2 < 1/4
telles que :∣∣∇pt((s,m), (s∗,m∗))∣∣6 C1t− n+12 e−C2 d2((s,m),(s∗,m∗))t ,
∀(s,m), (s∗,m∗) ∈ C(N);
quand h= t
ss∗ > 1, on a uniformément pour tout (m,m∗) ∈N ×N :
1
s
∇(m)N pt
(
(s,m), (s∗,m∗)
)
= 1
2
√
pi
t−
n
2 e−
(s−s∗)2
4t
1
s
h
n−2
2 −ν1
0( 12 + ν1)
1∫
0
e−
a
h
[
a(1− a)]ν1− 12 da
× (∇(m)N ϕ(m,m∗)+O(hν1−ν∗2 )).
(5) Pour ε > 0 fixé, il existe deux constantes C1(ε) > 0 et 0<C2 < 1/4
telles que pour tous s, s∗ > ε et tout (m,m∗) ∈N ×N , on a :{
|∇pt | + t 12
[∣∣∣∣∇(s,m)( ∂∂s pt
)∣∣∣∣+ ∣∣∣∣ 1s2∇2N(m)pt
∣∣∣∣
+
∣∣∣∣ ∂∂s
(1
s
∇(m)N pt
)∣∣∣∣]}((s,m), (s∗,m∗))
6 C1(ε) t−
n+1
2 e−C2
d2((s,m),(s∗,m∗))
t , ∀0< t 6 1.
Dans cet article, on donne aussi une estimation équivalente du volume
d’une boule géodésique de C(N) :
PROPOSITION 1.3. – Soit N une variété riemannienne compacte,
connexe et de dimension n− 1> 1. Alors, il existe une constante C > 1
(qui dépend des propriétés de N) telle que :
C−1rn 6 µ
(
B
(
(s∗,m∗), r
))
6 Crn,
∀(s∗,m∗) ∈ C(N)=R+ ×N, ∀r > 0.
Par la Proposition 1.3, on peut établir l’inégalité de Sobolev sur les
variétés coniques à base compacte :
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COROLLAIRE 1.4. – Si n > α > 0, pour toute fonction convenable
f définie sur C(N), on définit Sαf (X) = ∫C(N) d−α(X,Y )f (Y ) dµ(Y )
pour tout X ∈C(N). Alors, pour tous les 1< p < q <+∞ qui satisfont
1
q
= 1
p
+ α
n
− 1, il existe une constante Ap,q > 0 telle que :
‖Sαf ‖q 6Ap,q · ‖f ‖p, ∀f ∈Lp(C(N)).
De plus, d’après le premier résultat du Théorème 1.2 (voir (1.1)) et la
Proposition 1.3, en remarquant que
∇(s,m)∇(s∗,m∗)pt((s,m), (s∗,m∗))
=
∫
C(N)
∇(s,m)p t
2
(
(s,m), y
)∇(s∗,m∗)p t
2
(
y, (s∗,m∗)
)
dµ(y),
on déduit immédiatement le corollaire suivant :
COROLLAIRE 1.5. – Si N est une variété riemannienne compacte,
connexe, sans bord, de dimension n − 1 > 2 avec la première valeur
propre non nulle λ1 > n − 1. Alors, il existe deux constantes C1 > 0 et
0<C2 < 1/4 telles que pour tout t > 0 et tous (s,m), (s∗,m∗) ∈C(N) :∣∣∇(s,m)∇(s∗,m∗)pt((s,m), (s∗,m∗))∣∣6C1t− n2−1e−C2 d2((s,m),(s∗,m∗))t .
Cet article est organisé de la façon suivante : à la Section 2, on
montre le Théorème 1.1. La preuve du Théorème 1.2 est donné dans
la Section 3. A la Section 4, on donne des applications des deux
théorèmes précédents ; en particulier, on étudie les estimations Lp des
multiplicateurs sur les variétés coniques à base compacte et on obtient
aussi des résultats partiels concernant la transformation de Riesz sur les
variétés C(C(N)) = R+ × C(N) où N est une variété compacte, sans
bord et de dimension n− 1> 2.
Dans toute la suite, C, C∗, C∗, etc. désigneront des constantes
universelles qui dépendent peut-être des propriétés de N . Celles-ci
pourront changer d’une ligne à une autre.
2. Preuve du Théorème 1.1
On se propose de montrer le Théorème 1.1 dans cette section. On
commence par le lemme suivant :
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LEMME 2.1. – Il existe une constante C > 0, qui dépend des propriè-
tés de N , telle que :∑
j
ν−2nj ‖φj‖∞
(‖φj‖∞ + ‖∇Nφj‖∞ + ∥∥∇2Nφj∥∥∞)6C.
Preuve. – En effet, d’une part, d’après les résultats de [27] (p. 137) et
la formule de Weyl (voir par exemple [29] p. 9), on en déduit qu’il existe
une constante C > 1 telle que :
‖φj‖2∞6C · (1+ λj )
n−2
2 6 C · (1+ ν2j ) n−22 ,(2.1)
C−1j 6 λ
n−1
2
j 6C j⇒ νj =
√(
n− 2
2
)2
+ λj ∼ (1+ j) 1n−1 .(2.2)
D’autre part, en remarquant que φj (m) = e ∫N pλ−1
j
(m,m∗)φj (m∗)
dµN(m∗) si λj 6= 0, on déduit qu’il existe une constante C > 0 telle que :
‖∇Nφj‖∞6 e sup
m∈N
∥∥∇Npλ−1
j
(m, ·)∥∥
L2(N) 6 Cλ
n+1
4
j ,∥∥∇2Nφj∥∥∞6 e sup
m∈N
∥∥∇2Npλ−1
j
(m, ·)∥∥
L2(N) 6Cλ
n+3
4
j .(2.3)
Par conséquent,∑
j
ν−2nj ‖φj‖∞
(‖φj‖∞ + ‖∇Nφj‖∞ + ∥∥∇2Nφj∥∥∞)
6 C
+∞∑
j=0
(1+ j)−(n−12)/(n−1) 6 C∗.
D’où le lemme. 2
On peut maintenant donner la preuve du Théorème 1.1 comme suit :
D’après le Théorème 3.1 et le Corollaire 3.3 de [13], pour prouver le
Théorème 1.1, il suffit de montrer qu’il existe une constante C > 0 telle
que pour tout t > 0 et tout (s,m) ∈ C(N), on a :
pt
(
(s,m), (s,m)
)
6Ct− n2 .
Or, d’après le résultat de [6] (p. 592), on a
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pt
(
(s,m), (s∗,m∗)
)
= (ss∗)− n−22 12t e
− s2+s2∗4t
+∞∑
j=0
Iνj
(
ss∗
2t
)
φj (m)φj (m∗),(2.4)
où Iν(z) est la fonction de Bessel modifiée. En particulier, quand (s,m)=
(s∗,m∗) ; si on note τ = t/s2, alors,
pt
(
(s,m), (s,m)
)= s−(n−2) 1
2t
e−
s2
2t
+∞∑
j=0
Iνj
(
s2
2t
)
φ2j (m)
= s−n 1
2τ
e−
1
2τ
+∞∑
j=0
Iνj
( 1
2τ
)
φ2j (m).
Donc, pour montrer le Théorème 1.1, il nous reste à prouver qu’il
existe une constante C > 0 telle que :∣∣∣∣∣ 12τ e− 12τ
+∞∑
j=0
Iνj
( 1
2τ
)
φ2j (m)
∣∣∣∣∣6 C τ− n2 , ∀m ∈N, ∀τ > 0.
En effet, d’après le Lemme 2.1 et la preuve du Lemme 5.1 de [25]
(p. 421), on obtient l’estimation précédente.
On prouve la Proposition 1.3 pour achever cette section :
Soient (s∗,m∗) ∈ C(N), r > 0 fixés, on note Σ = {(s,m) ∈ C(N);
|s − s∗| + min(s, s∗)dN(m,m∗) < r}. Dans la preuve du Lemme 3.1.2
de [17] (p. 154), on a montré qu’il existe une constante C∗ > 1 telle que
pour tout (s∗,m∗) ∈C(N) et tout r > 0, on a :
C−1∗
∫∫
Σ
hn−1 dhdµN(m)6µ
(
B
(
(s∗,m∗), r
))
6C∗
∫∫
Σ
hn−1 dhdµN(m),
∫∫
Σ
hn−1 dhdµN(m)6C∗
r∫
0
∫
dN(m,m∗)< r−hs∗
dµN(m)(s∗ + h)n−1 dh.
Donc, pour prouver la Proposition 1.3, il nous reste à montrer qu’il
existe une constante C∗ > 1 telle que :
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C−1∗ r
n 6
r∫
0
∫
dN(m,m∗)< r−hs∗
dµN(m)(s∗ + h)n−1 dh6 C−1∗ rn,
∀(s∗,m∗) ∈ C(N), ∀r > 0.
En effet,
(1) Si s∗ 6 r , d’après la compacité de N , on a d’une part,
r∫
0
∫
dN(m,m∗)< r−hs∗
dµN(m)(s∗ + h)n−1 dh6
r∫
0
µN(N)(r + h)n−1 dh
6C rn;
d’autre part,
r∫
0
∫
dN(m,m∗)< r−hs∗
dµN(m)(s∗ + h)n−1 dh
>
r
2∫
0
∫
dN(m,m∗)< r−hs∗
dµN(m)h
n−1 dh> C∗ rn.
(2) On suppose maintenant que s∗ > r . D’après la compacité de N et
dimN = n− 1, on a d’une part,
r∫
0
∫
dN(m,m∗)< r−hs∗
dµN(m)(s∗ + h)n−1 dh6µN
(
BN
(
m∗,
r
s∗
))
r (2s∗)n−1
6C∗
(
r
s∗
)n−1
r (2s∗)n−1;
d’autre part,
r∫
0
∫
dN(m,m∗)< r−hs∗
dµN(m)(s∗ + h)n−1 dh
> sn−1∗
r
2∫
0
∫
dN(m,m∗)< r2s∗
dµN(m)dh> sn−1∗
r
2
C∗
(
r
2s∗
)n−1
>C∗ rn.
Ceci achève la preuve de la Proposition 1.3.
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3. Preuve du Théorème 1.2
Pour montrer le Théorème 1.2, on établit d’abord les lemmes prélimi-
naires suivants :
LEMME 3.1. – On a uniformément pour tout (s,m), (s∗,m∗) ∈C(N) :
d2
(
(s,m), (s∗,m∗)
)∼ (|s − s∗| +min(s, s∗)dN(m,m∗))2
∼ (s − s∗)2 + ss∗d2N(m,m∗).
Preuve. – Par le Lemme 3.1.1 de [17] (p. 152), on sait qu’il existe une
constante C > 0 telle que pour tous (s,m), (s∗,m∗) ∈C(N), on a :
C
[|s − s∗| +min(s, s∗)dN(m,m∗)]
6 d
(
(s,m), (s∗,m∗)
)
6 2
[|s − s∗| +min(s, s∗)dN(m,m∗)].
Or, pour ρ0 > 0 fixé, il existe une constante C(ρ0) > 1 telle que pour
tout 06 y <+∞ et tout 06 ρ 6 ρ0, on a :
C(ρ0)
−1[(y − 1)2 + yρ2]6 [|y − 1| +min(y,1)ρ]2
6C(ρ0)
[
(y − 1)2 + yρ2].
On a donc[|s − s∗| +min(s, s∗)dN(m,m∗)]2 ∼ (s − s∗)2 + ss∗d2N(m,m∗),
uniformément pour tous (s,m), (s∗,m∗) ∈C(N).
D’où le lemme. 2
LEMME 3.2. – Si δ > 1/2; alors pour C2 > 0 fixé, il existe une
constante C1 > 0 telle que :
√
t
s
(
t
ss∗
)−(δ+1/2)
6 C1eC2
(s−s∗)2
t , ∀ t
ss∗
> 1, où s, s∗, t > 0.
De plus, si δ < 1/2, il n’existe pas de constantes C1,C2 > 0 telles que
l’estimation précédente soit vraie.
Preuve. – En effet, si δ > 1/2 et C2 > 0, pour tout tss∗ > 1, on a
√
t
s
(
1
/( t
ss∗
)) 1
2+δ
6
√
t
s
(
1
/( t
ss∗
))
= s∗√
t
6 2
(
1+ 2
C2
)
eC2
(s−s∗)2
t .
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De plus, si δ < 1/2, on pose s = t 12+ 21−2δ et s∗ = t 12+1. Alors, quand
0< t 6 1, on a t
ss∗ > 1 et
C1e
C2
(s−s∗)2
t 6 C1e2C2,√
t
s
(
1
/( t
ss∗
)) 1
2+δ = t− 21−2δ ( 12−δ)+( 12+δ) = tδ− 12 →+∞,
quand t→ 0+.
Ceci achève la preuve du lemme. 2
LEMME 3.3. – Si N est une variété riemannienne compacte, connexe,
sans bord et de dimension n − 1 > 2. Alors, il existe deux constantes
C1 > 0 et 0 < C2 < 1/4, qui dépendent des propriétés de N , telles que
pour tout 0< t 6 1 et tout (m,m∗) ∈N ×N , on a :[
t
∣∣∣∣∂2pt∂t2
∣∣∣∣+ t1/2∣∣∣∣∇N(m) ∂∂t pt
∣∣∣∣+ t−1/2|∇N(m)pt |
+ ∣∣∇2N(m)pt ∣∣]((1,m), (1,m∗))6 C1t− n+22 e−C2 d2N (m,m∗)t .
Preuve. – On va développer des idées de [25] pour montrer ce lemme.
Puisque pt est C∞, pour montrer ce lemme, il suffit de prouver que
l’inégalité précédente est vraie quand m 6=m∗. Dans la suite, on suppose
que m 6= m∗, on fixe une fonction φ ∈ C∞0 (R) telle que 0 6 φ 6 1,
Suppφ ⊆ [−δ0, δ0] et φ(s)= 1 pour |s|6 δ0/4 avec 0< δ0min(1, ρ)
(ρ est le rayon d’injectivité de N ). Alors, d’après les résultats de [25]
(pp. 432–433), on a :
pt
(
(1,m), (1,m∗)
)
= 1
2pit
{
(−1)n∑
j
φj (m)φj (m∗)
ν2nj
pi∫
0
(
∂
∂s
)2n[(
1− φ(s))e− (1−cos s)2t ]
× cos νj s ds −
∑
j
sinνjpi
ν2nj
φj (m)φj (m∗)
+∞∫
0
[(
∂
∂s
)2n
e−
(1+cosh s)
2t
]
× e−νj s ds
}
+ 1
2pit
pi∫
0
φ(s)e−
(1−cos s)
2t cos νs(m,m∗) ds.
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De plus, d’après les résultats de [3] (pp. 255–258), [4] (p. 5) ou [14]
(§17.4.), on a :
coshν(m, m∗)=
K∑
k=0
Uk(m, m∗)h
(h2− d2N(m, m∗))k−l+
0(k− l + 1)
∣∣∣
l= (n−1)+12
+hCK(h, m, m∗),
pour tout 0 < h 6 δ0 et tout m 6= m∗ ∈ N , où Uk(m, m∗) ∈ C∞(N ×
N) et (h
2−d2
N
(x, x∗))k−l+
0(k−l+1) |l= n2 a le sens de §3.4. de [11] ; CK(h, x, x∗) ∈
C2([0, δ0] ×N ×N) (si on choisit K assez grand) et CK(h, x, x∗)= 0
quand dN(x, x∗) > h.
Mais,
pi∫
0
φ(s)e−
(1−cos s)
2t s
(s2 − d2N(m, m∗))k−
n
2+
0(k − n2 + 1)
ds
=
pi∫
0
{(
− 1
2s
d
ds
)j [
φ(s)e−
(1−cos s)
2t
]}
s
(s2 − d2N(m, m∗))j+k−
n
2+
0(j + k + 1− n2 )
ds,
∀k, j ∈N.
Alors, d’après le Lemme 2.1 et les informations précédentes, on peut
montrer ce lemme. 2
Maintenant, on peut donner la preuve du Théorème 1.2 comme suit :
On rappelle que pour toute f ∈ C∞(C(N)) et tout (s,m) ∈C(N), on a
∣∣∇f (s,m)∣∣2 = ∣∣∣∣ ∂∂s f (s,m)
∣∣∣∣2 + ∣∣∣∣1s∇Nf (s,m)
∣∣∣∣2.
Dans la suite, on montre que si et seulement si λ1 > n − 1, il existe
deux constantes C1 > 0, 0< C2 < 1/4 telles que pour tout t > 0 et tous
(s,m), (s∗,m∗) ∈C(N) :∣∣∣∣ ∂∂s pt((s,m), (s∗,m∗))
∣∣∣∣6C1t− n+12 e−C2 d2((s,m),(s∗,m∗))t .
En effet, par
pt
(
(s,m), (s∗,m∗)
)= t− n2 e− (s−s∗)24t · [hn2ph((1,m), (1,m∗))]|h= t
ss∗
,
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on a
∂
∂s
pt
(
(s,m), (s∗,m∗)
)
= −s − s∗
2t
pt
(
(s,m), (s∗,m∗)
)
− t− n2 e− (s−s∗)
2
4t
1
s
{
h
d
dh
[
h
n
2ph
(
(1,m), (1,m∗)
)]}
h= tss∗
.
D’une part, d’après le Théorème 1.1 et le Lemme 3.1, on a :∣∣∣∣− s − s∗2t pt((s,m), (s∗,m∗))
∣∣∣∣
=
∣∣∣∣s − s∗2t
∣∣∣∣t− n2 e− (s−s∗)24t · [hn2ph((1,m), (1,m∗))]|h= tss∗
6 2t− n+12 e−
(s−s∗)2
16t
[
C1e
−C2 d
2((1,m),(1,m∗))
h
]
h= tss∗
6 C∗t−
n+1
2 e−C
∗ d2((s,m),(s∗,m∗))
t .(3.1)
Dans la suite, on va estimer∣∣∣∣t− n2 e− (s−s∗)24t 1s
{
h
d
dh
[
h
n
2ph
(
(1,m), (1,m∗)
)]}
h= t
ss∗
∣∣∣∣.
De deux choses l’une :
1. Si h= t
ss∗ < 1. D’après le Théorème 1.1 et le Lemme 3.1, on a :∣∣∣∣t− n2 e− (s−s∗)24t 1s
{
h
d
dh
[
h
n
2ph
(
(1,m), (1,m∗)
)]}
h= tss∗
∣∣∣∣
6 t− n+12 e−
(s−s∗)2
4t
√
t
s
{
C∗ e−C
∗d2((1,m),(1,m∗))/( tss∗ )
}
6 C t− n+12 e−C∗
d2((s,m),(s∗,m∗))
t ,
puisque pour tout C1 > 0, il existe une constant C2 > 0 telle que :
√
t
s
6
(
s∗
s
) 1
2
6 C2
e2
eC1
s∗
s 6C2eC1
(s−s∗)2
ss∗ 6C2 eC1
(s−s∗)2
t , ∀ t
ss∗
6 1.
2. Si h= t
ss∗ > 1, par (2.4), on a
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h
n
2ph
(
(1,m), (1,m∗)
)
= hn−22 1
2
∑
j
e−
1
2h Iνj
( 1
2h
)
φj (m)φj (m∗)
= 1
2
√
pi
∑
j
h
n−2
2 −νj
0( 12 + νj )
1∫
0
e−
a
h
[
a(1− a)]νj− 12 da φj (m)φj (m∗),
en remarquant que par [24] (p. 84), pour τ >−1/2 et ω > 0, on a
√
pi0
(1
2
+ τ
)
e−ωIτ (ω)= e−ω
(
ω
2
)τ 1∫
−1
e−ωh
(
1− h2)τ− 12 dh
=
(
ω
2
)τ 1∫
−1
e−ω(1+h)
(
1− h2)τ− 12 dh
=
(
ω
2
)τ 2∫
0
e−ωh
[
h(2− h)]τ− 12 dh
= (2ω)τ
1∫
0
e−2ωh
[
h(1− h)]τ− 12 dh.
D’après (2.1) et (2.2), quand h= t
ss∗ > 1, on a :
t−
n
2 e−
(s−s∗)2
4t
1
s
{
h
d
dh
[
h
n
2ph
(
(1,m), (1,m∗)
)]}
h= tss∗
= 1
2
√
pi
t−
n+1
2 e−
(s−s∗)2
4t
√
t
s
{
h
[
d
dh
(
h
n−2
2 −ν1
0( 12 + ν1)
1∫
0
e−
a
h
× [a(1− a)]ν1− 12 da)]ϕ(m,m∗)+O(hn−22 −ν∗2 )
}
= C(ν1) t− n+12 e− (s−s∗)
2
4t
√
t
s
h
n−2
2 −ν1
1∫
0
e−
a
h
[
a(1− a)]ν1− 12 da
×
{
ϕ(m,m∗)+O(hν1−ν∗2 )+O(1
h
)}
.
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Par conséquent, d’après (3.1) et les Lemmes 3.2 et 3.1, on peut montrer
le résultat cherché.
De la même façon, on peut montrer les autres résultats du Théo-
rème 1.2.
4. Des applications des Théorèmes 1.1 et 1.2
Le but de cette section est de donner quelques applications des
Théorèmes 1.1 et 1.2.
Dans un premier temps, nous étudions les multiplicateurs dans le
cadre des variétés coniques à base compacte ; nous établissons des
résultats analogues à ceux de [1]. Pour d’autres résultats concernant les
multiplicateurs, on peut se réferer par exemple à [5,9,10,12,15,19–23,26,
28], etc.
Si
∫ +∞
0 λdEλ désigne la représentation spectrale de −4. Soit ϕ une
fonction mesurable et bornée sur R, d’après le théorème spectral, on
peut définir l’opérateur ϕ(−4)= ∫ +∞0 ϕ(λ) dEλ. On veut considérer les
multiplicateurs :
mα,β(λ)=ψ(|λ|)|λ|−β/2ei|λ|α/2 , m(λ)= (1+ |λ|)−β/2eit |λ|,
α,β > 0,
où ψ est une fonction C∞, 0 pour |λ|6 1 et 1 pour |λ|> 2 ; on considère
aussi les opérateurs
Ik,α(−4)= kt−k
t∫
0
(t − s)k−1 eis(−4)α/2 ds, k,α > 0.
On sait que sin t
√−4√−4 a la propriété de propagation à vitesse 1,
voir [7] (p. 315) ; en remarquant que cos t√−4= d
dt
(
sin t
√−4√−4 ), on déduit
que cos t
√−4 (t 6= 0) a la propriété de propagation à vitesse finie,
c’est-à-dire qu’il existe une constante C > 0 telle que SuppKt(x, y) ⊆
{(x, y);d(x, y) 6 C · t} où Kt(x, y) désigne le noyau de cos t√−4.
D’après le Théorème 1.1 et la Proposition 1.3, en utilisant les démarches
de [1] ou [2], on peut obtenir les résultats suivants :
COROLLAIRE 4.1. – Si N est une variété riemannienne compacte,
connexe et de dimension n− 1> 2. On a les résultats suivants :
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(1) mα,β(−4) est borné dans Lp(C(N)) pour tout β > α n|1/p−1/2|
(16 p 6+∞).
(2) Si α ∈ N∗ ou α > n/2; alors, Ik,α(−4) est borné dans Lp(C(N))
pour tout k > n |1/p− 1/2| (16 p 6+∞).
(3) Si p > 1 et |1/p − 1/2| < β/2n. Alors, pour ε > 0 fixé, il existe
une constante Cε > 0 telle que :∥∥m(−4)f ∥∥
p
6 Cε
(
1+ |t|)n| 1p− 12 |+ε‖f ‖p, ∀f ∈ Lp(C(N)).
Ensuite, nous pouvons utiliser les Théorèmes 1.1 et 1.2 ainsi que
la Proposition 1.3 afin d’obtenir des résultats partiels concernant la
transformation de Riesz sur les variétés coniques à base compacte,
consulter [16] et [17] pour les résultats complets :
COROLLAIRE 4.2. – Si N est une variété riemannienne compacte,
connexe, de dimension n − 1 > 2. Alors, la transformation de Riesz,
∇(−4)−1/2 est de type faible (1,1) et borné dans Lp(C(N)) pour tout
1< p6 2.
COROLLAIRE 4.3. – Si N est une variété riemannienne compacte,
connexe, de dimension n − 1 > 2 et sans bord. Alors, quand λ1 <
n − 1, ∇(−4)−1/2 n’est pas borné dans Lp(C(N)) lorsque p >
n/(n2 −
√
(n−22 )
2 + λ1). De plus, quand λ1 > 2n, ∇(−4)−1/2 est de type
fort (p,p) pour tout 2< p <+∞.
En effet, par le Théorème 1.1 et la Proposition 1.3, en répétant les
démarches de [8], on peut établir le Corollaire 4.2.
Pour montrer le Corollaire 4.3, d’abord, on rappelle que ∇(−4)−1/2
est borné dans L2(C(N)) et que |∇f (s,m)|2 = | ∂
∂s
f (s,m)|2+
| 1
s
∇Nf (s,m)|2 pour tout (s,m) ∈ C(N) et toute f ∈C∞(C(N)), puisque
le noyau de l’opérateur (−4)−1/2 est égal à pi−1/2 ∫ +∞0 t−1/2pt((s,m),
(s∗,m∗)) dt ; d’après les Théorèmes 1.1 et 1.2, la Proposition 1.3 ainsi
que la théorie des intégrales singulières, on déduit que ∇(−4)−1/2 est
de type faible (1,1) et borné dans Lp(C(N)) pour tout 1 < p < +∞
quand N est une variété riemannienne compacte, connexe, de dimension
n− 1 > 2, sans bord et λ1 > 2n. On va maintenant montrer la première
partie du Corollaire 4.3 :
Soit {Uj,ψj }16j6N0 un système quelconque de coordonnées locales
sur N et soit {hj}16j6N0 une partition quelconque d’unité subordonnée à
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{Uj,ψj }16j6N0 , c’est-à-dire,
06 hj 6 1,
∑
j
hj ≡ 1 et hj ∈C∞0 (Uj ).
Alors, d’après la compacité de N , il existe une constante C > 0 telle
que : pour tout 16 j 6N0 et toute fN ∈ C∞0 (N), on a
C−1hj(m)
n−1∑
i=1
∣∣∣∣∂fN∂mi
∣∣∣∣(m)6 hj(m)∣∣∇NfN(m)∣∣6 Chj(m) n−1∑
i=1
∣∣∣∣∂fN∂mi
∣∣∣∣(m),
∀m ∈N.
Maintenant, pour 1 6 i 6 n − 1 et 1 6 j 6 N0 fixés, on définit un
opérateur Tij comme suit :
Tijf (s,m)= 1
s
hj (m)
∂
∂mi
∫
C(N)
(
pi−1/2
+∞∫
0
t−1/2pt
(
(s,m), (s∗,m∗)
)
dt
)
×f (s∗,m∗) dµ(s∗,m∗)
=
∫
C(N)
Kij
(
(s,m), (s∗,m∗)
)
f (s∗,m∗) dµ(s∗,m∗),
pour toute f ∈ C∞0 (C(N)), avec
Kij
(
(s,m), (s∗,m∗)
)
= pi−1/2 1
s
hj (m)
+∞∫
0
t−1/2
(
∂pt
∂mi
)(
(s,m), (s∗,m∗)
)
dt.
Alors,∣∣∣∣1s∇N(−4)−1/2f
∣∣∣∣(s,m)= N0∑
j=1
hj(m)
∣∣∣∣1s∇N(−4)−1/2f
∣∣∣∣(s,m)
∼∑
i,j
|Tijf |(s,m).
On en déduit que pour tout 1 < p < +∞ fixé, l’opérateur
1
s
∇N(−4)−1/2 est de type fort (p,p) si et seulement si les opérateurs
Tij sont de type fort (p,p) pour tout 16 i 6 n− 1 et tout 16 j 6N0.
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Pour ε > 0 fixé, on choisit une fonction η ∈ C∞(R+) telle que 0 6
η 6 1, η(h) = 0 quand h < ε et η(h) = 1 quand h > ε + 2 ; d’après le
quatrième résultat du Théorème 1.2, il existe une constante C(ε) > 0 telle
que : ∑
i,j
∣∣Ki,j ((s∗,m∗), (s,m))∣∣η(s)
> C(ε)
(
d
(
(s,m), (s∗,m∗)
))−( n2+√( n−22 )2+λ1), ∀s 1,
uniformément pour tout (s∗,m∗,m) ∈ [ε + 3, ε + 4] × U∗ × V∗ où U∗
et V∗ sont deux ensembles ouverts de N . L’estimation précédente nous
permet de déduire la première partie du Corollaire 4.3.
Dans toute la suite, on va utiliser les Théorèmes 1.1 et 1.2 pour
étudier la transformation de Riesz sur les variétés coniques C(C(N)) =
R+ ×C(N) où N est compacte sans bord et de dimension n− 1> 2 :
THÉORÈME 4.4. – Si N est une variété riemannienne compacte
connexe, sans bord, de dimension n − 1 > 2. ∇∗ (resp. 4∗) désigne le
gradient (resp. laplacien) sur la variété conique R+ ×C(N). Alors,
(1) pour ε > 0, p > n + 1 et C > 0 fixés, il existe une fonction
f ∈Lp(C(C(N))) avec Suppf ∈R+ × ([ε,+∞)×N) telle que :∥∥∇∗(−4∗)−1/2f ∥∥p >C ‖f ‖p;
(2) quand λ1 > n − 1, ∇∗(−4∗)−1/2 est borné dans Lp(C(C(N)))
pour tout 1< p 6 2; de plus, 1
r
∇C(N)(−4∗)−1/2 est de type faible (1,1)
et ∂
∂r
(−4∗)−1/2 est de type fort (p,p) pour tout 2< p < n+ 1;
(3) quand λ1 > n− 1, pour ε > 0 et 2< p < n+ 1 fixés, il existe une
constante C(ε,p) > 0 telle que :∥∥∇∗(−4∗)−1/2f ∥∥p 6C(ε,p)‖f ‖p, ∀f ∈Lp(C(C(N)))
avec Suppf ∈R+ × ([ε,+∞)×N);
(4) quand λ1 > 2n,∇∗(−4∗)−1/2 est de plus borné dans Lp(C(C(N)))
pour tout 2< p < n+ 1.
Pour montrer le théorème précédent, on a besoin des trois lemmes
préliminaires suivants :
LEMME 4.5. – Si N est une variété riemannienne compacte, connexe
de dimensin n − 1 > 1. Soit ρ > 0 fixé. Alors, il existe une constante
C(ρ) > 0 telle que, pour tout x ∈ C(N), on a :
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µ
(
B(y,2s) ∩B(x,ρ))6C(ρ)µ(B(y, s)∩B(x,ρ)),
∀y ∈ B(x,ρ), ∀s > 0.
Preuve. – On remarque que quand s > 2ρ ou s = 0, l’inégalité
précédente est triviale. Par la suite, on peut supposer que 0 < s < 2ρ.
On montre d’abord qu’il existe x∗ ∈ B(x,ρ) telle que :
B
(
x∗,
s
16
)
⊂ B(y, s) ∩B(x,ρ).(4.1)
De deux choses l’une :
1. Soit d(x, y) < ρ/3, on a évidemment B(y, s/16) ⊂ B(y, s) ∩
B(x,ρ).
2. Soit d(x, y)> ρ/3 ; car y ∈ B(x,ρ), il existe un chemin γ (t) : [0,1]
→C(N) tel que γ(0) = x, γ(1) = ϕ et la longueur de γ , |γ | = ρ.
On pose 0 6 t0 6 1 tel que le chemin restreint de γ , γ∗ = γ |[t0,1],
a la longueur |γ∗| = s/4. On note x∗ = γ (t0). Alors, B(x∗, s/16) ⊂
B(y, s)∩B(x,ρ).
En effet, d’après la définition de x∗, on a d’abord :
d(x∗, y)6 |γ∗| = s4 , d(x, x∗)6 |γ | − |γ∗| = ρ −
s
4
.
Donc, pour tout z ∈ B(x∗, s/16), on a :
d(x, z)6 d(x, x∗)+ d(x∗, z) <
(
ρ − s
4
)
+ s
16
< ρ
et
d(y, z)6 d(y, x∗)+ d(x∗, z) < s4 +
s
16
< s.
Par conséquent, d’après (4.1) et la Proposition 1.3, on a
µ
(
B(y, s) ∩B(x,ρ))>µ(B(x∗, s16
))
> C
(
s
16
)n
> C∗µ
(
B(y,2s)
)
>C∗µ
(
B(y,2s) ∩B(x,ρ)).
On a donc montré ce lemme. 2
LEMME 4.6. – Si N est une variété riemannienne compacte, connexe
de dimensin n−1> 1. Alors, il existe une constante C > 1 telle que pour
tout s > 0 et tout y ∈ C(N), on a :
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µC(C(N))
(
(B∗(X,2s)
)
6CµC(C(N))
(
B∗(X, s)
)
, ∀X ∈ R+ ×B
(
y,
1
2
)
,
où la boule (induite) de R+ × B(y,1/2), B∗(X, s) = BC(C(N))(X, s) ∩
(R+ ×B(y,1/2)).
De plus, pour tous (r, x), (r1, x1) ∈ C(C(N)) avec d(x, x1) < 1, on a :
1
4
[|r − r1| +min(r, r1)d(x, x1)]6 dC(C(N))((r, x), (r1, x1))
6 2
[|r − r1| +min(r, r1)d(x, x1)].
Preuve. – La preuve de ce lemme est comme celle des Proposition 3.1
et 3.2 de [18]. 2
LEMME 4.7. – Si N est une variété riemannienne compacte, connexe
de dimensin n− 1 > 1. Soient ρ > 0 et k ∈ N fixés. Soit {B(xj , ρ)}j∈N∗
une famille maximale de boule de rayon ρ, deux à deux disjointes. Alors,
il existe un entier τ > 0 tel que chaque boule B(xj0,2kρ) rencontre au
plus τ autre boules B(xj ,2kρ).
Preuve. – D’après la Proposition 1.3, on obtient immédiatement ce
lemme. 2
Or
∣∣∇∗f (r, (s,m))∣∣2 = ∣∣∣∣ ∂∂r f (r, (s,m))
∣∣∣∣2 + ∣∣∣∣1r ∂∂s f (r, (s,m))
∣∣∣∣2
+
∣∣∣∣1r 1s∇Nf (r, (s,m))
∣∣∣∣2
pour toute f ∈ C∞(C(C(N)) et tout (r, (s,m)) ∈ C(C(N)), d’après
les Théorèmes 1.1 et 1.2, la Proposition 1.3, le Corollaire 1.5 ainsi
que les trois lemmes précédents, en utilisant les démarches de [17]
et [18], on peut obtenir le Théorème 4.4. Par exemple, on peut deduire le
premier résultat du Théorème 4.4 en considérant l’adjoint de l’opérateur
1
r
[ 1
s
∇N(−4∗)−1/2] et en utilisant le quatrième résultat du Théorème 1.2.
Je tiens à remercier le Directeur de Recherche, Monsieur Noël Lohoué,
pour ce sujet et son soutien constant.
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