Abstract. Volumetric medical images of a single subject can be acquired using different imaging modalities, such as computed tomography, magnetic resonance imaging (MRI), and positron emission tomography. In this work, we present a semiautomatic segmentation algorithm that can leverage the synergies between different image modalities while integrating interactive human guidance. The algorithm provides a statistical segmentation framework partly automating the segmentation task while still maintaining critical human oversight. The statistical models presented are trained interactively using simple brush strokes to indicate tumor and nontumor tissues and using intermediate results within a patient's image study. To accomplish the segmentation, we construct the energy function in the conditional random field (CRF) framework. For each slice, the energy function is set using the estimated probabilities from both user brush stroke data and prior approved segmented slices within a patient study. The progressive segmentation is obtained using a graph-cut-based minimization.
Introduction
Accurate spatial delineation of the tumor and the critical normal organs is an essential factor of the treatment outcome in radiotherapy. The treatment plan is designed to deliver a high dose of radiation to the tumor while restricting a tolerable dose to adjacent normal tissues. For this purpose, multiple image modalities are often used for better visualization of the tumor and its extent. Computed tomography (CT) provides high resolution of anatomical structures and remains the clinical standard for volume definition and dose calculation. One limitation of CT is the lack of contrast resolution for soft-tissue structures. Magnetic resonance imaging (MRI), on the other hand, improves soft tissue contrast in many anatomical sites. Positron emission tomography (PET) reveals functional information that is invisible in CT and MRI. However, challenges arise in delineation by human experts when multiple image modalities are used simultaneously. Studies have shown that tumor volumes delineated in a patient with different image modalities do not agree well [1] [2] [3] and are not interchangeable, 2 leading to variations in dose conformation, which is critical in modern high-precision radiotherapy techniques such as intensity modulated radiotherapy and proton beam therapy.
We have developed a semiautomatic approach that addresses the need within computational methods to facilitate the human interpretation of quantitative information from multiple image modalities, with a goal to obtain a more consistent segmentation across modalities. Despite increasing progress in fully automatic segmentation, methods have not yet reached reliable quality. [4] [5] [6] Human interventions are, therefore, still needed and required in clinical practice to proofread the results, resulting in little or no significant time saving compared to semiautomatic approaches. 4 Therefore, clinicians have expressed a need for semiautomatic tools to delineate anatomic volume in radiotherapy, 7 which is the focus of our work. Our method makes use of adaptive machine learning, guided by human experts, in the conditional random fields (CRFs) framework. 8 We define purely probabilistic regional and boundary terms in the energy function of a CRF, which can be minimized with a max-flow/min-cut algorithm to obtain a segmentation. The terms are statistically estimated from logistic regression models of which the parameters are interactively learned from the expert user using brush strokes to indicate tumor and nontumor tissue samples. The same tool allows for correction of the segmentation as well as refining of the model parameters. An overview of our segmentation method is shown in Fig. 1 .
To our knowledge, a semiautomatic approach that uses patient-specific statistical boundary model of the tumor from multimodal medical images for the pairwise potentials in CRF has not been previously reported. In addition, using the contour delineation tool familiar to human experts for training both regional and boundary models is highly desirable in clinical practice. We evaluated our method with 20 high-grade and 10 low-grade tumor cases from four modalities of MRI images, which were obtained from Medical Image Computing and Computer Assisted Intervention Society (MICCAI) brain tumor segmentation competitions in 2012 and 2013.
Related Works
Most of the semiautomatic or interactive methods for MRI brain tumor segmentation rely on an active contour or a level set. The user initializes a contour inside or outside the target structure to be segmented. The contour then evolves toward the boundary of the target iteratively via optimization of an energy function formulated with image gradient (edge) and curve regulation. Wang et al. 9 proposed the fluid vector flow contour model to overcome the limitation of traditional active contour models that cannot capture acute concave shapes of a tumor. To integrate multiple MRI modalities into these algorithms, Cobzas et al. 10 incorporated tissue classification with high-dimensional features into the level-set method such that the level-set energy minimization is equivalent to maximizing the a posteriori probability of the partitioning (inside/outside the contour). Ho et al. 11 fit a histogram of the difference between pre-and postcontrast T1 with a mixture of Gaussian and Poisson models to derive tumor and normal tissue probability maps for region competition in level-set evolution. Hamamci et al. 12 introduced a tumor-cut algorithm that constructs a tumor probability map from a seeded cellular automata segmentation, 13 followed by a level set evolving on the tumor probability map to impose spatial smoothness.
Fully automatic methods usually formulate the MRI brain tumor segmentation task as a supervised voxel-wise classification problem, requiring learning a model that uses the MR image intensities or textures to discriminate between normal and tumor voxels. Many approaches are based on machine-learning techniques. Cai et al.
14 trained a support vector machine (SVM) with interpatient samples to obtain a more generalizable tissue classification, while Ruan et al. 15 used intrapatient samples. Zikic et al. 16 combined additional probabilities from a Gaussian mixture model of image features for tissue appearance as the input to the decision forest classification. Voxel-wise classification approaches, however, cannot achieve smooth segmentation results without using neighborhood relationships for spatial regularization after initial classification. One of the options is to use Markov random fields (MRFs) or CRF to penalize discontinuity. MRFs were first applied to binary image denoising by Greig et al. 17 to model the a priori distribution of the class assignments in the Bayesian formulation of a posteriori probability of a clean image, given a noisy image. The prior reflects the belief that a cleaner image consists of large homogeneous patches. Therefore, a locally dependent MRF that models pairwise interaction is a natural choice for the prior that penalizes discontinuity in class assignments of a pair of neighboring pixels. Additionally, the authors showed that the maximum a posteriori (MAP) estimation of the class assignments can be obtained by a graph max-flow/min-cut algorithm. CRFs introduced by Lafferty Fig. 1 The overview of the proposed segmentation work flow. In the initial training phase, brush strokes indicating tumor and nontumor samples are drawn on a few training multimodal image slices. Parameters of the regional logistic regression model (P1) are calculated. In CRF, the regional term of the energy function is estimated from the regional model along with a contrast-based boundary term to obtain MAP estimation of the segmentation of the training slices via graph cut minimization (S1). Additional brush strokes are optional for correction to re-estimate the regional model parameters for CRF graph cut until the segmentation on the training slices is accepted. The parameters of the boundary logistic regression model (P2) are estimated from the accepted segmentation. Once both regional and boundary regression models are trained for our CRF energy function, MAP estimation segmentation can be obtained automatically from the other image slices via minimization of the CRF energy function (S2).
Journal of Medical Imaging 024503-2 Apr-Jun 2016 • Vol. 3 (2) et al., 8 in which unknown labels are globally conditioned by the observations, relax the local dependency assumption that is needed in MRFs to model observations for factorization, thus allowing the use of arbitrary attributes of the observations without explicitly modeling them. Nie et al. 18 introduced spatially weighted MRF for the prior in the same Bayesian formulation of the MAP problem for brain tumor segmentation. The discontinuity penalty is weighted according to the spacial resolutions of different MRI modalities. Instead of processing on individual voxels, Zhao et al. 19 applied an MRF on oversegmented supervoxels, a technique commonly seen in natural scene segmentations. Lee et al. 20 computed posterior probability distributions from SVMs for the CRF unary potential and presented a local-consistency measure for pairwise potential that encourages spatial continuity. Bauer et al. 21 used a multistage approach that obtains a coarse segmentation from SVM and then renders smoother results by using three-dimensional (3-D) and twodimensional (2-D) CRF regularization. Motivated by Zikic et al., Meier et al. 22 extended this approach by incorporating a probability map from a density forest as additional input to a classification forest and using the Bhattacharyya distance for pairwise potential in CRF as the discontinuity penalty.
Previously, we have proposed a CRF framework with statistical pairwise potential for liver and kidney segmentation in CT images. 23, 24 In this work, we extend our framework to multimodal images. Taking advantage of direct modeling of a posteriori distribution in CRF, we introduce a purely probabilistic pairwise boundary term for multimodal images while maintaining the MAP inference. In our framework, we formulate the segmentation problem as an energy-minimization problem of a CRF. Such an energy-minimization scheme has also been used in Bauer et al. 21 and Meier et al. 22 In their works, the energy-minimization functions as a spatial regularization on the classified labels in a postprocessing step after the initial voxelwise classification is obtained. In contrast, the energy minimization in our work is classification rather than just regularization since we directly derive both a regional (voxelwise) discriminative classification model and a boundary (pairwise) discriminative classification model from the energy function. Both models are case-specific and are trained from the manual inputs.
Another difference between our method and those of Bauer et al. and Meier et al. is the degree of automation in the segmentation process. The goal of Bauer et al. and Meier et al. is to create a fully automated technique, with separate training and application steps. In clinical practice, this implicitly means that the required expert oversight and correction of possible errors must be handled as a separate, fully manual postprocessing step. Automatic methods are potentially faster in cases in which the study images are well represented by the training set since the amount of subsequent correction of segmentation errors may be small. In this work, we relax the goal of full automation using the CRF to merge the expert manual input more in the spirit of online or reinforcement learning. The required manual interaction is balanced by the ability to adapt to differences in instrumentation, differences between training and study patient groups, or changes in protocols. Studies 25 have reported that-even within the same protocol, body region, scanner, and patient-MRI images acquired at different times may appear different due to a variety of scanner-dependent variations. Therefore, models implemented with interpatient training for segmentation might not be robust. 26, 27 3 Methods
Conditional Random Fields
Let G ¼ ðV; EÞ be the graph representing an image with N voxels or nodes indexed by i, where V ¼ fij1 ≤ i ≤ Ng, E ¼ ffi; jgji ∈ V; j ∈ N i g, and N i are neighbors of voxel i in a neighborhood system such as four-connected or eightconnected systems in 2-D. We treat the segmentation problem as a classification problem in a stochastic process, i.e., assigning a class label for each node in the graph based on the observed image features. Let X ¼ ðX i Þ i∈V be the multivariate random variable of such assignments. x is an assignment instance and x i is the class assignment for node i. Let Y ¼ ðY i Þ i∈V be the multivariate random variable of images and y i be the extracted image feature vector at node i. For example, y i ¼ ðFLAIR i ; T1 i ; T2 i Þ is the image intensity of MRI Flair, T1 and T2 sequences at voxel i. The segmentation problem can be simply described as finding an assignment x such that the conditional probability PðX ¼ xjY ¼ yÞ or PðxjyÞ is maximum, i.e., obtaining an MAP estimate of x.
A CRF obeys the Markov property as does MRF. By definition, the factorization of the conditional probability characterized by a Gibbs distribution has the form E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 1 ; 3 2 6 ; 4 9 3
For image segmentation, r i represents a regional term that describes the relationship between the multimodal images y and label assignment x i . The boundary term u ij describes the relationship between the multimodal images y and label assignments for the pair of neighboring x i and x j . The constant λ is a weight to penalize discontinuity. It should be pointed out that the global image data y are contained in both r i and u ij . That is, CRF allows the use of not only the image features limited at voxel i but also, without scarifying the MAP inference of random fields, more remote image features such as contextual local pattern 28 and image patches. 29 In this work, we use additional first-order statistical features in a region centered by a voxel. More details are described in Sec. 4.2.1. The extracted image features simply become a new image modality in our framework.
Logistic Regression Models
To keep the CRF framework purely statistical without restrictive assumptions, a probabilistic function is a sensible choice for both regional and boundary terms. We define E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 2 ; 3 2 6 ; 2 1 6 r i ðx i ; yÞ ¼ − ln pðx i jy i Þ
and E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 3 ; 3 2 6 ; 1 7 4 u ij ðx i ; x j ; yÞ ¼ 0;
For biclass segmentation, i.e., x i ∈ f0;1g, the posterior probabilities can be modeled with logistic regression models. Let β ¼ ðβ 0 ; β 1 ; : : : ; β K Þ, where K is number of modalities, be the model parameters for the regional term and y 0 i ¼ ð1; y i Þ. Thus, the probability that pixel i belongs to target class,
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and the probability for nontarget class pðx i ¼ 1jy i Þ is simply E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 5 ; 6 3 ; 7 0 6 pðx i ¼ 1jy i Þ ¼ 1 − p i :
As for the boundary term, we define a new feature vector z ij ¼ ðz ij 1 ; z ij 2 ; : : : ; z ij K Þ, j ∈ N i , where z ij k ¼ jy i k − y j k j. Let the model parameters be γ ¼ ðγ 0 ; γ 1 ; : : : ; γ K Þ and z 0 ij ¼ ð1; z ij Þ. Then, the probability that there is a boundary between the neighboring pixel i and j is E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 6 ; 6 3 ; 6 2 0 p ij ¼ pðx i ≠ x j jy i ; y j Þ ¼
In practice, we fit the model parameters using a stochastic gradient descent.
Energy Minimization
Following the minimization scheme proposed by Greig et al. 17 and Boykov et al., 30 we show that our energy function in Eq. (1) can be minimized by a graph max-flow/min-cut algorithm. With the definition of Eq. (3), we have E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 7 ; 6 3 ; 4 7 9 u ij ð0;0; yÞ ¼ u ij ð1;1; yÞ ¼ 0; for x i ¼ x j ;
therefore E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 8 ; 6 3 ; 4 3 6 u ij ð0;0; yÞ þ u ij ð1;1; yÞ ≤ u ij ð1;0; yÞ þ u ij ð0;1; yÞ:
According to Kolmogorov and Zabih, 31 with Eq. (8), our energy function is graph representable and can be minimized by a graph cut.
Experiments

Data Set
To evaluate our method, we use the training data set from the MICCAI Brain Multi-Modal Tumor Segmentation Challenge [BRATS 2012 and 2013 (Private communication with the organizer has confirmed that BRATS 2012 and BRATS 2013 have the same training cases)]. Twenty clinical high-grade (HG) cases and 10 low-grade (LG) cases, each with four MRI modalities-flair, T1, T1 contrast (T1c), and T2 imageswere evaluated. In the context of radiation treatment planning, we focus on gross tumor volume (GTV) segmentation. The GTV is defined as the abnormal region that can be seen in the image, which is the entire visible tumor. A GTV in the data set consists of up to four different tumor tissue types presented: (1) edema, (2) enhancing core, (3) nonenhancing core, and (4) necrotic. We, however, applied our method to biclass segmentation, in particular, GTV or non-GTV. For each case, the union of ground truths of the four possible tumor tissue types serves as the single GTV ground truth for our evaluation. For active tumor and edema segmentations in BRATS 2012, we first obtained a GTV segmentation and then further partitioned the GTV into active tumor and edema by performing an additional biclass (active tumor and edema) segmentation.
Image Feature Extraction and Training
Image feature selection
We first used three cases for probing important features in multimodal MRI images for GTV segmentation. In addition to the original image intensities, seven additional candidate features were extracted: minimum, maximum, gradient, entropy, spot, ripple, and edge, where minimum is the local minimum of a neighborhood around each pixel, maximum is the local maximum of a neighborhood around each pixel, and entropy is the minimum number of bits needed to encode the local gray-level Table 1 Feature ranking reported by a random forest in three probing HG cases. Four features are ranked among the 10 most important in all three cases across different modalities: intensity (int), maximum (max), minimum (min), and entropy (ent). 32 We generated the features with small five-pixel radius patches (a common window size in medical image analysis 33, 34 ), chosen to capture the heterogeneous characteristics presented in the GTV. For selecting important features, a random forest with 100 decision trees was trained using 32-D features from the three probing cases with ground truth provided in the MICCAI data set. The feature selection random forest ranked intensity, minimum, maximum, and entropy as the most important features across all four MRI modalities. Laws' image features were not as important and thus were excluded from our models. Table 1 shows the rankings of features in the three probing cases. As a result, feature images were generated with the selected features for each of the MRI modalities, resulting in a 16-D feature vector per voxel. Figure 2 shows the example of the resulting feature images from one HG case.
Training
An experienced specialist drew the brush strokes on three image slices for each case to obtain samples for training the case-specific models. One training slice is in the middle section of the tumor and the other two training slices are 10 to 20 slices apart superiorly and inferiorly from the middle slice. GTVs are visible across 30 to 100 slices depending on cases in the data set. Figure 3 shows examples of training slices with brush strokes from one case for GTV segmentation [ Fig. 3(a) ] and active tumor segmentation [ Fig. 3(b) ]. Case-specific models are trained as follows: sample voxels under the red and blue brush strokes, indicating tumor tissue class and nontumor tissue class, respectively, were used to train the regional logistic regression model in Eq. (4); neighboring voxel pairs straddling the boundaries of the ground truth, treated as the accepted segmentation in our proposed work flow, and randomly selected neighboring voxel pairs not on the boundaries on those training slices were collected to train the boundary logistic regression model in Eq. (6) . The patient specific models obtained from the training slices were used in the CRF framework to automatically segment all other slices in the same case. The segmentation for each slice is done in 2-D. The graphical framework can be applied for volumetric (3-D) segmentation, however, as manual segmentation is performed slice-wise in the clinical setting, we believe that the tool might be more intuitive to use in the same fashion. We did not perform any manual postediting on the results in this evaluation, although such editing using brush strokes for retaining the models to improve the segmentation can be easily done in our framework as we have demonstrated in our previous work 24 for single-modality segmentation. 
Results
We compare the similarity of the segmented results and the ground truth using Dice coefficient (Dice). Dice from the models with intensity-only feature The score includes both high-grade and low-grade training cases. However, they did not clearly specify the number of cases that they used to obtain the scores, so it is difficult to make a direct comparison. Further their method requires tremendous computing resources that are not practical in clinical settings. Meier et al. performed well in both onsite challenge cases and offsite training cases and also used CRF. This is the main reason we choose Meier et al. for comparison. Dices of active tumor and edema segmentations are compared against the Dices from Hamamci et al. 12 reported in BRATS 2012. Himamci et al. is the only semiautomatic method presented in BRATS 2012. They also used brush strokes for user guidance to initiate a grow-cut segmentation with a tumor probability map, followed by a level-set evolution. Table 2 shows the GTV Dice coefficients of the comparison, and Table 3 Figures 9 and 10 demonstrate two challenging examples for HG and LG cases, respectively. In the HG example, the tumor indicated by the ground truth has very indefinite boundary appearance (pointed by the arrow in the figure) in all MRI modalities. The optimal cut found by the algorithm may not be decisive. In the LG example, the first row shows a slice close to a training slice. Classification models generated from the training slice produced the result (the overlay in red color) in column (d) in the figure. The second row shows a slice at the inferior part of the tumor. Our algorithm failed to segment the tumor indicated by the ground truth (the overlay in cyan color). This may be because (1) the classification models learned with image features from the training slices are not applicable due to the substantially different image intensity distribution in the tumor on the slice to be segmented and (2) the tumor is difficult to distinguish from the normal tissue, and, in such case, it becomes a difficult task for any classifier.
In this study, we did not examine the effect of user interaction on segmentation quality. We have examined this aspect in a previous study 24 of kidney segmentation in CT using the same framework. In that study, agreement of interobserver segmentations using our framework was 99% compared to 98% in manual segmentation.
Conclusions and Future work
We have presented a semiautomatic approach for multimodality medical image segmentation using CRF framework. In the energy function, we have introduced purely probabilistic regional and boundary terms that are estimated from logistic regression models. The case-specific models are directly trained from expert user inputs with brush strokes and accepted segmentations on the training slices, allowing for the method to adaptively learn from human guidance.
In our evaluation, with just a few training slices (three per case), we showed that tumor segmentations from our method on multimodality images are more accurate than a similar automatic method using CRF and a semiautomatic method using grow-cut and active contour in terms of Dice coefficients when compared to ground truth. Since our regional term in CRF is common among methods using a Bayesian approach, the results suggest the major advantage of using a discriminative model introduced in our method for the pairwise term in CRF. It directly models target-specific boundary probability distribution via training, instead of using some dissimilarity metric between two tissue classes, which may not represent the true boundary of the target. Further, our semiautomatic approach with a tool familiar to users increases its usability in the clinical practice.
Using the same purposed framework, future works will include addressing multiclass segmentation and experimenting alternative statistical models for the regional and boundary. We also are considering attending future BRATS onsite challenges in the near future once we have extended our method to multiclass segmentation. 
