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Population Symbolic Covariance
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Valadas
Abstract. Symbolic Data Analysis (SDA) is a relatively new field of
statistics that extends classical data analysis by taking into account
intrinsic data variability and structure. As SDA has been mainly ap-
proached from a sampling perspective, we introduce population formu-
lations of the symbolic mean, variance, covariance, correlation, covari-
ance matrix and correlation matrix for interval-valued symbolic vari-
ables, providing a theoretical framework that gives support to interval-
valued SDA. Moreover, we provide an interpretation of the various defi-
nitions of covariance and correlation matrices according to the structure
of micro-data, which allows selecting the model that best suits specific
datasets. Our results are illustrated using two datasets. Specifically, we
select the most appropriate model for each dataset using goodness-of-
fit tests and quantile-quantile plots, and provide an explanation of the
micro-data based on the covariance matrix.
Key words and phrases: Symbolic data analysis, interval-valued vari-
ables, symbolic covariance matrix.
1. INTRODUCTION
The volume and complexity of available data in virtually all sectors of society
has grown enormously, boosted by the globalization and the massive use of the
Internet. New statistical methods are required to handle this new reality, and
Symbolic Data Analysis (SDA), proposed by Diday in [1], is a promising research
area.
When trying to characterize datasets, it may not be convenient to deal with
the individual data observations (e.g. because the sample size is too large), or
we may not have access to the individual data observations (e.g. because of
privacy restrictions). In conventional data analysis, this problem is handled by
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2 M. R. OLIVEIRA ET AL.
providing single-valued summary statistics of the data characteristics (e.g. mean,
variance, quantiles). The analysis can consider multiple characteristics, but these
characteristics can only be single-valued. SDA extends conventional data analysis
by allowing the description of datasets through multi-valued features, such as
intervals, histograms, or even distributions [2, 3, 4]. These features are called
symbolic variables.
Suppose we want to analyze textile sector companies in countries all over
the world, e.g. in terms of two characteristics: number of customers and profit.
Suppose also that we do have access to the data of individual companies in
each country, but only to summary information per country. Conventional data
analysis can only deal with single-valued features, like the profit variance, profit
mean, or the mean number of customers. Instead, in SDA, the features (the
symbolic variables) can be multi-valued, e.g. one feature can be the minimum and
maximum profits, and another can be an histogram of the number of customers.
One of the main benefits of SDA has to do with the way individual data
characteristics (e.g. profit or number of customers) are described. In conventional
data analysis, since only single-valued features are available, one may need many
features to describe a given characteristic. Moreover, the features are treated
in the same way, irrespective of the characteristic they represent. For example,
one may create as features to characterize the profit of the textile sector the
mean, the variance, the maximum, the minimum, the median, the first and third
quartiles, and so on. There is then an inflation of features to explain a single
data characteristic (the profit, in this case). SDA allows explaining single data
characteristics through single symbolic data variables, better tailored to analise
that specific characteristic, and with potential gains in terms of dimensionality.
In SDA, the original data is called micro-data and the aggregated data is
called macro-data. In the previous example, the micro-data would be the data of
individual companies (labeled with the country they belong to), and the macro-
data the interval of profit (between maximum and minimum) or the histogram
of the number of customers, of the companies of each country. Our main interest
in this paper is on interval-valued data [5, 6], where macro-data corresponds to
the interval between minimum and maximum of micro-data values.
SDA is a relatively new field of statistics and has been mainly approached
from a sampling perspective. The works [3, 7, 8] introduced measures of location,
dispersion, and association between symbolic random variables, formalized as a
function of the observed macro-data values. The sample covariance (correlation)
matrices were addressed in the context of symbolic principal component analysis
in [9, 10, 11, 12, 13, 14] and more recently in factor analysis [15]. In [14] the
authors established relationships between several proposed methods of symbolic
principal component analysis and available definitions of sample symbolic vari-
ance and covariance. Other areas of statistics have also been addressed by SDA
like clustering (e.g. [16, 17]), discriminant analysis (vide e.g. [18, 19]), regression
analysis (vide e.g. [20, 21]), and time series (vide e.g. [22, 23]).
Parametric approaches for interval-valued variables have also been considered
[15, 18, 21, 24, 25, 26, 27]. Authors in [24] derived maximum likelihood estimators
for the mean and the variance of three types of symbolic random variables:
interval-valued, histogram-valued, and triangular distribution-valued variables.
In [25], authors have formulated interval-valued variables as bivariate random
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vectors in order to introduce a symbolic regression model based on the theory
of generalized linear models. The works [18, 26, 27] have followed a different
approach. In their line of work, the centers and the logarithms of the ranges
are collected in a random vector with a multivariate (skew-)normal distribution,
which is used to derive methods for the analysis of variance [26], discriminant
analysis [18], and outlier detection [27] of interval-valued variables.
The area of SDA is lacking theoretical support and our work is a step in
this direction. Preferably, the statistical methods of SDA should be grounded on
populational formulations, as in the case of conventional methods. A populational
formulation allows a clear definition of the underlying statistical model and its
properties, and the derivation of effective estimation methods.
In this paper, we derive population formulations of the sample symbolic mean,
and of three proposals for the sample symbolic variance and covariance. We then
determine the main properties of interval-valued random variables, providing a
theoretical framework that gives support to interval-valued SDA. The population
formulations of covariance and correlation matrices are also addressed. We focus
on the main definitions which result from the various sampling proposals available
in the literature, and provide an interpretation of each definition according to
the structure of micro-data, which allows selecting the model that best suits
specific datasets. This is illustrated using two datasets. Specifically, we select
the most appropriate model for each dataset using goodness-of-fit tests and
quantile-quantile plots, and provide an explanation of the micro-data based on
the covariance matrices.
The paper is structured as follows. In Section 2 we introduce the population
formulations of the symbolic mean, variance, covariance, correlation, covariance
matrix and correlation matrix for interval-valued symbolic variables, and derive
their main properties. In Section 3 we investigate conditions on the micro-data
that lead to each of the symbolic covariance matrix definition under study. We
also discuss conditions under which a null correlation matrix may be obtained for
interval-valued variables. Section 4 presents two case studies, one based on the
iris dataset and another based on credit card monthly expenses. Finally, Section
5 presents the conclusions of the paper and some directions for future work.
2. SYMBOLIC COVARIANCE FOR INTERVAL-VALUED VARIABLES
In this work, we focus on the study of interval-valued variables [28], defined in
the following way:
Definition 2.1. X = [A,B] is an interval-valued random variable defined
on the probability space (Ω,F , P ) if and only if A and B are random variables
defined on (Ω,F , P ) such that P (A ≤ B) = 1.
In general, when dealing with this type of data it is considered that only macro-
data, in the form of a real interval, [a, b], is observed. Since micro-data within
each interval is not observed, it is commonly assumed that it follows a Uniform
distribution on [a, b].
We consider that an interval-valued random variable, X = [A,B], besides being
represented by the interval limits A and B, is also represented by the center and
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range of the interval:
C =
A+B
2
and R = B −A.(2.1)
Let us consider that each object is characterized by p interval-valued ran-
dom variables, where C = (C1, . . . , Cp)
t is the vector of the centers, and R =
(R1, . . . , Rp)
t the vector of ranges describing the object. Moreover, we denote the
mean vectors of centers and ranges by µC and µR, and the covariance matrices
of centers and ranges by ΣCC and ΣRR.
When referring to a sample of size n from this population, the i-th sample point
(i = 1, . . . , n) can be written as ([ai1, bi1], . . . , [aip, bip])
t, or alternatively, as ci =
(ci1, . . . , cip)
t and ri = (ri1, . . . , rip)
t, using the centers and ranges representation,
where:
cij =
bij + aij
2
and rij = bij − aij , for i = 1, 2, . . . , n and j = 1, 2, . . . , p.(2.2)
In the case of symbolic data analysis, the individual descriptions associated
with the i-th symbolic observation ([ai1, bi1], . . . , [aip, bip])
t are all the points in the
hyper-rectangle [ai1, bi1]×. . .×[aip, bip]. This is a departure from classical analysis,
and opens the possibility for different definitions of sample symbolic estimators.
In the next sections, we start by presenting the various proposals for the sample
mean, variance, and covariance. We then establish population definitions for
the mean, variance, and covariance (and, from these, for the covariance and
correlation matrices), that are in agreement with corresponding sample measures.
Finally, we derive several properties for the population measures.
2.1 Sample Symbolic Mean, Variances, and Covariances
In this section, we discuss three alternative definitions of sample symbolic
variance and of sample symbolic covariance; we use an upper-index to distinguish
among the definitions.
In all definitions, the sample symbolic mean is defined by (j = 1, . . . , p):
xj =
1
n
n∑
i=1
aij + bij
2
,(2.3)
This approach has the appeal of using the mean of the interval centers as sample
symbolic mean, which makes sense, in particular, under the assumption that the
micro-data, associated with [aij , bij ], follows a symmetric distribution on [aij , bij ].
Regarding the sample symbolic variance, the most straightforward approach is
to follow the definition of conventional sample variance of the interval center:
s (1)jj =
1
n
n∑
i=1
(
aij + bij
2
− x (1)j
)2
.(2.4)
This definition has the disadvantage of ignoring the contribution of the ranges to
sample symbolic variance.
The second and third definitions try to overcome this limitation. The second
definition, proposed by de Carvalho et al. [29], is based on the squared distances
POPULATION SYMBOLIC COVARIANCE MATRICES FOR INTERVAL DATA 5
between the interval limits and the sample symbolic mean, and is given by:
s (2)jj =
n∑
i=1
(
aij − xj
)2
+
(
bij − xj
)2
2n
.(2.5)
The third alternative, proposed by Bertrand and Goupil [7], is obtained from
the empirical density function of an interval-value variable, assuming that the
micro-data follows a Uniform distribution, and is given by:
s (3)jj =
n∑
i=1
b2ij + bijaij + a
2
ij
3n
−
 n∑
i=1
bij + aij
2n
2 .(2.6)
For the sample symbolic covariance between interval-valued variables, we con-
sider three definitions that are generalizations of the definitions of sample sym-
bolic variance presented above, such that the sample covariance of a variable with
itself of definition (i) (i = 1, 2, 3) coincides with the sample variance of the same
definition (i).
The first covariance definition, proposed Billard and Diday [2], is supported on
the empirical joint density of two different interval-valued variables, Xj and Xl,
and corresponds to the conventional sample covariance of the centers of Xj and
Xl. It is given by (j, l = 1, . . . , p):
s (1)jl =
n∑
i=1
(
bij + aij
)
(bil + ail)
4n
− xj xl,(2.7)
The second definition of symbolic covariance was not proposed in the literature,
to our best knowledge. It is the direct generalization of the second definition of
sample symbolic variance (vide equation (2.5)):
(2.8) s (2)jl =
n∑
i=1
(
aij − xj
)
(ail − xl) +
(
bij − xj
)
(bil − xl)
2n
.
Finally, the third definition, proposed by Billard [8], is based on the explicit
decomposition of the covariance into within sum of products and between sum
of products:
s (3)jl =
1
6n
n∑
i=1
[ (
aij − xj
)
(bil − xl)+
(
bij − xj
)
(ail − xl)(2.9)
+2
(
aij − xj
)
(ail − xl)+2
(
bij − xj
)
(bil − xl)
]
.
2.2 Population formulation
In this section, we seek population formulations for the symbolic mean, vari-
ance, covariance, correlation, covariance matrices, and correlation matrices. We
start by rewriting (2.3) to (2.9) in terms of centers and ranges using (2.2).
This leads to simpler expressions, with a more clear interpretation. A detailed
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derivation of the new expressions can be found in [13]. The sample symbolic
mean, variances, and covariances are now:
cj =
1
n
n∑
i=1
cij(2.10)
s (1)jj =
1
n
n∑
i=1
(
cij − cj
)2
,(2.11)
s (2)jj =s
(1)
jj +
1
4
n∑
i=1
r2ij
n
,(2.12)
s (3)jj =s
(1)
jj +
1
12
n∑
i=1
r2ij
n
,(2.13)
s (1)jl =
1
n
n∑
i=1
cijcil − c¯j c¯l,(2.14)
s (2)jl =s
(1)
jl +
1
4
n∑
i=1
rijril
n
,(2.15)
s (3)jl =s
(1)
jl +
1
12
n∑
i=1
rijril
n
.(2.16)
The sample symbolic mean corresponds to the sample mean of the centers.
The first sample symbolic variance corresponds to the sample variance of the
observed centers. The other two definitions of variance add to the first one the
sample second order moment of the ranges, weighted differently in each case; in
Definition 2 this weight is 1/4 and in Definition 3 is 1/12. Definition 2 of sample
variance can also be interpreted as the sample variance of the centers plus the
sample second order moment of interval half-ranges.
Regarding the sample covariances, the first definition corresponds to the sample
covariance between the centers of two interval-valued variables. The second and
third definitions add to the first one the sample moment of the product between
j-th and l-th ranges, weighted by 1/4 and 1/12, respectively. If l = j, then each
definition of sample symbolic covariance equals the corresponding definition of
sample symbolic variance.
The sample definitions can be used as starting point for the population defini-
tions. Consider that a sample is written as the realization of a random sample of
C and R. Then, population characteristics are obtained as limiting values1 of the
estimators whose realizations lead to the values (2.10) to (2.16). This is a direct
application of the strong law of large numbers. These results are summarized in
the following theorem.
Theorem 2.1. Let C = (C1, . . . , Cp)
t and R = (R1, . . . , Rp)
t be the random
vectors of centers and ranges associated with the interval-valued random vector
X = (X1, . . . , Xp)
t, where the covariance matrix of C, Cov(C), and E(RRt)
exist. Let (C1,R1), (C2,R2) . . . , (Cn,Rn), . . . be a sequence of random vectors
independent and identically distributed to (C,R). Then, for j = 1, . . . , p, the
1Almost sure convergence, when n goes to infinity.
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strong law of large numbers guarantees that:
Cj =
1
n
n∑
i=1
Cij
a.s.−−−→ E(Cj),(2.17)
S (1)jj =
1
n
n∑
i=1
(
Cij − Cj
)2 a.s.−−−→ Var(Cj),(2.18)
S (2)jj =S
(1)
jj +
1
4
n∑
i=1
R2ij
n
a.s.−−−→ Var(Cj) +
E(R2j )
4
,(2.19)
S (3)jj =S
(1)
jj +
1
12
n∑
i=1
R2ij
n
a.s.−−−→ Var(Cj) +
E(R2j )
12
,(2.20)
S (1)jl =
1
n
n∑
i=1
CijCil − C¯jC¯l a.s.−−−→ Cov(Cj , Cl),(2.21)
S (2)jl =S
(1)
jl +
1
4
n∑
i=1
RijRil
n
a.s.−−−→ Cov(Cj , Cl) + E(RjRl)
4
,(2.22)
S (3)jj =S
(1)
jl +
1
12
n∑
i=1
RijRil
n
a.s.−−−→ Cov(Cj , Cl) + E(RjRl)
12
.(2.23)
Theorem (2.1) compels us to define a new notation to represent the population
symbolic means, symbolic variances, and symbolic covariances.
Definition 2.2. Let Xj and Xl be two interval-valued random variables with
centers, Cj, Cl and ranges, Rj, Rl whose moments Cov(Cj , Cl) and E(RjRl)
exist. Then, the population symbolic mean of Xi is E(Xi) = E(Ci), i ∈ {j, l}.
The k-th definition of population symbolic covariance between Xj and Xl is
Covk(Xj , Xl) = Cov(Cj , Cl) + δkE(RjRl), (k = 1, 2, 3) where δ1 = 0, δ2 = 1/4,
and δ3 = 1/12. Finally, the k-th definition of population symbolic variance is
defined as Vark(Xi) = Covk(Xi, Xi), k = 1, 2, 3.
The definitions of population symbolic mean, variance, and covariance may
be extended for interval-valued random vectors, similarly to what is done for
conventional random vectors.
The natural approach for defining symbolic covariance matrices, is to base
them on definitions of symbolic variance and covariance that correspond to each
other. This naturally leads to three definitions of symbolic covariance matrices.
However, some known algorithms for symbolic principal component analysis have
considered symbolic covariance matrices that combined definitions of symbolic
variance and covariance that do not correspond to each other (vide [13, 30] for
more details). This strategy has the inconvenient that symbolic variance does
not correspond to the evaluation of the sample symbolic covariance between
an interval-valued variable with itself. However, some authors argue that such
combinations may lead to better performance [12]. Thus, besides the three natural
definitions referred above, we consider two other: Definition 4, combining Defini-
tion 2 of symbolic variance with Definition 1 of symbolic covariance, proposed by
Cazes et al. [31], and Definition 5, combining Definition 3 of symbolic variance
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with Definition 1 of symbolic covariance, proposed by Wang et al. [12]. These
results are summarized in the next definition.
Definition 2.3. Let C = (C1, . . . , Cp)
t and R = (R1, . . . , Rp)
t be the random
vectors of centers and ranges associated with the interval-valued random vector,
X, where Cov(C) = ΣCC and E(RR
t) exist. Then, the population symbolic mean
vector of X is E(X) = E(C) and Covk(X) = Σk, k = 1, . . . , 5 are the (p × p)
population symbolic covariance matrices obtained according to the combinations
of symbolic variances and covariances listed in Table 1.
Table 1
Symbolic covariance matrices determined by combinations of particular definitions of symbolic
variances and covariances.
Variance Covariance Symbolic Covariance Matrix
(1) (1) Σ1 = ΣCC
(2) (2) Σ2 = ΣCC +
1
4
E(RRt)
(3) (3) Σ3 = ΣCC +
1
12
E(RRt)
(2) (1) Σ4 = ΣCC +
1
4
Diag
(
E(RRt)
)
(3) (1) Σ5 = ΣCC +
1
12
Diag
(
E(RRt)
)
To unify notation, we consider that for k = 4, 5, Covk(Xj , Xl) = Cov(Cj , Cl) =
Cov1(Xj , Xl), for j 6= l, Var4(Xj) = Var2(Xj), and Var5(Xj) = Var3(Xj).
The definitions of symbolic correlation matrices follow directly from those of
symbolic covariance matrices, in the following way:
Definition 2.4. Let C = (C1, . . . , Cp)
t and R = (R1, . . . , Rp)
t be the random
vectors of centers and ranges, respectively, associated with interval-valued random
variable, X, where Cov(C) = ΣCC and E(RR
t) exist, and Σk = [σ
k
ij ]
2 and Uk =
Diag
(√
σk11, . . . ,
√
σkpp
)
. Then, the symbolic correlation matrices associated with
definitions in Table 1 are given by P k = U
−1
k ΣkU
−1
k and, equivalently, Σk =
UkP kUk, k = 1, . . . , 5. Moreover, the k-th definition of symbolic correlation
between two interval-valued random variables, Xj and Xl, is
(2.24) Cork(Xj , Xl) =
Covk(Xj , Xl)√
Vark(Xj)Vark(Xl)
, k = 1, . . . , 5.
2.3 Properties
To establish properties of symbolic means, variances, and covariances we need
to introduce some basic results from Moore’s Interval Algebra [32]. These results
are listed in [33], but we write them here in terms of interval-valued random
variables described by their centers and ranges.
Definition 2.5. Let Xj = [Cj − Rj2 , Cj +
Rj
2 ] be a interval-valued random
variable and ωj ∈ R, j = 1, 2, then we define:
2The “k” in σkij denotes an index and not an exponent.
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1. Sum of intervals:
X1 +X2 =
[
C1 + C2 − R1 +R2
2
, C1 + C2 +
R1 +R2
2
]
.
2. Difference of intervals:
X1 −X2 =
[
C1 − C2 − R1 +R2
2
, C1 − C2 + R1 +R2
2
]
.
3. Adding a constant:
X1 + ω1 =
[
C1 + ω1 − R1
2
, C1 + ω1 +
R1
2
]
.
4. Multiplication by a constant:
ω1X1 =
[
ω1C1 − |ω1|R1
2
, ω1C1 +
|ω1|R1
2
]
.
5. Linear combination of an interval:
ω1X1 + ω2 =
[
ω1C1 + ω2 − |ω1|R1
2
, ω1C1 + ω2 +
|ω1|R1
2
]
.
6. Linear combination of two intervals:
ω1X1+ω2X2 =
[
ω1C1 + ω2C2 − |ω1|R1 + |ω2|R2
2
, ω1C1 + ω2C2 +
|ω1|R1 + |ω2|R2
2
]
.
The definition of population symbolic mean (vide Definition (2.2)) leads to the
following properties:
Proposition 2.1. Let Xj = [Cj − Rj2 , Cj +
Rj
2 ], j = 1, 2, be interval-valued
random variables such that E(Cj) exist. Assuming ωj ∈ R, j = 1, 2, the symbolic
mean verifies the following properties:
1. E(ω1) = ω1.
2. E(ω1X1 + ω2) = ω1E(X1) + ω2 = ω1E(C1) + ω2.
3. E(ω1X1 + ω2X2) = ω1E(X1) + ω2E(X2) = ω1E(C1) + ω2E(C2).
Since proofs of these properties are quite straightforward to obtain using
Definition 2.3 and the Interval Algebra results summarized in Definition 2.5,
they are omitted.
The definitions of symbolic variance (vide Definition 2.3) lead to the following
properties:
Proposition 2.2. Let X = [C − R2 , C + R2 ] be an interval-valued random
variable, such that Var(C) and E(R2) exist. Assuming ωj ∈ R, j = 1, 2, the
symbolic variances, Vark(X) = Var(C) + δkE(R
2), where δ1 = 0, δ2 = δ4 = 1/4,
and δ3 = δ5 = 1/12 verify the following properties (k = 1, . . . , 5):
1. Vark(X) ≥ 0.
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2. Vark(X) = 0 if and only if X is almost surely a constant, i.e. ∃ c ∈ R :
P (C = c) = 1, and R is almost surely null, i.e. P (R = 0) = 1.
3. If X is a conventional random variable, i.e. P (R = 0) = 1, then Vark(X) =
Var(C) = Var1(X).
4. Vark(ω1X + ω2) = ω
2
1Vark(X). As a consequence, if Z =
X−E(X)√
Vark(X)
then
Vark(Z) = 1.
Once again, the proof of the previous properties follows immediately from
definitions 2.3 and 2.5, and is therefore not included here.
To further study the properties of symbolic variance and covariance, we need
to separate the cases where Vark(Xj) = Covk(Xj , Xj) (Σ1, Σ2, and Σ3), from
those where Vark(Xj) 6= Covk(Xj , Xj) (Σ4 and Σ5) (vide Table 1 in Definition
(2.3)).
Proposition 2.3. Let Xj = [Cj − Rj2 , Cj +
Rj
2 ], j = 1, 2, 3, be interval-
valued random variables such that Var(Cj) and E(R
2
j ) exist, and ωj ∈ R, j = 1, 2.
Symbolic variances and covariances verify the following properties:
1.
{
Covk(X1, X1) = Vark(X1), k = 1, 2, 3,
Covk(X1, X1) 6= Vark(X1), k = 4, 5, if E(R21) 6= 0.
2. Covk(X1, ω1) = 0, k = 1, . . . , 5.
3. If X1 is a conventional random variable, i.e. P (R1 = 0) = 1, then Covk(X1, X2) =
Cov(C1, C2) = Cov1(X1, X2), k = 1, . . . , 5.
4. Covk(X1, X2) = Covk(X2, X1), k = 1, . . . , 5.
5. Covk(X1 +X2, X3) = Covk(X1, X3) + Covk(X2, X3), k = 1, . . . , 5.
6. Covk(ω1X1, ω2X2) =
{
ω1ω2Cov(C1, C2) + δk|ω1ω2|E(R1R2), k = 1, 2, 3,
ω1ω2Covk(X1, X2), k = 4, 5.
Moreover, if ω1 and ω2 are both negative or both positive values then Covk(ω1X1, ω2X2) =
ω1ω2Covk(X1, X2), for all k.
7. Vark(X1 +X2) ={
Vark(X1) + Vark(X2) + 2Covk(X1, X2), k = 1, 2, 3,
Vark(X1) + Vark(X2) + 2Covk(X1, X2) + 2δkE(R1R2), k = 4, 5.
8. If X1 and X2 are two different interval-valued random variables, then
Vark(X1 −X2) ={
Vark(X1) + Vark(X2)− 2Cov(C1, C2) + 2δkE(R1R2), k = 1, 2, 3,
Vark(X1) + Vark(X2)− 2Covk(X1, X2) + 2δkE(R1R2), k = 4, 5.
9. If X1 and X2 are two different interval-valued random variables then
Vark(ω1X1 + ω2X2) =
POPULATION SYMBOLIC COVARIANCE MATRICES FOR INTERVAL DATA 11
ω21Vark(X1) + ω
2
2Vark(X2) + 2Covk(ω1X1, ω2X2), k = 1, 2, 3,
ω21Vark(X1) + ω
2
2Vark(X2) + 2ω1ω2Covk(X1, X2)+
+2|ω1ω2|δkE(R1R2), k = 4, 5.
Proof. The proof of these results is shown in the Appendix A.
Regarding the symbolic correlation, the next theorem establishes that it is a
quantity between -1 and 1, as in the conventional case.
Theorem 2.2. Let Xj = [Cj − Rj2 , Cj +
Rj
2 ], j = 1, 2, be two interval-valued
random variables such that their symbolic correlation, Cork(X1, X2), defined by
(2.24) exists, k = 1, . . . , 5. Then −1 ≤ Cork(X1, X2) ≤ 1.
Proof. For k = 1, 2, 3, considering the definitions of Cork(X1, X2) and the
Cauchy-Schwarz inequality we obtain:
|Cork(X1, X2)| ≤ |Cov(C1, C2)|+ δkE(R1R2)√
Vark(X1)Vark(X2)
(2.25)
≤
√
Var(C1)Var(C2) + δk
√
E(R21)E(R
2
2)√
(Var(C1) + δkE(R
2
1))(Var(C2) + δkE(R
2
2))
,
thus,
|Cork(X1, X2)|2 ≤ Var(C1)Var(C2) + δ
2
kE(R
2
1)E(R
2
2) + 2δk
√
Var(C1)E(R22)Var(C2)E(R
2
1)
Var(C1)Var(C2) + δ2kE(R
2
1)E(R
2
2) + δk
(
Var(C1)E(R22) + Var(C2)E(R
2
1)
) .
As it can be easily be proved, for all non-negative values of x and y, 2
√
xy ≤
(x + y), making x = Var(C1)E(R
2
2) and y = Var(C2)E(R
2
1), we conclude that
Cork(X1, X2)
2 ≤ 1.
For k = 4, 5, an analogous deduction can be made. In fact, similarly to (2.25):
|Cork(X1, X2)| = |Cov(C1, C2)|√
Vark(X1)Vark(X2)
≤
√
Var(C1)Var(C2)√
(Var(C1) + δkE(R
2
1))(Var(C2) + δkE(R
2
2))
≤ 1.
As usual, we are also interested in understanding if symbolic correlations are
also invariant under linear transformations and in what cases they reach their
extreme values (-1 and 1). The next theorem clarifies these issues.
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Theorem 2.3. Let Xj = [Cj− Rj2 , Cj+
Rj
2 ], j = 1, 2, be interval-valued random
variables such that their symbolic correlation, Cork(X1, X2), defined by (2.24)
exists and ω1 6= 0. Then the following properties hold:
1.For k = 1, 2, 3, Cork(X1, X1) = 1. For k = 4, 5, Cork(X1, X1) = 1 if and
only if P (R1 = 0) = 1, i.e. X1 is a conventional random variable.
2.Cork(X1, ω1X2 + ω2) =
{
syn(ω1)Cork(X1, X2), k = 1, 4, 5,
Cork(X1, X2), k = 2, 3 ∧ ω1 > 0,
where syn(x) = 1, for x > 0, syn(x) = −1, for x < 0, and syn(0) = 0.
Moreover, when ω1 < 0, Cork(X1, ω1X2 + ω2) 6= −Cork(X1, X2), for
k = 2, 3.
Proof. The proof of this theorem is presented in Appendix B.
To conclude, we can say that the symbolic correlation is a quantity between
-1 and 1 for the five considered definitions, but the symbolic correlation of an
interval-valued random variable with itself, in general, is not equal to 1, when
considering definition k = 4 or k = 5. Additionally, the symbolic correlation is
invariant under linear transformations (except for a sign), for definitions k =
1, 4, 5, as in the conventional case, but for definitions k = 2, 3 is only invariant
for positive scale factors.
3. REASONING ABOUT DIFFERENT SYMBOLIC COVARIANCES
DEFINITIONS
The symbolic covariance matrices defined according to Table 1 were originally
justified by their proponents and thoroughly discussed in Section 2. However,
reasoning about what conditions on the micro-data lead to each population
covariance matrix adds insight and provides criteria to decide when to select
each definition. As such, we will find micro-data models that lead to each of
the definitions of covariance matrices for interval-valued variables presented in
Table 1. In addition, we will discuss conditions on the covariance structure of
interval-valued variables that lead to null correlation.
3.1 Micro-data models associated to symbolic covariance definitions
In this section, we define a random vector A representing micro-data, as a
function of the random vectors C and R that model the associated macro-data,
along with a random vector U that characterizes the structure of the micro-
data given the associated macro-data. Imposing some condition on U , we obtain
Σ = Var(A) and, subsequently, derive conditions on U under which Σ = Σk,
k = 1, 2, . . . , 5. In detail, we choose A = (A1, . . . , Ap)
t such that
(3.1) Aj = Cj + Uj
Rj
2
, j = 1, . . . , p;
where the weights Uj are random variables with support [−1, 1], independent
from (C,R). Moreover, as we seek to have E(Aj) = E(Cj), in order for micro-
data and the associated macro-data having the same mean, the weights Uj should
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have zero mean. Note that a concretisation of A is a point in the hyper-rectangle
associated with the random interval-valued vector X, characterized by its center,
C, and range, R.
We will now obtain the symbolic variances and covariances. From (3.1) we can
derive:
Var(Aj) = Var(Cj) +
1
4
Var(UjRj) + Cov(Cj , UjRj).
Moreover, given that Uj and Rj are independent random variables and E(Uj) = 0,
we obtain Var(UjRj) = E(U
2
j )E(R
2
j )−E(Uj)2E(Rj)2 = Var(U2j )E(R2j ). Following
a similar reasoning, it can be shown that Cov(Cj , UjRj) = E(Uj)E(CjRj) −
E(Cj)E(Uj)E(Rj) = 0, for all values of j. As a result, it follows that:
Var(Aj) = Var(Cj) +
1
4
Var(Uj)E(R
2
j ).(3.2)
Again from (3.1) it follows that:
Cov(Aj , Al) = Cov(Cj , Cl) +
1
2
Cov(Cj , UlRl) +
1
2
Cov(UjRj , Cl)+
+
1
4
Cov(UjRj , UlRl), j 6= l.
As (Uj , Ul) is independent of (Cj , Rj , Cl, Rl) it can be shown that Cov(UjRj , Cl) =
Cov(Cj , UlRl) = 0, and
Cov(UjRj , UlRl) = E(UjUl)E(RjRl)−E(Uj)E(Ul)E(Rj)E(Rl) = E(UjUl)E(RjRl),
thus implying that:
Cov(Aj , Al) = Cov(Cj , Cl) + E(UjUl)E(RjRl).(3.3)
We will now particularise the form of Var(Aj) and Cov(UjRj , UlRl) to two
scenarios: the first in which the weights Uj are uncorrelated random variables,
and the second in which the weights Uj are almost surely equal (represented by
a.s.
= ) to a random variable U . Adding these constraints to the assumption already
made that the weights Uj are random variables with support [−1, 1], independent
from (C,R), we have the following assumptions for scenarios 1 and 2:
Scenario 1: The weights U1, U2, . . . , Up are zero mean uncorrelated random
variables with support [−1, 1], independent from (C,R).
Scenario 2: U1
a.s.
= U2
a.s.
= . . .
a.s.
= Up
a.s.
= U , with U being a zero mean random
variable with support [−1, 1], independent from (C,R).
Now, since under Scenario 1 we have E(UjUl) = E(Uj)E(Ul) = 0, and under
Scenario 2 we have Var(Uj) = Var(U) and E(UjUl) = E(U
2) = Var(U), we have:
Var(Aj) = Var(Cj) + δ E(R
2
j ),where δ =
{
1
4Var(Uj), Scenario 1
1
4Var(U), Scenario 2,
(3.4)
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and, for j 6= l,
Cov(Aj , Al) = Cov(Cj , Cl) + γ E(RjRl),where γ =
{
0, Scenario 1,
1
4Var(U), Scenario 2.
(3.5)
We now identify constrains on the weights Uj or U that lead to each of the
five different symbolic covariance matrix definitions listed in Table 1, Σk, k =
1, 2, . . . , 5, using equations (3.4)–(3.5). The results are summarized in Table 2. In
Figure 1, we provide an illustration for the 2-dimensional case, i.e. we show the
possible values of A = (A1, A2)
t, for k = 1, . . . , 5.
The first definition (k = 1) is obtained under Scenario 1 with the weights Uj
being zero with probability one, or equivalently under Scenario 2 with the weight
U being zero with probability one, corresponding to the case where the ranges are
not taken into account. In such case A
a.s.
= C, leading to Σ = Σ1 = Cov(C). As
illustrated in Figure 1(1) for the 2-dimensional case, the micro-data associated
with this model is always at the center of the interval-valued object.
Table 2
List of symbolic covariance matrices Σk,k = 1, 2, . . . , 5, and scenario along with additional
conditions on the weights Uj or U under which Σ = Cov(A) = Σk.
Symbolic
Covariance
Matrix
Definition Scenario Uj or U
Σ1 ΣCC 1 or 2 P (Uj = 0) = 1, ∀j or P (U = 0) = 1
Σ2 ΣCC +
1
4
E(RRt) 2 U ∼ Unif{−1, 1}
Σ3 ΣCC +
1
12
E(RRt) 2 Var(U) = 1
3
Σ4 ΣCC +
1
4
Diag
(
E(RRt)
)
1 Uj ∼ Unif{−1, 1}, ∀j
Σ5 ΣCC +
1
12
Diag
(
E(RRt)
)
1 Var(Uj) =
1
3
, ∀j
The second definition (k = 2) is obtained under Scenario 2 when the weight
U has unit variance; this along with U having zero mean and support on [−1, 1]
implies that U follow a discrete Uniform distribution on {−1, 1}. Then, Var(U) =
1, leads to Σ = Cov(A) = Σ2 in view of (3.4)–(3.5). The micro-data associated
with this model is at one of the two vertices (C1−R1/2, C2−R2/2, . . . , Cp−Rp/2)t
or (C1 + R1/2, C2 + R2/2, . . . , Cp + Rp/2)
t, chosen with equal probability. The
2-dimensional case is illustrated in Figure 1(2).
The third definition (k = 3) is obtained under Scenario 2 when the weight U has
variance 1/3, as it is the case when U follows a continuous Uniform distribution
on [−1, 1]. Then, Var(U) = 1/3, leads to Σ = Cov(A) = Σ3, in view of (3.4)–
(3.5). Note that when U follows a continuous Uniform distribution on [−1, 1],
the micro-data associated with the model is at the line segment with endpoints
(C1 − R1/2, C2 − R2/2, . . . , Cp − Rp/2)t and (C1 + R1/2, C2 + R2/2, . . . , Cp +
Rp/2)
t, which passes through the vector of centers (C1, C2, . . . , Cp)
t. Figure 1(3)
illustrates the 2-dimensional case.
With a similar reasoning, we may conclude that the fourth definition (k = 4)
is obtained under Scenario 1 when the weights U1, U2, . . . , Up are independent
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(1) Σ = Σ1. (2) Σ = Σ2. (3) Σ = Σ3.
(4) Σ = Σ4. (5) Σ = Σ5.
Fig 1: Representation of possible values of A = (A1, A2)
t, such that Σ = Σk,
k = 1, . . . , 5.
random variables with discrete Uniform distribution on {−1, 1}. Since Var(Uj) =
1, for all j, in view of (3.4)–(3.5), we conclude that Σ = Cov(A) = Σ4. Micro-
data associated with this model are at one of the vertices of the hyper-rectangle
corresponding to the Cartesian product (C1−R1/2, C1+R1/2)×(C2−R2/2, C2+
R2/2)×. . .×(Cp−Rp/2, Cp+Rp/2), with the same probability, 1/2p, as illustrated
in Figure 1(4), for the 2-dimensional case.
Finally, the fifth definition (k = 5) is obtained under Scenario 1 when U1, U2, . . . , Up
are uncorrelated random variables with common variance 1/3; note that is the
case when the weights Uj are independent random variables with continuous
Uniform distribution on [−1, 1], independent from (C,R). Since Var(Uj) = 1/3,
for all j, in view of (3.4)–(3.5), it follows that Σ = Cov(A) = Σ5. In case the
weights Uj are independent random variables with continuous Uniform distribu-
tion on [−1, 1], independent from (C,R), the micro-data follow a p-dimensional
continuous Uniform distribution on the hyper-rectangle corresponding to the
Cartesian product (C1−R1/2, C1 +R1/2)× (C2−R2/2, C2 +R2/2)× . . .× (Cp−
Rp/2, Cp + Rp/2). This case is illustrated in Figure 1(5), for the 2-dimensional
case. Among the five covariance definitions, this seems to be one with wider
applicability, given the way the micro-data is allowed to be distributed inside the
mentioned hyper-rectangle.
Cazes et al. [31] have also addressed the modelling of micro-data, but under the
restriction of fixed macro-data (i.e. macro-data with deterministic interval limits).
In their work, they have considered micro-data models that fit under Scenario 1,
as it was the case of definitions k = 1, k = 4, and k = 5. They have not related
the structure of micro-data with the definitions of symbolic covariances matrices
for interval-valued random variables. Specifically, they considered U1, U2, . . . , Up
to be independent random variables with (i) inverse triangular distribution with
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parameters {−1, 0, 1} (we refer to this case as k = 6), (ii) triangular distribution
with parameters {−1, 0, 1} (k = 7), and (iii) Normal distribution truncated to
[−1, 1], with zero mean and standard deviation 1/3 (k = 8). These micro-data
models are worth considering since they bring additional modelling possibilities.
The case k = 6 models micro-data that can take any value inside the above
mentioned hyper-rectangle but showing a tendency to be located near its vertices.
The points are spread according to a p-dimensional inverse triangular distribu-
tion. The other two cases, k = 6 and k = 7, model micro-data mainly located in
the center of the same hyper-rectangle, more concentrated in the case k = 8 (p-
dimensional multivariate truncated normal distribution) than in the case k = 7
(p-dimensional multivariate triangular distribution).
The covariance matrices corresponding to these models can be obtained from
(3.4)–(3.5), noting that Var(Uj) = 1/2 for k = 6 and Var(Uj) = 1/6 for k = 7. In
case k = 8, as Z has normal distribution with zero mean and Var(Z) = 1/9, Z ∼
N (0, 19), then Var(Z|Z ∈ [−1, 1]) = 19− 2φ(3)3(2Φ(3)−1) , where 2φ(3)3(2Φ(3)−1) ' 2.96×10−3,
φ(·), and Φ(·) are, respectively, the probability density function and cumulative
distribution function of the standard Normal distribution. The covariances and
micro-data models corresponding to cases k = 6, 7, 8 are summarized in Table 3.
Note that these covariance matrices inherit all the properties of cases k = 4, 5 (see
Proposition 2.3), since the Uj are independent, identically distributed symmetric
random variables, with support [−1, 1], independent from (C,R).
Table 3
List of random weights, Uj, their distributions, and corresponding definition of symbolic
covariance matrices, where A = (A1, A2, . . . , Ap)
t and Aj = Cj + UjRj/2, j = 1, . . . , p, such
that Cov(A) = Σ.
Symbolic
Covariance
Matrix
Definition Scenario Uj
Σ6 ΣCC +
1
8
Diag
(
E(RRt)
)
1 Uj ∼ InvTriangular[−1, 0, 1]
Σ7 ΣCC +
1
24
Diag
(
E(RRt)
)
1 Uj ∼ Triangular[−1, 0, 1]
Σ8 ' ΣCC + 1
36
Diag
(
E(RRt)
)
a 1 Uj = Z|Z ∈ [−1, 1], Z ∼ N (0, 19 )
aThe exact weight of the ranges contribution is: δ8 =
1
36
− φ(3)
6(2Φ(3)−1) .
The formulation (3.1) allows us to write:
(3.6) Uj = 2(Aj − Cj)/Rj .
Thus, if we have a dataset for which macro-data and micro-data are available, we
can obtain uj using (3.6). Based on those, evidences about the Uj distributional
model may be explored, leading to the choice of symbolic covariance (correlation)
matrix (vide Tables 2 and 3) that better fits the data under study.
The scatter plots in Figure 2, represent 300 simulated values of (U1, U2)
t,
according to the eight models described in tables 2 and 3, illustrating typical
patterns of points following each of the distributional models.
Note that we may use the procedure followed in this section for other models
not considered above under Scenario 1 and Scenario 2. The practitioner may
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Fig 2: Simulated values of (U1, U2)
t according to the theoretical models listed in
tables 2 and 3 for k = 1, . . . , 8.
obtain new symbolic covariance matrices (based on new Uj distributional models)
better suited to particular datasets.
3.2 Null Symbolic Correlation
One of the reasons that make the correlation coefficient so popular and used is
its ability to quantify the strength of linear associations between pairs of random
variables. Modeling real problems using linear combinations has the appealing
of leading to understandable interpretations and the associated mathematical
problems are, in general, easily solved. Linear combinations of the input variables
have been of central importance in classical multivariate methodologies, like
principal components analysis, factor analysis, canonical correlation analysis,
discriminant analysis, linear regression models, among others [34]. In addition,
its importance seems to be reinvented with deep learning approaches [35].
Given that correlation is a measure of linear association, a null value is not
a guarantee of independence between the random variables but rather gives the
indication that linear (and only linear) association does not exist between them.
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In the symbolic framework, the meaning of uncorrelated interval-valued variables
has relevant importance and is analysed in this subsection.
As discussed previously, there are two families of symbolic correlations (co-
variances) definitions. A first one where only the association between interval-
valued random variables centers are taken into consideration: Covk(Xj , Xl) =
Cov(Cj , Cl), k = 1, 4, 5, . . . , 8 (vide Definition 2.3 and tables 2 and 3). To turn
the discussion easier we will only consider cases k = 1, 4, 5 from this family.
A second family takes the ranges contribution into consideration by adding the
second order cross-moment of the ranges, weighted according to each definition:
Covk(Xj , Xl) = Cov(Cj , Cl) + δkE(RjRl), k = 2, 3 (vide Definition 2.3 and Table
1). The first obvious observation is that any association between centers and
ranges that may exist is not detected by the symbolic covariances, given that
any cross term between centers and ranges does not take part in the definitions
of symbolic covariance. Another potential pitfall of the available definitions is
that we can conceive cases where existing associations among ranges or among
centers will not be signed by the symbolic covariances. Table 4 lists some of these
problems and examples 3.1 to 3.3 illustrates them.
Table 4
Cases where the symbolic covariance definitions lead to unexpected results.
Pictorial Covariance Covk(X1, X2)
Case Representationa Structure k = 2, 3 k = 4, 5
1
Cov(C1, C2) = 0
Cov(R1, R2) = 0
6= 0 = 0
2
Cov(C1, C2) = 0
Cov(R1, R2) 6= 0 6= 0 = 0
3 or
Cov(C1, C2) = −δkE(R1R2)
Cov(R1, R2) = 0 or Cov(R1, R2) 6= 0 = 0 6= 0
aThe pictorial representation of covariance matrix patterns follows the proposal of [? ].
Example 3.1. Let X1 and X2 be two interval-valued random variables, char-
acterized by (Ci, Ri), i = 1, 2, where µ is the expected value and Ψ the covariance
matrix of the random vector (C1, C2, R1, R2)
t.
In this example, we consider µ = (0, 0, 1.5, 1.5)t and Ψ = Diag(1.00, 0.50, 0.64, 0.04),
which corresponds to Case 1 of Table 4, leading to the following symbolic covari-
ance matrices:
Σ1 =
[
1
0 0.5
]
, Σ2 =
[
1.723
0.562 1.073
]
, Σ3 =
[
1.241
0.188 0.691
]
,
Σ4 =
[
1.723
0 1.073
]
, Σ5 =
[
1.241
0 0.691
]
.(3.7)
Clearly, no linear associations between centers and ranges are assumed, but
Σ2 and Σ3 show a non-null symbolic correlation (0.414 and 0.203, for definitions
2 and 3, respectively), indicating moderate and weak associations. According to
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Fig 3: Data generated according to Example 3.1, where any pair of centers and
ranges have null correlation.
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Fig 4: Sample of 20 micro-data pairs, A = (A1, A2)
t, per symbolic object.
Data generated according to Example 3.1. In the left plot, the red (blue) dots
corresponds to the left lower (right upper) vertex of the rectangle, representing
each macro-data object.
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these definitions and the discussion of Section 3, Covk(X1, X2) = Cov(A1, A2) =
Cov(C1 +U
R1
2 , C2 +U
R2
2 ), k = 2, 3. Being so, even though centers and ranges are
all non-correlated random variables, the detected association is due to U , shared
by the micro-data pair: (A1, A2). Figure 2 displays the possible values of U , for
k = 2, 3.
To illustrate these findings, we generate a sample of size 30 of centers and
ranges, from a multivariate normal distribution with parameters µ and Ψ. The
matrix plot and the corresponding symbolic objects are represented in Figure
3. Both plots point out the absence of linear associations, which are contrary
to the indication of the symbolic correlations according to definition 2 and 3
(vide (3.1)). Nonetheless, we also simulate 20 micro-data points according to the
reasoning presented in Subsection 3.1, for definition 3. The generated A values
are represented in 4(1), where a strong positive association between micro-data
from the same rectangle is evident. In contrast, Figure 4(2) exemplifies the case
k = 5, where no association between micro-data exists, leading to null symbolic
correlation. •
Example 3.2. This example illustrates the Case 2 of Table 4. In here, we
consider
µ = (0, 0, 1.3, 1.3)t and Ψ =

1
0 0.5
0 0 0.16
0 0 0.07 0.04
 ,(3.8)
a scenario where the centers are uncorrelated but there is a strong linear asso-
ciation between the two ranges, Cor(R1, R2) = 0.875. These choices lead to the
following symbolic covariance matrices:
Σ1 =
[
1
0 0.5
]
, Σ2 =
[
1.462
0.440 0.933
]
, Σ3 =
[
1.154
0.147 0.644
]
,
Σ4 =
[
1.462
0 0.933
]
, Σ5 =
[
1.154
0 0.644
]
.(3.9)
Definition 1, 4, and 5 all lead to zero symbolic correlations between the sym-
bolic variables, disregarding the strong linear association that exists between the
two ranges. This is clearly illustrate in Figure 5, resulting from simulating 30
bivariate symbolic objects, following a normal distribution with parameters set
in (3.8).
Even though, definition 2 and 3 lead to non-null symbolic correlation between
X1 and X2 (0.377 and 0.170, for k = 2 and k = 3, respectively) these values
are due to the implicit micro-structure assumed by these definitions and not by
the association between the two ranges. In fact, the values would be exactly the
same, for all definitions, if µ and Ψ take the values in (3.8), with the exception
of Cov(R1, R2) being set to zero, i.e. Ψ[3, 4] = Cov(R1, R2) = 0. As pointed out
before, this is an important limitation of all the symbolic correlations (covariance)
definitions.
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Fig 5: Case 2 of Table 4, where we have non-correlated centers and ranges sharing
a high linear association. Data generated according to Example 3.2.
If we generate 30 symbolic objects from a multivariate normal distribution
with parameters µ and Ψ, the high correlation between the two ranges is ap-
parent in the plot matrix of Figure 5(1). The symbolic representation in Figure
5(2) of ranges dependence is expressed by the relation between the rectangle
lengths. In fact, given that we are working with a multivariate normal distribu-
tion, E(R2|R1 = r) = 0.0840 + 0.4375r which allows us to expect that the ratio
between the two ranges for each rectangle is approximately 0.4375. Note that
none of the definitions are able to capture these dependencies. Moreover, positive
association detected by definition 2 and 3 points is due to the micro-data structure
assumed by the underlying model. •
Example 3.3. On this example, we illustrate one of the possible scenarios of
Case 3 of Table 4. Assuming
µ = (0, 0, 3, 3)t and Ψ =

1
−9δk 9
0 0 0.8
0 0 0 0.2
 ,(3.10)
lead to the following symbolic covariance matrices:
Σ1 =
[
1
0 9
]
, Σ2 =
[
3.45
0 11.30
]
, Σ3 =
[
1.817
0 9.767
]
,
Σ4 =
[
3.45
−2.25 11.30
]
, Σ5 =
[
1.817
−0.752 9.767
]
.(3.11)
The example is built such that there is association between the two centers
which is unnoticed by the symbolic definitions 2 and 3. Indeed, the ranges con-
tribution to the symbolic correlation, which is always positive, is compensated
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Fig 6: Case 3 where we have correlated centers, non-correlated ranges, and null
symbolic covariance for k = 2, 3. Data generated according to Example 3.3 and
k = 4.
by a negative association between the centers. This illustrates that even a high
negative correlation between centers (Cor(C1, C2) = −0.75, for k = 2) can be
nullified by the (always) positive contribution of the ranges to the symbolic
covariance. As before, by generating 30 observations from a multivariate normal
distribution, with the parameters µ and Ψ (with k = 4), the negative association
between centers (Cor(C1, C2) = −0.75) is well captured by Figures 6(1) and 6(2).
Nevertheless, both definitions 2 and 3 do not signed these associations.
•
4. ANALYSIS OF DATASETS
In this section, we explore two datasets to illustrate the concepts and results
derived previously. The first dataset is the iris data, which corresponds to four
different characteristics of flowers from three different species. The observations
are artificially grouped by location, which defines, together with the species, the
macro-data object to be studied. The second dataset corresponds to one year
monthly credit card expenses of five different types, for which both the micro-
and macro-data are available.
4.1 Iris data
The iris data is probably one of the most known and used datasets in multivari-
ate analysis, and is also a reference among the SDA community. In the iris dataset,
there is a total of 150 plants, 50 plants from each one of 3 different species (setosa,
versicolor, and virginica), and each plant is characterized in terms of sepal length,
sepal width, petal length, and petal width. Billard and Diday [3] hypothetically
associated sets of five plants of the same specie to a location. In this case, each
macro-data object corresponds to a location of (five) plants from the same specie,
and is characterized by four interval-valued variables (sepal length, sepal width,
petal length, petal width) (p = 4). Since there is a total of 150 plants and 5 plants
per location, the number macro-data objects is 30 (n = 30), 10 per specie.
In order to visualize the data, we developed a R [36] function to produce a
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matrix of all possible combinations of symbolic bivariate scatter plots and the
corresponding sample symbolic correlations (available upon request). Figure 7
gives an example. The diagonal panels of the matrix show the names of the
variables. The lower panels (below the diagonal) show the scatter plots: in the
(i, j) panel, i < j, each symbolic object is represented by a rectangle whose length
and height correspond to the interval values of the i-th and j-th observations.
The upper panels show the sample symbolic correlations: the (i, j) panel, i > j,
shows the sample correlations that corresponds to the (j, i) scatter plots. Each
sample symbolic correlation panel has eight values, each corresponding to one of
the definitions introduced in previous sections. Inspired on similar R functions,
we call this plot symbolic pairs.
In Figure 7, the locations are colored according to the specie: black for setosa,
blue for versicolor, and red for virginica. We notice a strong positive association
between petal length and width, and a slightly lower positive association between
sepal and petal length, and between sepal length and petal width. In general,
locations associated with the setosa specie have smaller center values and inner
variability in all variables. Furthermore, versicolor’s locations have the highest
center values and slightly higher inner variability when compared with virginica’s
locations, in terms of petal width and length. Similar patterns, although not so
clear, are noticed in terms of sepal and petal length. We also notice that petal
length and width give a good separation among species. These patterns are also
observed in the micro-data.
4.2 Credit card data
This example considers a known symbolic dataset, used by [2, 3] that has the
merit to have the macro- as well as the micro-data available. The micro-data
corresponds to the monthly expenses (in dollars) of three persons, recorded over
12 months, on five different items: food, social entertainment, travel, gas, and
clothes. There is a total of 1 000 records. The credit card issuer is interested in
characterizing the monthly expenses of each person, during one year, over the
five different expense types. In our case, each macro-data object corresponds to
the expenses of one person in one month, and is characterized by five interval-
valued variables, one for each expense type (p = 5). Since there is a total of 3
persons and 12 months, the number macro-data objects is 36 (n = 36). The five
interval-valued variables are X1, (food), X2 (social entertainment), X3 (travel),
X4 (gas), and X5 (clothes).
The macro-data and the corresponding sample symbolic correlations are showed
in Figure 8, where each person is represented with a different color. It can be
said that clothes separates relatively well the three persons. The highest sample
symbolic covariances (on absolute value) are the ones between food and clothes
(positive values, varying between Ĉor4(X1, X5) = 0.342 and Ĉor2(X1, X5) =
0.519) and gas and clothes (negative values, varying between Ĉor2(X4, X5) =
−0.335 and Ĉor1(X4, X5) = −0.674). Thus, subjects with high expenses on
clothes tend to have high food and lower gas expenditures.
The results regarding the sample symbolic correlation show that there can
be a significant divergence among the eight definitions, which can even have
different signs. For example, in the sample correlation between food and gas,
seven definitions lead to negative sample correlations (with values between -0.401
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Fig 7: Symbolic bivariate scatter plots representation and corresponding sample
symbolic correlations of iris data (the k-th row of (i, j)-th entry has Ĉork(Xi, Xj),
k = 1, . . . , 8). Black rectangles represent locations of setosa, blue of versicolor,
and red of virginica.
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Fig 8: Symbolic bivariate representation of credit card data and respective
symbolic correlations (the k-th row of (i, j)-th entry has Ĉork(Xi, Xj), k =
1, . . . , 8). There are 3 subjects with monthly expenses measured over a year,
coloured differently
and -0.074), and definition k = 2 leads to a positive sample correlation (0.261).
This also happens in the case of iris data and the sample correlation between
sepal length and width, as can be seen in Figure 7.
In fact, for k = 2 (and also for k = 3) the symbolic covariance is a bal-
ance between the center’s effect, measured by the term Cov(Ci, Cj) (which can
take positive or negative values), and the range’s effect, measured by the term
δkE(RiRj) (which can only take positive values); the weight δk is 1/4 for k = 2
and 1/12 for k = 3. In this example, Ĉov(C1, C4) = −8.953 and Eˆ(R1R4) =
81.740. Thus, for δ2 = 1/4, the importance of the ranges overcomes the negative
covariance between the centers, leading to a positive correlation. Contrarily, for
k = 3, the smaller weight δ3 = 1/12 leads to a negative correlation.
Another clear example of divergence between definitions is the sample symbolic
correlation between money spent on food and social entertainment. In this case,
the sample correlation ranges from Ĉor4(X1, X2) = 0.028 to Ĉor2(X1, X2) =
0.712.
The divergence between the various definitions of symbolic correlation moti-
vates the need for selecting the most appropriate definition, which can be done
when the micro- and macro-data are both available. To address this issue, we
represent in Figure 9 the values of the random variables, Uj , describing the
(linearly) transformed micro-data, according to (3.1). In this example, the macro-
data were not observed directly, but results from the aggregation of the micro-
data, according to the credit card issuer criteria. Thus, some of the observed
values are used to define the observed interval limits, and to avoid distorting the
results, we removed them from the analysis.
The scatter plots and sample correlations between concretizations of Uj and Ul
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(j 6= l) of Figure 9 give indication that these random variables are uncorrelated
and that the most promising models among the eight introduced above (vide
tables 2 and 3) are: (i) continuous Uniform, (ii) Triangular, and (iii) truncated
Normal distribution, associated with Σ5, Σ7, and Σ8, respectively.
We tried testing these three hypotheses applying goodness of fit tests (we
used the Anderson-Darling test [37]) but the null hypothesis was always rejected.
This can be explained by the high number of observations, which makes a small
departure from the theoretical model statistically significant, even though it might
not be significant from the practical point of view.
To overcome this problem, we made quantile-quantile plots with 95% pointwise
envelops (see function qqPlot from package car [38] in R), and obtained the
percentage of points outside the envelop as a measure of goodness of fit. The
Triangular distribution achieved the best results. In this case, the percentage of
points outside the 95% envelop range between 1.72% (for social entertainment) to
9.61% (for food). In Figure 10, we show these two quantile-quantile plots, which
confirm the goodness of fit. From this result, we conclude that definition k = 7
is the most appropriate for this dataset. Being so, the chosen sample symbolic
correlation matrix is
P̂ 7 =

1.000
0.078 1.000
0.041 0.204 1.000
−0.346 0.055 0.158 1.000
0.471 0.051 −0.236 −0.631 1.000
 .
For example, there is a medium-sized symbolic positive correlation (0.471)
between money spent on food and clothes and a stronger association (even though
negative) between gas and clothes (-0.631).
5. CONCLUSIONS
The low cost of information storage combined with recent advances in search
and retrieval technologies has made huge amounts of data available, the so-called
big data explosion. New statistical analysis techniques are now required to deal
with the volume and complexity of this data. One possible way to model these
data is using interval-valued symbolic variables.
The SDA community is consensual in the sample definition of symbolic mean
but several proposals are available for sample symbolic variance and covariance
of an interval-valued variable. We unify these proposals by rewriting them as
functions of the interval-valued variables’ center and range. Doing so, we con-
clude that each sample symbolic variance (covariance) proposal is obtained by
combining the contribution of the center - by its sample variance (covariance)
- and the range - by its sample second order moments. The available proposals
differ on the weight given to the contribution of ranges. This way of writing
and interpreting estimators allowed us to define the population symbolic means,
variances, and covariances as the limit of such estimators evaluated on sequences
of independently and identically distributed random vectors. To derive their
properties, we considered Interval Algebra to define, for example, what is a linear
combination of two interval-valued random variables in the absence of information
on the joint distribution of pairs of symbolic interval-valued variables. The applied
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Fig 9: Credit card linearly transformed micro-data, uj , and respective sample
correlations.
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Fig 10: Linearly transformed micro-data quantile-quantile plots, for Triangular[-
1,0,1] distribution. Percentage of points outside the 95% envelop: 9.61% for (1)
Food (U1, worst case) and 1.72% for (2) Social entertainment (U2, best case),
where Uj = 2(Aj − Cj)/Rj , j = 1, 2, . . . , 5.
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results on Interval Algebra are known, but in order to be useful they are presented
in terms of the interval-valued random variables’ centers and ranges.
One direct consequence of the symbolic covariance definitions is that the con-
tribution of the ranges is quantified by the cross second order moment of two
interval-valued variables’ ranges (non-negative variables), leading to a non-negative
term. As a consequence, the symbolic covariance is composed by the covariance
between the interval-valued variable centers and a non-negative contribution of
the ranges (weighted differently, by the available methods). Thus, even if we
have a negative association between the centers the symbolic covariance can
become positive if the weighted association of the ranges overcomes the negative
contribution of the centers. For example, for the credit card dataset there is
evidence of a negative association between the money spent on food and gas,
from the centers and ranges point of view, but in case of the second definition
of correlation presented in the paper we end up with a positive association
between the corresponding interval-valued variables. Once again, this is a direct
consequence of the fact that ranges cannot take negative values.
The population symbolic mean, variance, and covariance definitions may be
extended for a interval-valued random vector, similarly to what is done in con-
ventional random vectors. But in the symbolic framework such extension poses
new challenges. Given that several definitions of symbolic variance and covariance
are available they can be combined in more than one way to form the symbolic
covariance matrix. In fact, sample covariances matrices in the context of Symbolic
Principal Component Analysis (SPCA) combined definitions of sample symbolic
variance and covariance such that sample symbolic variances do not correspond
to the evaluation of the sample symbolic covariance between an interval-valued
variable with itself. Even though this is unexpected in the conventional context,
Wang et al. [12], who propose one of such combinations, argue that it is this
combination that leads to better performances of its SPCA method.
After having fixed the combination of symbolic variance-covariance, the defini-
tions of symbolic correlations comes in the usual way. Their properties were also
derived. We proved that a symbolic correlation is always a quantity in [−1, 1],
but when the variance is not equal to the covariance of the variable with itself,
the associated definitions of the correlation does not reach the value 1, i.e. in this
case the correlation of one interval-valued variable with itself does not assume the
value one. This is an unexpected result but it can be explained by the micro-data
model developed in Section 3. In the cases where Covk(X1, X2) = Cov(C1, C2)
and Vark(Xj) = Var(Cj) + δkE(R
2
j ), δk 6= 0, the micro-data model establishes
that Aj = Cj + UjRj/2. Thus, if we have the random vector (X1, X2)
t, where
X2 = X1 then (A1, A2)
t = (C1 + U1R1/2, C1 + U2R1/2)
t, where U1 and U2
are independent random variables. Therefore, knowing C1, R1, and U1 is not
enough to know everything about A2. Henceforth, this unaccounted variability
explains why the correlation is not 1. In case the micro-data model is (A1, A2)
t =
(C1+UR1/2, C1+UR1/2), this does not happen any more, and Cork(X1, X1) = 1.
The micro-data model in (3.1) makes clear that the symbolic covariance matrix
is in fact the micro-data covariance matrix, considering that only the macro-data
can be observable and U1, . . . , Up are latent variables, following one of two possible
dependence structures: (i) U1, . . . , Up are independent random variables or (ii)
U1
a.s.
= U2
a.s.
= . . .
a.s.
= Up = U with specific distributions. In practice, if micro-data
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are available, we can fit one of the micro-data model to the data and decide by
a certain symbolic covariance matrix definition.
This study has repercussions in many other multivariate models based on
symbolic covariance matrices. In particular, some of the most important SPCA
models differ from the covariance structure considered [30], and their properties
are a direct consequence of some of the properties presented in this work.
APPENDIX A: PROOF OF PROPOSITION 2.3
In this appendix we prove the properties of the symbolic variance and covari-
ance listed in Proposition 2.3, from Subsection 2.3.
Properties 1 and 4, in Proposition 2.3, are direct consequences of the different
definitions of symbolic variances and covariances.
The proof that a symbolic covariance between an interval-valued random vari-
able and a constant is zero (property 2) is also quite straightforward. We just need
to see the constant, ω1, as a special case of an interval-valued random variable,
X2, where P (C2 = ω1) = 1 and P (R2 = 0) = 1, thus Cov(C1, C2) = 0 and
E(R1R2) = 0. Consequently, Covk(X1, ω1) = 0, for all values of k. If instead being
a constant, X2 is a conventional variable, then it only verifies P (R2 = 0) = 1,
thus E(R1R2) = 0, leading to Covk(X1, X2) = Cov(C1, C2), as stated in property
3.
To prove the remaining properties, we define:
(A.1) Covk(X1, X2) = Cov(C1, C2) + γkE(R1R2),
where γ1 = γ4 = γ5 = 0, γ2 = δ2 = 1/4, and γ3 = δ3 = 1/12. Then, Covk(X1 +
X2, X3) = Cov(C1, C3) + Cov(C2, C3) + γkE(R1R3) + γkE(R2R3), which proves
property 5.
Given the results about multiplying a constant by an interval-valued variable
(vide Definition 2.5, property 4) and (A.1), we can write:
Covk(ω1X1, ω2X2) = ω1ω2Cov(C1, C2) + γk|ω1ω2|E(R1R2).
Given that γ1 = γ4 = γ5 = 0 and δk = γk, k = 2, 3, then property 6 follows.
The way to add and subtract two interval-valued random variables is estab-
lished in Definition 2.5, properties 1 and 2, respectively. Consequently,
Vark(X1 +X2) = Var(C1) + Var(C2) + 2Cov(C1, C2) + δkE(R
2
1) + δkE(R
2
2)
+2δkE(R1R2),
Vark(X1 −X2) = Var(C1) + Var(C2)− 2Cov(C1, C2) + δkE(R21) + δkE(R22)
+2δkE(R1R2).
Note that Covk(X1, X2) = Cov(C1, C2) + δkE(R1R2) only for k = 1, 2, 3, since
these are the cases where δk = γk (vide A.1). Properties 7 and 8, respectively,
come out from combining the last two results with the different definitions of
symbolic variances and covariances.
Something similar may be done to prove property 9. The major change comes
from the way we define the linear combination ω1X1 +ω2X2, which is determined
by Definition 2.5, property 6. Because of such similarities, the proof of property
9 is omitted.
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APPENDIX B: PROOF OF THEOREM 2.3
In this appendix we prove the symbolic correlation properties stated in Theo-
rem 2.3.
Since Covk(X1, X1) = Vark(X1), k = 1, 2, 3, then it follows that Cork(X1, X1) =
1. However, when k = 4, 5, Covk(X1, X1) = Var(C1) ≤ Var(C1) + δkE(R21), and
except when P (R1 = 0) = 1, Cork(X1, X1) < 1. The interpretation for this fact
rely on the model for Aj , the micro-data associated with a given interval-valued
variable. For the cases k = 1, 2, 3, we have the same weighting variable, U , given
by (3.6), to model any pair of interval-valued random variables (X1, X2)
t. So,
knowing the center and range associated with X1 and X2, it limits micro-data to
follow over the line defined by: (C1−R1/2, C2−R2/2) and (C1 +R1/2, C2 +R2/2)
(vide Figure 2). On the contrary, the model for k = 4, 5 opens the possibility to
micro-data to be any point in [C1−R1/2, C1+R1/2]×[C2−R2/2, C2+R2/2], thus
adding an additional source of variability, which justifies that Cork(X1, X1) < 1.
Having in mind that Vark(ω1X2) = ω
2
1Vark(X) and property 6 of Proposition
2.3, the results for k = 1, 2, 3 follows directly, since syn(ω1) = ω1/|ω1|. If ω1 > 0,
then ω1 = |ω1|, then for k = 2, 3 the results follows.
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