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 Recognition of the  < 1 -Graphs with Complexity  O ( nm ) ,
 or
 Football in a Hypercube
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 We fill in the details of the algorithm sketched in [6] and determine its complexity . As a part
 of this main algorithm , we also describe an algorithm which recognizes graphs which are
 isometric subgraphs of halved cubes . We discuss possible further applications of the same ideas
 and give a nice example of non- l 1 -graph allowing a highly isometric embedding into a halved
 cube .
 Ö  1996 Academic Press Limited
 1 .  I N T R O D U C T I O N
 For a set  Ω , let 2 Ω  denote the set of all the subsets of  Ω . We turn 2 Ω  into an
 n - dimensional cube graph Q k  ,  where  k  5  u Ω u ,  by making two subsets  A  and  B  adjacent
 whenever the symmetric dif ference  A  n  B  has size 1 . The graph  Q k  is bipartite , the
 bipartite half of  Q k  being known as the halved cube graph (we denote it by  HQ k ) .
 Therefore ,  HQ k  can be defined as the graph on , say , the even size subsets in 2 Ω , in
 which two subsets  A  and  B  are adjacent whenever  u A  n  B u  5  2 .
 We usually identify a graph  G  with its set of vertices , and we use the same notation  G
 for both . For a connected graph  G  let  d G  be the distance function on  G  . For a given
 positive integer  l  ,  we call a mapping  f  :  G  5  D ,  where  D  is another connected graph , a
 l - embedding  if , for any two vertices  x ,  y  P  G ,  we have  d D ( f  ( x ) ,  f  (  y ))  5  l d G  ( x ,  y ) .  If
 l  5  1 ,  then  f  is called an  isometric embedding .  A connected graph  G  is called an
 , 1 -graph if it allows a  l -embedding  f  into a cube  Q k  for some  l  and  k .  It can easily be
 seen that the distance function on  Q k  is given by  d Q n ( A ,  B )  5  u A  n  B u ; hence the
 condition on  f  can be rewritten as follows :  u f  ( x )  n  f  (  y ) u  5  l d G  ( x ,  y ) .
 Notice that an isometric embedding into a halved cube  HQ k  can be viewed as a
 2-embedding into  Q k ; hence any isometric subgraph of a halved cube is an  , 1 -graph .
 It was proved (or rather , noticed) in [6] that the property of  G  being an  , 1 -graph can
 be recognized in a polynomial time . The main purpose of the present paper is to fill in
 all the details of the algorithm and determine its complexity . As usual , let  n  denote the
 number of vertices of  G  , and  m  the number of edges of  G  . We prove the following
 result .
 T HEOREM 1 .  There exists an algorithm with time complexity O ( n 2  1  nm )  and space
 complexity O ( n 2 ) , which decides , for a graph  G , whether  G  is an  , 1 - graph .
 We present such an algorithm in Section 3 . The key part of it checks that certain
 graphs , constructed in terms of  G  , are isometric subgraphs of halved cubes . When
 singled out (in Section 2) , this sub-algorithm allows us to claim the following .
 T HEOREM 2 .  There exists an algorithm with time complexity O ( n 2  1  nm )  and space
 complexity O ( n 2 ) , which decides whether a graph  G  can be isometrically embedded in a
 hal y  ed cube . The algorithm constructs an embedding , if one exists .
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 The recognition problem for the general  , 1 -metrics is NP-complete . The relevant
 references are [2] and [4] .
 Notice also , that , naturally ,  , 1 -graphs and , in particular , isometric subgraphs , of
 halved cubes are all connected . If  G  is connected then  m  >  n  2  1 ; this means that , for
 connected inputs , the complexity  O ( n 2  1  nm ) simplifies in both Theorems 1 and 2 to
 O ( nm ) .
 In the final section of the paper we introduce the notion of an  s -isometric embedding
 (embedding isometric to distance  s ) .  The ideas which we use for the results above also
 apply to some extent to  s -isometric embeddings . We discuss a nice example : the
 football graph (the skeleton graph of the truncated icosahedron ; also known , in
 chemistry , as the fulleren graph  C 6 0 ) has an embedding into the 20-dimensional halved
 cube , which is isometric to distance 7! (The diameter of the football graph is 9 . ) We
 prove the uniqueness of this embedding .
 T HEOREM 3 .  The football graph has a unique  3- isometric embedding into a hal y  ed
 cube .
 (Digit 3 in ‘3-isometric’ is not a misprint ; we only assume that the embedding is
 isometric to distance 3 . )
 Throughout the paper the input graph (of whatever algorithm) is denoted by  G  . To
 simplify the notation , we let  d  denote the distance function  d G .
 2 .  I S O M E T R I C E M B E D D I N G S I N T O H A L V E D C U B E S
 If  f  is an isometric embedding of a graph  G  into  HQ k  then , for an edge  e  5  h x ,  y j  of
 G  , the subset  p ( e )  5  f  ( x )  n  f  (  y )  Ô  Ω  has size 2 . We call  p ( e ) the  label  of  e .  The
 algorithm below attempts to construct an isometric embedding of an arbitrary  G  by
 defining the labels of specially chosen edges . The method is based on the following
 observation .
 L EMMA 2 . 1 .  Suppose that e  5  h x ,  y j  and e 9  5  h z ,  t j  are two edges of  G  and suppose for
 some  y  ertex u , that we ha y  e d ( u ,  y )  5  d ( u ,  x )  1  1  and d ( u ,  t )  5  d ( u ,  z )  1  1 . Then ,
 u  p ( e )  >  p ( e 9 ) u  5  2 d (  y ,  t )  1  d ( x ,  t )  1  d (  y ,  z )  2  d ( x ,  z ) .
 P ROOF .  The mapping  f 9 ( x )  5  f  ( x )  n  Ω 0  ,  where  Ω 0 is a fixed subset of  Ω , is an
 isometric embedding ; moreover ,  f  and  f 9 define exactly the same labels on the edges
 of  G  . Therefore , we may assume without loss that  f  ( u )  5  [ .  Lemma 2 . 2 from [6]
 implies that  u f  ( a )  >  f  ( b ) u  5  d ( u ,  a )  1  d ( u ,  b )  2  d ( a ,  b ) for all  a ,  b  P  G .  (Alternatively ,
 this equality is , in fact , a reformulation of 2  u A  >  B u  5  u A u  1  u B u  2  u A  n  B u ,  where
 A  5  f  ( a )  and  B  5  f  ( b ) . ) By assumption ,  f  ( x )  Õ  f  (  y ) and  f  ( z )  Õ  f  ( t ) .  Therefore ,
 u  p ( e )  >  p ( e 9 ) u  5  u f  (  y )  >  f  ( t ) u  2  u f  ( x )  >  f  ( t ) u  2  u f  (  y )  >  f  ( z ) u  1  u f  ( x )  >  f  ( z ) u .  Substit-
 uting each of these intersection sizes with its expression in terms of the distances , and
 cancelling , we end up with the formula  u  p ( e )  >  p ( e 9 ) u  5  2 d (  y ,  t )  1  d ( x ,  t )  1  d (  y ,  z )  2
 d ( x ,  z ) .  h
 Lemma 2 . 1 gives us a practical method to find the relation between the labels of two
 edges . With this in mind , we can now define the algorithm .
 S T E P 1 .  Find the distance matrix of the graph .
 It is well known that this computation requires  O ( nm ) time and  O ( n 2 ) space . If  G  is
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 disconnected , it cannot be isometrically embedded into  HQ k ; hence it should be
 rejected . From now on we assume that  G  is connected .
 For the rest of the algorithm we fix a vertex  u  P  G .
 S T E P 2 .  Construct a spanning tree  L  for  G , such that d L ( u ,  x )  5  d ( u ,  x )  for all x  P  G .
 This step requires  O ( m ) time . In fact ,  L  can be obtained as a by-product of Step 1 if
 the standard shortest path procedure is used for finding the distances .
 Clearly ,  L  has  n  vertices and  n  2  1 edges . Whenever  h x ,  y j  is an edge of  L , we have
 that  d ( u ,  x )  ?  d ( u ,  y ) .  We make the edges of  L  directed by assuming that  d ( u ,  x ) is
 always less than  d ( u ,  y ) .  Accordingly , we will write ( x ,  y ) in place of  h x ,  y j .
 Let  E  denote the edge set of  L . By Lemma 2 . 1 , the labels (with respect to an
 arbitrary embedding  f  ,  if any such exists) of two edges  e  5  ( x ,  y ) and  e 9  5  ( z ,  t ) from  E
 intersect each other in exactly  i ( e ,  e 9 )  5  2 d (  y ,  t )  1  d ( x ,  t )  1  d (  y ,  z )  2  d ( x ,  z ) elements .
 In particular ,  i ( e ,  e 9 ) must be non-negative for all  e ,  e 9  P  E .  (It is easy to see that , in
 general ,  i ( e ,  e 9 )  P  h 2 2 ,  2 1 ,  0 ,  1 ,  2 j . )
 S T E P 3 .  Compute the function i . Check that it is non - negati y  e .
 Since  u E u  5  n  2  1 ,  this step has time and space complexity  O ( n 2 ) .
 Next , we utilize the fact that  i  does not depend on  f  ; hence it can be used to recover
 the equivalence relation on  E  defined by (equal) labels . Since every label is a 2-element
 set ,  i ( e ,  e 9 )  5  2 is an exact reformulation of the condition that the labels (under
 whatever embedding  f  ) of  e  and  e 9 are equal .
 S T E P 4 .  Construct the relation on E defined as follows :
 e  ,  e 9  if f  i ( e ,  e 9 )  5  2 ,
 and  y  erify that this is an equi y  alence relation .
 Clearly , if  ,  is not an equivalence , then  G  does not have an isometric embedding
 into a halved cube .
 Consider the graph on  E ,  in which  e ,  e 9  P  E  are adjacent if f  i ( e ,  e 9 )  5  2 .  We have to
 check that every connected component of this graph is a complete graph . Time and
 space  O ( n 2 ) definitely suf fice for this computation .
 The connected components above are the equivalence classes of  , . Let [ e ] denote
 the equivalence class containing  e .  Let also  f [ e ] (or , simply ,  f e ) be a fixed representative
 of [ e ] .
 S T E P 5 .  Define a graph  ¸   on the set of equi y  alence classes by letting  [ e ]  and  [ e 9 ]  be
 adjacent whene y  er i ( e ,  e 9 )  5  1 . Check that this is well - defined , that is , i ( e ,  e 9 )  does not
 depend on the choice of edges in  [ e ]  and  [ e 9 ] .
 (If the check fails ,  G  cannot be embedded into a halved cube . )
 It suf fices to verify that  i ( e ,  e 9 )  5  i (  f e  ,  f e 9 ) for all  e ,  e 9  P  E .  Therefore , we can
 accomplish Step 5 with complexity  O ( n 2 ) .
 Now we are ready to assign real labels to our equivalence classes . Each label should
 be a 2-element subset of a certain set  Ω . Labels with respect to a given embedding can
 be viewed as edges on  Ω , so that  Ω  becomes a graph .
 According to the definition , the vertices of  ¸   are the equivalence classes of  , ; hence
 they bijectively correspond to labels . Two dif ferent classes are adjacent in  ¸   exactly
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 when the corresponding two (dif ferent) labels meet in an element of  Ω . This means
 that  ¸   is the edge (or ,  line ) graph of  Ω . We need , therefore , to reconstruct  Ω  in terms
 of the known  ¸  .
 S T E P 6 .  Find a graph  Ω  with the property that  ¸   is isomorphic to the line graph of  Ω .
 If no such  Ω  exists , reject  G .
 (In general ,  Ω  may not be uniquely defined , even if it exists . At Step 6 we only need
 to construct one possible  Ω . )
 According to Lehot [5] , this computation requires  O ( m 9 ) time , where  m 9 is the
 number of edges in  ¸  . Let  n 9 denote the number of vertices of  ¸  . Clearly ,
 n 9  <  u E u  5  n  2  1 .  Therefore ,  m 9  <  ( n 9 ) 2  ,  n 2 .  We conclude that the complexity of this
 step is  O ( n 2 ) .
 With Step 6 done and the graph  Ω  found , every equivalence class [ e ] (and hence
 every edge  e  of  L ) is given a label  p ( e ) ,  a 2-element subset of  Ω  (the vertex set of  Ω , to
 be precise) . It remains to construct an embedding of  G  into the halved cube defined by
 Ω .
 S T E P 7 .  For each  y  ertex x  P  G , construct its image  f  ( x )  Ô  Ω .
 We start  f  ( u )  5  [  and then for each  i  5  1 ,  2 ,  .  .  .  and for each vertex  x  at distance  i
 from  u  we define  f  ( x ) as  f  (  y )  <  p ( e ) ,  where  e  5  (  y ,  x ) is the unique edge of  L  such
 that  d ( u ,  y )  5  i  2  1 .
 Step 7 requires  O ( n 2 ) time and space . Indeed ,  G  has  n  vertices , while the size of  Ω  is
 no greater than 2  u ¸  u  <  2( n  2  1) .
 The total complexity of this algorithm is as indicated in Theorem 1 . We claim that
 the input graph  G  that successfully passed the tests of Steps 1 (connectivity) , 3 ( i
 non-negative) , 4 (equivalence  ,  well-defined) , 5 (graph  ¸   well-defined) and 6 ( ¸   a line
 graph) , this  G  is necessarily an isometric subgraph of a halved cube .
 L EMMA 2 . 2 .  The mapping  f  constructed by the abo y  e algorithm is an isometric
 embedding of  G  into the hal y  ed cube defined by  Ω .
 P ROOF .  The labels  p ( e ) , e  P  E ,  constructed at Step 6 , have the following property : if
 e  5  ( x ,  y ) and  e 9  5  ( z ,  t ) are two edges from  E ,  then  u  p ( e )  >  p ( e 9 ) u  5  2 d (  y ,  t )  1
 d ( x ,  t )  1  d (  y ,  z )  2  d ( x ,  z ) .
 Suppose that the claim of the lemma is false ; that is , there exist pairs  y ,  t  P  G  with
 u f  (  y )  n  f  ( t ) u  ?  2 d (  y ,  t ) .  Choose such a pair with  s  5  d ( u ,  y )  1  d ( u ,  t ) minimal . First
 consider the case  y  5  u  or  t  5  u .  Without loss of generality , we may assume that  y  5  u .
 The path in  L  from  u  to  t  is geodetic (shortest between  u  and  t ) in  G  . If  e  and  e 9 are
 two edges on this path then , as we can see from the distances ,  p ( e )  >  p ( e 9 )  5  [ .
 Therefore , the labels along the path are disjoint ; that is ,  u f  ( t ) u  5  2 d ( u ,  t ) .  This proves
 that  y  ?  u  (and , of course , also  t  ?  u ) .
 Let  x  (respectively ,  z ) be the only neighbour of  y  (respectively ,  t ) which is closer to  u
 than  y  (respectively ,  t ) itself . Let  e  5  ( x ,  y ) and  e 9  5  ( z ,  t ) .  Let  X  5  f  ( x ) , Y  5  f  (  y ) ,
 Z  5  f  ( z )  and  T  5  f  ( t ) .  Clearly ,  u Y  n  T  u  5  u Y u  1  u T  u  2  2  u Y  >  T  u  5  2[ d ( u ,  y )  1  d ( u ,  t )  2
 u Y  >  T  u ] .  On the other hand , as  Y  \ X  5  p ( e ) and  T  \ Z  5  p ( e 9 ) ,  we have  u Y  >  T  u  5
 u  p ( e )  >  p ( e 9 ) u  1  u X  >  T  u  1  u Y  >  Z u  2  u X  >  Z u .  By our choice of  y  and  t  (minimality of
 d (  y ,  t )) ,  we have  u X  n  T  u  5  2 d ( x ,  t ) ,  which implies  u X  >  T  u  5  d ( u ,  x )  1  d ( u ,  t )  2
 1 – 2  u X  n  T  u  5  d ( u ,  x )  1  d ( u ,  t )  2  d ( x ,  t ) .  Similarly ,  u Y  >  Z u  5  d ( u ,  y )  1  d ( u ,  z )  2  d (  y ,  z )
 and  u X  >  Z u  5  d ( u ,  x )  1  d ( u ,  z )  2  d ( x ,  z ) .  Also ,  p ( e )  >  p ( e 9 )  5  2 d (  y ,  t )  1  d ( x ,  t  1
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 d (  y ,  z )  2  d ( x ,  z ) .  Substituting all this into our formula for  u Y  >  T  u  and cancelling out ,
 we end up with  u Y  >  T  u  5  2 d (  y ,  t )  1  d ( u ,  y )  1  d ( u ,  t ) .  Therefore ,  u Y  n  T  u  5  2( d ( u ,  y )  1
 d ( u ,  t )  2  u Y  >  T  u )  5  2 d (  y ,  t ) .  This conclusion contradicts our choice of  y  and  t .  h
 Clearly , Lemma 2 . 2 implies Theorem 2 .
 3 .  T H E M A I N A L G O R I T H M
 For graphs  D 1 ,  D 2 ,  .  .  .  ,  D s  ,  the  direct product graph  D  5  D 1  3  D 2  3  ?  ?  ?  3  D s  has as
 vertices all the  s -tuples ( y  1  ,  y  2  ,  .  .  .  ,  y  s ) where , for each  i ,  y  i  is a vertex of  D i  .  Two
 tuples ( y  1  ,  y  2  ,  .  .  .  ,  y  s ) and ( y  9 1  ,  y  9 2  ,  .  .  .  ,  y  9 s ) are adjacent if f , for some  j ,  y  j  is adjacent to
 y  9 j  in  D j  and  y  i  5  y  i 9 for  i  ?  j .  An isometric embedding  f  :  G  5  D  5  D 1  3  D 2  3  ?  ?  ?  3  D s  is
 called  irredundant  if (1) none of the factors  D i  is a one-vertex graph , and (2) the
 projection  f  ( G  )  5  D i  is surjective for each  i .  Graham and Winkker [3] defined , for a
 graph  G  , a  canonical direct product graph  G  *  5  G  * 1  3  G  * 2  3  ?  ?  ?  3  G  * s   and a canonical
 irredundant isometric embedding  a  :  G  5  G  * having the usual universality property .
 Namely , whenever  f  is an irredundant isometric embedding of  G  into a direct product
 graph  D , there is also an isometric embedding  b  :  D  5  G  * such that  a  5  b f .
 The notion of the canonical direct product graph  G  * fits nicely into the context of the
 present paper because of the following relevant result from [6] (see Corollaries 1 and 6
 there) .
 P ROPOSITION 3 . 1 .  A graph  G  is an  , 1 - graph if f e y  ery canonical factor  G  * i  is either a
 subgraph of a cocktail party graph , or an isometric subgraph of a hal y  ed cube .
 (Recall that a  cocktail party graph  is a graph on an even number of vertices , in which
 every vertex is non-adjacent to exactly one other vertex . )
 Our algorithm detecting  , 1 -graphs consists of two steps .
 S T E P 1 .  Construct the canonical direct product graph  G  *  5  G  * 1  3  G  * 2  3  ?  ?  ?  3  G  * s
 related to  G .
 Aurenhammer and Hagauer [1] demonstrated that this step can be performed in
 O ( nm )  time and  O ( n 2 ) space .
 S T E P 2 .  For each factor  G  * i  , determine whether it is a subgraph of a cocktail party
 graph . If not , check that  G  * i  allows an isometric embedding into a hal y  ed cube . If this
 check fails for some i , report that  G  is not an  , 1 - graph and quit . Otherwise , report that  G
 is an  , 1 - graph .
 It follows from Proposition 3 . 1 that the above algorithm indeed detects  , 1 -graphs . It
 remains to check that the complexity of Step 2 does not exceed that claimed in
 Theorem 1 .
 Let  n i  and  m i  be the number of vertices and the number of edges of  G  * i  .  Being a
 subgraph of a cocktail party graph means simply that for each vertex there is at most
 one other vertex non-adjacent to it . This property can clearly be checked for  G  * i   in
 O ( m i )  time and space . According to Section 2 ,  O ( n i m i ) time and  O ( n 2 i  ) space suf fices in
 order to determine whether  G  * i   does or does not allow an isometric embedding into a
 halved cube . Therefore , the total time complexity of Step 2 is  O ( n 1 m 1  1  n 2 m 2  1  ?  ?  ?  1
 n s m s ) ,  while the total space complexity is  O ( n
 2
 1  1  n
 2
 2  1  ?  ?  ?  1  n
 2
 s ) .
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 L EMMA 3 . 2 .  The following inequalities hold :
 (1)  n 1  1  n 2  1  ?  ?  ?  1  n s  <  2( n  2  1) ;
 (2)  m 1  1  m 2  1  ?  ?  ?  1  m s  <  m ;
 In particular , n 2 1  1  n
 2
 2  1  ?  ?  ?  1  n
 2
 s is O ( n
 2 )  and n 1 m 1  1  n 2 m 2  1  ?  ?  ?  1  n 2 m s is O ( nm ) .
 P ROOF .  To simplify the notation , let us assume  G  is an isometric subgraph of
 G  *  5  G  * 1  3  G  * 2  3  ?  ?  ?  3  G  * s  ;  that is , the canonical embedding  a  is just the identity map .
 As  G  is connected , we can arrange all the vertices of  G  in a list , with the property that
 every vertex except for the first one is adjacent to some preceeding vertex . For  X  being
 the set of the first  t  vertices from the list , let  #  (X) be the set of all the components of
 the tuples  x  P  X .  Also let  I ( X  ) be the set of co-ordinates  i ,  such that all the  x  P  X  have
 the same  i th component . We claim that (1) the size of  #  ( X  ) is at most  s  1  t  2  1 ,  and
 (2) the size of  I ( X  ) is at leat  s  2  t  1  1 .  Indeed , for  t  5  1 both sets have size  s .  If  x  is the
 vertex that immediately follows  X ,  then  x  is adjacent to a vertex  y  P  X .  By the
 definition of the direct product , the tuples  x  and  y  dif fer in just one position . Therefore ,
 u # ( X  <  h x j ) u  <  u # ( X  ) u  1  1 and  u I ( X  <  h x j ) u  >  u I ( X  ) u  2  1 , and the claim follows by
 induction .
 Since  a  is irredundant , for  t  5  n  we have  #  ( X  )  5  # ( G  )  5  G  * 1  <  G  * 2  <  ?  ?  ?  <  G  * s   and
 I ( X  )  5  [ .  From the latter equality , we establish 0  >  s  2  n  1  1 (that is ,  s  <  n  2  1) ,  while
 the former gives  u G  * 1  <  G  * 2  <  ?  ?  ?  <  G  * s  u  <  s  1  n  2  1  <  2( n  2  1) .  This is the first claim of
 the lemma .
 Coming to the second claim , if  h x ,  y j  is an edge of  G  then the tuples  x  5
 ( x 1  ,  x 2  ,  .  .  .  ,  x s )  and  y  5  (  y 1  ,  y 2  ,  .  .  .  ,  y s ) dif fer in just one co-ordinate  i  and , moreover ,
 h x i  ,  y i j  is an edge of  G  * i  .  Therefore , every edge of  G  corresponds to a unique edge in
 one of the factors  G  * i  .  It remains to check that every edge  e  of every  G  * i   can be
 obtained in this way . Since  a  is irredundant , there exists a vertex  x  5  ( x 1  ,  x 2  ,  .  .  .  ,  x s )  P
 G  and another vertex  y  5  (  y 1  ,  y 2  ,  .  .  .  ,  y s )  P  G  such that  e  5  h x i  ,  y i j .  Clearly ,  d ( x ,  y )  5
 d G  1 * ( x 1  ,  y 1 )  1  d G  2 * ( x 2  ,  y 2 )  1  ?  ?  ?  1  d G  s * ( x s  ,  y s ) .  Together with  d G  i * ( x i  ,  y i )  5  1 ,  this implies
 that on an arbitrary shortest path in  G  , joining  x  and  y ,  only one pair of consecutive
 vertices dif fer in the position  i .  Clearly , this pair forms an edge which corresponds to  e .
 h
 Lemma 3 . 2 implies that the time complexity of Step 2 (and hence of the whole
 algorithm) is  O ( nm ) and the space complexity is  O ( n 2 ) ,  as claimed .
 4 .  E M B E D D I N G S I S O M E T R I C  T O D I S T A N C E  s
 For connected graphs  G  and  D , we call a mapping  f  :  G  5  D  an  s - isometric embedding
 if  d D ( f  ( x ) ,  f  (  y ))  5  d G  ( x ,  y ) for all  x ,  y  P  G  with  d G  ( x ,  y )  <  s .  As an example , a
 1-isometric embedding is any mapping sending edges to edges .
 The methods from Section 2 can also be used for investigation of  s -isometric
 embeddings of graphs into halved cubes . Indeed , let  f  be an  s -embedding of a graph  G
 into a halved cube  D , with  s  >  1 .  For an edge  e  5  h x ,  y j  of  G  , the set  p ( e )  5  f  ( x )  n  f  (  y )
 is a 2-element subset in the underlying set  Ω  of  D . As in Section 2 , we call  p ( e ) the
 label  of  e .
 The main tool from Section 2 , Lemma 2 . 1 can also be generalized for our new
 setting .
 L EMMA 4 . 1 .  Suppose that e  5  h x ,  y j  and e 9  5  h z ,  t j  are two edges of  G  and suppose ,
 for some  y  ertex u , that we ha y  e d ( u ,  y )  5  d ( u ,  x )  1  1  and d ( u ,  t )  5  d ( u ,  z )  1  1 . If the
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 pairwise distances between u , x , y , z and t do not exceed s , then  u  p ( e )  >  p ( e 9 ) u  5
 2 d (  y ,  t )  1  d ( x ,  t )  1  d (  y ,  z )  2  d ( x ,  z ) .
 The proof repeats the one given for Lemma 2 . 1 . Notice that although  u  does not
 participate in the formula for  u  p ( e )  >  p ( e 9 ) u ,  it plays an important role in the proof and
 we cannot skip it in the assumption part of the lemma . On the other hand , we only
 have to guarantee that such an element  u  exists . If say ,  d ( x ,  z )  ?  d ( x ,  t ) ,  we can take
 u  5  x  (if  d ( x ,  z )  .  d ( x ,  t ) ,  we also have to switch the roles of  z  and  t ) .
 For large  s ,  Lemma 4 . 1 allows us to find the intersection of labels for many pairs of
 edges and those intersection sizes do not depend on a particular embedding . We single
 out the following special cases .
 L EMMA 4 . 2 .  (1)  If x 1  ,  x 2  ,  .  .  .  ,  x t is a geodetic path in  G  of length  <  s , then the labels
 along the path are pairwise disjoint .
 (2)  If C is an isometric cycle in  G  of length n  5  2 t , t  <  s , then the opposite edges on C
 ha y  e equal labels . The labels of non - opposite edges are disjoint .
 (3)  If C is an isometric cycle in  G  of length  2 t  1  1 , t  <  s , then the labels of opposite edges
 ( that is , the edges which are at the maximal possible distance from each other )  on C ha y  e
 exactly one element in common . The labels of non - opposite edges are disjoint .
 P ROOF .  A geodetic path is an isometric subgraph of  G  , so in each case we have a
 subgraph (a path or a cycle) in which is isometric in  G  . This means that the distances
 between the vertices of the subgraph can be determined within the subgraph itself . We
 apply Lemma 4 . 1 , with  u  being a suitable vertex of the subgraph .
 Let  G  be the football graph , i . e . the skeleton graph of the truncated icosahedron . The
 icosahedron has 12 vertices and 20 triangular faces , each vertex adjacent to 5 faces .
 Therefore , the truncated icosahedron has 12 pentagonal and 20 hexagonal faces . The
 football graph is shown in Figure 1 , the 12 pentagonal faces being shaded . Note that
 the faces are the only 5- and 6-cycles in  G  , and that they are isometric subgraphs of  G  .
 The automorphism group of the football graph is the Coxeter group  H 3  .  Alt 5  3  2 .
 The group is transitive on vertices , on pentagonal and on hexagonal faces . It has two
 orbits on edges : (1) the edges adjacent to two hexagons , and (2) edges adjacent to a
 hexagon and a pentagon .
 Let us apply labels to construct and investigate the only 3-isometric embedding of  G
 into a halved cube . We start with some properties of any such embedding  f .
 Since  s  >  3 ,  Lemma 4 . 2(2) implies that the opposite edges of a hexagonal face bear
 equal labels . This can be extended by transitivity to an equivalence relation on the edge
 set of  G  ; there are 30 equivalence classes , each consisting of three edges—one (the
S
a
C
T
b
U d
e
c
f
 F IGURE 1 .  The football graph , triplets , a circle and the proof of Lemma 4 . 3 .
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 middle one) of type (1) and two of type (2) (an example of an equivalence class can be
 seen in Figure 1 ; say ,  S  is one of them) . Let us call the equivalence classes  triplets .
 Clearly , the three edges in a triplet all have the same label , so that the labels in fact
 correspond to triplets . We call two triplets  dependent  if they are represented by
 opposite edges of a pentagonal face . According to Lemma 4 . 2 , the labels of dependent
 triplets have exactly one element in common .
 The three triplets in Figure 1 (denoted  S ,  T  and  U ) are pairwise dependent . These
 nine edges separate the vertices , which are at distance at most 2 from the central
 hexagon  C ,  from the rest of the vertices . Because of this , we call the nine edges (three
 triplets) a  circle  (of radius 2 1 – 2 !) around  C .
 L EMMA 4 . 3 .  The labels of the three triplets in a circle ha y  e a common element .
 P ROOF .  Suppose that the labels of the triplets  S  and  T  (as in Figure 1 share an
 element  i ,  and suppose that  i  is not contained in the label of  U .  Since every label
 consists of two elements , it follows from Lemma 4 . 2(3) that the lavel of an edge  e  of a
 pentagonal face is contained in the union of the labels of the two edges opposite to  e .
 Let us apply this observation to the edge  a  in Figure 1 . This edge is contained in  S ;
 therefore ,  i  P  p ( a ) .  Since  i  is not contained in the label of  U ,  by the above comment ,
 i  P  p ( b ) .  The edges  b  and  c  are in the same triplet . Hence  i  P  p ( c ) .  Similarly , starting
 from the edge  d  P  T ,  we conclude that  i  P  p (  f  ) .  However ,  c  and  f  are non-opposite
 edges of a hexagonal face . By Lemma 4 . 2 , their labels must be disjoint ; a contradiction .
 h
 This result suggests that the elements of  Ω  may be in a one-to-one correspondence
 with the circles .
 L EMMA 4 . 4 .  The elements of  Ω , which appear in labels , bijecti y  ely correspond to the
 hexagonal faces . For a hexagon C and an edge e , the element corresponding to C
 appears in p ( e )  if f e is contained in the circle around C .
 P ROOF .  It suf fices to show that the labels of the edges from two dif ferent circles
 cannot all have an element in common . As indicated above , circles correspond to the
 hexagonal faces . The group  Aut  G  has 5 orbits on the pairs ( C ,  C 9 ) , C  ?  C 9 ,  of
 hexagons , depending on whether the distance between  C  and  C 9 is 0 , 1 , 3 , 5 or 7 .
 Therefore , for a fixed  C ,  we have to check 5 hexagons  C 9  5  C 0  , C 1  , C 3  , C 5 and  C 7 . This
 is shown in Figure 2 . The edges  e  and  f  belong to the circle around the hexagon  C .
e0
C T
C0
C1
C5
C7
e1
e3
e5
e7
e
C3
 F IGURE 2 .  The proof of Lemma 4 . 4 .
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 Similarly , for  i  P  h 0 ,  1 ,  3 ,  5 ,  7 j , e i  is contained in the circle around  C i .  It follows from
 Lemma 4 . 2(1) that the labels of  e 0  , e 1  , e 3 and  e 7 are disjoint from  p ( e ) .  Also , by the
 same lemma ,  p ( e 5 ) is disjoint from  p (  f  )  5  p ( e ) .  h
 C OROLLARY 4 . 5 .  Up to isomorphism , there is only one way to assign labels to edges .
 P ROOF .  Every triplet is contained in exactly two circles . For example , in Figure 2
 the triplet  T  is contained in the circles around  C  and  C 5  .  The rest follows from Lemma
 4 . 4 .  h
 So far , we have recovered the labels on the edges of  G  . Let us now construct the
 embedding itself . Notice that if  f  is an  s -isometric embedding into the halved cube  D
 defined by  Ω  and  A  is any (even size) subset of  Ω , then  x  S  f  ( x )  n  A  is also an
 s -isometric embedding of  G  into the same halved cube  D . We say that the embeddings
 f  and  f  n  A  are  equi y  alent up to a shift .  Let us fix a vertex  y  P  G .  Up to a shift we may
 assume that  f  ( y  )  5  [ .  Since  s  >  1 ,  we then have that , for  x  P  G ,
 f  ( x )  5  p ( h x 0  ,  x 1 j )  n  p ( h x 1  ,  x 2 j )  n  ?  ?  ?  n  p ( h x t 2 1  ,  x t j ) ,
 where  y  5  x 0  ,  x 1  ,  .  .  .  ,  x t  5  x  is a geodetic (shortest) path joining  y   and  x .  Indeed , this
 follows from the definition  p ( h x i 2 1  ,  x i j )  5  f  ( x i 2 1 )  n  f  ( x i ) .
 Since  f  ( x ) has been expressed in terms of the labels only , Corollary 4 . 5 implies the
 following .
 P ROPOSITION 4 . 6 .  Up to isomorphism , there is at most one  3- isometric embedding of
 G into a hal y  ed cube .
 Let us now construct this unique embedding . The preceeding discussion hints us how
 to do this . We formally define  Ω  to be the set of all the hexagonal faces in  G  . For an
 edge  e  P  G ,  we define  p ( e ) to be the set of all the hexagons  C  P  Ω  with the property
 that  e  belongs to the circle around  C .  As we noticed above ,  e  is contained in two
 circles ; that is ,  u  p ( e ) u  5  2 .  This gives us all the labels . To define the embedding  f  ,  pick
 an arbitrary vertex  y  P  G .  We set  f  ( y  )  5  [ .  For  x  P  G , x  ?  y  ,  and for a shortest path
 y  5  x 0  ,  x 1  ,  .  .  .  ,  x t  5  x ,  we define  f  ( x ) as above , as the symmetric dif ference of all the
 labels along the path .
 L EMMA 4 . 7 .  The embedding  f  is well - defined , i .e .  f  ( x )  does not depend on the path
 chosen .
 P ROOF .  It is easy to see that the labels are chosen in a way that guarantees that the
 statements (2) and (3) from Lemma 4 . 2 hold for pentagons and hexagons . In particular ,
 it follows that the symmetric dif ference of the labels along a pentagon or a hexagon is
 empty . Since the football graph is drawn on a sphere with all faces being pentagons and
 hexagons , and since the sphere is simply connected , any two paths having the same
 end points are equivalent modulo inserting / removing subpentagons and subhexagons .
 The claim follows .  h
 The mapping  f  ,  which is now known to be well-defined , maps every vertex of  G  to a
 even size subset of  Ω ; that is , to a vertex of the corresponding halved cube . It is
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b
c
d
e f
 F IGURE 3 .  The proof of Lemma 4 . 8 .
 immediate that  f  is 1-isometric , which only reflects the fact that all the labels have size
 2 . Let us determine the maximum  s  for which  f  is  s -isometric . Being  s -isometric means
 in our case (when we embed  G  into a halved cube) that , for  x ,  y  P  G  with  d ( x ,  y )  5  t  <  s ,
 we have  u f  ( x )  n  f  (  y ) u  5  2 t .  Since every label has size 2 , this is equivalent to the
 following : labels on a geodetic path of length  <  s  are pairwise disjoint .
 L EMMA 4 . 8 .  Labels on a geodetic path of length  <  7  in  G  are pairwise disjoint . In
 particular ,  f  is  7- isometric .
 P ROOF .  The labels of two edges  e  and  e 9 are not disjoint if f  e  and  e 9 belong to the
 same circle . Therefore , we have to check that no geodetic path of length  <  7 crosses a
 circle twice . Since  Aut  G  is transitive on the circles , it suf fices , for a fixed circle , to check
 that no geodetic path of length  <  7 crosses it twice . In Figure 3 we see a circle  #  . If a
 path crosses  #  twice , then either both ends are inside the circle , or both ends are
 outside . It is easy to see that every shortest path between two vertices inside  #  is itself
 fully inside  #  . Therefore , we only have to check the paths with both ends outside  #  .
 Without loss of generality , we may assume that the path starts and ends just outside the
 circle , in one of the vertices  a ,  b ,  .  .  .  .  Up to automorphisms , all the variants for the end
 points are represented by the following pairs : ( a ,  b ) ,  ( a ,  c ) ,  ( a ,  d ) ,  ( a ,  e ) ,  ( b ,  c ) ,  ( b ,  e ) ,
 ( b ,  f  )  and ( c ,  e ) .  The pairs ( a ,  e ) and ( b ,  f  ) represent distance 8  .  7 . For all the
 remaining pairs , the path just outside the circle (depicted by the arrows) is shorter than
 any path through  #  .  h
 Notice that in case of ( a ,  e ) and ( b ,  f  ) there is a geodetic path joining the two
 vertices and cutting across the circle . This means that  f  is  not  8-isometric . in fact , if
 x ,  y  P  G  with  d ( x ,  y )  5  8 or 9 , then always  u f  ( x )  n  f  (  y ) u  5  14 ,  which means that the
 distance function  d 9 ( x ,  y )  5  min( d ( x ,  y ) ,  7) , x ,  y  P  G ,  is an  , 1 -metric .
 A D D E N D U M .  The skeleton graph of the icosidodecahedron , a close relative of the
 football graph , is another nice example of an almost  , 1 -graph . By an argument similar
 in spirit to the proof of Theorem 3 , we have established that this graph has a unique
 3-isometric embedding into a halved cube . This unique embedding is , in fact ,
 4-isometric , which is just one less than the diameter of the graph! This embedding into
 halved 12-cube (as well as unique embedding of the football into halved 20-cube) can
 also be seen as associating to each vertex , 4 out 12 pentagons (resp . 7 out 20 hexagons)
 reachable by  i -path with  i  5  0 ,  1 (resp .  i  5  0 ,  1 ,  2) .
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