To address the contextual bandit problem, we propose online decision tree algorithms. The analysis of proposed algorithms is based on the sample complexity needed to find the optimal decision stump. Then, the decision stumps are assembled in a decision tree, KMD-Tree, and in a random collection of decision trees, KMD-Forest. We show that the proposed algorithms are optimal up to a factor log 1/∆. The dependence of the sample complexity upon the number of contextual variables is logarithmic. The computational cost of the proposed algorithm with respect to the time horizon is linear. These analytical results allow the proposed algorithms to be efficient in real applications, where the number of events to process is huge, and where we expect that some contextual variables, chosen from a large set, have potentially non-linear dependencies with the rewards. When KMDTrees are assembled into a KMD-Forest, the analysis is done against a strong reference, the Random Forest built knowing the joint distribution of contexts and rewards. We show that the expected dependent regret bound against this strong reference is logarithmic with respect to the time horizon. In the experiments done to illustrate the theoretical analysis, KMD-Tree and KMD-Forest obtain promising results in comparison with state-of-theart algorithms.
Introduction
Since the beginning of this century, a vast quantity of connected devices has been deployed. These devices communicate together through wired and wireless networks thus generating infinite streams of events. By interacting with these streams of events, machine learning algorithms optimize the choice of ads on a website, choose the best human machine interface, recommend products on a web shop, insure self-care of set top boxes, assign the best wireless network to each mobile phone etc... With the now rising internet of things, the number of decisions (or actions) to be taken by more and more autonomous devices further increases. In order to control the cost and the potential risk to deploy a lot of machine learning algorithms in the long run, we need scalable algorithms which provide worst case theoretical guarantees.
Most of these applications necessitate to take and optimize decisions with a partial feedback. Only the reward of the taken decision is known. Does the user click on the proposed ad ? The most relevant ad is never revealed. Only the click on the proposed ad is known. This well known problem is called multi-armed bandits mab (see Lai and Robbins (1985) ). In its most basic formulation, it can be stated as follows: there are K decisions, each having an unknown distribution of bounded rewards. At each step, one has to choose a decision and receives a reward. The performance of a mab algorithm is assessed in term of regret (or opportunity loss) with regards to the unknown optimal decision. Optimal solutions have been proposed to solve this problem using a stochastic formulation in , using a Bayesian formulation in Kaufman et al (2012) , or using an adversarial formulation in ; Cesa-Bianchi and Lugosi al (2006) . While these approaches focus on the maximization of the cumulated regret, the PAC setting (see Vailant (1984) ) or the ( , δ)-best-arm identification, focuses on the sample complexity (i.e. the number of time steps) needed to find an -approximation of the best arm with a failure probability of δ. This formulation has been studied for mab problem in Even-Dar et al (2002) ; Bubeck et al (2009) , for voting bandit problem in Urvoy et al (2013) , and for linear bandit problem in Soare et al (2014) .
Several variations of the mab problem have been introduced in order to fit the practical constraints coming from ad serving or marketing optimization. These variations include for instance the death and birth of arms in Chakrabarti et al (2008) , availability of actions in Kleinberg et al (2008) or a drawing without replacement in Urvoy (2012, 2013) . But more importantly, in most of these applications, a rich contextual information is also available. For instance, in ad-serving optimization we know the web page, the position in the web page, or the profile of the user. This contextual information must be exploited in order to decide which ad is the most relevant to display. Following Langford and Zhang (2007) ; Dudik et al (2011) , in order to analyze the proposed algorithms, we formalize below the contextual bandit problem (see Algorithm 1). Let x t ∈ {0, 1} M be a vector of binary values describing the environment at time t. Let y t ∈ [0, 1] K be a vector of bounded rewards at time t, and y kt (t) be the reward of the action (decision) k t at time t. Let D x,y be a joint distribution on (x, y). Let A be a set of K actions. Let π : {0, 1} M → A be a policy, and Π the set of policies.
Algorithm 1 The contextual bandit problem
repeat (x t , y t ) is drawn according to D x,y x t is revealed to the player The player chooses an action k t = π t (x t ) The reward y kt (t) is revealed The player updates its policy π t t = t + 1 until t = T Notice that this setting can easily be extended to categorical variables through a binary encoding. The optimal policy π * maximizes the expected gain:
Let k * t = π * (x t ) be the action chosen by the optimal policy at time t. The performance of the player policy is assessed in terms of the expectation of the cumulated regret against the optimal policy with respect to D x,y :
where R(T ) is the cumulated regret, and T is the time horizon.
Previous work
The contextual bandit problem differs from full-knowledge online classification problem where the rewards of all decisions are observed: here, the loss function is unknown at training time. Exploration is required to estimate it. However, from a practical perspective, online regression algorithms can be applied to the contextual bandit problem. For instance, during the exploration time the decisions are played at random to build a probability estimation tree (see Provost and Domingos (2003) , Ikonomovska et al (2010) ), or any regression model which estimates the probability of reward given the context and the decision. Then, during the exploitation time, the decisions leading to the maximum probability of reward are chosen. This reasonable approach leads to efficient experimental results using a Random Forest in Salperwyck and Urvoy (2011) , or a Committee of Multi-Layer Perceptrons in Allesiardo et al (2014) . The first drawback of these approaches is that no regret bound is provided. The risk when deploying a lot of models is not controlled. The second drawback is that they do not scale with the number of decisions. Indeed, their total computational cost in O(KT ) is a handicap for the applications where K is large. Moreover, when K is large, it is not unlikely to obtain a non robust estimation for one of decisions. This is problematic because as the decision which has the maximum probability of reward is selected at each round, in worst case the performance of this approach follows the worst estimation.
A naive solution to adapt the mab algorithms to the contextual bandit decision problem consists of allocating one independent mab for each possible context x t . The number of possible contexts being the cross product of the set of values of contextual vectors, this approach can lead to an exponential number of arms. The time spent exploring these arms will tear down the gain of contextual information. Monte-Carlo Tree Search based on UCT (see Kocsis and Szépesvari (2006) ) was successfully applied to game of Go in Hoock et al (2010) . UCT can also be used in order to explore and exploit the tree structure of contextual variables (see Gaudel and Sébag (2010) ). However, the size of the tree structure to explore and exploit D contextual variables being 2 D M D , this approach is limited to small context sizes.
An interesting approach to analyze the contextual bandit problem is to assume a linear relation between the context variables and the reward of each action. LinUCB Chu et al (2011); Li et al (2010) choose the arm which maximizes the upper confidence bound of the estimated reward under the linear assumption. Filippi et al (2010) uses a similar approach based on the Generalized Linear Model framework. Agrawal and Goyal (2013) adapts a well known Bayesian approach, the Thompson Sampling (see Thompson (1933) ) to the case of linear payoff functions. The linear approaches can achieve a dependent regret bound in O(log 2 T ), (see Abbasi-Yadkori and Szepesvári (2011) ). Besides the validity of the linear assumption, the main drawback of these algorithms is that they require an M ×M matrix inversion at each update of the model. The computational cost of this incremental inversion being in O(M 2 ), they may become intractable for large sets of contextual variables, or require to approximate this inversion, with loss of regret guarantees. For applications, such as adserving, where one can build thousands of contextual variables, this limitation is a problematic issue. The Banditron algorithm (see Kakade et al (2008) ) uses also a linear model, the Perceptron, to evaluate the cumulated reward of each action. In comparison to linear bandits, the main drawbacks of this algorithm are that it requires an exploration factor which penalizes the minimization of the regret, and that its unregularized stochastic algorithm is less efficient to find the optimal weights. Its strength is its low computational cost.
Another approach is to define a finite set of policies Π. Then, to address the contextual bandit problem, one has to choose the best one. Exp4 algorithm (see ; Beygelzimer et al (2007) ) maintains a weight for each policy to draw the estimated best one at each step. The chief strength of Exp4 is its ability to deal with non-stationary reward distributions. It achieves an optimal regret bound in O( T K log |Π|). However, the computational cost of each step of this approach is linear in number of policies. This limits its use to small sets of policies. To circumvent this problem, Langford and Zhang (2007) alternates exploration and exploitation phases in order to optimize the choice of the best policy. The computational cost is in O(log |Π|) for each time step. Most of batch learning models including Deep Learning (see Bengio (2009) ), SVM (see Cortes and Vapnik (1995) ), or Random Forest (see Breiman (2001) ) can be learnt during the exploration phases and then used during the exploitation phases to choose the best actions. This interesting approach suffers a major shortcoming: a suboptimal regret bound in O(T 2/3 (K log |Π|) 1/3 ). Dudik et al (2011) maintains a weight for each policy to solve an optimization problem in order to estimate the optimal distribution of policies. Then, it draws a policy with respect to this distribution. It achieves a near optimal regret in O( √ T K log Π/δ) + K log(T |Π|)/δ. However, the number of calls to the optimization problem is in poly(T ), while the computational cost with respect to the time horizon is in O(poly(T, log |Π|)). In Agrawal et al (2014) , the number of calls to the optimization problem is reduced in √ KT with the same regret bound. This reduces the total computational cost, which is still in O(T √ T K log |Π|). For large value of the time horizon T , this total computational cost beyond O(T ) is a handicap. For instance, the number of page views of a web site can reach the order of billions per day.
Our contribution
We propose decision tree algorithms to tackle the contextual bandit problem. Decision trees work by partitioning the input space in hyper-boxes. They can be seen as a combination of rules, where only one rule is selected for a given input vector. Finding the optimal tree structure (i.e. the optimal combination of rules) is NP-hard. For this reason, a greedy approach is used to build the decision trees offline (see Quilan (1993) ; Breiman et al (1984) ; Kass (1980) ) or online (see Domingos and Hulten (2000) ; Ikonomovska et al (2010) ). The key concept behind the greedy decision trees is the decision stump. The analysis of the decision stump is based on the sample complexity needed to find the optimal decision stump with high probability. The decision stumps are assembled in a decision tree, KMD-Tree, and in a random collection of L decision trees, KMD-Forest. We show that the proposed algorithms are optimal up to a factor log 1/∆. The dependence of the sample complexity upon the number of contextual variables is logarithmic. The computational cost of the proposed algorithm with respect to the time horizon is linear.
While Monte-Carlo Tree Search approaches focus on the regret minimization (i.e. maximization of gains), the analysis of proposed algorithms is based on the sample complexity needed to find the optimal decision stump. This formalization facilitates the analysis of decision tree algorithms. Indeed, to build a decision tree under limited resources, one needs to eliminate most of possible branches. The sample complexity is the stopping criteria we need to stop exploration of unpromising branches.
In comparison to the algorithms based on search of the best policy from a finite set of policies, our approach has several advantages. First, we take advantage of the fact that we know the structure of the set of policies to obtain a linear computational cost with respect to the time horizon T . Second, as our approach does not need to store a weight for each possible tree, we can use deeper rules without exceeding the memory resources.
In comparison to the approaches based on a linear model, our approach also has several advantages. First, it is better suited for the case where the dependence between the rewards and the contexts is not linear. Second, the dependence of regret bounds of the proposed algorithms on the number of contextual variables is in the order of O(log M ) while the one of LinUCB is in O( √ M ). Third, its computational cost with respect to time horizon in O(LM DT ) allows to process large set of variables, while linear bandits are penalized by the update of a M × M matrix at each update, which leads to a computational cost in O(KM 2 T ).
The price to pay for these advantages is that for ill-shaped distribution, where the dependencies between inputs and outputs can be null at depth d and high at depth d + 1, the optimal greedy tree, and therefore KMD-Tree, may not work well in comparison to the optimal tree, which is non-greedy. The optimal tree is impossible to build since it is a NPhard problem, or impossible to enumerate in a finite set due to the exponential number of possible trees. Finally, we propose an algorithm, KMD-Forest, which is a Random Forest (see Breiman (2001) ) of KMD-Trees built online. The analysis of this algorithm is done with respect to a strong reference: the Random Forest built knowing the joint distribution of the contexts and rewards. We show that the expected dependent regret bound against this strong reference is logarithmic with respect to time horizon.
The paper is organized as follows:
• in section 4, we present and analyze the decision stumps,
• in section 5, we detail and analyze KMD-Tree algorithm, built by a recursive application of decision stumps,
• in section 6, we propose an improved learning algorithm for KMD-Tree, where the number of time steps needed to build a decision stump (i.e. sample complexity) is optimized,
• in section 7, we detail and analyze KMD-Forest algorithm, which is a random collection of KMD-Trees,
• in section 8, we illustrate the theoretical results on contextual bandit problems,
• in the appendix, we provide a table of notations and the proofs.
The decision stump
In this section, we consider a model which consists of a decision stump based on the values of a single contextual variable, chosen from at set of M binary variables.
A gentle start
In order to explain the principle and to introduce the notations, before describing the decision stumps used to build the KMD-Tree, we illustrate our approach on a toy problem. Let k 1 and k 2 be two actions. Let x i 1 and x i 2 be two binary random variables, describing the context. Relevant probabilities and rewards are summarized in Table 1 . Table 1 : The mean reward of actions k 1 and k 2 knowing each context value, and on the last line the probability to observe this context.
denote respectively the mean reward of action k 2 knowing x i 1 = v 0 and the mean reward of action k 1 knowing x i 1 = v 1 , P (x i 1 = v 0 ) and P (x i 1 = v 1 ) denote respectively the probability to observe x i 1 = v 0 and
We compare the strategies of different players. Player 1 only uses uncontextual expected rewards, while Player 2 uses the knowledge of x i 1 to decide. According to Table 1, the best strategy for Player 1 is to choose always action k 2 . His expected reward will be µ k 2 = 7/16. Player 2 is able to adapt his strategy to the context: his best strategy is to choose k 2 when x i 1 = v 0 and k 1 when x i 1 = v 1 . According to Table 1, his expected reward will be:
where µ
and µ
denote respectively the expected reward of the action k 2 and the observation x i 1 = v 0 , and the expected reward of the action k 1 and the observation x i 1 = v 1 .
Whatever the expected rewards of each value, the player, who uses this knowledge, is the expected winner. Indeed, we have:
Now, if a third player uses the knowledge of the contextual variable x i 2 , his expected reward will be:
Player 2 remains the expected winner, and therefore x i 1 is the best contextual variable to decide between k 1 and k 2 .
The best contextual variable is the one which maximizes the expected reward of best actions for each of its values. We use this principle to build a reward-maximizing decision stump.
Variable selection stump
Let V be the set of variables, and A be the set of actions. Let
be the expected reward of the action k with respect to D x,y when the value v of the binary variable x i is observed. The expected reward when using variable x i to select the best action is the sum of expected rewards of the best actions for each of its possible values:
The optimal variable to be used to select the best action is: i * = arg max i∈V µ i .
The algorithm Variable Selection chooses the best variable. The Round-robin function explores actions sequentially action in A (see Algorithm 2 line 4). Each time t k the reward of the selected action k is unveiled, the estimated expected rewards of valuesμ i k,v and all the estimated rewards of variablesμ i are updated (see VariableElimination lines 2-6). This parallel exploration strategy allows the algorithm to explore efficiently the variable set. When all the actions have been played once (LastAction function in VariableElimination line 8), irrelevant variables are eliminated if:
The parameter δ ∈ (0, 1] corresponds to the probability of failure. The use of the parameter comes from practical reasons. The parameter is used in order to tune the convergence speed of the algorithm. In particular, when two variables provide the same expected reward, the use of > 0 ensures that the algorithm stops. The value of has to be in the same order of magnitude as the best mean reward we want to select. In the analysis of algorithms, we will consider the case where = 0. Lemma 1 analyzes the sample complexity (the number of iterations before stopping) of Variable Selection.
Algorithm 2 Variable Selection
Receive the context vector x t
4:
Play k = Round-robin (A)
5:
Receive reward y k (t) 6:
for each value v do
Remove irrelevant variables from S according to equation 1, 3, or 4 10: end if 11: return S Lemma 1: when K ≥ 2, M ≥ 2, and = 0, the sample complexity of Variable Selection needed to obtain P (i = i * ) ≤ δ is:
The proof of Lemma 1 can be found in the Appendix. Lemma 1 shows that the dependence of the sample complexity needed to select the optimal variable is in O(log M ). This means that Variable Selection can be used to process large set of contextual variables, and hence can be easly extended to categorical variables, through a binary encoding with only a logarithmic impact on the sample complexity. Finally, Lemma 2 shows that the variable selection stump is optimal up to a factor log 1/∆ 1 .
Lemma 2: It exists a distribution D x,y such that any algorithm finding the optimal variable i * has a sample complexity of at least:
The proof of Lemma 2 can be found in the appendix.
Action selection stump
To complete a decision stump, one needs to provide an algorithm which optimizes the choice of the best action knowing the variable selection stump. Any stochastic bandit algorithm such as UCB (see ) and TS (see Thompson (1933) ; Kaufman et al (2012) ) can be used. For the consistency of the analysis, we choose Successive Elimination in Even-Dar et al (2002, 2006 ) (see Algorithm 3), that we have renamed Action Selection. Let µ k = E Dy [y k ] be the expected reward of the action k taken with respect to D y . The estimated expected reward of the action is denoted byμ k .
Algorithm 3 Action Selection
4:
Receive reward y k (t)
5:
Remove irrelevant actions from A according to equation 2, or 5 5: end if 6: return A The irrelevant actions in the set A are successively eliminated when:
Lemma 3: when K ≥ 2, and = 0, the sample complexity of Action Selection needed to obtain P (k = k * ) ≤ δ is:
The proof of Lemma 3 is the same than the one provided for Successive Elimination in Even- Dar et al (2006) . Finally, Lemma 4 states that the action selection stump is optimal up to a factor log 1/∆ 2 (see Mannor and Tsitsiklis (2004) Theorem 1 for the proof).
Lemma 4: It exists a distribution D x,y such that any algorithm finding the optimal action k * has a sample complexity of at least:
Analysis of a decision stump
The decision stump is a variable selection stump followed by two action selection stumps: one per value of the binary variable (see Algorithm 4). The optimal decision stump uses the best variable to choose the best actions. It plays at time t:
where i * = arg max i µ i , and v = x i * (t).
Theorem 1: when K ≥ 2, M ≥ 2, and = 0, the sample complexity needed to obtain P (i = i * ) ≤ δ and P (k t = k * t ) ≤ δ is:
where
Algorithm 4 Decision Stump Learning
Receive the context vector x t 5:
Receive reward y k (t) 5:
Receive reward y k (t) 12:
The cumulative regret against the optimal decision stump is defined by:
Corollary 1.1: when K ≥ 2, M ≥ 2, and = 0, the expected cumulative regret of Decision Stump Learning against the optimal decision stump is bounded at time T by:
The proof of Theorem 1 and Corollary 1.1 are provided in the appendix. Corollary 1 shows that the problem dependent regret bound of the decision stump based on Variable Elimination and then Action Elimination is in O(
. In comparison to the naive approach, which consists in allocating one UCB per value of contextual variables (regret bound in O( KM ∆ log KT )), on one hand the obtained regret bound suffers factors 1/∆ 2 versus 1/∆ for UCB, and on the other hand, the obtained regret bound benefits from a factor log M versus M . The factors in 1/∆ 2 come from the fact that the proposed algorithm eliminates variables. Theorem 2 provides a lower bound for the sample complexity, showing that these factors are inherent of the decision stump problem. Notice that for the linear bandit problem, the same factor 1/∆ 2 was obtained in the lower bound (see Lemma 2 in Soare et al (2014) ). The elimination of variables is a necessary condition to build a decision tree under limited memory resources. As we shall see below, the factor log M versus M for the naive approach dramatically reduces the regret bound when the decision stumps are stacked in a decision tree.
Theorem 2: It exists a distribution D x,y such that any algorithm finding the optimal decision stump has a sample complexity of at least:
The proof of Theorem 2 can be found in the appendix. Theorem 2 shows that the learning algorithm of the decision stump is optimal up to a factor log 1/∆. Notice that these factors could be vanished following the same approach as that developed for the algorithm Median Elimination in Even- Dar et al (2006) . Despite the optimality of this algorithm, we did not choose it for practical reasons. Indeed, it introduces another parameter (the number of elimination phases), which is tricky to tune. Moreover, as it suppresses 1/4 of variables (or actions) at the end of each elimination phase, Median Elimination is not well suited when a few number of variables (or actions) provide lot of rewards and the others not: in this case this algorithm spends a lot of times to eliminate non relevant variables. Yet, this case is precisely the one, where we would like to use a local model such as a decision tree.
KMD-Tree

Principle
Our approach addresses the contextual bandit decision problem with K actions and M context features by building a decision tree of depth D: the KMD-Tree. The successive application of variable selection stumps up to depth d < D selects a part of the context vector x t as a sequence of variable values of length d. We call this selection a context path, and we encode it as an ordered list of variable and value couples: The depth D is a parameter, which corresponds to the complexity of the KMD-Tree. It can be seen as a parameter used to bound the VC-dim (see Vapnik (1995) ) of KMD-Tree, or as the number of strong features (see Biau (2012) ) of the contextual bandit problem. Its influence on the sample complexity will be analyzed in the following.
The optimal greedy tree is the one obtained by a greedy algorithm using the knowledge of D x,y (See Algorithm 5). It can be viewed as a weak reference, since in the general case the greedy algorithm does not find the optimal tree. However, the optimal tree is impossible to build since it is a NP-hard problem. The optimal greedy tree is a good reference, which is commonly employed when decision tree approaches are used for classification tasks. The greedy algorithms are optimal for a large class of problems called greedoids. Interested readers may find in Korte et al (1991) a formal characterization of this class of problems. Hereafter, we mark with a star the context paths c * d and the decisions k * obtained by the optimal greedy tree.
KMD-Tree Learning
The optimal greedy tree requires the knowledge of the joint distribution D x,y . In this section, we propose a decision tree algorithm, which exhibits a logarithmic expected regret against the optimal greedy tree.
At each time step t, an environment vector x t is drawn. The corresponding path c d (x t ) is selected using a tree search in the current KMD-Tree (see Algorithm 6 line 5). The DecisionStump function is called for the path c d (see Algorithm 6 line 6).
To take into account the D sequential decisions to be taken, irrelevant variables are eliminated using a slight modification of inequality (1). A possible next variable x i is eliminated when:μ Receive the context vector x t
5:
Search the corresponding context path c d (x t ) 6:
for each value v of the remaining variable i do 9: 
Theorem 3: when K ≥ 2, M ≥ 2, and = 0, the sample complexity needed to obtain the optimal greedy tree with a probability at least 1 − δ is:
The KMD-Tree learning algorithm uses a localized explore then exploit approach: some paths may remain in exploration state while others (the most frequent ones) already have selected their best actions. Corollary 3.1 shows that this valuable property leads to a low regret bound.
Corollary 3.1: when K ≥ 2, M ≥ 2, and = 0, the expected cumulative regret of the KMD-Tree learning algorithm against the optimal greedy tree is bounded at time T by:
Corollary 3.1 shows that the problem dependent bound of regret against the optimal greedy tree is in O(2 D K(log(KM DT ))). The proof of Theroem 3 and Corollary 3.1 are provided in the appendix. The dependence on number of contextual variables M is in the order of O(log M ), which means that KMD-Tree learning algorithm can process large sets of contextual variables, and hence it can easly be adapted to categorical variables. In comparison, the naive approach, which allocates one mab per value of D contextual variables chosen from M , obtains a regret bound in O( M D 2 D K log KT ). Despite a major downsizing of the pre-factor, the dependence of the regret bound on the depth D is still exponential. This means that like all decision trees, KMD-Tree is well suited for cases, where there is a small subset of relevant variables belonging to a large set of variables (D << M ). This usual restriction of local models is not a problem for a lot of applications, where we can build a lot of contextual variables and where only a few of them are relevant. Theorem 4 shows that the obtained sample complexity, needed to find with high probability the optimal greedy tree, reaches the lower bound up to a factor log 1/∆.
Theorem 4: It exists a distribution D x,y such that any algorithm finding the optimal greedy tree has a sample complexity of at least:
Finally, KMD-Tree learning algorithm has a computational cost with respect to the time horizon in O(M DT ), which allows it to process infinite data stream with large number of actions and contextual variables.
6. An Improved learning algorithm for KMD-Tree A drawback of the KMD-Tree learning algorithm is that during the variable selection, the exploration of actions is uniform. Indeed, if there are a lot of actions with only a few of them which provide rewards, the time steps spent during the exploration of actions will tear down the gain of contextual information. We propose a slight modification of the algorithm Variable Selection to reduce the expected regret against the optimal decision stump during the exploration time. To select the best variable, one needs to find the best action of each value of each variable. Improved Decision Stump Learning (see Algorithm 7) tends to play the best action for each value of each variable. The variables and the actions are simultaneously explored. At each time step, a variable i is sequentially chosen from the set of remaining variables (see Algorithm 7 line 4). For the observed value v of the variable, an action is sequentially chosen from the corresponding set of remaining actions (see Algorithm 7 line 6). When the reward is revealed, the elimination of variables is tested. Then, for each observed value of remaining variables, the elimination of actions is tested (See Function IDecisionStump).
Algorithm 7 Improved Decision Stump Learning
4:
Choose the variable i = Round-robin (S)
Play k = Round-robin (A i,v )
7:
Receive reward y k (t) 8:
10:
t j,v = t j,v + 1 4: end for 5: S=VariableElimination(t, k, x t , y k (t), S, A i,v ) 6: for each variable j ∈ S do 7:
A j,v = ActionElimination(t j,v , k, x t , y k (t),μ i k |v, A j,v ) 9: end for Theorem 5: when K ≥ 2, M ≥ 2, and = 0, the sample complexity needed by Decision Stump Learning to obtain P (i = i * ) ≤ δ and P (k t = k * t ) ≤ δ is:
where ∆ 1 = min i =i * µ i * − µ i , and ∆ 2 = min k =k * ,v∈{0,1} µ i * k * |v − µ i * k |v . Theorem 5 shows that in worst case there is no gain when selecting simultaneously the best variable and the best actions in comparison to select the best variable and then the best actions. The proof of Theorem 5 is provided in the appendix. Receive the context vector x t
5:
Search the corresponding context path c d (x t )
6:
Choose the variable i = Round-robin (S c d )
8:
11:
if |S c d | = 1 and d < D then
13:
for each value v of the remaining variable i do t = t + 1 18: until t = T Theorem 6: when K ≥ 2, M ≥ 2, and = 0, the sample complexity needed by KMDTree improved learning to obtain the optimal greedy tree with a probability at least 1 − δ is:
. Corollary 6.1: when K ≥ 2, M ≥ 2, and = 0, the expected cumulative regret of the KMD-Tree improved learning algorithm against the optimal greedy tree is bounded at time T by:
Corollary 6.1 suggests there is no gain when exploring simultaneously the variables and the actions. This reflects the fact that in worst case when the best variable is selected, none of the actions of each of its values is eliminated. However, we expect that there is a real gain, since during the exploration phase, the KMD-Tree improved learning algorithm tends to play the best actions of decision stumps under construction. We provide some empirical evidences of the gain of KMD-Tree improved learning algorithm in the experimental section.
KMD-Forest
As highlighted by empirical studies (see for instance Fernàndez-Delgado et al (2014)), Random Forest of Breiman (2001) have emerged as a serious competitors to state-of-theart methods for classification tasks. In Biau (2012) , the analysis of Random Forest shows that the reason of these good performances comes from the fact that the convergence of its learning procedure is consistent, and its rate of convergence depends only on the number of strong features, which is assumed to be low in comparison to the number of features. Hence, Random Forest approach is well suited for KMD-Tree, for which dependence of the sample complexity on the depth D is exponential (D << M ). In this section, we propose to use the Random Forest built with the knowledge of D x,y as a reference for the proposed algorithm KMD-Forest.
i * d+1 = arg max i∈V θ,c θ µ i |c θ 3:
Let Θ be a iid random variable, which is independent of x and y. The value θ of this random variable parametrizes the set of available variables for a split V θ , and the depth of the tree D θ . We call θ-optimal greedy tree, the greedy tree built with the knowledge of D x,y and conditioned to the value θ of the random variable Θ (see Algorithm 9). In the following, we add θ for each random variable or parameter, which depends on θ. D θ and c θ respectively denote the depth, and the selected path of the tree θ at time t. V θ,c θ and S θ,c θ respectively denote the set of available variables and the set of remaining variables for the path c θ . We call optimal Random Forest of size L, the Random Forest, which consists of a collection of θ 1 , ..., θ L θ-optimal greedy trees. At each time step, the optimal Random Forest chooses the action k * t , which obtains the higher number of votes:
Algorithm 10 KMD-Forest 1: Initialization: t = 1, ∀θ c θ = (), 2: NewPath(c θ ) 3: repeat
4:
5:
for each θ do
6:
Search the corresponding context path c θ (x t )
7:
end for 8:
14:
for each θ do 15:
for each value v of the remaining variable i do When the set of remaining variables of a decision tree θ reaches one, the corresponding tree is unfolded (see Algorithm 10 lines 17-19). To take into account the L KMD-Trees, irrelevant variables are eliminated using a slight modification of inequality (3). A possible next variable x i is eliminated when:
where i = arg max i∈V θ,c θμ i |c θ , and t c θ ,k is the number of times the path c θ and the action k have been drawn.
To take into account the L KMD-Trees, irrelevant actions are eliminated using a slight modification of inequality (2):
Theorem 7: when K ≥ 2, M ≥ 2, and = 0, the sample complexity needed by KMDForest learning to obtain the optimal Random Forest of size L with a probability at least 1 − δ is:
Theorem 8: It exists a distribution D x,y such that any algorithm finding the optimal Random Forest of size L has a sample complexity of at least:
Theorem 7 and Theorem 8 shows that the KMD-Forest algorithm is optimal up to a factor log 1/∆. Finally, the regret bound against the optimal Random Forest of size L, which is a strong reference, is given by Corollary 7.1. Corollary 7.1: when K ≥ 2, M ≥ 2, and = 0, the expected cumulative regret of the KMD-Forest learning algorithm against the the optimal Random Forest of size L is bounded at time T by:
The result of this analysis is supported by empirical evidence in the next section.
Experimentation
Illustrative examples
In order to illustrate the strengths and weaknesses of KMD-Tree in comparison to the linear bandits, two synthetic contextual bandit problems are used: two binary contextual variables (x 1 , x 2 ) allow to partition the input space in regions where one action maximizes the reward. In the first problem (Figure 1(a) ), each label (k 1 , k 2 , k 3 , k 4 ) names a region where the corresponding action provides a mean reward µ = 0.7 while all other actions provide a mean reward µ = 0.1. In the second problem (Figure 1(b) ), k 1 and k 2 name regions where each corresponding action provides a mean reward µ = 0.7 while the other action provides µ = 0.3. These problems are worst case for KMD-Tree for two reasons. First, the joint distribution D x 1 ,x 2 is uniform. In this case KMD-Tree does not take advantage of its localized explore-the-exploit approach, since all the optimal paths end at the same time with high probability. Second, these two contextual bandit problems are symmetric for each axis: µ 1 = µ 2 . In this case, the decision stump does not stop if = 0 (see Equation 1 ). The interpretation of parameters δ and is simple: the quality of the approximation is adjusted by , and δ corresponds to the probability that this approximation is correct. The value of has to be on the same order than the differences between the expected rewards that we would like to measure. For all the experiments, we set δ = 0.05 and = 0.6. b) ), only the optimal decision tree isolates regions where one actions maximizes the rewards.
On the first problem, LinUCB quickly finds the optimal solution, while Banditron does not find it at the time horizon (Figure 2(a) ). The fast convergence of LinUCB is due to the fact that at each iteration it solves algebraic linear systems (one per action) based on the whole history. KMD-Tree finds the optimal solution using more time steps than LinUCB.
On the second problem, only KMD-Tree finds the optimal solution (Figure 2(b) ). The contextual bandits based on a linear assumption cannot solve this simple non-linear problem: they perform worse than a random choice of actions. KMD-Tree is a non-parametric model, which can model much more types of dependence between rewards and contexts than linear models. However, when the dependencies between rewards and contexts are linear, KMD-Tree is outperformed by LinUCB which is based on the right assumption.
Test on large datasets
In order to illustrate the theoretical analysis with reproducible results on large sets of contextual variables, we used three datasets from the UCI Machine Learning Repository (Forest Cover Type, Adult, and Census1990). We recoded each continuous variable using On the left (1(a)) the regret curves for the first problem, and on the right (1(a)) the regret curves for the second problem. All the regret curves are averaged over ten trials.
equal frequencies into 5 binary variables, and each categorical variable into disjunctive binary variables. We obtained 94, 82 and 255 binary variables, for Forest Cover Type, Adult and Census1990 datasets respectively. For Forest Cover Type, we used the 7 target classes as the set of actions. For Adult, the categorical variable occupation is used as a set of 14 actions. For Census1990, the categorical variable Yearsch is used as a set of 18 actions. The gain of policies was evaluated using the class labels of the dataset with a reward of 1 when the chosen action corresponds to the class label and 0 otherwise. The datasets, respectively composed of 581000, 48840 and 2458285 instances, were shuffled and played in a loop to simulate streams. In order to introduce noise between loops, at each time step the value of each binary variable has a probability of 0.05 to be inversed. Hence, we can consider that each context-reward vector is generated by a stationary random process. We fixed the time horizon to 10 millions of iterations. The algorithms are assessed in terms of cumulated regret against the optimal Random Forest of size 100. In order to compare the asymptotic behavior of algorithms, we also evaluated the classification rate (here the number of rewards equal to one divided by the number of time steps). The optimal Random Forest, which is not limited by the depth here, obtains a classification rate of 72%, 41%, and 48% for Forest Cover Type, Adult and Census1990 datasets respectively. Each curve plotted in the figures was averaged over ten trials. Each trial corresponds to a random starting point in the dataset.
As for the illustrative examples, we set δ = 0.05 and = 0.6. In order to evaluate the sensibility to the parameter D, we plot the regret curves for different values of D (see Figure 3 ). For Forest Cover Type dataset, the KMD-Tree with D = 4 was learnt quickly. However, due to its shallow depth, it is outperformed after 2 millions of iterations by its equivalent with D = 8 (see Figure 3) . As expected, the deeper the KMD-Tree, the longer the learning, and the more accurate the obtained KMD-Tree. For a time horizon of 10 7 , the KMD-Tree with D = 8 is the best compromise between learning time and accuracy: it obtains the lower regret, with a classification rate of 64.4% close to the one of the KMD-Tree with D = 12 (see Table 2 ). However for a larger time horizon, it will be outperformed by the deeper KMD-Tree, which has not finished its learning. As expected, the improved learning algorithm minimizes the regret during the exploration phase of each path: it reaches the same classification rate, but it converges faster. As expected, the deeper the KMD-Tree, the higher the improvement (see Figure 3 , Table 2 ), and the higher the number of actions, the higher the improvement (see the difference of performances on Forest Cover Type and on Census1990 Table 2 ).
Figure 4: The cumulated regret against the optimal policy averaged over ten trials for the dataset Forest Cover Type played in a loop.
LINUCB was designed to process a different context per action. In order to use them when the same context is shared for all actions, we built one linear model per action. Notice that in this case its computational cost is in O(KM 2 T ), which does not scale with Figure 5 : The cumulated regret against the optimal policy averaged over ten trials for the dataset Adult played in a loop.
Figure 6: The cumulated regret against the optimal policy averaged over ten trials for the dataset Census1990 played in a loop.
the number of actions and the number of contextual variables. The parameter α of LinUCB have been chosen to be the best among the three values used in Chapelle and Li (2011) . We set α = 1 for LinUCB. The exploration factor of Banditron was set to 0.05. In order to obtain a reasonable computation time, the algebraic linear systems of LinUCB was solved every 10000 time steps. Despite this, the computational cost of LinUCB was high: respectively 5, 7 and 18 hours to process ten times the datasets Forest Cover Type, Adult, and Census1990, while Banditron and KMD-Tree took a few minutes (see Table 2 ). On the three datasets, Banditron is clearly outperformed by the other tested algorithms.
LinUCB quickly converges to a reasonably good linear solution (see Figures 4, 5, 6) . This fast convergence is due to the fact that at each iteration it solves algebraic linear systems (one per action) based on the whole history (the variance-covariance matrix). For the two first datasets LinUCB is clearly outperformed by KMD-Tree with D = 8, which benefit of a higher classification rate (Table 2) . On Census1990, the linear solution is good: LinUCB obtains similar result than the improved learning algorithm for KMD-Tree. The processing time of KMD-Tree is two orders of magnitude below the one of LinUCB (see Table 2 ). Finally, the low computational cost of KMD-Tree (O(M DT ) with respect to time horizon) allows to use it in real time for large sets of contextual variables, where LinUCB is penalized by a prohibitive M × M -matrix inversion for each action at each update.
Neural Bandit Allesiardo et al (2014) is a Committee of Multi-Layer Perceptrons (MLP). For each action, Exp3 chooses the best MLP from a set of 50 MLPs trained with different architectures and parameters. Then, the action of selected MLPs with the highest output is played. Due to the non convexity of the error function, MLP trained with the back-propagation Rumelhart (1986) algorithm does not find the optimal solution. That is why finding the regret bound of such model is still an open problem. However, since MLP are universal approximators Hornik et al (1989) , Neural Bandit is a very strong baseline. It significantly outperforms LinUCB and KMD-Tree on Forest Cover Type and Adult. Due to the largest set of actions, which increases the risk of obtaining a non robust estimation for an action, it is outperformed on Census 1990.
The parallel nature of KMD-Tree exploration allows to built online a collection trees. Since KMD-Forest uses the improved decision stumps, which optimize the choice of actions during their exploration time, a natural way to implement it is to use an explore then exploit approach. We fix the exploration time to 10 6 , which allows to build deep KMDTrees. During the exploration time, the actions are played using the improved decision stumps to build each KMD-Tree of the KMD-Forest. Then, during the exploitation, the learning of all improved decision stumps are stopped, to vote for the best action. We use a KMD-Forest of size 100. At each decision stump 80% of contextual variables are randomly selected to build the set of splitting variables. The maximum size of each KMDTree is uniformly drawn between 6 and 18. We also draw the value of the parameter between 0.4 and 0.8. The remaining parameter δ, which has a low influence on the performances, is set to δ = 0.05 as in the previous case. KMD-Forest clearly outperforms LinUCB and KMD-Tree on the three datasets (see Figures 4, 5, 6) . In comparison to Neural Bandit, KMD-Forest obtains better results on Census 1990, similar results on Adult and it is outperformed on Forest Cover Type, where the number of strong features seems to be high. The obtained computational time cost of KMD-Forest is similar to the one of NeuralBandit (Table 2) . However, its computational cost does not depend on K, and it should scale better with the number of actions. Finally as shown by the worst case analysis, the risk to use KMD-Forest on a lot of optimization problems is controlled, while Neural Bandit can obtain poor performances on some problems, such as Census 1990. This uncontrolled risk increases with the number of actions, since the probability to obtain a non robust MLP linearly increases with the number of actions.
Conclusion
We show that the proposed decision tree algorithms are optimal against strong references for the contextual bandit problem, up to a factor log 1/∆. In the experiments, KMDTree obtains promising results in comparison to LinUCB, which is a strong baseline with known regret bound. Despite convergence in time steps slower than LinUCB algorithm, the KMD-Tree learning algorithm builds a more accurate model, which allows it to minimize regret in the long run. Moreover, the parallel nature of its learning allows to build a KMDForest, which significantly improves the performances. Finally, for applications where the number of strong features is low in comparison to the number of possible features, which is often the case, the proposed decision tree algorithms show valuable properties:
• their sample complexities have a logarithmic dependence on the number of contextual variables, which means that they can process a large amount of contextual variables with a low impact on regret,
• their low computational cost allows them to process efficiently infinite data streams,
• as all decision tree algorithms, they are well suited to deal with non linear dependencies between contexts and rewards. 
Appendix
Notations
In order to facilitate the reading of the paper, we provide below (see Table 3 ) the list of notations. 
expected reward for the use of the variable x i to select the best actions δ probability of error approximation error ∆ 1 minimum of difference with the expected reward of the best action µ k * and the expected reward of a given action k:
minimum of difference with the best variable expected reward µ i * and the expected reward for other variables:
sample complexity (i.e. the number of time steps) r(t) instantaneous regret r(t) = y k *
Lemma 1 Proof
We cannot use directly Hoeffding inequality (see Hoeffding (1963) ) to bound the estimated gains of the use of variables. The proof of Lemma 1 overcomes this difficulty by bounding each estimated gain µ i by the sum for each value of the variable x i of the bounds of the expected reward of the best action k * = arg max k µ i k,v (inequality 8). From Hoeffding inequality, at time t we have:
Hence, the following inequality holds for any time t with a probability 1 − δπ 2 12KM :
If the inequality (6) holds for the actions k = arg max kμ i k,v , and k * = arg max k µ i k,v , we have:
If the previous inequality (7) holds for all values v of the variable x i , we have:
If the previous inequality holds for i = arg max iμ i , we have:
As a consequence, the variable x i cannot be the best one when:
Using the union bound, the probability of making an error about the selection on the next variable by eliminating each variable x i when the inequality (10) holds is bounded by the sum for each variable x i and each value v that the inequality 7 does not hold for k and k * :
Now, we have to consider t * k , the number of steps to select the variable selection stump. If the best variable has not been eliminated (probability 1 − δ), the last variable x i is eliminated when:
The difference between the expected reward of a variable x i and the best next variable is defined by:
Assume that:
The following inequality holds for the variable x i with a probability 1 − δ KM :
Then, using the previous inequality in the inequality (12), we obtain:
Hence, we have:
The condition ∆ i ≥ 4α t k implies the elimination of the variable x i . Then, we have:
The time t * k , where all non optimal variables have been eliminated, is reached when the variable corresponding to the minimum of ∆ 2 i is eliminated.
where ∆ = min i =i * ∆ i . The inequality (14) holds for all variables x i with a probability 1 − δ for:
Indeed, if we replace the value of t * k in the right term of the inequality (13), we obtain: Hence, we obtain:
, with a probability 1 − δ
As the actions are chosen the same number of times (Round-robin function), we have t = Kt k , and thus: t * = 64K ∆ 2 log 4KM δ , with a probability 1 − δ
Lemma 2 Proof
To state the lower bound of the sample complexity for the variable selection stump problem, we use a reduction to bias estimation problems. Indeed, solving the variable selection stump is equivalent to solving bias estimation of M (M −1)/2 coins: one per variable couple.
Let y t |i be a bounded random variable corresponding to the reward obtained using the best action k * = arg max k µ i k |v of the observed value v of the variable x i . Let Θ be the sum of the binary random variables θ 1 , ..., θ t , ..., θ t * such that θ t = 1 yt|i≥yt|j . Let p ij be the probability that the use of variable i leads to more rewards than the use of variable j. We have:
The best variable i * is the variable i such that for all j = i, ∆ ij > 0. To prove the lower bound of the number of trials t * needed to estimate a bias of ∆ ij , we recall and adapt the arguments developed in Mousavi (2010) . The Slud's inequality (see Slud (1977) ) states that when p ≤ 1/2 and t * ≤ t ≤ t * (1 − p), we have:
where Z is a normal N (0, 1) random variable.
Corollary 1.1 Proof
Let t * be the number of time steps needed to build with high probability the optimal decision stump. When T ≤ t * , the cumulative regret is bounded by t * . In the following, we consider that T > t * . The expected cumulative regret at time T is: Then, if we bound by 1 the regret each time step t during the exploration phase, we obtain:
From the union bound, we have:
Now, if we choose δ = 1 T , we obtain:
The total sample complexity of a decision stump based on one contextual variable is given by t * = t * 1 + 2t * 2 , where t * 1 and t * 2 are respectively the number of time steps needed to select the best variable and the number of time steps need to select the best action for each value of the best variable. Using Lemma 1 and Lemma 3, with δ = 1 T , we complete the proof.
Theorem 2 Proof
The proof of Theorem 2 is a direct application of Lemma 2 for the variable selection and Lemma 4 for the two action selections.
Theorem 3 Proof
The proof of Theorem 3 uses Lemma 1 and Lemma 3. Using the slight modification of the variable elimination inequality proposed in section 4.2, Lemma 1 states that for each decision stump, we have: For the action corresponding to the path c D , Lemma 3 states that:
Using Lemma 1 and Lemma 3, and then summing the sample complexity of each decision stumps we bound the sample complexity of a path c D :
where δ = 2δ 1 . Then, summing over the path c D , we provide the proof.
Corollary 3.1 Proof
The proof of Corollary 3.1 uses Theorem 3 for the sample complexity and then the same arguments than those of Corollary 1.1.
Theorem 4 Proof
To build a KMD-Tree of depth D, any greedy algorithm needs to solve d<D 2 d = 2 D variable selection problems (one per node), and 2 D action selection problems (one per leaf). Then, using Lemma 2 and Lemma 4, any greedy algorithm needs a sample complexity of at least: Proof Even if the actions and variables are explored simultaneously, in worst case, when the best variable is selected, none of the actions of each of its values is eliminated. Hence, we have: t * = t * 1 + 2t * 2 , where t * 1 and t * 2 are respectively the number of time steps needed to select the best variable and the number of time steps need to select the best action for each value of the best variable. Using Lemma 1 and Lemma 3, we provide the proof of Theorem 5.
Theorem 6 Proof
The proof of Theorem 6 uses the same arguments than those of Theorem 3.
10.12 Corollary 6.1
Proof
The proof of Corollary 6.1 uses the same arguments than those of Corollary 3.1.
Theorem 7 Proof
The proof of Theorem 7 uses the same arguments than those of Theorem 3.
Theorem 8 Proof
The proof of Theorem 8 uses the same arguments than those of Theorem 4.
Corollary 7.1 Proof
The proof of Corollary 7.1 uses the same arguments than those of Corollary 3.1.
