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In this note, we show the existence of sets of real numbers that can be decided 
in polynomial time for the Blum, Shub and Smale model of computation but 
cannot be decided in polylogarithmic parallel time using an arbitrary number of 
processors. 0 1992 Academic Press. Inc. 
INTRODUCTION 
In a recent paper (Blum et al., 1989), a theory of computation over an 
arbitrary ring was devised that introduced ideas and methods from classi- 
cal complexity and computability theories into the area of algebraic com- 
plexity (see von zur Gotham, 1988, for a survey of this latter subject). A 
special emphasis was placed on the case in which the ring is IL!, the field of 
real numbers. The theory then reflects the kind of computations made in 
numerical analysis or computational geometry. For that special case, 
many basic results have been shown such as the existence of natural NPa- 
complete problems or universal machines. 
In a subsequent work (Cucker and Torrecillas, 1991), the existence of 
natural Pn-complete problems was also proved. But, just as the existence 
of NPn-complete problems left open the question of whether Pn = NPn, 
the existence of Pn-complete ones focuses interest on the question of 
whether polynomial time equals parallel polylogarithmic time (with a 
polynomial number of processors). In this paper we answer this question 
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negatively. Moreover, the method used does not depend on the number of 
processors used by the parallel model and readily extends to a very gen- 
eral result that allows us to separate several complexity classes over the 
reals. A last consequence of this result is the fact that NPn is strictly 
included in EXPn. 
1. GROUND TOOLS ANDNOTATIONS 
In the following we denote the direct sum $3 by R”. We recall that 
this direct sum is the set of sequences of real numbers having only a finite 
number of nonzero elements. Moreover, we define the size 1x1 of an ele- 
ment x E R” as the largest i such that its ith coordinate xi is different from 
zero. 
We recall from Blum et al. (1989) that a real Turing machine consists of 
an input space [w”, an output space [w “, and a state space S = Z ’ X Z + X 
R”, together with a connected directed graph whose nodes, labeled 
1 , * * * 7 N (the set of different instructions), are of certain types and 
with associated functions. The internal content of S at time T is (i, j, XI, 
x2, x3, . . .), where for I = 1 the input is in the x, with s odd (thus we 
reserve the even coordinates to leave work space), and x2 can denote the 
length of the input. The five types of nodes are as follows: 
(1) Exactly one input node: node 1. Associated with this node is a 
next node p(1). 
(2) Exactly one ourppur node: node N. Once it is reached the computa- 
tion halts, the contents of the real part of S being considered as the 
output. 
(3) Computation nodes. Associated with a node m of this type there 
are a next node /3 (m ) and a map g,. * S + S. The g, is of the form gm( i,j, 
x) = (i’(i),j’(j),x’(x)), with i’(i) = i + 1 or l,j’(i> =j + 1 or 1, andx’ is a 
polynomial or rational map. 
(4) Branch nodes. There are two nodes associated with this node: 
P+(m) and P-(m). The next node is P+(m) if x1 L 0 and P-(m) otherwise. 
(5) Moue nodes orfifth nodes. Each of these has a unique next node 
P(m). If the current element of S is (i, j, x1, . . . ) it operates replacing xj 
by xi in thejth place of the vector R” in S. 
An instantaneous description of any moment of the computation can be 
given by providing an element in S and the current node. The first one 
changes according to the function associated with the current node and 
the node itself according to the function /3. 
We also recall from Blum et al. (1989) that a machine M is said to work 
in polynomial time when there are constants c, 4 E Z + such that for every 
input y E R”, M reaches its output node after at most c(size(y))q steps. 
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The class Pn is then defined as the set of all subsets of IR” that can be 
accepted by a machine working in polynomial time. 
2. PARALLEL MODELS 
There is no unified theory of parallel machines for the real numbers. 
However, research done in algebraic complexity.extensively used circuits 
as models of computations either as a nonuniform model for getting lower 
bounds or combined with some uniformity condition when possible. A 
recent survey of that subject can be found in von zur Gathen (1986). 
We introduce now a class of circuits together with a class of sets de- 
fined through them. They are equivalent to the arithmetical networks of 
von zur Gathen (1986). 
DEFINITION. An algebraic circuit ouer the reals with inputs in [w” is a 
finite directed graph %, whose nodes have labels from N x N - {0}, that 
satisfies the following conditions: 
l There are exactly n nodes uol, . . . , uO,, with first index 0, and they 
have no incoming edges 
l all the other nodes uij are of one of the following types 
(1) arithmetic nodes: they have an associated arithmetic operation 
{+, -, *, /> and there exist 1, k, r, m with 1, k < i such that their incoming 
edges are (UC, uij) and (ukm , uV>. 
(2) cons&nt nodes: they have an associated real number y and no 
incoming edges. 
(3) sign nodes: they have a unique incoming edge ( ukm, I+) with 
k < i. 
To each node we inductively associate a function of the input variables in 
the usual way. We note that a sign node with input x returns 1 if x > 0 and 
0 otherwise. Also, we call depth of the circuit the largest m such that we 
have nodes umj, and size of the circuit the total number of nodes. 
Also, a circuit of depth d is decisional if there is only one node udl at 
level d, and it is a sign node. We finally define the accepted set of a 
decisional circuit to be the set S C [w” of the points whose image by the 
associated function is 1. 
In order to get a uniform model of parallel computation we should 
endow families of circuits with some uniformity condition, but the most 
usually used in the Boolean case to define the class NC-the generation 
of the circuits by a machine working in logarithmic space-is meaningless 
now. One of the remarkable features of the theory of computation over 
the reals is given by the fact that to obtain complexity classes bounding 
the used space is irrelevant. Thus, in Michaux (1989) it is shown that any 
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recursive subset of Iw” can be decided by a real Turing machine within 
linear space. 
One possible way, then, of defining, uniformity is given by imposing 
the existence of a real Turing machine which, given input n, generates the 
nth circuit in time which is polynomial in it. The complexity class PUNCL 
defined by such families of circuits having polylogarithmic depth and 
polynomial size is an analog of the class PUNC defined in the boolean 
case, which contains NC (see Allender, 1988). Another possibility is to 
require both polynomial time and logarithmic space to the above men- 
tioned real Turing machine. The later requirement allows to define a class 
more similar to NC. 
One can also define models like PRAMS or PRTMs with a polynomial 
number of processors (real RAMS (see Preparata and Shamos, 1985) or 
real Turing machines) that work within polylogarithmic time and that 
communicate directly between them or via a shared memory, and obtain 
for every k their associated complexity classes PRAMk and PRTMk,. In 
the Boolean case, there is a large amount of work done showing the 
equivalence of those models and the cost of the simulations among them. 
For computations with real numbers, this is something waiting to be done. 
Concerning the result we want to prove, there is no need, however, of 
using a particular model. The only feature we shall use is that, for all 
inputs of a given size IZ and at each moment of the computation, the actual 
configuration consists of a finite number of nonzero coordinates in the 
space state, and that at each computing step a new configuration is ob- 
tained from the present one modifying some of the coordinates of the 
space state (at most as many as the number of processors) replacing them 
by the result of operating (via one of (+, -, *, /)) on two other coordi- 
nates. These modifications may depend on a set of Boolean conditions 
(again at most as many as the number of processors) of the form x 2 0, 
where x is the value of one of these coordinates. We observe that this is 
exactly what happens with the circuits above introduced (independently 
of any uniformity condition) or with any PRAM or PRTM. Therefore, our 
results will be valid for both the uniform and the nonuniform cases. 
On the other hand, as we can expect, we have the following 
THEOREM 2.1. For every k, the classes PUNCk,, PRAML, and 
PRTM& are contained in Pa. 
3. THETHEOREM 
We briefly recall some basic notions in algebraic geometry that will be 
useful to us in the sequel. 
A set V C Ck is called an algebraic set when V is the set of all points in 
Ck satisfying a system of polynomial equations 
234 FELIPE CUCKER 
.flWl, . f * ,x/J =o 
fAXI, . . . ,x/J =o 
f,(XI, . . * ,x/J = 0. 
Of course, all the polynomials belonging to the ideal generated by 
fi, . . . , fr also vanish on V. On the other hand, this ideal is called a 
dejinition ideal of V when all the polynomials vanishing on V belong to it. 
Hilbert’s Nullstellensatz characterizes the ideals of @[X1, . . . , X,,] that 
are definition ideals of some algebraic set, which turn out to be the radical 
ones (see Fulton, 1969). 
Also, an algebraic set V is said to be reducible when there exist two 
algebraic sets VI and V2, both different from V, such that V = VI U V2. It 
is a basic fact that a set is irreducible iff its definition ideal is prime. 
In the sequel we are concerned with plane algebraic curves, i.e., curves 
in @* given by a single polynomial in C [X, Y]. More concretely, we deal 
with some Fermat curves which are given by polynomials of the form 
Xd + Yd - 1, and we denote by %d the set of its complex points and by Sg 
its intersection with iw2. We recall that such polynomials are irreducible 
(since they define algebraically nonsingular curves in the projective plane) 
and thus generate prime ideals in C [X, Y]. 
Let us now introduce the problem 
FER = {x E R” 1 1x1 = n then (xi, ~2) E SE} 
where, we recall 1x1 stands for the size of x, and whose first property is 
given in the next result. 
PROPOSITION 3.1. The problem FER belong to Pa. 
Proof. The following algorithm 
begin 
n := 1x1; 
a := x1; 
b := x2; 
for i = 1 to n do 
a := a * a; 
b:=b*b 
od 




recognizes FER in linear time. n 
Pa # NCR 235 
We can show our main result. 
THEOREM 3.2. For all k E iW and all function f : N --, N there is no 
parallel machine accepting FER within time logk n using f (n) processors. 
Proof. Let us assume that there is a parallel machine M, as in the 
statement that solves FER. For any n and any input (x1, . . . , x,) of size 
n consider the tree of all possible configurations of the machine. For the 
sake of simplicity, we suppose that x3 = . * * = x, = 1 without loss of 
generality. Each configuration can be described by a point in the state 
space [WN, where now N is a fixed bound that only depends on n. 
At each step of the computation we modify some of the coordinates, 
replacing them by the resulting of operating (via one of (+ , - , *, /)) on 
two other coordinates. Those modifications can depend on Boolean con- 
ditions of the form 
Qi(xi, ~2) 2 0 
-where Qi(xr, x2) is the content of cell i and is a rational function in xl 
and x2. Those Boolean conditions produce a branching in our tree of 
configurations. Moreover, since the number of processors is bounded by 
f(n), the fan-out of each node in the tree of configurations is bounded by 
2fln). After logkn steps, we could have a large (but finite) number of leaves 
that are accepting or rejecting leaves, and FER is the union of the sets of 
inputs for which the computation leads to an accepting leaf. 
For each one of those accepting leaves, the final configuration will 
consist of at most N rational functions in XI and x2 whose numerator and 
denominator have a degree which is bounded by 21°gkn, since the depth of 
the tree is logkn. Thus, all the rational functions Qi(Xr , x2) appearing in the 
Boolean conditions above mentioned have the same bounds for the de- 
grees. We conclude that the set of inputs that are led to a given leaf can be 




A i=, Qi(Xl, X2) 5 0 A i=s+, Qi(Xl, x2) < 0, 
where t is bounded by f(n) log k n. By clearing denominators we can 
replace the rational functions by polynomials with the same (actually 
twice the) bound for the degrees that we had for the rational functions. 
Also, expressing an inequality like 
FWI, X2) 2 0 
as the disjunction 
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F(X,) X,) = 0 v F(XI) X2) > 0 
and then distributing, we can describe FER as a union of sets given by 




Fi(XI, X2) = 0 A j=, GjCXl, X2) > 0. 
Now, since the curve S,“. is infinite, one of those sets must contain an 
infinite number of points of the curve. Since the set described by the Gj’s 
is open, it must be nonempty, and then it defines an open subset of lR2. 
But 95 is a curve, and therefore we must have s > 0. 
Finally, all the polynomials Fi, i = 1, . . . , s, vanish on that infinite 
subset of the curve and, thus, in a l-dimensional component of the curve. 
But, since the curve is an irreducible one, this implies that every Fi must 
vanish on the whole curve. Using the fact that the ideal (X:” + X:” - 1) is 
prime (and, a fortiori, radical), we conclude that all the Fi are multiples of 
X:” + X:’ - 1 which is impossible since their degree is bounded by 2r”gkn, 
which is strictly smaller than 2”. n 
The main argument in the preceding theorem can be used to get a more 
general result. Before stating it, let us recall that a total functionf: N + N 
is said to be time constructible when there is a real Turing machine that on 
input n computesf(n) within time @f(n)). We then have 
THEOREM 3.3. Let t, t’ : N + N be two time bounds, t’ time construct- 
ible, and assume that t’ E w(t). Then there is a set S C R” which is 
recognized by a real Turing machine in time t’ but cannot be recognized 
in parallel time t with any number of processors. 
Proof. Just use the argument of Theorem 3.2 with the set 
{x E IR” 1 1x1 = n then (x1, ~2) E %$I~,}. n 
COROLLARY 3.4. (i) The complexity classes defined by parallel time 
logkn are different for different k. 
(ii) The complexity classes defined by parallel time nk are different for 
different k. 
Part (ii) of the corollary above has an immediate consequence concern- 
ing the classes NPa and EXPn, which-we recall-is defined as the union 
for k 2 1 of the subsets of R” accepted by real Turing machines in time 
O(c”“) for some c > 1. 
PROPOSITION 3.5. The inclusion NPa C EXPa is strict. 
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Proof. We recall from Heintz ef al. (1990) or Renegar (1989) that the 
NPa-complete problem 4FEAS is solvable in parallel polynomial time 
with an exponential number of processors, and thus, all NPn problems 
can be solved within the same resources. But by corollary 3.4(u) we now 
that there is a problem in EXPa that does not have this property and this 
concludes the proof. w 
REMARKS 3.6. (i) FER is not a natural problem, but just a technical 
way of getting the desired separations of classes. However, as a conse- 
quence of Theorem 3.2, we can now assert that the Pn-complete problems 
exhibited in Cucker and Torrecillas (1991) have no NCa algorithms. 
(ii) As one can expect, the preceding argument cannot be applied as it 
stands in the discrete case. The main obstruction is the lack of infinite 
points of a given size in the algebraic curves. 
(iii) On the other hand, the same proof applies for machines over C 
(see Smale, 1990, or Shub, to appear, for such machines). 
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