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Abstract 
The high resolution 3-D and higher dimensional volumetric data are increasingly used in a wide variety of 
applications including biomedical imaging, video processing and compression. Multidimensional filter banks and its 
associated constructions provide a framework and serve as an efficient computational tool in the formation, 
representation, and processing of multidimensional data sets. This paper focuses on the construction of 3-D 
directional filter banks (DFB) and its signal representations for scalable video coding. In this paper we consider five 
such DFBs and analyse the performance to find the best suitable one for scalable video coding. The five different 
filters includes: Maxflat filter, Vk filter, kos filter, Sinc filter and Haar filter. The performance evaluation has been 
done which quantifies the factors like Peak Signal to Noise Ratio (PSNR) and Mean Square Error (MSE). In order to 
achieve better compression, a comparative study between RLC and Huffman coding schemes has been performed 
and the average codeword length is measured and tabulated. Among the five filters and two compression scheme it 
is observed that Kos filters with Huffman coding provide better compression and low Average codeword length. 
© 2016 The Authors.Published by Elsevier Ltd. 
Peer-review under responsibility of the organizing committee of ICETEST – 2015. 
Keywords:Directional filter bank; Scalable video coding; Comression  
1. Introduction 
 Signal processing is an enabling technology that is gaining more and more importance in the present scenario. It 
extends from simplest form of One Dimension (1D) to complex form of Multi Dimensional (MD) signal processing. 
Multidimensional filter bank [1] can efficiently represent the processing of multidimensional data sets. Among all 
 2016 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY-NC-ND license 
(http://creativecommons.org/licenses/by-nc-nd/4.0/).
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the 2D representations implemented so far Directional Filter Bank (DFB) is considered to be the most efficient one. 
The frequency partitioning of DFB involves wedge shaped frequency partitioning with l level tree structured 
decomposition as shown in Fig. 1(a). For l levels DFB possess l2  subbands.  
 
The 2D DFB can be extended to 3D to efficiently analyze and represent 3D images such as video sequence 
etc. In [2], Bamberger proposed a 3-D subband decomposition scheme implemented by applying the checkerboard 
filter banks separately along two orthogonal signal planes followed by a 2D DFB decomposition on one of the 
planes. The highlight of this work is the usage of DFB in higher dimensions. For example, in 3-D for video coding 
application, we want to achieve the frequency partitioning as shown in Fig. 1(b), where the ideal passbands of the 
component filters are rectangular based pyramids radiating out from the origin at different orientations and tiling the 
entire frequency space. We can see this is a natural extension from the wedge-shaped frequency partitioning in 2-D. 
Also in this paper five different filters- maxflat filters, Vk filters, Kos filters, Sinc filters and Haar filters are applied 
on to various video samples. The performance evaluation have been done which quantifies the factors like PSNR 
and MSE. In order to achieve better compression, a comparative study between RLC [3] and Huffman coding [4] 
schemes has been performed and the average codeword length is measured and tabulated. 
 
 
Fig. 1. (a) Frequency partitioning of the DFB with 3 levels  of decomposition. (b) Frequency partitioning of 3DDFB. 
 
This paper is organized as follows: The detailed literature survey will be included in section II. In section 
III, the construction and properties of 3D-DFB is described. Section IV deals with analysis of different techniques 
available for video compression and various applications of video coding. Discussion of results and conclusion are 
made in section V and VI. 
2. Related works 
Filter banks are used for the subband coding of speech since 1970s [5]. Then the works on MD filter banks are 
started by Vitterlim , Woods and O’Neil. [6], and [7] describes the theoretical aspects, sampling and signal 
processing of MD signals. The idea of multi dimensionality is applied in case of filter bank and Discrete Wavelet 
Transform (DWT) in [8] and [9]. Bamberger and Smith proposed DFB which is efficiently used for the directional 
decomposition of the images and videos and it is implemented through l  level tree structured decomposition that 
leads to 
l2  subbands with wedge shaped frequency partitioning as shown in Fig. 1. 
 
Video coding plays an important role in video signal processing, multimedia transmission and storage. In 
order to represent the video in more compact and robust way, we go for video coding. There are different video 
coding schemes are available in the literature [7], [8]. Same video can be represented in different resolution by 
means of spatial scalability. This is achieved either by pyramidal decomposition  or by wavelet decomposition.  
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3. Directional filter bank 
Bamberger and Smith proposed the directional filter bank (DFB) for an efficient directional decomposition of two 
dimensional (2-D) signals [2]. A new family, named 3DDFB [10], is possible to achieve the directional 
decomposition of 3-D signals with a simple and efficient tree-structured construction. The 3D-DFB ideal pass bands 
are rectangular based pyramids radiating out from the origin at different orientations and tiling the whole frequency 
space. The 3DDFB also achieves perfect reconstruction. 
3.1. Designing the Hourglass Filter Banks in 3-D 
Designing three dimensional filter banks is a quite challenging task because of the unavailability of proper tools. 
Fig. 2. gives the first level of decomposition of a three-channel undecimated filter bank in 3-D. The ideal component 
filters are hourglass-shaped regions, with their corresponding dominant directions aligned with the 21,ZZ and 3Z
axes respectively. Fig. 3. shows the overall filter bank structure of 3D-DFB, for simplification we focuses on 
analysis part of 3D-DFB, since synthesis part is exactly symmetric to analysis section. We use ),,( 321 ZZZiH and 
),,( 321 ZZZiG for i = 1, 2, 3 to represent the three analysis and synthesis filters in the hourglass filter bank, 
respectively [12]. Also, let us assume that the three analysis filters are rotational-symmetric to each other, i.e., 
 
),,(),,( 32113212 ZZZZZZ HH  
                                                                                                             (1) 
),,(),,( 32113213 ZZZZZZ HH  
                                                                                                              (2)
 
 
 
Fig. 2. The first level of decomposition: a three-channel undecimated filter bank in 3-D.
 
 
 
                                                     Fig. 3. Filter bank structure of the 3DDFB. 
 
The synthesis filters are just time-reversed version of analysis filters so for synthesis filters the same constraint is 
applied. i.e, 
)()()( ZZZ iii HHG                                                                                                                                      (3) 
since the perfect reconstruction condition is given by, 
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Where  0!O  and ),,( 321 ZZZF > 0 is a positive and 2ߨ  periodic function of ,1Z ߱2 and ߱3. By properly 
selecting the value of ߣand ),,( 321 ZZZF  the perfect reconstruction condition is satisfied. To control the 
frequency responses of the analysis filters, let us consider, 
 
),,( 321 ZZZF = )))cos(),(cos(1)))(cos(),(cos(1( 3121 ZZZZ PP                                                           (6) 
Where P(;.) is a bivariate polynomial. By proper selection of P(;.) achieves frequency response which approximates 
the ideal hourglass shape. 
3.2. Constructing the iterated checkerboard filter banks 
In this section construction of the filter bank ),( 21
)( 1 nnS l  is shown. Where ),( 21
)( 1 nnS l  is the 2D filter bank 
operating alone ),( 21 nn plane after the hourglass filter as shown in Fig. 3, the second filter bank ),( 31
)( 21 nnS l  has 
the same construction as ),( 21
)( 1 nnS l  but operates along ),( 31 nn  plane with 2l  decomposition depth. The 
superscript )( 1l indicates that there are 
)( 12 l  wedge subbands. For analysing the construction details of 
),( 21
)( 1 nnS l  we have possible three cases.  
x When 0 l , the filter bank ),( 21)0( nnS simply obeys the identity transform.  
x When 1 l , the filter bank ),( 21)1( nnS is a two-channel 2-D filter bank with a checkerboard-shaped 
frequency partition, as shown in Fig.4.  
The sampling matrices in Fig.4 are defined as, 
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,
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,
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100 RRD  
x When 1!l , the filter bank ),( 21)( nnS l  is an iterative expansion of the resampled checkerboard filter 
banks. 
 
 
Figure 4. The two-channel 2-D checkerboard filter bank with resampling. 
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                                    Fig. 5. Sequence of filtering and downsampling for channel k. 
 
The ),( 21
)( 1 nnS l can be indexed from top to bottom with the integers from 0 to )1(2 l . Associated with each 
channel indexed by k (0 ൏ k ൏ )1(2 l ) is a sequence of path types,where the binary representation of k is given by, 
 
¦
 
 
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With this path type, the sequence of filtering and downsampling for channel k should be like shown in Fig. 5. Using 
the multirate identities recursively, we can transform the analysis side of the channel k (0 ൏ k ൏ )1(2 l ) of the 
),( 21
)( 1 nnS l into a single filtering with the equivalent filter )()( ZikF followed by downsampling by the overall 
sampling matrix lkM , where, 
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The matrix ))1(
2/ )1

 
n
k nlM  is known as the partial product of the overall sampling matrix. A resampling matrix should 
be attached to satisfy the sampling matrix condition to each of the l2  output channels of the ),( 21
)( 1 nnS l . So that 
the overall equivalent downsampling matrix is, 
 
)()( ll MMP
                                                                                                                                  (10)
 
Fig. 6. (a) The ideal frequency support of ),( 21
)0(
0 ZZw . (b) The ideal checkerboard-shaped frequency support of )()( ZikF .    
(c )Desired frequency support by multiplying (a) and (b). 
 
which satisfies the sampling matrix condition. Where )(lM

 is the kth channel resampling matrix. Fig.6 shows the 
case when 1 l . Where a wedge-shaped support ),( 21)0(0 ZZw  (Fig.6(a)) is divided by the checkerboard filter 
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provided by ),( 21
)( 1 nnS l and Fig 6(c) gives the result which is a thinner wedge support ),( 21
)1(
0 ZZw In general, 
for  1!l , we can show ),( 21)( nnS l also satisfies the equivalent filter condition. 
4. 3D filter bank implementation for video coding 
 The 3D-DFB described in the section four can be applied to video coding applications. A 3D subbanding coding 
can be used for encoding video sequences and there are two ways of achieving spatial scalability in scalable video 
coding. One is based on wavelet decomposition and the other one is pyramidal decomposition. Here in this work, a 
3D-DFB with wedge shaped frequency partitioning is applied to video coding for achieving efficient directional 
decomposition of images. 
Implementation Steps: 
x Five AVI videos of different size are selected as input. The parameters of videos used for the evaluation are 
given below. 
                Video Parameters of video 1: 15.00 frames per second, RGB24 160x120. 120 total video           
                Frames available. 
                Video Parameters of video 2: 29.97 frames per second, RGB24 320x240. 139 total video     
                frames available. 
                Video Parameters of video 3: 25.00 frames per second, RGB24 480x360. 77 total video frames       
                available. 
x Fifteen frames are selected from the resized frames which are combined to single array and a four level 
wedge shaped 3D directional filter is applied on it. Directionally filtered videos are analyzed by different 
filters namely, Maxflat , Vk, Haar, Sinc, Kos Filters. In the analysis section filter outputs are decimated by 
a factor of two. 
x In the encoding section filtered and decimated coefficients are coded with 3 different coding schemes RLE, 
Huffman and Arithmetic coding. In synthesizing section, reverse process of analysis section is performed. 
x Each subband coded outputs are decoded, synthesized and combined. 
x Original videos are reconstructed using 3D DFB and the performance of the above approach is evaluated 
through simulation in Matlab 2014a. 
5. Simulation results and discussions 
The parameters used for simulation includes PSNR and MSE.To measure the extend of compression achieved 
another parameters namely average codeword length is also used. 
MSE: It is the mean square error in the reconstruction of each frame between the original image (I1) and 
reconstructed image (I2) with size MxN. 
¦  
MN NM
nmInmI
MSE
*
)),(),(( 221
                                                                                                                (11)
 
 
PSNR: It is the ratio between the maximum possible power of an image and the power of corrupting noise due to 
codec that affects the fidelity of its representation. The PSNR for any single frame of size MxN is calculated as, 
 
MSE
MaxPSNR
2
10log10 
                                                                                                                                   (12) 
Where Max is the maximum possible power of an image, and MSE is the Mean Square Error. 
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Table I, II, and III shows the performance evaluation after applying five different filters for specified videos. 
 
TABLE I. video coding results for video1, psnr and mse in db, acl(average code word length) in bits/symbol1 
Filter Frames RLE Huffman 
PSNR MSE ACL PSNR MSE ACL 
Maxflat 5 53.6109 .2830 16 53.6121 .2830 16.1708 
10 53.0472 .2835 16 53.6053 .2835 16.1704 
15 53.5978 .2839 16 53.5982 .2839 16.1704 
Vk 5 53.6109 .2830 16.5030 53.6121 .2830 49.9122 
10 53.0472 .2835 16.5149 53.6053 .2835 49.8982 
15 53.5978 .2839 16.4994 53.5982 .2839 49.8437 
Harr 5 53.6109 .2830 18.3993 53.6121 .2830 22.9622 
10 53.0472 .2835 18.3879 53.6053 .2835 22.8367 
15 53.5978 .2839 18.3517 53.5982 .2839 22.9016 
Sinc 5 53.6083 .2883 16 53.6083 .2883 16.0679 
10 53.6015 .2837 16 53.6015 .2837 16.0599 
15 53.5943 .2842 16 53.5943 .2842 16.0538 
Kos 5 53.5490 .2872 16.0117 53.5490 .2872 8.8002 
10 53.5496 .2867 16.0117 53.5496 .2867 8.7911 
15 53.5368 .2870 16.0114 53.5368 .2870 8.7869 
 
 
TABLE II. VIDEO CODING RESULTS FOR VIDEO2, psnr and mse in db, acl(average code word length) in bits/symbol2 
Filter Frames RLE Huffman 
 PSNR MSE ACL PSNR MSE ACL 
Maxflat 5 54.4852 .2315 16 54.2854 .2315 16.3086 
10 54.4804 .2309 16 54.3964 .2082 16.3200 
15 54.4930 .2305 16 54.4306 .2153 16.3440 
Vk 5 54.4852 .2315 16.0007 54.2854 .2315 46.4005 
10 54.4804 .2309 16.0006 54.3964 .2082 46.3040 
15 54.4930 .2305 16.0005 54.4306 .2153 46.0910 
Harr 5 54.4852 .2315 16.0706 54.2854 .2315 23.7543 
10 54.4804 .2309 16.0541 54.3964 .2082 23.7859 
15 54.4930 .2305 16.0499 54.4306 .2153 23.8079 
Sinc 5 54.4082 .2317 16 54.4082 .2317 16.8751 
10 54.4917 .2307 16 54.4917 .2307 16.9091 
15 54.4490 .2305 16 54.4490 .2305 16.9765 
Kos 5 54.4209 .2349 16 53.54902 .2349 8.6752 
10 54.4319 .2343 16 54.4319 .2343 8.7200 
15 54.4391 .2339 16 54.4391 .2339 8.7967 
 
 
TABLE III. video coding results for video3, psnr and mse in db, acl(average code word length) in bits/symbol 
 
Filter Frames RLE Huffman 
 PSNR MSE ACL PSNR MSE ACL 
Maxflat 5 54.5887 .2282 16 54.5887 .2282 16.5041 
10 54.4886 .2267 16 54.4886 .2267 16.4998 
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15 54.4930 .2234 16 54.4306 .2234 16.3448 
Vk 5 54.5887 .2282 16.2617 54.5887 .2282 45.9833 
10 54.4886 .2267 16.2610 54.4886 .2267 45.7456 
15 54.4930 .2234 16.2564 54.4306 .2234 45.7343 
Harr 5 54.5887 .2282 18.6525 54.5887 .2282 24.3106 
10 54.4886 .2267 18.6087 54.4886 .2267 24.1709 
15 54.4930 .2234 18.6100 54.4306 .2234 24.0067 
Sinc 5 54.5646 .2272 16 54.5646 .2272 17.2212 
10 54.5588 .2275 16 54.4917 .2275 17.1961 
15 54.5838 .2262 16 54.5838 .2262 17.1045 
Kos 5 54.4990 .2272 16.0039 54.4990 .2272 8.6684 
10 54.4932 .2307 16.0025 54.4932 .2307 8.6708 
15 54.5180 .2297 16.0022 54.5180 .2297 8.6832 
 
 
6.Conclusion 
In this paper, A 3-D directional filter bank Is used for video coding application. We showed that directional 
decomposition of 3D signals are done by using a hourglass shaped undecimated filter bank together with 
checkerboard filter banks. Perfect reconstruction and efficient tree structured implementation is achieved by this 
structure. The scheme is tested with number of color video sequences. Five different filters- maxflat filter, Vk filter, 
Kos filter, sinc filter, and haar filter are applied on various video samples, RLC and Huffman coding schemes has 
been performed. The performance evaluation have been done which quantifies the factors PSNR, MSE, and average 
codeword length and results are tabulated. The application of Directional Filter Bank before subband coding not 
applied yet in the case of video. Among the five filters and two compression scheme we can see that Kos filters with 
Huffman coding provide better compression and low Average codeword length. 
 
 
References 
 
[1]  Minh N. Do and Yue M. Lu, Multidimensional Filter Banks and Multiscale Geometric Representations, Foundations and Trends in Signal 
Processing Vol. 5, no. 3, 2011. 
[2]  R. H. Bamberger and M. J. T. Smith, A filter bank for the directional decomposition of images: theory and design, IEEE Trans. Signal Proc., 
vol. 40, no. 4, pp. 882893, April 1992. 
[3] H.Meyr,Hans G. Rosdolsky and Thomsons S.Huang member of IEEE Optimum Run Length Codes, IEEE Transaction on Communication, 
June 1974. 
[4] Gopal Lakhani, Senior Member, IEEE Modified JPEG Huffman Coding, IEEE Transactions on Image Processing,Vol. 12, no. 2, February 
2003. 
[5] R. E. Crochiere, S. A. Wabcr. and 1. L. Flanagan, Digital coding of speech in subbands, Bell Sys. Tech. Jour., vol. 55, Oct. 1976, pp. 1069- 
1085. 
 [6] N. K. Bose, Applied Multidimensional Systems Theory Van Nostrand Reinhold. 1982. 
[7] D. E. Dudgeon and R. M. Mersereau, Multidimensional Digital Signal Processing, Englewood Cliffs: Prentice Hall, 1984. 
[8] A. Cohen and I. Daubechies. Nonseparable bidimensional wavelet bases, Preprint, 1993. 
[9] J. Kovacevic and M. Vetterli, Non-separable multidimensional perfeel reconstruction filler banks and wavelet bases for Rn, IEEE Trans. On 
Information Theory, vol. 38. no. 2, Mnrch 1992, pp. 533-555. 
[10] Yue Lu and Minh N. Do Multidimensional Directional Filter Banks and Surfacelets, IEEE Trans. on Image processing. 
[11] M. N. Do, Directional Multiresolution Image Representations, PhD thesis, Swiss Federal Institute of Technology, Lausanne, Switzerland, 
December 2001. 
[12] Mohsen Ashourian student member, Zulkalnain Mohd. Yusof ; Sheikh Hussain Sheikh Salleh, Syed Abd. Rahman A. Bakar Robust 3- 
Dimensional Subband Video Coder Based on Dithered Pyramid Vector Quantizer. 
 
