In this work we consider adversarial contextual bandits with risk constraints. At each round, nature prepares a context, a cost for each arm, and additionally a risk for each arm. The learner leverages the context to pull an arm and then receives the corresponding cost and risk associated with the pulled arm. In addition to minimizing the cumulative cost, the learner also needs to satisfy long-term risk constraints -the average of the cumulative risk from all pulled arms should not be larger than a pre-defined threshold. To address this problem, we first study the full information setting where in each round the learner receives an adversarial convex loss and a convex constraint. We develop a meta algorithm leveraging online mirror descent for the full information setting and extend it to contextual bandit with risk constraints setting using expert advice. Our algorithms can achieve near-optimal regret in terms of minimizing the total cost, while successfully maintaining a sublinear growth of cumulative risk constraint violation.
Introduction
The Contextual Bandits problem (Langford and Zhang, 2008) has received a large amount of attention in the last decade. Different from the classic multi-armed bandits problem (Auer et al., 2002a , Bubeck et al., 2012 , in contextual bandits, the learner can leverage contextual information to make a decision about which arm to pull. Starting in a completely unknown environment, the learner gradually learns to maximize the cumulative reward by interacting with the environment: in each round, given the contextual information, the learner chooses an arm to pull based on the history of the interaction with the environment, and then receives the reward associated with the pulled arm. For the special case where contexts and rewards are i.i.d sampled from a fixed unknown distribution, there exists an oracle-based computationally efficient algorithm (Agarwal et al., 2014 ) that achieves near-optimal regret rate. Recently, the authors in (Rakhlin and Sridharan, 2016, Syrgkanis et al., 2016) developed oracle-based computationally efficient algorithms for the hybrid case where the contexts are i.i.d while the rewards could be adversarial, though the regret rate from proposed algorithms are not near-optimal. For both adversarial contexts and rewards, EXP4 (Auer et al., 2002b) and EXP4.P (Beygelzimer et al., 2011) are state-of-the-art algorithms, which achieve near-optimal regret rate, but are not computationally efficient.
Recently, a few authors have started to incorporate global constraints into the multi-armed bandit and contextual bandits problem where the goal of the learner is to maximize the reward while satisfying the constraints to some degree. In multi-armed bandit setting, previous work considered special cases such as single resource budget constraint (Ding et al., 2013 , Madani et al., 2004 and multiple resources budget constraints (Badanidiyuru et al., 2013) . Resourceful Contextual Bandits (Badanidiyuru et al., 2014) first introduced resource budget constraints to contextual bandits setting. The algorithm proposed in (Badanidiyuru et al., 2014 ) enjoys a near-optimal regret rate but lacks a computationally efficient implementation. Later on, the authors in generalize the setting in (Badanidiyuru et al., 2014) to contextual bandits with a global convex constraint and a concave objective and propose an oracle-based algorithm built on the ILOVE-TOCONBANDITS algorithm from (Agarwal et al., 2014) . Recently introduce a UCB style algorithm for linear contextual bandits with knapsack constraints. The settings considered in (Badanidiyuru et al., 2014 mainly focused on the stochastic case where contexts and rewards are i.i.d, and the constraints are pre-fixed before the game starts (i.e., time-independent, non-adversarial). To the best of our knowledge, the work presented in this paper is the first attempt to extend the previous work to the adversarial setting.
This paper considers contextual bandits with risk constraints, where for each round, the environment prepares a context, a cost for each arm, 1 and a risk for each arm. The learner pulls an arm using the contextual information and receives the cost and risk associated with the pulled arm. Given a pre-defined risk threshold, the learner ideally needs to make decisions (i.e., designing a distribution over all arms) such that the average risk is no larger than the threshold in every round, while minimizing the cumulative cost as fast as possible. Such adversarial risk functions are common in many real world applications. For instance, when a robot navigating in an unfamiliar environment, risk (e.g., probability of being collision, energy consumption, and safety with respect to other robots or even human around the robot) and reward of taking a particular action may dependent on the robot's current state (or the whole sequence of states traversed by the robot so far), while the sequential states visited by the robot are unlikely to be i.i.d or even Markovian.
To address the adversarial contextual bandit with risk constraints problem, we first study the problem of online convex programming (OCP) with constraints in the full information setting, where at each round, the environment prepares a convex loss, and additionally a convex constraint for the learner. The learner wants to minimize its cumulative loss while satisfying the constraints as possible as she could. The online learning with constraints setting is first studied in (Mannor et al., 2009 ) in a two-player game setting. Particularly the authors constructed a two-player game where there exists a strategy for the adversary such that among the strategies of the player that satisfy the constraints on average, there is no strategy can achieve no-regret property in terms of maximizing the player's reward. Later on (Mahdavi et al., 2012 , Jenatton et al., 2016 considered the online convex programming framework where they introduced a pre-defined global constraint and designed algorithms that achieve no-regret property on loss functions while maintaining the accumulative constraint violation grows sublinearly. Though the work in (Mahdavi et al., 2012 , Jenatton et al., 2016 did not consider time-dependent, adversarial constraints, we find that their online gradient descent (OGD) (Zinkevich, 2003) based algorithms are actually general enough to handle adver-sarial time-dependent constraints. We first present a family of online learning algorithms based on Mirror Descent (OMD) (Beck and Teboulle, 2003, Bubeck et al., 2015) , which we show achieves near-optimal regret rate with respect to loss and maintains the growth of total constraint violation to be sublinear. With a specific design of a mirror map, our meta algorithm reveals a similar algorithm shown in (Mahdavi et al., 2012) .
The mirror descent based algorithms in the full information online learning setting also enables us to derive a Multiplicative Weight (MW) update procedure using expert advice by choosing negative entropy as the mirror map. Note that MW based update procedure is important when extending to partial information contextual bandit setting. The MW based update procedure can ensure the regret is polylogarithmic in the number of experts , instead of polynomial in the number of experts from using the OGD-based algorithms (Mahdavi et al., 2012 , Jenatton et al., 2016 . Leveraging the MW update procedure developed from the online learning setting, we present algorithms called EXP4.R (EXP4 with Risk Constraints) and EXP4.P.R (EXP4.P with Risk Constraints). For EXP4.R we show that in expectation, the algorithm can achieve near optimal regret in terms of minimizing cost while ensuring the average of the accumulative risk is no larger than the pre-defined threshold. For EXP4.P.R, we present a high probability statement for regret bound and cumulative risk bound and introduces a tradeoff parameter that shows how one can trade between the risk violation and the regret of cost.
The rest of the paper is organized as follows. We introduce necessary definitions and problem setup in Sec. 2. We then deviate to the full information online learning setting where we introduce sequential, adversarial convex constraints in Sec. 3. In Sec. 4, we move to contextual bandits with risk constraints setting to present and analyze the EXP4.R and EXP4.P.R algorithm.
Preliminaries

Definitions
For any function R(x) : X → R, it is strongly convex with respect to some norm · if and only if there exists a constant α ∈ R + such that:
Given a strongly convex function R(·), the Bregman divergence D R (·, ·) : X × X → R is defined as follows:
Online Convex Programming with Constraints
Under the full information setting, in each round, the learner makes a decision x t ∈ X ⊆ R d , and then receive a convex loss function ℓ t (·) and a convex constraint in the form of f t (·) ≤ 0. The learner suffers loss ℓ t (x). The work in (Mahdavi et al., 2012) considers a similar setting but with a known, pre-defined global constraint. Instead of projecting the decision x back to the convex set induced by the global constraint f (·), (Mahdavi et al., 2012) introduces an algorithm that achieves no-regret on loss while satisfying the global constrain in a long-term perspective. Since exactly satisfying adversarial constraint in every round is impossible, we also consider constraint satisfaction in a long-term perspective. Formally, for the sequence of decisions {x t } t made by the learner, we define T t=1 f t (x t ) as the cumulative constraint violation and we want to control the growth of the cumulative constraint violation to be sublinear:
Though we consider adversarial constraints, we do place one assumption on the decision set X and the constraints: we assume that the decision set X is rich enough such that in hindsight, we have x ∈ X that can satisfy the all constraints: O={x ∈ X : f t (x) ≤ 0, ∀t} = ∅. In terms of the definition of regret, we compete with the optimal decision x * ∈ O that minimizes the total loss in hindsight:
Though one probably would be interested in competing against the best decision from the set of decisions that satisfy the constraints in average:
, in general it is impossible to complete agains the best decision in O ′ in hindsight. The following proposition adapts the discrete 2-player game from proposition 4 in (Mannor et al., 2009) 
The proof of the proposition can be find in Sec. A in Appendix. Hence in the rest of the paper, we have to restrict to O, which is a subset of O ′ . The regret of loss R ℓ and the cumulative constraint violation R f are defined as:
We want both R l , R f ∈ o(T ). We will assume the decision set is bounded as max x1,x2∈X D R (x 1 , x 2 ) ≤ B ∈ R + , x ∈ X is bounded as x ≤ X ∈ R + , the loss function is bounded as |ℓ t (·)| ≤ F ∈ R + , the constraint is bounded |f t (·)| ≤ D ∈ R + and the gradient of the loss and constraint is also bounded as max{
+ , where · * is the dual norm with respect to · defined for X .
The setting with a global constraint considered in (Mahdavi et al., 2012 ) is a special case of our setting. Set f t = f , where f is the global constraint. If R f ∈ o(T ), by Jensen's inequality, we have f (
Contextual Bandits with Risk Constraints
For contextual bandits with risk constraints, let [K] be a finite set of K arms, S be the space of contexts. Except for providing context and the cost for each action, the environment will also provide the risk for each action (e.g., how dangerous or risky it would be by taking the action under the current context). More formally, at every time step t, the environment generates a context s t ∈ S, a K-dimensional cost vector c t ∈ [0, 1] K , and a risk vector r t ∈ [0, 1] K . The environment then reveals the context s t to the learner, and the learner then propose a probability distribution p t ∈ ∆([K]) over all arms. Finally the learner samples an action a t ∈ [K] according to p t and receives the cost and risk associated to the chosen action: c t [a t ] and r t [a t ] (we denote c[i] as the i'th element of vector c). The learner ideally want to make a sequence of decisions that has low accumulative cost and also satisfies the constraint that related to the risk: p T t r t ≤ β where β ∈ [0, 1] is a pre-defined threshold.
We address this problem by leveraging experts' advice. Given the expert set Π that consists of N experts
, where each expert π ∈ Π : S → ∆([K]), gives advice by mapping from the context s to a probability distribution p over arms. The learner then properly combines the experts' advice {π i (s)} N i=1 (e.g., compute the average N i=1 π i (s)/N ) to generate a distribution over all arms. With risk constraints, distributions over policies in Π could be strictly more powerful than any policy in Π itself. We aim to compete against this more powerful set, which is a stronger guarantee than simply competing with any fixed policy in Π. Given any distribution w ∈ ∆(Π), the mixed policy resulting from w can be regarded as: sample policy i according to w and then sample an arm according to π i (s), given any context s. Though we do not place any statistical assumptions (e.g., i.i.d) on the sequence of cost vectors {c t } and risk vectors {r t }, we assume the policy set Π is rich enough to satisfy the following assumption: Assumption 2.2. The set of distributions from ∆(Π) whose mixed policies satisfying the risk constraints in expectation is non-empty:
Namely we assume that the distribution set ∆(Π) is rich enough such that there always exists at least one mixed policy that can satisfy all risk constraints in hindsight. Similar to the full information setting, competing against the set of mixed policies that satisfy the constraint on average, namely P ′ = {w ∈ ∆(Π) :
2 Hence we define the best mixed policy in hindsight as:
Given any sequence of decisions {a t } T t=1 generated from some algorithm, let us define the average pseudo-regret in expectation as:
Otherwise we can just directly apply the algorithm designed for the partial information setting to the full information setting where the expectation is taken with respect to the randomness of the algorithm. The expected cumulative risk constraint violation as:
The goal is to achieve near-optimal regret rate forR c (i.e.,R c = O( T K ln(|Π|))) while maintaininḡ R r growing sublinearly. Without loss of generality, we also assume that the policy class Π contains a policy that always outputs uniform distribution over arms (i.e., assign probability 1/K to each arm). Similarly, we define regret and constraint violation without expectation as:
The goal is to minimize R c and R r in high probability.
Online Learning with Constraints
The online learning with adversarial constraints setting is similar to the one considered in (Mannor et al., 2009 , Jenatton et al., 2016 except that they only have a pre-defined fixed global constraint. However we find that their algorithms and analysis are general enough to extend to the online learning with adversarial sequential constraints. In (Mannor et al., 2009 , Jenatton et al., 2016 , the algorithms introduce a Lagrangian dual parameter and perform online gradient descent on x and online gradient ascent on the dual parameter. Since in this work we are eventually interested in reducing the contextual bandit problem to the full information online learning setting, simply adopting the OGD-based approaches from (Mannor et al., 2009 , Jenatton et al., 2016 will not give a near optimal regret bound. Hence, developing the corresponding Multiplicative Weight (MW) update procedure is essential for a successful reduction from adversarial contextual bandit to full information online learning setting.
Algorithm
We use the same saddle-point convex concave formation from (Mannor et al., 2009 , Jenatton et al., 2016 to design a composite loss function as:
where δ ∈ R + .Alg. 1 leverages online mirror descent (OMD) for updating the x (Line 6 and Line 7) and online gradient ascent algorithm for updating λ (Line 8). Note that if we replace the regularization function R(x) by x Algorithm 1 OCP with Constraints via OMD 1: Input: Parameters µ, δ, learning rate µ, mirror map R. 2: Initialize x 0 ∈ X and λ 0 = 0. 3: for t = 0 to T do
4:
Learner proposes x t .
5:
Receive loss function ℓ t and constraint f t .
6:
Setx t+1 such that ∇R(x t+1 ) = ∇R(x t ) − µ∇ x L(x t , λ t ).
7:
Projection: x t+1 = arg min x∈X D R (x,x t+1 ).
8:
Update λ t+1 = max{0, λ t + µ∇ λ L(x t , λ t ))}. 9: end for 3.2 Analysis of Alg. 1
Throughout our analysis, we assume the regularization function R(x) is α-strongly convex. For simplicity, we assume the number of rounds T is given and we consider the asymptotic property of Alg. 1 when T is large enough.
The algorithm should be really understood as running two no-regret procedures: (1) Online Mirror Descent on the sequence of loss {L(x, λ t )} t with respect to x and (2) Online Gradient Ascent on the sequence of loss {L(x t , λ)} t with respect to λ. Instead of digging into the details of Online Mirror Descent and Online Gradient ascent, our analysis simply leverage the existing analysis of online mirror descent and online gradient ascent and show how to combine them to derive the regret bound and constraint violation bound for Alg. 1. 
Proof Sketch of Theorem 3.1. Since the algorithm runs online mirror descent on the sequence of loss {L t (x, λ t )} t with respect to x, using the existing results of online mirror descent (e.g., Theorem 4.2 and Eq. 4.10 from Bubeck et al. (2015)), we know that for the sequence of {x t } t :
Also, we know that the algorithm runs online gradient ascent on the sequence of loss {L t (x t , λ)} t with respect to λ, using the existing analysis of online gradient descent (Zinkevich, 2003) , we have for the sequence of λ t :
Note that for (
2 * , we also have:
where we first used triangle inequality for ∇ x L t (x t , λ t ) * and then use the inequality of 2ab ≤ a 2 + b 2 , ∀a, b ∈ R + . Note that we also assumed that the norm of the gradients are bounded as max( ∇ℓ t (x t ) * , ∇f t (x t ) * ) ≤ G ∈ R + . Now sum Inequality 6 and 7 together, we get:
Substitute the form of L t into the above inequality, we have:
Note that from our setting of µ and δ we can verify that δ ≥ δ 2 µ 2 + G 2 /α, 3 we can remove the term t λ 2 t in the above inequality. Without the term t λ 2 t , to upper bound the regret on loss ℓ t , let us set λ = 0 and x = x * , we get:
To upper bound t f t (x t ), we first observe that we can lower found
The RHS of the above inequality is dominated by the term T 3/2 8F 2 G 2 /α when T approaches to infinity. Hence, it is straightforward to show that
As we can see that if we replace R(x) with x 2 2 in Alg. 1, we reveal a gradient descent based update procedure that is almost identical to the one in (Mahdavi et al., 2012) . When x is restricted to a simplex, to derive the multiplicative weight update procedure, we replace R(x) with the negative entropy regularization i x[i] ln(x[i]) and we can achieve the following update steps for x:
.
3 For simplicity we assumed T is large enough to be larger than any given constant.
We refer readers to (Shalev-Shwartz, 2011 , Bubeck et al., 2015 for the derivation of the above equation.
Contextual Bandits with Risk Constraints
When contexts, costs and risks are i.i.d sampled from some unknown distribution, then our problem setting can be regarded as a special case of the setting of contextual bandit with global objective and constraint (CBwRC) considered in . In , the algorithm also leverages Lagrangian dual variable. The difference is that in i.i.d setting the dual parameter is fixed with respect to the underlying distribution and hence it is possible to estimate the dual variable. For instance one can uniformly pull arms with a fixed number of rounds at the beginning to gather information for estimating the dual variable and then use the estimated dual variable for all remaining rounds. However in the adversarial setting, this nice trick will fail since the costs and risks are possibly sampled from a changing distribution. We have to rely on OCP algorithms to keep updating the dual variable to adapt to adversarial risks and costs.
Algorithm
Our algorithm EXP4.R (EXP4 with Risk constraints) (Alg. 2) extends the EXP4 algorithm to carefully incorporating the risk constraints for updating the probability distribution w over all policies. At each round, it first uses the common trick of importance sampling to form an unbiased estimates of cost vectorĉ and risk vectorr. Then the algorithm uses the unbiased estimates of cost vector and risk vector to form unbiased estimates of the costŷ[i] and riskẑ [i] for each expert i. EXP4.R then starts behaving different than EXP4. EXP4.R introduces a dual variable λ and combine the cost and risk together as
We then use Alg. 1 with the negative entropy regularization as a black box online learner to update the weight w and the dual variable λ as shown in Lines 11 and 12 of Alg. 2.
The proposed algorithm EXP4.R is computationally inefficient since similar to EXP4.P, it needs to maintain a probability distribution over the policy set. Though there exist computationally efficient algorithms for stochastic contextual bandits and hybrid contextual bandits, we are not aware of any computationally efficient algorithm for adversarial contextual bandits, even without risk constraints.
Analysis of EXP4.R
We provide a reduction based analysis for EXP4.R by first reducing EXP4.R to Alg. 1 with negative entropic regularization. For the following analysis, let us define
T r t , which stand for the expected cost and risk for policy j at round t.
The multiplicative weight update in Line 11 can be regarded as running Weighted Majority on the sequence of loss {L t (w, λ t )} t , while the update rule for λ in Line 12 can be regarded as running Online Gradient Ascent on the sequence of loss {L t (w t , λ)} t . Directly applying the classic analysis of Weighted Majority (Shalev-Shwartz, 2011) on the generated sequence of weights {w t } t and the classic analysis of OGD (Zinkevich, 2003) on the generated sequence of dual variables {λ t } t , we get the following lemma: Receive context s t .
5:
Query experts to get advice π i (s t ), ∀i ∈ [N ].
6:
Draw action a t randomly from distribution p t .
8:
Receive cost c t [a t ] and risk r t [a t ].
9:
Set the cost vectorĉ t ∈ R K and the risk vectorr t ∈ R K as follows:
10:
For each expert j ∈ [N ], set:ŷ
Tr t .
11:
Compute w t+1 , for i ∈ [|Π|]:
12:
Compute λ t+1 : 
We defer the proof of the above lemma to Appendix. The EXP4.R algorithm has the following property:
Theorem 4.2. Set µ = ln(|Π|)/(T (K + 4)) and δ = 3K. Assume P = ∅. EXP4.R has the following property:R 
2 , we can show that: E at∼pt (w T tẑ t − β) 2 ≤ 2 + 2β 2 ≤ 4. It is also straightforward to show that E at∼ptŷt = y t and E at∼ptẑt = z t . It is also true that
2 ≤ K. Now take expectation with respect to the sequence of decisions {a t } t on LHS of Inequality 12:
Now take the expectation with respect to a 1 , ..., a T on the RHS of inequality 12, we can get:
Now we can chain Eq. 13 and 14 together and use the same technique that we used in the analysis of Theorem 3.1. Chain Eq. 13 and 14 together and set w to w * and λ = 0, it is not hard to show that:
where µ = ln(|Π|)/(T (K + 4)). Set λ = ( t (Er t [a t ] − β))/(δµT + 2/µ), we can get:
Substitute µ = ln(|Π|)/(T (K + 4)) back to the above equation, it is easy to verity that:
Extension To High-Probability Bounds
The regret bound and constraint violation bound of EXP4.R hold in expectation. In this section, we present an algorithm named EXP4.P.R, which achieves high-probability regret bound and constraint violation bound. The algorithm EXP4.P.R, as indicated by its name, is built on the well-known EXP4.P algorithm (Beygelzimer et al., 2011) . In this section for the convenience of analysis, without loss of generality, we are going to assume that for any cost vector c and risk vector r, we have 
, where κ is a constant that will be defined in the analysis of EXP4.P.R. We refer readers to Appendix D for the full version of EXP4.P.R. Essentially, similar to EXP3.P and EXP4.P, we add an extra term −κ
is not an unbiased estimation of y t [i] + λ t z t [i] anymore, as shown in Lemma D.3 in Appendix D.2, it enables us to upper bound
with high probability. We show that EXP4.P.R has the following performance guarantees:
, and δ = T −ǫ+1/2 K, with probability at least 1 − ν, EXP4.P.R has the following property:
The above theorem introduces a trade-off between the regret of cost and the constraint violation. As ǫ → 0, we can see that the regret of cost approaches to the near-optimal one T K ln(|Π|), but the average risk constrain violation approaches to a constant. Based on specific applications, one may set a specific ǫ ∈ (0, 0.5) to balance the regret and the constraint violation. For instance, for ǫ = 1/3, one can show that the cumulative regret is O(T 2/3 K ln(|Π|)) and the average constraint violation isÕ(T −1/6 ). Note that if one simply runs EXP4.R proposed in the previous section, it is impossible to achieve the regret rate O(T 2/3 ln(|Π|)) in a high probability statement. As shown in (Auer et al., 2002b) , for EXP4 the cumulative regret on the order of O(T 3/4 ) was possible.
4
The difficult of achieving a high probability statement with near-optimal cumulative regret O( T K ln(|Π|)) and cumulative constraint violation rateÕ(T 3/4 ) (the combination that matches to the state-of-art in the full information setting) is from the Lagrangian dual variable λ. could be as large as |β|/(δµ). Depending on the value of δ, µ, λ t could be large, e.g., Θ( √ T ) if δ is a constant and µ = Θ(1/ √ T ). Hence compared to EXP4.P, the Lagrangian dual variable in EXP4.P.R makes it more difficult to control the variance ofx t , which is an unbiased estimation of
. This is exactly where the trade-off ǫ comes from: we can tune the magnitude of δ to control the variance ofx t and further control the trade-off between regret and risk violation . How to achieve total regret O( T K ln(|Π|)) and cumulative constraint violation O(T 3/4 ) in high probability is still an open problem.
Conclusion
In this work we study the problem of adversarial contextual bandits with adversarial risk constraints. We introduce the concept of risk constraints for arms and the goal is to satisfy the long-term risk constraint while achieve near-optimal regret in terms of reward. The proposed two algorithm, EXP4.R and EXP4.P.R, are built on the existing EXP4 and EXP4.P algorithms. EXP4.R achieves nearoptimal regret and satisfies the long-term constraint in expectation while EXP4.P.R achieves similar theoretical bounds with high probability. We introduced a tradeoff in the analysis of EXP4.P.R which shows that one can trade the constraint violation for regret and vice versa. The regret bound and the constraint bound of EXP4.P.R does not match the state-of-art results of online learning with constraints due to the fact that the Lagrange dual parameter in worst case can significantly increase the variance of the algorithm. Same as EXP4 and EXP4.P, the computational complexity of a simple implementation of our algorithms per step is linear with respect to the size of the policy class. This drawback makes it difficulty to directly apply our algorithms to huge policy classes. Directly designing computational efficient algorithms for risk-aware adversarial contextual bandits might be hard, but one interesting future direction is to look into the hybrid case (i.e., i.i.d contexts but adversarial rewards and risks). In the hybrid case, it maybe possible to design computational efficient algorithms by leveraging the recent work in (Rakhlin and Sridharan, 2016) A Proof of Proposition 2.1
Proof. The proof is mainly about adapting the specific two-player game presented in (Mannor et al., 2009 ) to the general online convex programming setting with adversarial constraints. We closely follow the notations in the example from Proposition 4 in (Mannor et al., 2009) .
Let us define the decision set X = ∆([1, 2]), namely a 2-D simplex. We design two different loss functions: ℓ 1 (x) = [−1, 0]x, and ℓ 2 (x) = [−1, 1]x (here [a, b] stands for a 2-d row vector and hence [a, b] x stands for the regular vector inner product). We also design two different constraints as:
Note that both ℓ and f are linear functions with respect x, hence they are convex loss functions and constraints with respect to x. The adversary picks loss functions among {ℓ 1 , ℓ 2 } and constraints among {f 1 , f 2 } and will generate the following sequence of loss functions and constraints. Initialize a counter k = 0, then:
1. while k = 0 or
, the adversary set ℓ t = ℓ 2 (x) and f t = f 2 (x), and set k := k + 1.
2. For next k steps, the adversary set ℓ t = ℓ 1 (x) and f t = f 1 (x). Then reset k = 0 and go back to step 1. 
For any time step t, let us defineq
and the minimum loss the learner can get in hindsight with decisions restricted to O ′ is:
The cumulative constraint violation at time step t can be computed as
We want to show that no matter what strategy the learner uses, as long as
Following a similar argument from (Mannor et al., 2009) , we can show that Step 2 is entered an infinite number of times. To show this, assume that step 2 only enters finite number of times. Hence as the game keeps staying in Step 1, the fraction of the adversary picking the second constraint f
the condition of entering
Step 1 is violated and we must enter step 2. Hence step 2 is entered infinite number of times. In particular, there exist infinite sequences t i and t ′ i such that t i < t ′ i < t t+1 , and the adversary picks f 2 , ℓ 2 in (t i , t
Step 1) and the adversary picks
Step 2). Since step 1 and step 2 executes the same number of steps (i.e., using the counter k's value), we must haveq ti = 1/2 and r min ti = 1. Furthermore, we must have t ′ i ≥ t t+1 /2. Note thatα t ′ i ≤ 3/4 since otherwise the adversary would be in step 1 at time t ′ i + 1. Thus, during the first t i+1 steps, we must have:
It is easy to verify that
8 . Hence, simply let i → ∞, we have:
Namely, we have shown that for cumulative regret, regardless what sequence of decisions x 1 , ..., x t the learner has played, as long as it needs to satisfy lim sup t→∞
Hence we cannot guarantee to achieve no-regret when competing agains the decisions in O ′ while satisfying the long-term constraint.
B Analysis of Alg. 1 and Proof Of Theorem 3.1
Proof of Theorem 3.1. Since the algorithm runs online mirror descent on the sequence of loss {L t (x, λ t )} t with respect to x, using the existing results of online mirror descent (Theorem 4.2 and Eq. 4.10 from Bubeck et al. (2015) ), we know that for the sequence of {x t } t :
where we first used triangle inequality for ∇ x L t (x t , λ t ) * and then use the inequality of 2ab ≤ a 2 + b 2 , ∀a, b ∈ R + . We also assume that the norm of the gradients are bounded as max( ∇ℓ t (x t ) * , ∇f t (x t ) * ) ≤ G ∈ R + . Now sum Inequality 24 and 25 from t = 0 to T , we get:
Using the saddle-point convex and concave formation for L t , we have:
Note that based on the setting of δ and µ, we can show that δ ≥ δ 2 µ 2 + G 2 /α. This is because
2 /α, where we assume that T is large enough such that T ≥ 4B.
5
Since we have δ ≥ δ 2 µ 2 + G 2 /α, we can remove the term t λ 2 t in the above inequality.
Now set x = x * , and set λ = 0, since f t (x * ) ≤ 0 for all t, we get:
where we set µ = B/(T (D 2 + G 2 /α)).
To upper bound t f t (x t ), we first note that we can lower bound
T . Now let us assume that t f t (x t ) > 0 (otherwise we are done). We set λ = ( t f t (x t ))/(δµT + 1/µ), we have:
Substitute µ = B/(T (D 2 + G 2 /α)) into the above inequality, we have:
Take the square root on both sides of the above inequality and observe that T 3/2 8F 2 G 2 /α dominates the RHS of the above inequality, we prove the theorem.
C Analysis of EXP4.R
In this section we provide the full proof of theorem 4.2.
Proof of Theorem 4.2. We first present several known facts. First we have that for w T tẑ t :
For w T tŷ t , we have:
For E at∼pt (w T tẑt − β) 2 , we then have:
For E at∼ptŷt , we have:
which gives us E at∼ptŷt = y t . Similarly we can easily verify that E at∼ptẑt = z t . For
2 , we have:
Hence, for E at∼pt
2 we have:
Similarly, for
and
Now we are going to take expectation with respect to the randomized decisions {a i } on both sides of Inequality. 12. Fix time step t, conditioned on a 1 , ..., a t−1 , we have:
Take the expectation with respect to a 1 , ..., a T on the LHS of Inequality 12, we have:
Now take the expectation with respect to a 1 , ..., a T on the RHS of Inequality 12 (we use E at|−at to represent the expectation over the distribution of a t conditioned on a 1 , ..., a t−1 ), we have:
(Used Eq. 38 and 40 )
Note that based on the setting of δ and µ, we can show that δ ≥ 2K + 2δ 2 µ 2 . This is because 2K + 2δ 2 µ 2 = 2K + 18K 2 ln(|Π|)/(T (K + 4)) ≤ 2K + 18K ln(|Π|)/T ≤ 3K, where for simplicity we assume that T is large enough (T ≥ 18 ln(|Π|)).
Chain Eq. 41 and 42 together and get rid of the terms that have λ t (due to the fact that δ ≥ 2K + 2δ 2 µ 2 ) and rearrange terms, we get:
The above inequality holds for any w. Substitute w * into Eq. 43, we get:
Now let us set λ = 0, for regret, we get:
where µ = ln(|Π|)/T (K + 4). For constraints (Er t [a t ] − β), let us assume that E(r t [a t ] − β) > 0 (otherwise we are done), and substitute λ = ( Er t [a t ] − β)/(δµT + 2/µ) into inequality 44 (note that λ > 0). Using the fact that E
Substitute µ = ln(|Π|)/T (K + 4) and δ = 3K back to the above equation, it is easy to verity that:
. (46) Since we consider the asymptotic property when T → ∞, we can see that the LHS of the above inequality is dominated by K ln(|Π|)T 3/2 . Hence,
Take the square root on both sides of the above inequality, we prove the theorem.
D Algorithm and Analysis of EXP4.P.R D.1 Algorithm
We present the EXP4.P.R algorithm in Alg. 3.
Algorithm 3 Receive context s t .
5:
Query each experts to get the sequence of advice
Draw action a t randomly according to probability p t .
8:
9:
Set the cost vectorĉ t ∈ R K and the risk vectorr t ∈ R K as:
10:
For each expert j, set:
11:
Setx t =ŷ t + λ tẑt .
12:
Update w t+1 as:
,
13:
Update λ t+1 as:
14: end for
D.2 Analysis of EXP4.P.R
We give detailed regret analysis of EXP4.P.R in this section. Let us definex 
Proof. Using the classic analysis of Weighted Majority algorithm, we can get that for the sequence of loss {L t (w, λ t )} t :
for any w ∈ B. On the other hand, we know that we compute λ t by running Online Gradient Descent on the loss functions {L t (w t , λ)} t . Applying the classic analysis of Online Gradient Descent, we can get:
for any λ ≥ 0. We know that ∂L t (w t , λ)/∂λ t = w T tẑt − β − δµλ t . Substitute these gradient and derivatives back to the above two inequalities, and then sum the above two inequality together we get:
where in the last ineqaulity we use the fact that (a + b) 2 ≤ 2a 2 + 2b 2 , for any a, b ∈ R.
We first show that the Lagrangian dual parameter λ t can be upper bounded:
Remember that the update rule for λ t is defined as:
We prove the lemma by induction. For t = 0, since we set λ 0 = 0, we have λ 0 ≤ (|β|/(δµ). Now let us consider time step t and assume that that λ t ≤ (|β|)/(δµ) for τ ≤ t. Note that w T tẑt = r t [a t ] ≤ 0 and from the update rule of λ, we have:
For the case when λ t = 0, we have λ t+1 = µ|β|. Since we assume that δ ≤ 1/µ 2 , we can easily verify that λ t+1 ≤ µ|β| ≤ |β|/(δµ).
For the case when λ t ≥ 0, since we see that λ t + µ(|β| − δµλ t ) ≥ 0 from the induction hypothesis that λ t ≤ |β|/(δµ), we must have:
Subtract |δ|/µβ on both sides of the above inequality, we get:
Since we have λ t ≤ |β|/(δµ) and δ ≤ 1/µ 2 , it is easy to see that we have for λ t+1 :
Hence we prove the lemma.
For notation simplicity, let us denote |β| δµ as λ m . We now show how to relate
Lemma D.3. In EXP4.P. R (Alg. 3) , with probability at least 1 − δ, for any w ∈ ∆Π, we have:
We use similar proof strategy as shown in the proof of Lemma 3.1 in (Bubeck et al., 2012 ) with three additional steps:(1) union bound over all polices in Π, (2) introduction of a distribution w ∈ ∆(Π), (3) taking care of λ t by using its upper bound from Lemma D.2.
Proof. Let us set δ ′ = δ/|Π| and fix i ∈ [|Π|]. Definex t (λ t ) =ŷ t + λ tẑt and we denotex t (λ t )
For notation simplicity, we are going to usex t andx t to representx t (λ t )[i]/(1 + λ m ) and x t (λ t )[i]/(1 + λ m ) respectively in the rest of the proof.
Let us also define
It is also straightforward to check that κ(x t − x t ) ≤ 1 sincex t ≤ 0, −x t ≤ 1 and 0 < κ ≤ 1. Note that it is straightforward to show that E t (x t ) = x t , where we denote E t as the expectation conditioned on randomness from a 1 , ..., a t−1 .
Following the same strategy in the proof of Lemma 3.1 in (Bubeck et al., 2012) , we can show that:
We can upper bound E t (x 2 t ) as follows:
where the first inequality comes from Jensen's inequality and the last inequality comes from the fact that |c t [j]| ≤ 1 and |λ t r t [j]| ≤ λ m . Substitute the above results in Eq. 56, we get:
Hence, we have:
Now from Markov inequality we know P (X ≥ ln(δ −1 )) ≤ δE(e X ). Hence, this gives us that with probability least 1 − δ:
Substitute the representation ofx t , x t in, we get for i, with probability 1 − δ ′ :
Now apply union bound over all policies in Π, it is straightforward to show that for any i ∈ |Π|, with probability at least 1 − δ, we have:
To prove the lemma, now let us fix any w ∈ ∆(|Π|), we can simply multiple w[i] on the both sides of the above inequality, and then sum over from i = 1 to |Π|.
Let us defineŵ ∈ ∆(Π) as:
andŵ * ∈ ∆(Π) as:ŵ * = arg min
Now we turn to prove Theorem 4.3.
Proof of Theorem 4.3. We prove the asymptotic property of Alg. 3 when T approaches to infinity. Since we set µ = ln(|Π|) (3K+4)T and δ = T −ǫ+1/2 K, we can first verify the condition δ ≤ 1/µ 2 in Lemma D.2. This condition holds since δ = O(T 0.5 ) while 1/µ 2 = Θ(T ). Let us first compute some facts. For w T tx t , we have:
For
where the first inequality comes from Jesen's inequality and the last inequality uses the assumption that the Π contains the uniform policy (i.e., the policy that assign probability 1/K to each action). Consider the RHS of Eq. 50, we have:
Consider the LHS of Eq. 50, set w =ŵ, we have:
Chaining Eq. 65 and Eq. 66 together and rearrange terms, we will get: 
where we set µ and κ as: µ = ln(|Π|) (3K + 4)T , κ = (1 + T ǫ ) ln(|Π|/ν) T K . (r t [a t ] − β) − λ 2 (δµT /2 + 1/µ) ≤ 2T + 2 T (ln(|Π|)(3K + 4)) + 2 T K(1 + T ǫ ) ln(|Π|/ν).
To maximize the LHS of the above inequality, we set λ = 
Hence we have:
Note that for δ, we have δ = KT −ǫ+0.5 . To verify that δ ≥ |β| 2/K−µ−κµ , we can see that as long as ǫ ∈ (0, 1/2), we have δ = Θ(T 0.5−ǫ ) while |β|/(2/K − µ − κµ) = O(1). Hence when T is big enough, we can see that it always holds that δ ≥ 
