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Summary
Image data compression is an important topic within the general field of image 
processing. It has practical applications varying from medical imagery to video 
telephones, and provides significant implications for image modelling theory.
In this thesis a new class of linear signal models, linear interpolative multireso­
lution models, is presented and applied to the data compression of a range of 
natural images. The key property of these models is that whilst they are non- 
causal in the two spatial dimensions they are causal in a third dimension, the 
scale dimension. This leads to computationally efficient predictors which form 
the basis of the data compression algorithms. Models of varying complexity are 
presented, ranging from a simple stationary form to one which models visually 
important features such as lines and edges in terms of scale and orientation. In 
addition to theoretical results such as related rate distortion functions, the 
results of applying the compression algorithms to a variety of images are 
presented. These results compare favourably, particularly at high compression 
ratios, with many of the techniques described in the literature, both in terms of 
mean squared quantisation noise and more meaningfully, in terms of perceived 
visual quality. In particular the use of local orientation over various scales 
within the consistent spatial interpolative framework of the model significantly 
reduces perceptually important distortions such as the blocking artefacts often 
seen with high compression coders. A new algorithm for fast computation of 
the orientation information required by the adaptive coder is presented which 
results in an overall computational complexity for the coder which is broadly 
comparable to that of the simpler non-adaptive coder. This thesis is concluded 
with a discussion of some of the important issues raised by the work.
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11. Introduction
The increasing use of digital rather than analogue signal representations for sig­
nal processing, and in particular for image processing, is derived from the trac- 
tability of many digital techniques which would be impracticable if not impossi­
ble to perform in an analogue form. The techniques opened up by digital image 
representations cover a broad spectrum of applications. In image analysis the 
aim is to derive significant parameters describing the content and structure of an 
image or sequence of images with a view to object detection, recognition and 
classification. In image enhancement, the aim is to make the image more acces­
sible to an observer (either human or machine) by techniques such as image res­
toration, where distortions of the image are to be reduced, or pseudo-colour, 
where the structure of the image is made more visible to a human observer for 
applications such as medical or satellite imaging.
An additional advantage of digital representation in communication is the abil­
ity to distinguish reliably between information and noise. This leads to greatly 
enhanced signal quality for long distance or inherently noisy communication 
channels, often without requiring any extra bandwidth to be made available. 
Indeed, where the digital representation makes otherwise impractical compres­
sion techniques available, there may be a reduction in bandwidth, or 
equivalently of the storage capacity, required for image data. It is the purpose 
of this thesis to describe the development of some new methods for accomplish­
ing such data compression of images.
21.1. A General Communications System Model
The use of data compression techniques to reduce the bandwidth of digital 
images has applications which include transmission of single frame images over 
a limited channel, where compression can reduce the time required to transmit 
the image; transmission of image sequences in real time for applications such as 
video telephones, where compression may be desirable in order to reduce the 
necessary channel capacity and therefore the cost; and the storage and retrieval 
of images on hard discs, magnetic tapes or video discs, where compression can 
increase the number of images that can be stored. The compression technique 
may be invertible, in that an exact copy of the original can be derived from the 
compressed data, or it may be non-invertible, so that the image derived from the 
compressed data has a degree of distortion with respect the original image.
Such applications can be represented by the general communications model 
[96] [8] shown in fig 1.1.1.
Fig 1.1.1 - A General Communications System Model
3The model consists of five separate components,
(1) Image Source
The source image is a digital signal representation of an image or sequence 
of images which is produced by some well defined source process. Since 
this work only considers single frame images, the source is treated as a 
process which produces a single image for transmission.
In this thesis, it is assumed that the process produces a source image which 
is a regular cartesian lattice of picture elements or pixels with each pixel 
position relating directly to a spatial position in the image and that each 
such pixel has associated with it a discrete data value (or discrete data vec­
tor) representing the image intensity (or colour) at the appropriate spatial 
position in the image.
An important part of the image compression problem is to devise a statisti­
cal model which describes the source images in an adequate manner. The 
properties of this source model should be closely related to those of the 
image source [51]. From this model various significant parameters of an 
image or class of images can be derived, as well as optimal or sub-optimal 
techniques for processing such images.
(2) Channel
The function of the channel is to store or transmit the formatted data from 
the coder. The channel has a particular capacity, which is a measure of the 
amount of information h can handle. The aim of the coder/decoder pair is 
to ensure that the rate of the image data is less than or equal to this 
channel capacity. Depending on the application, the capacity may be fixed
4or it may be specified by the systems designer. In general, however, an 
increase in channel capacity is usually associated with an increase in sys­
tem cost.
The physical nature of the channel may be anything from an electrical or 
optical cable, a telecommunications network, a satellite system, to a mag­
netic tape or disc. Sources of noise will be present in all physical chan­
nels, introducing distortions into the data in transmission across the chan­
nel.
(3) Destination
The purpose of the whole system is to construct at the destination an image 
which is an adequate copy of the source image. The criteria for adequacy 
will depend on the application and some fidelity measure is devised to 
determine the quality of the result. The work in this thesis assumes that 
the application involves the destination image being viewed by a human 
observer and therefore the fidelity measure should reflect this. However as 
discussed in secdon 1.2, all too often the fidelity measure is simply 
assumed to be mean squared error. The fidelity measure should be used in 
the derivation of optimal or sub-optimal coding techniques.
(4)(5) Coder/Decoder (codec)
The fundamental task of the coder is to transform the source image data 
into the form best suited for transmission across the channel and of the 
decoder to ‘invert’ this received data back into a form which is as close as 
possible to that of the original image data. Berger [8] splits this funda­
mental task of communication into two parts:
5"Problem 1: What information should be transmitted ?"
"Problem 2: How should it be transmitted ?"
The first problem is the source coding problem: find the most efficient way to 
represent important information from the source; the second problem is channel 
coding: protect it against the effects of errors introduced into the received data 
by channel noise. The significance of these distortions will depend on the cod­
ing technique (and therefore the source model) and the distortion measure.
In [8] it is shown that, in principle, channel coding can be treated as a separate 
issue. Unfortunately, realisable systems cannot afford the unlimited resources 
required for this result to hold, particularly if only a single image is to be 
transmitted.
Thus in practice the optimal channel coding should be derived with respect to 
the source model and fidelity measure in conjunction with source coding. This 
is often not considered in the design of compression systems however, either 
because the channel characteristics are not known or because the channel is 
assumed to be a general purpose channel, with its own error protection coding. 
In particular, it is assumed in this thesis that the channel can be regarded as hav­
ing virtually no noise, so that it introduces minimal distortions into the source 
coded data. A good example of this is the case where image data are stored on 
the disc of a general purpose computer system, where the computer system has 
the responsibility of ensuring the data are not distorted.
While there are applications for which this is not a reasonable assumption, the 
work in this thesis is intended to address the issues of source coding and not 
those of the channel coding.
v
6The source coding techniques used may be invertible, in which case the max­
imum compression achievable will be limited by the redundancy in the source 
image, or it may be non-invertible, in which case a larger compression will be 
achievable at a cost of some degradation of the source image. The source coder 
should be directly related to, or derived from, the source model. Indeed it is 
sometimes possible to derive an optimal source coder with respect to the source 
model and a given fidelity criterion.
Taken together the coder and decoder represent the source coding process and 
are referred to as a codec. The design of a codec is derived explicitly or impli­
citly from a particular source model and fidelity measure. The overall perfor­
mance of this codec will depend on a good choice of the source model and 
fidelity measure. If the source image has significantly different properties from 
the source model, or the fidelity criterion for the application is significandy dif­
ferent from the fidelity measure, then the performance of the derived compres­
sion technique may be poor. The properties of image sources and fidelity cri­
teria are discussed further in section 1.2. Note that although it is sometimes 
possible to derive an optimal codec it is not always practical to implement it - 
often the optimal codec will require either excessive memory or excessive com­
putation, and a sub-optimal codec must be used.
The source model and fidelity measure can be used to derive a function which 
expresses the maximum compression which can be achieved for a given amount 
of distortion. This function, formulated by Shannon in 1959 [97] is known as 
the Rate Distortion Function and its properties are thoroughly investigated in 
the book by Berger [8]. The function is formulated in terms of the statistical 
parameters derived from a class of images.
7The work in this thesis is aimed at considering some of the issues involved in 
image modelling, fidelity measures and derived compression techniques, in par­
ticular with respect to the importance of scale and local orientation as properties 
of natural source images. A source model for images with the two properties 
mentioned is developed, as well as simple sub-optimal coders for the model and 
approximations to the rate distortion functions for related models. In the 
remainder of this chapter some of the basic properties of the source images are 
considered, along with some fundamentals of information theory and fidelity 
measures, before going on to a brief review of previous work in the area.
1.2. Image Structure, Information and Fidelity
As mentioned in the previous section the work in this thesis assumes the digital 
representation to be a regular cartesian lattice of N  by M  pixels. This is not the 
only possible representation, but is the most common. In this work, for exam­
ple, images having either N = M = 5\2 or N = M — 256 are used.
Each pixel in the lattice has a value, or set of values, which represent the 
characteristics of the image at that pixel. For a monochrome image the value is 
simply a discrete variable representing the quantised light intensity at that pixel. 
In this thesis the intensities are assumed to be quantised into 256 equidistant 
levels, therefore requiring 8 bits for a simple binary representation. Again this 
is not the only possible representation but is the most common. Photos 1.1-1.3 
show three original 512 by 512 by 8 bit monochrome images: GIRL, BOATS 
and LAKE used as typical examples in this work.
For colour images each pixel has a set of three discrete variables representing 
the quantised colour at the pixel. The most common form of colour

9is often used. It is known as the YUV representation [85] [71] and consists of a 
Luminance component, Y, and two Chromaticity components, U and V, with 
each being stored as 8 bits. However, the U and V components are often sub- 
sampled by a factor of two with respect to the Y component i.e. 
N y  = N y  = - jN y ,  and M y  = M y  — y My-  The colour example images used in 
this work have N y  =  M y  = Ny  = M y  = Ny  = M y  =  256 with 8 bits per pixel per 
plane, giving 24 bits per pixel. However the originals came from a source 
which had been subsampled in the U and V planes, and therefore a more realis­
tic value is 8 + y  + y  = 12 bits per pixel. Photos 1.4-1.6 show the original 
colour images: MISS, TREV and SPLIT and their respective Y, U and V 
planes.
Photo 1.4 - Original MISS Image
Noiseless data compression is possible for such images because o f the inherent 
structure within the images and the correlation between local pixel values which 
is implied by this structure. This correlation means that there is some
10
■ -----
*  >
Photo 1.5 - Original TREV Image
M
Photo 1.6 - Original SPLIT Image
redundancy within the data and the total number of bits required to represent the 
image can be reduced by techniques which reduce this redundancy. In this sec­
tion a number of simple measures are defined which give the minimum number 
of bits required to represent exactly a particular set of image data. Each meas­
ure depends on a particular model of the image data and clearly the better the
V
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model the better the measure.
The simplest is the zeroth order entropy E° function formulated by Shannon in 
1948 [96], which assumes that the data is a sequence of independent data values 
taken from an alphabet of possible values {/}, with a given probability distribu­
tion [P (/)}. It is defined as
where L  is the size of the alphabet - the number of distinct symbols.
However the data values are often not independent, and the first order entropy 
E 1 is a measure which reflects this by relating the occurrence of a given data 
value to the previous value
where P  (i I j )  is the probability that the symbol /  will occur given that the sym­
bol j  has just occurred.
A alternative measure to E l is the differential entropy E °  which acts not on the 
data symbols but the differences between successive data symbols. Assuming 
that the data symbols represent equally spaced integer values, and by perform­
ing the differences modulo L (with complete invertibility), the alphabet of these 
differences is of size L, and representing these symbols by e, and their probabil­
ity distribution by P  (e ), the zeroth order differential entropy is given by
bits per pixel (bpp) (1.2.1)
y -i *-i
(bpp) (1.2.2)
12
E 0 = -  £  P (e) log2 i  P (e)] (bpp)
t= \ L J (1.2.3)
Table 1.2.1 gives the values of E°, E 1 and £ °  for the three monochrome origi­
nal images shown in photos 1.1-1.3.
Im age
G IR L L A K E B O A T S
E° 7.25 7 .64 7.07
El 4 .65 5 .55 4 .80
E° 4 .92 5 .99 5 .06
Table 1.2.1
Table 1.2.2 gives the values of E°, E 1 and E °  for the Y, U and V planes of the 
three example colour images, together with the sum (T) of the values over the 
three planes.
E”m p y
Image
MISS TREV SPLIT
T
£ " 6.00 5.61 4.67 16.28 6.55 7.16 16.72
£ ‘ 3.90 2.20 2.22 8.32 4.43 1.81 2.19 8.43 4.39 2.02 2.04 8.45
E d 4.30 2.44 2.28 9.02 4.67 1.91 2.28 8.86 4.72 2.26 2.26 9 .24
Table 1.2.2
These entropies are derived for noiseless (invertible) compression, where the 
data are represented exactly. In order to achieve higher compression ratios, 
however, techniques which allow some distortion of the data are required. 
Furthermore, the statistical structure which they express is of low order - only 
neighbouring pixels enter into the expressions (1.2.2), and (1.2.3). Clearly, 
natural images have correlations over much longer distances than this. One of 
the aims of this thesis is to introduce a class of image models which possess
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such long range structure.
The fidelity measure used to assess the degree of distortion in the image should 
accurately reflect the application of the compression system. Where the appli­
cation involves a human observer at the destination the fidelity measures should 
reflect the human processes of quality assessment. Obviously, the measure can­
not be expected to be an exact model of the entire human visual system, both 
because of the complexity of the latter, and since the processes of vision are still 
far from understood. However certain properties of the human visual system 
are known [69] [38] and these could be incorporated into such a measure [91] 
[100]. These properties include edge masking [77], where the presence of an 
edge makes noise less visible, and spatial frequency and local orientation selec­
tivity [11] [44] [45] [46] [76].
The work described in this thesis does not attempt to define or use such a meas­
ure explicitly, but the models developed in chapter 4 share certain properties 
with the visual system. In particular they reflect the importance of local orien­
tation (anisotropy) and this, together with the spatially inteipolative nature of 
the model, leads to derived codecs which produce results with good visual qual­
ity. However, for quantitative comparison with other work (and for the rate dis­
tortion work) the fidelity measure that is used is mean squared error. If s (x,y) 
are the pixel intensities of the original image and S(x,y) the pixel intensities of 
the resulting decoded image then the mean squared error is defined as
"  X "  1-0 .-o
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This measure is often quoted in the literature for image data compression in the 
form of the peak signal to noise ratio (PSNR) which is defined as
where P is the peak or maximum value the signal can have. For this thesis, as 
in most applications, this value is 255, the maximum intensity possible for the 
8-bit representation used.
Despite the fact that it is the most common measure used in the literature, it is 
not a particularly good choice of fidelity measure with respect to applications 
involving a human observer. Take for example the case where each intensity 
value in an image is increased by a value of 10. This corresponds to brighten­
ing the image slightly, however virtually no distortion will be apparent to an 
observer. Yet the PSNR will be 10 x log io -^- = 28 dB, implying some not 
insignificant drop in quality.
A more subtle comparison is given in [56] where two images made up of an 
equal amount of white noise are filtered. One is filtered with the filters aligned 
at 90 degrees to the local feature orientation of an original image, and the other 
at 0 degrees to these orientations. The result is a considerable difference in the 
perception of the image (and therefore the quality of the image) even though 
they both have the same degree of noise.
It is clear that mean squared error could not be used to represent either of these 
significant properties o f perceived quality, but it is still the most commonly 
used measure. There are three main reasons for this preference. The first is its
dB (1.2.5)
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mathematical familiarity. Since mean squared error has been used in many 
fields of mathematics, it is well known and many of its properties within other 
models have been thoroughly investigated. Secondly it is often mathematically 
tractable, so that many problems formulated with respect to mean squared error 
have relatively simple solutions. Finally, there is no specific obvious alternative 
which would be universally accepted. Although it is possible to derive alterna­
tives based on known properties of the visual system such as frequency 
weighted mean squared error [68], the lack of an adequate model for vision 
prevents a definitive choice of the best measure, since it would change as 
models improve. Therefore, in order to provide some form of universally com­
parable distortion measure, mean squared error and PSNR are usually quoted 
for coding results and a more accurate judgement of quality is made by a visual 
inspection of the resulting images. This is clearly not a particularly good solu­
tion to the problem, since it assumes that such results can be adequately repro­
duced in publications, which is often not the case. Thus, although the results in 
this work quote PSNR’s and the rate distortion functions are with respect to 
mean squared error, the photographic prints of the results give a better indica­
tion of the success or otherwise of the work.
Finally, the practical codecs described in this thesis have been implemented in 
the "C" programming language on a SUN 4/180 running UNIXt. The codecs 
were split into separate coder and decoder entities, with the source coded data 
from the coder being stored in an intermediary file. All the bit rates quoted in 
this thesis (as opposed to entropies) were calculated by taking the physical size 
of this file and dividing by the number o f image pixels. The decoder
t  UNIX is a trademark of AT&T Bell Laboratories.
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reconstructed the image from the coded source data in the intermediary file. All 
the peak signal to noise ratios and mean squared errors quoted in this thesis 
were calculated between the original image and this reconstructed image. Thus 
the codec results presented represent an upper bound on the rate it is possible to 
achieve with these codecs, i.e. they can perform at least as well as the results 
presented.
The photographic results were taken on a Dunn Instruments MultiColor unit, 
using Kodak TMAX 100 ASA film on the green channel, with an exposure time 
of 2.36 seconds, for the monochrome results and Kodak GOLD 100 ASA film, 
with exposure times of Red: 2.85 seconds, Green: 2.36 seconds and Blue: 0.83 
seconds, for the colour images.
1.3. A Review of Image Data Compression Techniques
This section is intended to be a brief review of relevant work in the area. For a 
full review of data compression techniques, the papers by Netravali and Limb 
[77], Jain [50] and Kunt, Ikonomopoulos and Kocher [61] and books by Hall 
[41] and Clarke [19] provide comprehensive coverage of the area.
The basic framework of the codecs described in this thesis is predictive in 
nature, a technique which has been extensively investigated since the early 
work of Oliver [80] and Elias [30]. More recently it has been combined with a 
number of techniques such as edge masking [111] [15], multiresolution [110] 
and arithmetic coding [4] [36] [73] [74] to provide codecs which are generally 
efficient and fairly simple to implement The main drawback of predictive cod­
ing, however, has been that it is essentially causal, whereas the image signals 
are non-causal: there is no preferred direction in an image, unlike a one
v
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dimensional signal.
Transform codecs take a non-causal approach, approximating the eigenvector 
transform of the image autocorrelation function [51] and, partly because of this 
non-causal nature, generally achieve higher compression ratios than predictive 
techniques, but usually at the expense of greater complexity. Two dimensional 
transform coders for images were introduced by Andrews and Pratt [5] and a 
large volume of work has been published on these techniques [115] [84] [90] 
[17] [18] [68], including the book by Clarke [19]. Recent work, such as that of 
Chen and Pratt [17], has been based on threshold techniques and there have 
been several combinations of transform codecs with other techniques such as 
the vector quantiser of Ho and Gersho [43] and Nasrabadi and King [54], the 
pyramid transforms of Wang and Goldberg [108], and selective codecs which 
choose between predictive and transform techniques according to their perfor­
mance locally within the image [111].
The significance of the properties of scale within images has been recognised by 
the use of multiresolution or pyramid techniques [72]. These have been incor­
porated into other coding techniques such as the predictive quadtree codecs of 
Wilson [110] [111] and the transform codecs of Nasrabadi and King [54] and 
Wang and Goldberg [108]. Recursive Binary Nesting, which is the predictive 
multiresolution framework of the codecs described in this thesis, has been 
investigated by Tricker et al [107] and Cordell [24] [25] [26] as well as previ­
ously published work by the author [104] [105] [106]. Multiresolution coding 
is related to the subband coding techniques of Burt and Adelson [2], Woods and 
O’Neil [118], Smith and Barnwell [98], Westerink et al [109] and Kronander 
[60], where a signal is separated into a sequence of frequency bands and each 
band is coded separately.
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Vector quantisation techniques, which can be formulated as an optimal solution 
to the coding problem, have been studied by a number of people [35] [33] [34], 
and various adaptive forms have been formulated [54]. However as mentioned 
in section 1.2 these optimal codecs are often impractical and so sub-optimal 
codecs are devised [86] [103] [42] [12] [55].
There are a number of algorithms which exploit the work on the orientation sen­
sitivity of the human visual system by Hubei and Wiesel [44] and others [11] 
[76], including the work of Ikonomopoulos and Kunt [49] and Wilson, Knuts- 
son and Granlund [112].
Other work in the area includes the sketch based coding of Carlsson [16], region 
based techniques [59] [71], the representation of images by higher order poly­
nomials [29] [95], and the so-called ‘model-based’ methods [28] [32] for res­
tricted applications such as ‘head and shoulder’ video-telephone images.
1.4. Thesis Outline
In chapter 2, a homogeneous multiresolution model, the Linear Interpolative 
Multiresolution (LIM) model, is formulated for images. It is developed into a 
particular form, the LIM RBN model, which is related to the Recursive Binary 
Nesting algorithm developed at BTRL [107] for use in single frame image data 
compression.
In chapter 3 various RBN codecs are derived for the LIM RBN model of 
chapter 2, and their performance is discussed. The implementation of the 
necessary segmentation, prediction, quantisation and entropy coding is 
described, and also the modifications necessary for adaptive codecs.
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In chapter 4 adaptive models are devised to represent the scale selectivity of the 
codecs of chapter 3, and the model is then expanded to include the significant 
property of local orientation (anisotropy). Several rate distortion functions are 
presented for related multiresolution models.
In chapter 5 the techniques needed to implement codecs based on the models of 
chapter 4 are described, including orientation estimation, a ‘single consistent 
orientation’ measure, anisotropic prefiltering, boundary coding, and oriented 
interpolation. The performance of these codecs is discussed.
Conclusions and possibilities for further research are discussed in the final 
chapter.
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2. Linear Signal Models
2.1. Introduction
In section 1.1 the importance of deriving the codec from an appropriate source 
model was noted. In this chapter some of the issues involved in modelling the 
source for natural images are considered and a homogeneous multiresolution 
linear signal model for such images is developed. The properties and limita­
tions of this homogeneous model are considered and a specific form of the 
model, the Recursive Binary Nesting Model is defined.
As a result of the growing importance of applications for digital images since 
the 1960’s, there has been interest in attempts to model the source images both 
in order to enhance various image processing techniques and provide a general 
theoretical background within which their advantages and limitations can be 
considered.
Many of the early models were one dimensional, either as a consequence of 
being derived from work on one dimensional signals such as speech, or based 
on the raster line scan which is an integral part of most practical image capture 
and display systems. These models force the essentially two dimensional 
source images into a one dimensional signal, and although the models have had 
a degree of success they lack the facility to take account of many of the proper­
ties inherent in the two dimensional nature of images. In the field of data 
compression, one set of techniques which have used one dimensional models 
extensively are Differential Pulse Code Modulation (DPCM) predictive codecs 
[50] [37] [78] [79] [4] [39] [40].
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The causal linear predictive models which are associated with such codecs take 
the form of a predictor and an innovator and essentially exploit the correlation 
between successive data values. The predictor seeks to predict the value of a 
given data point from the values of a set of neighbouring data points, and the 
innovator provides a correction or innovation to this prediction. If the form of 
the predictor is chosen so as to minimise the variance of the innovation terms 
then it is known as the minimum variance predictor [50]. For such a predictor 
the innovation terms are uncorrelated with the data values, a property which is 
desirable in data compression since it also minimises the entropy of the innova­
tion terms [50]. If the data are assumed to be Gaussian, then the minimum vari­
ance predictor is simply a linear combination of the set of neighbouring data 
points, hence the name Linear Signal Model.
In order to apply a one dimensional model such as the causal linear predictive 
model to an image, a path or time scan must be defined which traverses the 
image in a one dimensional manner. The most common scan is the raster scan, 
because of its use in capture and display equipment, but other scans such as the 
Peano-scan [82] which have some improved properties over the raster scan, 
have also been used. All of these one dimensional scans, however, share the 
property that the sequence in which they visit each pixel has a specific time 
direction, i.e. for a given pixel there is a certain set of pixels which come before 
it in the scan and a certain set which come after it. If the estimate of a given 
pixel is based solely on pixels that come before it in the scan, as is the case in 
the above models, then the model is said to be causal. If the estimate requires 
any pixels after it in the scan, then it is said to be a non-causal model. Causality 
is an essential property of conventional linear predictive models, since it is a 
natural requirement for any predictive coder based on such a model that all 
terms used to estimate the value of a data point must be known at the decoder.
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i.e. they must already have been transmitted.
As an alternative to using a parametric model such as the linear predictive 
model, coding can be based simply on the correlation properties of the image. 
Such an approach is the basis of a variety of orthogonal transform codecs [19] 
and is inherently non-causal. The advantage of such an approach over the 
causal models is that it can take account of the correlations between data points 
in both the forward and backward direction of the signal. This means that 
codecs derived from such models can generally achieve a higher compression 
ratio than those derived from causal models. However these codecs involve an 
intrinsic time delay, since all the data points must be accessible before the 
coefficients can be calculated. Furthermore the non-causal models (and their 
derived codecs) generally involve a larger degree of computation than the 
causal models because they cannot be expressed in a fast recursive form.
As stated earlier, these one dimensional models lack some o f  the essential two 
dimensional properties of images; in particular the enforced one dimensional 
scan of a two dimensional image cannot account for correlations in an arbitrary 
spatial direction within a local area. Thus a one dimensional scan passing over 
a line or edge feature in an image may treat it as virtually uncorrelated whereas 
in two dimensions it will be highly correlated along the direction of the feature. 
Two dimensional DPCM and transform codecs may be derived from causal, 
non-causal and semi-causal (causal in one axis and non-causal in the other) [51] 
two dimensional models.
These two dimensional models have the same basic trade o ff between complex­
ity and compression as their one dimensional counterparts. However, whereas 
in the case of one dimensional signals such as speech there may be some
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justification in the assumption of causality, (i.e. speech generation is essentially 
a causal process) there is no such justification for images. They are inherently 
non-causal in the image plane and the imposition of a causal scan across the 
image will restrict the effectiveness of such a method.
The model presented in this chapter may be seen as a compromise between the 
simplicity of a causal model and the advantages of a non-causal model. It is a 
linear signal model which is non-causal in the two dimensions of the spatial 
plane but causal in a third dimension, the scale or resolution dimension [21] 
[20] [22]. This permits a fast recursive implementation, from which a simple 
predictive coder can be derived.
2.2. One Dimensional Linear Signal Models
Representing the signal by a sample of size N  taken from an infinite one dimen­
sional sequence of data values x (n)
(*<«) ; 0 ¿ n < N )  = {jc(0 ),x (l), 
a set o f predictor coefficients for each n is defined by
(«lOO : 1 S /S Í 1  » (a i(n). o 20i), , 0, 00)
and an innovation term for each n by
b(n)w(n)
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The one dimensional linear signal model can then be defined by the recursive 
equation
A
x(n )=  E ai(n)x(n—i) +b(n)w(n) 0 £ n < N  (2.2.1)
<=i
where each data value is represented as a linear combination of R previous data 
values plus an innovation term. The values of {x(n) ; -R  £ n  < 0) used in 
equation (2.2.1) are unknown, and may be taken as a set of arbitrary initial con­
ditions.
The innovation term b(n)w(n) consists of two parts, b(n), which is a 
coefficient used to weight the innovation and is often taken to be unity, and 
w(n) which is the innovation value used to augment or ‘update’ the estimate of 
*00.
The innovation w(n) is modelled as a sample from a zero-mean random process 
which is uncorrelated with x(n)
E[w(n)x(n)1«0  (2.2.2)
The random variable w(n) may be taken from a white noise process
£[w(/i)w(m)] = CT25«t (2.2.3)
where a2 is the variance of the noise process.
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For this model it is easy to show [51] [81] that the minimum variance predictor 
of x(rt) in terms of {x(n-i)  ; 1 £< £ /?) is simply the first term of equation 
(2.2.1)
In general the entropy of the innovation values w (n) will be less than the 
entropy of the data values x(n). Indeed, if the data are Gaussian the entropy of 
w(n) is minimised by the choice of the minimum variance predictor. This pro­
perty, together with the fast implementation afforded by equation (2.2.1) leads 
to the use of DPCM codecs [37] [78] [79] [4] based on the model. In such a 
codec, the prediction error w(n) is derived for each n from
Note that whereas in the model w(/i) is produced by a random process, w(n) in 
the codec is derived from the signal. A quantiser is generally applied to the 
prediction errors to give
and these quantised approximations to the innovation sequence are then coded, 
with the causality o f the model ensuring that the quantised data sequence xq(n) 
can be reconstructed from this data by
¿ 0 0 «  £ 4 ( * ) xOi - 0 (2.2.4)
w(n) = x(n )-x (n ) (2.2.5)
(2.2.6)
xq(n) = ¿a .O iJx,(/!-/) + b(n)wq(n) 0  £  n < N (2.2.7)
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Note that the addition of the quantiser requires the minimum variance predictor 
to be expressed in terms of xq(n) rather than x(n )  to ensure that the quantisation 
noise is introduced separately at each datum rather than summing across all the 
elements, so that equation (2.1.4) becomes
x ( n ) - Z ai(n)x9(n -i)  (2.2.8)
i-i
The number of recursions of equation (2.2.1) is equal to the length of the data 
sequence which for applications to an image of dimensions M  by M  will be 
equal to M 2. The number R of previous data points in the estimate is known as 
the order of the model.
In the following section, the model is expanded to a two dimensional form 
which is non-causal in the two spatial dimensions but causal in a third dimen­
sion, the scale dimension.
23. Two Dimensional Linear Multiresolution Signal Models
2.3.1. General Linear Multiresolution Model
In this section a general class of two dimensional linear multiresolution signal 
models is defined. For this class of models it is convenient to define s(n) to be 
a two dimensional vector representing the image at a particular level of resolu­
tion n
27
soo(n) . • Som(h)
s\to(n) . • Smm(h)
and w(n) to be a two dimensional vector of innovation values
Woo(rt) .
H'wo('l) •
An estimation operator A (n) is a linear operator acting on s(n) and an innova­
tions operator B(n)  a linear operator acting on w(n). The two dimensional 
multiresolution linear signal model is then based on a sequence of the two 
dimensional image vectors ; 0 £ n  £ N) representing increasing levels of 
resolution (decreasing scale), with the full or original image being represented 
at level N  by s(N). The transition from one level to the next is defined by a 
simple recursive equation
j(* ) = A (/i)l(/t-l) + B(/i)w(n) 0 < n Z N  (2.3.1)
with the initial conditions
A (0 )«0  s(0)-B(0)w (0) (2.3.2)
The form of equation (2.3.1) is identical in structure to that of equation (2.2.1) 
for the one dimensional case, but the variable n now represents scale rather than
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spatial position and the elements being predicted are entire images rather than 
single data values. The linear operator A(n) is effectively a linear predictor of 
the image at resolution n from the image at resolution #i —1, and the linear 
operator B (n ) is a linear weighting of the innovations image w(rt), determining 
the innovations made at level n to the estimate produced by A (n). The form of 
these linear operators can be made clear by :rewriting equation (2.3.1) explicitly 
as
*xy(.n) = £  AXyPq(n)Spq(n- l )  + £  )*„(* ) (2.3.3)
pq rs
The range of pq and rs may differ if the model represents the levels of resolu­
tion by images of different sizes, as in the case of quadtree or pyramid models 
[20J [22]. As in the one dimensional case, the innovation terms are modelled as 
a zero mean random process which is independent in x,y  and n
E  [ ^ ( « ^ ( f f l ) ]  = ^ dxp&yq&rvn (2.3.4)
The innovations vector is also uncorrelated with the signal vector
E["x,(n)Spi(m)] -  0 m < n (2.3.5)
As in the one dimensional, case the minimum variance predictor for s(n) in 
terms of j (/i - 1) is given by the first term of equation (2.3.1) [see appendix A]
!(/.)*  A (/. )*(«-!) (2.3.6)
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In one dimensional models, the number of recursions in equation (2.2.1) was 
equal to M 2 for an M  by M  image. In the two dimensional models, the number 
of recursions is given by N  = logm(M) where m is a scale factor representing the 
increase in resolution (decrease in scale) between each level of the model. For 
computational efficiency and simplicity m is usually chosen to be 2. For this 
value of m, the spatial resolution of the image increases by a factor of 4 (in 
terms of area) between levels n and n+1.
The model is non-causal in the two spatial dimensions (x,y in Sxy(n)), which 
allows it to take account of local correlations in all spatial directions but causal 
in the scale dimension (n in Sxy(n)), allowing for a fast implementation of the 
estimator A (n). This is the most general form of the model and the rest of the 
chapter is devoted to looking at particular forms of the model which are 
achieved by particular definitions of A (n) and B (n ).
2.3.2. Quadtree Models
Since their introduction in 1975 [101], quadtree techniques have been widely 
used as a method of processing images over different scales [48]. The quadtree 
linear signal models which are a subset of the general linear signal models have 
been thoroughly investigated by Wilson and Clippingdale [21] [20] [22] for 
their application to image restoration. In the quadtree model, the size of each 
level of resolution within the model varies by a factor of 2 as shown in fig 2.3.1.
The quadtree is structured by linking the nodes ¿^(/i) across neighbouring lev­
els. Each parent node at level n has a link to 4 child nodes at level n+1, thus 
the element node sv (n) is the parent of the set of nodes ($2*2*0 *+0. 
■*2x+i2y0 *+l). *2x2*+i0 *+l). $2x+i2>+i0 *+l)) as shown in the familiar
30
Fig 2.3.2 Quadtree Nodes
diagram of fig 2.3.2.
The area of the image increases by a factor of 4 with each successive level of 
resolution and thus the indices rs in equation (2.3.3) have twice the range of the 
indices pq. The linear estimator A (n) for the quadtree model can be defined by
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(2.3.6)
i.e. the estimate for each child is simply the value of its parent.
The innovations operator B (n) can be defined by
B x y r s ( n )  ~  & xr8ys (2.3.7)
i.e. an innovation is made to each child to update the estimate produced by 
A (it).
The use of quadtree structures generally involves at least a two-pass algorithm, 
with the first pass building the structure and the second pass performing some 
processing. The quadtree structure is built from an image by recursion up the 
tree from the highest resolution (smallest scale) to the lowest resolution (largest 
scale) assigning at each level the parent node Sxy(n) to be the average of its four 
child nodes (s*. 2,(n+l), *2i . l  j,(<t+l), J j ,  2, . i ( n + l) ,  J jx .i 2, . i (n + l) ) .
Quadtrees have been used in both image compression [110] [111] and image 
restoration [20] [21] [22] applications and have the advantages that they are fast 
and exact minimum mean squared error estimates can be derived from such 
models [21]. Invariably, blocking effects occur when these models are used for 
natural images, which must be overcome if they are to be effective [21].
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2.3.3. Laplacian Pyramid Models
The Laplacian pyramid model [13] [94] has an identical structure to that of the quad­
tree in the sense that the size of the image at each level of resolution varies by a 
factor of 2, and the structure has the same definition for B (n). However, it 
differs in the definition of A (n) and the manner in which the model parameters 
are built from an original image. It uses a more refined interpolation function to 
remove the blocking effects referred to in the previous section.
The estimator A (n) uses an interpolation function (usually an approximation to 
a Gaussian) to estimate each node at level n from a local set of R by R  ‘child’ 
nodes at level n -1  and can be defined as
fw g0c-2p,y-2q) iff (|x-?p l<J?)A(ly-2* l<tf) 
■ W » > = |o  else (2-3-8>
where wg ( • ,  • )  is a two dimensional interpolation function.
In order to estimate the model parameters, each node at level n is formed by a 
low-pass filter function (usually the same function as the interpolation function 
wg ( • .  • )) applied to a set of R by R child nodes in a local area of the image at 
level n+1, rather than simply the block average, as in the quadtree model. The 
child set may include an arbitrary number of nodes, and these child sets may be 
overlapping (i.e. each child node may be linked to several parent nodes).
Note from these properties that the quadtree model is a subset of these pyramid 
models which is simpler and more efficient to implement but which does not 
have the same anti-aliasing properties .
v
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The Laplacian pyramid has been used in image compression [13] by coding the 
innovation terms which are effectively the difference between successively 
more low-pass images, i.e. subbands of the image [109] [118]. However in the 
implementation of [13], the quantisation of these successive sub-bands is per­
formed separately and thus the quantisation noise is summed over the bands. 
This contrasts with a conventional predictive coder in which i the quantised 
data rather than the original data are used for prediction, with the consequence 
that only the quantisation error from the current datum appears at the output of 
the decoder.
2.4. Linear In te rp o la te  Multiresolution Models
2.4.1. General Structure
The Linear Interpolative Multiresolution (LIM) models are a subset o f  the gen­
eral linear multiresolution models which are defined as having certain extra pro­
perties. The first property is that they have a constant spatial size across the 
levels of resolution. Thus rather than the tree or pyramid structure o f the two 
previous models they have more of an ‘office block’ structure as shown in fig
2.4.1. A further property of the LIM model is that at each level of resolution a 
fixed subset of the pixels in the image is updated. This updating process con­
sists of adding an innovation to an estimate of the pixel value. Any given pixel 
is updated at one level of resolution only and once it has been updated its value 
remains fixed for all higher levels of resolution. Pixel values which have been 
derived in this manner at the current or previous levels of resolution are used as 
the basis of the estimator which predicts the values of all pixels not yet updated. 
Defining the set of pixels which are updated at level n of the resolution structure 
by A.
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A n  *  ( f e l l .  y « lX  C *n2. * * * .  (*« r. J W »  (.2.4A)
O i n S N
and the set of all pixels in the image by A
A = u  (x .y) (2.4.2)
OS*. y <M
Then two of the basic conditions defining a LIM model can be expressed as
A — u  A. (2.4.3)
0 t . s N
A « o A«  “  0  iff n# m (2.4.4)
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Equation (2.4.3) specifies that every pixel in the image will be updated as part 
of an innovation set at some level of resolution, i.e. the union of the innovation 
sets over all levels n of the resolution is the entire image.
Equation (2.4.4) specifies that any pixel which is a member of the innovation 
sets at level n will not be a member of the innovation sets at any other level m, 
i.e. each pixel will be updated only once.
The distribution of the pixels in the image amongst the sets A„ defines a specific 
implementation of the LIM model. This distribution may be such that a fixed 
set is obtained at each level regardless of the characteristics of a particular 
image - a homogeneous model - or the sets may be dependent on particular 
local image characteristics - an inhomogeneous model. The particular distribu­
tion which forms the Recursive Binary Nesting Model is defined in section 2.5.
The innovations sets can be used to provide the conditions for a LIM model on 
the linear operators A(n) and B(n). On the innovations operator B(n) it 
imposes the condition
« W " )  =  °  if  [ u . j X A . J  v [ ( r . ,X  A„] (2.4.5)
This is the explicit specification that an innovation is made only once for each 
pixel. On the estimation operator A (n) it imposes two conditions
'W " > - 5v 8w CtO’X u A -  (14.6)m<n
if ( p . i X u A .
m<h
(2.4.7)
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Equation (2.4.6) specifies the condition that once a pixel has been updated at 
level n it is left unaltered by the estimator at all higher levels. Equation (2.4.7) 
specifies the condition that the estimation is based only on pixels which have 
already been updated at a lower level of resolution. This is a requirement of the 
causality in rt of the model, necessary for the derivation of predictive coders.
From the definition of the innovations operator, it can be seen that a fully inter­
polated image at level n is given by A (n+l)s(n), 0 £ n  < N, since s(n) only 
contains point innovations, and these innovations are to be interpolated across a 
local area. The reason for formulating the innovations operator this way is its 
mathematical simplicity.
An important property of the LIM models is that every level s(n) can be con­
structed directly from the full image at level s(N) by a simple linear operator. 
This property underlies the efficiency of the predictive coding strategy based on 
the model, and it is useful to prove this result formally.
Theorem:
For all n there exists a linear operator c (n, N ) such that
c(n, N)s(N) = s(n) (2.4.8)
Proof:
Define an index limiting operator /(A*) by
S„ iff U j) e A ,  
0  else (2.4.9)
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/(A„) is a linear operator which selects only those pixels which are ele­
ments of the set A„, leaving their value unaltered and sets the value of all 
other pixels to zero. From equations (2.4.2) and (2.4.3), the identity opera­
tor I  can be expressed as
/ =  Z /(A „)
n=0
(2.4.10)
and from equation (2.4.6) it follows that
/(A„)s(n) = /(A«)i(m) n < m  (2.4.11)
which is an alternative way of stating that the values of the pixels in the set 
A„ remain constant at all levels m greater than n. Now suppose there 
exists a linear operator c(n, m ) such that
c(/i, m)s(m) = s(n) n < m  (2.4.12)
Then it follows from equation (2.3.1) that
s(/i+ l) *<4(/i+l)c(/!, m)s(m) + B(n+l)w(n+l) (2.4.13) 
and then from equations (2.4.4) and (2.4.11) that
j (/i +1) = (/-7(A .+1))A(/i +1)c(/., m)s(m) + / (A„+t)s(m) (2.4.14)
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so that s(/i+l) can be obtained from s(m), m >rt using the operator given 
by equation (2.4.15).
c(n+ l, m) *  ( / - / (A„+i)).4 (n + l)c(/i, m)+/<A„+1) (2.4.15)
But from equations (2.3.2) and (2.4.11) it follows that
i(0) = /(Ao)*(m) (2.4.16)
and hence that
c(0, m) = /(Ao) (2.4.17)
Hence from equations (2.4.15) and (2.4.17), c(n, N ) can be constructed 
for any n.
□
A property of LIM models is that every pixel sv (fl) in the final image can be 
expressed as a linear combination of a set of other pixels plus an innovation as 
shown in equation (2.4.18).
£  a w W A'> + ' ^  C*o»)«A. (2.4.18)
<P' f  )« I J A -
where is independent of s ^ N )  i.e.
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E[\>xyS„(N)] = 0  O c ,y )c \n  (?. l ) *  U A-  (2.4.19)
This is the linear interpolative property of the model from which it takes its 
name. However, it is the specific definitions o f the sets A„ which give it the 
multiresolution structure and characteristics. For a multiresolution model, 
the sets are defined to have two specific properties: periodicity and locality. For 
n>l the linear operators A (n) and B (n) are defined to have a periodic structure, 
i.e. there exists mn such that
So for a given level n the operator may be defined by the top left block of size 
mn by mn and the rest is simply a periodic repetition as given by (2.4.20). In 
addition, it is defined to have a locality property, in that there is some distance 
rn > 0 for which
i.e. the estimator is based only on a local area of the image.
Moreover as n increases there is a passage from global to local structures in that 
and rH>rn+k for k >0, as shown in fig 2.4.2, and the cardinality of the 
innovation set increases (i.e. CARD(An+t)>CARD(A„) ). It is these properties 
which give the model a multiresolution element and provide the basis for the 
codecs derived from it.
¿ C x+im.Ky+jm.yp+wi.Kq+jmji.n) -  A xypqfa) (2.4.20)
(2.4.21)
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2.4.2. Summary of Homogeneous LIM Model Properties
The following is a list of the essential properties of the LIM models considered 
above
(1) Exclusivity
A„pjAm= 0  iff n* m (2.4.22)
(2) Completeness
A = A* (2.4.23)
O&nSN
(3) Single innovation
„(«> «0  if [(*. y X A .] v [ ( r ,  iK A ,]  (2.4.24)
(4) No change
- W " > -«*«> , if U, y)m KJ K .  (2.4.25)
m <n
(3) Innovations basis
4 w ( n ) - 0  if ( p , ( X g  A.,
m<n
(2.4.26)
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(6) Periodicity
A <tl~.Xy+i~.yr*<m.X*+*.)(', '> m (2.4.27)
B  C* *im. 1(3 *jm . Xp .»n. X« +jm. )<"> -  B x y p ,M
(7) Locality
Finally, it should be noted that all these properties assume the model is homo­
geneous. However, to derive efficient codecs an inhomogeneous model is 
required. In the inhomogeneous model, the locality property of fig 2.4.2 is 
selected at different scales across the image, according to the image
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characteristics, giving the structure shown in fig 2.4.3 where different areas 
have a different degree of locality.
This clearly breaks the periodicity property. There is more on inhomogeneous 
models in chapter 4, but it should be noted that the more efficient coders 
derived in chapter 3 are inhomogeneous.
2.5. Recursive Binary Nesting LIM  Model
One of the most efficient and computationally simple forms of the LIM model 
is the Recursive Binary Nesting (RBN) model. The RBN algorithm was 
developed at BTRL [107] as a means of compressing single frame images and 
has been used in a number of coding schemes [6] [24] [25] [26]. The simplest 
form of the RBN model uses a linear interpolator based on four comer pixels of 
a square block as the estimator A (n). The comer pixels of these blocks form 
the elements of the sets A„ and each recursion into equation (2.2.1) involves 
splitting each block into four edge-sharing subblocks with each subblock having 
one quarter of the the area of the old block.
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The new pixels required to define the comers of these new subblocks form the 
elements of the innovation set A„ as illustrated in fig 2.5.1 and can be defined 
for an image of size 2^+1 by 2^+1 as
The initial set Aq is the four comer pixels of the image 
{(0, 0), (0, 2^), (2^, 0), (2^, 2*)}. Each successive innovation set A„ is the 
set o f  pixels required to define the comers of the new edge-sharing quadrants of 
the blocks in the previous image s (n -1). Thus the area o f the blocks is reduced 
by a factor of four at each level as n increases. The estimating operator A (n) is 
a bilinear interpolation for each block based on its four comer pixels as shown
0 < n * N (2.5.1)
y
X
®
Fig 2.5.1 - Recursive Binary Nesting Innovations Set
in fig 2.5.2, which shows the top left hand block 0 £ x ,y  £  2w-n of the image 
s(n) at level n. The value of each pixel in the block (inclusive of the boun­
daries) shown in fig 2.5.2 is given by
On any edge of the block this reduces to a single interpolation between the two 
comer pixels defining the edge. Thus neighbouring blocks share an identical 
interpolation along their shared edges giving a continuity of pixel intensities 
across block boundaries. However, with the bilinear interpolation there is gen­
erally no continuity in the intensity gradient across block boundaries, which can 
lead to blocking artefacts in codecs derived from the model.
Sxy(n) ~  fy  +  (1 2* - "  ^ y (2.5.2)
with
and
(2.5.4)
giving
sv (n) «  - y ^ -  +xy)]  + (2.5.5)
2 2N-2n [ b < y & ~ n  * V ) ]  +  2 2W-2n  [c C * 2 * “"  - X y)J +  ^ ¡ N _ 2 n
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From equation (2.5.5) the linear operator A (n) can be derived for the RBN 
model by defining it for the top left hand block 0  £ x,y £ 2N~n and noting the 
periodicity of equation (2.4.20)
>W»>
2u -**(y2N-m-xy)
= 2a-* W '- -* y )  
0
*+xy) iff (p *  0) A  (q = 0) 
iff (p -  0) A  (? = 2 * -)  
iff 0 > - 2 * —) A ( f - 0 )  
iff (p = 2 * - )  A. (q = 2?~*) 
else
(2.5.6) 
0 £x,y £ 2*""
Since the innovations operator B (n ) for the RBN model makes a single 
unweighted innovation at each point in the innovations set, it can be defined as
« W " ' * 8» 5»  (x. y*K (2.5.7)
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Having defined A (n) and B (n) for the LIM RBN model, the image s(N) for the 
model can be built from equations (2.3.1) and (2.3.2). This requires that the 
variance of the zero mean white noise process w(rt) is specified. The variance 
of this process can be estimated from a particular image or set of images.
It is assumed that the variance at each level n of resolution is different and that 
these variances can be estimated from the pixels in the innovation sets A„ at 
each level. The innovation terms w^(n) at level n are derived from a particular 
image, and assumed to have zero mean. The variance at level n of the random 
process producing wxy(n) is then estimated from equation (2.5.8)
A table of variances estimated from the innovation terms for the GIRL image is 
given in table 2.5.1. Note that they are generally decreasing with level from 
level 3 onwards. The variances at levels 1, 2 and to some extent 3, are based on 
very few samples (5, 16 and 56 respectively), and are thus to some extent 
unreliable estimates. Also, given that the pixel variance for the image is 
2405.78, these three estimates seem to be quite high. This is probably because 
although the model assumes some correlation between pixels even at the largest 
scales, in the actual image there is virtually no correlation between pixels at 
these levels. This implies that, not surprisingly, the model does not realistically 
represent the image at larger scales. Photo 2.1 shows the image s(N) derived 
from the model using a random process with these variances.
Certain correlation properties of the LIM RBN model can be determined by 
considering a model in which each pixel in the final image s(N ) has unit
(2.5.8)
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Photo 2.1 - Homogeneous Isotropie 
LIM RBN Model
level n variance level n
0 - 3 1056
1 1764 6 535
2 1670 7 235
3 2764 8 96
4 1701 9 27
Table 2.5.1
variance
VARlj,,<AO] = 1 (2.5.9)
By explicitly expanding the recursions of the model, it is possible to define any 
pixel Sxy(N) in the image as a linear combination of the innovation terms of 
a set of parent nodes as shown in equation (2.5.10). Note that the four
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elements of the set Ao are considered to be uncorrelated.
Sxy(M) = E  + v*, (2.5.10)
<P' f)«A;
If for a given pixel (x,y), the set A£ ,  the terms and the variances of the 
terms vM  are known, then, because the innovation terms are independent, the 
variance of the term v*y can be calculated from equation 2.4.10.
VARfo,(A0] = 1 = E  o^VAR[vw ] + VARfv^] (2.5.11)
The parent set A£  and the relation factors ctpq can be derived by a recursive 
algorithm. The variances of the terms \ p<l can be calculated recursively within 
this algorithm, since for any pixel (x,y)e A„ all the elements in a£  will also be 
in Am, and their variances will already have been calculated. Thus it is pos­
sible to calculate the variances of the innovation terms for every pixel in the 
image.
Additionally, given two parent sets Aflf>1 and AjfJf, a for any two pixels (xj.yi), 
and C*2 ,y2). together with the relation factors and the variances of the innova­
tion terms for the elements of these sets, it is possible to calculate the correla­
tion between the two pixels. Since the innovation terms are independent, the 
correlation is simply given by equation 2.5.12
Z  Z
»■«)■ <■>. ('.«)■ A * ., ._________________ _
V V A Rlv^j.lV V A Rlv,,,,,]
(2.5.12)
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Performing this computation on a 129 by 129 image and averaging the correla­
tions over the image to give the correlation as a function o f the Euclidean dis­
tance between the two pixels gives a graph of the one dimensional correlation 
function for the model. Noting that a 129 by 129 image corresponds to level 2 
in table 2.5.1, and that the variances in the table suggest that the pixels are vir­
tually uncorrelated down to level 3 or 4, it was decided to treat the pixels down 
to level 3 (i.e. 64 by 64) as independent, and thus the function is calculated with 
no correlation between the pixels in sets Ao and Aj. Graph 2.5.1 shows this 
function for correlations along the direction of the x-axis (or y-axis since the 
functions are identical). Graph 2.5.2 shows this function for correlations along 
the direction of the vector IJ1 (i.e. along the diagonal). Graph 2.5.3 shows this
1
Correlation
0 50
Distance
100
Graph 2.5.1 - RBN Correlation Structure along
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The interpolation estimator A (rt) given in equation (2.5.6) has a slight bias 
towards the x  and y  axis, but it is essentially isotropic, as can be seen in the 
model shown in photo 2.1, and in graphs 2.5.1-2.5.3. Thus this model is 
referred to as the isotropic LIM RBN Model, to distinguish it from the anisotro­
pic model described in section 4. It can be seen directly from graphs 2.5.1 to 
2.5.3 that the model possesses the long range correlations typical of many
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natural images. For the sake of comparison, a conventional Gaussian model, 
the separable Gauss-Markov model [8] [51] for the same image has the correla­
tion function
R0c.y) = p '* 'p 'y ' (2.5.13)
where p = 0.96 is a typical value for an image of size 128 by 128. This function 
is given as a dotted line in graphs 2.5.1 to 2.5.3. Note that the RBN model 
correlation falls more rapidly at small distances but more slowly at longer dis­
tances. Arguably this provides a better fit to the correlation properties of 
natural images than does the Gauss-Markov model.
If the estimator A (n) provides an ‘acceptable’ estimate of the original image at 
level n for a given block it is not necessary to split that block or provide any 
innovations within it. This property is used in codecs derived from the model to 
improve the compression. However, it negates some of the equations and pro­
perties defined in this section since the operators A (n) and B (n)  vary from 
image to image. This inhomogeneity is dealt with further in chapter 4. In sum­
mary, the new models are attractive computationally, due to their simple recur­
sive structure, and provide an effective basis for modelling the type of long 
range statistical structure which is apparent in many natural images.
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3. Multiresolution Predictive Coding
3.1. Recursive Binary Nesting Codec
3.1.1. Introduction
The basic Recursive Binary Nesting codec involves a hierarchical segmentation 
of the image into edge sharing blocks as shown in fig 3.1.1.
The intensities of the pixels within each block at level n (including the
boundary pixels) are represented by a bilinear interpolation from the intensities 
of the four comer pixels as shown in fig 3.1.2, and described in section 2.5.
These estimates Sxy(n) are compared to the intensities of the pixels in the origi­
nal image and a quality measure is applied to the differences between the two in
v
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J
J
I
êxy<n) = (i/I)fj + (l- i/D e j 
fj = (j/J)d + (l-j/J) c 
e, = (j/J)b + (l-j/J) a
J
Rg 3.1.2 - Bilinear Block Interpolation
order to determine whether the estimates adequately represent the original 
image. If the quality measure is satisfied, then no further processing is done on 
the block and the pixels in the block are represented by the estimate. This pro­
cess is referred to as termination. If the block fails the quality measure then it is 
split into four edge sharing quadrants as shown in fig 3.1.3.
X * new pixel
•  - old pixel : :— sc x
• — A — i
■
Rg 3.1.3 - New Corner Pixels
\
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Five new pixels are needed at such a split to define the comers of the new 
blocks and these five pixels are coded as prediction errors between the original 
values and the estimate provided by the bilinear interpolation. Note that 
because the blocks are edge-sharing, each pixel on an edge may have already 
been coded during the processing of a neighbouring block as shown in fig 3.1.4 
where only three of the five pixels require coding.
The algorithm gets the ‘recursive’ part of its name from the order in which it 
deals with the processing of the four subblocks at any level. Each separate 
block is processed completely including all levels of subblocks within the block 
before the algorithm proceeds to the next block. This sequence fo r processing 
the blocks is demonstrated in fig 3.1.5. The process is initialised by coding the 
four comer pixels of the image and treating the whole image as one block. A 
schematic flowchart for the basic RBN algorithm is shown in fig 3.1.6. The 
order in which the four subblocks are processed may be fixed as shown in fig
3.1.5, or it may be altered at each level of recursion as shown in fig 3.1.7. This 
gives a scan across the image which is spatially somewhat more local than the 
fixed RBN scan, spatial locality being an important property in the estimation of
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non-stationary properties of the image such as the probability distribution of the 
prediction errors (as described in section 3.2). Across each level n the scan 
across the blocks is effectively a Peano-scan [82] [117], but because of the mul­
tiresolution structure it is not true to say that the sequence in which the pixels 
are coded is a Peano scan. The Peano-RBN scan has four ways of ordering the 
four subblocks. For each of these ways the ordering at the next level of resolu­
tion can be defined for each subblock as shown in fig 3.1.8.
3.1.2. Prediction Errors and Noiseless Coding
From section 2.2 the minimum variance predictor for s(n) from j (/i - 1) is given
by
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< froceit (Im.g<^
Fig 3.1.6 Basic RBN Algorithm
5(/j I/i -1 )= A (/i)j (/i —1) n>0 (3.1.1)
and therefore the prediction errors for the pixels in the innovation set A„ at level 
n are given by
» (" )*  [»w 0 0 -ixy(" n> 0  Cx.>)*A. (3.1.2)
Consider a noiseless coding of the image, i.e. one where the decoder can recon­
struct the image exactly, with no quantisation and no termination of the seg­
mentation process. The initial set of pixels Aq are coded at a cost of 8-bits per
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pixel, i.e. the values J*,(0), (x,y)€ A<> are coded. Then the elements of 
i (*.>)€ A* , 1 £ n  £N ) are coded according to either the fixed RBN 
scan or the Peano RBN scan sequences. If the probability distribution 
P (¿xy(n)) over all (x,y)e A*. 1 i n  £N , is calculated for a particular image of
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size M  by M, then the stationary RBN entropy E, for the noiseless coder is 
given by
Table 3.1.1 shows this entropy for a variety of images and can be compared 
with the zeroth order and differential entropies given in tables 1.2.1 and 1.2 .2 .
Equation 3.1.3 and table 3.1.1 assume that the probability distribution />(exy(n)) 
of the prediction errors e ^ n )  is stationary across x,y and n. However, for 
natural images the distribution is likely to be non-stationary both in the spatial 
dimensions and the scale dimension. Section 3.2 deals with a non-stationary 
entropy coder in more detail. As a simple comparison, table 3.1.2 shows the 
entropy En achieved by calculating the probability distribution PH(fixy(.n)) 
separately for each scale as shown in equation (3.1.4).
(bpp) (3.1.3)
Image Entropy E , (bpp)
GIRL___________4.42
BOATS_________4.74
LAKE__________ 5.74
Table 3.1.1
N
Z  Z
■■I u . » * a.
flW) (3.1.4)
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Image Entropy £.(bpp)
GIRL 4.37
BOATS 4.70
LAKE 5.69
Table 3.1.2
Note that the entropies are slightly lower than those of table 3.1.1 indicating 
that there is indeed some variation with respect to scale. Finally table 
3.1.3 gives a noiseless coding result (rather than pure entropy calculations) 
using the spatially and scale non-stationary entropy coder of section 3.2. Here a 
very small difference in the locality between the fixed RBN and Peano RBN 
scans shows up.
Fixed RBN Bit Rate (bpp) Peano RBN Bit Rate (bpp)
GIRL 4.29 4.27
BOATS 4.61 4.59
LAKE 5.68 5.65
Table 3.1.3
Comparing the stationary entropies of table 3.1.1 and the scale and space nons- 
tationary rates of table 3.1.3 it can be seen that the nonstationarity gives a per­
centage saving for the GIRL of 44^~^27 x 100 = 3.4%, for the BOATS of 
- ~ à î ”  » 100 = 3.2%, and for the LAKE image of M fo** x 100 -  1.6%.
3.1.3. Quantisation
A quantising function Q„(e) (which will in general be nonlinear) acts on the 
prediction errors e^(/i) to give the quantised prediction errors e$y(n)
(3.1.5)
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The quantiser is defined as a function of n so that it can vary with scale. It is 
well established [68] that quantisation errors introduced are less visible at 
higher spatial frequencies, and in section 3.1.4, scale selection is introduced, 
whereby areas of high spatial frequencies are represented at small scales, 
whereas areas of low spatial frequencies are represented at larger scales. Hence 
the quantisation can be coarser at smaller scales than it can at larger scales. The 
effect of the quantiser on the image is to reduce the bit rate whilst introducing 
some quantisation noise given by the two dimensional array u 4(/i). From equa­
tion (3.1.2) the quantised image at level n is given by
This quantised image will be the basis for the estimator A (n+1) at the next 
level of recursion so that equation (3.1.1) must be altered to
Only those prediction errors e ^ n )  which are in the set A„ are quantised at level 
n so that an additional condition on £„(•) is
sq(n) = eq(,n) + s(n l / i- l)  
» » (« )+  «*(«) (3.16)
s(n In—1) = A (n)j* (n -l) (3.1.7)
(Q.(‘ W )V
e !yW  if (x.y)*A,
«„(»> if (3.1.8)
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The choice of £>„(•) will determine the extent and effect of the quantising error. 
There are well established theories on optimising such quantisers with respect 
to a mean squared error criterion [70]. The mean squared error measure is not, 
however, a good measure of the perceived effect of such errors. Thus the 
quantising functions should be judged by their effect on the human perception 
of the image. The quantisation function used in this codec was derived by 
modifying an optimal Max quantiser, based on judgement o f visual quality.
3.1.4. Termination o r Scale Selection
In order to introduce termination into the RBN scan, a quality measure must be 
defined. In this work, the simple maximum error criterion defined by equation
(3.1.9) was found to be effective. This specifies a decision variable for a block 
(i j )  at level n, dy(n) as
where
U  Cx,y) r v u  Cx.y)LfrciU, fry)* uA-
L firtu ,
and if  dij(n) = 1 then the block ( i j )  is not subdivided. Ljt Uj are the 
lower and upper spatial indexes for a block ( i j )  in the image at resolution n. À
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better measure may well exist, but it would be more complex, to take into 
account the perceptual mechanisms discussed in section 4.4.
Equation (3.1.9) states that the block splitting decision variable dy(n) is equal 
to 0  (i.e. the block is split) if the maximum prediction error of any pixel within 
the block which has not yet been coded is greater than some level dependent 
threshold dn. The threshold dn is made level dependent since it allows for the 
possibility of having larger errors at small block sizes where they are less per­
ceptually noticeable. While dn will increase with n, it is neither simple to 
define any optimal function for this scale variability nor what quality of image 
any given dH will give, except within fairly broad bands. Thus the choice of dn 
for a given quality of image was based on a series of test runs of the coder and a 
subjective judgement of the quality it achieved.
The indices i, j  of the splitting decision variable d<y (n) will in general not form 
a regular lattice, since decisions for the subblocks of any block which is not 
split are never required. The splitting decision variable is incorporated into the 
coding algorithm as a binary variable which is coded after each splitting deci­
sion is made by the coder. At the decoder the value of this variable is deter­
mined and used to determine the splitting decision.
3.2. Entropy Coding
The basic isotropic RBN coding algorithm produces two sets of data,
1) (ej* (*) , (x,y)e A* , 1 i n  £N ):  the quantised prediction errors.
2) {d(j(n)): the addressing information for the block splitting decisions.
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In order to minimise the number of bits required to code these data sets, an 
entropy coder is used. The entropy coder used in this work is a binary arith­
metic coder with a non-stationary estimation of the probability distribution 
called the Q-CODER, which was developed by IBM [73] [74] [75] for image 
compression. This section provides an account of the theory of arithmetic 
entropy coding and a brief description of the Q-CODER. The results of incor­
porating the Q-CODER within the RBN algorithm are then presented.
3.2.1. Arithmetic Coding
Consider a data stream X  consisting of a sequence of M discrete data items
* - ( * • .  • • •  (3 -2 .1 )
Each data item xm can take one of N  possible values with each value assigned a 
unique symbol in.
The set of all possible data values {/„] is known as the alphabet for the data 
stream. Given that the cardinality of the set {/„) is N, then a simple set of 
binary codes can be devised for each symbol with a fixed number of bits per 
symbol log2(Ao] as shown in example 3.2.1.
Of course, this is not necessarily the most efficient set of codes. It may be pos­
sible to achieve a compression over the simple binary code by using a variable 
number of bits per symbol. If the probability of a symbol i„ is given by P (/„) 
then the set [P (/„)} is the probability distribution for the alphabet {/*}. If P (/„) 
varies with i.e. the distribution is non-uniform, then it is possible to achieve 
a compression over the simple binary code by devising a code which assigns
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Example 3.2.1
N  =6 , log2(AÍ) -  2.4, [log;(N)j =3
Symbol Simple Binary Code
*0 000
'i 001
*a 010
011
'4 100
_ 101
fewer bits to higher probability symbols and more bits to lower probability sym­
bols.
The theory of determining codewords according to the probability distribution 
of the alphabet is known as entropy coding and a great deal of work has been 
done on the subject [96] [47] [1] [32] [120] [27] [89] [88] [62] [63] [116] [64]. 
The most important property is that the minimum number of bits for a given 
symbol can be shown to be given by
/  (/*) -  -logîf/» Un)) bits (3.2.2)
/  (i„) is known as the self information of /„ and measures the amount of infor­
mation inherent in the event The entropy E of the data stream is the average 
information transmitted per symbol in the data stream and is given by
E ■ -  £  P (/«)log2(/* (/„)) bits per event (3.2.3)
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It is the average cost per event for the data stream with alphabet {/„}. The aim 
of an entropy coder is to achieve this cost. The best known entropy coder is the 
Huffman coder [47], which is optimal for a fixed single symbol code. A table 
of codewords is devised from the probability distribution {/*(/„)} with each 
symbol /„ having a fixed integer number of bits Rn. The symbols are unique 
and invertible i.e. the symbols can be decoded from a concatenation of the indi­
vidual codewords. Example 3.2.2 shows a Huffman code for an alphabet with 
four symbols.
Example 3.2.2 
N = 4
Symbol -k>g2(/*(/J) Simple Binary Code Huffman Code R n
«0 0.8 0.32 00 0 1
i  1 0.1 3.32 01 10 2
i i 0.05 4.32 10 111 3
_ í i ___ 0.05 4.32 11 n o 3
The simple binary code in example 3.2.2 has a fixed rate of 2 bits per symbol 
whereas the Huffman code has a rate given by
X  P (in) = 1.3 bits per event (3.2.4)
Note that this is a lossless compression of --¿5-  *100 = 35% over the simple 
binary code. It is still not optimal however since the entropy for the set {/„} is 
given by
-  Tf (*n) )og2(P(iH)) = 1.02 bits per event (3.2.5)
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This non-optimality stems from the restriction of having to use an integer 
number of bits for each codeword whereas the optimal number of bits is gen­
erally a non-integer. This effect is particularly significant for binary data 
sources, where the alphabet has only two symbols and the Huffman coder is 
forced to assign a codeword of 1 bit to each symbol regardless of the probability 
distribution.
Instead of considering just single events, an arbitrarily large sequence of succes­
sive events { i‘*i , 1*2 . * ' ' . ‘nM} can be considered as a symbol in an extended 
alphabet of size N M. The entropy per event Em of this N M alphabet is given by
= -Im ) (3.2.6)
where the sum is taken over all possible sequences of M  events, and
P  t t .  I • • • -  P (L I ) P  (/-a 1U I) p  « 0  I t4.a> (3.2.7)
If the events are independent equation (3.2.7) reduces to
P(fm 1 • • • («*) -  P tt . !) P(fm2) * * ‘ P  (3 2 .8)
If the M-sequence is the entire length of the data stream, then theoretically a 
Huffman code can be devised for the table of all such possible sequences. The 
entropy corresponding to the sequence of actual events is then a unique Huff­
man code representing it with arbitrarily close to the optimal number of bits
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(there is still one integer approximation but as N increases this becomes 
insignificant). However, the standard Huffman coder algorithm is not computa­
tionally feasible for large sequences and in addition not all entries in the table 
are required, but only the one entry that actually occurs. Thus an algorithm 
which computes a unique codeword of length -log2(/>(xi* 2  * * ’•**#)) given the 
sequence [X\X2 ' ' Xm ) is required.
One efficient algorithm is known as arithmetic coding [87] and in recent 
developments [63] [73] [74] [75], it has been enhanced into a simple and 
efficient practical coder. The simplest model to describe arithmetic coding is 
the segmentation of the real number line between 0 .0  and 1.0 into a set of non­
overlapping segments whose union is the entire line. Each segment represents 
one of the symbols in and the lengths of the segments are their probabilities. A 
symbol is coded by selecting the segment associated with it and recursively seg­
menting this segment into new segments, one for each possible symbol. This is 
illustrated in fig 3.2.1.
The expansion in scale at each level in the coding process in fig 3.2.1 is for con­
venience of viewing rather than any intrinsic part of the algorithm, although
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this expansion does have a counterpart in any efficient implementation of the 
algorithm. All the addressing of the line is done using binary fractions (i.e. 0.75 
decimal is 0.11 binary) in order to achieve a final binary codeword. A code­
word is selected by choosing any point within the current segment. Note that if 
a segment has length A then a unique codeword can be chosen within the seg­
ment with a binary precision of J^-log2(A)j bits. That the codeword for a 
sequence {i'n j • • • ¡„m } is invertible can be seen from the fact that the segments 
are non-overlapping. Note also that at each stage the size of the interval is 
given by
From (3.2.9), it can be seen that at each stage a unique codeword C can be 
chosen within the current interval to represent the sequence {¡ni-inM) with a 
precision given by
Am  = n  /»(/„*) , M > 0 (3.2.9)
and the starting point Cm o f the interval by
P m  -  H o*2G4*)) -  H og2(/>(/„,)/>(/,.2) • • • r ( i „ M ) ]  (3.2.11)
assuming the events are independent Thus Pm is equal to the entropy for the 
sequence i.e. it is optimal. This final codeword C is unique to the particular 
sequence o f events, and, given that the probabilities {/*(/*i). * *' »PUhm)) *re
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known at the decoder, the events {/«i. • • • ,i„/n) can be determined by an ident­
ical segmentation of the number line as shown in fig 3.2.2.
A simplification of the arithmetic coding process is achieved by restricting the 
alphabet to two symbols. This binary arithmetic coder leads to a simple algo­
rithm and is still generally applicable, since a unique sequence of binary events 
can be derived for any multiple symbol alphabet by simply using a binary tree 
as shown in fig 3.2.3, with a probability Qi for each binary event.
M = 6
--yAr-- Qj Multiple Symbol Alphabet
A  \ {a,b,c,d,e,fj
< V /-\ I \ q 3 Binary codes
a b A  f {0 0 ,0 1 ,1 0 0 ,1 0 1 0 , 1 0 1 1 ,1 1 )
‘  a q A Binary Event Probabilities7 V Qs Qn , l<=n<=R
d e Note: R = M -l
Fig 3.2.3 - Multiple Symbol to Binary Symbol Tree
If the binary events are labeled MPS for the more probable symbol, with a
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probability of Qi, and LPS for the less probable symbol, with a probability of 
(1 —Qi), then fig 3.2.4 illustrates the segmentation at any stage.
i---------------M -------------------------------------►
a*q4 A*(l -Q .)
Qj -  P(MPS) 
l-Qj-POPS)
Fig 3.2.4 - Binary Arithmetic Coder Model
This leads to a simple algorithm shown in fig 3.2.5
Note that Qi can be altered at each stage of the algorithm (i.e. after each event), 
provided it is altered at the same stage on both the coder and decoder. There 
are two obvious problems in implementing this algorithm:
v
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1) the fact that it contains a multiplication of real numbers and at each such 
multiplication the precision necessary to hold the result doubles.
2) The codeword variable C requires increasing precision, and the interval 
size variable A becomes increasingly small, as the algorithm proceeds. 
Thus an unlimited amount of buffering is apparently required.
However, both these problems are superficial and are solved with simple tech­
niques which lead to a negligible loss of optimality [62] [75], and allow the 
decoder to decode the events from the codeword whilst it is still being built by 
the coder. Obviously there must be a slight time delay between the coder and 
decoder.
3.2.2. Adaptive Estimation of the Probability Distribution
In order for the algorithm to be optimal, the probabilities Q¡ must be known. 
This implies that they must either be preset, or estimated from the data. 
Although it obviously depends on the compression technique used, the proba­
bilities Qi for the data produced by image coding algorithms generally vary 
from image to image, and indeed often vary within a given image. These pro­
babilities can be estimated from the data and passed as side information to the 
decoder. However the decoder requires these probabilities in order to decode 
the events, and thus there is an intrinsic time delay if the estimation is per­
formed non-causally. However if it is performed causally, ie. the probability 
estimate for a given event depends only on previous events, then the probabili­
ties need not be sent as side information, and no time delay is involved.
v
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The estimation of such non-stationary properties of a signal is limited by some 
form of uncertainty, in that the signal sample over which the parameter is 
estimated is assumed to be stationary, and the larger this signal sample is, the 
more reliable the signal parameter estimate is, but the less valid is the assump­
tion of stationarity (eg [113]). In terms of estimating the probability distribu­
tion of a signal, the smaller the section (or window) of data over which the pro­
bability distribution is estimated the more likely the probability distribution is 
to be stable, but the less data are available to estimate the distribution accu­
rately. This trade off between spatial locality and accuracy of the estimate is a 
wide field of research in its own right, but greater knowledge of the source 
model allows for a more accurate estimation of the parameters. The Q-coder 
[74] provides adaptive causal estimation techniques which dynamically 
‘track’ the probabilities G, based on the relative frequency of LPS and MPS 
events occurring in the recent past.
For the basic RBN algorithm the probability distribution of e $ y ( n )  is assumed to 
be different for each n and also to be varying for x,y. Noting from fig 3.2.3 that 
R = M -  1 binary contexts (probabilities) are required to represent the mul­
tisymbol alphabet of M  symbols used to represent the quantised prediction 
errors. Thus the coder requires N  levels of the R binary probability estimates 
& •
0.0<  f i t  <1.0 l i r Z R  (32.12)
Since the number of quantisation symbols M  = 25, the codec requires 24 con­
texts per level. This may be a large number of contexts, requiring a large 
amount of memory or complexity, but in practice many of the contexts handle
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an insignificant fraction of the total coded data, and these contexts could be 
merged with little loss of efficiency. Note that Qt is not allowed to be either 0.0 
or 1.0 since this implies that an event can either never occur or must always 
occur, and an actual occurrence (or non occurrence) of such an event will carry 
with it an undefined amount of information.
The addressing information dijin) is already a binary event but its probability 
distribution too can be expected to differ across levels of scale n and to vary 
spatially with x ,y , so that it requires N probability contexts as given in equation
(3.2.13).
0.0 < <1.0 l Z n i N  (3.2.13)
3.2.3. Arithmetic Coding Results
Tables 3.2.1 and 3.2.2 give the zeroth order entropies En for the prediction 
errors at each level n for the coding results shown in photo 3.1 and photo 3.3, 
together with the number of bits Rn produced by the Q-coder at each level n.
Note that the number of bits produced by the Q-CODER is less than the zeroth 
order entropy for the quantised prediction errors. This is due to the adaptation 
of the probability estimation within the Q-CODER. It is more noticeable at the 
lower levels of resolution for two main reasons. First, the predictions are based 
on a more local area and therefore it is more likely to contain locally consistent 
but globally varying distributions, and secondly there is sufficient data for the 
dynamic estimation to reach an initial probability estimate (as is not the case for 
the first few levels).
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level n E m Em i r xl00%
0
1 11.6 25 215.5
2 48.5 78 160.8
3 227.7 265 116.4
4 791.8 828 104.6
5 2614.4 2601 99.5
6 7677.3 7316 95.3
7 18878.1 16775 88.9
8 36349.7 29173 80.2
9 13861.4 11354 81.3
sum 80460.6 68415 85.0
Table 3.2.1
level n
Prediction Errors Addressing
Em E m ^ j x  100% E„ E m ^=-xl0O %
0
1 11.6 25 215.5 0.0 1 ■
2 48.5 79 162.9 0.0 4 -
3 227.7 264 115.9 0.0 8
4 782.7 815 104.1 7.4 23 310.8
5 2309.2 2345 101.6 146.5 149 101.8
6 5474.6 5569 101.7 757.0 700 92.5
7 9301.9 9424 101.3 2455.4 2020 82.3
8 10093.6 10353 102.6 4635.1 4244 91.6
9 1890.5 1987 105.1 2229.8 2223 99.7
sum 30140.3 30861 102.4 10231.1 9372 91.6
Table 3.2.2
Note that arithmetic coding is inherently unstable in channel noise, since once a 
single bit is corrupted, the entire sequence of following symbols may be (and 
usually will be) apparently randomly distorted. Because of this problem in
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practice a less optimal but more robust entropy coder, such as a Huffman coder 
may be preferable, or the arithmetic coder must be structured (e.g. by blocking 
it) so as to reduce the effects of errors.
3.3. Vector Quantisation
3.3.1. Introduction
Equation 2.2.2 assumes that the prediction errors , (x,y)e A„) at level n
are independent of each other, but there is generally some local correlation 
between these values. The vector quantiser attempts to reduce this redundancy 
by quantising groups of prediction errors as a single vector rather than 
separately. The vector quantiser can be shown to perform at least as well as a 
scalar quantiser [35] and may perform better where there is correlation between 
the elements of the vector.
Each vector is composed of a set of n data points (prediction errors) in a specific 
order and it is quantised by having a limited number N  o f  possible codeword 
vectors. Each data vector is assigned the codeword whose vector is closest (in a 
mean squared error sense) to the data vector, and the data vector is then 
represented by the codeword vector, with the difference between the two being 
quantisation noise. The set of N  codewords from which the quantiser can 
choose is determined by training the quantiser using samples from the data, the 
codewords representing the centroids of an ^-region partition of the entire vec­
tor data set. The partition is chosen such that the mean squared error from all 
data vectors to the corresponding centroid is a minimum. It is common to intro­
duce symmetries into the vector codewords by splitting the magnitude from the 
vector via some normalisation process or by a rotation o r reflection symmetry.
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One advantage of this is that it reduces the bias introduced by the particular 
training set having a bias towards one or other of these symmetries.
For the RBN algorithm, a natural choice of a 5-point vector is suggested by the 
new pixels required at each split decision as shown in fig 3.3.1.
The 5-point vector of prediction errors is given by equation 3.3.1.
»«<<•)
* .oo
«»00
«»(«)
«<00
« . 0 0
(3.3.1)
This vector is normalised to give
v"(") -  k /o o l  = [« 2 o o + « io o + « ?o o + « 2 o o + « ? o o ] (3.3.2)
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and
» (/(< •) -» ,/(» )  X '  
*i7<«)
(3.3.3)
The magnitude v^(/t) is quantised separately using a scalar quantiser and in the 
case where it is quantised to zero no information about the vector is coded. 
When the quantised magnitude is not zero, the vector vjy(n) is coded by match­
ing it to the nearest vector codeword and transmitting the index of that code­
word.
The N  codewords are determined from the training vector sequence such that 
they minimise the mean of the squared distance from each training vector to its 
nearest codeword. The process of finding a minimum from the set of training 
data is an iterative process based on the K-means clustering algorithm [35]. 
The process involves forming a N-partition of the training data into a number of 
sets, and calculating the centroid for each set. The training data is then reparti­
tioned into the sets based on these centroids, such that the distance between 
each training vector and the centroid of the set to which it is assigned is a 
minimum. This new partition gives a new set of centroids, and the process is 
iterated until a stable partition is achieved. The centroids of this stable partition 
represent a minimum solution for the codeword vectors.
A good starting partition can be estimated by forming a 1-partition of the train­
ing data and iterating the partition and centroid calculation until it stabilises 
(naturally, this case requires only one iteration to give a stable partition). The 
centroid is then split into two vectors (slightly offset from each other), which 
are used as an initial guess at the centroids of a 2-partition of the training data,
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and the partition and centroid calculating process is then iterated until it gives a 
stable 2-partition. The N-partition is achieved by repeating the splitting process 
until the required number of centroids is achieved.
The process will iterate to a local minimum, but this is not necessarily the glo­
bal minimum, and only an exhaustive search of all local minima will achieve 
the global minimum. This set of code vectors must then be made available to 
both the coding and decoding processes. They may be sent as initialisation 
information at the start of a coding, or they may be fixed at both the coder and 
decoder by training the vectors from a set of typical images.
Once the set of code vectors has been fixed, the coding process consists of com­
paring the normalised data vectors formed from each set of prediction errors 
with all the code vectors and selecting the code vector which has the minimum 
distance from the data vector. The magnitude of the data vector is quantised 
and coded separately from the normalised data vector, and if it is zero there is 
no need to code the vector information. The code vector is coded by its index 
and the decoder selects the vector from the set of code vectors by this index, 
rescales it using the quantised magnitude and uses the components of the code 
vector as the prediction errors in reconstructing the image.
3.3.2. Missing pixels
There is a problem in the RBN coder in that since the blocks are edge-sharing, 
the vectors may consist o f less than 5 components, i.e. one or more components 
may already have been coded as part of a neighbouring block (see fig 3.1.4). If 
the vector quantiser takes no account of this, then each pixel on an edge of a 
block will be coded twice leading to two problems:
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1) When decoded each such pixel will have two possible values to select 
from. One strategy would be to take the average of the two, but then some 
of the consistency in intensities at block edges would be lost. A second 
strategy would be to ignore the second coded value of the pixel and so 
keep the edge continuity.
2) Effectively each such pixel is being coded twice, and therefore costs twice 
as much to code. Since this overlapping occurs at all 4 edge pixels within 
each vector, a considerable proportion of the pixels are coded twice, 
adding a excessive amount to the bit rate of the coder.
The problem is overcome by labelling all pixels as they are coded the first time 
and assigning a flexible value to all pixels which have already been labelled. 
This flexible value is defined to have a distance of zero from any code vector 
component, so that it adds zero to the overall error between the data vector and 
any codeword vector. Thus the codeword vector is selected on the basis of the 
other components only. This flexible value is also used in the training of the 
codewords so that it can eliminate any structure introduce by the particular ord­
ering of the RBN scan i.e. for a fixed RBN scan there will be a bias in which 
pixels in the vector will be assigned the flexible value.
An alternative to the above approach would be to have a set of codewords for 
all possible combinations of 1-d, 2-d, 3-d, 4-d and 3-d vectors, but this would be 
a considerably more complex solution to the problem.
3.3.3. Rotation and Reflection Symmetries
Noting that the vector has 8 rotational and reflectional symmetries as shown in 
fig 3.3.2, it is natural to remove these symmetries from the vector in order to 
prevent any one of them from predominating in the training of the vectors. In 
other words, the feature it represents is expected to be equally likely to occur in 
all 8 symmetries.
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This is done by comparing each data vector with all possible symmetries of all 
the codeword vectors and chosing the combination of codeword and symmetry 
which has the least distance from the data vector. The index of the symmetry is 
then transmitted along with the index of the codeword. The training of the 
codewords proceeds in a similar manner, with each training vector being 
assigned to the codeword and symmetry which is closest to it and the centroid 
of each partition calculated from the training vectors in that partition after they 
have been adjusted to the appropriate symmetry. This process effectively mul­
tiplies the number of codewords by a factor of eight, but provides a less biased 
set than simply having eight times as many simple codewords. A similar pro­
cess is used to remove the sign of each vector, and transmit that separately.
Each component is entropy coded using the arithmetic coder described in sec­
tion 3.2. The magnitude of the vectors is quantised to 25 levels and therefore it 
requires 24 probability contexts for each level, i.e.
0.0 <>QZ £1.0 I Z n Z N  l £ r £ 2 4
The 32 codewords require 31 contexts at each level, i.e.
0.0 £ ¿¿ .£ 1 -0  l i n Z N  l$ r £ 3 1
The 8 symmetries require 7 contexts at each level, i.e.
0 .0 £ g t$ 1 .0  I Z n Z N  1 £ r  £7
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The sign requires 1 context at each level, i.e.
0.0 S £ 1.0 1 i n S N
3.3.4. Vector Quantisation Results
The RBN vector quantised coder (RBN VQ) performed as well as the scalar 
quantised RBN scheme, but it was not noticeably better, and considering its 
additional complexity, it is not used in any of the following codec results.
3.4. Isotropic Coder Results
Table 3.4.1 gives some coding results for a full (no termination) RBN codec. 
Photos 3.1 and 3.2 show the reconstructed images for the Peano-RBN Scan cod­
ing of the GIRL and BOATS images given in table 3.4.1. The artefacts intro­
duced by the coding are most clearly seen in the BOATS image, where the 
ropes are considerably distorted.
Photos 3.3 and 3.5 show the reconstructed images for the GIRL and LAKE 
images, and photos 3.4 and 3.6 show the scale selection for these results by 
displaying those pixels at which an innovation has been made (i.e. the set^jAj
as described in section 4.2 on the inhomogeneous model). Note the disturbing 
artefacts around the edges on the reconstructed GIRL image. Note also from 
the sample pixel image that the pixels are concentrated around the edges. Table 
3.4.2 gives a set of coding results for the terminated RBN codec, together with 
figures quoted in other published work for comparable (i.e. 512 by 512 by 8 
bit) images. Note that the PSNR results are comparable to other published
work. The PSNR’s are greater than 30 dB at rates above 0.15 bpp, giving it 
comparable performance to other techniques in terms of mean squared error. 
However, it does suffer from blocking artefacts around edges at lower rates, 
something which is not present in [112]. These blocking artefacts mean that the 
visual quality is not acceptable. This defect is corrected in the anisotropic 
coders of chapter 5.
Table 3.4.1
Photo 3.1 - Homogeneous Photo 3.2 - Homogeneous
Isotropic RBN Result (GIRL) Isotropic RBN Result (BOATS)
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Isotropic Coder Results H Published Resultsb n .
Rue PS NR Rate I PSNR Authors
4.27 noiseless 5.07 noiseless Ho A Gersho • (43)
1.70 41.39
1.25 40.18
1.06 37.0 Wilson (111]
1.08 38.12 1.0 31.55 Ramamurthi A  Gersho [86]
1.0 34.8 Cohen and Woods [23]
0.71 35.84
0.66 35.79
0.50 28.55 Ramamurthi A  Gersho [86]
GIRL 0.37 32.70 0.50 30 Wilson et al [112]
0.45 32.5 Cohen and Woods [23]
0.28 30.61 Ho A Gersho [43]
0.27 31.70 0.27 27 Wilson u a l (112]0.25 32.8 Wilson [110]
0.25 30 Kim Mai [S3]
0.19 30.75 0.19 29.5* Fenj and Nasrabadi t  [31]
0.15 30.35
0.07 27.06 0.06 24.70 Ho A Gersho [43]
LAKE 0.55 27.68 0.37 25.8 Wilson [110]
4.59 noiseless 506 noiseless Ho and Gersho • [43]
0.28 29.73 0.38 30.40 Ho and Gersho (43)
Table 3.4.2
t  Feng and Nasrabadi quote figures for the green plane o f the GIRL image (whereas the image 
used in this work is believed to be the Y plane).
* Ho and Gersho use a  progressive transmission technique and therefore the noiseless figures 
are not a very good comparison.
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4. Adaptive LIM RBN Models 
4.1. Introduction
In the final section of chapter 2, the properties of a homogeneous isotropic LIM 
RBN model were considered. In this chapter, the LIM RBN model is extended 
to various adaptive forms, where the linear operators A (n) and B (n) are depen­
dent on local properties of a particular image. One of these corresponds to the 
adaptive codecs of the previous chapter. These adaptive models are consider­
ably better models of the source images, and thus the codecs derived from them 
are more efficient, as demonstrated in chapter 5.
Two principal sources of adaptation are considered,
1) Scale Selection, where the termination of the splitting process occurs at 
varying levels of resolution across the image.
2) Local Anisotropy, where the local orientation of image features is incor­
porated into the interpolation operator A (/»).
In a strict sense, both these sources produce inhomogeneity in the spatial and 
scale dimensions. However, those models which use local anisotropy, but 
which do not have any scale selection, (i.e. the RBN splitting process is always 
carried out to the lowest level) are referred to in this chapter as homogeneous 
models.
The inclusion of these two properties leads to a considerable improvement in 
the LIM RBN models, since natural images arc clearly inhomogeneous in the 
spatial dimensions and perhaps less clearly inhomogeneous in the scale
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dimension. In this chapter the properties of these adaptive multiresolution 
models are considered in more detail, and in particular the importance of local 
anisotropy is considered. Related inhomogeneous multiresolution rate distor­
tion functions are derived, and these functions are presented for parameters 
estimated from the GIRL image.
4.2. Inhomogeneous Isotropic LIM RBN Model
4.2.1. Scale Selection
The scale selection or termination process introduces inhomogeneity into the 
LIM RBN model by allowing the structure of A (n) and B (/i) to vary with spa­
tial position. If  a block is terminated at level n, then no further innovations are 
made to any pixels within that block at levels m >n. If Q„ is defined as the set 
of all pixels within the blocks which are terminated at level n, excluding those 
pixels which are members of an innovation set at a previous level, then the 
operators A (n) and B (n) are additionally conditioned by
W " ) '  S » 5»  if W u 11-  (4.2.0
m < n
and
0 - 0  if f l .  (4.2.2)
m in
The termination process produces a new innovations set AJ by removing from 
the set A„, defined by equation (2.5.1), all pixels which are in the set Qm.
i.e. all pixels which do not require an innovation
u  n m O i n  Z N (4.2.3)
This is shown in fig 4.2.1.
The inhomogeneity of this LIM RBN model alters some of the properties 
defined in the summary of the homogeneous isotropic LIM RBN models, in par­
ticular the periodicity property no longer applies. A summary of the corrected 
inhomogeneous properties is given below.
4.2.2. Summary of Inhomogeneous LIM  RBN Model Properties
(1) Exclusivity
iff n * m  (4.2.4)
QftPlQm = 0  iff /i# m
A Î O U . - 0
(2) Completeness
Certain pixels in the image are now represented by an interpolation only 
and have no innovation to the interpolation and hence do not appear in the 
innovation set. Completeness is redefined by
A = u  ( « . u AJ) (4.2.5)
O i n & N
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(3) Single innovation
(4) No change
A W " )  -  5V 6 „  if (i, y>« u (A £ u * * « >  (4.2.7)
m<n
(S) Innovations basis
Pixels in the set Q ,  may be used at levels m >n as the basis for the linear 
estimator i4 (m) as shown in fig 4.2.1, since they are now fixed and will not 
be altered at any later stage. This means that the specification of the inno­
vations basis is now
A W " )  *  0  lf  (P’D *  U  <Al u  n . )  (4.2.8)
(6) Periodicity
The structure of A (n) and B (n) can no longer be defined on a periodic
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basis.
Photo 4.1 shows s(N)  for this inhomogeneous isotropic LIM RBN model, with 
the particular inhomogeneity taken from the GIRL image, i.e. the scale selec­
tion in photo 4.1 reflects that of the GIRL image. The variances for the various 
levels of the zero mean normal white noise source w(n) were estimated from 
the GIRL image using only those pixels in the innovations sets A j, and are 
given in table 4.2.1. The variances in the table generally decrease with level, 
like the homogeneous model parameters given in table 2.5.1. However, from 
level 4 onwards, the variances of the inhomogeneous model are larger than 
those of the homogeneous model and at the lowest levels they are considerably 
larger. This is because for the inhomogeneous model, the innovation values of 
the set of pixels which do not receive an innovation, fl„, are excluded from
the estimation of the variances. Since these values are relatively small (by the 
very nature of the splitting decision), their exclusion increases the estimate of 
the innovation variances.
Photo 4.1 - Inhomogeneous Isotropic LIM RBN Model
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level n variance level n
0 5 1266
1 1764 6 883
2 1670 7 767
3 2764 8 652
* 1726 9 665
Table 4.2.1
4.3. Multiresolulion Isotropic Gauss-Markov Models
The Gauss-Markov source model is derived as an alternative to the scale selec­
tion LIM RBN model. Although it is not identical (in particular the blocks are 
not edge-sharing), it is similar and allows for the derivation of a simple rate dis­
tortion function. The reason for developing this model is the difficulty of 
representing the multiresolution edge-sharing of the LIM RBN model in a rate 
distortion function.
The basic Gauss-Markov model represents the image as a mosaic of scale 
selected blocks with a known probability distribution of the blocks over scale as 
shown in fig 4.3.1. The probability distribution is expressed in terms of the pro­
bability that a block at scale n is split into 4 smaller blocks at scale n+1. Only 
intermediate levels of scale are allowed, i.e. no very large blocks or very small 
blocks are allowed. In this case, only levels n = 4 (64 by 64) to n = 8 (4 by 4) 
are allowed.
The pixel intensities within each block in the mosaic are modeled by a station­
ary first order Gauss-Markov process and the estimated parameters of this pro­
cess are used to derive a rate distortion function for the source model.
v
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Fig 4.3.1 - Gauss Markov Model Structure
The rate distortion function was originally suggested by Shannon [97], 
described in detail in the book by Berger [8], and has been investigated by a 
number of other researchers [3] [7] [92] [93] [10]. It is often expressed 
parametrically by two coupled functions, R (•) and D  (•). R (•) represents the bit 
rate or entropy of the source, and D (•) the distortion o f the source. These vari­
ables give the optimal bit rate for a given distortion or alternatively an optimal 
distortion for a given rate. Ideally a function of the form R (D) or D (R) should 
be formulated, but it is often difficult to express the function in this form, and it 
is usual to express it in the parametric form, R id) and D (d) so that as d  varies 
the variable R id) gives the rate for the distortion D id).
The rate function R id) is expressed in units of bits for this work and D id) is 
expressed as a mean squared error or, on graph axes, as a percentage normalised 
mean squared error with respect to the variance o2 of the image, i.e.
O W . . O O X
f l l i W - W 1]
(4.3.1)
93
Where s(N) is the distorted image at a rate of R (d) and p. is the mean value of 
the original. The rate distortion function for a block in the Gauss-Markov 
model is defined from its correlation matrix [8, section 4.5]. For a one dimen­
sional sequence of 2N~n values, the correlation matrix for a stationary source is 
given by equation (4.3.2)
4>o 4*2 • • •  4*2"--l
♦ i # 0 4>i • • •  4*2"'*-2
4*2 ♦ l 4>o * 2 " ^ -3 (4 .3 .2 )
4>2"--i 4*2" ""-3 4*0
where <J>* is the correlation coefficient between the intensities of pixels which 
are a distance k apart. It is assumed to be a first order Markov source, which is 
characterised by the equation
♦» -  a 1Pt  O S p S l  0  s  * < 2" — (4.3.3)
In other words the correlation decays with distance by a constant factor of p. 
This gives for C>n
o
1 P
P 1
P2 P
„ 2 ^ - 1
0 *  p £  1 (4.3.4)
V
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For a two dimensional block at scale n of size 2^"" by the correlation
function is considered to be separable into two identical functions in orthogonal 
directions, with the correlation matrix for each function given by equation 
(4.3.4). This leads to a correlation matrix for the block which is <|>o times the
Kronecker product o f  two matrices are the product of their eigenvalues [83], 
and the rate distortion function defined for a Gaussian source given in [8], it is
equation (4.3.4).
Equations (4.3.5) and (4.3.6) give the rate distortion function for a fixed size 
block. For a multiresolution rate distortion function, some means of expressing 
the scale selection must be found. Considering it within a similar multiresolu­
tion structure to the LIM RBN model, where a block is either accepted at level 
n, or split into four new equally sized blocks at level n+ 1, then if the probability 
of splitting a block at level n is P(n), the multiresolution rate function Rn(d) 
can be defined by the recursive equation (4.3.7).
Kronecker product o f with itself. Using the fact that the eigenvalues of a
possible to show that for such a model the rate Rn and distortion Dn functions 
for the block are
(bits per block) (4.3.5)
2*- 2" -
Dm( d ) -  £  £  min(d ,* oK\)
i«l jrn 1
(4.3.6)
where [Xi; 1 £ i  ^ 2? ~ n} are the eigenvalues of the matrix - -^<l>n given in
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P((.)log2P(ll) -  (l-P (n ))log 2( l - / ’ (n)) 4 S " < 8 <4-3'7)
where the first term represents the rate o f the four blocks at level n+1, the 
second term the rate of one block at level n and the last two terms are the book­
keeping information needed to address the splitting decision. The equation has 
the initial conditions
*;<</> (4.3.8)
The final rate per pixel is given by
(4.3.9)
Similarly the distortion function can be defined by
D ^ ( < 0 -4 />O l)û ‘ . 1(<0 +  (1- /> (« ))d ' ( <0  4 5 «  < 8  (4.3.10)
o J w ) = o lw ) (4.3.11)
and the final per pixel distortion function as
(4.3.12)
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The correlation coefficient p in equation (4.3.4) can be estimated from the 
image s(N). In order to give comparability with the anisotropic results (section 
4.8), the correlation coefficients 4>* were calculated by averaging in directions 
parallel to and perpendicular to the local feature orientation 6^  at each point. 
The estimation of 0*y is described in chapter 5.
The block splitting probabilities P(n) were estimated from a low rate coding 
segmentation, since there seems to be no coder-independent way o f estimating 
them. This implies that the probabilities, which are model parameters, are 
dependent on the distortion. While it may seem paradoxical that a source pro­
perty is dependent on the distortion criterion, on reflection it is clear that a given 
model can only fit the image data up to some level of distortion. Hence it is not 
surprising that the probabilities P(n) vary with the level of distortion. Graph 
4.3.1 is a plot of R (D) for the GIRL image from a coding at 0.10 bpp, with the 
probability distribution given in table 4.3.1.
i " - l  2 *-l i r
Z  Z  T  sx f(N )s (* + * co*<e“» (y+k tin(e£))(W) +  (4.3.13)
x=0 y=0 * L
S x y (M ) s $ x -  k  co*<0«)) ( y - k  t in ( 0 J » ( W )  +
S x y (N ) S ( ,  + * co»(0* )) ( y + k s in(0* ))(W ) +
■S*y(W)i(x-4 co*<0*)) (y-*,in(0*))(^)j 0  £  k  < K
where 0^ = 0^, and 0^, = 0jy + and K was chosen to be 4.
The value of p is determined from 0* by a least squares fit
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level n PM level n '■(»)
0 . 5 0.51
1 - 6 0.20
2 - 7 0.04
3 - 8 .
4 1.00 9
Table 4.3.1
The triangles added into the graph are plots of actual coding results as a com­
parison to the R (D) curves. The coding results are for the isotropic inhomo­
geneous RBN coder with arithmetic entropy coding. The difference between 
the coding results and the R (D) function is caused by keeping the probability 
parameters of the function fixed, whereas for the coding results these parame­
ters vary. At low rates, where the parameters are the same, the curve fits the 
results reasonably well. Note that the relationship between the mean squared 
error for the coding result and the percentage normalised mean squared error 
given for the graph is determined from equation (4.3.1) with the variance of the 
GIRL image being cr2 = 2405.78, i.e.
D ' 100x 2J5k
and the SNR axis shown in the graph is related to the PSNR by
SNR = PSNR + 10 lo g J 2405.78]25J1 J (4.3.15)
PSNR -  14.3 dB
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Signal To Noise Ratio (dB)
40 30 20 10
Graph 4.3.1 - Isotropic Multiresolution Gauss-Markov R(D) model
4.4. Local Anisotropy
Local anisotropy (feature orientation) is a significant property of natural images 
and hence is important in any application which involves processing of such 
images. This is particularly true for applications such as coding, where the 
resulting images are to be viewed by a human observer.
Objects in the 3-d real world are generally discrete and create oriented edges 
where they overlap in a projected 2-d image. There is a considerable difference 
in the correlation between pixel intensities measured along this local orientation 
and the correlations measured across this orientation, and the image source 
model should reflect this property.
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In addition to this source based property, it turns out that local anisotropy has a 
significant role in vision. The work of Hubei and Wiesel [44] [45] [46] and oth­
ers [11] has demonstrated the existence of neurons in the primary visual cortex 
which respond to the local orientation of features within a region of the retinal 
image. These neurons give a maximum response for a particular orientation. A 
set of about 30 groups of such neurons, or orientation columns [44], act over a 
given local area, each responding to a different orientation, and the output of 
this set provides local feature orientation information. The organisation of 
these structures within the cortex is surprisingly regular [44]. The outputs of 
these neural units are transmitted to deeper and more complex neural processing 
structures, possibly to perform such tasks as boundary definition, object 
classification, object recognition, and the other abilities which make up vision. 
They play a significant part in these abilities, as can be demonstrated when the 
local orientations are distorted by noise.
The importance of local anisotropy is demonstrated by the effect on the percep­
tual distortion introduced into an image by oriented noise. Noise introduced 
near locally oriented features has an effect which depends on the alignment of 
the noise with respect to the local feature orientation. Noise aligned at 0 
degrees to the local orientation causes lower perceived distortion than noise at 
90 degrees, even if the mean squared error is identical in both cases. This is 
demonstrated in [56], where two anisotropically filtered white noise images are 
presented. In one image the filters were aligned with the local orientation of 
features in an image of a face, and in the other they are orthogonal to these 
orientations. The structure of the face is clear in the first, but not in the second, 
noise image. This can be seen as a suggestion that the outputs from the orienta­
tion detection circuits of the visual cortex are used in the process of perception 
or recognition. When the errors align with the local orientation they have
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minimum effect on the outputs of these circuits, when they are misaligned they 
distort the outputs, and therefore also distort any further processing done on 
these outputs by deeper structures within the visual pathway.
A number of researchers have used this property of vision to develop coding 
schemes which seek to minimise the perceived distortions (rather than the mean 
squared error) by aligning the error with the local orientation [61] [112]. The 
rest of this chapter describes specific LIM RBN models which incorporate local 
anisotropy and chapter 5 describes codecs based on these models and shows, 
with results, that they are capable of very high compression ratios, whilst retain­
ing most of the significant perceptual features of the image.
4.5. A Homogeneous Anisotropic LIM RBN Model
A number of methods of incorporating the idea of local anisotropy within the 
LIM RBN model were considered, the most successful being to use it to derive 
an oriented linear interpolation.
The oriented linear interpolation replaces the bilinear interpolation of equation
(2.5.6) at some level within the model. The level at which it replaces the bil­
inear interpolator will depend on the scale of local features within an image, 
and will vary across the spatial plane. The basic scheme of the oriented interpo­
lation is shown in fig 4.5.1, with the intensity of the center pixel c being linearly 
interpolated from the intensities at the boundary points a and b, and the intensi­
ties at a and b determined from the intensities at the nearest boundary pixels. 
No attempt is made here to find an explicit definition of A (n) for the oriented 
interpolation, but the implementation of the interpolator is given in more detail 
in section 5.5. The first alteration from the homogeneous LIM model to be
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Fig 4.5.1 - Oriented Interpolation
noted is the dependence of A(rt) on the local anisotropy at scale n, Q(n) by 
altering equation (2 .2 .1) to
i(fl)** (/i,e (/x ))j(/t-l) + £(/i)wOt) (4.5.1)
Secondly, note from fig 4.5.1 that all the boundary pixels must be known in 
order to interpolate the interior of the block. Therefore the innovations sets A„ 
at each level of resolution n must include all pixels on these boundaries as 
shown in fig 4.5.2 rather than simply the comer pixels as in the isotropic LIM 
RBN models.
Thus for the homogeneous LIM RBN model the definition of the set A„ for an 
image of size 2^+1 by 2^+1 is altered from that of equation (2.4.1) to
r „  = u u
0 S « S 2 * 0 S iS 2 "os j s r 0 i j i T f
O Z n Z N  (4.5.2)
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and
l i n i N  (4.5.3)
n = 0  (4.5.4)
Since there is clearly a considerable degree of correlation between the boundary 
pixels in the innovation sets at a level, it would not be efficient to consider their 
innovation values independently. Instead, a one dimensional RBN algorithm is 
used to reduce the correlation between these values. Thus the innovations 
operator B (n) is no longer defined by equation (2.5.7). Instead it is defined 
such that the innovations values w(n) at pixels within the set A„ are interpo­
lated to other pixels within the set A„. In particular it corresponds to a one 
dimensional LIM RBN model for each block edge. Note that this is considered 
to be a homogeneous model, in that the block splitting is not terminated, so that 
every pixel in the image has an innovation. This anisotropic model retains all 
of the homogeneous LIM model properties described in section 2.4.
A , - r . - U A-
m ot
A.-r.
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Photo 4.2 shows s(N)  for the new model with the anisotropic parameters of the 
estimation operator A (n, 0(n))  derived from the GIRL image. Table 4.5.1 
shows the variances of the normal white noise w ( n ) used in the model, which 
were estimated for each level from the pixels in the innovations sets A„ for the 
GIRL image. These are substantially lower than these variances for the isotro­
pic model given in table 2.5.1.
'm Ê m  ^
Photo 4.2 - Homogeneous Anisotropic LIM RBN Model
level n variance level n
0 - 5 146
1 1765 6 77
2 1670 7 64
3 2764 8 39
4 1037 9 19
Table 4.5.1
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4.6. An Inhomogeneous Anisotropic LIM Model
Instead of splitting down to the smallest scale, particular oriented features 
within the image may be represented by a block at a given scale, in a similar 
manner to the inhomogeneous LIM RBN model of section 4.2: if a block at 
level n meets some acceptance criterion it is not split at the next level. All the 
pixels within such blocks at level n are represented by the interpolated values 
produced from the block boundaries by A (n,0(n)). is defined as in section 
4.2 to be the set of all pixels within such blocks at level n excluding those pixels 
which are members of an innovations set at a previous level. The innovation 
sets are defined by
A j - A . -  OSnS/V (4.6.1)
m i n
as in equation (4.2.3) with A„ defined by equations (4.3.2), (4.3.3) and (4.3.4).
The model has the same properties as the inhomogeneous one of section 4.2, 
and photo 4.3 demonstrates s(N) for the model, with the variances (table 4.6.1), 
scale selection and local anisotropy parameters estimated from the GIRL image. 
Note that these variances are larger than the variances in table 4.5.1, since the 
innovation values for the pixels 0. are excluded from the estimate. From the 
very nature of the acceptance criteria the excluded values are small, thus 
increasing the estimated variances.
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Photo 4.3 - Inhomogeneous Anisotropie LIM RBN Model
level n variance level n
0 5 603
1 1765 6 254
2 1670 7 185
3 2764 8 117
4 1630 9 68
Table 4.6.1
4.7. An Inhomogeneous Anisotropic Colour LIM RBN Model
The previous models treated the 2-d signal s(n) as a vector of pixel intensities 
representing a monochrome image. For colour images each pixel has not only 
an intensity (luminance) but also colour (chromaticity) components. This 
colour vector can be represented in a number of ways, the most common being 
as a 3 component vector representing the red, green and blue (RGB) consti­
tuents of the colour. However, in this form the components are highly corre­
lated and so it is inefficient for coding applications.
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The YUV representation removes much of this correlation to give 3 new com­
ponents, the Y or luminance component and two colour components, U and V. 
The signal model s(n ) which is an aiTay of scalar components is therefore 
extended to an array of vector components s c(n) in order to represent colour 
images
The structure of the basic anisotropic recursive equation (4.5.1) remains the 
same except that with s c(n) now being a vector the linear operators A (n) and 
B (/i) now operate on a two dimensional array of vectors rather than a two 
dimensional array of scalars and the components of w c(n) are also vectors as 
shown in equation (4.7.2).
All the properties of the anisotropic inhomogeneous monochrome model of sec­
tion 4.6 apply (with a suitable transition to vector notation where necessary) to 
this colour model.
The innovation sets remain identical for all 3 components in this model
4 (" >
»£(»>.
(4.7.1)
J e(n) = A (<l.«(A)) J '( n - l ) + i f  0l)w‘(n) (4.7.2)
aT . a. " ' . a ' v (4.7.3)
a i . n " . o i
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This means that the segmentation structure is identical for all 3 planes. There 
are two main reasons for keeping the segmentation identical rather than allow­
ing the different planes to be segmented in a different manner. The first is that 
the linear operator and signal vector models would need to be redefined to allow 
for an extra dimension (i.e. it would be 3 entirely separate planes rather than 
one plane with vector components). The second is that in the codecs derived 
from the model it leads to a greater consistency in the image, i.e. it limits the 
positions at which gradient discontinuities can occur.
Photo 4.4 shows the inhomogeneous anisotropic colour LIM RBN model with 
the inhomogeneous and anisotropic parameters derived from the MISS image. 
Table 4.7.1 shows the variances of the normal white noise w(n) used in the 
model, which were derived from the GIRL image. The variances are given 
separately for the Y, U and V planes. The variances generally decrease with 
scale, and the variances of the Y plane are higher than those of the U and V 
planes.
Photo 4.4 - Inhomogeneous Anisotropic Colour LIM RBN Model
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Table 4.7.1
4.8. Multiresolution Anisotropic Gauss-Markov Models
The extension of the multiresolution isotropic Gauss-Markov model to include 
the anisotropic element is made by considering the block correlations to be 
separable in two orthogonal directions, one aligned with the block orientation 0, 
and one at 90 degrees to the block orientation, as shown in fig 4.8.1, where 0 is 
the local orientation 0 ^  averaged over the block, and quantised to one of N q 
possible values.
v
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rate distortion function for the block. The stationary first order Gauss-Markov 
correlation matrices are given by
1 Pa Pa Pr -
Pa 1 Pa Pr -2
II t pi Pa 1 •• Pr - j 0 £ pa £ 1 (4.8.1)
?r- pV -1Pr -3 i
i Pp pi • pr-'
pp 1 PP ■■ pr-1
pi PP 1 • pr-1 0Sppil (4.8.2)
pT "1p r -2pT "3 •:: ï
Where pa and pp are the factors between successive correlation terms in the a  
and p axis respectively, noting also that <j>“ = 4>|) = <|>o-
If the eigenvalues of the matrices and are {A.“ ; 1 £  / £  2^""} and 
{Xf; 1 £  / £  2w-n} respectively then the rate function R^(d) for such a block 
can be defined as
bits per block
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where N q is the number of possible orientations and log2(We) Oie overhead in 
representing the orientation. Note that this orientation overhead is treated as 
fixed, and no distortion of this parameter is allowed. It is also an approximation 
because of the fixed X-Y alignment of the blocks. The distortion function 
D*(d) is defined by
2n-* <p-m ,  «
D„(d) = X  X  " H  *  ♦oXfXjl (4.8.4)
«=1 jm 1 J
The multiresolution properties are defined in the same way as in section 4.3 so 
the anisotropic scale selected stationary first order Gauss-Markov rate distortion 
function is given by
= 4 />(» )*;.,<<() + 0 -P M V tU d ) -
P  (n)log2P (n) -  (1 -P  (n))logj(l-P  (<■)) 4  s  » < 8 <4-8-5>
with initial conditions
and the final function is given by
(4.8.6)
(4.8.7)
The distortion function is similarly defined by
£*(</) = 4 />(n)D„*,(«/) + (1-P (n)) DH(d) 4 £ n < 8  (4.8.8)
I l l
d \ w - d ‘, W (4.8.9)
and the final distortion function is given by
(4.8.10)
The probabilities {/*(«)} are estimated as in section 4.3 from a coding result of 
the image. The coder used is the inhomogeneous anisotropic RBN coder of sec­
tion 5.9. The factors pa and pp are estimated from the image in a similar 
manner to the isotropic coefficients of section 4.3. The correlation coefficients
where 6 “  and are the orientations of the a  and flaxes, as shown in fig 4.8.1, 
and K  was chosen as 4.
However the points (x + /kcosG, y  + *sin0) will not generally fall exactly on a 
pixel position so an interpolation is required to estimate the value of $(•,•) at 
this point. A simple bilinear interpolation from the 4 nearest pixels is used to 
estimate this intensity.
<|>“ and <J>f along the a  and (3 axes respectively are estimated by
(4.8.11)
(4.8.12)
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Graph 4.8.1 shows the rate distortion function for the GIRL image with [P (n)} 
from a coding at 0.10 bpp, as was given in table 4.3.1. The dotted line is the 
rate distortion function with the overhead of the orientation and block probabili­
ties removed, which is a lower bound on the achievable rate. To obtain a more 
accurate bound, both the number of orientations and the splitting probabilities 
need to be varied in order to find the minimum distortion for a given rate. This 
is discussed further at the end of section 4.9. The triangles on the graph are 
coding results from the inhomogeneous anisotropic coder described in section
5.9.
Signal To Noise Ratio (dB)
40 30 20 10
(percentage normalised mse)
Graph 4.8.1 - Anisotropic Multiresolution Gauss-Markov R(D) model
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4.9. Low-Pass High-Pass Classification
The blocks within an image can be divided into two classes - those with high 
activity (high-pass blocks) and those with low activity (low-pass blocks) [10 2] 
[86] [119] - based on the magnitudes of the orientation vectors within the 
blocks. The reason for this classification is that the correlation between pixels 
is significantly higher in the low-pass blocks than in the high-pass blocks, and 
the division of the block into these two classes allows this property to be used to 
achieve a higher compression than is possible with only one class. Tasto and 
Wintz [102] showed that a more efficient rate distortion curve was derived from 
such a classification, even allowing for the overhead of addressing this 
classification.
Thus there are now four correlation matrices
1 Pa/ P l l ••  p S - 1
Pa/ 1 Pa/ •• or*
II
V
p 2/ Pa/ 1 •• p 2 T " 3 0  S  Pa/ s  1 (4 .9 .1)
p T -
n 2 " --2
Pa/ P I T - 3 • i
with eigenvalues [X ,^ ; 2 *
1 PaA PaA •• p S " -1
PaA 1 PaA ' ••  p S T ~ 2
_L_ <*<**_ PaA PaA 1 ••  p 2 T -3 O ^ P a A i l (4.9.2)
p S T ~ PaA p £ " " 3 • !! V
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with eigenvalues {Xf*; 1 £  i  £  2^""};
1 p iu P jf • •  p S " - 1'
PfU i PP/ • •  p r - j
P i Pp/ 1 • •  p ? " * 3 O ^ p p / ^ l  (4 .9 .3 )
p r - ’
0 2 " - - 2
Pp/ p r - 3 i
with eigenvalues (XP*; 1 Si 2N~n);
1 Pp* pp* p £ ' " '
Pp* 1 Pp* • •  P ( T ~ 2
PP* Pp* 1 p £ " -3 O S p ^ s i l  (4 .9 .4 )
p T " 1 p i " -2 p £ - 3 • • i
with eigenvalues (Xf*; 1 £  / £  2^“"};
The rate functions for low pass and high pass blocks are given by
Sf X" m *x |o , | t o g 2 | » i ^ - ^ j  j + (4.9.5)
log2 ^ A/ej bits per block
*“(<0- l"  x" m«|o. **^] j  +
log2 ^ e j  bits per block
(4.9.6)
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The distortion functions for low pass and high pass blocks are given by
d "(d )  = £  £  m in i*  ♦¿Xf'XJ'l
/»l jm 1 J
(4.9.7)
D“ (d) «  £  £  minfrf, (4.9.8)
The average rate and distortion functions for a block of size 2N~n by 2^ “"is 
given by
R“ (d-> -  P (L V t" w  + 0  - P U - W T W  -  (4.9.9)
P(Z.)Iog2(/>« . ) ) -  0 -P  (L))log2( \-P  (L))
D“ (d) = P (L)D“(d) + (1 -P  (L )«)"(</) (4.9.10)
The multiresolution anisotropic classified rate distortion function R„(d) is given 
by the recursive equation 4.9.11
* ’(</)= P(n) 4 * ’„(<() +  (l-/> (« ))R fw ) -
P0i)log2P(n) -  0 -P (i,))lo t2 ( l - P W )  4 S » < 8  (4.9.11)
with initial conditions
J t i( d ) -R ^ (d ) (4.9.12)
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coding results (triangles) as a comparison. From the graph, it is clear that the 
low pass/high pass classification makes little difference to the mean squared 
error results. This is in contrast to the work of Tasto and Wintz [102], which 
shows a clear difference between classified and unclassified rate distortion func­
tions. However, there are a number of differences between this work and that 
of Tasto and Wintz. Their work was designed around optimising the rate distor­
tion function by varying the classification of blocks into three classes, whereas 
the classification in this work is into two classes, based simply on an activity 
measure. More significantly, the work of Tasto and Wintz used a fixed block 
size segmentation of the image, whereas this work is based on a varying block 
size segmentation. This segmentation is to some extent a classification of the 
image, since the low pass areas tend to be congregated into larger blocks, by the 
very nature of the scale selection criteria, and these larger blocks have a small 
rate compared with the smaller, generally high pass, blocks.
Finally graph 4.9.2 shows all three rate distortion graphs at a larger scale. This 
does show a noticeable gain at higher rates for the anisotropic model, but at the 
lowest rates the situation is reversed. While this is due mainly to the orientation 
coding overhead, it is not an accurate reflection of the subjective comparison 
between the respective coding results, reflecting the inadequacy of the mean 
squared error fidelity criterion. Graph 4.9.3 shows the three rate distortion 
curves without the bookkeeping overheads.
The rate distortion functions reflect the coding results reasonably well around 
the 0.1  bits per pixel rate at which the parameters for the function were derived. 
However, at higher rates the function is considerably below that of the coding 
results, and at lower rates it is above the coding results. This is because the rate 
distortion function is only realistic in as much as the model on which it is based
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fits the image. Thus while small changes in distortion around the point at which 
the properties of the model are derived are realistic, for larger changes, the 
model parameters from this point become less realistic and hence the rate dis­
tortion function is less realistic. In other words, the error in the modelling 
becomes significant with respect to the distortion within the model. Thus as the 
distortion varies the model parameters must also be varied.
level n P ^ L ) level n P ^L )
0 5 0.2640
1 - 6 0.1452
2 ■ 7 0.0426
3 . 8 0.0000
4 0.0000 9
Table 4.9.1
Signal To Noise Ratio (dB)
40 30 20 10
(percentage normalised mse)
Graph 4.9.1 - Anisotropic Low/High Pass Gauss-Markov R(D) model
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Signal To Noise Ratio (dB)
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Signal To Noise Ratio (dB)
40 30 20 10
(percentage normalised mse)
Graph 4.9.3 - Three Different R(D) models (no overhead)
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5. Anisotropic Multiresolution Coding
Before describing the coding algorithm and results, it is necessary to consider 
how to estimate the local orientations from the image data. This is effectively a 
separate processing step, rather than an integral part of the coder.
5.1. Orientation Measure
In this section, the orientation measure necessary for the oriented block interpo­
lation of section 5.6 is considered. The oriented block interpolation is suitable 
for several different types of feature, including lines, edges and some oriented 
textures. Indeed, it is suitable for any local feature which is very highly corre­
lated in a given orientation, regardless of its correlation orthogonal to this orien­
tation. Thus the estimation of the orientation measure must be independent of 
the type of feature in the image. For example, it must give the same orientation 
for an edge feature with a transition from black to white as it does for an edge 
feature with a transition from white to black. This implies the existence of a 
two-fold (180°) rotational symmetry in the orientation. Knutsson [57] has 
shown that a double angle vector representation is the right approach to this 
problem. In this representation, the orientation measure is a vector at each 
pixel, Vgy, with the magnitude of the vector representing the strength ^  or cer­
tainty of the local oriented feature, and the angle of the vector representing 
twice the orientation 0^  of the feature
-  y« rg < v „) (5.1.1)
(5.1.2)
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This representation has a secondary advantage in that the averaging of such 
vectors realistically represents the averaging of the orientation information they 
represent, which would not be the case, say, for a single angle representation.
The problem of estimating these local orientation vectors was considered in 
detail by Knutsson [57], who devised an accurate and reasonably efficient algo­
rithm based on a set of four oriented quadrature filters. This estimator is briefly 
described in section 5.2 and referred to in the rest of the thesis as the full esti­
mator. Unfortunately, this full estimator is computationally expensive in com­
parison with the other elements of the coders described in this thesis and an 
alternative estimator requiring less computation was devised. This second esti­
mator is referred to as the fast estimator and is described in section 5.3. While 
the fast estimator is not as accurate as the full estimator, it was found to be 
acceptable in practice. The reason for this is that the orientation vectors are 
averaged over different sized blocks of the image before the orientation infor­
mation is extracted, and the fast orientation estimate performs adequately 
within the coder when averaged over these scales.
5.2. Full O rientation Estim ator
The full orientation estimator consists of four oriented analytic filter pairs [57]. 
The reason for using analytic filters (quadrature filters) is that they respond 
equally to line and edge features.
Each filter pair consists of two filters an ‘edge’ detector and a ‘line’ detector 
Hi which are defined in the polar spatial frequency domain as
«.•<»-«.) 1 ( 1 1 4  (3.2.1)
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and
The individual filter pairs are given a specific orientation defined by 0* as 
shown in table 5.2.1,
k 0* degrees
1 0
2 45
3 90
4 135
Table 5.2.1
The filter functions of equations (5.2.1) and (5.2.2) and table 5.2.1 have been 
designed to give an optimal response to an ideal line or edge feature [57].
The angles 0* may be offset by 22.5 degrees in order to remove bias introduced 
by the alignment of the filters with the cartesian axes (the bias is introduced by 
the cartesian sampling grid imposed on the function) and it also leads to a more 
efficient implementation in that the four cartesian sampled filter pair kernels are 
simply rotations and reflections of each other.
If the Fourier transform of the image Sgy is denoted by Suv then the filtering 
operation can be expressed as:-
V'i, 1 Z k Z  4 (5.2.3)
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If V*v are then inverse transformed to give then the final orientation vector 
is defined by
l v £ l -  lv< I (5.2.4)
The theory behind this filtering operation is given in detail in [57]. The result 
of this orientation estimation is given in photo 5.1 in section 5.3, together with 
the results of the fast estimator.
The filtering can be implemented in either the spatial frequency or the spatial 
domain. In the spatial domain, it is performed by convolution with a M by M 
complex mask [57]. Since there are four such masks, and typically a kernel size 
of M  = 15 is required, the convolutions alone require 1800 multiplications per 
pixel. If it is performed in the spatial frequency domain, it involves 1 fast 
Fourier transform (FFT) and 4 inverse fast Fourier transforms plus 4 multiplica­
tion per pixel for the filter operations and 4 complex magnitude calculations per 
pixel, giving a total of approximately 150 multiplications per pixel for a 512 by 
512 image. It is clearly beneficial to perform the estimation in the spatial fre­
quency domain unless, as in [57], a parallel convolution machine [66] is avail­
able. The time complexity of this estimator contrasts with the fast estimator 
described in the next section which requires only 2 multiplications per pixel.
5.3. F ast O rien ta tio n  Estim ator
The fast orientation estimator is a non-linear operator acting on four neighbour­
ing pixels and estimating an orientation for the pixel intensities over the square
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defined by the four pixels. Consider the four pixels shown in fig 5.3.1.
The image intensities s (x,y) for the block (0 £ x,y  £1) are modelled by a simple 
bilinear interpolation based on these four comer pixels giving the familiar func­
tion of equation (5.3.1)
j(x ,y) - a  + (c -a )x  + (b—a ) y  + (a+ d-c-b )xy  O ^ar.y^ l (5.3.1)
Define the orientation vector Ve which is to be derived from equation (5.3.1) as
(5.3.2)
The value of r is set to 1, since it is the orientation G that is of interest. The 
value of 0  which minimises the intégral over the block of the squared value of
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the gradient of s (x,y) in the direction Ve is the estimate for the block orienta­
tion. This can be written as
min | |  [grad<J(Jt.y)) v8j  1dx dy (5.3.3)
where denotes inner product and
gnd(j(xoO)
ds
dx
ds_
dy
(5.3.4)
so the problem can be expressed as
r ü f t — H 01 dy (5.3.5)
Solving equation (5.3.5) [Appendix B] gives a solution for 0min in the form of a 
vector
r  cos20min'| 1 2 (b -c X d -a )
Vm-  = m |  sm29mill J ■" [ ( (b -c ) -  ( d -a ) ) ( (b -c )  + (d -a )  )J
with
(5.3.6)
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m = (d -a )2 + (b -c )2 (5.3.7)
Note that the solution is in the double angle representation of equation (5.1.1) 
and (5.1.2). The magnitude or normalisation factor (d-a)2 + (b-c)2 is a meas­
ure of the strength of the feature. Since the solution is automatically in the dou­
ble angle representation and the values of the intensities of the pixels are 
assumed to be integers, the estimator process requires only two integer multipli­
cations per vector. Note that the estimate should be regarded as the orientation 
for the point at the centre of the block. However, for this application the vec­
tors are averaged over larger blocks before being used, and thus the vector can 
be assigned to the top left pixel without any serious bias at the scale at which it 
is used. This allows each pixel in the image to be regarded as the top left 
pixel of such a block of four pixels and thus the estimate produces an orienta­
tion vector at each pixel in the image at a cost of two multiplications per pixel. 
It is also worth noting that the model used in deriving this estimator is essen­
tially an edge model, since the size of neighbourhood and the use of a bilinear 
interpolation precludes features such as lines. Nonetheless at such small scales, 
this is a reasonable assumption, as is borne out by the results obtained with this 
method.
The estimated orientation vectors for the GIRL image are shown in photo 5.1. 
The orientation vectors are displayed as colour images, with the brightness 
representing the vector magnitude and the colour representing the orientation. 
The bottom left shows the orientation vectors estimated by the full orientation 
estimation on a 256 by 256 version of the GIRL image. The top right quadrant 
shows the orientation vectors estimated by the fast orientation estimation on the 
same image. Comparing the two, it is clear that although they generally have
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the same colour (ie. orientation) there is a considerable difference in the 
dynamic range of the magnitudes of the two estimates. The coders described in 
this thesis average these vectors over a given block and then extract the orienta­
tion information form this average vector to use as the basis for an oriented 
interpolation used to represent the block (section 5.6). Thus it is important that, 
even in regions where the magnitude is low, the orientations are correctly 
estimated. In order to display this information, a hierarchical procedure [9] 
which performs some normalisation on the vector magnitudes, but which does 
not alter the orientations, is employed. The result of this is shown in the bottom 
right hand quadrant of photo 5.1. Clearly these orientations are comparable to 
those of the full estimator. The question arises as to whether the normalised or 
unnormalised estimate should be used in the coder, but since the unnormalised 
estimate performed adequately, this question has not been addressed, and the 
results presented use the unnormalised estimate. In section 5.10 two similar 
coding results (photo 5.14 and photo 5.15) are presented based on the different 
estimators in order to compare their performance.
Photo 5.1 Orientation Estimates (GIRL)
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5.4. Orientation Consistency
The orientation vectors derived from either estimator are used to determine 
whether a particular block within the RBN splitting algorithm has a single con­
sistent orientation. Blocks which are found to have a consistent orientation are 
then represented by the oriented interpolation scheme described in section 5.5, 
whereas blocks which do not have this single orientation must be split into four 
subblocks in the usual manner of the RBN algorithm.
Only the intermediate levels of resolution (n = 4 to n = 8 in a 512 by 512 
image) are considered for this representation, it being considered unsuitable to 
represent the other levels as a single oriented block. Larger blocks (n < 4) are 
unlikely to contain such single features and even if they do, the extra cost in the 
bit rate to split it into blocks at level n = 4 is insignificant, whereas the compu­
tation involved in processing large blocks is significant. Thus the algorithm 
automatically splits down to level n = 4 before checking for consistent blocks. 
At level n = 9 (in a 512 by 512 image), the oriented interpolation of section 5.5 
is not a significant improvement on the bilinear interpolation, but the cost of the 
orientation overhead for such a block is significant, and so the orientation is not 
used at this level.
The criterion for determining whether a block contains a single orientation 
depends on the orientation vectors V/y over the block x £ / £ x + x x  and 
y  £  j  £y+sy. Defining v"* as the sum of the vector magnitudes
lv(/.»l
i J
(5.4.1)
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and v as the vector sum of the orientation vectors
v = Z £ v ( / .y )  (5.4.2)
i J
A consistency measure [56] for the block can be defined by
i.e. c is the length of the sum of the vectors divided by the sum of the lengths of 
the vectors. Clearly c is in the range of 0 to 1 , being close to 0 when the vec­
tors are randomly oriented and 1 when the vectors have a single orientation. In 
addition, V* is a measure of the activity within the block and can be used to 
classify the blocks into low pass and high pass blocks.
It is possible, however, to get a feature set within a block which has a single 
orientation, but is not consistent along the direction of that orientation. This 
occurs at the ends of features such as lines or edges which do not intersect other 
features, and in textures. In order to detect this problem, the oriented interpola­
tion given in section 5.6 is performed on any block which satisfies the single 
orientation measures c and vm, and the maximum error m  between the interpo­
lated intensities of the pixels within this block and the corresponding intensities 
in the original is calculated. A decision variable dy(n) on whether to split a 
block into four quadrants can be determined by comparing these three measures 
to set thresholds t\ , t* and t* (which will vary with scale) as given in equation
5.4.4
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f l  iff ((c< ii)A (v"> ri))v(m > ^) 
*</<"> ={<> else (3.4.4)
where d(j(n) — 1 denotes a splitting of the block. Thus a block is acceptable at 
scale n if the orientation is sufficiently consistent or if  it is sufficiently low pass.
Note that a block at a high level may satisfy dy(n) = 0, but had that block been 
split into subblocks, some of the subblocks may not have satisfied the criterion. 
This can occur where a large feature encompassing most of the block dominates 
a feature confined to one small area of the block, such as a comer. Thus the 
coder examines all possible subblocks of each block, and the block fails to meet 
the consistency criterion if any of its subblocks fail.
In order to code the orientation overhead required by the decoder, the average
block orientation - 7 - £  0  £ derived from the average orientation vector v  for 
2 2
such a block is quantised to give 6?, the quantising function being scaled by a 
scale dependent factor p„.
Pn* 1 (5.4.5)
Based on the fact that Hubei and Wiesel found about 30 different orientation 
detectors in their work [44], the maximum number of orientations was set at 31, 
i.e. the possible indices are [0 • • • 30]. The index 31 was used to denote an 
inconsistent block. This means that the coding of the orientation values can 
incorporate the addressing information. Since the orientation requires less pre­
cision at smaller scales, the orientation vector 0  is scaled by a scale dependent 
variable p„, which gets larger at smaller scales.
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5.5. Prefiltering
The aim of the prefiltering is to reduce the noise in the image without substan­
tially distorting the significant features of the image. This smoothing of the 
image generally has the effect of reducing the bit rates achievable at the cost of 
some loss of sharpness (or even some loss of detail) within the image. It is 
necessary because the new coder, in common with most predictive coders, is 
sensitive to noise in the original image. In the anisotropic RBN coder, the 
prefiltering has the effect of removing ‘brush stroke’ artefacts from the image at 
lower bit rates. These artefacts occur because of the spatial connectivity of the 
edge sharing blocks and the oriented interpolation. At lower rates the quantisa­
tion errors can lead to smoothly varying features at the edges of blocks being 
accentuated into sharp features. This in itself is not too significant, but the 
oriented interpolation from these edges ‘brushes’ these accentuated features out 
into a larger linear features as shown in fig 5.5.1
Fig 5.5.1 - Brush Stroke Artefacts
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This leads to the distinct brush stroke artefacts seen in the image at lower bit 
rates. These artefacts appear more visible in low pass regions than in high pass 
regions, presumably because of edge masking effects, as shown in photo 3.2, 
which is a coding result for the GIRL image at 0.32 bpp, and with a PSNR of 
33.44 dB.
Photo 5.2 - Anisotropic RBN Result at 0.32 bpp (GIRL)
Because of the local orientation dependence, the artefacts generally align with 
the orientation of nearby features, hence giving the image a ‘painted’ feel to it, 
as if it had been smeared with a wide brush. The use of a prefilter eliminates 
much of the noise which causes these artefacts and allows for improved results 
at lower rates. Note that the prefilter is required to eliminate noise in the low 
pass regions, but in high pass regions such as lines or edges it must not smooth 
the features, since this could cause a large visual distortion in the image. There­
fore the filters used should be adaptive to local orientation, with a larger degree 
of smoothing in low pass regions, a reasonable degree of smoothing along local 
features, but little if any smoothing across such features. There are a number of
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possible implementations o f  such a filter, but perhaps the best solution is the 
work by Knutsson Wilson and Granlund [56]. Alternatively, the quadtree based 
restoration scheme of Clippingdale [21] could be used.
In this work a simple scheme was used. It consists of filtering spatially with a 9 
by 9 filter kernel which is adapted across the image, with a filter kernel being 
selected for each pixel in the image. This adaptation implies that the scheme 
cannot be performed in the Fourier domain, and thus it required 9 x 9  = 81 mul­
tiplications per pixel, and is therefore expensive compared to the rest of the 
codec (particularly if the fast orientation estimator is used). The schemes given 
in [21] may be more suitable, but were unavailable until comparatively late in 
the project. The filter for each pixel is derived from the orientation vectors in 
the local region around the pixel, and fall into one of three classes:
1) These filters are selected in areas of low pass activity, determined as those 
areas in which vm o f  equation (5.4.1) is less than some threshold. The 
filter used in these regions is a circular Gaussian filter, with a relatively 
large variance.
2) These filters apply to the regions of high activity but where this activity 
has no consistent orientation, e.g. comers. This is determined from the 
coefficient c of equation (5.4.3) and the value of v"* of equation (5.4.1). 
The filter for this class consists of a circular Gaussian function with a rela­
tively small variance.
3) These filters are selected in areas where there is a high pass features such 
as an edge, in a consistent orientation. These are determined from the 
coefficient c of equation (5.4.3) and the value of v'" of equation (5.4.1).
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The filters are an elliptical Gaussian function, with the major axis of the 
ellipse aligned along the local feature orientation (as defined by 6 in equa­
tion (5.4.5) ) and the minor axis orthogonal to it. This ensures that it 
smoothes more along the feature than across it.
The three classes of filter are shown in fig 5.5.2.
For the colour images, the Y, U and V planes are  prefiltered, using the same 
filter for all planes at each pixel.
The results of the prefiltering are shown in photo 5.3 for the GIRL image, and 
photo 5.4 shows a sample (at 10 by 10 pixel spacing) of the filters used to pro­
duce photo 5.3.
1) Wide Isotropic 2) Narrow Isotropic 3) Anisotropic 
Fig 5.5.2 - Three Classes of Prefilter
In order to demonstrate the effect of the filters on an edge, a one dimensional 
profile of the left hand edge of the hat in the GIRL image was taken along the 
horizontal axis. The actual profile is for the line 150 and pixels 110 to 130
v
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along that line. Graph 5.5.1 shows the profile of the edge in the original image 
and fig 5.5.2 shows the profile of the prefiltered image.
Graph 5.5.1 - Edge Profile for Original GIRL Image
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Graph 5.5.2 - Edge Profile for Prefiltered GIRL Image
It is clear that there is some reduction in the bandwidth of the image, since the 
prefiltering increases the width of the transition region by about one pixel. 
Since this must by definition reduce the rate required for a given image, table 
5.4.1 shows the entropies of the prefiltered images for the test images GIRL, 
BOATS and LAKE, as a comparison with table 1.2.1, and table 5.4.2 shows the 
isotropic noiseless (with respect to the prefiltered image) coding results in com­
parison with those of table 3.1.3, which are repeated here for convenience, 
along with the mean squared error due to filtering. A comparison for a low rate 
coding result is 28.67 dB PSNR at 0.10 bpp for the prefiltered result, and, for 
the same set of parameters, 30.71 dB PSNR at 0.18 bpp for the unprefiltered 
result. Performing a linear interpolation between the nearest prefiltered results 
given in table 5.9.1 gives ‘30.43’ dB at ‘0.18’ bpp, very close to the 
unprefiltered result. Clearly the prefiltering has little effect on the PSNR results 
and, from the subjective appearance of the prefiltered images, and the mean
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squared error figures, it is clear that the main effect of the filtering is the remo­
val of noise. A comparison for a high rate coding result is 30.99 dB PSNR at 
0.25 bpp for the prefiltered result, and, for the same set of parameters, 35.58 dB 
PSNR at 0.59 bpp for the unprefiltered result.
Table 5.4.1
Image
Isotropic Noiseless RBN Bit Rate (bpp) Prefiltering Error
prefiltered image unfiltered image mse PSNR
GIRL 2.46 4.29 35.37 32.64
BOATS 2.86 4.61 60.49 30.31
LAKE 3.48 5.68 155.68 26.20
Table 5.4.2
5.6. Oriented Interpolation
The average orientation vector v  over a block at scale n is used to derive the 
orientation for that block when it has satisfied the consistency measures. The 
orientation 0 is simply given by
6 -  Y«rglv] (5.6.1)
The block orientation 0 is used to derive a simple linear interpolator which 
interpolates all the interior pixels from the pixels on the block boundary as
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shown in fig 5.6.1.
Oriented Block Interpolation
The value of the pixel intensity s(x,y) is simply a bilinear interpolation from the 
four pixels {a,b,c,d} shown in fig 5.6.1
(5.6.2)
where
and
s(e) = r b + (1 - r )a (5.6.3)
s ( f)  = s d  + (1-i) c  (5.6.3)
These three interpolations are performed for each pixel in the interior (exclud­
ing the boundaries) of the block.
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The intersection points for all pixels in the block can be determined efficiently, 
since the orientation is constant for the block. This means that once the line 
intersection points have been calculated for a given pixel in the block the inter- 
secuon points for all other pixels can be determined by simple additions and 
decisions (to determine when the intersection point traverses a block comer) as 
can the values of r, s, t, and T. Since each linear interpolation costs 1 multipli­
cation and there are three such interpolations to derive the intensity of an inte­
rior pixel, the complexity of the process is approximately three multiplications 
per pixel.
5.7. Boundary Pixels
The interpolator in section 5.6 was based on the boundary pixels of a given 
block. This means that, unlike the standard RBN algorithm; where only the 
corner pixels of the blocks are required, the entire boundary set must be avail­
able as described in section 4.5 on the anisotropic model. These boundary pix­
els must be coded in some form.
Various schemes were investigated for coding the boundary pixels including a 
one dimensional transform (DOT), however the most suitable was found to be a 
one dimensional version o f the RBN algorithm both because of its simplicity 
and efficiency, and its natural connection with the rest of the codec (i.e. its mul­
tiresolution structure and spatial consistency). The anisotropic RBN codec is 
implemented by coding the comer pixels of the block in the same manner as the 
isotropic codec at each split, until a block meets the orientation consistency cri­
teria. The comer pixels of this block are now known and so for each edge of 
the block the two end pixels of the edge are known, and a one dimensional RBN 
starting with these two pixels can be performed. The one dimensional RBN
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algorithm is illustrated in fig 5.7.1 Each new pixel is coded as a quantised pred­
iction error, with the predictor being simply the average of its two neighbours at 
the previous resolution.
In the inhomogeneous case the splitting of the block is terminated at this stage, 
and the block is represented by the oriented interpolation from these coded 
boundary pixels, so that the interior pixels are not coded by a prediction error.
In the homogeneous case, the block is split down to the lowest levels, such 
that every pixel is coded by a prediction error. This is to allow for high rate and 
noiseless coding. This is achieved by continuing the RBN splitting process to 
the lowest level, even after the block meets the orientation criterion. At each 
split subsequent to a block meeting the criteria, all the boundary pixels of the 
new blocks are coded using the oriented interpolation, based on the boundary 
pixels of the block which is being split, as the predictor for the new boundary 
pixels. This is illustrated in fig 5.7.2.
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5.8. A Homogeneous Anisotropic Codec
The homogeneous anisotropic codec corresponds to the homogeneous anisotro­
pic model of section 4.5. There is no scale selection on this coder, i.e. the RBN 
framework continues down to a single pixel level everywhere in the image and 
every pixel in the image is coded. However, the orientation information is still 
scale selected (in this sense the model and coder are, strictly speaking, inhomo­
geneous), leading to a segmentation of the image into edge sharing blocks, each 
with its own quantised orientation (except in those areas where there is no con­
sistent orientation, which are treated as isotropic). The prediction errors are 
therefore variously based on either the bilinear interpolation (before an orienta­
tion block is scale selected), the one dimensional RBN algorithm (the edges of a 
scale selected block), or the oriented interpolation (the interior of a scale 
selected block), as described in section 5.6. This codec allows for noiseless 
coding (by removing the quantisation of the prediction errors) the results of
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which are given in table 5.8.1. These figures are the actual bit rates of noiseless 
coding results rather than entropies. Note that the quantised block orientation 
information and the addressing of these orientation blocks is included in the bit 
rates (though it only accounts for approximately 0.5% of the total rate). Note 
also that these results are almost identical to the isotropic noiseless coding 
results, which suggests that either the anisotropic properties are not a significant 
source property (with respect to noiseless coding), or that the anisotropic model 
used is not the best way to model anisotropy. Since many regions of these 
images clearly contain oriented features, it might be suspected that the latter is 
the case. A closer examination of the images shows, however, that while the 
‘piecewise linear’ model of features is a reasonable approximation it is far from 
perfect. Complexity of boundary shape - curvature and irregularities - make the 
model an approximation to the image. This seems the likelier reason for these 
noiseless coding figures.
ImaRC Bit Rate (bpp)
GIRL 4.25
BOATS 4.46
LAKE 5.76
MISS 8.81
TREV 7.56
SPLIT 8.35
Table 5.8.1
5.9. An Inhomogeneous Anisotropic Codec
The inhomogeneous anisotropic codec corresponds to the inhomogeneous 
anisotropic model of section 4.6. All the photographic results shown in this 
section have been prefiltered with the anisotropic prefilter described in section
5.4. The codec is initialised by the coding of the four comer pixels of the
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images. The image is then split in the normal RBN manner, coding the quan­
tised prediction errors of the comer pixels at each stage. For levels 4 to 8 (on a 
512 by 512 image), each block is tested against the orientation criterion of 
equation (5.4.4). If the criterion is not met, then this is coded by an ‘incon­
sistent orientation’ symbol, and the block is split in the normal RBN manner. If 
the block satisfies the criterion, then the quantised average block orientation is 
coded. Then the four edges of the block are coded by the one dimensional RBN 
algorithm given in section 5.6. All the interior pixels of the block are now 
represented by the oriented interpolation (using the quantised block orientation) 
from the edge pixels and the algorithm moves on to the next block. If a block at 
level 8 is not accepted, then it is split all the way down to the single pixel level 
(i.e. blocks at levels less than 8 are not considered efficient). Note that the 
‘inconsistent orientation’ code must be distinguishable from the quantised 
orientations, i.e. the decoder must be able to read the symbol and use it to 
determine if a) it is the inconsistency symbol and therefore the block has been 
split, or b) it is a quantised orientation, therefore it has not been split. Thus the 
addressing is intimately linked to the coding of the orientation values. Table 
5.9.1 gives a list of bit rate vs mean squared error and peak signal to noise ratio 
for the results of this codec, with the higher rates (>0.27 bpp) derived from 
unprefiltered images.
Photos 5.5 to 5.7 show the results of the codec at low bit rates for the three test 
images. Note that in general these images have a painted look to them, and that 
although they have considerable differences from the originals they still look 
like consistent images, and display no blocking artefacts. At a first glance, the 
main features of the images stand out, giving a clear impression of the image, 
yet closer study reveals considerable differences from the originals. Note that 
the particularly low PSNR for the LAKE image arises from the clash of the
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Image Bit Rate (bpp) mse PSNR (dB)
1.71 4.72 4139
1.50 5.94 40.39
0.91 12.60 37.13
0.40 25.72 34.03
0.35 28.18 33.63
0.32 29.44 33.44
GIRL
0.27 38.15 3232
0.23 45.75 3133
0.10 88.23 28.67
0.08 99.79 28.14
0.06 132.73 26.90
0.04 179.28 25.60
0.02 305.22 23.28
0.01 524.16 2 0 .«
BOATS
0.14 135.54 26.81
0 .« 78.18 2920
0.25 279.94 23.66LAKE 0.82 175.82 25.68
Tabic 5.9.1
trees (black) with the sky and lake (white), leading to large errors in those areas 
where the codec (mainly in the prefiltering) has merged or overlapped the two, 
even though these errors arc not particularly significant to the human observer. 
Photos 5.8 to 5.10 show the results of the codec at high bit rates for the three 
test images.
Photos 5.11, 5.12 and 5.13 show the block segmentations, coding error magni­
tude, and result for a coding of the GIRL image at 0.08 bits per pixel and a peak 
signal to noise ratio of 28.14dB. The block segmentation shows the distribution 
of the blocks across the image, as well as the orientation of each block, which is 
represented by a line in the direction of the orientation, passing through the cen­
tre of the block. The error magnitude image has been scaled by a non-linear 
function for display purposes. Note that a close inspection of the curved edges
v
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Photo 5.8 - 0.25 BPP, 30.99 PSNR 
(GIRL)
Photo 5.9 - 0.44 BPP. 29.20 PSNR 
(BOATS)
Photo 5.10 - Result 0.82 BPP. 25.68 PSNR 
(LAKE)
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Photo 5.11 - 0.08 BPP, 28.14 PSNR 
(GIRL)
Photo 5.12 - Block Segmentation at 0.08 bpp 
(GIRL)
Photo 5.13 - Coding Error at 0.08 bpp 
(GIRL)
149
Finally, Graph 5.8.1 plots the anisotropic (triangles) and isotropic (squares) 
RBN codec results on the same graph, for a comparison.
Rate
(bpp)
Peak Signal To Noise Ratio (dB) 
34.3
•Ç........
□- Anisotropic Coding Results
a - Isotropic Coding Results
: D à !
a
! !
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l
Distortion (percentage normalised mse)
Graph 5.9.1 - Isotropic vs Anisotropic Coding Results
It is clear from the graph that the isotropic and anisotropic coders perform 
almost identically in terms of mean squared error, and yet there is a consider­
able difference in the visual quality of the two. This suggests that either the 
significance of orientation with respect to coding is as a property of the human 
visual system rather than a source property, or that the anisotropic source model 
used is not particularly good (with respect to mean squared error). Although it 
is clear from the work of Hubei and Wiesel [44] and others that orientation is a 
significant property of the human visual system, it is also true that the anisotro­
pic source model is relatively simple, , and it is possible that a more complex
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anisotropic model may lead to reduced mean squared error results (although of 
course this does not guarantee better visual quality). It is hard to assess the 
likelihood of these explanations without considerable further work. In all pro­
bability, some combination of the two is near the truth: the distortion criteria 
should be modified to take account of orientation selectivity and a refinement of 
the source model is required.
5.10. An Inhomogeneous Anisotropic Colour Codec
A selection of the results for the colour codec is given in table 5.10.1.
Bit Rate (bpp) PS NR (dB)
Y U V O Total Bit Rate Y U V R O B YUV RGB
0.09 0.04 0.03 0.04 0.20 33.03 35.41 35.83 28.45 33.39 26.26 34.54 28.48
MISS 0.14 0.07 0.05 0.16 0.43 34.21 36.76 37.46 29.40 34.86 27.26 35.91 29.52
0.27 0.08 0.08 a  16 0.60 36.58 40.05 39.77 32.93 36.04 30.79 38.50 32.75
0.16 0.03 0.03 0.06 0.29 31.63 40.35 38.77 29.27 31.83 27.15 35.17 29.01
TREV 0.22 0.03 0.04 0.12 0.41 32.47 40.33 38.79 29.83 3269 27.40 35.20 29.46
0.37 0.03 0.04 0.13 0S7 35.21 42.77 41.55 33.03 34.87 31.12 38.50 32.74
0.30 0.07 0.07 a n 0.36 29.75 38.01 38.21 27.63 30.00 26.01 33.41 27.58
SPLIT 0.38 0.09 0.08 0.16 0.71 30.22 38.44 38.66 28.13 30.40 26.54 33.87 28.08
0.38 0.12 0.10 a is 0.99 35.03 40.55 40.98 32.46 34.63 30.59 37.94 32.26
Table 5.10.1
The peak signal to noise ratios for the Y, U, V, R, G and B planes are quoted as 
defined in equation (1.2.5), with respect to a maximum of 255. The average 
RGB and average YUV PSNR’s are calculated by taking the average of the 
three mean squared errors for the planes, and then quoted as a PS NR with 
respect to a peak value of 255. Photo 5.14 shows two results for the 256 by 256 
MISS image, at 0.20 bits per pixel. The difference between the two results is
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Photo 5.14 - Inhomogeneous Anisotropie RBN Result (MISS)
due to the estimator used to derive the orientation vectors. The image on the left uses 
the vectors derived from the fast orientation estimator, the one on the right uses 
the vectors from the full orientation estimator. Both images are prefiltered with 
approximately the same filter set, with the slight difference coming from the 
fact that the prefiltering on the left image is controlled by the fast orientation 
estimate, and that on the right image by the full orientation estimate. The block 
segmentation shown below each image corresponds to the RBN splitting of the 
image, and the lines within each block represent the block orientation. Note 
that these orientations are normalised since no orientation magnitudes are coded 
for the blocks.
Photo 5.15 shows two results for the 256 by 256 TREV image, at 0.30, and 0.29 
bits per pixel. Again the result on the left and the block segmentation are for 
the fast orientation estimator and on the right for the full orientation estimator.
Photo 5.16 shows results for the 256 by 256 SPLIT image, at 8.42, 0.99, and 
0.29 bits per pixel. Note that the noiseless result is not the optimal result
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Photo 5.15 - Inhomogeneous Anisotropic RBN Result (TREV)
' ___^ ___,  _ _
0*- * S *  :
Photo 5.16 - Inhomogeneous Anisotropie RBN Result (SPLIT)
(section 5.8 gives a slightly lower rate noiseless result). The image at the top 
right is coded at 0.99 bpp and has no prefiltering, while the image at the bottom 
left is at 0.56 bpp and is prefiltered. The segmentation image shown in the bot­
tom right is displayed as a colour map, where each colour within a block 
corresponds to the particular orientation of that block. The reason for showing 
the orientation segmentation in this form, rather than with the line drawings
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previously used is to show up the black areas within the image, which represent 
areas with no consistent orientation, which are split isotropically (i.e. with the 
predictor being bilinear) down to single pixel scale.
5.11. Comparison of Results
In this section, the quality of the results o f the anisotropic coders described in 
this thesis are compared with published work on other coding schemes. Two 
different measures are used: 1) the mean squared error based PSNR and 2) 
visual quality. Although the second gives a better measure of the coders perfor­
mance, the first is included since it gives an exactly defined quantity, whereas 
the visual quality is somewhat open to interpretation, particularly when compar­
ing published work, where there is a heavy dependence on the quality of the 
printing.
Table 5.11.1 gives a comparison between the PSNR results for this work taken 
from table 5.9.1 and other published work. All the figures quoted are for com­
parable 512 by 512 8-bit images. Note that, for the GIRL image, the results 
presented in this thesis are better than all except the transform-predictive com­
petitive coder of Wilson [110]. For the BOATS and LAKE images, the PSNR 
performance is not as good as the GIRL image, possibly because of the greater 
degree o f  texture in the images.
The anisotropic coders presented in this thesis perform particularly well in 
terms o f  visual quality. The results at 0.25 and 0.1 bpp for the GIRL image 
show no blocking on the edges, although in the 0 .1  bpp result some distortions 
are starting to be noticeable, particularly around the mouth and eyes (which are 
particularly sensitive in terms of visual quality). The BOATS and LAKE
v
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images also performed well in terms of visual quality, showing none of the 
blocking around edges often seen with other block coders, although, not surpris­
ingly, at the lowest rates there is some loss of detail.
Anisotropic Coder Results | Published Results
Rete PSNR I Rste PSNR Authors
4.25 noiseless | 5.07 noiseless Ho A Genho • [43J
1.06 37.0 Wilson (111)
0.91 37.13 1.0 3155 Ramarmirlhi A Gersho [86]
1 10 34.8 Cohen and Woods [23]
0.50 2855 Ramarminhi A Gersho [86]
0.40 34.03 0.50 30 Wilson et al [112]
0.45 325 Cohen and Woods [23]
Ü1RL
0.28 30.61 Ho A Gersho [43]
0.27 32.32 0.27
0.25
27
328
Wüst» et al [112] 
Wilton [110]
0.25 30 Kim et al [53]
0.23
0.10
31.53
28.67 0.19 2958 Feng and Nasrabadi t  [31]
0.06 26.90 0.06 24.70 Ho A  Gersho [43]
LAKE 0.250.82
23.66 I 
25.68 | <X37 25.8 Wilson [110]
4.46 noiseless 5.26 noiseless Ho and Gersho * [43]
0.44 29.20 | 0.38 30.40 Ho and Gertbo [43]
Table 5.11.1
t  Feng and Nasrabadi quote figures for the green plane of the GIRL image (whereas the image 
used in this work is believed to be the Y plane).
* Ho and Gersho use a progressive transmission technique and therefore the noiseless figures 
arc not a very good comparison.
V
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6 . Conclusions And Further Work 
6.1. Thesis Summary
The work in this thesis is concerned with the issues involved in image data 
compression, based around multiresolution linear signal models, and the 
development of codecs utilising the fast predictive framework of such models.
In chapter 2 a Linear Interpolative Multiresolution (LIM) model was defined 
and developed into the LIM RBN model, which is based on the Recursive 
Binary Nesting algorithm developed at BTRL [107]. The model is non-causal 
in the spatial dimensions, but causal in the scale dimension. The correlation 
properties of the model were considered and an example image derived from 
such a model was presented.
In chapter 3, the basic RBN codec corresponding to the LIM RBN model of 
chapter 2 was considered. The segmentation, prediction, scalar quantisation 
and entropy coding schemes used in the homogeneous RBN codec were 
described, as well as the termination scheme used in the inhomogeneous RBN 
codec and a vector quantisation scheme considered as an extension to the scalar 
quantisation. Results were presented for noiseless coding as well as for the 
homogeneous and inhomogeneous RBN codecs.
In chapter 4, the LIM RBN model was expanded into various adaptive forms by 
the introduction of scale selection (termination) and anisotropy in the form of a 
locally oriented interpolation. Various multiresolution approximations to the 
rate distortion function were formulated and the results of these functions 
presented for parameters derived from the GIRL image. The anisotropic LIM
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RBN model was expanded to encompass colour images.
In chapter 5, the various techniques required to implement the codecs derived 
from the models of chapter 4 were described and the results of these codecs 
presented. The double angle vector representation of the orientation informa­
tion was described and two techniques for estimating this information from an 
image were described. The first, the estimator described by Knutsson [57], pro­
duces a better estimate of the orientation, but is computationally complex. The 
second is a new estimator which is computationally simple, and which, 
although not as accurate as the first, produces an adequate estimate of the local 
orientation at the range of scales over which it is utilised within the codec. The 
use of the estimated orientation vector as a means of scale selection, based on a 
‘single consistent orientation’ criterion was described, as well as its use in 
determining a set o f anisotropic filters used in an adaptive anisotropic 
prefiltering technique. The oriented interpolation used within the scale selected 
blocks was described, as well a technique for performing the required coding of 
the boundary pixels of such blocks. Results were presented for noiseless cod­
ing, and finally the results of the most efficient codec implemented were 
presented for monochrome and colour images.
6.2. Conclusions
The results of the anisotropic, as opposed to the isotropic, codecs demonstrate 
the significance of preserving the local anisotropy properties of images in cod­
ing applications where the images are to be viewed by a human observer. This 
applies not only to the preservation of existing local feature orientations but 
also to ensuring that no artificial oriented local features, such as blocking 
artefacts, are created by the distribution of the quantisation noise as a result of
v
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the structure used by the coding algorithm. The anisotropic LIM RBN models 
and codecs perform well in this respect, since they share some of the properties 
which have been demonstrated to be significant in vision [44]. The perfor­
mance is particularly noticeable at low bit rates, where the reconstructed images 
take on a painted look. It is the edge-sharing oriented interpolation which 
imparts these properties to the codecs, by maintaining a locally oriented spa­
tial consistency despite the presence of quantisation noise.
The RBN algorithm has been demonstrated to be a useful framework for 
predictive coding. It provides a fast and efficient method of addressing scale 
selection, allows for some non-causality within the spatial dimensions whilst 
retaining the efficiency of a causal representation, and it has some spatial con­
sistency in the presence of quantisation noise, which can lead to visually accept­
able results at low bit rates. In the isotropic model, the edge-sharing across 
scale ensures that the blocks within the reconstructed image do not suffer from 
pixel intensity discontinuities at their boundaries, an issue which is often the 
cause of significant blocking artefacts with other block coding techniques. In 
addition, the introduction of the oriented interpolation from these shared edges 
in the anisotropic model reduces discontinuities in the gradients of the pixel 
intensities at the block boundaries. This results from the fact that neighbouring 
blocks tend to have similar orientations, and the gradients along these orienta­
tions tend to be consistent.
The PSNR fidelity measure has been clearly shown to be a poor measure of 
image quality for applications where the reconstructed image will be viewed by 
a human observer. Although no alternative to the mse measure is suggested in 
this work, it is interesting to note that the model in some respects compensates 
for this by itself sharing some of the properties of the visual system which
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would go into such a measure. Perhaps an orientation weighted mean squared 
error measure, such as that suggested in [56] might provide a partial solution to 
the problem. In order to be of general utility, however, a significant amount of 
non-trivial psychophysical measurement would be required to produce a stan­
dard for such an error measure.
6.3. Limitations
The adaptive LIM RBN models assume that the classes of image to  be modelled 
consist of locally oriented features at varying scales. Although this is true for 
some classes of images there are other classes with features such as random tex­
tures which have no orientation, fractal features which have a constantly vary­
ing orientation, and higher order features which may have more than one orien­
tation, for which this model is not particularly suitable. Additionally, features 
such as curves are represented in the model by a series of piecewise linear seg­
ments, a feature which is noticeable in the coding results at the lowest bit rates.
This work takes no account of channel coding: the codec implementations are 
particularly susceptible to any distortions in the coded data transmitted across 
the channel. This is mainly due to the arithmetic coder, which has virtually no 
noise immunity. Once a single bit is altered in the binary output stream of the 
arithmetic coder, all the subsequent coded data symbols may be lost. The basic 
RBN algorithm is also susceptible to channel noise, and no consideration is 
given in the work to the re-synchronisation of the algorithm in the case of chan­
nel distortions.
The models for which the rate distortion functions are derived lack the essential 
multiresplution edge sharing nature of the LIM RBN model and its derived
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codecs. Since this is a significant factor in the performance of such codecs, this 
limits the usefulness of the rate distortion functions. The functions are also 
derived with respect to mean squared error as a fidelity measure rather than a 
more meaningful visual quality measure, which again limits their usefulness. In 
particular the work suggests no means by which a codec can automatically 
operate to a fixed rate or fixed distortion, both properties which would be 
related to the appropriate rate distortion work. The question of variation of the 
model parameters such as block splitting probabilities to minimise the distortion 
for a given rate, rather than fixing them, also needs more careful examination. 
In summary, the rate distortion work is at a very early stage and requires much 
more work before it can be considered complete.
6.4. Improvements
The models and codecs presented could be extended to encompass higher order 
features such as curvature and higher order interpolations such as splines. 
Some attempts were made to incorporate curvature into the codecs but none 
was considered particularly successful, the most significant problem being to 
estimate curvature from the image. One technique which would reduce the 
problem of curvature estimation to that of local orientation estimation (at which 
the cunrent codecs are successful), and which would additionally retain the 
block boundary consistency, which is such a feature of the codecs, would be to 
store the orientations not for the blocks but for the block comers (or edges) and 
perform some form of interpolation on these comer (or edge) orientations to get 
a (spatially consistent) varying orientation field for the block. The problem was 
considered, but the solution necessary for an efficient implementation (i.e. to 
determine for any pixel in the interior of a block its two boundary intersection 
points) was not found, nor was it clear how areas of inconsistent orientation
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should be handled, and the few preliminary results suggested that even if 
solved, the technique may lead to only minor improvements in efficiency. A 
more fruitful extension might be to consider the formulation of the interpolation 
functions in the form of two dimensional splines, still incorporating the orienta­
tion information (and possible curvature information) and retaining the block 
boundary consistency. However, even such an approach would not cope well 
with statistical textures. One possibility to cope with such features would be to 
incorporate a statistical texture model into the current model with some form of 
selection between the LIM and the statistical models. This could remove the 
boundary consistency and therefore make blocking artefacts visible at the 
estimated boundaries between regions represented by the different models.
For practical implementations, where the channel coding is not immune to 
noise, the codecs require improvements to both the structure of the RBN algo­
rithm (to ensure synchronisation) and to the entropy coding (to minimise the 
distortion caused by channel noise). The alteration to the RBN algorithm could 
simply be to split the image into blocks of 64 by 64 pixels and apply the algo­
rithm separately to each block in a raster sequence, with signalling (certain 
arithmetic coder output sequences can never occur and could be used to identify 
such signals) to enforce synchronisation between the coder and decoder at each 
new block. This would have an insignificant cost in terms of bit rate, since in 
any practical application there will be few acceptable larger blocks, but it still 
leaves the problem of large areas of distortion if channel distortions force the 
coder and decoder out of step. The problem is perhaps better faced in the 
entropy coding, where, if the arithmetic coder cannot be formulated with better 
synchronisation, a reversion to some form of self-synchronising Huffman coder 
may be preferable. This may correspond to limiting the number of events 
incorporated into each arithmetic codeword.
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For many practical applications the codecs require some automatic mechanism 
for producing fixed rate or fixed distortion coded output This could be based 
on negative feedback mechanisms adjusting the thresholds as the rate or distor­
tion builds up across the image, or on a ‘split and merge’ process which codes 
at a high rate and then relaxes the thresholds from the lowest scale upwards 
until it reaches the fixed rate or distortion. However, perhaps the optimal solu­
tion could come from a correctly formulated rate distortion function for the 
LIM RBN model. This could provide the basis for optimal or sub-optimal cod­
ing at fixed rate or distortions based on a two pass algorithm [17]: one pass to 
‘assess’ the image and one pass to code it using the thresholds determined in the 
first pass. It would obviously be useful if such a rate distortion function was 
based on a more realistic distortion measure than mean squared error [56].
One obvious extension is to incorporate time into the models and codecs in 
order to code video sequences. The basic RBN algorithm has been studied for 
time sequences by Cordell and Clarke [24] [25] [26]. The anisotropic LIM 
RBN models and codecs could simply be applied to the frame differences 
between successive images, or they could be applied across several successive 
frames. This leads to 3-d models and the estimation of both local orientation 
and motion. This estimation problem has been investigated by Knutsson [58].
The problem of extracting and representing more general features, such as tex­
ture, is encountered by a number of other multiresolution representations [67] 
[2]. In order to overcome this, more complex models, such as those of [114] 
[99], and the more general image representation of [14] have been suggested. 
The question of the complexity necessary to extract such features arises, and 
must be weighed against the benefit such information provides, particularly in 
coding applications. Another more recent development in extracting
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appropriate features for coding - the so-called ‘model-based’ methods [32][28] - 
have shown some promise for restricted application areas. Nonetheless, it 
would appear that they have major problems, both in terms of modelling and 
estimation, which must be overcome before they can be considered to represent 
a viable alternative to ‘conventional’ signal-based methods such as those 
described in the present work.
v
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APPENDIX A
By definition the predictor which produces an error which is orthogonal to the 
data is the minimum variance predictor [81]. For the model, this orthogonality 
principle is satisfied if pxypq defined by equation (Al) is equal to zero for all
xypq.
Pw, = £ [ [ i „ ( / . ) - i v (B )] i„ (» - l) ]  (A l)
Expanding this for the predictor A (n)
but from equation (2.3.3)
Sjcyin) -  £  A w (/«)jw ( n - l )  =  £  <A 3 >
P I  ra
giving
(A4)
or
P v ,  -  X  Bxr,^ )E^w„(,n)s„(.n -1)J (A5)
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Since from equation (2.3.5) wrs(.n) is orthogonal to every term in
equation (A5) is zero, and hence
= °  <A6)
for all xypq, for the predictor A (n). A (n) is therefore the minimum variance 
predictor for s(n) in terms of s(n —1 ).
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APPENDIX B
To determine the orientation of the feature, find the value ©min which minimises
l^-cose + Ifsine | dx dy dx dy '
(Bl)
Differentiating with respect to 0
—  = f f [ 3 —cos8  + 3 3  sine] dx dy dd 90 ¿{[ax dy J
(B2)
dxdy <B3>
[cos^-si”^ ) + [ [ | ] 2- [ f ] ] o o Sesine] dx dy 04)
(B5)
From equation (5.3.1)
s (*,y) = a + ax + w  + $xy (B6)
v
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f ^ - a + P y  (B7)
J ^ = Y + P *  (B8)
Substituting these into equation (B5) gives
(B9)
s in 2 0 ^  ( y + px)2 -  ( o  +  p> )2J dx dy
= 2cos2e|ocy+ y a p +  yY P+ - jP 2j  + siitfO^y2 -  a 2 + yP -  ap j (BIO)
= -jcos20(2a + p)(2y + p) + sin20(y -  a)(y + a  + P) (B11)
Replacing a , P and y from equations (5.3.1) and (B6)
cos 2 0  (2c  -  2a +a + d  - c  -  b)(2b -  2a + a+ d - c - b )  +
flo 2
sin2 0 (b -  a -  c + a)(b -  a + c - a + a  + d - c - b ) (B12)
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cos20(c -  a  + </ -  b)(b -  a + d -  c) + sin20(f> -  cX<* -  a) (B13)
■ yCOS2e [ w - a ) J - ( 4 - c ) JJ + s in 2 8 (6 -c x < i-a )  (B14)
Setting the = 0 to find the critical points 0p and rearranging gives
cos28p[ ( d - a ) 2 - ( t - c ) 2] =sin28p2(i>- c ) ( d - a )  (B15)
Thus the solution to this is a vector of the form
COS20p f 2(b - c ) ( d  - a )  1
sin28p m±> [ (4 - c ) 2 - ( < / - a ) 2J (B16)
r 2 ( b - c ) ( d - a )  ]
■ ± '[ ( M - a ) - ( 4 - c ) X ( 4  - c) + W - a ))J  ®  17>
where r *  0 .
Assigning e = b - c  and f  = d - a  and deriving the second differential of equa­
tion r  with respect to 0 from equation (B14)
¿¿T "  < lr[ 7 cos28[<r)J -  (*)*] + sin28(^)j (B18)
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= -sin20 ( / 2 -  e 2) + 2cos2Q(fe) (B19)
At the critical point 
tive is given by
COS20p f  1
sin2 0p
II + 1
d ' r ml\ W ,
d62 e 2 + f 2
j . .
(B20)
(B21)
Therefore this point is the minimum value with respect to 0, i.e.
with
v2e«h
f  2 ( b - c X d - a )  1
{ ( b - c ) 2 - ( d - a ) 2 J (B22)
m = (d — a)2 + (b -  c)2 (B23)
where m is the magnitude of the orientation vector.
Considering the other critical point. [COS20ps in 2 0 p
the second derivative at this point is given by
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(B 24)
•A* +4 (B 25)
So this point is a maximum.
Note that the values of 20p for two critical points are exactly 7t apart, so the 
values of 0p are apart. This means that, not surprisingly, the maximum and 
minimum estimate for the orientation are orthogonal.
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A B STR A CT
This paper describes a new  image data  compres­
sion algorithm, based on multiresoludon interpolation 
controlled by local feature orientation. The new coder 
is one  o f  a class o f  pyramidal coders employing what 
m ay be seen as non-causal predictive methods. It is 
show n to  be effective at rates below 1 bit p e r  pixel and 
to be  capable o f  producing decoded images with no 
gross distortions at compression ratios o f  up to  100. The 
coder is described in the context o f  a  new class o f  image 
models - pyramid models - and its performance on a 
num ber o f  test images presented and com pared with 
other methods. The paper is concluded w ith a discus­
sion o f  the implications o f  this work for im age model­
ling and data compression theory.
In troduction
In recent years, there have been a num ber o f  develop­
ments in image data compression which seek to exploit 
know n properties o f  the hum an visual system [1-5]. 
A m ong these properties, two have been found particularly 
sign ifican t: the use o f  multiple scales o f  im age representa­
tion is known to occur in the visual system and has found 
many applications in com puter vision ; the  orientation 
selective properties o f  simple cells in the prim ary visual 
cortex [6] are well documented and this idea has also been 
exploited in  a range o f  im age processing applications 
including data compression [1 4 ]. While such methods 
have been shown to  be effective in practice, they still lack 
the rigorous mathematical basis o f  m ore traditional 
methods, such as predictive o r  transform coding [7J.
The aim  o f  this paper is therefore twofold. First, a 
general predictive framework is presented for multiresolu­
tion image coders, based on a  new  class o f  im age models 
w hich are causal not in the im age plane, bu t in the scale 
dim ension. T his represents a generalisation o f  the model 
discussed in [8] and used for image restoration. Then a 
new  coder w hich falls within this general class will be 
described and its performance evaluated. In  addition to its 
use o f  multiresolution methods, the new coder is dis­
tinguished by its application o f  the local orientation estima­
tion procedure used successfully in [1]. The results 
achieved w ith th is coder serve to illustrate the potential o f 
methods derived from  the new  models and to  suggest ways 
in w hich classical linear signal models can usefully be sup­
plemented by models which are  perhaps m ore closely 
related back to the content o f  natural images and to the per­
ceptual machinery humans use to process them.
M ultircsolution Im age M odelling
The linear multiresolution models w hich form  the 
subject o f this paper can all be described by m eans o f  the
sim ple recursive equation (1)
S0i)-A(/i)5Cii-l)+*C<i)H,Cii) 0 <(• S N  (1)
in  which S(.) and W{.) are 2-d vectors
50O-(s*C»)) 0ix.y<M (2)
and A (•), B (•) are linear operators, i.e.
(3)
T h e  components «'„(*) are taken from a zero-m ean normal 
w hite noise process, independent over n , giving
«[w^ GO *„«*)] W
*[»'’*<">] -o ***■« ®
T h e  initial conditions for the recursion o f  equation (1) are 
A(0)-0 5((J)-«(0)M'(0) (6)
and the image is simply the N *  level o f  the  p rocess, S (A/). 
T o  this extent the model is identical in form  to the  causal 
models which have received much attention in  the litera­
ture on coding. The major distinction betw een the mul­
tiresolution model and the causal ones is that fo r a causal 
m odel, an image of dim ension M x M  p ixels requires 
N  -<#*, or, if  each line of the image is a  "state vector" 
N  -  M , whereas a multiresolution model typically  has for 
som e m , N -  lo g .« , where m is  the scale constant o f  the 
representation. Often the choice m - 2  is made on com puta­
tional grounds.
Linear In terp o la te  M ultiresolution (L IM ) models 
form  a subset o f the general c lass of multiresolution models 
distinguished by the following conditions. F o r each  level n 
o f  the recursion there is a set o f  points A . -  (Cx.oJ’.o).
(s. iO’. i).-'
image.
■ 1 such that if A is the set of all points in the
K m u 0 )
* ■ 0 * 1U alS
(8)
A .O A .-0 , ««•■» (9)
B ^ M - O ,  if (xj-XA. (10)
<1U
The index-limiting operator/(A.) associated with the set A. 
is defined by
C K A .) ) * , - ^  Uy)« A, 
-0  else (12)
T hen from  equation (8), it  follows that the identity operator 
is
' - £ / ( A.) (13)
It follow s from  equation (11) that
/(A .)5 (a) - / (A .) 5 ( ia)  ■ »  (14)
N ow  suppose there is a  linear operator C(a ,* i), <n>n, such
C(a , a.)5 (« .) -5 (« )  (15)
T hen  from  equation (1). if  «■ >n+l
S(« + l ) —ft(n+l)C (A .«i)5(«) + £(a+ l)H '(a+ l) (16)
o r  from  equations (9),(14)
S (n + i)-(r- /(A ..,))A (n * t)C (n .m )S (m ) + /(A ..JS (m )(17) 
so that 5(n+ l) can be obtained from 5(m), m>n, using the 
opera tor C (n* i.m )  in equadon (15)
C (p* l. m) -  (f-/(A ..,)) A(a+1) C(/i, m )+ /(A ..,) (18) 
B u t from  equations (6),(14)
SCO)-/(A,) SC«) (19)
Le. C(0,«i)a/(Ao) (20) '
I t follow s tha t every level « o f  the signal can be recon­
structed exaedy  from any level m>n. In particular, each 
s ignal 5 (a) can be obtained from the im age S(N) in this 
w ay. The ab ility  to reconstruct every level from the image . 
is  one  o f  the m ost useful features o f the LIM  models in the 
data  com pression applicauon, for it underlies the predictive 
cod ing  strategy described below. N ote that each point 
in  the final image can be written in the form 
S»(W )- Z  « W „C N ) + v*. C*.J-)*A. (21)
f r.* )« U A j
w here  v„  is independent o f  the variables S„(W)
£[v„S„CIV)] - 0 .  (*.}>)■ A„. (p.qymA „ k<n (22)
I t is  this linear interpolative structure which gives the 
m odel its name. The multiresolution component is 
expressed in the structure o f  the sets A .. For the basic 
R ecursive  B inary  Nesting (RBN) algorithm[5] the union of 
A , fo r k i n  defines the comers o f  edge-sharing blocks 
w hich segm ent the image and whose size decreases with «.
In  the application discussed below the union o f  A, fo r*  i n  
represents a  square lattice o f  block boundaries, whose den­
sity  increases w ith « (Fig 1). Another noteworthy feature 
o f  the  LIM  m odel is the ease with which non-stationarities, 
representing local anisotropies of various scales, for exam­
p le , m ay  be incorporated in the model, giving the modified 
recursion equation
I ^ ,» » C " ) ) J « M *  X #,«(•*&.)> *C»)(23) 
»•«) (►.»>
w here «,,(» ) is  in  general a vector field o f  model parame­
ters, such as orientation [1J.13J. The problem of estimating 
such  param eters from  the image Sin)  is  discussed in some 
de ta il in  [14].
In  effect, the images S(«) are successive approxima­
tions  to the final image SIN), based on linear interpolation 
w ith in  edge-sharing blocks o f  dimension (2* -+ l)  by 
(2 * -+ l) . The parametric model which has proved most 
successful in  applications is defined in terms o f  a vector 
8(«) o f  dim ension 2* x 2* o f  block orientations: each com­
ponent 9„ ( a)  is  an angle in the range (Ojt), specifying the 
orientation w hich the interpolation a (a) should take within 
the  block (Fig 2). This model therefore expresses both the 
m ultiresolution and orientation selective properties o f the 
v isual cortex.
A  P re d ic t iv e  Coder
The general recursive structure of these models natur­
ally suggests the use o f  a  p redictive coder, just as it does in 
the 1-d case. Indeed it  fo llow s from equations ( l) -(6 )  that
the minimum m.s.e. p red ic tor for 5(a) in 
(5(n-*).0 < i s « l  is ju st (e.g .[7] ).
term s of
S(/l ln -1 )-A (« )5 (n -1 ) (24)
The addition o f  a quantiser in to  the loop results in opera­
tional equations o f  the form
¿ ,(A ln - l) -A (A )5 t ( a - l )  l i n i N (25)
£<a) - 5 ( a) - 4 ( (a Ia-1) (26)
5 ,(a) - 0 (£(«)) ♦ i , ( a U - I ) - 5(a) ♦ V,(a) (27)
W here QM  is  a  quantisation function, which m ay be  a 
scalar quantiser o r  a vector quantiser (both types have been 
investigated) and V,(n) is the  vector of quantised noise 
components. The sim ilarity o f  these equations to those for 
the standard predictive co d er should be imm ediately 
apparent. Indeed there is  no  formal difference save  that 
N  -  logjAf in the present case. I t  should also be noted that 
only those error com ponents corresponding to the innova­
tions at level« are transm itted, that is
(C(£(")))v - 0  i t  X '« w ,(» ) | - '>  (28)
The orientation dependence o f  the coder can  be 
emphasised by writting, in  p lace  o f  equation (25)
i,(n  l» - l)  -A (« .8 ,(« ))  S, («-1) (29)
Where 9,(«) is the vector o f  quantised block orientations. 
Finally, it may be noted that th e  successive approximation 
process in the coder may be terminated at a level « <N if, 
fo r example some e rror criterion  for the block at
level « is satisfied. In  the te sts  described below, a max­
imum error criterion w as used, v iz
d ijln )-  max __ I S « , (/ V ) -J „ (a )I S ¿ (3 0 ) 
j r -  s j s y t i p ' -
W here d >0 is a threshold. In  other words, these coders 
allow a simple form o f  th reshold coding to be applied : any 
block for which the error c rite ria  is satisfied is not subdi­
vided. The address inform ation which this produces must 
o f  course be transmitted along w ith the prediction errors.
T es t R esu lts
The test images were pre-filtered with an anisotropic 
filter based on the orientation estimate 8(W). A  num ber o f  
coders based on the above m odels have been tested. The 
sim plest was a variation on the original RBN coder [5] in 
which the block interpolation A (a) was just a  bilinear inter­
polation from the four com er po in ts . The prediction errors 
were quantised using a vector quantiser and a maximum 
error threshold criteria used. T h e  results from this coder 
were satisfactory, bu t d id  n o t represent a significant 
improvement on the basic R B N  scheme. The orientation 
selective coder, on the o the r hand has produced 
significantly better results on a  number of 8-bit (312x312) 
pixel test images. T he block orientations were estimated 
using the unbiased estim ator described in [1] and the orien­
tation quantised to one o f  31 angles
O i l  i X  (31)
Arithmetic coding w ith a  dynam ic  probability estimation 
was employed for a ll transm itted components and 
addresses [13]. For this c oder, the interpolator A (a) 
requires the luminances at a ll points on the block perim e­
ter. This involves 1-d coding o f  the prediction errors for 
each block edge.
A v a rie ty  o f  1-d coden  were tested, including a discrete 
cosine transform . It was found how ever that a 1-d venion 
o f  the  R B N  algorithm perform s as w ell as other methods. 
This w a s  the  method selected for the  tests whose results are 
show n in  Figs 3-6 and Tables 1,2. F igs 5 and 6 show the 
resu lts o f  coding the test im ages "GIRL“ and "BOATS" 
resp e c tiv e ly  at rates o f  0 .08bpp and  0.26bpp. Although 
some e r r o r s  are visible at these rates, there are none o f  the 
gross d is to rtio n s which are typical o f  m ost block coders. 
T able 1 a n d  2 show that acceptable results can be obtained 
w ith th e s e  images at rates be low  0.5 bpp, comparing 
favou rab ly  with the results reported  for either the tradi­
tional tran sfo rm  or predictive coders o r  the more esoteric 
system s described  in e.g. [3].
Conclusions
It h a s  been shown that a  com m on framework exists 
fo r m uitireso lu tion  image processing, based on a new class 
o f  the rec u rs iv e  linear model o f  equation  (1). Some proper­
ties o f  th e s e  models have been d iscused (cf [11]) and a 
form su ite d  to image coding - the linear interpolative form 
- in troduced . Parametric form s g iv ing  varying degrees of 
global a n d  local non-uniformity w ere also presented and 
applied successfu lly  to the problem  o f  im age data compres­
sion. B y  establishing a firmer m athem atical basis for these 
m ethods, i t  becomes possible to  explo it much o f  the exist­
ing m a th em ad cal apparatus o f  signal theory within the 
m u ltireso lu tion  framework. T his wall have im portant prac­
tical consequences for the developm ent o f  effective pro­
cedures f o r  signal estimation and  analysis as well as for 
p red ic tion  (see  also [8][9]). N ew  applications o f  rate- 
disto rtion  theory  may also be anticipated.
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G IR L
BPP MSE PSNR
0.08 167.78 -«-25.88
0.12 119.16 ♦27.37
0.20 82.33 +28.98
0.29 64.34 ♦30.05
BPP - Bits Per Pixel
M SE - Mean Squared Error
PSNR - Peak Signal T o  Noise Ratio
Table 1
B O A TS
BPP MSE PSNR
0.06 398.61 ♦22.13
0.13 273.22 ♦23.72
0.26 102.93 ♦28.01
0.31 87.50 ♦28.71
0.43 70.90 ♦29.62
Table 2
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