We derive an inequality for multiple integrals from which we conclude various generalized isoperimetric inequalities for Brownian motion and symmetric stable processes in convex domains of fixed inradius. Our multiple integral inequality is a replacement for the classical inequality of H. J. Brascamp, E. H. Lieb and J. M. Luttinger, where instead of fixing the volume of the domain one fixes its inradius. 2997 2998 R. BAÑUELOS, R. LATA LA, AND P. J. MÉNDEZ-HERNÁNDEZ A BRASCAMP-LIEB-LUTTINGER INEQUALITY 2999
Introduction
There is a large class of analytic and probabilistic quantities which are domain dependent and which are bounded above or below by the corresponding quantities when the domain is a ball. Among these are integrals of heat kernels and Green's functions, eigenvalues of the Dirichlet Laplacian and moments of exit times of Brownian motion. These inequalities are often called generalized isoperimetric inequalities. (See [15]- [17] .) We now describe some concrete examples related to the topic of this paper. First, let D ⊂ R n be a domain and let D * be the ball in R n with the same volume as D and centered at the origin 0. Let P D t (z, w) and P D * t (z, w) denote the heat kernels of the Dirichlet Laplacian in D and D * , respectively. It is well known (see [1] and [15]- [17] ) that
for all z ∈ D and all t > 0. This inequality is the same as the probabilistic inequality
for all z ∈ D and all t > 0, where τ D is the first exit time of the Brownian motion from the domain D and P z is the associated probability measure when this motion starts at z. If we denote the first eigenvalue of the Dirichlet Laplacian in D by λ D , it is well known that
with a similar expression for λ D * . These inequalities imply, among other things, the classical Rayleigh-Faber-Krahn inequality
Also, it follows by integrating (1) in time that
where G D (z, w) and G D * (0, w) are the Green functions of D and D * , respectively. Inequality (4) is equivalent to E z τ D ≤ E 0 τ D * for all z ∈ D, and in fact it follows from (2) that for all nonnegative increasing functions ϕ we have E z ϕ(τ D ) ≤ E 0 ϕ(τ D * ).
As sharp as the above inequalities are, they do not have much meaning when the domains have infinite volume. It is known that for a large class of domains what determines if sup z∈D E z (τ D ) is finite is the inradius of the domain. For example, let D be any simply connected domain in the plane and let R D be the supremum of the radii of the disks contained in the domain. This quantity is called the inradius of the domain. It is known (see [2] ) that there are positive constants C 1 , C 2 , C 3 , and C 4 such that
and
We should note that the lower bound in (5) and the upper bound in (6) are trivial by domain monotonicity. In fact, the corresponding quantities for the disk of radius R D = 1 give the constants C 1 and C 4 ; the upper bound in (5) and the lower bound in (6) are what is of significance here. There has been considerable interest in obtaining sharp versions of the right-hand side of (5) and the left-hand side of (6) and in identifying the extremal domains. We refer the reader to R. Bañuelos and T. Carroll [2] for some of the extensive literature on this subject and for connections to other problems. These problems seem to be very difficult for arbitrary simply connected domains and conjectures; on how the extremals domains should look is not even available. Even within the class of convex domains these problems are not easy. Here, however, there has been considerable progress.
Let D ⊂ R n be a convex domain with 0 < R D < ∞. Set I(D) = (−R D , R D ), the symmetric interval in the real line of inradius R D . The infinite slab (infinite strip for n = 2) of inradius R D in R n is the domain S(D) = { z = (x 1 , . . . , x n ) : Theorem 1. Let D be a convex domain of finite inradius R D and let S(D) be the infinite strip as defined above. Let f 1 , . . . , f m be nonnegative, nonincreasing, radially symmetric functions on R 2 . Then for any t 1 , . . . , t m > 0 and any z 0 ∈ R 2 we have t1D · · · tmD m j=1 f j (z j − z j−1 ) dz 1 · · · dz m ≤ t1S (D) . . .
This Theorem is motivated by the following result which follows from a more general result of Brascamp, Lieb and Luttinger [5] . Theorem 2 ( [5] ). Let f 1 , . . . , f m be nonnegative functions in R n and let f * 1 , . . . , f * m be their symmetric decreasing rearrangements. Then for any z 0 ∈ R n we have
As we shall see below, Theorem 2 immediately implies (1), and hence (2), (3) and (4) not only for Brownian motion but also for any symmetric stable process. In the same way, Theorem 1 will imply (9), and hence also (7) and (8) for Brownian motion and for general symmetric stable processes. The proof of Theorem 1 is given in §2 and the applications are given in §3. It has been known for several years now that such rearrangement inequalities combined with the probabilistic representation of the heat kernel imply the classical Raleigh-Faber-Krahn inequalities and many other generalized isoperimetric inequalities for heat kernels and Green's functions. See for example [15] - [17] .
Proof of Theorem 1
For any convex domain D ⊂ R 2 containing the origin we define the following Minkowski pseudonorm:
To simplify notation we set S(D) = S for the rest of this section. A simple geometric argument shows that any planar convex domain D of finite inradius is contained in a strip of the same inradius or in a triangle T of the same inradius; see [3] . The case of the strip is trivial and hence we may assume that D is an arbitrary triangle T . After translating T , if necessary, we may assume that its largest incircle is centered at (0,0).
Lemma 1.
Let T be a triangle and let S be a strip such that their largest incircles are centered at the origin and have the same inradius. Then for any z, w ∈ R 2 such that z T = w S we have
where m is the Lebesgue measure in R 2 .
Proof. Let us first set some notation. Let X, Y, Z be three points in R 2 . We say that a point W in R 2 is in the cone Γ(X, Y, Z) with vertex at Y , if:
• W and Z are in the same closed half plane determined by the line that passes through X and Y . • W and X are in the same closed half plane determined by the line that passes through Z and Y .
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We refer the reader to Figure 1 . Without loss of generality we may suppose that R T = 1. Let A, B, C be the vertices of T , and let z be in the cone Γ(A, O, B), where
Introduction
The potential theory for the symmetric a-stable processes, 0oao2; in domains of Euclidean space has been extensively studied by many researchers for many years. In particular, many of the ''fine'' and now well-known results for Brownian motion ða ¼ 2Þ have been extended to these processes in recent years. These include, to name but a few, the boundary Harnack principles [9, 12, 45] , the identification of the Martin boundary for various types of domains [10,23], the Harnack inequalities and conditional gauge theorems for a-stable Schro¨dinger semigroups [11, 13, 21, 24] , the notion of intrinsic ultracontractivity [21,36], sharp estimates for Green functions and Poisson kernels [22, 42] , and isoperimetric-type inequalities for heat kernels, Green functions, the lowest eigenvalue, and electrostatic capacities [2, 5, 39] . We refer the reader to [20] for a survey of some of these results. Despite the extensive literature on extension of these ''fine'' potential theoretic properties from the Brownian motion to the symmetric a-stable processes, many of the more detailed and refined spectral theoretic properties for which there is also an extensive literature in the case of Brownian motion (the Laplacian), remain completely open for general symmetric stable processes. This is the case even in the simplest geometric setting when the domain is the interval ðÀ1; 1Þ: The purpose of this paper is to study some of these detailed properties for the eigenvalues and eigenfunctions in the case of the Cauchy process, a ¼ 1: Before we describe our result in more detail, and the reason why we need to restrict to the Cauchy process, we recall the basic definitions and some of the results for the Brownian motion which motivated the work presented in this paper.
Let X t be a d-dimensional symmetric a-stable process of order aAð0; 2 in R d : The process X t has stationary independent increments and its transition density p a ðt; x; yÞ ¼ p a ðt; x À yÞ; t40; x; yAR d is determined by its Fourier transform These processes have right continuous sample paths and their transition densities satisfy the following scaling property: D Â D as a functions of ðx; yÞ: We refer the reader to [21, 36] for these elementary properties. It follows from this bound on the function p D ðt; x; yÞ that for any open set D of finite volume, and in particular for any bounded set, the operator P D t generates a self-adjoint semigroup on L 2 ðDÞ which is ultracontractive. That is, the operator P D t maps L 2 ðDÞ into L N ðDÞ for all t40: Under these assumptions it follows from the general theory of heat semigroups [26] that there is an orthonormal basis of eigenfunctions fj n g for L 2 ðDÞ and corresponding eigenvalues fl n g satisfying 0ol 1 ol 2 pl 3 p? with l n -N as n-N: That is, the pair fj n ; l n g satisfies P D t j n ðxÞ ¼ e Àl n t j n ðxÞ: ð1:2Þ
In addition, l 1 is simple and the corresponding eigenfunction j 1 ; often called the ground state eigenfunction, is strictly positive on D: By the continuity of the kernel in both variables x and y; the eigenfunctions j n are continuous and bounded. These general facts hold for all symmetric stable processes of index 0oap2: For more general properties of these semigroups, see [6, 21, 32] . The above construction is analogous to the construction for Brownian motion. If we replace the Cauchy process, a ¼ 1; by the process associated with a ¼ 2 (Brownian motion running at twice the speed) and assume in addition that D is connected and that @D is regular, then P D t is just the heat semigroup associated with the Laplacian in D with Dirichlet boundary conditions. In this case p D ðt; x; yÞ is the fundamental solution of the heat equation in D; also called the heat kernel for D: Let us denote by fc n ; m n g N n¼1 the eigenfunctions and eigenvalues in this case. This pair is then the classical eigenfunction/eigenvalue solution of the Dirichlet Laplacian in D: That is, the pair satisfies The Dirichlet eigenvalue problem (1.3) has been extensively studied for many years both analytically and probabilistically. It is well-known that geometric information on D; such as convexity, symmetry, volume growth, smoothness of its boundary, etc., provides information not only on the ground state eigenfunction c 1 and the ground state eigenvalue m 1 ; but also on the spectral gap m 2 À m 1 ; and on the geometry of the nodal domains of c 2 : We recall here some of the classical results for the Laplacian which served as motivation for the investigations in this paper.
Recall that for any f : D-R; its nodal set is f À1 f0g and a nodal domain of f is any connected component of D\ f À1 f0g: The celebrated Courant-Hilbert nodal domain theorem guarantees that c n has no more than n nodal domains. In particular, c 2 has exactly two nodal domains. In [41] , Payne proved that if D is a symmetric bounded convex domain in the plane, then the nodal line N ¼ fxAD : c 2 ðxÞ ¼ 0g for c 2 must intersect @D in exactly two points. He conjectured that such a result should hold for any planar convex domain, regardless of symmetry. This was proved by Melas [38] for bounded convex domains in the plane with smooth boundary (see also [1] ). This kind of detailed information on the nodal line is crucial in proving m 2 À m 1 43p 2 =d 2 D [3, 27] for bounded planar convex domain of diameter d D which are symmetric with respect to both coordinate axes and convex in both axes. Indeed, for such domains Payne [41] proved that the nodal line is one of the two axes of symmetry. For general convex domains in R d ; an important result of Brascamp and Lieb [18] asserts that the eigenfunction c 1 is log concave. This result has had many interesting applications in the literature and in particular it can be used to prove that for general convex domain, m 2 À m 1 4p 2 =d 2 D [37,44]. (The general conjecture made in 1983 by van den Berg [4] that for any planar convex domain m 2 À m 1 43p 2 =d 2 D ; remains open.) For many other applications of the Brascamp-Lieb log-concavity result, including applications to option pricing, and various other extensions, we refer the reader to Borell [14-16].
All of the above properties for the eigenvalues and eigenfunctions are completely unknown for general symmetric stable processes (or for the Cauchy process) even for the interval ðÀ1; 1Þ: Of course, various general results on the eigenvalues and eigenfunctions of the Cauchy process, and even for general symmetric stable processes, are known. For example: (1) A version of the celebrated Wyel's asymptotic law was proved in [6] . This asserts that if D is an open bounded nonempty set and NðlÞ denotes the number of eigenvalues which are smaller than or equal to l; and mð@DÞ ¼ 0; then NðlÞEl d mðDÞc d ðGð1 þ dÞÞ À1 as l-N [6]. (2) It was proved recently that for all bounded domains the semigroup P D t is intrinsically ultracontractive [21, 36] . Intrinsic ultracontractivity is closely related to the parabolic boundary Harnack principle and to conditioned processes (the associated Doob hprocesses). It gives very sharp estimates on j n in terms of j 1 and we will indeed use some of these estimates below, (see (2.6) in Section 2). In addition, if @D is suitably smooth then j 1 ðxÞ behaves like ðdistðx; @DÞÞ 1=2 : (3) It is known that among all domains of fixed volume the ball has the smallest l 1 (the Faber-Krahn inequality) and that among all convex domains of inradius R D (the radius of the largest ball contained in D) l 1 is minimized by the infinite strip and maximized by the ball of radius R D : We refer the reader to [2,39] for many other ''isoperimetric-type'' results for general symmetric stable processes.
While an explicit expression for l 1 is not known even for the interval ðÀ1; 1Þ; the comparison estimates in [2,39] lead to explicit upper and lower bounds for l 1 for ðÀ1; 1Þ: As far as estimates on l n ; nX2; and geometric properties of j n ; nX2 for ðÀ1; 1Þ are concerned, nothing seems to be known. Indeed, it was this very simple geometric situation which initially motivated our investigations that led to this paper. We were particularly interested in obtaining bounds for l 1 ; l 2 ; l 2 À l 1 and geometric properties for j 1 and j 2 for ðÀ1; 1Þ: It may be proved (Section 4) that there exists an eigenfunction which is antisymmetric and (up to a sign) negative on ðÀ1; 0Þ and positive on ð0; 1Þ: One of the first goals of this paper was to prove that this is the second eigenfunction. Unlike the case of the Laplacian, the proof is not easy. This is due in part to the fact that the Courant-Hilbert nodal line theorem is not known for operators which are not local. We succeeded in obtaining properties for j 2 and l 2 for ðÀ1; 1Þ because of the connection of the Cauchy process to the Steklov problem. We will now describe this connection.
The central difficulty from the analytic point of view in studying some of the fine properties of l n and j n for the semigroup P D t is that its infinitesimal generator, A D ; is not a local differential operator. We may define A D formally by
for such f AL 2 ðDÞ for which this limit exists in L 2 ðDÞ: The set of such functions (the domain of A D ) is denote by DðA D Þ: Similarly we define A D f ðxÞ ¼ lim tk0 ðP D t f ðxÞ À f ðxÞÞ=t for any f ACðDÞ and xAD for which the limit exists. It may be shown that for f AC 2 c ðDÞ and xAD; A D f ðxÞ is well defined and we have A D f ðxÞ ¼ ÀðÀDÞ 1=2 f ðxÞ:
The definition of (ÀDÞ 1=2 may be find for example in [11] (Definition 3.2, Lemma 3.5). We want to emphasize that we will not use the operator ðÀDÞ 1=2 in any essential way in this paper, we just want to present the connection between the semigroup P D t and the operator ðÀDÞ 1=2 :
The expression It is well-known that j n ADðA D Þ; ðÀDÞ 1=2 j n ðxÞ; A D j n ðxÞ are well defined for xAD and A D j n ðxÞ ¼ ÀðÀDÞ 1=2 j n ðxÞ ¼ Àl n j n ðxÞ; xAD: With this, we may write an analog of (1.3) with D replaced by ÀðÀDÞ 1=2 : However, due to the non-locality of this operator it is difficult to use this representation to study the influence of the geometry of D on j n and on l n : The main idea in this paper, and the reason why we need to restrict our attention to the case a ¼ 1; is based on the connection between the eigenvalue problem for the Cauchy process and a mixed boundary eigenvalue problem for the Laplacian in one dimension higher, known as the ''mixed Steklov'' problem. Probabilistically, this amounts to thinking of the Cauchy processes as the trace of Brownian motion in one dimension higher. This idea will help us avoid dealing with ðÀDÞ 1=2 and the difficulties related to the non-locality of this operator. However, even for bounded domains DCR d the boundary value problem that arises takes place in unbounded domains and has not, as far as we know, been treated in the literature. Hence, we must deal with many basic questions and estimates for this problem.
The connection between our eigenvalue problem (1.2) and the Steklov problem arises as follows. For f AL 1 ðR d Þ we set
x; yÞ f ðyÞ dy; where pðt; x; yÞ is given by (1.1). For f AL 2 ðDÞ we extend it to all of R d by putting f ðxÞ ¼ 0 for xAD c : Since D is bounded we see that such functions are also in L 1 ðR d Þ:
Thus P t f ðxÞ is well defined for f AL 2 ðDÞ by our bound on pðt; x; yÞ and in particular it is well defined for any eigenfunction j n of our eigenvalue problem (1.2) extended to be zero outside of D: For any nAN; xAR d and t40 we put Since j n is continuous at least on R d \@D the function u n is continuous at least on H\fðx; 0Þ : xA@Dg: For many ''regular domains'' such as bounded Lipschitz domains, j n is continuous on all of R d (see (3. 2)), so that u n is continuous on all of H: We will denote by H þ the interior of the set H: That is,
Theorem 1.1. Let DCR d be a bounded domain. Then Du n ðx; tÞ ¼ 0; ðx; tÞAH þ ; ð1:7Þ @u n @t ðx; 0Þ ¼ Àl n u n ðx; 0Þ; xAD ð1:8Þ
The idea of transforming problems for the non-local generator of symmetric astable processes to problems for local operator in R dþ1 has been used in the past, see for example [28, 40] . This idea was also used in a very general context in [43] .
If O is a bounded domain in R d and we write its boundary @O as the disjoint union of two pieces, ð@OÞ 1 and ð@OÞ 2 then the classical ''mixed Steklov'' eigenvalue problem [29,30,34] is the following mixed boundary value problem:
ð1:10Þ @u n @n ðzÞ ¼ Àe n u n ðzÞ; zAð@OÞ 1 ; ð1:11Þ
and @ @n is the inner normal derivative. The basic difference between our Steklov problems and the classical one in that our domain is unbounded.
The transformation of our eigenvalue problem (1.2) for the Cauchy process to (1.7)-(1.9) enables us to use variational methods, and in particular to derive a variational formula for l n (Theorem 3.8) and to prove an analog of the Courant-Hilbert nodal domain theorem (Theorem 3.11). Under some additional assumptions on D; we will also show that l n p ffiffiffiffiffi m n p : A comparison result of this type for all 0oao2 was proved in [2] for l 1 : In addition, we obtain various other results for the eigenvalues and eigenfunctions of the Cauchy process from the corresponding Steklov problem. The paper is organized as follows. In Section 2 we set some notation and present various known facts for the Cauchy process which are needed in the sequel. We also obtain a new upper bound estimate on l 1 for balls in R d which holds for all 0oao2: In particular, if D ¼ ðÀ1; 1Þ and a ¼ 1 we have 1pl 1 p3p=8: This estimate is better than the previous best bounds contained in [2]. In Section 3, we establish the connection between the Cauchy eigenvalue problem and the mixed Steklov boundary eigenvalue problem and prove the variational characterization for l n :
In Section 4, we prove several results based on properties of the transition density p D ðt; x; yÞ: One of the main result in this section (Theorem 4.3) asserts that whenever D is symmetric relative to one of the coordinate axis, then there exists an antisymmetric eigenfunction which is positive on the portion of D which lies on one side of the axis and negative on the portion of D which lies on the other side. It comes as a surprise to us that such results are essentially trivial for the Brownian motion (the Dirichlet Laplacian) but not so for the Cauchy processes. The basic idea for this argument is to use the multiple integral representation of the kernel coming from the semigroup property to construct a new semigroup.
In Section 5, we use the some of the results obtained in the previous sections to perform a much more detailed study for the Cauchy eigenvalues and eigenfunctions on what is perhaps the simplest geometric setting for these type of problems, the interval D ¼ ðÀ1; 1Þ: We will show that j 1 is symmetric and concave on ðÀ1; 1Þ (see Theorem 5.1). It is in fact non-decreasing on ðÀ1; 0Þ and non-increasing on ð0; 1Þ; and hence it satisfies the Brascamp-Lieb [18] concavity result. However, the main result of this section deals with geometric properties of j 2 and l 2 : We shall prove that 2pl 2 pp and that its corresponding eigenfunction j 2 is antisymmetric and (up to sign) negative on ðÀ1; 0Þ and positive on ð0; 1Þ (Theorem 5.3), similar to the situation for the Brownian motion. From this it will follow that j 2 has two nodal domains and one nodal set. Moreover, we will show that j 2 is concave on ð0; 1Þ and convex on ðÀ1; 0Þ: In this section we also obtain various properties for l 3 and j 3 (Theorem 5.4). Furthermore, an application of our Courant-Hilbert nodal domain theorem for the Cauchy process proved in Section 3 will give that j n ; nX1; has at most 2n À 2 zeros in ðÀ1; 1Þ: This implies that j n has at most 2n À 1 nodal domains. Again, we find it remarkable that these properties, as simple as they are for Brownian motion, take considerable work to prove for the Cauchy process and that, outside of a ¼ 1 and 2, they remain unknown for other symmetric a-stable processes.
Preliminary results
In this section we introduce some more notation, prove Theorem 1.1 and obtain some new bounds on the ground state eigenvalue. These bounds hold for all 0oao2 and are of independent interest. Let N ¼ f1; 2; yg denote the set of natural numbers. For dAN; we denote by j Á j the Euclidean norm in 
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The spectral gap estimates for eigenvalues of the Laplacian with Dirichlet boundary conditions, henceforth referred to as the Dirichlet Laplacian, have attracted considerable attention for many years [2,3,10,29,36,37,40]. The Dirichlet Laplacian is the infinitesimal generator of the semigroup of Brownian motion killed upon leaving a domain. Therefore questions concerning eigenvalues of this operator can be studied both by analytic and probabilistic methods. The question of precise lower bounds for the spectral gap for the Dirichlet Laplacian (the difference between the first two eigenvalues) was raised by M. van den Berg [10] (see also Yau [38, problem No. 44]) and was motivated by problems in mathematical physics related to the behavior of free Boson gases. The conjecture, which remains open, asserts that for any convex bounded domain D of diameter d D , the spectral gap is bounded below by 3π 2 /d 2 D . (See [5, 9, 21] where some special cases of the conjecture are proved and [22,39] for more general "partition function" inequalities.)
The spectral gap has also been studied for the Laplacian with Neumann boundary conditions and for Schrödinger operators [2,33,36,37]. From the probabilistic point of view, the spectral gap for the Dirichlet Laplacian determines the rate to equilibrium for the Brownian motion conditioned to remain forever in D, the Doob h-process corresponding to the ground state eigenfunction.
The natural question arises as to whether these results can be extended to other non-local, pseudo-differential operators. The class of such operators which are most closely related to the Laplacian from the point of view of Brownian motion are −(− ) α/2 , α ∈ (0, 2). These are the infinitesimal generators of the symmetric α-stable processes. These processes do not have continuous paths which is related to non-locality of −(− ) α/2 . As in the case of Brownian motion, we can consider the semigroup of these processes killed upon exiting domains and we can consider the eigenvalues of such semigroup. Here again, the spectral gap determines the asymptotic exponential rate of convergence to equilibrium for the process conditioned to remain forever in the domain. Instead of speaking of the eigenvalue gap for the operator −(− ) α/2 we will very often refer to it as the eigenvalue gap for the corresponding process.
The purpose of this paper is to obtain eigenvalue gap estimates for the Cauchy process, the symmetric α-stable process for α = 1. This is done using the connection (established in [6]) between the eigenvalue problem for the Cauchy process and the mixed Steklov problem. Both, the methods and the results, are new. The results raise natural questions concerning spectral gaps for other symmetric α-stable processes and for more general Markov processes. We believe that as with the results in [6] which have motivated subsequent work by others, see [18,23,24], the current results will also be of interest. Let X t be a symmetric α-stable process in R d , α ∈ (0, 2]. This is a process with independent and stationary increments and characteristic function E 0 e iξ X t = e −t|ξ | α , ξ ∈ R d , t > 0. E x , P x denote the expectation and probability of this process starting at x, respectively. By When α = 2 the process X t is just the Brownian motion in R d but running at twice the speed. That is, if α = 2 then
(1.1)
When α = 1, the process X t is the Cauchy process in R d whose transition densities are given by
Our main interest in this paper are the eigenvalues of the semigroup of the process X t killed upon leaving a domain. Let D ⊂ R d be a bounded connected domain and τ D = inf{t 0: X t / ∈ D} be the first exit time of D. By {P D t } t 0 we denote the semigroup on L 2 (D) of X t killed upon exiting D. That is,
The semigroup has transition densities p D (t, x, y) satisfying
The kernel p D (t, x, y) is strictly positive symmetric and
The fact that D is bounded implies that for any t > 0 the operator P D t maps L 2 (D) into L ∞ (D). From the general theory of semigroups [20] it follows that there exists an orthonormal basis of eigenfunctions {ϕ n } ∞ n=1 for L 2 (D) and corresponding eigenvalues {λ n } ∞ n=1 satisfying
with λ n → ∞ as n → ∞. That is, the pair {ϕ n , λ n } satisfies
The eigenfunctions ϕ n are continuous and bounded on D. In addition, λ 1 is simple and the corresponding eigenfunction ϕ 1 , often called the ground state eigenfunction, is strictly positive on D. For more general properties of the semigroups {P D t } t 0 , see [11, 16, 26] . It is well known (see [4, 16, 17, 28] ) that if D is a bounded connected Lipschitz domain and α = 2, or that if D is a bounded connected domain for 0 < α < 2, then {P D t } t 0 is intrinsically ultracontractive. This implies, among many other things, that
uniformly in both variables x, y ∈ D. In addition, the rate of convergence is given by the spectral gap λ 2 − λ 1 . That is, for any t 1 we have
The proof of this for α = 2 may be found in [37] . The proof in our setting is exactly the same.
In the Brownian motion case the properties of eigenfunctions and eigenvalues have been extensively studied for many years, both analytically and probabilistically. It is well known that geometric information on D, such as convexity, symmetry, volume growth, smoothness of its boundary, etc., provides information not only on the ground state eigenfunction ϕ 1 and the ground state eigenvalue λ 1 , but also on the spectral gap λ 2 − λ 1 , and on the geometry of the nodal domains of ϕ 2 .
In the case of stable processes of index 0 < α < 2, very little is known. (We refer the reader to [6] where some of the known results are reviewed and for a discussion of the many open questions.) Except for the one-dimensional case [6,18] we are not at present able to estimate from below the spectral gap λ 2 − λ 1 or obtain much useful geometric information on the eigenfunction corresponding to λ 2 . In this paper we will instead study domains with one axis of symmetry and obtain estimates for λ * − λ 1 where λ * is the eigenvalue corresponding to the "first" antisymmetric eigenfunction for D. In the Brownian motion case λ * = λ 2 in many important cases (we will discuss this later in the sequel). Therefore estimates on λ * − λ 1 are very closely related to estimates on λ 2 − λ 1 . It is natural to conjecture that λ * − λ 1 = λ 2 − λ 1 for the Cauchy process and for other symmetric α-stable processes in various symmetric domains but this remains open.
For each x = (x 1 , x 2 , . . . , x d ) we putx = (−x 1 , x 2 , . . . , x d ). For any domain D ⊂ R d , we set D + = {x ∈ D: x 1 > 0} and D − = {x ∈ D: x 1 < 0}. We say that D is symmetric relative to the x 1 -axis ifx ∈ D whenever x ∈ D. Recall that the inradius r D of D is the radius of the largest ball contained in D.
In [6, Theorem 4.3] we proved that if D ⊂ R d is a connected, bounded Lipschitz domain which is symmetric relative to the x 1 -axis, then there exists an eigenfunction ϕ * for the Cauchy process with corresponding eigenvalue λ * which is antisymmetric relative to the x 1 -axis (ϕ * (x) = −ϕ * (x), x ∈ D) and (up to a sign) ϕ * (x) > 0 for x ∈ D + and ϕ * (x) < 0 for x ∈ D − . Moreover, if ϕ is any eigenfunction with eigenvalue λ such that ϕ is antisymmetric relative to the x 1 -axis and ϕ is different from ϕ * (ϕ / ∈ Span{ϕ * }), then λ * < λ. In other words, ϕ * has the smallest eigenvalue amongst all eigenfunctions which are antisymmetric relative to x 1 -axis.
The main result of this paper is the following theorem.
Theorem 1.1. Let D ⊂ R d be a bounded convex Lipschitz domain which is symmetric relative to the x 1 -axis and {P D t } t 0 be the semigroup of the Cauchy process killed upon exiting D. Let λ * be the eigenvalue for {P D t } t 0 corresponding to the unique eigenfunction ϕ * which is antisymmetric relative to the x 1 -axis and strictly positive on D + and strictly negative on D − . Let L = sup{x 1 : x = (x 1 , . . . , x d ) ∈ D} and assume that the inradius r D of D is equal to 1. Then we have
,
The eigenvalues λ n satisfies the scaling property λ n (kD) = λ n (D)/k, k > 0. This leads to the following easy conclusion. Corollary 1.1. Let D ⊂ R d satisfy the same assumption as in Theorem 1.1 except that now the inradius r D is arbitrary. Then we have
where C d , C d are the same as in Theorem 1.1. In particular, for a disk D = B(0, r) ⊂ R 2 , r > 0, we have 1 6r λ * − λ 1 .
In terms of an upper estimate for the gap, we have the following:
Theorem 1.2. Let D ⊂ R d be a bounded convex domain of inradius r D and let λ 1 , λ 2 eigenvalues for the semigroup of the Cauchy process killed upon exiting D. Then
where µ 1 and µ 2 are, respectively, the first and second eigenvalues for the Dirichlet Laplacian for the unit ball, B(0, 1), in R d . In fact, µ 2 = j 2 d/2,1 and µ 1 = j 2 d/2−1,1 where j p,k denotes the kth positive zero of the Bessel function J p (x).
The constants C d , C d in Theorem 1.1 are of course not optimal. An easy calculation shows that C 1 ≈ 0.735 (C 1 > 7/10), C 1 ≈ 0.297 (C 1 > 1/4), C 2 ≈ 0.475 (C 2 > 4/10), C 2 ≈ 0.192 (C 2 > 1/6), C 3 ≈ 0.358 (C 3 > 1/3), C 3 ≈ 0.145 (C 3 > 1/7). In particular, for rectangles R =
Let D be a bounded convex domain in R d , d 1, and let ϕ 1 be the first eigenfunction for the Dirichlet Laplacian in D. In their seminal paper [13], Brascamp and Lieb proved that ϕ 1 is log-concave in D. That is, log(ϕ 1 ) is concave on any segment contained in the domain. This result has led to many interesting applications in analysis, geometry, PDE, mathematical physics and probability. For some of these applications, see Borell [10, 12, 11] and the many references therein. In particular, the log-concavity of ϕ 1 leads to estimates of the spectral gap λ 2 − λ 1 which describes the rate to equilibrium of the Brownian motion conditioned to remain forever in the domain D. We refer the reader to [4, 18, 20] and [21] for some of these applications and additional references.
In [2], the first two authors initiated the study of what may be called the "fine spectral theoretic properties" of symmetric stable processes. Unfortunately, given the "nonlocality" of the generator of these processes, even the most basic ques- tions seem to be very difficult. It was proved in [2] (Theorem 5.1) that the ground state eigenfunction for the Cauchy process in the interval (−1, 1) is concave. We, of course, expect this to be the case for any symmetric stable process. The purpose of this paper is to prove that for any symmetric stable processes, the ground state eigenfunction is concave in (− 1 2 , 1 2 ). We call this property "mid-concavity". This will follow from a more general result on "mid-concavity" of the finitedimensional distributions of these processes. This "mid-concavity" result is new even for Brownian motion.
We first recall some basic definitions. Let X α t be a d-dimensional symmetric stable process of index 0 < α 2. The process X α t has stationary independent increments and its transition density
These are Lévy processes with right continuous sample paths. The transition densities satisfy the scaling property
, hence the process has the scaling property of index α. When α = 2, X 2 t is just Brownian motion B t running at twice the speed and when α = 1, X 1 t is the Cauchy process. In the first case, p 2 t (x, y) is the usual Gaussian distribution (heat kernel) and in the second, p 1 t (x, y) is the Cauchy distribution (Poisson kernel).
Our interest here is on symmetric stable processes of index 0 < α < 2 killed upon leaving a domain D. That is, let D ⊂ R d , d
1, be a nonempty bounded connected open set and let
, for x ∈ D, t > 0 and f ∈ L 2 (D), be the semigroup of the killed process. The killed process has transition densities p α D (t, x, y) and From this it follows that the transition function p α D (t, x, y) is nonnegative, symmetric, jointly continuous in x and y, and that for all x, y ∈ D and t > 0, · · ·, and λ α n → ∞, as n → ∞. That is,
In addition, the first eigenvalue λ α 1 is simple and its corresponding eigenfunction ϕ α 1 , which we will refer to as the ground-state eigenfunction, is an analytic strictly positive function on D. The infinitesimal generator of the semigroup is −(− ) α/2 . We can think of the eigenfunction and eigenvalues as solutions to the eigenvalue problem (− ) α/2 ϕ α n (x) = λ α n ϕ α n (x), x ∈ D and ϕ α n (x) = 0 for x ∈ D c ; the Dirichlet problem for stable processes. We refer the reader to [5, 7, 9, 14] and [16] where many of the general properties of the α-stable semigroup and its generator are established.
The following question is motivated from the result of Brascamp and Lieb [13] mentioned above for Brownian motion and by its many applications.
1, be a bounded convex domain and 0 < α < 2. Is ϕ α 1 log-concave? In other words, is log(ϕ α 1 ) concave on any segment contained in D?
The only known case is when D = (−1, 1) and α = 1, where the question is answered in the affirmative in [2]. In fact, it is shown in [2] that the ground state eigenfunction for the Cauchy process in (−1, 1) is concave. Because of this case we believe this result should hold for all α-stable processes. More precisely, we have CONJECTURE 1.1. Let ϕ α 1 be the ground state eigenfunction for the symmetric stable processes of index 0 < α < 2 killed upon leaving the interval I = (−1, 1) . uniformly in x ∈ D. From this it is enough to prove that P x {τ D > t} is log-concave in x for every fixed t > 0. The latter can be written as the limit as n and k tend to infinity of P x {B jt/n ∈ D k ; j = 1, 2, . . . , n} where D k is a sequence of convex domains strictly increasing (D k ⊂ D k+1 ) up to D. We then reduce the problem to prove that for any convex domain D, P x {B jt/n ∈ D; j = 1, 2, . . . , n} is logconcave on D as a function of x, for all t > 0 and all n. This, however, is a multiple convolution of Gaussians with the indicator function of the set D. Since the Gaussian p 2 t (x) is log-concave for all t > 0 and the indicator function of a convex domain is log-concave, the result follows from the fact that convolutions of log-concave functions are log-concave. Using right continuity of paths, we can try to repeat this argument for α-stables processes. However, this time the argument breaks down right at the end. For example, if α = 1 the density for the Cauchy process, p 1 t (x, y) = p 1 t (x − y), is not log-concave for all t. The obvious variation of this argument using the fact that X α t = B 2σ t , where σ t is a stable subordinator of index α/2 independent of B t , also fails basically due to the fact that the sum of log-concave functions is not necessarily log-concave.
There is however, a substitute for log-concavity which gives some insight into the shape of the ground-state eigenfunction. We call this property "mid-concavity". DEFINITION 1.1. Let D ⊂ R d be a convex domain which is symmetric relative to each coordinate axes. Let J be a line segment in D parallel to the x 1axis which intersects the boundary ∂D only at the two points (−a 1 , a 2 , . . . , a d ),  (a 1 , a 2 , . . . , a d ) , a 1 > 0. We will say that the function F : D → R, is mid-concave on J if it is concave on the segment (half of J ) from the point (−a 1 /2, a 2 , . . . , a d ) to (a 1 /2, a 2 , . . . , a d ) . The function is mid-concave along the x 1 -axis if it is midconcave on every such segment contained in D which is parallel to the x 1 -axis. A similar definition applies for mid-concavity along the x 2 -axis, . . . , x d -axis. The function is mid-concave on D if it is mid-concave along each coordinate axes.
Our main result in this paper is the following THEOREM 1.1. Let Q = (−a 1 , a 1 ) × (−a 2 , a 2 ) × · · · × (−a d , a d ), 0 < a i < ∞ for all i = 1, 2, . . . , d, be a rectangle in R d . The ground-state eigenfunction ϕ α 1 for the symmetric stable process of index 0 < α < 2 is mid-concave on Q. In addition, if x = (x 1 , . . . , x n ) ∈ Q, then
Using arguments of multiple integrals as described above, we will show that Theorem 1.1 follows from
The function THE SHAPE OF THE GROUND STATE EIGENFUNCTION   209 is mid-concave in Q for any 0 < α 2. In addition, if x = (x 1 , . . . , x n ) ∈ Q, then
(1.6) Remark 1.1. It is important to note here that Theorem 1.2 is new even in the Brownian motion case (α = 2). Indeed, as we shall see, the case α = 2 implies the general case by subordination.
If we consider the eigenfunction for the Laplacian in the unit disk D in the plane, one can show, by analysis of the Bessel function, that such a function is not concave in D but it is mid-concave. Also, it may be tempting to conjecture that for any symmetric domain in the plane the eigenfunction is mid-concave. This, however, is not the case, even for the Brownian motion, as we will show at the end of the paper.
The paper is organized as follows. In Section 2, we prove that the multiple convolutions of Gaussians in the interval (−1, 1) is mid-concave. In Section 3, we show how this and subordination implies Theorem 1.2. Here we also show that full concavity fails for general multiple integrals and that mid-concavity fails in general symmetric domains in the plane.
Mid-concavity for Brownian Motion
Let
be the Gaussian density in one dimension. With the notation of the introduction, we have p 2 t (x, y) = p 2t (x − y).
PROPOSITION 2.1. Let n = 1, 2, . . . and let t 1 , t 2 , . . . , t n be real numbers in (0, ∞). For x ∈ (−1, 1) define
Let us first observe that with our definition of n as above we have
semigroup of Brownian motion killed upon leaving a domain. Therefore questions concerning eigenvalues of this operator have been studied both by analytic and probabilistic methods. The question of precise lower bounds for the spectral gap for the Dirichlet Laplacian (the difference between the first two eigenvalues) and for Schrödinger operators with non-negative convex potentials, was raised by van den Berg (1983) (see also Ashbaugh and Benguria, 1988 , 1989 , and Problem #44 in Yau, 1992 . The question was motivated by problems in mathematical physics related to the behavior of free Boson gases. The van den Berg conjecture asserts that for any convex bounded domain of diameter d, the spectral gap is bounded below by 3 2 /d 2 and that this should hold not only for the Dirichlet Laplacian but also for Schrödinger operators with convex non-negative potentials. The full conjecture is only known in dimension one, see Lavine (1994) . For zero potentials it has been proved in Bañuelos and Méndez-Hernández (2000) and Davis (2001) for certain planar domains with symmetry. From the probabilistic point of view, the spectral gap determines the rate to equilibrium for Brownian motion conditioned to remain forever in D, the Doob h-process corresponding to the ground state eigenfunction. The natural question arises as to whether spectral gap bounds for the Laplacian, such as those discussed above, can be extended to nonlocal, pseudodifferential operators. The class of such operators which are most closely related to the Laplacian from the point of view of Brownian motion are − − /2 , ∈ 0 2 . These are the infinitesimal generators of the symmetric Lévy -stable processes. These processes do not have continuous paths; a fact related to the nonlocality of the operator − − /2 . As in the case of Brownian motion, nevertheless, we can consider the semigroup of these processes killed upon exiting domains and we can consider the eigenvalues of such semigroups. Here again, the spectral gap determines the asymptotic exponential rate of convergence to equilibrium for the process conditioned to remain forever in the domain. By abuse of language, instead of speaking of the eigenvalue gap for the operator − − /2 we will often refer to it as the eigenvalue gap for the corresponding process.
The purpose of this article is to obtain spectral gap estimates for the Cauchy process. This is the symmetric -stable process of order = 1 corresponding to the square root of the Laplacian. We do this by proving new weighted Poincaré inequalities and exploring the connection between the eigenvalue problem for the Cauchy process and the mixed Steklov problem established in Bañuelos and Kulczycki (2004). These results raise many natural questions concerning spectral gap bounds for other symmetric -stable processes and for more general Lévy processes. We believe that as with the results in Bañuelos and Kulczycki (2004) which have already motivated subsequent work by many others (see Chen and Song, 2005; DeBlassie, 2005; DeBlassie and Méndez-Hernández, to appear), the current results will also be of interest and will open doors to further explorations.
Before we state our results we make some of the above notions more precise and introduce some notation. Let X t be a symmetric -stable process in d , ∈ 0 2 . This is a process with independent and stationary increments and characteristic function E 0 e i X t = e −t , ∈ d , t > 0. We will use E x , P x to denote the expectation and probability of this process starting at x, respectively. By p t x y = p t x − y we will denote the transition density of this process. That is,
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When = 2 the process X t is just the Brownian motion in d running at twice the speed. That is, if = 2, then p 2 t x y = 1 4 t d/2 e − x−y 2 4t t > 0 x y ∈ d (1.1) When = 1, the process X t is the Cauchy process in d whose transition densities are given by
Our main concern in this article are the eigenvalues of the semigroup of the process X t killed upon leaving a domain. Let D ⊂ d be a bounded connected domain and D = inf t ≥ 0 X t D be the first exit time of D. By T D t t≥0 we denote the semigroup on L 2 D of X t killed upon exiting D. That is,
The semigroup has transition densities p D t x y satisfying
The kernel p D t x y is strictly positive symmetric and
The fact that D is bounded implies that for any t > 0 the operator T D t maps L 2 D into L D . From the general theory of semigroups (see Davies, 1989 ) it follows that there exists an orthonormal basis of eigenfunctions n n=1 for L 2 D and corresponding eigenvalues n n=1 satisfying 0 < 1 < 2 ≤ 3 ≤ · · · with n → as n → . That is, the pair n n satisfies
The eigenfunctions n are continuous and bounded on D. In addition, 1 is simple and the corresponding eigenfunction 1 , often called the ground state eigenfunction, is strictly positive on D. For more general properties of the semigroups T D t t≥0 , see Getoor (1959) , Blumenthal and Getoor (1959) , and Chen and Song (1997).
It is well known (see Bañuelos, 1991; Chen and Song, 1997; Chen and Song, 2000; Kulczycki, 1998) that if D is a bounded connected Lipschitz domain and = 2, or that if D is a bounded connected domain for 0 < < 2, then T D t t≥0 is Bañuelos and Kulczycki intrinsically ultracontractive. Intrinsic ultracontractivity is a remarkable property with many consequences. It implies, in particular, that lim t→ e 1 t p D t x y 1 x 1 y = 1 uniformly in both variables x y ∈ D. In addition, the rate of convergence is given by the spectral gap 2 − 1 . That is, for any t ≥ 1 we have
The proof of this for = 2 may be found in Smits (1996) . The proof in our setting is exactly the same.
In the Brownian motion case the properties of eigenfunctions and eigenvalues have been extensively studied for many years, both analytically and probabilistically. It is well known that geometric information on D, such as convexity, symmetry, volume growth, smoothness of its boundary, etc., provide information not only on the ground state eigenfunction 1 and the ground state eigenvalue 1 , but also on the spectral gap 2 − 1 , and on the geometry of the nodal domains of 2 .
In the case of stable processes of index 0 < < 2 surprisingly very little seems to be known. We refer the reader to Bañuelos and Kulczycki (2006) where some of the known results are reviewed and for a discussion of the many questions that remain open. In the case of the one dimensional interval the spectral gap for the Cauchy process has been estimated in Bañuelos and Kulczycki (2004, see Theorem 5.3 and Corollary 2.2). Recently, Chen and Song (2005, see (5.1)) obtained some estimates of eigenvalues for all -stable symmetric processes which can be used to obtain estimates of the spectral gap for -stable processes in dimension one, when > 1. However, except for the one-dimensional case, lower bound estimates on 2 − 1 remain completely open. In Bañuelos and Kulczycki (2006), we studied domains with one axis of symmetry and obtained estimates for * − 1 in the Cauchy process case where * is the eigenvalue corresponding to the "first" antisymmetric eigenfunction for D. However, due to the fact that we do not know the location of the nodal lines for the second eigenfunction for symmetric domains (an interesting question on its own right), the results from Bañuelos and Kulczycki (2006) do not give estimates on the spectral gap 2 − 1 . In this article we restrict ourselves to bounded convex planar domains which are symmetric with respect to both coordinate axes. For these domains we are able to obtain estimates on the spectral gap for the Cauchy process. Here is the main result of this article.
Theorem 1.1. Let D ⊂ 2 be a bounded convex domain which is symmetric relative to both coordinate axes. Assume that −L L × −1 1 , L ≥ 1, is the smallest rectangle (with sides parallel to the coordinate axes) containing D. Let T D t t≥0 be the semigroup of the Cauchy process killed upon exiting D with eigenvalues n n=1 . Then we have
where C = 10 −7 is an absolute constant.
and its generator is
If {λ 1 , λ 2 , λ 3 , . . . } and {ϕ 1 , ϕ 2 , ϕ 3 , . . . } are the eigenvalues and eigenfunctions for − 1 2 ∆ with Dirichlet boundary conditions, then {0, λ 2 − λ 1 , λ 3 − λ 1 , . . . } and {1, ϕ 2 /ϕ 1 , ϕ 3 /ϕ 1 , . . . } are the eigenvalues and eigenfunctions for −L in D. That is, for any bounded domain D ⊂ R 2 [21],
If, in addition, the domain has some boundary smoothness, these eigenfunctions satisfy the Neumann boundary condition. For instance, this is the case if the domain has piecewise smooth boundary. That is, it follows from [20] that
for all points on the boundary of D where D is smooth. Here, and for the rest of the paper, ∂ ∂η is the outer normal derivative on the boundary of D. We will say that ∂D is piecewise smooth if, with the exception of perhaps a finite number of points, every boundary point has a neighborhood where the boundary is at least C 2 . For example, a polygon has piecewise smooth boundary. Of course, (1.3) may hold under much weaker conditions than piecewise smooth boundary but in this paper we are not really interested in smoothness "per se" but rather in the convexity properties of D. Indeed, smoothness is only used in Corollary 1.1 to give the exact location of the max and min. The following conjecture was first formulated in [3] ; it appears there as Problem 10.
Conjecture 1.1. Suppose D is a bounded convex domain in R 2 . Then D has the hot-spots property for Brownian motion conditioned to remain forever in D. More precisely, Ψ(z) = ϕ 2 (z)/ϕ 1 (z) attains its maximum (and minimum) on, and only on, the boundary of D.
As explained in [5] and [7], the hot-spots conjecture of Rauch can be related to the long term behavior of the survival time probabilities for Brownian motion with killing and reflection. In our setting the hot-spots conjecture can be related to the long term behavior of the survival time probabilities of killed Brownian motion. It is well known that for a large class of domains D, including all bounded convex domains in any dimension,
uniformly for z, w ∈ D; see [3] and references therein. In addition, if we let τ D be the first exit time of Brownian motion from the domain D, we have
uniformly for z ∈ D. From this we see that the functions P z {τ D > t} and p D t (z, w) both give information on the function ϕ 1 . We can also relate ϕ 2 to the transition densities of Brownian motion. To do this, we recall some basic properties of nodal lines for convex domains. The set γ = {x ∈ D : ϕ 2 (x) = 0}, the closure of the set of zeros of ϕ 2 , is called the nodal line (also nodal curve) of ϕ 2 . It is known that planar convex domains (see [1] and [16]) do not have closed nodal lines. That is, for convex planar domains γ is a smooth simple curve intersecting the boundary at exactly two points. The curve divides D into two simply connected domains, D 1 and D 2 , called nodal domains. We may take ϕ 2 > 0 on D 1 , and ϕ 2 < 0 on D 2 . When restricted to D 1 , ϕ 2 is the ground state eigenfunction corresponding to the smallest eigenvalue for the Dirichlet Laplacian on D 1 . Of course, in this case the lowest eigenvalue for D 1 is just λ 2 . Thus we can relate ϕ 2 , as before, to the transition densities and exit time of killed Brownian motion in D 1 . This gives rise to the following conjecture which parallels the problems formulated in [7] for Brownian motion with killing and reflection.
Conjecture 1.2. Suppose D is a bounded convex domain in R 2 . Let D 1 , D 2 and γ be the nodal domains and nodal line as above. For z ∈ D 1 and t > 0, set
Then, for each t > 0 arbitrarily fixed, the function Ψ attains its maximum on, and only on, ∂D 1 \γ.
As in the case of the Brownian motion with killing and reflection, a major obstacle with this conjecture is our lack of understanding (for arbitrary convex domains) of the geometry of, particularly the "location" of, the nodal line. In this paper we prove Conjecture 1.2 when the domain is symmetric relative to both coordinate axes. This leads to a proof of Conjecture 1.1 under the same assumptions on the domain. In fact, our results only require symmetry and convexity of the domain in both coordinate axes. Our result is the exact analogue of the hot-spots result for Neumann eigenfunctions proved by Jerison and Nadirashvili in [14] .
Let D be a bounded domain in R 2 . We say that D is convex with respect to both axes if all the vertical and horizontal cross sections of D are intervals. Note that a domain can be convex with respect to both axes without being convex. The following result should be compared to those in [7] for Brownian motion with killing and reflection. Set
Theorem 1.1. Let D be a bounded domain in R 2 which is symmetric and convex with respect to both axes.
(i) If z 1 = (x, y 1 ) ∈ D + , z 2 = (x, y 2 ) ∈ D + and y 1 < y 2 , then
for any t > 0. In particular, the function
for each t > 0 arbitrarily fixed, cannot have a maximum at an interior point of D + . (ii) If z 1 = (x 1 , y) ∈ D + and z 2 = (x 2 , y) ∈ D + with |x 2 | ≤ |x 1 |, then
for any t > 0.
In order to relate the above result to eigenfunctions, we need information on the location of the nodal line. The study of the geometry of nodal curves has been of interest for many years. We refer the reader to [1] and [16] for some of these results. In the case of planar domains which are symmetric and convex in both axes, as those in Theorem 1.1, L. Payne [19] proved that there are no closed nodal curves and that there is a second eigenfunction whose nodal line is the intersection of the domain with one of the coordinate axes. As we will show below, Theorem 1.1 will give the following result.
Theorem 1.2. Let D ⊂ R 2 be a bounded domain which is symmetric and convex with respect to both coordinate axes. Let ϕ 2 be such that its nodal line is the intersection of the x-axis with the domain. Assume without loss of generality that ϕ 2 > 0 in D + and ϕ 2 < 0 in D − . Set Ψ = ϕ 2 /ϕ 1 .
(i) If z 1 = (x, y 1 ) ∈ D + and z 2 = (x, y 2 ) ∈ D + with y 1 < y 2 , then (1.9) Ψ(z 1 ) < Ψ(z 2 ).
(ii) If z 1 = (x, y 1 ) ∈ D − and z 2 = (x, y 2 ) ∈ D − with y 2 < y 1 , then
(1.10) Ψ(z 1 ) < Ψ(z 2 ).
In particular, Ψ cannot attain a maximum nor a minimum in the interior of D. (iii) If z 1 = (x 1 , y) ∈ D + and z 2 = (x 2 , y) ∈ D + with |x 2 | < |x 1 |, then (1.11) Ψ(z 1 ) ≤ Ψ(z 2 ).
Using Theorem 1.2 and the boundary condition (1.3) we will proof the following Corollary in §5.
Corollary 1.1. Suppose D ⊂ R 2 is a bounded domain with piecewise smooth boundary which is symmetric and convex with respect to both coordinate axes and that ϕ 2 is as in Theorem 1.2. Then strict inequality holds in (1.11) unless D is a rectangle. The maximum and minimum of Ψ on D are achieved at the points where the y-axis meets ∂D and, except for the rectangle, at no other points.
In [11] , an example of a planar domain is given where the Neumann eigenfunction attains a maximum in the interior of the domain. It was proved in [17] that there exists a domain D such that the nodal line of the second Dirichlet eigenfunction ϕ 2 is closed. Thus the hot-spots property for the conditioned Brownian motion, as stated in Conjecture (1.1), also fails in general domains. It would be interesting to know, as in the case of the Neumann eigenfunctions ([9], [10]), if in this setting there is also a domain for which both the maximum and the minimum are attained in the interior of the domain and if such a domain can be constructed with only one hole as was done in [10] for the Neumann problem. We would be very surprised if this were not the case. Also of interest would be extensions of the above results to other domains for which the Rauch conjecture is now known, such as convex domains with only one line of symmetry ([7], [18]), and the lip1 domains studied in [2] . We note here that the multiple integral techniques used in this paper are completely different from the coupling techniques used in the above mentioned papers dealing with the Neumann problem. However, we believe that coupling techniques (applied to the conditioned Brownian motion) should also be explored for this problem and that a better understanding of the "conditioned" hotspots property will lead to a better understanding of the "classical" hot-spots property.
The paper is organized as follows. In §2, we state the general multiple integral inequalities needed for the proof of Theorem 1.1 and set some notation. The proofs of the multiple integral inequalities are by induction on the number of integrals as the arguments in, for example, [8] and [22] . However, in all the previous works we were interested in inequalities where the starting points were fixed and the "polarization" arguments, as complicated as they appear to be, were, more or less, "straightforward." The situation here is more complicated and great care has to be given to the many reflections that arise. In §3, we prove the case n = 1; the general case is proved in §4. The proofs of Theorems 1.1, 1.2 and Corollary 1.1 are given in §5. We end §5 with some results and question on "hot-spots" for Schrödinger operators of the form L V = −∆ + V .
Multiple integrals
For the rest of this section we assume that D is a bounded domain which is symmetric and convex in both axes. We may assume that D is of the form For (x, y) ∈ R 2 , {t k } ∞ k=1 ⊂ (0, ∞), and n ≥ 2, we define the following functions in R 2 : Notice that for all x, y ∈ R and all n ≥ 1, (2.2) Φ n (x, y) = Φ n (−x, y) = Φ n (x, −y), and (2.3) Φ + n (x, y) = Φ + n (−x, y). The main result of this section, which is used to derive the inequalities in §1, is the following theorem.
Theorem 2.1. Suppose 0 ≤ x 1 ≤ x 2 and 0 ≤ y 1 ≤ y 2 . Then for n ≥ 1 (2.4) Φ + n (x 1 , y 2 )Φ n (x 2 , y 1 ) ≥ Φ + n (x 1 , y 1 )Φ n (x 2 , y 2 ),
(2.5) Φ + n (x 1 , y 2 )Φ n (x 2 , y 1 ) ≥ Φ + n (x 2 , y 2 )Φ n (x 1 , y 1 ),
