Symmetry breaking in optimal timing of traffic signals on an idealized
  two-way street by Panaggio, Mark J et al.
Symmetry breaking in optimal timing of traffic signals on an idealized two-way street
Mark J. Panaggio,1, ∗ Bertand J. Ottino-Lo¨ffler,2 Peiguang Hu,3 and Daniel M. Abrams1, 4
1Department of Engineering Sciences and Applied Mathematics,
Northwestern University, Evanston, IL 60208, USA
2Department of Mathematics, California Institute of Technology, Pasadena, CA 91126, USA
3Engineering Science Program, National University of Singapore, Singapore
4Northwestern Institute on Complex Systems, Northwestern University, Evanston, IL 60208, USA
(Dated: October 29, 2018)
Simple physical models based on fluid mechanics have long been used to understand the flow
of vehicular traffic on freeways; analytically tractable models of flow on an urban grid, however,
have not been as extensively explored. In an ideal world, traffic signals would be timed such that
consecutive lights turned green just as vehicles arrived, eliminating the need to stop at each block.
Unfortunately, this “green wave” scenario is generally unworkable due to frustration imposed by
competing demands of traffic moving in different directions. Until now this has typically been
resolved by numerical simulation and optimization. Here, we develop a theory for the flow in
an idealized system consisting of a long two-way road with periodic intersections. We show that
optimal signal timing can be understood analytically and that there are counter-intuitive asymmetric
solutions to this signal coordination problem. We further explore how these theoretical solutions
degrade as traffic conditions vary and automotive density increases.
PACS numbers: 89.40.Bb,89.75.-k,64.60.Cn
Introduction—The physics of traffic flow has been studied
for more than half a century [1–7]. On freeways, traffic
has been successfully modeled as a nonlinear fluid making
analytical solution possible [2]. On urban grids, however,
the nonlinear effects of timed traffic signals make most
models analytically intractable [8–12].
The inefficient timing of traffic signals is responsible
for up to 10% of traffic delays [13]. These delays cause
commuters to waste dozens of hours in traffic each year,
leading to billions of dollars in wasted fuel and a large en-
vironmental cost [14]. Coordination between traffic sig-
nals has proven to be a cost effective way to reduce these
delays dramatically [13].
Signal timing schemes fall into two categories: real-
time and pre-timed [3, 15]. Real-time schemes make
adaptive use of information about traffic density and lo-
calized conditions to trigger light cycle changes [16]. Un-
fortunately, this information is not readily available at
most intersections, and installing the necessary detectors
can be prohibitively expensive [17].
Pre-timed schemes employ detailed computer simula-
tion and heuristic optimization tools such as genetic al-
gorithms [18–20] to search for optimal timings [17, 21].
Once a scheme is generated, it can be relatively inexpen-
sive to implement, but generating such a scheme requires
computational resources that are often beyond the capac-
ity of local government. Where traffic demands fluctuate,
these schemes can quickly become outdated, so there is
no guarantee that they will be optimal by the time they
are implemented [16].
Motivation—Many theoretical questions about optimal
traffic signal timing remain unanswered. For a single
one-way street, the best solution is a so-called green wave
[4, 22], in which vehicles leaving a light at the instant it
turns green arrive at all subsequent lights at the instant
they turn green [8]. In theory, this means that vehicles
traveling at the speed limit will never stop at a red light,
though in practice this fails when traffic density exceeds
a “jamming threshold” [12].
It is impossible to achieve a bidirectional green wave on
an arbitrary two-way street due to the inherent frustra-
tion of competing demands in each direction [23]. Past
theoretical work has focused on maximizing the “band-
width” [4, 5, 16, 21, 24]—the interval of time in which
vehicles can progress through all traffic signals without
stopping—of a finite segment of road. There are several
drawbacks to this approach. First of all, bandwidth is
not a direct measure of efficiency, so the solution that
maximizes bandwidth may not minimize total trip time,
stops or delay [8]. Secondly, for long roads, non-zero
bandwidth is often unachievable in one direction, mak-
ing this approach incapable of improving upon one-way
schemes without arbitrarily dividing the road into sub-
sections.
Our model—We consider a highly simplified model of an
infinite two-way street with traffic lights along the entire
length [25]. We fix the spacing between consecutive lights
∆x and set xn = n∆x, where xn denotes the position of
light n.
We let φn(t) denote the phase of light n at time t,
taking light n to be green when
2Npi ≤ φn(t) < (2N + 1)pi
and red when
(2N + 1)pi ≤ φn(t) < (2N + 2)pi ,
where N is any integer. Note that we ignore the yellow
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2portion of the cycle and assume that the green time is
half of the light cycle.
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FIG. 1. Space-time diagram for traffic flow. Panel (a) il-
lustrates the definitions of various variables and parameters
in our model. Panel (b) displays various vehicle trajectories.
The dashed line (blue) indicates a car traveling slower than
the green-wave speed vg, dash-dot (magenta) line indicates a
car traveling faster than vg, and solid lines (black) indicate
cars traveling exactly at vg both eastbound (starting on the
left) and westbound (starting on the right).
Since the geometry of the system is invariant under
translations of integer multiples of the block length (x 7→
x + N∆x), the optimal timing scheme should also be
invariant under such translations. We therefore set
φn(t) =
2pi
TL
(t− n∆t) , (1)
where TL is the period of the light cycle and ∆t is the
time offset between consecutive lights (see Fig. 1) with
0 ≤ ∆t < TL. We set φ0(0) = 0 without loss of generality.
Consider a single vehicle starting at x = 0 and trav-
eling eastbound on this street with constant velocity
v = ∆x/TC , where TC is the time for a car to travel one
block. When the vehicle arrives at a red light, it stops
until the light turns green and then repeats the process.
From the perspective of the vehicle, at the moment this
light turns green, the relative light phases are identical
to the initial state. Thus, the speed will be periodic.
The car’s effective speed veff—its average speed as t→
∞—is determined by the fraction of time spent waiting
at red lights, suggesting that an appropriate metric for
efficiency is E = veff/v.
We refer to a single cycle in which a vehicle passes
through NL lights before stopping and waiting for a time
W as a “trip”. During a single trip, a vehicle travels a
distance of ∆xNL in a total time TCNL+W . The vehicle
arrives at light n at time nTC , and thus NL will be the
smallest positive integer satisfying
(N − 1/2)TL +NL∆t ≤ NLTC < NTL +NL∆t (2)
for some integer N .
Without loss of generality, we can eliminate one of the
three free parameters (TL, TC , ∆t) above by defining the
ratios rC =
TC
TL
and r∆ =
∆t
TL
, so Eq. (2) becomes
(N − 1/2) ≤ NL (rC − r∆) < N . (3)
It is straightforward to show that NL =
⌈
1
2{rC−r∆}
⌉
and
N = dNL(rC − r∆)e satisfy Eq. (3) [26], where dxe and
bxc denote the standard ceiling and floor functions and
{x} = x−bxc denotes the fractional part of x modulo 1.
The waiting time W may also be computed: the car
stops at time NLTC and begins to move again at time
NTL +NL∆t = dNL(rC − r∆)eTL +NL∆t, so
W = dNL(rC − r∆)eTL +NL∆t−NLTC . (4)
Thus the efficiency for eastbound traffic can be expressed
as
Eeast(r∆, rC) =
rCNL
dNL (rC − r∆)e+ r∆NL
=
rC
⌈
1
2{rC−r∆}
⌉
⌈⌈
1
2{rC−r∆}
⌉
(rC − r∆)
⌉
+ r∆
⌈
1
2{rC−r∆}
⌉ . (5)
The efficiency depends on only two parameters, rC > 0
and 0 ≤ r∆ < 1. It is bounded between 0 and 1, and
decreases monotonically with r∆ except at discontinu-
ities. It reaches a global maximum of 1 at r∆ = rC ,
which represents a green wave, and immediately after a
discontinuity at r∆ = rC+1/2, which we refer to as a red
wave. In these scenarios, lights change phase (from green
to red or vice-versa) at the instant the vehicle arrives, so
all waiting periods are infinitesimal. Cross-sections of
Eeast for fixed rC are shown in green in Figure 2 [27].
For westbound traffic, the time delay between consec-
utive signals is not ∆t but rather TL − ∆t, and thus
the efficiency for westbound traffic is simply Ewest =
Eeast(1 − r∆, rC), the reflection of the function about
r∆ = 0.5.
On a two-way street, we wish to maximize the weighted
average efficiency
Etot = weEeast + wwEwest , (6)
with weights we, ww dependent on the traffic volumes in
each direction. For simplicity we will consider the case
of symmetric demand we = ww = 1/2.
Given TC as dictated by safety considerations and
holding TL constant, rC is fixed, and we attempt to
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FIG. 2. Theoretical efficiency versus r∆ for (a) rC = 0.34, (b)
rC = 0.26, (c) rC = 0.25, and (d) rC = 0.13. Green indicates
Eeast; red indicates Eeast; and black indicates Etot assuming
equal demand in both directions.
choose r∆ (equivalent to choosing the offset ∆t) to max-
imize efficiency. This simultaneously maximizes the ef-
fective velocity veff and minimizes the total wait time.
With equal demand in both directions, it might seem
that the symmetry of the problem suggests a symmetri-
cal optimum, i.e., r∆ = 0 or r∆ = 1/2 [22, 23]. These are
indeed local extrema, but usually not maxima. Another
reasonable hypothesis is that the bidirectional optimum
will coincide with the optimum in one direction, a green
wave [9, 22, 23]. This is a local maximum but not nec-
essarily the global maximum. Surprisingly, the global
optimum instead often occurs when both directions are
suboptimal but one direction is favored over the other.
This is possible because small perturbations in r∆ can
cause dramatic shifts from local efficiency minima to lo-
cal maxima near discontinuities in Eeast or Ewest (note
that the green wave peak is not discontinuous). When,
e.g., a discontinous peak in Ewest occurs near the green
wave peak for Eeast, the loss of efficiency by perturbing
off of the eastbound green-wave is offset by gains in the
westbound efficiency. As a result, green wave timings fail
to be optimal for various ranges of rC (see Fig. 3).
Some limitations—While the efficiency metric in Eq. (6)
provides some insight into the ideal signal timing for a
two way street, it has a number of limitations. First of
0 0.5 1 1.5 2
rC
FIG. 3. Optimality of the green wave. Intervals of rC for
which the green wave optimizes the bidirectional efficiency
are indicated by green rectangles. Intervals of rC for which
other timings are optimal are indicated by red rectangles
all, it applies only to a single vehicle. In practice, vehi-
cles often travel in groups known as platoons [24, 28].
The jagged efficiency peaks described by Eq. (5) and
displayed in Fig. 2 may not be achievable by an entire
platoon of vehicles. The theory also assumes identical
non-interacting cars with constant speeds and perfectly
uniform light spacing. In practice, city blocks vary in
length even in well-planned urban grids and driver behav-
ior varies. Additionally, the interactions between vehicles
can play a significant role in exacerbating congestion [29].
To test the predictions of our model and verify that
they are relevant when these assumptions are relaxed,
we simulated the flow of vehicles on a street with fifty
periodically placed traffic lights. We imposed periodic
boundary conditions to avoid arbitrarily specifying en-
trance and exit rates. Instead, cars were randomly placed
along the street according to a specified density ρ repre-
senting the fraction of the system occupied by vehicles of
a finite length, and the total number of vehicles in the
system was conserved. The trips of these vehicles were
simulated during 30 light cycles. In the simulation, vehi-
cles were prevented from passing each other. This caused
queues to form at red lights as one might expect. Sim-
ulations were repeated with unevenly spaced lights and
variable vehicle speed; results can be found in Fig. 4.
Simulation results—Simulations reveal that at low
vehicle densities, the computed efficiency is well-
approximated by the theory and non-green-wave optima
persist (see panel (a) of Fig. 4). At moderate densities,
the efficiency near discontinuous peaks degrades notice-
ably while the green wave remains highly efficient. Thus
a perfect green wave in either direction is optimal for
moderate densities. At very high densities, gridlock, the
scenario where vehicles at green lights are unable to ad-
vance due to the queue ahead of them, becomes a signifi-
cant issue and the efficiency of all timings degrades. The
only way to avoid gridlock is to set r∆ = 0 and have all
lights change in unison.
The middle and bottom panels of Fig. 4 show the ef-
ficiency when vehicle speed varies (panel (b)) and when
the light spacing varies (panel (c)). Variation in the light
spacing with proportionate variation in the offsets can
actually improve efficiency for some ranges of r∆. This
is reasonable given that lights that are close together be-
have like a single light and lights that are far apart have
smaller wait times relative to the travel times. Variation
in the vehicle speed has a smoothing effect on the dis-
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FIG. 4. Efficiency from simulation versus r∆ for rC = 0.34.
Panel (a) shows the efficiency for increasing vehicle density:
the solid curve (black) indicates the theoretical efficiency
(Etot); the dotted (green), dash-dotted (blue), and dashed
(red) curves represent simulation results for vehicle densities
of 10%, 50%, and 90% density respectively. The bottom pan-
els display the effects of variation in the traffic signal spacing
(b) and vehicle speed (c) on the efficiency with 10% traffic
density. Solid (black) indicates the theoretical efficiency; the
dotted (green), dash-dotted (blue), and dashed (red) curves
represent simulation results for 0%, 1% and 5% standard de-
viation respectively.
continuities in the efficiency curve. Both of these factors
degrade the efficiency in a smooth way, allowing the dis-
continuous optima to persist when the variation is small.
Thus theoretical predictions are “structurally stable” in
the sense that they may indeed have value even in real-
world systems with non-ideal behavior.
Density effects—To explore the effects of vehicle density
in greater detail, we computed the efficiency for fixed
(r∆, rC) and increasing ρ. Below a critical density, which
we refer to as the “jamming threshold” [30], the predic-
tions of Eq. (6) give a good approximation for the ef-
ficiency. Above this threshold, the efficiency degrades,
and the theory no longer approximates the observed be-
havior. For a range of physically relevant parameters the
critical density is above 50% of the capacity of the road.
Near some discontinuous peaks, however, the critical den-
sity is small and few vehicles are able to perform at the
level indicated by the theory. This is due to the narrow
corresponding to these timings [31]. Nonetheless, discon-
tinuous peaks in the bidirectional efficiency can remain
optimal for a range of densities beyond the threshold.
The degradation of the quality of the theoretical pre-
dictions is due to the assumption that vehicles are non-
interacting. Above the jamming threshold, the interac-
tions between vehicles cause delays that the theory ig-
nores. In simulations, vehicles initially clump together
forming platoons. These platoons can interact either by
coalescing to form even larger platoons or by being seg-
mented at red lights. We can estimate the critical density
corresponding to the jamming threshold analytically by
deriving the conditions under which this coalescence and
segmentation occurs at steady state [32]. These predic-
tions are displayed along with the numerical results in
Fig. 5.
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FIG. 5. Predictions and simulations of various jamming tran-
sitions. Panel (a) displays the eastbound efficiency for var-
ious values of r∆ with rC = 0.34. Of particular interest
are the green curve (dashed), which represents an eastbound
green wave, and the red curve (solid), which is near an east-
bound red wave. The markers correspond to the critical densi-
ties for platoon segmentation (circle) and platoon coalescence
(square). Panels (b) and (c) show the bidirectional (weighted
average of east and westbound) efficiency for rC = 0.34 and
rC = 0.26 respectively with curves representing green wave
peaks (green dashed curve), discontinuous peaks (red solid
curve), and suboptimal timings (blue dash-dot curve).
Conclusions—In the mid-20th century physicists and
engineers began taking an analytical approach to traf-
fic management. Theoretical work has since proceeded
along several lines, but we believe that there is still in-
5sight to be gained from simple solvable models.
Here we have presented a new analysis of traffic flow
on an urban arterial road with periodic traffic signals.
Our approach allows analytical prediction of optimal sig-
nal timing that agrees well with numerical simulation and
approximates the behavior of the system even when ideal-
izing assumptions are relaxed. It yields an efficiency met-
ric that can be expressed and computed analytically, yet
reproduces features observed in more complex models—
features such as platoon formation [25], discontinuous ef-
ficiency curves [23, 29], irregular flow patterns [9], and
phase transitions due to jamming [1, 29, 30].
These findings should provide useful insight for the de-
sign of coordinated traffic signal timing programs on long
arterials, particularly during periods of low to moderate
traffic demand. The model could be used to generate
initial guesses for numerical optimization schemes with
more complex efficiency metrics, or, alternatively, our ef-
ficiency metric (6) could be modified to apply to arbitrary
networks of one- and two-way streets, perhaps allowing
exact rather than approximate optimization and yielding
more intuitive understanding of results.
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S1. DERIVATION OF EASTBOUND EFFICIENCY
Recall that the length of a trip is determined by NL (a trip represents the periodic trajectory in which a vehicle
passes through NL lights before stopping and waiting for a time W ) which satisfies the following.
(N − 1/2) ≤ NL (rC − r∆) < N . (S1)
For simplicity, we define M = rC−r∆. We can eliminate N from the above expression by noting that it is the smallest
integer that satisfies
NLM < N ≤ NLM + 1
2
for a positive integer NL. Clearly this is satisfied if N = dNLMe where NL satisfies the equation⌊
NLM +
1
2
⌋
= dNLMe
This equation is periodic in M. This can be verified by noting that we can write M = bMc + {M}. Expanding the
arguments of both sides of the equation and simplifying integer terms, we note that the resulting equation depends
only on the fractional part {M} ⌊
NL{M}+ 1
2
⌋
= dNL{M}e (S2)
It is straightforward to show that the solution to this equation is NL = d 12{M}e. Suppose NL < 12{M} . Then
1
2
≤ NL{M}+ 1
2
<
1
2{M}{M}+
1
2
< 1 =⇒
⌊
NL{M}+ 1
2
⌋
= 0 and
0 ≤ NL{M} < 1
2{M}{M} < 1/2 =⇒ dNL{M}e = 1.
So NL <
1
2{M} cannot be possible. Now suppose NL = d 12{M}e (the smallest integer greater than or equal to 12{M} ).
If {M} > 1/2, then NL = 1 satisfies the equation, so the assumption is satisfied. If {M} ≤ 1/2, then
1 =
1
2{M}{M}+
1
2
≤ NL{M}+ 1
2
<
(
1
2{M} + 1
)
{M}+ 1
2
< 1 + {M} =⇒
⌊
NL{M}+ 1
2
⌋
= 1 and
1/2 =
(
1
2{M}
)
{M} ≤ NL{M} <
(
1
2{M} + 1
)
{M} < 1
2
+ {M} < 1 =⇒ dNL{M}e = 1.
So, NL = d 12{M}e must be the smallest integer solution to Eq. (S2).
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2S2. EXPLORATION OF DISCONTINUITIES
In our model, an isolated vehicle always travels an integer number of blocks before stopping. This results in a
discontinuous eastbound efficiency. For rC = r∆, NL is infinite. For r∆ slightly greater than rC , NL drops to 1
and then increases for increasings r∆ (mod 1). NL is always an integer, so it increases in integer increments, and
each jump produces a jump in efficiency. Immediately after the jump, the efficiency reaches a local maximum, before
decreasing again. It can be shown that these peaks in efficiency are located at the following locations:
r∆ − rC =
{
0, 1/2, 3/4, ...
2NL − 1
2NL
}
. (S3)
The first peak r∆ = rC represents a green wave, the ideal case in which all vehicles travelling in a single direction
are able to proceed indefinitely without stopping. The second peak corresponds to timings in which a vehicle leaving
a green light at the instant it turns green arrives at the next light immediately before it turns red. Thus the car
travels two blocks and then stops for an instant at a red light before it turns green. We call this a “red wave” because
the absolute minimum efficiency(where cars stop at every red light and wait for the red cycle) lies immediately to the
left of this peak. The third peak occurs when the car makes it through the first two lights (arriving at the second
at the instant before it turns red), but then stops at the third and waits the remainder of the red cycle. Subsequent
peaks are analogous.
Between these peaks, the efficiency decays like
E =

NLrC
NLr∆+1
for r∆ < rC
NLrC
NL(r∆−1)+1 for r∆ > rC
reaching minima of
E =
NLrC
NLrC + 1/2
and maxima of
E =
NLrC
NLrC + 1− NL2(NL−1)
.
This is illustrated in Fig. S1.
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FIG. S1. Peaks of theoretical efficiency. The eastbound efficiency is plotted for rC = 0.34 with ticks marking the local efficiency
maxima.
3S3. COMPUTATION OF BANDWIDTH
In this system, each intersection has a maximum flow rate that is determined by the vehicle speed and the green
time. This flow rate limits the length of a platoon that can clear the light in a single cycle. We refer to this as L0.
L0 = v
TL
2
=
∆xTL
2TC
=
∆x
2rC
Although a platoon of length L0 is able to clear a single light during one cycle, the platoon may be unable to clear
subsequent lights. The theory in the manuscript is only directly applicable to a single vehicle. It is possible to show
that there is a platoon length L greater than the length of a single vehicle for which this theory is also valid. We
define bandwidth B = LL0 as the fraction of the maximum allowable platoon length that can achieve the efficiency
from theory. This can also be interpreted as the fraction of departures during the green time that will allow vehicles
to achieve the theoretical efficiency. This is simply the standard definition of bandwidth in seconds normalized by
the green time TL/2. Thus a bandwidth of 1 means that a platoon of length L0 is able to achieve the efficiency of a
single vehicle. A bandwidth of 0 means that only the single car can achieve this efficiency, and that no other vehicles
can perform as well.
There are two factors that restrict the bandwidth: the phases of downstream lights upon the arrival of the platoon
and the initial phases of upstream lights.
Downstream bandwidth—To compute the downstream bandwidth, we note that the first vehicle in a platoon arrives
at light n at time nTC . For lights 1, 2, ..., NL − 1, the light is green on arrival and the remaining green time restricts
the bandwidth. The phase of light n upon arrival is nω(TC −∆t) which satisfies
kn2pi < nω(TC −∆t) < (kn + 1/2)2pi
for integer kn = bn(rC − r∆)c where the leftmost expression represents the phase when the light turns green and the
rightmost expression represents the phase when the light turns red. The remaining green time is(
kn +
1
2
)
TL − n(TC −∆t).
We divide this by the total green time TL/2 for proper normalization. Taking the minimum over the first NL − 1
lights yields the downstream bandwidth
Bdown = 2 min{bn(rC − r∆)c+ 1/2− n(rC − r∆)}NL−1n=1 .
Note that for rC < r∆ < rC + 1/2, the downstream bandwidth is 1. This is due to the fact that vehicles encounter a
red after traveling a single block. In this region, the upstream lights limit the bandwidth.
Upstream bandwidth—The upstream bandwidth is necessary because L0 may exceed the length of a single block
allowing an upstream light to segment the platoon. Given a platoon of length L0 waiting at light 0, we now determine
which of those vehicles will be able to reach light 0 before it turns red. Upstream lights -1 to −n are green if
n∆t < TL/2 or n <
1
2r∆
. We choose n as the total number of consecutive upstream green lights
n =
⌊
1
2r∆
⌋
.
This limits the length of platoon that can clear light 0 to at most n + 1 blocks. The remaining green time for light
−n further restricts the length of the last fragment. It remains green for time TL2 − n∆t, so only vehicles within
v
(
TL
2 − n∆t
)
of light −n will be able to advance before it turns red. As a result, the platoon fragment beyond light
−n is limited to the lesser of v (TL2 − n∆t) and ∆x. Hence the upstream bandwidth is
Bup =
1
L0
min
(
L0, n∆x+ min
[
∆x, v
(
TL
2
− n∆t
)])
= min
(
1,
⌊
1
2r∆
⌋
2rC + min
[
2rC ,
(
1−
⌊
1
2r∆
⌋
2r∆
)])
.
Note that for slow vehicles (rC ≥ 1/2) the upstream bandwidth is 1; this occurs because L0 is less than one block
making the phases of upstream lights irrelevant. For very fast cars (rC  1/2), L0 is large, and the upstream lights
tend to play the dominant role in determining the bandwidth.
4Composite bandwidth— The true bandwidth is the minimum of the upstream and downstream bandwidths
B = min (Bdown, Bup) , (S4)
and it is bounded 0 ≤ B ≤ 1. Figure S2 overlays the bandwidth on the plot of the eastbound efficiency. It is clear
that all peaks with the exception of the green wave peak have zero bandwidth.
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FIG. S2. Bandwidth of theoretical efficiency. The bandwidth (blue) as a function of r∆ is displayed along with the eastbound
efficiency (green) for (a) rC = 0.7, (a) rC = 0.34, (a) rC = 0.13, and (a) rC = 0.05.
One shortcoming of this approach is that it does not provide information about how the other vehicles perform
relative to the first car in the platoon. Thus small bandwidth cannot necessarily be equated with poor efficiency or
even large deviation from the theoretical efficiency. It simply indicates that deviations from the theory are possible.
Large bandwidth, on the other hand, indicates that the theory is likely valid even for moderate traffic densities.
Simulations reveal that despite the low bandwidth, timings near secondary peaks still perform well at low densities.
S4. JAMMING THRESHOLD
In our simulations, the cars were randomly placed in the system at according to an initial density ρ. We observed
that, below a critical density ρcrit, the efficiency is independent of density and is accurately predicted by the theory.
Above that density, the efficiency decreases as vehicle density increases. In the theory, we assume vehicles are non-
interacting. In simulations with large numbers of vehicles, this assumption no longer holds. Thus the degradation
of efficiency can be attributed to the increasing frequency of interactions between vehicles. We now compute the
“Jamming threshold”, the critical vehicle density for which vehicle interactions can no longer be ignored.
Vehicles interact when they stop behind other vehicles waiting at red lights. At low densities, this causes vehicles to
form platoons which then behave as a single unit. These interactions cease once a steady state platoon distribution is
reached, and consequently they do not cause significant reductions in efficiency. However, when these platoons exceed
a critical length, either repeated segmentation by red lights or coalescence with other platoons becomes unavoidable.
When these interactions cause vehicles to stop earlier than they would have in isolation, the efficiency decreases.
The two types of platoon interactions that cause a degradation of efficiency, platoon coalescence and platoon
segmentation, become significant at different densities. So we compute two different thresholds that can explain the
behavior visible in Fig. 5.
Platoon coalescence—The frequency of coalescence depends on the relative speeds of the green wave and the individual
vehicles. When 0 ≤ ∆t < TL2 and ∆t > TC , cars travel faster than the green wave. As a result, vehicles accumulate
5at the front of each string of green lights. After the initial transients decay, these vehicles form platoons that behave
as a unit provided the platoon does not fill up the series of consecutive green lights. See Fig. S3 for an illustration
of this scenario. Since half of the system is occupied by green lights and there are no vehicles between red lights at
equilibrium, the critical density must be ρcrit = min [1/(2rC), 1/2].
FIG. S3. Platoon distribution near the jamming threshold for rC < r∆. This displays a snapshot from a simulation for r∆ = 1/6
where eastbound cars travel faster than the green wave. The green and red vertical bars represent the traffic lights, and the the
blue rectangles represent individual vehicles. This snapshot is taken at the instant before the light on the far right turns green
and the light at the trailing end of the platoon turns red. Note that for this particular value of r∆ the green string consists of
n =
⌊
1
2r∆
⌋
= 3 lights. This string is filled with a platoon of vehicles that advances at the green wave speed. Adding additional
vehicles would cause vehicles at the trailing end of the green string to stop prematurely due to the coalescence at the front of
the platoon.
When 0 ≤ ∆t < TL2 and ∆t ≤ TC , cars travel slower than the green wave. Thus, the front end of the red wave
catches vehicles in the green section at a constant rate. This leaves queues of constant length in the red section which
are then left behind at the trailing end of the red wave. However, if there are too many vehicles in the green section,
then the cars at the front of the green section will be slowed down by the cars left behind by the red wave. This
occurs when the green section is full of cars (density = 1), and the platoons in the red section surpass a critical length
determined by the “catch up rate” (density = 1− r∆rC ). See Fig. S4 for an illustration of this scenario. Thus the critical
density is a weighted average of the densities in the green segments and red segments: ρcrit = 1/2 + 1/2 (1− r∆/rC).
FIG. S4. Platoon distribution near the jamming threshold for rC > r∆. This displays a snapshot from a simulation for r∆ = 1/6
where eastbound cars travel slower than the green wave. This snapshot is taken at the instant before the light on the far right
turns green and the light at the trailing end of the long platoon in the green string turns red. Note that for this particular value
of r∆ the green string is filled with vehicles while shorter platoons remain queued at red lights. Adding additional vehicles
would cause the short platoons behind red lights to increase in length thereby causing vehicles at the end of the long platoon
to stop prematurely when coalescence takes place.
For left moving waves (r∆ > 1/2) the behavior is more complex and less intuitive. This case is less relevant for
urban networks where rC will typically be small (optimal r∆ are generally close to rC). Nonetheless, replacing r∆
with 1− r∆ in the solution for right-moving waves yields good agreement with simulations.
The predicted thresholds for platoon coalescence are marked by an open square and displayed in panel (a) of Fig. 5
in the main text.
Platoon segmentation— Platoon segmentation is related to the bandwidth. A platoon longer than the bandwidth
will necessarily be segmented as it travels through the system. At the threshold, the system is filled with platoons of
length LP = L0B. These platoons are separated by gaps of length G. Simulations suggest that the variation in G is
small near the threshold, so we assume G is a constant. Under this assumption, the critical density of vehicles in the
system is
ρcrit =
LP
LP +G
(S5)
In order to determine this density, one additional equation is needed. A platoon of length L0 will be segmented into
NL pieces by downstream lights. Thus the region of length L0 will contain NL platoons and NL−1 gaps. The missing
equation is
NLLP + (NL − 1)G = L0 for NL > 1. (S6)
6If NL = 1, this equation is redundant and instead
LP +G = ∆x/r∆ for NL = 1. (S7)
This is due to the fact that there is one platoon per “wavelength” in the green wave. Equations (S5), (S6) and (S7)
can be solved for ρcrit yielding the predictions marked by a solid circle and displayed in panel (a) of Fig. 5 in the main
text.
S5. SUPPLEMENTAL VIDEOS
Three video clips from simulations are included to demonstrate the platoon dynamics observed. These display
eastbound and westbound traffic on an 8 block segment of the total 50 block long system. Traffic lights are indicated
by red and green vertical lines, and individual vehicles are marked by blue rectangles. The videos included correspond
to rC = 0.34, ρ = 0.25, and three different values of r∆ corresponding to a non-green-wave optimum (r∆ = 0.15), a
green wave (r∆ = 0.34), and a sub-optimal timing (r∆ = 0.44). The total inflow and outflow for both eastbound and
westbound traffic are also displayed. Due to the short timespan over which these totals are computed, they are highly
dependent on the initial condition and as a result should not be viewed as a reflection of effectiveness of the timing
scheme.
