This paper presents a novel camera calibration method using a circular calibration pattern. The disadvantages and issues with existing state-of-the-art methods are discussed and are overcome in this work. In the proposed iterative method, the captured images of the circular pattern are undistorted and projected onto a fronto parallel plane. The control points are localized in this fronto parallel plane using a novel approach for more accurately localizing the control points in the images based on adaptive segmentation and ellipse fitting. The localized control points are then projected to their original planes using estimated camera calibration parameters that are refined by minimizing the reprojection error. Simulation results are presented to illustrate the performance of the proposed scheme. These results show that the proposed method reduces the error by up to 57% as compared to the state-of-the-art for high-resolution images, and that the proposed scheme is more robust to blur in the imaged calibration pattern.
INTRODUCTION
Camera calibration is used widely in the fields of computer vision, robotics and 3D reconstruction. Camera calibration is the first step for extracting 3D data from a 2D image. It is the process in which the optical parameters of the camera (intrinsic) and the position of the camera (extrinsic), either absolute or with respect to the object of interest are extracted. Calibration plays a crucial role in computer vision and 3D reconstruction in that the accuracy of the reconstruction and 3D coordinate determination relies on the accuracy of the camera calibration to a very great extent.
Camera calibration determines the intrinsic and/or extrinsic parameters of a camera. The intrinsic parameters of a camera consist of the focal length in the x and y directions, principal point, skew parameters and lens distortion parameters. The extrinsic parameters of a camera include the rotation and translation of the camera reference frame (camera coordinates) with respect to a known world reference frame (world coordinates).
The calibration pattern can either be a rigid 3D body of known geometrical dimensions [1] [2] or a rigid 2D planar pattern placed at few (at least two) positions of different rotations and translations [3] [4] . However, due to the simplicity of use, the usage of 2D planar patterns is widely popular. Different types of patterns have been tried for camera calibration. The different types of control points that are typically used for camera calibration are corners of a square pattern (checkerboard), centers of circles, and centers of ring patterns [4] . Camera calibration is performed by localizing control points of the calibration pattern in its image. It can be observed that circle and ring patterns yield the best camera calibration results [4] . This paper presents a novel camera calibration scheme consisting of an iterative refinement of the camera calibration parameters and an improved localization of the pattern control points based on adaptive segmentation and ellipse fitting. This paper is organized as follows. Section 2 provides a background on the fundamental theory of camera calibration. Related work along with the advantages and disadvantages of existing methods are discussed in Section 3. Section 4 presents the proposed camera calibration scheme. Performance results and comparison with the state-of-the-art are provided in Section 5. A conclusion is given in Section 6.
FUNDAMENTAL THEORY AND EQUATIONS

Let a 2D point be denoted by x=[x y 1]
T and the corresponding 3D point be denoted by X=[X Y Z 1] T . Using the pinhole camera model the two are related as follows:
where s is an arbitrary scaling factor, R and t are extrinsic factors, and A is called the camera intrinsic matrix. R is a 3 3 rotation matrix that can be obtained using the Rodrigues' rotation formula [5] [6] . t is a 3 1 translation matrix containing the displacement of the world coordinate center from the camera coordinate center in the x, y and z directions, respectively. A is a 3 3 matrix containing the intrinsic parameters, namely scale factors in the x and y directions of the image (α, β), skew between the two image axes (γ) and the camera principal point (u 0 ,v 0 ).
If a 2D planar pattern is used for camera calibration, it can be assumed that the pattern lies in the plane Z=0 without loss of generality. Thus, if R is represented as [r 1 r 2 r 3 ] where r 1, r 2 and r 3 are each column vectors then, (1) can be rewritten as:
where H = [h 1 h 2 h 3 ] is called the homography matrix. As it can be seen from (2), H can be defined up to a scale factor. From (2) , it can also be seen that, if we have two or more views of the calibration pattern and if its control points are localized on the captured images, the intrinsic and extrinsic parameters of a camera can be initialized using a closed form equation without any iterative procedure though these would not be optimal [7] .
However, the practical camera is not an ideal pinhole camera. In this latter case, due to practical issues, there are a few more parameters that arise from the optical lens employed in a camera. These parameters are called the lens distortion parameters and can be classified into radial distortion parameters (k 1 , k 2 …) and tangential distortion parameters (p 1 , p 2 …) [7] . It is observed that two parameters for each distortion are usually sufficient as the rest can be negligible [2] . Furthermore, the inclusion of the radial and tangential distortion parameters in the camera model results in a non linear system of equations and hence the parameters cannot be estimated in the form of a closed form solution. Solving for distortion parameters require iterative algorithms. But, if the intrinsic parameters are not properly initialized, there is a danger of the optimization technique sticking to a local minimum. Therefore, to solve this problem, the intrinsic parameters are solved for using closed form equations [8] assuming there are no distortion parameters present in the model. These values will then act as initial values when all parameters are then optimized using a nonlinear optimization technique such as the Levenberg-Marquardt algorithm [2] to minimize the reprojection error.
RELATED WORK
Using the basic theory presented in Section 2, many improvements have been made to optimize camera calibration results so as to minimize the reprojection error. In [2] , Heikkilä and Silvén proposed that, for a circular calibration pattern, the center of the detected ellipse in the image may not be the actual center due to rotation and translation and they introduced a correction for asymmetric projection. Later, in [7] , Heikkilä proposed an improved procedure for camera calibration including procedures for calibrating both the forward and reverse camera models. Several camera calibration methods were also developed using design of experiments to get more accurate results [9] [10]. However, these algorithms involve complex hardware and experimental set up.
One popular camera calibration method is provided by the OpenCV Camera Calibration Toolbox [6] based on Zhang's method [3] . A major improvement over this method was achieved using a scheme proposed by Datta et al. [4] , which produced 50% better results in terms of a smaller reprojection error than that of the OpenCV method [6] [3]. Datta et al. observed that calibration results improve significantly when control points are localized in the fronto parallel view with respect to the camera coordinate system. The scheme of [4] performs camera calibration in a number of iterations. In the first iteration, the camera parameters are calculated as described in Section 2. The control points in the image of the calibration pattern are localized using curve fitting only initially, in the first iteration [11] . In the following iterations, each view in the image is first undistorted and then unprojected onto a canonical fronto parallel plane view using boundary detection of the area containing the calibration pattern and interpolation. Figure 1(a) shows the original imaged pattern which is tilted at an angle with respect to the camera, and Figure 1(b) shows the corresponding projected image in the canonical fronto parallel plane such that there is no rotation between the image plane and the camera plane. The control points in these fronto parallel views are localized using template matching with a blurred circular template followed by quadratic fitting in the neighborhood pixel to obtain sub-pixel accuracy. These control points are then projected onto their original plane using camera parameters from the previous iteration. This is then followed by the refinement of the camera calibration parameters using the Levenberg-Marquardt algorithm to minimize the reprojection error.
However, when each view is unprojected onto the fronto parallel plane using approximate camera parameters from the previous iterations, it is assumed in [4] that each view is converted to a perfect fronto parallel plane and hence the control points can be determined by template matching using a blurred circular template. But, in practice, the conversion is approximately fronto parallel as the camera parameters are approximate. Hence, each circle will actually be an ellipse due to a slight angular projection. Therefore, matching an ellipse with a circular template does not provide optimum results.
Also, another issue with the scheme of [4] is that it is not resilient to blur in the imaged circular pattern. Blur can occur, for example, in applications requiring high calibration precision. For such applications, relatively small circles need to be used as calibration patterns, say to tune for a precision in the fraction of millimeters, and the images are typically captured from a close distance in order to capture the small circular patterns. This can result in blurred circles in the captured images due to focusing problems as shown in Figure 2 . In the case of an initial blur in the image, the problem is aggravated. In these cases, different circles are blurred to different extents and using the same circular template for all the circles might produce erroneous results. Our proposed algorithm overcomes these drawbacks and results in more accurate estimates of the camera calibration parameters.
PROPOSED ALGORITHM
Our algorithm localizes control points in the images during the first iteration by calculating, for each circle in the imaged circular pattern, the mean of all points contained in a considered circle. This mean is taken to be an initial estimate of the center of that circle. Though it is not an accurate localization, it serves well as an initial guess. In the following iterations, the control points are localized by converting each image of the fronto parallel plane into a binary image using adaptive thresholding. Thresholding the image brings an advantage of removing outlier pixels that are introduced due to blur and focusing problems. Edge detection followed by ellipse fitting localizes the center of each circle in the fronto parallel plane which is then projected onto the original plane using calibration parameters from the previous iteration. More details about the adaptive thresholding and ellipse fitting components of the proposed scheme are presented below.
Adaptive thresholding
Various algorithms exist for the selection of an adaptive threshold for a grayscale image. However, most existing algorithms typically select an adaptive threshold for the entire image and, since the considered image consists of significant bright regions (background) and dark regions (circles), the selected threshold would separate the background from the foreground but not blur. One of the efficient methods for segmentation in the presence of low contrast is the local adaptive segmentation scheme of [12] . But, this latter algorithm yields best results when a local region of interest in the image, which has low contrast, is chosen. This algorithm is modified in this work to provide a segmentation threshold that best tackles our problem of separating blur from the actual pixels that belong to the circle as there is a low contrast between the two.
The proposed algorithm can be summarized as follows:
Step 1: Calculate the average intensity μ of the considered image and round it off to the nearest integer.
Step 2: Determine the histogram of the entire image using 256 bins as the image has 256 gray levels.
Step 3: Extract the first μ bins and discard the remainder of the histogram. This modified histogram with only μ bins is used in the subsequent steps.
Step 4: Calculate the average intensity μ' of all the pixel intensities in the modified histogram. This serves as the initial threshold T.
Step 5: Calculate the mean μ1 and μ2 of the pixels below and above the threshold T, respectively.
Step 7: The threshold T is updated to be the mean of μ1 and μ2.
Step 8: Repeat from Step 5 until the value of the threshold T is no longer changing as compared to its value from the previous iteration.
This procedure is performed on an interpolated image by a factor 4 so as to obtain sub-pixel accuracy. Figure 3 shows the resulting binary image of the unprojected fronto parallel plane image of Figure 2 (b).
Ellipse fitting
The boundary of each circle in the obtained binary image is extracted using the Canny edge detector, and ellipse fitting is performed on these extracted boundaries. The algorithm used in [4] [11] is prone to numerical instability [13] and hence an enhanced ellipse fitting method by minimizing least squares was proposed by Greggio et al. [13] . However, it is observed that the technique used in [11] produces less error as compared to that in [13] , as the scheme in [13] employs a perturbing function (e.g., a sinusoidal function) to avoid instability.
Our proposed algorithm uses a decision-based ellipse fitting which combines the advantages of both methods. Ellipse fitting is first performed using the technique in [11] . If it fails to fit an ellipse to the curve, or if there is numerical instability, the algorithm switches over to the technique of perturbing function [13] . The centre of the ellipse is calculated using the obtained 
EXPERIMANTAL RESULTS
The proposed scheme was tested using a variety of cameras, ranging from professional cameras to webcams, and using a circular calibration pattern. For high precision cameras, the circular calibration pattern consisted of 26 26 circles of diameters 0.25mm and with centers separated by 0.5mm. This same pattern, but scaled by a factor of 10, was used for calibrating the lower precision cameras. Calibration results are obtained using 5 sets of calibration images, each consisting of 25 images. Sets 1 to 3 consist of images that were taken using a camera of 8 megapixel with an accuracy of 5.5 micron per pixel. The images in Set 1 were affected by significant blur. Set 4 and Set 5 consist of images that were taken, respectively, using a commercial 12.1 megapixel digital point-andshoot camera and a VGA webcam of a laptop. The algorithm was run for two iterations on each set using the scheme of [4] and using the proposed scheme. Skew was assumed to be 0. The results are shown in Tables 1 and 2 for focal lengths f x and f y , deviations in focal lengths d x and d y , principal point u 0 and v 0 , lens distortion parameters k 1 and k 2 , tangential parameters p 1 and p 2 , and average reprojection error e, all measured in terms of pixels.
As it can be seen from Tables 1 and 2 , the results obtained using the proposed scheme produce far less reprojection error as compared to the scheme of [4] for all the four high-resolution image sets (Sets 1 to 4), and performs as good as [4] for the low resolution image set (Set 5) since, in this latter case, the images are highly down sampled resulting in heavily distorted circular patterns. For Sets 1 to 4, the proposed scheme results in a decrease in the reprojection error by up to 57% as compared to the scheme of [4] . For illustration, Figure 4 shows the average reprojection errors in pixels in both the horizontal and vertical directions using the scheme of [4] (Figure 4(a) ) and the proposed scheme ( Figure  4(b) ) for each of the control points in all images in Set 2.
It should also be noted that the proposed scheme with circular pattern performs better than the calibration scheme of [4] using a ring pattern which is shown in [4] to produce around 13% reduced reprojection error compared to the calibration scheme of [4] using a circular pattern. Also, the deviation d x and d y (Tables 1 and 2 ) are less than those produced using [4] . This implies that the focal lengths were determined more accurately and with less uncertainty using the proposed scheme. The results also show the robustness of the proposed scheme over a variety of cameras, which implies that it can be used for a wide range of applications.
CONCLUSION
A novel camera calibration algorithm is proposed in this paper. The proposed algorithm improves the accuracy of the localization of the calibration control points by means of adaptive segmentation and decision-based ellipse fitting in the fronto parallel planes of calibration images. The proposed algorithm can achieve up to a 57% reduction in the reprojection error as compared to the existing state-of the-art and is shown to be more consistent and robust over a variety of cameras. The proposed method also determined the calibration parameters more accurately, with less deviation and uncertainty.
