Abstract-The acquired immune system is a robust and powerful information processing system that demonstrates features such as decentralised control, parallel processing, adaptation, and learning. The Immunological Inspired Distributed Learning Environment (IIDLE) is a clonal selection inspired Artificial Immune System (AIS) that exploits the inherent parallelism, decentralised control, spatially distributed nature, and learning behaviours of the immune system. The distributed architecture and modular process of the IIDLE framework are shown to be useful features on complex search and optimisation tasks in addition to facilitating some of the desired robustness of the inspiration.
This work will elicit design goals from these canonical observed actions of the biological immune system. An Artificial Immune System (AIS) is proposed that addresses these design goals that is a unique interpretation of the clonal selection principle in its adoption of a spatially distributed population that permits antibody movement in an abstracted but similar manner to the circulatory system of the biological immune system. The discretised and spatially distributed learning framework is shown to be inherently applicable to multiple objective optimisation problems domains and to facilitate the adoption of learning paradigms other than the classical clonal selection algorithm.
II. DESIGN GOALS
The clonal selection principle proposed by Burnet [17] is core to understanding the learning and memory behaviours of the acquired immune system. The theory describes the selection of useful antibodies by antigen, and the subsequent proliferation and differentiation (learning) processes triggered by the selection event. This Darwinian-like learning theory has been a popular basis for learning algorithms in the field of AIS for search and optimisation tasks, the principle contribution being de Castro and Von Zuben's work on CLONALG [14, 15] applied to optimisation problem domains. The inherent parallelism of this immunological metaphor has been acknowledged in previous work through the parallelisation of CLONALG [2] and the AIRS algorithm [1] , although to the authors knowledge there as been no clonal selection-based AIS that has been designed to be decentralised and distributed from the ground up to investigate and exploit the spatially distributed nature of the biological metaphor. To this end, the following provides a listing of the design goals for a distributed clonal selection inspired artificial immune system. 1) Context Specific Learning -The clonal selection principle can be configured and applied to a specific engineering application. 2) Self-Regulated Resource Maintenance -Processes exist to govern allocation, and de-allocation of resources as required in the context of the clonal selection-based learning ensuring bounded space complexity. 3) Decentralised Control -Intrinsic processes (such as learning and resource maintenance) of the system are localised and do not require a master controlling process, thus permitting a distributed implementation. 4) Triggered Adaptation -As implied by the introduction and recognition of a pathogen in the clonal selection principle, the learning process is triggered by an external stimulus. 5) Robustness and Fault Tolerance -Inbuilt redundancy of discrete units demonstrated in the immune system permitting the removal (killing), and potentially the addition of components dynamically to the system. Such a distributed clonal selection algorithm is envisioned to be composed of a population of discrete information packets (units) that provide the substrate for the triggered adaptation and knowledge representation in the system. A multiple discrete population scheme similar to island population genetic algorithms [6] could be adopted to allow the population to be spatially distributed in a parallel and distributed implementation. Such a configuration would also permit the discrete units to be in continuous movement similar to the behaviour of antibody in the circulatory system in an attempt to maximise physical coverage of the triggered adaptation across the distributed system. Positive selection, proliferation, and differentiation of units could be addressed through an implementation of CLONALG or other adaptation schemes, although the algorithm would require modification to make it modular (decentralised) and be amended to support the aging (decay and ultimate death) of mobile discrete units.
III. AN IMMUNOLOGICAL INSPIRED DISTRIBUTED LEARNING ENVIRONMENT
The algorithm described in this paper is called the Immunological Inspired Distributed Learning Environment or IIDLE for short. It has been labelled a learning environment because, as will be shown, it is composed of system architecture and associated processes including a learning process that is not limited to the clonal selection algorithm.
A. Architecture
The continuous biological circulatory system is discretised to a number of localities that are chained together in a loop configuration. A loop network topology is selected for simplicity of both the abstract model and the implementation, although in practice other topologies could be used (such as bus, star, and small world). A locality abstraction provides both an interface and scope at which to apply local (decentralised) processes, as well as a transient storage location for discrete antibody units.
A locality supports a population structure called a tail that stores a number of discrete units for a given time. The structure is called a tail given the manner in which it is depicted diagrammatically (see figure 2) . The locality and the tail are differentiated for conceptual modularity where the physical storage medium and conceptual data structure for units can be changed and reconfigured independently of the locality and its associated governing and maintenance processes.
A tail contains a number (zero or more) of units at any given time during a simulation. Each unit is a discrete information packet meaningful in the context of the specific problem domain to which IIDLE is being applied. For example, a unit may represent a single candidate solution in a search or optimisation problem, or an exemplar in the case of a classification or collaborative filtering application. In short, a unit contains a piece of knowledge relevant to the problem being addressed. A unit also has an associated energy or age used by resource maintenance processes. A unit may have additional metadata such a quality scoring or a time of last evaluation to facilitate context specific learning.
B. Processes
The system is simulated in discrete time intervals and processes represent the algorithmic component that operates upon the discrete unit substrate in the context of a specific problem application. Processes are confined to a locality and can be implemented as independent threads of execution or executed in aggregate sequentially by a single thread of execution at a desired scoping of localities. This provides an interesting level of implementation and runtime flexibility. IIDLE is designed with three core processes; movement, decay, and expansion, to meet the proposed design goals. The inclusion of additional processes (such as random unit insertions or statistics collection) would be a relatively trivial exercise.
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1) Movement Process
Movement is the process of removing units from the tail of one locality, and adding them in the tail of a neighbouring locality. This unit migration facilitates the mobility of the knowledge learned by the system thus facilitating the redundancy of units and general robustness of the architecture. The cut-and-paste implementation of this migratory process enforces the design that the only process that can create and add a unit to the system is the expansion process providing a single point of control for new resource allocation.
The movement process cannot be executed on a locality that either has no units in its tail at the time of execution, or has no neighbouring localities at the time of execution. A random selection method is used to choose a user-defined number of units in the locality to be moved -typically a small number (one or two). A random locality neighbour selection strategy is used as well as an insertion strategy (units are appended to the population) for adding the selected units into the selected neighbouring locality.
2) Decay Process
The decay process is designed to manage the size of the unit population, specifically in response to the creation of new units by the proliferation strategy in the expansion process. Each unit has a finite energy, which is initialised upon unit creation, and it is the task of the decay process to decrement unit energy and discard those units that deplete all assigned energy. There are two primary approaches to manipulating unit energy, they are the conformer homeostasis approach (blind uniform unit decay) and the regulator homeostasis approach (seek global energy equilibrium), which is a simplification of density dependent regulation of T-cell populations [20] . The conformer homeostatic approach is the simpler and more efficient of the two approaches requiring a constat decrement of unit energy, although it elicits greater oscillations in system-wide population size (less control). The regulator homeostatic approach to population maintenance maintains the system population size more consistently although with the overhead of determining the total energy of all units within the scoped localities before decrementing unit energy. The consistency and control over unit population size that was demonstrated in early experimentation resulted in the regulator homeostatic approach being selected as the default approach, although both decay approaches are provided in the software implementation.
The regulator homeostasis approach to unit decay seeks to maintain the scoped total energy level at a user defined value. This process can be scoped per locality or across all localities in the system, and it is the latter configuration, which is recommended for a basic implementation of the system. The process requires the specification of an idealised total energy summed across all units at the configured scope. When executed, the process calculates the total unit energy, calculates the difference between the actual and the ideal energy values, and if positive, subtracts a fraction of the energy delta from each unit -thus returning energy to a point of transient equilibrium.
3) Expansion Process
Core to the design of the expansion process is the conceptualisation of external stimulation (input) that triggers the internal adaptation (learning) processes of the system. This conceptualisation is remarkably flexible in the context of IIDLE's modular framework. The stimulation of a locality may be implemented as the provision of computation time (such as execution of an objective function), provision of memory resources (such as extension and exploration of a state space), or access to a limited resource (such as database records in a mainframe). Stimulation can be sporadic or uniform in terms of the spatial location of its execution across localities and in terms of its temporal occurrences. Unlike the inspiring metaphor, the "immune response" is immediate leaving no pathogen to roam the distributed system.
The external stimulation of a locality results in an internal proliferation and differentiation process within the data structure of the locality called clonal expansion that was modelled on CLONALG. The triggered process starts with the application of a selection strategy that determines the unit(s) to participate in the expansion. These are likely the units in the locality at the time of expansion that are most efficacious or useful in the context of the problem domain. The proliferation and differentiation strategy uses the selected units as a basis to construct a clone of progeny units in an attempt to improve the response to stimulation.
This modularised variation on the clonal selection algorithm requires the selection of a problem specific stimulation strategy to trigger the adaptation, a problem specific selection strategy to choose useful units, and a problem specific proliferation strategy to create new units from selected units. The stimulation strategy further may require the design of a system stimulation policy in the event that the user has control over the stimulation-related resources (such as in the event of an objective function in an optimisation task). This policy involves a magnitude and frequency of stimulation events as well as a locality selection procedure (such as random). Fig. 3 . An illustration of the weak coupling of data structure and processes as well as the variable scoping of processes on data structures.
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IV. EXPERIMENTATION
To demonstrate the effectiveness of the IIDLE system with regard to the design goals outlined in Section II, the platform was preliminary tested on three experimental setups. The following three tests were selected to demonstrate potential rather than optimal usage of the framework and highlight both the versatility and flexibility of IIDLE. As such, the framework and algorithm configurations have not been tuned for optimal performance.
1) Multiple-objective combinatorial optimisation -
Optimisation of an instance of the classical Travelling Salesman Problem (TSP) with three desirable and complementary objectives. 2) Embedding multiple optimisation strategiesOptimisation of a multimodal function using three standard optimisation approaches in parallel. 3) Dynamic structure changes -Optimisation performance and behaviour of IIDLE when localities are added and removed dynamically.
In the interest of field maturity and reproducibility all software, source code, data, and configuration files used in the experimentation has been made available on the internet 1 .
A. Multiple-Objective Combinatorial Optimisation
A standard symmetric TSP [8, 9] was selected (Berlin52) to demonstrate the flexibility of IIDLE to support multiple constraints concurrently. The objective for a TSP is to minimise overall tour length between the cities. Two additional potentially useful complementary objectives for this problem are to minimise the number of path intersections (tour crossing itself on the 2D plain) and to maximise the number of nearest-neighbour city connections 2 . A well-known algorithm used on this optimisation problem is the Ant Systems (AS) algorithm, an implementation of Ant Colony Optimisation (ACO) [18, 19] , which uses a historic pheromone map and a nearestneighbour based heuristic to complete the search. This algorithm was modified to support all three of the selected heuristics and to use a discrete-history (population-based) representation called Discrete History Ant Systems (DHAS) and was embedded into the IIDLE framework 3 . The objective functions were used to evaluate units (city tour permutations), the scoring of which was used in the contribution of solutions to the temporary pheromone map used in the DHAS-based proliferation strategy of the expansion process. Table I lists the configurations for the five experiments. Experiments 1-3 used a single objective consistently across all localities. In experiment 4 the localities were partitioned into three groups, each exposed to a different objective function, and in experiment 5, all three objective functions stimulated the system in an unpartitioned manner.
Table II provides a summary of tour lengths achieved with each configuration, averaged over 100 runs. Results obtained using the minimise-intersections objective (experiment 2) was quite similar to those of the conventional tour length objective (experiment 1). When the three complementary objective functions were used in parallel (experiments 4 and 5), the system achieved better results than using any single objective independently -likely because of the additional problem-specific information the system was exposed to. This is an expected result given that each of the three heuristics ultimately seeks a similar aim of minimising tour length, although from differing perspectives. Intriguingly the partitioned configuration (experiment 4) rather than the mixed configuration achieved the better result. It is assumed that the partitions of objective functions resulted in some form of implicit niching effect, allowing specialisation of the search within each partition, although increasing performance through information sharing between the partitions as facilitated by the movement process.
B. Hybrid-Technique Function Optimisation
Function optimisation is a commonly used problem domain in population-based search such as the already mentioned CLONALG. A classical test function-optimisation problem is Schwefel's function [10] . This function was tested in 5-dimensions and was selected because of the extreme modality of its fitness surface. As in Section IV.A, five experiments were executed with IIDLE, although in this case three different optimisation algorithms were embedded as proliferation strategies of the expansion process. The three optimisation algorithms that were embedded in IIDLE for the optimisation task were a Genetic Algorithm (GA) [3] , Particle Swarm Optimisation (PSO) [12] , and DHAS. Table  III provides a summary of the experimental setup, and Table  IV provides a summary of global minima located by each IIDLE configuration, averaged over 100 runs.
The results show that the GA strategy out performed PSO and DHAS, although the overall efficacy leader was the configuration that used all three strategies across the all localities (experiment 5). It was expected that combining the three strategies together would provide improved results and this was the primary outcome of this round of experimentation. The results are promising for the argument for IIDLE as a hybrid parallel search platform. The final interesting point to stress is the application of an ACO algorithm, which is conventionally used for combinatorial optimisation problems, was applied to a continuous function optimisation problem. Although the results of the ACO algorithm used in this way were merely satisfactory rather than optimal, it further demonstrates the flexibility of the DHAS technique embedded in IIDLE.
C. Dynamic Structure Changes
The localities of IIDLE are loosely coupled requiring only connectivity to other localities to facilitate the movement of units. This modular architecture in conjunction with the inbuilt redundancy of units permits dynamic structural changes not only in the addition of localities, but also in the deletion of randomly selected localities and all the units contained in the locality at the time of removal.
Three different configurations were tested for comparison with a DHAS proliferation strategy on the Berlin52 TSP. The first experimental setup (Static) involved five tests that used a static number of localities in each test, each with fewer localities than the previous run. The second experimental setup (Added) involved the adding of localities to the IIDLE architecture at a random interval during a run. This setup involved four tests, each starting with a different number of localities that were increased from the initial number to 50. The third experimental setup (Removed) involved the removal of localities in the opposite manner to the Added experiment. Here each test started with 50 localities, and a different number were removed at a random interval over the course of the run. Table V provides a summary of the three experimental setups and the tests complete for each.
When the number of localities of the system is adjusted, it has a direct impact on the probabilities and thus the amount each locality is stimulated. The amplitude (number of stimulations) per iteration was kept constant, thus fewer localities (as in the removal case) increases the probability of locality stimulation, whereas the addition of localities has the opposite effect. It is also interesting to note that the decay process used was configured to maintain total system energy at equilibrium. Thus, the removal of localities and their unit's results in a short dip in overall unit population size, which is quickly returned to a stable point. Whereas the addition of localities did not affect the population size, instead, causing the unit population to be more sparsely spatially distributed. Table VI provides a summary of mean tour length results for all three configurations and tests averaged over 100 runs.
The results for the static configuration showed that the less localities (higher the probability) of being selected improved the final optimised result significantly. Similar results were observed when localities were added, an improved final result was obtained from fewer initial localities. It is speculated that this may be caused by the focusing of attention of the search process both in the frequency and the amplitude of stimulation (unit evaluated) and in the concentration of units in a confined population configuration. Resource removal demonstrated the overall better performance, indicating that the more resources removed, the better the final scoring. This provided further support to the idea that increased performance can be achieved with a small number of localities with large unit population sizes as opposed having many localities with smaller unit population sizes.
V. DISCUSSION AND POSSIBLE EXTENSIONS
The preliminary experiments in this work demonstrated IIDLE's potential as an adaptive and flexible artificial immune system that, although inspired by the acquired immune system and the clonal expansion principle in architecture and process, is not limited to clonal selection learning mechanisms. IIDLE's implementation of triggered adaptation was demonstrated to facilitate multiple objective functions in parallel, and the decentralised control implemented as modular self-regulated processes facilitated hybrid optimisation techniques. The discretised and distributed population structure promoted the robustness of the inspired metaphor, demonstrating that the localities and units of IIDLE's architecture can be manipulated in real-time with some interesting and potentially beneficial behaviours on an optimisation problem domain.
The flexibility and versatility of the IIDLE frameworks parallel implementation does come at cost of computational efficiency. Whether implemented on multiple processor hardware or a computer network, there are additional interprocess communication costs that must be taken into account. This concern of measuring costs and quantifying the parallelism trade-off against in IIDLE has been acknowledged, and remains an area for future research.
It is interesting to note the similarity of the final IIDLE system to the generic population-based framework proposed by Newborough and Stepney [13] . In their work, Newborough and Stepney proposed a distributed population (island) based system that employed the abstracted principles from common population-based optimisation algorithms, and was implemented on a number of connected FPGA's. Although the immunological inspired software approach of IIDLE and the hardware framework approach of Newborough and Stepney differ, the resultant learning systems have many commonalities, the principles of which undoubled can be capitalised upon by both streams of research.
This was an introductory work on the IIDLE framework and extensive sensitivity analysis is required for the selection and configuration of the processes and strategies fundamental to the movement, decay, and expansion processes of the framework. In particular, the features and limitations of various different decay, and movement processes, locality network topologies and expansion schemes needs to be modelled to provide a choice and indication of effective configuration during implementation.
The exciting contribution of this immunological inspired learning system is that from its inception it facilitates the decentralised, distributed, and adaptive power of the biological inspiration, rather than having to be reengineered after it's inception as in the case of CLONALG and AIRS. Moreover, the learning system "naturally" facilitates multiple objective and hybrid technique optimisation within a framework that is easily distributed on a computer network (such as the internet). Some addition potentially rewarding work may be in applying the framework to problem domains other than optimisation such as classification with an exemplar-based proliferation strategy like the successful negative selection algorithm [4] , or in using human-feedback as stimulation to IIDLE in a human interactive learning system [11] .
