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1Abstract. In this paper, we construct the new class of tempered inﬁnitely divisible
(TID) distributions. Taking into account the tempered stable distribution class, as
introduced by in the seminal work of Rosi´ nsky [10], a modiﬁcation of the tempering
function allows one to obtain suitable properties. In particular, TID distributions
may have exponential moments of any order and conserve all proper properties of
the Rosi´ nski setting. Furthermore, we prove that the modiﬁed tempered stable
distribution is TID and give some further parametric example.
M.S.C. classiﬁcation: 60E07, 60G52.
Key words: stable distributions, tempered stable distributions, tempered inﬁ-
nitely divisible distributions, modiﬁed tempered stable distributions.
21 Introduction
The formal and elegant deﬁnition of tempered stable distributions and processes
has been proposed in the work of Rosi´ nski [10] where a completely monotone func-
tion is chosen to transform the L´ evy measure of a stable distribution. Tempered
stable distributions may have all moments ﬁnite and exponential moments of some
order. The idea of selecting a diﬀerent tempering function has been already consid-
ered in the literature, see [4]. In this paper, by following the approach of Rosi´ nski
[10] and considering a particular family of tempering functions, a new class of dis-
tributions is introduced with the same suitable properties of the tempered stable
class, but with the advantage that it may admit exponential moments of any order.
By multiplying the L´ evy measure of a stable distribution with a positive deﬁnite
radial function, see [13], instead of with a completely monotone function as in [10],
we obtain the class of tempered inﬁnitely divisible (TID) distributions. In some
cases, the characteristic function of a TID random variable is extendible to an
entire function on C, that is, it admits any exponential moment.
Some practical problems in the ﬁeld of mathematical ﬁnance have motivated
our studies. Furthermore, we want to ﬁll a gap in the literature. The modiﬁed
tempered stable (MTS) distribution is not a tempered stable distribution of the
Rosi´ nski type [8] even though its properties are very close to that class. We will
prove that the MTS distribution is in the TID class.
Although this distributional family is constructed by tempering the L´ evy mea-
sure of a stable distribution, any stability property is lost. We will proceed as
following. In Section 2, basic deﬁnitions and distributional properties are given.
Working with the L´ evy measure may be a diﬃcult task, therefore a spectral mea-
sure R is needed to ﬁgure out all characteristics of this class. This measure describes
all distributional properties and allows one to obtain a close formula for the charac-
teristic function. Since TID distributions are by construction inﬁnitely divisible, a
TID L´ evy process can be considered. In Section 3, TID processes are analyzed. If
the time scale increases, the TID process looks like a Gaussian process; conversely,
if the time scale decreases, it looks like a stable process. Furthermore, under some
condition on the tempering function, the change of measure problem between sta-
ble and TID processes can be solved. In Section 4, a view toward simulation is
given. Taking into consideration [9, 10], a series representation is derived in terms
of a measure Q, as already proved for the tempered stable class.
Similar to the tempered stable framework, this class of distribution has an
inﬁnite dimensional parametrization by a family of measures [14], making it diﬃcult
to use. For this reason, in Section 5 some parametric examples in one dimension
are proposed, and characteristic functions are derived.
2 Tempered inﬁnitely divisible distribution
It is well known that the L´ evy measure M0 of an α-stable distribution on Rd
can be written in polar coordinates in the form
M0(dr,du) = r
−α−1dr σ(du), (2.1)
3where α ∈ (0,2) and σ is a ﬁnite measure on the unit sphere Sd−1.
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Proof. See [12, Theorem 14.10].
Deﬁnition 2.2. If Y is an α-stable random vector with characteristic function
(2.2), we will write Y ∼ Sα(σ,a).
Taking into account the approach of [10], we want to modify the radial com-
ponent of M0 and obtain a probability distribution with lighter tails than stable
ones. A TID distribution is deﬁned by tempering the radial term of M0 as follows.
Deﬁnition 2.3. Let µ be a inﬁnitely divisible probability measure on Rd without
gaussian part. We call µ tempered inﬁnitely divisible (TID) if its L´ evy measure M
can be written in polar coordinates as
M(dr,du) = r
−α−1q(r,u)dr σ(du) (2.3)
where α is a real number α ∈ [0,2), σ a ﬁnite measure on the unit sphere Sd−1 and






with {Q(·|u)}u∈Sd−1 a measurable family of Borel measure on (0,∞). If q(0+,u) =
1 for each u ∈ Sd−1, µ is referred to as a proper TID. The function q is called a
tempering function.
In the case where {Q(·|u)}u∈Sd−1 are ﬁnite non-negative Borel measures on
(0,∞), q(·,u) are positive deﬁnite radial functions on Rd. By [13], the following
results holds.
Theorem 2.4. A continuous function ϕ : (0,∞) → R is positive deﬁnite and







where µ is a ﬁnite non-negative Borel measure on (0,∞).
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d). (2.5)







αQ(dx), A ∈ B(R
d). (2.6)
The measure R is equivalent to the measure Q and clearly R({0}) = 0. By deﬁni-























αR(dx), A ∈ B(R
d). (2.8)
Sometimes the only knowledge of the L´ evy measure cannot be enough to obtain
analytical properties of tempered inﬁnitely divisible distributions. Therefore, the
deﬁnitions of measures Q and R allow one to overcome this problem and to obtain
explicit analytic formulas and more explicit calculations. The following result
allows one to ﬁgure out relations between the L´ evy measure M and the measure
R above deﬁned.
Proposition 2.5. Let µ be a TID distribution, the corresponding L´ evy measure








−t2/2dtR(dx), A ∈ B(R
d), (2.9)
if and only if the measure R on Rd satisﬁes the following conditions, R({0}) = 0
and  R
Rd(kxk2 ∧ kxkα)R(dx) < ∞, 0 < α < 2, R
Rd(log(1 + kxk) + 1)R(dx) < ∞, α = 0. (2.10)
Proof. Let µ be a TID distribution with L´ evy measure M. First we will prove that
there exists at least one measure R, deﬁned in (2.6), such that M, deﬁned in (2.3),
can be written in the form (2.9). To show this result, we take the measure R as in































































































Conversely, given a measure R, let Q be the measure deﬁned by (2.8) and let us
consider the decomposition Q(dr,du) = Q(dr|u)σ(du), where σ is a ﬁnite measure
on Sd−1. Thus, we can deﬁne q(r,u) by (2.4) and the computation (2.11) proves
that M can be written in the form (2.3).
Now we want to prove that M is a L´ evy measure if and only if (2.10) holds.




































































































where K is a ﬁnite constant. Then, also when α = 0, condition (2.10) is a necessary
condition. Conversely, now we prove that (2.10) is also suﬃcient. Suppose that
there is a measure R satisfying (2.10). Then the measure M can be written in the
























































































where C := supt≥1 t2−αe−t2/2. Thus M is a L´ evy measure.




































































Thus, M is a L´ evy measure.
Now, in order to show that (2.9) is well deﬁned, we want to show that R is
uniquely determined. We will prove it by contradiction. Let R1 and R2 be two
measures on Rd satisfying (2.9). Then, by previous argument, (2.10) has to be
satisiﬁed also. By contradiction, we suppose that there exists a Borel set A such
that R1(A) 6= R2(A). By equation (2.8), we can deﬁne Q1 and Q2 from R1 and R2
and consider the polar representation
Qi(dr,du) = Qi(dr|u)σ(du)
where σ is a probability measure on Sd−1 and {Qi(·|u)}u∈Sd−1 are measurable fam-
ilies of Borel measure on (0,∞). Without any loss of generality, we assume that σ



























is well deﬁned. Since R1(A) 6= R2(A) also Q1(A) 6= Q2(A). By assumption, Ri







−α−1(q1(r,u) − q2(r,u))drσ(du) = 0
and we ﬁnd the contradiction. A similar argument shows the uniqueness of the
measure R also in the case α = 0.
Remark 2.6. The case α = 0 is consider only for completeness and the theory
will be not completely extended to this limiting case. It may be an interesting case
in some applications.




αR(dx) < ∞, 0 < α < 2, (2.12)






αR(dx), 0 < α < 2, (2.13)
In this case Q is a ﬁnite measure and it can be represented in polar coordinates
as Q(dr,du) = Q(dr|u)σ(du), where Q(·|u) are ﬁnite measures and σ is a ﬁnite
measure on Sd−1.
Deﬁnition 2.8. The unique measure R in (2.9) is called a spectral measure of the
corresponding TID distribution. We will call R the Rosi´ nski measure [14].
We focus on the following result.
Remark 2.9. If µ is a proper TID distribution, then Q is a ﬁnite measure and
{Q(·|u)}u∈Sd−1 is a measurable family of ﬁnite Borel measures on (0,∞). Since the
equation q(0+,u) = 1 holds, they are probability measures. Furthermore, for any
ﬁxed u ∈ Sd−1, function q(·,u) are positive deﬁnite radial functions.
Taking into consideration Lemma 2.14 of [10], we want to ﬁgure out the relation
between parameters of the proper TID distribution and stable ones.
Proposition 2.10. Let M be a L´ evy measure of a proper TID distribution, as in
(2.3), with corresponding spectral measure R. Then, the L´ evy measure M0 of an



















αR(dx), B ∈ B(S
d−1). (2.15)


































Since we are considering a proper TID distribution, then, by remark 2.9, Q(·|u)
























Since Q(ds|u) are probability measures, then c = 1 and (2.15) holds.
92.1 Distributional properties
A TID distribution may have moments and also exponential moments of any
order. The behavior of the tails depends on the measure R.
Proposition 2.11. Let µ be a TID distribution with L´ evy measure M given by
(2.9) and α ∈ (0,2). Then






Rd kxkαµ(dx) < ∞ ⇐⇒
R
kxk>1 kxkα log(kxk)R(dx) < ∞;



















2 R(dx) < ∞.









Proof. It is well known that moments conditions for µ are related to the corre-
sponding conditions for M|{kxk>1}, see [12].












































2R(dx) < ∞ (2.16)
where C := supt≥1 tp+2−αe−t2/2. The inequality (2.16) shows that the integral
I(1)(x) is always ﬁnite.


























































Then, the following inequality holds
I




































































It is easy to check that as kxk → 0, then Iθ(x) goes to 0 exponentially fast. Now,











































θ (x) + K
(2)
θ (x).
Furthermore, the following inequality is satisﬁed
K
(1)











































therefore condition (d) holds. Part (e) can be proved with a similar argument to
(c).
Remark 2.12. If the measure R has a bounded support, then E(eθkXk) < ∞ for
all θ > 0. We have exponential moments of any order.
As we said before, sometimes it is more convenient to work with the measure
R; in order to ﬁnd some distributional property of a TID distribution. Taking into
account Proposition 2.8 of [10], we will show a result about ﬁnite variation.
Proposition 2.13. Let M be the L´ evy measure of a TID distribution, and R a
measure as in (2.9) and (2.6). These conditions are equivalent
(i)
R
kxk≤1 kxkM(dx) < ∞
(ii)
R
kxk≤1 kxkR(dx) < ∞ and α ∈ (0,1)
12Proof. Suppose condition (i) is fulﬁlled. Choose r ≥ 1 such that R({kxk ≤ r}) 6= 0.








































































































which proves the converse.
2.2 Characteristic function of a TID distribution
It is well known that given a L´ evy measure of a inﬁnitely divisible distribution,
we have an explicit formula for the characteristic function, see [12]. Sometimes,
working with a L´ evy measure of the form (2.3) may be diﬃcult and, as a con-
sequence, we will provide an expression for the characteristic function of a TID
distribution with respect to the measure R. The measure R allows one to ob-



















13In order to ﬁnd a more useful form for the characteristic function of a TID
distribution, we will need the following results.
Lemma 2.14. The following limits are veriﬁed
lims→0 s−2ψα(s) = −2− α
2 −1Γ(1 − α
2), α ∈ (0,2)
lims→∞ s−1ψ0(s) = −i
pπ
2, α = 0




2)i, α ∈ (0,1)
lims→∞(s−1ψ1(s) + ilogs) = −π
2 + i, α = 1
lims→∞ s−αψα(s) = Γ(−α)e−iα π
2, α ∈ (1,2)
(2.19)
Furthermore, if α ∈ (0,1) we have
lims→∞ s−1ψ0






α(s) = Γ(−α)e−iα π
2,
(2.20)
Then, there exists for each α a ﬁnite positive constant Cα such that for all s ∈ R
the following inequalities are fulﬁlled
C−1
α (s2 ∧ |s|α∨1) ≤ |ψα(s)| ≤ Cα(s2 ∧ |s|α∨0,1), α 6= 1,
C
−1
1 [s2 ∧ |s|(1 + log
+ |s|)] ≤ |ψ1(s)| ≤ C1[s2 ∧ |s|(1 + log
+ |s|)], α = 1,
C−1
α (s2 ∧ |s|α) ≤ |ψ0
α(s)| ≤ Cα(s2 ∧ |s|α), α ∈ (0,1).
C
−1
0 [1 + log(1 + s)] ≤ |ψ0(s)| ≤ C0[1 + log(1 + s)], α = 0.
(2.21)
Proof. By solving the limit and using [12, Lemma 14.11], (2.19) and (2.20) are
veriﬁed.
Lemma 2.15. Let us consider the conﬂuent equation
x
d2y
dx2 + (c − x)
dy
dx
− ax = 0. (2.22)
Then the solution of this diﬀerential equation is
y = AM(a,c;z) + BU(a,c;z)
where A and B are constant and M(a,c;z) is the Kummer’s or conﬂuent hyper-
geometric function of ﬁrst kind [1, 13.1.2] and U(a,c;z) is the conﬂuent hyperge-
ometric function of second kind [1, 13.1.3].
Proof. For a complete overview on conﬂuent hypergeometric function see [15] or
[1].





















































































































































































Theorem 2.17. (Characteristic function) Let µ be a TID distribution with L´ evy
measure given by (2.9), α ∈ [0,2) and α 6= 1. If the distribution has ﬁnite mean,
i.e.
R
Rd kxkµ(dx) < ∞, then










































































Rd xµ(dx). Furthermore, if 0 < α < 1, the characteristic function can
be written in an alternative form
































































Proof. First, integrals (2.24) and (2.26) are well deﬁned due to conditions (2.10)
and (2.21) of Lemma 2.14. It is well known that if the mean is ﬁnite, that is if the
ﬁrst absolute moment exists, i.e.
R
Rd kxkµ(dx) < ∞, then ˆ µ can be written as













ist − 1 − ist)t
−α−1e
−t2/2dt, (2.28)
If α ∈ [0,1) and
R
kxk≤1 kxkR(dx) < ∞, by Proposition 2.13
R
kxk≤1 kxkν(dx) < ∞,





ihy,xi − 1)ν(dx) + ihy,m0i

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Remark 2.18. With a similar technique, the characteristic exponent also can be
calculated also for both cases α = 0 and α = 1.
Deﬁnition 2.19. We will write X ∼ TIDα(R,m) to indicate that X is a TID
random variable with characteristic function (2.24) and X ∼ TID0
α(R,m0) to
indicate that X is a TID random variable with characteristic function (2.26). The
constant m is exactly the mean m = E[X].
3 TID processes
In this section, we will introduce TID processes. By Deﬁnition 2.3, if µ is a
TID distribution, it is inﬁnitely divisible and therefore there exists a L´ evy process
{X(t) : t ≥ 0} such that µ is the distribution of X(1).
3.1 Short and long time behavior
The following theorems will show the diﬀerent behavior of a TID process for
diﬀerent time scale. If one decreases the time scale, a TID process looks like a
stable process; otherwise, if one increases the time scale, it looks like a Brownian
motion. To ﬁgure out this diﬀerent time behavior, we consider the time rescaled
process
{Xh(t) : t ≥ 0} = {X(ht) : t ≥ 0}, (3.1)
where h > 0.
17Theorem 3.1. (Short time behavior) Let {X(t) : t ≥ 0} be a TID L´ evy process in
Rd such that the distribution of X(1) has spectral measure R.
(a) Let us consider a TID process with X(1) ∼ TID0
α(R,0), if α ∈ (0,1) and with




αR(dx) < ∞ (3.2)
and let σ be the ﬁnite measure on Sd−1 deﬁned in (2.15). Then
h
−1/αXh
d → Y, (3.3)
as h → 0, where {Y (t) : t ≥ 0} is a strictly α-stable L´ evy process with
Y (1) = Sα(σ,0).
(b) Let us consider a TID process with X(1) ∼ TIDα(R,0), if α = 1. Assume
that Z
Rd















Proof. Since {h−1/αXh(t) : t ≥ 0} is a L´ evy process, by [5, Theorem 13.17], it
is enough to show the convergence in distribution of h−1/αXh(1) to Y (1). By a
Paul L´ evy theorem (also called the continuity theorem) [2, Theorem 2, p.508], the
convergence in distribution can be proved by considering the pointwise convergence
of the respective characteristic functions.














The upper bounds (2.21) of Lemma 2.14 and condition (3.2) allow one to apply the
dominated convergence theorem to the above integral. By deﬁnitions (2.25) and
(2.27) it easy to check that ψ0
α(−s) = ψ0
α(s) and ψα(−s) = ψα(s). Now, by (2.20)


























18Therefore, under the assumption α ∈ (0,1), (3.3) holds. A similar argument proves











is fulﬁlled, then, by assumption (3.4) and [10, Theorem 3.1], (b) holds.
Now, we will prove that if one increases the time scale, a TID process looks like
a Brownian motion.
Theorem 3.2. (Long time behavior) Let {X(t) : t ≥ 0} be a TID L´ evy process in


























Proof. Since {h− 1
2Xh(t) : t ≥ 0} is a L´ evy process, by [5, Theorem 13.17], it is
enough to show the convergence in distribution of h− 1
2Xh(1) to B(1). By the
continuity theorem [2, Theorem 2, p.508], the convergence in distribution can be
proved by considering the pointwise convergence of the respective characteristic
















The upper bounds (2.21) and condition (3.7) allow one to apply the dominated













3.2 Change of measure
In this section, a result on density transformations between stable and TID
processes is considered.
Theorem 3.3. Let P0 and P be probability measures on (Ω,F) such that the
canonical process {X(t) : t ≥ 0} is a L´ evy α-stable process Sα(σ,a) under P0,
while it is a proper TID process TIDα(R,b) under P, where σ is given by equation
(2.15). Then









−α−1drσ(du) < ∞, (3.9)
and




0, 0 < α < 1 R
Rd x(logkxk +
log2
2 − 1 +
γ







Rd xR(dx), 1 < α < 2
(3.10)
Condition (3.9) implies that the integral exist. Furthermore, if either (3.9)
or (3.10) fails, then P0|Ft and P|Ftare singular for all t > 0.


























The convergence is uniform in t on any bounded interval, P0-a.s..









, x ∈ R
d \ {0}. (3.12)



































2 −1 − 1
2
M0(dx) < ∞ (3.13)
20and
Bα = 0, (3.14)











kxk≤1 x(M − M0)(dx), 0 < α < 1,
b −
R




kxk≤1 x(M − M0)(dx), α = 1,
b −
R




kxk≤1 x(M − M0)(dx), 1 < α < 2.
In the case α = 1, c = 1 − γ, where γ is the Euler constant. The inequality (3.13)











M0(dx) < ∞ (3.15)
Since the integrand is bounded and M0 is a L´ evy measure, we may focus our




2 ≤ (1 −
√
y)
2 ≤ (1 − y)
2











and writing the above integral in polar coordinates, we obtain (3.9). Now, we will
prove the equivalence between conditions (3.10) and (3.14). By ﬁniteness of the
integral above and H¨ older inequality, we have
Z
kxk≤1





























































kxk(M0 − M)(dx) < ∞.
By using (2.9) and (2.14) and integrating by parts, the following result is obtained
Z
Rd
































xR(dx) + b − a = 0,
where the last equality follows by (3.10), proving (3.14). It remains to verify (3.14)





















































− 2logkxk − log2 + γ

R(dx)
by changing variable and equation 5.1.39 in [1], where the function E1(x) is the

































22Adding together the above results, we have
























− 2logkxk − log2 + γ

R(dx)


















By considering the remark in [12, Notes page 236], we can complete the proof of
part (i). Indeed, since M and M0 are mutually absolutely continuous by (3.12),
P0|Ft and P|Ft are mutually absolutely continuous or singular for all t > 0.
Part (ii) is an application of Theorem 33.2 of [12], where the form of Radon-
Nikodym derivative is speciﬁed for two mutually absolutely continuous L´ evy processes.
4 Simulation of proper TID laws and processes
There are diﬀerent methods to simulate L´ evy processes, but most of these
methods are not suitable for the simulation of TID processes due to the complicated
structure of their L´ evy measure. The usual method of the inverse of the L´ evy
measure is diﬃcult to implement, even if the spectral measure R has a simple form,
readers are referred to [10]. To overcome this problem, we will ﬁnd a shot noise
representation for proper TID distributions, and consequently also TID processes,
without constructing any inverse. The representation, we will show, is based on
results in [9] and [10].
Let M be the L´ evy measure of a proper TID distribution on Rd, given by (2.3),











Let {vj} be an i.i.d. sequence of random vector in Rd with distribution Q/kσk.
Let {uj} be an i.i.d. sequence of uniform random variables on (0,1) and let {ej}
and {e0
j} be i.i.d. sequences of exponential random variables with parameters
1. Furthermore, we assume that {vj}, {uj}, {ej} and {e0
j} are independent. We
consider γj = e0
1+...+e0
j and, by deﬁnition of {e0
j}, {γj} is a Poisson point process
on (0,∞) with Lebesgue intensity measure. Now, we will prove a useful lemma.


















23Then, for every non-empty set A ∈ B(Rd), the equality
Z ∞
0
P(H(s,(v1,e1,u1)) ∈ A)ds = M(A)
is veriﬁed.










where a > 0 and B ∈ B(Sd−1). Then, we can write
Z ∞
0



























































































































First, we consider a simple case.
Theorem 4.2. (α ∈ (0,1) and symmetric case) Suppose that all the above as-





















converges a.s.. Furthemore, we have that S0 ∼ TID0
α(R,0) for α ∈ (0,1) and
S0 ∼ TIDα(R,0) for α ∈ [1,2).
24Proof. To prove this theorem, we are going to use [9, Theorem 4.1] and [10, Theo-
rem 5.1]. If H is deﬁned as in (4.2), we can apply Lemma 4.1. Let us consider the
case α ∈ (0,1), then by Proposition 2.13 we can write
Z ∞
0




and [9, Theorem 4.1(A)] proves the theorem in the case α ∈ (0,1).
If α ∈ [1,2), then by Proposition 2.11 we have
Z ∞
0















































If Q is symmetric, cj is equal to zero. It follows that S0 = ¯ S0. This completes the
proof.
Now we consider the non-symmetric case.
Theorem 4.3. (Non-symmetric case) Under the above notation, suppose α ∈
[1,2), Q is non-symmetric and additionally that
Z
Rd
kxk|logkxk|R(dx) < ∞ (4.5)
when α = 1 and that Z
Rd
kxkR(dx) < ∞ (4.6)

























































2 + logkσk)x1 −
R
Rd xlogkxkR(dx), α = 1,
(4.8)
ζ denotes the Riemann zeta function and γ is the Euler constant, converges a.s..
Furthermore, we have that S1 ∼ TIDα(R,0).
25Proof. To prove this theorem, we are going to use [9, Theorem 4.1] and [10, The-
orem 5.1]. If H is deﬁned as in (4.2), we can apply Lemma 4.1. If α ∈ [1,2), then
by Proposition 2.11 we have
Z ∞
0

























































holds, where b is given by (4.8).































































































































































































































































































































which proves (4.9). Now, we consider the case α = 1. By the same computation













ds = (logj − log(j − 1))kσkx0, (4.14)
and put c0


































































|logkxk|kxkR(dx) + Kkσk < ∞,
(4.16)




1 u1| < ∞.
Before computing the series
P∞
j=1(c0
j −cj), we recall some useful relations [10].







∧ θds = θI(θ ≤ kσk) + {kσk − kσklogkσk + kσklogθ}I(θ > kσk)
































































































where γ = −
R ∞
0 log(x)e−xdx is the Euler constant, see [1, 6.1.3]. By equation









































































































which completes the proof.
A series representation for TID processes can be obtained.
Theorem 4.4. Under the above notation and assumptions, given a ﬁxed T > 0,
let {τj} be a i.i.d. sequence of uniform random variables in [0,T]. Assume {τj}
independent of the random sequences {vj}, {uj}, {ej} and {γj}.





















then the series converges a.s. uniformly in t ∈ [0,T] to a L´ evy process such
that X0(t) ∼ TID0
α(tR,0) if α ∈ (0,1) and X0(t) ∼ TID0
α(tR,0) if α ∈ [1,2).
(ii) If α ∈ [1,2), Q is non-symmetric and additionally
Z
Rd
kxk|logkxk|R(dx) < ∞ (4.18)
when α = 1 and that Z
Rd
kxkR(dx) < ∞ (4.19)


















































2 + logTkσk)x1 −
R
Rd xlogkxkR(dx), α = 1,
(4.21)
the series converges a.s. uniformly in t ∈ [0,T] to a L´ evy process such that
X1(t) ∼ TIDα(tR,0).
29Proof. It is enough to show the convergence in distribution of series (4.17) and
(4.20) for a ﬁxed t, see [9, 10]. By the same arguments of Lemma 4.1, we obtain
Z ∞
0



















By following the proof of Theorem 4.2, (i) is veriﬁed in the case α ∈ (0,1). By
Proposition 2.11 if α ∈ [1,2), then
R
kxk>1 kxkM(dx) < ∞. By [9, Theorem 4.1(B)]



















































If Q is symmetric then aT
j = 0 and (i) is proved. To complete the proof, by
following [10, Theorem 5.3] and equation (4.4), cj can be viewed as a function of


































2 + logTkσk)Tx1 − T
R
Rd xlogkxkR(dx), α = 1.
By deﬁnition of aT















which completes the proof.






j kvjk−1 in the shot noise
representation, a well-known result for α-stable processes can be found, see [10,
Theorem 5.4] or [11].
305 Examples
A real TID law can be deﬁned by ﬁxing a positive deﬁnite radial function q
with a measure σ on S1 or alternatively by deﬁning its spectral measure R. We
are going to show in the following three parametric examples of TID laws in one
dimension. In the ﬁrst example, the measure R is the sum of two Dirac measures
multiplied for opportune constants. The spectral measure R of the second example
has a non-trivial bounded support and the derived TID distribution has exponential
moments of any order. In the last example, the MTS distribution is considered,
see [8, 6], the spectral measure is deﬁned on an unbounded support and there exist
exponential moments of some order.
5.1 Example 1: Simple TID distribution


















σ(1) = C+, σ(−1) = C−.




























Deﬁnition 5.1. Let C+, C−, λ+, λ− strictly positive constants, α ∈ (0,2), α 6= 1
and µ ∈ R. An inﬁnitely divisible distribution is called the simple TID distribution









31Proposition 5.2. The characteristic function of the simple TID distribution with
parameter (α, C+, C−, λ+, λ−, µ) becomes





































































Proof. It follows by Theorem 2.17.
5.2 Example 2: non trivial spectral measure
In the ﬁrst example, the spectral measure R has no zero mass only at two
points. Now we will consider a spectral measure with power decay deﬁned on a
bounded support of R. By taking into consideration the construction of the KR









By Theorem 2.17, the characteristic function of this distribution can be written
in close form.


































































































































































































































and by a similar argument of Lemma 2.16, equation (5.4) is veriﬁed.
Proposition 5.4. The characteristic function of the TID distribution with para-
meter (α, C+, C−, λ+, λ−, p+, p−), mean m and with spectral measure (5.3)
is







































































Proof. Since the support of the measure R is bounded, by Proposition 2.11 the
distribution has exponential moments of any order and in particular ﬁnite mean.
By Theorem 2.17, we can consider the representation (2.25) and by Lemma 5.3 the
characteristic exponent can be computed.
5.3 Example 3 : MTS distribution
A parametric example of TID distributions has been already considered in
the literature, the MTS distribution, see [8, 6]. The L´ evy measure of a MTS

































2 (λ−r), u = −1,
(5.8)
and the measure σ is
σ(1) = C+, σ(−1) = C−.


























By setting x = 2z and p = 1/
√













hence the equality (5.9) holds.
Lemma 5.6. Let µ be a MTS distribution, then

























Proof. By setting ν = α+1
2 and z = (λr)2/4 into (5.9) and changing variable


























































































































































































































































































































































Since the series converges on each bounded interval on R, by a similar argument













































































































































































































Proposition 5.8. The characteristic function of the MTS distribution with para-
meter (α, C+, C−, λ+, λ−), mean m and with spectral measure (5.12) is






















































Proof. By deﬁnition of the measure R, by Proposition 2.11, the distribution has
ﬁnite mean. By Theorem 2.17, we can consider the representation (2.25) and by
Lemma 5.7 the characteristic exponent can be computed.
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