The earliness/tardiness (E/T) case of hybrid flow-shop scheduling problem (HFSP) is an NP hard problem, which is difficult to deal with; however, the existence of the multi-rules relating to the practical production increases the complexity of this problem. How to solve the combinatorial optimisation problem effectively and optimally is still an open issue today. In this paper, the joint scheduling strategy of differential evolution (DE) algorithm and factor space-based multiple rules decision method is used to solve this E/T scheduling problem. Firstly, DE algorithm is used to make global assignment and obtain each job's process route. Secondly, factor space method is used to describe the scheduling rules in production process; then a scheduling decision method based on variable weight comprehensive function is considered to figure out the jobs' operating priority in buffer area during the local production assignment between stages; subsequently the starting time of each job can be determined. Finally, under the constraints of the due-date and multiple production rules, the global optimisation with the minimal penalty sum of E/T is obtained. Several scheme comparisons with experiment results show the effectiveness of the proposed method.
Introduction
Hybrid flow-shop scheduling problem (HFSP) is an extension of general flow-shop problem (FSP). HFSP is more complicated for it not only includes how to make sequences to all the jobs, but also contains how to assign jobs in parallel machines at each stage. Therefore, HFSP is also called flexible flow-shop scheduling problem, which is a typical combinatorial optimisation problem with a strongly nondeterministic polynomial time (Gserey et al., 1976) . Meanwhile, with wide application of just-in-time (JIT) model in industry, the earliness/tardiness (E/T) problems have attracted much attention in job-shop scheduling field. The importance of these problems is due to a particular dilemma in manufacturing: customers' orders have to be completed in time in order not to lose them, but keeping products too long in inventory will increase production cost. In this situation, schedulers try to complete all the orders as close to their due dates as possible so as to minimise the total cost that might be incurred from either early or late completion.
Recently, branch and bound algorithm (BB), immune algorithm, genetic algorithms (GAs) and particle swarm optimisations (PSOs) et al. are used to solve E/T problem and HFSP. Yang et al. (2002) used BB algorithm to schedule a given set of independent jobs on a single machine to minimise the sum of early and tardy costs. Yau et al. (2008) combined dynamic programming (DP) with BB algorithm to solve the general single-machine E/T problem and machine idle time was considered; Wang et al. (2011) adopted an adaptive immune algorithm for scheduling problems of flow shop with zero wait; modified GA (Wang et al., 2006) and PSO (Lian et al., 2006) are also used to make solutions for E/T problem. Note that all of these studies aimed to solve the single-machine E/T problem with some restrictions (e.g., common due date, no idle machine time, equal E/T unit costs). Due to the single-machine and restricted problems' special structures, they achieved improved efficiency for the problems. However, with the existing of parallel machines，multi-stages and other flexible needs, the optimal solution for E/T problem in HFSP is difficult to be obtained. In order to meet the requirement of the real-time dynamic scheduling of the workshop, a quantity of scheduling decisions knowledge needs to be considered in the actual production scheduling process. The scheduling decision knowledge, also named scheduling rules is lots of empirical methods and rules extracted from the specific production and management practice. So, except for making sequence and assigning jobs, the difficulties of the E/T scheduling problems are enhanced more under the condition of several scheduling rules for production scheduling existing side by side.
Differential evolution (DE) algorithm is one of the latest evolutionary optimisation methods proposed by Storn and Price (1997) . Due to its simplicity, easy implementation and quick convergence, DE algorithm has gained much attention and a wide range of successful applications (Abouel Ela et al., 2009; Chung and Lau, 2009) . In recent years, DE algorithm and its improved algorithms have been applied much more in the scheduling problems (Andreas, 2008; Godfrey and Donald, 2006) . Qian et al. (2009) used discrete DE algorithm to solve the no-wait flow shop scheduling problem; Ghasemi et al. (2009) adopted binary DE algorithm to solve the power unit scheduling problem; and Han et al. (2009) proposed DE algorithm to deal with the E/T problem of hybrid flow-shop. In this paper, DE algorithm is used to determine the process route of the jobs, that is on which machine the job will be operated at each stage.
Factor space was proposed by Wang (2009) in the early 1980s. It is a new knowledge representation method based on fuzzy mathematics. Its novelty was to take the measurable natural information as the representation extension of the knowledge conception, which can take measurable description to the concept and be closer to human's thinking model, thus the programme is easier to be implemented using the object oriented design method in software design. To solve the E/T scheduling problem, firstly, the scheduling rules are used to make a strict formal definition with the knowledge representation of factor space. Then, the formalised scheduling rules are used to make local assignment between stages by adopting a variable weight comprehensive function-based scheduling decision method (Li, 1995) . Therefore, on the basis of fixing jobs' process route using DE algorithm, to further determining jobs' process sequence and start time at each stage using factor space method, the global optimal solution will be obtained under multi-rule decision method of the joint scheduling strategy.
The remaining part of this paper is organised as follows. Section 2 gives the architecture of HFSP; Section 3 describes the global assignment model based on DE algorithm; Section 4 describes the factor space-based multiple rules decision in local scheduling between stages; experiment results are given in Section 5; and finally, Section 6 is devoted to concluding remarks.
Architecture of HFSP
The HFSP problem can be described as follows: there are n jobs which will be processed, each job must experience m stages with the same direction; there is at least one machine at each stage, and there exists at least one stage which has more than one machine; each job can be assigned to any of the Mj (Mj ≥ 1) machines at stage j, (j = 1, 2, •••, m); when the former stage is completed, the job will join in the waiting queue of the buffer area and wait entering the next stage. By using the multiple rules decision method, the priority of jobs can be calculated, and job's processing order and the start time in the next stage can be controlled.
It is presumed that both the cost time of each job at each stage and the delivering date required by customers are known. On this condition, the optimal practical delivering date, the operating sequence of each job and the machines on which these jobs will be operated at each stage shall be determined to minimise the penalty sum of jobs' E/T. The aim of the scheduling problem is minimising the total sum of earliness and tardiness penalties and maximising the number of the jobs identical to the expectation sequence. Figure 1 shows the model of the E/T scheduling problem in HFSP under multiple rules decision. From Figure 1 , we know that the job sequence {JCi, m} can be obtained after n jobs are processed through all M stages. m-M j denotes the job is operated on the M th machine at m stage 
OLS i
The online ordinal number of job i 
The constraints of HFSP model
The normal HFSP model constraints are described as the above constraints (1)-(7). Constraints (1) and (2) ensure that each preferential position can be assigned to only one job and each job can only has one preferential position; constraint (3) shows that each job can only be operated on one of the parallel machines at each stage; constraint (4) describes the relationship between the starting time and the completion time of each job. Constraint (5) ensures that a job can't be processed at the next stage until it has finished the operation at current stage; constraint (6) represents that the job which has higher priority will be operated earlier at the stage; constraint (7) shows that for jobs assigned to the same machine at the same stage, the job with lower priority will be processed only after the jobs with higher priority have already been processed. If the jobs with different priorities will been operated on different machine at a certain stage, let L be big enough to satisfy the constraint (7).
The objective function of HFSP model
In the above equations, equations (8) and (9) respectively describe the earliness and tardiness of job i having finished all stages' process. Equation (10) is the penalty sum of earliness and tardiness. Equations (12) and (13) are the objective function of E/T problem in HFSP. Equation (12) means that the jobs' real completion sequence should be the same with the expectation completion sequence as much as possible. Equation (13) means the penalty sum shall be as small as possible to make the completion time sequence more close to the expectation one.
DE-based global assignment model
DE algorithm is a global optimisation method for solving multi-dimensional function. The basic idea of DE algorithm is that performing evolution operation on each individual 'i' of population. That is, at first, selecting three individuals randomly from the current population, considering one of the three individuals as a basis, the other two as referenced disturbance to make calculation, then crossing the resultant individual with individual 'i' and performing 'natural selection', at last, reserving the relatively optimal individuals and achieving evolution of populations (Yang et al., 2008) . In this paper, DE algorithm is used to compute the jobs' process route that is which machine the job shall be assigned to at each stage.
Parameters selection of DE algorithm
1 The greater the initial population size N is, the more beneficial it is to cover the value range of solutions. But, if N is too large, it will lead to long computation time of the algorithm.
2 Mutation operator F mu ∈ [0, 2] is a real constant factor, which decides the zoom ratio of the deviation vectors. F mu is mostly selected as 0.5.
3 Keeping other parameters unchanged, the cross-factor CR will affect the convergence rate of DE. In practical application, both sides will be searched from CR = 0.7 (Zhao et al., 2009 ).
Design of the initial population
Considering the complex expression of initial population caused by multi-stage and multi-job in HFSP, a real coding based on matrix is proposed in this paper. Assume there is an individual A m×n , described as:
where a ij , i ∈ {1, 2. ···, n}, j ∈ {0, 1. ···, m}, a random real number between [1, M j + 1], means job i is operated on machine ⎣a ij ⎦ at stage j, ⎣•⎦ means the floor of a ij . If ⎣a ij ⎦ = ⎣a kj ⎦, i ≠ k, which means that more than one job will be operated on the same machine at the same stage. If j = 1, each job's process sequence at the first stage can be determined according to the JIT sequence; if j > 1, each job's process sequence will be determined by both its completion time of the last stage and multi-rule decision strategy. From the above, the coding matrix can be used to construct the individuals of DE. Each individual consists of m parts, each part represents one stage, and each part includes n genes. So each individual is an m × n real series. Considering car painting workshop scheduling problem as an application example, the HFSP problem with 8 stages and 10 process cars is studied here. Each individual is an 8 × 10 real series and the initial population is a matrix in which the elements are selected randomly in their corresponding intervals. In Table 1 , an individual of the initial population is shown that the maximum machine number at each stage is close to 4, so the element can be selected randomly from [1, 4] , and the number series can be constructed as {1.232, 2.101, 3.746, 3.302, 2.747, 3.36, 1.439, 2.352, 2.945, 3 .83} at the first stage. After constructing the number series of 8 stages one by one, putting them together and forming an new number series, then rounding it, the integer series {1, 2, 3, 3, 2, 3, 1, 2, 2, 3, 2, 3, 1, 3, 2, 2, 2, 2, 3, 3, …, 1, 1, 1, 2, 2, 1, 1, 2, 2, 2} is obtained. In this integer series, the first number means that Car1 will be operated on Machine 1 at stage 1; the 11th number denotes that Car 11 will be operated on Machine 2 at stage 2; so after this kind of reading, we can know that [1, 2, 1, 2, 2, 1, 1, 1] represents the process route of Car 1, then after rounding each column of Table 2 , the process route of each car comes out, where 0 denotes the car will not be processed at this stage. In the matrix-based coding method, each n × m real number series represents an individual, and each individual represents a feasible solution of HFSP, and then the initial population of DE can be formed by such real number series.
Determination of boundary conditions
In the computing process of DE, due to the stochastic disturbance intensity, the illegal individuals will be generated in the new individual's producing process. Thus, the boundary conditions are needed to filter these illegal individuals. For example, given an new individual {2, 3, 3, 3, 5.3, 3, 3, 1, 3 , 1, 1, 1, 2, 2, 2, 2, 2, 2, 1, 1, …, 2, 1, 1, 2, 2, 2, 2, 2, 1, 1}, the 5th number in the number series denotes the machine is assigned to Car5 at stage 1, obviously the number 5.3 exceeds the value range [1, 4] . So this new illegal individual should be filtered out and a new individual should be selected for operation.
Selection of the adaptive function
In DE, whether the old individual X i will be replaced by the new one X i ' or not depends on the adaptive function. If X i ' is superior to X i , let X i ' replace X i ; otherwise, keep X i . In this paper, according to the objective function in (13), the sum of the earliness and tardiness penalties shall be as small as possible, which means that the practical completion time shall approximate to the expectation completion time as much as possible, meanwhile, according to objective function in (12) the practical completion sequence shall try to be the same as the expectation completion sequence. So equation (10) can be selected as the adaptive function that is if the penalty sum of X i ' is smaller than that of
replaces X i. .
Termination condition
In DE computation process, the computation shall be terminated if one of the three following conditions is met. The first is that the value of the adaptive function is less than Err set in advance; the second is after numbers of DE iterations, the variable quantity of the optimal solution is less than CH min which is also set in advance; and the last is that iteration number is over the maximum value G max .
Factor-based multi-rule scheduling decision of local scheduling
Although DE can obtain the optimal process route of each job with satisfying the process constraints, however, HFSP problems are more complicated due to its multi-job, multi-stage, multi-machine and kinds of multi-rule in practical production. Therefore, besides the process route of each job, the optimal solution of E/T of HFSP shall also consider the process priority of the jobs at each stage which is also called local scheduling.
Multiple rules decision is used in locality scheduling between stages. When the former stage is completed, the job will join in the waiting queue of the buffer station and wait entering the next process stage. The multiple rules decision method is used here to determine each job's process priority PRI i . Subsequently, the pending sequence {JS i,j } and the start working time S ij of job i at the next stages j will be controlled according to the priority.
At the first process stage, jobs are processed according to the initial sequence. Multiple rules decision method will start to participate in the locality scheduling from the second stage. If FREE j-k = 0, n ≥ CN ≥ 2, which means when machine j-k, j ∈ {2, 3, ⋅⋅⋅, n}, is free, a job will be selected to be operated on machine j-k from the buffer station of the waiting queue of stage j. comes out extra free machines at stage j, the jobs will be taken out sequentially from the buffer station of stage j and sent to be operated; meanwhile, the buffer station of stage j will continuously receive the jobs finishing being processed at stage j-1. Once there comes out a free machine at stage j, and buffer station's job number satisfies expression n ≥ CN ≥ 2, the sorting operation must be done again according to job's priority using multi-rule decision method. Due to the priority, job 
Formalisation definition of scheduling rules
To model the multi-rule scheduling decision problem, we shall take formal description to scheduling rules firstly. The factor space method is adopted to explain the denotation semantics of the scheduling rules. The definition of scheduling rules is described as follows: For a given finite set S rule , which is composed of all the scheduling rules related to the practical production scheduling problems, the scheduling rules is denoted as r ∈ S rule . F is a finite set, consisting of all the factors concerned by scheduling rules, and its element is denoted as f ∈ F. Construct the semantic mapping l: S rule → F, and then map each scheduling rule r into its related factor f, that is ( ). → l : r l r In S rule , set the compound operation '○', which satisfies the associative law, if 3 1 2 ( ) ( ) ( ), l r l r l r = ∨ r 3 will be called as the compound scheduling rule of r 1 and r 2 , denoted as r 3 = r 1 ○ r 2 ; if (( , 0)( ( ) )), g F g l r g ¬ ∃ ∈ ≠ > rule r S ∈ will be defined as the simple scheduling rule, and the corresponding l(r) is known as atomic factor. Set the reduction operation ' †' between rules of S rule , if 3 1 2 ( ) ( ) ( ), l r l r l r = ∧ r 3 will be defined as the reduction scheduling rule of r 1 and r 2 , denoted as 3 1 2 † . r r r = The symbol r θ ∈ S rule , representing zero rule, is naturally defined as l(r θ ) = θ, where θ is zero factor, and r r r r r θ θ = = , r †r θ = r θ †r = r θ , (∀r ∈ S rule ). Without practical physical meaning, the null rule r θ exists only as a pure algebraic structure in this paper. It is not difficult to prove that the binary operation of '○' and ' †' concerning about S rule can be formed as a Boolean ring of 1 , , † , rule B S =< > and '∨' and '∧' concerning about F also can be formed as a Boolean ring of B 2 = <F, ∨, ∧>. Meanwhile, the mapping l is a double mapping, and keeps the preservation to operation '○', ' †' and '∨', '∧' respectively, so , , † rule S < > and <F, ∨, ∧> are isomorphic.
The property of isomorphism to rules set and factor set indicates that the algebraic properties of them are identical, and there is no distinction between in the mathematical treatments. So the rule scheduling decision problem can be formulated as a class of sorting DFE decision problem, which means that on the premise of taking the decision objective as choosing the optimal one, the ones in discourse domain are sorted according to their priority, and the one at the head of the sequence will be the optimal one. The model of the multi-rule scheduling decision problem is given as follows based on the synthetic theory of DFE decision and factor states.
Sequenced scheduling decision modelling based on representation extension
Generally, a local multi-rule scheduling decision problem is always concerning a core concept, that is, choosing the job with the highest priority in the job queue, and then assigning it to the machine to be operated on. This kind of scheduling decision problem is termed as sequenced decision problem in factor space theory. In the frame of the factor theory, the sequenced scheduling decision method can be described as follows:
The concept set is a single-point set c = {β}, where β is the object with the highest priority. f(β) is the representation extension of β in the domain X(f). f(β): X → [0, 1] will make a total order for the object of X(f) in the region of [0, 1] , and the head of the query will be the object with the highest priority. Therefore, this kind of decision method is named as sorting decision-making based on representation extension (SDRE).
The general steps of SDRE approach is outlined as follows:
Step 1 Assuming the domain of the scheduled object U = {u 1 , u 1 , …, u CN }. According to the actual situation, it can be a group of production tasks, and also can be the production equipment to provide services.
Step 2 Define the concept of β in { }, = B V name it, such as β = 'the job with the highest priority', which takes the domain of the scheduled object U as its basic domain.
Step 3 Select the simple rule set related to U: π = {r 1 , r 2 , …,r q }.
Obtain the atomic factors set related to U from the semantics function l: V = {l(r 1 ), l(r 2 ), …, l(r q )}; then, conform their state space X(l(r h )), 1 ≤ h ≤ q. The state space is defined as; X(l(r h )), 1≤h≤q.
Step 4 Let :
a complete Boolean algebra <F, ∨, ∧, c, 1, 0> can be made, and (U, V] can be seen as a left pairing, then a description frame (U, {β}, {X(f) (f ∈ F) }] can be constituted.
Step 5 For each atomic factor l(r h ), the state of the scheduled objects u i ∈ U can be confirmed as:
and then, the state of each scheduled object on the whole factor 1 can be acquired.
Step 6 Determine the total representation extension 1(β) of the concept β within the total representation domain X(1); then find the best object u * according to the maximum membership degree principle.
There are lots of factors that need to be considered in many practical problems. Compound rules are often used to make scheduling decision, which leads to the high dimension state space in the practical operation of step 5 and step 6, and increases the computational load. However, this problem can be solved by projecting the total representation extension 1(β) of the concept β in the factor space, which reflects the utility of the decision function in scheduling decision model. A synthesis decision function with variable weight is given as follows.
Additive comprehensive decision function with adjustable weight
In the E/T problem of the car painting workshop, four scheduling rules are selected to construct the scheduling set. The rules are shown as below: r 1 the process car which has to pass through the phosphate process shall be processed preferentially r 2 the process car which has to pass through the coating varnish process shall be processed preferentially r 3 the process car which has to pass through the complex colour bar processes shall be processed preferentially r 4 the process car which has smaller completed sequence number shall be processed preferentially.
where λ is threshold, λ = 3, then a switch-type factor l(r 3 ) λ = {with or without colour bar} is obtained to replace the variable factors l(r 3 ). After that, the factor and the factor set are still denoted as l(r 3 ) and F respectively. Taking the process car set, waiting o be processed in buffer station, as domain U, then U and F can be seen as a left pair (U, F]. Table 2 shows the structure of (U, F] directly. The state parameters generated from the production process are shown in Table 3 . Because the sequence number is a variable factor, a normalisation operation shall be done through anti-tangent function. The most complicated situation considered here is choosing the maximum compound rules r 1 ∪ r 2 ∪ r 3 ∪ r 4 to make scheduling decision. The antecedent of this compound rule is 'the process car with phosphate process, coating varnish process, complex colour bar process, and a small sequence number', and its total representation domain is X(l(r1)∨l(r2) ∨l(r3) ∨l(r4)) = {(1, 1, 1, 0.11), (1, 1, 0, 0.01), (1, 1, 0, 0.22), …}.
Due to the complexity of factors and high dimension of state space, the processing efficiency of computer will be reduced greatly. Therefore, the dimension reduction operation has to be done in the high dimension state space.
Assuming that the priority of a process car JS i,j , waiting to be processed in stage j, is PRI i , and that the state value of the four factors of JS i,j is x i,h (h = 1, 2, 3, 4). The value of PRI i can be calculated by constructing an additive variable weight comprehensive function as follows:
w h (X) = w h ·s h (X), (h = 1, 2, 3, 4) is termed as variable weight. If W(X) = (w 1 (X), w 2 (X), w 3 (X), w 4 (X)), then W(X) = (w 1 , w 2 , w 3 , w 4 ) ° (s 1 (X), s 2 (X), s 3 (X), s 4 (X)), where W = (w 1 , w 2 , w 3 , w 4 ) is called factor constant weight vector, which reflects the relative importance of all factors due to its independent of the change of states. State variable weight vector, S X = (s 1 (X), s 2 (X), s 3 (X), s 4 (X)) is called the state variable weight vector, which reflects the balance effect for the configuration of target value. For example, considering the relative importance of factors and according to the preference of the decision maker, W may take value (0.2, 0.2, 0.2, and 0.4). Note that the weight of all factors should satisfy the constraint that their sum is 1 in order to keep the same standard of comparison for different project. When considering the balance degree of the state, there has no inter restricted relationship between l(r1), l(r2), l(r3) and l(r4), and l(r1), l(r2) and l(r3) are incentive, but l(r4) is punitive for decision objective, so 2 min 4
(1,1,1, ), X x x = S where x min is the minimum value within all the samples. According to the state parameter from equation (16) and Table 3 , the priority of each process car can be calculated as {4.24, 40.4, 2.22, 1.31, 1.61, 1, 3, 0.99, 0.91, 0.81, and 0.85}. So the process car with the highest priority will be processed first, that means once the machine in the concerned stage assigned by DE is available, the process car with the highest priority will be taken out of the buffer station and put into the allocated machine to be operated.
Experiment results

Experiment data
Considering a car painting workshop scheduling problem as application background, the E/T problem based on multi-rule decision method is studied. The computation for E/T scheduling problem with 4 scheduling rules, 10 process cars and 8 process stages is carried to verify the effectiveness of the joint scheduling strategy of DE algorithm and factor space-based multi-rule decision. In Table 3 , the process car previously proposed as 'job' is denoted by 'car'; the expectation completion sequence is called 'schedule number'; the machine number at each process stage is respectively 3, 4, 4, 3, 3, 2, 2, and 2. As described in Table 3 , in order to validate the generalisation of the proposed method and simulate the characteristic of human's participant in car product line, the processing time of each job on each machine at each stage is between 30 and 50 (the minimum processing unit is minute). If a job's process time at certain stage is '0', it means the job will not be processed at this stage. Stage 6 represents the phosphate process; stage 7 is the coating varnish process, and stage 8 is the complex colour processes. Table 4 shows the predetermined expectation completion time and the E/T penalties. All the jobs go into production lines according to the number sequence. The expectation completion time of 'Car 2', the first one to finish being processed, is 285 minutes. The expectation completion time of 'Car 9', the last one to finish being processed, is 510 minutes. The interval of each process Car's completion time is 25 minutes. In practical production, lots of debugging and detections have to be done before the products go out, so the products should be produced in advance, then, the earliness penalty α and the tardiness penalty β should meet the constraints 3α ≤ β. 
Experiment results
In order to validate the feasibility and effectiveness of the joint scheduling decision of DE and factor space-based multi-rule decision for the E/T problems of HFSP under multi-rule decision principle, the comparative analysis is made between five group scheduling schemes. Schemes 1, 2 and 3 are the schemes which only adopt initiative forward scheduling method, PSO algorithm and DE algorithm respectively; In Schemes 4 and 5 factor space method is added to make local assignment under two different factor constant weight vectors W 1 = (0.2, 0.2, 0.2, 0.4) and W 2 = (0.3, 0.3, 0.3, 0.1), and DE algorithms is used to make global assignment.
In dealing with the three Schemes 3, 4 and 5, related to DE algorithm, the initial parameters of DE are set as: N = 30, F mu = 0.5, CR = 0.7; Correspondingly, the initial parameters of PSO related to scheme 2 are set as: inertia weight equals to 0.35, and two positive acceleration constants equal to 0.729 and 2.187. Besides, let Err min = 30, CH min = 0.1, G max = 3,000. Under the conditions of meeting the expectation completion sequence, 5 minutes difference is allowed between the practical completion time and the expectation completion time of each processed car, therefore, the minimal penalty of 10 processed cars can be set as Err min = 50. No matter DE or PSO, after many times of training, it can be got that the value of Err min lies in interval [30, 55] mostly, so it is reasonable to set Err min = 30. Table 5 summarises the computational results to be compared with 5 schemes, after 20 times computations and take average. Three parameters f match and f SP , described in Figure 2 , and the average iteration numbers T are selected to measure these schemes.
The initiative forward scheduling algorithm and its enhancement algorithm are the most common algorithms for HFSP in the manufacturing industry. From Table 5 , we can see that a good offline sequence can't be obtained by using initiative forward scheduling algorithm in scheme 1, for that the completion time of process car 6 is greater than that of process car 4, and the penalty sum of E/T is 130.8, which is greater than that of scheme 2 and 3 related to PSO and DE algorithm. All these indicate that Scheme 1 with initiative forward scheduling algorithm cannot solve the E/T problem well. Comparing scheme 2 with scheme 3, DE-based scheme has higher f match value, lower E/T penalties and less iterations than PSO-based scheme. From the above contrast, the DE algorithm showed superior performance to the initiative forward scheduling algorithm and PSO algorithm.
Although only using the DE-based scheme the global optimal solution under multi-rule decision can be got, the joint scheduling strategy of DE algorithm and factor spacebased scheme has smaller iterations and penalty sum of E/T while satisfying the expectation completion time and sequence well. The two fixed vector W 1 and W 2 means different weights for the same factor in two different local assignments, which leads to the different priority of the same processed car in two local assignments, and then the local assignment sequence can be adjusted automatically. Therefore, the performance of the scheduling strategy is greatly affected by the proportion relation of the factor l(r 1 ), l(r 2 ), l(r 3 ) and l(r 4 )in factor constant vector. Scheme 4 with factor constant vector W 1 = (0.2, 0.2, 0.2, 0.4) mainly reflects that factor l(r 1 ), l(r 2 ) and l(r 3 ) have the same importance to affect solution, and factor l(r 4 ) plays relative leading role to influent the solution; Scheme 5 with factor constant vector W 2 = (0.3, 0.3, 0.3, 0.1) reflects that factor l(r 1 ), l(r 2 ) and l(r 3 ) play the leading roles together and it can be proved that they are the key factors to the optimal performance of the scheduling strategy because the smaller penalty sum can be got while reducing the iterations.
To further analyse the joint scheduling strategy of DE and factor space multi-rule decision, a Gantt chart shown as Figure 2 illustrates the solution with factor constant weight vector W 1 = (0.2, 0.2, 0.2, 0.4). The Gantt chart is plotted according to the scheduling results, where x-coordinate represents the time and y-coordinate represents the machine at each stage, which can present the process status of each process car at each stage as time goes on. From Figure 2 , we can see that process Car 2 will not be processed at stage 8 and its process route is {1-2, 2-3, 3-2, 4-1, 5-3, 6-2, 7-2}. Car 10 and Car 9 are sent to buffer station. Due to the higher priority of Car 10, it will be operated on machine 4 at stage 3 firstly, which embodies the effect of multi-rule decision in local assignment. Figure 4 shows the relationship of the penalty sum and iterations in Schemes 3, 4 and 5. From Figure 4 we can see that with the iteration increasing the penalty sum of the three DE algorithms-based scheduling schemes is reduced, which proves they have rapid convergence. When getting to certain iterations, the variation of the penalty sum slows down, this represents that the three schemes approximate to the optimal solution. From the curve of the three schemes, we can see that under the multi-rule decision the penalty sum of Schemes 4 and 5 reduces more quickly than Scheme 3, especially within 200 iterations; and that of Scheme 4 and 5 continues to decline between 500 to 1,000 iterations, but Scheme 3 slows down the penalty sum decline after 500 iterations; Scheme 5 reduced the penalty sum more obviously than Scheme 4 after 500 iterations, so the optimal performance of Scheme 5 is superior to Scheme 4.
Conclusions
In this paper, the E/T scheduling problem of HFSP in multirule decision is studied. A joint scheduling strategy of DE algorithm and factor space multi-rule decision method is proposed to solve the E/T scheduling problem of HFSP, and the mathematic model of the E/T scheduling problem of HFSP in multi-rule decision is constructed. The production and scheduling experimental prototype system is developed by VS.net 2008 using advanced WPF technology. This system can be applied in the complex distributed network of the workshop assembly line. The proposed joint scheduling strategy can also optimise the delivery date of the job while meeting the optimisation of the completion sequence, which not only improves the versatility and extendibility of the production scheduling simulation prototype system, but also simplifies the software design, and make it easy to develop the human-machine interaction programme of scheduling decision. Loading balancing shall be taken into consideration in the design of E/T scheduling approach, and the improved DE algorithm can also be used to improve the efficiency of the system.
