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We study local analytic solutions f of the generalized Dhombres functional equation
f (zf (z)) = ϕ( f (z)), where ϕ is holomorphic at w0 = 0, f is holomorphic in some open
neighborhood of 0, depending on f , and f (0) = w0. After deriving necessary conditions
on ϕ for the existence of nonconstant solutions f with f (0) = w0 we describe, assuming
these conditions, the structure of the set of all formal solutions, provided that w0 is not a
root of 1. If |w0| = 1 or if w0 is a Siegel number we show that all formal solutions yield
local analytic ones. For w0 with 0 < |w0| < 1 we give representations of these solutions
involving inﬁnite products.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
The iterative functional equation of Dhombres, the ﬁrst time appearing in [2], and some of its generalizations were
studied in the real case with respect to continuous solutions in [5,6] and, in particular, in [8] and [9]. The investigation of
generalized Dhombres equations in the complex domain with respect to holomorphic solutions begins with [10] and [11].
For a survey of results and problems concerning iterative functional equations we refer to [7] (cf. also [1] and [12] for
related problems).
In the present paper we study at z = 0 analytic nonconstant solutions f with f (0) = w0, w0 = 0, of the generalized
Dhombres functional equation
f
(
zf (z)
)= ϕ( f (z)) (1)
for z in some neighborhood of 0, where ϕ is given and supposed to be holomorphic at w0. In [10] we considered the set of
local analytic solutions of (1) with f (0) = 0. It is easy to see that the point z = 0 plays a particular role for solutions of (1).
The methods used in [10] and in the present paper are similar, but there are also speciﬁc differences arising from the fact
that now we assume f (0) = 0. Indeed, the role of Böttcher functions in [10] is replaced here by the application of Schröder
functions, i.e., solutions of certain Schröder equations (see Section 2). The results in the present paper, in particular the
main result, Theorem 1, are proved only if |w0| = 1 or w0 is a Siegel number. The representation of local analytic solutions
of (1) involving certain inﬁnite products (Theorem 2) is only proved for the case |w0| < 1, and these inﬁnite products do
not make sense in the formal case using the order topology, while analogous inﬁnite products used in [10] are also deﬁned
for formal solutions.
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somewhat more systematically formal solutions of (1) in Section 2. Even in this simpliﬁed situation we get only a complete
description of the general solution if we assume that w0 is not a root of 1 (Proposition 2). However, if we only assume that
w0 = 0, then there are necessary conditions on ϕ in order that (1) has a nonconstant solution, namely, there has to exist a
k ∈ N such that
ϕ(w) = w0 + wk0(w − w0) + d2(w − w0)2 + · · · . (2)
If we write the nonconstant solutions f of (1) as f (z) = w0 + g(z), and if w0 is not a root of 1, then necessarily g(z) =
ckzk + · · · , with ck = 0. On the other hand, if g has the form mentioned above then to each ck = 0 there exists exactly one
(formal) solution f with f (z) = w0 + ckzk + · · · (Proposition 2b).
If now |w0| = 1 or w0 is a Siegel number and ϕ is supposed to converge, then we will see that all formal solutions
obtained in Proposition 2 are convergent, so describing all local analytic solutions f with f (0) = w0 under our assumptions.
At this stage we are also able to solve the so-called converse problem for Eq. (1) (see [9] and [10]) under the hypothesis
made in the present work (Theorem 2). This converse problem is, roughly speaking, the question whether to a given f there
exists ϕ such that (1) holds.
The last part of this introduction is devoted to deducing the necessary form of ϕ in (1) in order to obtain nonconstant
solutions f with f (0) = w0 for a given w0 ∈ C∗(= C\ {0}), and to transform (1) into an equivalent form (1′) which is useful
for what follows. By a solution we mean a local analytic f , if ϕ is holomorphic at f (0) = w0, or a formal series if ϕ is
merely a formal power series in w − w0.
Proposition 1. Let w0 ∈ C∗ and let ϕ be analytic in a neighborhood of w0 (or a formal power series ϕ(w) in w − w0). Then the
following holds true.
(a) If (1) has a nonconstant solution f with f (0) = w0 then there exists k ∈ N such that
f (z) = w0 + g(z) (3)
with ordz=0 g = k, and
ϕ(w) = w0 + wk0(w − w0) + d2
(
w − w20
)+ · · · . (4)
(b) If w0 is not a root of 1, then the integer k ∈ N from (a) such that (3) and (4) hold is uniquely determined.
(c) If we introduce g by (3) then, putting ϕ(w) = w0 + ψ(w − w0), (1) is equivalent with the functional equation
g
(
w0z + zg(z)
)= ψ(g(z)) (1′)
in a neighborhood of z = 0 or for formal series g, where ψ(y) = wk0 y + d2 y2 + · · · .
Proof. Cases (a) and (c). If f fulﬁlls f (0) = w0, f = const, then f (z) = w0 + g(z), with ordz=0 g = k ∈ N, g(0) = 0. If we
substitute this into (1) and put z = 0, then we ﬁnd f (0 · f (0)) = ϕ( f (0)), hence
w0 = ϕ(w0),
and
ϕ(w) = w0 + d1(w − w0) + d2(w − w0)2 + · · · = w0 + ψ(w0).
If we again substitute the last expression into (1) we ﬁnd
g
(
w0z + zg(z)
)= ψ(g(z)) (1′)
and hence, since g(z) = ckzk + · · · , with k 1, ck = 0, we get from (1′) comparing coeﬃcients of zk that
wk0ck = d1ck,
hence d1 = wk0 which means (4).
The case (b) is obvious. 
2. Formal solutions
Now we study formal solutions g(z) = ckzk + · · · , k 1, ck = 0 of the functional equation
g
(
w0z + zg(z)
)= ψ(g(z)) (1′)
where ψ(y) = wk0 y + d2 y2 + · · · , w0 = 0. In this section we consider ψ and g as elements in the ring of formal power
series C[[z]]. For basic notations and operations in C[[z]] we refer the reader to [4] or [3]. For F ,G ∈ C[[z]] we will use the
notation
F (z) ≡ G(z) (mod zl) if ord(F − G) l (for l ∈ N).
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Γ1 denotes the subgroup of Γ consisting of all F with F (z) ≡ z (mod z2). Furthermore, let C˜[[z]] = {F ; F ∈ C[[z]], ord F  1}
which is a vector subspace of C[[z]], and let UC[[z]] = {F ; F ∈ C[[z]], F (z) ≡ 1 (mod z)} which is a subgroup with respect
to multiplication · and a subgroup of the group {F ; F ∈ C[[z]], ord F = 0} of all multiplicative units in C[[z]]. For k ∈ N we
introduce C[[zk]] = {F ; F ∈ C[[z]], F (z) =∑∞ν=0 cν zν with cν = 0 if ν ≡ 0 (mod k)}. This is a subring of C[[z]], closed under
substitution ◦. Then we put C(k)[[z]] = {F ; F ∈ C[[z]], F (z) =∑∞ν=0 cν zν with cν = 0 if ν ≡ 1 (mod k)}, Γ (k) = Γ ∩ C(k)[[z]],
Γ
(k)
1 = Γ1 ∩ C(k)[[z]]. We already used C∗ = C \ {0}. For α ∈ C we write Lα(z) = αz ∈ C[[z]] hence, for α ∈ C∗ , L−1α = Lα−1 ,
F (αz) = (F ◦ Lα)z, αF (z) = (Lα ◦ F )(z). By E we denote the set of all complex roots of 1 which is a subgroup of (C∗, ·).
We begin by collecting some simple, partly well-known facts about formal series which will be used throughout this
section.
Lemma 1. Let η ∈ E, a primitive root of 1 of order k 1, and let F ,G, . . . denote elements of C[[z]]. Then the following holds true.
(a) F ∈ C[[zk]] if and only if F ◦ Lη = F .
(b) C[[zk]] is a subring of C[[z]] containing C, closed under substitution and complete in the order topology in C[[z]].
The substitution τk of zk (hence with τk(F )(z) = F (zk) for F ∈ C[[z]]) is an injective ring homomorphism of C[[z]] onto C[[zk]],
continuous in the order topology.
Let F ∈ C[[z]], G = C[[zk]], ordG  1. Then F ◦ G ∈ C[[zk]].
(c) F ∈ C(k)[[z]] if and only if F ◦ Lη = Lη ◦ F . Moreover, C(k)[[z]] = zC[[zk]], (Γ (k),◦) is a subgroup of Γ , and (Γ (k)1 ,◦) a subgroup
of (Γ1,◦).
(d) Let exp z =∑∞ν=0 zνν! , l(z) = ln(1+ z) =∑∞ν=0 (−1)ν−1ν zν . Then the mapping
Exp : (C˜[[z]],+)−→ (UC[[z]], ·)
deﬁned by Exp(F )(z) = (exp◦F )(z) is a group isomorphism, continuous in the order topology, and (Exp)−1 = Ln is given by
Ln(φ) = l ◦ (φ − 1) (φ ∈ UC[[z]]).
Proof. (a) Let F (z) =∑∞ν=0 cν zν . Then F ◦ Lη = F if and only if (ην − 1)cν = 0, ν  0 if and only if cν = 0 if ν ≡ 0 (mod k)
if and only if F ∈ C[[zk]].
(b) The ﬁrst assertions are well known. To show the last one we observe by (a) for G ∈ C[[zk]], ordG  1, that
(F ◦ G)(ηz) = F (G(ηz)) = F (G(z)) hence, by (a), F ◦ G ∈ C[[zk]].
(c) Let F (z) =∑∞ν=0 cν zν . Then F ◦ Lη = Lη ◦ F if and only if ∑∞ν=0 cνην zν =∑∞ν=0 ηcν zν if and only if (ην − 1)cν = 0,
ν  0 if and only if cν = 0 if ν ≡ 1 (mod k) if and only if F ∈ C(k)[[z]]. We show that (Γ (k),◦) is a group. Clearly, z ∈ Γ (k) .
Let F ,G ∈ Γ (k) . Then F ◦ G ∈ Γ , and ((F ◦ G) ◦ Lη)(z) = F (G(ηz)) = F (ηG(z)) = ηF (G(z)) = (Lη ◦ (F ◦ G))(z), hence F ◦ G =
C(k)[[z]] ∩ Γ = Γ (k) , by the characterization of C[[zk]] just proved. Eventually let F ∈ Γ (k) . Since F−1 is characterized by the
relation F (F−1(z)) = z, we have ηz = ηF (F−1(z)) = F (ηF−1(z)). Substituting η−1z for z we get z = F (ηF−1(η−1z)) hence
F−1(z) = ηF−1(η−1z) or η−1F−1(z) · F−1(η−1z). Since η−1 ∈ E and is primitive of order k we ﬁnd F−1(z) ∈ C(k)[[z]] ∩
Γ = Γ (k) .
(d) This is well known, see, e.g., [4]. 
As in [10] we will need some facts about multiplicative roots of formal power series.
Lemma 2.
(a) Let k ∈ N, l ∈ N0 . Let φ(z) ∈ C[[z]] with ordφ = kl. Then there exist exactly k different solutions ψ j , j = 0, . . . ,k − 1 in C[[z]] of
the equation(
ψ(z)
)k = φ(z). (5)
We have ordψ j = l for j = 0, . . . ,k − 1, and if η denotes a primitive root of 1 of order k, then the solutions of (5) are given by
ψ j(z) = η jψ0(z), j = 0, . . . ,k − 1.
Hence ψ j is uniquely determined as a solution of (5) by the coeﬃcient of zl .
(b) Let, in particular, φ(z) = φ˜(zk) for a φ˜ ∈ Γ (hence φ ∈ C[[zk]], ordφ = k). Then each solution ψ of
ψ(z)k = φ˜(zk) (5′)
belongs to Γ (k) .
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(b) Let ψ be a solution of (5′) as given by (a). Substitute ηz for z in (5′) to obtain
ψ(ηz)k = φ˜(zk). (5′)
We have ordψ = 1 and ψ(ηz) ≡ ηψ(z) (mod z2), hence by the uniqueness part of (a) and the description of the solutions
of (5′) (here l = 1), we get ψ(ηz) = ηψ(z) hence, by Lemma 1c, ψ ∈ C[[zk]] ∩ Γ = Γ (k) . 
Another basic tool in our study of (1) (and (1′)) is the Schröder equation. Let φ ∈ Γ , φ(z) ≡ λz (mod z2). Schröder’s
equation is the functional equation(
S−1 ◦ φ ◦ S)(z) = λz (6)
for the unknown S ∈ Γ .
Lemma 3. Assume that φ(z) ≡ λz (mod z2) such that λ ∈ C∗ \ E (hence, in particular, φ ∈ Γ ).
(a) Then there exists exactly one solution Sφ of (6) in Γ1 . The general solution of (6) in Γ is given by
{S = Sφ ◦ Ls1 ; s1 ∈ C∗},
and a special solution S is uniquely determined by s1 . We call Sφ the Schröder function of φ .
(b) Assume, in addition to the above assumptions, that φ ∈ Γ (k) . Then each solution of (6) belongs to Γ (k) .
Proof. (a) It is well known, cf., e.g., [13] or [7].
(b) Write (6) in the form φ ◦ Sφ = Sφ ◦ Lη . By the characterization of C[[zk]] in Lemma 1b we get from (6)
φ ◦ (Lη ◦ Sφ) = (φ ◦ Lη) ◦ Sφ = (Lη ◦ φ) ◦ Sφ = (Lη ◦ Sφ) ◦ Lλ.
Hence Lη ◦ Sφ is a solution of (6) and (Lη ◦ Sφ)(z) ≡ ηz (mod z2). By Lemma 3a, Sφ ◦ Lη is a solution of (6) too, and
(Sφ ◦ Lη)(z) ≡ ηz (mod z2). By the uniqueness assertion of (a) we get Lη ◦ Sφ = Sφ ◦ Lη hence, by Lemma 1b, Sφ ∈ Γ (k) , and
again by Lemma 3a, S ∈ Γ (k) for each solution S of (6) for φ ∈ Γ (k) . 
Now we are ready to describe the general nonconstant solution of (1′) in C[[z]]. By Proposition 1, for the existence of
nonconstant solutions g of (1′) it is necessary that there exists a k ∈ N such that
ψ(y) ≡ wk0 y
(
mod y2
)
and
ord g(z) = k.
If w0 ∈ C∗ \ E then such a k is unique.
Proposition 2. Assume that
w0 = C∗ \ E, (H1)
ψ(y) ≡ wk0 y
(
mod y2
)
, for some k ∈ N. (H2)
(a) Then there exists a unique g˜0 ∈ Γ1 such that the set of nonconstant solutions g of
g
(
w0z + zg(z)
)= ψ(g(z)) (1′)
in C[[z]] is given by
Lψ =
{
g; g(z) = g˜0
(
ckz
k), ck ∈ C∗}.
Hence, Lψ ⊂ C[[zk]]. Moreover, (1′) has exactly one solution g with g(z) ≡ ckzk (mod zk+1), for each ck ∈ C∗ .
(b) For g˜0 from (a), with g˜0 = h˜−10 , h˜0 is the unique solution of the linear functional equation
(w0 + z)kh˜0(z) = h˜0
(
ψ(z)
)
.
Proof of part (a). We use some ideas already applied in [10] to transform (1′) into an equivalent linear functional equation.
The remaining parts of the proof are somewhat different. We divide our procedure into several steps, including Lemma 4.
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always be written as
g(z) = T (z)k, ord T = 1. (6)
We take an arbitrary solution T of (6). Inserting (6) into (1′) yields(
T
(
w0z + zT (z)k
))k = ψ(T (z)k). (7)
Substituting T−1(z) for z in (7) gives(
T
(
w0T
−1(z) + T−1(z)zk))k = ψ(zk). (8)
We have, by our hypothesis (H2),
ψ
(
zk
)≡ wk0zk (mod zk+1).
By Lemma 2, ψ(zk) has exactly one multiplicative root ψ˜ of order k such that ψ˜(z) ≡ w0z (mod z2). Since ord zkT−1(z) > 1,
we have
T
(
w0T
−1(z) + zkT−1(z))≡ w0z (mod z2),
and hence, by Lemma 2a,
ψ˜(z) = T (w0T−1(z) + zkT−1(z)). (9)
By Lemma 2b, since ψ(zk) ∈ C[[zk]], we obtain ψ˜(z) ∈ Γ (k) . Applying T−1 on both sides of (9) we get(
w0 + zk
)
T−1(z) = T−1(ψ˜(z)),
and putting
U = T−1 ∈ Γ (10)
we ﬁnd(
w0 + zk
)
U (z) = U(ψ˜(z)) (11)
with U ∈ Γ , ψ˜ ∈ Γ (k) , ψ˜(z) ≡ w0z (mod z2). Thus, (11) is equivalent to (1′) via the transformations (6) and (10).
Step 2. Now we ﬁnd the general solution of (11). Here the application of the Schröder function Sψ˜ of ψ˜ (see Lemma 3) is
useful. Putting
V = U ◦ S−1
ψ˜
, (12)
one can easily see that (11) is equivalent to(
w0 +
(
S−1
ψ˜
(z)k
)
V (z) = V (w0z)
)
, V ∈ Γ. (13)
Since (see (11)) ψ˜ ∈ Γ (k) we deduce from Lemma 3b that
Sψ˜ ∈ Γ (k)1 , (14a)
and, by Lemma 1c,
S−1
ψ˜
∈ Γ (k)1 , (14b)
and by writing S−1
ψ˜
(z) = z · M(z) with M(z) ∈ C[[zk]] (Lemma 1c) we see, by Lemma 1b, that
ord
((
S−1
ψ˜
)k)= k, (S−1
ψ˜
(z)
)k ∈ C[[zk]]. (14c)
Step 3. We proceed with the proof of Proposition 2a by the next lemma.
Lemma 4. Assume (H1) and (H2). Then the general solution of (13) in Γ is given by{
V (z); V (z) = v1V (0)(z), v1 ∈ C∗
}
where V (0) is the unique solution of (13) in Γ1 . Furthermore, V (0) ∈ Γ (k) . A solution V of (13) is uniquely determined by V (z) ≡
v1z (mod z2).
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V (0)(z) = zV ∗(z), with V ∗(z) ∈ UC[[z]]. (15)
If we put (15) in (13), we ﬁnd(
1+ w−10
(
S−1
ψ˜
(z)
)k)
V ∗(z) = V ∗(w0z). (15)
Since 1+ w−10 (S−1ψ˜ (z))k , V ∗(z) ∈ UC[[z]] we may consider the formal logarithms of these series (see Lemma 1d), namely
A(z) = Ln(1+ w−10 (S−1ψ˜ (z))k), Y (z) = Ln V ∗(z), (16)
with ord A  1, ord Y  1, and get from (15)
A(z) = Y (w0z) − Y (z). (17)
By Lemma 1b, 1d and by (15c) we get
A(z) ∈ C[[zk]]. (18)
If we write A(z) =∑∞ν=1 αν zν , and Y (z) =∑∞ν=1 γν zν , (17) is the same as(
wν0 − 1
)
γν = αν, ν  1. (19)
Since w0 ∈ C∗ \ E , Y exists and is uniquely determined. From (18) we get αν = 0 if ν ≡ 0 (mod k) and so, by (19), γν =
(wν0 − 1)−1αν for ν ≡ 0 (mod k), i.e., Y (z) ∈ C[[zk]] and hence, again by the last sentence of Lemma 1b and 1d,
V ∗(z) = exp(Y (z)) ∈ C[[zk]], V (0)(z) = zV ∗(z) ∈ C(k)[[z]] ∩ Γ1 = Γ (k)1 ,
whence
V (z) = v1V (0)(z) ∈ Γ (k).  (20)
Step 4. We now go back to Eq. (11). By (12) we have U = V ◦ Sψ˜ and, because of (20), (15a) and Lemma 1c, also U ∈ Γ (k) .
From (20) we ﬁnd U (z) = v1(V (0) ◦ Sψ˜ )(z) = v1U (0)(z) with U (0) ∈ Γ (k)1 . Using (10) we have T = U−1, T (z) = ((U (0))−1 ◦
Lv−11
)(z) = (U (0))−1(t1z), with t1 = v−11 , where, by Lemma 1c, (U (0))−1 ∈ Γ (k)1 . By (6) we ﬁnd g(z) = T (z)k = ((U (0))−1(t1z))k
and since U (0) ∈ Γ (k)1 , by Lemma 1b and 1c, g(z) ∈ C[[zk]]. The last inclusion can be worked out in more detail: We
write (U (0))−1(z) = z(1 + ∑ν1 βν(zk)ν), (U (0))−1(t1z) = t1z(1 + ∑ν1 βν(tk1zk)ν), and putting ck = tk1, g(z) = T (z)k =
((U (0))−1(t1z))k = ckzk(1+∑ν1 βν(ckzk)ν)k = ckzk(1+∑ν1 δν(ckzk)ν). Introducing
g˜0(y) = y
(
1+
∑
ν1
δν y
ν
)
∈ Γ1 ⊂ C[[y]], (21)
we have
g(z) = g˜0
(
ckz
k), g(z) ≡ ckzk (mod zk+1), (22)
for each solution of (1′).
We have then to show that for each ck ∈ C∗ , g(z) deﬁned by (22) is indeed a solution of (1′). This follows from the
fact that the steps in the proof can be all reversed. It is also easy to see, using again (22) and comparing coeﬃcients of zk ,
that there is a unique solution g of (1′) such that g(z) ≡ ckzk (mod zk+1) for a given ck . (Note that ck = 0 yields the trivial
solution g = 0 of (1′).) This completes the proof of part (a) of Proposition 2. 
Proof of part (b) of Proposition 2. Assume that g˜0 ∈ Γ1, and that for each ck ∈ C∗ , g˜0(ckzk) is a solution of (1′). We want to
show that g˜0 = g˜0. In fact, the substitution of ckzk , ck = 0, for z is an injective ring homomorphism (see Lemma 1b). Since
g˜0(ckzk) and g˜0(ckzk) are both solutions of (1′) with g˜0(ckzk) ≡ g˜0(ckzk) ≡ ckzk (mod zk+1) we ﬁnd by the uniqueness part
of Proposition 1a that g˜0(ckzk) = g˜0(ckzk), hence g˜0 = g˜0.
Since g˜0(ckzk) satisﬁes (1′), for each ck ∈ C∗ we get
g˜0
(
ckz
k(w0 + g˜0(ckzk)))= ψ (˜g0(ckzk))
and, again by Lemma 1b,
g˜0
(
y
(
w0 + g˜0(y)
))= ψ (˜g0(y)) in C[[y]].
Introducing h˜0 = g˜−10 , this yields
(w0 + y)˜h0(y) = ψ
(
h˜0(y)
)
. (23)
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solution of (23) with h˜0(y) ≡ y (mod y2). This ﬁnishes the proof of Proposition 2. 
We now turn to the so-called converse problem (see [9,10]). We ask under which conditions f with f (z) = w0 + g(z),
ord g  k, w0 /∈ E , is a solution of an appropriate equation (1), i.e., g is a solution of Eq. (1′). Using the approach to
Proposition 1 we obtain
Proposition 3.
(a) Let w0 ∈ C, g ∈ C[[z]] with ord g = k ∈ N. If there exists g ∈ Γ such that g(z) = g˜(zk), then there exists a unique ψ such that
(1′) holds for these g and ψ .
(b) Let w0 ∈ C∗ \ E, g ∈ C[[z]] with ord g = k ∈ N. Then there exists ψ ∈ C[[w]] such that g and ψ satisfy (1′) with these g and ψ if
and only if there exists a g˜ ∈ Γ such that g(z) = g˜(zk).
Proof. (a) By assumption we have g(z(w0 + g(z))) = g˜(zk(w0 + g˜(zk)k)). Now, if there exists ψ ∈ C[[w]] such that g and ψ
satisfy (1′), we obtain
g˜
(
zk
(
w0 + g˜
(
zk
))k)= ψ (˜g(zk))
necessarily and hence, by Lemma 1b,
ψ(y) = g˜(˜g−1(y)(w0 + y)k) (24)
in C[[y]]. Deﬁning ψ by (24), a direct calculation gives that g and ψ satisfy (1′).
(b) If we assume w0 ∈ C∗ \ E , then Proposition 1a shows that for a solution g of (1) necessarily g(z) = g˜(zk), for
some g˜ . 
We conclude this section by three remarks.
Remark 1. In the same way as in [10] we can also under the hypotheses of the present paper establish connections be-
tween (1′) (and hence, between (1)) and certain Briot–Bouquet differential equations and with analytic iteration groups of
type I. We will not give details here.
Remark 2. The two essential steps in the proof of Proposition 2a, namely (A) to write a solution g of (1′) with ord g = k
as g(z) = T (z)k and to study a linear functional equation for T−1, then (B) to use the Schröder function Sψ˜ of ψ˜ , with
ψ˜(z)k = ψ(zk), may be interchanged. One may ﬁrstly transform (1′) by introducing the Schröder function Sψ of ψ , and then
in the transformed functional equation for h := Sψ ◦ g use the representation h(z) = R(z)k . We will not give the details here.
Remark 3. A third approach to (1′) starts with determining a g˜0 ∈ Γ1 such that for each ck ∈ C∗ , g(z) := g˜0(ckzk) is a
solution of (1′). If we substitute this into (1′) we deduce the linear functional equation (2) for h˜0 which has a unique solution
h˜0 ∈ Γ1. Hence we ﬁnd by g˜0(ckzk) a solution of (1′) with g˜0(ckzk) ≡ ckzk (mod zk+1). We have now to prove that such a
solution is unique. To prove this, assume that g1 and g2 are distinct solutions of (1′) such that g j(z) ≡ ckzk (mod zk+1), for
j = 1,2. Then g j(z) = ckzk + · · · + cl−1zl−1 + c( j)l zl + · · · , j = 1,2, with l > k and c(1)l = c(2) . We substitute these solutions
in (1′), which yields
g j
(
w0z + zg j(z)
)= wk0g j(z) + d2g j(z)2 + · · · , j = 1,2.
Subtracting one equation from the other, side by side, we obtain an equation where the right-hand side starts with
wk0(c
(1)
l − c(2)l )zl while the left-hand side starts with wl0(c(1)l − c(2)l )zl . Since w0 is not a root of 1, l > k, and c(1)l = c(2)l ,
we get a contradiction. Thus, g1 = g2.
3. Local analytic solutions
In order to prove that the formal solutions of (1′), described in Proposition 2a, are all convergent we make an additional
assumption on w0 and we already suppose that ψ is holomorphic in a neighborhood of w = 0.
For w0 we assume that either
|w0| = 1 (H1,1)
or
w0 is a Siegel number. (H1,2)
Below we recall the deﬁnition of a Siegel number and some consequences of this deﬁnition.
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or if w0 is a Siegel number, then the Schröder function Sψ˜ (see Lemma 3) is a convergent power series, and w0 + S−1ψ (z)k
on the left-hand side of (13) as well as A(z) on the left-hand side of (17) are convergent power series. It is then suﬃcient
to prove that under the hypotheses (H1,1) or (H1,2) the unique solution Y of (17) is a convergent power series since then,
successively, V ∗ in (15), V (0) , V , U (see (12)), T = U−1, and g (see (6)) and g˜0 are convergent power series. We show now
that assuming (H1,1) or (H1,2) we get a convergent power series Y from (17).
Assume ﬁrstly (H1,1). For the coeﬃcients γν of Y (z) =∑ν1 γν zν we have, by (19),
γν =
(
wν0 − 1
)−1
αν, ν  1. (25)
Since |w0| = 1 there exists a θ0 > 0 such that |wν0 − 1|−1  θ0 for all ν  1, and hence,
|γν | θ0|αν |, ν ∈ N.
Since A(z) =∑ν1 αν zν is a convergent power series, so is Y (z), and we have proved that all formal solutions of (1′) are
convergent power series.
Assume secondly that (H1,2) holds, i.e., that w0 is a Siegel number. By a Siegel number (cf. [13]) we mean a complex
number w0 = e2π iα with α ∈ [0,1) such that the condition (22) on p. 166 of [13] is satisﬁed. A consequence of this property
of α is that there exists μ > 0 such that∣∣wν0 − 1∣∣−1 < (2ν)μ, ν ∈ N (26)
(cf. (2), par. 24, p. 166 of [13]), where the notation has been changed according to our previous notations. Property (26) is
essential in the proof of Siegel’s theorem on the convergence of the Schröder function, here Sψ˜ .
From (25) and (26) we deduce
|γν | (2ν)μ|αν |, ν ∈ N. (27)
If δ > 1 then there exists n0(δ,μ) =: n0 ∈ N such that (2ν)μ < δν if ν > n0. Therefore (27) yields
|γν | < |αν |δν, for ν > n0. (28)
Since A(z) =∑ν1 αν zν is a convergent power series there exists β > 0 such that
|αν | < βν, ν > n0, (29)
and from (28) and (29) we get
|αν | < (βδ)ν, ν > n0
which means that Y (z) is a convergent power series.
We summarize these results for the generalized Dhombres equation (1) in the following theorem.
Theorem 1. Let k ∈ N,w0 ∈ C such that either |w0| = 1 or w0 is a Siegel number. Assume that ϕ with ϕ(w) = w0 + wk0(w − w0)+· · · is holomorphic in a neighborhood of w0 . Then the following holds true:
(a) There exists a unique convergent power series g˜0 , g˜0(y) ≡ y (mod y2) such that the set of all local analytic solutions f of
f
(
zf (z)
)= ϕ( f (z)) (1)
with f (0) = w0 , f = const, is given by{
f ; f (z) = w0 + g˜0
(
ckz
k), ck ∈ C∗}.
(b) A function f with f (z) = w0+ g(z), ord g = k ∈ N, holomorphic in a neighborhood of 0, is the solution of a generalized Dhombres
equation (1) if and only if there exists a (convergent) power series g˜ with ord g˜ = 1 such that
f (z) = w0 + g˜
(
zk
)
in a neighborhood of 0. For a given f of this form the function ϕ in (1) is uniquely determined.
Proof. Part (a) has already been proved in detail, part (b) follows from Proposition 3. 
If 0 < |w0| < 1, then as in [10], the local analytic solutions of (1) have representations involving inﬁnite products. It
should be observed that these representations are not valid, if the solutions are considered as formal power series, when
C[[x]] is equipped with the order topology like in Section 2. However, a detailed analysis would show that these representa-
tions make sense if the inﬁnite products are considered as limits in the so-called weak (coeﬃcientwise) topology of C[[x]],
also if ϕ (or ψ ) are not necessarily convergent power series. We have
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analytic solutions f of (1) with f = w0 are given by
f (z) = w0 +
([
Sψ(ζ ) ·
∏
ν1
1
1+ w−10 (ψ˜ν(ζ ))k
][−1]
ζ=t1z
)k
(30)
with t1 ∈ C∗ and also by
f (z) = w0 +
([
ζ ·
∏
ν0
ψ˜ν+1(ζ )
ψ˜ν(ζ )(w0 + (ψ˜ν(ζ ))k)
][−1]
ζ=t1z
)k
(31)
with t1 ∈ C∗ , where the inﬁnite products converge uniformly in each compact subset of certain neighborhood of 0, depending on f ,[−1] denotes the inverse with respect to substitution, and ζ = t1z denotes the substitution of t1z for ζ .
Proof. Since it is based on standard calculations involving results obtained in the proof of Proposition 2, we give here only
a sketch. The classical iteration procedure for solving linear functional equations can be applied to (15) or to (17). Since
0 < |w0| < 1, if the number of iterations tends to ∞ we obtain (30) and (31), and the uniform convergence on compact
subsets, using well-known standard estimates for the iterates ψ˜ν , ν  0. The iteration process is particularly simple for (17)
where it yields Y (z) = −∑ν0 A(wν0 z). A representation similar to (30) or (31) can also be proved for the function g˜0 of
Theorem 1 which generates all local analytic solutions. 
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