Abstract-Semi-supervised learning has attracted a significant amount of attention in pattern recognition and machine learning. Most previous studies have focused on designing special algorithms to effectively exploit the unlabeled data in conjunction with labeled data. Our goal is to improve the classification accuracy of any given supervised learning algorithm by using the available unlabeled examples. We call this as the Semi-supervised improvement problem, to distinguish the proposed approach from the existing approaches. We design a metasemi-supervised learning algorithm that wraps around the underlying supervised algorithm and improves its performance using unlabeled data. This problem is particularly important when we need to train a supervised learning algorithm with a limited number of labeled examples and a multitude of unlabeled examples. We present a boosting framework for semi-supervised learning, termed as SemiBoost. The key advantages of the proposed semi-supervised learning approach are: 1) performance improvement of any supervised learning algorithm with a multitude of unlabeled data, 2) efficient computation by the iterative boosting algorithm, and 3) exploiting both manifold and cluster assumption in training classification models. An empirical study on 16 different data sets and text categorization demonstrates that the proposed framework improves the performance of several commonly used supervised learning algorithms, given a large number of unlabeled examples. We also show that the performance of the proposed algorithm, SemiBoost, is comparable to the state-of-the-art semi-supervised learning algorithms.
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INTRODUCTION
S EMI-SUPERVISED learning has received a significant interest in pattern recognition and machine learning. While semi-supervised classification is a relatively new field, the idea of using unlabeled samples for prediction was conceived several decades ago. The initial work in semisupervised learning is attributed to Scudders for his work on "self-learning" in 1965 [1] . An earlier work by Robbins and Monro [2] on sequential learning can also be viewed as related to semi-supervised learning. The key idea of semi-supervised learning, specifically semi-supervised classification, is to exploit both labeled and unlabeled data to learn a classification model. Enormous amount of data is being generated every day in the form of news articles, documents, images, and e-mail to name a few. Most of the generated data are uncategorized or unlabeled, thereby making it difficult to use supervised approaches to automate applications like personal news filtering, e-mail spam filtering, and document and image classification. Typically, there is only a small amount of labeled data available, for example, based on which articles a user marks interesting, or which e-mail he marks as spam, but there is a huge amount of data that has not been marked. As a result, there is an immense need for algorithms that can utilize the small amount of labeled data, combined with the large amount of unlabeled data to build efficient classification systems.
Existing semi-supervised classification algorithms may be classified into two categories based on their underlying assumptions. An algorithm is said to satisfy the manifold assumption if it utilizes the fact that the data lie on a lowdimensional manifold in the input space. Usually, the underlying geometry of the data is captured by representing the data as a graph, with samples as the vertices, and the pairwise similarities between the samples as edge weights. Several graph-based algorithms such as Label propagation [3] , [4] , Markov random walks [5] , Graph cut algorithms [6] , Spectral graph transducer [7] , and Lowdensity separation [8] proposed in the literature are based on this assumption.
Several algorithms have been proposed for semi-supervised learning which are naturally inductive. Usually, they are based on an assumption, called the cluster assumption [9] . It states that the data samples with high similarity between them must share the same label. This may be equivalently expressed as a condition that the decision boundary between the classes must pass through low-density regions. This assumption allows the unlabeled data to regularize the decision boundary, which, in turn, influences the choice of classification models. Many successful semi-supervised algorithms like TSVM [10] and Semi-supervised SVM [11] follow this approach. These algorithms assume a model for the decision boundary, resulting in an inductive classifier.
Manifold regularization [12] is another inductive approach, which is built on the manifold assumption. It attempts to build a maximum-margin classifier on the data, while minimizing the corresponding inconsistency with the similarity matrix. This is achieved by adding a graph-based regularization term to an SVM-based objective function. A related approach called LIAM [13] regularizes the SVM decision boundary using a priori metric information encoded into the Graph Laplacian, and has a fast optimization algorithm.
Most semi-supervised learning approaches design specialized learning algorithms to effectively utilize both labeled and unlabeled data. However, it is often the case that a user already has a favorite (well-suited) supervised learning algorithm for his application and would like to improve its performance by utilizing the available unlabeled data. In this light, a more practical approach is to design a technique to utilize the unlabeled samples, regardless of the underlying learning algorithm. Such an approach would accommodate for the task-based selection of a classifier, while providing it with an ability to utilize unlabeled data effectively. We refer to this problem of improving the performance of any supervised learning algorithm using unlabeled data as Semi-supervised Improvement, to distinguish our work from the standard semi-supervised learning problems.
To address the semi-supervised improvement, we propose a boosting framework, termed as SemiBoost, for improving a given supervised learning algorithm with unlabeled data. Similarly to most boosting algorithms [14] , SemiBoost improves the classification accuracy iteratively. At each iteration, a number of unlabeled examples will be selected and used to train a new classification model using the given supervised learning algorithm. The trained classification models from each iteration are combined linearly to form a final classification model. An overview of the SemiBoost is presented in Fig. 1 . The key difficulties in designing SemiBoost are: 1) how to sample the unlabeled examples for training a new classification model at each iteration and 2) what class labels should be assigned to the selected unlabeled examples. It is important to note that, unlike supervised boosting algorithms, where we select labeled examples that are difficult to classify, SemiBoost needs to select unlabeled examples, at each iteration.
One way to address the above questions is to exploit both the clustering assumption and the large margin criterion. One can improve the classification margin by selecting the unlabeled examples with the highest classification confidence and assign them the class labels that are predicted by the current classifier. The assigned labels are hereafter referred to as the pseudolabels. The labeled data along with the selected pseudolabeled data are utilized in the next iteration for training a second classifier. This is broadly the strategy adopted by approaches like Self-training [15] , ASSEMBLE [16] , and semi-supervised MarginBoost [17] . However, a problem with this strategy is that the introduction of examples with predicted class labels may only help to increase the classification margin, without actually providing any novel information to the classifier. Since the selected unlabeled examples are the ones that can be classified confidently, they often are far away from the decision boundary. As a result, the classifier trained by the selected unlabeled examples is likely to share the same decision boundary with the original classifier that was trained only by the labeled examples. This is because, by adjusting the decision boundary, the examples with high classification confidence will gain even higher confidence. This implies that we may need additional guidance for improving the base classifier, along with the maximum margin criterion.
To overcome the above problem, we propose using the pairwise similarity measurements to guide the selection of unlabeled examples at each iteration, as well as for assigning class labels to them. For each unlabeled example x i , we compute the confidence of assigning the example x i to the positive class as well as the confidence of assigning it to the negative class. These two confidences are computed based on the prediction made by the boosted classifier and the similarity among different examples. We then select the examples with the highest classification confidence together with the labeled examples to train a new classification model at each iteration. The new classification model will be combined linearly with the existing classification models to make improved predictions. Note that the proposed approach is closely related to graph-based semi-supervised learning approaches that exploit the manifold assumption. The following section discusses the existing semi-supervised learning methods and their relationship with SemiBoost. Table 1 presents a brief summary of the existing semisupervised learning methods and the underlying assumptions. The first column shows the assumptions on the data used in the algorithm. The second column gives the name of the approach with its reference, followed by a brief description of the method in column 3. Column 4 specifies if the algorithm is naturally inductive (I) or transductive (T). An inductive algorithm can be used to predict the labels of samples that are unseen during training (irrespective of it being labeled or unlabeled); on the other hand, transductive algorithms are limited to predicting only the labels of the unlabeled samples seen during training.
RELATED WORK
Graph-based approaches represent both the labeled and the unlabeled examples by a connected graph in which each example is represented by a vertex and pairs of vertices are connected by an edge if the corresponding examples have large similarity. The well-known approaches in this category include Harmonic-Function-based approach [18] , Spectral Graph Transducer (SGT) [7] , Gaussian-processbased approach [23] , Manifold Regularization [12] , and Label Propagation approach [3] , [4] . The optimal class labels for the unlabeled examples are found by minimizing their inconsistency with both the supervised class labels and the graph structure.
A popular way to define the inconsistency between the labels y ¼ fy i g n i¼1 of the samples fx i g n i¼1 and the pairwise similarities S i;j is the quadratic criterion:
where L is the combinatorial graph Laplacian. Given a semi-supervised setting, only a few labels in the above consistency measure are assumed to be known and the rest are considered unknown. The task is to assign values to the unknown labels in such a way that the overall inconsistency is minimized. The approach presented in [6] considers the case when y i 2 fAE1g, thereby formulating it as a discrete optimization problem and solve it using a minimum-cut approach. Minimum cuts are, however, prone to degenerate solutions and, hence, the objective was minimized using a mixed integer programming approach in [24] , which is computationally prohibitive [11] . A continuous relaxation of this objective function where y i 2 ½0; 1 has been considered in several approaches, which is solved using Markov random fields [5] , Gaussian random fields, and harmonic functions [18] . The proposed framework is closely related to the graphbased approaches in the sense that it utilizes the pairwise similarities for semi-supervised learning. The inconsistency measure used in the proposed approach follows a similar definition, except that an exponential cost function is used instead of a quadratic cost for violating the labels. Unlike most graph-based approaches, we create a specific classification model by learning from both the labeled and the unlabeled examples. This is particularly important for semisupervised improvement, whose goal is to improve a given supervised learning algorithm with massive amounts of unlabeled data.
The approaches built on cluster assumption utilize the unlabeled data to regularize the decision boundary. In particular, the decision boundary that passes through the region with low density of unlabeled examples is preferred to the one that is densely surrounded with unlabeled examples. These methods specifically extend SVM or related maximum margin classifiers and are not easily extensible to nonmargin-based classifiers like decision trees. Approaches in this category include transductive support vector machine (TSVM) [10] , semi-supervised Support Vector Machine (S3VM) [11] , and Gaussian processes with null category noise model [23] . The proposed algorithm, on the other hand, is a general approach which allows the choice of a base classifier well-suited to the specific task. Finally, we note that the proposed approach is closely related to the family of ensemble approaches for semisupervised learning. Ensemble methods have gained significant popularity under the realm of supervised classification, with the availability of algorithms such as AdaBoost [25] . The semi-supervised counterparts of ensemble algorithms rely on the cluster assumption, and prime examples include ASSEMBLE [16] and Semi-supervised MarginBoost (SSMB) [17] . Both of these algorithms work by assigning a pseudolabel to the unlabeled samples and then sampling them for training a new supervised classifier. SSMB and ASSEMBLE are margin-based boosting algorithms which minimize a cost function of the form in SSMB, thereby getting rid of the y i term in the objective function using the fact that y i 2 fAE1g. However, the algorithm relies on the prediction of pseudolabels using the existing ensemble classifier at each iteration. In contrast, the proposed algorithm combines the similarity information along with the classifier predictions to obtain more reliable pseudolabels, which is notably different from the existing approaches. SSMB, on the other hand, requires the base learner to be a semi-supervised algorithm in itself [17] , [16] . Therefore, it is solving a different problem of boosting semisupervised algorithms in contrast with the proposed algorithm.
In essence, the SemiBoost algorithm combines the advantages of graph-based and ensemble methods, resulting in a more general and powerful approach for semisupervised learning.
SEMI-SUPERVISED BOOSTING
We first describe the semi-supervised improvement problem formally, and then, present the SemiBoost algorithm.
Semi-Supervised Improvement
Let D ¼ fx 1 ; x 2 ; . . . ; x n g denote the entire data set, including both the labeled and the unlabeled examples. Suppose that the first n l examples are labeled, given by y l ¼ ðy Þ the imputed class labels of unlabeled examples, where n u ¼ n À n l . Let the labels for the entire data set be denoted as y ¼ ½y l ; y u . Let S ¼ ½S i;j nÂn denote the symmetric similarity matrix, where S i;j ! 0 represents the similarity between x i and x j . Furthermore, let S ll denote the n l Â n l submatrix of the similarity matrix corresponding to the n l labeled examples and S lu denote the n l Â n u submatrix between labeled and unlabeled samples. The submatrices S uu and S ul can be defined correspondingly. Let A denote the given supervised learning algorithm. The goal of semisupervised improvement is to improve the performance of A iteratively by treating A like a black box, using the unlabeled examples and the pairwise similarity S. A brief outline of the SemiBoost algorithm for semi-supervised improvement is presented in Fig. 2 .
It is important to distinguish the problem of semisupervised improvement from the existing semi-supervised classification approaches. As discussed in Section 2, any ensemble-based algorithm must rely on the pseudolabels for building the next classifier in the ensemble. On the other hand, graph-based algorithms use the pairwise similarities between the samples and assign the labels to unlabeled samples such that they are consistent with the similarity. In the semi-supervised improvement problem, we aim to build an ensemble classifier which utilizes the unlabeled samples in the way a graph-based approach would utilize.
SemiBoost
To improve the given learning algorithm A, we follow the idea of boosting by running the algorithm A iteratively. A new classification model will be learned at each iteration using the algorithm A, and the learned classification models at different iterations will be linearly combined to form the final classification model.
Objective Function
The unlabeled samples must be assigned labels following two main criteria: 1) The points with high similarity among unlabeled samples must share the same label and 2) those unlabeled samples which are highly similar to a labeled sample must share its label. Our objective function F ðy; SÞ is a combination of two terms: one measuring the inconsistency between labeled and unlabeled examples F l ðy; SÞ and the other measuring the inconsistency among the unlabeled examples F u ðy u ; SÞ.
Inspired by the harmonic function approach, we define F u ðy; SÞ, the inconsistency between class labels y and the similarity measurement S, as
Many objective functions using similarity or kernel matrices require the kernel to be positive semidefinite to maintain the convexity of the objective function (e.g., SVM). However, since expðxÞ is a convex function, 1 and we assume that S uu i;j is nonnegative 8i; j, the function F u ðy u ; SÞ is convex irrespective of the positive definiteness of the similarity matrix. This allows similarity matrices which are asymmetric (e.g., similarity computed using KL-divergence) without changing the convexity of the objective function. Asymmetric similarity matrices arise when using directed graphs for modeling classification problems, and are shown to perform better in certain applications related to text categorization [26] .
Though, our approach can work for general similarity matrices, we assume that the similarity matrix provided is symmetric. Note that (1) can be expanded as 1 . Our choice of F ðy; SÞ is a mixture of exponential loss functions and is motivated by the traditional exponential loss used in Boosting and the resulting large margin classifier. However, any convex (monotonic) loss function should work with the current framework. 
where
is the hyperbolic cosine function. Note that coshðxÞ is a convex function with its minimum at x ¼ 0. Rewriting (1) using the coshð:Þ function reveals the connection between the quadratic penalty used in the graph-Laplacian-based approaches, and the exponential penalty used in the current approach. Using a coshð:Þ penalty not only facilitates the derivation of boosting-based algorithms but also increases the classification margin. The utility of an exponential cost for boosting algorithms is well known [27] . The inconsistency between labeled and unlabeled examples F l ðy; SÞ is defined as
Combining (1) and (3) leads to the objective function,
The constant C is introduced to weight the importance between the labeled and the unlabeled data. Given the objective function in (4), the optimal class label y u is found by minimizing F . Letŷ
. . . ; n l denote the labels predicted by the learning algorithm over the labeled examples in the training data. Note that, in (4), there is no term corresponding to the inconsistency between predicted labels of the labeled samples and their true labels, which would be F ll ¼ P n l i¼1 expðy l i ;ŷ l i Þ. Adding this term would make the algorithm specialize to AdaBoost when no unlabeled samples are present. Since, in practice, there is a limited amount of labeled data available, the F ll term is usually significantly smaller than F l and F u and therefore is omitted in the formulation in (4) .
Selecting an even smaller subset of samples to train the classifier may not be effective. The current approach, therefore, includes the prediction on the labeled data in the form of constraints, thereby utilizing all the available labeled data at each iteration of training a classifier for the ensemble. The problem can now be formally expressed as:
This is a convex optimization problem and, therefore, can be solved effectively by numerical methods. However, since our goal is to improve the given learning algorithm A by the unlabeled data and the similarity matrix S, we present a boosting algorithm that can efficiently minimize the objective function F . The following procedure is adopted to derive the boosting algorithm:
. The labels for the unlabeled samples y u i are replaced by the ensemble predictions over the corresponding data sample. . A bound-optimization-based approach is then used to find the ensemble classifier minimizing the objective function. . The bounds are simplified further to obtain the sampling scheme, and other required parameters.
The above objective function is strongly related to several graph-based approaches, manifold regularization, and ensemble methods. A discussion on the relationship between SemiBoost and several commonly used semisupervised algorithms is presented in Appendices F and G of the longer version of this paper [28] .
Algorithm
We derive the boosting algorithm using the bound optimization approach. An alternate, conventional way to derive the boosting algorithm using the Function Gradient method is presented in [29] . This method may also be viewed as a relaxation that approximates the original objective function by a linear function. Such an approach, however, involves specification of a parametric step size. In our derivation, the step size is automatically determined thus overcoming the difficulty in determining the step size. SemiBoost algorithm is briefly summarized in Fig. 3 .
Let h ðtÞ ðxÞ : X ! fÀ1; þ1g denote the two-class classification model that is learned at the tth iteration by the algorithm A. Let HðxÞ : X ! IR denote the combined classification model learned after the first T iterations. It is computed as a linear combination of the first T classification models, i.e.,
where t is the combination weight. At the ðT þ 1Þst iteration, our goal is to find a new classifier hðxÞ and the combination weight that can efficiently minimize the objective function F . This leads to the following optimization problem:
arg min hðxÞ;
where H i Hðx i Þ and h i hðx i Þ. This expression involves products of variables and h i , making it nonlinear and, hence, difficult to optimize. The constraints, however, can be easily satisfied by including all the labeled samples in the training set of each component classifier. To simplify the computation, we construct the upper bound of the objective function, described in Proposition 1. Proposition 1. Minimizing (7) is equivalent to minimizing the function
where The quantities p i and q i can be interpreted as the confidence in classifying the unlabeled example x i into the positive class and the negative class, respectively.
The expression in (8) is difficult to optimize since the weight and the classifier hðxÞ are coupled together. We simplify the problem using the upper bound stated in the following proposition: Proposition 2. Minimizing (8) is equivalent to minimizing
Proof. See [28] . t u
We denote the upper bound in the above equation by F 2 .
Proposition 3. To minimize F 2 , the optimal class label z i for the example x i is z i ¼ signðp i À q i Þ and the weight for sampling example x i is jp i À q i j. The optimal that minimizes F 1 is 
Propositions 1-3 justify the relaxations made in the derivation of the SemiBoost. At each relaxation, the "touchpoint" is maintained between the objective function and the upper bound. As a result, the procedure guarantees: 1) The objective function always decreases through iterations and 2) the final solution converges to a local minimum. For more details, see [30] . Proposition 3 establishes the key ingredients required for a boosting algorithm. Using these, the SemiBoost algorithm is presented in Fig. 3 .
Let t be the weighted error made by the classifier, where
As in the case of AdaBoost [29] , can be expressed as
which is very similar to the weighting factor of AdaBoost, differing only by a constant factor of 1 2 . Also, if AdaBoost encounters a situation where the base classifier has an error rate more than random, i.e., tþ1 ! 1 2 , it returns the current classifier H t . This situation has a direct correspondence with the condition in SemiBoost where the algorithm stops when 0. From (11) (or, rather, directly from (12)), we can see that this happens only when the denominator exceeds the numerator, which means that tþ1 ! 1 2 is equivalent to the condition 0. However, since this condition may not be satisfied until a large number of classifiers are trained, usually there is a parameter specifying the number of classifiers to be used. It has been empirically determined that using a fixed number (usually 20) of classifiers for AdaBoost gives good performance [27] .
The sampling scheme used in SemiBoost is significantly different from that of AdaBoost. AdaBoost knows the true labels of the data and, hence, can proceed to increase/ decrease the weights assigned to samples based on the previous iteration. In SemiBoost, we do not have the true class labels for the unlabeled data, which make it challenging to estimate the difficulty of classification. However, Proposition 2 gives us the result that selecting the most confident unlabeled data samples is optimal for reducing the objective function. Intuitively, using the samples with highly confident labeling is a good choice because they are consistent with the pairwise similarity information along with their classifications. The values of p i and q i tend to be large if: 1) x i cannot be classified confidently, i.e., jH i j is small, and one of its close neighbors is labeled, which corresponds to the first term in (9) and (10), and 2) the example x i is highly similar to some unlabeled examples that are already confidently classified, i.e., large s i;j and jH j j for unlabeled example x j . This corresponds to the second term in (9) and (10) . This indicates that the similarity information plays an important role in guiding the sample selection, in contrast with the previous approaches like ASSEMBLE and SSMB, where the samples are selected to increase the value of jH i j alone.
Similar to most boosting algorithms, we can show that the proposed semi-supervised boosting algorithm reduces the original objective function F exponentially. This result is summarized in the following theorem: Theorem 1. Let 1 ; . . . ; t be the combination weights that are computed by running the SemiBoost algorithm (Fig. 1) . Then, the objective function at the ðt þ 1Þst iteration, i.e., F tþ1 , is bounded as follows:
The above theorem shows that the objective function follows an exponential decay, despite the relaxations made in the above propositions.
Corollary 1.
The objective function at the ðt þ 1Þst iteration is bounded in terms of the error t as F tþ1 S Q t i¼1 ð
Proof Sketch. Can be verified by substituting (12) for i in Theorem 1. t u
In the above derivation, we constrained the objective function such that the prediction of the classifier on the labeled samples must match the true labels provided. However, if the true labels are noisy, the resulting semisupervised classifier might not perform its best. An algorithm similar to SemiBoost may be derived in such a case by including a term penalizing the solution, if the predicted labels of the labeled samples are different from the true labels. In this paper, we assume that the given labels are correct. This is reasonable given the fact that, since there are very few labeled samples, one can ensure their correctness without much difficulty.
Implementation
Sampling
Sampling forms the most important step for SemiBoost, just like any other boosting algorithm. The criterion for sampling usually considers the following issues: 1) How many samples must be selected from the unlabeled samples available for training and 2) what is the distribution according to which the sampling must be done.
Supervised boosting algorithms like AdaBoost have the true labels available, which makes it easy to determine which samples to choose or not to choose. On the other hand, the labels assigned during the SemiBoost iteration are pseudolabels, and may be prone to errors. This suggests that we should choose only the top few most confident data points for SemiBoost. But, selecting a small number of samples might make the convergence slow, and selecting too large a sample might include noninformative or even poor samples into the training set. The choice currently is made empirically; selecting top 10 percent of the samples seem to work well in practice. From Proposition 3, to reduce F 1 , it is preferable to select the samples with a large value of jp i À q i j. This selection provides highly reliable pseudolabeled samples to the classifier. The sampling is probabilistically done according to the distribution:
where P s ðx i Þ is the probability that the data point x i is sampled from the transduction set.
Stopping Criterion
According to the optimization procedure, SemiBoost stops when 0, indicating that addition of that classifier would increase the objective function instead of decreasing it. However, the value of decreases very fast in the beginning, and eventually, the rate of decrease falls down, taking a large number of iterations to actually make it negative. We currently use an empirically chosen fixed number of classifiers in the ensemble, specified as a parameter T . We set the value of T ¼ 20.
Similarity Matrix
We use the Radial Basis Function similarity inspired from its success in graph-based approaches. For any two samples x i and x j , the similarity S i;j is computed as
where is the scale parameter controlling the spread of the radial basis function. It is well known that the choice of has a large impact on the performance of the algorithm [18] . We set the scale parameter to the similarity values at the 10th percentile to the 100th percentile, varied in steps of 10, where s is the average value of the similarity matrix S. Experimentation revealed that the transductive and inductive performances are stable for the chosen range of . This is a desirable property given the fact that choosing the right scale parameter is a difficult problem.
RESULTS AND DISCUSSION
The focus of SemiBoost is to improve any given (supervised) classifier using the unlabeled data. Therefore, our primary aim is to evaluate SemiBoost based on the improvement achieved in the inductive performance of base classifiers.
An illustration of improvement in the performance of a supervised learner (Decision Stump) using SemiBoost on the "ring-norm" data set is shown in Fig. 4 . The data set has two classes, with 500 samples each. There are 10 labeled samples per class, indicated using ( ; 4). The solid line shows the decision boundary and the dark and light regions indicate the two class regions. The performance of SemiBoost at each iteration is given in parentheses below each of the plots shown. Figs. 4a, 4b , and 4c show the classifier obtained by SemiBoost at the first three iterations, and Fig. 4d shows the final classifier obtained at the 12 iteration.
Data Sets
SemiBoost was evaluated on 16 different data sets: 4 benchmark data sets provided in [9], 10 UCI data sets, and 2 data sets from ethnicity classification from face images [31] and texture classification [32] . Since SemiBoost is applicable for two-class problems, we chose the two-class data sets from these benchmark data sets. The multiclass data sets in UCI are converted into two-class data sets by choosing the two most populated classes. The data sets are further processed by removing the samples with missing features, if any, binary encoding the categorical features, if any, and reducing the dimensionality using PCA to retain 95 percent of the variance. The name of the data set used, the classes chosen, the number of samples present in the selected classes n, and the dimensionality of the data set d are summarized in the first column in Table 2 . In addition to this, we evaluated the proposed approach on text categorization problems, whose results are presented in the next section.
The transductive performance of semi-supervised learning algorithms is well-studied [9, Chapter 21] . However, semi-supervised learning is not limited to transductive learning, and out-of-sample extensions have attracted significant attention. In fact, inductive learning is important given that only a portion of the unlabeled samples is seen during the training phase. The real utility of learning in such cases lies in the ability to classify unseen test samples. With this motivation, we compare the performance of SemiBoost with three state-of-the-art inductive semi-supervised algorithms: Transductive SVM [7] , an inductive version of LowDensity Separation (LDS) [8] and Laplacian-SVM from the Manifold Regularization approach [12] . LDS is not an inductive algorithm as it involves a graph-based dimensionality reduction step. We use the labels predicted by the LDS on the transduction set to train an inductive classifier on the original data.
Experimental Setup
The experimental setup aims to study the improvement in performance obtained on a supervised learner, by using unlabeled data and the performance of the SemiBoost algorithm with three state-of-the-art semi-supervised learning algorithms.
We use classification accuracy as the evaluation measure. The mean and standard deviation of percent accuracy are reported over 20 runs of each experiment, with different subsets of training and testing data. To measure the inductive performance, we randomly split the data set into two halves. We call them the training and test sets. The training set has 10 labeled points and the rest unlabeled. The ensemble classifier learned by SemiBoost on the training set is evaluated by its performance on predicting the labels of the test set.
SemiBoost samples the unlabeled data, labels them at each iteration of boosting, and builds a classifier h t ðxÞ. The number of such classifiers built will depend on the number of iterations T in boosting. T was set to 10 and we stop the boosting when weights t computed from (11) become negative. We set the value of C in the objective function (4) to be the ratio of the number of labeled samples to the number of unlabeled samples C ¼ n l =n u .
The first experiment studies the improvement in the performance of three different base classifiers (h t ðxÞ) after applying SemiBoost: DS, the J48 decision tree algorithm (J48), and the SVM with the sequential minimal optimization algorithm. Software WEKA [33] was used to implement all the three classifiers. All the algorithms are run with their default parameters (e.g., default C and a linear kernel was used for SVM algorithm). We chose decision trees (DS and J48) and SVM as the base classifiers because they are shown to be successful in the supervised learning literature, for varied learning tasks. Table 2 compares the supervised and the three benchmark semi-supervised algorithms to the SemiBoost algorithm. The columns DS, J48, and SVM give the performances of the base classifiers on the induction set. The columns SB-X give the inductive performances of SemiBoost with base classifier X. The last three columns in Table 2 correspond to the inductive performances of benchmark semi-supervised algorithms TSVM, LDS, and LapSVM. Note that the idea is not to build the best classifier for individual classification problem, but to show the possible improvement in the performance of supervised classifiers using SemiBoost on all the classification problems. Results indicate that SemiBoost significantly improves the performance of all the three base classifiers for nearly all the data sets. Using an independentsample-paired t-test, we observed that SemiBoost significantly improved the performance of Decision Stump on 12 out of 16 data sets. The performance of J48 is improved significantly on 13 out of 16 data sets, and there is a significant degradation on the house data set. For SVM, there is a significant improvement in 7 out of 16 data sets, while a significant degradation in three cases. The cases where SVM degraded, the benchmark algorithms performed poor compared to the supervised classifiers, suggesting that unlabeled data are not helpful in these cases. The ensemble classifier obtained using SemiBoost is relatively more stable, as its classification accuracy has lower standard deviation when compared to the base classifier.
Results
Choice of Base Classifier
TABLE 2 Inductive Performance of SemiBoost and the Three Benchmark Algorithms
The first column shows the data set and the two classes chosen. The number of samples n and the dimensionality d are shown below the name of each data set. The algorithms chosen as base classifiers for boosting are Decision Stump (DS), Decision Tree (J48), and Support Vector Machine (SVM). For each algorithm, the SB-prefixed column indicates using the SemiBoost algorithm on the base classifier. The columns TSVM, ILDS, and LapSVM show the inductive performance of the three benchmark algorithms. A "-" indicates that we could not finish running the algorithm in a reasonable time (20 hours) due to convergence issues. Each entry shows the mean classification accuracy and standard deviation (in parentheses) over 20 trials.
Performance Comparison of SemiBoost with Benchmark Algorithms
Performance of SemiBoost is compared with three different algorithms, namely, TSVM, LapSVM, and ILDS (inductive version of the LDS algorithm). SemiBoost achieves performance comparable to that of the benchmark algorithms. SemiBoost performs better than ILDS on almost all the data sets and significantly better on four of the data sets, two using Decision Stump, and two using SVM as the base classifier. SemiBoost significantly outperforms TSVM on 10 out of 16 data sets using SVM and 8 out of 16 data sets using Decision Stump. Also, TSVM had difficulty converging on three data sets in a reasonable amount of time (20 hours). SemiBoost performs comparably to LapSVM; SB-DS outperformed LapSVM significantly on two data sets and performed worse than LapSVM on one. Similarly, SB-SVM and LapSVM significantly outperform each other on three out of the eight cases. There are data sets where one of the base classifiers outperforms SemiBoost. But, in these cases, one of the base classifiers outperforms all the semisupervised algorithms (e.g., SVM outperforms all the algorithms on COIL2, vehicle, sat, and house data sets). This indicates that the unlabeled data do not always improve the base classifier, or in general, are not guaranteed to help in the learning process. When a base classifier outperforms the semi-supervised learning algorithms, we observed that the SemiBoost tends to perform close to the baseline compared to the others in most cases.
Performance with Unlabeled Data Increment
Fig . 5 shows the performance of SemiBoost on three of the UCI data sets (Figs. 5a , 5b, and 5c) we used. Each data set is split into two equal parts: one for training and one for inductive testing. Ten samples in the training set are labeled.
The performance of SVM, trained on the labeled data and with default parameters, on the test set is shown with a dotted line in each plot. The unlabeled examples in the training set are incrementally added to the labeled examples in units of 10 percent. The solid line shows the performance of the SemiBoost algorithm with addition of unlabeled data. The dashed line shows the performance obtained by the SVM when all these added samples are labeled using their ground truth. It is observed that the performance of SemiBoost improves with the addition of more and more unlabeled data, whenever such an improvement is possible.
Sensitivity to Parameter
Fig . 6 shows the performance of the SemiBoost-SVM with varying value of the parameter . Sigma was chosen to be the th percentile of the distribution of similarities, with varying between 10th and 100th percentile. Selecting the value of is one of the most difficult aspects of graph construction, and several heuristics have been proposed to determine its value. On most of the data sets shown, SemiBoost is relatively stable with respect to the scale parameter. However, a choice of between the 10th and 20th percentiles of the pairwise distances is recommended, based on empirical observations.
Margin and Confidence
In this experiment, we empirically demonstrate that SemiBoost has a tendency to maximize the mean margin. For unlabeled data, a popular definition of margin is jHðx i Þj [16] , [17] . The mean margin is the empirical average of jHðx i Þj over the unlabeled data used for training. Figs. 7a, 7b, and 7c show the mean-margin value on optdigits data set (classes 2 and 4) over the iterations using Decision Stump, J48, and SVM as the base classifiers, respectively. The value of the mean margin increases over the iterations, irrespective of the choice of the base classifier. However, it is important to note that the minimum margin may not increase at each iteration, although the test error decreases. When the training data consist of a small number of labeled samples which can be perfectly classified, the margin is largely decided by the unlabeled data. Considering the margin over the unlabeled data, the classifier at iteration 1 has a margin of 1 for all the unlabeled data, whereas, at the second iteration, the minimum margin is min x i jH ð2Þ ðx i Þj ¼ j 1 À 2 j 1 ¼ min x i jH ð1Þ ðx i Þj. In fact, over the iterations, the value of minimum margin may be traded off to obtain a gain in the performance, i.e., being in agreement with the similarity matrix. Recently, it was shown in [34] that maximizing the value of minimum margin does not necessarily translate to a better performance by the classifier. It is argued in the context of boosting that the approaches maximizing the mean margin greedily are preferable to those that maximize the minimum margin. Fig. 8 shows the distribution of the value of Hðx i Þ over the iterations. The light and dark bars in the histogram represent the classes 2 and 4, in the optdigits data set respectively. Note that, as iterations progress, the classes get more and more separated.
Convergence
According to Theorem 1, SemiBoost converges exponentially. The following section demonstrates the convergence of SemiBoost on an example data set. To illustrate the convergence, we chose the two most populous classes in the optdigits data set, namely, digits 2 and 4. The change in the objective function as new classifiers are added over iterations is demonstrated in Fig. 9a , which follows an exponential reduction. Fig. 9b shows the value of over the iterations. Initially, the value of falls rapidly and, after around 20 iterations, the value is insignificantly small relative to that of initial classifiers. This suggests that, although SemiBoost still needs more iterations to converge, the new classifiers added in boosting will not significantly change the decision value. Fig. 9c shows the accuracy of the SemiBoost with Decision Stump as the base classifier, over the iterations.
Comparison with AdaBoost
To evaluate the contribution of unlabeled data in improving the performance of a base classifier, we compared the performance of SemiBoost with that of AdaBoost on the same base classifier (or weak learner) and using a similar experimental procedure as in Section 4.2. Table 3 shows the performance of three base classifiers Decision Stump, J48, and SVM (shown in column 1) on six data sets shown in the top row. For each classifier, the first two rows show the inductive performance of the classifier and its boosted version (using AdaBoost) trained on 10 labeled samples. The third row shows the performance of SemiBoost when unlabeled data are added to the same set of labeled samples. The fourth and fifth rows, labeled as large and AB-large, show the performance of the classifier and its boosted version trained after labeling the unlabeled data used in SemiBoost.
From Table 3 , we can see that the performance of SemiBoosted versions of the classifiers (SB-DS, SB-J48, and SB-SVM) is significantly better than classifiers trained using only labeled data, boosted (using AdaBoost), or unboosted (rows 1 and 2 for each classifier section). Naturally, when all the unlabeled data are labeled, the performance of the classifiers and their boosted versions are significantly better than SemiBoost (rows 4 and 5). The reduction in the inductive performance of AB-small compared to the base classifier on several data sets may be attributed to the overfitting due to the small number of training samples. The addition of unlabeled data as a regularizing mechanism in SemiBoost avoids the overfitting, thereby achieving an improved classifier.
PERFORMANCE ON TEXT CATEGORIZATION
We further evaluate the SemiBoost algorithm on the Text Categorization problem using the popular 20-newsgroups data set. 2 We performed the evaluation of SemiBoost algorithm with Decision Stump, J48, and SVM as the base classifiers on binary problems created using 10 most popular classes of the 20-newsgroups data set. Note that this experimental setup is different from some other studies of semi-supervised learning in which the oneversus-rest approach is used for evaluation. Compared to one-versus-rest, the one-versus-one evaluation has the following advantages:
. There is a large variation in the best performing supervised classifier for the binary tasks. This For each classifier: "small" and "AB-small" stand for the classifier trained on a set of five labeled samples per class, chosen randomly from the data and its boosted version, respectively; SemiBoost combines the unlabeled training data withe the "small" labeled data in training; "large" and "AB-large" correspond to the classifier trained on all of the training data, with corresponding labels, and its boosted version, respectively.
2. http://people.csail.mit.edu/jrennie/20Newsgroups/. enables us to show that, when SVM is not the best classifier for a problem, then the methods that improve SVM using unlabeled data may not be the best semi-supervised algorithms to use. . Semi-supervised learning algorithms rely on certain assumptions about the structure of the data and the classes. In one-versus-rest approaches, these assumptions are likely to be violated. For instance, many semi-supervised algorithms assume a large cluster gap between two classes. By aggregating multiple classes into one negative class, we expect to see a large cluster gap amongst the negative class itself. Violation of the manifold assumption can be explained similarly. . There is a high imbalance in the data when we do a one-versus-rest classification. While a knowledge of priors may be used to incorporate this imbalance into semi-supervised learning to achieve high performance, we assume that nothing is known about the data other than the similarity information and a few training examples. . One-versus-one had been a popular approach for creating multiclass classifiers. The testing time can be significantly reduced in a one-versus-one setting by using a DAG-based architecture [35] . We generate all the 45 possible binary problems of the 10 classes. Due to the limited space, we include only results on 10 binary problems created from five of the classes in the 20 newsgroups, summarized in Table 4 . These results are similar to the results on 45 binary problems. The first column in Table 4 shows the classes chosen for creating the binary problems. Each classification task contains a data set of approximately 2,000 documents. We use the popular tf-idf features computed over the words which occur at least 10 times in total, in all the 2,000 documents. The tf-idf features are later normalized per document. The dimensionality of each data set is shown in column 2 of Table 4 . We follow the same inductive evaluation procedure as in Section 4.2. We use two labeled samples per class in training the classifier. We use the linear kernel (dot product between the feature vectors) as similarity, popular for the text classification tasks. The inductive performance of the different algorithms Decision Stump, J48, and SVM, and their SemiBoosted versions, Transductive SVM, Inductive LDS, and Laplacian SVM are shown in Table 4 . To allow a fair comparison, the parameter value C for all SVMs is set to 1. The mean and standard deviation of the performance over 20 runs of the experiment are reported. Table 4 shows that, in the case of Decision Stump and J48, SemiBoost significantly (at a 95 percent confidence level, measured using independent sample paired t-test) improves the performance on all the pairs of classes. The performance of SVM is improved significantly on 5 out of 10 class pairs. Also, we notice that SemiBoosted Decision stump performs significantly better than SemiBoosted SVM on all the pairs of classes. By comparing the SVM-based methods, SB-SVM significantly outperforms LapSVM on seven class pairs and ILDS on all the 10 pairs. TSVM outperforms SB-SVM on 5 out of 10 class pairs. Overall, SB-SVM performs comparable to TSVM and significantly better than LapSVM and ILDS. SB-DS outperforms TSVM significantly on 5 out of 10 class pairs, and LapSVM and ILDS on all the class pairs. The poor performance of ILDS may be ascribed to the kernel used by ILDS. ILDS uses a graph-distance-based kernel, which may not be as suitable for text-classification-based tasks as a linear kernel. From our experiments, we see that SemiBoosting Decision Stumps is a viable alternative to the SVM-based semi-supervised learning approaches.
CONCLUSIONS AND FUTURE WORK
We have proposed an algorithm for semi-supervised learning using a boosting framework. The strength of SemiBoost lies in its ability to improve the performance of any given base classifier in the presence of unlabeled samples. Overall, the results on both UCI data sets and the text categorization using 20-newsgroups data set demonstrate the feasibility of this approach. The performance of SemiBoost is comparable to the state-of-the-art semisupervised learning algorithms. The observed stability of SemiBoost suggests that it can be quite useful in practice. SemiBoost, like almost all other semi-supervised classification algorithms, is currently a two-class algorithm. We are exploring the multiclass extension by redefining the consistency measures to handle multiple classes. We are working toward obtaining theoretical results that will guarantee the performance of SemiBoost, when the similarity matrix reveals the underlying structure of data (e.g., the probability that two points may share the same class).
