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Active Learningmethods create an optimized labeled train-
ing set from unlabeled data. We introduce a novel Online
Active Deep Learning method for Medical Image Analysis.
We extend ourMedAL active learning framework to present
newresults in this paper. Ournovel samplingmethodqueries
the unlabeled examples that maximize the average distance
to all training set examples. Our online method enhances
performance of its underlying baseline deep network. These
novelties contribute significant performance improvements,
including improving the model’s underlying deep network
accuracy by 6.30%, using only 25% of the labeled dataset to
achieve baseline accuracy, reducing backpropagated images
during training by as much as 67%, and demonstrating ro-
bustness to class imbalance in binary andmulti-class tasks.
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2 SMAILAGIC ET AL.
F IGURE 1 Proposed Active Learning pipeline. To solve a supervised classification task, we will use a deep network
(DN), an initial labeled dataset Dt r ai n , an unlabeled dataset Dor acl e , and an oracle who can label data. We desire to
label as few examples as possible. Each active learning iteration, we use the DN to compute a feature embedding for all
labeled examples in Dt r ai n and the topM unlabeled examples from Dor acl e with highest predictive entropy. We select
and label oracle examples furthest in feature space from the centroid of all labeled examples. The oracle examples are
selected one at a time, and the centroid updated after each labeling. We train themodel on the expanded training set
and repeat the process. In the online setting, themodel weights are not reset between iterations andwe use only the
newly labeled examples and a subset of previously labeled examples.
INTRODUCTION
Active Learning (AL) is an emerging technique for machine learning that aims to reduce the amount of labeled training
data necessary for the learning task. AL techniques are sequential in nature, employing various samplingmethods to
select examples from an unlabeled set. The selected examples are labeled and then used to train themodel. A carefully
designed samplingmethod can reduce the overall number of labeled data points required to train themodel andmake
themodel robust to class imbalances Ertekin et al. (2007) or implicit bias Richards et al. (2011) in the dataset.
AL assumes the training process requires labeled data, and secondly that data is costly to label. Medical image
analysis is particularly well framed by these assumptions, as the domain offers many opportunities for machine learning
solutions, and labeling medical images requires extensive investment of time and effort by trainedmedical personnel. In
particular, AL can be especially useful in the context of deep learning for medical image analysis, where deep networks
typically require large labeled training datasets (Litjens et al., 2017).
We introduce MedAL in our prior work. MedAL is a novel AL approach to optimize the selection of unlabeled
samples by combining predictive entropy based uncertainty sampling with a distance function on a learned feature
space (Smailagic et al., 2018). MedAL’s active sampling mechanismminimizes the required labels by selecting only those
unlabeled images that aremost informative to themodel as it trains.
However, MedAL does not address improving computational efficiency. Each time new labeled examples are added
to the training set, MedAL resets themodel weights and re-trains themodel using all available labeled data. As a result,
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themethod processes training examples manymore times than necessary, increasing the time between each sampling
step. In a real world application, the trainedmedical personnel labeling the data would need towait for themodel to
finish training, reducing the interactivity and applicability of the system.
To improve the computational performance ofMedAL, we introduce “Online”MedAL (O-MedAL) which trains the
model incrementally by using only the new set of labeled data and a subset of previously labeled data. Byminimizing
the training data used in each AL iteration, O-MedAL is computationally faster and more accurate than the original
baselinemodel while retaining all the benefits ofMedAL.MedAL is experimentally validated on threemedical image
diagnosis tasks andmodalities: diabetic retinopathy detection from retinal fundus images, breast cancer grading from
histopathological images, andmelanoma diagnosis from skin images. O-MedAL is compared toMedAL on the retinal
fundus image dataset for diabetic retinopathy detection. To the best of our knowledge, online active learning has never
been directly applied to amedical image analysis setting, and it has never been applied to a deep learning setting. In fact,
there is little prior work on online active learning. We discuss existing approaches and their drawbacks in the Related
Work section.
Ourmain contributions are:
• Novelty: we present a novel AL sampling method that queries the unlabeled examples maximally distant to the
centroid of all training set examples in a learned feature space.
• Accurate: we introduce an online training technique that is more accurate than the original baselinemodel trained
on a fully labeled dataset.
• Data Efficient: ourmethod achieves better results with fewer labeled examples than competingmethods.
• Computationally Efficient: online training significantly reduces training time and the required number of backpropa-
gated examples. We also reduce the samplingmethod runtime from quadratic to linear.
• Robust: our active learning method performs well on binary and multi-class classification problems as well as
balanced and unbalanced datasets.
The remainder of the paper is structured as follows: in the RelatedWork section, we discuss relevant prior work
on active and online learning approaches. In the Proposed Method section, we describe the sampling process and
online training technique. In the Experiments section, we present results comparingMedAL to common active learning
approaches on three medical image datasets. We also present results comparing O-MedAL to MedAL. Finally, we
discuss the implications of the results and future directions, andwe provide conclusions summarizing our work.
RELATED WORK
Most AL systems approach the challenge of labeling data by selecting unlabeled examples likely to improve predictive
performance. The AL scenario assumes that an oracle can assign a label to the selected examples. In practice, the
process of labeling data can be difficult, time-consuming and expensive. Therefore, it is valuable to design sampling
methods that identify the unlabeled examples most informative to the learning task while querying as few labels as
possible.
AL was applied to histopathological image analysis on unbalanced data (Homeyer et al., 2012), cell nucleus segmen-
tation (Wen et al., 2018), CT scan andMRI analysis (Pace et al., 2015), and computer-aided diagnosis of masses in digital
mammograms (Zhao et al., 2018). An AL uncertainty samplingmethodwas created for skin lesion segmentation (Górriz
et al., 2017). Additionally, AL was used in aMultiple Instance Learning framework for tuberculosis detection of chest
radiographies (Melendez et al., 2016).
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Themain AL scenarios includemembership query synthesis, pool-based active learning and stream-based active
learning. In membership query synthesis, the learner generates an unlabeled input and queries its label (Angluin, 2004).
In pool-based active learning, a pool of unlabeled instances is ranked and the top k subset is labeled (Settles, 2008).
Stream-based active learning assumes a stream of unlabeled data and the learner decides on-the-fly whether to label it
(Dasgupta et al., 2008).
The sample/querymechanismsmainly includeQuery By Committee (QBC) (Freund et al., 1997, 1993), Expected
Error Reduction (EER) (Cohn et al., 1995;Melville andMooney, 2004), ExpectedModel Change (EMC) (Cai et al., 2013;
Freytag et al., 2014), and Uncertainty Sampling (US) (Yang et al., 2015; Lewis and Catlett, 1994; Lewis and Gale, 1994).
Our workmainly expands on pool-based active learning and US. US is a sampling technique to select and label the
unlabeled examples the model is most uncertain about. Uncertainty can by computed by predictive entropy, or the
entropy of a prediction p(xˆ |x ) given an unlabeled input example x . US selects unlabeled examples near the classification
boundary without making use of labels. Building on the US technique, we propose to sample unlabeled examples
maximally dissimilar to the training set examples.
The work of (Zhang et al., 2018) proposed a pool-based active learningmethod for highly imbalanced data. The
method automatically pseudo-labels similar examples that have high confidence, and it asks an expert to label examples
most similar to rare classes and dissimilar to examples from the common class. This work complements ours nicely, with
key differences. We sample only themost distant examples across all classes, andwe incorporate predictive entropy
of the classifiermodel into the active samplingmethod. While (Zhang et al., 2018) trains two distinct deep networks,
we train just one deep network, which is more efficient. To start the active learning process, their method uses a large
initial dataset in which an expert has already labeledmany images. In contrast, our method performs well with an initial
dataset of just one labeled example. We additionally introduce an online learning sampling method to gain further
improvements in performance and efficiency, whereas their work focuses on only the active sampling part.
Regarding online active learning, some prior works exist. The work of (Murugesan and Carbonell, 2017) proposes a
multi-task learning algorithm tominimize labeling requests by attempting to infer a label with high confidence from
other tasks rather than ask the oracle for the label. The work of (Sculley, 2007) addresses a setting where the algorithm
requests a label immediately after an example has been classified; themethod reduces the computational cost simply
because it requires less labels. The work of (Baram et al., 2003) proposes anmulti-arm bandits methodwhere learners
are selected from the ensemble to sample the next example to be labeled. The reward function for the bandits problem is
classification entropymaximization. In some cases, the approach has better performance than other ensemble methods
evaluated.
More recently, (Zhou et al., 2017) propose an online ALmethod for biomedical image analysis. This work presents
an active and incremental learningmethod for medical image data. While classical ALmethods retrain the entire model,
in this work a deep convolutional network is continuously fine-tuned at each AL iteration. We generalize and further
improve the online incremental training approach by sampling a random subset of the entire labeled dataset at each AL
iteration. Our results and analysis show that using a random subset of the labeled data is more efficient and achieves
better overall performance than using the full dataset for continuous fine tuning.
PROPOSED METHOD
AL techniques developed for classical machine learningmethods are not ideal forDeep Neural Network (DNN) architec-
tures. In particular, (Zhang et al., 2016) showsDNNs are capable of fitting a random labeling of the training data with
low uncertainty. These findings suggest that traditional AL samplingmethods based on predictive uncertainty will be
less effective with DNNs.
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Wepresent amethod specifically tailored to DNNs. We first describe our novel AL samplingmethod and thenwe
show how to train the system using online learning.
| Sampling Based onDistance between Feature Embeddings
As shown in Figure 1, let Dt r ai n be the initial training set of labeled examples and Dor acl e be the unlabeled dataset. We
train amodel using Dt r ai n and then use themodel to find a fixed number of themost informative unlabeled examples,
x∗ ∈ Dor acl e . These examples are then labeled and added to Dt r ai n and themodel is trained on the new data. Oracle
examples are iteratively labeled in this fashion until the oracle set is exhausted or sufficient performance is attained.
Uncertainty-basedmethods for choosing x∗ ∈ Dor acl e evaluate about how informative a given x ∈ Dor acl e is by
computing the uncertainty in themodel’s prediction. In this work, we depart from the standard practice of only using
themodel’s prediction to choose x∗. Instead, we propose to use a feature embedding function f (x) ∈ Òn in conjunction
with uncertainty.
In particular, we first compute the predictive entropy of each unlabeled example in Dor acl e and then we select
only the topM highest entropy examples as a set CM . Using this subset of Dor acl e reduces the number of examples
considered and ensures the active learning process ultimately selects unlabeled examples closest to the decision
boundary.
CM = {x |x ∈ Dor acl e , is_topM(entropy(model(x)))}. (1)
To further evaluate the amount of new information an unlabeled example, x ∈ CM , can add to the training set, we
evaluate each example’s average distance in feature space to each labeled example xi ∈ Dt r ai n bymeans of a feature
embedding function f and a distance function d .
s(x) = 1
N
N∑
i=1
d (f (xi ), f (x)), (2)
where xi ∈ Dt r ai n , x ∈ CM , f (x) is the feature embedding function and d (a, b) is a Euclidean distance function.
We calculate s(x) for every example inCM ⊂ Dor acl e , then ask the oracle to label the example that maximizes s
and add the example to Dt r ai n . We repeat this process to select a fixed number of examples fromCM .
x∗ = argmax
x∈CM
s(x). (3)
Finally, we train themodel on the new data and repeat the sampling process over again.
TheoriginalMedALpaper (Smailagic et al., 2018) evaluatedavarietyof distance functions and foundempirically that
Euclidean distance and cosine distance yielded the highest and second highest entropy, respectively, when classifying a
random subset of unlabeled examples. While this evidence suggests eithermetric is suitable choice for d , we choose
Euclidean distance.
The following proof shows that using Euclidean distance reduces the computation of s(x)universalAltx ∈ CM from a pairwise
distance matrix between examples in Dor acl e and Dt r ai n (which is O (MN ) operations) to a simple distance of each
unlabeled point to the centroid of labeled examples (which isO (M ) operations), thereby gaining a quadratic to linear
speedup in each AL iteration. This speedup makes O-MedAL tractable for larger datasets, particularly if there are
alreadymany labeled examples (such as in later AL iterations). A drawback still remains that themethod depends on
6 SMAILAGIC ET AL.
computing feature embeddings, f (x), for each unlabeled example, which can be expensive. We also do not know if the
linear speedup is possible with cosine distance.
Theorem 1 In any AL iteration, the unlabeled example x∗ ∈ CM can be foundwithO (M ) evaluations of the Euclidean distance
function d .
First, note that the embeddings of examples x ∈ CM and examples xi ∈ Dt r ai n are points in high dimensional space
f (x) ∈ Òd . If we assume the space is Euclidean, then the embeddings of examples in Dt r ai n have a centroid defined
by the average of each coordinate: y = [y (1), . . . , y (d )] = [ 1N ∑Ni=1 f (xi )(1), . . . , 1N ∑Ni=1 f (xi )(d )], where superscript (j )
denotes the j th coordinate.
Second, note that the scalar score s(x) for anygivenexamplex ∈ CM canbe foundexactly byevaluatingd (f (x), f (xi ))
for all xi ∈ Dt r ai n . The score permits an ordering of examples inCM , and therefore we can find x∗ = argmaxx∈CM s(x).
However, evaluating each score exactly is unnecessary. We can use only the knowledge of the ordering to find themaxi-
mum; we do not need the specific scores s(x). To this end, we introduce an operatorφrank 〈.〉 which returns the index of
the given element in an array sorted fromsmallest to largest. Clearly, x∗ = argmaxx∈CM s(x) = argmaxx∈CM φrank 〈s(x)〉
We now prove that the ordering of examples x ∈ CM is preserved when s(x) = d (f (x), y), where d is Euclidean
distance and y is the centroid of embeddings for elements in Dt r ai n .
φrank 〈s(x)〉 = φrank 〈d (f (x), y)〉 (4)
φrank
〈
1
N
N∑
i=1
√√
d∑
j
(
f (xi )(j ) − f (x)(j ))2〉 = φrank 〈
√√
d∑
j
(
f (x)(j ) − 1
N
N∑
i=1
f (xi )(j )
)2〉
(5)
In one dimension, an ordering is preserved through any uniform stretching or shrinking of a number line. We define
the following properties of an ordered variable z ∈ Ò and scalar constant c: φrank 〈z 〉 = φrank 〈z + c 〉 = φrank 〈cz 〉.
Furthermore, if z ≥ 0, thenφrank 〈z 〉 = φrank 〈√z 〉 =⇒ φrank 〈∑√z 〉 = φrank 〈∑ z 〉. We can use these properties to
simplify both sides of Eq. (5) by considering z = f (x)(j ) and then removing the square root and constant terms.
φrank
〈
N∑
i=1
d∑
j
(
f (xi )(j ) − f (x)(j )
)2〉
= φrank
〈
d∑
j
(
f (x)(j ) − 1
N
N∑
i=1
f (xi )(j )
)2〉
(6)
φrank
〈
N∑
i=1
d∑
j
[(
f (xi )(j )
)2
+
(
f (x)(j ))2 − 2f (x)f (xi )]〉 = φrank 〈 1
N 2
d∑
j
[
Nf (x)(j ) −
N∑
i=1
f (xi )(j )
]2〉
(7)
φrank
〈
N∑
i=1
d∑
j
[(
f (x)(j ))2 − 2f (x)f (xi )]〉 = φrank 〈 d∑
j
N
[
N
(
f (x)(j ))2 − 2f (x)(j ) N∑
i=1
f (xi )(j )
]
+
d∑
j
(
N∑
i=1
f (xi )(j )
)2〉
(8)
= φrank
〈
d∑
j
N∑
i=1
[(
f (x)(j ))2 − 2f (x)(j )f (xi )(j )]〉 . (9)
The right and left sides are equivalent, which proves the ordering is preserved when using the distance to the
centroid of the labeled examples. It follows that x∗ = argmaxx∈CM φrank 〈d (f (x), y)〉 is a valid score function and can be
computedwithO (M ) distance function evaluations.
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In following sections, wewill describe in detail the feature embedding function f (x), and specifically howwe train
themodel with new labels.
| Deep Representations as Feature Embeddings
We train a Convolutional Neural Network (CNN) based architecture to extract powerful representations from the data
and simultaneously solve the image classification problem. When interpreted in metric space, the feature embeddings
learned by CNNs are known to encode semantic meaning. In particular, nearby elements tend to be visually similar
(Mikolov et al., 2013; Costa et al., 2018), and conversely, elements that are far away tend to be visually different. We
thereforemake the assumption that imageswithmostly similar featureswill have a smaller distance in embedding space,
while images withmostly different features will have a larger distance. The assumption that the feature embedding can
be interpreted inmetric space is the basis for Eq. (2).
As shown in Figure 1, we define the feature embedding function, f (x) ∈ Òn , as the activations of a particular CNN
layer. Since f (x) is tied to the model, it evolves during training. As the model performance improves, the model will
extract better representations, leading to better classification accuracy as well as more informative examples sampled
from Dor acl e . If f (x)was statically defined, the function could be computed off-line and themodel reduces to a simple
predictive entropy based samplingmethod.
| Online Active Learning
The online learning technique describes howwe train themodel given a stream of newly labeled examples generated
by the AL sampling method. Online MedAL (O-MedAL) introduces a few changes to MedAL. First, while MedAL re-
initializes themodel parameters each AL iteration, O-MedALmaintains the parameters at each newAL iteration and
incrementally updates themodel. This change enables significant computational savings because whileMedAL re-trains
themodel once per AL iteration, O-MedAL trains just onemodel across all AL iterations, and the total number of epochs
used to train themodel can be an order of magnitude smaller. Second, MedAL trains themodel using the full training set
Dt r ai n , while O-MedAL trains on the newly labeled items and a random subset of previously labeled items. We have
found empirically that including a non-null subset of previously labeled data is necessary, and we discuss further in
the Discussion section. Using a subset of available training data also reduces the overall number of examples used to
train themodel. Both of these changes result in computational efficiency. The first change reduces the total number of
epochs required to train themodel while the second change reduces the number of examples per epoch.
The number of examples that will be used to updatemodel weights during backpropagation increases exponentially,
and can be expressed using the equation:
Nt =
t∑
i=1
Ei [` + p |Dt r ai n |i−1] where |Dt r ai n |i−1 = |Dt r ai n |0 + (i − 1)`, (10)
whereNt is the cumulative number of example images used for backpropagation after t AL iterations, ` is the number of
images labeled each AL iteration, p ∈ [0, 1] is the hyperparameter determining the fraction of previously labeled dataset
to use, |Dt r ai n |i−1 is the number of labeled examples in the previous AL iteration and Ei is the number of epochs at the
i th AL iteration. |Dt r ai n |0 is the initial number of labeled examples; for O-MedAL, |Dt r ai n |0 = 1. The equation is useful
to estimate the number of images processed by backpropagation. It can also be used to estimate howmany times an
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O-MedALmodel’s parameters have been updated after any given AL iteration; in this case, the cumulative number of
weight updates will be Nt /b , where b is theminibatch size.
EXPERIMENTS
Weperform experiments on threemedical datasets to validate the accuracy and robustness of our proposed approach.
First, we introduce the datasets. Next, we describeMedAL and onlineMedAL implementation details. Then, we evaluate
our samplingmethod on the three datasets. Last, we evaluate our online training approach.
| Dataset Description
No DR DR Benign Malignant
Normal Benign In situ Invasive
F IGURE 2 Examples from all three datasets evaluated in this work. From left to right, top to bottom: Messidor,
Skin Cancer and Breast Cancer datasets. The class labels are shown bellow each of the images.
Active learning reduces the amount of labeled data necessary for training, and it is thereforewell positionedmedical
image analysis. We evaluateMedAL on three publicly available datasets. Figure 2 presents representative images in
these datasets.
Messidor Dataset contains 1200 eye fundus images from 654 diabetic and 546 healthy patients collected from
three hospitals in France, we believe between 2005 and 2006. This dataset was labeled for Diabetic Retinopathy (DR)
grading and for Risk ofMacular Edema. We useMessidor to classify eye fundus images as healthy (DR grade = 0) or
diseased (DR grade > 0).
Breast Cancer Diagnosis Dataset, originally presented in the ICIAR 2018 Grand Challenge (Aresta et al., 2019),
consists of 400 high resolution images of breast tissue cells evenly split into four distinct classes: Normal, Benign, in-situ
carcinoma and invasive carcinoma (100 images per class).
Skin Cancer dataset contains 900 cell tissue images classified as either benign ormalignant (Gutman et al., 2016).
The dataset is unbalanced, with 80%benign examples and 20%positive examples. MedALmakes possible the following
class balancing technique: in each AL iteration, we query additional malignant training examples by making use of
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Parameters Messidor Breast Cancer Skin Cancer
(train + oracle) size 768 320 700
validation set size 240 0 0
test set size 192 80 200
|Dt r ai n |0 - Initial training set size 100 30 100
` - Imgs labeled each AL iter 20 5 10
M - Nummax entropy samples 50 30 50
TABLE 1 MedAL Implementation Details. Showing dataset size and values of parameters used.
randomized preprocessing techniques.
| MedAL Implementation
The underlying convolutional neural network architecture is Inception V3 (Szegedy et al., 2016), with weights pre-
trained on ImageNet. We replace the top layer with Global Average Pooling and then a Fully-Connected layer, where
the number of hidden units corresponds to the number of output classes in the dataset. We use Adam (Kingma and Ba,
2014) optimizer with learning rate of 2e − 4 andwe use the default recommended values for β1 (0.9) and β2 (0.999).
At the start of each AL iteration, we reset the model’s weights the initial starting values (after pre-training on
ImageNet). The top layer weights, since they were not pre-trained on ImageNet, are randomly initialized using the
Glorot method (Glorot and Bengio, 2010).
Each AL iteration, we train themodel until it reaches 100% training accuracy. We perform hyperparameter selection
using only theMessidor validation set and we apply these same hyperparameters to the Skin Cancer and Breast Cancer
datasets in order to avoid using a labeled validation set for these datasets. The ability to avoid using a validation set
is important to show both robustness of our method and to show that our methodminimizes the number of labeled
images used. Table 1 shows the dataset size and the specific hyperparameters that were different across the datasets.
We follow theORB initializationmethod described in (Smailagic et al., 2018) to create the initial training set Dt r ai n .
For data pre-processing, we resize all images to 512 × 512 pixels and use the following dataset augmentation: 15 degree
random rotation, random scaling in the range [0.9, 1], and random horizontal flips.
To configure the AL sampler, we use the Euclidean distance function, andwe obtain feature embeddings from the
Mixed5 layer of Inception V3. These choices are a result of our prior empirical evidence that this combination of layer
and distance function achieves the highest entropy (Smailagic et al., 2018).
| Online Active Learning (O-MedAL) Implementation
We start with the configuration defined in theMedAL Implementation Details section, and thenmake the following
changes.
First, we replace the Inception V3 networkwith a ResNet18 network (He et al., 2015) pre-trained on ImageNet.
ResNet18 performs nearly as well as Inception V3 on the fully labeled dataset, and ResNet18 is a smaller model. Since
one of the reasons to consider O-MedAL is computational efficiency, we decided to use ResNet18. We use the SGD
10 SMAILAGIC ET AL.
optimizer with a Nesterov momentum of 0.9, learning rate of 0.003, weight decay of 0.01. The batch size is 48. We
replace the last layer with a linear layer followed by Sigmoid. The feature embeddings are extracted from the output of
the "layer 2" layer. We consider ResNet18 converged onMessidor at 80 epochs. ResNet18with these hyperparameters
is the network used for all O-MedAL evaluation experiments.
Second, regarding Messidor, we use an 80/20 random split stratified across hospitals. The split is re-computed
each time amodel is trained. It assigns 949 images to the combined train and oracle sets, and the remaining 238 images
to the test set. For these tests, we also correct the published errata associatedwithMessidor’s dataset (this includes
removal of 13 duplicate images from one of the hospitals).
We use the same pre-processing transformations used forMedAL evaluation, andwe also use the same hyperpa-
rameters for Messidor; the number of max entropy samples isM = 50 and images added per iteration is ` = 20. For
results described in the O-MedAL Evaluation section, we do not use ORB initialization forMedAL or O-MedALmodels,
andmore specifically, |Dt r ai n |0 = 1 randomly sampled and labeled image.
Third, we introduce a hyperparameter, p ∈ [0.0, 1.0], that determines at any given AL iteration what percent of
previously labeled examples in Dt r ai n should be used to train the model. The same images are used for all epochs
in a given AL iteration. This parameter is the independent variable of our O-MedAL experiments. It was previously
described in Equation 10.
Fourth, since themethod is online, we do not reset the weights of themodel at the start of each AL iteration.
Fifth, for the O-MedAL evaluation, O-MedAL andMedALmodels identified by a patience parameter are trained for
at most 150 epochs per AL iteration, with an early stopping patience of 5, 10 or 20. O-MedALmodels that do not specify
patience are trained for a fixed 10 epochs per AL iteration.
Last, we rewrite the code in a new implementation, migrating fromKeras to PyTorch. The new code is available
online at https://www.github.com/adgaudio/O-MedAL.
| Distance-based SamplingMethod Evaluation
We compare the performance of our AL samplingmethod on the three datasets mentioned above to the performance of
uncertainty sampling and random sampling. The datasets each present different learning challenges: Messidor as a
balanced binary classification, the Breast Cancer dataset as a balancedmulti-class classification, and the Skin Cancer
dataset as an unbalanced binary classification. After each AL iteration, the test accuracy of our model is evaluated.
Our method consistently outperforms both uncertainty and random sampling on all three datasets, as shown
in Figure 3. Random sampling chooses images uniformly at random, and therefore on balanced datasets, we expect
accuracy to increase in a nearly linear fashion. Any improvement over random sampling will choosemore informative
images earlier in the sampling process, resulting in a non linear curve. MedAL shows large increases in accuracy with
fewer images. For instance, onMessidor, Figure 3a shows ourmethod obtains 80% accuracy with 425 images, whereas
uncertainty sampling and random sampling require 625 and 700 images, respectively, to achieve the same 80%accuracy.
Moreover, our method obtains results comparable to the baseline accuracy using only 650 of 768 training images
(84.6%).
As shown in Figure 3b, ourmethod is also consistently better than competingmethods in the Breast Cancer dataset,
although the difference is not as striking as inMessidor. Our approach reaches 82%accuracy with 230 of 320 (76.9%)
images labeled, whereas uncertainty sampling and random sampling require 250 and 255 images, respectively, to
achieve the same accuracy.
Finally, our approach also reaches 69%accuracy on the Skin Cancer dataset with 460 images labeled, as shown in
Figure 3c, whereas uncertainty sampling and randomsampling require 570 and640 labeled training images, respectively,
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(a)Messidor: Test Accuracy.
0.72
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0.76
0.78
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Baseline Accuracy on entire dataset
[320 images] (84.51%)
Random sampling
Entropy measure
Our method
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cu
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(b)Breast Cancer: Test Accuracy.
(c) Skin Cancer: Test Accuracy. (d) Skin Cancer: Test AUC.
F IGURE 3 MedAL outperforms competingmethods by obtaining better performance with fewer labeled training
images. Figures (a), (b) and (c) show thatMedAL outperforms random sampling and uncertainty sampling (entropy
measure) by consistently obtaining better test set accuracy as the size of the training set increases. Figure (d) shows
thatMedAL outperforms a Deep Bayesian ALmethod (Gal et al., 2017) in terms of Area Under the ROC curve.
to achieve the same results. Furthermore, our method achieves baseline accuracy of 71%after being trainedwith 610 of
700 images (87%).
MedAL’s consistently superior performance on the Breast and Skin Cancer datasets show that the distance based
samplingmethod is robust to different properties in the given unlabeled dataset. In particular, we show robustness to
balanced and imbalanced class distributions for binary andmulti-class classification tasks.
| Online Active Learning (O-MedAL) Evaluation
We evaluate O-MedAL by comparing it to MedAL and the ResNet18 baseline across three areas: test set accuracy,
percent dataset labeled and computational efficiency. In particular, we conduct a study to determinewhether previously
labeled data is useful or necessary to train themodel. Results show that the online approach significantly improves over
the baseline in all three areas.
We train O-MedAL nine times independently, varying p , the percent of previously labeled images to include in any
particular AL iteration. The nine values we consider are p ∈ {0.0, 0.125, 0.25, 0.375, 0.5, 0.625, 0.75, 0.875, 1.0}. These
models all have a fixed 10 epochs per AL iteration. We further evaluate the p = 0.125 and p = 0.875models using
patience of 5, 10 and 20, as these two values of p were best performing.
Figure 4 shows the test accuracy (y-axis) as a function of percent dataset labeled (x-axis) for oneO-MedAL (red
line) and oneMedALmodel (green line). Percent dataset labeled is directly proportional to AL iteration. Within an AL
iteration, we compute test accuracy after each epoch. Therefore, the x axis can equivalently be labeled with a sequence
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F IGURE 4 O-MedAL vs. MedALMechanicsO-MedAL (red) preserves the labeling efficiency ofMedAL (green)
with less computation and higher accuracy, showing robustness to imbalance in the unlabeled data, Dor acl e .
of the form (AL iteration, epoch). The dashed blue line is the baseline ResNet18 highest test accuracy (85.71%).
The plot exposes key details of MedAL’s learning process. MedAL (green line) resets the weights of the model
at each AL iteration and then trains for up to 150 epochs (subject to early stopping). The model starts at the same
initialization (with 49.58% test accuracy) and spends time redundantly re-learning the same features to regain the
accuracy of the former AL iteration.
If MedAL converges before 100% of dataset is labeled, it effectively re-trains the baselinemodel multiple times.
Assuming overfitting does not decrease test accuracy, we can expect themodel’s max accuracy to have exceeded the
baseline accuracy due to random chance. The results of Figure 4 confirm MedAL exceeded baseline accuracy. An
improvement in accuracy overMedAL’s highest accuracy is thus a significant improvement over the baseline. Secondly,
we also see that theMedAL curve reaches baseline accuracy when approximately 61% of the dataset is labeled, which
is slightly better than our previous tests onMedALwith Inception V3. Possible reasons for this improvement are (a)
different dataset (theMessidor train set is larger, train and test sets are stratified across hospitals and the duplicate
images removed), (b) not using ORB initialization, (c) a larger patience value (patience=20), (d) different implementation
(PyTorch vs Keras).
The red lines of Figure 4 represent our second most accurate O-MedAL model, which uses p = 0.875, or 87.5%
of previously labeled data at each AL iteration, and has early stopping (pat i ence = 10). Each small vertical red line
represents the epochs of one AL iteration. The lines are separated in order to visually align O-MedAL epochs to the
MedAL epochs at each AL iteration. We can see by the spacing between red lines that themodel trains for fewer epochs
thanMedAL. In contrast to theMedALmodel, we also seeO-MedAL’sminimumaccuracy at the start of eachAL iteration
is generally increasing, which suggests that the online method is able to learn incrementally without forgetting previous
learnings.
The table and two subplots of Figure 5 show howO-MedAL exposes a three-way relationship between accuracy,
percent dataset labeled and computational efficiency. For MedAL and O-MedAL, respectively, the green markers
highlight themost accuratemodels, the purplemarkers show themost data efficient models, and the black and dark
purple markers show themost computationally efficient models. Figure 5b addresses computational efficiency while
Figure 5c addresses accuracy. Both plots share an x axis of percent dataset labeled. The dashed horizontal blue line
represents the baseline ResNet18model trained on the fully labeled dataset for 80 epochs. The dotted blue lines are
MedAL. For clarity, we plot only the best performingO-MedALmodels.
Figure 5b plots the cumulative number of examples processed (on log scale) as a function of the percent dataset
labeled. The curve for each fixed epoch model can be computed before training using Equation 10. The curves for
models using patience are not computed in advance of training, since early stopping leads to varying epochs per AL
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Experiment Max Test Accuracy Percent Labeled Examples Processed Wall Time
+ OMedAL p=0.875, patience=5 92.02% (+6.30%) 90.62% 177658 (+134.01%) 1:29
X MedAL (patience=20) 91.18% (+5.46%) 73.76% 1178079 (+1451.74%) 10:06
+ OMedAL p=0.875, patience=20 85.71% (+0.00%) 25.29% 48335 (-36.33%) 0:56
X MedAL (patience=20) 86.97% (+1.26%) 33.72% 265106 (+249.19%) 4:14
+ OMedAL, p=0.125 85.71% (+0.00%) 80.08% 24296 (-67.82%) 0:54
OMedAL, p=0.125, patience=5 85.71% (+0.00%) 48.47% 51759 (-31.82%) 0:39
ResNet18 Baseline 85.71% (+0.00%) 100.00% 75920 (+0.00%) 0:22
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F IGURE 5 O-MedAL Evaluation. Showing how computational efficiency (b) and accuracy (c) relate to labeling
efficiency. Marked points and table (a) highlight whichMedAL andO-MedALmodels perform best in each category.
iteration. MedAL andO-MedAL curves show exponential growth. However, we showwith the gray and purple markers
that O-MedALmodels reach baseline accuracy using less data and backpropagating fewer images than the baseline,
suggesting O-MedAL can scale to larger datasets.
To further examine the computationally efficiency of our onlinemethod, wemeasure total training time (wall time)
of the shownmodels. The right-most column of the table (5c) shows that the onlinemethod trains onMessidor between
4.5 to 6.8 times faster than MedAL, though no model is faster than the ResNet18 baseline. This is primarily due to
the fact that at each AL iteration, the algorithm evaluates the feature embedding for every labeled and unlabeled
image, and secondarily due to the fact that we evaluated validation performance once per epoch. O-MedALmodels
tested have approximately 500 to 2000 small epochs compared to ResNet18’s 80 large epochs. We evaluate validation
performance each epoch, which is useful for the analysis in this paper, but leads to unnecessarily large wall time. Indeed,
validation performance in practice can be computed once per AL iteration. Themost interesting finding in the wall time
analysis is that theO-MedALmodel (p=0.875, patience=20)with the purplemarker should be relatively computationally
expensive model (as evidenced by Figure 5b), yet it shows small wall time, processes fewer examples and achieves
baseline accuracy with less labeled data thanmost of themodels we tested. This finding is counter-intuitive, yet offers
useful practical advice whenworking with O-MedAL.While onemight assume a smaller model should train faster and
process fewer examples, we found that the larger, more computationally expensivemodels can reach baseline accuracy
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just as efficiently using less labeled data. This motivates generally choosing p close to 1.
Figure 5c plots test accuracy as a function of percent dataset labeled. The p = 0.875O-MedALmodels consistently
show the highest accuracy over the AL iterations, which also means thesemodels have the best data labeling efficiency.
As p decreases, the model exchanges a decreased accuracy for fewer training examples backpropagated. The low
accuracy of the p = 0.125model is evidence that we need to include some amount of previously labeled data while
training themodel. We also found that three fixed epochO-MedALmodels (p ∈ {0.375, 0.75, 0.875}) and all p = 0.875
models with patience outperform the bestMedALmodel, which denotes a significant improvement over the baseline.
The fact that thesemodels exceed the baseline accuracy is very important and suggests that OMedAL is able to find
subsets of the training data that aremore useful to the task than the full dataset.
Our results show that O-MedAL significantly improves the accuracy of its underlying ResNet18model by asmuch
as 6.3%. We also show that O-MedAL can reach the same performance as its baseline model using only 25% of the
training dataset. Third, we show that O-MedAL is even able to backpropagate 67% fewer examples than the ResNet18
model, withmodest increase in wall time.
DISCUSSION AND FUTURE WORK
On each of the three datasets tested, MedAL achieves a higher overall accuracy and uses less labeled training data. The
results confirm that informative examples are maximally dissimilar in feature space to previously trained examples and
close to the decision boundary of the current model.
Our proposed active learning framework uses the trained baselinemodel to sample unlabeled examples. As the
model improves its ability to classify the data, it also naturally improves its ability to identify unlabeled examples worthy
of labeling. Since the method samples examples with maximum uncertainty and distance to the labeled examples,
we can infer that its performancewill continue to improve relative to other sampling techniques on larger unlabeled
datasets. We also show the method is robust to class imbalance in the unlabeled datasets by showing consistent
improvement over competing methods onmulti-class unbalanced data, multi-class balanced data, and binary balanced
data via the Skin Cancer, Breast Cancer andMessidor datasets, respectively. Future work could attempt to quantify
how the performance changes as a function of unlabeled dataset size and also measure how the class distribution of the
unlabeled dataset changes.
Our online component to the active learning framework enhances the applicability of the framework to numerous
scenarios. Themost pertinent is themedical setting where there is not enough labeled data to train a supervised deep
model, but there exist human annotators interested in using a predictivemodel to enhance their diagnostic workflow.
For instance, inDiabetic Retinopathy, a physicianmustmanually reviewhigh resolution retinal fundus images ofDiabetic
patients for microaneurysms that may be only a few pixels large. O-MedAL enables the training of a deep model in
such a setting, where it interactively asks the physician to annotate certain imagesmost likely to improve themodel’s
ability, and simultaneously returns a set of predictions on a set of images. The online component enables near real-time
interaction with a human annotator, where if we set the batch size toM = 1, the model is as up-to-date as possible each
time it queries an unlabeled example and generates a set of predictions. SettingM = 1 is desirable but intractable for
many active learningmethods, includingMedALwithout the online portion, where the annotator would need to wait
hours between training events before labeling the next batch of images. To the best of our knowledge, O-MedAL is the
only existing framework enabling near real-time training of deepmodels on limited data in an active learning context.
As future work, we plan to incorporate O-MedAL intomore real world medical applications with clinical annotators, like
we have done in our EyeQual project paper (Costa et al., 2019).
O-MedAL is presented as a solution for active learning, but the frameworkmay have useful applications as amore
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generalizedmechanism for training supervised deep learning models. Further work should explore whether the 6%
improvement in accuracy of the baselinemodel generalizes to other architectures and datasets. The ability to reach
higher accuracy using less of the data suggests the framework can also be used to identify a subset of training examples
that are not useful to a particular learning task.
CONCLUSIONS
In this paper we extendMedAL by introducing an online learningmethod. The onlinemethod retains all the benefits of
MedALwhile improving both its accuracy and computational efficiency.
We evaluateMedAL on three distinct medical image datasets: Messidor, the Breast Cancer dataset, and the Skin
Cancer dataset. Our results show thatMedAL is efficient, requiring less labeled examples than existingmethods. The
method achieves comparable results to a model trained on the fully labeled dataset using only 650 of 768 images.
Additionally, MedAL attains 80% accuracy using 425 images, corresponding to 32% and 40% reduction compared to
uncertainty and random samplingmethods, respectively. Finally, we show thatMedAL is robust, performingwell on
both binary and multi-class classification problems, and also on balanced and unbalanced datasets. MedAL shows
consistently better performance than the competingmethods on all threemedical image datasets.
We compare O-MedAL to bothMedAL and the underlying baseline deep network. We show that O-MedAL is more
accurate, improving test accuracy of its underlying ResNet18 deep network by 6.30%. We also show that O-MedAL
achieves the baselinemodel’s accuracy when only 25.29% of the dataset is labeled. Finally, O-MedAL is computationally
efficient, reducing training wall time by 4.5 to 6 times overMedAL and processing up to 68% fewer examples than the
baseline ResNet18with only 80% of the dataset. We have shown that O-MedAL is a mechanism for efficiently training
deep supervisedmodels in an active learning setting, and that it significantly improves performance of the underlying
baselinemodel while using less data.
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