Abstract. In this paper, the optimal boundary control problem in finite time horizon for linear parabolic partial differential equations cascaded through Robin boundary condition is addressed. Firstly, the well-posedness of the solution for the cascaded system is presented. Secondly, with the existence of the optimal control, the adjoint equation and the first-order sufficient and necessary condition are derived. Also, the well-posedness of the adjoint equation is guaranteed. Thirdly, to implement the optimal control, the optimal system consisting of a forward-in-time state equation and a backward-in-time adjoint equation coupled with the optimal boundary control is derived. Finally, a numerical example is presented to illustrate this method.
Introduction
Optimal control with partial differential equation (PDE) constrained has been more and more attracted in recent several decades, since its widely application in engineering. An earlier detailed study of the optimal control governed by PDEs can be discovered in [1] . Recently, with the effort in computation, the optimal control problem with PDEs becomes easier in implementation than before. Thus, a relatively amount of research results have been presented, for instance, the optimal control for parabolic PDEs and elliptic PDEs [2] or the infinite dimensional system optimal control [3] , the optimal control for wave equation [4] , etc. More recently, some special equation have been studied for the optimal control theory, such as the Cahn-Hilliard equation [5] [6] , the viscous Dullin-Gottwalld-Holm [7] , the viscous Degasperis-Procesi equation [8] , etc. Although much attention has been paid on these optimal control problems, the optimal control for the cascaded PDEs remains to be studied.
Cascaded PDEs are commonly used in many practical problems, such as electromagnetic coupling, mechanical coupling, and coupled chemical reactions. It is meaningful to consider the optimal control for cascaded PDEs. Therefore, we first consider the optimal boundary control for the linear parabolic PDEs cascaded through the boundary. As well known, the optimal control for parabolic PDEs needs the specific well-posedness of the solutions since the existence of time variable. The well-posedness of the parabolic system was well studied in [2] . Due to the existence of the cascaded term, the well-posedness of cascaded system will become more complicated. In this paper, we first consider the well-posedness of the solution, which makes sense of the optimal control. Then, based on the optimization theory, the first-order sufficient and necessary optimality condition is obtained by using the Fréchet derivative and the continuity of the solution operators. Finally, a projected optimal control with the adjoint state is derived. Furthermore, we introduce the projected gradient method to get the control numerically. A numerical example is given to illustrate this method. 
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y , 20 y are functions which will be classified in the following Assumption 1. In this paper, we will design the controller signal ( ) , u x t in Eq.1.3 to minimize the performance Eq.1.1 with respect to the reference signals
Well-posedness of the solution. To consider the existence and regularity of the solution, we have the following assumption.
be bounded Lipschitz domains with Lipschitz boundaries From the Theorem 7.8 in [2] or [9] , assume that assumption 1 holds. Then, the initial-boundary value problem Eq.1.2 has a unique solution ( )
Furthermore, since the definition of weak solutions (variational equalities holding for ( )
y W Q ∈ are difficult to consider the optimal control. Then, based on this solution space, we derive another solution space 
Proof. To proof the theorem 1, one way is to follow the proof in [1] . Another way is based on the solution space ( ) H Ω , 1, 2 i = . Then, the adjoint equation of the state equation Eq.1.2 is meaningful. In the following, we will consider the optimal boundary control for the cascaded system Eq.1.2 with performance index Eq. 1.1.
First-order necessary optimality condition
From theorem 1, the solution in ( ) :
: 
Therefore, the optimal boundary control for index ( ) 1 2 , , J y y u is meaningful. Furthermore, due to the admissible control set ad U is a nonempty, closed, bounded, convex subset
L Σ is a reflexive space. Simultaneously, with the linear continuous solution operators of Eq.1.2, the coefficient is chosen as 0 u λ > . Then, from theorem 3.15 in [2] , the linear quadratic optimal control problem Eq.1.1-Eq.1.3 admits the unique optimal boundary control. What's more, since the linear form of system Eq.1.2 and the convexity of J , it is easily seen that the first-order necessary condition is also the sufficient optimality condition.
Furthermore, we reduce the optimal control problem as ( ) ( ) 
and ( )
Proof. Combing with theorem 3.18 in [2] , one has ( ) ( ) ( )
with the adjoint 1 p subsystem as Eq.4. Since Eq.5, Eq.3 can be written as y S u u = − , by using theorem 3.18 in [2] , it is easily seen that 
Numerical example
To illustrate the optimal control as the adjoint equation Eq.4 and optimal control, we consider the system Eq. 
