Generative models, either by simple clustering algorithms or deep neural network architecture, have been developed as a probabilistic estimation method for dimension reduction or to model the underlying properties of data structures. Although their apparent use has largely been limited to image recognition and classification, generative machine learning algorithms can be a powerful tool for travel behaviour research. In this paper, we examine the generative machine learning approach for analyzing multiple discrete-continuous (MDC) travel behaviour data to understand the underlying heterogeneity and correlation, increasing the representational power of such travel behaviour models. We show that generative models are conceptually similar to choice selection behaviour process through information entropy and variational Bayesian inference. Specifically, we consider a restricted Boltzmann machine (RBM) based algorithm with multiple discrete-continuous layer, formulated as a variational Bayesian inference optimization problem. We systematically describe the proposed machine learning algorithm and develop a process of analyzing travel behaviour data from a generative learning perspective. We show parameter stability from model analysis and simulation tests on an open dataset with multiple discrete-continuous dimensions and a size of 293,330 observations. For interpretability, we derive analytical methods for conditional probabilities as well as elasticities. Our results indicate that latent variables in generative models can accurately represent joint distribution consistently w.r.t multiple discrete-continuous variables. Lastly, we show that our model can generate statistically similar data distributions for travel forecasting and prediction.
Introduction
Large scale ubiquitous multidimensional travel data sources such as smartcard data or on-demand ride sharing services provide enormous potential for travel behaviour analysts to implement new and innovative methods and algorithms for travel behaviour pattern forecasting (Ma et al., 2013; Zheng et al., 2016) . In addition to size, datasets are also increasing in complexity and heterogeneity, which necessitates data pruning or sub-sampling techniques to improve estimation time at the cost of model accuracy. Until recently, the most popular approach for travel behaviour modelling applications were hypothesis-driven discrete choice models (DCM). At core, DCMs consist of defining a set of rules for Random Utility Maximization (RUM) (Train, 2009 ). For instance, RUM have been been used in estimating route choice models with traffic network and socio-demographic information (Ben-Elia et al., 2013) . Other RUM-based models have also been used in literature include regret minimization (Chorus et al., 2008) , prospect theory (Tversky and Kahneman, 2017) and the rational inattention model (Fosgerau et al., 2017) .
Conventional DCM are used to estimate travel behaviour models from large scale multidimensional geospatial datasets e.g. GPS systems (Menghini et al., 2010; Sobhani et al., 2018) . However, missing or noisy data could lead to inaccuracy in model estimation and may require incorporation of latent variables. In transportation, obtaining useful information from these datasets may be difficult because important trip details (mode choice, pricing, number of passengers, etc.) cannot be recorded directly from GPS data points (Shen and Stopher, 2014) . Another obstacle is defining a generalized framework for incorporating latent variables or missing data points into multidimensional choice models. Latent variables are important in travel behaviour modelling as they capture behavioural perceptions related to uncertainty and describes the underlying mechanism of the choice selection process (Ashok et al., 2002) . However, model specifications with complex distributions may not produce an identifiable closed form solution for maximum likelihood estimation. For the above reasons, researchers have implemented Monte Carlo methods and variational Bayesian inference for analytical approximations to incorporate mixed distributions and choice dynamics into the model estimation process (Bhat, 2011; Vij and Shankari, 2015) .
Variational Bayesian inference combines prior knowledge and empirical evidence to resolve uncertainty and adapt to noisy datasets through data-driven algorithms such as neural networks and generative models (Ghahramani, 2015) . Variational Bayesian inference methods are widely used in machine learning with successful applications in data mining and sentiment analysis (Witten et al., 2011; Wang and Zhai, 2017) . In classical Bayesian modelling, the posterior distributions are usually estimated by simulation or sampling based methods. A commonly employed sampling-based algorithm for travel behaviour dataset is the Markov Chain Monte Carlo (MCMC) algorithm where the posterior distribution is simulated by drawing repeated samples from a Markov Chain until convergence (Hastings, 1970) . The stationary distribution of the Markov chain represents the posterior distribution.
In recent years, MCMC algorithm has played an important role in travel behaviour modelling problems in transportation, with successful applications in agent-based simulations (Lee et al., 2009) , hybrid choice models (Allenby and Rossi, 1998; Daziano and Bolduc, 2013) , and population synthesis (Farooq et al., 2013; Sun and Erath, 2015; Saadi et al., 2016) . However, in order to match the asymptotic efficiency of maximum likelihood, MCMC draws must grow at a rate faster than the square root of the number of agents (Train, 2009; Bhatnagar et al., 2011) . With complex mixing distributions, convergence may not be guaranteed in reasonable time, resulting in poor estimation. This makes sampling based estimation methods infeasible beyond relatively simple models and small datasets for obtaining accurate results. This has led to the development of convergence testing methods to assess model precision (Bhatnagar et al., 2011) . Another viable approach is the iterative Expectation-Maximization (EM) algorithm for posterior estimation (Dempster et al., 1977) . Although EM algorithm may be useful in small datasets and for incomplete data, the rate of mixing is also known to be extremely slow in some cases (Bhat, 1997; Train, 2008) .
Probabilistic generative models offer a behaviourally intuitive perspective on travel decision making -the general idea is that behaviour responses are governed by non-linear interactions between neurons which forms the basis of artificial neural networks (Friston, 2010) . The generative model allows latent representations to be learned from data reconstructions (Schwartenbeck et al., 2015) . This bounded behaviour is characterized as 'surprise' or risk minimization between expected outcomes, and outcomes generated by the model from prior beliefs (MacKay, 1995; Matějka and McKay, 2015) . This contrasts with DCM, where the parameters are optimized from maximum utility through a hypothesis-driven process. The foundations of generative modelling also relate to classical statistical methods such as Information Theory and Shannon entropy (Akaike, 1992) . When applied to travel behaviour datasets, the generative model explicitly accounts for individuals taking information processing costs as part of their decision process. For instance, individuals may weigh the information cost of changing travel habits, e.g. mode choice and/or route choice, given some known characteristics of the competing alternatives and this decision process is assumed to be continuous and simultaneous.
Quite often, it can be difficult to obtain the joint density of all the parameters analytically for more complication models. However, it may be easier to draw from another density function to approximate the intractable posterior. Variational inference refers to approximating the posterior distribution with a parameterized model by maximizing a variational lower bound. This may not guarantee asymptotic consistency, although it tends to be computationally more efficient (Wang and Titterington, 2006) . The main advantage of variational inference is in the use of stochastic gradient methods and model parallelization to speed up estimation derived from machine learning algorithms. While MCMC sampling are better suited for smaller, well-structured datasets such as stated preference surveys and census data, generative machine learning methods are preferable for large, highly heterogeneous data with MDC variable types.
In this paper, we propose an extension for generative machine learning to model multiple discrete-continuous (MDC) large-scale travel behaviour data. We show that our proposed model can generate reasonably accurate data reconstructions, given suitable data observations and capacity for training. Our proposed generative model provides a simple and intuitive mechanism for understanding the trade-offs between entropy and utility maximizing behaviour by resolving uncertainty using variational Bayesian inference methods.
The main contributions of this paper are summarized as follows:
1. We propose a bi-partite generative machine learning approach to handle large travel behaviour datasets with MDC data types. 2. We systematically describe the machine learning framework used to train the generative model using a variational Bayesian inference objective function. 3. We show how an information theoretic model leads to economic behaviour compatibility that can be understood as: (a) a lower evidence bound that depend on a variational free energy function, and (b) a measure of risk minimization that approximates the posterior distribution. 4. We develop analytical methods to generate conditional probabilities, elasticities and latent variable distributions that can be used for interpretation and economic analysis.
This paper is organized as follows: In section 2, we explain the background of generative model and the variational Bayesian inference method. In section 3, we describe our adaptations of generative machine learning methods, implementation on discrete and continuous travel behaviour datasets and optimization using variational Bayesian inference.
In section 4, we present the case study and results on large scale travel data. Finally, discussions and conclusion are in section 5.
Literature review
In this section we present a review of current modelling techniques and optimization algorithm for large scale MDC models. Conventional econometric and machine learning methods are discussed in Sections 2.1 and 2.2. Section 2.3 provides a general background on gradient optimization algorithms.
Conventional MDC model estimation approaches
The conventional hypothesis-driven approach for MDC modelling is primarily by the multiple discrete-continuous extreme value (MDCEV) model (Bhat, 2008) . It incorporates a non-linear function in the utility structure to account for choice substitutions, continuous consumption and multiple alternatives. In MDCEV model, multiple constraints are pre-defined, hypothesis-driven based utility function. There is the assumption on MDCEV that a single baseline utility influences both discrete and continuous consumption. Although this has been expanded recently by incorporating different utility functions for discrete and continuous options (Bhat, 2018) . Other models for estimating MDC include the translated quadratic non-linear additive model which provides corner solutions and diminishing marginal utility. This has been used in modelling consumer choices with multiple purchase variety (Kim et al., 2002) .
Large sources of travel behaviour datasets are becoming available via new sources like social media, smartphone apps, and communication networks. There is a need for new approaches that are specifically designed for these large datasets. Our current work differs from hypothesis-driven approaches in which we develop a generative model with a joint distribution accounting for latent correlation effects in large datasets. The result is a data-driven generative model described by the underlying latent behavioural distribution and the solution entails finding the model parameters that best replicate the outcomes. We develop the estimation procedure using a Gibbs sampling based gradient descent method, typically used in machine learning.
Generative modelling using artificial neural networks
Generative models are used to learn a representation of a dataset as a joint distribution over the observed variables. The joint distribution analyzes the extracted information without relating it to the observers' prior knowledge, and these subjective measures are based on so-called information criteria, e.g., Akaike's information criterion or Shannon entropy (Akaike, 1992) . Subjective measures consider additional knowledge about the observation such as novelty, counter-intuitive behaviour or familiarity. Existing discrete choice models are based on such measures to represent latent behavioural information about the traveller's behaviour such as latent class (LC) models, Mixed logit (ML) and integrated choice and latent variable (ICLV) models (Shen, 2009) .
Early statistical methods used generative modelling for dimensionality reduction such as principal component analysis (PCA), k-means clustering and linear discriminant analysis (LDA). Recently, more powerful forms of generative models are based on neural networks and have been widely used in applications such as population synthesis, semantic analysis and recommendation systems. Some of these generative models include restricted Boltzmann machines (RBM), generative adversarial nets (GAN) and variational autoencoders (VAE) (Goodfellow et al., 2016) .
RBMs are the earliest and most simple form of parametric generative models that perform representation learning by fitting the neural network model to the data. RBMs are utilized as building blocks for constructing deep artificial neural nets such as Deep Belief Nets (DBN) (Salakhutdinov, 2015) . Inference in RBM generative models are difficult, thus efficient training algorithms were introduced to approximate the inference procedure (Hinton, 2002) . The general training process for RBM is a pairwise contrastive divergence algorithm which is bi-directional to allow up and downstream propagation of network weights. Synthetic data can be sampled from the trained generative model that have similar statistical properties as the input dataset. Compared with PCA or clustering based modelling approaches, RBMs have shown strong capacity to model joint distributions and have been successfully applied to capture spatialtemporal patterns (Taylor and Hinton, 2009) . The RBM generative model restricts lateral connections within layers, which provides independent and identically distributed (IID) assumption about the observed and latent variables. For prediction and forecasting, RBMs are typically used for learning latent features followed by either a generative simulation based classifier or directly as a multi-layer neural network classifier (Wong et al., 2018) .
Other generative models such as VAEs are used to perform non-linear mapping of the input variables to 'encodings' by compression and marginalizing out noisy data as part of the training process (Kingma et al., 2016) . The 'encodings' capture the most meaningful information of the data, similar to a clustering algorithm. Estimation of VAE requires layer-wise training by optimizing the lower bound of a variational Bayesian inference objective function by applying a gradient based updating rule. GANs are another type of generative model that trains a generator and discriminator in the neural net simultaneously. The discriminator attempts to distinguish between the real data and the generated data and minimizes the error of differentiating real from synthetic data. This method is designed to be used for semi-supervised learning and were commonly implemented on computer vision and image classification tasks (Goodfellow et al., 2016) .
Model optimization algorithms
The approach to solving the optimization problem in neural networks is to apply gradient descent via a backpropagation learning algorithm to calculate the gradients w.r.t. the likelihood function (Hinton, 2002) . This formula for gradient descent is applied to the variational inference algorithm in a generative model based on the principle of energy minimization (Schwehn, 2010) . A symmetric parameterized model such as the RBM uses a Gibbs sampler starting at some random data point that would allow the neural network to update the parameters until convergence is reached. The procedure is known as blocked Gibbs sampling by alternating updates between 'visible' and 'hidden' neurons. However, the sampling approach requires running a Markov chain until convergence. An approach using contrastive divergence approximates the optimization problem by replacing the energy minimization gradient function by a fast approximate (Hinton, 2012) .
The objective of generative models is to learn meaningful ways to represent the input data through a subset of underlying latent variables. This information processing architecture was suggested as a representation of behavioural stimuli (Friston, 2010) . It treats choice behaviour the same way as the rational inattention model which depends on the context formed by prior beliefs (Matějka and McKay, 2015) . Several studies have shown the superior performance of generative model in solving challenging decision making problems over typical discrete choice and discriminative neural nets. To the best of our knowledge, the use of generative learning is limited to image and video data to capture motion and dynamics. Here, we extend our previous work on RBM based single discrete choice and latent variable models (Wong et al., 2018) to incorporate multiple discrete-continuous choices. We also propose a generic algorithm for estimating MDC models using generative machine learning. The trained model is used to generate conditional samples and then used to perform classification tasks as well as travel behaviour prediction.
Proposed generative machine learning approach
In this section, we describe our adaptations of current machine learning methods, introduce our generative bipartite framework for modelling MDC data and the associated model optimization algorithm. A list of notations used throughout this paper are given in Table 1 .
Notation Description
stochastic gradient descent rate. Note: η < 1 
Generative bi-partite model
Conventional DCM methods often face difficulties in estimating large datasets with MDC choice outputs due to exponentially increasing choice set selection (Bekhor et al., 2006) . Furthermore, the complexity of estimating DCM increases when incorporating hidden variables, requiring additional variational parameters while making model inference intractable and impractical. One approach we can use is to approximate each unobserved component with a point estimate. However, we cannot quantify the uncertainty or confidence interval of these hidden variables. The other approach is to find a joint distribution of the hidden and observed components and perform Bayesian analysisthis usually result in an intractable integral. The core function of generative machine learning solves the two problems by computing the integral through optimization of a variational free energy objective function and uses probabilistic Bayesian techniques to obtain the parameters of the model.
Our proposed solution is a generative bi-partite graph framework that models the underlying processes that are likely to generate the data. The assumption is that large amounts of data are available that can represent the true population behaviour. See Figure 1 for an illustration of the model. First, we consider the joint distribution given as p(x, s) over the set of hidden s = s 1:J and observed x = x 1:K variables. We specify a prior distribution p(s) about the hidden variables and quantify how x relates to s with the likelihood function p(x|s). Applying the Bayes' rule, we obtain the posterior distribution:
where p(s) is the hidden layer distribution, e.g., Bernoulli, multinomial or normal, that are the latent priors, and conditional densities p(x|s) are the likelihood components of the Bayesian model. If the latent priors are tractable, the likelihood component may have D cont continuous and D cat discrete categorical components such that x can take the following dimensions:
(2)
For categorical dimensions, we can apply a multinomial logistic distribution of k possible alternatives represented by the vector The continuous multivariate component of this vector can be modelled with a normal distribution where x D cont is drawn from a Gaussian N(W, Σ 2 ). If W is not lower bound, the resulting function may generate negative values. To distinguish between positive only values in travel behaviour data, e.g. speed, distance, a stepped sigmoidal function can be used for generating positive real valued data:
The sum of σ(s − i) components represents an infinite set of binary logistic model with shared weights and fixed constant offsets. Applying this formulation increases the capacity of the logistic model to express a larger range of positive linear values but retains the same closed form derivative and the same number of parameters. It can also be further approximated with the function ln(1 + e s ). This method has been used in the past to develop models such as the Infinite RBM and Rate-coded RBM in generative machine learning (Teh and Hinton, 2000; Côté and Larochelle, 2016) .
As the hidden layer represents a fully distributed mixture model, the model can be considered a mixture model with 2 J components with K + J + K J parameters. This representation of travel behaviour data makes it attractive because the complex correlations between observed variables and events as a result of interaction can be captured by a one or combination of multiple latent variables in the least number of additional parameters, as opposed to conventional mixed logit or latent class model. We refer readers to Appendix A for detailed mathematical explanation on variable correlations among MDC choices and conditional probability generation.
Variational Bayesian inference
The marginal distribution of x can be obtained by integrating the joint distribution: p(x) = s p(x|s)p(s)ds. We are interested in obtaining the posterior belief p(s|x) that depends on the data to know how p(x) are distributed. Assuming that the data are conditional upon the hidden variables, maximum likelihood of the data, i.e. arg max θ ln p(x) may be difficult as we require the integral to be tractable. In most cases, it is difficult to compute in closed form and approximations are required. A popular method of approximating the posterior is through the MCMC algorithms (Neal, 1993) . However, such algorithms have a high computational cost and are more suited for well-structured small samples. By starting from some arbitrary initial distribution q(s 0 ), a stochastic transitional distribution s t ∼ q(s t |s t−1 , x) is applied iteratively and the outcome s T converges asymptotically to the exact posterior p(s|x) ≈ q(s 0 |x) T t=1 q(s t |s t−1 , x). The downside of this is that with MCMC we do not know how many iterations are sufficient and finding the right posterior approximation may be difficult with large datasets and complex distributions.
Alternatively, it has been shown that the contrastive divergence algorithm works well on large datasets that may not be well-structured (see Section 2.3). Variational Bayesian inference provides a better alternative to such problems by optimizing a simpler function that approximates the posterior faster than conventional sampling methods. It has also been shown that for random utility based choice models, the variational error is negligible and variational inference shows asymptotic behaviour (Braun and McAuliffe, 2010) . First, we posit that there is a tractable distribution q(s) that approximates the exact posterior p(s|x). To find q(s), we search over the set of distributions to minimize the Kullback-Leibler (KL) divergence objective function:
If no assumptions are made, then the equation is minimized when q(s) = p(s|x). The key advantage for variational Bayesian inference is that we can choose a restricted class of density distributions (partitions) for q(s) which are simple enough for computational efficiency but flexible enough to capture the posterior distribution.
A simplifying assumption of q(s) is that each of the partitions are independent and we can find an formula that computes q(s 1 , s 2 , ..., s J ) using the values of the observed input data. This assumption means that the probabilities forms an intersection of densities, which is an efficient way of modelling high-dimensional data while satisfying lowdimensional constraints (Bishop, 2006) . In comparison to latent class models, this translates adding contributions in the log domain, rather than in the probability domain. The model can accommodate for a 'no option' edge case in the probability density where a component has zero contribution (negative infinite energy) (Hinton, 2012) . We factorize q(s) by taking the product over independent latent variable densities:
Each latent variable density p(s j |x) is a product of expert (PoE) model. The PoE distribution produces a model with marginal independent hidden states by specifying independent expert priors (Hinton, 2002) . If we assume each expert is a tractable distribution with a closed form solution (e.g., logit or exponential), the generative model can be computed efficiently. However, the objective function in Equation 5 requires the computation of the partition function p(x) and ln Z = ln p(x). Using variational Bayesian inference, we can separate ln Z term from the objective function and by substituting the joint distribution into the KL objective function we obtain:
where F is the variational free energy and can be expressed in terms of expected values:
We define q(s)ds = 1 and the expectation f (x) q = f (x)q(x)dx. In practice, the variational free energy is used to optimize the solution by a Gibbs sampling algorithm. The variational free energy lower bounds the partition function ln Z ≥ F for any q(z). This bound is true since D KL ≥ 0 holds which can be derived through the Jensen's inequality (MacKay, 2003) . We also note that − ln q(s) q = H[q] is the entropy of the approximating distribution q and ln p(x, s) q is the expected energy of the joint distribution. Therefore, maximizing the variational free energy minimizes the KL divergence.
The variational free energy implies that decision makers are compelled to maximize both expected utility and information (entropy) gain. In purely econometric (utilitarian) choice models, independence of irrelevant alternatives holds and a rational decision maker would always choose the alternative with the highest utility. However, it is generally known that irrational behaviour plays a significant role in choice selection (Matějka and McKay, 2015; Fosgerau et al., 2017) . In this context, incorporating KL divergence as a generalized measure of uncertainty in the model accounts for the variance over the utilities of the choices. This is also known in some literature as risk seeking or risk avoiding behaviour (Chorus et al., 2008; Schwartenbeck et al., 2015) . Next, we develop the parameter estimation procedure for the proposed generative model.
Learning algorithm
Standard learning algorithms for generative models utilize a stochastic gradient descent method for optimizing the objective function. Assume that an arbitrary Gibbs-Boltzmann energy function is given by E(x, s; θ) where θ represents the model parameters. The energy in this context describes a value that is assigned to a state of the system. The energy curve is continuous and the state(s) with the lowest energy corresponds to the highest probability. We relate the RBM energy function to utility, where the inverse of utility is the energy, but states have both independent observed and latent variables. Then the generative model is a joint probability distribution over the observed and latent variables in a configuration given by the Boltzmann probability distribution:
x,s e −E(x,s)
Illustrated in Figure 2 , we express the RBM as a bi-partite graph of a visible and a hidden layer connected by a weight matrix. These are considered as unsupervised learning methods whereby there are no category labels or output values for model optimization. RBM models are stochastic rather than deterministic: latent variables are randomly sampled according to a joint distribution specified by the model. Let W ∈ R K×J be the weight matrix connecting the hidden layer s = (s 1 , s 2 , ..., s J ) and visible layer x = (x 1 , x 2 , .., x K ). The magnitude of W measures the stength of the connection between two units. The interaction between the two layers defines the energy function:
The marginal Z of the visible layer is p(x) = s p(x, s). b and c are the parameters for the visible and hidden layer respectively towards the joint distribution density (See Appendix A for details). The lower bound variational objective is the contribution of x to the log likelihood as follows: 
The parameters of the model Θ = (W, b, c) are estimated by applying a stochastic gradient descent learning algorithm on the variational free energy of the visible layer:
where the derivative function represents the gradient of the log likelihood of p(x) and η is the learning rate. Since the derivative of ln p(x) can be inferred as the average energy, the gradient yields the difference between the utility U p(s|x) = ln s e −E(x,s) and the entropy H p(x,s) = ln x,s e −E(x,s) gradients:
We can associate the first and second term as the expected energy value obtained from the conditional p(s|x) and joint distribution p(x, s) respectively (see Appendix B), using the weight gradient ∇ W as an example:
The contrastive divergence (CD) algorithm takes a point estimate from one or more Gibbs sampling steps drawn to approximate the equilibrium energy:
wherex s are generated input samples multiplied by the generated latent variable samples from the Gibbs sample chain performed in the RBM algorithm. Pseudocode for the proposed CD algorithm is shown in Appendix B. Typically, a 1-step Gibbs sample chain (CD N ; N = 1) is sufficient for fast learning gradient estimation (Carreira-Perpiñán and Hinton, 2005) . The gradient estimators can be used to maximize the variational objective using a suitable learning rate. The free energy is representative of the relative fit of the generative model with respect to the data distribution. If the gap between the utility and entropy increases, it represents model overfitting (Hinton, 2012) .
Experiments
In this section we describe the generative modelling process focusing on the data generation and inferring from the estimated latent variable component. We describe how we pre-process the data and how the learning algorithm is used to optimize and generate statistically similar synthetic data for comparison.
Case study
We evaluate our proposed methodology on a trip trajectory dataset: the MTL Trajet GPS data from the Greater Montréal Region (Ville de Montréal, 2016) . The open dataset consists a total of 293,330 trip observations. The data were collected from respondents living in the Greater Montréal region shown in Figure 3 . Trip trajectories were recorded in an application that runs in the background of participants' smartphone. Participants were also prompted to report their travel mode and trip characteristics in addition to the GPS trajectories. We consider the following revealed characteristics for our model: mode choice, trip purpose, trip distance, origin-destination point and departure/arrival time. 
Data pre-processing
The GPS data from the mobile app are sampled at 4 to 10 second intervals. From multiple users' GPS trajectories, we detect points at the origin and destination and matched to one of 34 boroughs of Greater Montréal. First, we verified each observation D n contains valid trajectory points and we removed all corrupted data points outside the city boundary. Next, we calculated the total trip distance between the start point and end point by total sum of all point-to-point raw GPS coordinates. Alternatively, open map data can also be used to find map matched travel distances. Travel time was calculated by taking the time differential between the first and last coordinates. Input time data x t were reparameterized into linear cyclic encoding features using sin/cosine transform: x t sin = sin(2πx t ), x t cos = cos(2πx t ). Cyclic encoding features allow time data to be represented consistently and can be used as linear input. Continuous data (trip distance, trip time) were normalized to unit variance. Discrete categorical data (mode choice, purpose, origin-destination) were encoded as one-of-k vector: x mode = 2 ∈ R 4 → x mode v = {0, 0, 1, 0}. We selected trip candidates with a simple constraint of a minimum 10-minute travel time and users had reported their travel mode and trip purpose. Once all the valid trip observations were selected, we used this processed dataset for training and validation. Since our methodology is an unsupervised learning algorithm, we did not consider any output data for cross-validation. For model validation and data generation, we used the full training dataset to compare our results.
Training
We used a standard batch stochastic gradient descent learning algorithm for model estimation implemented using Theano Python machine learning libraries (Theano Development Team, 2016) . The model parameters were updated after every batch sample. We bootstrap iterations over mini-batches of observations, randomly sampled from the input data x D . We defined a decaying learning rate η starting at 10e −2 at the first iteration and decay at a rate of 0.1% per batch. The objective function is calculated as the difference in the first order derivative of expected free energy of the input and the sampled data. In this paper, we did not explore other novelty regularization methods such as dropout or model ensemble, which could be a future work for implementation.
Results and interpretations
We used two evaluation approaches for our methodology. The first approach is model parameter analysis: we analyze the mean and variance effects of latent variables on the generative model. Deep learning neural network models are prone to overfitting when model parameters have a large bias and low variance which result in poor predictors beyond the training data. Such networks are naturally viewed as black box functions and difficult to analyze.
By contrast, variational Bayesian inference allows the analyst to infer how flexible a model is warranted by the data (MacKay, 1995) . Likewise, when parameters have a low bias and high variance, it will result in low statistical confidence and makes the model harder to fit to the data. The consequence of the parameter uncertainty is that we cannot differentiate between good predictors and sampling error in our model. Well-calibrated models should have flexibility in accounting for sampling error as well as robustness to avoid misspecification.
We also performed analysis over the elasticity of the choice probabilities w.r.t. to changes in the independent variables. In our result, we show the direct elasticity of mode choice with respect to travel distance. The elasticity can be calculated directly from the optimization step using the Jacobian. The complete formulation of elasticity from the Jacobian equation is presented in Appendix C.
The second approach is predictive accuracy: we used simulation methods to compare the statistical properties of synthetic observations with the original samples. This is equivalent to testing the forecasting capabilities of a conventional choice model. The accuracy of these predictive probability distributions depends on whether the 'correct' priors lead to reasonable predictive accuracy. Since predictive evaluation requires a quantifiable source for comparison, we estimated a series of models with different latent variable sizes and used R 2 to measure model fit. Ideally, increasing the size of latent variables would improve the fit for each variable dimension if input variables are IID. Our proposed method of variational Bayesian inference satisfies the likelihood principle where the inference depends on the distribution of the data (Berger, 1985) .
Model parameter analysis
For model analysis, we trained the model on a single layer fully connected network with H = 5, 25 and 100 latent variables for 100 iterations over the dataset using our generative learning algorithm. To verify if generative modelling provides better model generalization, we plot the distribution of the model parameters connecting the latent variables and mode choice data and computed the magnitude of mean and variance of the weight matrix. The results are shown in Figure 4 . We observed that with 5 latent variables H 5 , the model parameters do not fit well to the input data. The mean and variance parameter values are H 5 = N(5. 237, 9.33) . Increasing the number of latent variables substantially improves the model, where the mean and variance converges to zero mean and unit variance at H 25 and increasing to H 100 improves the model further. The estimated mean and variance are H 25 = N(0.45, 7.603) and H 100 = N(−0.102, 1.624).
One reason for the improvement is the theory of sparse representation of weights and activations. This has been investigated in the deep learning literature (Glorot et al., 2011) , where sparsity is shown to be an important factor in explaining and capturing the variations in the data by reducing the number of activated parameters. When estimated parameters have low mean and variance, we can determine which subset of latent variables are 'activated' and which are 'inhibited' -when parameters are zero or near zero, their contributions in the log domain is negative across the distribution. A latent variable that has these properties provides a strong indication of model identifiability. In our experiment, we showed that the model achieved this property from the effect of model parameter convergence. 
Model elasticity
For economic analysis, elasticity is a useful tool to systematically measure the effects of changes in value of the explanatory variables (e.g. cost, distance) on choice probabilities. In the context of generative models, we can use the Jacobian determinant to compute the elasticity. As an example, the direct elasticities of mode choice with respect to travel distance are shown in Figure 5 . As expected, the elasticities are all negative. Distance is most strongly correlated with driving with an average elasticity of -0.635 and a standard deviation of 0.535. Since walking trips are for relatively short distances, our results show that walking mode choice is inelastic w.r.t. distance with a average and standard deviation of -0.084 and 0.336 respectively. Moreover, the average elasticity for driving mode is larger than transit or driving+transit mode, meaning that as the distance increases, the probability of driving decreases faster. This is verified by the collected GPS data, where individuals used public transit (commuter trains) more for long distance trips -especially for commuting. This is not an exhaustive analysis of the model elasticity; however, it shows that generative models can give similar insights as the conventional econometric models. 
Simulations
Generative models can be used to represent the underlying distribution of the data; thus, they can be very useful in forecasting. We used the trained model to generate samples from p(x) which have similar statistical properties as the input data. First, we consider a single observation where we observed only part of the data vector and the other part of the vector is unknown. The unknown vector can be a single or multi variable vector. We denote this as x D = (x 1 , ..., x D−1 , x D unk ), where x D unk is fixed as the unknown variable. The objective is to predict x D unk using the remainder of the 'known' data vector by sampling from the distribution p(x D unk |x 1 , ..., x D−1 ). We should note that conventional likelihood tests are not suitable in this instance because the outputs of the generative model are stochastic data-driven probability distributions, rather than a deterministic probability distribution of a dependent variable. Appendix A describes how these distributions can be computed.
Next, we clamp the known variables to the input data and then sample the states of the hidden layer. We use the sampled states of the hidden layer to generate the remaining state of the unknown variable, completing a full Gibbs sampling step. This process is not limited to a single unknown variable. If more unknown variables are used, it reduces the ability of the model to capture the data representation (this is analogous to adding noise to the input, we can fix x D unk = 0 for the variables we want to forecast). Therefore, the robustness of the model can be quantified by the information loss when adding noise to the input and how well it recovers this lost information.
Lastly, as we increase the model capacity and complexity, the model is able to successfully generate data that reflect the original distribution of the data. The output generated samples are evaluated against the inputs and we compute the R 2 distribution fit. The results are shown in Figure 6 . In particular, we observed that discrete categorical variables (trip mode and trip purpose) are easily represented with small model capacity (R 2 > 0.937), but continuous variables e.g. trip distance (H 25 : R 2 = 0.759) and time (H 100 : R 2 = 0.639) require more latent variables to capture the underlying distribution accurately. Multiple discrete continuous data can be generated from the conditional probability densities -an example would be combining mode choice with distance, as shown in Figure 7 . As shown in the results, the generative model can represent both discrete and continuous data types simultaneously. This relates to the sparsity concept mentioned in the previous subsection -the model is robust to corrupted data and information retrieval from truncated data are possible. This experiment shows how we can use a generative model for model prediction and forecasting for various input variable types. In terms of latent variables, this is not an exhaustive analysis and we can increase the size of latent variables to increase the representational power, but with diminishing returns. However, it has been shown that for a neural network with T input dimensions and T − 1 latent variables, it is globally stable and satisfy the necessary conditions for optimality with no local minima in the error surface (Yu, 1992) .
Conclusion
As the use of machine learning models and algorithms become increasingly significant and essential in travel behaviour research, more emphasis have to be put on model interpretability rather than pure forecast accuracy. Our work focuses on methods and tools for analyzing and interpreting complex travel behaviour data and estimation of MDC models. Particularly, we introduced a generative machine learning approach for analyzing and estimating large scale MDC travel behaviour model that uses variational Bayesian inference for model training. We showed how the proposed model can be used to compute the conditional probability distribution of the dependent variables as well as the associated elasticities. Specifically, we proposed an RBM-based learning algorithm to model behaviour data, accounting for heterogeneity and variable correlations. The complexity of the model varies with the number of hidden units used in the hidden layer. We showed that travel behaviour model can be cast as a variational Bayesian inference optimization problem by using variational free energy. Variational free energy provides a lower bound on the marginal log likelihood in line econometric behavioural models. This concept can be expressed in terms of information gain to quantify their contributions to utilitarian behaviour by measuring the KL divergence between the posterior distribution and prior preferences.
For the case study, we implemented the algorithm on an open large travel behaviour dataset. We were able to estimate model parameters to fit the underlying distribution of the data, while retaining identifiability and sparsity. The sparse distribution of parameters enabled the generative model to capture the correlation effects between input variables for both discrete and continuous variable types. To ensure that latent variables capture data heterogeneity, simulation tests were performed, and we showed that the generative model was able to recover the original data with similar statistical distribution. For model interpretability, we show that elasticities can be obtained for economic analysis. This experiment highlights the advantages and generalization capabilities of generative machine learning.
We note that the additional complexity due to increase in the hidden units is minimal when using the first order stochastic gradient optimization. The increased size of model parameters did not constitute a significant increase in computational time, due to fast and efficient tensor-based operations using Theano machine learning libraries. We also observed that increasing the number of hidden units of an order of magnitude does not correspond to the same increase in computational time. On the other hand, increasing the number of observations in the training data will be the main bottleneck in each iteration of the dataset.
With the development of ubiquitous data collection methods for travel behaviour analysis, there are potentials for generative machine learning to be used for modelling these large multidimensional travel information datasets. Overall, integrating probabilistic variational Bayesian inference methods can improve model tractability and interpretability. Adopting this framework into dynamic road pricing, route choice recommendation and traffic network simulation are some interesting applications for future work.
Appendix A. Multiple discrete and continuous conditional probability generation
We provide additional details here on how conditional probability generations are formulated. To apply a generative model to travel behaviour choice problems, we have to specify the distribution of our required output variable set conditioned on the other variables.
Example 1. We first consider the simplest possible example consisting of two observed variables [x 1 , y 1 ] connected by a single hidden unit s j (Figure A.8a ). The generative model captures the joint distribution of x, y and s expressed as P(x, y, s) = 1 Z e −E(x,y,s) as derived from Equation 11. The functional form that represents the variables under an RBM energy model is E(x, y, s) = − s j x 1 W 1, j s j − s j y 1 W 1, j s j − b 1 x 1 − s j c j s j − d 2 y 1 and the conditional probability of y given x assuming y is a multinomial output:
where its variational free energy F(x 1 , y 1 ) is calculated as:
The first term b 1 x 1 is the 'error-corrected' utility component in the model. However, unlike in conventional DCM, b 1 is the beta of variable x 1 contribution to the full joint probability P(x, y, s). The second term can be interpreted as the 'alternative specific constant' (ASC) of y 1 . For instance, if y 1 is a 3-alternative discrete variable y 1 : {y 1 1 , y 2 1 , y 3 1 }, then d 2 is a 3-dimension vector representing the ASCs. In the conditional probability P(y 1 |x 1 ), if y 1 1 = 1 and 0 otherwise, then the error-corrected utility of alternative y 1 1 is:
F(x 1 , y 1 1 ) = − b 1 x 1 + d 1 2 · (y 1 1 = 1) + d 2 2 · (y 2 1 = 0) + d 3 2 · (y 3 1 = 0) + ln(1 + e −x 1 W 1, j −y 1 W 1, j −c j ) = − b 1 x 1 + d 1 2 + ln(1 + e −x 1 W 1, j −y 1 W 1, j −c j ) single correction term If the weights connections to the hidden units are reduced to zero i.e. W 1 = 0, W 2 = 0 and c j = 0, then the model collapses into a standard MNL. For such a configuration:
F(x 1 , y 1 1 ) = − b 1 x 1 + d 1 2 + ln(1 + e 0 ) = − (b 1 x 1 + d 1 2 )
MNL utility Example 2. We consider the same example above, but expanding to j hidden units s 1 , ..., s j . With j hidden units, additive terms are added to the error-corrected utility ( Figure A.8b) :
F(x 1 , y 1 1 ) = − b 1 x 1 + d 1 2 + j ln(1 + e −x 1 W 1, j −y 1 W 1, j −c j ) multiple correction terms Example 3. Lastly, we consider multiple inputs and multiple discrete-continuous outputs: The joint probability expands to i input variables x 1 , ...x i (Figure A.8c ). Likewise the error-corrected utility can be derived as: init: ∇ Θ = 0, τ = 1; forall A τ ∈ D, τ = 1, ..., T do forall (x n ) ∈ A τ do for t = 1 to N do CD t : iterate over Gibbs chain positive phase
Appendix C. Model elasticity
Analyzing model elasticity is a way to test functional dependency among a set of observations n on the conditional probability distribution. For these tests we exploit the computational graph used to calculate the backpropagation algorithm in stochastic gradient descent by substituting the final partial derivative ∂ĥ/∂W with ∂ĥ/∂x n . The advantage of using a Jacobian is that it allows discrimination of linear and non-linear dependence in the model. We generate the Jacobian matrix for each example of the conditional output on the set of inputs and estimate the density of elasticities across the data points.
Lemma 1. Given the conditional probability function p n (x), its elasticity ε is defined as: ε = J p n (x)x n p n (x) = ∂p n (x) ∂x n · x n p n (x)
The Jacobian matrix J p n (x) of each observation n, for each fixed input vector x is defined as the backpropagation derivative w.r.t p n :
Let p n (x) = g(W (1) · h(W (0) · x n )), then J p n (x) = ∂p n (x) ∂x n = ∂p n (x) 
