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PROBLEM SOLVING IN HUMAN BEINGS AND COMPUTERS
Zygmunt Pizlo, Anupam Joshi Member, IEEE, and Scott M. Graham
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Abstract
The process of solving a problem has been traditionally represented as that of searching a
graph, describing the problem space, to find a path from the start to the goal state. Prior
research on human problem solving has shown that human beings do not perform an exhaustive
search of the problem space. Instead, they attempt to identify and use intrinsic properties of the
problem. This process involves insight, concept formation, establishing subgoals and invariant
features. Such results from psychological research have been used by computer scientists in
formalizing the concept of heuristic and applying it in Artificial Intelligence (AI) systems. It
has been shown that, in the general case, heuristics allow restriding the search space which
speeds up the search process. We first show that if the cosLs of edges in the search graph satisfy
metric axioms an algorithm based on the evaluation fundion r develops only one (optimal)
path. Second, we show that if a problem can be represented in a metric space, the solution of
the problem can be determined by decomposing the problem into local regions and combining
the local solutions into a global one. The implications of these analyses were tested in two
experiments where human subjects were asked to solve the Traveling Salesman Problem (TSP).
Our results show that the subjects are very efficient in metric (Euclidean) TSP, but not in
non-metric TSP (where triangle inequality is violated). In the Euclidean TSP, the solution
is nearly optimal and time is a linear function of the number of cities. These results suggest
that human beings solve problems by building only a single path, rather than by performing a
constrained search. We conclude by comparing the human performance to the performance of
several conventional Al algorithms. This comparison shows that human beings solve problems
by using heuristics that are quite different from existing AI heuristics.
2
1 Introduction
Problem solving refers to a mental ability which is performed in order to achieve a goal that is
noL readily available. Finding a way to the airport, proving a mathematical theorem, treating
a disease, are aU examples of problem solving. Clearly, problem solving is a manifestation of
intelligent behavior. Therefore, problem solving has been conventionally considered to be a part
of studying intelligence. The area of computer science involved in this study is called Artificial
Intelligence (AI), so we will call the study of intelligence in psychology "Natural Intelligcnce"(NI).
Problem solving involves a transformation, or a set of transformations, of a given state in order
to achieve a goal. One of the main difficulties in problem solving is related to t~e fact that there
are many different transformations that can be applied to a given state. The concept of a search
graph has often been used to represent and analyze problems. Nodes represent states, and edges the
transformations between them. For a given starting node there is a large number of possible paths
(sequences of transformations), but only some of these paths lead to the goal. Thus, the diffIculty
in problem solving is finding a path which leads to the goal. Theoretically, any problem (more
exactly, a well posed problem, i.e., a problem which has a solution) can be solved by performing
an exhaustive search. Clearly, after trying all possible sequences of transformations, i.e., after
searching through the entire graph, the path leading to the goal will be found. Such an exhaustive
search is not, however, an acceptable approach because for most problems that are of interest there
are simply too many paths in the search graph, and an exhaustive search is prohibitive.
Prior research on problem solving has been initiated by psychologists (Duncker, 1945 [4]; RoWer,
1956 [9]). Some results from psychological research have been used by computer scientists to
formulate a general theory of problem solving (e.g., Newell and Simon, 1963 [12]). However, the
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progress in AI has been relatively modest and, as a result, existing AI systems fall far behind NI.
In this paper, we analyze how human beings solve some "difficult" problems, and propose a new
approach that can be used in designing efficient algorithms to solve such problems using computers.
We will begin by reviewing prior research from computer science and psychology. We will then
critically analyze and discuss these approaches, and formulate a new approach based on the use of
metric constraints in problem space. Then we will present results of psychological experiments and
computer simulations that support our theoretical formulations. These experimental results also
point to possible directions for future investigations.
2 Background & Prior Approaches
Research on human problem solving indicates that human beings do not perform an exhaustive
search of the problem space. This seems to be intuitively obvious. Most problems have simply too
many possible states and paths so that they cannot be stored in short term memory (the capacity of
the memory is quite limited [1], [10]). In addition, the time required to perform exhaustive search
is prohibitively long. Instead, human beings try to identify and use intrinsic properties as well as
knowledge about the problem to restrict and speed up the search process. This leads to mechanisms
that involve insight, concept formation, establishing subgoals and invariant features. The solution
so obtained may not be optimal, but js good enough, so that it satisfies some criteria of efficiency
(i.e., speed and optimality). Traditionally, these kinds of approaches, which use "shortcuts", have
been described as using "heuristics". The concept of a heuristic, however, has not been defined
precisely in psychology. Despite this lack of formal definition, heuristic problem solving has been
used by some researchers to advance approaches in AI. As an example, in 1963 Newell and Simon
4
formulated their General Problem Solver (GPS)[12]. The main mechanism underlying GPS was
called means-ends, in which a transformation is applied to a given state so that the difference (i.e.,
dissimilarity) bet.ween this state and the goal is decreased. This "general" approach, however,
has been less successful than had been originally hoped. This is because for most problems, it
was not clear how to measure dissimilarity or distance between states. With no precise definition
of distance, a means-ends analysis either fails, or requires a near exhaustive search to obtain the
correct solutions. Also, it was not dear how to classify problems so that it would be possible to
specify the class of problems that are efficiently solved by GPS.
An operative definition of a heurjstic in AI has been "a rule of thumb". In more mathematical
terms, a heuristic function h is supposed to give an estimate of the shortest distance between
any node in the search graph and the goal node. It was shown that heuristics allow restricting
the search process, which speeds up the search. This is done using variations of the "branch and
bound" approach. Such schemes always keep track of all partially discovered paths from the source
node leading to the goal node. At every step, the shortest path is extended one level, and the
prOcess repeated. However, the search docs not stop when a complete path is found. Finding a
complete path merely allows one to no longer consider any partial paths that are longer than it.
The branch and bound scheme can be improved by considering not just the length of the partial
path, but also an estimate of the remaining distance to the goal. This gives an estimate of the
total length of the path from source to goal. Mathematically, J = 9 + h, where J is the estimate
of the total path length, 9 is the length of the partial path so far, and h represents the estimated
distance to the goal node. This leads to the algorithm referred to in literature as A. A special
case of this algorithm is labelled A·. Let k(ni,nj) be the minimal (non-negative) cost of a path
between two nodes nj and nj in a graph representing a given problem. Denote the starting node by
5
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s. Assume, without loss of generality, that the graph has only one goal node t. Let h'"Cn) = kCn, t)
and g"'(n) = k(.s,n), for any node n. Let rCn) = g-(n) +h-Cn) where g'"(n) is the shortest path
from the source node to n, and h"'(n) is the actual cost of the shortest path from n to the goal. In
an actuality, h'", g. (and consequently r) are usually not known exactly. Therefore, their estimates
h, 9 and J are used. h is called a heuristic function, 9 depth of a node and J is called an evaluation
function. rr we impose the restriction that hen) ~ h'"Cn) for all n, then we get the well known A·
algorithm. This algorithm is admissible, i.e., it will always find the optimal path if it exists.
It is worth pointing out that although the concept of heuristic has been derived from psycho-
logical research, this concept, after it led to formal theories, has never been tested in experiments
on human problem solving. We believe that this has been a major drawback of theories of problem
solving (human or computer). In all AI heuristics there is always search involved and the propor-
tion of the graph that has to be searched is generally quite large. As pointed out in the previous
paragraphs, performing search assumes that the problem solver has a large memory capacity. This
implies that such AI approaches are not psychologically plausible. Note that this feature, which
made the AI heuristic search an unlikely model of NI, can be perceived as an advantage of AI ap-
proaches. After all, an AI algorithm can store a large number of prior states and transformations,
which may allow performing an extensive search, that would be too difficult for a human being.
But this conclusion requires some qualifications. It is commonly known that human beings are ex-
tremely efficient in solving some difficult problems, like chess, visual navigation and others. In fact,
human beings are much more efficient than existing AI algorithms. Tltis observation suggests that
existing AI approaches, based on a restricted search, do not represent an ultimate solution and that
a qualitatively different approach is needed. Tltis paper examines the nature of NI and formulates
a new approach to problem solving. We show that this new approach is a better model of NI than
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existing theories and that it can lead to algorithms more efficient than existing AI algorithms.
3 The Role of Metric Spaces
Many problems that we face in everyday life, jf viewed in state space terms, will jnvolve very large
search graphs. Yet we seem to intuHively solve such problems in very little time. Furthermore,
there are some NP problems for which human beings can come up with near optimal solutions fairly
quickly. It appears therefore, that the human mind operates by assuming the existence of certain
constraints in the structure of problems which enable it to solve some of them very efficiently. It
is belaboring the obvious to point out that there are other problems, probably having different
structures, where it does not do well. Note that our environment can be represented by a metric
(more exactly Euclidean) space. Since our min~ evolved by solving problems in this environment, it
is quite possible that it uses the restrictions inherent in metric space. While it is not clear if the 3D
visual space of a human observer is metric[18], it seems to be well established that the visual space
on the frontal plane is metric (more exactly, Euclidean). There are some exceptions, called visual
illusions (like horizontal· vertical or Muller-Lyer illusions), but they lead only to small violations of
Euclidean properties [7]. The question is whether using metric constraints allows the formulation of
more efficient (perhaps optimal) solutions that would not be efficient (or optimal) in a general case
of a non-metric space. We show that this is indeed the case. More specifically, we show that if a
problem can be represented in a metric space, then there exist very efficient heuristics which allow
tracing (or developing) the optimal path from source to goal nodes in the state space representation,
without sidetracking. We conjecture that problems having these properties are "natural" problems.
We will present results of psychological experiments which support this observation. In these
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experiments, human subjects were asked to solve the Travelling Salesman Problem (TSP), which
is known to belong to the class NP-Complete. The problem is formulated as that confronting sales
persons, who have to visit a number of cities. They need to construct a route which will enable
them to visit each city exactly once and do so with the least amount of total travel. A special case
of this problem is called Euclidean TSP, where the cities lie on an Euclidean plane. Interestingly,
some aspects of the role of metric constraints in TSP have been analyzed jn literature [15]. In the
case of Euclidean TSP, polynomial time approximation algorithms with guaranteed error bounds
are known to exist. On the other hand, for a non-metrle case, no such approximations are known.
In fact, it can be shown that the existence of an approximation algorithm with a known error
bound wHl imply that P = NP. Tills is done by showing that the Hamiltonian cycle problem [2J is
polynomially reducible to any non metric TSP approximation with a known error bound. We now
briefly sketch the proof, after [2].
Let us assume that there exists a polynomial time approximation algorithm for general (non-
metric) TSP. Specifically, assume that this algorHhm never produces a path length worse than p
times the length of the optimal. Consider the problem of determining whether a graph G = (V, E),
which consists of vertices enumerated in V and edges in E, has a Hamiltonian cycle (any closed path
solution whleh visits all graph nodes exactly once). We produce from this a new graph a = (V,E').
This is a complete graph, i.e., all vertices are connected to one another. To the edges of G/ that
were also in G, we give a weight of 1. The edges introduced to make the graph complete are given
a weight of pWI + I, where !VIis the number of vertices. TillS transformation can be done in
polynomial time. Notice that if the original graph had a Hamiltonian cycle, the new graph wlll
have a. tour of length lVI, since this tour will be made up of the edges from the cycle, whlch would
all have existed in the previous graph, and hence have a weight 1. Otherwise, the length of the tour
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will be at least IVI-1+piVI +1, which is clearly greater than plVI. This is becausc to complete the
tour, at least one edge must be added which was not present in the odginal graph, and whlch has
a weight of plYl + 1. Wc can now run our approximation algorithm on this new graph. If the tour
obtained has a length ofless than or equal to plYl, then clearly the original graph must have had a
Hamiltonian cycle, and vice-versa. Since both the problem transformation and the approximation
algorithm are completed in polynomial time, the existence of such an approximation algorithm
implies that we can solve the Hamiltonian cycle problem, which is NP Complete, in polynomial
time. But this implies that P = N'P, which is believed to be unlikely. This, in turn, implies that
it is unlikely to fmd an approximation algorithm, with a guaranteed error bound, for an arbitrary
(non-metric) TSP. Thus, even though both Euclidean and non-metric TSP belong to NP, they arc
quite different in respect to difficulty in obtaining approximate solutions.
However, most approximation approaches often result in computational timcs that are still quite
large. This is a result of the algorlthms' exploration of a substantial portion of the search graph.
Our analyses are aimed at formulating a search algorithm which would develop only a single path
that would almost always be optimal. We conjecture that this is possible when the problem can be
represented in a metric space. We first Hlustrate our conjecture by two theorems. Then, we report
results of our psychological experiments and computer simulations which support our theoretical
analyses and provide suggestions about such new search algorithms.
Before we study the details of search techniques, we will describe the use of the notion of
subgoaling, by AI techniques.
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4 Global Solutions Can Emerge from Local Effort
Ever since its early days, AI has used the idea of goal reduction as a central theme in its problem
solving strategies. The idea 1s to take a top level formulation of the goals of the problem, and
then find subgoals that call be solved and combined to obtain an overall solution. The combination
process could either be a logical OR (i.e., anyone of the subgoats could be satisfied) or a logical AND
(i.e., all the subgoals had to be satisfied). The process of creating subgoals proceeds recursively,
until subgoals that are directly solvable are obtained. Examples of the usc of this technique include
the SAINT system for mathematical problem solving[21). and Winograd's work on blocks world[22J.
A related problem solving strategy is "means-ends" analysis. This approach was heavily used by
Newell et al. in the General Problem Solver (GPS) system [I1J. The key idea behind this strategy is
to transform the current !'itate so as to take it closer to the desired goal state. Given a clwice of state
transformation procedures, means-ends analysis would recommend using one that would reduce the
difference between the current state and the goal state. For instance, if one wanted to travel from
Chicago to New York, then a means-ends analysis would suggest that going to Pittsburgh as a first
step would be preferable than going to, say, San Francisco.
Similar techniques arc being used to solve complex problems in todays networked computing
environments. These techniques involve creation of subgoals, and using autonomous agents for
achieving these subgoals. Each agent in turn could use, say, means-ends analysis to create further
subgoaJs and pass them on to other agents. Each of the subgoaJs (agents) may interact with others
and exchange partial solutions where needed. All this is done without direct central 'lfitervention
for the most part. This methodology is referred to as Distributed Problem Solving. For instance,
Oates et al. [14J show how this methodology can be used to obtain responses to a user's query
10
from distributed sources of information. The use of this technique in scientific computing has been
explored by Drashansky et al. [3].
Various connectionist schemes, which rely on parallel distributed processing, also use similar
ideas, at least implicitly. However, since such systems do noL deal with the information in a symbolic
fashion internally, it is difficult to show explicit use of such strategies.
5 New Approach - Theoretical Basis
Most of the theoretical analyses of the A· algorithm have been devoted to determining and using
the estimates I, 9 and h, rather than the functions representing the actual costs. Tllis seemed
reasonable because, as pointed out in the previous section, the actual costs are usually unknown.
Here, since we want to show t]lat the conventional approaches do not guarantee efficient solution
even in the best case, we will assume that r, g. and h* arc known. The examination of this case
will allow formulation of a constraint which has to be added to make the solution very efficient.
First, recall the well known observation that j*(71.) is the actual cost of a minimal cost path going
from ."> throup;h 1/, t.o t. (fl.!!;., [1:J]). As <I. rcsult, thc opt.imal pat.h in the p;raph (i.e., minimal cost
path from s to t) has the same minimal value j* (equal to h*(s)) for all nodes n on this path. This
is the ca.<ie because expcLllding a new node on tIus path decreases h~ by exactly the same amount
as g. increases [16]. This fact implies that there is no node in the graph for which 1*(71.) < h-(s).
Next, we state three properties of 1*.
Lemma 1 Nodes for which /*(71.) > h·(s) are not on the optimal path.
PIlOOF: Following Pearl (eq 3.3, 3."=) [16], jf a node 71. is on the optimal path, then !*(71.) == h-(s).
It follows that if r( 71.) f: h*(s), then n is not on the optimal path. Dut we know that !"'(n) 2: h· (8)
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for every n. This completes the proof.
Lemma 2 For all node.';, h*(n) satisfies the triangle inequality: h*(nd ~ h*(nj) + k(ni, nj)
PROOF: Similar to Pearl (eq 3.14) (16), the proof can be obtained by contradiction.
Assume that there is a pair of nodes ni and nj that: h*(ni) > h*(nj) +k(ni' nj) From definition of
h*(n), the above inequality is equivalent to: k(ni' t) > k(nj, t) + k(ni' nj). This implies, however,
that k(ni, t) is not the minimal cost path from the node nj to the goal node t, which contradicts
the assumption that h*(ni);:: k(ni,t). TIlls completes the proof.
Lemma 3 For all nodes, g-(n) satisfies the triangle inequality: g*(nj):S g*(nj) +k(ni,nj)
PROOF: Analogous to the proof of the Lemma 2.
Let us point out that the Lemmas 2 and 3 do not imply that the cost c of an edge between
any two nodes ni and nj (one of which is a successor of the other) satisfies the triangle inequality
axiom:
(1)
These lemmas only imply that the triangle inequality holds for those "triangles" that involve the
goal node or the start node. Note, further, that the Lemma 2is not equivalent to the well known
monotone restriction for h, which is an estimate of h-. This latter restriction has known implications
for the A"' algorithm. Lemmas 2 and 3, on the other hand, are properties inherent in any problem.
We wHl show next that if the cost c of an arc between any two nodes, from which one is a successor
of the other, satisfies triangle inequality (1), then the problem can be solved by developing only
one (optimal) path (without sidetracking). Note that without <Ulsnming that triangle inequality
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(1) holds for cost c between two successive nodes, thc search based on r (i.e., the search which
expands nodes having the smallest r) will develop more than one path giving rise to sidetracking.
This is the case because a given node n l can have more then one successor with tlle same r equal
to h*(s). In such a case, aU successor nodes with the same r need to be expanded because it is not
known what is the actual cost c from n' to each of these nodes. Once this cost is known for each
of the successor, t.he node nil is expanded for which f( nil) = g.(n') + c( ni, n") + h·(nil) is minimal
and equal to h·( s). Fig. 1 illustratcs an example of such a situation.
Next we formulate a theorem which specifies the sufficient condltion for the fact that the search
based on r will develop only the optimal path without sidetracking. We believe that developing
only one (optimal or close to optimal) path is characteristic of human problem solving.
Theorem 1 Assume that r(n) is known/or every node n in the search graph. If, for a given node,
a search algorithm explmds the successor n, for which J"'(n) = h·(s), anti the non-negative cost c
of an arc between any slIccessive nodes nj and nj satisfies triangle inequality (1), the algorithm will
develop only one (optimal) path that has the minimal cost.
PROOF: Let a node n' be on the optimal path. Let M be a set of successors of n l • Let nj E M
a.nd r(nj) = r(n'). This implies that nj is on the optimal path. However, what remains to be
proven is that nj is a successor of n' on the optimal path. If nj is not a successor of n', t.he arc from
n l to nj does not belong to t.he optimal path (see Fig. 1).
We first prove the theorem (by contradiction) for the case when the inequality in (1) is strong.
That is , we prove that if
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then ni is a. successor of n' on the optimal path. Assume that ni is not a successor of n' on the
optimal path. This means that there exist nj E M, which is a successor of n' and ancestor of nj
on the optimal path. The fact that nj is a descendant of n' on the optimal path implies that
!"(nj) = g"(n') + h"(nj) + k(n', nj)
Similarly, the fact that ni is a descendant of n' on the optimal path implies that
!"(nil = g"(n') +h"(nil + k(n', nil
Next, the fact that nj is assumed to be ancestor of nj on the optimal path implies tllat
h"(nj) = h"(nil + k(nj, nil
Substituting h"(nj) in (2) by (4)'





Because both nj and nj are on the optimal path, therefore r(nd = r(nj). Thus, from (3) and
g"( n') + h"(nil +k(n', nil = g"( n') +h"(nil + k( nj, nil + k(n', nj)
It follows from the above tha.t





But from (7) and (8) it follows that
(9)
This 1s clearly a violation of (1) when the inequality is strong. Therefore our assumption that nj
is noL the successor of n' was incorrect. In other words, ni is a successor of n' on the optimal path.
The case of equality in (1) 1s trivial. Namely, it implies that there is more than one optimal path
having the same minimal cost (this can happen, for example, jf c(n', nj) +c(nj, ni) = c(n' , ni)). So,
ni 1s still a successor of n'on some optimal path (although this path is not unique).
More intuitively, however, it should be evident that the situation depicted in Fig. 1 can never
arise if the triangle inequality holds. Observe that the result guaranteed by Theorem 1, i.e.,
developing one optimal path without sidetracking, represents an extremely powerful search. Note
further that this efficient search technique does not depend on the size of the graph representing
the problem.
Again 1 we wallt to point out the importance of Theorem 1. Even the best case, which seemed
to be "ideal" for convent.ional AI approaches (namely, assuming the knowledge of r, 9*, h-) does
not eliminate search. Search can be eliminated only if an additional assumption is made, namely,
that the edges in the search graph satisfy triangle inequality constraint.
Next we explore the role of metric constraint (specifically, the assumption that triangle inequal-
ity holds) in the case of a problem space, rather than in the search graph. Using a problem space
seems reasonable because some tasks can he solved by analyzing the problem space directly, with·
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out using the indirect method involving a search graph. Note, however, that operating on problem
space presupposes that we know somethlng about geometric structure of the problem space. This
is trivial in the case of problems like TSP or Shortest Path Problem (SPP) [15], where the states
and distances among states are explicitly given. For example, the states could be points on the
Euclidean plane. In such cases the geometrical structure of the problem space is known. However,
in a general case, this nmy not be true. For example, in the case of proving a theorem by applying
some transformations it is not clear what is the geometrical structure of the problem space. Let us
assume, as in TSP, that we know the problem space. Metric axiolDs in the problem space (i.e., in
the space where the cities arc represented) allow introducing an important distinction between local
and global in the problem space. This is explained in the next two definitions and the following
lemma & theorem for the case of TSP in 2D plane.
Definition 1 Consider a region in a (not necessarily Euclidean) plane containing some number of
cities. The maximum of all clistances between any pair of cities from this region is called diameter
of this region.
Definition 2 Consider two regions I and II in a plane each region containing some number of
cities. Let the region III be the union of the two regions. The two regions are called IIlocal" in the
plane if they are disjoint (i.e., there is no city which belongs to both) and the optimal path of TSP
in III can be decomposed into two disjoint parts: a path containing only cities from I, and a path
containing only cities from II. In other words, the two regions are local if the optimal path visits all
cities in the first region first, and then all cities in the second region.
It is clear from the Definition 2 that if the distances among cities within regions arc relatively
small, as compared to the distances between any pair or cities from the two regions, then the regions
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are local. In such a case the optimal path will not contain more than two transitions between the
two regions. If some distances between the two regions are small as compared to the distances
within the regions, the optimal path may contain arbitrary number of transitions between the
regions. In fact, in such a case the distinction between local and global does not make sense.
Lemma 4 If the space is not metric (specifically, if triangle inequality does not hold), there is no
relation among diameters of the regions I, II and III, which would provide sufficient condition for
locality, in the sense of Definition 2.
PROOF: To prove this lemma it is sufficient to provide an example showing that in the non-
metric plane the optimal path does not depend on the relation between the diameters. Consider
cities 1, 2 and 3 in the region I, with all distances among the cities equal ( (greater than zero).
Similarly, consider cities 4, 5 and 6 in the region II, with all distances among the cities equal to (.
Thus, the diameter of each of the regions is 1:, Let the distance between cities 1 and 4 be D (greater
than zero) and let aU remaining distances between city pairs be zero. It is clear that in this case
triangle inequality is violated. For example: d(I,2) > d(1,5) +d(5, 2) because the left side of this
inequality is I: and the right side is zero. Note that the shortest path, which Hrst visits all cities in
the Hrst region and then all cities in the second region has length 4E. At the same time, the path
2435162 has a length of zero, regardless of the value of D. This completes the proof.
Note that Lemma 4 says that the triangle inequality constraint is a necessary condition for
using diameters of regions to verify whether the regions are local. We now formulate a theorem
specifying sufficient condition for two regions to he local, if the problem space is metric.
Theorem 2 Consider two regions J and II (with diameters I: and 6, respectively). The two regions
are "local" if the space of a problem is metric and tile diameter D of I.lleir union satisfies:
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D~3/2x(<+o). (10)
PROOF: Let the shortest path A visiting all cities in thCl first region first, and then aU cities in
the second region he:
(II)
where L 1 , L 2 are the lengths of the parts within the region I and II, respectively, and L' is the
length of the remaining part of the path.
Consider now path C which makes two additional transitions between the two regions. Let C'
be the lower hound for C. Note that a sufficient condition for C' ;::: A will be also a sufficient
condition for C ~ A. Therefore, the rest of the derivation will concentrate on G':
(12)
where 1 is the shortest distance between the two regions.
C' js the lower bound for C because to introduce two additional transitions between the regions
we subtract the ma.x.imal distance within region I and within region II and we add the shortest
distance l between the two regions, twice. Now, we derive the formula for l by applying triangle
inequality. Let x and y be the cities in the regions I and II, respectively, and the distance between
them be D (i.e., dlamcter of the region III). Next, let v and w be two arbitrary cities in the regions
I and II, respectively. Consider triangle xvy:
d(x, v) + d(v, y) ~ d(x, y) = D
18
(13)
Because x and v arc in the region I, therefore:
d(x,v) ~,




Now, we consider the triangle vwy:
d(v,w)+ d(w,y) ~ d(v,y)
Because wand y arc in the region II, therefore:
d(w,y)~o
Sub,tituting (18) and (16) in (17)'











It is, therefore, clear that the shortest distance I between any pair of cities from regions I and
II is equal to the rlght hand side of lnequality (20). We now want to find a condition for D which
implies that:
a' 2:: A
Substituting (11), (12) and (20) in (21):
L1 -,+L2 - 0 +L' +2 X (D - ,- 0) ~ L1 +L2 + L'





which is equivalent to (10). This completes the proof.
We suspect however that this bound for D is somewhat loose. For the case of four cities
(numbered 1,2,3,4, two per region), we can in fact show that D 2:: (+ 6 is a sufficient condition.
Assume that the trip starts at city 1 (this assumption does not restrict generality because the
length of the optimal path does not depend on which city is the starting one). It is known that for
n cities there are (n -1)!/2 different paths (assuming symmetry relation for the distance, i.e., the
distance from x to y is the same as from y to x). In our case of four cities the possible paths are:
A: 12341, B: 130121, and C: 13241. Let the region I contain cities 1 and 2 with distance d(l, 2) = (,
and the region II contain cities 3 and 4 with distance d(3,4) = 6 . It is clear that if either path
A or D is optimal, the two regions are local. It is not the case if C is optimal. Thus, we need to
formulate sufficient condition for C ~ A or C ~ B. The three paths have the lengths:
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A d(I,2)+d(2,3)+d(3,4)+d(4,1)
B d(l, 3) +d(3,4) +d(4, 2) +d(2, 1)
Thus, C 2: A when:
c d(I,3) +d(3, 2) +d(2,4) +d(4, 1) (24)
and C :;:: B when:
d(I,3)+ d(2,4) ~ d(I,2)+ d(3,4) = <+<5
d(2,3) +d(I,4) ~ d(l, 2) +d(3,4) = ,+<5
(25)
(26)
Note that inequalities (25) and (26) follow from (24) only if the symmetry axiom of metric space
is satisfied. For example in (25) we canceled d(2,3) with d(3,2) assuming that they were equal.
Recall that in Theorem 1 and in the first part of Theorem 2 we used only two axioms of metric
space (i.e., that distances arc non-negative and satisfy triangle inequality). Here, deriving a tighter
bound for D in the case of fOUf cities, requires also a symmetry axiom.
Assume that D = 11(1,4), i.e., that cities 1 and IJ are the most distant cities among the four.
This assumption docs not restrict generality of the considerations because we can always number
cities in such a way that this assumption is satisfied. We estimate condition for D in the worst
(most conservative) casco That is, we substitute lower bounds for the left hand sides in (25) and
(26). By doing this, the new inequalities wHl represent sufficient conditions for (25) and (26).




Now consider (25). If the space is metric, triangle inequality must hold for triangle (134):
d(1,3) + d(3, 4) ~ d(l, 4)
and for triangle (1,2,4):
d(1,2)+d(2,4)~ d(1,4)
From (28) we obtain:
d(1,3) ~ d(1,4) - d(3,4)
and from (29) we abLain:






Now, we substitute d(1,3) and d(2,4) in the left hand side of (25) by right hand sides of (30)
and (31) to get
2d(1,4) - del, 2) - d(3,4) ~ d(l, 2) + d(3, 4)
This gives us a sufficient condition for (25). In other words, if the above is true, then (25) must





So if (27) and (32) are true, then (25) will also be tmc. This completes the proof of the sufficient
condition for regions I and II La be local in the sense of DeL 2 for the case of 4 cities. /\s seen from
(27) and (32) in the case of fOUf cities the sufficient condition is tighter than (10).
Theorem 2 implies that if the problem space 1s metric, it can.be divided into local regions in
such a way that local solutions to TSP can be combined into the global solution. In other words,
a metric problem space <tHaws the use of divide and conquer strategies. Note that such techniqlles
may not always lead to the optimal path because condition (10) does not account [or cities that arc
not within defined local regions, and conditions (27) and (32) do not specify how the local solutions
should be combined (i.e., whether path A or path B is shorter). For a general case, Theorem 2
can be applied recursively giving rise to a multi· resolution method for solving TSP problem. First
one can find local regions in the higher resolution and then treat these regions as cities on lower
resolutions so that new local regions can be found on this lower resolution. Such a method can
be very efficient because it may allow finding the solution with little, if any, sidetracking. This
approach is similar to (but not identical with) the method formulated by I\:arp[S]. Interestingly,
such a multi-resolution (pyramidal) algorithm seems to be psychologically plausible because it was
shown recently by Pizlo, Rosenfeld and Epelboim [17J that an exponential pyramid algorithm is an
adequate model of distance judgments in the frontal plane by the human observ<lr. Furthermore,
such an algorithm was recently shown to be an adequate model of curve detection by the human
observer [19J.
To summarize, Theorem 1 says that in the metric space, only one arc has to be tried at each
node on the optimal path (assuming that we know r for each node). Theorem 2 says that one needs
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to find r only for limited set of nodes that are local for the current node. Thus, our theoretical
considerations imply that in the metric space there exists a very powerful heuristic which develops
only one (optimal or nearly optimal) path without sidetracking and that this path can be found by
analyzing only a very limited set of nodes.
Next, we present results of experiments in which human subjects were asked to solve the TSP in
two general conditions: in metric (Euclidean) space and in non-metric space. Then we will present
results of simulations using several conventional AI algorithms.
6 Testing Human Subjects on TSP
6.1 Experiment 1: Euclidean vs Non-Metric TSP
6.1.1 Method
Subjects. The authors served as subjects. They viewed the stimuli with both eyes from a
distance of about 60 em.
Stimuli. The stimuli were generated on a monitor of a Spare 2GS computer workstation. Cities
were represented as blue dots having diameter of 16 pixels and edges were represented by straight
lines (Fig. 2). The positions of cities were generated randomly from a uniform distribution. The
subject decided about the path by clicking the mouse at tlle points representing the cities. The
city that was chosen cha,nged color to red and the path from the starting city to the current one
was represented by a piecewise continuous black line. A TCL/TK program was used to present the
stimuli.
In the Euclidean case the distances between the cities were equal to the Euclidean distances on
the screen. In the non-metric case the Euclidean distances on the screen were multiplied by 1, 2 or
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4 (randomly). This produced violations of triangle inequality in about 50% of triangles. To allow
the subject to use the acLual non-metric distances, the multipliers wer!:! represented by thickness of
the line connecting the dLies. (We also tried other methods of visualizing the non-metric distances
and found thickness to be the easiest to usc.) There were 3 thicknesses used: 2, 4 and 8 pixels
corresponding to the mnltipliers 1, 2 and 4 respectively. An example of this is shown in Fig. 3.
Procedure. The TSP problems involved 6,8 and 10 cities. The subjects were asked to use a
different amount of time in differenL sessions. This instruction was used to investigat!:! the role of
time in solving the problems. If problem solving involves substantial search of the problem space,
time used should have a strong effect on the accuracy of solution. There were three times specified
in the Euclidean case: 2, 3 and 4 seconds per dty, and three times in the non-metric case: 5,
ID and 15 sec. At the end of the time period suggested for a given trial, a tone was presented.
However, this tone did not terminate the trial. There were 18 different sessions representing all
combinations of the three factors used: type of space (Euclidean vs. non-metric), suggested time
per city and number of dLies. Each session consisted of 20 problems and each subjed ran the same
set of sessions in a random order.
The subject's performance was evaluated by comparing the length of the path generated by the
subject to the minimal length for a given problem.
6.1.2 Results
Performance in the Euclidean ca.c;e was much better than in the non-metric case. This can be seen
in Fig. t\ which shows proportion of optimal solutions. In the Euclidean case this proportion is
larger than 50% and docs not depend strongly on the size of the problem. In Lhe non-metric case,
however, this proportion is much less and it is strongly affected by the problem size.
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Fig. 5 shows the effect of the problem size on the average ratio of the length of the path chosen
by subject to the length of the optimal path (i.e., to the minimal length). It is seen that this
ratio is close to one in the Euclidean case and is not affected strongly by the problem size. In the
non-metric case this ratio is significantly greater than one and it is affected strongly by the problem
size.
Fig. 6 shows the mean ratio as a function of average time pcr city used by individual subjects.
It is seen that the subject who performed better tended to deliberate longer. This, however, led
to appreciable differences in performance only in the non-metric case. In the Euclidean case, the
performance of all subjects was very good and time required was very short.
Fig. 7 shows that there was no systematic effect of time spent solving the problems, on the
accuracy of the solution. In fact, in the Euclidean case, all subjects produced the path very quickly
(the time of solving the task was not much longer than the time needed for moving the mouse and
clicking on the cities) a,nd the length of the path was very close to the length of the shortest path
regardless of the time spent finding it. In the non-metric case the task was quite difficult. As a
result, the subjects used more time. Again however, increasing the time available for solving the
problems did not seem to be beneficial.
Note that the differences in accuracy of solutions between the subjects, shown in Pig. 6, arc
not likely to represent the fact that the subject who perforrTH!d better (e.g., SMG) used more time
to explore a larger portion of the search graph. If this was the case, we would observe a negative
effect of time used on accuracy of solution for individual subjects. Such effect, however, was not
observed. This fact is shown in Fig. 7 after averaging the results across the subjects. Therefore,
the differences in performance shown in Fig. 6 are more likely to represent individual clifferences
among the subjects.
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In the Euclidean case the observed time per city did not depend on the number of cities in the
problem (Fig. 8). This time was about 2.5 sec per city, while, in the non-metric case the time used
was about 7 sec per city and it was slightly affected by the number of cities. The fact that Lhe time
per city was constant in the Euclidean TSP means that the total time used by the subjects was
proportional to the number of cities. This suggests that the subjects did not explore the entire, or
even a substantial part of the search graph. If they did, the time would be a positively accelerating
function of the number of cities. Introspectively, in the Euclidean case the path chosen as best was
relatively obvious to the subjects and little search was needed. This means that the subjects were
creating the solution by building a single path without substantial sidetracking. Despite the absence
of search, performance was close to optimal in the Euclidean TSP. These results are consistent with
the implications of our theoretical analyses.
Note, however, that in this experiment we tested problems of small sizes only (6,8 and 10
cities). It is not clear whether our conclusions about human problem solving of Euclidean TSP are
general. For example, it is possible that the high accuracy of solving Euclidean TSP is restricted
only to small problems. Therefore, in Experiment 2 we used problems with larger size.
6.2 Experiment 2: Euclidean TSP - The effect of problem size
6.2.1 Method
Subjects. The aut.hors served as subjects.
Stimuli. Only Euclidean TSP cases were used. The number of cities used were 10, 20 and 30.
We could not use problem sizes much larger than 30 cities. For such problems the time required
for a computer algorithm to find the optimal solution is prohibitive. Note that without having the
lengths of optimal paths we would not be able to analyze the subject's performance. Other details
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of the stimuli were identical to those in Experiment 1.
Procedure. Three sessions, 30 problems per session, were used. In a single session the number
of cities was constant. Different subjects were tested with diITerent order of sessions. No instructions
with respect to the speed of solution were given. Other details of the procedure were identical to
those in Experiment 1.
6.2.2 Results
The proportion of optimal paths averaged from all three subjects, js shown in Fig. 9. For com·
parison, results from the Euclidean TSP from Experiment 1 are also shown. It is seen that the
performance deteriorated gradually as the problem size increased. The average. path length as a
function of the problem size is shown in Fjg. 10 (again results from the Euclidean TSP from Ex·
periment 1 are shown). It is seen that the subjects' performance is very close to optimal and the
effect of the problem size on the accuracy of solution is not very strong (tillS effect is linear or even
weaker than linear).
Fig. 11 shows the average path length as a function of time used. Similarly, as in Experiment
1, the subject who performed better tended to deliberate longer. As pointed out in Experiment 1
these differences in performance seem to be related to individuat diITerences among subjects rather
than to differences in the portion of graph searched.
The relationship between the time of solution per city and the size of the problem is shown in
Fig. 12. The times in the present experiment are somewhat longer than the corresponding times in
Experiment 1. This could be related to the fact that in Experiment 2 the subjects did not receive
any instructions about t.he speed, w]lereas, in Experiment 1 they did. Note, however, that the time
per city in the present experiment was stlll significantly less than that for the non-metric case in
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Experiment 1. Similarly as in Experiment 1, it is seen that the problem size does not give rise to
greater time per city needed to solve the problem. This result suggests that human beings solve
Euclidean TSP by building onc path without searching a substantial part of the graph representing
the problem.
Next, these results, representing human performance, arc compared to the performance of
several AI algorithms.
7 Simulations
7.1 Description of the Algorithms
Using the Euclidean TSP data sets from Experiments 1 & 2 several AI/OR algorithms, which
produce "approximate" solutions in polynomial time, were tested. Their respective structures are
briefly described below.
• Nearest Neighbor: This algorithm crea.tes a path by sequentially identifying and adding
a connection, from a current end point, to the nearest "unvisited" city. The procedure is
repeated from the new end point until all cities have been visited, at which time, a final
connection is made to the original starting city. The algorithm was applied "N" times (where
N is the number of cities in a given problem), with each city used as the starting point, and
the best solution (shortest path) was recorded. The temporal complexity of tItis algorithm is
O(N 2) for any jn<lividual solution and O(N3) for a best solution .
• Cheapest Insertion: This algorithm begins by creating a "route" (a closedJoop path) which
visits only a subset of the cities. Then, it sequentially identifies and inserts, into the existing
route, the unvisited city that produces the least increase in path length. Again all starting
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points were used to select the best path length. The temporal complexity of this algorithm
is O(N2 logN) for an individual solution and O(N3 logN) for a best solution.
• Convex Hull wI Cheapest Insertion (CCI - also known in literature as CC [6].): First, a
unique initial route is identified by using the Graham-sca.n [20] to find the "convex hull" of the
problem set. A Convex Hull (ClI) is defined as the smallest convex polygon (shortest route)
that encloses all of the problem set points (cities). Enclosed (unvisited) cities are then inserted
sequentially, as in t.he cheapest insertion algorithm. The algorithm used to identify the convex
hull has a tempora.l complexity of O(N log N). Since the cheapest insertion ~lgorithm has the
complexity O(N2 1og N), the overall complexity of CCI is therefore O(N 2 IogN).
• Convex Hull wI Cheapest Insertion & 3 Segment Swap (CCI3): As an enhancement
to the eel algorithm, a three segment swap routine was appended. This proccss attempts to
reducc the overall path length by reordering "segments" of a completed route. In the study
conducted by Golden & Stewart [6] several types of insertion heuristics and post processing
algorithms were tested with various degrees of overall performance (time of solution and
optimality). We ha.ve selected the above as representative of this body of algorithms. The
temporal complexity of this algorithm slightly exceeds O(N3 ). This is due to the uncertain
number of three segment swaps required.
• Elastic Net: Th.is algorithm attempts to use the cities as attractors in the generation of an
"approxlmatedn route. A set of sequentially organized nodes are overlayed on the problem
frame in a circular pattern centered at the center of mass of the set of cities. The over-
layed nodes initially possessing a strong attraction for their adjacent neighbors and a weak
attraction for the TSP cities. The net vectored attraction is then used to induce an iter-
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ative incremental change in the position of each node. Over time, the relative attractions
are adjusted in such a way as to gradually cause the equilibrium position of each node to
mlgrate into the close proximity of one of the cities. A sufficient number of nodes are utilized
(> 1.5 * N) to ensure that each city receives at least one associated node by the end of the
procedure. As a property of the metric transformations employed (node mlgration performed
within a Euclidean plane), after a sufficient number of iterations has elapsed a TSP route
sequence can be generated by simply recording the city order approximated by the overlayed
node order. The procedure by which the attractive forces arc changed over time is in itself
the basic heuristic for this algorithm, and consists of several critical parameters. These pa-
rameters eventually affect the solution time and/or optimality of the resulting path. Because
of the complexity of the parameter interactions, we decided to usc the same process as that
employed in the study by Durbin and Willshaw [5J. Note that such algorithms guarantee
the optimal solution only when the incremental change tends to zero and the overall time
needed tends to 00. In practice, we found that 10,000 iterations were sufficient to give a good
approximation. The temporal complexity of this algorithm is O(N 2 ) per iteration. However,
due to the large number of iterations required (and the use of floating point calculations),
this algorithm exhibits an extremely long execution time.
7.2 Results of the Algorithms' Performance
Fig. 10 shows the results from AI algorithms superimposed on the results of the subjects. Although
several of the algorithms exhibited better accuracy than human performance on small problems,
human performance surpassed all but CCI3 and Elastic Net in the case of 30 city problems. Note,
however that the error of solution in the case of the AI algorithms tends to grow faster than linearly
31
with problem size. Human performance, on the other hand, shows a linear or even slower than
linear increase of this error. This, combined with a linear effed of problem size on the solution
time for human subjects (as compared to a positively accelerating solution time in the case of AI
algorithms), leads to the conclusion that human beings use quite powerful methods of dealing with
complex two dimensional problems, and that these methods seem to be better than existing AI
approximation algorithms. To summarize the results, two key diITerences (between the performance
of human subjects and that of AT algorithms on Euclidean TSP) 'He evident from the comparison
of our psychological experiments and algorithm simulations:
1. Time of solution increases linearly for human subjects as thc problem size is increased, i.e.,
the temporal complexity is D(N). This contrasts strongly with existing polynomial time AI
algorithms and exponential time algorithms that guarantee optimal solutions.
2. The error of sohltion obtained by human subjects increases linearly (or slower than linearly)
with the problem sizc. AI algorithms, on the other hand, show a faster than linear increase
of the error of solution with problem size.
8 Conclusions
In this paper we analyzed theoretically the role of metric constraint in problem solving. We showed
that these constraints give rise to heuristics which can lead to optimal (or nearly optimal) solutions
by building only one path. These theoretical results were tested in two psychological experiments.
Results of these experiments were then compared to results of simulations where several AI algo-
rithms were tested. The differences between the performance of human subjects and that of AI
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algorithms , imply that human solving of Euclidean TSP is ba.<;ed on algorithms that are quite dif-
ferent from existing AI algorithms. The results of our psychological experiments suggest that the
main features of human problem solving are: using metric constraints (if it is possible) and building
only one path without substantial sidetracking. OUf future work will concentrate on formulating
a new algorithm which wHl be an adequate model of human problem solving of Euclidean TSP.
Furthermore, we will investigate the extent to which the results reported here generalize to other
types of problems.
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Figure captions
Fig. 1 - Violation of trlangle inequality in the search graph.
Fig. 2 . Stimulus for the Euclidean case.
Fjg. 3 - Stimulus for the non-metrle case.
Fig. 4 - Proportion of trials where the path chosen was optimal. The graph shows results from
Experiment 1 averaged across all three subjects.
Fig. 5 - Average ratio of the length of the path chosen by subjects to the length of the optimal
path in Experiment 1. A "1.00" on the ordinate represents the length of the optimal path.
Fig. 6 • Average path length as a function of time used in Experiment l.
Fig. 7 - Average path length as a function of time pcr city used in Experiment 1. Different symbols
represent different time limits.
Fig. 8 • Average time used per city as a function of problem size in Experiment 1.
Fig. 9 - Proportion of trials where the path chosen was optimal as a function of problem size on
Euclidean problems.
Fig. 10 - Average ratio of the length of the path chosen by subjeds, or algorithms, to the length
of the optimal path as a function of the number of cities. A "1.000" 011 the ordillate represents
optimal path length.
Fig. 11 - Average path length as a function of time used on Euclidean problems.
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