The accuracy of locating attributes on topographic surfaces when, using GPS in mountainous areas, is affected by obstacles to wave propagation. As part of this research on the semi-automatic detection of landslides, we evaluate the accuracy and spatial distribution of the horizontal error in GPS positioning in the tertiary road network of six municipalities located in mountainous areas in the department of Cauca, Colombia, using geo-referencing with GPS mapping equipment and static-fast and pseudo-kinematic methods. We obtained quality parameters for the GPS surveys with differential correction, using a post-processing method. The consolidated database underwent exploratory analyses to determine the statistical distribution, a multivariate analysis to establish relationships and partnerships between the variables, and an analysis of the spatial variability and calculus of accuracy, considering the effect of non-Gaussian distribution errors. The evaluation of the internal validity of the data provide metrics with a confidence level of 95% between 1.24 and 2.45 m in the static-fast mode and between 0.86 and 4.2 m in the pseudo-kinematic mode. The external validity had an absolute error of 4.69 m, indicating that this descriptor is more critical than precision. Based on the ASPRS standard, the scale obtained with the evaluated equipment was in the order of 1:20000, a level of detail expected in the landslide-mapping project. Modelling the spatial variability of the horizontal errors from the empirical semi-variogram analysis showed predictions errors close to the external validity of the devices.
INTRODUCTION
The accuracy evaluation of topographic attributes acquired with geo-referencing is an important element for the delineation and characterization of landslides in mountainous areas. Positioning based on GPS satellites allows for the fast localization of the attributes required for geomorphologic studies (Malamud et al., 2004a; Fiorucci et al.,2011) . However, circumstances such as atmospheric effects and the presence of obstacles (multipath effect) affect the accuracy and, therefore, the obtainment of position and reliable geometric attributes (Valbuena et al., 2010) for the processes of landslide cartography validation.
The differential GPS (DGPS) is used to improve accuracy and precision in positioning and navigation. However, these characteristics are more effective if there is a decreasing of peripheral obstruction (Martin et al., 2001) . Some comparative studies (Yoshimura & Hasegawa, 2003) , applied to several types of terrain, showed that DGPS reduces the horizontal error with a greater success on open areas.
The Municipal Road Inventory uses cartographic-grade GPS to georeference field points. The 12 channel single-frequency receivers provided accuracies between 2 m to 5 m for mapping in post-process. However, they could be worst under mountainous conditions and poor satellite geometry.
The objective of this study is to evaluate the horizontal accuracy errors for field points. The data was obtained by using DGPS, in the static and dynamic mode, over road networks. * Corresponding author
METHODS

Methodology
To determine and assess the accuracy of the GPS coordinate measuring instrument for type mapping, the department of Cauca, Colombia was used with the sample coordinates WGS84 77
• 22'43,506"W, 1
• 36'40,032"N and 76
• 31'51,169"W, 3
• 08'19,7115"N. This location is characterized by mountainous areas with steep slopes that hinder wave propagation, affecting accuracy because of the multipath effect and increasing errors in topographic surveys (Ali et al., 2005) .
In this study, we analyzed the sources of traceable error by differentiation, the test method and the results of positioning accuracy by using static and cinematic GPS relative positioning techniques. We considered the following sources of variation postprocess: (1) positioning time (2) distance to the base station (2) dilution of precision (3) DEM elevation point, (4) and the GPS mapping equipment model used.
The horizontal errors were analyzed in terms of precision and accuracy. Accuracy refers to the closeness of the sample mean to the true value, and precision is related to the proximity of repeated observations of the mean of a sample (Yoshimura & Hasegawa, 2003) .
The accuracy of the equipment was evaluated by comparing the corrected, retimed back to 1995, coordinates with the geodesic network of the city of Popayan. In the aforementioned network, the two models of GPS mapping equipment were assessment with the metrics precision and accuracy.
The precision were evaluated with statistical analysis of database obtained from qualitys parameter of DGPS procedures with software of both devices.
Further analysis obtained by applying the nonparametric technique of Principal Component Analysis showed relationships between the quality variables reported by the post-process method of differential correction.
Georeferencing
The method of data collection was carried out with quick localization of the attributes on the geometry of the tertiary road network, with the use of GPS (Hasegawa & Yoshimura, 2007) . The occupancy gaps were 5 minutes for the landmarks, shape 1 in the database of the inventory road, and 1 second for the road axes or shape 2 in the database of the inventory road, using Magellan Mobile Mapper 6 receiver, 2009 model and Mobile Mapper 4.6 receiver, 2015 model. The observable ones from the permanent stations of the MAGNA-ECO Network of the IGAC at the zero order, Cali and Popayán, were downloaded, with rates of 30 seconds.
When taking the field points, we used the relative GPS positioning technique, which determines relative positions using one single-frequency receiver and the information of the closest base to establish the vector between two extreme points of a baseline. Since absolute positioning only uses one recipient, the accuracy is low, but in relative positioning, if the distance between the two receivers is not very large, the relative error is good and most errors, such as clock error, orbital error, and atmospheric errors, among others, can be eliminated through differential correction (Dong-feng et al., 2009 ).
This technique allowed us to take point-type objects or Landmarks with five minutes of positioning in a static mode. However, to achieve adequate precisions, an optimal satellite configuration and favorable weather conditions must exist. In the case of the road axes or polyline-type objects, we used a pseudo-kinematic method wherein the rover goes to each point of the unknown positions in a continuous manner. The time lapse between the first session in one station and the next session should not exceed one hour. This causes an increase in the geometric force of the observations due to changes in the geometry of the satellites that occur during the time periods; that is, with the pseudo-kinematic method, these changes in the satellite geometry are accounted for, so the coordinate information is the best.
The preparation of GPS surveys requires taking into account the Dilution of Precision (DOP), a-dimensional number that reckons the purely geometrical contribution of the satellite position to the uncertainty in a fixed position. The smaller the value is, the better the geometry (Langley, 1999) .
The accuracy of the coordinates is determined by post-processing the data; for which downloading data from CORS is required (Continuously Operating Reference Stations) in a RINEX format, uploading the data to computer software (Berber et al., 2012) to possess the raw data recorded in the field.
Post-processing
A common method for removing the main sources of error and improving the accuracy of positioning is to use the principle of differentiation. With Differential GPS (D-GPS), a mobile unit receives corrections for pseudo-ranges measured from a base station and obtains the positioning point with the corrected values.
The use of corrected pseudo-ranges improves the accuracy of positioning with respect to the base station.
However, all D-GPS systems suffer from some drawbacks: the requirement for the existence of a base or a reference station; the need for simultaneous observations in both the reference and the unknown point; and the need for a receiver to operate in the neighborhood of the reference station. Since the correlation error decreases with distance, the corrections in the reference station do not replicate the conditions at the rover position. The accuracy of the D-GPS method, in forested areas with single frequency equipment, is considered to be between 2 and 3 m according to studies reported by (Beryouni et al., 2012) .
The dispersion of the observations is the standard deviation, for which, the accuracy of each survey is reported as the standard deviation in its horizontal component. With n being the number of times registered, the proprietary software calculates precision as:
The high values of absolute error can show low precision values, suggesting that the analysis of the horizontal absolute error is a better descriptor of performance of the GPS system than the accuracy calculated by proprietary software (Valbuena, 2010) . Some authors agree that the use of the measurement of standard deviation is insufficient for the evaluation of the precision (Sigrist et al., 1999) .
The results are expressed in terms of RMS (Root Mean Square) according to the expression:
Where e is the error and n the number of points.
The specifications of precision are based on the assumption that errors follow a Gaussian distribution. The derivation of precision measurements should consider the fact that extreme values exists and that the distribution of errors can be abnormal. Therefore, it is necessary that the precision measurements not be influenced by a skewed distribution of errors. The approach with robust statistical methods allows for the technical treatment of extreme values and separates them from the precision measurements of the fundamental assumption of a normal distribution (Höhle & Höhle, 2009) .
If the distribution of errors had a normal behavior and there were no extreme values, the error metrics of the root mean square, the average error and the standard deviation would be appropriate as descriptors of precision, and ranges from the systematic error or mean and standard deviation. If the metric of precision is based on a confidence level of 95%, this range is given by (Mikhail & Ackerman, 1976) .
A robust measure of quality is the median (me), which is a robust estimator for bias, is less sensitive to extreme values in the data than the average error and gives a better distributional summary for skewed distributions. A robust and free description of
The International Archives of the Photogrammetry, Remote Sensing and Spatial Information Sciences, Volume XLI-B2, 2016 XXIII ISPRS Congress, 12-19 July 2016, Prague, Czech Republic the precision measurement is obtained by reporting the sampling quantiles of the absolute differences distribution. Absolute errors are used because of the interest in the magnitude of the errors. In addition, absolute errors allow statements of probability without having to assume symmetrical distribution. If the problem involve large tails in the error distribution due to a large number of extreme values, an alternative approach to estimate the scale of the errors is the use of a robust scale estimator, such as the Deviation Absolute of the Normalized Median (NMAD) (Höhle & Höhle, 2009) .
Where: ej, indicates the individual errors, j, and me is the median of the errors.
RESULTS
The results of the GPS precision for the point-type and polyline type objects, obtained in the processes of differential correction of the raw data from the geo-referenced tertiary road network are presented below, under the following parameters: Distance to the base, GPS Horizontal Accuracy -HRMS-, then, a specific analysis of the spatial variability for Landmarks and ANOVA test. The Continuously Operating Reference Stations (CORS) of the SIRGAS network were BUEN, CALI, POPA and PSTO. The baseline vectors had lengths between 3.9 km and 148.5 km (Table  1) .
Distance to the base
Some researches (Dogan, 2014) have analyzed GPS data with baselines of different lengths, ranging from 6 to 237 km, but with positioning time between 4 h and 24 h. Although the scope of this research was metric precision, the range of the baselines was the same. For the test conditions, an average precision of 1,358 m and an average accuracy of 2,393 m were found in terms of Root Mean Square Error. As observed, the error was more critical when found by comparing a pattern than when obtained by the differential correction process or precision, which is consistent with the results of (Yoshimura & Hasegawa, 2003) . No significant differences were found in the sensitization of the equipment, the software processing precision (p = 0.02), nor in the accuracy (p = 0.47).
Principal Components Analysis:
The decomposition of the main components into a database with geo-referenced landmarks quality information allowed for the establishment of the associations reported in The results seen before indicating the proximity to the base station did not imply high accuracy. There were other factors, such as the multi-path effect, that affected the precision of the georeferences made. Only one municipality showed a defined linear relationship between the horizontal precision and the precision dilution.
The full data projection of the Landmarks study area on a factorial plane of the PCA - Figure 2 -shows a regular direct linear In the static mode, with positioning times of 5 minutes, we obtained horizontal accuracies lower than 2.45 m, corresponding to 95% of the values of the overall horizontal error distribution in the six locations that were analyzed. This results are according to (Beryouni et al., 2012) .
3.3 Evaluation of quality in the dynamic mode 3.3.1 Horizontal error in dynamic mode for road axes: For the road axes, in the dynamic mode, the repeatability requirement was not met because each points holding time was only one second. For these objects, obtained in the dynamic mode, one must take into account the bias or asymmetry of the data and apply robust estimators to consider that effect. The third order moments indicated a positive asymmetric behavior of the distribution of the residual horizontal precision. The municipalities with the more extreme skewed behaviors were Argelia and Balboa.
Another graphic diagnosis tool to check the deviation from the normal distribution is the quantile -quantile (Q-Q) graph Figure 3 . The quantiles of the empirical distribution function are drawn against the theoretical quantiles of the normal distribution.
If the error distribution is normal, the Q-Q graph should produce a straight line. A deviation from the straight line indicates that the error distribution is not standard. One can also apply formal statistical tests to investigate whether the data originated from a standard distribution, but these tests are often more sensitive to extreme data sets (Höhle & Höhle, 2009 ). Here, we present the results. It can be observed that the distribution of the global residuals does not follow a Gaussian behavior and, therefore, robust methods must be applied to treat skewed distributions and report precision metrics.
According to (Höhle & Höhle, 2009) , the metrics of GPS precision for road axes are presented in Table 6 for the general results of the municipalities. Table 6 : Metrics of precision for the asymmetrical precision of road axes
As can be noted when comparing the results of the 68.3 quantile with the absolute deviation from the standard median, there was a high discrepancy. This reinforces the fact, more so than the normality tests indicated above, that the distribution of the horizontal precision of road axes was not Gaussian and, therefore, the error metric of the Root Mean Square was not appropriate for reporting the precision since it is based on the assumption of normality.
Consequently, the most appropriate metric of precision for skewed distributions was the Deviation Absolute of the Normalized Median; the unscrewed estimator of Standard Deviation in the case of precise symmetric distributions. Since the Deviation Absolute of the Normalized Median is the statistical parameter of precision, we reported that it was affected by a factor of 1.96, which corresponds to a confidence level of 95% as a Probable Circular Error value for purposes of comparison with the reported Tolerance of 5 m defined in the specifications mapping.
Below, we present the results in Table 7 with comparison to the estimated and accepted tolerances. This from the Colombian control agencies for the metric on national road inventories. In the kinematic mode, we included, with a previous demonstration of bias in the distribution of horizontal error, the robust estimator of the absolute deviation of the standardized median (Höhle & Höhle, 2009 ) with a maximum error of 4.20 m, at a confidence level of 95%. These results agree with horizontal positional errors of precision obtained by (Yoshimura & Hasegawa, 2003) .
The error corresponds to a scale of 1: 20000, taking in account the maximum error found for a confidence level of 95% (4.2 m) and according to the ASPRS (1990) (Fgdc, 1998) standard.
Multivariate Analysis of quality parameters:
An analysis of the principal components among the variables of quality for polyline-type objects, obtained from the differential correction procedure, yielded the following results, Table 8 .
Two municipalities had a regular positive linear correlation of horizontal error and dilution of precision. But, this direct relation was low with the elevation of the points that formed the road axes. Table 8 : Linear relations between the average horizontal error of road axes and the other quality parameter
The projection of the variables encased in all the areas of study, of road axes, in the circle of correlations between the PCA, are shown in the Figure 4 . We found a strong direct linear relationship between the horizontal error and the vertical error, a regular direct linear relationship with the dilution of precision and a low direct linear relationship with the distance to the base and elevation (height). 
Analysis of the spatial dependency
The spatial autocorrelation measures the relationship between the values of the variable according to the spatial arrangement of the values (Cliff & Ord, 1973) . A popular measure of the spatial autocorrelation is the Moran Index. The result is positive when nearby areas have a similar value and negative when they have different values close to zero and when the attribute values are randomly organized. The calculation of the index in the municipalities listed in the tables above yielded values of 0.05; 0.02; 1.09; -0.01; -0.02; 0.12. We obtained high spatial proximity to the horizontal GPS error in the municipality of Balboa. However, the only way to obtain an adjustment of a mathematical model of autocorrelation (Webster & Oliver, 2001 ) to the empirical variogram, was the analysis of the total dataset of errors in the six municipalities ( To predict the horizontal GPS error at the centroids of the six analyzed municipalities, we used the Ordinary Kriging method (Isaaks et al., 1989) . This gave an estimate of error for an HRMS prediction (with Matern models) at a confidence level of 95% in the range of 1,968 m to 2,568 m, with an average of 2,347 m (Table 10) ANOVA was used to determine the effect of the equipment model, and the static-cinematic measurement methods for the horizontal GPS error.
According to Table 11 , the horizontal precision with the equipment used and the two geo-referencing field procedures differed significantly (p < 0.001). But, in the case of the kinematicsmethod, this results did not occur due to the strong asymmetry of the GPS data.
We found significant differences in the evaluation of the horizontal precision with the equipment used and the method of georeferencing according to (Valbuena et al., 2010) .
CONCLUSIONS
The internal and external validity tests performed on the equipment used in the geodetic network of the city of Popayan, done Table 11 : ANOVA results for horizontal precision according to the equipment and method employed by comparing coordinates at the ITRF1995.4 time, revealed that they complied with the maximum horizontal error tolerance of less than 5 m. However, the external validity or accuracy was higher than the internal validity (precision) indicating that it was more critical in assessing the quality of the GPS geo-references.
The horizontal precision of the static geo-references derived from the differential correction software, in the selected equipment for satellite measurements (300 measurements per point) provided maximum values of 4.65 m. This indicates that the maximum tolerance (<5 m) in 100% of cases was achieved.
As an estimate of the GPS horizontal precision, we selected the robust statistical: Absolute Median Standard Deviation (NMAD) to consider the effect of bias in the residuals without removing extreme values. The NMAD value, affected by a factor of 1.96 for a reliability of 95%, corresponded to maximum value of 4.20 m. The standard errors at two sigma (95% confidence) were less than the specified tolerance of 5 m. As a result, the satellite surveys of the road axes complied with the maximum tolerance of 5 m.
The multivariate analysis of the geo-references quality variables allowed us to conclude that there was a significant direct relationship between the horizontal precision and the dilution of precision in both the static and kinematic modes. On the contrary, the linear relationship decreased with greater distances from the base.
Despite the fact that the results of the horizontal error prediction, with the Ordinary Kriging method in the centroids of the analyzed municipalities, showed an overestimation in the prediction values, the horizontal GPS error values estimated an average of 2,347 m, similar to the results of the external validation of the equipment (2,393 m). This may indicate the potential of the Kriging method for evaluating the accuracy of geo-references.
The quality evaluation of the geo-references in the static and kinematic modes showed a horizontal error at a confidence level of 95%, less than 5 m, which corresponds to a scale of 1: 20000. This assessment provides a basis for obtaining a process of attributes and validation for current research the semi-automatic detection of landslides at a semi-detailed scale that is being carried out in the study area.
