1. 1. Accordina to the claims for the foJ~me~t system A'OTOMl'Jtll one ehoulcl be able to formalize many mathematical fields in it in such a precise and complete fashion that machine verification becomes possible. The flexibility required to meet the indicated universality is provided by having a rather meagre basia system. The AUTOMATH user himself has to add appropriat.e pnmitive notions to the basic system in order to introduce the concepts and axioms specific to the part of mathematics he likes to consider. In this respect, the basic system may be compared with some usual system of lozic (e.g. first order predicate calculus) to which one adds mathematical axioms in order to form mathematical theories.
1.2. In spite of this analozy however the basic system itself does not contain any logic in the usual sense. Basic for the system are the concepts of type and jUnction (instead of, e.z., the concept of set or of natural number), which are formalized by a certain typed A-aatauZus.
When representing mathematics in AUTOMATH one has to deal with the question of ao~ng: How to formalize zeneral mathematical concepts in the form of types and jUnctions (see section 2.2). Clearly an appropriate formalization will incorporate as much as possible of the basic type-and-function framework. Section 3 discusses this coding problem and in particular proposes a suitable way of representing propositions, predicates and proofs (a funationaZ inte:rpNtation of lozic).
1.3. In order to satisfy the claim of automatic verification of correctness the system certainly has to be decidable (and even feasibZy dsaidabZe on nowexisting computing machines). Since many common mathematical theories produce undecidable sets of theorems we must conclude that we cannot expect the computer to do all our work. Indeed theorems have to be given together with their proofS in order to allow verification. Thus the correctness produced by the machine verification covers the arguments leading from axioms to conclusions only. The AUTOMATH user himself is responsible for his choice of primitive notions and all the coding (and decoding) involved.
of the functions from a to a. More generally, the function types are formed by taking products, as follows: The language allows one to express dependence of types on objects (of some given type). That is, one can describe certain families of types a indexed by the objects xof a given type a. Now X every function type is formed as the generatised Ca!'tesian. produat of such a , usually denoted n .a , and containing as objects just these functions X X x~::a that associate to any object x of type a an object of type a • The type X a + a is the special case where all a are a fixed type a. 
Expressions, degrees and formulas; correctness
The language as such only expresses the constructions of types and objects and the typing relations between objects and types.
The e:xpressions of the language have d/Jgree l, 2 or 3. Types and objects are denoted by expressions of degree 2 and 3 respectively (for short 2-expressions, 3-expressions). For convenience we introduce the 1-expression ~ to provide a type for the types. Further !-expressions will be introduced in sections 3 and 4. Expressions and formulas are co~ot if they are constructed according to the rules of the language, which are informally discussed in the sequel. Here either a is .ElE!. (and p is a type-constant) or in the current context we have a !!le! already (p being an object-constant).
Variables and contexts
All correct substitution instances p(A 1 , ••• ,-\) of such a constant-expression p(x 1 , ••• ,Xk,) are then produced by the substitution mechanism, described above.
For example, the concept of suooessor in the natural number system can be introduced under the assumption x.! nat by stating: successor(x) .! nat.
Using the substitution mechanism we get successor ( 1) E nat successor(successor(J)) ! nat, etc • Notice that primitive constant-expressions may not only contain object-variables (like the x in successor(x)) but also type-variables.
Abbreviations
In mathematics one often introduces abbreviations, i.e. new names for possibly long and complicated expressions. In AUTOMATH this abbreviation facility is also present; indeed, it will appear that by the particular format of the language every derived statement gives rise to the introduction of a new defined constant. Although this kind of explicit definition is often considered theoretically uninteresting, we feel that it is essential in practice for the actual formalization and verification of complicated theories. 
Functional abstraction: A-calculus
We have mentioned functional abstraction and application as further tools for constructing expressions. By these devices a form of typed A-calculus is incorporated into the basic system. In A-calculus, intuitively speaking, Ax.B denotes the function which to any object x associates the object B. i) B is a function and so has a domain, say a. ii) A is an object of type a.
The notation <A>B, with the argument in front 1 is somewhat unusual; it is convenient however since abstractions are written in front too. Example: As an alternative expression for the number 3 we might introduce 3alt :
• <2>succfun E nat • 2. 12. Equality We will define a relation of definitionat equaUty among the correct expressions, appropriate to the interpretation of expressions suggested above. The relation is denoted • ••• and generated by:
The latter is generated in turn by B-equatity, = 6 , and n-equality, =n· Usually in >..-calculus the >..-equality also explicitly embodies a-equatity (renamr ing of bound variables). In this note however we take the point of view of simply ignoring the names of the bound variables. Assume an AUTOMATH book is given, in which the variable 1k has been intro- 
16. Paragraph system
For each variable and constant it must be possible to retrace from which line it originates. This condition is clearly satisfied when all names are unique. A more liberal method of naming however is allowed by the socalled paragraph system, for a description of which we refer to Zandleven [JJ, section 11]. Both shorthand facility and paragraph system do not really concern the language definition but are present for convenience only. 
Propositions as types
So far we have introduced !Z£! as the only )-expression. We hadE !!l£! and r! E for the types E and the objects r of type E respectively. Now we introduce another !-expression, the basic symbol ~· Originally in AUT-68 no distinction was made between~ and~· The latter !-expression acts just like !le! and was introduced later to allow difference of treatment between types which are to be considered as propositions and types which are just types of objects.
If E !~we consider E as a proposition. If further r ! E, we consider r as some construction establishing the truth of E (a "proof" of E). Thus the formula r E E is conceived as assepting the proposition E.
Interpreting implication
Let a ! ~ and a ! ~· Now we may say we have a "proof" of the implication a + a if from an assumption of the truth of a we can argue and conclude the truth of a. That is, if for any construction establishing the truth of a we can produce a construction for the truth of B or, equivalently, if we have a map from "proofs" of a to "proofs" of B.
Now in AUTOMATH terminology: we say we "prove" a + B if for any x E a we can produce some B! B. 
Assumptions, axioms, theorems
In AUTOMATH-books the E-formula r E E for proposition E can occur in the usual three kinds of lines again:
These must be interpreted as assunptions: "let E hold" or "let x be a proof of E". Now in a line where x is valid we may refer to x whenever we want to use the assumed truth of E. ii) PN-lines: a* p :• ! ! ! E.
These serve as axioms, or rather as axiom schemes (by the dependence on the variables contained in the context a). This is because function-like !-expressions are absent in AUT-68.
Thus we can discuss explicitly constructed families of types a where x X ranges over some type a (namely by forming the abstraction expression [x,a]6[x]) but we cannot discuss arbitrary families of types indexed by x.! a. Indeed, we cannot introduce a family of types as a primitive notion or as a variable.
Supertypes or quasi-expressions
In AUT-QE on the other hand such arbitrary type-valued functions are admitt- We emphasize however that abstraction over such 2-variables (e.g. typevariables, prop-variables, predicate-variables) in AUT-QE is still forbidden, so both AUT-68 and AUT-QE may still be called fi~st-orde~ systems.
Type-inclusion and prop-inclusion
Just as in AUT-68 the function-like 2-expression f (cf. section 4.2) also codes its corresponding function space, i.e. the type of those g with domain a such that for A! a we have <A>g! <A>f. As .E.::2t behaves just like !l£!• the predicate P (cf. section 4.3) also denotes the proposition V~a·P(x).
As a consequence, we allow the transition from E ! [ x,a]!lf! to E ! type. and locally abbreviated by r*:
iii) 6) Rules of type-and prop-inclusion: The Church-Rosser theorem holds in the full >.-calculus as well as in typed systems. In AUTOMATH languages without n-reduction the standard >.-calculus proofs simply carry over (cf. [9] ). In fact, in view of strong normalization, a slightly easier proof can be given here. For, e.g.,AUT-QE, where we have n-reduction the proof is somewhat more complicated and depends heavily on the closure theorem. The author intends to publish this proof and the other proofs omitted in this section in his doctoral dissertation. 2) The "~ft-hand equality ru~" (compare with the rule of type-conversion, which is the "right-hand equality rule"): . Often, however, it is not necessary to compute normal forms for deciding A • B. For example, when A and B have different degrees one can easily draw a negative conclusion. Or more important, it generally happens that a few well-chosen reduction steps in A or B will result in a non-normal common reduct. The choice of efficient reduction steps here is a matter of st:r>ategy; the termination of a procedure which successively applies reduction rules to A or B is anyhow guaranteed by the strong normalization property, no matter in what order the reduction steps are applied. In order to prove the correspondence between decision procedure and language definition we must know that all the expressions in the reduction sequences from A and B to some common reduct are correct again. This is indeed the case by the closure theorem.
6.4.2. Deciding !-formulas and expressions 6.4.2.1. Assume B is a correct book and a a correct context; we must define a decision procedure for the correctness of !-formulas and expressions. It will appear that this problem can be reduced to the decision problem for •-formulas (but for the straightforward. task of checking the validity of the identifiers used).
Uniqueness of types
We know (by the rule of type conversion) that for all B' with r B = B' we have r A ! B * r A ! B'. *) Here we mean uniqueness with respect to definitional equality (•),in contrast with section 6.3.3, where we mean uniqueness with respect to ayntactic equality (~) . 
