Abstract. We present a generic algorithm for computing discrete logarithms in a finite abelian p-group H, improving the Pohlig-Hellman algorithm and its generalization to noncyclic groups by Teske. We then give a direct method to compute a basis for H without using a relation matrix. The problem of computing a basis for some or all of the Sylow p-subgroups of an arbitrary finite abelian group G is addressed, yielding a Monte Carlo algorithm to compute the structure of G using O(|G| 1/2 ) group operations. These results also improve generic algorithms for extracting pth roots in G.
Introduction
The discrete logarithm plays two opposing roles in group computations. As a constructive tool, discrete logarithms are the key ingredient in generic algorithms for extracting roots (including square roots in finite fields) [2, 23, 27, 31] and for computing group structure [7, 8, 26, 28, 30] . On the other hand, a wide range of cryptographic applications depend on the essential difficulty of computing discrete logarithms in the worst case (see [15] or [17] for a survey).
Typically the discrete logarithm is defined in the context of a cyclic group: for any β ∈ α there is a unique nonnegative integer x < |α| for which β = α x . More generally, given α = (α 1 , . . . , α r ), if every β ∈ α can be written uniquely as
1 · · · α xr r , with 0 ≤ x i < |α i |, then x = DL(α, β) is the discrete logarithm of β with respect to α, and we call the vector α a basis for the group it generates. We work in the computational framework of generic group algorithms, as defined, for example, in [26] . Thus we suppose that a "black box" is used to perform group operations, possibly including the provision of random elements, with each group element arbitrarily assigned a unique identifier.
We are interested in constructive applications of the discrete logarithm, but let us first recall the negative result of Shoup [24] . Any generic algorithm to compute discrete logarithms in a finite abelian group G with prime exponent 2 uses Ω(|G| 1/2 ) group operations. A matching upper bound is achieved, for cyclic groups, by Shanks' baby-step giant-step algorithm [22] and (probabilistically) by Pollard's rho method [20, 29] . Both algorithms can be generalized to compute discrete logarithms in any finite abelian group using O(|G| 1/2 ) group operations [7, 26, 28] .
However, when the exponent of the group is not prime, we can do better. This was proven for cyclic groups by Pohlig and Hellman [19] and later generalized by Teske [30] . 3 The Pohlig-Hellman approach relies on computing discrete logarithms in subgroups of the given group. The reduction to subgroups of prime-power order is straightforward, hence we focus primarily on abelian p-groups.
If α is a basis for a finite abelian group G of exponent p m and rank r, Teske's generalization of the Pohlig-Hellman algorithm computes DL(α, β) using (1) T DL (G) = O(m lg |G| + mp r/2 ) group operations [30, Thm. 6.1]. 4 When m = 1 this reduces to the O(|G| 1/2 ) upper bound mentioned above. If p and r are small (when computing square roots in finite fields, for example, r = 1 and p = 2) the first term dominates and the complexity becomes O(n 2 ), where n = lg |G|. For cyclic groups this can be improved to O(n lg n) [25, §11.2.3], and we achieve here an O(n lg n/ lg lg n) bound for arbitrary finite abelian groups when p and r are suitably bounded. More generally, Algorithm 1 computes DL(α, β) using (2) T DL (G) = O lg(m + 1) lg lg(m + 2) lg |G| + log p |G| r p r/2 group operations, improving the dependence on m in both terms of (1) . Discrete logarithms may be applied to compute the structure of a finite abelian group. Typically, one uses discrete logarithms to construct a relation matrix, which is then reduced to yield a basis by computing the Smith normal form [7, 8, 28] . We take a simpler (and faster) approach, using our algorithm for discrete logarithms to directly construct a basis. Given a generating set S for a finite abelian p-group G of rank r, we give a deterministic generic algorithm to construct a basis using (3) T B (S) = O lg 2+ǫ |G| + (|S| − r + 1)T DL (G) group operations, improving the O(|S||G| 1/2 ) result of Buchmann and Schmidt [8] . The bound in (3) is minimized when |S| ≈ r. If we pick a random subset S ⊂ G, of size r + O(1), then S generates G with very high probability [21] . When combined with an algorithm to compute the group exponent, this yields a generic Monte Carlo algorithm to compute the structure of an arbitrary finite abelian group using O(|G| 1/2 ) operations. When sufficiently tight bounds on the group order are known, this can be converted to a Las Vegas algorithm.
This approach can also be applied to a Sylow p-subgroup H ⊂ G. If the group exponent (or order) is known, the complexity then depends primarily on the size and shape of H, not G. This is useful when extracting pth roots in G, which only requires a basis for H [27].
Abelian p-groups and Young tableaux
We begin by describing a bijection between finite abelian p-groups and Young tableaux that motivates our approach and allows us to fix some terminology.
We work in this section and the next with a basis α = (α 1 , . . . , α r ) for an abelian p-group G of order p n , exponent p m , and p-rank (rank) r. We let |α i | = p ni and 3 Pohlig and Hellman credit Roland Silver, and also Richard Schroeppel and H. Block, for (unpublished) independent discovery of the same algorithm [19, p. 107] . 4 Teske actually addresses a more general problem: find the minimal nontrivial solution (x, y)
to β y = α x , which we consider in Section 4. Note that we use lg x = log 2 x throughout.
assume that m = n 1 ≥ · · · ≥ n r ≥ 1. Up to isomorphism, G is determined by the integer partition π(G) = (n 1 , . . . , n r ). For example, if
is a partition of n = 9 into three parts, with Young diagram:
A cyclic group has r = 1 and a single row in its diagram, while a group with prime exponent has m = 1 and a single column. In our example, G has r = 3 and m = 5. For each β ∈ G, we regard x = DL(α, β) as an element of the ring
The additive group of R α is isomorphic to G, via the map x α x (the inverse map sends β to DL(α, β)). We may write the components of x ∈ R α in base p as
where x i,1 is the most significant digit (and may be zero). We can then represent x (and β = α x ) by a Young tableau of shape π(G) with label x i,j in the ith row and jth column. For our example G in (4), if p = 2 and x = (13, 5, 1), we have . We wish to split the tableau above into left and right halves, allowing us to write
The vector q is a "shift" vector whose components are powers of p, while v and u correspond to the left and right halves of x respectively. These vectors are obtained by computing discrete logarithms in certain subgroups of G, as we now describe.
If we multiply x (exponentiate β) by the integer scalar p k , this shifts the labels of the tableau to the left k places, leaving zeros on the right. In our example, if k = 2, we have 4x = (20, 4, 0), yielding 
which has a basis 5 γ defined by γ i = α 5 Our definition of a basis allows γ to contain trivial elements. In practice we may truncate γ.
The vector u is an element of R γ , but as a vector of integers written in base p, each component of u contains the low order m − k digits of the corresponding component of x. We may "clear" these digits of x to obtain z ∈ R α by subtracting u from x (in Z r ), to obtain a reduced element of R α . In our example we have u = (5, 1, 0), z = (8, 4, 1) and the tableau has order at most p k and lies in the p k -torsion subgroup This equation effectively reconstructs the tableau in (6) by gluing together the bold portions of the tableaux in (7) and (9) . Note that u and v were defined via discrete logarithms in the subgroups G
respectively. This suggests a recursive approach, leading to base cases in subgroups corresponding to single columns in the Young diagram of G.
Computing discrete logarithms
A recursive algorithm, along the lines suggested above, yields an improvement over the result of Teske [28] , and in the cyclic case is equivalent to Shoup's balanced divide-and-conquer version of the Pohlig-Hellman algorithm [25, 11.2.3] . However, we can achieve a further speedup by broadening the recursion tree, allowing us to take advantage of fixed-base exponentiation techniques. At the same time, we can structure the algorithm to facilitate precomputation, an important practical optimization in applications that rely heavily on discrete logarithms [4, 27] .
We will need to compute discrete logarithms in various subgroups of the form
for nonnegative integers j < k. The subgroup G(j, k) consists of all p j th powers of order at most p k−j , and corresponds to columns j + 1 through k in the diagram of G. If G has exponent p m , then G = G(0, m). We wish to obtain a basis for G(j, k) from our given basis α = (α 1 , . . . , α r ) for G. To this end, let n i = log p |α i |, let q i = p j+max(0,ni−k) , and define
Then α(j, k) is our desired basis, as we now show.
Lemma 1. Let α = (α 1 , . . . , α r ) be a basis for a finite abelian G, and let j and k be nonnegative integers with j < k. Then α(j, k) is a basis for G(j, k).
Proof. Let γ = α(j, k). We first show that γ is a basis for γ . Suppose for the sake of contradiction that γ x = γ y with x, y ∈ R γ distinct. We must have x i = y i for some i, which implies γ i = 1 G and q i |γ i | = |α i |. We also have α q(j,k)x = α q(j,k)y . As q i x i and q i y i are distinct integers less than |α i |, the vectors q(j, k)x and q(j, q)y are distinct elements of R α . But this is a contradiction, since α is a basis.
We now prove γ = G(j, k). Every γ i is a p j th power (since p j |q i ) and has order at most
We now give a recursive algorithm to compute discrete logarithms in G(j, k), using α(j, k) and q(j, k) as defined above. Note that if j ≤ j
, and we may then write q(j
We assume the availability of a standard algorithm for computing discrete logarithms in the base cases, as discussed below. Algorithm 1. Given a basis α for a finite abelian p-group G and t ∈ Z >0 , the following algorithm computes DL α (j, k, β) for integers 0 ≤ j < k and β ∈ G(j, k):
as a base case and return x.
2. Choose integers j 1 , . . . , j w satisfying j = j 1 < j 2 < . . . < j w < j w+1 = k. 
Return x.
Example 1. Let G be cyclic of order p 19 with basis α, j = 6 and k = 13. Then q(6, 13) = p 6+max(0,19−13) = p 12 and α p 12 is a basis for G(6, 13). Let j 2 = 8 and j 3 = 11, so that (6, 13] is partitioned into sub-intervals (6, 8] , (8, 11] , and (11, 13] . We then have q(11, 13) = p 17 , q(8, 11) = p 16 , q(6, 8) = p 17 , and also q(8, 13) = p 14 . For β ∈ G(6, 13), Algorithm 1 computes
The final value x = x 1 contains 7 base p digits: 2 in v 1 , 3 in v 2 , and 2 in v 3 .
Example 2. Suppose instead that G is cyclic of order p 9 , but keep the other parameters as above. We then have q(6, 13) = p 6 , q(11, 13) = p 11 , q(8, 11) = p 8 , q(6, 8) = p 7 , and q(8, 13) = p 8 . For β ∈ G(6, 13), the algorithm now computes
The computation of x 3 requires no group operations; the algorithm can determine α(11, 13) = 1 G from the fact that 11 ≥ 9 (since |α| = p 9 is given). The final value x = x 1 contains 3 base p digits: 2 in v 1 and 1 in v 2 .
These examples illustrate the general situation; we compute discrete logarithms in r cyclic groups in parallel. The second example is contrived, but it shows what happens when a cyclic factor of G has order less than p k . We assume that no cost is incurred by trivial operations (those involving the identity element). As a practical optimization, the loop in Step 4 may begin with the largest i for which γ i = 1 G (it will compute x = 0 up to this point in any event).
The correctness of Algorithm 1 follows inductively from the lemma below.
Lemma 2. Let α be a basis for a finite abelian p-group G and let j, j ′ , k ′ , and k be integers with 0 ≤ j ≤ j ′ < k ′ ≤ k. For all β ∈ G(j, k) the following hold:
Proof. For (i), note that β is a p j th power, so β p j ′ −j is a p j ′ th power, and every element of α(j ′ , k) is a p j ′ th power, hence γ is a p j ′ th power. We also have
It follows from the definition in (12) 
Thus γ has order at most p
, and s in (ii) is well defined. Now
and therefore α(j
We now consider the parameter t in Algorithm 1. If p r is small, we precompute a lookup table for G(0, t), containing at most p rt group elements, for some suitable value of t. This will handle all the base cases, since they arise in subgroups G(j, k) of G(0, t), where k − j ≤ t. This is especially effective when one can amortize the cost over many discrete logarithm computations, in which case a larger t is beneficial. In applications where p r = O(1), one typically chooses t to be logarithmic in the relevant problem size (which may be larger than |G|).
When p r is large, we instead set t = 1 and use a standard O( √ N ) algorithm for computing discrete logarithms in finite abelian groups. A space-efficient algorithm derived from Pollard's rho method is given in [28] , and a baby-steps giant-steps variant can be found in [26, Alg. 9.3 ] (see Section 6 for optimizations).
When partitioning the interval (j, k] into subintervals in Step 2, we assume the subintervals are of approximately equal size, as determined by the choice of w. The choice w = k − j limits the recursion depth to 1 and corresponds to the standard Pohlig-Hellman algorithm. The choice w = 2 yields a balanced binary recursion tree. This might appear to be an optimal choice, but we can actually do better with a somewhat larger choice of w, using fixed-base exponentiation techniques.
We recall a theorem of Yao.
Theorem 1 (Yao 6
). There is an online algorithm that, given γ ∈ G and any input sequence of positive integers e 1 , . . . , e w , outputs γ e1 , . . . , γ ew using at most
lg e i lg lg(e i + 2) multiplications, where E = max i {e i } and c ≤ 2 is a constant.
7
The online algorithm in the theorem outputs γ ei before receiving the input e i+1 . If we set n = lg E, Yao's Theorem tells us that provided w = O(lg n), we can perform w exponentiations of a common base with n-bit exponents using just O(n) multiplications, the same bound as when w = 1. There are several algorithms that achieve Yao's bound [5, 6, 12, 14, 16] , and they typically require storage for O(n/ lg n) group elements.
Consider the execution of Algorithm 1 computing DL(α, β) = DL(0, m, β). It will be convenient to label the levels of the recursion tree with ℓ = 0 at the bottom, and ℓ = d at the top, where d is the maximum depth of the recursion. At each level the interval (0, m] is partitioned into successively smaller subintervals. We let s d = m denote the size of the initial interval at level d, and at level ℓ partition each interval into approximately w ℓ subintervals of maximum size s ℓ−1 = ⌈s ℓ /w ℓ ⌉ and minimum size ⌊s ℓ /w ℓ ⌋. In the tree above we start at level ℓ = 3 with s 3 = m = 100 and w 3 = 7, partitioning 100 into two subintervals of size s 2 = 15 and five subintervals of size 14. We then have w 2 = 5 and s 1 = 3, and finally w 1 = 3 and s 0 = 1. The base cases are all at level 0 in this example, but in general may also occur at level 1. The fan-out of each node at level ℓ is w ℓ , except possibly at level 1 (in this example, we cannot partition 2 into three parts).
Our strategy is to choose w ℓ ≈ min(lg(s ℓ lg p), s ℓ ) and apply Yao's Theorem to bound the cost at each level of the recursion tree by O(log |G|) group operations, not including the base cases. The standard Pohlig-Hellman approach reduces the problem to base cases in one level, potentially incurring a cost of O(log 2 |G|) to do so. A binary recursion uses O(lg |G|) group operations at each level, but requires O(lg m) levels, while we only need O(lg m/ lg lg m).
With these ideas in mind, we now prove an absolute bound on the running time of Algorithm 1. An asymptotic bound appears in the corollary that follows. Proposition 1. Let α = (α 1 , . . . , α r ) be a basis for a finite abelian p-group G with rank r and exponent p m . Set n i = log p |α i |, and let r j be the rank of the subgroup of p j th powers in G. There is a generic algorithm to compute DL(α, β) using
group operations, where c is an absolute constant independent of G.
When a probabilistic algorithm is used for the base cases (such as the rho method), the algorithm in the proposition is probabilistic and T DL (G) refers to the expected running time, but otherwise the algorithm is deterministic. The bound on T DL (G) depends only on the structure of G, not the basis α.
Proof of Proposition 1. We use Algorithm 1 to compute DL(α, β) = DL α (0, m, β) using t = 1. As discussed above, we label the levels of the recursion tree with ℓ = 0 at the base and ℓ = d at the root. We let s ℓ denote the size of the first interval at level ℓ, and assume that all others have size at least s ℓ − 1 and at most s ℓ . Thus s d = m, and we recursively define s ℓ−1 = ⌈s ℓ /w ℓ ⌉ down to s 0 = 1. To simplify the proof we use w ℓ = ⌈lg(2s ℓ )⌉ (independent of p), and assume n 1 = m.
There is a base case in G(j, j + 1) for each 0 ≤ j < m, with |G(j, j + 1)| = p rj . Applying either of the standard O( √ N ) discrete logarithm algorithms to the base cases yields the second sum in the bound for T DL (G), with c ≈ 2.
At level ℓ of the recursion tree, the total cost of Step 3 is bounded by
since m exponentiations by p are required. The total cost of the multiplications by γ i in Step 4a is bounded by T 2 (ℓ) = m ≤ lg |α 1 |.
All other group operations occur in exponentiations in
Step 4a. These are of the form α(j ′ , k) −x , where j ≤ j ′ < k. To bound their cost, we consider the cost T (α i , ℓ) associated to a particular α i at level ℓ. The exponentiation of α i is nontrivial only when j ′ < n i and x i = 0. Thus to bound T (α i , ℓ), we only count exponentiations with j ′ < n i , and only consider levels ℓ of the recursion tree with s ℓ−1 < n i , since at all higher levels x i will still be zero.
In the recursive call to compute DL α (j, k, β), we may compute α(j ′ , k) −x using fixed bases α
For each α i we can precompute all the α
for a cost of
At level ℓ > 0 with s ℓ−1 < n i , there are ⌈n i /s l ⌉ instances of up to w ℓ − 1 nontrivial exponentiations involving α i . These are computed using the common base α −qi i , with exponents bounded by E = min(p s ℓ , |α i |). Applying Yao's Theorem,
.
If s ℓ > n i , we replace ⌈n i /s ℓ ⌉ by 1 and lg E by lg |α i |, otherwise we replace lg E by s ℓ lg p. We then apply ⌈z⌉ ≤ 2z (for z ≥ 1) to remove both ceilings and obtain
which implies (w ℓ − 1)/ lg lg(E + 2) < 3. This yields T (α i , ℓ) < 26 lg |α i |.
It remains to bound the number of levels ℓ > 0 with s ℓ−1 < n i . This is equal to the least ℓ for which s ℓ ≥ n i , which we denote d(n i ). We derive an upper bound on d(n i ) as a function of n i by proving a lower bound on s ℓ as a function of ℓ.
We recall that s 0 = 1 and for ℓ > 0 we have w ℓ = ⌈lg(2s ℓ )⌉ ≥ 2 and s ℓ ≥ 2s ℓ−1 . This implies w ℓ ≥ l + 1 and s ℓ ≥ ℓs ℓ−1 ≥ ℓ! for all ℓ > 0. Stirling's formula yields a lower bound on s ℓ , from which one obtains the upper bound
valid for n i ≥ 14. The lexicographically minimal sequence of integers satisfying s 0 = 1 and s ℓ−1 = ⌈s ℓ /⌈lg(2s ℓ )⌉⌉ for all ℓ > 0 begins 1, 2, 4, 16, 121, 1441, . . ., and one finds that s 1 , . . . , s 13 satisfy (14), with ℓ = n i and
The total cost of all computations outside of the base cases is then bounded by
where we use d = d(n 1 ), and the constant c < 57. This yields the first sum in the bound for T DL (G) and completes the proof.
For the sake of brevity we have greatly overestimated the constant c in the proof above. Empirically, c is always less than 2, and typically close to 1 (see Section 6) .
The space used by Algorithm 1 depends on how the base cases are handled, but can be bounded by O(lg |G|/ lg lg |G|) group elements. There are at most
that need to be precomputed, which fits within this bound. In practice, additional precomputation using slightly more storage, perhaps O(lg |G|) elements, can accelerate both the exponentiations and the base cases [27] .
For many groups arising "in nature", both sums in the bound for T DL (G) are typically dominated by their first terms. Divisor class groups of curves and ideal class groups of number fields are, at least heuristically, two examples. One often sees an L-shaped Young diagram, with n ≈ m + r, where n = log p |G|. Algorithm 1 yields a useful improvement here, with a complexity of O(p r/2 ) versus O(mp r/2 ). More generally, we have the following corollary. Corollary 1. Let α be a basis for a finite abelian p-group G of size p n , exponent p m , and rank r. There is a generic algorithm to compute DL(α, β) using
group operations.
Proof. The first term is immediate from Proposition 1 since lg G = r i=1 lg |α i | and n i ≤ m for all i. For the second term, consider m−1 i=0 p ri/2 . We have r = r 0 ≥ r i and n = r 0 + · · · + r m−1 . For fixed r and n, the worst case, up to a constant factor, occurs when the r i are roughly equal (one uses Lemma 9 to prove this).
The asymptotic upper bound on T DL (G) achieved here is nearly tight for generic algorithms. When r = O(n), the bound in the corollary becomes O(p r/2 ), matching Shoup's Ω(p r/2 ) lower bound. Even when this is not the case, one may argue, along the lines of Shoup, that the sum p ri/2 in Proposition 1 is tight in any event. The first term in the corollary is O(lg 1+ǫ |G|), and one does not expect to do better than O(lg |G|), given an Ω(lg |G|) lower bound for exponentiation.
To complete our discussion of discrete logarithms, we give an algorithm to compute DL(α, β) in an arbitrary finite abelian group G. We assume that α is a prime-power basis for G, composed of bases α p for each of the Sylow p-subgroups of G. The construction of such a basis is discussed in the next section (and readily obtained from a given basis in any event).
Algorithm 2. Given a prime-power basis α for a finite abelian group G with |G| = N = q 1 · · · q k a factorization into powers of distinct primes p 1 , . . . , p k , and β ∈ G, the following algorithm computes x = DL(α, β):
1. Let M j = N/q j and compute β j ← β Mj for j from 1 to k.
2. Compute x j ← DL(α pj , β j ) using Algorithm 1.
The symbol "•" denotes concatenation of vectors. Since β qj j = 1 G , we must have β j ∈ α pj , and the components of α pj all have order a power of p j . The exponent vector x j is thus divisible by M j , since M j is coprime to p j and therefore a unit in each factor of the ring R α p j . The correctness of Algorithm 2 follows easily.
Let n = lg N . For k = O(lg n), the exponentiations in Step 1 can be performed using O(n) group operations, by Yao's Theorem. As k approaches n, this bound increase to O(n 2 /(lg n) 2 ), and one should instead apply the O(n lg n/ lg lg n) algorithm of [26, Alg. 7.4] . The total running time is then
group operations, where G pj denotes the Sylow p j -subgroup of G. For sufficiently large |G|, the bound for T DL (G) is dominated by the sum in (15).
Constructing a basis for a finite abelian p-group
For a finite abelian group G, the group structure problem asks for a factor decomposition of G into cyclic groups of prime-power order, with a generator for each factor. This is equivalent to computing a basis for each of the (nontrivial) Sylow p-subgroups of G. We first suppose that G is a p-group, then give a reduction for the general case in Section 5.
Typically, a basis is derived from a matrix of relations among elements of a generating set for the group [7, 8, 9, 28] . This generating set may be given, our obtained (with high probability) from a random sample. One then computes the Smith normal form of the relation matrix [11, §2.4] , applying corresponding group operations to the generating set to produce a basis.
Relations may be obtained via extended discrete logarithms. If α is a basis for a subgroup of G and β ∈ G, then EDL(α, β) is the pair (x, y) satisfying β y = α x that minimizes y > 0, with x ∈ R α . In a p-group, y is necessarily a power of p.
While our approach does not require us to compute EDL(α, β), we note that any algorithm for DL(α, β) can be used to compute EDL(α, β).
Lemma
Teske gives an algorithm to directly compute EDL(α, β), avoiding the lg(log p |β|) factor above, but this may still be slower than applying Lemma 3 to Algorithm 1. Alternatively, we may modify Algorithm 1 to solve a slightly easier problem. Instead of solving β y = α x , we seek a solution to β y = α yx . More specifically, let us define a function DL * α (j, k, β) that extends the function DL α (j, k, β) computed by Algorithm 1. If α is a basis for a subgroup of an abelian p-group G and β ∈ G, we wish to compute a pair (x, h), with x = DL α (j +h, k, β p h ) and h ≥ 0 minimal. It may be that there is no h < k − j for which such a pair exists, and in this case 9 we let h = k − j and x = 0. When α generates a subgroup with exponent p m , we use DL * (α, β) to denote DL * α (0, m, β). Algorithm 3. Let α be a basis for a subgroup of a finite abelian p-group G and let t ∈ Z >0 . Given β ∈ G and 0 ≤ j < k, compute (x, h) = DL * α (j, k, β) as follows:
as a base case. Return (x, h). 2. Choose integers j 1 , . . . , j w satisfying j = j 1 < j 2 < . . . < j w < j w+1 = k. 
Return (x, 0).
For t = 1, the base case simply computes x = DL(α, β) and returns (x, 0), or (0, 1) if a failure occurs. When t
> 1, one applies Lemma 3 (if a lookup table is used, this means O(lg t) table lookups and O(t lg p) group operations).
Aside from the computation of h and the possibility of early termination, Algorithm 3 is essentially the same as Algorithm 1. Indeed, assuming t = 1, if (x, h) is the output of Algorithm 3, the sequence of group operations performed by Algorithm 1 on input α x will be effectively identical (ignoring operations involving the identity). Thus the complexity bounds in Proposition 1 and its corollary apply.
To verify the correctness of Algorithm 3, we first note that if h = k − j then the first base case must have failed and the output (0, h) is correct. If h < k − j then it follows from the correctness of Algorithm 1 that x = DL α (j + h, k, β p h ). It is only necessary to check that h is minimal, but if not, the base case DL α (j+h−1, j+h, β ′ ) would have succeeded and h would be smaller.
We now explain how to construct a basis using Algorithm 3. Let us start with a vector α consisting of a single element of G. Clearly α is a basis for the cyclic subgroup it generates, and we would like to extend α to a basis for all of G by adding elements to it one by one. This will only be possible if our basis at each step generates a subgroup H that is a factor of G (meaning G ∼ = H × G/H). Some care is required, since H need not be a factor of G, but let us first consider how to extend a basis.
Given a basis α for a subgroup H of G, we say that γ ∈ G is independent of α if the vector α • γ = (α 1 , . . . , α r , γ) is a basis for α, γ , and write γ ⊥ α. The following lemma shows how and when one may use DL * (α, β) to obtain such a γ.
Lemma 4. Let α be a basis for a subgroup of a finite abelian p-group G, with n i = log p |α i |, m 0 = min n i , and m = max n i . Let β ∈ G and let γ = βα −x , where (x, h) = DL * (α, β). The following hold:
(ii) If |β| ≤ p m and |γ| ≤ p m0 then γ ⊥ α.
Proof. If h < m then x = DL * α (h, m, β), and we have β
since q(h, m), as defined in (12), has
and this cannot hold for any h ′ < h, by the minimality of h. Thus (i) holds when h < m. Now suppose h = m. Then x = 0, γ = β, and |γ| = |β| ≥ p h = p m . If |β| ≤ p m , then |γ| = |β| = p h , thus (i) also holds when h = m. To prove (ii), assume |β| ≤ p m | and |γ| ≤ p m0 , and suppose γ ⊥ α does not hold. Then there is a nontrivial relation of the form γ p j = α z , for some z ∈ R α and j < h, since |γ| = p h by (i). We claim that z is not divisible by p j , since
and if p j divides z we can set v = x + z/p j to obtain
which contradicts the minimality of h. We now note that if |γ| ≤ p m0 , then γ p j has order at most p m0−j . But α z has order greater than p m0−j , since some z i is not divisible by p j , and therefore |α
Lemma 4 not only tells us how to find independent elements, it gives sufficient conditions to ensure that this is possible. This yields a remarkably simple algorithm to construct a basis from a generating set S.
Start with α consisting of a single element of S with maximal order p m . Every β ∈ S then satisfies |β| ≤ p m = p m0 , and we may use Algorithm 1 to compute an independent γ = βα −x for each β. We can then choose one with maximal order to extend our basis α, and continue in this fashion until we have a basis spanning the entire group generated by S. Algorithm 4. Given a subset S of a finite abelian p-group, the following algorithm computes a basis α for G = S :
1. Set α ← ∅ and compute h i ← log p |β i | for each β i ∈ S.
If every
Otherwise pick a maximal h i , set α ← α • β i , then β i ← 1 G and h i ← 0.
For each
h i > 0: a. Compute (x, h) ← DL * (α, β i ) using Algorithm 3. b. Set β i ← β i α −x and h i ← h.
Go to
Step 2.
After
Step 1 we have (trivially) β i ⊥ α for all β i , and after
Step 2 we must have h i ≤ min(log p |α i |) for all h i . By Lemma 4, these statements remain true after
Step 3, and at every step the algorithm ensures that h i = log p |β i | and α, S = G.
If every h i = 0, then S is trivial and α is a basis for G. Some nonzero h i is set to zero each time Step 2 is executed, so this eventually happens. Note that when an element β i is appended to α, its order p hi is known, as desired.
Proposition 2. Given a set S that generates an abelian group G of size p n , exponent p m , and rank r, there is a generic algorithm to compute a basis for G using
group operations, where T DL (G) is as in Proposition 1, and c is an absolute constant independent of S and G.
Proof. We apply Algorithm 4, setting t = 1 in Algorithm 3. We assume that a table of all nontrivial p j th powers of each element of α is maintained throughout, for a total cost of at most 2 lg |G| group operations (this table can also be made available to Algorithm 3, avoiding the need for any precomputation). For each β ∈ S, computing |β| in Step 1 requires less than 2m lg p group operations. The cost of all the exponentiations in Step 3b related to β is bounded by 2 lg |G| (if we consider x = DL(α, β) for the initial value of β relative to the final basis α, each base-p digit of x is "cleared" in Step 3b at most once). The total cost of all steps other than 3a is thus O(|S| lg |G|) group operations, which is bounded by the sum of the first and last terms in the bound for T B (S), for a suitable constant c.
We now consider the cost of Step 3a for those β = β i ∈ S for which h i is never chosen in Step 2, meaning β i is never appended to α. There are exactly |S| − r such β. For each base case that succeeds in some computation DL * (α, β), the order of β is reduced by a factor of p in Step 3b, so there are at most m successful base cases relevant to β in the entire execution of Algorithm 4. Ignoring the cost of reaching the first base case, and failed base cases, the successful part of all the DL * (α, β) computations involving β corresponds to a single computation DL(α, β) with respect to the final basis α for G, which we bound by T DL (G).
When computing DL * (α, β), reaching the first base case involves exponentiating β (and precomputing α(j, k), but this was addressed above). The order of β is bounded by the order of the most recently added component α i of α, hence the total cost of all the initial exponentiations of β is at most r i=1 2 lg |α i | = 2 lg |G|, which is bounded by a constant factor of T DL (G). Summing over the |S| − r elements β yields the term (|S| − r)T DL (G) in the bound for T B (S).
It remains to consider the cost of Step 3a for the elements β 1 , . . . , β r that are at some point appended to α. With n i = log p |α i |, we have m = n 1 ≥ · · · ≥ n r ≥ 1. Define m i = n i − n i+1 for 1 ≤ i ≤ r − 1, and let f (x) = x lg(x + 1)/ lg lg(x + 2). Excluding base cases, the successful part of all computations DL * (α, β i ) may be bounded, as in Proposition 1, by a constant factor of (16)
where we have used f (m i ) ≤ f (m) for positive integers m i with m i ≤ m. As above, the total cost of reaching the first base case in the computations DL * (α, β i ) for β i is at most 2 lg |G|, which may be incorporated into (16) , yielding the first term of the bound for T B (S).
Finally, we consider the cost of the base cases occurring for β 1 , . . . , β r . In the ith iteration of Step 3a, there are r − i elements β i which have yet to be appended to α, and exactly one base case fails for each of these. Thus we may bound the cost of all failed base cases by a constant factor of (17)
For the successful base cases, let r j be the rank of the subgroup of p j th powers in G, as in Proposition 1, so that n = r 0 + · · · + r m−1 . For each r j we obtain a sum of the form (17) , and note that, as in Corollary 1, we may bound the cost to within a constant factor by assuming the r j are all approximately equal to r. In this case we have m = ⌈n/r⌉, yielding the term (n/r)p (r−1)/2 in the bound for T B (S), which also covers the failed base cases, for a suitable choice of c.
If we are given a set S of independent elements, Proposition 2 implies that we can typically verify that S is a basis for G = S more quickly than we can compute discrete logarithms in G. In fact this is true whenever |S| = r, even if the elements of S are not independent. More generally, we have the following corollary.
Corollary 2. Given a generating set S for a finite abelian p-group G of rank r, with |S| = r + O(1), there is a generic algorithm to compute a basis for G using
When a generating set is not available, or when |S| ≫ r, we may instead use a probabilistic algorithm to construct a basis from randomly sampled elements of G. If r is known (or bounded), Corollary 2 can be applied to a randomly generated subset S ⊂ G of size r+t to obtain a generic Monte Carlo algorithm that is correct 10 with probability at least 1 − p −t . This follows from the lemma below, whose proof can be found in [21, Eq. 2] and also [1, Lem. 4 ].
Lemma 5. Let G be a finite abelian p-group of rank r, and let S be a sample of s ≥ r independent and uniformly distributed random elements of G.
Then S generates G with probability s j=s−r+1
In general, we do not know the rank of G, a priori. Indeed, determining r may be a reason for computing a basis. In this situation we could apply Algorithm 4 to progressively larger randomly generated sets S until |S| > r + t, where r is the rank of S and t is a constant. However, a more efficient approach is to simply select random β ∈ G, using the black box or via Lemma 6 below, and attempt to use Lemma 4 to extend the current basis.
This eliminates the loop in Step 3 of Algorithm 4, but we must now address the situation where Lemma 4 fails to apply (|β| > p m or |γ| > p m0 ). It may happen that the basis we have constructed cannot be extended to a basis for G, and in this case we need to backtrack. Fortunately, this is easy to detect (and correct), and has negligible impact on the expected running time.
Algorithm 5. Given a randomized black box for a finite abelian p-group G and t ∈ Z >0 , the following algorithm computes a basis α for a subgroup H of G, where H = G with probability at least 1 − p −t :
1. Set s ← 0. Pick a random α 1 ∈ G and set α ← (α 1 ).
If s = t then return α.
3. Pick a random β ∈ G and compute (x, h) ← DL * (α, β).
If h = 0 then increment s and go to
Step 2, otherwise set γ ← βα −x .
5. For each α i with |α i | < |γ|, remove α i from α and set s ← 0.
6. Set α ← α • γ and go to Step 2.
The correctness of Algorithm 5 depends on an easy corollary to Lemma 4. If we let the (possibly empty) vector α ′ consist of those components of α that satisfy |α i | ≥ |γ|, then γ ⊥ α ′ (the proof is the same). It follows that after Step 6, α is a basis for the subgroup it generates (this is obviously also true after Step 1). When the algorithm terminates, it has found t (independent, uniformly distributed) random elements β ∈ G that lie in H = α . If H is a proper subgroup of G, it must be smaller by a factor of at least p; the probability that t random elements β ∈ G all happen to lie in H is then at most p −t .
Proposition 3. Given a randomized black box for a finite abelian p-group G of rank r, exponent p m , and size p n , and t ∈ Z >0 , there is a probabilistic generic algorithm that computes a basis for a subgroup H of G using an expected
group operations, such that H = G with probability at least 1 − p −t . The absolute constant c is independent of both t and G.
Proof. We apply Algorithm 5. If it never backtracks (removes elements from α in
Step 5), the final basis α is obtained from the first r random elements, and then t discrete logarithms are computed using this basis. In this case, the bound T * B (G) follows from an argument similar to that used in the proof of Proposition 2, with |S| = r (and a better constant factor). We will show that the expected cost of Algorithm 5 is within a constant factor of the cost arising in this ideal scenario.
Let α = (α 1 , . . . , α r ) be the final basis output by Algorithm 5, and note that |α 1 | ≥ |α 2 | ≥ . . . ≥ |α r |. As the computation proceeds, for each k from 1 to r, there is a stage k where α k−1 = (α 1 , . . . , α k−1 ) is a (possibly empty) prefix of the final basis, and the algorithm is in the process of determining α k . This may involve extending and then backtracking to the prefix α k−1 (several times, perhaps), but once α k is determined, we have the prefix α k and transition to stage k + 1. If no backtracking occurs, the algorithm completes stage 1 after Step 1, and a single computation of DL * (α k , β) is required for each stage k > 1. From Proposition 1, the cost of this computation may be bounded by
where c 1 is a constant, n i = log p |α i |, and the ranks r j ≤ k − 1 are as in Proposition 1. Let A k and B k denote the two sums in S k , including the factor c 1 .
We now consider the probability that the computation DL * (α k−1 , β) completes stage k. Let z be the discrete logarithm of β relative to the final basis α. Provided that z k is not divisible by p, when h is computed in Step 3 we will have h = n k , and compute γ = α k in Step 4, since no subsequent computation can yield an independent element of order greater than n k (since n j ≤ n k for j > k). Thus for each random β ∈ G processed during stage k, the probability that we do not complete stage k is at most 1/p (this is true for any extension of α k−1 arising during stage k). Conditioning on w, the number of random β ∈ G processed during stage k, the expected cost of stage k may be bounded by a sum of the form
where b = 1/( √ p− 1). We have assumed here, as a worst case, that after processing each β the current basis is extended by a γ that maximizes the cost of subsequent discrete logarithm computations. For each increment in w we suppose that | α | increases by a factor of | α k−1 | (in fact, it increases by at most a factor of |α k−1 |), and that every r j increases by 1.
The second sum in (18) is a geometric series, bounded by b/(p − √ p) < 5. Summation by parts yields the identity
allowing us to bound the first sum in (18) by 4. Hence T k ≤ c 2 S k for a constant c 2 < 6, and the bound on T * B (G) follows. The correctness probability was addressed above, and clearly c = c 1 c 2 is independent of t and G.
In practice, the constant c in Proposition 3 is quite small and T * B (G) ≈ tT DL (G), even when p = 2 (the worst case, as far as the constant factors are concerned). When T DL (G) is dominated by p r/2 , the constant t can be improved to √ t using a baby-steps giant-steps approach, as discussed in Section 6.
If we are given a bound M satisfying M ≤ |G| < pM (perhaps M = |G|), we can easily convert Algorithm 5 from a Monte Carlo algorithm to a Las Vegas algorithm by replacing the test "s = t" in Step 2 with "| α | ≥ M " (note that | α | = |α i |).
We now give a method to construct uniformly random elements of G from a generating set S. This is useful in general, and allows us to apply Algorithm 5 to a generating set S, which may be faster than using Algorithm 4 when |S| ≫ r.
Lemma 6. Given a generating set S for a finite abelian group G with exponent p m = E, and t ∈ Z >0 , there is a generic algorithm to compute t independent, uniformly random elements of G using
⌈lg(E + 1)⌉ ⌈lg lg(E + 2)⌉ + 1 |S| group operations and storage for at most t + lg E group elements.
Proof. We represent S as a vector γ = (γ 1 , . . . , γ s ). To construct random elements β 1 , . . . , β t , first set each β j to 1 G , then, for each γ i , compute |γ i | = p ni , select t uniformly random integers z i,j ∈ [0, p ni ), and set β j ← β j γ zi,j i for each j. We assume all the z i,j are chosen independently.
The cost of computing |γ i | is at most 2m lg p = 2 lg E group operations. By Yao's Theorem, the cost of t exponentiations of the common base γ i is at most lg E + ct ⌈lg(E + 1)⌉ ⌈lg lg(E + 2)⌉ group operations, where c ≤ 2. Accounting for the multiplication by β j and summing over the γ i yields the bound T R (S, t). We only need to store the β j and at most lg E powers of a single γ i at each step (we don't count the size of the input set S, since we only access one element of S at a time).
Clearly the β j are independent; we must show each is uniformly distributed over
z is a surjective group homomorphism, and we have β j = ϕ(z), where z = (z 1,j , z 2,j . . . , z s,j ) is uniformly distributed over H. As each coset of ker ϕ has the same size, it follows that β j is uniformly distributed over G ∼ = H/ ker ϕ.
In practice, we may wish to generate random elements "on demand", without knowing t. We can generate random elements in small batches of size t ≈ lg lg(E+2) to effectively achieve the same result. If S is reasonably small, the first term of T R (S, t) may be treated as a precomputation and need not be repeated.
Provided that |S| = O(|G| 1/2−ǫ ), we may apply Lemma 6 and Proposition 3 to compute a basis for G = S , with high probability, using O(|G| 1/2 ) group operations. By contrast, Algorithm 4 uses O(|S||G| 1/2 ) group operations when S is large, as does the algorithm of Buchmann and Schmidt [8] . However, we note that both of these algorithms are (or can be made) deterministic.
Constructing a basis in the general case
We now suppose that G is an arbitrary finite abelian group. If we know the exponent of G, call it λ(G), and its factorization into prime powers, we can easily reduce the computation of a basis for G to the case already considered. In fact, it suffices to know any reasonably small multiple N of λ(G), including N = |G|. Factoring N does not require any group operations, and is, in any event, a much easier problem than computing λ(G) in a generic group, hence we ignore this cost.
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As shown in the author's thesis, λ(G) can be computed using o(|G| 1/2 ) group operations [26] . This bound is strictly dominated by the worst-case complexity of both the algorithms presented in the previous section, allowing us to extend our 11 We have subexponential-time probabilistic algorithms for factoring versus exponential lower bounds for computing the group exponent with a probabilistic generic algorithm [3] . Most deterministic factoring algorithms are already faster than the Ω (N 1/3 ) complexity bounds for abelian p-groups to the general case. The basic facts needed for the reduction are given by the following lemma.
Lemma 7. Let G be a finite abelian group and let N be a multiple of λ(G). Let p 1 , . . . , p k be distinct primes dividing N , and let G pi be the Sylow p i -subgroup of G.
(i) Given a generating set S for G, one can compute generating sets S 1 , . . . , S k for G p1 , . . . , G p k , each of size |S|, using O |S| lg 1+ǫ N group operations.
(ii) Given a uniformly distributed random β ∈ G, one can compute elements β 1 , . . . , β k uniformly distributed over the groups G p1 , . . . , G p k (respectively), using O lg 1+ǫ N group operations.
Proof. Let N i be the largest divisor of N relatively prime to p i . Given β ∈ S, or a random β ∈ G, we compute β 1 = β N1 , . . . , β k = β N k with either Algorithm 7.3 or Algorithm 7.4 of [26] , using O(lg 1+ǫ N ) group operations.
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The map φ i : G → G pi sending β to β Ni is a surjective group homomorphism, invertible on G pi ⊂ G. Thus if S generates G, then S i = φ i (S) generates G pi , which proves (i). If β is uniformly distributed over G, then φ i (β) is uniformly distributed over G pi , proving (ii).
We now extend Propositions 2 and 3 to arbitrary finite abelian groups. To simplify the statement of results, we suppose that N is equal to either λ(G) or |G|.
Proposition 4. Let G be a finite abelian group whose nontrivial Sylow subgroups are G p1 , . . . , G p k , and suppose that the exponent (resp. order) of G is given. Let S be a generating set for G, with S i as in Lemma 7.
(i) There is a generic algorithm to compute a basis for G which uses
group operations, where T B (S i ) is bounded as in Proposition 2.
(ii) Given a randomized black box for G, there is a Monte Carlo (resp. Las Vegas) generic algorithm to compute a basis for G using an expected
group operations, where T * B (G pi ) is bounded as in Proposition 3. Proof. (i) is immediate from Lemma 7 and Proposition 2. (ii) follows similarly from Proposition 3 and the comments following, using the bound
from Lemma 9.
Corollary 3. Given a randomized black box for a finite abelian group G, there is a probabilistic algorithm to compute a basis for G using O(|G| 1/2 ) group operations.
Proof. Algorithm 8.1 of [26] computes N = λ(G) (with high probability) using o( √ N ) group operations, assuming Algorithms 5.1 and 5.2 of [26] are used for order computations. The corollary then follows from (3) of Proposition 4.
If we are given a generating set S with |S| = O(|G| 1/2−ǫ ), we may apply Lemma 6 to obtain an analogous corollary.
The space required by the algorithms of Proposition 4 and Corollary 3 can be made quite small, polynomial in lg |G|, using algorithms based on Pollard's rho method to handle the base cases of the discrete logarithm computations, and also the search used in Algorithm 5.1 of [26] . If this is done, the complexity bound for computing λ(G) increases to O(N 1/2 ) (but will typically be better than this). It is not necessary to use a particularly fast algorithm to compute λ(G) in order to prove Corollary 3, any O(N 1/2 ) algorithm suffices. However, the time to compute a basis for G is often much less then |G| 1/2 group operations, as the worst case may arise rarely in practice. Applying Algorithms 5.1 and 5.2 of [26] yields considerable improvement in many cases.
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These comments are especially relevant when one only wishes to compute a basis for a particular Sylow p-subgroup H of G (perhaps as a prelude to extracting pth roots in G). Once we have computed λ(G), we can compute a basis for any of G's Sylow subgroups with a running time that typically depends only on the size and shape of the subgroup of interest, not on G. The following proposition follows immediately from Lemma 7 and Proposition 3. group operations, where r is the rank of H.
Performance results
We tested the new algorithms on abelian p-groups of various sizes and shapes in order to assess their performance. As in previous sections, G is an abelian group of size p n , exponent p m , and rank r, whose shape is given by a partition of n into r parts, with largest part m.
We present here results for p = 2, as this permits the greatest variation in the other parameters, and also because the Sylow 2-subgroup is of particular interest in many applications. Results for other small primes are similar. When p is large, the results are not as interesting: n, r, and m are all necessarily small and the computation is dominated by the discrete logarithms computed in the base cases, whose Θ(p r/2 ) performance is well understood. Our tests in p-groups used a black box which represents each cyclic factor of G using integers mod p ni . This is a convenient but arbitrary choice. Identical results are obtained for any black box implementation, since the algorithms are generic. Our performance metric counts group operations (multiplications and inversions), and does not depend on the speed of the black box or the computing platform.
14 To compute discrete logarithms in the base cases, we used Shanks' baby-steps giant-steps algorithm [22] extended to handle products of cyclic groups. Rather than the lexicographic ordering used by Algorithm 9.3 of [26] , we instead compute 13 For example, Teske reports computing a basis for the ideal class group G of Q[ √ D], with D = −4(10 30 + 1), using 243, 207, 644 ≈ 7.1|G| 1/2 group operations [28] . In [26] , a basis for G is computed using 250, 277 ≈ 2.4|G| 1/3 group operations.
14 Thus the performance results reported here are not impacted by Moore's law. Table 1 . Group operations to compute DL(α, β) in G ∼ = Z/2 n/r Z r .
a Gray code [13] when enumerating steps, always using one group operation per step (this is especially useful for small p, saving up to a factor of 2). A more significant optimization available with Shanks' method is the ability to perform k discrete logarithms in a group of size N using 2 √ kN (rather than 2k √ N ) group operations by storing √ kN baby steps in a lookup table and then taking N/k giant steps as each of the k discrete logarithms is computed.
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This optimization is useful in Algorithms 1 and 3, even for a single discrete logarithm computation, as there may be many base cases in the same subgroup. It is even more useful in the context of Algorithms 4 and 5, as several calls to Algorithm 3 may use the same basis. In the bound for T DL (G) in Corollary 1, this effectively replaces the factor n/r by n/r. When the rank-dependent terms in T DL (G) dominate sufficiently, the bounds in Propositions 2 and 3 can be improved by replacing |S| − r with |S| − r| and t with √ t (respectively). Table 1 lists group operation counts for Algorithm 1 computing discrete logarithms in 2-groups of rectangular shape, corresponding to partitions of n into r parts, all of size m = n/r. Each entry is an average over 100 computations of DL(α, β) for a random β ∈ G. Precomputation was optimized for a single discrete logarithm (repeated for each β) and these costs are included in Table 1 . Reusing precomputed values can improve performance significantly over the figures given here, particularly when additional space is used, as in [27] .
Algorithm 1 used the parameter t = ⌊(lg n − 1)/r⌋ in these tests, which was near optimal in most cases. The optimal choice of w is slightly less than that used in the proof of Proposition 1, as the average size of the exponents is smaller than the bound used there. For each entry in Table 1 , if one computes the bound on T DL (G) given by Proposition 1, we find the constant c close to 1 in most cases (never more than 1.5). In the first four columns of Table 1 , the counts are dominated by the exponent-dependent terms of T DL (G), explaining the initially decreasing costs as r increases for a fixed value of n (r is larger, but m = n/r is smaller). Table 2 compares the performance of Algorithm 1 to Teske's generalization of the Pohlig-Hellman algorithm on groups of order 2 256 with a variety of different shapes. The baby-steps giant-steps optimization mentioned above is also applicable to Teske's algorithm (with even greater benefit), and we applied this optimization to both algorithms. The figures in Table 2 reflect averages over 100 computations of DL(α, β) for random β ∈ α . 15 One uses p kN/2 baby steps to optimize the expected case, assuming β ∈ α .
