Abstract-This paper develops an adaptive approximation based approach for distributed fault diagnosis for a class of interconnected continuous-time nonlinear systems with modeling uncertainties and measurement noise. The proposed approach integrates learning with filtering techniques and allows the derivation of tight detection thresholds. This is accomplished in two ways: at first, by learning the modeling uncertainty through adaptive approximation methods, so that the learned function is used for the derivation of the residual signal, and then by using filtering for dampening measurement noise. The required signals for both tasks are derived through a two-stage filtering process, by exploiting the properties of the filtering framework. Finally, simulation results are used to demonstrate the effectiveness of the proposed approach.
I. INTRODUCTION
The smooth and reliable operation of large scale systems is of critical importance in the modern technological world. Therefore, the safe and reliable operation of systems through the early detection of any fault before they become serious failures is a crucial component of the overall system performance and sustainability.
Real world applications suffer from the existence of modeling uncertainties and measurement noise which may significantly affect the performance of fault diagnosis schemes, by causing false alarms or missed faults. Moreover, in recent years there has been an increasing interest in decentralized and distributed fault diagnosis approaches [1] - [6] , motivated mostly by the spatial aspect of the physical systems and due to the technological achievements in communications. Therefore, the need for a robust distributed fault diagnosis approach with enhanced fault detection characteristics is of crucial importance. This paper deals with the aforementioned challenges and proposes a distributed fault detection approach for interconnected continuous-time nonlinear systems with modeling uncertainty and in the presence of measurement noise. In an earlier work [6] by the same authors, a fault detection scheme relying on filtering for dampening the noise effects was devised and a thorough detectability analysis was conducted C. Keliris and, in [7] , the aforementioned scheme was extended to a class of input-output systems. This paper generalizes these results by integrating learning and filtering techniques for obtaining tight detection thresholds that guarantee no false alarms and thus, enhancing fault detectability. This objective is achieved in two ways; i) adaptive approximation methods are used for learning the modeling uncertainty (so that the learned modeling uncertainty function is used in the design of the residual signals) and then ii) filtering is used to dampen the effect of measurement noise on the diagnosis thresholds. Adaptive approximation methods have been used in the area of fault diagnosis for learning the modeling uncertainties and the fault function and then exploiting the information for fault isolation purposes [8] - [11] . This work extends these results by taking advantage of the learned function in order to obtain tighter thresholds and enhance fault detection. Moreover, filtering is used to attenuate the measurement noise effects, thus contributing to the derivation of less conservative detection thresholds. Both these tasks are integrated, for the first time, in a unified framework and intertwined through the recent filtering approach in [6] which is now decomposed in a two stage filtering process in order to derive the required signals for the adaptive approximation and to obtain the residuals.
The paper is organized as follows: the problem formulation is given in Section II and in Section III the detailed design of the distributed fault detection scheme by combining adaptive approximation with filtering is presented in detail. In Section IV, the detectability condition that characterizes the class of detectable faults is derived and in Section V a simulation example demonstrating the effectiveness of the scheme is presented. Finally, in Section VI some concluding remarks are provided.
II. PROBLEM FORMULATION
Consider a large-scale distributed nonlinear dynamic system made of N subsystems Σ I , I ∈ {1, ..., N }, each of which is described by the differential equation:
where x I ∈ R n I , u I ∈ R m I and y I ∈ R n I are the state, input and measured output vectors of the I-th subsystem respectively, x x vector of the overall system,x I ∈ Rn I contains the state variables of the neighboring subsystems J ∈ {1, . . . , N } \ {I} that affect the I-th subsystem, f I :
is the known function dynamics that includes the known parts of the local (nominal) dynamics and the interconnection function between the I-th and the other subsystems and η I : R n I × Rn I × R m I → R n I is the overall modeling uncertainty associated with the nominal and the interconnection functions. The vector ξ I ∈ D ξ I ⊂ R n I (D ξ I is a compact set) represents the measurement noise and the state vectors x I , I ∈ {1, ..., N } are considered unknown whereas their noisy counterparts y I are known. The term β I (t − T 0 )φ I (x, u I ) characterizes the time-varying fault function dynamics affecting the I-th subsystem. More specifically, the term φ I : R n × R m I → R n I represents the unknown fault function and the term β I (t − T 0 ) : R → R + models the time evolution of the fault, where T 0 is the unknown time of the fault occurrence. Note that the fault function φ I may depend on the global state variable vector x and not only on the local state vector x I . In this work, no particular modeling is considered for the time profile β I (t − T 0 ) which can be used to model both abrupt and incipient faults. Instead, we simply consider it to be zero prior to the fault occurrence, i.e.
The objective is to design and analyze a distributed fault diagnosis scheme with enhanced robustness where, to each subsystem Σ I , we associate a local fault detection agent F I , which receives local measurements u I , y I and partial information from neighboring fault detection agents F J . Particular emphasis is placed on obtaining tight detection thresholds in order to enhance fault detectability while guaranteeing no false alarms. This is achieved by implementing a twofold strategy: by learning the overall modeling uncertainty and by using filtering for dampening the measurement noise effects. The learning of the overall uncertainty function η I is based on adaptive approximation methods and allows the use of the learned function dynamics (indicated byη I ) in a suitable residual signal to "cancel out" the true function η I and hence, aid in the derivation of a tighter detection threshold.
In general, the distributed fault detection scheme is composed of N local filtered fault detection modules F I , one for each subsystem Σ I . Each local fault detection module F I requires the input and output measurements of the subsystem Σ I that is monitoring and also the measurements of all interconnecting subsystems Σ J that are affecting Σ I . Note that these last measurements are communicated by neighboring fault detection modules F J , and not by the subsystems Σ J . Therefore, there is the need of communication between the fault detection modules depending on their interconnections, which constitutes the fault detection scheme distributed. The example shown in Figure 1 illustrates the distributed fault detection scheme for the case of three subsystems.
The following assumption is used throughout the paper: Assumption 1: For each subsystem Σ I , I ∈ {1, ..., N } the local state variables x I and the local inputs u I remain bounded in some region of interest
(which is a compact set), before and after the occurrence of a fault.
Assumption 1 is required for well-posedness since in this work we address the fault detection problem, not the control design and fault accommodation problem.
III. DISTRIBUTED FAULT DETECTION
In this section the details of the proposed scheme are explained. In the sequel, the following well-known result will be used (see, for instance [12] ).
Lemma 1: The impulse response h p (t) of a strictly proper and asymptotically stable transfer function H p (s) decays exponentially; i.e., |h p (t)| ≤ κe −υt for some κ > 0, υ > 0, for all t > 0.
A. Filtering
Each fault detection agent F I employs filtering to dampen the effect of measurement uncertainty ξ I (t). To this end, each measured variable y (k) I (k-th component of y I ) is filtered by an induced filter H(s) which is implemented as a series of two filters H 1 (s) and H 2 (s), such that H(s) = H 1 (s)H 2 (s). The reasons for this will be given in the sequel. The filter H(s) is of p-th order with a strictly proper transfer function H(s) = sH p (s), where
At first, the selection of the filter H(s) is made so that the effect of the measurement noise is dampened. Then, the filters H 1 (s) and H 2 (s) are obtained by introducing the design constant α > 0 (which is required for the learning task) and are given by,
In the following, the initial conditions of the filters H 1 (s), H 2 (s) are considered to be zero. In this work, the filter selection problem, for optimizing the performance of the filtering scheme, is not dealt with. A rigorous investigation of the filtering impact on the detection time, with respect to the filters' order and poles location, is presented in [6] .
The filters H 1 (s) and H 2 (s) (and hence H(s) and H p (s)) are asymptotically stable and therefore BIBO stable. Hence, for bounded measurement noise ξ I (t), the filtered measurement noise ξ I (t) H(s) [ξ I (t)] is bounded as follows: [6] , for the derivation of suitable signals to be used in both tasks: the adaptive approximation and the fault detection. This is crucial for the implementation of the adaptive approximation approach since adaptive approximation methods require that the filters used are Strictly Positive Real (SPR) [13] . Note that in our case, the filter H 1 (s) used in the adaptive approximation method is SPR. Alternatively, a single filter H(s) could be used for both tasks, the update law of the adaptive approximation method and for deriving the detection threshold. This though would require the filter H(s) to be SPR which can limit the designer in achieving the desired properties for the learning task and for attenuating the measurement noise. By employing the two stage filtering process with the filters H 1 (s) and H 2 (s), the decoupling of the learning and noise dampening tasks, into two separate and independent tasks, is achieved.
B. Adaptive approximation
In order to learn the overall modeling uncertainty η I , each fault detection agent F I employs an adaptive approximator to learn η I thus providing an estimateη I . Based on (1), an estimation modelx I (t) for x I (t) under fault-free operation is generated as follows:
whereη I is the output of an adaptive approximator structure, θ I ∈ R q I is a set of adjustable parameters in vector form andȳ I =x I +ξ I is the measurable noisy counterpart ofx I , ξ I ∈ Dξ I ⊂ Rn I (Dξ I is a compact set). The initial condition is considered asx I (0) = y I (0). More details regarding the design of the adaptive approximator will be given in the sequel.
The signal which is used in the adaptive law for adjusting the parameter vectorθ I is given by
and by using (2), (4) and the Laplace differentiation property s[x I (t)] =ẋ I (t) + x I (0)δ(t) (where δ(t) is the delta function) we obtain
By using (1) and (6), (8) becomes
where
As it can be seen from (9), I (t) is comprised by the functional error ∆η I (t) and some other terms which take place due to the measurement noise. Therefore, the signal I (t) provides a measure of ∆η I (t) and, by an appropriate selection of α, the scaled quantity α I (t) (which is measurable) provides a good approximation of ∆η I (t) (which is unknown) over a large frequency range. Hence, I (t) can be used in the adaptive law for adjusting the parameter vector θ I of the approximator [8] .
In this work, we use a linearly parametrized approximator η I (y I ,ȳ I , u I ,θ I ) in which each component k = 1, 2, . . . , n I is given byη
, is a vector composed of smooth functions independent ofθ I,k , andθ I,k ∈ R q I,k , is a set of adjustable parameters in vector form. Collectively,
, where ⊕ indicates the direct sum operator andθ I ∈ R q I (q I = n I k=1 q I,k ) is the column vectorθ I = θ I,1 , . . . ,θ I,n I . Based on (9) and by using techniques from adaptive control (Lyapunov synthesis approach, see [13] ),θ I is updated according to the following law:
where Γ I ∈ R q I ×q I is a symmetric and positive definite learning rate matrix, Z I is the gradient matrix of the approximator with respect to its adjustable parameters, i.e. Z I = ∂η I /∂θ I which, in our linearly parametrized approximator case, it simply becomes Z I = Q I , and P is a projection operator that restrictsθ I in a predefined compact and convex setΘ I ∈ R q I in order to avoid parameter drift.
The initial weight vector is chosen asθ I (0) = 0 so that η I (y I ,ȳ I , u I ,θ I (0)) = 0 which corresponds to the case in which the dynamics of the estimator are described only in terms of the known dynamics f I .
C. Residual generation
In this work, the residual signal r I (t) to be used for fault detection in each subsystem Σ I is given by
where H 2 (s) is given by (5) and I (t) is given by (7) . Under fault-free operation (i.e., t < T 0 ), the residual (14) using (7) becomes (15) where h p (t) is the impulse response associated with H p (s);
D. Detection threshold
In this part the derivation of suitable detection threshold signals, that guarantee no-false alarms, is presented. In order to exploit the benefits from the learning process and the noise dampening characteristics of the filter use, it is considered that the learning period is conducted during the time interval [0, T L ] and it is assumed that no faults occur during the learning period. In other words, at time T L the update of the parameter vectorθ I (t) stops and the fault detection scheme is initiated. The training time T L is selected by the designer and should be sufficiently large to allow learning the overall modeling uncertainty η I . The detection decision of a fault in the overall system is made when |r I (t) is the detection threshold, to be designed in the sequel.
For the derivation of the detection threshold we consider that after time T L , the functional discrepancy between the unknown function η I and its approximatorη I satisfies the following assumption.
Assumption 2: After the end of the learning phase at time T L , the error between the modeling uncertainty and interconnection function dynamics η I and the adaptive approximator η I , is bounded as follows
I,L (y I ,ȳ I , u I ), for all k = 1, 2, . . . , n I , t > T L and for all (x I ,x I , u I ) ∈ D I , whereη 
As indicated in [11] and the references therein, the bound η I (x I ,x I , u I )| that would be used instead if no learning was used.
Therefore, (11) for t > T L becomes
and by adding and subtractingη
I,L (x I (t),x I (t), u I (t)) it can be written as ∆η I (t) = ∆η I,L (t) + ∆η I,L (t), where
and,
is the mismatch function due to the measurement noise.
Hence, the k-th component of the residual (15) becomes r (k)
is the filtered form of the function discrepancy terms that arise due to the measurement noise. For the derivation of the detection threshold, we make the following assumption.
Assumption 3: The filtered function mismatch term
Assumption 3 is based on the observation that filtering dampens the error effect of measurement noise present in the function mismatch term ∆f I (t) + ∆η I,L (t). A suitable selection of the bound¯
can be made through the use of simulations by filtering the function mismatch terms using the available noise characteristics (note that the measurement noise is assumed to take values in a compact set).
By using the triangle inequality, (16) satisfies
and by using Assumptions 2 and 3, the detection threshold for t > T L is given bȳ
is a bound on the noise magnitude, i.e. |ξ (k)
and,H p (s) is a transfer function with impulse responsē h p (t) ≥ |h p (t)| that is given byH p (s) κ s+υ (determined according to Lemma 1) . In the case where h p (t) is nonnegative, thenH p (s) is simply chosen asH p (s) = H p (s).
Remark 1: In earlier works (i.e. [6] , [9] , [10] ), it was considered that the modeling uncertainty η and H 2 (s) = 50 2 (s+50) 2 . Note that H p (s) has a non-negative impulse response and therefore the filter required for the threshold implementation isH p (s) = H p (s). Now we focus on the specific fault detection agent monitoring measurement y (2) 1 , which is affected directly by the fault.
At first, we proceed without the use of learning in order to show its importance in enhancing fault detectability. Therefore, we implement the estimator, residual and threshold signals as indicated in Remark 1. More specifically, we use the boundsη Figure 2a demonstrates the results in this case, where it can be seen that the residual signal is always below the threshold and therefore the fault is not detected. In addition, as it can be seen in the interval [150s, 175s] the residual deviates significantly from zero, mostly due to the modeling uncertainty.
Next, we proceed and implement the proposed filtering approach with the use of adaptive approximation for learning the modeling uncertainty. The detection threshold in this case is implemented using (17) using a constant boundη Figure 2b where it can be seen that the fault is successfully detected almost immediately after its occurrence at T 0 = 175s, without any false alarms prior to its occurrence. In addition, note that the residual in the time interval [150s, 175s] is closer to zero with respect to Figure 2a , because the learned function is used to "cancel out" the modeling uncertainty, thus allowing to obtain tighter detection threshold through η (2) 1,L which is smaller than the actual boundη 
VI. CONCLUSION
In this paper a distributed fault diagnosis approach for continuous-time, nonlinear systems with modeling uncertainties and measurement noise is presented, which integrates learning with filtering techniques for obtaining tight detection thresholds. The scheme exploits the filtering framework to deal with both tasks in a two stage filtering process for designing the required signals for learning and fault detection. By using the learned function in the design of the residual signal and exploiting the noise attenuation of a general class of filters, enhanced fault detectability is achieved. Future research efforts will be devoted in designing a comprehensive fault isolation methodology.
