This paper addresses the optimal recovery of functions from Hilbert spaces of functions on the unit disc. The estimation, or recovery, is performed from inaccurate information given by integration along radial paths. For a holomorphic function expressed as a series, three distinct situations are considered: where the information error in norm is bound by 
Introduction
Let W be a subset of a linear space X, let Z be a normed linear space, and T the linear operator that we are trying to recover on W from given information. This information is provided by a linear operator max, , 1, , , .
This problem is dual to (2).
Construction of Optimal Method and Error
The following results of G. G. (3) and (4) will agree.
Typically, when one encounters extremal problems, one approach is to construct the Lagrange function . For an extremal problem of the form of (4), the corresponding Lagrange function is
If we wish to combine Theorems 1 and 2 to determine an optimal error and method then we must show the blems (3) and (4) . Through Theorem 2 we have such a means available.
posed problem is able to satisfy equating extremal pro-
Main Results
functions defined on the unit disc Consider the class of
Therefore, any f X  he sem is holomorphic in the unit disc by (6) . We define t i-norm in X as
, be a lin gi 
We assum to know e
 
Kf  given given with a level of accuracy. That is, for a 0
The problem of optimal recovery is to find an optimal recovery method of the function f in the class W from the information y  satisfying ). The error of given method is measu d in the
Let
 is admitted as a recovery method. 
thus  is a piecewise linear function. Let   , ,
Consider the dual extremal problem
thod.
Proof.
which can be written as   We proc nstruction fu f admissable satisfies in (15) that also We let for 
From these conditions let
and 
So let and we have
Thus the function f is admissable in (15 and satisfies 1) and 2) of T rem 2. It should be noted that in   and 2 0   . Now we proceed to the extremal problem
This problem may be rewritten as 
We again consider the space of functions X X  
given by (5) and M and  defined by (10) re and (11) spectively but now add the condition 0, .
The problem of optimal recovery o W n the class given by (8) is to determine the optimal error
and an optimal method obtaining this error.
largest index such that
which by (7) exists, and 
For both cases, we now consider extremal problem
This problem can be written as 
Varying Levels of Accuracy Termwise
In Theorems 3 and 4 the inaccuracy of the information a total inaccuracy. That is, the inaccuracy given is 
is an optimal method. If then
, 0 :
Therefore the error of optimal recovery is given by   is an optimal method. ptimal method may n l of the information provided as may be less than .  will be precisely
