We investigate the effects of advection on the principal eigenvalues of linear timeperiodic parabolic operators with zero Neumann boundary conditions. Various asymptotic behaviors of the principal eigenvalues, when advection coefficient approaches infinity, are established in heterogeneous environments, where spatial or temporal degeneracy could occur in the advection term. Our findings partially extend the existing results in [5, 23] for elliptic operators and those in [22] for parabolic operators.
Introduction
In this paper, we consider the following linear time-periodic parabolic eigenvalue problem in one dimensional space:
ϕ(x, 0) = ϕ(x, T ) on (0, 1),
where the positive parameters τ , D and α are referred to as the frequency, diffusion rate and advection rate, respectively. The functions m ∈ C 2,0 ([0, 1] × [0, T ]) and V ∈ C([0, 1] × [0, T ]), are assumed to be periodic in t with a common period T . It is well known that (see, e.g. Proposition 7.2 of [11] ) problem (1.1) admits a principal eigenvalue λ 1 , which is real and simple, and the corresponding eigenfunction can be chosen to be positive in [0, 1] × [0, T ]. Furthermore, λ 1 < Re(λ) for any other eigenvalue λ of problem (1.1). The goal of our present work is to gain a better understanding of the asymptotics of λ 1 with respect to large advection rate α, especially when the advection function m allows natural kinds of spatial or temporal degeneracy. The eigenvalue problem (1.1) is closely related to the nonlinear reaction-diffusion equation
w(x, 0) = w(x, T ) on (0, 1), which arises in the study of population dynamics in spatio-temporally varying environments [2, 11, 20] ; see also [14] for the case ∂ x m * = 0. The functions m * and f are T -periodic in s. The persistence/extinction of populations is determined by the stability of the steady state w = 0 for (1.2), which in turn is determined by the sign of the principal eigenvalue λ * , of the following linear eigenvalue problem: It is also known that the adjoint problem of (1. Hence, determining the stability of w = 0 is reduced to identifying the sign of λ 1 . It is observed that when V depends on the time variable alone, i.e. V (x, t) = V (t), for all α,
On the other hand, when V and ∂ x m depend on the space variable alone, i.e. V (x, t) = V (x) and ∂ x m(x, t) = m ′ (x), problem (1.1) reduces to the following elliptic eigenvalue problem:
(1.4) −Dϕ ′′ − αm ′ (x)ϕ ′ + V (x)ϕ = λϕ in (0, 1), ϕ ′ (0) = ϕ ′ (1) = 0.
For this simple-looking ODE eigenvalue problem, identifying the sign of λ 1 is not yet an easy task. In the recent works [5, 6, 16, 21, 23] , the asymptotics of λ 1 for large α or small D in this case has been extensively studied. However, when V or/and ∂ x m depend both on the spatio-temporal variables, much less has been known for the behaviors of λ 1 ; the mathematical difficulty mainly comes from the lack of variational structure for problem (1.1). One may refer to [7, 9, 11, 12, 17, 18, 19, 22] , among others, for some progresses in this direction. In particular, in the case of V (x, t) = µv(x, t) with v ≥ 0, ≡ 0, the papers [7, 9] focused on the limiting behaviors of λ 1 as µ → ∞ when the weight function v may be spatio-temporally degenerate (i.e. vanishes). In [17] , the monotonicity and asymptotics of λ 1 with respect to the frequency τ was investigated. If no degeneracy of advection occurs (i.e. |∂ x m| > 0 in [0, 1] × [0, T ]), the asymptotics of λ 1 with respect to large α or small D was established in [22] .
We mention some related works [1, 13, 15, 25, 26] concerning the time-periodic nonlocal dispersal operators, where the existence and some estimates of principal eigenvalues were established. We refer to [3, 4, 14] for applications to evolutional dispersal in time-periodic environments.
In order to understand the effects of diffusion and advection on the qualitative properties of λ 1 , in a series of our work, we aim to study the asymptotic behaviors of λ 1 with respect to large α or small D in a heterogeneous environment, where spatial or temporal degeneracy could occur in the advection term. The present paper is the first of two-part series; in this part, we study the limit of the principal eigenvalue as α → ∞. The asymptotic behaviors as D → 0 will be addressed in part II.
To state the main results of this paper, we prepare some definitions for the advection m.
• A spatially interior critical point of m is a point (x 0 , t 0 ) ∈ (0, 1) × [0, T ] such that ∂ x m(x 0 , t 0 ) = 0, and a spatially interior critical point (x 0 , t 0 ) is called nondegenerate if ∂ xx m(x 0 , t 0 ) = 0. • The boundary point (x 0 , t 0 ) ∈ {0, 1} × [0, T ] is always called spatially critical, and a spatially boundary critical point (x 0 , t 0 ) is called nondegenerate if either ∂ x m(x 0 , t 0 ) = 0 or ∂ xx m(x 0 , t 0 ) = 0. • A point of local maximum of m is a point (x 0 , t 0 ) ∈ [0, 1]× [0, T ] that satisfies m(x 0 , t 0 ) ≥ m(x, t) in a small neighborhood of (x 0 , t 0 ) with respect to [0, 1] × [0, T ].
From now on, we write λ(α) = λ 1 and set τ = D = 1 to stress advection rate α. Our first main result concerns the nondegenerate advection m and it reads as follows: Theorem 1.1. Suppose that all spatially critical points of m are nondegenerate. Let {(κ i (t), t) : t ∈ [0, T ], 1 ≤ i ≤ N } be the set of points of local maximum of m, where κ i ∈ C 2 ([0, T ]) and κ i (t) = κ j (t) for all t ∈ [0, T ] and i = j. Then we have 
This result is exactly Theorem 1.1 of [22] .
Our next result concerns the situation that the advection function m is spatially degenerate. To present the result, we need to introduce some notations as follows.
Let 0 ≤ κ(t) < κ(t) ≤ 1 be two continuous functions defined on [0, T ] and p, q ∈ {N , D}. Denote by λ pq (κ(t), κ(t)) the principal eigenvalue of the problem
where
The letters N and D represent the Neumann and Dirichlet boundary conditions, respectively. The existence of λ pq (κ(t), κ(t)) can be guaranteed by Proposition 7.2 of [11] .
Assume that {κ i (t)} 0≤i≤N +1 (N ≥ 0) are of class C 2 functions satisfying
and denote
We make the following convention:
Given 0 ≤ i ≤ N + 1, we denote
and given 0 ≤ i ≤ N , we also denote
Our second main result can be stated as follows. 
is T -periodic and m 1 ∈ C 2 ([0, 1]). In the context of Theorem [23] , which deals with the elliptic eigenvalue problem (1.4). However, the techniques used to prove Theorem 1.2 are quite different from those in [23] because of the lack of variational structure.
Our last result is to examine the effect of temporally degenerate advection m on the limit λ(α) as α → ∞. To emphasize the ideas of our proof and also make the presentation of our result clearer, we assume that ∂ x m(x, t) = b(t), and the T -periodic function b allows to vanish somewhere, which is referred as the temporal degeneracy. Then problem (1.1) becomes
To state our main result, we prepare some notations first. Given a finite time sequence
We denote by λ ∞ the principal eigenvalue of the following eigenvalue problem:
Hereafter, the notations ϕ(·, t + * ) and ϕ(·, t − * ) represent the right and left limit of ϕ at t = t * ; similarly, we also use ϕ(x + 0 , ·) and ϕ(x − 0 , ·) to represent the right and left limit of ϕ at x = x 0 . The existence and uniqueness of the principal eigenvalue λ ∞ of problem (1.10) is proved by Proposition B.1 in the appendix, which also shows that λ ∞ is real and simple. We further mention that the principal eigenfunction ψ ∞ of (1.10) corresponding to λ ∞ is constant with respect to x in t ∈ (t i , t i+1 ] for t i ∈ A ∪ C, and ψ ∞ is not necessarily continuous at points t = t i (1 ≤ i ≤ N ) with respect to t, while it is differentiable elsewhere. Theorem 1.3. Let the time sequence {t i } 1≤i≤N +1 be given as above, and assume that t i ∈ A ∪ B ∪ C for any integer 1 ≤ i ≤ N . Then we have
where λ ∞ is the principal eigenvalue of (1.10).
Typical examples included by Theorem 1.3 are provided in Propositions 4.1, 4.2 and 4.3. Theorem 1.3 shows that for t i ∈ B, i.e. there is no advection in [t i , t i+1 ], the whole interval [0, 1] turns out to influence the asymptotics of λ(α); while for t i ∈ A (resp., t i ∈ C), only the boundary x = 0 (resp., x = 1) matters.
Some further comments on the three main theorems obtained in this paper are made in order.
Remark 1.3. To illustrate the underlying connections among Theorems 1.1-1.3, we consider a special case when m(x, t) = xb(t) in (1.1) with some b(t) > 0. In such a case, all spatial critical points (0, t) and (1, t) (t ∈ [0, T ]) are nondegenerate, so that we may apply Theorem 1.1 to deduce that
Then we shall consider the perturbations of m, where the spatial or temporal degeneracy occurs.
Then we apply Theorem 1.2 with N = 1, 0 = κ 0 ∈ C and κ 1 ≡ 1 − ε ∈ B, to derive that
It can be shown that
Since b(t) > 0, we may conclude from Theorem 1.3 that
ψ(x, 0) = ψ(x, T ) on (0, 1).
Observe that λ ε → 1 T T 0 V (1, s) ds as ε → 0, which also coincides with (1.11).
Remark 1.4. In addition to the temporally degenerate case considered by Theorem 1.3, we can actually treat some more general temporally degenerate advection m. For example, we assume that the advection m satisfies
with any constants κ * ∈ (0, 1) and t * ∈ (0, T ). The profile of ∂ x m is presented in Figure 1 . Clearly, m is temporally degenerate for t ∈ [t * , T ].
One can adapt the arguments of Theorem 1.3 to show that where λ * is the principal eigenvalue of the following problem:
The existence and uniqueness of λ * can be proved as in Proposition B.1.
Remark 1.5. Our ideas developed in proving Theorems 1.2 and 1.3 can be adapted to handle the case that the advection term m possesses both spatial and temporal degeneracies. Below we provide an example as an illustration. Assume that m takes the form of (1.8), and there exist constants 0 < κ 1 < κ 2 < 1 and 0 < t * < T such that
, (Spatial degeneracy). See Figure 2 for the profile of ∂ x m. By the combination of the proofs in Propositions 3.1 and 4.1, we can prove that λ(α) →λ ∞ as α → ∞, whereλ denotes the principal eigenvalue of the following eigenvalue problem:
Hereψ(x, t * ) is the extension of ψ(x, t * ) by settingψ(x, t * ) = ψ(κ 1 , t * ) for 0 ≤ x < κ 1 and ψ(x, t * ) = ψ(κ 2 , t * ) for κ 2 < x ≤ 1. The existence and uniqueness of principal eigenvalue of problem (1.13) follows from the same arguments as in Theorem B.1 in the appendix.
If ∂ x m depends on x, the cases of both spatial and temporal degeneracies are so many that we can not treat them one by one or state the results in a general theorem. This is merely a technical point which does not involve many new ideas, and we leave them to the interested reader. Remark 1.6. Finally, let us mention that the techniques developed in this paper can be used to investigate the asymptotics of the principal eigenvalue with respect to large advection rate for (1.1) subject to other boundary conditions, including the zero Dirichlet boundary conditions and the Robin boundary conditions. Our proofs in this paper rely heavily on the construction of suitable sub-and super-solutions in the sense of Definition A.1, and the applications of Proposition A.1 developed in the appendix. To clarify the ideas, instead of proving Theorems 1.1-1.3 directly, we shall provide the detailed proof for some typical examples and the three main theorems follow by a similar argument. This paper is organized as follows: In Section 2, we discuss the nondegenerate advection and prove Theorem 1.1. Section 3 concerns spatially degenerate advection and Theorem 1.2 is proved there. The temporally degenerate advection is considered in Section 4 and Theorem 1.3 is proved, which requires more delicate analysis. Finally, we develop the theory of weak sub-and super-solutions in Appendix A and verify the existence and uniqueness of the principal eigenvalue of problem (1.10) in Appendix B, while Appendix C is used to prove (3.5).
Nondegenerate advection: proof of Theorem 1.1
This section is devoted to the proof of Theorem 1.1 which concerns the case that all critical points of advection function m are nondegenerate. The results for two typical examples will be proved first, and then Theorem 1.1 follows from the similar arguments as for those examples combined with some suitable transformations of functions. To stress advection rate α, from now on, we shall use L α to denote the following time-periodic parabolic operator:
We begin with the following special case:
Then we have
Proof. Without loss of generality, we assume that
In the sequel, we only consider κ 1 > 0 and κ 3 < 1 as the case κ 1 = 0 or κ 3 = 1 can be handled similarly. It suffices to show
For the sake of clarity, we divide our analysis into two main steps.
Step 1. We first prove
Our strategy is to construct a strict positive super-solution ϕ in the sense of Definition A.1 in the appendix. Precisely, for any given small constant ǫ > 0, we devote ourselves to identifying the curve sets X, T there and constructing a function ϕ > 0 such that
provided that α > 0 is sufficiently large. Once such a super-solution ϕ exists, a direct application of Proposition A.1 in Appendix A to the operator
2), due to the arbitrariness of ǫ.
To this end, we introduce a small constant δ with 0
where f κ 1 is a T -periodic function given by
To verify Lϕ ≥ 0, it is sufficient to find z κ 1 > 0 satisfying
Indeed, let M 1 be determined later, we set
By our assumption, it is noted that
Thus, we can take M 1 (independent of α > 0) to be large enough so that (2.5) holds true. Clearly, for any α > 0, the function ϕ = z κ 1 f κ 1 satisfies
Then, it is easy to check that for large M 3 (independent of α > 0),
which, together with (2.1), implies that for any α > 0, the function ϕ = z κ 3 f κ 3 satisfies
Substep 3. We now fix 0 < δ 1 ≪ δ small such that
which is independent of time t. Let M 2 satisfy
where ϕ (κ 1 + δ, t) and ϕ (κ 3 − δ, t) have been defined in Substeps 1 and 2, so that
By the choice of δ 1 and −∂ x m∂ x ϕ ≥ 0, direct calculation leads to
for any α > 0. Therefore, for any α > 0, the above chosen ϕ satisfies
and t ∈ [0, T ], there is a constant ǫ 0 > 0 such that |∂ x m| > ǫ 0 and we aim to construct ϕ on this region by monotonically connecting the endpoints. Taking [κ 1 + δ, κ 2 − δ 1 ] × [0, T ] as an example, by (4.10), we let ϕ be a positive T -periodic function such that
It is easily seen that such a function ϕ verifies
for sufficiently large α > 0. Similar constructions can be applied to the other remaining regions. This completes Substep 4.
Up to now we have constructed the desired strict super-solution ϕ satisfying (2.3) with
The profile of such a super-solution ϕ is shown in Figure 3 . Therefore, using Proposition A.1, we can assert that (2.2) holds true. Step 2. We next prove
We shall employ the similar strategy as in Step 1. For any given small ǫ > 0, we are going to construct a sub-solution ϕ ≥ 0 that satisfies for large α > 0,
where X will be determined below so that
Once such a sub-solution ϕ exists, by Proposition A.1 with T = ∅, we can obtain (2.7). To construct ϕ, we proceed as in Step 1 to find z ≥ 0 such that
is a nonnegative strict sub-solution, where f κ 1 is given by (2.4) .
To this end, let us define z by
we choose z 1 and z 2 to fulfill the following properties:
Similar to Case Substep 4 in Step 1, we have |∂ x m| > ǫ 0 on κ 1 − δ, κ 1 − δ 2 ∪ κ 1 + δ 2 , κ 1 + δ for some ǫ 0 > 0. As before, it can be verified readily that z satisfies (2.8) with
Thus, our analysis above implies (2.7).
As a consequence, Proposition 2.1 follows from (2.2) and (2.7).
Remark 2.1. We want to make the following comments.
for some κ 1 ∈ (0, 1], by a slight modification of the proof of Proposition 2.1, we have
Suppose that the set of points of local maximum of m consists of the curve
Remark 2.2. A typical example for the curve described in Proposition 2.2 is shown in Figure  4 , where the case t i < t i for i ≥ 1 is exhibited. We want to stress that in Proposition 2.2, the situation t i = t i is also allowed, and κ(t) = 0 or κ(t) = 1 at the point t = t i = t i in this case. Proof of Proposition 2.2. As before, it suffices to show
Below we shall present the proof of (2.9) in detail; since (2.10) follows from a similar argument as in Step 2 of the proof of Proposition 2.1, the details are thus omitted. To obtain (2.9), we just have to find a strict super-solution ϕ > 0 satisfying for any given ǫ > 0,
provided that α is large enough, where the finite curve sets X and T will be identified below.
To this end, we define
and set
To verify the first inequality in (2.11), we need to find a function z(x, t) satisfying
Let δ > 0 be so small that
First of all, when (x, t) ∈ ∆ δ , we may choose
where M is chosen such that ǫM > 4 + 4δ max
Clearly, it holds
Next, when (x, t) ∈ ∆ δ , we notice that |∂ x m| > ǫ 0 for some constant ǫ 0 > 0. Then one can choose z(x, t) satisfies the following:
As above, it is easily justified that (2.12) holds for large α > 0 due to |∂ x m| > ǫ 0 . Therefore, the super-solution ϕ satisfying (2.11) has been constructed with
By Proposition A.1 in the appendix, we deduce (2.9).
We are now in a position to prove Theorem 1.1.
Proof of Theorem 1.1. The proof is basically to "straighten the maximum curves κ i (t)" and apply Propositions 2.1 and 2.2. In view of κ i (t) = κ j (t) for i = j, we assume, without loss of generality, that 0 ≤ κ 1 (t) < . . . < κ N (t) ≤ 1, and κ 1 (t) = 0 and κ N (t) = 1 for some t ∈ [0, T ]. Define two C 2 -diffeomorphisms Φ : (0, 1) × [0, T ] → (0, 1) and Ψ : R Φ → (0, 1) with
(ii) for any (y, t) ∈ R Φ , ∂ y Ψ(y, t) = 0 and the function m(y, t) := m (Ψ(y, t), t)
attains its local maximum in the set
For any (y, t) ∈ R Φ , define ϕ(y, t) = ϕ (Ψ(y, t), t) and V (y, t) = V (Ψ(y, t), t). Then through direct calculations, ϕ solves the following
Since (∂ y Ψ) 2 > 0 in R Φ , clearly the set of the local maximum of the function m is given by
To prove Theorem 1.1, we consider the equivalent problem (2.13). Fix δ > 0 small such that
Adopting directly the arguments developed in the proof of Propositions 2.1 on the region
and that of Proposition 2.2 on the region R Φ \ R δ Φ , one can find a positive strict sub-solution and a positive strict super-solution for problem (2.13). Again we may apply Proposition A.1 to conclude that
as desired. The proof is thus complete.
Spatially degenerate advection
In this section, we are concerned with the case that the advection m is spatially degenerate; in particular, the set of local maximum of m allows some flat surfaces with respect to the spatial variable. The results in some typical cases will be presented and proved first, and Theorem 1.2 then follows using the similar strategy as in the proof of Theorem 1.1. We recall that λ pq (κ(t), κ(t)) for p, q ∈ {N , D} denotes the principal eigenvalue of problem (1.5).
Then we have lim
Proof. Given η ∈ R := (−∞, ∞), our analysis begins with the following auxiliary problem:
Denote by λ N η its principal eigenvalue and ψ N η > 0 the corresponding principal eigenfunction. It is well known that λ N η increases and analytical with respect to η ∈ R. Clearly,
Inspired from the proof of Proposition 2.1, we are ready to construct a strict super-solution ϕ; that is, for any given constant η < 0, we want to find the curve sets X, T and ϕ > 0 satisfying
ϕ(x, 0) = ϕ(x, T ) on (0, 1), for sufficiently large α > 0. Then (3.1) follows from Proposition A.1. For this purpose, we first consider the case 0 < κ 1 < κ 2 < 1 and construct ϕ on the following different regions.
In light of ∂ x m = 0 and the definition of ψ N η , one can check that such a function ϕ satisfies L α ϕ ≥ λ N η ϕ on this region for all α > 0 provided that η < 0.
1 ) 2 for some positive constants M 1 and M 1 to be determined below. As η < 0, it follows that
We now choose δ 1 small and thus M 1 large to obtain
T ], similar to Substeps 2 and 3, we define ϕ as follow:
Proceeding as in Substeps 2 and 3, we can verify, by choosing small positive constants δ 2 , M 2 and large M 2 , that L α ϕ ≥ λ N η ϕ for large α > 0. By summarizing the above arguments, for 0 < κ 1 < κ 2 < 1, we have constructed a strict super-solution ϕ > 0 satisfying (3.2) in the sense of Definition A.1 with
It is observed that when κ 1 = 0, we can construct such a super-solution ϕ only using Substeps 1 and 4, while only Substeps 1, 2 and 3 will be used when κ 2 = 1.
Therefore, by Proposition A.1, we conclude that for any η < 0,
Letting η → 0 gives the desired (3.1).
Step 2. We are going to verify
As in Step 1, it is enough, for large α > 0, to find a strict sub-solution ϕ > 0 satisfying
ϕ(x, 0) = ϕ(x, T ) on (0, 1).
To achieve this, we select ϕ = ψ N η on [κ 1 , κ 2 ] × [0, T ] again, which verifies L α ϕ ≤ λ N η ϕ obviously. For any η > 0, we infer that
The construction of ϕ satisfying (3.4) is similar as in Step 1 and so is omitted. Once such a sub-solution ϕ exists, for any η > 0, we arrive at
Sending η → 0, we have (3.3). The case κ 1 = 0 or κ 2 = 1 can be treated similarly. A combination of (3.1) and (3.3) yields Proposition 3.1, and the proof is complete.
Remark 3.1. We point out that Proposition 3.1 reduces to Remark 2.1(i) when κ 1 and κ 2 in Proposition 3.1 shrink to one point κ 0 ∈ (0, 1) (see Figure 5 ). This is a direct consequence of the following observation:
of which the proof is postponed to Appendix C. (i) Given the constants 0 < κ 1 < κ 2 < 1, suppose that m satisfies
(ii) If κ 1 = 0 and 0 < κ 2 < 1 in (i), then we have
(iii) If 0 < κ 1 < 1 and κ 2 = 1 in (i), then we have
Proof. We will proceed in the same spirit as in the proof of Proposition 3.1 to establish Proposition 3.2. We only prove (i) since the assertions (ii) and (iii) follow from a similar but simpler argument. Given η ∈ R, consider
Let λ D η be its principal eigenvalue and ψ D η > 0 in (κ 1 , κ 2 )×[0, T ] be the corresponding principal eigenfunction. For η = 0, it is easily seen that ψ
Thus, it suffices to show lim α→∞ λ(α) = λ min 0 .
Step 1. We first establish As in the proof of Proposition 3.1, for any given constants ǫ > 0 and η < 0, we need to construct a strict super-solution ϕ > 0 such that for some curve sets X and T,
where the constant δ 1 ∈ (0, κ 1 ) will be selected below. In view of η < 0, it follows that
Due to −α∂ x m∂ x ϕ ≥ 0 in this region, we can let δ 1 so small that for any α > 0,
Substep 3. We first fix some constant δ 2 with 0 < δ 2 < κ 1 − δ 1 such that
where the T -periodic function f 0 is given by
On [0, δ 2 ] × [0, T ], we therefore have
Moreover, ∂ x ϕ(0, t) = 0 for any t ∈ [0, T ] verifies the boundary conditions in (3.7) .
Thanks to −∂ x m > ǫ 0 for some constant ǫ 0 > 0, the above chosen ϕ satisfies
by letting α > 0 be sufficiently large.
Substep 5. For (x, t) ∈ [κ 2 , 1] × [0, T ], similar to Substeps 2-4, we define ϕ as follows:
where the T -periodic function f 1 is given by
Proceeding as in the above substeps, one can verify that ϕ satisfies L α ϕ ≥ λ min η − ǫ ϕ by choosing small positive constants δ 3 , δ 4 , ε 1 and large M 1 , provided that α is large enough.
Until now, we have constructed a strict super-solution ϕ > 0 satisfying (3.7) with
for sufficiently large α > 0. This, combined with Proposition A.1, implies for any η < 0, ǫ > 0,
Letting η, ǫ → 0 gives (3.6).
Step 2. We now turn to prove First, we show lim sup
Clearly, such a function ϕ satisfies
We further note that, for all t ∈ [0, T ],
Using Proposition A.1 with X = {κ 1 , κ 2 } × [0, T ] and T = ∅, we can obtain the desired result. We next prove lim sup
For any fixed ǫ > 0, we define
where δ 2 and f 0 are defined in Substep 3 of Step 1, and z 1 (x) enjoys the following properties:
. Furthermore, it is easily checked that for sufficiently large
Such a function ϕ is a strict sub-solution in the sense that it satisfies Using the similar proofs of Propositions 3.1 and 3.2, we are able to state the following results. (i) Given the constants (i) Given the constants 0 < κ 1 < κ 2 ≤ 1, suppose that m satisfies
Remark 3.2. In Propositions 3.2-3.4, when (κ 1 , κ 2 ) shrink to one point, it is easily shown that
Therefore, together with Remark 3.1, Propositions 3.1-3.4 coincide with Theorem 1.1.
We are going to prove Theorem 1.2.
Proof of Theorem 1.2. By the same arguments in the proof of Theorem 1.1, we can "straighten the maximum curve κ i (t)". Then, we apply the similar analysis of deriving Propositions 3.1-3.4 to conclude Theorem 1.2.
Temporally degenerate advection: Proof of Theorem 1.3
In this section, we treat the case that the advection m allows temporal degeneracy and aim to prove Theorem 1.3 by examining several typical examples. Since ∂ x m(x, t) = b(t) for problem (1.9), the time-periodic parabolic operator L α now becomes
We begin with the following result. 
Remark 4.1. The existence of the principal eigenvalue λ * is proved by Proposition B.1. Denote by ψ * the principal eigenfunction of problem (4.1) corresponding to λ * . Let us mention that ψ * (t, ·) is constant for any fixed t ∈ (t * , T ], and ψ * may not be continuous at point t = t * with respect to t, while it is differentiable elsewhere.
Proof of Proposition 4.1. We first prove lim inf α→∞ λ(α) ≥ λ * . For any given ǫ > 0, we aim to construct a function ϕ > 0 such that
provided that α is sufficiently large, where positive constant δ will be determined later. Then ϕ is a strict super-solution in the sense of Definition A.1 in the appendix with X = ∅ and T = (0, 1) × {t * , t * + δ}.
Thus, lim inf α→∞ λ(α) ≥ λ * follows from Proposition A.1. For our purpose, define ϕ(x, t) = γ(t)β(x, t)ψ * (x, t).
Here β(x, t) > 0 is a T -periodic function satisfying
Note that β may not be continuous at t = t * .
Since ∂ x ψ * (1, t) ≡ 0 holds in the neighborhood of t = t * , we can require ∂ xx β(1, t + * ) to be sufficiently large such that ϕ(x, t + * ) > ϕ(x, t − * ) holds in the neighborhood of x = 1. Thus, we can always find the appropriate function β(x, t) and constant M β > 0 such that    ϕ(x, t + * ) > ϕ(x, t − * ) on [0, 1);
On the other hand, we will select the function γ : [0, T ] → (0, ∞) to be continuous and satisfy 
Here positive constants δ and M γ are determined as follows:
For small 0 < δ < (T − t * )/2, we set Letting δ be small enough if necessary so that the following holds:
(iii) 3
Mγ δ ǫ + δ Q < T −t * 2Q . We will specify the function γ later, whose profile is exhibited in Figure 6 . 
Then we infer from b(t) = 0, β(x, t) = 1 and γ
where we used the definition of ψ * . Part 2. For t ∈ (t * , t * + δ], define (4.7) γ(t) = (1 + ǫ)e Mγ (t−t * ) ,
Recall that ψ * (·, t) is a constant for any fixed t ∈ [t * , T ] as noted in Remark 4.1. By direct calculation we have
Since ∂ x β ≤ 0 and |∂ t β|, |∂ x β|, |∂ xx β| < M β β on [0, 1] × (t * , t * + δ], we deduce from (i) that
Part 3. For t ∈ [t * + δ, T − δ], we set (4.8)
where M γ and Q are defined in (4.5). We then have
Noting that β = 1 on {1} × [t * + δ, T ], we can assume that (4.10)
, in view of ∂ x β ≤ 0 and (ii), it follows from (4.9) that
By the choice (4.8) of function γ, we arrive at
, by the conditions on β and b, clearly there exists some
, it can be observed from definition (4.5) and (iii) that
This allows us to define γ as a smooth function on (T − δ, T ] such that
To verify L α ϕ ≥ (λ * − ǫ)ϕ, we consider the following different regions.
For (x, t) ∈ [1 − 2δ, 1] × [T − δ, T ], by means of the facts |∂ t β|, |∂ xx β| < ǫ 4 β in (4.10), ∂ x β ≤ 0 and γ ′ (t) ≥ 0, we deduce from (4.9) and (ii) that
For (x, t) ∈ [0, 1 − 2δ] × T − δ 2 , T , due to ∂ x β < 0 and γ = e Mγ (t−T ) , it follows from (4.9) and (i) that
For (x, t) ∈ [0, 1 − 2δ]× T − δ, T − δ 2 , there exists some constant ǫ 0 > 0 such that b(t)∂ x β(x, t) < −ǫ 0 and γ ′ > 0. In view of |∂ t β|, |∂ xx β| < M 1 β, again we use (4.9) and (i) to obtain
by choosing α to be large enough.
By now, we have specified the function γ through (4.6), (4.7), (4.8) and (4.11) , which satisfies (4.3) and (4.4) . Therefore, the super-solution ϕ constructed above satisfies (4.2), and lim inf α→∞ λ(α) ≥ λ * is established.
The proof of lim sup α→∞ λ ≤ λ * is similar, which amounts to construct a sub-solution ϕ such that (4.12)
where δ is given as before. Indeed, we take
where γ is defined as before and β > 0 has the same properties as β except that ∂ x β > 0 on [0, 1) × (t * , T ). Proceeding as before, we can verify such a function ϕ is a strict sub-solution satisfying (4.12) . Making use of Proposition A.1 again, we obtain lim sup α→∞ λ(α) ≤ λ * .
Next, we turn to consider another typical function b.
Proof. We start with the following auxiliary eigenvalue problem:
The existence of the principal eigenvalue, denoted by λ * * , of the eigenvalue problem (4.13) is shown in Proposition B.1. In addition, it is easily seen that
Denote by ψ * * (t) > 0 the corresponding principal eigenfunction. To prove lim α→∞ λ(α) = λ * * , we will construct strict super-solution ϕ and sub-solution ϕ.
We define ϕ(x, t) = γ(t)β(x, t)ψ * * (t).
Here β is chosen to be a T -periodic function satisfying
Let δ > 0 be determined below. The T -periodic function γ is chosen to be positive, continuous everywhere and smooth except for t ∈ {t * − δ, t * , t * + δ}, and satisfy the following properties:
For any small ǫ > 0, we can find suitable δ, γ and β such that the above ϕ satisfies By a similar analysis to that of Proposition 4.1, we can also deduce the following result. Adopting the ideas developed in the proofs of Propositions 4.1 and 4.2, we are able to derive Theorem 1.3.
Proof of Theorem 1.3. As before, it suffices to construct the suitable sub-and super-solution for (1.9). We just need to follow the above arguments to construct a super-solution here; a sub-solution can be found similarly.
To do so, denote by ψ ∞ > 0 the principal eigenfunction of (1.10). Define
Following the proof of Propositions 4.1 and 4.2, the T -periodic function β is chosen to satisfy
and the T -periodic function γ is assumed to be positive, continuous everywhere and satisfy that
and that for any 1 ≤ i ≤ N + 1,
Then, by similar arguments as in Proposition 4.1, we can piecewise construct suitable γ and β on different intervals [t i , t i+1 ] (0 ≤ i ≤ N ) to verify that for any small ǫ > 0, ϕ satisfies
provided that α is sufficiently large, which implies that ϕ is a strict super-solution in the sense of Definition A.1. Therefore, Theorem 1.3 follows from Proposition A.1.
Appendix A. Generalized super/sub-solution for a periodic parabolic operator
In this section, we introduce the definition of super/sub-solution for a time-periodic parabolic operator and then present a result, which states the relation of positive super/sub-solution and the sign of the principal eigenvalue of an associated eigenvalue problem. This result is a generalization of Proposition 2.1 and Corollary 2.1 in [22] in one space dimension, and plays a vital role in the establishment of main findings of the present paper.
Let L denote the following linear parabolic operator over (0, 1) × [0, T ]:
In the sequel, we always assume a 1 (x, t) > 0 so that L is uniformly elliptic for each t ∈ [0, T ], and assume a 0 , a 1 , a 2 ∈ C([0, 1] × [0, T ]) are T -periodic in t.
Consider the linear parabolic problem
We now give the definition of super/sub-solution corresponding to (A.1) as follows.
Definition A.1. The function ϕ in [0, 1] × [0, T ] is called a super-solution of (A.1) if there exist sets X and T consisting of at most finitely many continuous curves:
for some integers N, M ≥ 1, where the continuous functions κ i : [0, T ] → (0, 1) and τ i : [0, 1] → (0, T ) are such that
ϕ(x, 0) ≥ ϕ(x, T ) on (0, 1).
A super-solution ϕ is called to be a strict super-solution if it is not a solution of (A.1). Moreover, a function ϕ is called a (strict) sub-solution of (A.1) if −ϕ is a (strict) super-solution. Suppose not, then there is some (x 0 , t 0 ) ∈ (0, 1) × [0, T ] such that (i) ϕ(x 0 , t 0 ) = 0; and moreover, (ii) for each δ > 0, there exists some (
Here B δ (x 0 , t 0 ) denotes the ball in R 2 centered at (x 0 , t 0 ) with radius δ.
We mention that the point (x 0 , t 0 ) can be chosen such that t 0 > 0. Indeed, if t 0 = 0, the fact ϕ(x 0 , 0) ≥ ϕ(x 0 , T ) implies ϕ(x 0 , T ) = 0. Then we can select some (x 0 , T ) satisfying (i) and (ii), to replace (x 0 , t 0 ).
We next observe that (x 0 , t 0 ) ∈ X ∪ T. If (x 0 , t 0 ) ∈ X, by (2) in Definition A.1, we have ∂ x ϕ(x + 0 , t 0 ) < ∂ x ϕ(x − 0 , t 0 ) ≤ 0, which contradicts ϕ ≥ 0. If (x 0 , t 0 ) ∈ T, in light of (3) in Definition A.1, we need to distinguish two cases: (a): ϕ(x 0 , t − 0 ) < ϕ(x 0 , t + 0 ) and (b): ϕ(x 0 , t − 0 ) = ϕ(x 0 , t + 0 ). When (a) occurs, it is clear that ϕ(x 0 , t − 0 )=0. Choose some δ 1 > 0 so small that Lϕ ≥ 0 in B δ 1 (x 0 , t 0 ) ∩ ((0, 1) × [0, t 0 )) and ϕ(x 0 , t − 0 ) = 0.
Then we apply the classical strong maximum principal for parabolic equations, (see, e.g., Proposition 13.1 and Remark 13.2 in [11] ), to arrive at ϕ ≡ 0 in B δ 1 (x 0 , t 0 ) ∩ ((0, 1) × [0, t 0 ]), which contradicts to (ii). When (b) occurs, then ∂ t ϕ(x 0 , t + 0 ) < ∂ t ϕ(x 0 , t − 0 ) ≤ 0 due to our assumption, contradicting to ϕ ≥ 0. Hence, (x 0 , t 0 ) ∈ X ∪ T.
Therefore, there exists some δ 2 > 0 such that B δ 2 (x 0 , t 0 ) ∩ (X ∪ T) = ∅ and Lϕ ≥ 0 in B δ 2 (x 0 , t 0 ) and ϕ(x 0 , t 0 ) = 0.
Since t 0 > 0, by the classical strong maximum principal, we can conclude that ϕ ≡ 0 in B δ 2 (x 0 , t 0 ) ∩ ([0, 1] × [0, t 0 ]), a contradiction again. The proof is now complete.
We now denote by λ(L) the principal eigenvalue of Thanks to Lemma A.1, Proposition A.1 follows from the same argument as in Proposition 2.1 and Corollary 2.1 of [22] , where the equivalent relationship of λ(L) > 0 and a positive strict (classical) super-solution, is established. Such an idea can be traced back to Walter [27] for the elliptic operator case under zero Dirichlet boundary conditions. We omit the details and refer interested readers to [22] .
Appendix B. The existence of the principal eigenvalue of (1.10)
This section is devoted to the proof of the existence and uniqueness of the principal eigenvalue λ ∞ of problem (1.10), which is the limit of λ(α) as α → ∞ under the assumption there. Conversely, if (1.10) has a solution ψ 1 satisfying (B.1), then necessarily λ = λ ∞ and ψ 1 = cψ for some constant c > 0.
Proof. Our proof essentially adapts the ideas of Theorem 3.4 in [9] , which deals with an eigenvalue problem over a varying cylinder.
For any given u 0 (x, 0) ∈ X := {w ∈ C 1 ([0, 1]) : w ′ (0) = w ′ (1) = 0}, we define u i (x, t) (1 ≤ i ≤ N ) recursively as the unique solution of the problem
where 0 = t 1 < t 2 < . . . < t N +1 = T and the sets A, B, C are given by Theorem 1.3. By the standard L p -theory of parabolic equations (see, e.g., [10] ), we know that u i ∈ C σ (t i , t i+1 ], W 2,p (0, 1) ∩ C 1+σ ((t i , t i+1 ], L p (0, 1)) for some σ > 0.
We may choose p large enough such that W 2,p (0, 1) is embedded into C 1 ([0, 1]). Thus, u i (·, t) ∈ X for any t ∈ [0, T ], i = 1, · · · , N . Let u 0 and u i (1 ≤ i ≤ N ) be given above. Define the operator K : X → X by Ku 0 = u N (·, T ).
We use P o to denote the interior of P , a cone of nonnegative functions in X. Then it can be shown that the operator K is linear, compact and strongly positive. This fact can be verified by a standard argument with the help of the regularity theory and the maximum principle for parabolic equations. We omit the details and refer to Theorem 3.4 in [9] . Thanks to the above properties for K, it follows from the well-known Krein-Rutman theorem (see [8] ) to conclude that the spectral radius r(K) of K is positive, and it corresponds to an eigenvector u * ∈ P o . Moreover, if Kũ =rũ for someũ ∈ P o , then necessarilyr = r(K) and u = cu * for some constant c > 0.
Let U : [0, 1] × [0, T ] be given by
where u i is defined by (B.2) with u 0 (x) = u * (x). By definition, we have U (·, T ) = Ku * = r(K)u * in [0, 1].
We now set ψ * (x, t) = e λ∞t U (x, t) with λ ∞ = − 1 T ln r(K). Clearly, such a function ψ * satisfies (B.1) and ψ * (x, 0) = ψ * (x, T ). Direct calculations give that ψ * verifies (1.10) with λ = λ ∞ , which proves the existence of the principal eigenvalue.
Conversely, if (1.10) has a solution ψ 1 satisfying (B.1), then let r = e −λT andũ(x, t) = e −λt ψ 1 (x, t).
It is easily seen thatũ(x, t) satisfies (B.2) with u 0 = ψ 1 (·, 0), and furthermore Kψ 1 (·, 0) =ũ(·, T ) = e −λT ψ 1 (·, T ) =rψ 1 (·, 0).
In view of ψ 1 (·, 0) ∈ P o , the Krein-Rutman Theorem implies thatr = r(K) andũ = cu * for some constant c > 0, whence λ = λ ∞ and ψ 1 = cψ.
The proof is thus complete.
On the other hand, for any 0 < δ < δ 0 , proceeding similarly as in Step 2 of Proposition 2.1, we can construct function z(x) such that ϕ(x, t) = z(x)f κ 0 (t) is a strict sub-solution of the operator Letting ǫ → 0, we can see that (3.5) follows from (C.1) and (C.2).
