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Abstract 
The set partitioning problem requires partitioning a set of n numbers into K subsets so that 
the difference between the maximum and minimum subset sums is minimized. This paper 
investigates the problem with the additional constraint that the subset cardinalities hould be as 
balanced as possible. It modifies the diferencing method of Karmarkar and Karp to ensure that 
the cardinality of each subset is either r n/K 1 or L n/K J. The modified algorithm preserves the 
asymptotic quality of the differencing method, that is, the difference between the maximum and 
minimum subset sums does not exceed n-c’og”, almost surely. 
Keywords: Makespan scheduling; Asymptotic algorithm analysis 
1. Introduction 
Given a set of n numbers, X = {tl, t, , . . . , t,}, the set partitioning problem requires 
partitioning X into K subsets with the objective of minimizing the difference between 
the maximum and minimum subset sums. This problem is NP-complete when K > 2. 
A survey of probabilistic analysis of set partitioning algorithms is available in [2, 31. 
Among existing algorithms, the dijtrerencing method (abbreviated as DM) of 
Karmarkar and Karp (K&K) [4], produces the best asymptotic result for the set 
partitioning problem. Let work diff2rence be the difference between the maximum and 
minimum subset sums and DM(X) be the resulting work difference for input data X, 
as determined by DM. The following theorem summarizes the achievement of DM, 
provided that each number in X is an independent, identically distributed random 
variable with density functionf(x) that is a smooth (satisfying the Lipschitz condition) 
function on [0, 11. Coffman and Lueker [2,3] briefly discuss its proof. 
Theorem 1. There exists a c > 0 such that with probability tending to 1 as n + m, 
DM(X) < n-clogn. 
0166218X/95/%09.50 0 1995-Elsevier Science B.V. All rights reserved 
SSDI 0166-218X(94)00032-9 
176 L-H. Thai / Discrete Applied Mathematics 63 (1995) 175-180 
In practice. constraints usually arise on subset cardinality. In scheduling problems, 
these constraints reflect limited capacity of different production modules. For 
example, in assigning component types to machines that produce VLSI chips, it is 
important to keep the same number of component ypes on each machine because of 
the limited number of feeder locations [l]. This paper presents a modification of 
K&K’s differencing method to solve set partitioning problem with the capacity 
constraint. The modified algorithm (denoted as MDM) produces a schedule in which 
the cardinality of each subset is either r nJK 1 or /_ n/K J. Let cardinality di@rence be 
the difference between the maximum and minimum subset cardinalities and MDM(X) 
be the resulting work difference for input X, as determined by MDM. The following 
theorem summarizes what MDM achieves. 
Theorem 2. There exists a c > 0 such that with probability tending to 1 as n + 00, 
MDM(X) < n-c’og “. In addition, MDM minimizes cardinality diference. 
The operands of basic operations in DM and MDM are called subpartitions. 
A subpartition T of X is a collection of K disjoint but non-exhaustive subsets, i.e., 
T= {Zi, i = 1, . . . . K}, TicX77inTif=@, for all i#i’, and T,uT~u..-uT~cX. 
Let w(r), z c X, be the subset sum of r, and define subset ri as heavier (lighter) than rir 
if w(ri) >, o(rir) (o(ri) < o(rr)). Without loss of generality, the lightest subset is always 
assigned to pi. Each subpartition T= (z,, . . . . I~} is associated with a reduced vector 
S(T) = {sl, . . . . sK}, where si = o(ri) - o(T~). Therefore, the first coordinate of S(T) is 
always zero. Let the magnitude of a subpartition’s reduced vector be its largest 
component; MAG(S) = Max 1 <i CK Si. The final partition is the solution for the 
partitioning problem, which is a collection of K disjoint and exhaustive subsets. 
Minimizing the work difference is equivalent o minimizing the magnitude of the final 
partition. 
Section 2 reviews two basic operations of DM, which are used in MDM. Section 
3 presents the first iteration of MDM, which is illustrated with an example in Section 
4. Section 5 verifies the above theorem of MDM. 
2. Overview of the differencing method 
DM and MDM combine subpartitions by two operations, binary differencing and 
cyclic differencing, as described below. 
Definition 1 (Binary dijkrencing). Let S = S(T) and S’ = S(T’) be reduced vectors of 
two subpartitions T = {I~, . . . . zK) and T’ = {r;, . . . . &}, rinr; = 8 for i = 1, . . . . K 
and j = 1, . . . . K. Binary differencing combines T and T’ so that the heaviest subset in 
T is combined with the lightest subset in T’, the second heaviest subset in T is 
combined with the second lightest subset in T’, and so on. B(S,S’) denotes the binary 
difirence (abbreviated as BD) of T and T’, which is the reduced vector of the resulting 
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subpartition. T and T’ (S and S’) are called the two antecedent subpartitions (vectors) 
of B(S, s’). 
Observation. The magnitude of B(S, S’) will not exceed the larger of the magnitudes of 
its two antecedent vectors, i.e., MAG(B(S,S’)) 6 Max(MAG(S), MAG(S’)). 
Definition 2 (Cyclic difkrencing). Let S’, . . . , SK be the reduced vectors for K disjoint 
subpartitions. Sj = {di, . . . , di> for j = 1, . . ., K. Let cr be the permutation such that 
a{%, .a.> SK} = {Wl, **a, sK _ 1). The cyclic difference (abbreviated as CD) of anteced- 
ent vectors S’, . . . , SK is the reduced vector of S’ + aS2 + a2S3 + a.. + &‘SK. 
Observation. If for all j # j', Is/ - $1 < b, i = 2,3, . . . , K, then the magnitude of their 
CD is no more than (K - 1)b. 
Each iteration in DM consists of four major steps: partitioning, resampling, ran- 
dom cyclic differencing, and compaction. K&K show that the number of input vectors 
to the next iteration is more than some constant fraction (smaller than one) of that in 
the current iteration; so there are Q(logn) iterations. In addition, the maximum 
magnitude of input vectors to the next iteration is smaller than O(n- W- ‘I) of that in 
the current iteration; hence, the magnitude of the final vector will be less than n-’ log”. 
3. Partitioning with capacity constraints 
MDM fulfills the capacity constraint by minimizing cardinality difference of the 
final partition. A balanced subpartition is defined as a subpartition with zero cardinal- 
ity difference. MDM constructs as many balanced subpartitions as possible in the first 
iteration. If n is a multiple of K, all subpartitions constructed in the first iteration of 
MDM are balanced; otherwise, only one subpartition is unbalanced and its cardinal- 
ity difference is one. If this unbalanced subpartition is among the antecedent subparti- 
tions, the resulting BD or CD has cardinality difference of one. Therefore, the 
cardinality difference of the final partition is zero if n is a multiple of K; otherwise, it is 
one. 
MDM modifies only the compaction step in the first iteration of DM. The input to 
the first iteration is a set of nl = n numbers in the interval [O, 11, and the output is 
a set of n2 points in the cube [0, a21K- ‘, where a2 is the maximal magnitude of input 
vectors to the second iteration. At the compaction step of the mth iteration, N, 
subcells (or N1 subintervals in the first iteration) are formed. N, = n,/k’, where n, is 
the number of input points to the mth iteration and k’ is a large constant parameter 
which satisfies certain conditions described in Section 5. The modified procedure is 
referred to as Compacthnl. The incorporation of Compationl in the first iteration is 
described below. 
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Algorithm MDM’s first iteration 
Step 1: Partitioning 
Divide [0, l] into Ni subintervals of width a, = l/N,. 
Step 2: Resampling 
Points in each subinterval are labelled “good” or “bad” so that two goals can be 
achieved: (1) “good” points are evenly distributed within each subinterval, and (2) the 
number of points labeled “bad” is minimized. If the density functionf(x) satisfies the 
Lipschitz condition, the number of bad points will tend to be small. A detailed 
explanation of this procedure is available in [2, pp. 87-881. 
Step 3: Random cyclic differencing 
Randomly pick K good points from a subinterval and form the corresponding reduced 
vector until each subinterval contains less than K good points. These remaining good 
points are merged with the bad points. The magnitude of each reduced vector (a 
balanced subpartition with subset cardinality of one) is bounded by al = a2. 
Step 4: Compationl 
(1) Randomly pick K bad points and form the corresponding reduced vector (a 
balanced subpartition with subset cardinality of one) until there are less than 
K bad points left. Let p be the number of bad points left. If p > 0, K - p dummy 
points of value zero are added to the remaining bad points so that there are exactly 
K points in the set, and their reduced vector (an unbalanced subpartition with 
cardinality difference of one) is formed. 
(2) Let V consist of all CD’s generated in (1). Each vector in V has a magnitude less 
than or equal to one. By repeated random binary differencing, reduce the vectors 
in I’ to a bad point. More formally: 
repeat 
Let v and u’ be randomly picked vectors from V; 
Vt V u B(v, u’) - u - v’; 
until ) VI = 1. 
The magnitude of the bad point is no more than one. 
(3) Reduce the magnitude of the bad point by repeatedly binary differencing it with 
a randomly picked good point until the bad point’s magnitude is no more than CQ. 
4. An example 
This section illustrates the first iteration of MDM by an example with K = 2 and 
n = 15. The identifications of all input points are shown in parenthesis. Suppose [0, l] 
is divided into three subintervals (N, = 3) in Step 1. In Step 2, good points are 
represented by *‘s; and bad points, by #‘s (see Fig. 1). 
In Step 3, two good points from the same subinterval are randomly picked, and 
their CD is derived. Cyclic differencing works like binary differencing when K = 2. 
Suppose good points l&4, 6&7, 5&9, 8&10, 12&14 are paired; then their CD’s are: 
{0,0.2}, {O,O.l}, {0,0.2}, {O,O.l:, {0,0.2}. The magnitudes of all CD’s generated in this 
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X(11) 
((3) ‘(6) *(El ‘(10) ((15) 
l (l) l (2) '(4) l (5) *(7) l (9) *(I21 ‘(13) ‘(14) 
I I I 
0.1 0.2 0.3, o-.4 0.5 0.6 0.7 0.8 0.9 
0 0.33 0.67 1.0 
Fig. 1. 
step are no more than 0.33. The remaining good points, 2 and 13, and bad points, 3, 
11, and 15, constitute the set of bad points. In Step 4, Compaction1 is followed. 
(1) 
(2) 
(3) 
5. 
Derive CD’s of randomly picked bad points: Suppose points 1 l&l 5 and 2&13 are 
paired; then the CD’s are {0,0.3} and {0,0.6}. The CD of point 3 and the dummy 
point is {0,0.2}. Hence, Vconsists of {0,0.3}, (0,0.6} and {0,0.2}. Up to this stage, 
we have formed seven balanced subpartitions and an unbalanced subpartition 
consisting of the dummy point and point 3. 
Use binary differencing to reduce V into a single bad point: The BD of {0,0.2} 
and {0,0.3} is (0,O.l). The BD of {O,O.l> and {0,0.6} is (0, OS}. 
Reduce the magnitude of the bad point 10, 0.5) by binary differencing it with 
vectors derived in Step 3 until its magnitude is no more than 0.33: Suppose the 
vector {0,0.2} from points l&4 is picked; then the BD of {O,OS} and {0,0.2} is 
{0,0.3}, whose magnitude is less than 0.33. {0,0.3} and the remaining vectors from 
Step 3 - (0, O.l}, {0,0.23, (0, O.l}, {0,0.2} - are input to the second iteration. 
Proof of asymptotic performance 
1 :or the compaction step, K&K show that the number of good points used to 
reduce the magnitude of the bad point is less than 6N ,,,, with a probability greater or 
equal to 1 - eeBNm, b > 0 and 6 > 0. On the basis of the above result, K&K further 
show that: n,, 1 /n, is at least l/K - (6 + 1)/k’ with high probability, where k’ must be 
so chosen that 
l/K - (6 + 1)/k’ > 0. (1) 
The following theorem verifies that Compationl preserves the asymptotic quality of 
the compaction step, and is therefore sufficient to confirm Theorem 2. 
Theorem 3. Let 1 be the number of good points used to reduce the magnitude of 
the bad point in Compactionl. There exist constants 6’ > 0 and /Y > 0, so that 
Pr{l > 6’N1} d e-B’NI. 
Proof. Let &(x), XE [0, llK-‘, be the density function of the reduced vector of 
K random numbers uniformly distributed over [0, 11. The density function of good 
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points formed in Step 3 is (l/az)f6(x/a2). Let p’ be the mean (a constant) of the smallest 
coordinate of&(x). K&K show that the sum of the smallest coordinates of good 
points lost to compensate a bad point is no more than the sum of the bad 
point’s coordinates. Let G, be the sum of the smallest coordinates of t random 
points with density fk(x). Then aZGt is the sum of the smallest coordinates of t 
random points with density (l/al)fk(x/az). In Compactionl, the bad point’s mag- 
nitude is no more than one. Hence aZGl is no more than (K - 1). This implies 
that Gr < (K - l)/a2 = (K - l)N,. Hence, Pr{l > L) < Pr{GL < (K - l)N,} = 
Pr(G, d [(K - 1)(2/$)N,]p’/2}. Let Y(t,p) be the sum of t bounded independent 
random variables with mean p. According to a bound by Chernoff [S], 
Pr{ Y(t,p) d tp/2} 6 e-@‘, for some B > 0. 
If we substitute (K - 1)2/p’ by 6’ and L by (K - 1)(2/$)N, = 6’Ni, 
then Pr{l > 6’N1} d Pr{GdeN I < [b’NJp’/2} = Pr{ Y(S’NI,p’) < [6’NJ$/2} < 
e-Ba’N, < e-B’N,, where /I’ = &/I. 0 
Using the above theorem, we can derive results similar to K&K’s: 
nz/nl is at least l/K - (6’ + 1)/k’ with high probability, where k’ must satisfy the 
additional constraint 
l/K - (6’ + 1)/k’ > 0. (2) 
Both (1) and (2) can be satisfied by choosing a sufficiently large k’. 
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