Abstract: A prominent limiting factor in the analysis of chaotic time series are measurement errors in the data. We show that this in uence can be quite severe, depending on the nature of the noise, the complexity of the signal, and on the application one has in mind. Theoretical considerations yield general upper bounds on the tolerable noise level for dimension, entropy and Lyapunov estimates. We discuss methods to detect and analyze the noise present in a measured data set. We show how the situation can be improved by nonlinear noise reduction.
Introduction
Most characteristic quantities of living beings change with time. Observing this time evolution can provide better understanding of the processes at work. Qualitative changes in the dynamics can provide information about the state a subject is in, e.g. if it is healthy or su ers from some disease.
Time records of biological or medical phenomena typically show some irregularity; they are neither constant nor strictly periodic. The classical approach of time series analysis would try to identify the irregular part as random uctuations and the correlations as resulting from some linear process. However, this approach often leaves part of the structure of the data unexplained.
The paradigm of deterministic chaos suggests a fundamentally di erent interpretation: nonlinear deterministic systems can exhibit very irregular dynamical behavior autonomously, without random inputs. Since the theory of such systems has been well studied in the last few years, it seems quite natural to try to observe chaotic behavior in experiments and in real world data. However, some di culties occur when turning theoretical concepts from deterministic chaos into analyzing tools for real time series. This paper will concentrate on the problems which occur as a consequence of measurement error present in the data.
The evolution of a low dimensional dynamical system can be expressed either as a set of ordinary di erential equations or as a discrete time mapping. Although most real systems evolve continuously in time, data are always sampled discretely. Since furthermore the results we will present assume a simpler form, without loss of generality, we will concentrate on discrete time maps in what follows. Thus, a trajectory of the underlying system can be obtained by iterating y n+1 = F(y n ) starting from some initial condition y 0 . Thus the state of the system at any time n is a vector y n in some m{dimensional space. A very long trajectory eventually will settle onto an attracting set. (Provided it does not run away to in nity, a case not considered here.) This attracting set, or rather the invariant measure de ned on it by the average visitation frequency of a typical trajectory, is the natural object to study from the point of view of nonlinear dynamics.
Reality deviates from this description in several respects. First we usually cannot obtain y n directly, instead we measure some function g(y) of it, in many cases yielding only scalar values. 1 Second, this measurement is always subject to some error, be it due to random uctuations or due to the discretization. Further, the data represent only a nite, often short, piece of a trajectory, which may or may not explore most of the attractor, or may not even reach the attractor at all. Finally, at each moment the state y n of the system may be perturbed by a stochastic process or by uctuations in the control parameters.
In order to focus the discussion in this paper on the in uence of the measurement noise, we will assume throughout that the data are otherwise well behaved. By this we mean that the signal would be to some extent predictable by exploiting an underlying stationary deterministic rule{weren't it for the noise. This is the case for data sets which can be embedded in a low dimensional phase space, which are stationary and which are not too short. Violation of each one of these requirements leads to further complications which will not be addressed here. 2 1 Even in cases where multiprobe measurements are available, like multichannel EEG, the set of measurement functions fgk(y)g is presumably not su cient to reconstruct y uniquely. 2 However, we are aware of the fact that clinical data almost never ful ll these requirements to a satisfactory For all of the methods of data processing described below we have to reconstruct a higher dimensional trajectory fx n g which is in some sense equivalent to fy n g, knowing only noisy scalar measurements fx n g. Without noise, this is successfully achieved using a time delay embedding 1]. In the presence of noise, state space reconstruction becomes a very intricate problem. However, we will cut the discussion short by assuming that a delay embedding of su ciently high dimension forms a proper reconstruction and our data yield trajectories deterministic up to the noise. For the reconstruction problem we refer the reader to the literature, in particular to a paper by Casdagli et al. 2] . A review of nonlinear time series analysis in general can be found in 3].
Measurement error and dynamical noise
Measurement noise refers to the corruption of observations by errors which are independent of the dynamics. The dynamics satis es y i = f(y i?1 ), but we measure scalars x i = g(y i )+ i , where g is a smooth function that maps points on the attractor to real numbers, and the i are independent and identically distributed (iid) random variables. (Even in multichannel measurements, generally not y n + n is recorded, but di erent scalar variables corresponding to di erent measurement functions g j .)
Dynamical noise, in contrast, is a feedback process wherein the system is perturbed by a small random amount at each time step:
x i = f(x i?1 + i?1 ) : (1) Dynamical and measurement noise are two notions of the error that may not be distinguishable a posteriori based on the data only. Both descriptions can be consistent to some extent with the same signal. 3 Generally, dynamical noise induces much greater problems in data processing than measurement noise, since in the latter case a nearby clean trajectory of the underlying deterministic system exists and can indeed be found to some degree of accuracy by a proper noise reduction procedure. Furthermore, what one interprets to be dynamical noise sometimes may be a higher dimensional deterministic part of the dynamics with small amplitude. Even if this is not the case, dynamical noise may be essential for the observed dynamics. Consider a situation, where the system possesses a weakly attracting periodic orbit and a chaotic repeller, for example the logistic equation x n+1 = a ? x 2 n with a = 1:9408 5]. A typical noise{free trajectory will eventually settle down to a period three orbit. Now, if we let Gaussian noise interact with the dynamics, there is a nite probability that the noise kicks the trajectory o the periodic orbit onto the repeller. The signal in such a case will consist of chaotic bursts with exponentially distributed durations, embedded in intervals of periodic motion. Any attempt to model this behavior without noise will presumably fail. We do not want to enter such intricate problems, but this example should serve as a warning that dynamical noise may have more severe e ects than simply smearing out some small{scale deterministic structures.
degree. together with an enlargement by a linear factor of four. On smaller length scales, more and more structure becomes visible. Although we do not expect exact self{similarity, the line structure repeats itself. The region shown in each picture contains about 50,000 points.
Noise and scaling
The complicated dynamics of chaotic systems results in a nontrivial geometrical structure of the attracting set in state space. The typical self{similarity, or fractal geometry, of these strange attractors can be quanti ed by scaling properties of the distribution of probabilities that a trajectory visits a certain point in space, and of the transition probabilities. In order to observe scaling of an attractor, as opposed to the shape of a particular trajectory, we have to require stationarity of the process. This means on the one hand that the governing dynamical laws remain the same when time goes on, but on the other hand that the probabilities mentioned above are time invariant. 4 Obviously, the range of scales accessible from the data is limited from above by the overall size of the attractor and from below by the noise amplitude. We want to study this limiting e ect of measurement noise in this section.
Dimensions
There are several concepts quantifying scaling properties and self{similarity of a set, most of them use dimension{like quantities. In practice, the most useful probe for scaling is the correlation integral C( ) introduced by Grassberger and Procaccia 8] Obviously we can no more observe the self{similar structure found before.
denote the fraction of pairs of points on the attractor whose distance apart is less than . In the limit as ! 0 and N ! 1, and in the absence of noise, we have C( ) d , where d is the correlation dimension of the attractor. This can also be written as
which is a more useful de nition in practice. 3   3  3  3  3  3  3  3  3  3  3  3  3  3  3  3  3  3  3  3  3  3  3  3  3  3  3  3  3  3  3  3  3  3  3  3  3  3  3  3  3  3  3  3  3  3 An important consequence of this analytical result for the shape of the correlation integral is that already a small amount of noise conceals possible scaling behavior: even at = 3 the e ective dimension increases visibly with the embedding dimension, namely by an amount of 0.2 per additional dimension. That means, since even in the best case scaling can be expected up to about one fourth of the attractor extent and down to three times the noise level, a data set with 2% noise can give at most a tiny scaling region of two octaves. For noises with tails, very unevenly distributed data and for short data sets, the situation can be much worse.
The data in Fig. 3 consist of a time series of 40,000 values from a laser experiment by L. Flepp, J. Simonet, and E. Brun 10] . The curves illustrate attempts to estimate the correlation dimension of the data before and after a nonlinear noise reduction method 11] was applied. The region labeled III on each curve corresponds to an approximate power law relationship between the correlation C( ) de ned in Eq. (2) and the ball size . Before noise reduction (represented by diamonds), a scaling region is di cult to discern, because the noise obscures the ne scale structure up to 1/16 of the attractor extent. We would hesitate to conclude from this plot that the data set represents a low dimensional attractor or even give a dimension. Even small levels of noise signi cantly complicate estimates of the dimension.
The shape of the e ective dimension curves can be used to gain knowledge about the noise present in the data. The characteristic shape, Eq. (4), is a signature of Gaussian noise, in which case we can estimate the noise level from a function t. See 9] for details.
Entropies
While dimensions characterize the scaling properties of the invariant measure which is the probability distribution of the data in state space, entropies do the same for transition probabilities from one part of the state space to another. If the dynamics is regular, all points inside a small ball in the state space will be mapped into another small ball, such that all but one transition probabilities are almost zero. Conversely, if we regard a pure noise process, the future of such a set of points is almost undetermined by its present state. Chaotic systems are somewhere in between. Thus entropies measure the loss of information about the state of the system due to the time evolution. However, as in the case of dimensions, a reasonable de nition has to involve in nitely small scales and, furthermore, in nite times. p erf( 2 ) ln :
In particular, for smaller than the noise level the estimate of the entropy is K 2 ?ln , which diverges for ! 0 as expected. Thus again the variance of the noise has to be su ciently small compared to the overall size of the attractor, such that there remains a window of where K 2 (m) becomes independent of and thus represents the correct value. Note that noise does not destroy the scaling properties of C N ( ; m) in m, but primarily results in an overestimation of K 2 .
From the point of view of physics the Kolmogorov{Sinai entropy K 1 is more interesting than the correlation entropy. Only the case q = 1 of the order q \entropies" K q formally yields an entropy, i.e. an extensive, additive quantity. The Kolmogorov{Sinai entropy di ers from K 2 in the way averages are performed; it assigns larger weights to small probabilities.
This makes it more sensitive to lack of neighbors (small ), to saturation e ects (large ) and to statistical uctuations. It is in general much harder to estimate from a time series than K 2 . See 13] for an algorithm.
The Kolmogorov{Sinai entropy is related to the Lyapunov exponents, which will be discussed later. On a generic attractor, K 1 is simply the sum of all positive Lyapunov exponents. Thus the fact that K 2 is a lower bound to K 1 can be used as a consistency check if both, K 2 and the Lyapunov exponents are computed.
Dynamics from a time series
In many situations one wants to reconstruct the dynamical evolution from the data. If there is already some theoretical understanding of the underlying system one might try to extract the parameters for a speci c model. In the absence of a model one could still be interested in predictions of future measurements. Moreover, several algorithms for the determination of Lyapunov exponents and nonlinear noise reduction methods are based on a explicit approximation of the dynamical laws from the data.
Estimating the dynamics
The realistic case that the dynamical evolution F has to be estimated from the data is hard to study in general. 5 Only some simple cases can be understood theoretically, more realistic examples can be evaluated numerically. Let us investigate the ideal case rst and say we know what F looks like (i.e. we have a reliable model), but need to t some coe cient(s).
A nontrivial example which can still be studied analytically and which yields quite unexpected results is the H enon map. Given a long but noisy H enon trajectory, let us assume that we know the functional form of the equations, y n+1 = 1 ? ay 2 n + by n?1 , but we do not know the actual values of a and b which have been used to create the trajectory. An ordinary least squares t, minimizing the one step prediction error 2 = N X n=3 x n+1 ? (1 ? ax 2 n + bx n?1 )] 2 (8) produces systematically wrong estimatesâ andb. One can after some algebra derive analytical expressions forâ andb as a function of the true parameters a and b and the noise level, under the assumption of ini nitely many input data. In Fig. 4 we show the results as a function of the relative noise level p h 2 n i=hy 2 n i for uniformly distributed and for Gaussian noise respectively. The deviation from the correct value a = 1:4 and b = 0:3 is tremendous for larger noise amplitudes and is a systematic, not statistical error. The bias is introduced by the fact that a t like eq. (8) implicitly assumes that the independent variables are noise free. The map with the estimated parameter indeed yields the best one{step prediction but we will fail to reproduce the attractor when we iterate the biased map, and using it for the computation of Lyapunov exponents will yield wrong results.
Let us mention that there are ways to largely avoid biased ts in the presence of noise. A forthcoming paper by Kantz 16] will report on work on this problem.
The bias due to the \errors{in{variables" problem is not the only way noise enters the estimation of the dynamics from the data. The values of the t parameters are also a ected by statistical uctuations. How severe this in uence is depends on the kind of model one wants to t. In a generic situation we know little about the expected functional form of the dynamics and thus we have to approximate F by a model which is general enough to reproduce essential features of F. Two distinct approaches have been studied in the literature, local (or piecewise) linear and global nonlinear function ts.
The main idea of locally linear models 17, 18] is to assume that F is at least piecewise di erentiable and smooth enough such that the local tangent maps are reasonable 5 However, some interesting material can be found in 15]. We show the tted parametersâ andb as a function of the noise level, using trajectories generated with a = 1:4, b = 0:3.
approximations to F. In delay coordinates all components of the image of a vector x n = (x n ; x n?1 ; : : :; x n?m+1 ) are trivially known except the rst one, x n+1 , which in an appropriate embedding is a function of only the present delay vector. Thus one has to determine x n+1 = f(x n ), which in linear approximation reads x n+1 = ax + b. The parameters a and b can be easily determined by a least squares t, using as input all delay vectors from a small neighbourhood U of x n and their images.
This procedure is able to approximate very general functional forms, which makes it very attractive. It has some weak points, though. Obviously, dynamically correct linear ts can only be obtained when the size of the neighborhoods U is larger than the noise level. Since larger neighborhoods yield poorer linear approximations due to the nonlinearity of F, errors in the dynamics increase with the noise level. Note that increasing the amount of data does not improve the situation as long as no explicit noise reduction step is performed. In 19, 20] nonlinearity was taken into account by adding a bilinear term to the rhs of Eq. (12), but it is our experience that for noisy data these ts become rather unstable.
Currently, global ts are quite popular 18, 21, 22, 23, 24] and in many cases quite successful. In delay coordinates, the task is again to t a scalar function f in an m{dimensional space. Thus the ansatz can in principle be any reasonable set of basis functions, examples include higher order polynomials, radial basis functions, or neural networks. In the rst two cases the determination of the parameters still is a linear minimization problem, in the latter case it is nonlinear and therefore more troublesome. Neural nets have the potential of astonishingly good performance, but one must not forget that the theory and application of neural nets is a eld of research in itself, often leaving the unexperienced user disappointed.
Since global ts are obtained using all the available data they show less statistical uctuations than local models, in particular for small data sets. Like local linear ts they react to noise by smoothing out nonlinearities. It is however hard to predict how severe this e ect will be for a given global ansatz.
A problem speci c for global ts is that the basis may be too small to capture essential features of the surface. A systematic bias is introduced through the choice of basis functions.
Noise and Lyapunov exponents
An important concept of characterizing chaotic behavior are the Lyapunov exponents. In chaotic systems, the states of two copies of the same system, started with very similar initial conditions separate on average exponentially with time. The leading contribution to the rate of this separation is given by the largest exponent, the next to leading contribution by the second, etc. These quantities are obtained in a relatively easy way from dynamical equations using information from the dynamics in tangent space, while their estimation from a data series poses some di culties. This is not the place to review the theory of Lyapunov exponents or methods to obtain them from a time series in detail. 6 We rather want to concentrate on limitations to the current algorithms induced by noise in the data.
Methods in real space
The most straightforward computation of Lyapunov exponents consists in tracing the exponential divergence of nearby tarjectories. In the presence of noise, however, the deterministic divergence is concealed by the noise process on the small scales. For uncorrelated noise distances between trajectories follow a random walk on small scales, such that in total the time dependence of distances between initially nearby trajectories is given by (n) p n + e +n : (9) Thus for small n one would nd a diverging e ective exponent, which would lead to an estimate of the Lyapunov exponent which is substantially too large. Only for trajectories whose initial separation is larger than the noise level the pure exponential increase would be observed 28]. However, as soon as the distance becomes of the order of the attractor size, due to saturation and folding processes it will not increase any more with an exponential law, such that the maximum distance should be of the order of 1/5 (assuming normalized data). If the maximal Lyapunov exponent of the clean dynamics is + , on average the distance will grow by a factor of e + in each time step. If we optimistically assume that the di usive regime is left at twice the noise level, the acceptable noise amplitude is 2 < 1=5e ? +n ; (10) if we require n time steps between successive searches for new neighbors. To obtain a reasonable estimate for example of + for the H enon map one would require at least n > 5 to make sure we do not leave the unstable manifold. With + = 0:4169 this means max < 0:012, i.e. less than 1.2%.
One method to exploit this divergence in real space was proposed in the well known paper by Wolf et. al. 28] . However, their method is not very robust and di cult to apply. Recently, considerable progress was made independently in 29] and 14]. The main idea is to record explicitly the time dependence of distances between nearby trajectories in order to be able to select the appropriate length scale and range of times from the output. In the original Wolf algorithm this dependence was absorbed in a single number with the problem that parameters had to be chosen in advance.
To 
for di erent embedding dimensions m and neighborhoods of di erent sizes . Here, x n = (x n ; x n?1 ; : : :; x n?m+1 ) is a delay vector of dimension m, and U n is the set of all other delay vectors in an {neighborhood of x n . jU n j is the number of elements in U n . If S( n)
as a function of n shows a linear regime, the slope can be interpreted as the maximal Lyapunov exponent. This is illustrated in Fig. 5 Fig. 5 shows impressively that neighbors closer than the noise level yield very large e ective exponents (observe the two lower bundles of curves). Due to the linear averaging in eq.(11), scaling extends down to the noise level resulting in an admissable noise amplitude twice as large as the estimate eq. (10), i.e. 2.5% for the H enon example.
Exploiting the dynamics in tangent space
Another class of methods obtains the momentary expansion rates from the dynamics in tangent space, in close analogy to the methods for known dynamical equations 25]. This approach not only yields the largest Lyapunov exponent, but m exponents for an m{dimensional embedding. Since the dimensionality of the underlying dynamical system generally is unknown, many of the negative exponents may be spurious. For a discussion of this problem see 24, 26, 30] .
The Lyapunov exponents are determined by the logarithms of the eigenvalues of the product of the Jacobians of F along the trajectory. Thus one has to know the local Jacobians with su cient accuracy. The problem of tting the dynamics from data has been discussed above.
The original works, 26, 27], perform linear ts of the local dynamics (as described above) in small volumes of phase space. This process immediately yields the corresponding local Jacobian:
x n+1 = A (n) x n + b (n) ; J (n) = A (n) : (12) In delay coordinates, the rst row of the matrix A (n) is the previously introduced vector a.
All other entries are zero apart from the lower o {diagonal, which is lled by 1s. Alternatively, one can compute the local Jacobians from global nonlinear ts. The advantages and No matter what kind of model is used, the resulting approximation is subject to the bias induced by the errors in the independent variables. From Fig. 4 it is obvious that for large noise levels the Lyapunov exponents computed by the Jacobians of this tted map are systematically wrong. This is shown if Fig. 6 . The two broken curves represent the positive and negative Lyapunov exponent obtained by the local Jacobians with the parameters from Fig. 4 on a noisy trajectory of length 10,000 with the indicated noise level. For comparison, the continuous lines are the corresponding values obtained with the correct Jacobians on the same noisy trajectories. One clearly observes that the additive noise on the trajectory is relatively harmless as long as the correct dynamics is known.
Some authors (e.g. 31]) suggested to t the dynamics underlying a given noisy time series and to generate a new trajectory by iterating the tted dynamics. This \bootstrapping" yields a clean trajectory of arbitrary length which is then used for further analysis. The dotted curves in Fig. 6 show the resulting exponents of such a procedure. Obviously, for large noise levels the tted dynamics creates a completely di erent attractor, which is no more compatible with the original noisy time series. Note that for more than 30% noise the surrogate attractor is a periodic orbit.
Thus we have shown that one can recover the correct Lyapunov exponents with good accuracy even for high noise levels if one has a faithful estimate of the underlying deterministic For the dashed curves, the tted parameters from Fig. 4 were used. The dotted curves are obtained from surrogate trajectories generated by the tted dynamics. The diamonds represent the results when a noise reduced trajectory is used to t the parameters but the Jacobians are multiplied along the original data.
dynamics. The latter could be obtained by an unbiased t, to which problem a forthcoming paper will be devoted. An alternative solution is to apply nonlinear noise reduction and afterwards perform a usual t. The success of such a procedure 32] is shown by the diamonds in Fig. 6 , which represent the Lyapunov exponents obtained from the noisy data sets after noise reduction.
To nish this section we want to recall the Kaplan{Yorke conjecture, which states that
where l is chosen such that P l i=1 i 0 and P l+1 i=1 i < 0, is equal to the information dimension D 1 of the attractor. Since D 2 is a lower bound of the latter, one should check for consistency whether D KY D 2 .
6 Nonlinear noise reduction
Traditionally, noise in time series is reduced by Fourier based ltering techniques. For data with mainly linear features they are quite successful, since the Fourier spectrum often allows for a clear distinction between signal and noise. However, since data from nonlinear sources generally possess a broad band spectrum by itself, such a distinction fails. Only for chaotic ows recorded with a very small sampling time (compared to the internal time scale) a low pass lter may be applicable. Unfortunately, certain recursive lters used as real{time lters in experiments may change the dimension of the systems attractor. 33] Several noise reduction methods based on ideas from nonlinear dynamics have been suggested. (See 34] for a review. ) They all make use of the fact that data points subsequent in time are dynamically related and that for continuous dynamics points in the same region of the state space have to behave similarly. Methods which are most apt for scalar time series without any a priori knowledge of the dynamics make use of projections onto a reconstructed local manifold containing the attractor 35, 36, 37, 32] . 7 These algorithms can be applied with a reasonable e ort and yield stable results when being applyied to physical laboratory data 11]. Furthermore, for long trajectories with high noise levels a very simple but robust variant of nonlinear noise reduction is applicable 39]. Before we loose the reader when entering into technicalities let us comment on the usefulness of noise reduction on physiological data. They are de nitely subject to dynamical noise, which is not random but a very high dimensional part of the signal, re ecting the coupling between the investigated subsystem (e.g. heart) and the rest of the organism. In such a case a nonlinear noise reduction algorithm still projects onto a low dimensional component of the signal, if it can be identi ed, i.e. if the relative amplitude of the low dimensional part is large enough. Thus the signal one is interested in can be isolated to some extent.
Let us outline the main steps of one noise reduction scheme 32] which can be seen as a synthesis of two other recent methods ( 35] and 36, 37] ). More details and its theoretical background are given in 32], where also its relation to other methods 35, 36, 37] is discussed.
Our approach to nonlinear noise reduction is to assume that the unknown true signal y i is generated by a deterministic dynamics, whereas the noise i is random, i.e. one measures the noisy signal x i = y i + i . (This is referred to as measurement noise, see above.) We expect the noise to be independent of the signal, have zero average, { (or fast decaying) correlation and some xed probability distribution. The deterministic time evolution may be discrete or continuous in time.
In delay coordinates of dimension m, the noise free dynamics is described by y i = f(y i?1 ; : : :; y i?m ). Rewriting this relation in an implicit form f(y i ; y i?1 ; : : :; y i?m ) = 0 (14) shows that in an m + 1 dimensional delay coordinate space the noise free dynamics is constrained to an m dimensional hypersurface. For the measured values x i this is not true, but the extension of the cloud of data points perpendicular to this hypersurface is of the size of the noise level. Therefore one can hope to identify this direction and to correct the x i by simply projecting them onto the subspace spanned by the clean data. Before this, one has to reconstruct this surface from the noisy data. These are the two main ingredients, which are processed as follows.
In an embedding space of dimension m + 1 we compute the covariance matrix of all state vectors in a small neighbourhood of a given point which we want to correct. The eigenvectors of this matrix are the semi{axes of the best approximating ellipsoid of this cloud of points. Now the important assumption is that the clean signal lives on a smooth manifold with dimension d < m + 1 and the variance of the noise is smaller than the signal. Then for the noisy data the covariance matrix has large eigenvalues corresponding to the directions of the attractor and small eigenvalues in all other directions. Therefore we project the vector under consideration onto the subspace of large eigenvectors to get rid of the noisy components. Our t of the assumed deterministic dynamics thus is a local and linear one, being implicitly contained in the construction of the linear subspace. In 32] it is shown that this intuitive recipe can be derived from a minimization problem, and precise formulae for the computation of the corrections are given.
Here we do not want to go into these details but only mention a few fundamental aspects. The scheme scetched above yields a correction vector for each embedding vector, such that we end up with a set of corrected vectors in embedding space. Since each element of the scalar time series occurs in m + 1 di erent embedding vectors, we nally have as many di erent suggested corrections, of which we simply take the average. Therefore in embedding space the corrected vectors do not precisely lie on the local subspaces but are only moved towards them. Furthermore, all points in the neighbourhood change a bit such that the local hyperplane also changes. Thus one has to repeat the correction procedure several times to nd convergence.
The embedding dimension, the dimension of the subspace and the sizes of the neighborhoods are important parameters which have to be chosen appropriate to the data. This is in general not di cult, since due to the robustness of the algorithm some estimate is good enough. A thorough discussion of the setting of the parameters can be found in 11]. In addition, we recommend to compute the amplitude of the noise before and after noise reduction by the method sketched in Sec. 3.1. More details on this method can be found in 9]. See the review 34] for material on alternative possibilities to verify the success of nonlinear noise reduction.
We have shown in Fig. 3 the improvement of dimension estimates applying this method to experimental data, and in Fig. 6 we show improved Lyapunov exponents. In some cases the improvement of the data quality is visible even in phase portraits as in g.8.
Conclusions and perspectives
First the bad news: Noise degrades the whole eld of nonlinear time series analysis so strongly that many algorithms are rendered useless already by a few percent of noise. Since many nonlinear phenomena are observed in non{laboratory systems (in the atmosphere, ocean, human body, at Wall Street) and thus the dynamical noise cannot be controlled, one could think that the most interesting data cannot be processed. However, we do not assume this pessimistic attitude.
Fortunately, there is good news as well: First, the in uence of noise in many instances is well understood. This helps to identify noise, to estimate its strength and to see how much of the deterministic structure still is visible. Second, in many situations nonlinear noise reduction works satisfactorily. Many experiments yield data which are at the edge of being processable by nonlinear tools, and after nonlinear noise reduction one can successfully treat them. Third, there are still some things that can be done also in the presence of strong noise. Global ts are statistically quite stable against noise. The errors{in{variables problem seems to be tractable, such that we hope to perform unbiased ts of the dynamics in future 16].
This being done, one could in fact produce a new noise free trajectory. A test whether these synthetic data are compatible with the original noisy ones exists 40], such that erroneous results like those presented in Fig. 6 for the naive \bootstrapping" can be ruled out. Thus work is in progress which makes us optimistic about the problem of noise in data.
There are other hard problems which remain, like too short observation times, non{ stationarity, and the problem of spatio{temporal chaos. In the latter case, data do not represent a low dimensional attractor, but rather a process where characteristic quantities like dimensions and Lyapunov exponents become intensive quantities. How can we reconstruct the corresponding state space? Although some theoretical results are already available, they are far from being applicable to time series. Thus for many realistic systems we are only on the second step of a long staircase towards satisfactory data analysis with predictive power.
