For the algebraic group SL l+1 (C) we describe a system of positive roots associated to conjugacy classes in its Weyl group. Using this we explicitly describe the algebra of regular functions on certain transverse slices to conjugacy classes in SL l+1 (C) as a polynomial algebra of invariants. These may be viewed as an algebraic group analogue of certain graded parabolic invariants that generate the W-algebra in type A described by J. Brundan and A. Kleshchev.
Introduction
1.1. Let G be a complex semisimple connected algebraic group with Lie algebra g. The Jacobson-Morozov theorem states that any non-zero nilpotent element e ∈ g can be embedded into an sl 2 -triple (e, f, h) . Fix such a triple and let z(f ) denote the centraliser of f in g. The affine space S e = e + z(f ) is called the Slodowy slice and is transverse to the adjoint orbit in g containing e at the point e. They are named after P. Slodowy who studied the singularities of the adjoint quotient map δ g : g → h/W induced from the inclusion C[h] W → C[g], where C[h] W ≃ C[g] G , by restricting δ g to the spaces S e ; see [S3] . To the nilpotent element e one can construct an associative algebra U (g, e) called the W-algebra of the pair (g, e); see for example [BK] , [GG] , [W] . Using a special filtration of U (g, e), called the Kazhdan filtration, it was shown in [GG] that there exists an isomorphism of graded Poisson algebras grU (g, e) ≃ C[S e ] where we view S e ⊆ g * using the isomorphism g ≃ g * induced by the Killing form. The Poisson structure on S e arises naturally by means of a Hamiltonian reduction of the Poisson manifold g * by the action of a unipotent subgroup M ⊆ G. Indeed, the map adh : g → g gives a decomposition g = j∈Z g(j)
of g into eigenspaces g(j) = {x ∈ g : adh(x) = jx}. Use the Killing form to identify the element e ∈ g with χ ∈ g * . The subspace g(−1) can be equipped with a non-degenerate, skew-symmetric bilinear form ω defined by ω(x, y) = χ ([x, y] ) for all x, y ∈ g(−1). Fix a Lagrangian subspace L ⊂ g(−1) with respect to this form and let m = L ⊕ j≤−2 g(j). Denote by M the unipotent subgroup of G with Lie algebra m. The coadjoint action of G on g * is Hamiltonian and restricts to an action of M on g * with moment map µ : g * → m * . In [GG] and [K] it was shown that the reduced Poisson manifold µ −1 (χ| m )/M can be identified with the Slodowy slice S e . This identification is known as the Kostant cross-section theorem and it allows one to view S e as a Poisson submanifold of the quotient g * /M , in particular,
is an isomorphism of Poisson algebras.
1.2. Let W denote the Weyl group of G. In [S] an algebraic group analogue of S e was constructed in which these new slices depend on Weyl group elements s ∈ W . They are transverse to the conjugacy class containing s −1 ∈ G at the point s −1 , where s ∈ G is a representative of the Weyl group element s ∈ W of the same letter, and for which an analogue of the Kostant cross-section theorem holds. One constructs these slices by associating to s a parabolic subgroup Q ⊆ G such that the semisimple part of its Levi factor L is contained in the centraliser of the element s ∈ G. The slices are closed and are of the form Σ s = N s Zs −1 where N s = {n ∈ N : sns −1 ∈ N − } and N, N − are the unipotent and opposite unipotent radicals of Q, respectively, and Z = {z ∈ L : szs −1 = z}. It is also shown in [S] that there is an isomorphism of varieties between the slice Σ s and the quotient N Zs −1 N/N with respect to the action of N on N Zs −1 N by conjugation, where N Zs −1 N is also closed. This result is an algebraic group analogue of the Kostant cross-section theorem and in particular gives rise to an isomorphism for any α ∈ ∆ i k , 0 ≤ k ≤ M and l < k. Defineh = M k=0 h i k , then h(α) = j≤k h ij (α) = h i k (α) + j<k h ij (α).
From this it follows that, for α ∈ ∆ i k ,
Thush belongs to a Weyl chamber of the root system ∆ and so defines a set of positive roots ∆ + . Moreover, a root α ∈ ∆ i k will be positive if and only if h i k (α) > 0.
3.2. Let Λ 0 = Λ ∩ ∆ 0 , then Λ 0 defines a subsystem of roots and one obtains a parabolic q ⊂ g from this system with a Levi factor defined by the fixed simple roots Λ 0 . Let n and l denote the nilpotent radical and this Levi factor of q, respectively, and denote by Q the subgroup with Lie algebra q and by N and L the subgroups with Lie algebras n and l, respectively. Let Z = {z ∈ L : szs −1 = z}, that is, Z is the centraliser of s in L and let
where N − is the opposite unipotent radical to N . Define Σ s = N s Zs −1 and note that Z normalizes both N and N s . Observe that the parabolic Q obtained from s is such that any conjugate of s in W will give rise to a parabolic conjugate to Q. Therefore, if s, s ′ ∈ W lie in the same conjugacy class then the subvarieties Σ s and Σ s ′ are isomorphic, however, it is not yet clear whether the converse is also true in general. It is, however, important for the reader to note that, in general, the number of conjugacy classes in W is greater than the number of nilpotent orbits in g. Therefore, for a given algebraic group the number of non-isomorphic deformed Poisson W-algebras is greater than the number of non-isomorphic W-algebras; see [S] . We refer the reader to [S] for the proof(s) of the following result which states that Σ s is transverse to the set of conjugacy classes in G and for which an analogue of the Kostant cross-section theorem holds.
Theorem 3.2.1 ([S], Proposition 2.1 and Proposition 2.3). The conjugation map G × Σ s → G has a surjective differential and the restriction N × Σ s → N Zs −1 N is an isomorphism of varieties.
A System of Positive Roots
4.1. Throughout this section G = SL l+1 (C), the group of (l + 1) × (l + 1) invertible matrices with unit determinant, which means g = sl l+1 , the Lie algebra of traceless (l + 1) × (l + 1) matrices. The Weyl group of G is W = S l+1 . For 1 ≤ a, b ≤ l + 1 let E a,b denote the (l + 1) × (l + 1) matrix which has 1 in the (a, b)-th position and 0 elsewhere. Unless otherwise stated, let ∆ be the root system of the pair (g, h) where h is the Cartan subalgebra consisting of diagonal matrices in g. Identify h with the subspace
is the vector with 1 in the i-th position and 0 elsewhere. Moreover, ∆ + is the system of positive roots in ∆ such that the root subspace of
so that c → X α (c) is a one-parameter subgroup in G. We will say that X α is the one-parameter subgroup associated to α or that X α is an α-one-parameter subgroup. Finally, define the floor and ceiling functions ⌊·⌋ : R → Z and ⌈·⌉ : R → Z, respectively, by ⌊x⌋ = max{y ∈ Z : y ≤ x} and ⌈x⌉ = min{y ∈ Z : y ≥ x}.
4.2.
The varieties Σ s depend on conjugacy classes in W which in type A are cycle types in S l+1 . These cycle types are parametrized by partitions of l + 1. Therefore, the number of non-isomorphic deformed Poisson W-algebras in type A is at most the number of partitions of l + 1. Compare this with nilpotent classes in type A which are also parametrized by partitions of l + 1. It was mentioned in 3.2 that, in general, the number of non-isomorphic deformed Poisson W-algebras of G is greater than the number of non-isomorphic W-algebras of g. It therefore follows that there are the same number of non-isomorphic W-algebras as non-isomorphic deformed Poisson W-algebras in type A and, moreover, that the varieties Σ s don't just depend on the conjugacy classes of W but are in fact parametrized by the conjugacy classes of W .
4.3. In 3.1 a method was outlined for obtaining a system of positive roots from any Weyl group element and from this we constructed the subvariety Σ s . For a general Weyl group element it is however difficult to deduce which roots will form a positive root system. Since these slices are parametrized by conjugacy classes in W we would ideally like to find conjugacy class representatives that will give the associated positive root system ∆ + a predictable form. To this end, we state a result of Carter which proves to be useful.
Theorem 4.3.1 ( [C] , Theorem C) . Every element of a Weyl group is expressible as a product of two involutions.
In particular, any s ∈ W can be expressed as the product of two involutions s = s 1 s 2 where s 1 = s γ1 · · · s γn and s 2 = s γn+1 · · · s γ l ′ such that the roots in each of the sets {γ 1 , . . . , γ n } and {γ n+1 , . . . , γ l ′ } are positive and mutually orthogonal. The method of associating a system of positive roots to a Weyl group element can just as easily be reversed, by which we mean, for any given positive root system ∆ + we may ask which element or elements in W are associated to ∆ + in the sense of 3.1. As conjugacy classes of W are parametrized by their cycle type, which are products of disjoint cycles, from this point onward we will assume s is a single cycle of length greater than one. In the following proposition, for any given system of positive roots, we state a representative s ∈ W of the conjugacy class of single cycles associated to this system. The form of this representative splits into four cases.
Proposition 4.3.2. Let s ∈ W be a single cycle such that s is represented as a product, s = s 1 s 2 , of two involutions s 1 = s γ1 · · · s γn and s 2 = s γn+1 · · · s γ l ′ and let ∆ + be any system of positive roots. The root system ∆ + is associated to s when the sets {γ 1 , . . . , γ n }, {γ n+1 , . . . , γ l ′ } have one of the following forms:
(i) For m even and l ′ odd,
For m even and l ′ even,
For m odd and l ′ even, {γ 1 , . . . , γ n } = {α 1 , α 3 , · · · , α m , α m+p+2 , α m+p+4 , · · · , α m+p+m+1 } {γ n+1 , . . . , γ l ′ } = {α 2 , α 4 , · · · , α m−1 , γ, α m+p+3 , α m+p+5 , · · · , α m+p+m+2 } where m = ⌊ 1 2 (l ′ − 1)⌋, p = l − l ′ and γ = α m+1 + · · · + α m+p+1 .
Proof. We consider case (i) of the proposition, the proof of the other cases being similar. Assume that s = s 1 s 2 where s 1 = s γ1 · · · s γn , s 2 = s γn+1 · · · s γ l ′ and the roots γ i , 1 ≤ i ≤ l ′ , are given in (i). This is indeed a single cycle in W and has order l ′ + 1. We show that ∆ + is associated to s, first by showing that all roots not fixed by the action of s have non-zero orthgonal projection onto h K , i.e. ∆ = ∆ 0 ∪ ∆ K , then by showing that all projections of roots from (∆ K ) + = ∆ K ∩ ∆ + onto h K lie in a half plane. The element s acts as an orthogonal transformation on h R with inner product (·, ·) h R , the restriction of the Killing form on h to h R . Extend this to a sesquilinear product (·, ·) h on h by defining
With respect to this sesquilinear product s may be extended to a unitary operator on h.
where, for 1 ≤ i ≤ l + 1, v i are the components of v with respect to the basis e 1 , . . . , e l+1 , the action of s on h is given by
where s −1 (i) is the action of s −1 on i induced by the permutation group action of S l+1 on the set {1, 2, . . . , l + 1}. This unitary operator has order l ′ + 1 thus if λ is an eigenvalue of s and v λ ∈ h is a non-zero λ-eigenvector then
that is, the eigenvalues of s are (l ′ + 1)-th roots of unity. This gives the spectral decomposition
if 2 ≤ i ≤ m + 2 and i even λ 1 2 (3m−i+5) , if 2 ≤ i ≤ m + 2 and i odd for λ = 1. When λ = 1 the subspace h(1) is spanned by the vectors α m+2 , . . . , α m+p . Write v λ = u λ + iw λ , u λ , w λ ∈ h R , and note that v λ = u λ − iw λ is a λ-eigenvector as s commutes with complex conjugation. Moreover,
It follows that (v λ , v λ ) h = 0 or λ 2 = 1. For λ 2 = 1,
Comparing real and imaginary parts gives
It is clear that when s is of the form (i) the simple roots fixed by the action of s are α m+2 , . . . , α m+p . We now show that the elements of ∆\∆ 0 have non-zero projection onto the plane h K in h R . Note that it suffices to verify this for the simple roots in ∆\∆ 0 only as ∆ 0 is the root system of the Levi factor l and every root from ∆\∆ 0 has at least one simple root from ∆\∆ 0 in its decomposition with respect to the system of simple roots. Let P : h R → h K denote the orthogonal projection operator. For α ∈ h R
We may compute this orthogonal projection using the complex vector space h in the following way. For α ∈ h R ⊂ h,
Define an isomorphism of real vector spaces f : h K → C which maps the basis vectorsû λ ,v λ as f (û λ ) = 1 and f (ŵ λ ) = i. Thus P α is mapped to 1 (u λ ,u λ ) h (α, v λ ) h by f and the vectors P α, for α ∈ ∆\∆ 0 , are non-zero and lie in a half plane in h R if and only if the complex numbers (α, v λ ) h , α ∈ ∆\∆ 0 , are non-zero and lie in a half plane in C. When λ 2 = 1 the element s is a single transposition, s = s γ , and h decomposes as h = h(1) ⊕ h(−1). Moreover, h(−1) is one-dimensional and spanned by u ∈ h R as the action of s on h induces a reflection on h R . It follows that
We now use the above method to verify that all elements of ∆\∆ 0 have non-zero projection onto the plane h K . Recall that it suffices to check this for the simple roots in ∆\∆ 0 , i.e. for the roots α 1 , . . . , α m+1 , α m+p+1 , . . . , α m+p+m+1 . Note that when s is of the form given by (i) it follows that
. . , α m+p+m+1 } and thus all such α k lie in a half-plane in C. When m is zero (α 1 , v λ ) h = (α p+1 , v λ ) h = 1 and thus P α 1 , P α p+1 lie in the same half-line. The stated conjugacy class representative s ∈ W therefore defines the given system of positive roots.
4.4.
From this point onward an element of W denoted by s will be a product of two involutions s = s 1 s 2 such that s 1 = s γ1 · · · s γn , s 2 = s γn+1 · · · s γ l ′ and the sets {γ 1 , . . . , γ n }, {γ n+1 , . . . , γ l ′ } are given by one of the forms in Proposition 4.3.2. In particular, s is a single cycle and a conjugacy class representative for the conjugacy class in W of single cycles. Define ∆ s and ∆ s −1 to be the set of positive roots in ∆ that become negative roots under the action of s and s −1 , respectively. It was shown in [S2] that ∆ s = s 2 ∆ s1 ∪ ∆ s2 and ∆ s −1 = ∆ s1 ∪ s 1 ∆ s2 where ∆ s1 and ∆ s2 are the positive roots in ∆ that become negative roots under the action of s 1 and s 2 , respectively. It will prove very useful later to explicitly describe the set ∆ s −1 in each case of the above proposition. If s of the form (i) in Proposition 4.3.2 then
4.5.
Define γ ′ = α m + · · · + α m+p+2 and note that γ ′ ∈ ∆ s −1 for all s. Moreover, it is important to observe that each root in ∆ s −1 is at most the sum of two roots in ∆ s −1 and in fact the only root in ∆ s −1 that is the sum of two such roots is γ ′ . If we denote by O γ ′ the orbit of γ ′ in ∆ with respect to the action of the group generated by s then
when s is of the form (iv) in Proposition 4.3.2. The description of these sets will become useful in a moment. Figure 1 . Sectors of the half-plane in h K onto which the roots from the sets ∆
are orthogonally projected.
4.6. As has already been described one can use the Killing form to identify h with h * and orthogonally project all elements of ∆ K onto the plane h K . Now α ∈ (∆ K ) + if and only if h K (α) > 0 and all projected elements of (∆ K ) + lie in a half-plane in h K . Using the fact that s acts on h K by rotation one can express (∆ K ) + as the disjoint union
It will be of use to consider another partition of (∆ K ) + given by
. Finally, denote by ∆ Z the root system of Z and partition ∆ Z by
4.7.
With the above subsets of (∆ K ) + now defined, before we proceed, we observe that
We now prove some basic properties concerning the roots in (
Proof. For (i), suppose first that d(β 1 ) = d(β 2 ) = k. Recall the set ∆ s −1 whose elements are the positive roots that become negative roots under the action of s −1 and observe from the descriptions of ∆ s −1 given in 4.4 that col(η 1 ) = col(η 2 ) for all η
The result now follows by using a similar argument to (i).
Moreover, observe that col(α + β) = col(β) which implies d(α + β) = k by (i). One can use a similar argument to deduce (iv). Finally, as row(α) = col(η) or col(α) = row(η) for any
Proof. Without loss of generality, one has α m + · · · + α m+p+1 ∈ O 1 and α m+1 + · · · + α m+p+2 ∈ O 2 . It can be easily checked that the roots α m + · · ·+ α m+p+1 , α m+1 + · · ·+ α m+p+2 satisfy the statements of the lemma. Moreover, if η ∈ (O 1 ∪ O 2 ) ∩ (∆ K ) + such that η = η 1 + η 2 and η / ∈ {α m + · · · + α m+p+1 , α m+1 + · · · + α m+p+2 } then η is necessarily the sum of two simple roots which again implies the statements of the lemma.
4.8.
Using the partition of (∆ K ) + given by (1) the unipotent radical N can be decomposed as
where, for each 1 ≤ k ≤ D + 1, the subgroup N k is generated by the one-parameter subgroups X α for all α ∈ ∆ k K . Say that an α-one-parameter subgroup has degree k if α ∈ ∆ k K . Similarly, using the partition (3) it follows that there exists a subset Z ′′ ⊆ Z given by
where, for each m + 2 ≤ i ≤ m + p + 1, the subgroup Z i is generated by the one-parameter subgroups X α for all α ∈ ∆ i Z . Denote by Z H the maximal torus of Z and let Z ′ = Z ′′ Z H , then Z ′ is just a conjugate of the big cell of Z and is therefore a dense open subset. 
From this we deduce that n s = m s and
Using decomposition (4) the equation (6) can be written
where n k , v k ∈ N k , for each 1 ≤ k ≤ D + 1, and n ′′ D ∈ N D ∩ s −1 N s. The element n, in particular the element n s , can now be found inductively. From equation (7) it immediately follows that n 1 = v 1 where v 1 is assumed to be known and
by which we mean the k-th component of this expression with respect to the decomposition (4).
4.9. Define Σ ′ s = N s Z ′ s −1 and consider the morphisms
where ν is the conjugation isomorphism established in Theorem 3.2.1 and π is projection onto the second factor. The pullback of these morphisms are the unique algebra morphisms
under the isomorphism ν. It follows that we may use the inductive method outlined in 4.8 to find the element n s which will in turn allow us to explicitly describe the isomorphism ν * • π * .
Define a binary relation on the set (∆
It is easily checked that is a total order on (∆ K ) + . Elements of N will be ordered according to , by which we mean, for n = α∈(∆K )+ X α (c α ) ∈ N the one-parameter subgroup X α (c α ) will be written before X α ′ (c α ′ ) in the product n if and only if α α ′ . Observe that this respects the decomposition given by (4). Define a binary relation Z on the set ∆ Z by α Z α ′ if and only if (i) for col(α) = col(α ′ ) one has col(α) < col(α ′ ), (ii) for col(α) = col(α ′ ) one has row(α) ≤ row(α ′ ).
It is easily checked that Z is a total order on ∆ Z . Elements of Z ′′ will be ordered according to Z , by which we mean, for z ′′ = α∈∆Z X α (z α ) ∈ Z ′′ the one-parameter subgroup X α (z α ) will be written before X α ′ (z α ′ ) in the product z ′′ if and only if α Z α ′ . Observe that this respects the decomposition given by (5). Finally, for any z ′ ∈ Z ′ , we write z ′ = z ′′ z H where z ′′ ∈ Z ′′ and z H ∈ Z H . 4.11. Let X = {X α (c α ) : α ∈ (∆ K ) + , c α ∈ C} and N ⊆ X be any subset. Define a binary relation ∼ on N by X α (c α ) ∼ X α ′ (c α ′ ) if and only if α = α ′ , for all X α (c α ), X α ′ (c α ′ ) ∈ N . This defines an equivalence relation on N and we denote the set of equivalence classes by N . The binary relation defined in 4.10 induces a total preorder on N and a total order on N . We will abuse notation and denote both the induced preorder and induced order again by , that is,
, such that η 1 , . . . , η t ∈ (∆ K ) + , be any product of one-parameter subgroups and define X (u) to be the set of one-parameter subgroups that appear in u in the given presentation, that is, X (u) = {X η1 (c η1 ), . . . , X ηt (c ηt )} ⊆ X . For 1 ≤ k ≤ D + 1 and α ∈ (∆ K ) + define the sets
Observe that, for each 1 ≤ k ≤ D + 1, the term n k = α∈∆ k K X α (c α ) ∈ N k ordered according to 4.10 contains the expressions α∈∆ k K ∩∆ C X α (c α ) and α∈∆ k K ∩∆ R X α (c α ). Denote by N C k and N R k the subgroups in N generated by the one-parameter subgroups X β and X δ , respectively, where β ∈ ∆
4.12.
With presentations of elements in Z ′ and N established in 4.10 we now consider the behaviour of the conjugation map τ : Z ′ × N → N . By Lemma 4.7.1 (v) we need only consider this map when restricted to the subsets Z ′ × N C k and Z ′ × N R k , for each 1 ≤ k ≤ D + 1. To do this we use the Baker-Campbell-Hausdorff theorem in type A which states that, for any α, α ′ ∈ ∆,
for any c α , z α ′ ∈ C. It follows from this and Lemma 4.7.1 (iii), (iv) that Z ′ normalizes the subgroups
For notational convenience denote the elements of ∆ 
Proof. The proof is by induction and is straightforward. To prove the first equality of the lemma one starts by considering the term X β N k j (c β N k j )z ′ , for some m + 2 ≤ j ≤ m + p + 1, in N C k Z ′ and the effect of successively moving the one-parameter subgroups in the product z ′ to the left past X β N k
Recall that Z ′ normalizes N C k , thus the term on the right hand side of the above equality is an element of Z ′ N C k . It follows that successively moving the one-parameter subgroups in z ′ in the product n C k z ′ to the left of the term n C k gives m+p+1 j=m+2
and proves the first claim of the lemma. The second equality is proved in a similar way.
4.13.
It is well known that s α X η (c η )s −1 α = X sαη (θ α,η c η ), for some c η ∈ C and any α, η ∈ ∆, where θ α,η = ±1 and is defined by s α E η = θ α,η E sαη ; see for example [?Car2, Lemma 7.2.1] . It follows that for s ∈ W and η ∈ (∆ K ) + one has
Define t(η) = l ′ a=1 θ γa,sγ a+1 ···sγ l ′ (η) and note that t(η) = ±1 for all η ∈ (∆ K ) + . The term n ′ k can now be written
It can be easily verified by the reader that for α ∈ Λ and β ∈ (∆ K ) + such that α = β one has
if col(α) = col(β) and θ α,α = −1.
4.14.
Recall the equation (8). This can now be written
In the next section we rearrange the expression n ′ k · · · n ′ 2 v D+1 · · · v k to a product respecting the ordering of one-parameter subgroups established in 4.10. Using the inductive hypothesis that all terms on the right-hand side of (9) are known one can then deduce the term n k . In order to reach this end we must first prove some technical lemmas.
4.15.
For any 2 ≤ k ≤ D + 1 and any α ∈ ∆ k K define the sets 
, for some u(2), . . . , u(r + 1) ∈ N . It follows from Lemma 4.15.2 that X d(η) (u(j))\X d(η) (u(j − 1)) = ∅, for each 2 ≤ j ≤ r + 1. The rearrangement uX η (c η ) = X η (c η )X η ′ 1 (b η ′ 1 ) · · · X η ′ r (b η ′ r )u(r + 1) just described above will simply be referred to as 5.3.
Define the following rule:
For each 2 ≤ q ≤ k and any η,
. Moreover, each one-parameter subgroup X η (c η ) is moved according to 5.2.
(⋆)
First consider the product n ′ 2 v(1) and move the one-parameter subgroups in the set X (n ′ 2 ) to the right of v(1) according to (⋆). This gives the equation
2 , for some v(2, 2) ∈ N . Next, move all one-parameter subgroups in v(2, 2) that appear in the set X 3 (v(2, 2))\X 3 (v(1)) to the right of v(2, 2) according to (⋆). This gives the equation v(2, 2)n
. For 3 ≤ q ≤ k, consider the product n ′ q v(q − 1) and move the one-parameter subgroups in n ′ q according to (⋆). This gives the equation n ′ q v(q − 1) = v(q, q)n (q) q , for some v(q, q) ∈ N . Next, move all one-parameter subgroups in v(q, q) that appear in the set X q+1 (v(q, q))\X q+1 (v(q − 1)) to the right of v(q, q) according to (⋆). This gives the equation v(q, q)n (q) q = v(q, q + 1)n
for some v(q, q + 1) ∈ N and n (q) q+1 ∈ N q+1 . For q + 1 ≤ f ≤ k, move all one-parameter subgroups in v(q, f − 1) that appear in the set X f (v(q, f − 1))\X f (v(q − 1)) to the right of v(q, f − 1) according to (⋆). This gives the equation
f · · · n (q) q , for some v(q, f ) ∈ N . When f = k write v(q) = v(q, k). The product n ′ k · · · n ′ 2 v(1) can now be rearranged as
2 . Repeating this rearrangement with respect to the terms n ′ 3 , . . . , n ′ k gives
2 ).
Observe that, for each 2 ≤ q ≤ f ≤ k, the one-parameter subgroups appearing in n (q) f can be rearranged according to without any other one-parameter subgroups appearing. Define
2 ) and n(q) = n(q, k) so that the equation (10) can be written
· · · X ηt (c ηt ). Applying the above auxiliary rearrangement to u = v(q, f − 1) and X η (c η ) = X ηt (c ηt ) gives the product v(q, f − 1) ′ (r t + 1)x ηt X ηt (c ηt ). Write v(q, f − 1) ′ ηt = v(q, f − 1) ′ (r t + 1). Next, applying the auxiliary rearrangement to u = v(q, f − 1) ′ (r t + 1) and X η (c η ) = X ηt−1 (c ηt−1 ) gives the product
Continuing these auxiliary rearrangements for X ηt−2 (c ηt−2 ), . . . , X η1 (c η1 ) one arrives at the product
where the right-hand side of this equation is the rearrangement of one-parameter subgroups on the lefthand side according to . Note that this can be done without any other one-parameter subgroups ap-
f ) from which we may easily deduce X η (n 
Recall the orbits O 1 , O 2 ⊆ (∆ K ) + defined in Lemma 4.7.5, they will be used in the following lemma.
This can be checked on a case-by-case basis.
A consequence of the above lemma is that, for each η ∈ ∆ 2 K , one has X η ((n ′ )
2 ) = X η ((n
2 )) and moreover following the discussion in 4.16 the η-one-parameter subgroups that appear as as result of the rearrangement n ′ 2 v(1) = v(2, 2)n
(2) 2 are precisely those given by X η (c ′ s −1 η1 c η2 ) for each (η 1 , η 2 ) ∈ P 2 η where n ′ 2 = η∈∆ 2 K X η (c ′ s −1 η ) and c ′ s −1 η is given in 4.13.
Proof. This is a simple induction on
The result now follows.
By what was said following Lemma 5.7.1 and by Lemma 5.7.2 above it follows that, for all 2
ηt be a summand in the expression B q,f η and let η i1 , . . . , η ir be the roots such that d(η ij ) ≥ d(η), for each 1 ≤ j ≤ r. Associate to this summand the sequence d(η i1 ), . . . , d(η ir ). Observe that for any η ∈ ∆ f K such that η = η 1 + η 2 , for some η 1 , η 2 ∈ (∆ K ) + , one must have, without loss of generality,
It follows that, for d(η 2 ) = d(η), one has η η 2 and, for d(η 2 ) = d(η), one has η η 2 . Moreover, it follows that, for d(η 2 ) = d(η), any η-one-parameter subgroup that appears in v(q, f ) will appear to the left of X η (c η ) ∈ X (v(q, f )) and, for d(η 2 ) = d(η), any η-one-parameter subgroup that appears in v(q, f ) will appear to the right of X η (c η ) ∈ X (v(q, f )). Thus, the expression C q,f η is obtained from B q,f η by considering only the summands b η1 · · · b ηt in B q,f η such that d(η i1 ) ≤ · · · ≤ d(η ir ). Define, for each κ ∈ ∆ k K , the expression
We can now state the main result of this article. Proposition 5.8.1. There is an isomorphism of algebras
Proof. The statement of the lemma is proven if one can show c κ = C κ , for each κ ∈ ∆ k K , where c κ was defined at the end of 5.4. Let κ ∈ ∆ k K ∩ (∆ C ∪ ∆ R ) and consider the rearrangements v(k)n(k) = v(k)n ′ n ′′ = v ′′ n k n ′′
outlined in 5.4. By Lemma 4.15.1 (ii) and (iii) one has
thus, for such κ, it follows that
Let κ ∈ ∆ 
Next, consider the rearrangement v(k)n ′ n ′′ = v ′′ n k n ′′ . It follows immediately from Lemma 4.15.
Finally, if κ ∈ ∆ O 3 and considering the rearrangement v(k)n ′ n ′′ = v ′′ n k n ′′ one has
We therefore conclude that
Appendix
Let α ∈ (∆ K ) + and throughout this section write α = α i + · · · + α j . It is clear that
However, the value of d(α), for all α ∈ (∆ K ) + , is needed in order to write the expressions C q,f α , for each α ∈ (∆ K ) + . It is therefore the purpose of this appendix to explicitly describe d(∆ K ) + for each of the four cases in Proposition 4.3.2. Define the function D :
6.1. Case (i). For i ∈ {1, 3, 5, . . . , m + 1} one has 
