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Abstract
Although a few methods have been developed recently for building confidence intervals
after model selection, how to construct confidence sets for joint post-selection inference is
still an open question. In this paper, we develop a new method to construct confidence sets
after lasso variable selection, with strong numerical support for its accuracy and effective-
ness. A key component of our method is to sample from the conditional distribution of the
response y given the lasso active set, which, in general, is very challenging due to the tiny
probability of the conditioning event. We overcome this technical difficulty by using esti-
mator augmentation to simulate from this conditional distribution via Markov chain Monte
Carlo given any estimate µ˜ of the mean µ0 of y. We then incorporate a randomization step
for the estimate µ˜ in our sampling procedure, which may be interpreted as simulating from
a posterior predictive distribution by averaging over the uncertainty in µ0. Our Monte Carlo
samples offer great flexibility in the construction of confidence sets for multiple parameters.
Extensive numerical results show that our method is able to construct confidence sets with
the desired coverage rate and, moreover, that the diameter and volume of our confidence sets
are substantially smaller in comparison with a state-of-the-art method.
Keywords: Confidence set, estimator augmentation, high-dimensional data, lasso, Markov
chain Monte Carlo, post-selection inference.
1 Introduction
Assuming that a random vector y ∈ Rn follows a multivariate Gaussian distribution,
y = µ0 + ε, ε ∼ Nn(0, σ
2In), (1.1)
we wish to make inference on the unknown mean vector µ0 ∈ R
n after observing y. Given a
set of p covariates X =
[
X1| · · · |Xp
]
∈ Rn×p, a common approach is to approximate µ0 with
a linear combination Xβ for β ∈ Rp. When the number of covariates is large, we often face
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the situation that only some of them can be included in the linear approximation. They may
be selected manually or by a certain model selection method. Let A ⊂ {1, · · · p} be the set
of selected covariates. After the selection step is done, our goal shifts to constructing a linear
model that can best approximate µ0 with only the selected covariates XA = (Xj , j ∈ A). Then
the parameter of interest
ν := X+Aµ0 = argmin
β∈R|A|
‖µ0 −XAβ‖
2
2 (1.2)
is defined by the projection of µ0 onto the space spanned by XA. Inference on ν is called post-
selection inference (Po¨tscher 1991). In large-scale analysis, model selection is usually applied
as an initial screening for important variables or features. In these applications, naive methods
based on the standard t-statistic or interval will not provide valid inference for the selected
variables due to selection bias in the screening step (Tibshirani et al. 2016; Liu et al. 2018).
By conditioning on the model selection event, post-selection inference provides reliable quan-
tification of the significance of a selected variable, which is critical for follow-up investigations.
Another appealing feature for post-selection inference is that it is valid without assuming a true
linear model for y, only regarding the selected model as an approximation for µ0 (Berk et al.
2013), which greatly relaxes its model assumptions.
When the selection step is done independently from y, for example by using another inde-
pendent dataset or by pre-given information, inference on ν can be easily done with conventional
methods. The distribution of the least-squares estimator νˆ = X+Ay simply follows a Gaussian
distribution. However, the problem becomes much more challenging when the selection step
is data-driven and uses the same y. In such a case, conditioning on the selected active set A,
the sampling distribution of y is restricted to a potentially irregular subset of Rn. This prob-
lem is further complicated for high-dimensional data with p > n. Several lines of recent work
have laid down the theoretical foundations and developed novel methods for post-selection infer-
ence on high-dimensional data. Tibshirani et al. (2016) develop a truncated Gaussian statistic
to test the significance of an entering variable in each step of a sequential regression method,
which generalizes the earlier work by Lockhart et al. (2014). Tibshirani et al. (2018) establish
uniform convergence properties of this statistic, without normal assumption, as n → ∞ and
p stays fixed. Lee et al. (2016) build exact confidence intervals for individual components νj
of ν in (1.2), where the set A is the support of the lasso (Tibshirani 1996), which we will call
Lee’s method hereafter. The authors show that conditioning on the active set of the lasso is
equivalent to imposing polyhedral constraints on y, a key idea used in Tibshirani et al. (2016)
as well. Tian and Taylor (2017) have established asymptotic results for Lee’s method without
imposing Gaussian assumption. Taylor and Tibshirani (2018) further generalize Lee’s method
to generalized linear models, Cox’s proportional hazards model and Gaussian graphical models.
By conditioning on a smaller and more robust subset of the lasso active set, Liu et al. (2018)
develop a more efficient method that produces shorter intervals.
2
Post-selection inference by estimator augmentation
In this article, we seek to make inference on ν (1.2) with the model selected by the lasso.
That is, the set A is the support of
βˆ(y) := argmin
β∈Rp
1
2n
‖y −Xβ‖22 + λ
p∑
i=1
wi|βi|, (1.3)
where wi > 0 and are set to 1 by default. However, in contrast to Lee et al. (2016) and the other
methods reviewed above, we aim at constructing not only confidence intervals for an individual
νj, but also confidence sets for νB , where B contains an arbitrary subset of A. To the best of
our knowledge, methods for constructing confidence sets after model selection have not been
proposed in the literature. Although one might consider simultaneously covering all νj, j ∈ B
by controlling family-wise error rate, such an approach would be very stringent for large B, as
verified numerically in comparison to our proposed method. On the other hand, the method of
Lee et al. (2016) critically relies on the cumulative distribution function of a univariate Gaussian
distribution truncated to the union of 2|A| intervals. It seems highly intractable to generalize
their technique for joint inference on a potentially large set of νj. Moreover, although Lee’s
method preserves the coverage rate at a desirable level, their confidence intervals are not always
informative. In particular, their method sometimes produces infinite intervals with ∞ or −∞
as the upper or lower bound, severely limiting its practical applications. Kivaranovic and Leeb
(2018) show that the expected interval length of Lee’s method can be infinity under certain
condition, which is frequently satisfied in their simulation study.
A key difference between our method and the existing ones is that ours is built upon
sampling of y∗ that leads to the same active set of the lasso, i.e. [y∗ | supp(βˆ(y∗)) = A], where
A = supp(βˆ(y)) is computed from the observed data (X, y). This sampling-based approach
allows for the construction of confidence sets for joint inference on any subset of the parameter
vector ν. It also offers great flexibility in choosing the statistic for inference, as the distribution
of any function T (y∗) can be readily approximated from a large sample of y∗. However, this
conditional sampling is a challenging computational problem, since the event {supp(βˆ(y∗)) = A}
is in general a rare event, especially when p is large. To complete this difficult task, we develop a
novel conditional sampler via the method of estimator augmentation (Zhou 2014), given a point
estimate µ˜ of µ0. To protect our method from a poor estimate µ˜, we introduce a randomization
step to draw a uniform sample of µ˜ from a set Ĉ, which in conjunction with our conditional
sampling of y∗ produces an efficient and accurate tool for joint inference after lasso selection.
The set Ĉ can be seen as a way to incorporate the uncertainty in estimating µ0 from y, prior
to or unconditional on model selection, which allows for an adaptive and robust approximation
of the distribution [y∗ | supp(βˆ(y∗)) = A]. When used for inference on individual parameters,
our method often builds much shorter confidence intervals than Lee’s method, while achieving
a comparable coverage rate. Furthermore, our method, by design, does not produce infinite
intervals or sets. Our post-selection inference method has been implemented in the R package
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EAinference, which includes many other applications of estimator augmentation and related
simulation-based inference tools.
The rest of the paper is organized as follows. In Section 2, we introduce the key ingredients
of our method: how to build confidence sets via conditional sampling and how to implement the
randomization step. Section 3 develops a Markov chain Monte Carlo (MCMC) algorithm for
the conditional sampling. Section 4 demonstrates empirically the effectiveness and accuracy of
the confidence sets constructed by our method, including comparisons with Lee’s method. We
conclude the paper with some remarks and discussion in Section 5. Proofs of technical results
are provided in Section 6.
Notation used throughout the paper is defined here. Let Nk denote the set {1, · · · , k}.
Let 1[k] be a k-vector of ones. Denote by Zi the i-th column or the i-th component of Z
when Z is a matrix or a vector, respectively. Correspondingly, we define ZA := (Zi)i∈A and
Z−i := (Zj)j 6=i. For a matrix Z, let ZAB be the submatrix consisting rows in A and columns in
B. The superscript + is used for Moore-Penrose inverse. Denote by row(X) and null(X) the
row space and the null space of a matrix X, respectively.
2 Post-selection inference
2.1 Basic idea
For the lasso estimate βˆ(y), let A(y) = supp(βˆ(y)) be the set of active variables. Given the
active set A(y) = A, the parameter of interest ν = X+Aµ0 (1.2) is the coefficient vector for the
projection of µ0 = E[y] onto span(XA). Our goal is to construct a confidence set ÎB(α) such
that
P
{
νB ∈ ÎB(α)
∣∣∣A(y) = A} ≥ 1− α for B ⊂ N|A|, (2.1)
where the probability is taken with respect to y ∼ Nn(µ0, σ
2In). In particular, when B = {j},
ÎB(α) is a confidence interval for νj, which we denote by Îj(α). A natural choice for the center
of the confidence set is νˆB := [X
+
A y]B . This problem is, however, more complicated than it may
look. Since we have selected variables using lasso, the distribution of X+Ay given A(y) = A is no
longer a Gaussian distribution, as the support of y is now only a proper subset of Rn.
We will develop a simulation-based approach. Note that the conditioning event {A(y) = A}
restricts our sampling to those y for which the lasso βˆ(y) selects exactly the same variables in
A, which is usually a rare event. Thus, it is almost impossible to use bootstrap to draw from
[y∗ | A(y∗) = A], where y∗ denotes a sample drawn from an (estimated) distribution of y.
However, estimator augmentation (Zhou 2014) enables us to simulate from this conditional
distribution, with a point estimate µ˜ for µ0, by an MCMC algorithm; see Section 3.3 for the
details.
Suppose we have drawn a large sample of y∗ by this Monte Carlo algorithm. One could use
4
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[X+A (y
∗− µ˜) | A(y∗) = A], which can be easily estimated from the samples of y∗, to approximate
[X+A (y − µ0) | A(y) = A] and build a confidence set for νB. However, due to the dependency of
these distributions on µ˜ and µ0, the former is in general not a uniformly consistent estimator
for the latter; see Leeb and Po¨tscher (2006) for related discussion on estimating the conditional
distribution [βˆ(y) | A(y) = A]. In practice, this means that a poor choice of µ˜ often results in
poor coverage. To overcome this difficulty, we develop a robust method which randomizes the
plug-in estimate µ˜. As it will become clear, our approach is to bound the relevant quantiles of
[X+A (y − µ0) | A(y) = A] in order to perform conservative inference as stated in (2.1).
2.2 The randomization step
We will first develop our method for constructing confidence intervals for νj , which will be
generalized in Section 2.3 to joint inference on νB. Let qj,γ(µ) be the γ-quantile of the distribution
[{X+A (y
∗ − µ)}j | A(y
∗) = A], (2.2)
where y∗ = µ+ ε∗ and ε∗ ∼ Nn(0, σ
2In). For γ ∈ (0, 1), construct an interval
ξj(µ, γ) :=
[
νˆj − qj,1−γ/2(µ), νˆj − qj,γ/2(µ)
]
.
By definition, the coverage rate of ξj(µ0, γ) is 1−γ. Call ξj(µ0, γ) the oracle interval. Of course,
µ0 is unknown so we need an estimate µ˜ in place of µ0 to construct a practical interval ξj(µ˜, γ).
One problem is that the conditional distribution in (2.2) depends on µ due to the selection
event and qj,γ(µ˜) is not guaranteed to converge uniformly to qj,γ(µ0). To alleviate this issue,
we propose a method to randomize the point estimate µ˜, which is motivated by the following
conservative construction.
Suppose we have a set C ⊂ Rn such that µ0 ∈ C. For γ < 1/2, define
q∗j,1−γ(C) = max
µ∈C
qj,1−γ(µ), (2.3)
q∗j,γ(C) = min
µ∈C
qj,γ(µ). (2.4)
Then it follows that the coverage rate of the interval [νˆj − q
∗
j,1−γ/2(C), νˆj − q
∗
j,γ/2(C)] is at least
1 − γ. A possible choice for the set C is a confidence set Ĉ for the mean µ0, unconditional on
the selected model. We have the following result about using such an interval for a conservative
coverage. Recall ν = X+Aµ0 and νˆ = X
+
A y.
Proposition 1. Suppose y ∼ Nn(µ0, σ
2In) and Ĉ is a 1−α/2 confidence set for µ0, independent
5
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of y. Let ξ∗j (Ĉ) = [νˆj − q
∗
j,1−α/4(Ĉ), νˆj − q
∗
j,α/4(Ĉ)]. Then we have
P
{
νj ∈ ξ
∗
j (Ĉ)
∣∣∣∣A(y) = A} ≥ 1− α. (2.5)
Proposition 1 shows that we can construct a valid confidence interval for post-selection
inference, provided a (1 − α/2) confidence set Ĉ for µ0. Since its length is determined by the
worst scenarios over all µ ∈ Ĉ as in (2.3) and (2.4), the confidence interval ξ∗j (Ĉ) can be overly
conservative, as shown by our numerical results in Section 4.1. Moreover, the assumption that
Ĉ is independent of y can be strong unless we use sample-splitting, which does not align well
with the purpose of post-selection inference. However, it provides good intuition for the use of
the set Ĉ in our proposed randomization step, as described in what follows.
Hereafter, suppose that µˆ is the center of Ĉ = Ĉ(y) constructed from y. Let µ˜ be uniformly
distributed over Ĉ, i.e. µ˜ ∼ U(Ĉ), and qj,γ(Ĉ) be the γ-quantile of the distribution
[{X+A (y
∗ − µˆ)}j | A(y
∗) = A], (2.6)
where y∗ = µ˜+ ε∗ and ε∗ is independent of µ˜. Construct an interval ξj(Ĉ) with qj,γ(Ĉ) as
ξj(Ĉ) := [νˆj − qj,1−α/4(Ĉ), νˆj − qj,α/4(Ĉ)]. (2.7)
Note that the quantile qj,γ(Ĉ) is calculated from a randomized plug-in estimate µ˜ over the
confidence set Ĉ, which takes into account the uncertainty in µ˜. Thus, this interval incorporates
more variation than using a fixed point estimate µˆ as in ξj(µˆ, α).
Below, we present our main algorithm for constructing the confidence interval ξj(Ĉ). Let
∂Ĉ denote the boundary of Ĉ.
Algorithm 1. Constructing interval ξj(Ĉ), j ∈ N|A|:
1. Draw µ˜(k) uniformly from ∂Ĉ for k = 1, . . . ,K.
2. For each k, draw {y∗ki, i = 1, . . . , N} from [y
∗|A(y∗) = A] where y∗ ∼ Nn(µ˜
(k), σ2In).
3. Estimate qj,γ(Ĉ) by the quantiles of {[X
+
A (y
∗
ki− µˆ)]j ,∀k, i} and construct ξj(Ĉ) (2.7) with
the estimated quantiles.
Here, we draw µ˜(k) from ∂Ĉ for efficiency. Since Ĉ is usually an n-dimensional ellipsoid, uniform
points in Ĉ will be close to its boundary when n is large.
Our randomization of the plug-in estimate µ˜ can be interpreted from a Bayesian per-
spective, regarding µ0 as a random vector. As discussed above, a confidence interval can be
constructed if we have a good approximation to the distribution [y∗ | A(y∗) = A,µ0], where
y∗ | µ0 ∼ Nn(µ0, σ
2In) is a new response vector independent of y. From a Bayesian perspective,
a good approximation that takes into account the uncertainty in µ0 is the posterior predictive
6
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distribution
p
(
y∗ | A(y∗) = A, y
)
=
∫
p
(
y∗ | A(y∗) = A,µ0
)
p(µ0 | y)dµ0,
where p(µ0 | y) is a posterior distribution for µ0. Regarding U(Ĉ), the uniform distribution
over Ĉ(y), as a posterior distribution for µ0, steps 1 and 2 in Algorithm 1 can be interpreted
as sampling from the above posterior predictive distribution. Drawing µ˜ in step 1 is equivalent
to drawing samples from p(µ0 | y) and drawing y
∗ in step 2 is equivalent to sampling from
p(y∗ | A(y∗) = A, µ˜), which can be done by our Monte Carlo algorithm to be developed in the
next section. In step 3, we find the quantiles of [X+A (y
∗− µˆ) | A(y∗) = A, y], where µˆ, the center
of Ĉ, is the posterior mean of µ0.
2.3 Joint inference
Given the samples of y∗ drawn by Algorithm 1, we can easily approximate the conditional
distribution [T (y∗) | A(y∗) = A] for any function T (·) and carry out many inferential tasks. In
particular, we extend our method to the construction of confidence sets for ν = X+Aµ0.
Recall νˆ = X+Ay and let q = |A|. Given a matrix H ∈ R
m×q for some m ≤ q, we wish to
make inference on the parameter vector Hν ∈ Rm. Generalizing (2.6), let qH,γ(Ĉ; ℓδ) be the
γ-quantile of the distribution[ ∥∥H(X+A y∗ −X+A µˆ)∥∥δ ∣∣∣ A(y∗) = A], (2.8)
where δ ∈ [1,∞] specifies a particular ℓδ norm used in our construction. From the above Bayesian
interpretation, (2.8) approximates [‖Hνˆ−Hν‖δ | A(y) = A] as its posterior predictive estimate.
Then we construct a 1− α confidence set for Hν as an ℓδ ball
ξH(Ĉ; ℓδ) :=
{
η ∈ Rm : ‖η −Hνˆ‖δ ≤ qH,1−α/2(Ĉ; ℓδ)
}
, (2.9)
where Ĉ, as in (2.7), is a 1−α/2 confidence set for the mean µ0. For example, one can construct
a confidence set for ν by letting H = Iq. If one is interested in constructing a confidence set
for the first two components in A, we can let H = [e1, e2]
T, where ej is the j-th standard basis
vector in Rq. In general, ξH(Ĉ; ℓδ) is a confidence set for some linear transformation of ν.
Now the remaining question is how to build the (1 − α/2) confidence set Ĉ for µ0, un-
conditional on the selected model. There are a few methods that may be used to construct
such a confidence set for high-dimensional regression problems (Nickl and van de Geer 2013;
Zhou et al. 2019). We apply two different methods in this work. The first method is a two-
step method, consisting of a projection and a shrinkage step (Zhou et al. 2019). This method
builds an ellipsoid-shaped confidence set with different radii for strong and weak signals. The
7
Min and Zhou
radius and center for weak signals are constructed using Stein’s method. Denote by ĈS and µˆS
the confidence set and its center by this method. It is shown by Zhou et al. (2019) that ĈS is
asymptotically honest,
lim inf
n→∞
inf
µ0∈Rn
P(µ0 ∈ ĈS) ≥ 1− α/2,
where P is taken with respect to the distribution of y in (1.1). However, this method replies on
sample-splitting in its construction, which adds another level of complexity in the application of
our post-selection inference. Thus, we develop a second and simpler method, based on a given
subset of covariates XA. Let A0 = supp(β0) be the true support such that µ0 = XA0β0A0 . If
A0 ⊂ A, then X
+
Ay ∼ N|A|(β0A, σ
2(XTAXA)
−1). From this fact, we build a confidence set D̂ for
β0A which defines a confidence set Ĉ = XAD̂ for µ0. The confidence set and its center built
this way are denoted by ĈA and µˆA. A convenient choice of A would be A(y), the support of
lasso, and under this choice ĈA will achieve the nominal confidence level if P(A(y) = A) → 1
for some A ⊃ A0 as n → ∞. We will compare the performance of these two methods in
Section 4.1 on simulated data. The comparison suggests that the second method usually achieves
comparable coverage as the first method, while being more coherent with our post-selection
inference procedure in practice. Therefore, we use the second method by default for all the
numerical results in this work.
Now we summarize the steps of our post-selection inference on Hν.
Algorithm 2. Constructing ξH(Ĉ; ℓδ):
1. Construct (1− α/2) confidence set ĈA centering at µˆA.
2. Apply Algorithm 1 with Ĉ = ĈA and µˆ = µˆA.
3. Estimate qH,γ(Ĉ; ℓδ) by the quantile of {‖HX
+
A (y
∗
ki− µˆA)‖δ ,∀k, i} and construct ξH(Ĉ; ℓδ)
in (2.9) with the estimated quantile.
Remark 1. We have implicitly assumed a fixed tuning parameter λ in (1.3) so far, but we
observe that our method works well even using a λ chosen in a data-dependent way. This is
very appealing in applications: One may simply use lasso, with a data-dependent λ, to identify
potentially importance variables, followed by our inference tool to construct an interval for each.
Although not the focus of this paper, for low-dimensional data (p < n), the confidence set Ĉ for
µ0 can be constructed with A = Np by the sampling distribution of the least-squares estimator.
2.4 An illustration
In Section 2.2, we covered four different methods for constructing Îj(α). First, the oracle interval
ξj(µ0, α) is constructed assuming the true mean µ0 is known (the oracle). This is not a practical
method and is used for illustration only. Second, ξj(µˆ, α) uses an estimate µˆ in place of µ0. Our
main proposal ξj(Ĉ), presented in Algorithm 1, randomizes the plug-in estimate of µ0 by uniform
8
Post-selection inference by estimator augmentation
(a)
− λ λ
a b
− λ λ
c d
(b)
Figure 1: Illustration of the confidence intervals (a) ξ(µˆ) and (b) ξ(Ĉ) in one-dimension. The
red lines indicate νˆ = βˆLS and the two blue dotted lines indicate the boundaries of Ĉ.
sampling over the boundary of Ĉ. Lastly, the interval ξ∗j (Ĉ) defined in Proposition 1 controls
the worst case over Ĉ. A detailed comparison among the four methods will be conducted in
Section 4.1. In general, the oracle interval ξj(µ0, α) reaches the nominal coverage rate with the
shortest interval length, the coverage of ξj(µˆ, α) tends to be lower than the desired level, while
ξ∗j (Ĉ) seems too conservative. The interval ξj(Ĉ) reaches a good compromise between coverage
and interval length.
Here, we illustrate the difference between ξj(µˆ, α) and ξj(Ĉ) for p = 1, assuming ‖X1‖
2 = n.
In this case, the lasso βˆ = sgn(βˆLS)(|βˆLS| − λ)+, where βˆ
LS = XT1 y/n is the least-squares
estimate. The distribution of βˆLS given A(y) = {1} is truncated to the intervals (−∞,−λ) ∪
(λ,∞) := T (shaded regions in Figure 1). Write the two confidence intervals as ξ(µˆ) and ξ(Ĉ),
where µˆ = X1βˆ
LS and Ĉ projected to X1 is an interval (βˆ
LS − ∆, βˆLS + ∆), centered at βˆLS
between the two blue dotted lines in panel (b). Both ξ(µˆ) and ξ(Ĉ) are centered at νˆ = βˆLS,
but with different end points. Let T Nd(µ,Σ,V) denote Nd(µ,Σ) truncated to the set V. The
interval ξ(µˆ) = [νˆ − b, νˆ + a] is constructed based on the quantiles of
XT1 y
∗/n | A(y∗) = {1} ∼ T N (βˆLS, σ2/n, T ),
indicated by the dark tail regions in Figure 1(a), where y∗ ∼ Nn(µˆ, σ
2In). On the contrary,
as shown in Figure 1(b), the interval ξ(Ĉ) = [νˆ − d, νˆ + c] is constructed from the quantiles
of a mixture of two truncated normal distributions, i.e. T N (βˆLS ±∆, σ2/n, T ), each centered
at a boundary of the interval Ĉ (after being projected to X1). If the true parameter β0 ∈
(−λ, λ) is close to zero, then ξ(Ĉ) is likely to cover β0 while the other interval ξ(µˆ) will fail. In
fact, the difficulty in post-selection inference largely stems from such a situation in which some
β0j is very close to zero and consequently the conditional distribution of y given the selection
event can change substantially with the mean µ0. Our method tackles this difficult problem
9
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by simulating from a mixture of such conditional distributions with mean µ˜ randomized over a
suitable neighborhood of µ0.
3 Conditional sampling
In this section, we develop an MCMC sampler to draw y∗ such that A(y∗) = A, which is the
key conditional sampling step in our method. Our sampler is based on the idea of estimator
augmentation. So we first briefly review estimator augmentation for the lasso.
3.1 Estimator augmentation
Let Ψ = XTX/n. We start from the Karush-Kuhn-Tucker (KKT) condition for the lasso defined
in (1.3),
1
n
XTy = Ψβˆ + λWS, (3.1)
where W = diag(wi)
p
i=1 and S is the subgradient of the ℓ1 norm at βˆ:Si = sgn(βˆi) if βˆi 6= 0,Si ∈ [−1, 1] otherwise. (3.2)
Zhou (2014) inverted the KKT condition to find the sampling distribution of the so-called
augmented estimator, (βˆ, S), linking its density to that of XTy. Let U = 1nX
Tε and Θ =
(βˆA, SI), where both A = supp(βˆ) and I = Np \ A are random as functions of βˆ. Note that
(Θ,A) gives a parameterization of (βˆ, S) due to the definition of the subgradient S. The KKT
condition can be rewritten,
U = Ψβˆ + λWS −
1
n
XTµ0 := H(Θ,A;µ0, λ). (3.3)
Unless otherwise noted, we assume that n < p and X has full row rank, i.e. rank(X) = n.
Under this setting, the vector U ∈ row(X), an n-dimensional subspace of Rp. Let V be a p× p
orthogonal matrix such that (i) the first n columns of V , indexed by R = {1, . . . , n}, consist of
n orthonormal eigenvectors associated with the positive eigenvalues of Ψ, and (ii) the last p−n
columns, indexed by N = {n + 1, . . . , p}, are a collection of orthonormal vectors that forms a
basis of null(X). Then U can be re-expressed by its coordinates with respect to VR as
R = V TR U ∼ Nn(0, σ
2Λ/n), (3.4)
where Λ = diag(Λi)
n
i=1 and Λi’s are the positive eigenvalues of Ψ. Let fR be the density of R.
Equation (3.3) enforces a set of constraints on the p-vector S, i.e. V TNWS = 0, since WS must
10
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lie in row(X). Denote the value of the random vector (βˆ, S) by (b, s) and the corresponding
value of (Θ,A) by (θ,A) = (bA, sI , A), where A ⊂ Np and I = Np \ A. Then θ must satisfy the
constraints
V TANWAA sgn(bA) + V
T
INWIIsI = 0, (3.5)
‖sI‖∞ ≤ 1. (3.6)
Let q = |A| ≤ n (Remark 2). Differentiating (3.5), one sees that dsI ∈ null(V
T
INWII), which is
an (n− q)-dimensional subspace of R|I|. Thus sI can be parameterized by sF ∈ R
n−q such that
dsI = B(I)dsF , where F is a size-(n − q) subset of I and B(I) ∈ R
|I|×(n−q) is an orthonormal
basis of null(V TINWII). Under mild conditions the H defined in (3.3) is a bijection (Lemma 3 in
Zhou (2014)), which is used to derive the distribution for (Θ,A) from the density fR. To ease
our notation, let dθ := dbAdsF be a differential form of order n. Zhou (2014) showed that the
distribution of (Θ,A) can be represented by such n-forms:
Theorem 2 (Theorem 2 in Zhou (2014)). Assume p > n and that every n columns of X are
linearly independent. If y ∼ Nn(µ0, σ
2In) and λ > 0, then the joint distribution of (Θ,A) =
(βˆA, SI ,A) is given by
PΘ,A(dθ,A) = fR
(
V TRH(θ,A;µ0, λ);σ
2
)
|detT (A;λ)|dθ (3.7)
for (θ,A) satisfying (3.5) and (3.6), where fR(•;σ
2) is the density of the distribution in (3.4)
and T (A;λ) = [V TRΨA|λV
T
IRWIIB(I)] ∈ R
n×n.
Remark 2. The right side of (3.7) defines a joint density of (Θ,A) with respect to the param-
eterization (bA, sF ) for θ. This density will be used to develop an MCMC algorithm for our
conditional sampling step. It is a quite mild assumption that every n columns of X are linearly
independent: If the entries of X are drawn from a continuous distribution over Rn×p, then this
assumption will hold almost surely. This assumption also guarantees that the lasso solution is
unique and |A| ≤ n for every y ∈ Rn (Tibshirani 2013). Hereafter, when conditioning on A = A
we always assume that |A| ≤ n.
3.2 The target distribution
As an immediate consequence of Theorem 2, we can obtain a density for the conditional distri-
bution [βˆA, SI | A = A] for a fixed subset A, which is directly related to our target conditional
sampling problem.
Corollary 3. Under the same assumptions of Theorem 2, the conditional distribution [βˆA, SI |
A = A] is given by
PΘ|A(dθ|A) ∝ fR
(
V TRH(θ,A;µ0, λ);σ
2
)
dθ := π(θ | A;µ0, σ
2, λ)dθ, (3.8)
11
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where θ = (bA, sI) satisfies the constraints in (3.5) and (3.6).
The conditional distribution [βˆA, SI | A = A] has an especially simple density π(θ | A),
which is just an n-variate density with respect to a fixed parameterization (bA, sF ) ∈ R
n as the
active set A is fixed to A and the set F only depends on A. See Corollary 1 in Zhou (2014) for
a more detailed discussion on the truncated Gaussian nature of π.
Given the density in Corollary 3, we develop a Metropolis-Hastings (MH) sampler to draw
(βˆA, SI) given the fixed active set, A = A. This will achieve our goal of sampling [y | A(y) = A]
because of the following result:
Theorem 4. Suppose the assumptions of Theorem 2 hold and (βˆ∗A, S
∗
I ) follows the distribution
(3.8). Then we have
[y | A(y) = A] =
[
XAβˆ
∗
A + nλ(X
T)+
{
WA sgn(βˆ
∗
A) +WIS
∗
I
}]
, (3.9)
and consequently,
[X+Ay | A(y) = A] =
[
βˆ∗A + nλ(X
T
AXA)
−1WAA sgn(βˆ
∗
A)
]
. (3.10)
As described in Algorithm 1, we wish to draw [y∗ | A(y∗) = A] for y∗ ∼ Nn(µ˜, σ
2In). Once
we have drawn (βˆ∗A, S
∗
I ) from the density π(θ | A; µ˜, σ
2, λ) (3.8), we can easily obtain a sample
of y∗ by (3.9), which follows the target conditional distribution. Note that only X+Ay
∗ is needed
in (2.6) and (2.8), which can be calculated directly with (3.10).
To provide an intuitive understanding of the conditional distributions in (3.8) and (3.9),
let us consider a simple example with n > p = 2, Ψ = I2, µ0 = Xβ0 and A = {1}. In this
low-dimensional setting, null(X) = {0} and thus the constraint (3.5) is trivially satisfied for all
s ∈ R2 (as VN = 0). As shown in Figure 2(a), the sample space of (βˆA, SI) = (βˆ1, S2) is
(−∞, 0) × [−1, 1] ∪ (0,∞) × [−1, 1] := Ω−1 ∪ Ω1,
which is an essentially connected set (i.e. having a connected closure). Since Ψ = I2, we may
choose VR = I2, whose columns form an orthonormal basis for row(X) = R
2, and under this
choice fR is the density of N2(0, σ
2I2/n). The contours of [(βˆ1, S2) | A = {1}] are shown in
Figure 2(a). It is easier to understand this distribution if further conditioning on sgn(βˆ1) = s1:
(βˆ1, S2) | (A = {1}, sgn(βˆ1) = s1) ∼ T N2(µ(s1),Σ,Ωs1), s1 ∈ {−1, 1},
which is a bivariate normal distribution truncated to Ωs1 for each s1. The mean and covariance
12
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Figure 2: The conditional distributions of (a) (βˆ1, S2) and (b) X
Ty/n given A = {1} for p = 2.
matrix are
µ(s1) =
(
β01 − λs1
β02/λ
)
, Σ =
σ2
n
(
1 0
0 1/λ2
)
.
The two sets of contours in panel (a), separated by the line segment {0} × [−1, 1], correspond
to the two truncated normal distributions with different centers, µ(1) and µ(−1). Figure 2(b)
plots the contours of the conditional distribution of XTy/n given A = {1}, which is a bivariate
normal distribution N2(β0, σ
2I2/n) truncated to the union of two disconnected regions,
(−∞,−λ)× [−λ, λ] ∪ (λ,∞)× [−λ, λ].
The contrast between the two sample spaces illustrates the potential advantage in designing
Monte Carlo algorithms in the space of the augmented estimator (βˆA, SI) over the space of y.
3.3 A Metropolis-Hastings sampler
In what follows, we describe our MH sampler in detail. For notational brevity, write the target
density as π(θ) ≡ π(θ | A; µ˜, σ2, λ) hereafter, where the space of θ = (bA, sI) is defined by
(3.5) and (3.6). These constraints must be satisfied in each step of the sampling process, which
presents a technical challenge for our Monte Carlo algorithm. We adopt a coordinate-wise update
of θ. Let θ(t) be the value of θ at the t-th iteration. After proposing a new value θ†i for its i-th
component, the MH ratio is computed as
ζ = min
{
1,
π(θ†)
π(θ(t))
q(θ†, θ(t))
q(θ(t), θ†)
}
,
13
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where q(θ(t), θ†) is the transition kernel of the proposal θ† given θ(t). If θ† is accepted, let
θ(t+1) = θ†. Otherwise, we reuse the previous state, i.e. θ(t+1) = θ(t).
We first derive explicit expressions for the feasible region of θ defined by (3.5) and (3.6).
For the sake of notational simplicity, put
G = V TINWII ∈ R
(p−n)×|I|, u = u(sA) = −V
T
ANWAA sgn(bA) ∈ R
p−n,
where sA = sgn(bA), and rewrite (3.5) as GsI = u. Recall |I| = p − |A| and q = |A|. Since
p−n constraints are imposed on sI , there are only n− q free coordinates in sI . Partition sI into
free and dependent components and denote them by sF ∈ R
n−q and sD ∈ R
p−n, respectively.
Partition the columns of G accordingly. Then (3.5) can be rewritten
GF sF +GDsD = u ⇐⇒ sD = G
−1
D (u−GF sF ), (3.11)
which shows that sD is a function of (bA, sF ) ∈ R
n. Now the feasible region for θ can be
equivalently defined by
‖sF‖∞ ≤ 1, ‖G
−1
D (u(sA)−GF sF )‖∞ ≤ 1. (3.12)
Note that every time we update any component of (bA, sF ), sD needs to be updated accordingly
via (3.11). Below, we provide details about how to draw (bA, sF ), the free coordinates of θ, given
the current value (b
(t)
A , s
(t)
F ). We assume that (b
(t)
A , s
(t)
F ) is feasible and satisfies (3.12).
For the active coefficients bA, a normal distribution is used as the proposal,
b†i |b
(t)
i ∼ N (b
(t)
i , τ
2
i ), i ∈ A.
By using a symmetric proposal distribution, the MH ratio becomes the ratio of the target
densities only,
ζ = min
{
1,
π(θ†)
π(θ(t))
}
= min
{
1,
fR
(
V TRH(θ
†, A; µ˜, λ);σ2
)
fR
(
V TRH(θ
(t), A; µ˜, λ);σ2
)} . (3.13)
Under this proposal, s†F = s
(t)
F is unchanged. If sgn(b
†
i ) = sgn(b
(t)
i ), then s
†
A = s
(t)
A . Consequently,
θ† satisfies the constraints in (3.12) and thus is feasible. If sgn(b†i ) 6= sgn(b
(t)
i ), then s
†
A is different
from s
(t)
A , with the i-th element replaced by sgn(b
†
i ). We need to verify the second inequality in
(3.12). Let u† = u(s†A). If ‖G
−1
D (u
†−GF s
†
F )‖∞ ≤ 1, then θ
† is feasible and we compute the MH
ratio as in (3.13). Otherwise, we move to the next component in A.
When updating each component in sF , denoted by (sF )k, it would be inefficient to use a
naive proposal distribution, such as U(−1, 1), since it does not guarantee every component of
s†D will stay in [−1, 1]. A better approach is to compute the feasible range of (sF )k. Holding sA
14
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Algorithm 3 MH(µ˜, σ, λ)
1: Given (bA, sF )
(t),
2: for i ∈ A do
3: draw b†i ∼ N (b
(t)
i , τ
2
i ).
4: if sgn(b†i ) 6= sgn(b
(t)
i ) and θ
† is infeasible then
5: continue.
6: else
7: b
(t+1)
i ← b
†
i with probability ζ; otherwise b
(t+1)
i ← b
(t)
i .
8: b
(t+1)
A\i ← b
(t)
A\i, s
(t+1)
F ← s
(t)
F , t← t+ 1.
9: end if
10: end for
11: for k ∈ N|F | do
12: compute LB
(t)
k and UB
(t)
k by (3.14) and (3.15).
13: draw (sF )
†
k ∼ U(LB
(t)
k , UB
(t)
k ).
14: (sF )
(t+1)
k ← (sF )
†
k with probability ζ; otherwise (sF )
(t+1)
k ← (sF )
(t)
k .
14: b
(t+1)
A ← b
(t)
A , (sF )
(t+1)
−k ← (sF )
(t)
−k, t← t+ 1.
15: end for
and (sF )−k as constants, the second inequality in (3.12) defines 2(p − n) linear constraints on
(sF )k, from which the feasible range of (sF )k, [LBk, UBk], can be computed,
LBk = max
{
− 1,M−1
(
− 1[p−n] +G
−1
D u− (G
−1
D GF )−k(sF )−k
)}
, (3.14)
UBk = min
{
1,M−1
(
1[p−n] +G
−1
D u− (G
−1
D GF )−k(sF )−k
)}
, (3.15)
where M = diag
(
(G−1D GF )k
)
is a (p − n)× (p − n) diagonal matrix having the k-th column of
G−1D GF as its diagonal elements. Calculate LB
(t)
k and UB
(t)
k with u
(t) = u(s
(t)
A ) and (s
(t)
F )−k.
Note that LB
(t)
k < UB
(t)
k since the current value (s
(t)
F )k ∈ [LB
(t)
k , UB
(t)
k ] by assumption. Pro-
pose (sF )
†
k from U(LB
(t)
k , UB
(t)
k ) and compute s
†
D by plugging s
†
F and u
† = u(t) in (3.11).
Because [LBk, UBk] does not depend on the current value of (sF )k, this proposal is symmetric,
q(θ†, θ(t)) = q(θ(t), θ†). Therefore, the MH ratio again reduces to (3.13).
Putting the above pieces together we present the MH sampler in Algorithm 3. To highlight
its dependency on (µ˜, σ, λ), we denote this algorithm by MH(µ˜, σ, λ).
3.4 Examples
Using a small dataset of size (n, p) = (5, 10), we compared our MH sampler with parametric
bootstrap which provided the ground truth here. We estimated µ0 by µ˜ = Xβˆ, where βˆ is the
lasso estimate. The active set chosen by the lasso was A = {6, 9}. In parametric bootstrap,
we simulated y∗ ∼ Nn(µ˜, σ
2In) and found the lasso solution βˆ(y
∗). If the support of βˆ(y∗)
15
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Figure 3: Comparison between bootstrap samples (top) and MH samples (bottom). The left
column shows the scatter plot of (βˆ6, βˆ9) while the right column shows the scatter plot of (S1, S2).
These are the first two components in A and I, respectively.
was indeed {6, 9}, the sample βˆ(y∗) would be accepted. We ran this bootstrap method until
we accepted 10, 000 samples whose active set A(y∗) = A. This is essentially a naive rejection
sampling method. Note that the bootstrap is only applicable for this small dataset. Even for
such a small dataset, the number of bootstrap samples simulated in order to obtain 10,000
samples was 1.5×105, i.e., the acceptance rate was only 6.67%. This demonstrates the necessity
of our MH sampler for this conditional sampling problem. The MH sampler was then used to
draw 20, 000 samples. See Figure 3 for a comparison between the samples generated by the two
methods. It can be seen from the scatter plots that the results of our MH sampler were very
close to the exact samples generated by the bootstrap, providing a numerical validation of our
algorithm.
We present a quick visualization of the MH samples on a bigger dataset of size (n, p) =
(50, 100). See Figure 4 for summary plots of the samples for the first two active coefficients, βˆ1
and βˆ4. The autocorrelation plots and the sample path plots show that our MH sampler was
quite efficient with a fast decay in autocorrelation.
4 Numerical results
In this section, we examine the performance of our method by providing simulation results under
various settings. In Section 4.1, we show the effectiveness of the proposed randomization of the
plug-in estimate. Section 4.2 examines the robustness of our method with regard to the lasso
tuning parameter λ. In Section 4.3, our confidence intervals are compared with those built by
Lee’s method. Section 4.4 provides simulation results for the construction of confidence sets by
16
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Figure 4: Summary plots for βˆ1 and βˆ4 from our MH sampler when A = {1, 4, 5}: histogram,
sample trace, and autocorrelation function.
our method. A detailed case study is presented in Section 4.5 to clarify the differences between
our method and Lee’s method.
4.1 The effect of randomization
To see the effect of our randomization step, we compare four different confidence intervals defined
in Section 2.2:
(1) ξj(µ0) = [νˆj − qj,1−α/2(µ0), νˆj − qj,α/2(µ0)] (oracle);
(2) ξj(µˆ) = [νˆj − qj,1−α/2(µˆ), νˆj − qj,α/2(µˆ)], µˆ ∈ {µˆA, µˆS};
(3) ξj(Ĉ) = [νˆj − qj,1−α/4(Ĉ), νˆj − qj,α/4(Ĉ)], Ĉ ∈ {ĈA, ĈS};
(4) ξ∗j (Ĉ) = [νˆj − q
∗
j,1−α/4(Ĉ), νˆj − q
∗
j,α/4(Ĉ)], Ĉ ∈ {ĈA, ĈS}.
Recall that νˆ = X+A y and see (2.2), (2.3), (2.4) and (2.6) for the definitions of qj,γ(µ), qj,γ(Ĉ)
and q∗j,γ(Ĉ). As we described in Section 2.2, there are two ways of constructing Ĉ, with center
µˆ. The subscripts A and S are used to distinguish the two methods. Again, for intervals (3)
and (4), (α/4, 1 − α/4)-quantiles are used due to Bonferroni correction.
Algorithm 1 is used to construct interval (3). Likewise, for interval (4), we draw
{
µ˜(i)
}K
i=1
from ∂Ĉ and estimate q∗j,α/4(Ĉ) and q
∗
j,1−α/4(Ĉ) by
q∗j,α/4(Ĉ) = min
1≤i≤K
qj,α/4(µ˜
(i)), q∗j,1−α/4(Ĉ) = max
1≤i≤K
qj,1−α/4(µ˜
(i)).
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We set K = 20, and given each µ˜(i), we sampled 500 y∗’s, i.e. the total number of samples
used for intervals (3) and (4) was 20 × 500 = 10, 000. For a fair comparison, we fixed the
number of samples to be 10, 000 for (1) and (2). Note that our MH sampler was used in all
the four methods to draw from [y∗ | A(y∗) = A] and estimate the quantiles qj,γ(µ). Twenty
datasets with (n, p,A0) = (50, 100,N5) were simulated. The true coefficients β0A0 were drawn
from U(−1, 1). Each row of X was independently sampled from Np(0,Σ). We considered three
types of covariance matrix Σ in this comparison:
• Identity (I): Σ = Ip,
• Toeplitz (T): Σij = 0.5
|i−j|,
• Exponential Decay (ED): Σ−1ij = 0.4
|i−j|.
The significance level α was set to 0.05 and σ2 = 1 was assumed to be known. For each dataset,
λ was chosen by cross-validation with the one standard error rule.
The following metrics are used to compare the results. For a subset E ⊂ Np and confidence
intervals, Îj for j ∈ A, we define power and coverage by averaging over the variables in the set
E:
Power =
∑
j∈E P
(
0 /∈ Îj
)
/|E|,
Coverage =
∑
j∈E P
(
νj ∈ Îj
)
/|E|.
A few informative choices for E are A, A0 ∩A and A
c
0 ∩A. The set A includes all the variables
selected by lasso, while the sets A0 ∩ A and A
c
0 ∩ A separate the true positive and the false
positive variables. We report in Table 1 the average coverage rate over variables in each of the
three sets and the power of detecting true positive variables A0∩A for each of the four methods.
We omit the subscript j to simplify our notation and to indicate averaging over a subset of
indices, such as j ∈ A.
The coverage rate of ξ(µ0) was at the desired level while its average length was the shortest
among all the methods. This is an obvious result, since the true parameter µ0 is assumed to be
known (the oracle). Using a single plug-in estimate, ξ(µˆ) produced shorter confidence intervals
(CIs) compared to ξ(Ĉ) and ξ∗(Ĉ). However, the coverage rate of ξ(µˆ) was much lower than
the nominal level, especially for j ∈ Ac0 ∩ A. On the contrary, with randomized µ˜ drawn from
the confidence set Ĉ, the CIs of ξ(Ĉ) achieved the desired coverage rate, which demonstrates
the importance of our proposed randomization step. The intervals ξ∗(Ĉ) showed a similar effect
as ξ(Ĉ), but they turned out to be the most conservative with overall coverage rates close to 1
and the longest interval lengths. In particular, for the set Ac0 ∩ A the average length of ξ
∗(ĈA)
was much longer than the length of ξ(ĈA).
Between the two ways of constructing Ĉ, ξ(ĈA) and ξ(ĈS) had the same coverage rates.
However, we observe that the average length of ξ(ĈS) was longer than that of ξ(ĈA), which
reduced its power. Therefore, in the following numerical results, we choose to use ξ(ĈA) only.
See related discussion in Section 2.3.
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Table 1: Power and coverage rate for (1) ξ(µ0) (oracle), (2) ξ(µˆ), (3) ξ(Ĉ) and (4) ξ
∗(Ĉ).
Σ Method
Power Coverage
A0 ∩A A A0 ∩A Ac0 ∩A
I (1) 1.000 0.960(0.379) 0.960(0.471) 0.962(0.202)
(2A) 0.980 0.882(0.493) 0.880(0.555) 0.885(0.373)
(3A) 0.760 0.934(0.751) 0.900(0.857) 1.000(0.546)
(4A) 0.800 1.000(0.881) 1.000(0.874) 1.000(0.895)
(2S) 0.880 0.618(0.479) 0.600(0.520) 0.654(0.401)
(3S) 0.580 0.934(0.850) 0.900(0.973) 1.000(0.613)
(4S) 0.740 1.000(0.975) 1.000(0.980) 1.000(0.965)
T (1) 0.978 0.955(0.426) 0.956(0.542) 0.954(0.191)
(2A) 0.978 0.821(0.562) 0.933(0.634) 0.591(0.416)
(3A) 0.711 0.970(0.852) 0.956(0.963) 1.000(0.624)
(4A) 0.800 0.985(0.945) 1.000(0.966) 0.954(0.902)
(2S) 0.800 0.642(0.537) 0.667(0.593) 0.591(0.421)
(3S) 0.489 0.970(0.962) 0.956(1.106) 1.000(0.668)
(4S) 0.689 0.985(1.044) 1.000(1.077) 0.954(0.979)
ED (1) 0.967 0.957(0.361) 0.951(0.456) 0.969(0.180)
(2A) 0.934 0.914(0.451) 0.918(0.521) 0.906(0.318)
(3A) 0.754 0.957(0.678) 0.934(0.802) 1.000(0.441)
(4A) 0.721 1.000(0.816) 1.000(0.831) 1.000(0.785)
(2S) 0.869 0.774(0.427) 0.721(0.472) 0.875(0.340)
(3S) 0.639 0.957(0.752) 0.934(0.879) 1.000(0.511)
(4S) 0.688 1.000(0.901) 1.000(0.908) 1.000(0.889)
The subscripts A and S indicate two ways of estimating Ĉ and its center µˆ. The average length of
confidence intervals is reported in the parentheses.
4.2 Sensitivity to λ
Using the same datasets from Section 4.1, we ran more tests to examine how sensitive the
coverage of ξ(ĈA) is to λ, the tuning parameter of the lasso. We chose 20 λ values, equally
spaced between ‖XTy‖∞/n and 0. Figure 5 plots the coverage rate and the size of the active
set q = |A| against the index iλ of λ. Note that the λ sequence is in decreasing order so that
q increases with iλ. Each point in the plot is the average of 20 datasets. The coverage rate of
ξ(ĈA) was preserved around the desired level, indicated by the dashed line in the top panel,
when the lasso active set was not extremely small or large. In fact, the coverage rate was well
maintained around 95% for 2 ≤ q ≤ 30 (7 ≤ iλ ≤ 19), while the size of the true active set
|A0| = 5 (the dashed line in the bottom panel). This shows that our method works well for
a wide range of models selected by lasso. The coverage rate was a little more sensitive to the
choice of λ for the exponential decay design than the other two designs. However, even for that
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Figure 5: Sensitivity test for the choice of λ with the datasets of (n, p,A0) = (50, 100,N5). Each
point is the average from 20 datasets.
case, when the size of active set q ≥ 3 (iλ ≥ 10), the coverage rate stayed around the desired
level.
One might worry about the low coverage rates for the first few and the last λ values.
However, these λ’s are either too small or too big to be chosen in practice. Recall that we
choose λ by cross-validation with the one standard error rule, denoted by λ1se. The 5% and
95% percentiles of iλ1se were 10.21 and 17.35, between which the performance of our method is
seen to be very stable (Figure 5). This analysis confirms the notion that our inference tool may
be used in conjunction with a data-dependent turning of lasso to quantify the significance of a
quite large set of selected features, as discussed in Remark 1.
4.3 Comparison on individual intervals
In this section, ξ(ĈA) is compared with Lee’s method (Lee et al. 2016) implemented in the R
package selectiveInference. Datasets were simulated in the same way as in Section 4.1 but
with two larger sizes, (n, p) ∈ {(100, 200), (200, 400)}, and one more type of design matrix
• Equicorrelation (EC): Σii = 1 and Σij = .7 (i 6= j).
Note that the correlation among predictors was the highest under this design. We also considered
two different ways of placing true active coefficients. In the first case, the true active coefficients
were placed together, i.e. A
(1)
0 = {1, · · · , 5}. In the second case, they were evenly spaced out,
i.e. A
(2)
0 = {1, p/5 + 1, · · · , 4p/5 + 1}. The true active covariates were highly correlated with
each other in the first case, while they were more correlated with other inactive covariates in
the second case. See Table 2 for the comparison results. Note that the designs Identity and
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Table 2: Comparision between (a) ξ(ĈA) and (b) Lee’s method.
(n, p) A0 Σ Method
Power Coverage
P∞A0 ∩ A A A0 ∩ A Ac0 ∩ A
(100, 200) A
(1)
0 I (a) 0.870 0.968(0.555) 0.956(0.673) 0.975(0.486)
(b) 0.783 0.968(1.819) 1.000(0.998) 0.949(2.310) 1.6%
T (a) 0.836 0.953(0.590) 0.934(0.721) 0.978(0.416)
(b) 0.820 0.944(1.562) 0.951(0.882) 0.935(2.617) 9.3%
ED (a) 0.870 0.931(0.501) 0.896(0.606) 0.981(0.349)
(b) 0.818 0.946(1.251) 0.922(0.824) 0.981(1.887) 2.3%
EC (a) 0.643 0.846(0.612) 0.768(0.760) 0.892(0.523)
(b) 0.500 0.973(5.178) 0.964(3.513) 0.978(6.288) 9.4%
A
(2)
0 T (a) 0.911 0.914(0.539) 0.889(0.657) 0.928(0.476)
(b) 0.822 0.969(1.618) 0.956(0.994) 0.976(1.984) 4.7%
ED (a) 0.889 0.948(0.460) 0.933(0.574) 0.956(0.403)
(b) 0.822 0.993(2.733) 0.978(1.301) 1.000(3.457) 3.7%
(200, 400) A
(1)
0 I (a) 0.923 0.954(0.433) 0.949(0.489) 0.967(0.286)
(b) 0.872 0.972(0.728) 0.962(0.376) 1.000(1.645) 0.0%
T (a) 0.897 0.933(0.451) 0.926(0.539) 0.946(0.288)
(b) 0.868 0.933(1.154) 0.912(0.787) 0.973(1.887) 2.9%
ED (a) 0.909 0.928(0.362) 0.896(0.468) 0.968(0.230)
(b) 0.779 0.978(1.443) 0.987(0.956) 0.968(2.127) 6.5%
EC (a) 0.841 0.926(0.492) 0.921(0.671) 0.929(0.379)
(b) 0.714 0.975(3.481) 0.984(2.078) 0.970(4.422) 6.2%
A
(2)
0 T (a) 1.000 0.991(0.441) 1.000(0.512) 0.987(0.407)
(b) 0.917 0.928(0.929) 0.972(0.731) 0.907(1.043) 13.5%
ED (a) 0.971 0.927(0.383) 0.914(0.441) 0.932(0.355)
(b) 0.857 0.972(0.945) 0.943(0.510) 0.986(1.162) 3.7%
The numbers in the parentheses are the average length of the confidence intervals. For Lee’s method,
only finite intervals are used to compute the average length and P∞ is the proportion of excluded infinite
intervals.
Equicorrelation were considered only with A
(1)
0 , since the two ways of assigning A0 are equivalent
for these two designs.
The coverage rate of Lee’s method was well-preserved at the nominal level, 1 − α, in
most cases. However, their method sometimes generated very wide or even infinite intervals
with ∞ or −∞ as the upper or lower bound. This happens when the conditional distribution
[(X+A y)j | A(y), (X
+
A y)−j ] is truncated to a union of bounded intervals and the observed value of
(X+A y)j is close to one of its boundaries (Kivaranovic and Leeb 2018). See Section 4.5 for a case
study that exemplifies this issue. The last column in Table 2 reports the proportion of infinite
intervals estimated by Lee’s method. For example, when (n, p) = (200, 400) and A0 = A
(2)
0 with
the Toeplitz design, the proportion of infinite confidence intervals was 13.5%. The chance of
encountering such an issue was already quite high but it would be even higher if we increased
the confidence level.
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On the other hand, for most settings, our confidence intervals ξ(ĈA) succeed to stay at the
desired level while having much shorter average length than the intervals by Lee’s method. For
every setting except the case of (n, p,A0,Σ) = (100, 200, A
(1)
0 ,EC), our coverage rates averaging
over all j ∈ A were higher than 0.9 and very close to 0.95. The average length of our intervals was
uniformly shorter than that of Lee’s method (after excluding infinite ones). The difference in the
interval length was especially significant for the coefficients in A∩Ac0 and for the equicorrelation
designs. For example, in Table 2 when (n, p) = (200, 400) and A0 = A
(1)
0 with the equicorrelation
design, the average length of ξ(ĈA) was 0.492, while the average length from Lee’s method was
3.481. This is extremely long considering the fact that we drew β0j from U(−1, 1) for j ∈ A0.
These long intervals failed to detect significant coefficients and thus resulted in a low power.
In Figure 6, we show box-plots of the interval lengths from the 20 datasets in each design
with A0 = A
(1)
0 for a closer view. The plots for the cases of A0 = A
(2)
0 are almost identical
and thus omitted here for brevity. Each box-plot reports the interval lengths for all variables
in A, A ∩ A0 or A ∩ A
c
0. Consistent with the results from Table 2, the interval lengths of Lee’s
method were much larger than those of our method. In particular, under the equicorrelation
design, the maximum length of our intervals was even smaller than the first-quartile length of
Lee’s method for all three sets of variables. The length of our intervals is also much less variable
than that of Lee’s method for every case in the figure, which shows that our method is more
consistent across different datasets. One can easily see that Lee’s method produced a number
of lengthy intervals, represented as isolated dots or outliers in a box-plot. These intervals are
not informative at all. Lastly, the difference between the two methods is most drastic for the
set A ∩Ac0, where the intervals from Lee’s method can be 10 times longer than ours. Note that
by removing all the infinite intervals output by Lee’s method from these plots, this comparison
favors Lee’s method.
4.4 Comparison on joint confidence sets
We conducted further experiments to examine the performance of our method in constructing
confidence sets for ν. We generated results under three types of design, Σ ∈ {T,ED,EC}, and
two data sizes, (n, p) ∈ {(100, 200), (200, 400)}, with A0 fixed to {1, . . . , 5}. Under each of these
six settings, the same 20 datasets as in Section 4.3 were used. First, we constructed confidence
sets ξ[ei,ej ]T(Ĉ; ℓδ) (2.9) for each pair (νi, νj), i 6= j, with ℓ2 norm and ℓ∞ norm, i.e. δ ∈ {2,∞}.
Then, we moved to confidence sets ξIq (Ĉ; ℓδ), q = |A|, for joint inference on ν, again using the
two norms, ℓ2 and ℓ∞. Consequently, the confidence sets were either a sphere or a hypercube
in Rq. As we are not aware of any method specifically designed for joint inference after lasso
selection, we compared our results with Lee’s method using multiple test adjustment. To build
a 1− α confidence set for νB , |B| = d, individual intervals Îk, k ∈ B, were constructed by Lee’s
method with an adjusted confidence level 1−α/d, and then a confidence set was constructed as
the Cartesian product of Îk, k ∈ B.
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Figure 6: Comparison between (a) ξ(ĈA) and (b) Lee’s method when A0 = {1, · · · , 5}. The left
and right columns are for (n, p) = (100, 200) and (200, 400), respectively.
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Table 3: Coverage, power, and size of pairwise confidence sets
Method
(n, p) = (100, 200) (n, p) = (200, 400)
Overall
T ED EC T ED EC
Coverage ξ(Ĉ; ℓ2) 0.941 0.971 0.965 0.912 0.912 0.937 0.940
ξ(Ĉ; ℓ∞) 0.972 0.984 0.970 0.950 0.962 0.944 0.964
Lee 0.924 0.973 0.997 0.972 0.989 0.992 0.975
Power ξ(Ĉ; ℓ2) 1.000 0.983 0.831 1.000 1.000 0.986 0.967
ξ(Ĉ; ℓ∞) 0.986 0.975 0.769 1.000 0.992 0.986 0.951
Lee 0.718 0.558 0.138 0.736 0.558 0.568 0.546
Diameter ξ(Ĉ; ℓ2) 0.885 0.734 1.045 0.644 0.488 0.792 0.765
ξ(Ĉ; ℓ∞) 1.173 0.972 1.384 0.850 0.653 1.065 1.016
Lee 2.854 2.301 10.221 1.935 3.493 6.251 4.509
Volume ξ(Ĉ; ℓ2) 0.627 0.431 0.883 0.331 0.193 0.521 0.498
ξ(Ĉ; ℓ∞) 0.699 0.481 0.986 0.366 0.220 0.601 0.559
Lee 4.181 2.822 50.299 1.861 5.818 20.843 14.304
P∞ Lee 0.201 0.058 0.229 0.117 0.171 0.147 0.154
Note: For Lee’s method, only finite sets are used to compute the average diameter and volume, and P∞
reports the proportion of excluded infinite sets.
The following metrics are used to evaluate constructed confidence sets. Recall A is the set
of selected variables and q = |A|. For a positive integer m, let B(m) = {B : B ⊂ Nq, |B| = m}
index all size-m subsets of A. We define coverage and power by averaging over sets of variables
in B(m):
Coverage =
∑
B∈B(m) P
(
νB ∈ ξeT
B
(Ĉ)
)
/|B(m)|,
Power =
∑
B∈B(m) P
(
0 /∈ ξeT
B
(Ĉ)
)
/|B(m)|.
For example, when considering ξIq (Ĉ), m = q and |B(q)| = 1. For pairwise confidence sets,
m = 2 and |B(2)| = q(q − 1)/2. The volume and the diameter of a confidence set were recorded
for comparison as well, where the diameter is defined as the maximum distance between any two
points in the set. In short, a confidence set has a better performance if it has a higher power
and a smaller volume or diameter, while achieving the nominal coverage rate.
Table 3 reports the comparison on pairwise confidence sets for each simulation setting,
where the last column reports the overall averages across all six settings. While the coverage
rates for all confident sets were close to the desirable level, the volume and the diameter of
Lee’s method were often much larger than our confidence sets. For example, when compared to
ξ(Ĉ; ℓ2) under (n, p,Σ) = (100, 200,EC), the average diameter and the average volume of Lee’s
method were 10 and 55 times larger, respectively. To compare the power, we restricted to those
pairs (i, j) for which both variables Xi and Xj were in the true support A0, i.e. i, j ∈ A0 ∩ A.
As our method built smaller confidence sets, it is not surprising to see that our confidence sets
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Table 4: Coverage, power and size of joint confidence sets
Method
(n, p) = (100, 200) (n, p) = (200, 400)
Overall
T ED EC T ED EC
Coverage ξIq(Ĉ; ℓ2) 0.900 1.000 0.950 0.850 0.900 0.950 0.925
ξIq(Ĉ; ℓ∞) 1.000 1.000 0.950 1.000 1.000 1.000 0.992
Lee 0.950 0.950 0.950 0.800 1.000 1.000 0.942
Power ξIq(Ĉ; ℓ2) 1.000 1.000 0.900 1.000 1.000 1.000 0.983
ξIq(Ĉ; ℓ∞) 1.000 1.000 0.650 1.000 1.000 1.000 0.942
Lee 0.250 0.150 0.050 0.250 0.450 0.050 0.200
Diameter ξIq(Ĉ; ℓ2) 1.192 1.093 1.509 0.891 0.785 1.324 1.132
ξIq(Ĉ; ℓ∞) 2.179 2.080 3.101 1.576 1.500 2.831 2.211
Lee 3.362 3.602 8.321 2.262 1.188 6.471 4.201
Volume∗ ξIq(Ĉ; ℓ2) 0.826 0.719 0.946 0.627 0.530 0.812 0.743
ξIq(Ĉ; ℓ∞) 0.958 0.838 1.148 0.707 0.613 1.011 0.879
Lee 1.013 1.084 3.201 0.699 0.474 1.865 1.389
P∞ Lee 0.300 0.150 0.450 0.200 0.300 0.400 0.300
Note: Volume∗ is the normalized volume. For Lee’s method, only finite sets are used to compute the
average diameter and volume, and P∞ reports the proportion of excluded datasets due to infinite volumes
or infinite diameters.
showed a much higher power for all data settings.
Table 4 reports the results of joint confidence sets for ν, i.e. H = Iq in (2.9). Since an
average volume can be highly influenced by a few datasets with large active sets, i.e. large |A|,
we normalized each volume by the size of A to calculate Volume∗ = Volume1/|A| before averaging
over datasets. As seen from the table, while the coverage rates of ξIq (Ĉ; ℓ2), ξIq (Ĉ; ℓ∞) and Lee’s
method all stayed around the desirable level, the average diameter and the average volume of
Lee’s method were larger than ours. In particular, for the equicorrelation designs (EC), the
average diameter and normalized volume of Lee’s method were, respectively, more than 4 and
2 times larger than those of ξIq (Ĉ; ℓ2). When (n, p,Σ) = (200, 400,ED), we observe that the
average volume of Lee’s method was smaller than that of ours. This is because we only used
datasets for which Lee’s method did not produce any infinite intervals when computing the
diameters and volumes for their method, which clearly underestimated the average size of their
confidence sets. More extreme differences are seen when comparing the power of a confidence
set. While the average power of our method was close to one for most cases, the average power of
Lee’s method was only around 0.20, which demonstrates the advantage of our method. The issue
of producing infinite confidence sets by Lee’s method was even more severe for joint inference,
as expected. For (n, p,Σ) = (100, 200,EC), their method generated infinite intervals for almost
half of the datasets, which would be problematic in practical applications.
Overall, our confidence sets were able to achieve the nominal coverage rate with a high power
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and a small diameter. Our current implementation constructs either a sphere or a hypercube
centered at Hνˆ as a confidence set. One may propose alternative ways to build a confidence set
of other shapes using the samples of y∗ generated by our MCMC algorithm. One option is to
approximate the contours of [HX+A y
∗ | A(y∗) = A] (cf. (2.8)) to build a confidence set, in the
similar spirit of a highest posterior density region. We leave this appealing possibility to future
work.
4.5 A case study
Both our method and Lee’s method are based on the truncated Gaussian distribution of y
given A(y) = A, but for some data Lee’s intervals turned out to be much wider in the above
comparisons. To clarify the key differences between the two methods at a conceptual level, we
took a closer look at one dataset from the simulation setting (n, p,Σ) = (100, 200,T) in Table 2,
for which the lasso support included seven variables, i.e. |A| = 7. Here, we focus on making
inference about (ν2, ν5), whose true value was (0.533, 0.001). The corresponding observed value
(νˆ2, νˆ5) = (η
T
2 y, η
T
5 y) = (0.694, 0.148), where ηj = (X
+
A )
Tej . Our confidence intervals for the two
parameters were ξ2(Ĉ) = [0.266, 1.126] and ξ5(Ĉ) = [−0.263, 0.150], respectively, while Lee’s
intervals Î2 = [0.469, 0.918] and Î5 = [−11.398, 0.413]. While all four intervals cover the true
parameters, Î5 is extremely wide compared to ξ5(Ĉ).
Let us walk through our procedure to construct ξj(Ĉ) in this example. Given an uncondi-
tional confidence set Ĉ, we first draw µ˜(i), i = 1, . . . ,K, uniformly over U(Ĉ), which are shown
as the gray dots in Figure 7(a) after being projected to η2 and η5. For each µ˜
(i), we simulate
a sample of y∗ from the conditional distribution [y∗ | A(y∗) = A], i.e. Nn(µ˜
(i), σ2In) truncated
to a region D ⊂ Rn, whose projection (ηT2D, η
T
5D) is illustrated by the solid-line polygon in Fig-
ure 7(a). (The exact polygon may differ slightly as we are just plotting an approximate one for
easy illustration.) The histograms of the simulated ηTj y
∗ are shown as box-plots in Figure 7(b)
and (c) for j = 2, 5. Each box-plot corresponds to the distribution of ηTj y
∗ given one µ˜(i).
We then construct confidence intervals or sets from the aggregation of these samples across all
i = 1, . . . ,K.
To construct the interval Îj for νj , Lee et al. (2016) decompose y into η
T
j y and its orthogonal
component z−j :=(In − Pηj )y, the residual after projecting to ηj. Their inference is then based
on the conditional distribution
ηTj y | {A(y) = A, z−j} ∼ T N (νj , σ
2‖ηj‖
2,Ωη(j)), (4.1)
where the truncation interval Ωη(j) depends on the observed value z
o
−j of z−j. The green line
segments in Figure 7(a) show Ωη(j), the intersection between D and the line {y ∈ R
n : z−j =
zo−j}, which is a bounded one-dimensional interval for each j in this example. They are much
more restrictive than the feasible set of our samples y∗, projected to these two dimensions, shown
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as the solid-line polygon. This is the first key difference between the two methods. Then, to
define Îj , Lee’s method finds all possible values of νj ∈ R that make the observed statistic νˆj
within (α/2, 1−α/2)-quantiles of (4.1). When νˆj is close to the boundary of Ωη(j), which is the
case for νˆ5, their method tends to generate very wide intervals, such as Î5 = [−11.398, 0.413].
Our method gets around this issue with truncated Gaussian inference by considering a smaller
range of νj represented by the samples of η
T
j µ˜, i.e. the star dots (⋆) in panels (b) and (c).
This is the second key difference, and it greatly shortens the constructed intervals, e.g. ξ5(Ĉ) =
[−0.263, 0.150]. See Figure 7(b) for illustration. On the other hand, when νˆj is far away from
the boundaries of Ωη(j), as for j = 2 in this example, Lee’s method builds efficient intervals,
while ours can be slightly wider due to the additional randomness in µ˜ (Figure 7c).
5 Discussion
We have proposed a new method for post-selection inference, based on estimator augmentation
and a conditional MCMC sampler. Estimator augmentation is applied to derive a closed-form
density for the conditional distribution [βˆA, SI | A(y) = A], which is then used as the target
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distribution in our MCMC sampler. We randomize the estimate of the mean µ0 by uniform
sampling over a confidence set, which incorporates the uncertainty in using a plug-in estimate
of µ0 in our sampling procedure. We have shown with numerical comparisons that our method
constructs much shorter confidence intervals than Lee’s method (Lee et al. 2016), while achieving
a comparable coverage rate. Moreover, unlike their method, our method never produces any
infinite confidence intervals. With its great flexibility, we further demonstrated that our method
can perform joint inference by constructing confidence sets for any set of parameters of interest
after lasso selection, which is a unique contribution of this work.
While we have focused on the lasso active set in this work, conditioning on more general
events is possible under our framework for post-selection inference. Recall that we parameter-
ize the augmented estimator (βˆ, S) by the triplet (βˆA, SI ,A). Suppose the selected model is
defined by the event F (βˆA, SI ,A) ∈ E , where F is a mapping. Similar to Corollary 3, we may
obtain the density for the conditional distribution of the augmented estimator given the event
F (βˆA, SI ,A) ∈ E based on Theorem 2. Let IE(v) be the indicator function for {v ∈ E}.
Corollary 5. Under the same assumptions of Theorem 2, the conditional distribution [βˆA, SI ,A |
F (βˆA, SI ,A) ∈ E ] is given by
PΘ,A|F∈E(dθ,A) ∝ fR
(
V TRH(θ,A;µ0, λ);σ
2
)
|detT (A;λ)|IE (F (θ,A))dθ, (5.1)
where (θ,A) = (bA, sI , A) satisfying the constraints in (3.5) and (3.6).
Compared to the joint distribution (3.7), the only difference is the inclusion of the indicator
function, which essentially imposes more constraints on (θ,A) in addition to (3.5) and (3.6). A
key step in the development of Monte Carlo algorithms for the above more general conditional
distribution is to design efficient proposals that move (θ,A) in its feasible region satisfying all
the imposed constraints. This is a challenging and interesting future direction. As a concrete
example, suppose we select variables by thresholding lasso βˆj for j ∈ Np, that is, the selected
model is M = {j : |βˆj | ≥ τ}. Then the conditioning event in this example can be written as{
|βˆj | ≥ τ,∀ j ∈M
}⋂{
|βˆj | < τ,∀ j /∈M
}
.
Note that the active set A is no longer fixed on this event, although it must satisfy A ⊃M . As a
result, the target distribution (5.1) is a joint distribution for Θ and A, which will incur additional
computational cost to our MH sampler. In particular, the dimension of Θ will change when the
size of A changes. A normal distribution centered at b
(t)
j and truncated to (−∞,−τ ] ∩ [τ,∞)
can be used as a proposal for b†j, j ∈ M at the t-th iteration. For j /∈M , we need to consider
some of the active b
(t)
j ∈ (−τ, τ) turning into zero and vice versa, which would change the active
set A.
Post-selection inference on data with group structure using estimator augmentation for
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group lasso can be another interesting future topic. Due to the complex sample space of the
augmented group lasso estimator (Zhou and Min 2017), developing an MCMC sampler is more
complicated than the one for lasso. However, this potential generalization will be important for
applications with pre-grouped variables, categorical variables, or highly correlated predictors.
6 Proofs
Proof of Proposition 1. From (2.3) and (2.4), we have ξj(µ0, α/2) ⊂ ξ
∗
j (Ĉ) if µ0 ∈ Ĉ. Then,
P
{
νj ∈ ξ
∗
j (Ĉ)
∣∣∣∣A(y) = A} ≥ P{νj ∈ ξ∗j (Ĉ)∣∣∣∣A(y) = A,µ0 ∈ Ĉ}P(µ0 ∈ Ĉ | A(y) = A)
≥ P
{
νj ∈ ξj(µ0, α/2)
∣∣∣∣A(y) = A,µ0 ∈ Ĉ}P(µ0 ∈ Ĉ | A(y) = A).
Due to the independence between Ĉ and y,
P
{
νj ∈ ξj(µ0, α/2)
∣∣∣∣A(y) = A,µ0 ∈ Ĉ} = P{νj ∈ ξj(µ0, α/2)∣∣∣∣A(y) = A} = 1− α/2,
and P
(
µ0 ∈ Ĉ | A(y) = A
)
= P(µ0 ∈ Ĉ) = 1− α/2, which imply (2.5).
Proof of Theorem 4. Under the assumptions of Theorem 2, for every y ∈ Rn there is a unique
(βˆ, S) (Lemma 1 in Zhou (2014)). Therefore, the KKT condition (3.1) establishes a bijection
between y and the augmented estimator (βˆ, S). Consequently, y can be uniquely represented by
y = (XT)+(XTXβˆ + nλWS)
= XAβˆA + nλ(X
T)+
{
WA sgn(βˆA) +WISI
}
, (6.1)
where (XT)+ = (XXT)−1X because X has full row rank. Since |A| ≤ n (Remark 2) and every
n columns of X are linearly independent, we have X+A = (X
T
AXA)
−1XTA. From (3.1),
XTAy = X
T
AXAβˆA + nλWAA sgn(βˆA).
Multiplying both sides by (XTAXA)
−1, we get
X+Ay = βˆA + nλ(X
T
AXA)
−1WAA sgn(βˆA). (6.2)
Then the conclusions (3.9) and (3.10) follow from (6.1) and (6.2) due to the assumption that
[βˆ∗A, S
∗
I ] = [βˆA, SI | A = A].
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