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ABSTRACT 
The main theme of this paper is the interrelations between interpolation prob- 
lems for rational matrix functions and the linear matrix equations of Sylvester and 
Lyapunov type with suitable controllability and observability conditions. Using these 
interrelations, we are able to solve certain interpolation problems for rational matrix 
functions, which include, for example, the problem of constructing a rational matrix 
function of minimal size with prescribed zeros, poles, and their multiplicities. As to 
matrix equations, we prove, for example, a result which is in some sense the inverse to 
the well-known Chen-Wimmer inertia theorem. An application to system theory is 
also included. 
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INTKODUCTION 
Consider the Sylvester equation 
AX-XB=K, (0.1) 
where A E C” n (the set of all complex n X n matrices), B E Cmx m, 
x E cnxm, and K E cnx”‘. Some recent developments in the theory of 
rational matrix functions and in the theory of linear systems and control lead 
to equations (0.1) with the additional assumptions that 
(i) the pair (A, K) 1s controllable (i.e., the matrix [K AK --* AP- ‘K] 
has linearly independent rows for sufficiently large p), 
(ii) the pair (K, B) is observable [i.e., the pair (B*, K*) is controllable]. 
There is an enormous literature devoted to Equation (0.1); we mention here 
only a few papers where it was studied with the additional assumptions (i) 
and (ii) [26, 9, 8, 27, 25, 24, 171; f rom the point of view of rational matrix 
functions and matrix polynomials it was studied, for example, in [7, 21, 11, 5, 
23, 31. 
Writing a rank decomposition K = @T (CJ E CnXr, * E CrXm, r = 
rank K) of K, one can replace (i> and (ii) by 
(i’) the pair (A, @) is controllable, 
(ii’) the pair (T, B) is observable, 
respectively. It is in the factored form 
AX - XB = @q (0.2) 
that we study the Sylvester equation in this paper. In particular, given A and 
B, we identify the smallest number k of columns in @ such that (i’), (ii’) are 
satisfied and a soIution X of (0.2) exists. 
Furthermore, in the theory of rational matrix functions an important role 
is played by invertible solutions X of (0.1) (in which case we assume, of 
course, m = n); see e.g., [II]. (See also the discussion at the end of Section 
2.) We prove that, surprisingly enough, the smallest number of columns in Q 
such that (i’), (ii’) are satisfied and for which an invertible solution X of (0.2) 
is the same as without the invertibility condition. 
The interconnection between solutions to Equation (0.2) and the theory 
of rational matrix functions is a main theme of this paper. Various aspects of 
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the interconnection have been well known for some time, and can be found, 
in particular, in [ll] and the monographs [14, 31. Let W(z) be a k X k matrix 
with entries rational functions of the complex variable z (for short, a rational 
matrix function). We assume that det W(z) + 0; then W(Z)-’ exists and is 
again a rational matrix function. For a given z,, E @ there exists a representa- 
tion 
I (2 - z(y W(z) = E(z) 
1 0 
where E(z) and F(z) are rational matrix functions analytic and invertible at 
z,,, and (or > *** > ak are integers [of course, E(z), F(z), and {oi},!=, 
depend on z+,]. The representation (0.3) is called a local Smith form of W(x) 
at z,, and can be found, for example, in [14]. The integers {(.yi],hZ r are 
uniquely determined by z,,. The point z,, is called a zero of W(z) if (or > 0, 
and in this case the positive integers among { c$= 1 are called the zero 
multiplicities of zO. The point z0 is called a pole of W(z) if CQ < 0, and in 
this case the absolute values of the negative integers among { ai}:= 1 are called 
the pole multiplicities of zO. Analogously, one defines the zero and pole 
multiplicities at infinity. 
The connection between Equation (0.2) and rational matrix functions is 
given by the following result (proved in [ll], see also Theorem 4.3.1 in [3]), 
which will be extensively used in the sequel. 
PROPOSITION 0.1. Let A, B E C”“’ be given. Assume that there exist 
x E a=nxn, @ E C=nXk, q E c=kxn satisfying (0.2) such that (i’), (ii’) ure 
satisfied and 
(iii) X is invertible. 
Then there exists a k X k rational matrix function W(z) with the following 
properties : 
(a) the poles of W(z) are exactly the eigenvalues of A, and the pole 
multiplicities of a pole z0 of W(Z) coincide with the multiplicities of .zO us an 
eigenvalue of A (i.e. the sizes of Jordan blocks with eigenvulue z0 in the 
Jordan form of A). 
(b) the zeros of W(z) are exactly the eigenvalues of B, and the zero 
multiplicities of a zero .zO of W(z) coincide with th e multiplicities of .zO as an 
eigenvulue of B. 
(c) W(z) is analytic at infinity and W(w) = I. 
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Conversely, if there exists a k x k rational matrix function W(Z) with 
properties (a)-(c), then there exists a solution X, a’, W of (0.2) for which 
properties (i’), (ii’), and (iii) hold true. 
This proposition, together with the more general result concerning ratio- 
nal matrix functions for which only parts of the spectral data are prescribed, is 
one of main tools used in this paper. In particular, it allows us to solve certain 
interpolation problems for rational matrix functions. 
One of the interpolation problems we study here is the existence of a 
rational matrix function of a given size with given (perhaps not all) zeros, 
poles, and corresponding zero and pole multiplicities. In the case when the 
rational function is scalar the answer is evident: in order that a scalar rational 
function can be found with the given data as above, it is necessary and 
sufficient that the zeros and poles be distinct and there be only one zero 
(pole) multiplicity corresponding to every zero (pole). For nonscalar rational 
matrix functions we have the following result [a simplified version of one of 
the interpolation theorems (Theorem 3.1) of this paper]. 
PROPOSITION 0.2. The minimal size k of a rational k X k matrix W(z) 
having (diferent) zeros zl, . . , z E @ with zero multiplicities cxI1, , . , aiu 
corresponding to zi (i = 1, . . . , p I , having (diferent) poles wl, . . . , wq E @’ 
with the pole multiplicities pjl, . , pjuj corresponding to wj (j = 1, . . . , q), 
and possibly having additional poles and zeros, is equal to maXhE c [u(h) + 
u(h)], where 
u(A) = 
i 
Ui if h=z,, 
0 
if he {z,,...,z,}, 
v(h) = 
i 
v3 if h=wj, 
0 if A @ (wl,...,wy) 
We return now to the equation (0.2) in its symmetric version, i.e., 
consider the equation 
AH + HA* = @@*. (04 
This equation is of particular interest in the theory of inertia and control. 
Here, the well-known inertia result due to Chen and Wimmer [8, 271 (see 
also Section 13.1 in [22]> is available. Namely, if (0.4) is satisfied with 
hermitian matrix H and controllable (A, CD), then A has no pure imaginary 
or zero eigenvalues, H is invertible, and the number of eigenvalues of A 
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(counted with multiplicities) in the right half plane coincides with the number 
of positive eigenvalues of H (also counted with multiplicities). A result close 
to this theorem was proved in [9]. A similar statement holds for the left half 
plane. 
In this paper we also prove a result which is some sense an inverse to the 
Chen-Wimmer theorem. Namely, we show that for a given A E Cnxn with 
no pure imaginary or zero eigenvalues there exists a Cp E C”’ k such that 
(0.3) holds for some H = H * and (A, @,> is controllable, and we identify the 
smallest size k for which such @ exists. When applied to the rational matrix 
functions, this result leads us to solution of an interpolation problem for 
unitary rational matrix functions. 
The rest of the paper is organized as follows. In Section 1 we present our 
main results (Theorems 1.1 and 1.3) concerning Equation (0.21, and in 
Section 2 the main result (Theorem 2.1) concerning Equation (0.4). Applica- 
tions to some interpolation problems for rational matrix functions are given in 
Section 3. Finally, in the last, short section we indicate an application to the 
theory of linear systems. 
1. THE SYLVESTER EQUATION 
Consider the Sylvester equation 
AX - xZ3 = @*. (1.1) 
Here A E caXn, B E cmXm, X E cnXm, @ E Cnxk, q E ckxm. In this 
section we study the following problem: given A and B, find X, @‘, q such 
that (1.1) is satisfied, the pair (A, Ca) is controllable, and the pair (‘I’, B) is 
observable; and identify the least positive integer k for which a solution 
X, @, W with these properties exists. To state the main result introduce the 
notation 
k(A,B) = ycax{dimKer(r\Z-A) +dimKer(hZ-B)}. 
THEOREM 1.1. Given A E Cflxn and B E Cmxm. The minimal integer k 
for which there exist X E Cnxm, @ E Cnxk, W E ckxm satisfying (1.1) and 
such that (A, @) is controllable and (q, B) is observable is equal to k( A, B). 
In the proof of Theorem 1.1 the following result will be used. 
LEMMA 1.2. Let A E CnXn be given. There exists Cp E Cnxk such that 
(A, @) is controllable, zf and only if 
k> , yCy dim Ker( hZ - A). 
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This lemma is well known and can be easily proved via reduction to the 
Jordan form of A. 
Proof of Theorem 1 .l. Assume that for some k there exists X, @, 1I’ as 
required. We will prove that k >, k( A, B). 
By applying the similarity transformation 
A + S’AS, B + T-IBT, cp + s-l@,, 
1I’ + *T, X + S-‘XT, 
where S and T are nonsingular, we can assume without loss of generality that 
A is in the lower triangular Jordan normal form and B is in the upper 
triangular Jordan normal form. 
Let A, E C be such that 
k(A, B) = dimKer(A,Z -A) + dimKer(h,Z - B). 
If h,, is not an eigenvalue of B, then 
k( A, B) = dimKer(h,,Z - A), 
and the controllability of ( A, (D> implies that @ has at least k( A, B) columns, 
by Lemma 1.2, and we are done. Similarly, we are done in case A, is not an 
eigenvalue of A. Thus, assume that A, is an eigenvalue of both A and B. 
Restricting the equation (1.1) to the Jordan blocks of A and B with 
eigenvalue h,, we can assume without loss of generality that h, is the sole 
eigenvalue of A and of B. [At this point we use the easily verifiable fact that if 
the pair 
is controllable then each of the pairs (A,, Qjj> is controllable; a similar fact 
holds for observable pairs.] We will also assume h, = 0. Write 
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where Jn is the nilpotent lower triangular Jordan block of size n X n. Then 
k( A, B) = p + 9. Partition CD and W accordingly: 
and let q~+ be the first row in Qi, and $; be the first column in qj. It is easy 
to see that the matrix AX - Xi has zeios in positions 
(121 + 1.. +n, + 1, m, + ..* +m, + 
(0 < u < p - 1,O < u < 9 - 1; we put n, = 0, ma = 
1) 
0). Hence, 
‘p, 5% = 0 (1 < u <p, 1 <u<<). (1.2) 
The controllability of (A, @) implies that the k-dimensional rows vi, . , pp 
are linearly independent, and the observability of (Yr, B) implies that the 
k-dimensional columns *i, . . . , qQq are linearly independent. So k 2 p + 9. 
Now conversely assume that k 2 k( A, B). We will construct X, @, ?P 
with controllable (A, @) and observable (W, B) and with CD E Cnx k, T E 
u?m, X E @,X,, such that (1.1) is satisfied. Again, we will assume that A is 
in the lower triangular Jordan form and B is in the upper triangular Jordan 
form. First, we show that the problem can be reduced to the case when 
a(A) = a(B) = {ha} (and without loss of generality we will assume A, = 0). 
Indeed, write 
A = A, @ A, 63 ... @ A,, B = B, @ B, @ --- CB B,, 
where 
o-(Ai)=c(Bi) = {hi} (i = 1,. .) i,), 
C(Ai) = {/-%I (i =i, + l,...,p), 
C(Bi) = {IriJ (i = i, + 1,. . .) 9), 
and all the numbers 
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are distinct. Suppose that for i = 1,. . . , i,, we have found Xii, @‘i, *i such 
that 
Ai Xii - Xii Bi = G+qi, (1.3) 
( Ai, Qai) is controllable, (yri, Bi) is observable, and Qi has k columns, and ‘Pi 
has k rows. For i = i, + 1,. . . , p choose Qi with k columns such that 
(Ai, @J is controllable [this is always possible, because k > 
max,+ c dim Ker(A,Z - A)]. For i = i, + 1,. . . ,cZ choose *i with k rows 
such that (‘Pi, Bi) is observable (which is again possible for a similar reason). 
Let 
where Xi,, . . . , Xioi, are determined from (1.31, while for all other pairs of 
indices (i, j> Xij is the unique solution of 
Ai Xij - Xij Bj = Qiqj. 
We claim that 
is controllable. Indeed, this easily follows from the well-known Hautus test 
[18] for controllability, in view of the controllability of each ( Aj, Qj> and the 
property c+(Ai) n u(A.~) = 0 for i #j. Analogously, 
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is observable, and we can take 
Thus, it remains to consider the case cr(A) = a(B) = (0). Partition 
Choose linearly independent k-dimensional rows pl, . . . , q,, and linearly 
independent k-dimensional columns t,!~, . . , , I/J~ such that 
and put 
As we point out in Section 3, Theorem 1.1 can be obtained using the 
theory of rational matrix functions. We prefer, however, to keep the direct 
proof of Theorem 1.1 given above. 
A corollary from Theorem 1.1 concerning the equation AX - XB = C 
can be derived: 
COROLLARY 1.3. Given A E cnXn, B E cmXm, C E UZnXm, such that 
(A, C) is controllable and (C, B) o b servable. If there is a solution X to the 
equation 
92 
then 
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AX-XB=C, 
rankC 2 ~G~{dimKer(hZ -A) + dimKer(AZ - B)}. 
For the proof let C = Qq be the rank decomposition of C, and observe 
that the controllability of (A, C) implies that of (A, Q), and the observability 
of (C, B) implies that of (U, B). Now use Theorem 1.1. 
In connection with Corollary 1.3 we note that in the paper [21] the 
solution of the equation AX - XB = C is reduced to solving vector equation 
Sx = p where the matrix S is of size nr’ X nr2 (T = rank C) and has a 
Hankel (or Bezout) structure. 
The case when m = n and X invertible in Equation (1.1) is of particular 
importance, especially in view of the connection with the theory of rational 
matrix functions (see [ll, 221, also the monograph [3]). 
For our next result we shall assume that m = n and seek an invertible X, 
in addition to all other properties. 
For given A, B E cnxn, it will be convenient to denote by S,( A, B) the 
set of all ordered triples (X, @, W> with the following properties: 
(i) AX - XB = @zIr. 
(ii) @ E Cnxk, W E ckxn, X E cnXn. 
(iii) (A, Cp) is controllable and (q, B) is observable. 
(iv) X is invertible. 
THEOREM 1.4. Given A, B E Cflx”, the set Sk is nonempty if and only if 
k 2 k( A, B). 
The proof of Theorem 1.4 is rather long and therefore will be given in the 
next, separate section. 
It is instructive to compare Theorem 1.4 with some results known in the 
literature. The problem of the existence of invertible solutions X to the 
equation 
AX-XB=(PW(=K) (1.4) 
with given A, B E Cnxn, @ E Cnxk, and ? E Ckxn is a difficult one, and a 
direct and easily verifiable criterion is lacking. The assumptions on controlla- 
bility of (A, a) an d b o servability of (Yr, B) seem to be natural in this context 
in view of the following fact (see [17, 251): if o(A) n CT(B) = 0 and the 
unique solution of (1.4) . 1s invertible, then (A, K) is controllable and (K, B) 
is observable. Proposition 0.1 provides a criterion for the existence of an 
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invertible solution to (1.4) in the case when (A, a,) is controllable and (Yr, B) 
is observable. Another indirect criterion for existence of invertible solutions 
to (1.4) (again with the controllability and observability hypothesis) is given in 
[23] in terms of factorization of matrix polynomials. A direct criterion is 
known only when rank K = I. In this case, as proved in [24] (see also [17, 21, 
ill), ( q 1 1 t a uni ue so u ion to (1.4) exists and is invertible if and only if (A, K) is 
controllable and (K, B) is observable. 
When only part of the matrices Q, and 1I’ is given, the requirement that 
the solution X of (1.4) exist and be invertible already restricts (generally 
speaking) the possible Jordan forms of A and I?. Again, a full understanding 
of the interdependence between parts of @, T and the possible Jordan forms 
of A and B that ensures the existence of an invertible solution X is not 
available. We conclude this section with a statement (which is a reformulation 
of the main result in [16]; see also [13, 151) that gives a full answer for a very 
special case of this problem. 
PROPOSITION 1.5. Let B be an nl x nl matrix with the sole eigenvalue A0 
having multiplicities 1, . . ,I (n times). Let 
4 0 
A= 0 A,’ [ 1 
where A, is an r X r matrix, A, is an (nl - r) X (nl - r-1 matrix, the point 
h, is not an eigenvalue of A,, and A, has a sole eigenvalue p different from 
h, and from all the eigenvalues of A,. Furthermore, assume that an r X n 
matrix @‘1 is given such that the pair (A,, a,) is controllable. Then there 
exists a solution X, @,,, q of the equation 
such that X is invertible, (A,, Q2> is controllable, and (9, B) is observable, 
if and only if the multiplicities p, > p, > *** > p, of the eigenvalue TV of A, 
satisfy the inequalities 
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where sk is the number- of integers n + 91_j_l 
that are larger than k (k = 0, 1, --- >, and 
- 9l_j (j = 0, 1, . . ,l - 1) 
9j = rank[@,, A&, . . , A{-‘@r]. 
2. PROOF OF THEOREM 1.4 
In the proof of Theorem 1.4 we will use extensively the connection 
between Equation (1.1) and rational matrix functions, which was already 
shown in the introduction. 
In view of Theorem 1.1 we need only to prove that for every k > k( A, B) 
there exists (X, a, 9!> E S,( A, B). The case k > k( A, B) is in fact easily 
reduced to the case k = k( A, B) (by dl a ‘omin zero columns to @ and zero g 
rows to q>. Thus, the proof of Theorem I.4 is reduced to the proof of the 
following statement: 
PROPOSITION 2.1. Given A, B E CnXn, the set SkCA,sj(A, B) is 
nonempty. 
The proof of this proposition proceeds by a double induction: on n (the 
size of the matrices A, B) and on k( A, B). Observe that 1 < k( A, B) < 2n. 
If n = 1 and A # B, then one can take @ = 9 = 1, X = l/CA - B). If 
n = 1 and A = B, then we have k( A, B) = 2, and one can take 
x= 1, @=[l 01, w= y. 
[ 1 
If k( A, B) = 1, then A, B are nonderogatory and have no common 
eigenvalues. Letting @ and * be an n x 1 column and a 1 X n row, 
respectively, such that (A, @> is controllable and (U, B) is observable, by the 
result of [24] (see also [17]) the unique solution X of 
Ax-XB=@‘J’ 
is invertible. Thus, Proposition 2.1 holds true for n = 1 and any k(A, B) and 
for k(A, B) = 1 and any size n. 
To complete the proof it suffices to show that given positive integers 
k 2 2, n > 2, if Proposition 2.1 holds true for any pair of matrices A, B E 
C mXm which meet one of the hypotheses 
(9 k( A, B) < k, 
(ii) k(A,B)=k,m<n, 
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then Proposition 2.1 is valid for any pair of matrices A, B E Cnx” with 
k(A,B) = k. 
We fur now A, B E Cnx “, where n > 2 and such that k := k( A, B) > 2. 
Let A,, . , A, be all the distinct numbers that are eigenvalues of A or of B 
(or both). Let czlj) > .*a > (Y:!’ be the multiplicities of ~~ as an eigenvalue 
of B (if hj is not an eigenvalue of B, we formally put nj = 0). Let 
p,‘j$, < a.* < p(j) be the multiplicities of hj as an eigenvalue of A 
(again, if Aj is nc?z’ eigenvalue of A, we formally put mj = 01, and put 
,W = -pi(j), 
1 
i = nj + 1,. . . , nj + mj. 
We then have 
C 2 ,!.i) = - C SC . ,/j) = n, 
j=l izl j=l i=n,+l 
k = max (nj + mj). 
l<j<r 
For all indices j such that nj + mj < k, we put o/j) = 0 for i = nj + mj + 
1,. . , k. 
For the reader’s convenience, we divide the proof in several steps, using 
n at the end of each step. 
Step 1. Proof of Proposition 2.1 in the case when njl + mjz > k for SO~JZ 
indicesj,, j,. To simplify the notation assume that n1 + m2 > k. Introduce 
the integers 
&(I) := a!‘) - 1 
1 
(i = l,...,k). 
&$2’ := @I + 1 
I 
(i = l,...,k). 
&;!j) := aU) 
t I (j>3, i=l,..., k). 
Assume that there are positive integers among &jj) (1 < i Q k, 1 <j < 
r). Then the sum of all positive integers among &;!j) (1 < i Q k, 1 Q j 6 r> 
is less than n. The maximal number of nonzero elements in any set 
{&l(j), . , @} obviously does not exceed k. Thus, by the induction hypothe- 
sis, and using Proposition 0.1 and the remark made at the beginning of this 
section, there exists a k x k rational matrix function 6(z) such that s(m) = 
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I, the points A,, . . , A, are the only poles and/or zeros of W(z), and the 
positive numbers among &ij), . . , iiij) are the zero multiplicities of Aj as a 
zero of W(z), while the absolute values of the negative nu_mbers among 
&ij) , G&j) are the pole multiplicities of Aj as a pole of W(z) [with the 
obvious modification if Aj does not happen to be a pole or a zero of W(z)]. 
Let 
z-A, _ 
W(z) = z_hWb). 
2 
Then using the local Smith form of W(z), one easily sees that W(z) has 
A 
4;.. 
A, as its only poles and/or zeros, and the positive numbers among 
> . . , a$j) are the zero multiplicities of Aj as a zero of W(x), while the 
absolute values of the negative numbers among orj), . . , cqj) are the pole 
multiplicities of A. as a pole of W( 2). By Proposition 0.1 we are done in the 
case: n, + m2 > 1, assuming not all $j) are zero. 
If it happens that all-the numbers G/j) are zeros, then we apply the 
previous argument with W( z> E Z (rather th an using the induction hypothe- 
sis, which is not applicable in this situation). n 
So from now on we assume 
nj, + mj2 < k (2.1) 
for all j, and j,. 
We now focus on the set J of indices j for which nj + mj = k. Note that 
J + 0. Also, (2.1) ’ pl im iesthatO<nj<k,O<mj<k foreachjEJand 
that nj, = njz, mj, = mJ2 for each j,,j, E J. 
Step 2. Reduction to the case that ] consists of a single element. Let 
IJ 1 = 1 (the number of elements in J>, 1 2 2. In this step we show that the 
proof of Proposition 2.1 is reduced to one of two situations: IJI = 1, or 
111 = 0, where in the first situation the values of k and n remain the same, 
while in the second situation the value of k drops. 
For notational simplicity, it is convenient for us to use induction on the 
number of elements in J (although only a finite number of steps are involved 
and one could avoid the induction by performing all of these steps at once). 
Thus, we show that the assumption that Proposition 2.1 holds true for the 
case when J contains at most 1 - 1 elements (1 >, 2) and (2.1) is satisfied 
(with the same values of n and k) implies that Proposition 2.1 is valid also in 
the case when J contains 1 elements and (2.1) is satisfied. 
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Let ] = {j,,j,, . . ,jJ (1 2 59, and assume for simplicity of notations that 
j, = 1, j, = 2. Next, assume that 
and introduce the integers 
&<l’ := @ + (J;’ 
z (i = l,...,k), 
&(2’ := a@) _ ,(a) 
t t “2 (i = l,...,k), 
&{.i) := ,W 
I z (ja3, i=l,..., k). 
For j = 1,2,. . . , r denote by ii. and kj the numbers of positive and 
negative integers, respectively, in t h e sequence &ii), ;$j), . . , &p. It is clear 
that Gi = n,, GL, < m,, ii, < rz2, rii, = m2, ii = nJ, 6~~ = m. for j > 3. 
A(j) 2 Deleting the zero entries in the sequence ((Ye }r = i, we obtain t 1: e sequence 
{ &,cj,}li,+fi 
P P IiT 
where &l(j) > *** > &,$j) > 0, 0 > I$!~ > e.1 2 &j$+,. The 
property n1 = n, ensures that C;=~EFL I G/j) = n.’ Deno_te by J the set of 
indices j for which ?ij + n;*I = k. It is clear that the set J contains not more 
than 1 - 1 elements and Gj, + liij, ,< k for all j, and ja. First, suppose that J- 
is nonempty. Using our assumption and Proposition 0.1, we can construct a 
k X k rational matrix function W(z) with W(m) = I, all the poles-and zeros 
at A,,..., A,, and such that the zero (the pole) multiplicities of W(x) at Aj 
coincide with the positive (the absolute values of the negative) numbers 
among &l(j) > . I iE,‘j). Then let 
and use Proposition 0.1 again to prove Proposition 2.1. If j is empty, then 
Proposition 2.1 follows from the induction hypothesis (as the value of k drops 
and the value of n stays the same). 
In the case a::’ > ( ai’\ 1( a similar argument works, letting 1 
S<l’ := Lu,u) _ a(l) 
t 1 n,fl (i = 1 1 . > k), 
&!2’ := @I + a~;w1 I (i = l,...,k), 
&(j) := ,(i) 
1 I 
(ja3, i=l,..., k). n 
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Thus, in view of Step 1 and Step 2, it remains to prove that the induction 
hypothesis (on k and n) implies the validity of Proposition 2.1 for the case 
when (2.1) is satisfied and the set J is a singleton. Here several cases may 
occur, which we deal with in further steps. Without loss of generality we 
assume that J = (r} and A,. = 0. 
Stq, 3. Proof in the cuse J = {r-l, A, = 0, and max{cwj’) 1 1 6 j < n,] > 1, 
max(Pj(T))ny+l~j~ny+my)>l. NotethatO<n,<k,O<m,<k, 
and hence A, = 0 is indeed an eigenvalue of both A and B. The assumption 
in this step means that for both A and B at least one of their multiplicities 
corresponding to zero is bigger than 1. We therefore can reduce A to the 
lower triangular Jordan form, and reduce B to the upper triangular Jordan 
form, with the nilpotent Jordan block of size bigger than 1 at the bottom of 
both A and B, and write 
where 
I . 
A,= [0 *-- 0 11, B,= : 
I 
0 
1 
are 1 X (n - 1) and (n - 1) X 1, respectively. Note that k( A,, B,) = k. By 
the induction hypothesis [namely, (ii)] there exists (X,, Qp,, 9,) E S,( A,, B,). 
We seek the solution of 
AX-XB=Q’4’ (2.2) 
in the form 
for some X,,, X,,, X,,, QZ, and 9,. Observe that for any choice of QZ the 
pair 
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is controllable. Indeed, since A is in lower triangular Jordan form, the 
controllability of a pair (A, @) is equivalent to the following statement: for 
every eigenvalue A, of A, the rows in @ that correspond to the first rows in 
the Jordan blocks of A having eigenvalue h, are linearly independent. The 
row @‘z does not appear in this statement. Analogously, for any choice of Vs 
the pair ([?i W,], B) is observable. 
The equation (2.2) takes the form 
By choosing a number X,, so that X,, - X,iX,‘X,, # 0 we ensure that the 
matrix X is invertible. It remains to choose Xi,, X,,, as, and 9s so that the 
equalities 
A, Xi - X,, B, = @,Tr, (2.3) 
A,X,, - X,B, = @lyrZ> (2.4) 
4x1, - X,,B, = @s*s (2.5) 
are satisfied. Let I+$, . . . , t,ba be the columns of W, corresponding to the first 
row in every Jordan block of B, with the eigenvalue 0; let pi,. . . , Q be the 
rows of @r corresponding to the first column in every Jordan block of A, 
with the eigenvalue 0. The equality (2.3) is solvable for X,, provided as& 
has prescribed value ui (i = 1,. . . , a>, and the equality (2.4) is solvable for 
X,, provided cpjqs has prescribed value 9 (j = 1, . . . , P> (the values ui and 
9 are determined by A, Xi and by X, B,, respectively). Thus, the solution of 
(2.3) and (2.4) boils down to the system 
Q2(bi = ui (i = l,...,(Y), (2.6) 
cpj$ = t$ (j = l,...,P). (2.7) 
If a solution as, qz of (2.61, (2.7) is found, then the equality (2.5) can be 
satisfied by adjusting the bottom entry in X,, and the rightmost entry in X,, 
[note that the left hand side of (2.3) is independent of the rightmost entry in 
X,1, while the left hand side of (2.4) is independent of the bottom entry in 
X,,]. To show that the system (2.6), (2.7) always admits a solution Qz, qz, we 
need only to observe that the column vectors JIr, . . . , I& are linearly inde- 
pendent [because (?r, B,) is observable], and the row vectors qr, . . . , ulp are 
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linearly independent [because ( A,, Cp,) is controllable]. This completes the 
proof of Proposition 2.1 in the case when at least one multiplicity of A 
corresponding to 0 is bigger than 1, and the same holds for B. n 
Step 4. Proof in the case when J = {r), h, = 0, and precisely one of the 
inequalities max(olj(‘) ) 1 < j < n,} > 1, max{ pir) 1 n, + 1 < j < n, + m,} 
> 1 holds true. The assumption in this step means that for one of the 
matrices, say B, there is a multiplicity of A, = 0 which is bigger than 1, while 
for A all the multiplicities of A, = 0 are equal to 1. Again, reduce A to the 
lower triangular Jordan form, reduce B to the upper triangular Jordan form, 
with the nilpotent Jordan blocks at the bottom, and partition: 
A= 
Here A, and B, are (n - 1) x (n - l), and by putting a nilpotent Jordan 
block of size bigger than 1 at the bottom of B. we can assume that 
0 
B,= ’ . I.1 0 1 
Note that &A,, B,) = k - 1 (at this point we use the assumption that the 
set J consists of one element only). By the induction hypothesis [namely (91, 
we can find (X,, Q1,ql) E Sk_l(A,, B,). Let X,, = [O **a 0 -11 be a 
1 x (n - 1) row. Then X,, B, = 0, X2, B, = - 1. Put 
Then X is invertible, the equality 
AX-XB=W’ 
is satisfied, the pair (A, @) is controllable, and the pair (q, B) is observable. 
n 
Step 5. Proof in the case when] = {r}, h, = 0, and all multiplicities of A 
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and B corresponding to A, = 0 are equal to 1. We assume first that for all 
other points hj that are eigenvalues of A and/or of B we have nj + mj < k 
- 2. Partition A and B (reduced to the Jordan form>: 
A=[: :], B=[“d 01, 
where A, and B, are (n - 1) X (n - 1). Because of our assumption 
k( A,, B,) = k - 2, by the induction hypothesis [again we use (i)J fu X, E 
~=(n-l)x(k-2) q, E c(k-2)x(n-1) 
) 1 such that X, is invertible, (A,, Ql) control- 
lable, (9r, B,) observable, and A,X, - X,B, = @,,T,. Then put 
and it can be easily verified that (X, @, U) E S,( A, B). 
Now assume there are points hj for which nj + mj = k - 1. Say n1 + 
m, = k - 1. Recall that n1 Cm,) is the number of positive (negative) num- 
bers among ‘Y/‘) (i = 1,. . , k); that n, (m,) is the number of positive 
(negative) numbers among r-x/” (i = I,. . . , k); and that all numbers cujr) are 
_+l. Let 
&(” = (-#) - 1 
1 1 
(i = l,...,k), 
$‘I = a!‘) + 1 
t (i = l,...,k), 
&CO = ,!j) 1 (j#l,r, i=l,..., k). 
Denote by 6, and ‘“_i the numbers of positive and negative integers, 
respectively, in the sequence &,Cj), . , ak ” (j). From the construction it is clear 
that either 
fij + Kij < k for j = l,...,r (2.8) 
or 
fij + riij < k for j = 2,...,r, (2.9) 
Gi, + &, = k. (2.10) 
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In case (2.8) holds, using induction hypothesis (i) and in view of Proposition 
OLl, there exists a (k - 1) X (k - 1) rational matrix function W(z) with 
W(m) = I, with all the poles and zeros at A,, . . . , A,, and such that the zero 
(pole) multiplicities of W(z) at Aj coincide with the positive (the absolute 
values of the negative) numbers among &[j), . , &$j). Then let 
and use Proposition 0.1 again to finish the proof of Proposition 2.1 in this 
case. 
Consider now the case when (2.9), (2.10) hold. Since n, + m, = k and 
n, + m, = k - 1, exactly one of two inequalities nl 2 n, or ml > m, holds. 
Suppose, for instance, n r > n, (if the inequality m, > m, holds, the subse- 
quent argument is completely analogous). Denoting by ii the sum of the 
positive numbers among &(j) (j = 1, . . , T-, i = 1, . . , k), we have 
fi = C h/j) = C (“!i) - I) + C ( cuJr) + I) + C ,/j) 
a!j)> 0 hi” > 0 &j’)>O &,Cj)>O,j+l,r 
+ 72, - n, = n + 12, - n, < n 
Thus, if n, > n,, we appeal to the induction hypothesis again [here we use 
(ii), because the value of n dropped although the value of k stays the same] 
and complete the proof as above. If n1 = n, but 
max{(@)(li = 1,. . . , k} > 1, 
then the proof is reduced to the situations considered in Steps 3 and 4 (with 
the same values of k and n). It remains to consider the case when (2.91, 
(2.10) hold, n1 = n,, and 
max{(Gj’)((i = 1,. . , k] = 1. 
Then 
a!‘) = 1 t for i = l,...,n,, 
a!” = - 1 t for i = n, + 1,. . . , k, 
&) = 2 for i = 1,. ,n, 
&W = () 1 for i =n,+ l,...,k. 
(2.11) 
(2.12) 
(2.13) 
(2.14) 
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Because of the assumption nl + m, = k - 1, we must actually have n, = k 
- 1. Further, we can assume that for every index j such that nj + mj = k - 
1, we have 
,!j) = 2 for i = l,...,k - 1, 
(otherwise, replacing ‘~$l), . . . , ail) by o$j), . . . , @ for a suitable j, we 
repeat the above arguments in step 5 and reduce the proof to the situations 
considered in steps 3 and 4). 
We now focus on an index j # r such that at least one of o[j), . . , ak(j) is 
negative [such a j exists because the sum of all the numbers a/j) is zero, and 
in view of the equalities (2.11)-(2.14)]. Say j = 2. Because nj, + mj2 Q k for 
all indices j, and js, in fact only one of the numbers o1(2), . . . , a?) is 
negative. The transformation 
@) = ‘yp + 1 (i = l,...,k), 
$” = @’ - 1 
1 
(i = l,...,k), 
&,!j) = ,W 
E 1 (j f 2, r; i = 1,. . . , k) 
does not change the sum of the positive numbers among &ij). Thus, applying 
this transformation and appealing to Proposition 0.1, as before, we reduce the 
proof either to the situation when the value of k drops or to the situations 
considered in Steps 3 and 4, unless 
1 &;!“‘I = 1 for i = l,...,k. (2.15) 
The equality (2.15) means 
Q.@) = 0 I for i = l,...,k - 1, 
We can assume therefore that for every index j # r for which there is a 
negative member among aI(j . . , CX$~) we in fact have o/j) = 0 for i= 
1 ,...> k - 1 and ofj)= -2. 
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From this assumption and the equalities (2.11)-(2.14) where p = k - 1 
it follows (because the total sum of integers @) is zero) that there must be 
at least k - 1 indices j such that ,ij) = 0 if i < k and ,$j) = -2. For 
simplicity of notation assume that the indices j = 2, . . . , k are such. By 
induction hypothesis (i), and using Proposition 0.1, there exists a rational 
k X k matrix function W,(z) having the only zero at A, with the zero 
multiplicities 2,2, . . , 2 (k - 1 times), having the poles exactly at A,, . . , A, 
with the sole pole multiplicity corresponding to A1 equal to 2, and such that 
Wi(m) = I. By th e same token [but using induction hypothesis (ii)] there 
exists a rational k X k matrix function W,(z) with the only poles and zeros at 
A k+l,...> A,, having the requisite zero and pole multiplicities as prescribed 
by Proposition 0.1, and such that Wi(m) = I. It is easy to see that the k X k 
rational matrix function W(z) = W,(s)W,(z) has its poles (its zeros) exactly 
equal to the eigenvalues of A (of B), with the pole (zero) multiplicities 
matching the eigenvalue multiplicities; furthermore, W(z) = I. Again by 
Proposition 0.1, we complete the proof of Proposition 2.1 in this remaining 
case. n 
3. THE LYAPUNOV EQUATION 
For a given matrix A E cnxfi, let 
m(A) = yiy{dimKer( A - AZ) + dimKer( A + XI)}. 
Note that m(A) = k( A, -A*). 
THEOREM 3.1. Given A E Cnxn, there exist B E Cnxk and H E CnXn 
such that H = H *, ( A, B) is controllable, and 
AH + HA* = BB* (3.1) 
if and only if A has no pure imaginary or zero eigenualues. In this case the 
minimal k for which B and H with the above properties exist is equal to 
m( A). 
Proof. Assume there exist B E Cnx k, H E Cl”” with the requisite 
properties. Then A has no pure imaginary or zero eigenvalues by the 
Chen-Wimmer theorem [8; 27; 22, Section 13.31. Theorem 1.1 implies that 
k 2 m(A). 
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Now assume that A has no pure imaginary or zero eigenvalues, and let 
k > m(A). We will construct B E Cnxk, H E CnXn such that H = H*, 
(A, B) is controllable, and (3.1) holds. Without loss of generality we can 
assume that A is in the lower triangular Jordan form. Let 
Ar, -A,,.. ., A,, -A,, PI’..., I-$ 
be the eigenvalues of A, where A,, . . , A, are distinct numbers with negative 
real parts, and pr, . . , pLt are also distinct and such that 
& # Aj, /_Q # -xj (1 <i <t, 1 <j Gs), 
Pi, f -Pi* (1 < i,, i, < t). 
We assume that 
A, 0 
A= 
I 1 
‘y , p=s+t, 
0 A, 
where a(Ai) = {Ai, -xi} (i = 1,. . , s) and a(Aj) = {pj_sJ (j = s + 
1,. . ) s + t). 
Suppose that for every Ai we have found Hi = Hi* and Bi such that 
AiHi + HiAT = BiBi”, (3.2) 
Bi has m(A) columns, and ( Ai, Bi) is controllable. We seek Hij (i f j) such 
that 
106 LEONID LERER AND LEIBA RODMAN 
This equation splits: 
A, Hij + Hi, A; = Bi B; (i <j) 
By hypothesis on the spectra of Ai and Aj, the equation is uniquely solvable 
for Hij. Now 
is controllable, and so we have reduced the problem to the existence of Hi 
and B, with the above properties. If i > s, then (3.2) is uniquely solvable for 
any Bi, in particular for Bi with m(A) columns such that ( Ai, Bj) is 
controllable (the existence of such B, easily follows by considering the Jordan 
form of Ai). So the solution Hi is necessarily hermitian, and we are done in 
this case. Henceforth we assume that 
c(A) = {A,,, -&}, Re A, # 0. 
Write 
A=A’ 0 
[ 1 0 A” ’ 
where o(A’) = {ha), a(A”) = { -h,J, and partition 
B= [;;I> H= [$ ;;j, Hi, =H;“,, H,,=H,*,, 
accordingly. The equation (3.1) takes the form 
= 
[ 1 ,“,: [B’* B”* 1. 
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Using Theorem 1.1, find Hi,, B ‘, B”* such that 
A’H,, + H,,A”* = B’B”* 
with (A’, B ‘> controllable, (B”*, A”* > observable. Then (A, [ B ’ 1) is control- 
B” 
lable as well, and since 
A’H,, + H,,A’* = B’B’*, 
A” H,, + H,, A”* = B” B”* 
are uniquely solvable for H,, and H,,, necessarily H,, = H;“,, H,, = H,*, 
and we are done. n 
We observe that (again by the Chen-Wimmer theorem) the hermitian 
matrix H that solves (3.1) is necessarily invertible, provided (A, B) is 
controllable. 
We record a corollary which provides additional information in the 
Chen-Wimmer theorem. 
COROLLARY~.~. LetA,C E cnXn be given, with C positive semidefinite 
and (A, C) controllable. Zf the equation 
AH + HA* = C (3.3) 
has a solution H, then 
rank C > m( A). 
This corollary is a special case of Corollary 1.3. 
4. INTERPOLATION PROBLEMS FOR RATIONAL MATRIX 
FUNCTIONS 
Theorems 1.1, 1.4, and 3.1 are directly connected to certain interpolation 
problems for rational matrix functions. 
Recall the definition of zeros, poles, zero multiplicities, and pole multi- 
plicities of rational matrix functions given in Section 0. 
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We now state the first two interpolation problems we are interested in: 
(I) Let there b e given a finite number of distinct points .zi, . . , zp E C 
U (m) with a set of positive integers oil,. . > q u , associated with zi (i = 
1,. . f > p>, 
, 
and let there be given a finite number of distinct points wr, . . , wq 
E C U {a) with a set of positive integers pjl, . . . , pj,, associated with wj 
(j = 1, . , 9). Find the smallest k such that there is a i X k rational matrix 
function W(Z) with det W(Z) f 0 h aving zeros zi with the zero multiplicities 
(i = 1, . , p), poles w. 
2:’ .,‘,’ 'p*i."(j = I,..,, I 
with the pole multiplicities 
‘(II)‘Tl;v. 
91, and possibly a so additional poles and/or zeros. 
e same problem as (I), except that we require in addition that zi 
(i = 1,. , p) be all the zeros of W(Z) in c U {m}, and wj (j = 1,. . ,9) be 
all the poles of W(Z) in c U {m}, with the multiplicities exactly as prescribed. 
A version of problem (I) in the framework of matrix polynomials was 
studied in [6] (see also Section 1.3 in [13]). 
The solution to problem (I) is: 
THEOREM 4.1. Given the data as in problem (I). Then there exists a 
k X k rational matrix function W( z> with the required properties i;f and only 
if 
where 
u(A) = 
i 
ui if A=z,, 
0 if he {zr,...,zP}, 
v(A) = 
i 
?i if A=wj, 
0 if A ~5 {w~,...,w~). 
(4.2) 
(4.3) 
Proof. Without essential loss of generality we can assume that none of 
the points zi and wj is at infinity [otherwise, we apply a suitable Mobius 
transformation q( z> = (cr z + P )/(yz + 6 > (a8 - Pr # 0) to the points zi 
and wj, and replace W(Z) by W(@‘(z))]. 
Assume such W(z) exists (of size k X k). Let (C, A,; A,, B; S> be 
a left null-pole triple of W(Z) with respect to a set that contains 
Z1,...>ZP>W1>.~~> wq but does not contain any other pole or zero of W(z). 
Here the matrices C, A,, A,, B, and S are of sizes k x n,, n,, X n,, 
ni X ni, ng X k, and nc X n,, respectively, where n, = Cy=rC$i pjU and 
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ny = C,P_ iCz_ i Q. (We refer the reader to [3, 4, lo] for the definition and 
basic properties of left null-pole triples.) The equality 
SA,-A,S = BC (4.4) 
is valid, the pair (C, A,) is observable, and the pair (A,, B) is controllable. 
Furthermore, A, has eigenvalues wi, . . . , wq with multiplicities pjl, . . . , +, v 
corresponding to wj (j = 1,. . . , q), and A, has eigenvalues zi, . . , .zp u&d 
multiplicities cril, . . . , cq II corresponding to zi (i = 1,. . , p). All the 
abovementioned facts are ‘part of the definition and properties of left null-pole 
triples. Now by Theorem 1.1, 
k > k(A,, As) = &mytrn) M *I + 4 Nl. (4.5) 
Conversely, let k > maXh E c U tmI [u(h) + u(h)]. Let A, be a matrix with 
the eigenvalues wi, . . , w 
to wj (j = 1,. . . ) q>, and 1 
and the multiplicities pji, . . , pj, u corresponding 
et A, be a matrix with the eigenvalues zi, . . . , zp 
and the multiplicities oil,. . . , q u, corresponding to zi (i = 1,. . , p>. By 
Theorem 1.1 there exist matrices ‘S: B, and C such that the equation (4.4) is 
valid, (C, A,) is observable, (A,, B) is controllable, and the number of 
columns in B (= the number of rows in C) is k. By the result proved in [12], 
there exists a k X k rational matrix function W(z) whose left null-pole triple 
with respect to the set {z,, . . , zp, wl,. . , ,w,) is (C, A,; A,, B; S). This 
W(x) satisfies the required properties. l 
A construction is given in [12] (see also Chapter 4 in [3]) for a rational 
matrix function W(z) with a given left null-pole triple with respect to the set 
2 ,wi,... 
$jji& ‘. . . , z 
w }. in particular, for any preselected point A, E (C U 
Ilo ‘. Y . , w } such W(z) can be constructed all of whose 
poles and zeros PdutsYde of {q~,Y, . . ~>~p’wl’...’ w9} are located at A,. How- 
ever, in those works the size of the matrix function was fmed, and the 
problem of finding the minimal possible size was not studied. 
Theorem 4.1 can be also proved directly, without the use of Theorem I.1 
and the theory of left null-pole triples. We feel however that the above proof, 
although it is less direct, nevertheless provides a better insight into the 
structure of solutions W(Z). Indeed, as follows from the main result in [2] 
and the construction given in [I21 ( see also [3]), the classes of all solutions 
W(A) of (I) having size k X k are in one-to-one correspondence with the set 
of solutions (S, B, C> of (4.4) with the additional constraints that (C, A,) is 
observable and ( Ar, B) is controllable. Here, two k X k rational matrix 
functions W,(h) and W,(h) are said to belong to the same class if and only if 
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W,( A)-‘W,(h) has no poles and zeros in the set { zl, . . . , zp, wl, . , wq). 
Moreover, in [12] a formula (in a realized form) is given for one function 
W(A) from the class corresponding to any solution (S, B, C) with the 
additional constraints of (4.4) (see also Theorem 4.6.1 in [3]). 
To obtain the more direct proof of Theorem 4.1, assuming that all the 
points z1 and wj are in the complex plane, argue as follows. The local Smith 
form shows that if a k X k rational matrix function W(z) with the properties 
described in Theorem 4.1 exists, then 
(4.6) 
Conversely, if (4.6) holds, th en the desired function W(z) can be taken in a 
diagonal form 
: 
j--& ( z - A)Y’(h) 
W(z) = 
0 
where y,(A) = cq,. if A = .zi, A E {wi,. . . , w$, and r < ui; y,(A) = -pj,. if 
A = wj, A G {z,, . . , 
Yr(‘) = -Pj,r-u, 
zp}, and r < uj; y,.(A) = cqr if A = zi = wj and r < ui; 
if A = zi = wj and ui + 1 < r < U( + 5; and all other 
values of y,(A) are zero. In turn, using the theory of left null-pole triples, 
Theorem 1.1 can be deduced from Theorem 4.1. 
We now pass to problem (II). 
THEOREM 4.2. Given the data as in problem (I). There exists a rational 
matrix function W(z) with det W( z) f 0 having the zeros zi with the zero 
multiplicities ail,. . . , ai+, (i = 1,. . . , p), h 
multiplicities pjl,. . , p. 
aving the poles wj with the pole 
d”l 
(j = 1,. . , q), and having no other poles and 
zeros in @ U {a), ifan only if 
V U‘ 0 UI 
(4.7) 
i=l r=l j=l s=l 
In this case there exists such a function W(z) of size k X k if and only if 
where u(A) and u(A) are given by (4.2) and (4.3) respectively. 
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Proof. Again, the problem is easily reduced to the case when all the 
points zi and wj are in @. By [ll], there exists W(z) of size k X k solving 
problem (II) if and only if the equation 
SA,-A,S = BC (4.8) 
has a solution S, B, C, where S is invertible, (C, A,) is observable, (A,, B) 
is controllable, and the number of columns in B is equal to k. Here A, has 
eigenvalues w 1, . . . , wq with multiplicities pjl (1 = 1, . . . , uj) corresponding 
to wj; A, has eigenvalues zr, . . . , zp with multiplicities oil (I = 1,. . . , ui> 
corresponding to zi. Now appeal to Theorem 1.4. n 
Under the hypotheses of Theorem 4.2, one function W(x) satisfying the 
conditions of Theorem 4.2 is given by the formula 
W(z) = Z - C(zZ -A,)-‘S-‘B, 
where A,, S, C, B are as in the proof of Theorem 4.2 [in particular, (4.8) is 
satisfied]. In fact, this formula represents a minimal realization of W(z) 
(some basic facts concerning minimal realization are recalled in the proof of 
Theorem 5.1). 
We remark that the condition (4.7) simply means that W(z) has an equal 
number of zeros and poles (counted with multiplicities), and therefore is 
clearly necessary. 
We now specialize to matrix polynomials 
L(Z) = i dLj 
.j = 0 
where Lj are k X k constant matrices and the leading coefficient L, = I 
(such matrix polynomials are called manic). The following corollary (proved 
in [6]; see also Section 1.3 in [13]) is obtained: 
COROLLARY 4.3. Let there be given p distinct complex numbers zl, . . . , zp 
with positive integers CQ, . . . , aiu, attached to zi (i = 1,. . . , p). Then there 
exists a k X k manic matrix polynomial L(z) of degree 1 having the zeros 
Zl,. . . > zp with corresponding partial multiplicities ail, . . , aiu, (and no 
other zeros in the extended complex plane) if and only if the two following 
conditions are satisfied: 
(i) C,P_ lCj”l 1 qj = kl, 
(ii) rnaxrGiGp ui Q k. 
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Indeed, it is easy to see that a k X k matrix polynomial L(Z) of degree 1 
has invertible leading coefficient if and only if the only pole of L(z) is at 
infinity with pole multiplicities I, . . , I (k times) and L(z) has no zero at 
infinity. An application of Theorem 4.2 completes now the proof of Corollary 
4.3. 
Finally, we consider an interpolation problem for rational matrix functions 
that are unitary on the imaginary line. A k x k rational matrix function W(Z) 
with det W( Z) f 0 will be called unitary if 
W( z)[W( -z>]* = I 
for all z E c such that neither z nor - Z is a pole of W( z ). In particular, the 
values of W(z) on the imaginary axis are unitary. It is easy to see that W(Z) 
has no poles and zeros on the imaginary axis and at infinity. Also, .q, is a zero 
of W(Z) if and only if -ZO is a pole of W(z), and the zero multiplicities of 
z0 coincide with the pole multiplicities of -Z,,. The theory of unitary rational 
matrix functions that is relevant to us was developed in [l] (see also Chapter 6 
in [3]). 
We state now the interpolation problems. 
(III) Let there be given a finite number of distinct points zr, . , .zp E C 
U {a}, with a set of positive integers ail,. . , (Y~,~, associated with zi 
(i = 1, . , p). Find the smallest k such that there is a k x k unitary rational 
matrix function W(z) having zeros .zi with the zero multiplicities oil, . , q 11 
(i = 1, . . , p), and possibly also additional zeros. 
3 i 
(IV) The same as problem (III), except we do not allow additional zeros, 
either at the points other than zi, . . , zp, or in the form of additional zero 
multiplicities at zi, . . , zp . 
THEOREM 4.4. Let the data be given as in problem (III). 
(a) There exists a unitary rational matrix function W(z) with the proper- 
ties required in problem (III) $ and on1 a none of the points zi is on the y f 
imaginary axis, zero, or infinity. The minimal possible size of such W(z) is 
equal to 
(4.9) 
where u(h) = ui if A = xi, u(h) = 0 if h E {z,, , zp). 
(b) There exists a unitary rational matrix function W( z> with the proper- 
ties required in problem (IV ) if and only if none of the points zi is on the 
imaginary axis, zero, or infinity. The minimal possible size of such W(z) is 
equal to (4.9). 
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Proof. We have indicated already that a unitary rational matrix function 
has no zeros on the imaginary line and at infinity, so we can assume from the 
very beginning that zi # ~0, zi # -Zi for i = 1,. , p. Let A be a matrix 
having the eigenvalues zi, . . . , zp with the multiplicities oil,. . . , ai u asso- 
ciated with zi (i = 1, . . , p>. By 111 (also Chapter 6 in [3]) there exists’ W(z) 
with the properties required in problem (IV) if and only if the equation 
AH + HA* = BB* (4.10) 
has a solution H, B, where H = H * is invertible and (A, B) is controllable. 
There exists W(z) with the properties required in problem (III) if and only if 
the equation (4.10) has a solution H, B where (A, B) is controllable. But if 
H and B are such that (A, B) is controllable and (4.10) holds, then (4.10) is 
satisfied also with i(H + H *) in place of H. Now i(H + H *> is invertible 
by the Chen-Wimmer theorem. Thus, the existence of W(z) solving problem 
(III) is equivalent to the existence of W(z) solving problem (IV). It remains 
to appeal to Theorem 3.1. n 
We remark that for any solution H, B of (4.10) with H = H * invertible 
and (A, B) controllable, a unitary rational matrix function W(z) solving 
problem (IV) is given by the formula 
W(z) = Z - B*( ZZ + A*)-‘H-lB 
(see [ll; also 131). 
A result analogous to Theorem 4.4 holds if the poles (rather than zeros) of 
W(z) are prescribed, together with their multiplicities. 
5. APPLICATION TO SYSTEMS THEORY 
Consider a linear time invariant system 
i(t) =Ax(t) + Bu(t), 
y(t) = Cx(t) + u(t) (t a O), 
x(0) = 0. 
(‘c> 
Here A E Cnxn, B E cnxk, and C E ckxn; the vector u(t) is the input of 
(xi), and y(t) is its output. The eigenvalues of A are called poles of the 
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system (X), and the eigenvalues of A” = A - BC are called zeros of the 
system (2). If A, E cr( A) U c+(A”) and or > ... 3 LY, are its multiplicities 
as an eigenvalue of A while fil > , , > p, are its multiplicities as an 
eigenvalue of A”, then the set (-PI,. . . , -&, CY,, a,_ 1,. . . , a,) is called 
the set of structural indices of C at A, (see, e.g., [lS, Chapter 51). The result 
of Theorem 4.2 can be interpreted as a solution of the following problem: 
Construct a controllable and observable system (2) with a minimal number 
of inputs and outputs, given all the poles and zeros of X together with their 
sets of structural indices. 
THEOREM 5.1. There exists a controllable and observable system (C) 
with given poles, zeros, and structural indices if and only if the sum of the 
positive structural indices (over all zeros) is equal to the absolute value of the 
sum of the negative structural indices (over all poles). In this case the 
minimal possible number of inputs (which is equal to the number of outputs) 
in such a system (2) is given by 
n&-(A) + s+(A)}, (5.1) 
where s_(A) (s+(A)) is the number of negative ( positive) structural indices 
that belong to A. 
Proof. Assume there exists a controllable and observable system (X) 
with the required properties. Form the rational matrix function 
W(A) = I + C(AZ -A)-‘& (5.2) 
A representation of W(A) in this form is called a realization of W(A); the 
realization (5.2) is called minimal if the size of A is smallest possible among 
all realizations 
W(A) = Z + C’(AZ -A’)-% 
of W(A). The realization theory is one of the cornerstones of the modem 
theory of linear systems and control, and the basic facts of this theory (some 
of them will be used below in this proof) can be found in many books; see, 
e.g., [lS, 20, 281. The controllability of (2:) means that the pair (A, B) is 
controllable, the observability of (2) means that (C, A) is observable, and 
both conditions together are equivalent to the minimality of the realization 
(5.2). This minimality implies, in turn, that the eigenvalues of A are precisely 
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the poles of W(A), and the multiplicities of A,, as an eigenvalue of A 
coincide with the pole multiplicities of A,, as a pole of W(h). A simple 
algebraic manipulation leads to a realization for W(h)-‘: 
W(h)-’ = Z - C(AZ - A”)-b, 
where A” = A - BC, which turns out to be minimal as well. Thus, the 
eigenvalues of A” are precisely the poles of W(h)-r, i.e. the zeros of W(A), 
again with matching multiplicities. Now Theorem 4.2 tells us that the sum of 
positive structural indices is equal to the sum of negative structural indices, 
and moreover, the size of W(A) [ w rc I h’ 1 is equal to the number of inputs in 
(C)] is bounded below by (5.1). 
Conversely, if the conditions of Theorem 5.1 are satisfied, and if 
then by Theorem 4.2 choose a k X k rational matrix function W(A) such that 
its poles are the given poles of a system with the pole multiplicities equal to 
the absolute values of the associated structural indices, the zeros of W(A) are 
the given zeros of a system with the zero multiplicities equal to the associated 
structural indices, and W(A) has no additional poles and zeros. Since W(A) 
has no poles and zeros at infinity, we may assume that W(m) = I. By the 
realization theory, W(A) admits a minimal realization 
W(A) = Z + C(AZ -A)-‘& 
Now the system (Xc) f ormed by the matrices A, B, and C that appear in this 
realization satisfies the requirements of Theorem 5.1. n 
We thank the anonymous referee for pointing out to us that the proof of 
Theorem 1.4 in the jbst version of this paper was incomplete, and for 
numerous suggestions leading to a signijcant improvement in the exposition 
of this proof: 
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