Abstract-In this paper, the Two-Way Channel (TWC) with Cannel State Information (CSI) is investigated. First, an achievable rate region is derived for the discrete memoryless channel. Then by extending the result to the Gaussian TWC with additive interference noise, it is shown that the capacity region of the later channel is the same as the capacity when there is no interference, i.e. a two-way version of Costa's writing on dirty paper problem is established.
INTRODUCTION
The Two-Way Channel (TWC) was introduced by Shannon [1] , where an inner bound and also an outer bound on the capacity region was established. In 1984, Han [2] presented a general coding scheme for the discrete memoryless TWC, and derived an achievable rate region which exceeds the inner bound of Shannon in the general case. He also established the capacity region of the Gaussian TWC [2, Sec. VIII], and showed that for this channel feedback from outputs to inputs is completely ineffective. In fact, Shannon's inner and outer bounds for the Gaussian TWC are coincided, which yields the capacity. New outer bounds to the capacity region of TWC were obtained in [3] .
Channels with Channel State Information (CSI) were also introduced by Shannon [4] , where he established the capacity of a discrete single user channel with CSI causally known to the transmitter. For the case in which the transmitter has access to the CSI noncausally, the capacity was established in [5] . In 1983, in a famous paper named "writing on dirty paper", Costa [6] extended the result of [5] to the Gaussian channel with additive interference modeled as channel state, and showed that the capacity of the latter channel in which the interference is known noncausally to the transmitter is the same as the capacity when there is no interference, i.e. the known interference has no penalty on the capacity. The multiuser channels with causal and noncausal CSI have been also studied in several works (see [7] and the literature therein), specifically in [8] Costa's result for the dirty paper channel was generalized to some multiuser setups.
In this paper, we consider a TWC with CSI in which channel state is modeled by a 2-tuple , . Each user has access to the CSI partially, such that is known noncausally to the user, 1,2. We first derive an achievable rate region for the discrete memoryless channel. Then by extending the result to the Gaussian TWC with additive interference noise, we show that the capacity region of the later channel is the same as the capacity when there is no interference, i.e. a two-way version of Costa's writing on dirty paper problem is established.
II. DEFINITIONS
In this paper, we use , and to denote a random variable (r.v.), its realization and range, respectively. The probability distribution function (p. , is a channel with input alphabets and and output alphabets and . Channel state is the 2-tuple , which ranges over the set according to the . Channel is described by the transition probability function | . . The system has been depicted in Fig.1 . The state process of the channel is assumed to be independently identically distributed (i.i.d.), i.e. , ∏ , , , , for 1 , where denotes the probability of occurrence of the event .
Encoding and decoding: For the TWC with CSI , , in which is known noncausally to the user, 1,2, as depicted in Fig.1, a 
The rate of the code is the pair , . A nonnegative pair , is said to be achievable for the TWC with CSI, if for all sufficiently large there exists a length-block code with the rate of , , for which the average error probability of decoding is arbitrary small. The capacity region of the channel is defined as the set of all achievable rates.
Note that in the above definition, one may restrict the encoders to depend only on the message and partial CSI intended to them. For this system called restricted TWC with CSI, the encoders functions where , and , are real-valued input and output signals, respectively; , are additive Gaussian interferences (potentially correlated) with zero mean and powers , , respectively, and , are Gaussian noises (potentially correlated) with zero mean and powers , , respectively. The state noise is known noncausally to the first user and is known noncausally to the second user. The unknown Gaussian noises , are independent of the states , . The inputs and are subject to power constraints and , respectively, i.e. , 1,2.
III. MAIN RESULTS
In this section, we first derive an achievable rate region for the discrete memoryless TWC with CSI, and then by extending the result to the Gaussian case, we deal with the two-way writing on dirty paper problem.
Theorem 1:
The capacity region of discrete memoryless TWC with CSI depicted in Fig.1 1 and declares an error. The decoding role at the second decoder is the same as the first decoder, except the index "1" should be replaced by "2" everywhere.
By a standard analysis of error probability, nearly the same as that one given in [10] for the multiple access channel with correlated CSI, one can show that the average error probability of the code tends to zero provided ∞, 0, and also:
; | , ; | ,
This completes the proof. ■
Remark:
In fact, as being induced from the proof of Theorem 1, the rate region given in (2) is achievable for the restricted TWC with CSI. However, next we show that is also optimal for the Gaussian channel in (1) . Note that the same result was proved in [2] for the Gaussian TWC without additive interference.
Two-way writing on dirty paper: Consider the Gaussian TWC with additive interference defined by (1) . It should be noted that the achievability of the rate region (2) was proved for the discrete channel, however one can take the liberty to consider it with the associated input power constraints, also as an achievable rate region for the Gaussian model.
Let
and be two independent Gaussian distributed r.v.s with zero mean and variances and , respectively. Assume also , are independent of the interferences , . Define:
, where , where
