Abstrad. We present the amctor neural network (ANN) model that accounts for invariancy of melody recognition under transposition, modulated by msposition distance effect, while serving as a memory for tone sequences. Recognition is performed by an ANN with fast and slow synapies designed for storage and recognition of sequences of patterns where the recognition is defined as a completed set of transitions from one quasi-attractor to another. In our model, the sequence of A" states evoked by the transposed melody is transformed into the sequence of perceptual templates of tones composing the original untransposed melody. A transposed tone first initiates a process of transposition-invariant recall of the original tone pattem. If this msposition-invariant recall was succesful. the recalled state serves for auto-associative retrieval of the colresponding paltem in a predetermined sequence. The tone patterns are combinations of panllel stripes of active neurons representing the active isofrequency bands in the auditory eonex which are orthogonal to the low-to-high frequency gradient. Such a representation allows for treating the problem of transposition-invariant recognition of the tone in the sequence as a translatiominvariant retrieval of its stripe representation. The translation-invariant retrieval of the tone pattern is accomplished by means of the modified algorithm of Dotsenko (1988 1. Phys. A: Moth Cen 21 L783-7) proposed for translation-, rotation-and size-invariant pattem recognition, which uses relaxation of neuronal firing thresholds lo guide the ANN evolution in the state space towards the desired memory attractor. The dynamics of neuronal relaxation is modified for storage and retrieval of low-activity patterns and Ihe original gradient optimization of threshold dynamics is replaced with optimization by simulated annealing. The proposed ANN model^ can be generalized for the transposition-invariant recognition of unhmonic sounds. for instance speech.
Introduction
A common but nonetheless remarkable human faculty is the ability to recognize a melody even if it is presented in a key different from that in which it was originally heard [Z], in other words, when the previously heard melody is played on 'higher' or 'lower' scales. Melodies transposed to different keys are recognized even though the absolute frequencies of the tones are changed. this ability concerns tonal as well as atonal melodies, that is, those not using the tones of musical scales familiar to subjects [3]. Moreover, transpositionally invariant melody recognition does not require musical training. On the basis of computer simulations of a particular attractor neural network model, we will propose a cortical mechanism which might underlie this curious phenomenon of melody recognition under transpositional invariancy.
A melody can be considered to be a temporal sequence of complex tones (with some timbre, loudness, rhythm, etc). Particular tonal melody is characterized by melodic contour-the pattern of ups and downs-applied to the musical scale. The fundamental 0954-898)(/95/030313+19$19.50 @ 1995 IOP Publishing Ltd L Beriu5kov4 frequency, fo, is the lowest frequency in the frequency complex of a complex tone [4].
The higher frequencies, which are all integral multiples of fo. are called the harmonics or overtones of the fundamental frequency. The second harmonic has a frequency fo x 2, the third harmonic has a frequency fo x 3, and so on. A tone's height, pitch, or pitch class is determined by the tone's fundamental frequency, and is expressed as a note in musical notation. Fundamentals of higher tones match upper harmonics of lower tones, and there may also be overlaps between upper harmonics of lower and higher tones.
In the transposed melody, there is a constant frequency ratio between all the original and transposed tones while the pattern of their relative interval distances (a melody contour) is preserved. Interestingly, recognition of tone sequence under transposition invariancy displays the key-distance effect. If a tonal sequence is quickly followed by a transposition to another key, recognition is better for transpositions to related keys than to unrelated keys [5] . Here, relatedness is defined in terms of frequency distance. Bartlett and Dowling [6] also found a key-distance effect such that near-key lures (inexact transpositions) were harder to reject than far-key lures. Carterette et al 171 used octave displacements, altered intervals (preserving contour), changed loudness, and changed note duration, and found regular effects of transformation distance.
Among neural network models of music, there is a connectionist model of Bharucha and Todd [8-101 that accounts for invariance under transposition, modulated by key-distance effects, while serving as a memory for sequences and a schema for tonal relationships. The authors argue that for the long-term encoding of pitch sequences, an invariant pitch-class representation is necessary in order to account for invariance under melody transposition. Two networks have been postulated. One learns musical sequences in an invariant pitch-class format, employing the back-propagation algorithm [9,10]. The other learns clustering of pitch classes into chords, and a clustering of chords into keys, employing a self-organizing algorithm [8]. These networks are linked by a gating mechanism which gates the pitch classes into a pitch-invariant format. Transformation of a pitch-class information into an invariant pitch-class representation is performed by units that multiply activation received from pitch-class units and musical key units. This gates the pitch classes into an invariant pitch-class format so that all tonal sequences have the same tonic or origin. Sequential memories are then stored in terms of this invariant format, permitting invariance under transposition. If a sequence of chords is transposed immediately, before activation has had a chance to decay completely, the perceived similarity of the two sequences increases with the proximity of their keys because the closer the key of the two sequences, the greater the activation of the corresponding units in the relational network and the greater the expectation in the sequential network (key-distance effect).
The aim of our paper is to present a different approach to modelling of the transpositional invariancy of melody recognition. In our approach, recognition is performed by an atractor neural network (A") with fast and slow synapses designed for storage and recognition of sequences of patterns described by Sompolinsky and Kanter [ll], Kleinfeld [12] , Gutfreund and MBzard [13], and h i t 1141. Here, recognition is defined as a completed set of transitions from one quasi-attractor to another in response to a particular input. In our model, the sequence of ANN states corresponding to the external input (i.e. the transposed melody) is mapped onto the sequence of memories (i.e. perceptual templates of tones) composing the original untransposed melody. An external stimulus (a transposed tone) first initiates a process of transposition-invariant recall of the original tone pattern. If this transpositioninvariant recall was succesfull, the recalled state serves for auto-associative retrieval of the corresponding pattern in a predetermined sequence. The network proceeds from one pattern to the next in a predetermined sequence only in the case when the transpositioninvariant recall of an individual original tone was succesfully completed. Thus, there are two processes taking place in the A":
fmnsposition-invariant recall of tones comprising the original untransposed melody, and recognition whether these patterns belong to the original sequence of tones. As tone patterns, we will use a similar internal representation of complex tones to that designed in our previous work on modeIling the effect of the missing fundamental [E] , i.e. combinations of stripes of active neurons representing the active frequency bands in the auditory cortex (see e.g. figure 1) . Such a representation allows for treating the problem of transposition-invariant recognition of tone (i.e. a frequency complex) as a translation-invariant rehieval of its shipe representation.
Fedor [16, 17] has suggested that a transposition-invariant retrieval of a tone can be modelled by two subsequent relaxation processes occured in the modified Hopfield neural network model for invariant pattern recognition proposed by Dotsenko [l] . The Dotsenko model of translation-, rotation-and scale-invariant recognition of patterns is based on the original Hopfield neural network [U]. Here, the learning rule for consbcting the synaptic matrix assigns desired states to the fixed point attractors corresponding to local energy minima. The recognition process is performed by dynamic evolution starting from an input state that is similar to one of the stored patterns. After a number of iterations the network retrieves the activity state belonging to one of the attractors. Retrieval of the desired pattern will be successful if the input state bas sufficient overlap with it. However, the franslated stored pattern may create an input activity pattern that has small initial overlap with its own memory template and large overlaps with other templates; thus the original model cannot perform translation-invariant pattern recognition. Dotsenko treats this problem by relaxation dynamics~of neuronal firing thresholds that guides the network evolution in state space towards the desired memory attractor.
During computational testing of the effectiveness of this approach to the translationinvariant pattern recognition. two problems were encountered: (1) The original neuronal dynamics presumed orthogonal patterns and 50% mean network activity level, which required a periodic boundary condition for translated patterns. This meant that after translation of the pattern, the part that disappeared on one side of the network rotated to the other side. It would be difficult to argue that such a process actually takes place in the cerebral cortex or in other parts of the brain. (2) With the gradient optimization for threshold dynamics proposed originally by Dotsenko [l] , the network became trapped in spurious energy minima so often that the recognition was no better than chance. These problems have been resolved by (1) extension of the neuronal dynamics to allow for the storage and retrieval of biased patterns [ 191 so that we need not assume periodic translations across the network boundaries, and (2) replacement of gradient optimization of threshold dynamics with simulated annealing [20, 211 so that the system does not get trapped in spurious energy minima too often.
In the following sections of the paper, we will describe the model and the results of computer simulations in detail, and discuss electrical interactions between real neurons which might provide for a putative neural mechanism underlying the proposed algorithm.
Design of the tone representation for the ANN
In the A " model, the inner representation of any external stimulus corresponds to the pattern of activity of the whole relevant neuron ensemble, and memory templates are stored in the matrix of synaptic weights. Since there is a general agreement that discrimination of Since we are able to memorize and recognize new sounds throughout our whole life, like other animals do, it does not seem unreasonable to extrapolate these findings to humans, and assume that new sound patterns can he learned in the same way. The frequency representations in the auditoly cortex have been revealed by determining the neurons' tuning curves. The tuning curve expresses the relationship between the pure tone frequency (i.e. the fundamental frequency alone) and the minimal sound pressure level (SPL) needed to elicit a neuron's response. The frequency at which each neuron has the lowest threshold is called the best (characteristic) frequency of the neuron [4].
Microelectrode studies in the cat [24, 251 have revealed several tonotopic organizations in auditory cortex. Best frequencies progress in an antero-posterior direction from low to high in the anterior area~(A), from high to low in the primary auditory area (AI), from low to high in the posterior area (P), and from low to high in the ventroposterior (VP) area. Neurons with similar bestfrequencies withimeach of fields A, AI, P, and VP define isofrequency stripes that are oriented~orthogonal to the low-to-high best-frequency gradients. In anaesthetized animals, the vast majority of recorded neurons in areas AI and A (cortical layers 111 and IV) appear to be narrowly tuned with short-latency responses. Long-latency, broadly-tuned (over several octaves) responses are rarely encountered in these fields. The majority of neurons in fields P and VP are also narrowly tuned and respond in somewhat longer minimum latencies compared to neurons in A and AI. Adjacent to these four primary auditory fields are other auditory responsive areas, including AI1 where the neurons have much broader tuning and longer response latencies than in AI. To summarize, fields A and AI in auditory cortex exhibit specific characteristics (i.e. predominance of narrowly tuned neurons in a precise tonotopic arrangement), field AI1 exhibits non-specific characteristics (i.e. predominance of broadly tuned neurons and lack of precise tonotopy), and areas P and VP exhibit both specific and non-specific characteristics. Tonopic and non-tonotopic fields of the auditory cortex have also been described in monkeys [26, 271. ItYs known that in human primary auditory cortex there is a low-to-high frequency gradient, too [28]. Since the neurons with similar best frequencies within several primary fields of the auditory cortex define isofrequency stripes that are oriented orthogonal to the low-to-high best-frequency gradients, we will use the representation of a complex tone equivalent to the stripe pattern in which every stripe represents one range of frequencies. Neurons in the isofrequency stripe will be active whenever the corresponding harmonic is present in the s p e c " o f~a given complex tone. figure 1 illustrates the complex tone stripe patterns that are used in computer simulations of the transpositional invariancy of a melody recognition.
Translation-invariant tone pattern recognition

Basic description
A very important consequence of the proposed tone representation is that a frequency transposition of a complex tone to higher or lower frequencies corresponds to the shift of its stripe representation along the x axis to the right or to the left, respectively. In the present model, an external stimulus ~( a transposed tone) first initiates a process of translation-invariant recall of the original tone pattern. This process is modelled by the modified Dotsenko algorithm for translation-invariant pattern recognition [I] . The modification consists of introduction of $e soft constraint into the neuron dynamics [ISJ. According to that, the inner representation of n given pattern corresponds to the pattern of activity of the whole relevant neuron ensemble. In its turn, this pattern of activity corresponds to the particular pattern of stimulation which is repeatedly produced at first during the process of learning, and then during the process of retrieval. The learning rule for constructing the synaptic matrix assigns desired states to the fixed point attractors corresponding to local energy minima. The recognition process is performed by dynamic evolution starting from an input state that is similar to one of the stored patterns. After a number of iterations the network retrieves the activity state belonging to one of the attractors. Retrieval of the desired pattern will be successful if the input state has sufficient overlap with i t However, in our particular case the translated pattern creates an activity pattern which can be in the state space far from the original memory configuration of neural network activity. Dotsenko treats this problem by introducing the additional relaxation dynamics of neuronal firing thresholds which helps to guide network evolution in the state space towards the desired memory a m t o r .
The ANN is treated as a regular 2D lattice with N neurons in its nodes. The position of each neuron is denoted by a discrete vector T. The fully connected neural network has a symmetric weight ma@ix, with J,+ = J f , , if T # T' and . I , , = 0, otherwise. The relaxation dynamics of the neurons is stochastic, with the probability for the state change of the individual neuron, Pr[S(r, 1) = i l l , given as [29] where h(r, t -1) is the overall field activity acting on the neuron in the node T at time ( t -1) and T is the analogue of temperature and represents the level of noise during neuronal relaxation. Let the neuronal dynamics be asynchronous with random updating of neurons. The N-component current configuration of the network activity at time step t is denoted as
The network stores patterns with low mean activity levels which can be retrieved despite their shift along one axis inside the ?D,lattice. In these patterns the number of active neurons is less than the number of inactive neurons. We employ the modification of neuronal dynamics of the Hopfield network, which allows retrieval of such patterns, as proposed by Amit et al [19] . Here, the prescription for synaptic weights 4,'s is the modified Hebb rule
where p is the number of stored memory patterns ( p ' (~) } .
Parameter b is the bias and represents the proportion of active neurons versus inactive neurons, which must he the same in every memory pattern:
(3)
Global control of the neuronal dynamics of the network, which restricts extremes of activity levels, is achieved by imposing a finite energy cost on fluctuations away from the optimal mean activity level. The energy function now has the form Here, @(r,t) is the neuron excitation threshold at instant t and the coefficient g > 0 measures the strength with which the constraint on neuron dynamics is imposed. The overall field h @ , t) acting on the individual neuron is The essence of the Dotsenko approach is as follows: let [S(o)(~)] be the initial configuration, produced by an external stimulation, which corresponds to one of the memory pattems translated in the network lattice in a given direction. Let the infiguration [SCo)(r +a*)] be equal to one of the memory patterns, [V(r)), e.g. for each T The network does not 'know' the correct value of a*. It is.assum@ that the initial configuration [S(')(T)] projects itself onto the neuronal thresholds [O(T, t ) } in the following way:
In the case of the original model [I] , this dynamic projection of states onto the thresholds required periodic translations of patterns across the network boundaries because of the condition of pattern orthogonality required in the original Hopfield model [IS]. Modification of neuronal dynamics for low activity patterns allows us to consider patterns shifted inside the network lattice without periodicity at the boundaries. After each generation of a new value of a, the neurons relax according to a new projection of thresholds [O(r, t ) ) . Eventually, the threshold and neuronal configurations converge to the proper attractor. The conditions under which the thresholds dominate network dynamics can be seen by considering equation (5) for the local field, rewritten as where m@(t) is the overlap of the current network configuration [S(T, f)) with the memory pattern (tP(~)l. e.g. When 00. Then the neuron states follow the fields {OoS("))~such that S(r, t ) = 6, the threshold term in equation (8) dominates as long as mP(t) << (S(r, r)) N S(O)(r + a@)) tanh,BOo rr ,BO0S@)(r + a@)).
(10)
The retrieval process consists of both fast neuron relaxation and slow threshold relaxation. For the latter, Dotsenko [l] proposed gradient optimization through the threshold dynamical variable a@), with the value of a generated according to the equation
where E i s the energy, and the variable o(f) represents ordinary temperature noise. In our computer simulations gradient optimization was found to be inefficient in escaping from spurious local energy minima. When dealing with the characteristic landscape of energy functions belonging to spin-glass-like systems, the method of simulated annealing [20, 211 seems to be a more. plausible method of statistical optimization.
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Simulated annealing optimization of threshold d y m i c s
The idea of simulated annealing optimization [ZO, 211 is that from time to time it is wise to accept a 'less wise' triaI4.e. a state with higher energy-in order~to get over a saddle point into a deeper valley. The asymptotic probability distribution of the stochastic ANN is the distribution of the Gibbs canonic ensemble [29] . Therefore the new state configuration (S(r, t ) ] will be accepted with the probability where E(t) is energy (equation (4) ) at the time step t and C I is a constant. Annealing is implemented by the Metropolis procedure 1301 in which the change from one configuration of thresholds to another is generated randomly. A new state with lower energy is always accepted, whereas a new state with higher energy is accepted probabilistically. We propose the following steps for simulated annealing: STEP 0. We reset the simulated annealing cycle index (i = 0). At i = 0 and t = 0, the network has activity configuration S(O)(r, 0) = ~P ( T + a(0)); p E (1, .., p ] . The vector a(0) is the initial arbitrary shift of one of the p memory patterns, i.e. that one which is to be classified as its untranslated version entered in the synaptic weight matrix through equation (2). Let the thresholds tightly copy the input configuration, e.g. 0to)(r, 0) 9 00 S(O)(T, 0). We calculate the energy of the initial state E ( t ) according to equation (4).
STEP I. We set di) = E@).
STEP 2. We generate randomly the threshold translation vector a(r) for equation (7).
The thresholds change according to the rule: @"*"(r, t ) = @")(T + a@). t ) , so that they move as a whole pattern to a new position determined by a(r). We allow the neuron state configuration S(')(r, 2 ) to relax according to translated thresholds. The dynamics of neuronal relaxation is asynchronous, with the probability Pr for flip of the individual neuron given by equation (I). Neurons are selected randomly and each neuron is updated n times. After neuronal relaxation we get the configuration of neuronal activity SCi+')(r, t') S")(r + a@), t ) , for &ch r. We calculate the energy of the current state E@') according to equation (4). STEP 3. We set E = E(?'). STEP 4. If E 4 di), then we continue to step 5. Otherwise, we generate the random number p which is uniformly distributed in [0,1). If the probability P for acceptance of the new state given by equation (12), P [ { S ( r , t ) ] ] 2 p , then we continue to step 5. Otherwise, we loop to step 2. STEP 5. We set i = i + 1, E(t) = EO'), and loop to step 1.
Step 2, i.e. the process of generation of the trial value of threshold 'translation vector a@), is key in the above algorithm. Here, only translations of activity configurations along axis x are considered. In our implementation the generation of trial values a ( t ) = *[ a(r) I was performed according to the Gaussian distribution with zero mean value. The mean square deviation is a = a ( i ) , where i is the order number of the simulated annealing cycle. We have converted the Gauss distribution (equation (13)) into the binomial distribution as described by Clauss and Ebner 1311. Conversion was done for different discrete values of U (i), which were related to the noise of neuronal relaxation, T, in the following way:
Parameter a(i) is very important because it governs the narrowing or widening of the Gaussian curve (for the generation of the~trial value of a(t)) depending on whether the network has evolved into a state with lower or higher energy, respectively:
This modulation is in addition to an independent narrowing of the Gaussian curve because the noise of neuron relaxation T is an exponentially decreasing function of i such that
Parameter To is the initial value of the temperature of neuron relaxation at step i = 0 and time f = 0. The algorithm expressed in equations (14)- (16) guarantees that the mean square deviation u ( i ) decreases with the noise T(i) so long as the energy of the current accepted state is equal to or lower than the energy of the previous accepted state. If this is not the case, the mean square deviation u(i) becomes temporarily higher due to equation (15).
This algorithm provides for 'cooling' the system with occasional 'heating' which is done automatically when necessary without external intervention.
Simulations of invariant retrieval of shijted tone patterns
We have tested the modified Dotsenko model in computer simulations of translation-invariant recognition of the tone stripe patterns with bias b = -0.65 (figure 1). The neural network parameter values used in the simulations were: N = 400, p = 9, g = 12, 00 = 2.0. The values of parameter constants for the simulated annealing algorithm were: n = 7, To = 0.7, C, = 0.3, ~2 = 10, ~3 = 0.1, y = 95.
The mean square deviation u(i) calculated from T according to equation (14) could assume~after rounding, one of the six discrete values: (0, 1,213,4,5]. For each of these values except u(i) = 0, the discrete value of n(t) for threshold translation in Metropolis step 2 was generated from the interval [-5, +5] via a discretized Gaussian distribution. When o(i) = 0, the system froze, i.e. no further translation of thresholds occurred. An appropriate choice of values for parameters TO, y , c1, cz, c3 guarantees that this does not happen either prematurely or too late.
The value of the global constraint~that restricts the state space, g = 12, is in the interval in which network asymptotic behaviour is reached for all values of the bias b (e.g. g > 10 [19]). The optimal ranges for other parameters were estimated empirically. Selection of the threshold constant 0 0 from the interval 1.5 6 00 g 2.0 guides the neuronal dynamics efficiently. The quality of retrieval (in terms of the magnitude of final overlap with the proper memory pattern) as a function of the initial temperature of the neuronal relaxation TO is found to be best for 0.65 g TO 4 0.8. The optimal decay value for temperature T is 0.2 < y g 0.5. A sufficient number of neuronal relaxations after generation of a new configuration of thresholds, for 00 = 2.0, is 7 g n g 10. The range for c3 is 0 c c j c D.5. The value of c2 = 10 was chosen in order to fall into the range of the chosen values of o(i) (after corresponding rounding).
In the simulations, we observed the evolution of the overlap of the network configuration (S(r, t ) ) with all of the,memory patterns (V(r)], for p = 1, ..., p , calculated according to equation (9) . Initially, the network activity pattern was set to one of the memory patterns shifted along the x axis by some discrete value,of a(0) from the interval [-7, +7] . In all cases, the initial state of the network had greater overlap with some other memory pattern than it had with~the untranslated version of the one which was shifted.
In figure 2 , we illustrate the evolution of overlaps with all memory patterns for pattern 1, initially shifted by the value n(0) = 7. In this case the overlap of the initial state was greater with most other patterns than with the unshifted version of pattern 1. As the system evolves, the overlap with pattern 1 increases while all other overlaps decrease. Figure 3 shows how the evolution of average overlap with the target memory pattern is related to its initial shift and to the number of simulated anneahg (Metropolis) cycles.
For each value of initial shift along the x-axis and for each of the 9 stored patterns, the translation-invariant recall was run 10 times, so each point is an average of 90 runs. On average the system reached equilibrium after 10 annealing cycles (i.e. after longer running we did not observe improvement of average quality of refzieval). We can see that the magnitude of the final overlap is a function of the initial pattern shift rather than the initial overlap with its own template. The quality of retrieval decreases with the magnitude of initial shift. When the input is one of the untranslated stored patterns, e.g. a(0) = 0, the system oscillates around the corresponding attractor. The average number of trial threshold translations (and thus the average number of neuronal relaxations) needed to achieve the corresponding average overlaps after 10 annealing cycles in figure 3 was in the range of 2WOO trials (or relaxations, respectively). However, the number of trial generations of a for threshold translation did not seem to depend regularly on the magnitude of the initial shift. In the stochastic dynamics, the time period corresponding to one cycle of neuronal relaxation, when N neurons are updated, may last for 1-2 ms [32] which is the absolute refractory period for the action potential generation. Thus, translation-invariant recall of the tone pattern may occur in the period of 200-400 ms. This is not an unreasonable period when we consider that the temporal resolution and integration of sounds described by time constants of -200 ms I331.
Recognition of the tone sequence
According to Sompolinsky and Kanter [ll] , Kleinfeld [12] , Gutfreund and MBzard [13] , and Amit [14] , the ANN that recognizes a sequence of patterns has asymmetric bonds. The response of the neuron at one end of the asymmetric bond to an output signal at the other end is not instantaneous but instead it has a. delay characterized b y a time constant r . A specific presciption' for the synaptic weights of delayed asymmetric synapses guarantees controlled motion among 'quasi-equilibrium' states. .The network stays in a state (or its neighbourhood, respectively) for a long but finite period after which a transition is made
to the next state in the sequence. Thus, in the ANN performing the recognition of tone sequences there are two sets of connections: one set of symmetric synapses is determined by equation (2), and acts instantaneously. Its task is to produce the error correction of the fixed point attractors. Let us denote them as fast synapses with the index f:
The second set of asymetric synapses which act with a time delay r is denoted as slow with the index s:
The JiF define an order among q patterns. The overall postsynaptic potential h(r, t ) is the sum of potentials from both kinds of synapses, that is where r is a sharp delay of the slow synapses, and h is a transition coefficient.
and between the network state at T time steps ago and the memory pattern /I as If we define the overlaps between the current network state and the memory pattern p, respectively, we can rewrite equation (19) as
is called the transition term, h"(r, t ) , which causes a transition to the state {~"+'(r)). We assume that h becomes non-zero (= 1, in particular) only after the translation-invariant recall of the tone pattern is completed. Simultaneously, at that time the threshold relaxation is finished and the thresholds become equal to zero; thus they do not enter equations (19) and (21) above for the overall postsynaptic potential. In fact, the transition of the network between the members of the sequence is performed by translation-invariant mapping of the heard transposed sequence onto the original sequence of tones. Equation (21) provides that the pattern ( p + 1) of the sequence can be~discriminated only~after the network has remained in the state p for some time, r time steps ago, and only when the sta!e (w + 1) has been succesfully retrieved by the translation-invariant mechanism. ,That is, a sufficient condition for the completed set of transitions from one tone pattern to another is succesful translation-invariant recall of each pattern. However, recognition of the^ sequence per se is provided for by the dynamical memory through the slow synapses.
In computer simulations, the transpositionally invariant retrieval of the tone pattern sequence 1-2-3454-74-9 was run 50 times for each initial shift of all its tones, i.e. n(0) E (-7, +7) . This means that for each initial shift, e.g. for each transposed sequence, the translation-invariant tone pattern recognition was performed 9 x 50 = 450 times.
In figure 4 , we present a simulation of the transpositionally invariant retrieval of the tone pattern sequence for the initial shift of all tone patterns by a(0) = -4. The ANN has N = 400 neurons and stores 9 pattems as a sequence which is illustrated in figure 1 . The neuron updating is asynchronous. We plot the overlaps with the memorized, i.e. untranslated tone memory patterns. The initial state at t = 0 is the pattern of the tone number 1 shifted by a(0) = -4. Then the translatiowinvariant pattern recall follows, which lasts for IO f cycles. During this period, one t cycle on the graph was equated with one cycle of simulated annealing in the threshold relaxation of the modified Dotsenko algorithm. Since simulation. This relaxational process is interrupted by the arrival of the next transposed tone in the sequence. Thus during each 15 i cycles, a translation-invariant pattern retrieval of pattern /I is followed by a retrieval of the @th pattern in the tone sequence. We made the identification of sequence members dependent on the translation-invariant tone retrieval process and put r = 20 t cycles. Figure 5 shows the evolution of overlaps with the corresponding tone memory patterns in the untranslated tone sequence for the distorted input patterns. Input patterns are the tone patterns from figure 1 shifted by a(0) = -3, in which two randomly chosen stripes, of the total seven stripes, were deleted, which Corresponds to about 30% deletion of a tone pattern. Thus, in addition tp the initial shift each tone lacks some of its harmonics. We can see that the transpositionally invariant recall of the tone sequence still happens very clearly although the performance of the network is a little impaired compared to the performance in figure 4 . Figure 6 illustrates the key-distance effect, i.e. the effect of melody transposition distance on the quality of transposition-invariant melody recognition. In figure 6 , we present results of simulations of the transpositionally invariant retrieval of the tone pattern sequence for the three different initial shifts of all tone patterns. We plot the overlaps with the memorized, i.e. untranslated, tone memory patterns which comprise the sequence 1-2-345-6-7-8-9 stored in the ANN with N = 400 neurons. F i t , there is an evolution of overlaps with the sequence of tones which have initial shift a(0) = 0 (i.e. untranslated original melody).
Evolution of overlaps with the sequence of memorized tones for initial shifts of the tone patterns equal to a(0) = 3 and a(0) = 7 shows that the retrieval quality, in term of Then the transition term in the overall local field (i.e. the second term in equation (21)) will look like this:
Thus, if the network is in the state (('."(T)], it can go either to (.$l,u+l(~)] or [.$2*y+1(r)}. The actual transition will be simply determined by the external signal. Generalization of equation (23) for more than two sequences is straightforward. The authors of [13] mention that an ANN performing as a sequence recognizer of sequences composed of nonbiased patterns can discriminate between up to 2 P possible sequences; the capacity for the sequences of biased pattems should be yet determined. The capacity, pma, of the ANN storing biased patterns is a function of bias b and ranges from approximately 0.13N to 0.18N [19] . Thus, we do not expect that the capacity of storage of sequences of biased patterns will differ too much from the capacity of ANN storing unbiased patterns.
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Discussion
The study presented in this paper belongs to that category of works that make suggestive analogies between A" and biological computational processes, such as for olfaction [34, 351, visual processing 1361, hippocampus [37, 381, and auditory processing [15] .
We have developed and tested a computational ANN model of the transpositional invariancy of melody recognition which is a common but nonetheless remarkable human faculty. A melody is considered to-be a temporal sequence of tones (with some timbre, loudness, rhythm, etc). and its recognition is performed by an ANN with fast and slow synapses designed for storage and recognition of sequences of patterns described by Sompolinsky recall is succesful, the recalled state serves for auto-associative retrieval of the corresponding pattern in a predetermined sequence. The network proceeds from one pattern to the next in a predetermined sequence only in the case when the transposition-invariant recall of individual original tones is succesfully completed. Thus, there are two processes taking place in the ANN: transposition-invariant recall of tones comprising the original untransposed melody, and recognition whether these patterns belong to an original sequence of tones. As tone patterns, we used the same internal representation of complex tones which was introduced in our previous work on modelling the effect of the missing fundamental [15]. Here, the perceptual template of each complex tone is comprised of a particular combination of stripes of active neurons representing active iso-frequency bands in the auditory cortex (figure 1). Such a representation the problem of transposition-invariant recognition of tone (that is a frequency complex) to be teated as a translation-invariant retrieval of its stripe representation.
For translation-invariant retrieval of tone patterns, we used the Dotsenko algorithm for translation-, rotation-and scale-invariant recognition of patterns [l] . This algorithm uses firing. threshold dynamics to guide @e network evolution in the state space towards the desired attractor, and neuronal dynamics performs the error correction. We extended the original proposal (1) by modification of the neuronal dynamics to allow for the storage and retrieval of biased patterns [191 so' that we need not assume periodic translations across the network boundaries, and (2) by replacement the gradient optimization of threshold dynamics with simulated annealing [20,21] so that the system does not get trapped in spurious energy minima too often.
In the computer simulations of the proposed ANN model, we found regular effects of transformation distance (figure 6). That is, the recognition of tone sequence under transposition invariancy displays behaviour that is analogous to the key-distance effect. In other words, psychologically the perceived similarity of the two sequences increases with the proximity of their keys. In our ANN model, the retrieval quality, in terms of magnitude of the overlaps with corresponding tone patterns and the time spent in the corresponding attractors, increases with decreasing initial transposition distance of a melody. This is a consequence of the process of translation-invariant retrieval of individual transposed tones in which the quality of retrieval decreases with the magnitude of initial shift.
Translation-invariant pattern recognition in this model is founded on immediate changes of neuronal firing thresholds throughout whole groups of neurons that take place during threshold relaxation. There is some biological evidence that supports this notion. Faber and Kom [39] review various instances of electrical interactions between neurons mediated by extracellular electrical fields which are generated around depolarized neurons. By simple analysis of intra-and extra-neuronal passive electrical circuits they demonstrate that some current must flow across the membrane of neighbouring cells, thereby influencing their membrane properties. The currents underlying extracellular fields could transiently influence the excitability of adjacent neurons. Each active neuron generates some amount of clirrent, and these individual currents summate so that a large field potential is developed across extracellular resistance. As a consequence, passive polarization of inactive cells is greater than if only one adjacent neuron was active. This transient change in excitability could recruit neurons that otherwise would have been below threshold for impulse initiation. At present there is no direct experimental evidence to support the existence of this phenomenon in the cerebral cortex. However, cortical architecture, involving primary neurons arranged in regular repetitive arrays and the bundling of their dendrites, suggests the possibility of functional electric field effects, especially with .small groups of neurons which are simultaneously active. These field effects would be generally short lasting, yielding relatively brief changes in target cell excitability with no synaptic delay. The recruited group of neurons may then serve as a secondary source of extracellular field potential which manifests its effect on adjacent neurons via electrical coupling across extracellular space. The tone representation comprised of parallel stripes of active neurons is particularly suitable for these interactions.
Slow synapses providing for dynamical memory of tone sequences may exist in the auditow cortex as well. In microelectrode studies in the cat [25], the minimal response latencies of the cortical neurons varied between 10 and 500ms. Individual stimuli were pure tones (e.g. only the fundamental frequencies) of 50ms duration presented at repetition rates of 1-5 per second. The vast majority of recorded neurons in areas AI and A appear to be narrowly tuned with short-latency responses (i.e. less than 50ms). Long-latency (i.e. more than 50ms), broadly-tuned (over several octaves) responses are rarely encountered in these fields. The majority of neurons in fields P and VP are as narrowly tuned as those in fields AI and A, although field P neurons respond at somewhat longer minimum latencies (2045ms). In this field, clusters of neurons often exhibit, besides a narrowly tuned and tonotopically organized short-latency component, also a long-latency component that is broadly tuned. In this case, the short-latency component may be evoked by activation from thalamus and the long-latency component may be the result of activation through intracortical synapses. These connections may play a role in cortical processing of sound sequences.
We intentionaly mentioned sound frequencies because the proposed ANN model for transposition-invariant melody recognition can be applied also to invariant recognition of unharmonic sounds; for instance speech. Humans are able to recognize words pronounced with different accents and at different cadence in terms of frequencies. 'In speech, each speech segment is an unharmonic frequency complex that activates particular combination of frequency stripes in the primary auditory cortex. The stripe patterns depicted in figure 1 may represent any sounds. not only the complex tones. Any harmonic or unharmonic sound can form a stripe-like template that serves as a basis for the proposed transposition-invariant recognition of pattern sequences.
