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ON HOMOMORPHISMS INVOLVING A HOOK WEYL MODULE
MIHALIS MALIAKAS AND DIMITRA-DIONYSIA STERGIOPOULOU
Abstract. Let k be an infinite field of positive characteristic. We determine
all homomorphisms between Weyl modules for GLn(k), where one of the par-
titions is a hook. As a consequence we obtain a nonvanishing result concerning
homomorphisms between Weyl modules for algebraic groups of type B, C and
D when one of the partitions is a hook.
1. Introduction
Let k be an infinite field of characteristic p > 0. In the polynomial representation
theory of the general linear group GLn(k), the Weyl modules ∆(λ), indexed by par-
titions λ, play an important role and their structure is a major problem in the area.
In particular, the hom spaces HomGLn(k)(∆(λ),∆(µ)) are not well understood.
In [CL] and [CP] nonzero homomorphisms were constructed for pairs of partitions
that differ by a multiple of a positive root under some conditions on p. Another of
the few general results is the existence of nonzero homomorphisms for neighboring
Weyl modules [Ja]. Homomorphisms between hooks that differ by a positive root
where classified in [OM]. More generally homomorphisms corresponding to pairs
of partitions that differ by a positive root were classified in [Ku2], see also [An], as
a corollary of their result on the corresponding Ext1 group. A result for SL3 was
obtained in [BF] corresponding to the case where the partitions differ by a multiple
of a positive root. In [CoP] all homomorphisms between Weyl modules for SL3
were classified for p > 2.
In this paper, we classify all homomorphisms between Weyl modules when one
of λ, µ is a hook in the sense that we give equivalent arithmetic conditions on
p, λ, µ expressed via certain binomial coefficients, such that there is a non-zero map
φ : ∆(λ) → ∆(µ). Moreover, under these conditions we show that φ is unique up
to scalar multiple and provide an explicit description.
After the first draft of this paper was written, we became aware of [Lou], where
homomorphisms between Specht modules were classified when one of the parti-
tions is a hook, using Khovanov-Lauda-Roquier algebras. By a result of [CL], this
implies a classification of homomorphisms between the corresponding Weyl mod-
ules when p > 2. Our proof is different and covers the case p = 2. It relies on
a detailed analysis of the images of the relations of ∆(λ) under the generators of
Hom(D(λ),∆(h))), where h is a hook partition and D(λ) = D(λ1)⊗ · · · ⊗D(λm)
is the indicated tensor product of divided powers of the natural GLn(k)-module,
λ = (λ1, ..., λm). Working with weight subspaces of ∆(h), this boils down to a
certain linear system, essentially defined over the integers, and we find equivalent
conditions so that it has a nonzero solution modulo p.
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In Section 7 we consider G a classical group of type Bn, Cn, Dn and observe that
the natural embedding G ⊆ GLN(k), where N = 2n+1, 2n, induces, under suitable
conditions, an injective map
HomGLN(k)(∇(λ),∇(µ))→ HomG(∇G(λ),∇G(µ))
where λ, µ are partitions of r with at most n parts and ∇(λ),∇G(λ) are the induced
modules of GLN (k), G respectively with highest weight determined by the partition
λ in the usual manner (Proposition 7.2). It follows immediately that our main
theorem yields a nonvanishing result for HomG(∇G(λ),∇G(µ)) when µ is a hook
(Corollary 7.1).
Section 2 is devoted to notation and recollections. The main result, Theorem
3.1, is stated in section 3. In Section 4 we find equivalent conditions for a map
D(λ) → ∆(h) to induce a map ∆(λ) → ∆(h). That these are equivalent to the
conditions of Theorem 3.1 is shown in Section 5. As a corollary of the main result,
we recover in Section 6 with a different proof the integral Ext1 groups between any
two hooks [MS]. In Section 7 we consider classical groups G of type Bn, Cn and
Dn and show the nonvanishing result on induced G-modules mentioned above.
We thank H. Geranios for bringing [Lou] to our attention.
2. Notation and Recollections
2.1. Notation. Let k be an infinite field of characteristic p > 0. We will be
working with homogeneous polynomial representations of GLn(k) of degree r, or
equivalently, with modules over the Schur algebra S = Sk(n, r) [Gr]. Let V = k
n
be the natural GLn(k)=module. By DV =
∑
i≥0DiV and ∧V =
∑
i≥0 ∧
iV we
denote the divided power algebra of V and the exterior algebra of V respectively.
We will usually omit V and write Di and ∧
i. By ∧(n, r) we denote the set of
sequences a = (a1, . . . , an) of nonnegative integers that sum to r and by ∧
+(n, r)
we denote the subset of ∧(n, r) consisting of sequences λ = (λ1, . . . , λn) such that
λ1 ≥ λ2 · · · ≥ λn. Elements of ∧
+(n, r) are referred to as partitions. A hook h is a
partition of the form h = (a, 1b).
For λ ∈ ∧+(n, r), we denote by ∆(λ) the corresponding Weyl module for S. For
example, if λ = (r), then ∆(λ) = Dr, and if λ = (1
r), then ∆(λ) = ∧r.
For a = (a1, . . . , an) ∈ ∧(n, r), we denote by D(a) or D(a1, . . . , an) the tensor
product Da1 ⊗ · · · ⊗ Dan . All tensor products in this paper are over k unless
otherwise specified.
2.2. Relations for Weyl modules, straightening. We recall from [ABW] the
following description of ∆(λ) in terms of generators and relations. Let λ = (λ1, . . . ,
λm) ∈ ∧
+(n, r), λm > 0. There is an exact sequence of S-modules
m−1∑
i=1
λi+1∑
t=1
D(λ1, . . . , λi + t, λi+1 − t, . . . , λm)

−→ D(λ)
d′λ−→ ∆(λ)→ 0,
where the restriction of to the summandM(t) = D(λ1, . . . , λi+t, λi+1−t, . . . , λm)
is the composition
M(t)
1⊗···⊗∆⊗···1
−−−−−−−−→ D(λ1, . . . , λi, t, λi+1 − t, . . . , λm)
1⊗···⊗m⊗···1
−−−−−−−−→ D(λ),
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where ∆ : D(λi+ t)→ D(λi, t) and m : D(t, λi+1− t)→ D(λi+1) are the indicated
components of the comultiplication and multiplication respectively of the Hopf
algebra DV and d′λ is the map in [ABW], Def.II.13.
We recall the straightening law and the standard basis theorem for ∆(h), h =
(a, 1b) [ABW]. Fix an ordered basis e1, .., en of V . For simplicity, we denote the
element ei by i and accordingly the element e
(a1)
i1
...e
(at)
it
⊗ej1⊗ ...⊗ejb ∈ Da⊗D(1
b)
by i1
(a1)...it
(at) ⊗ j1 ⊗ ...⊗ jb. The image of this element under d
′
h will be denoted
by i1
(a1)...it
(at)/j1...jb. Such an element will be called a tableau of ∆(h). We note
that such a tableau is symmetric in the i1
(a1), ..., it
(at) and skew-symmetric in the
j1, . . . , jb. Now suppose i1 < i2 < ... < it and j1 ≤ i1. Then in ∆(h) we have the
straightening law
i1
(a1)...it
(at)/j1...jb =

−
∑
s≥2
i1
(a1+1)...is
(as−1)...it
(at)/isj2...jb, if j1 = i1
−
∑
s≥1
j1i1
(a1)...is
(as−1)...it
(at)/isj2...jb, if j1 < i1.
A k - basis of ∆(h) is the set of the elements i1
(a1)...it
(at)/j1...jb, where a1 +
...+ at = a, i1 < ... < it and i1 < j1 < ... < jb.
We refer to these basis elements as standard tableaux of ∆(h). The content (or
weight) β of such an element i1
(a1)...it
(at)/j1...jb is the sequence β = (β1, ..., βn),
where βi is the number of occurrences of i. If βk+1 = ... = βn = 0 we may write
β = (β1, ..., βk)
2.3. Weight spaces. If (a1, ..., an) ∈ ∧(n, r) and h ∈ ∧
+(n, r) is a hook, we iden-
tify the k-space HomS(D(a1, ..., an),∆(h)) with the subspace of ∆(h) spanned by
the standard tableaux of content (a1, ..., an) [AB]. Hence from 2.3 we obtain the
following. Suppose λ, h ∈ ∧+(n, r), where λ = (λ1, ..., λm), λm > 0, h = (a, 1
b). If
b ≥ 1, then a k-basis of HomS(D(λ),∆(h)) is the set {φJ : J ∈ B(λ, h)}, where
B(λ, h) = {J = (j1, ..., jb) ∈ N
b : 2 ≤ j1 < ... < jb ≤ m},
and φJ : D(λ)→ ∆(h) is the composition
D(λ)→ D(λ1, ..., λj−1, 1, ..., λjb − 1, 1, ..., λm)
≃ D(λ1, ..., λj−1, ..., λjb , 1, ..., λm)⊗D(1
b) = D(h)→ ∆(h),
where the first map on the factor D(λjs) is the two-fold comultiplication D(λjs)→
D(λjs − 1, 1), s = 1, ..., b, and on the rest of the factors is the identity map, the
middle map is the indicated rearrangement of factors in the tensor product, and the
last map is d′h. If b = 0, then HomS(D(λ),∆(h)) is one dimensional spanned by the
map φ∅ : D(λ)→ ∆(h) which is the multiplication D(λ1, ..., λm)→ D(r) = ∆(h).
3. Main result
Suppose λ, h ∈ ∧+(n, r), λ = (λ1, ..., λm), λm 6= 0 and h = (a, 1
b), where it
is understood that h = (r) if b = 0. We may assume that m ≥ b + 1 since
otherwise HomS(∆(λ),∆(h)) = 0 as λ is not less than or equal to h in the dom-
inance order of partitions. If m = b + 1, then the first column of λ and the first
column of h have equal lengths and by column removal ([Ku1], Prop. 1.2), we
have HomS(∆(λ),∆(h)) = HomS′(∆(λ
′),∆(h′)), where λ′ = (λ1 − 1, ..., λm −
1), h′ = (a − 1), S′ = Sk(n, r − b − 1). If λ
′ has only one row, then λ′ = h′ and
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HomS′(∆(λ
′),∆(h′)) = k by [Ja], Cor. II.6.24. Therefore we assume throughout
that m ≥ b+ 2.
In order to state the main result of this paper we will need further notation. If
x, y are positive integers, let
R(x, y) = gcd{
(
x
1
)
,
(
x+1
2
)
, ...,
(
x+y−1
y
)
}.
If λ ∈ ∧+(n, r) such that λ 6= (1, ..., 1), let
q = max{i : λi ≥ 2}.
If λ = (1, ..., 1), we define q = 0 and λq = 0.
Theorem 3.1. Let k be an infinite field of characteristic p > 0 and λ, h ∈ ∧+(n, r), λ =
(λ1, ..., λm), λm 6= 0, h = (a, 1
b),m ≥ b+ 2. Then the following hold.
i) dimHomS(∆(λ),∆(h)) ≤ 1.
ii) Suppose q ≥ b+ 1. Then HomS(∆(λ),∆(h)) 6= 0 if and only if p divides
R(λi, λi+1 − 1), i = 1, ..., b− 1,
R(λb, λb+1),
R(λi + 1, λi+1), i = b+ 1, ...,m− 1.
iii) Suppose q ≤ b. Then HomS(∆(λ),∆(h)) 6= 0 if and only if p divides
R(λi, λi+1 − 1), i = 1, ..., q − 1,
λq + b+ 2− q,
2, if m− b ≥ 3.
iv) In cases ii) and iii) above, a nonzero element of HomS(∆(λ),∆(h)) is
induced by the map ψ =
∑
I∈B(λ,h) dIφI , where
dI =
b∏
u=1
iu−2∏
v=u
(−λv+1), I = (i1, ..., ib).
A few remarks are in order.
(1) In the above statement, case ii), it is understood that R(λi, λi+1 − 1) = 0 if
q < 2. Also in case iv), if u < iu − 2, the corresponding product
∏iu−2
v=u (−λv+1)
(empty product) is 1. In particular, if I = (2, 3, ..., b+ 1), then dI = 1.
(2) In case iii) we note that the only possible value of p is 2 if m− b ≥ 3.
(3) Consider HomS(∆(h),∆(λ)), where λ, h ∈ ∧
+(n, r) and h is a hook. Then by
[AB], Theorem 7.7, and contravariant duality, loc. cit,. Section 2, we have
HomS(∆(h),∆(λ)) = HomS(∆(λ
t),∆(ht)),
where the transpose of a partition µ is denoted by µt. Since the transpose of a
hook is a hook, the right hand side may be determined by Theorem 3.1 and the
reductions stated before it.
4. Relations
According to 2.3, every map of S-modules D(λ) → ∆(h), is of the form φ =∑
I∈B(λ,h) cIφI , cI ∈ k. In this section we determine equivalent conditions on
λ, h, cI so that φ induces a map of S modules ∆(λ)→ ∆(h).
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Lemma 4.1. Let λ, h ∈ ∧+(n, r), λ = (λ1, ..., λm), λm 6= 0, h = (a, 1
b) and φ =∑
I∈B(λ,h) cIφI .Then φ induces a map of S modules ∆(λ) → ∆(h) if and only if
the following relations hold.
R1(t,1) : For 2 /∈ I, t = 1, ..., λ2,
(
λ1+t
t
)
cI +
(
λ1+t−1
t−1
) b∑
u=1
(−1)ucI[iu→2] = 0,
where I[iu → 2] = (2 < i1 < · · · < îu < · · · < ib) and îu means that iu is
omitted.
R1(t,2) : For 2 ∈ I, t = 1, ..., λ2 − 1,(
λ1+t−1
t
)
cI = 0.
Ri(t,1) : For i ≥ 2, i ∈ I, i+ 1 /∈ I, t = 1, ..., λi+1,(
λi+t−1
t
)
cI +
(
λi+t−1
t−1
)
cI[i→i+1] = 0,
where I[i → i + 1] = (i1 < · · · < i + 1 < · · · < ib) if I = (i1 < · · · < i <
· · · < ib) and i+ 1 /∈ I.
Ri(t,2) : For i ≥ 2, i /∈ I, i+ 1 ∈ I, t = 1, ..., λi+1 − 1,(
λi+t
t
)
cI = 0.
Ri(t,3) : For i ≥ 2, i /∈ I, i+ 1 /∈ I, t = 1, ..., λi+1,(
λi+t
t
)
cI = 0.
Ri(t,4) : For i ≥ 2, i ∈ I, i+ 1 ∈ I, t = 1, ..., λi+1 − 1,(
λi+t−1
t
)
cI = 0.
Proof. By 2.2, φ induces a map of S-modules ∆(λ)→ ∆(h) if and only if φ(Im) =
0. First we compute the image under φ of the relations coming from rows 1 and 2
of λ. Let
Xt = 1
(λ1) ⊗ 1(t)2(λ2−t) ⊗ · · · ⊗m(λm) ∈ Im(), t = 1, ..., λ2.
Then φ(Xt) = At + Bt, where At =
∑
2∈J cJφJ (Xt) and Bt =
∑
2/∈J cJφJ (Xt).
If J = (i1, ..., ib), 1 ≤ is ≤ n, we denote by Tt,J ∈ ∆(h) the unique row standard
tableau of ∆(h) of weight (λ1 + t, λ2 − t, λ3, ..., λm) with leg i1...ib. Then from the
definition of φJ we obtain
At =
∑
2∈J
cJ
(
λ1+t−1
t−1
)
Tt,J(2→1) +
∑
2∈J
cJ
(
λ1+t
t
)
Tt,J , t = 1, ..., λ2 − 1,(1)
At =
∑
2∈J
cJ
(
λ1+t−1
t−1
)
Tt,J(2→1), t = λ2,(2)
where J(2 → v) = (v, j2, ..., jb) if J = (2 < j2 < ... < jb) ∈ B(λ, h) Using
the straightening law in (1), rearrangement of terms and the identity −
(
a+b−1
b−1
)
+
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a+b
b
)
=
(
a+b−1
b
)
we have
At =
∑
2∈J
cj
(
λ1+t−1
t−1
)
(−
∑
v≥2
Tt,J(2→v)) +
∑
2∈J
cJ
(
λ1+t
t
)
Tt,J
=
∑
2∈J
(
−cJ
(
λ1+t−1
t−1
)
+ cJ
(
λ1+t
t
))
Tt,J(2→2)
+
∑
v≥3
∑
2∈J
(−1)cJ
(
λ1+t−1
t−1
)
Tt,J(2→v)
=
∑
2∈J
(−cJ)
(
λ1+t−1
t
)
Tt,J +
∑
v≥3
∑
2∈J
(−cJ)
(
λ1+t−1
t−1
)
Tt,J(2→v).
Let
C =
∑
v≥3
∑
2∈J
(−cJ)
(
λ1+t−1
t−1
)
Tt,J(2→v),
and fix I = (i1 < i2 < ... < ib), 3 ≤ i1 < ... < ib ≤ m. Then the coefficient of Tt,J
in C is equal to
−
(
λ1+t−1
t−1
) b∑
u=1
(−1)u+1cI[iu→2],
because of skew-symmetry in the leg. Hence
At =
∑
2∈J
(−cJ)
(
λ1+t−1
t
)
Tt,J
−
(
λ1+t−1
t−1
) ∑
I=(i1<...<ib)
3≤i1
(
b∑
u=1
(−1)u+1cI[iu→2]
)
Tt,I ,(3)
which is valid for t = 1, ..., λ2− 1. For t = λ2, a similar computation from (2) yields
Aλ2 =
(
λ1+λ2−1
λ2−1
) ∑
I=(i1<...<ib)
3≤i1
(
b∑
u=1
(−1)u+1cI[iu→2]
)
Tλ2,I .(4)
For Bt, the definition of φJ yields
Bt =
∑
2/∈I
cI
(
λ1+t
t
)
Tt,I , t = 1, ..., λ2.(5)
From (3) and (5) we have for each t = 1, ..., λ2 − 1,
φ(Xt) =−
∑
2∈J
cJ
(
λ1+t−1
t
)
Tt,J
+
∑
2/∈I
(
−
(
λ1+t−1
t−1
) b∑
u=1
(−1)u+1cI[iu→2] +
(
λ1+t
t
)
cI
)
Tt,I(6)
and from (4) and (5)
φ(Xλ2 ) =
∑
2/∈I
(
−
(
λ1+λ2−1
λ2−1
) b∑
u=1
(−1)u+1cI[iu→2] +
(
λ1+λ2
λ2
)
cI
)
Tλ2,I .(7)
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Since all the tableaux appearing in the right hand side of (6) are standard and
distinct, and likewise for (7), we conclude that if φ induces a map of S-modules
∆(λ)→ ∆(h), then the relations R1(t, 1) and R1(t, 2) hold.
Next we compute the image under φ of the relations coming from rows i and
i+ 1 of ∆(λ), i = 2, ...,m− 1. Let
Yt = 1
(λ1) ⊗ ...⊗ i(λi) ⊗ i(t)(i+ 1)(λi+1−t) ⊗ ...⊗m(λm) ∈ Im(),
t = 1, ..., λi+1. Then φ(Yt) =
∑
J cJφJ (Yt) = At+Bt+Ct+Dt, where At, Bt, Ct, Dt
correspond to the summands such that
i ∈ J, i+ 1 /∈ J,
i /∈ J, i ∈ J,
i, i+ 1 /∈ J,
i, i+ 1 ∈ J,
respectively. For t = 1, ..., λi − 1 the definition of φJ yields
At =
∑
i∈J
i+1/∈J
cJ
(
λi+t−1
t
)
Tt,J ,
Bt =
∑
i/∈J
i+1/∈J
cJ
(
λi+t−1
t−1
)
Tt,J[i+1→i] +
∑
i/∈J
i+1∈J
cJ
(
λi+t
t
)
Tt,J ,
Ct =
∑
i/∈J
i+1/∈J
cJ
(
λi+t
t
)
Tt,J , ,
Dt =
∑
i∈J
i+1∈J
cJ
(
λi+t−1
t−1
)
Tt,J .
Noting that Tt,J , where i ∈ J and i+1 /∈ J , appears in both At and Bt, we obtain
φ(Yt) =
∑
i∈J
i+1/∈J
(
cJ
(
λi+t−1
t
)
+ cJ[i→i+1]
(
λi+t−1
t−1
))
Tt,J
+
∑
i/∈J
i+1∈J
cJ
(
λi+t
t
)
Tt,J +
∑
i/∈J
i+1/∈J
cJ
(
λi+t
t
)
Tt,J +
∑
i∈J
i+1∈J
cJ
(
λi+t−1
t−1
)
Tt,J ,
valid for t = 1, ..., λi+1 − 1. A similar computation for t = λi+1 gives
φ(Yλi+1 ) =
∑
i∈J
i+1/∈J
(
cJ
(
λi+λi+1−1
λi+1
)
+ cJ[i→i+1]
(
λi+λi+1−1
λi+1−1
))
Tt,J
+
∑
i/∈J
i+1/∈J
cJ
(
λi+λi+1
λi+1
)
Tt,J .
Since all the tableaux appearing in the right hand side of the last equation are
standard and distinct, and likewise for the penultimate equation, we conclude that
if φ induces a map of S-modules ∆(λ) → ∆(h), then the relations Ri(t, j), j =
1, 2, 3, 4, hold.
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Conversely, it is clear from the above that if the relations of the Lemma are
satisfied, then φ(Im()) = 0 and hence φ induces a map of S-modules ∆(λ) →
∆(h) 
Corollary 4.2. Let λ, h ∈ ∧+(n, r), h = (a, 1b). Then dimHom(∆(λ),∆(h)) ≤ 1.
If Hom(∆(λ),∆(h)) 6= 0, then a nonzero element of Hom(∆(λ),∆(h)) is the map
induced by ψ =
∑
I∈B(λ,h) dIφI , where
dI =
b∏
u=1
iu−2∏
v=u
(−λv+1), I = (i1, ..., ib).
Proof. Suppose HomS(∆(λ),∆(h)) 6= 0, i.e. φ =
∑
I cIφI : D(λ) → ∆(h) in-
duces a nonzero map of S-modules, ∆(λ) → ∆(h). Order the elements of B(λ, h)
lexicographically. Then I0 = (2, 3, ..., b + 1) is the least element. We will show
by induction on this ordering that cI = dIcI0 . The case I = I0 is immediate as∏iu−2
v=u (−λv+1) = 1 (empty product). Let I ∈ B(λ, h), I > I0. Then there is an
i+1 ∈ I, i+1 > 2 such i /∈ I. Hence there is a J ∈ B(λ, h) such that I = J [i→ i+1].
By Ri(1, 1) of Lemma 4.1, we have cI = (−λi)cJ . Since J < I, we have cJ = dJcI0 ,
where J = (j1 < ... < i < ... < jb). Hence cI = (−λi)dJcI0 = dIcI0 .
It remains to show that, assuming HomS(∆(λ),∆(h)) 6= 0, the map ∆(λ) →
∆(h) induced by ψ is nonzero. This is immediate as the image of the canonical
standard tableau d′λ(1
(λ1) ⊗ · · · ⊗m(λm)) under the induced map is a linear com-
bination of standard tableaux in ∆(h) that are distinct and the coefficient of the
canonical standard tableau in ∆(h) is 1. 
5. Equivalence of relations
5.1. One direction. Suppose the map ψ =
∑
I∈B(λ,h) dIφI defined in Corollary
4.2 induces a map of S-modules ∆(λ) → ∆(h). We will show in this subsection
that the conditions ii) and iii) of Theorem 3.1 are satisfied.
Case 1. Suppose q ≥ b+ 1.
Apply R1(t, 2) for I = (2, 3, ..., b, b+1). Since dI = 1, we have R(λ1, λ2− 1) = 0.
Apply Ri(t, 4) for I = (2, 3, ..., b, b+1), i = 2, ..., b−1, to obtain R(λi, λi+1−1) =
0, i = 2, ..., b− 1.
Next we show that λb = λb+1+1 = 0. Indeed, since q ≥ b+1, we have λb+1 ≥ 2
and hence may apply Rb(1, 4) for I = (2, 3, ..., b, b + 1) to obtain λb = 0. Next,
applying R1(1, 1) for I = (3, 4, ..., b+ 2) and using the definition of the coefficients
dJ , we have
±(λ1 + 1)λ2λ3...λb+1 ± λ3λ4...λb+1 ± ...+ (−1)
b(−λb+1) + (−1)
b+1 = 0.
Since λb = 0, we obtain λb+1 + 1 = 0.
Apply Rb(t, 1) for I = (2, 3, ..., b, b+ 2) and use the previous result to obtain(
λb+t−1
t
)
(−λb+1) +
(
λb+t−1
t
)
λbλb+1 ⇒
(
λb+t−1
t
)
= 0,
t = 1, 2, ..., λb+1. Hence R(b, b+ 1) = 0.
It remains to be shown that R(λi + 1, λi+1) = 0, i = b + 1, ...,m− 1. The cases
i = b+2, ...,m−1 follow from Ri(t, 3) for I = (2, 3, ..., b+1). Finally, apply Ri(t, 1)
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for i = b+ 1 and I = (2, 3, ..., b+ 1) to obtain
0 =
(
λb+1+t−1
t
)
+
(
λb+1+t−1
t−1
)
(−λb+1)
=
(
λb+1+t−1
t
)
+
(
λb+1+t−1
t−1
)
=
(
λb+1+t
t
)
.
Case 2. Suppose q ≤ b.
Apply R1(t, 2) for I = (2, 3, ..., b, b+1). Since dI = 1, we have R(λ1, λ2− 1) = 0.
Apply Ri(t, 4) for I = (2, 3, ..., b, b+1), i = 2, ..., b−1, to obtain R(λi, λi+1−1) =
0, i = 2, ..., b− 1.
Since m ≥ b+2, we may consider I = (3, 4, ..., b+2) ∈ B(λ, h) and apply R1(1, 1)
to obtain
(8) 0 = (λ1 + 1)dI +
b∑
u=1
(−1)udI[iu→2].
If i < q, then λi = 0 from what we just proved. Also, if i > q, then λi = 1 by the
definition of q.
• Suppose q ≥ 3. Using the definition of dI[iu→2] and dI we have from (8)
0 = (λ1 + 1)dI +
b∑
u=q−2
(−1)udI[iu→2] = (λ1 + 1)dI + (−1)
bλq + (−1)
b(b+ 2− q)
and dI = −λ2dJ = 0, where J = (2, 4, 5, ..., b+2). Hence λq+ b+2− q = 0.
• Suppose q = 2. Then λ1 = 0, dI = (−λ2)(−1)...(−1) = (−1)
bλ2 and
dI[iu→2] = (−1)
b−u. Hence from (8) we have 0 = λ2(−1)
b + b(−1)b. Thus
again λq + b+ 2− q = 0 is satisfied.
• Suppose q = 1. Then (8) yields 0 = (λ1 + 1)(−1)
b + b(−1)b. Thus again
λq + b+ 2− q = 0 is satisfied.
Finally, let m − b ≥ 3. Consider I = (2, 3, ..., q̂ + 1, q̂ + 2, ..., b + 3) ∈ B(λ, h).
Apply Rq+1(1, 3) to obtain 0 = 2dI = 2(±1).
5.2. Converse. Suppose conditions ii) or iii) of Theorem 3.1 hold. We will show
in this subsection that the relations of Lemma 4.1 are satisfied for the map ψ =∑
I∈B(λ,h) dIφI defined in Corollary 4.2.
Case 1. Suppose q ≥ b+ 1.
R1(t,1) : Let b = 1. The left hand side of R1(t, 1) is(
λ1+t
t
)
dj −
(
λ1+t−1
t−1
)
d2 =
(
λ1+t
t
)
(−λ2) · · · (−λj−1)−
(
λ1+t−1
t−1
)
1
=
(
λ1+t
t
)
−
(
λ1+t−1
t−1
)
=
(
λ1+t−1
t
)
= 0,
where in the second equality we used R(λi + 1, λi+1), i = 2, ...,m − 1, so that
λi + 1 = 0, and in the last equality we used R(λb, λb+1) for b = 1.
Let b ≥ 2 and 2 /∈ I. Then i1 ≥ 3 and thus ib−1 ≥ b+1 if I = (i1, ..., ib). Thus dI
is a multiple of λb which is zero by R(λb, λb+1). For the same reason, each summand
of
∑b
u=1(−1)
iudI[iu→2] = 0 is zero, except those corresponding to u = b− 1, b. But
these cancel out as
dI[ib−1→2] = (−λib−1) · · · (−λib−1)dI[ib→2] = 1 · · · 1dI[ib→2]
owing to R(λj + 1, λj+1), j ≥ b+ 1. Thus R1(t, 1) = 0.
R1(t,2) : This is immediate from R(λ1, λ2 − 1) if b > 1 and from R(λb, λb+1) if
b = 1.
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Ri(t,1) : In the left hand side of Ri(t, 1) we have dI[i→i+1] = −λidI .
Let i ≥ b+ 1. Then −λi = 1 by R(λi + 1, λi+1) and thus(
λi+t−1
t
)
dI +
(
λi+t−1
t−1
)
dI[i→i+2] =
(
λi+t
t
)
dI = 0
by R(λi + 1, λi+1).
Let i ≤ b. Since q ≥ b + 1, we have λi+1 ≥ 2 meaning that R(λi, λi+1 − 1) is
nonempty. We have λi = 0 by R(λi, λi+1− 1) (if i < b) or by R(λb, λb+1) (if i = b).
Thus the left hand side of Ri(t, 1) is
(
λi+t−1
t
)
dI . If i = b, then
(
λi+t−1
t
)
= 0 by
R(λb, λb+1). If i < b, then i cannot be in the last two positions of I = (j1 < ... < jb)
since j1 ≥ 2. The condition i+1 /∈ I implies that the position in I to the right of i
is occupied by an element ≥ i+ 2. Hence dI is a multiple of λi+1 by the definition
of dI . By R(λi+1, λi+2 − 1) (which is nonempty as i + 2 ≤ q), we have λi+1 = 0.
Ri(t,2) and Ri(t,3) : This is immediate from R(λi + 1, λi+1) if i ≥ b+ 1. If i ≤ b,
then since i /∈ I, the element of I in position i− 1 is ≥ i+1. Hence dI is a multiple
of λi. We have λi = 0 by R(λi, λi+1 − 1) (if i < b) or by R(λb, λb+1) (if i = b).
Ri(t,4) : This is immediate from R(λi, λi+1 − 1) if i < b or from R(λb, λb+1) if
i = b. If i ≥ b + 1, then i + 1 ≥ b + 2 and since i + 1 ∈ I, we have that dI is a
multiple of λi. But λi = 0, by R(λi + 1, λi+1).
Case 2. Suppose q ≤ b. We assume that conditions iii) of Theorem 3.1 hold.
R1(t,2) : This is empty if q = 1, while for q > 1 is follows immediately from
R(λ1, λ2 − 1).
Ri(t,1) : In the left hand side of Ri(t, 1) we have dI[i→i+1] = −λidI .
Let i ≥ q. Then λi+1 = 1, t = 1 and the left hand side of Ri(1, 1) is λidI +
dI[i→i+2] = 0.
Let i ≤ q − 1. Then λi = 0 by R(λi, λi+1 − 1) and thus it suffices to show
that
(
λi+t−1
t
)
dI = 0. If t 6= λi+1, then
(
λi+t−1
t
)
= 0 by R(λi, λi+1 − 1). Suppose
t = λi+1. The condition i + 1 /∈ I implies that the position in I to the right of i is
occupied by an element ≥ i+ 2 and hence dI is a multiple of λi+1. Now(
λi+λi+1−1
λi+1
)
λi+1 = (λi + λi+1 − 1)
(
λi+λi+1−2
λi+1−1
)
which is zero by R(λi, λi+1 − 1).
Ri(t,2) : If i ≥ q, then λi+1 = 1 and Ri(t, 2) is empty. Let i < q. Since i /∈ I and
i + 1 ∈ I, we have that dI is a multiple of λi. But as i < q, we have λi = 0 by
R(λi, λi+1 − 1).
Ri(t,3) : Since i, i+1 /∈ I we have m ≥ b+3. Thus from conditions iii) of Theorem
3.1 we have 2 = 0.
If i > q, then λi = 1, t = 1 and Ri(1, 3) holds.
If i = q, then t = 1. Also, dI is a multiple of λq since q /∈ I and q ≤ b+ 1. Since
(λq + 1)λq is a multiple of 2, we have (λq + 1)dI = 0.
If i < q, then, as in the previous case, dI is a multiple of λi. But λi = 0 by
R(λi, λi+1 − 1).
Ri(t,4) : If i ≤ q − 1, then
(
λi+t−1
t
)
= 0 by R(λi, λi+1 − 1).
If i ≥ q, then Ri(t, 4) is empty.
R1(t,1) : This is a somewhat lengthy verification, but elementary, as we need to
consider several subcases. Suppose I ∈ B(λ, h), 2 /∈ I and t = 1, ..., λ2. Recall we
are assuming that q ≤ b. For short let S =
∑b
u=1(−1)
udI[iu→2].
Case 1. Let m = b + 2. Then I is unique, namely I = (3, 4, ..., b + 2), dI =
(−1)bλ2λ3 · · ·λb+1 and S =
∑b+2
s=3(−1)
sd(2,3,...,ŝ,...,b+2).
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• Let q = 1. Then λ2 = ... = λm = 1 and hence dI = (−1)
b and S = (−1)bb.
We have t = 1 and the left hand side of R1(1, 1) is
(λ1 + 1)dI + S = (−1)
b(λ1 + b+ 1) = 0,
since λq + b− q + 2 = 0.
• Let q = 2. Then λ3 = ... = λm = 1 and hence dI = (−1)
bλ2 and S =
(−1)bb. The left hand side of R1(t, 1) is
(−1)b
(
λ1+t
t
)
λ2 + (−1)
bb
(
λ1+t−1
t−1
)
= (−1)b
(
λ1+t−1
t
)
λ2,
since λ2 + b = 0. If t < λ2, then by R(λ1, λ2 − 1) we have
(
λ1+t−1
t
)
= 0. If
t = λ2, we have(
λ1+λ2−1
λ2
)
λ2 = (λ1 + λ2 − 1)
(
λ1+λ2−2
λ2−1
)
= 0
again by R(λ1, λ2 − 1).
• Let q ≥ 3. Then λq+1 = ... = λm = 1 and dI = (−1)
bλ2...λq = 0 because
λ2 = 0. Also, d(2,3,...,ŝ,...,b+2) = 0, s = 3, ..., q−1, because λ2 = ... = λq+1 =
0. Hence
S =
b+2∑
s=q
(−1)sd(2,3,...,ŝ,...,b+2)
= (−1)bλq + (−1)
b + ...+ (−1)b = (−1)b(λq + b− q + 2).
Thus S = 0 and the left hand side of R1(t, 1) is 0.
Case 2. Let m > b + 2. Then 2 = 0 and we will omit the signs in the following
computations. Suppose I = (i1, ..., ib+2) ∈ B(λ, h), 2 /∈ I. Hence is ≥ s+ 2 for all
s.
• Let q = 1. Then λ2 = ... = λm = 1 and hence dI = 1 and S = 1+ ...+1 = b.
We have t = 1 and the left hand side of R1(1, 1) is (λ1 + 1)dI + S =
λ1 + 1 + b = 0 since λq + b− q + 2 = 0.
• Let q = 2. Then λ3 = ... = λm = 1 and hence dI = λ2 and S = b. The left
hand side of R1(t, 1) is(
λ1+t
t
)
λ2 + b
(
λ1+t−1
t−1
)
=
(
λ1+t−1
t
)
λ2,
since λ2+ b = 0. Exactly as in the case m = b+3, q = 2 one concludes that
this is 0.
• Let q ≥ 3. Then λq+1 = ... = λm = 1. Also dI is a multiple of λ2 since
i1 ≥ 3. Thus dI = 0 because of R(λ2, λ2 − 1). We will show that S = 0
and for this we consider cases.
1) Let iq−2 = q. Then d(2,i1,...,îs,...,ib) = 0, s = 1, ..., q − 3, because
λq−1 = 0 and at position q − 2 of (2, i1, ..., îs, ..., ib) there is the index
iq−2 = q > q− 1. Also, d(2,i1,...,îq−2,...,ib) = λq and for every s = q− 1, ..., b,
d(2,i1,...,îs,...,ib) = 1. Hence S = λq + b− q + 2 = 0.
2) Let iq−2 ≥ q + 1 and iq−3 = q − 1.Then d(2,i1,...,îs,...,ib) = 0, s =
1, ..., q−3, and d(2,i1,...,îs,...,ib) = λq, s = q−2, ..., b. Hence S = (b−q+3)λq.
Since λq + b− q + 2 = 0 and 2 = 0, it follows that S = (λq + 1)λq = 0.
3) Let iq−3 ≥ q. Then d(2,i1,...,îs,...,ib) = 0 for all s and thus S = 0.
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6. Special case: two hooks
In this Section we work over the integral Schur algebra SZ = SZ(n, r), where
n ≥ r. The corresponding Weyl modules will be denoted by ∆Z(λ). It is well
known that if k is an infinite field, then ∆(λ) = k ⊗Z ∆Z(λ). Consider hooks
h, h(d) ∈ ∧+(n, r), h = (a, 1b), h(d) = (a + d, 1b−d), d > 0. As a corollary of
Theorem 3.1, we obtain a different proof of the following result from [MS].
Corollary 6.1. If d ≥ 2, then
Ext1
Z
(∆Z(h),∆Z(h(d))) =
{
Z2, r + d odd
0, r + d even.
Proof. From the short exact sequence of SZ-modules
0→ ∆Z(h(d))→ DZ(a+ d− 1)⊗Z ΛZ(b− d+ 1)→ ∆Z(h(d− 1))→ 0
the long exact sequence in cohomology yields the injective map
Ext1SZ(∆Z(h),∆Z(h(d)))→ Ext
1
SZ
(∆Z(h), DZ(a+ d− 1)⊗Z ΛZ(b− d+ 1))
because HomSZ(∆Z(h),∆Z(h(d))) = 0 as h, h(d) are distinct partitions. Applying
twice Theorem 2 of [Ku1] and contravariant duality, we have
Ext1SZ(∆Z(h), DZ(a+ d− 1)⊗Z ΛZ(b − d+ 1))
=Ext1SZ(DZ(a− 1)⊗Z,ΛZ(d), DZ(a+ d− 1))
=Ext1SZ(ΛZ(a+ d− 1), DZ(d)⊗Z,ΛZ(a− 1))
=Ext1SZ(ΛZ(d), DZ(d)),
and it is well known that this last extension is Z2 when d > 1, [A]. Hence
Ext1SZ(∆Z(h),∆Z(h(d))) is 0 or Z2. Now from the universal coefficient theorem
[AB],
Hom(∆(h),∆(h(d))) = TorZ1 (k,Ext
1
SZ
(∆Z(h),∆Z(h(d)))),
and from Theorem 3.1 iii), Hom(∆(h),∆(h(d))) = 0 unless a + (b − d) + 2 − 1 is
even, in which case Hom(∆(h),∆(h(d))) = k. Hence the result follows. 
7. Classical groups
The purpose of this Section is to indicate how Theorem 3.1 yields a nonvanishing
result for homomorphisms between Weyl modules (or induced modules) for G a
special orthogonal or symplectic group of rank n, when one of the partitions is a
hook, Corollary 7.1. For this, we observe a general fact in Proposition 7.2 that
relates homomorphisms spaces between induced modules for GLN (k) and G, N =
2n+ 1, 2n.
7.1. Notation and recollections. We begin by fixing notation and recalling some
facts concerning induced modules of reductive groups specialized to the classical
groups. For more details see [Ja], II.2. Let k be an infinite field and GLN (k) the
general linear group of N ×N matrices over k. The coordinate ring k[GLN (k)] is a
left GLN (k)-module with action given be right translation, (g1f)(g2) = f(g2g1),
for f ∈ k[GLN(k)], g1, g2 ∈ GLN(k). Let B ⊆ GLN(k) be the subgroup of
lower triangular matrices and T ⊆ GLN (k) be the subgroup of triangular ma-
trices. For each i = 1, ..., N , let ǫi : TN → k
∗, k∗ = k − 0, be the function
such that ǫi(diag(t1, .., tN )) = ti. The character group X(T ) is free abelian of
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the ǫi, X(T ) = {λ1ǫ1 + · · ·λN ǫN : λi ∈ Z}. We have the set of positive roots
Φ+ = {ǫi − ǫj : 1 ≤ i < j ≤ N} and a partial order on X(T ): λ ≤ µ if µ − λ is a
sum of positive roots.
As is customary, we will identify the N -tuple of integers (λ1, · · · , λN ) with λ1ǫ1+
· · ·+ λN ǫN . Each λ ∈ X(T ) extends uniquely to a character of B which we denote
again by λ. Let kλ be the corresponding one dimensional B-module. By ∇(λ)
we denote the induced module {f ∈ k[GLN (k)] : f(bg) = λ(b)f(g) for all g ∈
GLN(k), b ∈ B}. This module is nonzero if and only if λ = (λ1, · · · , λN ) satisfies
λ1 ≥ λ2 ≥ · · · ≥ λN . Moreover, if ∇(λ) 6= 0, then it is a highest weight module of
weight λ and it has simple socle L(λ) of highest weight λ. The corresponding Weyl
module ∆(λ) for GLN (k) is the contravariant dual of ∇(λ).
We have the set ∧+(N, r) of partitions of r with at most N parts. The transpose
λ
′
= (λ
′
1, · · · , λ
′
q) of a partition λ = (λ1, · · · , λN ) is defined by λ
′
j = #{i : λi ≥ j}.
Next we consider special orthogonal and symplectic groups. In the case of special
orthogonal groups, we will assume that p > 2. Let
SON (k) = {X ∈ SLN(k) : X
tJNX = JN},
Sp2n(k) = {X ∈ SL2n(k) : X
tJ
′
2nX = J
′
2n}
where
JN =
0 1. . .
1 0
 , J ′2n = ( 0 Jn−Jn 0
)
.
For G = SO2n+1(k), Sp2n(k), SO2n(k), let TG and BG be the subgroups of diagonal
and lower triangular matrices respectively in G. We will denote the restriction of
ǫi to TG by ǫi. The character group of G, X(TG) = {λ1ǫ1 + · · · + λnǫn : λi ∈ Z},
is free abelian on the ǫi. Each λ ∈ X(TG) extends uniquely to a character of BG
which we denote again by λ. We have the set of positive roots in each case
SO2n+1(k) : Φ
+ = {ǫi ± ǫj : 1 ≤ i < j ≤ n} ∪ {ǫi : 1 ≤ i ≤ n},
Sp2n(k) : Φ
+ = {ǫi ± ǫj : 1 ≤ i < j ≤ n} ∪ {2ǫi : 1 ≤ i ≤ n},
SO2n(k) : Φ
+ = {ǫi ± ǫj : 1 ≤ i < j ≤ n},
and a partial order on X(TG): λ ≤ µ if µ− λ is a sum of positive roots.
Let kλ be the corresponding one dimensional BG-module. The coordinate ring
k[G] of G is a left G-module with action given be right translation. By ∇G(λ) we
denote the induced module {f ∈ k[G] : f(bg) = λ(b)f(g) for all g ∈ G, b ∈ BG}.
The corresponding Weyl module ∆G(λ) for G is the contravariant dual of ∇G(λ).
For G = SO2n+1(k), Sp2n(k) we have ∇G(λ) 6= 0 if and only if λ1 ≥ · · ·λn ≥ 0
and for G = SO2n(k) we have ∇G(λ) 6= 0 if and only if λ1 ≥ · · ·λn−1 ≥ |λn| ≥ 0,
where λ = λ1ǫ1 + · · ·+ λnǫn. Moreover, if ∇G(λ) 6= 0, then it is a highest weight
module of weight λ and it has simple socle LG(λ) of highest weight λ.
Let λ = (λ1, ..., λn) ∈ ∧
+(n, r) and N = 2n+ 1, 2n. According to the above we
have the induced GLN (k)-module ∇(λ) of highest weight λ1ǫ1+ ...+λnǫn and also
the induced G-module ∇G(λ) of highest weight λ1ǫ1 + ...+ λnǫn.
7.2. Homomorphisms between induced modules for classical groups. Let
G be one of SO2n+1(k), Sp2n(k), SO2n(k) and let λ, µ ∈ ∧
+(n, r), λ = (λ1, ..., λn),
µ = (µ1, ..., µn). Consider the following assumptions.
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(a) p > 2 if G = SO2n+1(k), SO2n(k).
(b) λn = µn = 0 if G = SO2n(k).
We intend to show in this section the following nonvanishing result.
Corollary 7.1. Let λ, µ ∈ ∧+(n, r), where µ = h is a hook. If λ, µ and p satisfy
the assumptions (a), (b) above and p satisfies the divisibility properties of (ii) or
(iii) of Theorem 3.1, then
HomG(∇G(λ),∇G(µ)) 6= 0.
The inclusion G ⊆ GLN(k), where N = 2n + 1, 2n, yields, via restrictions of
polynomial functions, a homomorphism of coordinate rings k[GLN(k)] → k[G]. It
was shown by Donkin [Do1], Proposition 1.4, that ψ induces a surjection ∇(λ) →
∇G(λ) of G-modules when G = Sp2n(k) and λ ∈ ∧
+(n, r). The same argument
shows the corresponding result for G = SO2n+1(k), SO2n(k) provided assumptions
(a), (b) above hold for λ, [Ma2], Proposition 1.3.
Corollary 7.1 is an immediate consequence of Theorem 3.1, the well known iso-
morphism
HomGLN (k)(∆(λ),∆(µ)) ≃ HomGLN(k)(∇(λ),∇(µ)),
see for example [AB], and the following general result which is independent of the
rest of the paper.
Proposition 7.2. Let λ, µ ∈ ∧+(n, r). Under the assumptions (a) and (b) above,
the restriction map k[GLN (k)]→ k[G] induces an injective map
HomGLN (k)(∇(λ),∇(µ)) → HomG(∇G(λ),∇G(µ)).
Proof. (a) If α = (α1, · · · , αs) is a sequence of nonnegative integers, let Λ(α) =
Λα1V ⊗· · ·⊗ΛαsV, a tensor product over k of exterior powers of the naturalGLN(k)-
module V of column vectors, and S(α) = Sα1V ⊗ · · · ⊗ SαsV a tensor product of
symmetric powers of V . For a partition λ we denote by LλV the Schur module of
[ABW], Definition II.1.3, and recall that it is defined as the image of a particular
GLN(k)-map dλ : Λ(λ) → S(λ
′
), where λ
′
denotes the transpose partition of λ.
As GLN (k)-modules, ∇(λ) ≃ Lλ′V [Do2]. Thus we have the a surjective map of
G-modules
πλ′ : Lλ′V → ∇G(λ)
induced by the surjective map ∇(λ) → ∇G(λ) mentioned before the proposition.
We describe next the kernel of πλ′ .
(a1) Suppose G = SO2n+1(k) or SO2n(k). Let N = 2n + 1 or 2n. For G =
SO2n+1(k) we fix an ordered basis
{y1 < · · · < yn < yn+1 < yn < · · · < y1},
of V , where i = 2n + 2 − i, such that < yi, yi >=< yi, yi >= 1, for i = 1, ..., n,
< yn+1, yn+1 >= 1 and the inner product between any other basis elements is zero.
For G = SO2n(k), we have a similar situation where we simply drop the element
yn+1. (Here i = 2n + 1 − i, i = 1, ..., n). According to [Ma2], under assumptions
(a) and (b) of (2.2) for λ, the kernel of πλ′ is generated over k by all elements of
the form
(9)
∑
1≤i1<···it≤N
dλ′ (w1 ⊗ · · · ⊗ yi1 · · · yitwu ⊗ · · · ⊗ yi1 · · · yitwv ⊗ · · · ⊗ wq),
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where m ≤ min{λ
′
u, λ
′
v}, wu ∈ Λ
λ
′
u−mV , wv ∈ Λ
λ
′
v−mV , wi ∈ Λ
λ
′
iV, (i 6= u, v), and
λ
′
= (λ
′
1, ..., λ
′
q).
(a2) For G = Sp2n(k), we fix an ordered basis
{y1 < ... < yn < yn < · · · < y1},
of V , where i = 2n+ 1 − i, such that < yi, yi >= − < yi, yi >= 1, for i = 1, ..., n,
and the inner product between any other basis elements is zero. Then [Ma1], under
assumptions (a) and (b) of (2.2) for λ, the kernel of πλ′ is generated over k by all
elements of the form
(10)
∑
1≤i1<···it≤N
dλ′ (yi1yi1 · · · yityitw1 ⊗ w2 ⊗ · · · ⊗ wq),
where 2t ≤ λ
′
1, w1 ∈ Λ
λ
′
1−2tV , wi ∈ Λ
λ
′
iV , (i 6= 1) and λ
′
= (λ
′
1, ..., λ
′
q).
Now from (9) and (10) if follows that every G-weight ν = ν1ǫ1 + ... + νnǫn of
kerπλ′ satisfies
(11) ν1 + ...+ νn ≤ r − 2.
In particular, this means that µ is not a weight of kerπλ′ . Since ∇G(µ) has simple
socle of highest weight µ, we conclude that HomG(kerπλ′ ,∇G(µ)) = 0. Hence, if
φ ∈ HomGLN(k)(Lλ′V, Lµ′V ), then the restriction of the composition
(12) Lλ′V
φ
−→ Lµ′V
pi
µ
′
−−→ ∇G(µ)
to kerπλ′ is zero and thus we obtain a map of G-modules ∇G(λ)
φ
−→ ∇G(µ).
(b) It remains to be shown that if φ ∈ HomGLN(k)(Lλ′V, Lµ′V ) is nonzero, then
φ is nonzero. Indeed, if φ 6= 0, then since Lµ′V has simple socle of highest weight
µ = µ1ǫ1+ ...+µnǫn, the image Imφ contains a vector v of GLN (k)-weight µ. But
v is a vector of G-weight µ = µ1ǫ1+ ...+µnǫn. Since µ1+ · · ·+µn = r, we conclude
from (11) for µ in place of λ that µ is not a weight of kerπµ′ . Thus the image of
the composition (12) contains a vector of G-weight µ and hence is nonzero.

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