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Abst rac t - - In  this paper, an extended projection method in the complex number field is presented. 
We consider two classes of complex linear matrix inequalities and then derive the corresponding 
projection operators. Applications to the control system with pole assignment problem and the 
robust stability of linear descriptor systems, which are described in complex linear matrix inequalities, 
are given. Based on the numerical algorithms, some examples are illustrated for the merits of the 
proposed method. © 2005 Elsevier Ltd. All rights reserved. 
Keywords--Project ion method, Linear matrix inequality (LMI), Hermitian matrix, Stability re- 
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1. INTRODUCTION 
The LMI method has been applied in miscellaneous fields. Due to the explicit formulation and less 
conservatism, it is involved for solving the concerned control problems recently [1,2]. Thereafter, 
the control problems, which can be described in LMI manner, are large and continue to grow. 
However, it is performed well in real number field by some mathematical programming methods, 
e.g., interior-point polynomial methods proposed in [3]. But for complex LMI, it needs some 
extra treatment [2]. 
In this paper, we first formulate two classes of complex LMI and extend the projection 
method [4,5] to complex number field. For feasible solutions of the described complex LMI, 
some useful projection operators are further derived. Applications are demonstrated by the pole- 
assignment problems (e.g., [6-9]) and the robust stability of descriptor systems (e.g., [10-13]) 
based on the present criteria associated with numerical projection algorithms. The basic idea 
behind these techniques i that for a class of convex and closed sets, the sequentially alternating 
projections onto these sets converges to a point in the intersection of the family [14,15]. To 
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accelerate the rate of convergence, we can use the direction information towards the intersection 
[161. 
The remainder is organized as follows. In Section 2, the problem formulation is introduced 
and complex projection operators are derived. The applications to pole-assignment problems 
and robust stability of descriptor systems are individually demonstrated in Sections 3 and 4, the 
effectiveness is illustrated by some numerical examples. At length, conclusions are collected in 
Section 5. 
2. PROBLEM FORMULATION AND PROJECT ION OPERATORS 
Let gn be the set of Hermitian n x n matrices equipped with the Frobenius norm IIXII = 
[tr(X2)] U2 and the inner product (X, Y) = tr (XYI ,  where X, Y e gn. Let J be a given closed and 
convex set in gn and X # be a projection onto J from X, then X # satisfies IIX - X#11 < IIX - )(11 
for any matrix 3~ in J and X # is the unique matrix that satisfies (X # - X, X # - )~/ -  0 [17,18]. 
Let (.)* denotes the complex conjugate transpose of the considered matrix. Consider two 
classes of linear matrix inequalities formulated by 
EXF + F*XE* <_ -H ,  (1) 
EXF + F*XE* - 2EXE* <_ -H ,  (2) 
where X E gn is a matrix variable, H c In is a constant matrix, and E, F are given complex 
matrices with compatible dimensions. 
Define the following convex sets 
It is easy to verify that W E Ys A Jd equivalent to (1) and W E Ys n Yde equivalent to (2). Before 
deriving the projection operators in Ys, Jd, and Jde, based on [4], we derive the following result 
in advance. 
LEMMA 1. Let X E £n and let X -= LDL* be the eigenvalue-eigenvector decomposition of X,  
where D is a diagonal matr/x of eigenvalues and L is an unitary matr/x. The orthogonal projection 
of X onto the ~set of negative-semidefinite matrices is given by 
X # = LD_L*, (6) 
where D_ is the diagonal matrix obtained by replacing the positive eigenvalues of X in D by 
zeros .  
PROOF. Let )C be a negative-semidefinite matrix, and denote Y = L*XL. Since yi~ <_ 0, then 
X-  X 2 = II LDL* _ LYL*II 2 
= I tD  - YIL 2 
= ly , J l  + - 
i#j 
> _> = I Ix -  x#[ I  = , 
Ai>O AI>O 
where I " I denotes the modulus of the considered complex number. By the definition, X # is the 
orthogonal projection. 1 
The orthogonal projection operators in Js and Jd sets are directed extended from the results 
in symmetric matrix [5], and the proofs are thus omitted. 
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LEMMA 2. Let W E £2~. Consider the singular-value decomposition of [ E F* ] 
[E F*]=U[~ 0IV*, (7a) 
where Z is an n x n diagonal matr/x, U and V are unitary matrices, and define 
A V*WV ~- [ ~rll W--12 ] 
--- ~ lid~2 W22J' IYV11 egn. (75) 
Consider the eigenvalue-eigenvector decomposition 
17Vll + ~- IU*HU~-I  = LAL*, (7c) 
where A is a diagonal matr/x and L is the corresponding unitary matr/x. The projection W # = 
• ~(W) of W onto the set Js is given by 
W# =V [W_I~ll VI/'12] 
[W~, 2 lyd22 V*, (7d) 
where 
17V~ = LA_L* - ~- IU*HU~-I ,  (7e) 
and A_ is the diagonal matrix obtained by replacing the positive eigenvalues of A by zeros. 
L - -  
where ~ is an m x m diagonal matrix in (7a), then following the same line of Lemma 2 with the 
partitioned matrices 17Vll 6 /m in (75) and 17d~ 6 ~m in (Td), the similar result can be obtained. 
LEMMA 3. Let W 6 ~2n. The orthogonal projection W # = ~d(W) of W onto the set Jd, defined 
in (4), is provided by 
x# ' (8) 
where X # = (W12 + W~2)/2. 
The projection operator in Jde set is given as below. 
LEMMA 4. Let W E g2,~. The orthogonal projection W # = @de(W) of W onto the set Jde, 
defined in (5), is provided by 
x# ' (9) 
where X # = (W12 + W~2 - 2Wll)/6. 
PROOF. It is clear that Jde is a subspace of g2~ and W # is in Jd~. Now let 
FWI1 W12] 
w = [w~2 w~2J 
be in 12~ and let 
be any element in Jae. By (9), we have 
{ r 
= tr W~2 - X # W22 x L )~ - X# 0 
tr I "(-2wll  + wl~ - 5x#) (Wll + 2x#) 
% 
= (-~Wll- ~ 12)(-~-X#) (W11"[-2X #)(-~-X #) ] 
tr (-2W;2 q- W22-b 2X #) (X -X  #) ( ) 
=0. 
Thus, W # is the orthogonal projection of W onto Jd. | 
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3. APPL ICAT ION TO POLE-ASS IGNMENT PROBLEM 
Application of the proposed projection scheme to pole-assignment is discussed in this section. 
Consider the linear perturbed system described by 
k(t) = (A + AA) x, (10) 
where x(.) E Re ~ is the state vector, A represents he system matrix with appropriate dimension 
and AA denotes a linearly dependent interval matrix of the form 
q 
AA =  .jFj, __ < aN, (11) 
j= l  
with Fj given a priori. It is well known that the system matrix in (10) can also be described by 
the polytopic representation 
~(t) = iix(t), 
where .4 belongs to the f~n defined as 
aA ~ A : .~ = asAi, As = A+ ajFj 
i=l j= l  ]~j-~a_j 
(12) 
or ~j 
, as >_ 0, 2q } 1 Eas  ~ • 
For assurance of all eigenvalues ofthe perturbed system within a region D(0), shown in Figure 1, 
the robust criterion described in complex LMIs is presented. 
% Irn 
Re 
Figure 1. A prescribed eigenvMues region. 
THEOREM 1. (See [7].) All the eigenvalues of the system in (12) lie in the region D(O), if there 
exists a positive definite Hermitian matrix P, such that 
(e-J((Tr/2)-O)Ai)*P + P(e-J((r/2)-O)Ai) <0,  Vi. (13) 
In order to satisfy inequalities in (13), we set E = I, F = e-J(('~/2)-O)As and H = eI, where e 
is an arbitrarily small positive number, and X -- P in (1). 
Based on the aforementioned projection operators, we thus propose the following numerical 
algorithm to find a P > 0 in (13). 
PROJECTION ALGORITHM. 
STEP 1: Construct inequality constraint sets for the system matrix associated with its vertices 
by (13), give initially a Po > 0 and a small positive constant ~. [0 0] 
STEP 2: Let Wo = Po " 
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2 q 2 I STEP 3: Wl = ~s , - " ,  ~s~s(Wo), where, based on Lemma 2, ~ ,  ~2, . . . ,  ~2q are orthogonal 
projection operators onto J~ for each inequality constraint (13). 
[ 0 ~ ] 
STEP 4: X# 0 = ~)d(W1), where ~d is the orthogonal projection operator onto the set dd 
from (8), and let P1 = X #. 
STEP 5: If P1 > 0 then go to Step 6, 
else adjust a new matrix P0 > 0 from P1, based on Lemma 1, and return to Step 2. 
STEP 6: If []P0 -/)111 --* 0, the algorithm is convergent, 
else let P0 = P1 and return to Step 2. 
The proposed method is compared with a criterion given in [19], which is formulated in the 
real LMI manner. 
THEOREM 2. (See [19].) A11 the eigenvalues ofthe system in (12) lie in the region D(O) ff there 
exists a symmetric matrix X, such that 
~ (A,X + XA T) cos0 (A~X - XA T) 
cosO(XAT_AiX ) sinO(A~X+XA~)/ <0, Vi. (14) 
The illustrative xamples are given as follows. 
EXAMPLE 1. Consider a dynamic system described by 
2(t) = Ax(t), (15) 
where  =[13 
The system eigenvalues ~(A) = {-2.5 + j0.866, -2.5 - j0.866} lie in the region D(01), 01 ,-~ 
19.1066% By Theorem 1 and projection algorithm with P0 = I, we obtain a converged Hermitian 
matrix 
[ 8415.6949 4206.0572 - 600.2325j ] 
P = L4206.0572 + 600.2325j 8417.8924 ] × 1°-4 > o. 
The P asserts that all the eigenvalues are within the region D(02), 82 _> 19.1067 °, by verify- 
ing max~ )~max{(e-J((~/2)-e2)A~)*P + P(e-J((~/2)-e2)A~)} = -2.6862 × 10 -9 < 0, where )'m~(') 
represents he maximum eigenvalue of the considered matrix. 
If applying Theorem 2 and LMI solver (LMI toolbox in MATLAB software) to this system, a 
feasible solution X in (14) cannot be obtained when D(t~3) with 03 _< 22 °. 
EXAMPLE 2. Consider the perturbed system in (12) associated with the convex set ~A, where 
i -- 4 and the respective vertices are 
I -~ -~ 1 ] 
A1 = 1 -2  -2  , A2 = 
0 1 -3  [ 11] [ 
A3 = 1 -1 2 , A4 = 
0 1 -3  
-2  -1  1 7 
1 -2  2 J , 
0 1 -3  
1 
1 -1  . 
0 1 
Similarly, by Theorem 1 and the projection algorithm with P0 = I, we obtain a Hermitian matrix 
92.0082 22.66 - 15.0825j 17.7787 - 13.4495j 1 
P = 22.66 + 15.0825j 56.3238 -27.9494 - 9.6012j [ x 10 -2 > 0. 
17.7787 + 13.4495j -27.9494 + 9.6012j 105.4514 J 
The P asserts that all the eigenvalues of the system are within the region D(O4) with 04 _> 35.5 °
by verifying max~ ~max{(e-J((~/2)-°4)A~)*P + p(e-J((~/2)-e4)A~)} = -0.004992 < 0. 
By Theorem 2 and LMI solver, we cannot assure that the eigenvalues of this system are within 
the region with D(flh), 05 = 56 °. It is seen that the conservatism is sharply reduced by our 
method in this perturbed system. 
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4. APPLICATION TO ROBUST 
ANALYSIS OF DESCRIPTOR SYSTEMS 
Another application to robust analysis of the descriptor system is demonstrated. 
linear uncertain descriptor system described by 
Consider a 
Ek(t) = (A + AA)x, (16) 
where E 6 Re nxn with rank (E) _< n, A E Re nxn, and AA denotes the uncertainty described by 
q 
AA = ~-~e~di, e~ ¢ [e__~,~i], ~ < 0, ~ > 0, (17) 
i=1  
where the matrices A~ are given a priori to represent linearly dependent information on uncertain 
parameters si. Note that the uncertainty in (17) can be described by the polytopic representation 
2 q 2 q 
aA = > 0, = 1, (18) 
i=1 i=1 
where Vi are vertices obtained by q 
In this section, the nominal system E2(t) = Ax(t) (or the pair (E, A)) is assumed to be 
asymptotically stable, regular, and impulse free. For dealing with the robust stability in (16), 
the following results are involved in advance. 
LEMMA 5. (See [10,11].) The pair (E, A) is asymptotically stab/e, regular, and impulse free if 
and only if 
(1) all the finite eigenvalues of the pair (E, A) have negative real parts, and 
(2) (sE - A) -1 is proper. 
LEMMA 6. (See [20].) Let G(s) be a square rational matrix and be decomposed uniquely as 
G(s) = Csp(S)+Gp(S), where Gsp(S) is a strictly proper ational matrix and Cp(S) is a polynomial 
matrix. Then, G-l(s) is proper if and only if Gpl(s) exists and proper. 
Since the pair (E, A) is assumed to be asymptotically stable, regular and impulse free, (sE - 
A) -1 can be expanded as 
(sE - A) -1 = Cap(S) + Gc (19) 
where G~p(S) is a stable and strictly proper rational matrix and Gc is a constant matrix. 
LEMMA 7. (See [13].) If the pair (E, A) is asymptotically stable, regular and impulse free, then 
the following two conditions are satisfied. 
(1) (sE - A) -1 is proper. 
(2) det(jwE - A) ~ 0 for w > 0. 
A new criterion for preserving the uncertain descriptor system in (16) to be asymptotically 
stable, regular and impulse free is given below. Let ~2(') denote the matr/x measure corresponding 
to the 2-norm. 
THEOREM 3. Assume that the nominal pair (E, A) is regular, impulse free and asymptotically 
stable. 
free if 
and 
The uncertain descriptor system in (16) is asymptotically stable, regular, and impulse 
~2[V(w)(G~p(jw)+Gc)ViU-l(w)] <1, w>_0, V i=1,2 , . . . ,2  q, (20) 
~ (sGv~s -1) < 1, v i  = 1,2,... ,2q, (21) 
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where U(w) and S are invertible scaling matrices. 
PROOF. First, we will show that (sE - A - AA) -1 is proper for the considered uncertainty. 
By (19) and the assumption, we know 
(sE - A - AA) -1 = [I - (sE - A)-IAA]-1 ( sE  - A) -1 
= [I - G~p(s)AA - G¢AA] -1 (sE - A) -1. 
(22) 
By (18), (21), and the properties of the matrix measure, we have 
2 q ~, 
Re)~(GcAA)=ReAk~__la,GcVi ) 
= Re A aiSGfl/~S -1 
\ i=1  / 
~_ l~2 a iSGcV iS  -1  
\ i=1  ] 
2 q 
<- E ai#2 (SGcV~S -1) < 1, 
i=1 
(23) 
where Re A(.) denotes the real part of the eigenvalue of the considered matrix. The inequality in 
(23) implies that (I - G~AA) -1 exists. Since (I - G~AA) is a constant matrix and Gsp(s)AA is 
proper, by (22), (23) and Lemma 6, it is proven that (sE - A - AA) -1 is proper. 
Next, we will show that the perturbed escriptor system (E, A + AA) is asymptotically stable 
for the considered uncertainty. By (18), (20), and the properties of the matrix measure, we have 
ReA[(Gsp(jW)+Gc)AA]---ReA[~a'(G"p(jW)+Gc)V~]L,=I 
=ReA[~aiU(W)(Gsp(Jw)+Gc)ViU-I(W)]L~=I 
<_ c  g(w) (a p(jw) + ¼U- (W) 
2q 
<_ + ao)y ,v - l (w) ]  < 1. 
i=1  
(24) 
This implies det[I - (Gsp(jw) + Gc)AA] # 0. By (19) and Lemma 7, it is seen that 
det( jwE - A - AA) = det(jwE - A) det [I - (Gsp(jW) + Go) AA] # 0. (25) 
Since 0 E {AAIAA is described in (17) or (18)}, the inequality in (25) implies that the finite 
eigenvalues of the uncertain descriptor system will remain in the open-left-half plane as those of 
the nominal system. By Lemma 5, the proof is thus completed. | 
For numerical verification, the conditions given in Theorem 3 will be recast in the complex 
LMI form as follows. 
COROLLARY 1. Assume that the nominal pair (E, A) is regular, impulse free and asymptotically 
stab/e. The uncertain descriptor system in (16) is asymptotically stable, regular and impulse free 
if 
P(w) [Gsp(jW) + Go] V~ + V~* [Gsp(jw) + Go]* P(w) - 2P(w) < 0, (26) 
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for w >_ 0, Vi = 1, 2 , . . .  ,2q, and 
QGcVi + (GcV~)* Q - 2Q < O, 
for V i = 1, 2,.. . ,  2 q, where P(w) and Q are positive-definite Hermitian matrices. 
PROOF. The condition in (20) can be written as 
(27) 
Premultiplying U*(w) and postmultiplying U(w) in (28), we have 
U*(w)U(w) (asp(jw) + G~) V~ + Vi* (a~p(jW) + Gc)* U*(w)U(w) < 2U*(w)U(w) 
or  
P(w) (G~p(jW) + Go) V~ + V~* (G,p(jW) + Gc)* P(w) - 2P(w) < 0, 
where P(w) = U*(w)U(w). Thus, the condition given in (26) is met. Following the same line, 
the condition in (27) is obtained from (21) by letting Q = S*S. | 
In order to satisfy inequalities in (26), we set E = I, F = (G~p(jw) + Gc)Vi, H = EI, and 
X = P in (2). In order to satisfy inequalities in (27), we set E = I,  F = G~V/, H = ¢I, and 
X = Q in (2). 
Similarly, by projection algorithm with replacing the operator ~d by (I)de, we can search feasible 
solutions P in (26) and Q in (27) for stability assurance. 
EXAMPLE 3. (See [13].) Consider a descriptor uncertain system described by 
[!0!] 0 :}] 
0 k(t) = 0 1 x(t) + AAx(t), 
0 -1 
AA <_ uI, 
where u -=- 0.7318 and the vertices of AA are described as V/, i = 1, 2 , . . . ,  8. 
By Corollary 1 and projection algorithm with giving initial matrices Po -- Q0 = I,  we obtain 
the converged matrices 
p = 
Q = 
1.1396 0.0576 + 0.0317i 
0.0576 - 0.0317i 0.7782 
0.0338 - 0.0690i -0.0655 - 0.0010i 
0.9364 -0.0109 0.0140" 
-0.0109 1.0177 0.0279 > 0. 
0.0140 0.0279 1.0457 
0.0338 + 0.0690i ] 
-0.0655 + o.0oloi |  > 0, 
1.oo53 j 
Thus, the robust stability is verified by (26) and (27) since 
max A m~ {P [Gsp(jw) + Go] Vi + Pi* [G~p(jW) + G~]* P - 2P} -= -3.88 x 10 .7 < 0, 
maX)~ma x [QG~V~ + (GcV~)* Q - 2Q] = -1.2803 < 0. 
i 
For comparison, the admissible stability bounds u in the previous works are UF = 0.7172 [12] 
and UCL = 0.7235 [13]. 
EXAMPLE 4. Consider a linear uncertain descriptor system described by 
i!0i] [!01] [i0il o ~(t)= -3 o ~(t)+k~ o o ~(t)+k2 I ~(t), 
0 1 -I -4 0 1 1 
U(w) (Gsp(jw) + Go) V~U-t(w) + U-*(w)Vi* (Gsp(jw) + Gc)* U*(w) < 2I. (28) 
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where ]kl[ ___ 1.7248 -- u, [k21 <_ 1.7248 = u. The vert ices of AA  are descr ibed as 
[ 0o: ]
VI= u , V2= 0 u , 
U --U ?2 [!0!] [ 0o: ] 
Y 3 -- -u  , V 4 -~ 0 -u  . 
-u  -u  -'t/. 
By Corol lary 1 and project ion algor i thm with giving init ial matr ices P0 -- Q0 = I ,  we obtain the 
converged matr ices 
p = 
05 81 00057 012201 [! 0 0 ]  
-0.0057 1.0112 -0.0252[ > 0, Q = 0.9988 0.0335 > 0. 
0.1220 -0.0252 1.2312 J 0.0335 1.0011J 
Thus, the robust stability is assured by checking 
max Am~x {P [Gsp(jW) + Go] Vi ÷ Vi* [Gsp(jw) ÷ Gc]* P - 2P} -- -1.02 x 10 -~ < 0, 
miax Am~x [QGcVi + (GcVi)* Q - 2Q] = -0.2631 < o. 
5. CONCLUSIONS 
In this paper, we proposed the extended projection method in the complex number field. Two 
classes of complex linear matrix inequalities are formulated firstly, the useful projection operators 
are then derived for solving numerical solutions. The applications to the pole assignment problem 
and the robust analysis of the descriptor system are demonstrated based on the individually 
presented criteria and projection algorithm. By the given examples, we illustrate the validity 
and feasibility of the proposed method. 
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