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Abstract
This thesis concerns robust load allocation in communication networks. The main goal
of this work is to avoid the situation in which the failure of a node (or nodes) causes a
cascade of failures through an entire network, with a sequence of healthy nodes becoming
overloaded and failing from picking up the slack from previously failed nodes. The network
should remain functional even after some of the nodes have failed.
In the dissertation we present a new methodology for dynamically distributing the load
across a network so as to avoid the overloading of any of the networks nodes. A numerical
solution is proposed to solve this model and build a simulation tool. This numerical
method adjusts the classic explicit form of Runge-Kutta 4th order in order to integrate
graph principles and produce synchronized numerical solutions for each network element.
Unlike most solutions in the literature, as for example, Motter et al. [2002], Motter and
Adilson [2004], Liang et al. [2004], Schafer et al. [2006], Wang and Kim [2007] and Ping
et al. [2007] our methodology is generic in the sense that it works on any network topology.
This means not only that it is applicable to a large range of networks, but also that it
continues to be relevant after failure has destroyed part of a network, thereby changing
the topology.
In particular, geographical catastrophes can be of both random and intended types,
taking place within a heterogeneous physical environment, on a civil (populated) area.
Unlike most fault methodologies in the literature our methodology is generic in the sense
that it simulates real-world geographic failure propagation towards any type of network
which can be embedded to a two dimenional metric system [Chen and He, 2004], Liu et al.
[2000], Callaway et al. [2000], Albert and Barabasi [2000]. It describes how physical one
dimensional catastrophic waves spread in heterogeneous environments and how built–in
resilience, within each network element determines its percentage of damage.
We have tested our system on various randomly generated graphs with faults injected
according to a model we have developed that simulates real-world geographic failure prop-
agation. We present results from our dynamic traﬃc distribution methodology applied
to networks, which have been either under attack or not. Throughout our case studies
we prove that as soon as the topology is assigned the appropriate resources comparing to
the load that it is to serve, our methodology successfully redistributes the load across the
network and prevents a potential cascade failure. We either prevent the propagation of
cascading failures or suggest recovery strategies after an unavoidable failure. Therefore,
our methodology is instrumental in designing and testing reliable and robust networks.
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Chapter 1
Introduction
Overloaded nodes are instrumental in causing cascading network failures. Therefore, the
deployment of an intelligent traﬃc control algorithm, in combination with destruction
methodologies, prevents nodes from overloading, and thus eliminating cascading failures.
Humans are, by nature, sociable creatures. We facilitate our activities of daily living
through human networks. Thus, networks are embedded in our lives, playing a central
role in many disciplines: economic, social, urban traﬃc, communications, power and other
areas. Networks play such a vital part in the everyday life of humanity, that we suﬀer
severe adverse consequences when they fail.
This thesis presents an original methodology for intelligent traﬃc distribution amongst
network elements. It is applied to various types of random graphs to fairly distribute load
according to the available network resources. It aims to prevent potential network failures,
which often trigger cascading failures. Results show synchronisation of network dynamics
which lead to network convergence, which is a signiﬁcant improvement over previous eﬀorts
by Motter et al. [2002], Motter and Adilson [2004], Liang et al. [2004], Schafer et al. [2006],
Wang and Kim [2007] and Ping et al. [2007], as our methodology is portable to any type of
network topology. The work presented here has profound implications in designing more
robust and reliable communication networks, preventing cascading failures.
In particular, a single network failure increases even more clients’ competitive demands
for limited network supplies. This problem is addressed by the development of an intel-
ligent traﬃc control algorithm, which is based on a large system of Ordinary Diﬀerential
Equations (ODEs). Network failures are generated by a destruction methodology, which is
based on diﬀusion theory and ODEs. The destruction methodology is combined with the
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traﬃc control algorithm suggesting recovery strategies from unavoidable network failures.
1.1 The problem: Cascading Network Failures
In this thesis we address the problem of cascade network failures. Four real world examples
are listed below:
• On the 22nd January 1998, four major distribution cables were malfunctioning for
a month, at the end of which they collapsed leaving the city of Auckland in New
Zealand without power. Even after 17 days the city managed to regain only 40% of
its power capacity [Davis, 2000].
• On the 10th August 1996, a voltage-based failure occurred in two power lines. Major
power disturbances were propagated through a series of cascading failures, ultimately
leading to blackouts in 11 US states and 2 Canadian provinces, leaving 7 million
people without power for up to 16 hours [Western Systems Coordinating Council,
1996].
• On the 14th August 2003, a failure of a power line triggered the largest blackout in
North American history [U.S.-Canada Power System Outage Task Force, 2004].
• On the 4th May 2000, the VBS/Lovelet-A virus (also known as the Love Bug or
ILOVEYOU worm) caused considerable damage as it infected computers world-
wide. The virus fooled computer users into thinking they had received a love letter
in their email. However, when the attached ﬁle was opened, the virus would forward
itself to other email addresses found on the infected computer [Julian and Burns,
2000].
Therefore, it is of great importance to investigate what causes a cascade failure and
how to either prevent or recover from a network failure.
1.2 What Triggers a Cascade Failure?
According to the real world examples described in the previous section, a single failure
was enough to disintegrate the whole network. A physical catastrophe, such as an armed
attack or an adverse weather condition (e.g. lightning, a storm), generates a single network
16
failure and in turn cascades the failure throughout the network resulting in disintegrat-
ing the network. In the instance of the power blackout, initially only two power lines
failed; however, these failures had a knock-on impact on the rest of the network, since
the resulting excess power demand had to be re-allocated to the remaining power lines.
Through cascading failures this initial minor and isolated power failure rapidly spread,
until it ended up aﬀecting a large part of the electrical power network.
We start our investigations by constructing a methodology to generate network failures.
We continue by predicting and thus preventing a failure which could potentially trigger
a cascade failure. Last, but not least, after an unavoidable failure we suggest strategies
through which the network quickly recovers from a failure.
1.3 Generating a Spatial Catastrophe to Initiate a Cascade
Failure
Spatial catastrophes, such as the ones of September 11th in New York and July 7th
in London, have proved to result in devastating consequences on any kind of networks,
including social, economic, transportation, and communication networks. The security
and thus their resilience to geographically based destructions, is crucial nowadays.
We simulate geographically based network failures to describe real world physical at-
tacks such as those of the 11th of September, with the aim to strategically allocate security
to important nodes within our network and prevent cascade failures.
We randomly diﬀuse geographically based network failures towards each network ele-
ment, such as a link and/or node. Our destruction methodology illustrates one dimensional
geographically based catastrophic waves spreading towards network elements, which are
assigned diﬀerent levels of resilience. Resilience represents the heterogeneous physical en-
vironment on a civil area. We study network resilience and the extent to which a node
can combat these destructive forces.
The ﬁrst stage of our strategic destruction includes the diﬀusion from the attack point
towards each network element, whereas the second stage includes the individual resilience
of each network element whilst it combats the diﬀused attack. Therefore, our strategic
destruction is split into two stages:
• The ﬁrst stage of our methodology is based on random diﬀusion, through which we
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spread a geographically based attack (an armed attack) towards the target network
element. This node and edge methodology is analytically solved
• The second stage of our methodology is based on the Lotka-Voltera system, through
which we determine the survivors, along with their attrition percentage (percentage
of damage). This defense part is numerically analyzed using the classic Runge–Kutta
form (i.e. the explicit form of the 4th order)[Hairer et al., 1987] and is independent
of network topology and traﬃc generation.
Our methodology, does not propagate the attack through the node’s communication
network (as the percolation methodology does). Instead we allow each network element to
combat the geographically based attack according to its individual security. The resilience
of the network is measured by the ratio of the number of operating nodes before and
after the physical attack. We determine the remainder resilience against a predetermined
destruction strength; calculate the attrition percentage on each entity; providing the ability
to strategically assign the resilience capacity that is needed without wasting resilience
resource.
1.4 Essential Features of other Work and their Relation to
Cascade Failures
In this section we brieﬂy describe the main concepts of other work to date and their relation
to the work presented in this thesis. Current methods described in the literature investigate
evolutionary algorithms to evolve complex networks that are robust to cascading failure.
Structural properties of networks and various types of complex networks are described in
a more detail in the Chapter 2, whereas in Section 3.2.3 and 3.2.4 we introduce topologies
that are resilient to network failures.
Another line of work investigating cascading failures focuses on mechanisms to ei-
ther: (I) allocate excess capacity to key nodes within the network and thus prevent their
overloading or (II) remove some key nodes, which would further add in the network disin-
tegration if they remained in the network. Moreover, models to simulate cascading failures
have also been developed. In the following paragraphs we outline the essential features of
the aforementioned work and their relation to our work.
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Motter et al. [2002] and Wang and Kim [2007] introduces Wang–Kim (WK) and
Motter–Lai (ML) models, which were developed to investigate methodologies to simu-
late cascade failures and ﬁnd ways to prevent them. Although the likes of WK and ML
models produce a more heterogeneous distribution of extra capacity, it is limited by their
linear non–dynamic system. We construct a model to dynamically allocate the capacity
(number of packets) within each node as a function of connectivity and link–cost (weights).
Therefore, we develop a more sophisticated model based on coupled ODEs, through which
we synchronize each node’s capacity, as a function of the load in order to ﬁnd the equi-
librium point. The coupling element of the ODE system we implement is inspired by
the excitable networks (brieﬂy described and compared with our model in the following
paragraph) through which Internet is simulated. Although we do not yet include the
notion of directed paths, we prevent resource overloading (node failures) by controlling
and distributing traﬃc to the least busy ﬁrst neighbor node. In other words, the number
of packets within each node is determined according to its available network resources,
such as buﬀer capacity and service ability. Our model is applied to various Internet–Like
topologies to prove the synchronization of our solution curves.
Analytical studies investigate the behavior of the Internet as an excitable network.
Those models are based on ODEs, which simulate network nodes as oscillators and in-
dicate the important role of each node’s dynamics and their synchronisation to the rest
of the network. Inspired by models simulating excitable networks, in our work we model
static networks however, we also use ODEs which we explicitly synchronise. Instead of
coupling the ODEs of our model through the sine of a diﬀusive element (as is done by
Kuramoto and Borahona and Pecora respectively, [Acebron et al., 2005, Donetti et al.,
2005, Cartwright and Julyan, 2000]), we set the coupling element, which is the transition
probabilities, to be explicitly determined by the link–cost ODE and implicitly determined
by the traﬃc ODE. This allows us to maintain every nodes’ synchronization and achieve
an equilibrium appropriate to each node’s resource characteristics. All nodes are satisﬁed
with the outcome, a situation from which no node has an incentive to deviate. Thus
equilibrium is achieved under diverse network conditions.
Additionally, in the case of communication through Internet, a major problem is the
competitive demands that applications make for network resources, such as link band-
width and buﬀer spaces in routers or switches [Altman and Kameda, 2005, Haque et al.,
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2005, Gibney and Jennings, 1998, Gibney et al., 1999]. Related competitive interactions
have also been studied in the context of biological population models - A. Lotka (1925)
and Voltera (1926), the dimensionless system form of which we partially utilize in this
research. We assume that once a node’s almost full buﬀer has emptied, the traﬃc rate
then increases exponentially. This assumption plays a vital role in the burstiness of the
network traﬃc. For instance, packets from NNTP, FTPDATA and WWW connections are
clustered in bursts. These large bursts are likely to completely dominate traﬃc dynamics
whilst their inter-arrival times are regulated by network factors, such as shortage of essen-
tial networking supplies [Paxson and Floyd, 1995]. We express resource competitiveness
utilizing non-linear functions. These incoming traﬃc alterations are illustrated by the
ﬁrst part of Equation 6.3, which is called the Logistic Diﬀerential Equation and which is
commonly used in population models, where the population growth rate decreases with
increasing population due to various factors such as limited food supply, overcrowding and
disease [B. Drossel and McKane, 2001, V. Krivan, 2003]. Similarly, users and applications
compete for limited network resources.
The Nash Equilibrium is a well known probabilistic theory which allows us to make
predictions for the social optimum. However, these predictions depend on assumptions
and probabilities which are as much debatable as the predictions themselves. Therefore, in
this work we are seeking an equilibrium model, which is the result of assumptions based on
deterministic quantities, such as network resources. Instead of modeling nodes as players
in game theory, we use ODEs to describe changes in their load, in terms of network
resources. This results in a large model of coupled ODEs, which we construct a unique
algorithm to produce the synchronized solutions leading to the appropriate equilibrium
points, where all nodes are satisﬁed with the outcome, [Braess, 1970, Roughgarden, 2002].
1.4.1 What Modiﬁcation is Needed to Prevent a Cascade Failure?
This thesis is motivated by a desire to: develop a mathematical model; couple the traﬃc
and link–cost changes of rate within each node; and describe them more explicitly and
in more sophisticated way than existing models (brieﬂy described in previous section).
Existing models either describe with load in a linear fashion and their dynamic ﬁndings are
simply described by a set of topological parameters inferring conclusions from the analysis
of speciﬁc systems. Therefore, as we have already explained in previous paragraph we
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employ a non–linear ODE system to relate network resources with traﬃc and link–cost
rate along with connectivity.
Despite the fact that all these theories are used in measuring network reliability and
resilience under diﬃcult conditions, they all share the same deﬁciency: they are traﬃc
and topology dependent. As a result their usefulness in preparing network defense against
spatial attacks is peripheral; therefore it is necessary to direct further research towards
ﬁnding a model whose descriptive force will extend beyond the narrow boundaries of a
speciﬁc network type.
1.5 Our Methodology to Prevent Cascade Failures
The goal of this thesis is to provide a methodology to describe node dynamics at an inter-
mediate level. In particular, we simultaneously embrace elements of proven probabilistic
and deterministic models, in order to represent the physical processes between input and
output within each node of our model. Thus, we balance both stochastic and determin-
istic perspectives, creating a uniﬁed model, without the deterministic fantasy and the
unnecessary mathematical detail of probabilistic models.
In this thesis we:
• (I) modify Runge–Kutta formula (i.e. 4th order the explicit form) such that the
concept of network connectivity is included;
• (II) successfully solve our large ODE system; i.e. tested with 1000 link–cost ODEs
coupled with 508 traﬃc ODEs for a random Barabasi 508 node graph, which is
depicted in Figure 7.17 within Chapter 7.
• (III) and calculate the appropriate equilibrium point for each node.
The calculation of these equilibrium points allows us to identify nodes that would be
vulnerable to creating a cascade failure. We then strategically improve either their security
level or allocate more network resources to them as a back up mechanism to avoid future
network catastrophes.
Our model accommodates the time (t) dependent parameters, which are listed below:
• xi(t) : number of packets (e.g. bytes) within node i,
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• cij(t) : number of packets within link between nodes i and j,
• λij(t): fraction of traﬃc relayed between nodes i and j (transition probability),
and the time independent parameters (network resources allocated to each node):
• bi : buﬀer capacity for node i,
• si : service power for node i.
These time independent variables also operate as control parameters, since they aﬀect
the equilibrium point of the respective node. This is a result of the nature of the traﬃc
ODE function, which is explained in detail in Chapter X. Moreover, the values of these
parameters throughout the examples illustrated in following chapters are distributed either
homogeneously or heterogeneously, depending on how the model is willing to distribute
the equilibrium points. (This is illustrated in Chapter 5.)
Our equilibrium model is numerically solved by the modiﬁed Runge–Kutta formula
(i.e. 4th order the explicit form) to include network connectivity: (I) initially as two
single–variable problems and (II) one multi variable problem.
The ﬁrst algorithm is split into two parts: (I) the numerical solution of the traﬃc ODE,
while it simultaneously adjusts the transition probabilities according to the traﬃc changes
this traﬃc ODE describes; and (II) the numerical solution of the link–cost ODE, through
which we also adjust the transition probabilities. In contrast the second algorithm solves
both the traﬃc and link–cost ODEs as one coupled multi variable problem. While the four
slope approximations for the traﬃc and link–cost function are calculated (as Runge–Kutta
demands) both of the algorithms also adjust the transition probabilities. Both algorithms
are innovative numerical analysis, and are therefore explained in detail in Chapter 6 and
7 respectively. We also provide a set of numerical solutions from the application of both
numerical algorithms to various Internet–Like topologies, in order to experimentally prove
the relation between the control parameters (network resources) and the equilibrium point.
1.6 The Signiﬁcance of Our Work
Balance Model
The signiﬁcance of our work is based on the contributions, which are listed below:
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• We balance demand and supply by calculating the appropriate equilibrium point
from where no node has an incentive to deviate.
• We construct a numerical algorithm which is based on Runge–Kutta 4th order to
include network connectivity and thereby synchronise each node’s equilibrium points.
• Our equilibrium model is portable to any type and size of topology and therefore
these results can be generalized to any type and size of network.
Applications of our Balance Methodology
The purpose of our methodology is to balance the supply and demand within our
network. Each node operates as a sink (power demand) or source (power supply) decreas-
ing or increasing its number of packets (electricity) according to its network resources
allocated respectively.
Our balance methodology could be applied to any type of network, in which we would
like to balance our supply with demand. For example, in the case of an economic network,
service ability is the economic growth and buﬀer capacity is the economic capacity of the
network entity (node).
Our numerical results in the following chapters experimentally prove that the per-
turbation of the network resources (control parameters such as power ability and buﬀer
capacity) allocated to each node aﬀects the equilibrium point calculated for each node.
With regards communication networks, through our equilibrium model, we minimize the
propagation of network failures, by disallowing resource overloading.
Destruction Methodology
The purpose of this work is to mathematically describe the fundamental mechanism of
spatial destructions to prepare network defense against those attacks. Our ﬁnding is that
geographical based destructions can be divided into two parts:
• the initial attack, whereby a fraction of network elements are initially destroyed and
• the self-resistance each destroyed network element undergoes.
When the destruction faces high limitation due to competition (high resistance from
the attacked entity), it will be able to destroy the entity: if it successfully survives the
counter-attack; and if its own self-limitation will not surpass the self-limitation of the
defending entity. Similarly, the element will be ‘triumphant’ if its defense mechanism
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survives the attack and if it has a higher resilience level than its opponent. Obviously in
same cases entities are semi-functioning since both forces coexist with diﬀerent percentages
of presence on the entity.
Applications of our Destruction Methodology
In terms of practical utility, our results enable us to determine the remainder resistance
capacity; and provide attrition percentages on each destroyed entity against a diﬀused
destruction. Thus, we are able to strategically assign the resilience capacity that is needed
without wasting resilience resource in any type of topology.
1.7 Cognitive Map of the Thesis and Validation of Results
Below we outline the way our work is distributed in each chapter.
• Chapter 2 describes recent network classes along with their structural properties,
such as degree distribution, clustering coeﬃcient, giant component and small world
eﬀect.
• Chapter 3 reviews approaches to date, which are used to improve resilience and
robustness of networks. It brieﬂy describes work on percolation theory, node and/or
link probabilistic models, cascading failures models and synchronization of coupled
oscillators.
• Chapter 4 presents the notion of external spatially diﬀused destructions on network
elements, with distributed defense. Runge-Kutta form is utilized to numerically
solve the coupled Ordinary Diﬀerential Equations (ODEs), through which we de-
scribe the individual battle each network element undergoes, in order to combat the
destruction, according to its available resilience level. The work in this chapter is
to be published in our paper: External Spatially Diﬀused Destructions on Topolo-
gies with Distributed Defense, Antonia Katzouraki and Tania Stathaki, Journal of
Applied Mathematics and Computation, Elsevier. (submitted)
• Chapter 5 illustrates the ﬁrst principles and the formulation of our equilibrium model
on a single node.
• Chapter 6 analyses the original version of our equilibrium model, which is applied
to a graph. The concept and our model’s parameters are presented along with our
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algorithm through which we numerically solve our model as two single–variable prob-
lems. The work at this chapter has already been published with the title: Intelligent
Traﬃc Control on Internet-Like Topologies - DATRA - Dynamically Adjusted Traﬃc
Rate Alterations, Antonia Katzouraki and Philippe De Wilde and Robert A. Ghanea
Hercock, Self-Organization and Autonomic Informatics (I) 2005: 329-341..
• Chapter 7 provides our algorithm, according to which we integrate the graph princi-
ples to the well known classic Runge-Kutta, in order to numerically solve our equilib-
rium model on multiple nodes as a single multi–variable problem. The work in this
chapter was presented as : Intelligent Traﬃc Control on Internet–Like Topologies
— Integration of Graph Principles to Classic Runge–Kutta Method, Antonia Kat-
zouraki and Tania Stathaki, Discrete and Continuous Dynamical Systems — series
of AIMS Proceedings — Special Volume, September 2009 (to be reviewed) — Pre-
sented in 2008 AIMS International Conference on Dynamical Systems, Diﬀerential
Equations and Applications.
• Chapter 8 concludes that combining the destruction model (Spatial Diﬀusion Dis-
ruptions) with the equilibrium model (Dynamic Traﬃc Distribution) results in a
powerful simulation tool that could be instrumental in designing networks, to avoid
the propagation of catastrophic failures.
• Chapter 9 highlights our ﬁndings and their contribution in designing and testing
reliable and robust networks.
• Chapter 10 outlines interesting and pertinent investigations that could further en-
hance network design, thereby preventing disasters.
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Chapter 2
General Background
2.1 Introduction
This chapter reviews the main concepts of graph theory, a branch of mathematics which
provides important tools that capture various aspects of network structure. As this thesis’s
concern is robust load allocation in networks, it is vital to analyse how network structure
aﬀects traﬃc distribution, virus spreading, and propagation of node failures. In this dis-
sertation we present a new methodology for dynamically distributing the load across a
network independent of network type; however, we do observe that the load distribution
is aﬀected by the type of graph. Therefore in the following sections we start with a brief
report on the structural properties of networks, such as degree distribution, clustering
coeﬃcient and the giant component, and continue with various types of random graphs,
such as Small-World, Watts-Strogatz, Scale-Free and Hypergrid graphs. For instance,
the Generalized Random Graphs approach goes some way to account for some of the
main properties of real-world networks. However, Scale-Free graphs emerged in order to
encompass additional real-world properties. Various size random graphs and the Hyper-
grid graph of 20 nodes are used in the following chapters to demonstrate our intelligent
methodology, which we use to dynamically distribute traﬃc.
2.2 Random Graph Theory
Random Graph Theory was originated by Erdos and Renyi, in order to investigate the
probabilistic properties of a typical graph with N nodes and M edges. Through the use
of this structure, Probability Theory is used in conjunction with discrete mathematics to
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investigate the probability space of graphs. By “probability space” of graphs we mean
a class (ensemble) of many diverse graphs, with diﬀerent probabilities attached to each
graph. One of the most popular random graph ensembles is GN,P , which consists of graphs
with N nodes, and where each possible edge is realized with probability P, and each graph
appears with the probability appropriate to its number of edges. These random graphs
are called Erdos-Renyi (E-R) Random Graphs.
However, E-R random graphs do not possess important properties of real-world net-
works that are present in the Internet, social networks, or biological networks. E-R graphs
lack clustering and node degree (the number of links connected to the node) since their
degree is given by the Poisson distribution. Conversely, real-world networks, such as the
world-wide web, demonstrate clustering, and are characterized by power law degree distri-
butions. Instead, E-R random graphs can be used in order to further investigate various
phenomena, such as network resilience in random failures and deliberate attacks, and
epidemiology (virus spread) that takes place in networks [Bollobas, 2001].
2.3 Structural Properties of Networks
Traﬃc distribution, virus spreading, and propagation of node failures in a network are
aﬀected by the network’s structure. Therefore, it is vital to investigate structural charac-
teristics, which can also be used as measures of network robustness. The most important
structural characteristics that aﬀect network operating eﬃciency are the degree of the
nodes, the clustering coeﬃcient (network transitivity), the size of the giant component,
and the small-world eﬀect [Bornholdt and Schuster, 2003].
2.3.1 Degree Distribution
The degree of a node represents the total number of its connections. It is a vital property
since it determines the distribution of traﬃc throughout the network, its connectivity
and also its diameter. The degree of a network’s nodes can either be homogeneous (the
same degree for all the nodes in the network) or heterogeneous. For example, in an E-R
random graph the probability pk that a vertex has degree exactly k is given by the Poisson
distribution. The Poisson distribution is strongly peaked up about the mean z, and has
a large-k tail that decays rapidly at 1/k. In most cases the degree distribution of a real
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network is very diﬀerent from the Poisson distribution. As pointed out by Faloutsos et al.
[1999] many real-world networks such as the Internet appear to have a power law degree
distribution. Therefore a small but non-negligible fraction of the nodes in these networks
have very large degree. This behavior is quite unlike the rapidly decaying Poisson degree
distribution [Barabasi and Albert, 1999, Newman et al., 2001, Dorogovtsev and Mendes,
2002].
2.3.2 Clustering Coeﬃcient
Real-world networks tend to be highly clustered graphs. The notion of clustering not only
is an essential characteristic of real-world networks but it also provides conditions for the
position of the phase transition at which a giant component forms on a clustered graph.
The clustering coeﬃcient ‘C’ characterizes the closest environment of a node and it is
deﬁned as the fraction of existing connections between nearest neighbors of the node. A
network is said to show clustering if the probability of two vertices being connected by an
edge is higher when the vertices in question have a common neighbor.
In a typical E-R random graph the probabilities of node pairs being connected by
edges are by deﬁnition independent. Thus, there is no greater probability of two nodes
being connected if they have a mutual neighbor than if they do not. Therefore, the cluster
coeﬃcient is simply C = P, which means that the network lacks clustering or network
transitivity. This notion of clustering is an essential characteristic of a real-world network.
As pointed out by Watts and Strogatz [1998] real-world networks show strong clustering
or network transitivity. In many real world-networks the clustering coeﬃcient is found to
have a value greater than zero, anywhere from a few percent (e.g. 0.08 for a power grid in
Western US) to 50 percent or even more (e.g. 0.59 for company directors in the Fortune
1000 companies) [Newman, 2003, Dorogovtsev and Mendes, 2002].
2.3.3 Giant Component
A component is a subset of nodes in the graph, each of which is reachable from the others
by some path through the network. There may be many components within a graph, but
there can only be one giant component, which is the component with the largest connected
cluster of nodes. The remaining components are negligible in comparison. As the network
evolves over time, it is possible that all the negligible components will be absorbed by the
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giant component.
While a network evolves over time, the number of nodes and their edges increase
according to the degree distribution under which the network is constructed. The number
of the ﬁrst (immediate) neighbors of a node is by deﬁnition equal to its own connectivity
and is denoted z1. The average number of the second neighbors which is denoted by z2
depends on z1 and the degree distribution of the graph. Similarly we calculate the average
total number of neighbors of a node A at all distances, we ﬁnd the conditions under which
a giant component emerges in the network. For instance, in a random network with non-
Poisson degree distribution, it is found that there is a giant component when this average
of the total number of neighbors (zm = (z2/z1)(m−1) · z1) is inﬁnite. In particular, when
z2 < z1 there is no giant component, since zm is ﬁnite [Newman, 2003, Dorogovtsev and
Mendes, 2002].
2.3.4 Small World Eﬀect
Another important characteristic of a network is the typical distance through the network
between each pair of nodes. Shortest path length between pairs is the minimum number
of edges required in order to reach the destination node. It has been observed that the
average shortest path length is small even for very large networks. This shortest path
length is usually referred to as a small world eﬀect. For instance, in the famous experiments
carried out by Milgram [1967], letters were passed from person to person and were able
to reach a designated target individual in only a small number of steps, around six in the
published cases. This result is one of the ﬁrst direct demonstrations of the small-world
eﬀect. Recently, this small-world eﬀect has also been noted in many other networks, such
as the electrical power grid of the western United States of America, the neural network
of the warm Caenorhabditis Elegans and the network of ﬁlm actors who have acted in the
same ﬁlms. Similarly, if one considers the spread of information or virus across a network,
according to the small world eﬀect, the spread will be fast across most real world networks.
Moreover, the maximal shortest-path length over all pairs of nodes between which a path
exists, is referred as the diameter of the network since it determines the maximal extent of
the network. For simplicity, in many studies we ﬁnd the diameter of an evolving network
to be considered the average path length, since as the network nodes converge to a large
number, the diameter increases proportionally with the average path length [Strogartz,
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2001, Newman, 2003, Watts, 1999].
2.4 Mimicking Real-World Networks
In order to further investigate real-world networks it is desirable to construct random
graphs that exhibit properties of real world networks. It has been shown that real-world
networks tend to be highly clustered, like lattices, but have small diameters like random
graphs.
2.4.1 Watts-Strogatz Graphs
The Watts-Strogatz (W-S) model oﬀered the ﬁrst indication that real networks can be
more complex than those predicted by E-R models. The W-S model was constructed
to mimic a random network with the desirable features of real-world networks, such as a
high clustering coeﬃcient and small diameter (average shortest path). Watts and Strogatz
constructed graphs with these properties by starting with a ﬁxed graph with a large
clustering coeﬃcient and rewiring some of these edges. Although these graphs share some
the real-world characteristics, they do not resemble large-scale networks. Initially, a regular
one-dimensional lattice with nearest neighbors z ≥ 4 is constructed, in order to have the
high clustering coeﬃcient of lattice topologies. Then all edges of the lattice are rewired
with probability p to randomly chosen vertices. Obviously, when p is small, the ﬁnal graph
has to be similar to the original regular lattice. However, for large enough p, the network
is similar to the classical random graph. Watts and Strogatz [1998] observed that when
the clustering coeﬃcient has a high value, even for a small probability of rewiring, the
average shortest path length is already of the order of typical random graphs [Newman,
2002].
2.4.2 Generalised Random Graphs
The ever increasing demand for using random graphs as models of real-world networks
led to Generalized Random Graphs. Through the use of probability generating functions,
which was advanced by gen, the properties of random graphs are calculated in order to
both correct the degree distribution and introduce the notion of clustering. The simplest
real-graph property to incorporate is the property of the non-Poisson degree distribution
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which leads to the so called ‘Conﬁguration model’ [Dorogovtsev and Mendes, 2002]. Ac-
cording to the Conﬁguration model, each vertex i has ki stubs or spokes projecting from
it, which are the ends of an edge-to-be. Then pairs of stubs are randomly chosen to con-
nect nodes together. In the limit of large graph size, considering pk as the distribution
degree of vertices, the degree of the vertex we reach by following a randomly chosen edge
on the graph is one less than the total degree of the vertex-excess degree and is given
by the formula: qk =
pk+1·(k+1)
z . After calculating the generating functions of the degree
distributions, we can determine the conditions under which the giant component comes
into view, and the fraction of nodes it occupies. Moreover, using generating functions, we
can ﬁnd the expression of the clustering coeﬃcient (C), from which it is derived that C
will usually tend to zero as n-1 tends to zero for large graphs. Although a ﬁrst attempt
has been made by Newman et al. [2001] to incorporate clustering by making corrections
on the quantity z2, the notion of clustering on generalized networks is still in its infancy
even when their degree follows the power law (z2 is the average number of 2nd neighbors
of a vertex and is related to the cluster coeﬃcient). Keeping the aforementioned in mind,
we observe that the Generalized Random Graphs approach goes some way to account for
some of the main properties of real-world networks. However, Scale-Free graphs emerged
in order to encompass additional of the real-world properties [Strogartz, 2001].
2.4.3 Scale-Free Graphs
Recently Barabasi and Albert introduced an evolving network where the number of vertices
increases linearly with time rather than being ﬁxed. Each time a new vertex enters the
network, it is connected to m already existing vertices (considering that the node’s degree
is m), following the preferential attachment rule. According to this rule, the vertices with
more edges are preferentially selected for the connection to the new vertex.
For these networks, where the mechanism is based on growth and preferential attach-
ment, ‘popularity is attractive’, which means that there is a higher probability to link to a
node with a large number of connections. Networks with such properties are called Scale-
Free (S-F) networks [Barabasi and Albert, 1999]. The main principle of S-F networks is
that the probability P(k) that the number of nodes connected to k (vertex degree) other
nodes in a network decays as a power law following:P (k) = α ·k−γ . Examples of networks
following this scheme are the Internet observed by Faloutsos et al. [1999], protein inter-
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action networks pointed out by Wuchty [2001], the electrical power grid of the western
United States of America, the neural network of the worm investigated by Caenorhabditis
Elegans and the networks of citations of scientiﬁc papers researched by Redner [1998].
Additionally, the average distance between the vertices in S-F networks is smaller than
that of E-R random networks and small world networks, while there is an interesting
dependence on the degree exponent γ. S-F graphs encompass clustering, where there is
a critical value that bears an interesting dependence on the degree exponent. At that
critical value, transition threshold occurs, while above that value there is only one giant
component which can occupy the entire graph [Newman, 2003].
2.5 Hypergrid Topology
Network topology is a fundamental principle, since it vitally aﬀects the distribution of
traﬃc in networks.
As it was analysed by [Saﬀre, 2002] the Hypergrid topology, which is depicted in
Figure 2.1, is a design that gives desirable features in terms of scalability and robustness.
Hypergrid is tree architecture whose leaves are randomly inter-connected so as to feature
a completely homogeneous node degree. On these topologies, the distribution of traﬃc is
concentrated around the average due to the absence of just a few highly connected nodes
acting as primary relays. Furthermore, it combines important designing rules from the
concept of the popular ad-hoc and grid networks:
Figure 2.1: A 20–node Hypergrid topology with a degree of three
• Scalability: this vital property can only come from increasing the number of con-
nections between those nodes that used to be at the lowest level in the hierarchical
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structure, together with their access privileges: Most important design rule in the
popular ad-hoc network concept. (Ad-hoc)
• A decentralized topology (i.e. featuring homogeneous node degree) is less prone to
cascade failure and therefore better equipped to maintain quality of service when
damaged than a hierarchical architecture. (Grid-distributed systems)
Initial investigations have shown that topologies can give rise to oscillations that may
lead to cascade failures - gradually parts of the network go down. Cascade failure takes
place when one of the main hubs ceases to function and a huge amount of traﬃc needs to
be transferred to secondary relays that simply lack the capacity to process it. If overload
causes them to crash too, it can easily initiate a chain reaction as more packets have to
be re-routed through increasingly less capable nodes, resulting in the perfect example of
cascade failure. Therefore, the damage caused by a malicious entity targeting relays can
extend far beyond those nodes that it successfully infected. Consequently, there is no
single point of failure in a Hypergrid topology, whilst the more homogeneous distribution
of traﬃc across the network in normal conditions makes cascade failure far less probable
when rerouting is needed.
33
Chapter 3
Research Background on
Resilience & Robustness
3.1 Introduction
This chapter reviews the concepts of resilience, deﬁning the extent of network reliability,
and robustness. We review methodologies through which network failures, including cas-
cade failures, are simulated. We go through methodologies according to which network
dynamics are synchronised to achieve network convergence. We also look at some other
methodologies, which aim to achieve congestion free nodes, and others, which model ur-
ban traﬃc to achieve congestion free networks. Our methodology is inspired by those
methodologies, but is a signiﬁcant improvement over them as it is independent of topol-
ogy, while synchronising network dynamics to achieve network convergence with the aim
of dynamically distributing traﬃc across the network according to the available network
resources
3.2 How Robust is a Network
The work presented in this thesis is based on dynamic systems and diﬀerential equations
to describe each node’s dynamics as a part of a network. Dynamic systems are investi-
gated through various mathematical disciplines, such as Stochastic modeling, Combina-
torics, Game Theory (GT), Ordinary Diﬀerential Equations (ODEs) and Partial Diﬀeren-
tial Equations (PDEs). Through this chapter we present a general background to dynamic
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systems, which are investigated in order to improve network robustness. Resilience is a
vital characteristic of a network since it deﬁnes the extent of a network’s reliability and
robustness.
A network can be resilient at two levels:
• Resilience at the level of network connectivity measures its ability to protect the
network from disintegration in cases where individual failures occur.
• Resilience at the level of nodes measures how well the mechanisms of the network
work in order to protect its nodes from becoming congested. A well known mecha-
nism for congestion control is the TCP protocol [Jacobson, 1988].
Initially scientists investigated resilience at the level of network connectivity. Later
on, they broaden their study to node congestion mechanisms, using paradigms such as
theoretical Computer Science (with Game Theory tools) and theory of complex networks
(using algebra and probabilities). In the next section we will introduce models, which are
based on Combinatorics, Game Theory, Algebra and Probabilities. These models are used
in order to measure network resilience and investigate alternative methodologies to create
more robust reliable and resilient networks. We brieﬂy describe those methodologies, while
at the end of each described methodology we outline how our work diﬀers.
3.3 Methodologies to Simulate Network Failures
3.3.1 Probabilistic Fault Models
Using probabilities and combinatorics, researchers have studied resilience analytically.
First, they investigated resilience at path level. Later on, they broadened their study
to capture network resilience using probabilistic models constructed in order to simulate
the failure of network elements. There are three kinds of fault probabilistic model in a
probabilistic network:
• Node fault model
• Edge fault model
• Node-and-edge fault model
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The analytical solution of these models determines the network’s reliability, allowing
us to determine the most reliable network.
Slyke and Frank [1972] proposed a method to measure the performance of networks
with unreliable nodes. This measurement is based on the expected number of node pairs
that can communicate via a path of operational links, thus it can be considered as the
average two-terminal reliability. It is called the resilience of a graph G Re(G) and it is
the expected number of node pairs that can communicate. Throughout the calculation of
the resilience it is assumed that the traﬃc is uniformly distributed to each pair of nodes,
whereas weighted resilience takes into account the way traﬃc is distributed among the
paths. The node and edge fault model was initially studied by Frank and Gaul [1982],
who proposed the bounds to R(G) for the complete graph. However, Ball [1980] showed
that the calculation of these bounds is a NP-hard problem as well.
Colbourn [1993], in order to address resilience of the network, calculates the all-
terminal reliability RelA(G) and the two-terminal reliability Rel2(Gst) using tools from
Combinatorics and Graph theory. The former determines the probability that the network
G is connected, whereas the latter determines the probability that (at least) an (s, t) path
— source to destination — is operating.
Furthermore, the resilience of a network can be measured through the Residual Con-
nectedness Reliability (RCR - R(G)), which is the probability that the residual nodes can
communicate with each other. Unfortunately, both the RCR and the Re(G) are NP-hard
and P-complete problems, which means that there is no eﬃcient algorithm for computing
them. Colbourn [1993] estimates R(G) using approximation algorithms initially under the
edge fault model, and then under the node fault model, which is further studied by Liu
et al. [2000]. Colbourn [1993] proposes a polynomial algorithm for trees, series-parallel
graphs and permutation graphs, whereas Liu et al. [2000] further investigates and develops
eﬃcient algorithms for arbitrary graphs and bound expressions for estimating the R(G).
Only recently, Liu et al. [2000] proposed an algorithm, with eﬃcient running time and
high accuracy, to bound the reliability R(G), which can be applied to typical classes of
graphs [Chen and He, 2004].
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3.3.2 Percolation Theory (Virus Spreading) on Random Graphs
It is only recently that scientists have started to study the behavior of network resilience
using models deﬁned on random graphs, and using ideas from percolation theory. Perco-
lation theory was originated in the 1950s to model virus spreading within epidemiology.
Node failures can be modeled using the percolation theory in generalized random networks
[Cohen et al., 2000]. According to the physical literature, percolation is the phenomenon
which is related to the emergence of a giant component in networks. The phase transi-
tion during which the giant component emerges is called the percolation threshold. Site
percolation deals with occupied or unoccupied nodes, whereas bond percolation deals with
links. To address the resilience of the network, we study the consistency of the giant
component. When a fraction of nodes is removed, the diameter of either the giant com-
ponent or the whole network changes, thereby changing its robustness. For example, the
problem of node failure in a network coincides with a site percolation process on the net-
work. The nodes that can successfully communicate produce the giant component of the
corresponding percolation model.
Even though real world networks (which have an approximate power law degree dis-
tribution) can be highly robust to random node failures, they can be extremely fragile to
intentional attack of their highly connected nodes. Real-world networks (highly skewed
degree distributions) are often found to be highly resilient to the random deletion of their
nodes. In networks with such a degree distribution it is less likely that there will be a
devastating eﬀect on the rest of the nodes when we randomly remove a highly connected
node. In contrast, a power law network easily falls apart under an intentional attack to
highly connected nodes. This was ﬁrst demonstrated numerically by Albert and Barabasi
[2000] and analytically for random graphs with arbitrary degree distributions by Callaway
et al. [2000].
Unlike S-F networks [Valverde et al., 2002, Barabasi and Albert, 1999], where robust-
ness depends on the type of failure (random vs. intentional), E-R random networks (which
have an exponential degree distribution) can be extremely fragile after removing a cer-
tain (threshold) fraction of nodes regardless of whether or not the failure is random or
intentional. Erdo – Renyi (E-R) random networks have approximately the same number
of links, thereby contributing equally to the diameter of either the giant component or
network [Kalisky et al., 2006]. An intentional removal of a node has the same eﬀect on the
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network’s consistency, whereas there is a percolation threshold (number of node failures)
after which the network falls apart.
How our destruction methodology diﬀers
Inspired by the construction of fault nodes and/or link models, we utilize a combination of
diﬀusion theory and Lotka-Voltera models to simulate geographically based network fail-
ures. In particular, we construct a mathematical model in order to simulate node and/or
link failures and describe real world physical attacks such as the 11th of Septemeber, with
the aim to strategically allocate security to important nodes within our network.
Our strategic destruction is split into two stages: (I) The ﬁrst stage of our methodology
is based on random diﬀusion, through which we spread a geographically based attack (an
armed attack) towards the target network element. (II) The second stage of our method-
ology is based on the Lotka-Voltera system, through which we determine the survivors,
along with their attrition percentage (percentage of damage). Our methodology, does
not propagate the attack through the node’s communication network (as the percolation
methodology does). Instead we allow each network element to combat the geographically
based attack according to its individual security. The resilience of the network is measured
by the ratio of the number of operating nodes before and after the physical attack.
3.3.3 Multiscale Topologies: High Resilience at Network Level
Multiscale topologies are a new hierarchical class of network topologies, which tend to have
high connectivity robustness (resilience at network level). The backbone of the topology’s
links consists of a pure hierarchy, with branching ratio b, and L levels. The algorithm
proceeds by sequentially adding links, chosen stochastically, until a prescribed total of m
links have been added. The added links are treated diﬀerently from the backbone links,
since they have diﬀerent responsibilities. Thus, backbone links deﬁne a node’s coordinates
in the network and also transmit information, whereas the added links only transmit
information.
The incremental addition of a small number of key-links in a speciﬁc order can entirely
change the behavior of an ordinary hierarchical topology. For example, S-F (hierarchical
structures) networks are extremely breakable after removing a highly connected node (near
the top of the hierarchy). According to a recent approach this weakness can be overcome
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by adding a small number of links to the hierarchy. This allows the class of network
topologies to be resilient to both node congestion (resilience at node level) and network
disintegration (resilience at network level) [Strogartz, 2003].
3.3.4 Hypergrid Topologies: High Resilience at Network Level
Similarly, Hypergrids are topologies of hierarchical type, in which the backbone links form
a tree whose leaves (nodes that belong to the last tree level) are interconnected at ran-
dom so as to feature a complete homogeneous node degree. It has been shown that the
Hypergrid diameter increases logarithmically with size and its diameter is smaller than
that a respective S-F would have, whereas its average shortest path length is higher. The
absence of just a few highly connected nodes (homogeneous degree) makes the topology re-
silient enough to intentional attacks. Therefore, there is no single point of failure while the
topology design does not propagate deﬁciencies of individual nodes and create cascading
failures.
In Chapter 6, the mathematical model of each node’s traﬃc rates control, will be used
with a Hypergrid topology , since it appears to have the best connectivity robustness of all
recent topologies. Hypergrid is an idealised topology, therefore we will use the simulation
results for later comparison with other topologies closer to real-world networks [Saﬀre,
2002].
3.4 Methodologies to Achieve Congestion Free Nodes
Researchers, using tools from probability and game theory study the optimum solution of
a congestion game through the rational behavior of the nodes/players/users in order to
achieve congestion free nodes. Therefore, this approach directly investigates resilience at
the node level and indirectly resilience at the network level.
We will spend a few paragraphs explaining the basic concepts of Game Theory and
categorising the diﬀerent types of games. This will allow us to to better understand how
Anarchy arises and its relevance to network resilience.
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3.4.1 Game Theory — Nash Equilibrium
We will introduce the main categories of Economic Theory (ET) and Game Theory (GT),
in order to convey network problems/games, such as congestion. These games have many
types of solutions [Osborne and Rubinstein, 1994]. However, we always aim to achieve the
optimum solution, where all players are satisﬁed with the outcome.
The Computer Science Theory (CST) uses tools from GT and ET, in order to under-
stand the complexity of Internet-like topologies.
Games can be categorized into Strategic games and Coalitional games. The former
consists of non-cooperative games, such as repeated games, whereas the latter consists of
co-operative games, such as games in which the players don’t know the moves that have
already been made by other players.
Computer Science Theory (CST) found a fertile interaction with Game Theory (GT) in
the context of bounded rationality, repeated games and learning games [Singh et al., 2000].
Assuming rational behavior, according to Nash [1951] the optimum solution, is determined
by the Nash Equilibrium - a situation from which no player has an incentive to deviate.
However, the Nash Equilibrium is known not to always optimize overall performance (e.g.
Prisoners’ Dilemma published by Rapoport and Chammah [1965]). The Nash Equilibrium
can achieve or approximate the overall optimum under diverse conditions.
Consider an Internet-like topology as being a Coalitional game, where the TCP/IP
congestion control brings the players / users into a Nash Equilibrium. In this Congestion
game the leading role is taken by the users, and so it is challenging to specify a rational
behavior for those users, in order to get an optimum solution for the overall network
[Roughgarden and Tardos, 2000, Karp et al., 2000, Osborne and Rubinstein, 1994].
A Transcends game, originally derived from ET, can be converted through CST into a
network game. Consider a network consisting of agents, each of which possesses an integer
number of packets. Each packet is assigned a price (in CS sense of level in communication
complexity), and each agent seeks to obtain traﬃc packets with the most aﬀordable prices.
This counts as rational behavior for an agent. Even though according to ET, there is always
a price equilibrium-market clearing price, there is always a possibility of a decreased value
on the availability of the requested goods [Papadimitriou, 2001, Osborne and Rubinstein,
1994].
Finally, an Inverse game can be converted into a network game. Given desired goals,
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it is possible to design a game in a clever way, such that individual players that are mo-
tivated solely by self-interest end-up achieving the designer’s goals. Therefore a network
will be utilized to its maximum potential only when the majority of the users have enough
incentive to adopt, implement, use, tolerate or interface with it. For instance, consider
various protocols that are designed for being resilient to video-line traﬃc. We can view
these Internet protocols as games specially designed to encourage behavior close to the so-
cial optimum through strategy games and reward tables [Koutsoupias and Papadimitriou,
1999]. These games are well known as the mechanism design games and it is important
for their designer to know the distance of the Nash Equilibrium from the social optimum
[Osborne and Rubinstein, 1994, Nisan, 1999].
3.4.2 Traﬃc Regulation and Nash Equilibrium
Consider an Internet-like topology as being a non-cooperative game, with users/nodes that
can be viewed as independent agents. It is expected that users/nodes will choose routes in
order to form the Nash Equilibrium in the sense of classical game theory. This Internet-
like topology would be characterized by almost spontaneous emergence, open architecture,
size growth, etc., which are all consequences of a decentralized topology.
The absence of a central authority (network regulator) that monitors and regulates
the network’s operation results in selﬁsh and spontaneous actions from Internet users and
service providers. Every user always chooses the minimum latency path, in order to route
their traﬃc. This selﬁsh acting is called anarchy. Thus, one of the main issues when
optimizing the network performance is the level of traﬃc regulation [Roughgarden and
Tardos, 2000].
Anarchy is a two-fold network feature, which acts either negatively or positively. It acts
positively after the failure of an important node, since the topology is easily reorganized.
On the other hand, it acts negatively when there is no failure, because users continue to act
selﬁshly, resulting in degradation of the network performance. This negative point always
exists, but the positive feature of easy reorganization after failure usually outweighs this,
and so anarchy is usually counted as a positive network feature.
The price of anarchy quantiﬁes the degradation, which is the loss of eﬃciency of the
network. This is expressed through the ratio between the worst possible Nash solution and
the social optimum (minimum total delay). This aims to evaluate the loss to the system
41
due to its deliberate lack of coordination [Braess, 1970, Roughgarden, 2002].
According to another line of work, the ratio aims to achieve or approximate the social
optimum by implicating acts of coordination, comparing the overall optimum with the
best Nash Equilibrium. The Nash Equilibrium can achieve or approximate the overall
optimum under diverse conditions, while it also serves as an important indicator of the
kinds of behaviors exhibited by non-cooperative agents [Fotakis et al., 2002].
3.4.3 How our Equilibrium Methodology Diﬀers from Nash Equilibrium
with Regards Traﬃc Regulation
Nash Equilibrium is a well known probabilistic theory which allows us to make predictions
for the social optimum. However, these predictions depend on assumptions and probabil-
ities which are as much debatable as the predictions themselves. Therefore, in this work
we are seeking an equilibrium model, which is the result of assumptions based on deter-
ministic quantities, such as network resources. Instead of modeling nodes as players in
game theory, we use ODEs to describe changes in their load, in terms of network resources.
This results in a large model of coupled ODEs, which we construct a unique algorithm to
produce the synchronized solutions leading to the appropriate equilibrium points, where
all nodes are satisﬁed with the outcome.
3.5 Diﬀerence Equations Modelling the Internet
Using Diﬀerence equations researchers analytically studied resilience at node level. A
well known mechanism that the Internet uses in order to protect nodes from becoming
congested is the transmission control protocol (TCP). Recently, Kelly [2001] derived a
mathematical model which is based on diﬀerence equations, in order to analyse the stability
and fairness of a simple rate control algorithm which deﬁnes a dynamical system. The
stability of the system is established by showing that the system has a Lyapunov function,
while the optimum is characterised by a proportional fairness criterion. This model is a
ﬂow control model and describes how the ﬂows operate as result of the ﬁne operation of
the TCP-software at the packet level, [Key and McAuley, 1999].
Frequent random ﬂuctuations result in overloaded nodes and sometimes their failure.
In order to prevent these failures, mathematical models have been developed to provide
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adaptation rates. According to this ﬂow control model, a network has a set of J resources,
where a route r is a nonempty subset of J. Each user r is allocated a rate xr ≥ 0 and
follows a route r. This route r has utility Ur(xr) to the user. As a resource becomes more
heavily loaded the network incurs an increasing cost. The resource marks a proportion of
packets with a feedback signal and each user r views each feedback signal as a congestion
indication requiring some reduction in the ﬂow xr. Moreover the user has the option to
vary its rate as soon as he pays for it. The diﬀerential equations representing this model
share several characteristics with the TCP algorithm of Jacobson [1988], which is currently
used by the Internet. Adding some more features to the model, a network model of TCP
is achieved, in order to describe in more detail the TCP congestion avoidance control.
3.5.1 Why do we Calculate Network Convergence using ODEs?
Instead of analytically proving network convergence to a stable point for a set of TCP
connections, we prove network convergence in terms of numerically calculating the appro-
priate equilibrium point for each node. The knowledge of the equilibrium value through
which each node is satisﬁed, we could further investigate to achieve TCP connections
without the frequent use of congestion windows.
3.6 Modeling Cascading Failures in Complex Networks
In the instance of a power black out, a failure in a power transmission station changes
the balance of power loads and leads to a global redistribution of loads over the entire
network. This failure has a knock–on impact on the rest of the network, triggering a
cascade of overload failures.
Initially, Motter et al. [2002] introduced a model, (ML) for describing cascading failures
in complex networks and show that it is applicable to real networks such as the Internet and
power grids. The ML model aims to answer the fundamental question of what conditions
cause such a global cascade to take place? According to the ML model, the capacity
of a node j is denoted as Cj and is the maximum load that node j can handle, while
it is proportional to its initial load, which is denoted Lj . The removal of one or more
nodes triggers the redistribution of the load across the network. If the new load on a
particular node becomes larger than its capacity, then that node will fail. Motter et al.
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[2002] conclude that a global cascade is expected if (I) the network exhibits heterogeneous
distribution of loads and links; and (II) a node is removed, which is among those with
higher loads.
Motter and Adilson [2004] continues his investigations on possible strategies of defense
to prevent a cascade from propagating through the entire network. This work aims to
reduce the size of the cascade of overload failures. Cascades are divided into two parts: (I)
the initial attack, whereby a fraction of nodes is removed; and (II) the propagation of the
cascade, where another fraction of nodes is removed due to subsequent overload failures.
According to the proposed defense strategy, nodes having a small load and/or links having
a large excess of load are carefully chosen to be intentionally removed after part (I) and
before part (II).
Liang et al. [2004] address theoretically and numerically the fundamental mechanism
of a cascading failure. The ML model is applied to scale–free topologies, whilst cascades
triggered by the attack of a single node are investigated. A theoretical formula is derived
to estimate the tolerance parameters, through which the capacity of nodes is character-
ized. This formula is veriﬁed with numerical experiments. According to this research, a
cascade failure is possible only below a critical value of this tolerance parameter . The
implementation of this mechanism aims to predict and prevent cascade break down in
scale–free networks.
Schafer et al. [2006] disapprove the aforementioned mechanism as the time scale needed
to react may be relatively short and thus not be operationally feasible for some speciﬁc
situations. In turn, they propose a proactive measure to signiﬁcantly reduce the chance
of an overload avalanche and to limit its size in case of occurrence. According to this
control strategy, the need to remove nodes and links to stop the cascade is reduced. At
the same time, the robustness of the network is increased, whilst lowering the investment
costs of the networks capacity layout. This proactive method controls the load weights
and determines the load–based lengths of the ﬂow paths. The load–dependent weights
have been assigned pro actively to gain robustness against one– and two–node failure. In
the case of a multiple link and node failure, a reactive reassignment of these weights could
re–route the network ﬂow in such a way that the subsequent overload cascade is avoided.
Wang and Kim [2007] improve the original ML model, according to which the capacity
of a node is not constrained to be proportional to the initial load. In other words, the ML
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model raises a linear correlation between extra capacity and initial load, whereas Wang
Kim (WK) model also protects the highest loaded nodes by assigning some extra capacity
to them. Therefore the WK model enhances the network’s robustness, through the use of
a more heterogeneous distribution of extra capacities.
Ping et al. [2007] continues investigations to further improve WK and ML models by
proposing a more general allocation strategy for extra capacity against cascading failures.
The assignment of extra capacity depends not only on the load of a vertex (node), but
also on the number of its links. Therefore this improved version covers three cases: (I)
nodes with a large degrees are allocated extra capacity; (II) nodes with small degrees
degenerate the model to the ML model; and (III) nodes with the highest degree represent
the extremely heterogeneous allocation where only the most connected node is protected.
3.6.1 How our Methodology Prevents Cascade Failures
Although the likes of WK and ML models produce a more heterogeneous distribution of
extra capacity, it is limited by their linear non–dynamic system. We construct a model to
dynamically allocate the capacity (number of packets) within each node as a function of
connectivity and cost–link (weights). Therefore, we develop a more sophisticated model
based on coupled ODEs, through which we synchronize each node’s capacity, as a function
of the load in order to ﬁnd the equilibrium point. It prevents resource overloading (node
failures) by controlling and distributing traﬃc to the least busy ﬁrst neighbor node. In
other words, the number of packets within each node is determined according to its avail-
able network resources, such as buﬀer capacity and service ability. Our model is applied
to various Internet–Like topologies to prove the synchronization of our solution curves.
3.7 Synchronization of Network Dynamics
Ordinary Diﬀerential Equations (ODEs)
During the last decade, excitable networks have been the subject of numerous works. An
excitable element is deﬁned by its response to a perturbation: whereas a small distur-
bance causes merely an equally small response, a perturbation above a certain threshold
in amplitude excites a quiescent element that then decays in back to quiescence during a
refractory period in which it is unresponsive to further excitation [Cartwright and Julyan,
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2000]. Such elements, when coupled to their neighbors into an assembly, become an
excitable medium. Hodgkin-Huxley, Bonhoeﬀer-van der Pol-FitzHugh-Nagumo [Degli Es-
posti Boschi et al., 2001] and Kuramoto oscillators simulate excitable networks [Vragovic´
et al., 2007]. The activation and the subsequent synchronization of the coupled excitable
elements are one of the most interesting and important elements within these studies.
Kuramoto analyzed and exactly solved a model of phase oscillators running at arbitrary
intrinsic frequencies and coupled through the sine of their phase frequencies. The model
has the capacity to display a large variety of synchronization patterns and the suﬃcient
ﬂexibility to adapt to diﬀerent contexts [Acebron et al., 2005, Hong et al., 2002]. Kuramoto
model also has been numerically analyzed on networks, in which the interaction strength
depends on a distance. It has been found that a transition from incoherent to coherent
behavior occurs at a critical value of the coupling strength [Arenas et al., 2006]. Recently
Kuramoto model has been studied in networks without global coupling [Trees et al., 2005].
A mean ﬁeld theory was proposed, in order to determine the transition to synchronization,
whereas a couple years ago scientist went beyond the mean-ﬁeld approximation to obtain
a better estimate of the critical coupling strength [Restrepo et al., 2005].
Hodgkin Huxley model is described by a set of coupled Ordinary Diﬀerential Equations
(ODEs) and recently was used to compare the network dynamics on diﬀerent connectivity
topologies. According to this model, the coherence of the oscillations depended on the
connectivity of each topology [Fernandez et al., 2000, Hasegawa, 2003].
Barahona and Pecora, established a criterion based on spectral techniques to determine
the stability of synchronized states of networks. According to which the synchronization of
a state depends on both the network topology and its dynamics. More recent work, built
up a new family of graphs, the entangled networks to explore their topological features,
which convert them into highly synchronized networks [Donetti et al., 2005]. The van
der Pol-FitzHugh-Nagumo equations mathematically describes excitable elements. Each
of these is coupled to its nearest neighbor in one, two, or three dimensions to become
excitable medium. The coupling in biological and chemical excitable medium is diﬀusive
[Cartwright and Julyan, 2000]. It can be host to both van der Pol-FitzHugh-Nagumo
equations depending the medium being modeled.
Several investigations have been engaged with the state of synchronization in complex
networks, such as small world and scale free topologies. These studies concluded the
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synchronization improves with the intrinsic size of the system. Other studied dealt with
local properties, which were measured by the clustering coeﬃcient and their role. In very
recent work was investigated the eﬀects on activity and synchronization of networks with
homogeneous distribution of degree. It was highlighted the important role of dynamics
which cannot be simply described by a set of topological parameters, warning against
inferring general conclusions from the analysis of a speciﬁc system [Vragovic´ et al., 2007].
3.7.1 How Network Dynamics are Synchronised through our Balance
Methodology
In our work we model static networks however, we also use ODEs which we explicitly
synchronise. Instead of coupling the ODEs of our model through a sine of a diﬀusive ele-
ment (as it happens in the Kuramoto and Borahona and Pecora respectively) we set the
coupling element, which is the transition probabilities, to be explicitly determined by the
link–cost ODE and implicitly determined by the traﬃc ODE. This allows us to maintain
nodes’ synchronization and achieve equilibrium appropriate to each node’s resource char-
acteristics. All nodes are satisﬁed with the outcome, a situation from which no node has
an incentive to deviate. Thus equilibrium is achieved under diverse network conditions.
3.8 Modeling Transportation Traﬃc in a Junction
Partial Diﬀerential Equations (PDEs)
With regard to urban car traﬃc there are two important types of models which examine
the dynamics of traﬃc ﬂow:
(I) Microscopic models, which focus on the individual cars and investigate deterministic
or stochastic interactions. The aim of these models is to describe individual vehicle dy-
namics. Two approaches have been used so far. One approach consists of models based on
cellular automata; consider simple microscopic models with a logic that usually consists
of a few high–performance operations [Bham and Benekohal, 2004]. Another approach
consists of car–following models, which provide a more realistic modeling of driver and
vehicular behavior. The majority of microscopic models have been based on what is called
the action point model [Todsiev, 1963] in order to develop the psychological driver model.
A highly evolved action point model is shown in [Maroto et al., 2006, Wuhong et al., 2004].
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(II) Macroscopic models, which are partial diﬀerential equations of conservation type
relating density and ﬂux. This type of modeling started with the work of Lighthill and
Whitham [1995] (the LWR model). Today ﬂuid dynamic models for traﬃc ﬂow are ap-
propriate to describe traﬃc phenomena, for example congestion and stop–and–go waves.
Recently Garavello and Piccoli [2004] consider a road network based on the Aw and Rascle
[2000] (AR) model of traﬃc ﬂow. Through these models, the aim is to answer questions
such as: where to install traﬃc lights or stop signs; how long the cycle of traﬃc lights
should be? Where to construct entrances, exits and overpasses? [Herty and Rascle, 2006,
Bretti et al., 2006, Haut and Bastin, 2007, Helbing et al., 2007].
Both types of modeling have been applied to communication networks as well[Marigo,
2006, Huisinga et al., 2001]. However, in our research we use deterministic interactions to
describe packet dynamics within each node (links’ intersections) of an Internet–like topol-
ogy. Our model always achieves equilibrium (subject of the network resources allowance)
whilst ensuring nodes exchange packets in a synchronized manner. Our numerical algo-
rithm follows the law of packets’ conservation and is applied to each node.
3.8.1 Why our Methodology Models Traﬃc in Junctions with ODEs?
Urban traﬃc networks utilize PDEs in order to research this distribution of vehicular traf-
ﬁc to junctions. This is particularly well suited as PDEs allow increasing the variation
in independent variables, and including distance as a parameter. However, data networks
do not require the same notion of distance to the junction. As PDE solution methods
are complicated in one dimension and become increasingly more diﬃcult in higher dimen-
sions, we use ODEs, which we numerically solve with our numerical algorithm, which is
introduced in following chapters.
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Chapter 4
External Spatially Diﬀused
Destructions
on Topologies with Distributed
Defense
4.1 Introduction
In this chapter we represent a node–edge destruction methodology, through which we
represent random or intended attacks on heterogeneous geographically based network el-
ements such as nodes and links. A ﬁrst thought is to express the outcome of a physical
attack through random diﬀusion. This will allow us to represent the extent of a catastrophe
in terms of both the resistance of the attacked material and the force of the attack.
Speciﬁcally, the aim is to model the spatial spread of physical attacks to network ele-
ments such as nodes and/or links. These network elements are geographically represented
on a two-dimensional heterogeneous environment. We allocate weighting to each link to
represent the geographic distance between nodes. Resilience is the available capacity that
can be utilized by the resistance force. In contrast, destruction capacity illustrates the
potential damage that can be exerted on the attacked entity. Resistance (or destruction)
is dynamically adjusted in order to confront the destructive (or resistance) force. There-
fore, depending on the type of competition, the two opposing forces consume a part of, or
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all the available capacity. We observe that maximum capacity is obtained under extreme
conditions. The purpose of this approach is to quantify how much an intended or ran-
dom attack can harm a network element from the point of view of distance and resistance
issues, rather than propagation of failure to the neighboring network elements.
The geographic distribution of a physical attack is highly asymmetric due to natural
or artiﬁcial barriers, such as hills or man-made structures respectively, where network
elements might be established. Therefore, attacks’ rate of destruction varies depending on
the heterogeneous environment in which frail and non-frail structures are distributed in a
patchwork fashion. When the attack’s shot enters a frail patch, it will be able to destroy
everything in it, whilst if non-frail patches dominate the studied environment, the attack’s
shot may become extinct causing limited value destruction rather than propagation of
failure to the remaining network.
Through this model we illustrate geographical based catastrophes, in order to: (I)
investigate entities’ dynamics while they resist destructions; (II) determine the remainder
resilience against a predetermined destruction strength; (III) measure the damage and the
negative eﬀect on each entity to strategically assign the resilience capacity that is needed
without wasting resilient resource.
4.2 Model Formulation
We describe external spatial destructions towards geographical based network elements by
a convection-diﬀusion equation. The spatial spread of the destruction is formulated as a
random diﬀusion process. For reasons of simplicity we assume that the destruction depends
only on position x and time t, while it takes place within a homogeneous geographic space
toward a network that consists of heterogeneous nodes and/or links.
We investigate the dynamics of two opposing forces (attack vs resistance) competing
for the same entity (node and/or link). Related competitive interactions have been studied
in the context of biological population models - A. Lotka and Voltera, the dimensionless
system form of which we utilize in this work [B. Drossel and McKane, 2001, Krivan and
Eirner, 2003, Beltrami, 1987].
In the case of a power network, we deﬁne resistance to be the physical embodiment
of a network element, such as a power line or pillar that protects the element against an
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attack. The type of attack determines the diﬀusion of the destructive force and the initial
eﬀect it has on each of the network elements. For example, a bombing attack would spread
in concentric circles, whereas a missile attack or lightening strike would cause a diﬀerent
diﬀusion pattern.
We divide such a physical catastrophe into two parts: (I) the initial attack, which
is diﬀused from the destruction point towards each network element. We consider the
assumption of the destruction wave being spread toward each network element in a one-
dimensional space; (II) The combat each network element has with the destruction. In this
part, we investigate what happens after the initial destruction and more speciﬁcally, how
each network element individually combats the destructive force. We deﬁne the percentage
of attrition and explore the parameters this individual combat depends on.
The two phases of these physical catastrophes are separated in time. The intervals over
which they take place are usually much shorter than the time scale at which the world
evolves. Therefore, both parts look like they take place simultaneously to human eyes.
In our simulation, we diﬀuse the destruction over three time intervals: 0.1, 0.25 and 0.5
seconds. We then allow two seconds for each network element to combat its destruction.
Each network element individually defends itself against the physical destruction. For
example if we try to burn a piece of wood or a piece of iron, the ﬁre competes with
respective material in order to destroy or partially damage it. In our case, the wooden or
iron structure could be protecting a power line or telephone exchange. In the case of self
limitation, everything in nature is aging, so is any type of protection (resilience) a network
element would have been given. The same would stand for the self limitation with regard
to the destruction force.
At this stage of research, destroyed network entities are unable to contaminate the
residual network, while they individually combat the destruction to either survive the
destruction or be removed from the network. The concept that our model depends on is
to describe highly asymmetric defense strategies, in which:
• When the destruction faces high resistance from a network element, it will be able
to destroy the element if it successfully survives the counter-attack and if its own
resilience surpass the resilience of the defending elements (element is damaged).
• Similarly, the element will be ‘triumphant’ if its defense mechanism survives the
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attack and if it has a higher resilience level than its opponent (element survives).
• Obviously, there can be balanced were both the attacker and the defender will achieve
their goal, letting the attacked element semi–functioning.
• Last, but not least the outcome of the battle can be determined by the initial values
of both the destruction force and the element’s resistance.
The aforementioned four distributed defense cases are described by a dimensionless
system of coupled Ordinary Diﬀerential Equations (ODEs) following the work of A. Lotka
and Voltera and are further analysed in Section 5.5.
Here we outline our model, the parameters that it is dependent on and the scope of its
applications. Regarding the network topology, consider a directed graph with bidirectional
links and a set of nodes, i = 0, 1, 2, 3, ..., N . A graph with N nodes is completely speciﬁed
by N ×N matrix, which is called adjacency matrix A = [aij ] consisting of zeros and ones.
Each entry aij = 1 represents a connection between the nodes i and j, whereas an entry
such as aij = 0 implies that there is no connection between the nodes i and j.
Regarding the external spatially diﬀused destructions towards the network, consider R
as the velocity of the medium (air) and D as the diﬀusion coeﬃcient (destruction diﬀuses
with the medium - air). Function u(t, x) describes destruction’s intensity at time t and
distance x. Velocity and diﬀusion terms are uniquely determined for each destruction,
whilst their selection depends on its type. We also place an initial condition on the
function u(t, x), in order to describe the initial destruction distribution.
Regarding the distributed defense on the network, consider parameters L and B de-
scribing the maximum for both the resistance and destruction that each network entity can
be allocated and undergo respectively. Additionally parameters, s and μ describe losses
in proportion to the number of diﬀerent encounters that are possible. Finally parameters
λ and ρ describe the constant rate with which network entities (nodes and links) resists
destruction and its growth respectively.
The aforementioned parameters are uniquely assigned for each node and represented
in the form of 1×N matrices. Therefore, L = [Li], B = [Bi], s = [si], μ = [μi], λ = [λi],
ρ = [ρi] specify the unique characteristics for each destroyed network entity i on the
network.
The concept that our model is based on is that a destructive force is initially randomly
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diﬀused towards a target and thereafter naturally competes for the domination of its target
so as to eventually destroy it.
The scope of our model’s application is to create a descriptive force in order to pre-
pare for each network element the appropriate individual defense level against spatial
destructions. Physical destructions are illustrated while individually each node dynami-
cally defends itself to survive. Through the utilisation of our model we are allowed to pro
actively reduce resilience’s wasting and aiming at testing entities resilience independent of
traﬃc, whilst our model is portable to any type and size of topology.
4.3 Externally Spatial Diﬀused Destructions
We generate external spatial destructions utilizing partial parabolic diﬀerential equations,
which are mathematically formulations of one or more of the conservation laws of physics
[Farlow, 1982, Powers, 2006]. The initial external destruction is considered as a convection-
dispersion problem and is described by the convection-diﬀusion equation,
∂v
∂t
= D1
∂2v
∂x2
+ D2
∂2v
∂y2
+ D3
∂2v
∂z2
−R1 ∂v
∂x
−R2 ∂v
∂y
−R3∂v
∂z
. (4.1)
Note that x, y, z in Equation 4.1 are interpreted as latitude, longitude and height
respectively, where destruction is carried out along with the medium’s velocity (air) and
spread due to diﬀusion in concentric spheres. The ﬁrst three terms are called diﬀusive
terms, whereas the last three terms are called convective terms.
In this work we consider the one-dimensional convection-diﬀusion equation, since little
progress has been made toward ﬁnding analytical solutions to one-dimensional convection-
diﬀusion Equation 4.2 even with constant coeﬃcient, when initial and boundary conditions
are complicated.
∂v
∂t
=
∂
∂x
· (D · ∂v
∂x
)− ∂
∂x
· (R · v) (4.2)
We analytically solve Equation 4.2 with Initial Condition 4.3 to generate initial de-
struction force towards network’s nodes. This destruction force competes with each node’s
resistance to either destroy or reduce the eﬃciency of the node.
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v(x, 0) = 1−H(x),−∞ < x < +∞ (4.3)
Equation 4.4 is the well known Heaviside step function, through which we aim to
describe the initial destruction distribution.
By convection, particles are convected or transported towards to the right (left) at
a positive (negative) constant speed. Note that in Equation 4.2 the part illustrating
transportation is negative, therefore the particles transported towards the left. We assume
that destruction intensity at time t = 0 when x ≥ 0 (to the left) should be u(x, 0) = 0,
whereas when x < 0 (to the right) u(x, 0) = 1. We also assume that the destruction moves
towards to the left.
H(x) =
⎧⎪⎪⎨
⎪⎪⎩
0, x < 0
1, x ≥ 0
(4.4)
While destruction is transmitted, it mixes with other materials in the environment,
which aﬀects the destruction’s strength. The mixing intensity depends on the diﬀusion
coeﬃcient, thus the larger the diﬀusion coeﬃcient, the faster it diﬀuses to the steady state
(when time goes to inﬁnity). We consider steady state to be reached, when after a long
time under the same conditions, the variation of the destruction’s intensity with time
dies away. For reasons of simplicity we assume that diﬀusivity (D) and velocity (R) are
constant.
Equation 4.5 is the solution of Equation 4.2. Depending on the relative size of D
(diﬀusion coeﬃcient) and R (velocity of the stream), the solution moves to the right
(downstream) with velocity R while at the same time the leading edge is diﬀusing at a
rate deﬁned by D.
v(x, t) =
⎧⎪⎪⎨
⎪⎪⎩
1
2 ·
[
1 + erf
(
x−Rt
2
√
D·t
)]
, Rt > x
erfc
(
x−Rt
2
√
D·t
)
, Rt ≤ x
(4.5)
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Table 4.1: Distances through which
attack is diﬀused
Links Distance
AB 2.05913
AE 2.05913
AF 2.05913
BC 15.2
BF 9.17878
EF 9.17878
CD 16.483
DE 10.3078
FE 10.3078
Table 4.2: Parameters listed for
each Attacked Entity i, where
i=1,2,3,4,5,6
ρi 10 30 20 20
λi 15 40 15 60
Bi 7 3 7 5
Li 5 4 4 15
μi 5 5 2 2
si 3 5 5 3
In Figure 4.1.a u(x,t) is graphed as a function of x for four diﬀerent time intervals (t
= 0.1, 0.25, 0.5, 1 ), where for t =1 the steady state is practically achieved. In subsequent
paragraphs we calculate function of x for t= 0.5 and t=1.5 to produce the initial destruction
that network entities will receive.
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Figure 4.1: Analytical Solutions to one-dimensional Convection-Diﬀusion Equation 4.2
with Initial Condition 4.3 for four values f time: t= 0.1, 0.25, 0.5, 1. It is Considered that
steady state will be reached after a long time under the same conditions
4.4 Distributed Defense Against Diﬀused Destructions
The destructive force (an armed attack) aims at dominating the network element (node
and/or link) so as to eventually destroy it, whereas the element’s defense force resists.
Both of the forces grow logistically in isolation from each other, which is illustrated by the
positive part of the Equation 4.6. When the opposing forces interact, each interferes with
the growth of the other, resulting in losses from both sides proportional to the number
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Figure 4.2: Attacked topology: Node V represents the attack point while line segments:
VA, VB, VF, VD are the shortest distances through which attack is diﬀused towards the
targeted network ABCDE.
of diﬀerent encounters that are possible. This is represented by the negative part of the
Equation 4.6.
Li and Bi are the maximum values destruction and resistance can obtain. The positive
constants si and μi represent rate of competitive advantage of one force over the other.
Moreover Bi is the available capacity, called Resilience that can be utilized by the resis-
tance force. Therefore, when si > μi, ri is the more eﬃcient competitor and vice-versa
si < μi.
dvi
dt
= λi · vi · (1− vi
Li
)− si · vi · ri (4.6a)
dri
dt
= ρi · ri · (1− ri
Bi
)− μi · vi · ri
(4.6b)
Initial destruction values are generated by the convection - diﬀusion equation, which
was analyzed in a previous section, whereas initial defense values are either linearly dis-
tributed or consist of random numbers following normal distribution. To describe and
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numerically analyse System 4.6 we use Runge-Kutta form [Hairer et al., 1987] (the ex-
plicit form of the 4th order).
In Section 5.5 we illustrate an example, where we produce direction ﬁelds for System
4.6 and calculate the remaining resilience and damage as a percentage of their capacity.
Each solution curve within the direction ﬁeld represents the battle each destructed entity
undergoes. Depending on the coeﬃcients of System 4.6, and the solution curves that
will be produced those battles are categorized into four cases: (I) strongly competitive
battle; (II) mild competition; (III) unequal battle — Network element survives; and (IV)
unequal battle — Network element is destroyed and thereby removed from the network. To
avoid wasting resilience-resource, through the utilization of this model we will strategically
distribute the appropriate amounts of resilience capacity depending on the resistance an
element requires to use throughout a battle, in order to confront a destructive force (i.e.
armed attack).
4.5 Application of: External Spatially Diﬀused Destruc-
tions on Multiple Nodes with Distributed Defense
We utilize the mathematical model described by System 4.6 to generate competition in
between destruction (an armed attack) and defense forces (element’s opposition). As
a deterministic model described by coupled Ordinary Diﬀerential Equations (ODEs) is
sensitive to initial values, so is our model. Depending on the initial values, each network
element eventually reach a stage, according to whether one of the forces dominates the
element or both forces coexist on the element with diﬀerent percentages of presence on the
entity. We feed System 4.6 with initial values from the convection-diﬀusion Equation 4.2
and random numbers that are normally distributed for the destruction and defense force
respectively.
Over the next subsection, we utilize a pilot network topology of six nodes and we
vary the characteristics of its elements, which are mathematically expressed as coeﬃ-
cients of the System 4.6. We utilize four diﬀerent sets of coeﬃcients, in order to illus-
trate the four diﬀerent stages, which the entities eventually reach. At the end of each of
these stages, the destructed entities are either removed from the network or they continue
(semi)/functioning. As a result, the destruction aﬀects both the network’s connectivity
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Table 4.3: Nodes Coordinates.
· X Y
A 2.8 3
B 16.2 2
C 17.5 10.5
D 12.3 14
E 5 11.5
F 9 6.5
Attack 1 2
Table 4.4: Connection Matrix
· A B C D E F
A 0 1 0 0 1 1
B 1 0 1 0 0 1
C 0 1 0 1 0 0
D 0 0 1 0 1 0
E 1 0 0 1 0 1
F 1 1 0 0 1 0
and the resilience capacity within each network entity.
Consider a network of six nodes with degree two and three, which is geographically
based and depicted in Figure 4.2. Tables 8.1 and 8.2 provide nodes’ coordinates (x:
latitude, y: longitude) and their connection matrix respectively. We arbitrarily choose the
location of the attack point, from where destruction will be diﬀused towards the network.
It is assumed that topology’s links are bidirectional with diﬀerent resistance assigned in
each direction. Each node is assigned a set of six parameters listed in Table 4.2 which are
the coeﬃcients of the System 4.6.
We calculate the shortest distance to each line segment (edge) from the point of de-
struction. Table 4.3 provides the calculated shortest distances (line segments) in between
destruction point and each network element (links and/or nodes). We utilize convection-
diﬀusion Equation 4.2 to calculate the destruction’s intensity at the end of each line
segment.
At each destructed element two opposing forces compete for this element. The initial
value of the destruction force is provided by the convection-diﬀusion equation; whereas
the destructed element has a built in resistance force, which we initially assume to be a
random in the intervals [0, 1], [1, 2] and [5, 6] that follow normal distribution.
Figure 4.1 illustrates the solution curve for Equation 4.2 solved for diﬀerent time inter-
vals, such as 0.1, 0.25 and 0.5 seconds. Depending on time, the destruction’s density falls
rapidly as one moves away from the attack point, but always a ﬁnite value is retained out
to inﬁnity. We note that as the diﬀusion time increases the solution curve moves towards
the steady state solution of the equation. In our cases we calculate the solution considering
diﬀerent times, in order to achieve diﬀerent strength of destructions towards our network
entities. Each destruction strength could be considered as the result of diﬀerent type of
armed attack.
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In the next subsections we apply System 4.6 on each destructed entity, which is part of
the same topology. We choose four diﬀerent sets of coeﬃcients for Equation 4.6 in order
to illustrate the four possible battles, to which destructed entities participate.
4.5.1 Case 1 - Strongly Competitive Battle - Coexistence is Not Possible
In this case we aim to describe strong competition in between destructive and defense
force, thus we consider the situation where λisi = 5 < Bi = 7 and
ρi
μi
= 2 < Li = 4. We
solve the ODE System 4.6 for v˙i = 0 and r˙i = 0 to calculate the four equilibrium points: (0,
0), (4, 0), (0, 7), (req, veq). The ﬁrst equilibrium point (0, 0) is a stable manifold, whereas
the fourth equilibrium point (req, veq) is the non trivial equilibrium, and is calculated by
solving the System 4.7. The equations that System 4.7 consists of are all straight lines
and called Isoclines.
vi = 2− 2/7 · ri (4.7a)
ri = 5− 5/4 · vi
(4.7b)
The importance of Isoclines is derived from the quantitative information they provide
regarding the values of rate of change (ﬁrst derivative). For example, in our case Isoclines
determine the area in which destruction and resistance rate of change get positive and
negative values. In particular, from Equation 4.6 we also observe that if ri is below the
isocline deﬁned by v˙i = 0 then v˙i > 0. The reverse holds if ri is above the line. Combining
this information we obtain the graph in Figure 4.3.a, in which the area conﬁned by the
points: (A), (E), (C), (O) both the destruction and resistance rate of change get positive
values in order to increase, since both are away from spending their maximum capacities,
whereas at the area determined by the points: (B), (E), (D) both the destruction and
resistance rate of change get negative values in order to decrease, since both are close to
spending their maximum capacities. Similarly, within the area ABE both the destruction
and resistance rate of change are negative and positive, respectively and the other way
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Figure 4.3: Case 1 - Strongly competitive (Coexistence is not possible): Depending on
the initial values of both destruction and resistance one or the other force eventually
fades away. In this ﬁgure we observe four destructed elements that survive the attack
with the expense of utilizing all the available resilience. The rest destructed entities are
totally destroyed and ﬁnally removed from the network, evoking change of the network
topology. Direction Field when destruction point has coordinates (1, 2) at times: (a) t = 1
(b) t = 0.5 (c) Isoclines for strongly competitive forces (d) t = 0.75
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Figure 4.4: Case 2 - Mild competition (Coexistence is possible): In this ﬁgure we observe
destruction and resistance forces coexist on the destructed network entities (nodes or
links). Destruction force managed to partially damage the attacked entities, whereas
entity lost only a percentage of its functionality.
around for the area CED.
Graphs (a), (b) and (d) in Figure 4.3 illustrate the direction ﬁeld of the System 4.6,
which consists of diﬀerent solution curves for each destructed entity. Depending on which
regime each solution belongs to we identify which elements are eventually removed from
the topology, and which survive the attack and continue to eﬃciently function. Note in
Figure 4.3.a four solution curves that take resistance initial values in the interval [5, 6]
tend to (0, 7) point, which represent four destructed entities that their resistance force
beat the destruction force and they continue function within the network without losing
eﬃciency. All solution curves represented in Figure 4.3 are separated into those that tend
either to (0, 7) or (4, 0). Depending on the initial starting values of ri and vi, one or the
other force eventually dies out. Therefore, we observe that two strongly competing forces
cannot coexist within the same entity.
In the next subsection we illustrate the case where coexistence is possible.
4.5.2 Case 2 - Mild Competition - Coexistence is Possible
In this case we consider this situation where λs = 8 > b = 3 and
r
μ = 6 > k = 4,
through which we aim to describe mild competition in between destructive and defense
force and possible coexistence within the same element, which remains semi–functional.
We solve System 4.6 for v˙i = 0 and r˙i = 0 to determine the Isoclines and calculate the
four equilibrium points: (0, 0), (4, 0), (0, 3), (req, veq). We ﬁnd that the Isoclines are all
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straight lines, represented by the Equations 4.8.
vi = 6− 2 · ri (4.8a)
ri = 8− 2 · vi
(4.8b)
Figure (4.4) illustrates the solution curve for each destructed network entity. In other
words the level of damage for each network element in relation with the level of resistance
that has been spent to combat the attack. The straight lines determine the four regions,
at which the rate of change for destruction and resistance take either positive or negative
values depending on the margin between their maximum capacities. The point at which
Isoclines intersect is the non trivial equilibrium point (req, veq) and in this case, it takes
the role of a sink point, by which solution curves are attracted. Thus, network entities are
semi-functioning since both forces coexist with diﬀerent percentages of presence on the
entity. However, in some entities, destruction force faces high resistance; it successfully
survives the counter-attack, resulting in weakening the element’s resistance force and its
resilient capacity.
4.5.3 Case 3 - Unequal Combat - Resilience Force Survives
In this case we consider this situation where λisi = 3 < Bi = 7 and
ρi
μi
= 10 > Li = 4 ,
through which we aim to describe competition in between destructive and defense force,
where only one force survives the combat (network element remains functional). We solve
System 4.6 for v˙i = 0 and r˙i = 0 to to determine the Isoclines and calculate the four
equilibrium points: (0, 0), (4, 0), (0, 7), (req, veq). We ﬁnd that the Isoclines are all
straight lines, represented by the Equations 4.9.
vi = 10 − 10/7 · ri (4.9a)
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Figure 4.5: Case 3 - Resistance force survives: In this case the resistance mechanism for
each destructed entity survives the counter-attack. It has a higher resilience level, since
destruction force demonstrates higher limitation due to competition.
ri = 3− 3/4 · vi
(4.9b)
As it has already mentioned in a previous section, the positive constants si = 5 and
μi = 2 represent rate of competitive advantage of one force over the other. We set si = 5 >
μi = 2 to generate competitive advantage for the resistance force. The inequality: si > μi
demonstrates larger limitation due to competition for the destruction force. Therefore,
resistance force appears to be more eﬃcient and ﬁnally the winner, resulting in allowing the
destructed entity to continue functioning in a healthy way. Note in Figure 4.5 all solution
curves independent of their starting points (initial values), they all ﬁnish at the point (0,
7). Therefore, all destructed entities manage to successfully ﬁght away the destruction
forces with the expense of spending all the available resilience capacity.
4.5.4 Case 4 - Unequal Combat - Destruction Force Survives
We aim to describe competition in between destructive and defense forces, where only
destruction force survives the combat. We solve the System 4.6 for v˙i = 0 and r˙i = 0 to
calculate the four equilibrium points: (0, 0), (15, 0), (0, 5), (req, veq). We ﬁnd that the
Isoclines are all straight lines, represented by the Equations 4.10. Furthermore, in this
case we set coeﬃcients for System 4.6, so that λisi = 20 > Bi = 5 and
ρi
μi
= 10 < Li = 15.
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Figure 4.6: Case 4 - Destruction force survives: In this ﬁgure is illustrated the case where
destruction force grows quicker than its limitation rate and the destruction capacity is a lot
larger than the resistance capacity. We observe that destruction force naturally competes
for the domination of its target (node or link) and eventually destroys it, resulting in the
removal of the entity.
vi = 10− 2 · ri (4.10a)
ri = 20− 4/3 · vi
(4.10b)
Note that λisi =
ρi
μi
= 4, which means that both destructive and resistance force en-
counter self-limitation in the same fashion, whereas limitation due to competition is slightly
larger for resistance (only one unit diﬀerence). Moreover, in this case the battle is gov-
erned by the fact that not only the destruction force grows quicker than its limitation
rate but also the destruction capacity is a lot larger than the resistance capacity (entity’s
resilience). Therefore, destruction comes out to be the winner, resulting in the removal of
the entity from the network, since entity is not capable of an active participation within
the network. Note in Figure 4.6 all solution curves independent of their starting points
(initial values), they all ﬁnish at the point (15, 0). Therefore, all destructed entities emerge
to be unsuccessful and the damage they encounter reaches its maximum capacity.
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Table 4.5: Destruction Percentages
Case 2 Case 4 Case 3 Case 1 Links
16.6667% 100% 0% 99.9988% EA
16.6667% 100% 0% 99.9988% EF
16.6667% 100% 0% 99.9992% ED
16.6667% 100% 0% 99.9992% AE
16.6667% 100% 0% 98.5966% BC
16.6667% 100% 0% 0% FA
16.6667% 100% 0% 99.9958% CB
16.6667% 100% 0% 99.9993% DC
16.6667% 100% 0% 99.9998% CD
16.6667% 100% 0% 99.9982% AB
16.6667% 100% 0% 0% FE
16.6667% 100% 0% 99.974% BA
16.6667% 100% 0% 0.00137196% BF
16.6667% 100% 0% 0% DE
16.6667% 100% 0% 100% FB
16.6667% 100% 0% 99.9885% AF
4.6 Network Element Defense After Being Externally De-
structed
Resilience is the available capacity that can be utilized by the resistance force. It is
presented in System 4.6 by the positive constant Bi. In contrast, destruction capacity
illustrates the potential damage that can be exerted on the attacked entity. It is presented
in System 4.6 by the positive constant Li. Resistance (or destruction) is dynamically
adjusted in order to confront the destructive (or resistance) force. Therefore, depending
on the type of competition, the two opposing forces consume a part of, or all the available
capacity. We observe that maximum capacity is obtained under extreme conditions.
Tables 4.6 and 4.6 provide the remaining resilience and damage as a percentage of the
available capacity. Depending on the category that each entity’s battle belongs to, we ﬁnd
positive or zero percentages of remaining resilience and destruction residuals. By means
of this method we acquire the ability to calculate the entities’ resilience after destruction.
As it is commonly accepted, in the real world there is scarcity of resources, both natural
and social. Therefore, the utilization of this model allows us to prevent waste of the
valuable and ﬁnite resource of resilience, by strategically distributing it to each particular
component of the system in the appropriate amounts.
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Table 4.6: Defense Percentages
Case 2 Case 4 Case 3 Case 1 Links
55.5556% 0% 100% 0.00579293% EA
55.5556% 0% 100% 0.00605255% EF
55.5556% 0% 100% 0.00387438% ED
55.5556% 0% 100% 0.00402761% AE
55.5556% 0% 100% 5.24801% BC
55.5556% 0% 100% 100% FA
55.5556% 0% 100% 0.0208849% CB
55.5556% 0% 100% 0.00370262% DC
55.5556% 0% 100% 0.000825505% CD
55.5556% 0% 100% 0.00876244% AB
55.5556% 0% 100% 100% FE
55.5556% 0% 100% 0.125605% BA
55.5556% 0% 100% 99.9997% BF
55.5556% 0% 100% 100% DE
55.5556% 0% 100% 0% FB
55.5556% 0% 100% 0.0562226% AF
4.7 Conclusions for Destruction Methodology
The growing importance of both networks and the management of their resources has
drawn our attention on multiple occasions to the devastating consequences we suﬀer when
geographically based network catastrophes take place. In this work we produced a method-
ology to generate spatial destructions, aiming to either partially or completely damage a
network topology consisting of heterogeneous nodes with distributed defense. We demon-
strated a node & edge destruction methodology which is independent of traﬃc generation
and is applied on networks regardless of their size and type (social, communication, eco-
nomic, etc). Our overarching goal is to illustrate real world geographical catastrophes,
in order to: investigate entities’ dynamics while they resist destructions; determine the
remainder resilience against a predetermined destruction strength; control the damage
and the negative eﬀect on each entity to strategically assign the resilience capacity that is
needed without wasting resilient resource. The utilization of our model allows for the con-
struction of resilient networks, not only without wasting important network resources but
also by enhancing the security of the most important entities through strategic increase
in their resilience.
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Chapter 5
Dynamically Adjusted Traﬃc
Rates on a Single Node
5.1 Introduction: Primitive Concept
Visualising the Internet as an Oscillating Spring
Inspired from previous research work, which was described in Chapter 3, Section 3.6 we
initially visualized the Internet as an oscillating spring with the aim to represent the
unpredictable behavior through a nonlinear mathematical model. In particular, in the
early days of nonlinear dynamics (1920 to 1950), it was found that many oscillating circuits
could be modeled by Lienard’s Equation:
X ′′ + f(X) ·X ′ + g(X) = 0 (5.1)
which is the equation of motion for a unit mass subject to a nonlinear damping force
and a nonlinear restoring force.
For instance, the aim of an oscillating spring is to achieve equilibrium. At the equi-
librium state, both the restoring and damping forces are equal. Diﬀerent equilibrium
oscillations of a spring when the mass/force is altered, along with other everyday applica-
tions, are based on Lienard’s equation above.
We initially visualized the Internet as an oscillating spring. The restoring force is
dependent on exogenous network parameters, such as user demand. The damping force
is dependent on the endogenous network parameters, such as limitations of network re-
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sources. We combine these forces with nonlinear equations in our model, in order to
represent the unpredictable behavior. As with the oscillating spring, our model aims to
achieve network equilibrium, where no node has an incentive to deviate. Consider this
network equilibrium to be subject to exogenous parameters.
For reasons of simplicity we consider the exogenous network parameters (such as user
demands) to be constant, whereas our research is focused on endogenous parameters (lim-
itations of network resources) and their eﬀects on both the network elements and the
network as a whole.
In this chapter we partially utilise the dimensionless Lotka–Voltera system forms to
describe incoming traﬃc. In the following sections of Chapter 5, we provide the analytical
solutions of the fundamental Ordinary Diﬀerential Equations (ODEs) upon which our
equilibrium model is based. These ODEs are an initial attempt to describe the incoming
and outgoing traﬃc (number of packets, e.g. bytes) within a single node, conforming to the
conservation law of packets. In particular, Section 5.4 introduces an ODE through which
we describe exponential incoming/outgoing traﬃc. We continue in Section 5.5 with the
description of logistic incoming/outgoing traﬃc which more closely applies approximates
to real world conditions. For both the exponential and logistic descriptions, we apply the
conservation law of packets and we provide the analytical solutions. Chapter 6 and 7 link
each traﬃc ODE in a sigmoid fashion through our equilibrium model and its numerical
algorithm to achieve the appropriate equilibrium.
5.2 Ordinary Diﬀerential Equations’ Parameters
Initially, we consider traﬃc rate alterations in a single node and then in Chapter 6 we
generalize them to multiple nodes. In the following paragraphs, we outline fundamental
ODEs on which our balance model is based.
Consider a single network node i and let Xi(t) be the number of queued packets at
node i at time t. To keep the notation simple we denote Xi(t) by Xi where Xi ≥ 0, since
the number of queued packets at any given node in the network is at least zero. Packets
arriving at node i may be queued at an input buﬀer, Bin,i. After processing, packets in
Bin,i are read and processed and ﬁnally queued to an output buﬀer, Bout,i where they
wait to be transmitted. Similarly, Xi, Bin,i Bout,i ∈ +, since the number of packets in
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any queue cannot be negative. At node i, scheduling and queue management mechanisms
are responsible for the packet processing and forwarding. Using the above notation, we
describe traﬃc rates on a single node.
5.3 Dynamically Adjusted Traﬃc Rates in a Single Node
In this section we will study analytically the alterations of traﬃc rates on a single node.
Consider a single network node i, whose number of packets at time t is denoted by Xi(t)
or for simplicity by Xi. Initially, we investigate the Exponentially Adjusted Traﬃc Rates
model and then we continue with the Logistically Adjusted Traﬃc Rates model which
applies more to real world conditions.
5.4 Exponentially Adjusted Traﬃc Rates Model
In the following paragraphs we ﬁrst study the incoming and outgoing traﬃc to a node
and then using the conservation law of packets, the change of packets inside the node
[B. Drossel and McKane, 2001, Krivan and Eirner, 2003, McKane, 2004, Strogartz, 2000].
5.4.1 Incoming Traﬃc
Each node i has an arrival rate λi (λi: positive and constant), which is the number of
incoming packets (Xi) per unit of time. The rate of change of the incoming packets (Xi) is
proportional to the existing amount of packets (traﬃc) at the node i. Thus, the incoming
traﬃc growth is :
dXi/dt = X ′i(t) = λi ·Xi(t) (5.2)
Equation 5.2 is called the exponential model and it is common in models where the
rate of change of a substance is proportional to the amount of substance present – in
our case the number of packets at node i. Since λi is the arrival rate, λi > 0. Solving
equation 5.2 for Xi(t), we get:
Xi(t) = Xi(0) · e(λi·t) (5.3)
For t=0 in equation 5.2, Xi(0) is the amount of packets at time zero in node i. Equa-
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tion 5.3 is the analytical solution of equation 5.2, and is further analyzed in following
sections. The behavior of incoming traﬃc as time increases is displayed in Figure 5.1(b).
The amount of packets grows steadily and as time progresses the increase becomes dra-
matic. The per packet growth rate X ′i/Xi, is displayed in Figure 5.1(a). The growth rate
increases linearly with Xi without any bound. Although traﬃc seems to tend to inﬁnity
with time t, there will be a limit to the growth because of outgoing traﬃc, that is packets
that leave the node.
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Figure 5.1: Behavior of incoming traﬃc and its rate
5.4.2 Outgoing Traﬃc
Each network node i has a service rate si, which is the number of outgoing packets (Xi)
per unit of time. Thus, the total outgoing traﬃc is:
X ′i(t) = −si ·Xi(t) (5.4)
Equation 5.4 is similar to Equation 5.2 an exponential diﬀerential equation, where
si > 0 and the minus (-) symbol represents that the packets leave the node i. Its solution
is the following equation:
Xi(t) = Xi(0) · e(−si·t) (5.5)
where Xi(0) is the initial value of the number of packets inside the node i at time
t = 0.
The behavior of traﬃc as time increases is displayed in Figure 5.2(a) ,in which we can
70
Xi(t) = Xi(t) * e
(−s
i
*t)
0 0 time: t 
nu
m
be
r o
f p
ac
ke
ts:
 X i
(t) 
Exponential packet decay 
(a) Outgoing traﬃc decays exponentially
0 
−si 
pa
ck
et 
rat
e: 
dX
i(t)/
dt
number of packets: Xi(t) 
dXi(t)/dt decreases linearly with Xi(t) 
dXi(t) = −si * Xi(t) 
(b) Outgoing traﬃc rate decreases linearly, with-
out any bound
Figure 5.2: Behavior of outgoing traﬃc and traﬃc rate
see that outgoing traﬃc decays steadily as time goes on. The per packet growth which is
displayed in Figure 5.2(b) decreases linearly with Xi without any bound.
5.4.3 Conservation Law of Packets — Exponential Adjustments
The traﬃc rate dXi/dt of a node is the amount of new packets dXi inside the node at a
unit time (dt) and is given by the general formula:
X ′i(t) = incoming traﬃc(node i) - outgoing traﬃc(node i)
Therefore, for the exponentially adjusted traﬃc rates model, the traﬃc rate for the
i(th) node is represented by the following formula:
X ′i(t) = λi ·Xi(t)− si ·Xi(t) (5.6)
Isoclines
The isoclines for Equation 5.6 are given by:
m = (λi − si) ·Xi
Xi = m/(λi− si) (5.7)
where m is the speciﬁed slope. We can calculate the sign of Equation 5.7 by looking
for solution curves having slope equal to m lying in the positive quadrant of the phase
plane (Xi, t).
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Xi > 0, m/(λi − si) > o, (5.8)
From Equation 5.8 we can conclude that:
• If m > 0, we need λi > si, in order to get solution curves at the positive quadrant
of the phase plane.
• If m < 0, we need λi < si, in order to get solution curves at the positive quadrant
of the phase plane.
With m = 0, we can see that the only places where the solution curves have horizontal
tangents are along the horizontal line: Xi = 0.
Monotonicity - Concavity
We calculate the sign of X ′i, in order to ﬁnd the monotonicity of the solution curves
and we have:
X ′i > 0, (λi − si) ·Xi > 0, λi > si (5.9)
Similarly, we calculate the sign of X ′′i , in order to ﬁnd the concavity of the solution
curves and we have:
X ′′i > 0, , λi − si > 0, , λi > si (5.10)
From Equations 5.9 and 5.10 we can conclude that: The solution curves are increasing
and concave up as soon as the arrival rate is greater than the service rate –λi > si– whilst
they are decreasing and concave down when the arrival rate is less than the service rate
–λi < si.
Inﬂection and Equilibrium points - Stability
Solution curves near the equilibrium solution of Equation 5.6 (i.e., Xi = 0) have
diﬀerent characteristics depending on whether the service rate will be greater or less than
the arrival rate. Thus,
• If λi − si > 0 and we start on a solution near the equilibrium Xi = 0, then we move
farther from Xi = 0 as Xi increases. That is the case of an unstable equilibrium
solution.
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When the arrival rate is larger than the service rate (λi > si) node i becomes
congested, and the number of packets exponentially increases. It is illustrated in the
Figure 5.3(a).
• If λi − si < 0 and our starting points is near the equilibrium Xi = 0, we move more
closer to Xi = 0 as Xi increases. This case is a stable equilibrium solution.
When the service rate is larger than the arrival rate (λi < si) after some time units
the node i will decrease signiﬁcantly to being almost empty. In other words, the
number of packets at the node converges to zero. It is illustrated in the Figure
5.3(b).
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Xi = 0, we move more closer to Xi = 0 as Xi in-
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Figure 5.3: Behavior of traﬃc on a single node
Analytical solution
To ﬁnd all the solutions of the equation
• The Existence-Uniqueness Theorem is satisﬁed.
• The equilibrium solution is: Xi = 0
• The non equilibrium solutions are calculated through variable-separation and inte-
gration: That is,
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X ′i = (λi − si) ·Xi
dt = 1/(λi − si) ·
∫
1/Xi · dXi (5.11)
t = 1/(λi − si) · lnXi (5.12)
Which is an explicit function of t and implicit function of Xi. Taking the exponential
of each side we get:
Xi = C · e(λi−si)·t (5.13)
where C ∈  is the integration constant.
In real world networks, the outgoing traﬃc (the number of packets leaving each node) is
limited by the shortage of essential networking supplies. These supplies are determined by
the outgoing incoming/outgoing buﬀer capacity, the link capacity and the evolution of the
topology. Over the next sections we take into consideration the incoming /outgoing buﬀer
capacity. Therefore, in the next section a more restricted model, such as the logistically
adjusted traﬃc rates model describes the traﬃc rate alterations on a single node.
5.5 Logistically Adjusted Traﬃc Rates Model
In this section we will study analytically the traﬃc rate alterations on a single node
including factors that limit the number of incoming/outgoing packets. Firstly, we study
the incoming and outgoing traﬃc to a node using the logistic equation and then using the
conservation law of packets we observe the change of packets inside the node, producing
the logistically adjusted traﬃc rates model [Drossel et al., 2001, Krivan and Eirner, 2003,
McKane, 2004, Strogartz, 2000].
5.5.1 Incoming Traﬃc:
Each network node i has an arrival rate λi, incoming packets Xi(t) per unit of time and
is capable of supporting the maximum number of packets, Bin,i. That maximum number
of packets, is known as a ﬁnite incoming Buﬀer capacity of a network node i. When the
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number of incoming packets to the node Xi reaches the Bin,i, the arrival rate is taken to
be zero, otherwise the network node will become congested. This represents the extreme
case in which the buﬀer is getting towards being full and the node has to employ internal
mechanisms to avoid congestion, otherwise the node will start dropping packets. In this
case, the incoming buﬀer of the node has overﬂowed. In order to avoid the frequent use
of those mechanisms, the arrival rate needs to be taken to zero value at the appropriate
times. Thus, a reasonable modiﬁcation to account for ﬁnite buﬀer capacity, is to consider
an arrival rate λi that decreases as the number of packets in the incoming buﬀer increases.
Particularly, the added term at the right hand-side of the following equation decreases the
traﬃc rate for large values of Xi.
X ′i(t) = λi ·Xi(t) · (1−
Xi(t)
Bin,i
) (5.14)
Equation 5.14 is called the Logistic Diﬀerential equation and it is commonly used for
population models, where the population’s growth-rate decreases with increasing popula-
tion due to various factors such as limited food supply, overcrowding and disease [Drossel
et al., 2001]. Similarly, in the Logistically adjusted traﬃc rates model, the traﬃc rate at
the ith node is limited due to the ﬁnite incoming buﬀer space and the limited available
outgoing buﬀer space (Bout,i).
Graphical Analysis and Qualitative Information
We consider only nonnegative values of Xi, si, λi since we are dealing with number of
packets.
Isoclines:
Isocline of a diﬀerential equation X ′(t) = f(X, t) is a curve on the plane, at each point
of which it has a constant slope. Speciﬁcally, it is a set of all points (X,t) satisfying the
equation f(X,t) = constant. The isoclines for Equation 5.14 are given by:
λ ·Xi · (1−Xi/Bin,i) = m
λi ·Xi − (λi/Bin,i) ·X2i = m (5.15)
(−λi/Bin,i) ·X2i + λi ·Xi −m = 0 (5.16)
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We calculate the discriminant, Δ and we have:
Δ = λ2 − 4 ·m · λ/Bin,i
= λ(λ− 4 ·m/Bin,i) (5.17)
We calculate the sign of the discriminant, Δ and we have:
Δ > 0, λi − 4 ·m/Bin,i > 0, λi > 4 ·m
Bin,i
(5.18)
• If λ > 4 ·m/Bin,i, −→ Δ > 0: Xi1,i2∃, −→
The solution curves of 5.15 that may have slope m occur only if m is on the interval:
−∞ < m < Bin,i · λi/4.
• If λ < 4 ·m/Bin,i, −→ Δ < 0: Xi1,i2 /∈ , −→
There are no solution curves with slope m.
• If λ = 4 ·m/Bin,i, −→ Δ = 0: Xi∃, −→
The maximum slope, m = bin,i · λi/4 will occur at Xi = Bin,i/2 (halfway in the Xi
direction) between the horizontal lines Xi = 0 and Xi = Bin,i.
When m = 0, we have that:
λi ·Xi · (1−Xi/Bi) = 0 (5.19)
Equation 5.19 implies that either Xi = 0 or Xi = Bi.
Thus, with m = 0, we can see that the only places where the solution curves have
horizontal tangents are along the horizontal lines xi = 0 and xi = Bi. To consider other
values of m, we can rewrite Equation 5.16 as a quadratic equation in Xi, (−λi/Bi) ·X2i +
λi ·Xi −m = 0 and use the quadratic formula to solve for isoclines as follows:
X1i,2i =
−λ±√λ · (λ− 4 ·m/Bi)
−2 · λ/Bi
=
λ · Bi ∓
√
λ · (λ− 4 ·m/Bi)
2 · λ (5.20)
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Monotonicity:
In order to ﬁnd the monotonicity of the solution curves, we calculate the sign of X ′i
and we have:
λi ·Xi − (λi/Bin,i) ·X2i ≥ 0
Xi · (λi − (λi/Bin,i) ·Xi) ≥ 0
(1− (1/Bin,i) ·Xi · λi) ≥ 0
(1− (1/Bin,i) ·Xi) ≥ 0
Bin,i ≥ Xi
(5.21)
Therefore:
X ′i > 0, −→ 0 < Xi < Bi
X ′i < 0, −→ Xi > Bi
(5.22)
Equilibrium solutions
• Xi(t) = 0: If we have a process in which rate of change is proportional to the number
present, and we start with zero, we will stay at zero.
• Xi(t) = Bi: When Xi(t) > 0, all the solutions tend toward Bi as time increases,
so if we start at this limiting value of Bi there will be no change in the number of
packets.
Stability of Equilibrium Solutions
Solutions close to the two equilibrium solutions Xi(t) = 0 and Xi(t) = Bi have diﬀerent
characteristics.
Beginning with the initial value of X0 at t=0 where X0 > Bi, the solution will result in
a solution decreasing to the limiting value Bi. Likewise, beginning with the initial value of
X0, where 0 < X0 < Bi, will cause the solution to increase towards its limiting value Bi.
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In construct to the exponential distributed traﬃc model, all the solutions of the logistic
diﬀerential equation for X0 > 0 will tend to the value of Bi for large values of time.
• Beginning near the equilibrium solution Xi(t) = Bi, we move closer to Bi as t
increases. Hence, this equilibrium solution is stable.
• Beginning near the equilibrium solution Xi(t) = 0, we move farther from zero as t
increases. Hence, this equilibrium solution is unstable.
Inﬂection points
To discover the exact location of the inﬂection points, we diﬀerentiate the original
diﬀerential Equation ( 5.14) with respect to Xi to obtain:
X ′′i = λ− 2 · λi ·Xi/Bi
= λi ·Xi − λi ·X2i /Bi
(5.23)
There are three places where this second derivative is zero; two of them coincide with
the equilibrium solutions, and the third appears when Xi = Bi/2. Therefore, the inﬂection
point must occur when Xi = Bi/2; that is, at one half the incoming buﬀer space, Bi.
Concavity
We calculate the sign of X ′′i and we have:
X ′′i > 0, λi · (1− 2 ·Xi/Bin,i) > 0, Xi < Bin,i/2 (5.24)
• When 0 < Xi < Bin,i/2 the solution curve is concave up.
• When Bin,i/2 < Xi < Bin,i < +∞ the solution curve is concave down.
Analytical Solution
To ﬁnd all the solutions of 5.14, we have the following procedure:
• Check that the Existence-Uniqueness Theorem is satisﬁed:
g(x) = λ · Xi · (1 − Xi/Bin,i) and δg(x)δx are deﬁned and continuous in the ﬁnite
rectangular region: (0, Bin,i] ∈ + containing the point (X0, t0 = 0) in its interior,
78
then the diﬀerentiate equation X ′i = g(x) has a unique solution passing through the
point X(0) = X0. This solution is deﬁned ∀Xi for which the solution remains inside
the rectangle.
• Find the equilibrium solutions:
We observe that there are two equilibrium solutions: Xi(t) = 0 and Xi(t) = Bi
• Find the non equilibrium solutions:
dXi(t)/dt = λ ·Xi(1−Xi/Bin,i)∫
1
λ · (1−Xi/Bin,i) dXi =
∫
dt
t =
∫
1/Bin,i · ( 1
Xi
+
1
Bin,i −Xi ) dXi
λ · t + C = ln | Xi
Bin,i −Xi |
(5.25)
Which is an explicit function of t and implicit function of Xi.
Taking the exponential of each side we have that:
ln eλ·t+C = ln | Xi
Bin,i −Xi | (5.26)
After setting ec = C we get the explicit function of Xi.
Xi =
Bin,i · eλ·t · C
1 + eλ·t · C (5.27)
This family of solutions can be rewritten in the alternative form:
Xi =
C ·Bin,i
e−λ·t + C
(5.28)
Where C is the constant of integration. Notice that the equilibrium solution Xi = Bin,i,
which is called singular solution, is not contained in Equation 5.28 for any ﬁnite choice of
C, whereas the equilibrium solution Xi = 0 can be absorbed into Equation 5.28 if we let
C = 0.
If we are given the initial condition Xi(0) = X0, then we can ﬁnd the value of the
constant C from:
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X0 = (Bin,i −X0) · eλ·t · C
C =
Xo
Bin,i −X0
(5.29)
which can be substitute into Equation 5.28:
Xi =
X0 ·Bin,i
e−λ·t · (Bin,i −X0) + Xo (5.30)
This is the explicit equation of the initial value problem associated with Equation 5.14.
When 0 < Xi < Bin,i, we see that Xi(t)
t→+∞−→ Bi in complete agreement with the
previous analysis, which suggested Bi was the buﬀer space. By dividing ( 5.30 ) by Bi we
get:
Xi =
X0
e−λ·t · (1−X0/Bin,i) +X0/Bin,i (5.31)
From this equation we can see that if the buﬀer capacity, Bin,i, is large compared with
relative to the initial condition amount number of packets X0, so that X0/Bin,i can be
neglected when compared to 1, then Xi = X0 · eλ·t for small t. In other words in this
case, the initial growth of the logistically distributed traﬃc model is approximately expo-
nentially distributed. Consequently, at the beginning of the traﬃc growth, it is diﬃcult
to distinguish between exponential and logistic growth.
An analytical solution curve for 5.31, with λ = 2 and Bin,i = 10 is shown in Figure
5.4(b):
Graphical Analysis
Even though an analytical x,t relationship is obtainable, it does not provide enough
information about it, whereas it is possible to obtain a relationship between Xi(t) and
X ′i(t). The Xi(t), X
′
i(t) plane is known as the phase-plane and the set of solutions in this
plane (for diﬀerent initial conditions) is called the phase-plane diagram. The direction
of motion of the point (Xi,X ′i) along a solution curve in the phase-plane is determined
simply from the fact that Xi increases in the upper half plane (X ′i > 0) and decreases
in the lower half-plane (X ′i < 0). Periodic motion is indicated by a closed curve in the
phase-plane (described clockwise).
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Figure 5.4: Behavior of logistic incoming traﬃc and traﬃc rate
The logistic Equation 5.14 can be written in a more convenient way:
X ′in,i − h = −
(Xi − k)2
4 · p (5.32)
where we set h, p, k as follows:
h =
Bin,i · λ
4
, p =
Bin,i
4 · λ
k =
Bin,i
2
(5.33)
Equation 5.32 is a parabola with vertex (h,k) and y–axis parallel to the x=k which
is the axis of symmetry. The packet rate which is displayed in Figure 5.4(a) increases
until it reaches the maximum value, where it starts to decay. The amount of packets
will increase exponentially fast and run away from Xi = 0. On the other hand, if Xi is
disturbed slightly from Bin,i, the disturbance will decay monotonically and Xi(t) =⇒ Bin,i
as t → +∞.
Bifurcation Diagrams – Transcritical Bifurcation
The behavior of the solution of the diﬀerential Equation 5.14, which contains param-
eters may vary dramatically depending on the value of these parameters.
Consider the logistic Equation 5.14, rewritten in the alternative form:
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X ′i = λ ·Xi − λ/Bin,i ·X2i (5.34)
Xi = 0 is a ﬁxed point ∀ λi, Bin,i . This makes the ﬁxed point to bifurcate transcriti-
cally, if it bifurcates at all.
To put Equation 5.34 into normal form, we ﬁrst need to disappear the coeﬃcient of
X2i .
Let Xi = a · y, where a will be chosen later. Then the equation for Xi becomes:
y′ = λ · −(λ · a/Bin,i) · y2 (5.35)
Thus, choosing a = Bin,i/λi, this equation becomes:
y′ = λ · y − y2 (5.36)
Hence, we have achieved the normal form of transcritical bifurcation.
• For λi > 0, as we can see in 5.4(a), we have two ﬁxed points: (0,0),(0,Bin,i). The
ﬁrst one is unstable and is represented with a circle. The second one is stable and is
represented with a black dot. Both of them sustain their stability since λi can only
be a non-negative number.
• For λi ≤ 0, there are no packet movements into the network node.
5.5.2 Outgoing Traﬃc
Each network node has a service rate si which is the number of outgoing packets per unit of
time. During busy periods the node relays as many packets as possible. During non-busy
periods it relays the number of packets that are currently available. A mathematically
convenient way to incorporate the ideas aforementioned, is to assume that the per packet
growth rate X
′
i
Xi
decreases linearly with Xi.
Outgoing buﬀer Bout,i is the buﬀer space where the packets wait to be transmitted.
We assume that there is no queuing at the outgoing buﬀer since link capacity is such that
packets are not queued after processing.
X ′out,i = −si ·
Xi
Xi + b
,∀b ∈  (5.37)
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Table 5.1: Table of Monotonicity, Concavity and Inﬂection points.
Xi (−∞,−b) (−b, 0) (0, b) ∪ (b,+∞)
Xi + b - + +
si ·Xi - - +
X ′i = − si·XiXi+b - + -
X ′′i = − s
2
i ·Xi·b
(Xi+b)3
- - -
Queue Length
dXi/dt=−siXi/(Xi+Bout,i)
Tr
aff
ic 
Ra
te
0 
0 
Figure 5.5: Behavior of traﬃc rate (packet rate) over queue length (number of packets)
In the case that there is a ﬁnite outgoing buﬀer capacity Bout,iin the network the
constant b takes the value of 2 · Bout,i, since the maximum number of packets that the
network node can serve depends on the service rate and the outgoing buﬀer size.
Qualitative Information:
Isoclines:
The isoclines for 5.37 are given by:
si ·Xi
Xi + b
= m (5.38)
When m = 0, where m is the speciﬁed slope, we see that the only places where the
solution curves have horizontal tangents are only along the horizontal line: Xi = 0.
To consider other values of m rewrite 5.38 as follows:
Xi =
m · b
si −m (5.39)
The value of m needs to be non equal to the value of si, (si = 0). Therefore, the
solution curve that may have slope m, occurs if m ∈ /Si.
Monotonicity - Concavity - Inﬂection points:
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From the above table table 5.1 we can conclude that the solution curves are decreasing
and concave down for −∞ < Xi < −b and (0, b) ∪ (b,+∞), whereas they are increasing
and concave up for (−b, 0).
Xi is always non negative, therefore the solution curves are always decreasing and
concave down without any inﬂection points. This is to be expected since the logistic
Equation 5.37 describes the amount of packets that leave the network node i in each unit
of time.
Explicit Solution
To ﬁnd all the solutions of the Equation 5.37, we have the following:
• The Existence-Uniqueness Theorem is satisﬁed
• The equilibrium solution is Xi = 0
• The non-equilibrium solutions by separating the variables and integrating:
dXi/dt =
si ·Xi
Xi + b
dt =
Xi + b
si ·Xi · dXi
t =
∫
(
Xi
si ·Xi ) · dXi
t = 1/si · (Xi + b · lnXi) + C
(5.40)
where C is the constant of integration.
This is an explicit function of t and an implicit function of Xi. In this case it is not
possible to solve for Xi to obtain an explicit solution. Therefore we follow a graphical
analysis of the Equation 5.37.
Graphical Analysis
A more convenient way to solve the equation is through a graphical approach. X ′i is
plotted versus Xi to see what the vector ﬁeld looks like. Where the ﬁxed points (equilib-
rium points) occur is where the node i works either as a sink or a source. In that way we
can ﬁnd out when the number of packets approaches the buﬀer size of the node and thus
the moment that the buﬀer is almost to overﬂow.
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X ′out,i = −si ·
Xi
Xi + b
,∀b ∈  (5.41)
By dividing numerator and denominators of Equation 5.41 by Xi, we get the following
equation:
X ′i = −si ·
1
1 + b/Xi
(5.42)
From that equation we can see that if the number of packets inside the node is roughly
proportional to si and large compared with the outgoing buﬀer space, so that b/Xi can
be neglected when compared to 1, then Xi = −si. Thus it relays as many packets as the
service rate si allows.
If the number of incoming packets is large, then that number is roughly proportional
to si, thus it relays as many packets as the service rate si allows. If the number of packets
is small, then that number is proportional to the service rate si, thus it release all the
available packets.
For example:
• if we set for b = 100 and Xi = 100, then Equation 5.42 gives X ′i = si
• if we set for b = 100 and Xi = 300, then Equation 5.42 gives X ′i = si/2
5.6 Conclusions on Modeling Traﬃc Changes within a Sin-
gle Node
We described the incoming and outgoing traﬃc within a single node, through the appli-
cation of the conservation law of packets and the use of Ordinary Diﬀerential Equations
(ODEs). We analytically solved these ODEs and concluded that the logistic element
should better approximate real world conditions. In the following Chapter, we continue
with the application of ODEs on multiple nodes. However, we use the incoming traﬃc
of ODE 5.43 as key element of the traﬃc ODE (an ODE to be introduced in the next
chapter), because in a network, the incoming traﬃc of a node should be the outgoing
traﬃc of another node and so on, assuming there is no source/sink nodes. Furthermore,
we modify the outgoing traﬃc to produce the sigmoid element of the link–cost ODE (to
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be introduced in the next chapter), through which we link the traﬃc ODEs to apply our
traﬃc model on multiple nodes.
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Chapter 6
Equilibrium Model
Original Version of its Numerical
Algorithm
6.1 Introduction: Digital Entities within Networks Imitate
the Circle of Nature
Our work is bio-inspired, as we consider network elements to be living digital–entities that
coexist in the large digital–society that human beings call ‘the Internet’. We visualise each
of these digital–entities to have attributes similar to the ones a predator or prey animal
has, in order to compete for food or otherwise to survive. Digital–entities that tend to
be well connected share most of the resources, load or information. In our work, network
elements (nodes and links) compete for resources, while they aim to fairly distribute the
traﬃc load, independent of connectivity and initial traﬃc load. Thus, the fair distribution
only depends on their built-in characteristics, such as the elements’ capacities and their
ability to service packets. However, the path towards the equilibrium (solution curve)
depends on the node’s connectivity. Similarly, in the animal world, a predator/prey would
eat as much food as its stomach capacity would allow it to eat, while the rate of food
consumption would depend on the predator’s/prey’s eating–rate ability. As it is well
known, in the animal world, there is a scarcity of food supply and each time we artiﬁcially
increase/decrease the supply, we disrupt the food chain and force it to seek a diﬀerent
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equilibrium.
Similarly in the world of networks there is a ﬁnite availability of network resources and
each time we artiﬁcially increase/decrease their supply, we need to artiﬁcially interfere
and ﬁnd the new equilibrium. Therefore, we aim to deploy our equilibrium model to
adjust a network’s characteristics automatically and prevent network failures under severe
disasters.
Both deterministic and probabilistic methods play a central role in modeling, across
all disciplines. In this work, we simultaneously embrace elements of probabilistic and
deterministic models, in order to represent the physical processes between input and output
of our model. Thus, we balance both probabilistic and deterministic perspectives, creating
a uniﬁed model, without the deterministic fantasy and the unnecessary mathematical
detail of probabilistic models.
We deﬁne a network’s equilibrium-point as the point at which all nodes within the
network retain a constant number of equilibrium-packets over time. This number of equi-
librium packets depends on each node’s features, such as the buﬀer capacity and the service
power. Through our model, we aim to provide networks with the ability to naturally look
for a new equilibrium, each time humans artiﬁcially interfere to change the resources. In
the following sections we will outline our model; the concept that is based on; the pa-
rameters that it is dependent on; and the numerical results it produces, when applied to
diverse topologies.
6.2 Our Model’s Formulation
In the following paragraphs, we outline our model; the parameters that it depends on;
along with the probabilistic and deterministic elements from which it is built.
Directed Graph Let G(V, E) be a ﬁnite directed graph, where V is the set of network
nodes and E ⊆ V × V, the set of unidirectional links.
Adjacency Matrix Let An = [anij] be an ad-hoc adjacency matrix, which is completely
speciﬁed by an N × N matrix at the n–th transition. It consists of zeros and ones, such
that each entry anij = 1 represents a connection between the nodes i and j at the n–th
transition, whereas an entry such as anij = 0 implies that there is no connection between
the nodes i and j at the n–th transition.
88
The adjacency matrix is updated at each time step, so that network connectivity is
changed. Therefore, DATRA includes the evolution of graphs G(V, E) and it can also be
applied to ad–hoc graphs.
Activity Subgraph Our graph G(V, E) consists of activity subgraphs Gsub(i, Ein, Eout), i ∈
V according to which, Ein ⊂ E is the set with the incoming links toward node i ∈ V,
whereas Eout ⊂ E is the set with the outgoing links from node i. At each subgraph, Gsub,
each activity for node i ∈ V depends on other activities in m amount of incoming links
(i, j) ∈ Ein. Therefore, activity at node i ∈ V cannot commence until activities at links
(i, j) ∈ Ein have been completed. A subgraph, Gsub, is illustrated in Figure 6.1, where
network components consist of: (I) only one network node i ∈ V; (II) many unidirectional
incoming links (i, j) ∈ Ein; (III) and only one unidirectional (i, j) ∈ Eout outgoing link.
6.2.1 Deterministic Component of our Equilibrium Model
Traﬃc Variable A set of N variables, x1, x2, ..., xN describe the traﬃc ∀ node i ∈ V.
Consider single nodes i=1, 2, 3, ..., N whose number of packets at the n–th transition n
is denoted by xni . The quantity of packets at each node is represented through the 1×N
matrix below:
Xn = [xni ] =
(
xn1 , ..., x
n
N
)
Each node has a number of initial–packets x0(i), which is declared at the transition
n = 0 by the simulator. At least one node must contain a large number of packets to feed
to the rest of the nodes in the network, during the simulation. Every node i ∈ V has a
real valued capacity x(i) : V → +, for which it is assumed that xn(i) = 0 , if (i, j) /∈ E
and/or i /∈ V, respectively at the n–th transition.
Link–Cost Variable A set of m ∈ E variables c1, c2, ..., cm describe the cost on the
m ∈ E incoming links toward node i ∈ V. Every link (i, j) ∈ E has a real valued capacity
c(i, j) : V × V → +, for which it is assumed that λn(i, j) ∼ 1cn(i,j) = 0 — transition
function is described later in Section 6.2.2. The link–cost capacity function for each link
from node i to node j, cij partially controls the rate and the way in which packets ﬂow
through the network and is represented through the N ×N matrix,
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Cn = [cnij ] =
⎛
⎜⎜⎜⎜⎝
cn11, ..., c
n
1N
... ... ...
cnN1, ..., c
n
NN
⎞
⎟⎟⎟⎟⎠
The link-cost capacity function depends on the number of packets at the node, i ∈ V,
where packets are being forwarded to by the link, (i, j) ∈ E . The central idea of the
link–cost capacity function is that: The higher the cost, the fewer the number of packets
that are sent through the link.
Each traﬃc variable xn(j), with node j ∈ V is coupled with the respected incoming
link cost cn(i, j), ∀ incoming links (i, j) ∈ Ein. Together they describe the state of the
studied node, j ∈ V at the n–th transition.
Internal Physical Process Our model presents the internal physical process by follow-
ing the conservation of packets law. According to this law the number of incoming packets
∀ node, j ∈ V is equal to the number of outgoing packets. Without loss of generality, this
version of our model lacks sink (more incoming ﬂow) and source (more outgoing ﬂow)
nodes. The main variables of this process are the traﬃc, xn(j), and link–cost, cn(i, j)
both of which depend on time. The variable xn(j) denotes the number of packets in node
j ∈ V at the n–th transition, whereas cn+1(i, j) denotes the cost at the n–th transition to
transfer packets from node i ∈ V through the link (i, j) ∈ E to node j ∈ V at the (n+1)–th
transition. This internal physical process is illustrated by the deterministic part of our
model, which is further explained in the following sections.
Service Powers Each node is assigned a service power, through which we aim to describe
the ability each node has to process packets. These service powers are denoted by the
following 1×N dimensional array and depend on the nodes’ processing power:
S = [si] =
(
s1, ..., sN
)
Buﬀer Capacity For every node i ∈ V there is a ﬁnite buﬀer capacity, bi ∈ +∗, which
is denoted as an element of the following 1×N dimensional array:
B =
(
b1, ..., bN
)
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The aforementioned built–in features, service power and buﬀer capacity operate as
control parameters since their values aﬀect both the solution curves and equilibrium point.
In particular, through the term si(1 − xibi ), ∀i ∈ V in the traﬃc Equation 6.3, which is
introduced in the following section, both the buﬀer capacity and service ability determine
the pool from which packet rates tale their values (it is experimentally proven through
numerical results in following section).
Notation Note that the discrete notation (n denotes the time step) is used for further
explanation of the algorithm’s code in following sections. The variables xn(i) and cn(i, j)
are equivalent to xni and c
n
ij respectively, and throughout this report, depending on the
situation, we interchange the notation for clarity.
6.2.2 Probabilistic Component of our Equilibrium Model
Each packet is either transfered along a random incoming link (i, j) ∈ E or does nothing
in each time step. There are no other possibilities, such as jumping to a non–directly
connected node. Since these are the only available possibilities for each packet, a node
without outgoing links (i, j) ∈ E should not attract more packets, and thus its service
power should eventually become zero, forcing any remaining packets to stay at this node.
With regard to the probability distribution of traﬃc arriving at a particular incoming
link (i, j) ∈ E , the following conditions must hold: (I) The total mass of its elements is
unity. (II) The probability of traﬃc arriving at an incoming link is inversely proportional
to its current traﬃc load.
Initial Distribution Vector Let an initial distribution vector xn(i) at the n–th tran-
sition, be a row vector with non–negative entries ∀ node i ∈ V. The entries represent
the number of packets – e.g. bytes – ∀ node i ∈ V of the directed graph G(V, E). Our
distribution changes at each time step n and xn[V] : V → +∗ having xn(i) ≥ 0 if and
only if i ∈ V, at the n–th transition.
Transition Relation The transition relation of the directed graph G(V, E) is a function
λ(i, j) : V × V → [0, 1] with: λ(i, j) :=
∑
j∈V
λ(i, j) = 1 ∀i ∈ V, and is determined by the
relation,
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λn(i, j) =
1
cn(i,j)∑
k∈V
[
1
cn(i, k)
] , ∀ (i, j) ∈ E such that cn(i, k) = 0, ∀k ∈ V, (6.1)
The aforementioned transition relation not only depends upon time step n, but also on
both cost, c(i, j)∀ link (i, j) ∈ E and node occupation, x(i)∀ i ∈ V (since c(i, j) depends
on x(i), which are the solutions to the coupled traﬃc and link–cost functions, applied in
a stochastic manner to the graph G(V, E)).
The transition function of the G(V, E), which determines the arrival rates, is denoted by
the following N ×N dimensional array:
Λn = [λnij ] =
⎛
⎜⎜⎜⎜⎝
λn11, ..., λ
n
1N
... ... ...
λnN1, ..., λ
n
NN
⎞
⎟⎟⎟⎟⎠
The 2D matrix Λ represents the fraction of traﬃc forwarded to each node. In other
words, it is the routing probability that the traﬃc ﬂows from node i to node j.
6.2.3 Uniﬁcation of the Deterministic & Probabilistic Components
Non–Constant Transition Probabilities Let Λ(t) = [λij(t)], the non–constant tran-
sition matrix in continuous time, which depends upon time t, n. The relation between
Λ(t) and Λ(t + dt) is given by
λij(t + dt) =
1
cij(t)+
dcij (t)
dt∑
k∈V
[
1
cik(t) +
dcik(t)
dt
] , cij(t) = 0, ∀(i, j) ∈ E and cik(t) = 0, ∀(i, k) ∈ E (6.2)
depends on ci,j(t), ∀(i, j) ∈ E which is a 2D matrix. It depends upon time and relates
— in a non–linear fashion — the traﬃc (number of packets) xj(t) at the current node
j ∈ V at time t to the traﬃc at the node i ∈ V at time t + dt. The cost change, dcijdt , in
one time span, accounts for the propensity to switch from node i ∈ V to node j ∈ V at
time t + dt. This quantity is governed by the traﬃc and link–cost functions, and thus is
not constant over time.
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During each time step, h = dt, the elements of our transition probability matrices, Λ(t),
are either gradually decreased or increased, to illustrate the probabilities of transferring
packets – e.g. bytes – to either overloaded or idle (empty) nodes, respectively. The speed
at which this decrease/increase in transition probabilities occurs depends upon each node’s
occupancy, xi(t), i ∈ V sequence created by solving Equations 6.3 and 6.4, which cannot
be solved analytically. We modify the classic Runge–Kutta 4th order in explicit form
[Hairer et al., 1987] to include network features such as synchronisation of the coupled
network elements (nodes and links). We call this new algorithm Networking–Runge–Kutta
(NRK ), and we apply it to each of the network components, Gsub, which are simultaneously
numerically solved as a large system with two single–variable numerical analysis.
Traﬃc Capacity Functions The real–valued traﬃc capacity function, xn(j) : V →
+∗, ∀ node j ∈ V describes the change in the number of packets within each node
i ∈ V at the n–th transition.
The logistically adjusted traﬃc rates model described earlier in Chapter 5, can be
generalized for use in simulations of many interconnected nodes. To be able to simulate
these arbitrarily-sized networks, we introduce a mathematical expression, through which
we express the change in the number of packets within a node. We also develop the inter-
relation of nodes by describing the input of a particular node in terms of the outputs
from those that are connected to it. Accordingly, this is an approach which follows the
conservation law of packets.
• Output: The total output from any particular node j is readily calculated from the
service power and the quantity of packets inside the network node.
Outgoing packets = sj · (1− xj(t)/bj) · xj(t)
• Input: The input to any particular node j can be expressed as the sum of the total
outputs from nodes linked to the node j multiplied by the transition probability of
those nodes sending packets to the node j.
Incoming packets =
∑N
i=1 λij · si · (1− xi(t)/bi) · xi(t)
According to the capacity equation for traﬃc, xj(t) ∀ node j ∈ V at time t, the traﬃc
rate,
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Figure 6.1: In this ﬁgure we present a network subgraph – subcomponent Gsub(V, Ein, Eout),
which consists of only one network node, many unidirectional incoming links and only one
unidirectional outgoing link.
dxj
dt
=
N∑
i=1
λijsixi
(
1− xi
bi
)
− sjxj
(
1− xj
bj
)
, (6.3)
is expanded or contracted by factors such as, λi · si for the incoming traﬃc and sj
for the outgoing traﬃc. The rate of evolution of the incoming traﬃc is either constantly
increasing λi · si > 1 or remains constant λi · si = 1. Similarly, the rate of evolution of
the outgoing traﬃc is constantly increasing as it depends on the service power, sj of the
node, j ∈ V that is intended to be transfered to the respective node.
Link–Cost Capacity Function Through the link–cost capacity function, cn(i, j) : V ×
V → +∗ ∀ link (i, j) ∈ E , we calculate the number of packets that occupy each link,
(i, j) ∈ E at the n–th transition. Each link–cost capacity function is modeled by a nonlinear
dynamic function, in order to deliver the least possible congested service. This function
depends on the number of packets xi(t) within node i at time t,
dcnij
dt
= λij ·
[
si · (xj)2
(1 + (xj)2)
− sj · (xi)
2
(1 + (xi)2)
]
, (6.4)
and describes the cost ∀ incoming link (i, j) ∈ E , that is transferring traﬃc from node
i ∈ V to node j ∈ V.
This mathematical expression describes the change in the number of packets within
each incoming link according to the conservation law of packets. The cost is expanded or
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contracted by a factor of λij · si for every unit increase in observed time, as described by
Equation 6.4,. The rate of evolution of the incoming cost is either constantly increasing,
if λij · si > 1, or stays constant, if λij · si = 1. Similar evolution presents the outgoing
cost rate with a diﬀerence that depends on the λij · sj, where sj is the service power that
traﬃc, xj(t) is sent by link (i, j) ∈ E to node j ∈ V.
In a later section of this chapter, we will illustrate through our case studies that the
relative magnitude of change in the traﬃc rate depends on the damping force, which is
a function of the network characteristics reﬂected through the fraction xi/bi (xi:number
of packets, bi: buﬀer capacity allocated to node i ∈ G(V, E)). Hence, the damping force
will have either large positive value when xi >> bi or small positive value when xi << bi.
The damping force aims to bring the system into equilibrium by disallowing resource
overloading according to the coupled nonlinear dynamic traﬃc and cost functions.
In previous sections we described the parameters that our model depends on, along
with the probabilistic and deterministic elements from which it is built. Both traﬃc and
link–cost ODEs depend explicitly on the transition probabilities, which is their coupling
element. During each time step the elements of our transition probabilities, Λ(t), are
gradually decreased (increased) to determine the number of packets (e.g. bytes) that
should be transferred to an overloaded (empty) node. The speed at which this decreased
(increase) in transition probabilities occurs depends upon each node’s occupancy, xi(t)∀i ∈
V sequence created by solving the traﬃc Equation 6.3 coupled with the link–cost Equation
6.4. Therefore, we modify the classic Runge–Kutta formula (i.e. the 4th order explicit
form) to include network features through which we synchronize the solution curves for
each network element.
6.3 The Key Elements of our Bio–Inspired Equilibrium Model
After having outlined our model, and the parameters that it is depends on, we continue
with a brief description of the key elements of our model. In the following two sections we
empirically analyze the main component of (I) the traﬃc capacity function, which is the
logistic element, and (II) the link-cost capacity function, which is the sigmoid element.
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6.3.1 The Logistic Element: The Predator–Prey Model
In our work, we visualize nodes that interact and through their links aﬀect each other’s
traﬃc rate. Biologically inspired by the ﬁrst mathematical model for predator-prey inter-
actions, which was proposed by A.Lotka (1925) and Volterra (1926), we partially utilize
its dimensionless system form. In particular, the key term of the traﬃc capacity function,
Equation 6.3, is the term
(
1− xibi
)
, through which this term the logistic element emerges.
Its purpose is to describe the concept according to which real world networks have scarcity
of essential networking supplies.
In particular, Equation 6.3 without the term
(
1− xibi
)
, i ∈ V describes an exponen-
tially increased/decreased incoming/outgoing traﬃc, proportional to the existing number
of packets at node k ∈ V. As we have already analytically explained in Chapter 5 accord-
ing to an exponential function, the number of packets increases/decreases continuously
and as time progresses the increase/decrease becomes dramatic. Whereas, in real world
networks, the incoming/outgoing traﬃc is limited by the shortage of essential networking
supplies. These supplies are determined by the buﬀer, link capacity and evolution of net-
work topology. Hence, we add these terms to adjust the traﬃc rate (derivative of traﬃc
ﬂow with respect to time) accordingly and especially to degrade the rate of traﬃc for large
number of packets.
The scope of the logistic element is to protect the node from becoming overloaded
and eventually causing a bottleneck in the remaining network. When the number of
packets reaches the buﬀer capacity, the traﬃc rate is taken to be zero, in order to save the
node from becoming congested. Figure 6.2.b illustrates the logistic control, on which our
traﬃc capacity function is based. This represents the extreme case, in which the buﬀer
is becoming full and the node has to employ internal mechanisms to avoid congestion.
Otherwise the node will start dropping packets when the buﬀer overﬂows.
6.3.2 The Sigmoid Element: The Enzyme Reaction
The concept behind our link–cost function is that ‘the Internet traces come in bursts of
bytes’ [Downey, 2001], whilst in social networks ‘people bring more people’. Thus, in
the cost function, small increases of traﬃc causes a very small increase in the cost (few
people/bytes wouldn’t change the cost), whereas slightly higher volumes of traﬃc (large
crowd of people/burst of bytes) would initiate a more dramatic increase in cost, in order
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to accommodate the number of people/bytes. This ensures the network responds rapidly
to large inﬂuxes of packets, without overreacting to small changes in activity.
Biologically inspired by Griﬃth’s model [Strogartz, 2000], which is used for genetic
control systems, we partially utilize its dimensionless system form to control the distribu-
tion of traﬃc. Equation 6.5 represents Griﬃth’s model, which we adapt to our model’s
needs, producing the link–cost Equation 6.4.
X ′ = −a ·X + Y
Y ′ = X2/(1 + X2)− b · Y
(6.5)
The main component of Equation 6.4, is the term,
(
x2i
1+x2i
)
, which is also found in the
allosteric enzyme reaction,
y =
x2
1 + x2
. (6.6)
According to which velocity (variable y) of the enzyme reaction is described with
regards to its substrate concentration. According to Equation 6.6, which is illustrated in
Figure 6.2.a, an increase in the traﬃc (variable x) causes only a very small increase in cost
(variable y) on incoming links (the graph has a very shallow slope). Whereas at slightly
higher traﬃc levels we observe that an increase in traﬃc initiates a much more dramatic
increase in cost (the point at which the graph becomes much steeper). At high traﬃc
levels the graph is quantitatively similar to a hyperbolic curve and we see it ﬂattening out
toward the maximal cost.
Speciﬁcally, we assign a link–cost, cij to each link between the nodes i and j, which
depends on the number of packets xi at the node i. The link cost increases rapidly with
the number of output packets and decreases rapidly with the number of input packets, so
that the packets are held back when faced with a high link–cost. Through the utilisation
of our model, we ensure that all packets travel via the least congested link and the packets
are forced to pay a very high cost if they want to use a busy link. Consequently, the
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Figure 6.2: (a) The sigmoid curve illustrates a simple form of the allosteric enzyme re-
action. It was our inspiration to mathematically express the link–cost reactions to traﬃc
variations. (b) Inspired by the prey/predator competition for food, we use the logistic
element to control in a similar way the rate of forwarding packets.
link-cost function not only avoids an overload in a particularly congested node but it also
reduces the load of the relatively overloaded node.
Over the next sections, using two case studies, we show that our model’s results include
extreme sensitivity to the initial conditions of the model and generate self-similarity along
with odd periodicity [r36]. Finally, we observe that our model presents dynamic adjusted
traﬃc rates similar to those observed in real Internet
6.4 Foundation of our Numerical Algorithm:
The Classic Runge-Kutta 4th order Method in Explicit
Form
Here, the traﬃc ODE 6.3, and link–cost ODE 6.4, capacity functions are further gener-
alized through their application to multiple nodes. We modify the classic Runge–Kutta
formula (i.e. explicit form of the 4th order Hairer et al. [1987]) to include network features,
such as synchronisation of the coupled network elements.
The requirement to solve the resulting nonlinear system (Equations 6.3 and 6.4) is ad-
dressed through the use of numerical procedures especially developed for solving Ordinary
Diﬀerential Equations (ODEs). The key idea behind numerical solutions of ODEs is the
combination of function values at diﬀerent points to approximate the derivatives (slopes)
in the required system.
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The Taylor series method is a classical numerical method which is mainly used to
determine the precision order of the numerical solution. The most widely used numerical
method of solving ODEs is the Runge-Kutta (R-K) method of order four Hairer et al.
[1987]. Carl Runge and Wilhelm Kutta designed the R-K method in order to imitate the
precision of the Taylor series method.
In the following paragraph we explain the original version of our algorithm through
which we numerically solve our equilibrium model to ﬁnd the equilibrium points for each
node. We describe our numerical algorithm with the help of a ﬂow chart in diagram
depicted in Figure 6.3. We continue in Section 6.5, with the simulation results in order to
show the importance of both the traﬃc and the link–cost functions in the distribution of
traﬃc on a network.
6.4.1 The Original Numerical Algorithm:
Two Single–Variable Problems on Multiple Nodes
In this section we present the original version of our numerical algorithm, which is based on
the Classic Runge–Kutta method. We use Runge–Kutta formula twice: (I) The ﬁrst time is
modiﬁed to include the adjustment of the transition probabilities. It is used to numerically
solve the traﬃc equation while it keeps the link–cost variables inversely proportional to the
traﬃc. (II) The second time is used to numerically solve the link–cost equation. Therefore,
our algorithm numerically solves the traﬃc and link-cost capacity functions as two single–
variable problems coupled whilst it adjusts time dependent transition probabilities.
In the following paragraphs we discuss the components within our algorithm, which is
used to ﬁnd the network’s equilibrium point. To describe each node’s state over time we
summarise the two single–variable problems,
dxj
dt
= fj(xj(t), cij(t)),
dcij
dt
= gij(xj(t), cij(t)),
Functions fj and gij describe the traﬃc and incoming link–cost rates–of–change, re-
spectively. As we have already determined, the variables xj(t) and cij(t) describe the
99
number of packets within node j and link (i, j), respectively at time t. The time states
(xj(t), cij(t)) at time t, and (xj(t + dt), cij(t + dt)), at time t + dt are separated by the
time interval of length h = dt for each node j ∈ V within the graph G(V, E). After a
careful observation of the traﬃc, Equation 6.3, and link-cost, Equation 6.4, we realise that
the actual traﬃc function, gj(xj , cij) depends explicitly on the transition probabilities and
implicitly on the link–cost variables, cij .
The initial values for each time dependent variable is determined at time t = 0. The
traﬃc variable xj(0) describes the number of initial-packets within node j, whereas the
variable cij(0) describes the number of initial-packets within the link (i, j) at time t = 0.
The initial values for each transition probability are derived by the initial values assigned
to link–cost variables, cij(0), at time t = 0, such that λij(0) =
∑N
k=1 cik(0)
cij(0)
.
Our algorithm is illustrated in Figure 6.3 and it is split into three types of processes: (I)
the use of the Classic Runge–Kutta 4th order to numerically solve (a) the traﬃc capacity
function, (b) the link–cost function, and (II) the calculation of the transition probabilities,
which are the normalisation of the link–cost variables. Through these probabilities solution
curves are synchronised whilst seeking the equilibrium points.
The classic Runge-Kutta method of 4th order utilizes four points within each time
step, h. Thus, for the numerical analysis for each of the traﬃc and link–cost functions, we
calculate four approximations for each of the traﬃc and link–cost slopes (ﬁrst derivatives).
As we illustrate in Diagram (6.3), processes in columns one and two are in continuous
communication, in order to numerically solve the traﬃc equation. It is solved according to
the Classic Runge–Kutta 4th order, which is adjusted to include the transition probabilities
while the link–cost variable is set to be inversely proportional to traﬃc. Traﬃc variables
depend: (I) explicitly on the transition probabilities and (II) implicitly on the link–cost
variables. The numerical analysis for the traﬃc ODE requires two arguments: (I) the
traﬃc variable, xj and (II) the link–cost variable, cij .
During the numerical analysis of the traﬃc equation:
• the link–cost variables, cij , are (I) set to be inversely proportional to the traﬃc
variables, cij = 1xj , and (II) normalized to calculate the respective transition proba-
bilities λij (both processes are illustrated in column two)
• the four traﬃc slope approximations are explicitly calculated (processes illustrated
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in column one)
such that at the n+1 transition we calculate:
• the link cost value, cn+1ij , in which we add a ﬁxed–step size of h such that cn+1ij =
cnij + h.
• and the traﬃc value, xn+1j , which is the weighted average of the four diﬀerent traﬃc–
slope approximations, such that xn+1j =
1
6 · (sn1 + 2 · sn2 + 2 · sn3 + sn4 ) + xnj
Processes in column three are implemented after the traﬃc ODE has been solved. In the
third column we illustrate the numerical analysis of the link–cost equation, which is solved
according to the well know classic Runge–Kutta 4th order. Thus, regarding the numerical
analysis of the link–cost function, the traﬃc value, (xj) is iterated by adding a ﬁxed–step
size of h at each iteration, whereas the link–cost values, cij are iterated by the weighted
average of the four diﬀerent link–cost slope approximations: k1, k2, k3 and k4, such that
cn+1ij = c
n
ij +
1
6 · (kn1 + 2 · kn2 + 2 · kn3 + kn4 )
Throughout this algorithm we solve the traﬃc and link–cost capacity functions as
two single variable problems. Columns one and two are in a constant communication
as they exchange information after the completion of each process within each column.
Thus according to the ﬁrst two columns, we ﬁrst numerically solve the traﬃc function, fj,
adjusting transition probabilities to be inversely proportional to the traﬃc values. Having
numerically solved the traﬃc capacity function we continue with the numerical solution
of the link-cost function, gij , as shown in column three of Diagram 6.3. In contrast with
the ﬁrst two columns, there is no constant communication in between the third column
and the ﬁrst two columns. Instead, the input for the ﬁrst process in column three (Cost
Runge–Kutta) of Diagram 6.3 depends on the output of the second column (transition
probabilities). In other words, the numerical solution of the traﬃc capacity function
generates the input for the link-cost function. The numerical solution for the link–cost
function (column three) requires two inputs — traﬃc and link–cost input. One of them
(traﬃc input) is the traﬃc result from the numerical solution of the traﬃc capacity function
(column one), whereas the second input (link–cost input) is the traﬃc value inversed.
Our method is summarised through the following recursion formulas, through which
we calculate the numerical solution for the traﬃc capacity function:
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cnij =
1
xnj
,
cn+1ij = c
n
ij + h,
xn+1j = x
n
j +
1
6
· (sn1 + 2 · sn2 + 2 · sn3 + sn4 ),
The four traﬃc slopes (ﬁrst derivatives) approximations at n–th transition are listed
below:
sn1 = h · f(cnij , xnj ), cn =
1
xnj
,
sn2 = h · f(cnij +
h
2
, xnj +
sn1
2
), cnij =
1
xnj
,
sn3 = h · f(cnij +
h
2
, xnj +
sn2
2
), cnij =
1
xnj
,
sn4 = h · f(cnij +
h
2
, xnj + s
n
3 ), c
n
ij =
1
xnj
,
Note that before we calculate each of the sn1 , s
n
2 , s
n
3 and s
n
4 , we set c
n
ij to be inversely
proportional to xnj . We continue with the recursion formula of the classic Runge–Kutta
4th order, through which we calculate the numerical solution for the link–cost function,
xn+1j = x
n+1
j + h,
cn+1ij = c
n+1
ij +
1
6
· (kn1 + 2 · kn2 + 2 · kn3 + kn4 ) ,
where the four approximated link–cost slopes (ﬁrst derivatives) at n–th transition are:
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kn1 = h · g(cnij , xnj ) ,
kn2 = h · g(cnij +
h
2
, xnj +
kn1
2
) ,
kn3 = h · g(cnij +
h
2
, xnj +
kn2
2
) ,
kn4 = h · g(cnij +
h
2
, xnj + k
n
3 ).
We iterate traﬃc and link–cost values according the aforementioned recursion formulas
as many times as our algorithm needs to ﬁnd the equilibrium point for each node j ∈ V
within the graph G(V, E).
6.5 Numerical Results on Diverse Topologies
In this section we present numerical results from our equilibrium model on multiple nodes.
Previously, in Chapter 5, logistically distributed traﬃc functions were restricted to a single
node. The analytical results from a single node closely mirror the numerical results from
multiple nodes across many iterations. This is of vital importance because it shows that
the numerical analysis produces accurate results that are not adversely aﬀected by error
terms. Rather, any diﬀerences are simply attributable to the changed initial conditions,
which are the result of the previous time step.
Over the next sections we show what happens to traﬃc and its rate over time, when
the link cost function determines to which link the traﬃc should be forwarded and at what
rate. In Section 6.6 we initially illustrate numerical results from the traﬃc Equation 6.3
when applied to multiple nodes. Through out the numerical solution of the traﬃc ODE
we keep link cost value inversely proportional to the traﬃc value. The aim of presenting
these results is to show the importance of both the traﬃc and link–cost functions in seeking
the equilibrium point. We present numerical results on a 3–node and a 25–node graph.
We ﬁnd that solution curves do not converge to a single point (the equilibrium point).
We conclude that keeping the link cost value just inversely proportional is not enough to
properly adjust the transition probabilities. We continue in Section 6.7 with simulation
results produced by the original version of our equilibrium model, DATRA, in which we
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Figure 6.3: Flow chart for the Networking–Runge–Kutta Algorithm, version 1
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numerically solve both traﬃc and link cost ODEs as two single–variable problems. This
numerical algorithm was described in detail in Section 6.4.1. Even though our model has
been tested over 1000 nodes, for reasons of simplicity, we will illustrate our numerical
results through examples based on: a 3-node with 2-degree network; a 20-node with 3-
degree network; and a 25–node with non homogeneous degree network.
6.6 Insuﬃcient to Set Link–cost Inversely Proportional to
Traﬃc
This section aims to illustrate the importance of the link–cost function in our equilibrium
model through the demonstration of solution curves, which are produced by the application
of only the traﬃc capacity function, Equation 6.3, during which we keep link–cost values
inversely proportional to the traﬃc. In other words we only implement only the ﬁrst two
columns in our numerical algorithm depicted in Figure 6.3.
As we have already mention our equilibrium model is based on the principles: (I) the
higher the cost the fewer the packets that are sent through the link, which is implemented
by setting the link–cost inversely proportional to the traﬃc, and (II) Internet traces come
into bursts of bytes or people bring people, which is implemented by adding the sigmoid
term in the link–cost function, Equation 6.4. In this section we illustrate results without
including the second principle (third column in ﬂow chart in Figure 6.3), and we only
include the ﬁrst principle (ﬁrst column) whilst we keep the link–cost inversely proportional
to traﬃc (second column).
In the following subsections we provide experimental evidence through the demon-
stration of numerical solutions, which are produced on a 3–node graph and a 25–node
graph. We observe either accumulation of traﬃc within the node, which is occupied by
the minimum number of initial-packets, or traﬃc overloading within the node, resulting in
a node–crashing. Therefore we experimentally prove that setting link–cost just inversely
proportional to the traﬃc is not enough on the contrary the link–cost ODE has a preem-
inent importance to our equilibrium model to produce numerical solutions that converge
to the appropriate equilibrium point.
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Figure 6.4: Solution curves produced by a 3–node graph with assigned buﬀer capacities,
b1 = 350, b2 = 350, b3 = 350 (a) Number of initial–packets x01 = 50, x
0
2 = 90, x
0
3 = 19
(b) Number of initial–packets x01 = 250, x
0
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3 = 50
6.6.1 Example One: Directed Graph of Three Nodes with Degree Two
Consider the simplest graph G(3, 6), that consists of three nodes and six unidirectional
links. We apply only the ﬁrst two columns of the Diagram 7.1, which describes the
numerical solution of the traﬃc capacity function (1st column) along with the link–cost
adjustments (2nd column). In the following paragraphs we present numerical results from
three examples applied to the same 3–node topology. In each example we alternate the
built–in characteristics of each node to illustrate the production of diﬀerent solution curves
and equilibrium points.
In Figure 6.4.a, solution curves from a 3–node graph are illustrated. For this example,
the number of initial–packets is heterogeneously distributed, such that x01 = 50, x
0
2 = 90,
and x03 = 19. Additionally, we set buﬀer capacities and service powers homogeneously
distributed and equal with si = 10 and bi = 350, i ∈ {1, 2, 3}. Furthermore, in Figure
(6.4.a) we observe that packets accumulate within the node assigned the minimum number
of initial–packets — x03 = 19 achieves an equilibrium at x
eq
3 =˜ 169 — whereas the rest of
the nodes at the equilibrium state are empty, xeq1 = x
eq
2 = 0 packets.
In Figure 6.4.b we illustrate results from a second example, in which the same 3–node
topology is used along with the same buﬀer capacity and service power characteristics.
However, this time the number of initial–packets is distributed, such that there is no node
with a minimum number of initial–packets. In this example, the node with the maximum
number of initial–packets at the equilibrium state is empty, whereas the other two nodes
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share its initial–packets and achieve the equilibrium state with approximately 175 packets
— e.g. bytes.
In the third example we again build upon the same topology of the 3 nodes, however
this time, we introduce heterogeneous distribution of buﬀer capacities. This allows us
to observe that the almost overloaded node is removed from the remaining network. In
Figure 6.5.a the solution curve for node two, x02 = 50 obtains the maximum number of
packets determined by its buﬀer capacity and consequently is removed from the network.
The solution curve for node three, x03 = 250, as it contains the maximum number of
initial–packets, decreases exponentially sending away all of its packets to become empty
at the equilibrium state. In contrast, the solution curve for node one, x01 = 50, seeks for
the equilibrium point, which is achieved when 150 packets have been occupy the node.
Note that, in the second and third examples node one and two start with the same
number of initial-packets. The diﬀerence in the third example is that these nodes are
assigned heterogeneous buﬀer capacities and thus seek diﬀerent equilibrium points com-
pared with the equilibrium that nodes achieve in the second example. Therefore, node two,
which has the minimum buﬀer capacity, seeks to accumulate all of the packets, whereas
node one and three give away their packets to become empty at the equilibrium state.
However, node two accumulates as many packets as its buﬀer capacity allows. In Figure
6.5.a it is clear where node two is removed from the network, as it has been overloaded.
Simultaneously, node one begins seeking the new equilibrium point, at which accumulates
the 150 remaining packets.
6.6.2 Example Two: Directed Graph with Twenty–Five Nodes and Non
Homogeneous Degree
Consider a more complicated topology with 25 nodes. Similarly to the previous section, we
apply only the traﬃc capacity function, along with the link adjustments. In Figure 6.5.b
we illustrate the numerical solution for node one, which is initially reduced exponentially,
passing the node’s packets to the rest of the nodes within the network. The other 24
nodes are not comfortable with the amount of packets they receive so they start sending
back these packets to node one, resulting in it becoming overloaded. Finally, node one is
removed from the network along with the packets it contained as it reached its maximum
buﬀer capacity. The remaining 24 nodes seek their new equilibrium points, whilst the
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Figure 6.5: (a) Solution curves produced by a 3–node graph with number of initial–packets
x01 = 50, x
0
2 = 50, x
0
3 = 250 with heterogeneously distributed buﬀer capacities, b1 = 200,
b2 = 350, b3 = 350 (b) Solution curves produced by a 25–node graph. Node assigned the
largest number of initial–packets accumulates all the traﬃc, resulting in overloading and
eventually removing itself from the remaining network.
remaining 200 packets are circulating amongst them. After long time — 40, 000 time
steps — they manage to reach the equilibrium point and share the 200 packets in between
them.
Taking the above numerical results into consideration, we observe that both the initial
conditions — number of initial–packets — and the buﬀer capacity both aﬀect the type of
solution curves and the number of the equilibrium–packets within each node. Additionally,
the numerical solutions for the traﬃc capacity function applied to multiple nodes (i.e. 3–
node and 25–node graphs) do not converge to a single point. Therefore, link–cost function
has preeminent importance in the calculation of the appropriate equilibrium points.
6.7 Numerical Results from our Equilibrium Model on Mul-
tiple Nodes
After having analyzed the importance of both traﬃc and link–cost functions we continue
with numerical results from the original version of our equilibrium model, DATRAv1. In
the following paragraphs we shed some light on the relationship in between the equilibrium
point and the initial conditions of our model. We show how well solution curves for each
node become synchronized while they seek equilibrium.
In the following case studies, we run our simulator, in which we import two types of
topologies: a 3–node directed graph; and a 20–node directed graph, both with homoge-
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neous degrees. Furthermore, we set the programming restriction of a maximum number of
packets to each node equal to their buﬀer size, in order to enforce the fact that the number
of packets at each node will not overﬂow. If a node overﬂows, the program deactivates
the node and its corresponding links. The deactivation of a node also withholds packets
contained within just before its deactivation. This phenomenon can be interpreted as a
dropping mechanism, in order to reduce the traﬃc in the network.
6.7.1 Example One: Directed Graph of Three Nodes with Degree Two
Consider a network of three nodes with degree two depicted in Figure 6.6, through which
we will illustrate the behavior of the traﬃc and its rate over time (numerical solutions
for each node). The core node is that with the largest quantity of packets, which initially
feeds packets to the rest of the nodes. Thus, we set the vectors:
Initial Traﬃc Distribution:
X0 = [x0i ] =
(
250, 50, 100
)
Service Ability:
S = [si] =
(
10, 10, 10
)
Buﬀer Capacity:
B = [bi] =
(
450, 450, 450
)
Figure 6.6: A 3–node topology with a degree of two
Through the following paragraphs we observe that traﬃc — number of packets —
oscillates rhythmically between upper and lower limits to achieve the equilibrium point.
These limits are determined by the buﬀer capacity through the fraction xibi ∀i ∈ V within
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Figure 6.7: Solid line: traﬃc alterations, dashed line: traﬃc–rate alterations.
The traﬃc–rates reversals occur when the buﬀer approaches its capacity limit, or becomes
idle, at which point it jumps to a lower or higher value respectively.
the traﬃc ODE 6.3. We also observe that traﬃc changes exponentially/logarithmically
producing solution curves, which exhibit similar shapes to those produced in the examples
of both Section 6.6 and Chapter 6, Figure 5.4(a). Any discrepancies are attributable to
the diﬀerent initial conditions, being the result of the previous time step.
Figure 6.7 highlights the relationship between the traﬃc levels in each node and their
rate alterations. Each graph within Figure 6.7 consists of two phases — that of the topping
rate and that of the sinking rate, reﬂecting a two reversal pattern. The traﬃc rate reversals
occur when the buﬀer approaches its capacity limit or an idle state, at which points it
jumps to a lower or higher value respectively. At this time link–cost Equation 6.4 has
been numerically solved with Runge–Kutta formula to adjust the link–cost value. This
adjustment has a dramatic increase or decrease in the number of packets within each node
and is appeared as jumps in the traﬃc rate values. Immediately following this jump, the
traﬃc rate peaks and begins to slip exponentially/logarithmically, likewise, immediately
after jump occurs at a trough, the traﬃc rate starts to rise exponentially/logarithmically.
Moreover the portion of the traﬃc rate curve (dashed line) in Figure 6.7 exhibiting the
topping/sinking phase is similar to the curve of Figure 5.4(a). Again any discrepancies are
attributable to the diﬀerent initial conditions, being the result of the previous time step.
Respectively, the portion of traﬃc curve (solid line) exhibiting the topping/sinking phase
is similar to the curve in Figure 5.4(b). The changed initial conditions, resultant from
the previous time step, are once again responsible for any diﬀerences in the oscillations’
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amplitude and size of the limit cycle.
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Figure 6.8: The trapeze-shaped spiral has four distinct phases: (i) a slow topping up traﬃc
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Figure 6.9: Each of the solution curves behaves in synchrony with the other nodes within
the 3–node graph. They form trapezed–shaped spirals, which converge to the equilibrium
point.
Figures 6.8 and 6.9 depict the phase portrait for traﬃc and its rates over time (itera-
tions). Think of the trapeze-shaped spiral as having four distinct phases: (i) a slow topping
up traﬃc phase; (ii) another immediate change of the traﬃc rate; (iii) a slow sinking traﬃc
phase; and (iv) an immediate change of traﬃc rate.
In the following paragraphs, through experimental evidence, we shed light on the
relationship between the traﬃc–rate (number of packets per time step) and the queue
length (number of packets within node). We observe that, depending on the initial values,
the system reaches either a limit cycle or a ﬁxed (equilibrium) point. According to Chaos
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theory limit cycle is deﬁned as the period orbit, which is an accumulation of points, on
the traﬃc–rate versus queue length plane. At the special case in which this limit cycle
converges to a single point is called equilibrium point.
Note that as time passes the trapeze-shaped spirals are repeated in identical fashion
other than the fact that their size becomes slightly smaller each time. This self-similarity
is a reﬂection of the fact that our model is attempting to achieve dynamical balance
between the number of packets (queue lengths) and traﬃc rates among nodes and hence
the trapeze-shaped spirals tend towards the non-zero equilibrium. All node experience
this self-similarity of traﬃc simultaneously, so that they behave in a sychronised manner
to achieve the equilibrium. Self-similarity is a well-known and established property of
Internet traﬃc in the networking and modeling community [Leland et al., 1994, Crovella
and Bestavros, 1997].
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Figure 6.10: Number of packets (queue length) versus traﬃc-rate (number of packets per
time step) is illustrated to show the periodic orbit for node one. The size of this periodic
trapezium depends on the fraction xibi ∀i ∈ V, which also aﬀects the system seeking the
equilibrium point.
In Figure 6.10 the trajectory (solution curve on the traﬃc–rate vs queue length plane)
appears to overlap itself repeatedly, but this is just an artifact of projecting the three di-
mensional trajectory onto a two-dimensional plane. In three dimensions no self-intersections
occur (as can be seen in Figure 6.8). The starting point is deﬁned by the initial condi-
tions of the studied node (core node), which are traﬃc and traﬃc–rate , xi(0) and dxi(0)
∀i ∈ V = {∞,∈,}), and thereafter the curve spirals to its stable (equilibrium) point.
The size of the period orbit depends on the damping force, which is a function of
network characteristics reﬂected through the fraction xibi ∀i ∈ V = {∞,∈,} within the
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traﬃc Equation 6.3. Hence, the damping force will have either large positive value when
xi >> bi or small positive value when xi << bi for each node i ∈ G(V, E). The damping
force aims to bring the system into equilibrium by fairly distributing the traﬃc amongst
the nodes according to the dynamic traﬃc and cost functions.
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Figure 6.11: Sparky cost change over time. This mirror image graph of the change in the
traﬃc rate has been observed in modeling studies of Internet backbone traﬃc where the
cumulative number of packet arrivals appears to closely follow a piecewise-linear function.
The spikes highlight the points at which the rate immediately changes, whilst the height
and direction of each spike represents the relative magnitude of change in the slope.
In the following paragraphs, we shed light on the ﬁrst derivative of the link–cost over
time (dcijdt ). The link–cost changes over time demonstrate ‘sparky’ graphs illustrated in
Figure 6.11. Thus, for reasons of notation we call it ‘sparky DCost’.
In Figure 6.11, it appears that the nodes have reached equilibrium after roughly 2,000
iterations. However, on closer investigation, we observe that the link cost function con-
tinues to vary after 2,000 iterations. Note that the magnitude of the oscillations steadily
decreases as we approach steady-state equilibrium.
Recall that the number of packets each node sends to other nodes aﬀects the queue
length, which in turn inﬂuences the cost function. The cost function aﬀects the traﬃc rate,
which describes the number of packets that each node receives in each time step. Given
that the traﬃc rate is inversely proportional to the link cost, the change in the traﬃc rate
is negatively proportional to the link cost. Hence the graph of Sparky DCost (change of
the link cost) in Figure 6.11 is a mirror image of the graph of the change in the traﬃc
rate. Such behavior has been observed in modeling studies of Internet backbone traﬃc
where the cumulative number of packet arrivals appears to closely follow a piecewise-linear
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function [Karagiannis et al., 2004]. The spikes in Figure 6.11 highlight the points at which
the rate immediately changes, whilst the height and direction of each spike represents the
relative magnitude of change in the slope. Finally, we have identiﬁed the Sparky DCost
pattern, since the spikes are not distinguishable from simply graphing the cost (due to the
large scale involved).
6.7.2 Example Two: Directed Graph of Twenty Nodes with Degree
Three
Our second example shows that the conclusions from our ﬁrst example still hold for large
number of nodes and large degree. Through both studies we show that the DATRA model
is independent of topology, a topic to be further investigated in Chapter 7.
Consider a hypergrid network, Section 2.5, of 20 nodes with degree 3, Figure 6.12,
through which we will illustrate the behavior of the traﬃc and its rate over time (numerical
solutions for each node). The core node is the node with the largest quantity of packets,
which initially feeds packets (traﬃc) to the rest of the nodes. Thus, we set:
Initial Traﬃc Distribution:
X0 = [x0i ] =
(
250, 30, ..., 50
)
Note that x0i = 50, ∀i ∈ {3, 20}
Service Ability:
S = [si] =
(
10, 10, ..., 10
)
Buﬀer Capacity:
B = [bi] =
(
1450, 1450, ..., 1450
)
Unlike in the ﬁrst example, where there were enough links to ensure that all nodes could
potentially be allocated with packets in the ﬁrst iteration, this time there are only suﬃcient
links to allow three ﬁrst–neighbor nodes to be allocated with packets in the ﬁrst iteration.
Consequently, the traﬃc at the three ﬁrst neighbor nodes increases exponentially over
time, whereas the traﬃc at the more distant nodes oscillate with lower magnitudes, since
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Figure 6.12: Hypergrid topology with 20 nodes and 3 degree
much of the distribution has already taken place at earlier node levels. This phenomenon
is illustrated in Figure 6.13. Of course, in our example all the nodes other than the core
node have plenty of excess capacity since they are only initially allocated thirty packets.
However, if all the nodes were initially allocated a large number of packets the above
simpliﬁed conclusions would not hold, although the same principle would be true for
entities surrounding a relatively highly loaded node.
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Figure 6.13: Solid line: Traﬃc alterations, dashed: traﬃc–rate alterations
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The relationship between the traﬃc rate levels in each node and their rate alterations
is highlighted in Figure 6.13. The ﬁrst subgraph in Figure 6.13 illustrates the traﬃc and
its rate alterations at the core node, whereas the second graph illustrates the traﬃc and its
rate alterations at the 17th node. The curves in this case study exhibit similar phenomenon
as the previous example. Any diﬀerences are simply attributable to the changed input,
such as network topology. The spikes occur at points where the rate immediately changes,
whilst the height and direction of each spike represents the relative magnitude of change
in the slope
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Figure 6.14: The trapeze-shaped spirals are repeated in identical fashion other than the
fact that their size becomes slightly smaller or larger each time step; the order cannot be
seen unless Chaos Theory is applied.
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Figure 6.15: Nodes behave in a synchronised manner, similar to the one observed in
modeling studies of TCP/IP Veres and Boda [2000]
Figures 6.15 and 6.14 plot the phase portrait for traﬃc and its rates over time (it-
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erations). Instead the well formed trapezium orbits produced in the previous example,
trajectories in this example form period orbits, which size changes at each time step. From
ﬁrst sight, there is no periodicity, whereas after a more careful observation we ﬁnd that
there is order in disorder. According to this order in disorder nodes within graph pro-
duce well synchronized trajectories, which are illustrated in both Figures 6.15 and 6.14.
Any discrepancies in their sizes are attributable to the diﬀerent input, such as network
dynamics — type of graph, initial values for traﬃc and link–cost variables. Additionally,
in Figure 6.15 and 6.14 nodes behave in a synchronized manner, similar to that observed
in modeling studies of TCP/IP [Veres and Boda, 2000]. In Figure 6.16, it appears that
the nodes have reached equilibrium after roughly 5,000 iterations. The spikes in Figure
6.16 highlight the points at which the rate immediately changes, whilst the height and
direction of each spike represents the relative magnitude of change in the slope.
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Figure 6.16: Sparky Cost change over time (last 3000 iterations). The spikes highlight
the points at which the rate immediately changes, whilst the height and direction of each
spike represents the relative magnitude of change in the slope
6.8 Conclusions on the Numerical Results
We have presented the original version of our equilibrium model, DATRAv1. After in-
jecting a speciﬁc number of initial packets in to a network, our model fairly distributes
each node’s packets, achieving the appropriate equilibrium. The number of equilibrium–
packets within each node depends on each node’s primitive (inherent) characteristics, such
as buﬀer capacity and service ability. We have provided experimental evidence with regard
to the synchronized behavior of nodes, whilst striving towards equilibrium. We have also
117
observed traﬃc self–similarity and cumulative number of packet arrivals, which follow a
piecewise–linear function. Accumulation of traﬃc within a node was observed with the
application of the traﬃc capacity function (Equation 6.3), whereas through the use of
both the traﬃc and link cost functions we managed to ﬁnd an appropriate equilibrium.
However, nodes reach the equilibrium after long time, whilst solution curves — number
of packets during the numerical analysis — oscillate with high amplitude. We seek for
an improved numerical algorithm to produce solution curves, which are free from high
amplitude oscillations. Therefore in the following chapter we present the coupled version
of our model, DATRAv2, through which we reach the equilibrium hundred times more
quickly, without allowing solution curves to oscillate.
The coupled version of our equilibrium model produces more robust results, due to the
numerical algorithm we construct and implement. According to this improved numerical
algorithm we solve the traﬃc and link–cost ODEs as a couple multi variable system. In
the following chapter we present numerical results from the coupled version of our model,
DATRAv2.
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Chapter 7
Equilibrium Model
Coupled Version of its Numerical
Algorithm
7.1 Introduction
The coupled version of our equilibrium model is numerically solved utilizing the classic
Runge-Kutta formula (i.e. explicit form of the 4th order), which is adjusted to include
network features, such as synchronisation of the coupled network elements (nodes and
links), [Hairer et al., 1987]. As we have already deﬁned, the equilibrium point, at which
all of the nodes accumulate a speciﬁc number of packets, is determined by each node’s
primitive characteristics, such as buﬀer capacity and service power. As we use static initial
traﬃc, there is no sense of sink and source nodes. Once all the nodes have achieved the
equilibrium point, packets stop circulating in the network, as nodes are no longer willing
to exchange more packets with their neighbors.
In this chapter, we present an improved numerical algorithm, which solves the optimal
function of the buﬀer capacity and service power as a form of the traﬃc load (number of
packets). The traﬃc function, which has already been explained in the previous chapter,
calculates the number of packets at each time step within each node, whereas the cost
function calculates the number of packets at each time step within each incoming link
towards the studied node. Transition probabilities depend explicitly on the link–cost
values and implicitly on the traﬃc values. These traﬃc and link–cost Equations are
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numerically solved as a coupled multi variable problem to ﬁnd the equilibrium and produce
synchronised solution curves. This time, according to our improved numerical algorithm,
transition probabilities are adjusted at each time step. Solution curves are now oscillation
free and stable, because of these frequent adjustments. In the following sections we observe
that the numerical results from the two node graph mirror the numerical results from the
25 nodes graph, which is of a vital importance as it shows that our numerical solutions
scale well and produce. Rather any diﬀerences are simply attributed to the changed initial
conditions, topology and the values assigned to the control parameters.
Over the next Sections we present the coupled version of our algorithm and its numer-
ical results on multiple nodes. In particular, Section 7.2 provides the ﬂow chart (depicted
in Figure 7.1) to illustrate the streaming and interaction of its processes, whilst highlight-
ing its distinguishable points. We continue with Section 7.3, in which we make available
parts of our C code implementation to further explain important points (e.g. avoiding
bottlenecks). Section 7.4 provides numerical results from both the original and the cou-
pled versions of our algorithm when applied to a pilot topology of two nodes. We use these
results to compare the algorithms and illustrate the improvement in the coupled version
of our model.
7.2 Coupled Version of our Equilibrium Model
In this section we shed some light on the coupled version of our equilibrium model, DA-
TRAv2. Our model’s algorithm is based on the classic Runge–Kutta formula (i.e. the 4th
order explicit form) [Hairer et al., 1987], which is modiﬁed to include features of a graph,
such as synchronisation of the coupled elements (links and nodes). It solves numerically
the coupled traﬃc and link–cost capacity functions. In contrast with the ﬁrst version of
our model, this time the algorithm supports adjustments of the transition probabilities,
while we seek the equilibrium point. In other words, we apply more frequent adjustments
to the link–cost values.
According to our ﬂow chart in Diagram 7.1 we again split our algorithm into the same
three function categories, the numerical analysis of (I) the traﬃc capacity function, (II) the
link–cost function, and (III) their coupling relation: transition probabilities (normalization
of the link–cost variables).
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What diﬀerentiates this algorithm from its original version is that: (I) we solve simulta-
neously the coupled traﬃc and link–cost diﬀerential equations; and (II) we set restrictions
on the dependent variables (traﬃc and link–cost). With regard to the ﬁrst diﬀerentiation,
we elaborate within the next Section 7.2.2, where we provide the ﬂow chart. Regarding
the second diﬀerentiation we set the restriction of employing only non–negative values for
traﬃc and link–cost values. Therefore, at every time step we reset to zero the values that
get assigned negative values.
Having listed the distinguishable points of our numerical algorithm, we continue with
a more detailed analysis. In the following sections, not only do we provide the ﬂow chart
to illustrate the streaming of the processes, but we also make available parts of our C
code implementation to further explain important points. We ﬁnish this chapter with
simulation results, through which we supply experimental evidence about the relationship
between node’s primitive characteristics and the equilibrium point.
7.2.1 Importance of Setting Constrains to the Time Dependent Vari-
ables
We initially implement the coupled version of our equilibrium model without setting con-
strains for the time dependent variables. We accepted negative values for the traﬃc and
link–cost variables. The negative values are translated as packets returned to the sender.
However, according to our model’s deﬁnition links are assigned directions, thus a negative
packet would be like a positive packet taking the opposite direction to the one assigned to
it. The frequent link adjustments at every time step generated by the approach with the
negative packets, leads to stable oscillations around the equilibrium point. After oscillat-
ing for some time, such as 400 time steps, the system either crashes or starts dropping
(losing) packets, leading to an equilibrium point of the zero value.
Our model is improved by setting the restriction of positive values to our traﬃc and
link-cost variables. Through this improvement oscillations are disappeared, whilst achiev-
ing the equilibrium point hundred times quicker.
7.2.2 The Coupled Multi variable Numerical Algorithm
In this section we show how, by means of a fairly elegant modiﬁcation, we create the
coupled version of our numerical algorithm, Networking-Runge-Kutta (NRKv2). The
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Figure 7.1: Flow Chart of the Networking–Runge–Kutta Algorithm, version 2
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following paragraphs present components of our algorithm in detail. We describe each
node’s state over time through the initial and multi–variable problem summarized below,
dxnj
dt
= fj(xnj,, c
n
ij),
dcnij
dt
= gij(xnj,, c
n
ij).
Functions fj and gij describe the traﬃc and incoming link–cost rates–of–change, re-
spectively. At the implementation of this algorithm we allow only non–negative values to
be assigned to the cost variables, cn(i, j) ∀ link (i, j) ∈ E and traﬃc, xn(i) ∀ node i ∈ V.
The initial values for this multi variable problem are determined at time t0 = 0. The traﬃc
variable x0j describes the number of initial-packets within node j, whereas the variable c
0
ij
describes the number of initial-packets within the link (i, j) at time t0 = 0. The time
states (xnj , c
n
ij) at the n–th transition, and (x
n+1
j , c
n+1
ij ), at the (n + 1)–th transition are
separated by the interval of length h (for each node i within the graph G(V, E)).
The coupled version of our numerical algorithm, NRKv2, initially calculates the current
number of incoming links (m) for each node, to ﬁnd the number of coupled ODEs that
describe the state of the studied node. In particular, the number of ODEs required to be
solved is at least twice the size of our network (2 · N ≤ (m + 1) · N). In other words,
it is m link-cost equations and one traﬃc equation, through which the state of a single
node is described. This large system is numerically solved through the classic Runge-
Kutta formula i.e. explicit form of the 4th order Hairer et al. [1987], which is adjusted in
order to include the transition probability matrix λij . Thus, after the calculation of each
traﬃc and link-cost slope approximation we readjust the link-cost values and recalculate
the transition probabilities to ensure transfer of the appropriate quantity of packets in
the most desirable direction. We include the matrix λnij whose elements are the transition
probabilities towards the studied node i ∈ V at the n–th transition.
The well known Runge-Kutta method of 4th order utilizes four points within each
time step, h. Thus, for the numerical analysis of both the traﬃc and link–cost functions,
we calculate four approximations of the traﬃc and link–cost slopes (ﬁrst derivative) —
number of packets per time step within studied node and link, respectively.
In the previous version of our model, traﬃc and link–cost functions were numerically
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analyzed separately as two single variable problems and coupled afterward through the
calculation of the transition probabilities. This time traﬃc and link–cost function are
numerically analyzed simultaneously as a multi–variable problem. Thus, while the func-
tions are numerically solved, we calculate the transition probabilities at each time step.
Regarding the numerical analysis of the system, the iteration is a weighted average of four
diﬀerent slope (ﬁrst derivative) approximations for both the traﬃc and link–cost variables.
Traﬃc slope approximations: s1, s2, s3and s4, weighted average iteration: 16 · (s1 +
2 · s2 + 2 · s3 + s4), link-cost slope approximations: k1, k2, k3,, and k4, weighted average
iteration: 16 · (k1 + 2 · k2 + 2 · k3 + k4).
The unique element of our algorithm is the time step at which transition probabilities
are recalculated and re adjusted, to ensure transfer of the appropriate quantity of packets
towards the most desirable direction. Similarly with the previous version, during the
numerical solution of both functions, the link–cost (cij) value is adjusted at each iteration,
to remain inversely proportional to the traﬃc value (xj). However, this time, adjustments
take place during the numerical analysis of both functions, whereas in the previous version
they were taking place only during the numerical analysis of the traﬃc function. This
diﬀerence emerged because functions in the previous version were solved separately as
single variable problems, whereas in this version, they are solved as a multi–variable
problem. Thus after the calculation of each slope approximation we re adjust the link-cost
values and recalculate the transition probabilities.
Throughout this algorithm, we solve the coupled traﬃc and link–cost functions as one
multi–variable problem, as we deploy the Runge–Kutta 4th order method to calculate
the slope approximations and the weighted averages for a traﬃc and link–cost variables.
However, we modify the well known runge–kutta by re adjusting the link–cost values
and recalculating the transition probabilities after each slope approximation and weighted
average iteration. Diagram 7.1 illustrates the process and ﬂow of this algorithm. Processes
are categorized in the same way as they were in the diagram in Chapter 6. This diagram is
diﬀerentiated by the ﬂow between the processes, which are processed by row instead of by
column. Thus, if we visualize the diagram as a table that consists of elements which are
the processes, the outcome from a process is the input of the process in the same column
but in the next row.
Originally Runge-Kutta computes at time tn the slopes:
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sn1 = f(x
n
j , c
n
ij), k
n
1 = g(x
n
j , c
n
ij),
λij =
1
cnij
,
∑
λnij = 1,
sn2 = f(s
n
1 · h/2, kn1 · h/2), kn2 = g(sn1 · h/2, kn1 · h/2),
λij =
1
cnij
,
∑
λij = 1,
sn3 = f(s
n
2 · h/2, kn2 · h/2), kn3 = g(sn2 · h/2, kn2 · h/2),
λij =
1
cnij
,
∑
λnij = 1,
sn4 = f(s
n
3 · h, kn3 · h), kn4 = g(sn3 · h, kn3 · h),
λij =
1
cnij
,
∑
λnij = 1,
which are used to calculate the traﬃc and cost variables at the next time step xn+1,
and cn+1. Note that s1, s2, s3 and s4 are 1 × N matrices, whereas k1, k2, k3 and k4 are
N ×N matrices.
xn+1j = x
n
j + h/6 · (sn1 + 2 · sn2 + 2 · sn3 + sn4 ),
λij =
1
cij
,
∑
λij = 1,
cn+1ij = c
n
ij + h/6 · (kn1 + 2 · kn2 + 2 · kn3 + kn4 ),
We iterate through the traﬃc and link–cost values according to the aforementioned
recursion formulae, until our algorithm ﬁnds the equilibrium point for each node j ∈ V
within the graph G(V, E).
7.3 Integrating Graph Principles to Classic Runge–Kutta
7.3.1 Preventing Bottlenecks within Links
Graph G(V, E), consists of unidirectional links (i, j) ∈ E , assigned to each of them a value
to represent the ability to transfer packets — e.g. bytes — at each time step. The value of
these elements is assigned by the link–cost Equation 6.4. We choose the cheapest direction,
125
on each link, which is capable of transferring more traﬃc and has the least potential to
create link–bottlenecks during the traﬃc distribution on the graph G(V, E). For example,
for the case of a link (i, j), through which we transfer packets, either from node i to j or
node j to i, we choose the cheapest direction. Thus, node i either forwards packets to
node j or receives packets from node j. Below we present Algorithm 1, according to which
we prevent traﬃc congestion on our graph G(V, E).
Algorithm 1 Bidirectional Link Costs
1: Choose the cheapest direction on each bidirectional link
2: for ∀i ∈ V do
3: for ∀j ∈ V do
4: Check symmetry in Adjacency Matrix a[i][j]
5: if a[i][j] && a[j][i] == 1 then
6: if (Cost[i][j] < Cost[j][i]) then
7: Temp a[j][i] = 1
8: else if (Cost[i][j] > Cost[j][i]) then
9: Temp a[i][j] = 1
10: else
11: Equal costs, both get 1
12: Temp a[i][j] = Temp a[j][i] = 1
13: end if
14: else
15: copy original value
16: Temp a[j][i] = a[j][i];
17: end if
18: end for
19: end for
7.3.2 Preventing Bottleneck within Nodes
After preventing bottlenecks within links, we search for nodes without service power to
prevent bottlenecks within nodes. A node i ∈ V, without outgoing links is either deac-
tivated due to malfunction or has no available service power for new packets. Thus, in
order to stop this node from receiving more packets, we set service power, s(i) ∈ V to
zero. Algorithm 2, searches for the nodes without outgoing links to set their service power
to zero.
Algorithm 2 Service rates for the outgoing links
1: ∀(i, j) ∈ E
2: if
∑
j∈V
a[i][j] = 0 then
3: s[j] = 0
4: end if
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7.3.3 Non–Constant Transition Probabilities
The traﬃc rate (derivative of traﬃc with respect the time) dx(i)dt ∀ node i ∈ V is assumed
to be inversely proportional to the cost of transferring packets through incoming links
(j, i) ∈ Ein toward node i. Therefore, the link cost increases rapidly with the output traﬃc
and decreases rapidly with the input traﬃc. We set the elements of the matrix λn(i, j)
to have inverse value of the respective link–costs cn(i, j). We normalise these elements
within each row of the λn(i, j) matrix, to achieve total mass per row (of incoming traﬃc)
equal to unity and achieve a matrix Λn at the n–th transition, with elements λn(i, j) that
take values from the interval [0, 1]. This matrix, having the property that the elements
on each row sum to unity, is called the stochastic matrix. Algorithm 3 calculates the
updated stochastic matrix at each time step tn according to the new values cn(i, j) that
are assigned at each transition by the link–cost Equation 6.4.
Algorithm 3 Stochastic Matrix
1: Update the values of Cost Matrix
2: Cost[i][j]⇐ Cost[i][j] + DerivativeCost[i][j]
3: Lambda is inversely proportional to Cost
4: for ∀i ∈ V do
5: for ∀j ∈ V do
6: if Cost[i][j] == 0 then
7: λ[i][j] = 0
8: else
9: λ[i][j] = 1Cost[i][j]
10: end if
11: end for
12: end for
13: Normalise Lambda
14: for ∀i ∈ V do
15: Initialise sum to 0 value
16: for ∀j ∈ V do
17: if
∑
j∈V
λ[j][i] == 0 then
18: λ[j][i] = 0
19: else
20: λ[j][i] ⇐ λ[j][i]∑
j∈V
λ[j][i]
21: end if
22: end for
23: end for
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7.3.4 Calculating Four Traﬃc and Cost Rate Approximations
At the ﬁrst step of the coupled version of our numerical algorithm, by running Algorithm
4, we calculate the ﬁrst approximations of the cost and traﬃc slopes (sj,1 and kij,1) ∀ j ∈ V
and we add their values to the initial values of the cost and traﬃc variables. Finally, we
run Algorithm 3 to calculate the new transition matrix λnij for the studied graph G(V, E).
Algorithm 4 1st step within Networking–Runge–Kutta
1: First approximation value of cost and traﬃc function
2: for ∀(i, j) ∈ E and ∀j ∈ V do
3: Calculate s1[j] and k1[i][j]
4: s1[j] = f(x[j], x[i], λ[i][j]),
5: k1[i][j] = g(x[j], x[i], λ[i][j])
6: To calculate traﬃc and incoming link cost for the next quarter of the h time step
7: xn+1/4[i]⇐ xn[i] + sn1 [i] · h/2
8: Costn+1/4[i][j] ⇐ Costn[i][j] + kn1 [i][j] · h/2
9: end for
10: Calculate the new transition matrix λ[i][j] – Algorithm 3
At the second step of the coupled version of our model we employ Algorithm 5 to
calculate the second approximations of the cost and traﬃc slopes (sj,2 and kij,2) and then
we run again Algorithm 3 to calculate the new transition matrix, λnij for our graph G(V, E).
Algorithm 5 2nd step within Networking–Runge–Kutta
1: Second approximation value of cost and traﬃc function
2: for ∀(i, j) ∈ E and ∀j ∈ V do
3: Calculate s2[j] and k2[i][j]
4: s2[j] = f(x[j], x[i], λ[i][j])
5: k2[i][j] = g(x[j], x[i], λ[i][j])
6: To calculate traﬃc and incoming link cost for the next quarter of the h time step
7: xn+2/4[i]⇐ xn+1/4[i] + h/2 · sn2 [i]
8: Costn+2/4[i][j] ⇐ Costn+1/4[i][j] + h/2 · kn2 [i][j]
9: end for
10: Calculate the new transition matrix λ[i][j] – algorithm 3
Similar to the previous two Algorithms 5 and 4, we employ Algorithm 6 to calculate
the third approximations of the cost and traﬃc slopes (sj,3 and kij,3) and then we run
Algorithm 3, to calculate the new transition matrix, λij for our graph G(V, E).
The fourth order approximations of the traﬃc and cost slopes (sj,4 and kij,4) are
calculated through Algorithm 7, which performs the ﬁnal step of approximating cost and
traﬃc derivatives (slopes) within our coupled algorithm. At this ﬁnal stage we use all the
previous slopes’ approximations (s1, k1, s2, k2, s3, k3, s4, k4) to calculate the change of the
traﬃc and cost respective. We add their values to those of the previously calculated cost
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Algorithm 6 3rd step within Networking–Runge–Kutta
1: Third approximation value of cost and traﬃc function
2: for ∀(i, j) ∈ E and ∀j ∈ V do
3: Calculate s3[j] and k3[i][j]
4: s3[j] = f(x[j], x[i], λ[i][j])
5: k3[i][j] = g(x[j], x[i], λ[i][j])
6: To calculate traﬃc and incoming link cost for the next quarter of the h time step
7: xn+3/4[j]⇐ xn+2/4[j] + h · sn3 [j]
8: Costn+3/4[i][j] ⇐ Costn+2/4[i][j] + h · kn3 [i][j]
9: end for
10: Calculate the new transition matrix λ[i][j] – algorithm 3
and traﬃc variables and we once run again Algorithm 3 to calculate the new transition
matrix, λij for our graph G(V, E).
Algorithm 7 4th Step within Networking–Runge–Kutta
1: Fourth approximation value of cost and traﬃc function
2: for ∀(i, j) ∈ E and ∀j ∈ V do
3: Calculate s4[j] and k4[i][j]
4: s4[j] = f(x[j], x[i], λ[i][j])
5: k4[i][j] = g(x[j], x[i], λ[i][j])
6: to Calculate traﬃc and incoming link cost for the next quarter of the h time step
7: xn+1[j] ⇐ xn+3/4[j] + h · (s1[j] + 2 · s2[j] + 2 · s3[j] + s4[j]) · 1/6
8: Costn+1[i][j] ⇐ Costn+3/4[i][j] + h · (k1[i][j] + 2 · k2[i][j] + 2 · k3[i][j] + k4[i][j]) · 1/6
9: end for
10: Calculate the new transition matrix λ[i][j] – Algorithm 3
In the following sections we present numerical results of the coupled version of our
model, in which we deploy the algorithms we presented in the previous paragraphs. With-
out loss of generality and for reasons of simplicity, we illustrate results from examples
on pilot graphs of two, and the well known Ravsz–Barabasi graph of twenty–ﬁve nodes
[Chavez et al., 2005]. In particular, we analyse numerical results from examples, through
which we demonstrate that: (I) The number of equilibrium–packets at each node depends
on every node’s buﬀer capacity and service power; (II) The solution curves are synchro-
nised due to the coupling element between nodes, which depends on their connectivity.
7.4 Numerical Results on Pilot Topologies
In this section, we present numerical solutions from the coupled version of our equilibrium
model, DATRAv2. According to our algorithm, the link–cost function determines through
which link packets are forwarded and at what rate. Each node’s solution curve provides
the number of packets within the respective node at each time step.
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We shed light about the relationship between the number of packets within each node
at each time step, and their connectivity, along with their built–in parameters, such as
buﬀer capacity and service power. To give experimental evidence of the aforementioned
dependency, we numerically solve our model on diverse graphs, in which nodes have dif-
ferent connectivity and importance. We determine the importance of each node through
its built–in attributes — e.g. buﬀer capacity, service power.
Our model’s robustness is determined by the stability of the nodes’ solution curves. So-
lutions with fewer oscillations determine a more robust traﬃc model. The main advantage
of the coupled version of our equilibrium model, DATRAv2, is that it seeks equilibrium
points while it follows optimum solution curves, which produce the least oscillations. Sim-
ilar to the original version, the coupled one also fairly distributes the total number of
initial–packets, to each of the nodes. The number of packets within the graph is kept con-
stant, as there are neither dropping mechanisms nor source/sink nodes. Thus, the total
number of equilibrium–packets is equal to the total number of initial–packets.
Our model has been tested on a 1000–node graph, however for reasons of simplicity,
we will illustrate our results through four more manageable examples. In particular, for
the ﬁrst example we apply the coupled version to a pilot graph with two nodes, G(2, 2).
We demonstrate how the buﬀer capacities distribution aﬀects the number of equilibrium
packets at each node. Furthermore, we illustrate the time–eﬀect of the achieved equilib-
rium point, caused by service power distribution. Last, but not least, we show that the
coupled version is robust to control parameter changes, producing solution curves without
oscillations and always achieving the appropriate equilibrium point.
In the next three examples the coupled version is applied to the well known Ravasz–
Barabasi topology [Chavez et al., 2005] with 25 nodes, which consist of two hierarchical
levels and a scale–free distribution (Section 2.3). In each of these three examples we alter
the buﬀer capacity and service distribution, and we experimentally illustrate the depen-
dence of the equilibrium point on the node’s primitive characteristics and connectivity.
In the following subsections we present numerical solutions from both the original
version of our equilibrium model and its coupled version, which is presented in this chapter.
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7.4.1 Coupled Version of our Algorithm applied to a 2–Node Graph
Consider the simplest graph G(2, 2), depicted in Figure 7.5.a that consists of two nodes
and one bidirectional link – or 2 unidirectional links. We apply our model utilising the
coupled version of our model to illustrate the behavior of the traﬃc and its rate over time
for each node i ∈ G(2, 2). The control parameters, which are assigned by the graph creator
are listed below:
The number of initial packets within each node i ∈ G(2, 4), x0(i) = [250, 50], with
link–cost capacities of
c0(i, j) =
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
250,∀(i, j) ∈ E : i < j,
50,∀(i, j) ∈ E : i > j,
0,∀(i, j) ∈ E : i = j.
(7.1)
In Figure 7.2.b, we present four pairs of the numerical solutions of the Equations 6.3
and 6.4 applied to the graph G(2, 2). In the following paragraphs, we explain which
control parameter is changed for each example, in order for each node to reach a diﬀerent
equilibrium point. For the ﬁrst two examples we keep the same network characteristics,
only changing the buﬀer capacities.
For the ﬁrst example we set both buﬀer capacities, b(i) = [350, 350] and service power,
s(i) = [10, 10] (10 packets serviced per time step) equal for each node i ∈ G. The numerical
results for this example are illustrated by the dotted lines in Figure 7.2.b. We observe that
both nodes reach the same equilibrium point, at which they maintain the same number of
equilibrium–packets (e.g. bytes).
In the second example we set diﬀerent buﬀer capacities for each node, b(i) = [550, 350].
Results from this example are illustrated by the solid lines in Figure 7.2.b. Each of these
solid logistic curves reaches diﬀerent equilibrium points, which are inversely proportional
to their buﬀer capacity.
In the third example dash-dot lines illustrate numerical results, through which we
observe that by increasing the service power to s(i) = [30, 30] the system reaches the same
equilibrium point as the dotted solution curves, but this time, more quickly. In the last
example buﬀer capacities are set to be the same, whereas the service rates are unequal, s(i)
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= [40, 10]. This time (dashed solution curves) we observe a signiﬁcantly faster response
time with introduced overshoot, which is triggered by the diﬀerence between each node’s
service power. In Figure 7.2.b we observe that according to the dashed lines the number
of packets within node 1 (node 2) is dramatically decreased (increased), jumping from 250
(50) packets to 100 (200) packets within the ﬁrst 0.25 seconds. The aforementioned results
are generalized in Section 7.5 through the application of DATRAv2 to a 25–node graph.
The results from the ﬁrst three examples clearly show the eﬀect the buﬀer capacity
has on the equilibrium point (number of equilibrium–packets) that each node eventually
achieves. The higher the buﬀer capacity assigned, the lower the number of equilibrium
packets that is achieved, since high buﬀer capacity allows a greater number of packets
per time step — high traﬃc rate. In contrast, through the last two examples, we show
the time–eﬀect of the service–power on the equilibrium point, which is achieved by each
node. The higher the service power assigned, the quicker the respective node achieves its
equilibrium point.
In the following subsection we present results from the application of our original
model, DATRAv1. We compare results from both algorithms to illustrate the improvement
of the algorithm within DATRAv2, according to which the systems of the traﬃc and link–
cost equations are numerically solved as a multi variable coupled system.
When the buﬀer capacities are diﬀerent, each of the nodes reach a diﬀerent equilibrium
point, which is inversely proportional to its available buﬀer capacity. Changing the service
power aﬀects the speed at which a node reaches its equilibrium point.
7.4.2 Original Version of our Algorithm applied to a Two–Node Graph
In this example we consider the same graph, G(2, 2) with homogeneously distributed con-
trol parameters, similar with the example in Section 7.4.1. We provide experimental
evidence that DATRAv2 achieves equilibrium 100 times more quickly than the original
DATRAv1 algorithm.
In Figure 7.4.a, solution curves for nodes one and two are produced by our origi-
nal model DATRAv1, symmetrically oscillate around the equilibrium point, whilst their
amplitude is exponentially reduced. According to this model the traﬃc and link-cost
equations are solved as two single variable problems using the classic Runge–Kutta in the
explicit form with forth order [Hairer et al., 1987]. Therefore, we ﬁrst numerically analyze
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Figure 7.2: Five pairs of data solutions (2 & 3, 1& 4, 5 & 6, 7& 8, 9 & 10) are illustrated
by numerically solving our DATRAv2 model. Our simulations run on a 2–node graph
G(2, 4), For each simulation we vary each node’s build–in characteristics, such as buﬀer,
service power.
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Figure 7.3: (a) Solution curve for node 1, representing the number of packets at each
time step for a long time interval, at the end of which it eventually achieves the equilib-
rium point. (b) Solution curve for node 1 during a short time interval to highlight the
oscillations the curves is following while it looks for the equilibrium point.
the traﬃc equation always keeping the link cost value inversely proportional to the traﬃc
value and respectively calculating the transition probabilities. The output of the traﬃc
ODE is the input of the link–cost. Therefore, each time we numerically solve the link–cost
ODE, we have a dramatic increase or decrease in the number of packets within each node.
These dramatic changes produce oscillations around the equilibrium point. Additionally
in Figures 7.4a. and 7.4.b we also observe that both nodes achieve the same equilibrium
point at 150 packets. Finally, we observed that in both examples, independent of the
algorithm deployed, the equilibrium point contains the same quantity of packets, 150.
Having brieﬂy compared the two diﬀerent algorithms utilized in order to solve the
coupled traﬃc capacity and link–cost functions, we continue with the demonstration of
more numerical results produced by case studies, in which more complicated graphs are
used.
7.5 Numerical Results on a 25–node Ravasz–Barabasi Graph
Consider the well known Ravasz–Barabasi graph of 25 labeled nodes [Chavez et al., 2005]
with two hierarchical levels and a scale–free degree distribution depicted in Figure 7.5.b.
We apply the coupled version of our algorithm to shed light about the relationship be-
tween the number of packets within each node at each time step and their connectivity,
along with the control parameters, such as buﬀer capacity and service power. To give
experimental evidence of the aforementioned dependency, we numerically solve our model
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Figure 7.4: (a) Solution curve for node 2 during a short time interval to represent the
oscillations the curves is following while it looks for the equilibrium point. (b) Number
of packets within Node 1 and 2. Solution Curves for the number of packets within each
node, oscillate in a symmetric way moving towards the same equilibrium point, at which
both nodes maintain the same number of equilibrium–packets
on the 25–node Ravasz–Barabasi graph, in which nodes have diﬀerent connectivity and
importance. We determine the importance of each node through its built–in attributes
(control parameters); for example buﬀer capacity, service power.
We split the 25–node Ravasz–Barabasi graph into ﬁve subgraphs, G1,G2,G3,G4,G5,
depicted in Figure 7.5.b. Those subgraphs consists of nodes with a degree of four or ﬁve. In
particular, G1 consists of four nodes with degree four, whereas each of the other subgraphs,
G2,G3,G4,G5 consist of ﬁve nodes, out of which three of them have degree four and two
of them have degree ﬁve. In the following examples, we analyse each subgraph separately
in terms of the number of packets occupying each node at each time step. Through this
analysis we provide more experimental evidence with regard to the synchronisation of each
node solution curve and their coupling component (node connectivity).
In the following sections we analyse results from three progressively more complex
examples. For each example, we alter the control parameters of each node, in order to
illustrate the relationship between the equilibrium point and those parameters.
In particular for the second example, we follow a homogeneous distribution of the buﬀer
capacity, service power and number of initial–packets within each node. Through this case
study, we demonstrate that networks with homogeneously distributed attributes and the
same connectivity, achieve equilibrium with the same number of equilibrium–packets.
In the third example, we distribute the buﬀer capacities of each node in a non–
homogeneous fashion. Through, this example, we present the interesting relationship
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Figure 7.5: (a). Illustration of a 2–node graph and (b). a 25–node Ravsz-Barabasi graph.
between the buﬀer capacity and the equilibrium that the node achieves. The highest the
buﬀer capacity assigned, the lower the equilibrium point achieved.
Last, but not least we illustrate numerical results from the forth example, according
to which all the attributes characterising each node are distributed in a non–homogeneous
way. Through this example, we show that regardless of the non–homogeneity of the graph’s
attributes, the solution curves run in a synchronised way leading to analogous equilibria.
7.5.1 Example One: Homogeneously Distributed Built–in Attributes
and Number of Initial–Packets
The coupled version of our algorithm is applied to a 25–node Ravasz–Barabasi graph
G(V, E) with the following control parameters: (I) Buﬀer capacity assigned to node i :
b[i] = 350, ∀i ∈ V = {1, · · · , 25}. (II) Service power assigned to node i : s[i] = 10,
∀i ∈ V = {1, · · · , 25}. (III) Number of initial–packets assigned to the core node: x[1] = 250
and node i : x[i] = 50, ∀i ∈ V = {2, · · · , 25}. (IV) Number of initial–packets assigned to
each link: c[i] = 10, ∀i ∈ E = {1, · · · , 66}. The core node is deﬁned as the node with the
largest number of packets compared with the number of packets at all the other nodes
within the network. In the following examples node 1 is deﬁned as the core node.
The solution curves for each node are analysed, with regard to their coupling element
— node connectivity — and their assigned control parameters. In this example, we show
that solution curves are synchronised due to the coupling element between nodes, which
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Figure 7.6: Ravsz-Barabasi graph of 25 labeled nodes with homogeneously distributed
built-in attributes and number of initial-packets. Core node is assigned ﬁve times more
communication links, resulting to a solution curve, which moves with an opposite phase
comparing to the phase with which its ﬁrst neighbors are following. (a) Solution–curves
for each node within the 25–node graph oscillate in a synchronous manner towards the
equilibrium point, at which all nodes maintain the same number of equilibrium–packets.
(b) Solution–curves for each node within subgraph 1, which consist of nodes 2, 3, 4 and
5. These solution curves oscillate following the same frequency and amplitude.
depends on their connectivity. We also show that solution curves do not oscillate before
they achieve the equilibrium point.
From ﬁrst sight, the core node produces a solution curve that seems to be out of
synchrony, however it is synchronised with the solution curves that are produced by its
ﬁrst neighbors. The core node is assigned ﬁve times more communication links, resulting
in an exponentially decreased solution curve.
In Figure 7.6.a we split the solution curves into four categories according to their am-
plitude. The ﬁrst category consists of the curve where the number of packets is decreased
almost exponentially. In this category, outgoing link–costs are cheaper compared with
incoming link–costs. This solution curve is produced by the core node, due to the large
number of initial–packets. The second category consists of the solutions, which are pro-
duced by G1 graph. As this graph consists of four homogeneous nodes, their curves are
also homogeneous. We observe that the G1 subgraph receives a larger number of packets
compared with G2, G3, G4 and G5. We believe that this larger amount of traﬃc (larger
oscillating amplitude) is created due to the fact that G1 has better connectivity with the
core node, as all nodes ∈ G1 are connected directly to the core node.
The third category consists of solution curves for nodes ∈ {G2,G3,G3,G5}, which are
connected with the core node. The last category consists of solutions with the minimum
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Figure 7.7: Ravsz-Barabasi graph of 25 labeled nodes with homogeneously distributed
built-in attributes and number of initial-packets. (a) Solution curves from nodes within
G2 are illustrated. Node 6 is the only node within G2, which is not connected to the core
node. Despites its diﬀerent phase and amplitude, the frequency of the curve is coherent
with the other four solution curves, as it approaches the same equilibrium. (b) Solution
curves for subgraph 3 are demonstrated. As node 11 is the only node within G3 which
is not connected to the core node. Its solution curve demonstrates a phase shift, and it
receives fewer packets, resulting in a lower amplitude.
amplitude. These solution curves are produced from nodes ∈ {G2,G3,G3,G5} which are
not connected to the core node. The nodes, which are labeled 6, 11, 16 and 21 are the
least connected nodes, as they have no direct communication with the core node, and thus
these nodes receive fewer packets.
Figure 7.6.b illustrates the solution curves from the nodes that belong to the ﬁrst
subgraph, G1, along with the solution curve, which is produced by the core node. In G1
all nodes are connected to the core node and contain the same number of initial–packets,
whilst both incoming and outgoing links also start with the same number of initial–packets.
The homogeneity between the control parameters of G1 produces solution curves with the
same amplitude. Therefore, the coupling element within G1 is very strong — i.e. high
connectivity — as all of the elements of G1 behave in a synchronised manner, in order to
receive and maintain the same number of equilibrium–packets.
In Figure 7.7.a solution curves from nodes that belong to the second subgraph, G2 are
illustrated. Node 6 is the only node within G2, which is not connected to the core node. Its
curve demonstrates a phase shift and its amplitude is smaller, as it receives fewer packets.
Despites its amplitude, the solution curve is coherent with the other four solution curves,
as it approaches the same equilibrium.
Similarly, in Figure 7.7.b solution curves from nodes that belong to the third subgraph,
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Figure 7.8: Ravsz-Barabasi graph of 25 labeled nodes with homogeneously distributed
built-in attributes and number of initial-packets. (a) Solution curve for node 16, the only
node ∈ G4, which is not connected to the core node, demonstrates a phase shift, and
smaller amplitude. (b) Node 21 is the only node within G5, which is not connected to the
core node and its behavior is accordingly analogous to that of nodes 6, 11 and 16.
G3 are presented. Analogous to node 6, node 11 is the only node within G3 which is not
connected to the core node. Its solution curve also demonstrates a phase shift, and it
receives fewer packets, resulting in a lower amplitude. Again, despite the diﬀerent phase
and amplitude, its curve is synchronised with the rest of the G3 solution curves.
In keeping with the previous subnets, in Figure 7.8.a solution curves from the nodes
that belong to the fourth subgraph, G4 are presented. The solution curve for node 16, the
only node ∈ G4, which is not connected to the core node, demonstrates a phase shift, and
smaller amplitude. As with the previous cases, its curve is synchronised with the other
∈ G4 solution curves.
Finally, in Figure 7.8.b the solution curves from the nodes that belong to the ﬁfth
subgraph, G5 are presented. Node 21 is the only node within G5, which is not connected
to the core node and its behavior is accordingly analogous to that of nodes 6, 11 and 16.
Having analysed the dependence of both the solution curves and equilibrium points on
the connectivity element, we now relate the solution curves with the control parameter,
such as buﬀer capacity.
7.5.2 Example Two: Non–Homogeneously Distributed Buﬀer Capaci-
ties
We use the same 25–node Ravasz–Barabasi network to test the coupled version of our
algorithm, as we did in previous case study 7.5.1. However, this time, nodes have diﬀerent
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Figure 7.9: Ravsz-Barabasi graph of 25 labeled nodes with non-homogeneously distributed
buﬀer capacities. Core node moves with an opposite phase comparing to the phase with
which its ﬁrst neighbors. (a) Buﬀer capacities are homogeneously distributed resulting
in the same number of equilibrium–packets for each node within the ﬁrst subgraph, G1.
(b) Nodes labeled 8 and 10 are assigned larger buﬀer capacities to achieve equilibrium
with smaller number of equilibrium–packets, compared with the equilibrium that the other
three nodes achieve, within G2.
importance, which is determined by their non–homogeneously buﬀer capacity distribution,
i : b[1] = 560, b[8] = 650, b[10] = 400, b[13] = 500, b[22] = 450, b[i] = 350, ∀i ∈ V =
{1, · · · , 25} = {1, 8, 10, 13, 22}.
All the other control parameters are the same as in example one, Section 7.5.1 and
node 1 is again chosen to be the core node. Again, we analyse the solution curves in terms
of their coupling element (node connectivity). We observe that the amplitude of each
solution curve depends on the node’s connectivity, according to which solution curves are
syncronised.
In this example, the total available buﬀer capacity is larger compared with the total
available buﬀer capacity that was distributed in case study 3. Therefore, the solution
curves reach their equilibrium point almost three times quicker than in example one.
In Figure 7.9.b solution curves for the core node and the ﬁrst subgraph, G1 are pre-
sented. The buﬀer capacities for the four nodes within the ﬁrst subgraph are homoge-
neously distributed, resulting in the same number of equilibrium–packets for each node.
These solution curves oscillate at the same frequency, and are synchronised due to their
high connectivity. These four nodes have a particular high connectivity as they are linked
both to each other and to the core node.
With regard to the core node, its solution curve decreases exponentially, as the number
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Figure 7.10: Ravsz-Barabasi graph of 25 labeled nodes with non-homogeneously dis-
tributed buﬀer capacities. (a) Node 13 is assigned a diﬀerent value for its buﬀer capacity,
resulting in an equilibrium, which is constrained to lie between the equilibrium for nodes
11, 12, 14 and 15 and the equilibrium for the core node. (b) Nodes ∈ G1 are homogeneously
distributed their buﬀer capacities, which accordingly result in identical equilibriums.
of the initial–packets is ﬁve times larger than the initial packets distributed to the rest
nodes within the studied graph. Additionally, the core node is assigned a larger buﬀer
capacity (b(1) = 560), resulting in an equilibrium with a lower number of equilibrium–
packets. From ﬁrst sight, core node produces a solution curve that seems to be out of
synchrony, however it is synchronised with the solution curves that are produced by its
ﬁrst neighbors. Core node is assigned ﬁve times more communication links, resulting to a
solution curve, which moves with an opposite phase comparing to the phase with which
its ﬁrst neighbors are following.
As a result of the non–homogeneous distribution of the buﬀer capacities, each of the
nodes achieves a diﬀerent equilibrium, which depends on its buﬀer capacity. Figure 7.9.b
demonstrates the solution curves for each of the nodes that belong to the second subgraph,
G2. In Figure 7.9.b nodes labeled 8 and 10 are assigned larger buﬀer capacities — b(8) =
650, b(10) = 400 — to achieve equilibrium with smaller number of equilibrium–packets,
compared with the equilibrium that the other three nodes achieve, within G2. We also
observe in Figure 7.9.b that node 8 achieves equilibrium with fewer packets (as its buﬀer
capacity is b(8) = 650 > b(10) = 400) compared with the equilibrium–packets for node
10. For the same reason, node 8 is assigned a larger buﬀer capacity (b(8) = 650 > b(1) =
560) than the core node, and thus the number of equilibrium–packets for node 8 are less
than for the core node.
In Figure 7.10.a synchronised solution curves for the third subgraph, G3 are presented
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Figure 7.11: Ravsz-Barabasi graph of 25 labeled nodes with non-homogeneously dis-
tributed buﬀer capacities. (a) Node 22 is assigned a relatively large buﬀer capacity —
b(22) = 450 — and therefore is the one that achieves the equilibrium point with the least
number of equilibrium–packets compared with the rest of the nodes ∈ G5. (b) Solution
curves for the ﬁrst 370 time steps to illustrate the range of diﬀerent equilibriums that each
of the nodes achieves.
to show the diﬀerent equilibrium points. Node 13 is assigned a diﬀerent value for its buﬀer
capacity, resulting in an equilibrium, which is constrained to lie between the equilibrium
for nodes 11, 12, 14 and 15 and the equilibrium for the core node — b(11, 12, 14, 15) =
350 < b(13) = 500 < b(1) = 650.
The solution curves illustrated in Figure 7.10.b are produced by nodes that belong
to the fourth subgraph, G4. These nodes have homogeneously distributed their buﬀer
capacities, which accordingly result in identical equilibriums. For reasons that have already
been analysed, in Figure 7.10.b the solution curve for the core node achieves the equilibrium
at a lower number of equilibrium–packets.
Figure 7.11.a shows the synchronised solution curves for the nodes that belong to the
ﬁfth subgraph, G5. Node 22 is assigned a relatively large buﬀer capacity — b(22) = 450
— and therefore is the one that achieves the equilibrium point with the least number of
equilibrium–packets compared with the rest of the nodes ∈ G5.
Figure 7.11.b demonstrates all 25 of the solution curves for 370 time steps, and shows
the range of diﬀerent equilibriums that each of the nodes achieves. Additionally, we supply
Figure 7.12 to demonstrate the 25 solution curves are valid and remain constant over a
much longer time interval; 4000 time steps.
Having experimentally demonstrated the inversely proportional relationship between
the buﬀer capacity and the number of equilibrium packets, in the following section, we
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Figure 7.12: Ravsz-Barabasi network of 25 nodes with non-homogeneously distributed
buﬀer capacities. Solution curves for the ﬁrst 4000 time steps to demonstrate that the
solution curves remain constant over much longer time interval.
relate the solution curves to the service power of each node. In the next example we retain
a non–homogeneous buﬀer capacity, whilst introducing a varied initial traﬃc distribution
and a heterogeneous service power distribution.
7.5.3 Example Three: Non–Homogeneously Distributed Buﬀer Capaci-
ties and Service Powers
In this example, we build upon the 25–node Ravsz–Barabasi network that was analysed
in the previous examples in Sections 7.5.1 and 7.5.2. The time–eﬀect of the achieved
equilibrium point is illustrated as a result of the service power distribution. We introduce
a non–homogeneously distributed service rate, which before normalisation is set to: s[1]
= 50, s[18] = 20, s[25] = 30, s[i] = 10, ∀i ∈ V = {1, · · · , 25}, = {1, 18, 25}.
We also vary the number of initial–packets such that x0(1) = 270, x0(i) = 50, ∀i ∈
V = {2, · · · , 17}, x0(18) = 70, x0(i) = 50,∀i ∈ V = {19, · · · , 24}, x0(25) = 100. All the
remaining parameters are identical to those considered for the example in Section 7.5.2.
Throughout this example, we vary the number of initial–packets assigned to each node
to increase the total number of initial–packets injected into the graph. Thus, the total
number of initial–packets is increased, whereas the total buﬀer capacity is maintained
the same — compared with the number of initial–packets injected and buﬀer capacity
assigned in the previous example, Section 7.5.1. In terms of our algorithm, the increase of
total packets injected into the network appears as a lack of total buﬀer capacity assigned
to the network delaying the system to achieve equilibrium. Buﬀer capacities as control
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Figure 7.13: Experimental results of DATRAv2 applied to Ravsz-Barabasi graph with
non-homogeneously distributed buﬀer capacities and service powers. (a)Nodes 7, 8, 9 and
10 oscillate in a similar fashion exhibiting symmetry. Node 6, is the least connected node,
as there is no communication link with the core node, demonstrating an oscillation–free
solution curve. (b) Nodes 13 and 14 oscillate in opposite directions, as they are assigned
diﬀerent buﬀer capacities. Nodes 12 and 15, which are assigned with the same buﬀer
capacity, oscillate in the same direction, as they aim to reach the same equilibrium point,
albeit with diﬀerent phase and amplitude.
parameters determine the pool from which packet rates take values. A small pool of traﬃc
(packets) rates combined with a large number of packets creates solution curves that take
longer to achieve equilibrium. Figure 7.15.b illustrates the oscillating solution curves,
which have been produced by the 25–node Ravsz–Barabasi graph [Chavez et al., 2005].
Figure 7.15.a illustrates the solution curves for the nodes that belong to the ﬁrst subnet,
G1. All of the four nodes ∈ G1 are distributed service power, buﬀer capacities and number
of initial–packets in a homogeneous way. This homogeneous distribution of the control
parameters results to smooth solution curves reaching the same equilibrium point.
Figure 7.13.a shows the solution curves for the core node and the second subnet, G2,
in which service power and initial–packets are homogeneously–distributed. Especially the
solution curves from the couples 7, 9 and 8, 10 produce synchronised solution curves.
Furthermore, nodes 8 and 10 reach diﬀerent equilibriums as they are assigned diﬀerent
buﬀer capacities compared with the rest of the nodes within G2. Node 6, is the least
connected node, as there is no communication link with the core node. Node 6 is the only
node producing a solution curve without introducing overshooting. On the contrary node
6 produces a smooth exponentially increased solution curve.
Figure 7.13.b illustrates the solution curves from the third subnet, G3 in which node
13 jumps from 50 packets (e.g. bytes) to 90 and then exponentially decreases towards
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Figure 7.14: Ravsz-Barabasi graph of 25 labeled nodes with non-homogeneously dis-
tributed buﬀer capacities and service powers. (a) Node 18 has a two times stronger
service rate — compared with the other nodes within G4 — and a slightly higher number
of initial–packets. This results in the production of more frequent oscillations with smaller
amplitude, leading to equilibrium with fewer equilibrium–packets. (b) Nodes 22 and 25,
due to the higher buﬀer capacities and service powers respectively, achieve equilibrium
with a lower number of equilibrium–packets. This forces nodes 23 and 24 to reach equilib-
rium with a higher number of equilibrium–packets. Node 21, achieves equilibrium whilst
it produces the minimum number of oscillations, whereas node 25 produces high number
of oscillations as it has three times higher service power.
the equilibrium point. On the contrary, node 11 starting from 50 packets increases in
a smooth exponential fashion towards equilibrium. Node 13 stabilises the number of
equilibrium packets around 80, whereas the rest nodes around 95 packets. Node 13 is
assigned a buﬀer capacity of b(13) = 500, whereas node 14 is assigned a buﬀer capacity of
b(14) = 350, therefore node 13 has lower number of packets at equilibrium compared with
the equilibrium traﬃc for node 14. Nodes 12 and 15, which are assigned with the same
buﬀer capacity, oscillate in the same direction, as they aim to reach the same equilibrium
point, albeit with diﬀerent amplitude. Conversely, node 11, as the least connected node,
exhibits a solution curve which exponentially increased without introducing overshoot.
Similar to G2, all of the nodes, 11, 12, 13, 14 and 15 are homogeneously distributed the
service power and the initial traﬃc of packets and therefore solution curves move towards
equilibrium in similar fashion.
Figure 7.14.a illustrates the solutions from the nodes that belong to the fourth subnet,
G4. Node 16 has no communication link with the core node and is therefore the less
connected node. The node is connected with 4 nodes from which it equally receives or
sends packets. The solution curves from the other nodes within G4 are connected with
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Figure 7.15: (a) Nodes ∈ G1 are distributed service power, buﬀer capacities and number
of initial–packets in a homogeneous way. This homogeneous distribution of the built–in
properties results to smooth solution curves without forming oscillations. (b)Solution
curves for the least connected nodes within each subnet. Node 6 achieves a low number
of equilibrium–packets, due to the high number of equilibrium–packets within nodes 8
and 10. Node 21 achieves a high number of equilibrium–packets as node 25 achieves a
low number of equilibrium–packets. The number of equilibrium–packets for node 11 is
not signiﬁcantly aﬀected, as the buﬀer capacity for node 13 is only slightly increased.
Conversely, the number of equilibrium–packets for node 16 is increased, because of node
18’s characteristics; higher service power and initial number of packets. The increase of
the initial number of packets therefore compensates the increase of the service power.
the core node, from which they can only initially receive packets, due to the high number
of initial–packets within the core node. Node 18 has a two times stronger service power
— compared with the other nodes within G4 — and a slightly higher number of initial–
packets. This results in a dramatic decrease in the number of packets and leads to an
equilibrium with the fewer equilibrium–packets. A strong service power has a signiﬁcantly
faster response time with introduced overshoot, which is observed within the ﬁrst ten
time steps. Similarly, the rest nodes within G4 have a dramatic increase in the number of
packets within the ﬁrst ten time steps.
Figure 7.14.b illustrates solution curves that describe the number of packets at each
time step for nodes within the ﬁfth subgraph, G5. Nodes 23 and 24 are receiving high
volume traﬃc from the core node, without being able to forward as many packets as their
ﬁrst neighbors. Nodes 22 and 25, due to the higher buﬀer capacities and service powers
respectively, achieve equilibrium with a lower number of equilibrium–packets. This forces
nodes 23 and 24 to reach equilibrium with a higher number of equilibrium–packets. Node
25 has three times stronger service power — compared with the other nodes within G5.
This results in a signiﬁcant faster response time, within the ﬁrst ten time steps.
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The least connected nodes within each subnet are nodes 6, 11, 16 and 21. Node 6
achieves a low number of equilibrium–packets, due to the high number of equilibrium–
packets within nodes 8 and 10. Similarly, node 21 achieves a high number of equilibrium–
packets as node 25 achieves a low number of equilibrium–packets. The number of equilibrium–
packets for node 11 is not signiﬁcantly aﬀected, as the buﬀer capacity for node 13 is only
slightly increased. Conversely, the number of equilibrium–packets for node 16 is increased,
because of node 18’s characteristics; higher service power and initial number of packets.
The increase of the initial number of packets therefore compensates the increase of the
service power.
Through this example we have illustrated the time–eﬀect of the equilibrium point,
which is caused by either signiﬁcantly high or low heterogeneously distributed service
power. The result of our observation is that relatively high service power (compared
either with the buﬀer of initial packets) causes overshoot within the ﬁrst ten time steps.
Thus for an individual node, an increase of initial number of packets compensates the
relative increase of the service power, which in turn aﬀects the value of the equilibrium
point.
7.6 Numerical Results on a 508–node Barabasi Graph
In this example, we use the 508–node Barabasi network, illustrated in Figure 7.17, which
was created by the Barabasi graph generator illustrated in Figure 7.16. The graph was
created with eight initial nodes and at each iteration one edge was added. 500 iterations
took place following a barabasi distribution.
The following control parameters were assigned to each node: (I) Buﬀer capacity
assigned to node i : b[i] = 1000, ∀i ∈ V = {2, · · · , 508}, b[1] = 2000. (II) Service power
assigned to node i : s[i] = 10, ∀i ∈ V = {1, · · · , 508}. (III) Number of initial–packets
assigned to the core node: x[1] = 500 and node i : x[i] = 50, ∀i ∈ V = {2, · · · , 508}.
(IV) Number of initial–packets assigned to each link: c[i] = 50, ∀i ∈ E . The core node
is deﬁned as the node with the largest number of packets compared with the number of
initial packets, at all the other nodes within the network. In the following examples node
1 is deﬁned as the core node.
Similar to previous examples, as is illustrated in Figures 7.18 and 7.19, node one with
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Figure 7.16: The Barabasi graph generator
148
Figure 7.17: A random 508 node Barabasi graph, which we used to test the coupled version
of our equilibrium model.
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Figure 7.18: First 40 and 100 iterations from the solution curves for the 508 node Barabasi
graph
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Figure 7.19: First 4000 iterations from the solution curves for the 508 node Barabasi graph
the highest buﬀer capacity (b[1] = 2000) achieves the lowest equilibrium point, whereas the
rest of the nodes converge towards the same equilibrium point, as all of them are allocated
the same buﬀer capacities. Last but not least, due to the large size of the topology some
nodes chose to stay at the initial number of packets that have been allocated, making this
as their equilibrium point. In other words, those nodes do not have an incentive to deviate
from their initial allocation of packets.
7.7 Conclusions on Numerical Results Produced by the Cou-
pled Version
We have presented the coupled version of our equilibrium model, DATRAv2. We allocate
network resources (control parameters), such as buﬀer capacity and service power, while
initially we inject a speciﬁc number of packets in both homogeneous and heterogeneous
manners. According to each node’s built-in characteristics (control parameters), our model
distributes the competitive demand that nodes make and very quickly achieves equilibrium
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(balances demand with supply). When the network achieves equilibrium all the packets
are fairly distributed to each node, such they stop forwarding/receiving packets to/from
their neighbors. The coupled version of our model is better than our original version, as
it achieves equilibrium almost hundred times more quickly, without oscillating around the
equilibrium point.
We have demonstrated the relationship between the number of equilibrium-packets and
the node’s inherent characteristics, e.g. service power and buﬀer capacity. We found that
a high allocation of initial packets and a corresponding low allocation of buﬀer capacities
results in solution curves which move towards the equilibrium point in a slower rate. We
have also observed the inversely proportional relationship between the buﬀer capacity
and number of equilibrium–packets. Thus, high allocation of buﬀer capacity results in
a relatively low number of equilibrium-packets. Additionally, high service power nodes
‘shoot out’ too many packets to their neighbors, which might not have suﬃcient buﬀer
capacity to cope with the inﬂux of packets. This results in dramatic decreases (increases)
of the traﬃc rate (number of packets per time step) while it aﬀects the value of the
equilibrium point.
Taking the above points into consideration, we conclude that is vital to properly assign
network resources (supply) such as buﬀer capacity and service power, in order to design
a stable network (in terms of the solution curves). We ﬁnd an optimal function of the
buﬀer capacity and service power as a form of the traﬃc load (number of packets). Our
suggested model for assigning buﬀer capacities and service powers to nodes should be
useful in designing practical stable networks, without wasting the resources.
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Chapter 8
Spatial Diﬀusion Disruption and
Dynamic Traﬃc Distribution
8.1 Introduction
In this Chapter we consider a pilot topology of six nodes and eight bidirectional links,
which is physically embedded in a two dimensional space. Initially we fairly distribute
traﬃc through the use of our equilibrium model. We continue by applying our destruction
model with which we attack our six node topology. In this example we destroy only links
aﬀecting the topology’s size but not the nodes’ characteristics. Again, we apply again the
equilibrium model to compare results. Finally, we present an example according to which
we partially damage the nodes’ characteristics and only fully destroy links. We apply our
equilibrium model to ﬁnd that this time our topology with its new nodes’ characteristics is
unable to accommodate the traﬃc which was initially assigned to do so. Taking the above
points into consideration we conclude that however insigniﬁcant a single attack might
seem, if it is strategically combined with another attack, it can have severe results on a
topology. Therefore, it is crucial to strategically test and design networks before they are
physically implemented.
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8.2 Application of the Coupled Version of our Equilibrium
Model
Consider a six node graph G(6, 16) depicted in Figure 8.1 that consists of six nodes and
sixteen unidirectional (or 8 bidirectional) links. We apply our equilibrium model utilizing
the coupled version of our numerical algorithm, which was analysed in Chapter 7. This
distributes the packets fairly amongst the six nodes of our topology.
For reasons of simplicity, in this example, we homogeneously distribute the service
ability, whereas we heterogeneously allocate the buﬀer capacities to each node. The control
parameters (network characteristics) are listed below:
Number of initial packets: x0(i) = [250, 50, 50, 50, 50, 50],
Service Power: s(i) = [10, · · · , 10],
Buﬀer Capacity: b(i) = [1350, 750, 300, 300, 750, 750]
and Link–cost Capacities:
c0(i, j) =
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
250,∀(i, j) ∈ E : i = 1, i = j,
50,∀(i, j) ∈ E : i = 1, j = i,
0,∀(i, j) ∈ E : i = j.
(8.1)
Having already explained in Chapter 7, in order to achieve the appropriate equilibrium,
nodes accumulate as many packets as their control parameters allow. In Figure 8.2 we
present solution curves for each of the six nodes. These lines describe the number of
packets within each node at each time step.
We now brieﬂy analyse the numerical solutions obtained for each node in a synchronised
fashion to show that our model produces similar results to those produced in the examples
ob Chapter 7. Any discrepancies are attributable to the diﬀerent Initial Conditions and
control parameters. Note that node 1, which is assigned the maximum for both the buﬀer
capacity (b[1] = 1350) and the initial number of packets (x[1] = 250), achieves the lowest
equilibrium value compared with the one achieved by the other ﬁve nodes. Similarly,
nodes three and four, which are assigned the lowest buﬀer capacity (b(3) = b(4) = 300)
and initial number of packets (50) both achieve the highest equilibrium value. However,
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Figure 8.1: Destructed topology: Node V represents the destructive points while line
segments: VA, VB, VD, VE and VF are the shortest distances through which destruction
is diﬀused towards the targeted network ABCDE.
although nodes two, ﬁve and six achieve the same equilibrium point; their solution curves
are slightly diﬀerent. We observe that the curve for node six is slightly shifted upwards,
which means that this node receives packets without being capable of forwarding them
immediately to its ﬁrst neighbors (one, two and ﬁve). This is because nodes one, two and
ﬁve mainly forward packets rather receive packets. In other words, nodes two and ﬁve
have at least one ﬁrst neighbor who is willing to receive packets (nodes three and four
respectively), whereas node six has not. Last, but not least we observe that all of the
nodes achieve an equilibrium in less than 50 time steps multiplied with 0.001 seconds.
8.3 The Catastrophic Tale!
Consider the same six node topology, G(6, 16), along with the assumption that each node
and link has a physical protection, which is the available resilience capacity. Remember
that the resilience capacity represents the resources that can be used by the resistance
force in the case of ﬁghting a physical catastrophe, such as an armed attack. Accordingly,
we also assume that the six node graph suﬀers multiple attacks from a military weapon. It
is assumed that these multiple attacks take place at the same time. Each destruction force,
which is produced by the military weapons, diﬀuses along a homogeneous line towards our
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Figure 8.2: Synchronised solution curves produced by the coupled equilibrium model after
being applied to a six node graph of Figure 8.1, before the attack.
six node network. As illustrated in Figure 8.1, ﬁve destruction forces are diﬀused towards
nodes: A, B, D, E and F. Due to the geographic position of the attack point, V, and each
network element (node and link), the shortest distances between the attack point and the
destructed bidirectional link: EA, EF, ED, BC, AF, DC, AB, FB are the same as the
Euclidean distances between the attack point and the aforementioned nodes.
In Chapter 4 we categorized into four cases the battles that each network element might
undertake: (I) Strongly Competitive Battle; (II) Mild Competition; (III) Unequal Battle
— Network element survives; and (IV) Unequal Battle — Network element is destroyed
and removed from topology.
In this example, we consider that the 16 unidirectional links are protected in such a
fashion that they undertake a strongly competitive battle analysed in Section 4.5.1, and
thereby they either remain fully functioning within the network or are removed. Table 4.6
illustrates that only the unidirectional links: FA, FE, BF, and DE survive and therefore
remain within our network topology. The removal of the non–functioning links results
in the isolation of some nodes, which causes the change in our topology. For illustration
reasons we connect node F to node D using link FB to create a less vulnerable topology.
According to the damage percentages we calculated in Chapter 4, the 6 node topology,
G(6, 16), depicted in Figure 8.1 becomes the four node topology depicted in Figure 8.3,
155
Table 8.1: Nodes’ Control Parame-
ters
· Buffer Capacity Service Rate
A 1350 → 1134 10 → 8.4
D 300 → 252 10 → 8.4
E 750 → 630 10 → 8.4
F 750 → 630 10 → 8.4
Table 8.2: Connection Matrix
· A D E F
A 0 0 0 1
D 0 0 1 1
E 0 1 0 1
F 1 1 1 0
G(4, 8) whilst Table 8.2 describes its new connection matrix.
Additionally, we consider that the six nodes are protected in such a fashion that they
undergo the mild competition, case two analysed in Section 4.5.2. After the mild battle,
the nodes remain within the network; however they loose 16% of their functionality, per-
centages presented in Table 4.6. Therefore, their buﬀer capacity and service ability are
only 84% functional. In Table 8.1 we list both the old buﬀer capacities and service abilities
along with their new values after the topology has been attacked.
In the following sections, we apply our equilibrium model to the resultant four node
topology G(4, 8), we consider considering two destruction examples in which: (I) only
links have undergone strongly competitive battle; and (II) both links and nodes have been
aﬀected.
8.4 The Catastrophe and the Equilibrium Model
Example One
Consider that the links were damaged according to the strongly competitive battle analyzed
in Chapter 4, whereas the nodes remain unaﬀected by the destructive force. We apply the
coupled version of our equilibrium model to the remaining topology G(4, 8), depicted in
Figure 8.3. In the instance of a power blackout (cascade failure), the resulting excess power
demand (initial number of packets assigned to a node with a malfunction) is re–allocated
to the remaining power lines (ﬁrst neighbor nodes). Therefore, in this example we transfer
the number of the initial packets from the deactivated nodes to their ﬁrst neighbors, so
the initial number of packets for nodes E and F is increased from 50 to 100 packets. The
control parameters remain the same for these four nodes and are listed below:
Number of initial packets: x0(i) = [250, 50, 100, 100],
Service Power: s(i) = [10, · · · , 10],
Buﬀer Capacity: b(i) = [1350, 300, 750, 750]
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and Link–cost Capacities:
c0(i, j) =
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
250,∀(i, j) ∈ E : i = 1, i = j,
50,∀(i, j) ∈ E : i = 1, j = i,
0,∀(i, j) ∈ E : i = j.
(8.2)
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Figure 8.3: The remaining four node topology after the attack
The numerical results for this example are illustrated in Figure 8.4. We observe that
the solution curve for node E is initially exponentially increased, as the node receives an
inﬂux of packets directly from node F and indirectly from node A, but it can only forward
them packets to node D. In contrast, node F, initially decreases exponentially as it forwards
packets directly to both nodes D and E, whereas it only receives directly packets from node
A. Node D smoothly increases its number of packets in a logistic manner, while it only
receives packets from nodes E and F. In contrast, node A, compliments this by decreasing
the number of packets in a logistic fashion, as it only sends packets towards node F. Each
of these nodes achieves an equilibrium point that only depends on its buﬀer capacity as
their service power is homogeneously distributed. However, the nature of their solution
curves also depends on their connectivity.
Figure 8.5 illustrates the solution curves from both Figures 8.2 and 8.4 for clear com-
157
0 50 100 150 200
40
60
80
100
120
140
160
180
200
220
240
Time Steps
Nu
m
be
r o
f P
ac
ke
ts
6 Node Graph and 4 Node Graph
node A
node E
node F
node D
Figure 8.4: Synchronised solution curves for four node with increased initial number of
packets
parison. The lines marked with a circle represent the solution curves for the original six
node topology whereas the dotted lines represent the solution curves for the resultant four
node topology. In this ﬁgure we observe that the change in the number of packets initially
injected into each node aﬀects the equilibrium that each node achieves. Thereby their
equilibrium point depends both on their buﬀer capacities and initial number of packets as
was shown on Chapter 7.
8.5 The Catastrophe and the Equilibrium Model
Examples Two and Three
Example Two — Disintegration of the Network
In this example consider that both links and nodes are aﬀected by the destructive
force. Links are damaged according to the strongly competitive battle, whereas nodes are
damaged according to the mildly competitive battle.
We apply the coupled version of our equilibrium model to the remaining topology
G(4, 8), depicted in Figure 8.3. Similar to Example one in Section 8.4 we transfer the
number of the initial packets from the deactivated nodes to their ﬁrst neighbors, so the
initial number of packets for nodes E and F is increased from 50 to 100 packets. The
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Figure 8.5: Synchronised solution curves for both the four node and the six node topology
values for each control parameter assigned to each node is reduced. The number of nodes
within our topology is not only reduced to four, but their buﬀer capacities and their service
abilities are also negatively aﬀected; however the initial number of packets injected into
the topology remains the same. The new control parameters are listed below:
Number of initial packets: x0(i) = [250, 50, 100, 100],
Service Power: s(i) = [8.4, · · · , 8.4],
Buﬀer Capacity: b(i) = [1134, 252, 630, 630]
and Link–cost Capacities:
c0(i, j) =
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
250,∀(i, j) ∈ E : i = 1, i = j,
50,∀(i, j) ∈ E : i = 1, j = i,
0,∀(i, j) ∈ E : i = j.
(8.3)
We apply the coupled version of our equilibrium model to ﬁnd the new equilibrium
point for each node. Figure 8.6 depicts the synchronized solution curves for each node.
Instead of ﬁnding the new equilibrium point, we ﬁnd that the network is unable to accom-
modate this number of initial packets, with nodes and links having incurred such damage.
The high number of equilibrium packets creates a cascade failure, which results in the
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Figure 8.6: Cascading failure on a 4 node topology, which is the resultant network from a
severe catastrophe, aﬀecting both nodes and links.
network disintegrating.
Example Three — Which Network Resource to Repair First?
In this example, again consider that both links and nodes are aﬀected by the destructive
force. However, this time we notice that node D has the minimum buﬀer capacity and
hence achieves equilibrium with the highest number of packets. This means it is the node
that is most easily overloaded, making it the key to keeping the network functioning with
four nodes. Therefore, we ﬁrst repair node D by increasing its service ability to 20 packets
per time step.
In Figure 8.7.a, we illustrate the numerical results from our equilibrium model applied
to the four node network. We again observe that our model, DATRAv2 fairly distributes
the packets amongst the network in a synchronized fashion. We also observe that the high
service ability assigned to the repaired node D successfully compensates its low buﬀer
capacity. Therefore, node D now achieves the lowest equilibrium point, even though node
A (the node with the highest buﬀer capacity) should have achieved the lowest equilibrium
point. Last, but not least, in Figure 8.7.b we assign the weighting (transition probabilities)
to each unidirectional link in order for each node to receive as many packets as the network
resources allow it to receive. These link weights are the ones that are automatically
calculated during the execution of the coupled version of our numerical algorithm.
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Figure 8.7: (a) Enhancement of the service ability of Node D, allows the network to
continue functioning. (b) The four node topology with the new transition probabilities.
8.6 Conclusions
In this chapter we have described the both use of our destruction and equilibrium models,
which were analyzed in throughout this thesis. We found that strategically combining the
four destructive cases could bring devastating consequences to the functionality of a net-
work. Therefore, using the combination of these destructive methods we have the ability
to test and redesign networks that would be less vulnerable to physical attacks. Addi-
tionally, through the application of our equilibrium model, we reached the conclusion that
our model synchronizes the number of packets within each node at each time step under
any conditions. However, control parameters determine the actual value and indeed the
existence of an equilibrium point. Therefore, a bad distribution of network characteristics
(control parameters) in a vulnerable topology could eventually cause a malfunction of the
network. Last but not least, the combination of our destruction and equilibrium models
has proven to be valuable when designing and testing reliable and robust networks.
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Chapter 9
Conclusions
We facilitate ourselves through human networks. Thus, networks play a vital part in our
lives, that we may suﬀer severe adverse consequences when these networks fail.
Initially, we constructed a node and edge destruction methodology, which is portable
to any size of topology and traﬃc generation and is applied to networks regardless of their
type (social, communication, economic, etc). Our overarching goal was to illustrate real
world geographical catastrophes, in order to: investigate entities’ dynamics while they
resist attacks; determine the remainder resilience against a predetermined destruction
strength; and control the damage to each entity, with this in mind we were able to provide
the ability to strategically assign the resilience capacity that is needed, without wasting
resilient resources. The utilization of our methodology allows for the construction of
resilient networks, not only without wasting important network resources, but also by
enhancing the security of the most important entities through strategic increase in their
resilience.
We continue our investigations through the development of our balance model which
is based on a large number of ODEs. In particular, a pair of coupled ODEs is applied to
each node to describe the traﬃc change within the node in relation to its ﬁrst neighbors.
Therefore, the size of our model’s ODEs depends on the size of the network to which
our model is applied. Two algorithms are constructed to numerically solve our balance
model. Both algorithms integrate the graph principles within the classic Runge–Kutta
formula to synchronize the solution curves for each ODE system, which is applied to each
node. The original version of our algorithm solves the model as a two single–variable
problems, whereas the coupled version works as one coupled multi variable problem. The
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coupled version of our algorithm is better with regard to stability, time and portability to
topologies with heterogeneous node degrees.
We solve this large system of ODEs numerically to ﬁnd the equilibrium point for each
node. Network resources (buﬀer capacity and service power) control each node’s equi-
librium point. Therefore, our model balances the competitive demands that nodes make
for resources according to the available network resources and minimizes the propagation
of network failures by disallowing resource overloading. Traﬃc rates are dynamically ad-
justed so that all network nodes exchange packets in a synchronized manner while they
seek their equilibria. Synchronized reconﬁguration ensures that deviations from equi-
librium are prevented (provided that the exogenous parameters allow equilibrium to be
reached). Therefore, our model not only distributes the traﬃc load amongst network
nodes, but also synchronizes the traﬃc and link–cost changes with network resources and
topology variations.
More especially, the original version of our equilibrium model fairly distributes (nodes’
demand) packets to each node achieving an appropriate equilibrium. The number of
equilibrium–packets within each node depends on the particular node’s primitive char-
acteristics. We have provided experimental evidence with regard to the synchronized
behavior of nodes, whilst striving towards equilibrium. We have also observed traﬃc
self–similarity and cumulative number of packet arrivals, which follow a piecewise–linear
function. Accumulation of traﬃc within a node was observed with the application of the
traﬃc capacity function, whereas through the application of both the traﬃc and link cost
functions we found the appropriate equilibrium.
We demonstrated the coupled version of our numerical algorithm, through which we
reach the equilibrium hundred times more quickly, without allowing solution curves to
oscillate. In particular, the deployment of the coupled version of our numerical algorithm
provides experimental evidence with regard to the relationship between the number of
equilibrium-packets and the node’s inherent characteristics, e.g. service power and buﬀer
capacity.
In both versions of our numerical algorithms, which are used to solve our equilibrium
model, we observed the inversely proportional relationship between the buﬀer capacity
and number of equilibrium–packets. Thus, high allocation of buﬀer capacity results in a
relatively low number of equilibrium-packets. Additionally, high service power combined
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with a lack of total buﬀer capacity allocated for the studied graph creates solution curves,
which move towards equilibrium at a slower rate. In such scenario, high service power
nodes ‘shoot out’ too many packets to their neighbors, which might not have suﬃcient
buﬀer capacity to cope with the inﬂux of packets. This results in dramatic decreases of
the traﬃc rate.
Last, but not least we applied both spatial diﬀusion disruptions (destruction method-
ology) and dynamic traﬃc distribution (equilibrium model) on a six node topology, em-
bedded in a metric space. This illustrated the importance of our models in designing and
testing reliable and robust networks. It is vital to properly assign network resources such
as buﬀer capacity and service power, in order to design a stable network (in terms of the
solution curves). Our equilibrium model guarantees to synchronize the number of packets
within each node at each time step under any conditions. However, network resources
determine the actual value and indeed the existence of an equilibrium point. Therefore,
through the use of our destruction model we show that a bad allocation of network re-
sources in a vulnerable network could eventually cause malfunction of the network. In
this thesis, we have shown that the combination of our models has proven to be promis-
ing in designing and testing networks in order to prevent the propagation of catastrophic
network failures.
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Chapter 10
Future Work – Discussion
Two distinct ﬁelds could be explored, based upon the outcomes of this research. We have
shown how our equilibrium model can be used alongside our destruction model to help
design resilient networks. However, it would be interesting to see if these models could
be incorporated into a dynamic routing routing algorithm, which would be of obvious
practical beneﬁt. Nowadays, with the wide acceptance of voice over IP (VoIP), quality
of service (QoS) is becoming an increasingly considered issue. Once explicit routing has
been considered, it would be possible to investigate the possibility of providing QoS.
Alternatively, the more theoretical aspects of our research could be explored, investigating
the well known Markov properties of real networks. These separate directions will be
discussed in the following sections.
10.1 Coupled Version of Equilibrium Model as a Dynamic
Routing Algorithm
The coupled version of our equilibrium model could be extended to include sources and
sinks (destinations), thereby introducing the concept of explicit paths. Furthermore, pack-
ets could be of diﬀerent sizes, whilst their headers may contain QoS requests. In this case,
DATRA must also consider the entire end–to–end routes that traﬃc would follow. Packets
would be transmitted along the shortest paths available, given the physical constraints of
the network, whilst striving to maintain QoS requirements.
The dynamic routing could be implemented, taking into account end–to–end path
delays. Additionally, the notion of QoS could be incorporated through the use of smart
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cost management. In line with our current algorithm, packets would be sent to an almost
congested node if, and only if, the packet is willing to pay the correspondingly high link–
cost. This could be implemented by using a QoS ﬁeld in each data–packet’s header, to
indicate the quality it requires (or price it is prepared to pay).
The extended algorithm could be compared with the current version through the use of
our existing test–bench, including the Barabasi network (but with introduced source and
sink nodes). If the results are promising, it would then be interesting to experiment with
data such as real Internet traces to investigate its performance as hybrid routing/disaster
prevention algorithm.
10.2 Equilibrium Model Further Investigated as a Non–Homogeneous
Markov Process
In future work we will view each packet a random variable which follow a non–homogeneous
Markov Process.
Random Variables The random variables {Mn}NoNodesn=1 refer to the nodes n ∈ V that a
random packet of ﬁxed size – e.g. a byte – visits in each time step, h where h = ts− ts−1.
We will investigate a non–homogeneous Markov Process, {Mn}NoNodesn=1 , with non–
constant transition probabilities, {Λsn}NoNodesn=1 at the n–th transition, which converges to
a constant matrix. The elements of the constant matrix provide the stationary ﬂow ∀ n
node ∈ V. Nodes aim to service packets according to their power ability, si and buﬀer
capacity, bi, which are the built–in parameters assigned by the graph, G(V, E) creator.
Markov Matrix Let Λ = [λij ], the one step probability transition matrix, with elements
λij = P[Mn = j|Mn−1=i]. Each row of this probability transition matrix represents
the incoming packets of the respective node, i ∈ V, whereas each column represents the
outgoing packets from the corresponding node. As the accumulation of transported packets
towards each node must be one, the rows of the probability transition matrix must sum
to one and have all non-negative elements. A matrix with the aforementioned properties
is called a Stochastic Matrix with a ﬁnite dimension, as it is applied to a ﬁnite graph,
G(V, E).
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Conditional Probabilities The random variable {Mn}NoNodesn=1 evolves amongst the net-
work nodes i ∈ V of a graph G(V, E). The structure of our stochastic process is such that
the conditional probability distribution of our random variable {Mn+1} at node (n + 1)
depends only on the value of {Mn} and is independent of all values of previous random
values. However it is a Non Homogeneous Stochastic Process, since P[Mn = j|Mn−1 =
i] = P[Mm+n = k|Mm+n−1 = l].
Our Markov Process The transition matrix of our stochastic process {Mn}, is a Markov
matrix, which has the Markov property and can be characterised as a Markov chain. Fur-
thermore, our stochastic process {Mn} is a non–homogeneous discrete time, ﬁnite space,
Markov process, whose transition function λn(i, j)∀ (i, j) link∈ E and initial distribution
vector xn(i) ∀ i ∈ V both depend upon time t, where n represents the n–th transition.
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Epilogue
In this work we have developed a mathematical model based on a large system of Ordinary
Diﬀerential Equations (ODEs). It was applied to networks, in order to fairly distribute
packets (e.g. bytes) amongst their nodes. Our model is applied to a variety of networks
whilst it allows a synchronized exchange of packets amongst nodes until each of them
achieves the appropriate equilibrium. We have tested our model on a geographical based
topology, which suﬀers multiple strategic attacks. After the ﬁrst attack, through the
dynamic traﬃc distribution, our model calculates the new equilibrium points to prevent a
cascade failure. However, after the second attack the cascade failure is unavoidable as the
network now lacks the appropriate resources to service the requested initial traﬃc assigned.
Therefore, a bad distribution of network resources, such as buﬀer capacity and service
ability, throughout a vulnerable topology is likely to create malfunction within a network.
Last but not least, the combination of our destruction model (spatial diﬀusion disruptions)
and equilibrium model (dynamic traﬃc distribution) will prove to be instrumental in
designing and testing reliable and robust networks.
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