Abstract. A combination of the finite-difference time domain technique and a ray-by-ray integration method has been applied to compute the extinction efficiency and singlescattering albedo for various size distributions associated with nonspherical ice crystals in laboratory and natural cirrus clouds. The two methods are applicable to small and large size parameters, respectively. The results obtained by the two methods converge when effective size parameters are larger than about 6. For laboratory ice crystals the overall features of the computed extinction efficiency are in general agreement with those determined from measurements. In particular, significant extinction windows at 2.85 and 10.5/•m, associated with the Christiansen effect, are observed in both theoretical and experimental results. These extinction minima appear because the real part of the refractive index approaches unity, so that absorption dominates light attenuation. The single-scattering albedos at the two Christiansen spectral regions are found to be smaller than 0.5 for the laboratory ice crystals. The contours of extinction efficiency and singlescattering albedo versus wavelength and particle size show that the magnitude of the Christiansen effect is dependent on particle size. For large ice crystals, the extinction windows are not significant because the extinction efficiency converges to its asymptotic value of 2, regardless of size parameters. For a number of size distributions observed during FIRE II IFO, the Christiansen effect is small. However, for cold cirrus, the extinction efficiencies in the Christiansen bands are approximately one half of the values at nearby wavelengths due to a significant number of small ice crystals that are present in cold cirrus clouds. It is concluded that the Christiansen effect must be accounted for in the determination of the extinction efficiency and the single-scattering albedo for small ice particles in order to obtain a reliable optical depth and emissivity for cirrus clouds at infrared wavelengths. Finally, we show that using spherical particles with Mie theory is inadequate to explain the extinction measurements.
Introduction
Cirrus clouds reflect solar radiation back to space but also contribute to the greenhouse effect by trapping the infrared emission from the lower atmosphere and the surface. Their effects on the Earth's climate system is dependent on such factors as the cloud position, ice water path, and ice crystal size and shape [Liou, 1986] . Efficient solutions for the singlescattering properties of nonspherical ice crystals covering the whole spectrum of size parameters are not available at this point. For this reason, our understanding of the radiative properties of cirrus clouds is quite limited in comparison with that of warm water clouds consisting of spherical water droplets whose optical properties can be solved by the exact Mie theory.
During the past two decades the geometric ray-tracing approximation (hereinafter referred to as GOM1) has been used to determined the single-scattering properties of nonspherical ice crystals [Wendling, 1979; Cai and Liou, 1982; Takano and Liou, 1989; Macke, 1993] . In GOM1 a constant extinction efficiency of 2 is employed, which is assumed to be contributed Copyright 1997 by the American Geophysical Union.
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0148-0227/97/97JD-01768509.00 equally by diffraction and Fresnelian rays. Liou [1995, 1996a, b] have shown that GOM1 produces substantial errors in the computation of extinction and single-scattering albedo for small and moderate size parameters (<40). These errors are a result of the shortcomings inherent to the conventional ray-tracing technique for these size parameters. Another approximate approach known as anomalous diffraction theory (ADT), originally developed by van de Hulst [1957] , has also been extensively used to compute the extinction and absorption properties of ice crystals. In ADT the wave propagation inside a dielectric scattering particle is assumed to occur along the incident direction. The variation of field magnitude associated with the external and internal reflections at the particle surface is not accounted for. In addition, the vector properties or polarization configurations of the electromagnetic waves are neglected in ADT. Because of the errors caused by these approximations, ADT is applicable only when the refractive index of the scatterer is close to unity (optically tenuous object). Chylek and Klett [1991] have shown that the errors associated with ADT can reach 25% for a refractive index with a real part of 1.4.
A recent experiment conducted by Arnott et al. [1995] has shown that two significant extinction minima exist at wave-lengths around 2.85 and 10.5/xm (known as the Christiansen bands) for ice crystals generated in a cloud chamber. These minima, which cannot be explained by GOM1, are essentially associated with the extinction properties of ice crystals with small size parameters at these wavelengths. Cirrus observations reveal evidence for a large number of small ice particles with sizes of the order of 10/xm [Platt et al., 1989] . It has been shown that small ice crystals can significantly contribute to, and possibly dominate, both solar albedo and infrared emission . Therefore a reliable method must be used to obtain the extinction efficiency and single-scattering albedo of ice crystals. These single-scattering parameters are essential to the determination of the optical depth and emissivity of cirrus clouds at infrared wavelengths for applications to remote sensing and radiative transfer modeling. In particular, accurate evaluation of the single-scattering properties of ice crystals in a Christiansen band is critical to the development of a reliable scheme for retrieving the optical and microphysical properties of cirrus clouds, using, for example, channel 4 of the AVHRR (advanced very high resolution radiometer) at 10.6 •m and channel 31 of MODIS (moderate resolution imaging spectrometer) at 11.0/xm.
In 
Conceptual Basis of Computational Models

Finite-Difference Time Domain Technique
Pioneered by Yee [1966] , FDTD has been recognized as an efficient method to account for the interaction of electromagnetic waves with a scattering object of arbitrary shape and composition. Liou [1995, 1996a] have applied this method to the solution of light scattering by nonspherical ice crystals. In practice, the FDTD technique solves the temporal variation of electromagnetic waves within a finite space containing the scatterer by a direct implementation of the Maxwell curl equations given by /x OH(r, t) V x E(r, t)= --(la) c Ot '
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where E(r, t) and H(r, t) are the magnetic and electric field, respectively; c is the speed of light in a vacuum; and/x, g, and o-are the permeability, permittivity, and conductivity of the medium consisting of the scatterer, respectively. Yang and Liou [1996a] have found that the absorption of a dielectric scatterer can be efficiently accounted for by introducing an effective conductivity in numerical computations. In the practical implementation of FDTD the unbounded or open space, within which the scattering process occurs, must be truncated by imposing an absorbing and transmitting boundary condition [Mur, 1981; Liao et al., 1984] at the boundary of the truncated computational domain. Subsequently, the truncated space is discretized by a number of grid meshes, and the presence of the scattering object is replaced by properly assigning the electromagnetic constants in terms of permittivity, permeability, and conductivity over the grid meshes. Furthermore, (la) and (lb) are discretized by using the leap-frog finite-difference scheme in a staggered form for both temporal and spatial differentials. At the initial time, a plane wave which does not require the harmonic condition is turned on. This wave, excited by the source, then propagates toward the scatterer and eventually interacts with it. The propagation and scattering of the excited wave in the time domain can be simulated by using the finite-difference analogs of (la) and ( [1995, 1996a] have shown that errors in FDTD are normally of the order of a few percent for some canonical problems in which the exact solutions are available for comparisons.
Ray-by-Ray Integration Method
On the basis of the conservation principle of the electromagnetic energy associated with the Poynting vector [Jackson, 1975] , the extinction and absorption cross sections of a dielectric particle can be exactly expressed as follows: 
where the asterisks denote the complex conjugate, E is the electric field inside the particle, Eo is the electric field associated with the incident or initial wave, k = 2 rr/X is the wavenumber, g is the complex permittivity of the scatterer, and 8i is the imaginary part of the complex permittivity. The domain of integration in (2a) and (2b), which provide a physical rationale for constructing various approximate approaches to solve for . These methods, however, do not account for the effect of a particle boundary associated with the wave reflection and the deviation of wave propagation at the particle surface. Thus they are usually applicable to cases involving the refractive index close to unity so that the boundary effect is insignificant. To circumvent the limitations of the aforementioned approaches, Yang and Lieu [1997] have developed the RBRI method in which the geometric ray tracing is employed to calculate the electric field inside the particle by accounting for complete phase and polarization configurations. The integrations involved in (2a) and (2b) can be carried out along each individual ray path inside the particle. The potential errors in RBRI are produced by the localization principle for geometric rays in calculating the near field, which requires that the particle size be much larger than the incident wavelength. Yang and Lieu [1997] have further shown that RBRI reduces to ADT when the refractive index approaches unity. The RBRI approach is essentially a proper combination of the geometric optics approximation and the electromagnetic wave theory. We illustrate that the RBRI solutions converge to the FDTD results in the computation of the efficiencies and singlescattering albedo, provided that the effective size parameter of the particle Xcff is larger than about 6 where
and a and L are the semiwidth and length of a hexagonal ice crystal, respectively.
Size Distributions and Habits of Ice Crystals
In conjunction with the spectral extinction coefficient measurements, Arnett et al.
[1995] generated ice crystals in cloud chamber temperatures ranging from -21øC to -5øC. The size distributions of these ice crystals are observed by two cloud probes: a continuous-running formvar replicator and a newly developed cloud scope. Two representative experimental size distributions were selected for the present theoretical computations. Figure 1 shows the two ice crystal size distributions generated at the cloud chamber temperatures of -17øC and -7øC. The number concentration of ice crystals is plotted versus the ice crystal maximum dimension. Table 1 lists the temperature in the cloud chamber, ice crystal habit, mean length {L}, mean semiwidth {a}, total number concentration, and mean aspect ratio for the two size distributions. Although the ice crystals at a temperature of -17øC cover a larger size spectrum than those produced at a temperature of -7øC, the computed mean effective size parameters are about the same for the two cases. The ratio of the mean effective size parameters for the two size distributions is 1.148.
The laboratory ice crystals were predominately plates and hollow columns at the lower and higher temperatures, respectively. For the hollow column case, a significant peak of ice particle number concentration is noted at the particle size of -12 •m, as is evident in Figure 1 . The spikes in the size 
Although (7) indicates that the aspect ratio for small columns is constant, a random variation of the aspect ratio is assumed for small columns in the scattering calculations. This is because the measured mean aspect ratio associated with the ice crystals generated in cloud chamber at a temperature of -7øC is 0. 
where • is the mean depth of the hollow structure. We assume d = L/4 in the present study. 
where t is the length of the pyramidal tip of bullet elements, and D is the maximum dimension determined by the twodimensional optical probe. The length of the pyramidal tip can be specified by the inclination angle a of the pyramidal faces with respect to the major axis of the bullet element as follows: We have carried out a number of sensitivity studies concerning the extinction minima in theoretical results around 2.25 and 4/•m. It is noted that these minima are not sensitive to the variation of particle size. However, the theoretical results can match the experimental data in these wavelength spectral regions by adjusting the refractive index. As noted by Warren [1984] , in the near-infrared region (1.4-2.08/•m), uncertainties of a factor of 2 exist for the imaginary refractive index. In the middle infrared (3.5-4.3 /•m), uncertainties can reach 50%. The real refractive index is obtained on the basis of the imaginary refractive index based on the Kramers-Kroning relationship [Warren, 1984] . Thus the former is also subject to uncertainties. We find that the effect of the imaginary refractive index on the extinction efficiency for the wavelengths Using the equivalent-surface or equivalent-volume ice spheres to approximate nonspherical ice crystals is physically Figures 9 and 10 show the contours of the extinction efficiency and single-scattering albedo as a function of the wavelength and ice crystal size. The oscillation of the extinction efficiency is evident by looking at a fixed wavelength and various ice crystal sizes. The Christiansen effect can be noted from the pronounced change of the extinction character at 2.8 and 10.5 /am, where the real refractive index for bulk ice approaches unity. Comparing the extinction efficiencies shown in Figures 9 and 10 , we note that the extinction window is much wider for the spectral region around 10.5/am than 2.8/am; an effect that is also evident from Figures 3 and 6. The dominance of absorption over scattering is clearly evident from the singlescattering albedo diagrams. From Figure 10 we also note that the Christiansen effect is much stronger for smaller ice crystals than for larger ice crystals.
Conclusions
The extinction efficiency computed by a combination of FDTD and RBRI methods is compared with experimental data. Overall agreement has been found for the two results, in particular, both show two strong extinction windows at the Christiansen bands. It is also shown that the single-scattering albedos for the laboratory ice crystals are smaller than 0.5 at the Christiansen bands, which cannot be explained by the conventional geometric optics method in terms of the ray-tracing technique. Furthermore, we have demonstrated that the Christiansen effect is not critical for most of the ice crystal size distributions observed during FIRE II IFO, because the num- ber of small ice crystals is not substantial. However, for cold and warm cirrus as well as cirrostratus the extinction minimum at 10.5 btm is pronounced. The Christiansen effect therefore must be accounted for in the determination of optical depth and emissivity for these types of ice clouds. This effect can also be important in the paramerization of the radiative properties of cirrus clouds for applications to remote sensing and climate modeling in view of the fact that a large number of small ice crystals has been observed in tropical cirrus and contrails. We have also shown that using equivalent spheres to approximate nonspherical ice crystals can lead to a significant overestimation of extinction efficiency. Finally, we have presented the extinction coefficients and single-scattering albedos for a number of ice crystal size distributions representative of the midlatitude cirrus cloud systems covering the wavelengths from 0.2 to 20 btm.
