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Resumen: La variante translingu¨e de la deteccio´n de plagio automa´tica trata de
detectar plagio entre documentos en diferentes idiomas. En los u´ltimos an˜os se han
propuesto una serie de aproximaciones que hacen uso de tesauros, modelos de alinea-
miento o diccionarios estad´ısticos para lidiar con la similitud a trave´s de idiomas. En
este trabajo proponemos una nueva aproximacio´n a la deteccio´n de plagio translingu¨e
que hace uso de una red sema´ntica multilingu¨e para generar grafos de conocimiento,
obteniendo un modelo de contexto para cada documento, de lo cual carecen otros
me´todos. Para evaluar nuestra propuesta, utilizamos las particiones espan˜ol-ingle´s y
alema´n-ingle´s del corpus PAN-PC’11, comparando nuestros resultados con dos de las
aproximaciones del estado del arte. Los resultados experimentales indican su poten-
cial como alternativa para el ana´lisis de similitud en deteccio´n de plagio translingu¨e.
Palabras clave: Deteccio´n de plagio translingu¨e, similitud textual, red sema´ntica
multilingu¨e, BabelNet, grafos de conocimiento.
Abstract: Cross-language variant of automatic plagiarism detection tries to detect
plagiarism among documents across language pairs. In recent years a few approa-
ches are proposed that use thesauri, alignment models or statistical dictionaries to
deal with the similarity across languages. We propose a new approach to the cross-
language plagiarism detection that makes use of a multilingual semantic network to
generate knowledge graphs, obtaining a context model for each document which the
other methods lack. To evaluate the proposed method, we use the Spanish-English
and German-English partitions of the PAN-PC’11 corpus and compare our results
with two state-of-the-art approaches. Experimental results indicate its potential to
be a new alternative for similarity analysis in cross-language plagiarism detection.
Keywords: Cross-language plagiarism detection, textual similarity, multilingual se-
mantic network, BabelNet, knowledge graphs.
1 Introduccio´n
El plagio translingu¨e es definido como el uso
no autorizado del contenido original de la
obra de otros autores desde una fuente en
otro idoma. Actualmente es un grave proble-
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ma para los autores que adema´s se ha compli-
cado a causa de Internet. E´ste pone a nuestra
disposicio´n, de forma gratuita y sencilla, una
gran fuente de informacio´n y las herramien-
tas necesarias para traducir y copiar conte-
nidos originales. La investigacio´n dentro del
campo de la deteccio´n de plagio translingu¨e
esta´ justificada. En una encuesta realizada re-
cientemente sobre las actitudes y pra´cticas de
los estudiantes (Barro´n-Ceden˜o, 2012), se po-
ne de manifiesto que el plagio translingu¨e es
un problema real: un 63.75% de los estudian-
tes opina que copiar y traducir fragmentos de
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texto desde otros documentos y incluirlos en
sus trabajos no es plagio.
La deteccio´n de plagio puede ser realizada
de forma manual, pero dada la gran canti-
dad de obras publicadas, es muy complica-
do detectar los casos, aun ma´s si la fuen-
te del plagio proviene de otro idioma. Exis-
ten una serie de aproximaciones para llevar
a cabo la deteccio´n de plagio translingu¨e de
forma automa´tica. E´stas hacen uso de te-
sauros, modelos de alineamiento o dicciona-
rios estad´ısticos para detectar la similitud
a nivel translingu¨e. Cross-language charac-
ter n-gram (CL-CNG) (Mcnamee y Mayfield,
2004) es un modelo que se basa en la sin-
taxis de los documentos, haciendo uso de
n-gramas, que ofrece un rendimiento nota-
ble para lenguajes con similitudes sinta´cti-
cas. Cross-language explicit semantic analy-
sis (CL-ESA) (Potthast et al., 2011a) es un
modelo de ana´lisis de semejanzas de colec-
ciones relativas, lo que significa que un do-
cumento esta´ representado por sus similitu-
des con una coleccio´n de documentos, las
cuales son comparadas con un modelo de
deteccio´n de similitud monolingu¨e. Cross-
language alignment-based similarity analysis
(CL-ASA) (Barro´n-Ceden˜o et al., 2008; Pin-
to et al., 2009) se basa en la tecnolog´ıa de
ma´quinas de traduccio´n estad´ıstica, la cual
combina traducciones estad´ısticas, usando
diccionarios estad´ısticos, y ana´lisis de simi-
litud. Los anteriores modelos han sido com-
parados (Potthast et al., 2011a), ofreciendo
CL-ASA y CL-CNG el mejor desempen˜o. Por
ese motivo, en nuestra evaluacio´n compara-
mos nuestra aproximacio´n con e´stos.
Nuestra nueva aproximacio´n, llamada
cross-language knowledge graphs analysis
(CL-KGA), proporciona un modelo de con-
texto de los documentos sospechosos y fuen-
te a comparar. Para ello utiliza grafos de co-
nocimiento generados por una red sema´ntica
multilingu¨e, los cuales expanden y relacionan
los conceptos originales del texto. As´ı, la si-
militud entre documentos se mide mediante
un me´todo de ana´lisis de similitud entre gra-
fos.
Para la evaluacio´n de los modelos utiliza-
mos el corpus del PAN-PC’11 (Potthast et
al., 2011b)1, la competicio´n internacional ce-
lebrada de forma anual en el marco de Un-
covering Plagiarism Authorship and Social
1URL: http://www.uni-weimar.de/cms/medien/
webis/research/corpora/corpus-pan-pc-11.html
Software Misuse (PAN)2, en la cual se pre-
sentan y ponen a prueba aproximaciones pa-
ra la deteccio´n de plagio a nivel monolingu¨e y
translingu¨e. Para nuestra evaluacio´n utiliza-
mos su particio´n de deteccio´n de plagio trans-
lingu¨e.
La estructura de la publicacio´n es la si-
guiente: En la seccio´n 2 explicamos en que
consiste una red sema´ntica multilingu¨e. En
la seccio´n 3 presentamos el modelo CL-KGA
de ana´lisis de similitud, y describimos los mo-
delos con los que lo comparamos: CL-CNG y
CL-ASA. En la seccio´n 4 evaluamos nuestra
aproximacio´n utilizando los casos espan˜ol-
ingle´s (es-en) y alema´n-ingle´s (de-en) de la
tarea de deteccio´n de plagio externo del cor-
pus del PAN-PC’11, comparando nuestros re-
sultados con los obtenidos por los otros dos
modelos. Finalmente, en la seccio´n 5 presen-
tamos nuestras conclusiones y trabajos futu-
ros.
2 Red sema´ntica multilingu¨e
Una red sema´ntica multilingu¨e (RSM) con-
siste en un grafo dirigido y ponderado donde
los nodos representan conceptos y nombres de
entidades, y las aristas representan relaciones
entre ellos. Adema´s, cada uno de los nodos
tiene una dimesio´n multilingu¨e con el con-
junto de las lexicalizaciones del concepto en
diferentes idiomas. En este trabajo, a partir
de fragmentos de texto, vamos a utilizar una
RSM para construir grafos de conocimiento,
y compararlos entre ellos para detectar plagio
translingu¨e.
La aproximacio´n que describimos en la
seccio´n 3 es gene´rica y puede ser utilizada con
cualquier RSM como ConceptNet3 o Euro-
WordNet4, pero para nuestros experimentos
hemos elegido BabelNet (Navigli y Ponzet-
to, 2010). E´sta esta´ formada por una base de
conocimiento de gran taman˜o, con el conjun-
to de lexicalizaciones de los conceptos dispo-
nibles en los siguientes idiomas: alema´n, ca-
tala´n, espan˜ol, france´s, ingle´s e italiano. Sus
relaciones y conceptos provienen de Word-
Net, la mayor red sema´ntica disponible, y
de las entradas multilingu¨e de la Wikipe-
dia5, as´ı BabelNet combina informacio´n le-
xicogra´fica con conocimiento enciclope´dico.
La lista de conceptos esta´ formada por to-
2URL: http://pan.webis.de/
3URL: http://csc.media.mit.edu/conceptnet/
4URL: http://www.illc.uva.nl/EuroWordNet/
5URL: http://www.wikipedia.org/
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Figura 1: Ejemplo simplificado, sin dimensio´n multilingu¨e, del grafo de conocimiento de la frase
“la prima de riesgo espan˜ola alcanza ma´ximos histo´ricos” (las relaciones y los pesos de nodos y
aristas se incluyen so´lo dentro de la l´ınea discontinua).
dos los significados de palabra en WordNet
y de las entradas etiquetadas de la Wikipe-
dia, por otro lado las relaciones entre concep-
tos las forman los punteros sema´nticos entre
conceptos en WordNet y los enlaces entre en-
tradas en la Wikipedia. Por u´ltimo, las lexi-
calizaciones multilingu¨e se obtienen a partir
de las entradas en diferentes idiomas de la
Wikipedia.
El API de BabelNet permite utilizar esta
RSM, entre otros usos, como diccionario es-
tad´ıstico, traductor, para desambiguacio´n del
sentido de las palabras (Navigli y Ponzetto,
2012), y para construir grafos de conocimien-
to.
2.1 Grafos de conocimiento
Un grafo de conocimiento consiste en un gra-
fo dirigido y ponderado, generado a partir de
un conjunto de palabras como las de una fra-
se, que contiene los conceptos originales ex-
pandidos y relacionados entre ellos, dando lu-
gar a un “modelo de contexto” de la frase o
conjunto de palabras original. El peso de un
concepto es el nu´mero de relaciones salientes,
mientras que el peso de una relacio´n esta´ en
funcio´n del nu´mero de relaciones que conec-
tan con sus conceptos origen y destino6. Para
comprender mejor en que consiste un grafo de
conocimiento, vamos a poner un ejemplo. Su-
pongamos que tenemos la frase “La prima de
riesgo espan˜ola alcanza ma´ximos histo´ricos”.
Los conceptos de la frase son C = {prima de
riesgo, espan˜a, alcanzar, ma´ximo, histo´rico}.
6En (Navigli y Ponzetto, 2010) tenemos la fo´rmula
de estimacio´n de pesos de relaciones.
En BabelNet podemos construir un grafo de
conocimiento g a partir de C, el cual con-
tendra´ un nuevo listado de conceptos Cg =
(C ∪ C ′), siendo la lista de conceptos expan-
didos C ′ = {economı´a, finanzas, historia...}.
Adema´s, entre los conceptos de Cg, apare-
cera´n una serie de conexiones R que los rela-
cionan, R ∈ {relacionado, parte de, pertene-
ce, equivalente, opuesto...}. Adema´s, como se
ha comentado anteriormente, cada uno de los
conceptos y relaciones del grafo tiene una di-
mensio´n multilingu¨e, por lo que dos fragmen-
tos de texto similares en diferentes lenguajes,
deber´ıan tener unos grafos tambie´n similares.
En la fig. 1 podemos ver el contenido del grafo
g en espan˜ol.
3 Modelos de deteccio´n de plagio
translingu¨e
De acuerdo a su paradigma de resolucio´n,
existen diferentes categor´ıas de modelos de
ana´lisis de similitud que pueden ser utili-
zados para deteccio´n de plagio translingu¨e:
(i) modelos que hacen uso de diccionarios,
gazetteers, reglas o tesauro lingu¨´ısticos pa-
ra realizar las traducciones de los conceptos
desde un lenguaje origen L a uno destino
L′. En esta categor´ıa tenemos por ejemplo
CL-VSM (Steinberger, Pouliquen, y Ignat,
2004), que utiliza modelos de espacio vecto-
rial (Stein y Anderka, 2009) o CL-CTS (Gup-
ta, Barro´n-Ceden˜o, y Rosso, 2012), que usa el
tesauro conceptual Eurovoc para las traduc-
ciones. (ii) Modelos que se basan en la sinta-
xis del documento y su estructura para com-
parar los documentos. El CL-CNG (Mcna-
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Figura 2: Proceso de deteccio´n de plagio translingu¨e utilizando grafos de conocimiento.
mee y Mayfield, 2004) esta´ incluido en esta
categor´ıa. (iii) Modelos que utilizan corpus
comparables, como CL-ESA (Potthast et al.,
2011a). E´ste utiliza corpus alineados por te-
ma y idioma, como la enciclopedia de la Wi-
kipedia, y analiza la similitud con un modelo
monolingu¨e como los modelos de espacio vec-
torial. (iv) Los modelos basados en un corpus
paralelo alinean los corpus en diferentes idio-
mas a nivel de documento y palabra. Los mo-
delos CL-ASA (Barro´n-Ceden˜o et al., 2008;
Barro´n-Ceden˜o, 2012), CL-LSI (Dumais et
al., 1997) y CL-KCCA (Vinokourov, Shawe-
Taylor, y Cristianini, 2003), quedan dentro de
esta categor´ıa. Adema´s, existen modelos que
pueden utilizar combinaciones de las cate-
gor´ıas anteriores, para lo cual nuestra aproxi-
macio´n CL-KGA es el ejemplo perfecto, sien-
do la RSM BabelNet la unio´n de (i) un tesau-
ro (WordNet) y de (iii) un corpus comparable
(Wikipedia).
Dejando de lado aproximaciones como
CL-LSI y CL-KCCA que ofrecen un elevado
rendimiento a un alto coste computacional,
existen trabajos (Potthast et al., 2011a; Gup-
ta, Barro´n-Ceden˜o, y Rosso, 2012) que han
comparado algunos de los anteriores mode-
los: CL-ASA, CL-ESA, CL-CNG y CL-CTS.
En sus resultados se refleja como CL-CNG es
un buen baseline para tomar como partida
en la deteccio´n de plagio translingu¨e, y CL-
ASA ofrece en promedio los mejores resulta-
dos. Por esa razo´n hemos elegido CL-CNG y
CL-ASA como las aproximaciones a compa-
rar, en la evaluacio´n, con nuestro modelo.
A continuacio´n vamos a describir nuestra
nueva propuesta, CL-KGA, y los dos modelos
con los que la comparamos.
3.1 Ana´lisis de similitud basado en
grafos de conocimiento
La aproximacio´n que proponemos en esta pu-
blicacio´n, CL-KGA, utiliza grafos de conoci-
miento generados a partir de una RSM para
obtener una similitud entre dos textos, como
por ejemplo documentos o fragmentos de tex-
to. Dado un conjunto de documentos D en
un lenguaje L1 y un conjunto de documen-
tos D′ en un lenguaje L2, para comparar dos
documentos d ∈ D y d′ ∈ D′, en primer lu-
gar debemos realizar un procesado previo del
texto para extraer y etiquetar morfolo´gica-
mente sus conceptos. Adema´s, es convenien-
te lematizar el texto. Para todas estas tareas,
en nuestra investigacio´n hemos hecho uso de
la herramienta TreeTagger 7. Una vez proce-
sado el texto, podemos construir, utilizando
la RSM BabelNet, los grafos de conocimiento
g y g′ a partir de los documentos d y d′. En
la fig. 2 podemos ver un esquema del proceso
de deteccio´n de plagio translingu¨e utilizando
grafos de conocimiento. Para obtener una si-
militud S(g, g′) entre g y g′, tomando como
base la aproximacio´n de comparacio´n flexible
de grafos conceptuales8 (Montes y Go´mez et
al., 2001), hemos propuesto la ecuacio´n 1 pa-
ra trabajar con grafos de conocimiento.
S(g, g′) = Sc(g, g
′) ∗ (a+ b ∗ Sr(g, g
′)) (1)
7URL: http://www.ims.uni-stuttgart.de/projekte
/corplex/TreeTagger/
8Un grafo conceptual es un grafo finito dirigido
bipartido con dos clases de nodos: conceptos y rela-
ciones (Sowa, 1984; Sowa, 1999).
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Sc(g, g
′) =
(
2 ∗
∑
c∈gu
w(c)
)
(∑
c∈g
w(c) +
∑
c∈g′
w(c)
) (2)
Sr(g, g
′) =

2 ∗ ∑
r∈N(c,gu)
w(r)



 ∑
r∈N(c,g)
w(r) +
∑
r∈N(c,g′)
w(r)


(3)
donde Sc(g, g
′) es la similitud entre los con-
ceptos de los grafos, Sr(g, g
′) es la similitud
entre las relaciones, gu es el grafo resultante
de la interseccio´n de g y g′, c es un concepto,
r es una relacio´n, w(c) y w(r) son sus pesos, y
N(c, gi) es el conjunto de relaciones conecta-
das al concepto c en el grafo gi. Las variables
a y b se utilizan en la ecuacio´n 1 para dar
la apropiada relevancia a los conceptos y re-
laciones, ya que sus pesos no se calculan del
mismo modo y, por tanto, valores de simi-
litud iguales no tienen porque´ tener el mis-
mo significado. Adema´s, para la resolucio´n
de determinados problemas, no son igual de
relevantes conceptos que relaciones, por este
motivo se suele utilizar la regla a + b = 1, y
se toman a y b como porcentajes de relevan-
cia. En la seccio´n 4 analizaremos cuales son
los porcentajes de relevancia adecuados para
conceptos y relaciones en deteccio´n de plagio
translingu¨e utilizando BabelNet.
Es importante sen˜alar que despue´s de la
interseccio´n gu = (g ∩ g
′), los pesos del gra-
fo gu tendra´n que ser recalculados. El ca´lculo
del peso de un concepto es trivial, pues es el
nu´mero de relaciones salientes. Recalcular el
peso de las relaciones requiere de coste cu´bi-
co siguiendo su proceso de creacio´n en Babel-
Net, ya que para cada relacio´n ser´ıa necesario
recorrer todos los conceptos dos veces9. Por
ese motivo, en la ecuacio´n 4 proponemos un
algoritmo gene´rico de reestimacio´n del peso
w(r, c, gu), siendo r una relacio´n saliente de
un concepto c en el grafo de interseccio´n gu.
El nuevo peso se calcula en funcio´n del an-
tiguo y del nuevo valor del peso de c en los
grafos g, g′ y gu,
w(r, c, gu) =
w(c, g) ∗ d(c, g, gu) + w(c, g
′) ∗ d(c, g′, gu)
2
(4)
9Donde t(n,m) ∈ O(n2 ∗ m), siendo n el nu´mero
de conceptos y m el nu´mero de relaciones entre ellos.
d(x, g1, g2) =
|R(g1, x)|
|R(g2, x)|
(5)
donde w(c, gi) es el peso del concepto c en el
grafo gi, yR(gi, x) es el conjunto de relaciones
salientes del concepto x en el grafo gi.
3.2 Ana´lisis de silimitud basado en
n-gramas de caracteres
El modelo CL-CNG, cross-language charac-
ter n-gram, ha demostrado ofrecer un rendi-
miento elevado para lenguajes europeos con
similitudes sinta´cticas y hace uso de n-gramas
a nivel de caracteres para comparar los docu-
mentos en diferentes idiomas. En este modelo
se utilizan normalmente trigramas de carac-
teres (CL-C3G) (Potthast et al., 2011a).
Dado un documento fuente d en un len-
guaje L1 y un documento sospechoso d
′ en
un lenguaje L2, la similitud S(d, d
′) entre los
dos documentos se mide como se muestra en
la ecuacio´n 6:
S(d, d′) =
~d.~d′
|d|.|d′|
(6)
donde ~d y ~d′ son las proyecciones vectoria-
les de d y d′ en un espacio de n-gramas de
cara´cter.
3.3 Ana´lisis de similitud basado en
alineamiento
El modelo CL-ASA mide la similitud entre
dos documentos d y d′, en dos idiomas dife-
rentes L1 y L2, alineandolos a nivel de pa-
labra, determinando la probabilidad de que
un documento d′ sea una una traduccio´n del
documento d. La similitud S(d, d′) se calcula
haciendo uso de la ecuacio´n 7:
S(d, d′) = l(d, d′) ∗ t(d|d′) (7)
donde l(d, d′) es el factor de longitud definido
en (Pouliquen, Steinberger, y Ignat, 2003) y
t(d|d′) es el modelo de traduccio´n definido en
la ecuacio´n 8:
t(d|d′) =
∑
x∈d
∑
y∈d′
p(x, y) (8)
donde p(x, y) es la probabilidad de que una
palabra x en el lenguaje L1 sea una traduc-
cio´n de la palabra y del lenguaje L2. Di-
chas probabilidades de traduccio´n pueden ob-
tenerse mediante un diccionario estad´ıstico.
Para nuestros experimentos se ha entrenado
Análisis de similitud basado en grafos: Una nueva aproximación a la detección de plagio translingüe
25
un diccionario estad´ıstico alema´n-ingle´s y es-
pan˜ol-ingle´s haciendo uso del modelo de ali-
neamiento de palabras IBM M1 (Brown et
al., 1993; Och y Ney, 2003), sobre el corpus
paralelo multilingu¨e JRC-Acquis (Steinber-
ger et al., 2006), adema´s de probar tambie´n el
diccionario estad´ıstico de la RSM BabelNet.
4 Experimentos y evaluacio´n
En esta seccio´n vamos a evaluar el rendimien-
to de nuestro modelo CL-KGA, para la tarea
de deteccio´n de plagio translingu¨e es-en y de-
en, utilizando la RSM BabelNet como base
de conocimiento, frente a los modelos estado
del arte CL-ASA y CL-C3G. Para el mode-
lo CL-ASA realizaremos las pruebas con dos
diccionarios estad´ısticos diferentes: un dic-
cionario entrenado con el modelo de alinea-
miento IBM M1, y el diccionario estad´ısti-
co de BabelNet (BNdict), que ya ha demos-
trado anteriormente ofrecer un buen rendi-
miento para la tarea de deteccio´n de plagio
translingu¨e (Franco-Salvador, Gupta, y Ros-
so, 2012). Adema´s, previamente a la compa-
racio´n de los modelos, vamos a realizar unos
experimentos para determinar cual es la re-
lacio´n de porcentajes adecuados para los va-
lores de relevancia de conceptos y relaciones
en el CL-KGA.
4.1 Corpus y definicio´n de la tarea
Del corpus PAN-PC’11, tomamos las parti-
ciones es-en y de-en para su tarea de detec-
cio´n de plagio externo: dado un conjunto de
documentos fuente D en el lenguaje L1 y un
conjunto de documentos sospechosos D′ en el
lenguaje L2, la tarea es determinar los frag-
mentos concretos de los documentos fuente
que esta´n presentes en los sospechosos. Para
ello utilizamos una ventana deslizante de cin-
co oraciones de longitud sobre pares de docu-
mentos (d,d′), d ∈ D y d′ ∈ D′, y detectamos
plagio translingu¨e sobre ellos con los modelos
comentados anteriormente. En la Tabla 1 po-
demos ver las estad´ısticas de los documentos
utilizados para la evaluacio´n.
Documentos es-en Documentos de-en
Sospechosos 304 Sospechosos 251
Fuentes 202 Fuentes 348
Casos de plagio {es,de}-en
Traduccio´n automa´tica 5.142
Traduccio´n automa´tica + correccio´n manual 433
Cuadro 1: Estad´ısticas de la tarea de detec-
cio´n de plagio externo del corpus PAN-PC’11
4.2 Unidades de medida
Para medir la calidad de los resultados vamos
a tomar las medidas utilizadas en la competi-
cio´n del PAN: recall (rec.) y precision (prec.)
a nivel de cara´cter, adema´s de granularity
(gran.), la cual tiene en cuenta el hecho de
que en ocasiones los detectores solapan o de-
portan multiples detecciones para un mismo
caso de plagio. Las tres medidas son combi-
nadas con el objetivo de obtener una medida
global de la deteccio´n de plagio, el plagdet:
plagdet(S,R) =
F1
log2(1 + granularity(S,R))
Donde S es el conjunto de casos de plagio
del corpus, R es el conjunto de casos de plagio
reportados por el detector, y F1 es la media
armo´nica de precision y recall ponderadas
equitativamente. 10
4.3 Experimento 1
En primer lugar vamos a comparar el ren-
dimiento del modelo CL-KGA utilizando la
RSM BabelNet, segu´n sus valores de relevan-
cia para conceptos y relaciones. Para ello he-
mos disen˜ado un experimento, midiendo sola-
mente el plagdet, utilizando una porcio´n alea-
toria del 20% del corpus PAN-PC’11, tanto
para es-en como de-en, en el que probare-
mos los siguientes porcentajes de relevancia
para conceptos (c) y relaciones (r): (c, r) ∈
{(100, 0), (80, 20), (50, 50), (20, 80), (0, 100)}.
% (c,r) Plagdet(es-en) Plagdet(de-en)
(100,0) 0.617 0.636
(80,20) 0.616 0.6247
(50,50) 0.655 0.620
(20,80) 0.642 0.581
(0,100) 0.612 0.522
Cuadro 2: Relevancia de conceptos y relacio-
nes en el modelo CL-KGA.
En vista de los resultados de la tabla 2,
podemos deducir que las relaciones utilizan-
do la RSM BabelNet son pra´cticamente igual
de importantes que los conceptos para es-en,
mientras que para de-en tienen poca o nin-
guna importancia. La diferencia puede estar
producida por unos conceptos muy conecta-
dos en grafos es-en, mientras que en de-en
podemos estar ante un elevado nu´mero de
conceptos parte de un grafo menos conexo.
Para nuestros siguientes experimentos toma-
remos las mejores configuraciones de ambas
particiones.
10Una descripccio´n ma´s detallada de las medidas se
puede encontrar en (Potthast et al., 2010).
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4.4 Experimento 2
En este experimento vamos a comparar CL-
KGA, con los modelos descritos anteriormen-
te, para las particiones completas es-en y de-
en del corpus del PAN-PC’11.
Modelo Plagdet Rec. Prec. Gran.
CL-KGA 0.594 0.518 0.706 1.008
CL-ASABNdict 0.567 0.499 0.662 1.015
CL-ASAIBMM1 0.517 0.448 0.689 1.071
CL-C3G 0.170 0.128 0.617 1.372
Cuadro 3: Resultados de la deteccio´n de pla-
gio translingu¨e es-en
En la tabla 3 podemos observar como CL-
KGA ha superado en todos los valores al
resto de modelos para la deteccio´n de pla-
gio translingu¨e es-en. El modelo CL-ASA que
ma´s se le ha aproximado -utilizando el diccio-
nario del propio BabelNet- tiene un plagdet
un 4.7% inferior. Adema´s, aparte de obser-
var el aumento de los valores de precision y
recall, es importante sen˜alar que se ha alcan-
zado un valor de granularity muy pro´ximo a
1, lo cual es el mejor valor posible, e indica
que no existen solapamientos en la deteccio´n
interpretando una seccio´n de plagio como va-
rias, o viceversa.
Modelo Plagdet Rec. Prec. Gran.
CL-KGA 0.514 0.443 0.631 1.018
CL-ASAIBMM1 0.406 0.344 0.604 1.113
CL-ASABNdict 0.289 0.222 0.595 1.171
CL-C3G 0.078 0.047 0.330 1.089
Cuadro 4: Resultados de la deteccio´n de pla-
gio translingu¨e de-en
En la tabla 4 vemos tambie´n unos buenos
resultados para de-en en nuestro modelo. CL-
KGA ha superado al CL-ASAIBMM1, el ma´s
cercano, en un valor de plagdet del 26.6%,
lo cual supone una excelente mejora respec-
to al estado del arte actual. Los otros valores
tambie´n han mejorado, destacando un incre-
mento del recall de un 28%, lo cual indica
un considerable aumento en el nu´mero de de-
tecciones positivas. En esta ocasio´n el diccio-
nario de BabelNet no se ha comportado tan
bien como para es-en11.
En vista de los resultados anteriores, po-
demos afirmar co´mo hacer uso de grafos de
conocimiento es una buena alternativa para
la deteccio´n de plagio translingu¨e.
11Lo cual viene justificado en (Franco-Salvador,
Gupta, y Rosso, 2012) como consecuencia del proce-
samiento previo de las palabras en alema´n al construir
BabelNet
5 Conclusiones y trabajos futuros
En este trabajo hemos presentado un nuevo
modelo para el ana´lisis de similitud a nivel
translingu¨e, el CL-KGA, que hace uso de una
RSM para construir grafos de conocimiento
a modo de modelos de contexto de documen-
tos. El modelo propuesto ha demostrado ofre-
cer un rendimiento superior a otros modelos
estado del arte como CL-ASA y CL-CNG,
evaluados sobre la particio´n translingu¨e del
corpus PAN-PC’11.
En futuras investigaciones se seguira´ in-
vestigando en el campo de la deteccio´n de
plagio translingu¨e para extender nuestro mo-
delo con otras RSM que nos proporcionen
una mayor variedad de lenguajes compati-
bles, adema´s de investigar el potencial de
nuestro nuevo modelo para ana´lisis de simili-
tud a nivel monolingu¨e.
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