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THE THEORY OF 
PROBABILITY SAMPLING
In this first of a two-part series, the author begins an explanation of the theory behind 
simple random sampling.
GLENDA E. RIED, CPA
Toledo, Ohio
An understanding of sampling and the vari­
ous methods of sampling is essential to the 
accountant of modern day. He is interested in 
sampling as a technique to be used in auditing. 
Accounts receivable may be confirmed 100 
per cent or only a sample may be taken which, 
for various reasons, is considered adequate 
and acceptable. Although the auditor normally 
observes the taking of an inventory at the 
client’s yearly closing, he may perform interim 
inventory procedures by testing samples or 
portions of the inventory.
Sampling, in its most elementary sense, is the 
selection and study of a relatively small num­
ber of individuals to learn the characteristics 
of the group from which they are selected. 
These individuals may be animate or inanimate 
things and are frequently referred to as items. 
The total number of items in the group (the 
population) may be small, large, or infinite.
In situations where examining all the items 
in a population and recording and summarizing 
the results of such a study would be expensive, 
time-consuming, or both, then sampling pro­
cedures are very useful.
Sampling involves many problems such as 
defining the universe to be studied, defining 
the variables to be studied, and choosing the 
sample design. Discussion in depth of these 
areas shall be excluded from this paper as sub­
topics which depend on the type and purpose 
of the study needed.
The basic sampling methods may be outlined 
as unsystematic, unrestricted probability, quota, 
and area sampling. Only unrestricted prob­
ability sampling, sometimes called random 
sampling, shall be discussed. Probability sam­
pling can be further subclassed into various 
kinds of random sampling called simple ran­
,dom, stratified random, cluster (one-stage and 
multi-stage) sampling, and so forth.
The purpose here is to explain why prob­
ability sampling is considered more objective 
than other sampling methods without elaborat­
ing on or defining these other sampling tech­
niques, but by delving into the theory behind 
the probability principle, relating this theory to 
sampling, and revealing through representa­
tiveness and reliability that the sample can ap­
proximate a certain degree of accuracy.
Probability Sampling Defined
Probability (or random) sampling as defined 
by the Encyclopaedia Britannica is:
“The method used to discover the opinions 
and intentions of a large population by 
questioning a sample of them chosen in 
such a way that theoretically everyone has 
an equal chance of being included in the 
sample.”1
A more all-inclusive definition is that given by 
Lyndon O. Brown, which states:
“Probability sampling is a method of choos­
ing for investigation a number of units or 
individuals according to some mechanical 
or automatic principle unconnected with 
the subject or purpose of the inquiry, the 
selection being arranged so that each unit 
or individual in the universe has an equal or 
known chance of being included in the 
sample.”2
No two definitions of probability sampling 
will be exactly the same, yet they will have in 
common the following characteristics:
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(a) each unit in equal chance of being 
selected,
(b) the probabilities of selection are known, 
(c) the sample is selected in accordance 
with the laws of chance, and
(d) another sample drawn from the same 
universe will differ from the first.
Some authors use the term in a more re­
strictive sense, that is to distinguish it from 
sampling by purpose selection or the judgment 
of an expert.
Pure probability sampling at one time meant 
that a sample was chosen from a list of names 
by marking off every 10th, 20th, or 100th 
name.3 This no longer can be classified as 
probability sampling because each person in 
the population does not have an equal chance 
of being selected.
The possibility of obtaining a pure prob­
ability sample is very minute. The closest ex­
ample would be one in which the universe to 
be sampled is a file of cards. By this method 
there can be no refusals or nonresponses unless 
some of the entries on the cards are illegible. 
However, refusals, nonresponses, and errors of 
response in collecting the information have 
been carried over to the cards, and, therefore, 
into the sample.4
Universe and Unit
 “Universe” and “population” are synonymous 
for the larger group from which the sample is 
drawn. The group, whose characteristics are 
to be measured, may be the population of the 
world, a special group within a specified area, 
or a business firm’s inventory. Any quantity or 
relationship pertaining to the population which 
is to be studied is defined as a “characteristic.” 
Each individual or item comprising the uni­
verse may be called an “elementary unit.” The 
sample is derived from these elementary units 
whose characteristics are to be measured in the 
analysis.
Probability Theory
The theory of probability derives its theo­
retical background from a branch of mathe­
matics called the science of chance. Mr. Brown 
states the two links between probability theory 
and practical sampling methods are:
(a) the link of experience, and 
 (b) the link of intuition.5
He believes that the decision making an 
individual must constantly encounter is related 
to past experience and future expectations. For 
example, Miss A is late for work; upon reach­
ing the intersection, she finds the traffic light 
is against her. Faced with two alternatives, 
waiting or crossing against the light, she chooses 
to wait. Why? Based on past experience, Miss 
A knows that the chance of being struck by a 
moving vehicle it too great to warrant the risk 
of crossing against the light. The odds may be 
known imperfectly, but Miss A is aware of them 
subconsciously.
On the other hand, the link of intuition can 
be illustrated by the problem of measuring 
parking facilities of grocery stores. A sample 
of 100 out of 1,000 grocery stores may include 
20 single-clerk type stores and 80 large super­
markets.6 On the basis of intuition, one should 
know that this is not a good sample because it 
does not represent all the stores in term of size. 
Common sense says that, out of every 100 
stores, 80 cannot be supermarkets. In both 
social and physical scientific research, such a 
probability can be numerically estimated. The 
researcher can be sure, in most cases, that a 
sample will produce results relatively close to 
the actual situation—results which can provide 
a valid and realistic basis or guide for making 
business decisions.
Sampling is “not mere substitution of a par­
tial coverage for a total coverage.”7 It is a 
science of controlling and measuring the reli­
ability of a sample by statistical methods 
through the theory of probability. Until the 
probability theory was developed, the problems 
of specification, design, and appraisal were in­
dependent of each other. Objective calculations 
of accuracy were impossible, either before or 
after a survey. The efficiency and cost of one 
plan could not be compared with another. Be­
cause a particular survey appeared to give 
precise results, it did not necessarily give in­
formation helpful in designing other surveys. 
Without probability theory, the best means of 
appraising survey results was to make com­
parisons with similar surveys and census re­
ports. The survey was considered good if they 
appeared to agree. If they disagreed, the dif­
ference could arise from many causes: sampling 
errors, questionnaire errors, interviewer bias, 
and others. Probability sampling is a statistical 
theory; personal judgment in no way enters 
the picture.
Probability Survey
A probability survey conforms to a statis­
tical plan whereby the elements or items are 
selected automatically. Therefore, neither the 
interviewer nor the elements in the sample have 
any choice or influence regarding what items 
are included in the sample.8 In selecting the 
sample, the use of a list or table of random 
numbers will make it possible to determine the 
probabilities of selecting the various samples.
9
For example, the tossing of a coin has shown 
that there is “a high degree of stability in the 
proportion of times a particular result will occur 
in a sufficiently long series of performances of 
the operation.”9
The theory deals not only with selecting the 
sample, but also with obtaining the information 
from the sample, interpreting the information, 
and evaluating the accuracy of the results. Ran­
dom selection of the sample is, perhaps, the 
most important role that probability plays in 
sampling.10 Yet a considerable part of the 
theory deals with the calculations of formulas 
for variances of the estimates, precision, and so 
on.
Simple Random Sampling Defined
Random sampling may be defined the same 
as probability sampling because it is a prob­
ability method. Many of the fundamental prin­
ciples of probability sampling can be explained 
through an analysis of simple random sampling. 
The United States government used random 
sampling for the census taken in both 1940 and 
1950. Canada used it in 1951 for the taking of 
its census.
Selection of Sample
In practice, a simple random sample is drawn 
unit by unit, without replacement. At any 
stage in the draw, this process gives an equal 
chance of selection to all units not previously 
drawn. This is not taking every tenth unit, 
which is non-probability sampling. The classic
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Source: Hansen, et al.: Sample Survey Methods 
and Theory, I, p 12. 
example is a bowl of chips, each chip numbered 
to represent a unit of the population. When a 
chip has been drawn from the bowl, it is not 
replaced, since this would allow the same unit 
to enter the sample more than once. Therefore, 
the sampling is described as without replace­
ment. Normally, a sample will not contain the 
first units in the population, except in those 
rare instances in which these units happen to 
be drawn.11
Table I shows the incomes of a population 
of twelve individuals, A through L, and their 
respective incomes. From this population of 
twelve, a sample of two individuals shall be 
selected. Whether using a bowl of chips or a 
deck of cards, they must be thoroughly mixed 
or shuffled. It is possible that any number of 
inequalities may affect the drawing, with the 
same result that every combination does not 
have the same chance of being drawn.12
Assume that sample BG was drawn from 
Table 2. The proportion of times that BG would 
occur would be the same as for AK or any other 
combination. Drawing a sample of two, 66 
possible combinations of two individuals could 
be drawn from a population of twelve. Table 2 
shows all of the 66 possible samples and the 
average income of the two.
Take sample BG for illustration. B’s income 
was $6,300 and G’s income, $1,800; the 
average of their total income, $8,100, is $4,050.
Rather than use a bowl of chips, a table 
of random numbers will serve the purpose just 
as efficiently. Taking the above population of 
twelve individuals, replace the letters A through 
L with the numbers one through twelve. As­
sume the following illustrates a table of ran­
dom numbers. Preselect a starting place in the 
table, and then proceed systematically through 
the table using as many rows as are needed.
05 02 12 03 07 05 07 06 06 07 03 03
09 07 03 11 08 08 07 08 05 11 08 12
09 07 04 04 08 05 05 04 08 01 10 05
08 10 05 03 07 03 09 02 04 12 03 01
09 06 06 05 12 05 08 03 07 07 07 04
A predetermined method may be to start 
with row two, the second column, and count 
off each fifth pair. In selecting a sample of two 
units, the first number chosen is 07. The fifth 
pair from 07 is 07 again. Since that number 
has already been drawn, it will be ignored, and 
five more pairs counted off. Thus the second 
individual of our sample is number 12. It is 
unknown what number will be selected, be­
cause they appear at random throughout the 
table and the probability each number has of 
being selected should be equal.
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TABLE 2
ALL POSSIBLE SAMPLES OF TWO 
DRAWN FROM THE POPULATION OF 
INDIVIDUALS - TABLE 1
Source: Hansen, et al.: Sample Survey Methods 









AB $3,800 DJ $1,450
AC 2,200 DK 3,400
AD 1,650 DL 1,950
AE 2,450
AF 1,750 EF 2,900
AG 1,550 EG 2,700
AH 2,000 EH 3,150
AI 1,400 EI 2,550
AJ 1,100 EJ 2,250
AK 3,050 EK 4,200
AL 1,600 EL 2,750
BC 4,700 FG 2,000
BD 4,150 FH 2,450
BE 4,950 FI 1,850
BF 4,250 FJ 1,550
BG 4,050 FK 3,500
BH 4,500 FL 2,050
BI 3,900
BJ 3,600 GH 2,250
BK 5,500 GI 1,650
BL 4,100 GJ 1,350
GK 3,300
CD 2,550 GL 1,850
CE 3,350
CF 2,650 HI 2,100
CG 2,450 HJ 1,800
CH 2,900 HK 3,750
CI 2,300 HL 2,300
CJ 2,000
CK 3,950 IJ 1,200
CL 2,500 IK 3,150
IL 1,700
DE 2,800
DF 2,100 JK 2,850
DG 1,900 JL 1,400
DH 2,350
DI 1,750 KL 3,350
Probability is Known
The probability that each individual has of 
being selected in samples of any size can be 
calculated mathematically.13 If a sample of one 
unit is drawn from a population of twelve, then 
the probability of any one being selected is 
one-twelfth. To determine the probability that 
A will be included in a sample of two elements, 
consult Table 2. Table 2 reveals 66 combina­
tions of two individuals and that each has the 
same chance of being drawn. Individual A oc­
curs in eleven of the combinations. Therefore, 
the probability of drawing A equals 11/66 or 
one-sixth. A has the chance of being drawn 
once out of every six selections. The probability 
is the same for each of the remaining individ­
uals. To determine the probability of selection 
for a sample of three, count the number of 
samples (55) in which A would occur, divide 
this into the total number of possible samples 
(220), and the answer is 55/220 or one-fourth.
The probability that each individual will be 
drawn can be determined mathematically from 
the formula n/N14, where “n” equals the num­
ber drawn in the sample and “N” equals the 
population number. Computation of the above 
examples gives exactly the same answers. The 
population in all instances remains twelve.
Sample of 1 1/12 probability
Sample of 2 2/12 or probability of 1/6
Sample of 3 3/12 or probability of 1/4
Steps must be taken to insure that each in­
dividual has the same probability.
Sample Values
The value that would be obtained if no 
errors were made in any way in obtaining the 
information or computing the characteristics 
is the “true value” of a sample. Using the fol­
lowing symbols and formulas, the population 
value and sample value 15 can be determined:
y = total value of all units in the 
sample
v = average value of all units in the 
sample
Y = total value of all units in the 
population
Y = average value of all units in the 
population
Population Values
Total: Y = yx + y2 + • • • + yn 
Y = $1,300 + $6,300 + . .. 
+ $1,900 
Y = $32,100








Total: y = y2 + y7 (Sample BG) 
y = $6,300 + $1,800 
y = $8,100
Mean: y = y2 + y7 = y 
n n
y = $8,100 
2 
y = $4,050
The ratio of the size of the sample to that 
of the population is called the sampling ratio or 
sampling fraction and is expressed n/N. The 
opposite, N/n is the expansion, raising, or in­
flation factor. When multiplied by this factor, 
the sample total is projected to represent the 
population. A sample of 1,000 is drawn from a 
population of 10,000, making the factor 10. 
From the sample of 1,000, assume that 456 
read Fortune. If the sample has been selected 
by probability methods and is considered repre­
sentative of the population sampled, then 456 
factored by ten projects to 4,560 and means 
that approximately 4,560 individuals from a 
population of 10,000 read Fortune.
Estimate and Accuracy
The average of the units in the sample is an 
estimate of the average of the population. 
Referring back to Table 2, the sample of C 
and K gives an estimated average income of 
$3,950. Thus, the definition of an estimate 
could be worded, in this particular case, to say 
that the average income of the persons in the 
sample, CK, is an estimate of the average in­
come of the population, A through L, inclusive.
What is accuracy and how is it related to 
the estimate? Accuracy is the measure of how 
/ close the estimate may be expected to come to 
the true value of the characteristic. True value 
is the value that would obtained if no errors 
were made in obtaining the information or in 
computing the characteristic. An examination 
of all possible samples (Table 2) is necessary 
to determine the accuracy of an estimate. Table 
1 indicates the average income of the popu­
lation is $2,675. A comparison of the average 
of each sample with the average of the popu­
lation will result in a variance either above or 
below the population average. Some variances 
will be greater than others. From such a study, 
an inference can be drawn as to what degree 
of error may be expected on the average and 
what is a “reasonable” maximum for the error 
of a single sample. Every sample will have a 
 different estimate of the universe mean. A range 
of values within which the true value lies is 
known as the “interval estimate.” In prob­
ability sampling, the researcher can state that 
in a certain number of cases out of 100 (95, for 
example) the “results obtained from the sample 
will differ from the true value of the universe 
being sampled by no more than a stated per­
centage.”16
To be concluded in the November issue.
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