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The propagation of hydraulic fractures with tortuosity is investigated. Tortuosity is the
complicated fracture geometry that results from asperities at the fluid-rock interface and,
if present, from contact regions. A tortuous hydraulic fracture can either be open without
contact regions or partially open with contact regions. We replace the tortuous hydraulic
fracture by a two-dimensional symmetric model fracture that accounts for tortuosity. A
modified Reynolds flow law is used to model the tortuosity in the flow due to surface
roughness at the fracture walls. In order to close the model, the linear and hyperbolic
crack laws which describe the presence of contact regions in a partially open fracture
are used. The Perkins-Kern-Nordgren approximation in which the normal stress at the
crack walls is proportional to the half-width of the symmetric model fracture is used. A
Lie point symmetry analysis of the resulting governing partial differential equations with
their corresponding boundary conditions is applied in order to derive group invariant so-
lutions for the half-width, volume and length of the fracture. For the linear hydraulic
fracture, three exact analytical solutions are derived. The operating conditions of two of
the exact analytical solutions are identified by two conservation laws. The exact analytical
solutions describe fractures propagating with constant speed, with constant volume and
with fluid extracted at the fracture entry. The latter solution is the limiting solution of
fluid extraction solutions. During the fluid extraction process, fluid flows in two direc-
tions, one towards the fracture entry and the other towards the fracture tip. It is found
that for fluid injection the width averaged fluid velocity increases approximately linearly
along the length of the fracture. This leads to the derivation of approximate analytical
ii
solutions for fluid injection working conditions. Numerical solutions for fluid injection
and extraction are computed. The hyperbolic hydraulic fracture is found to admit only
one working condition of fluid injected at the fracture entry at a constant pressure. The
solution is obtained numerically. Approximate analytical solutions that agree well with
numerical results are derived. The constant pressure solutions of the linear and hyper-
bolic hydraulic fracture are compared. While the hyperbolic hydraulic fracture model is
generally considered to be a more realistic model of a partially open fracture, it does not
give information about fluid extraction. The linear hydraulic fracture model gives various
solutions for different working conditions at the fracture entry including fluid extraction.
iii
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The process in which a fracture in a continuous medium, such as a rock mass, is propa-
gated by viscous fluid, such as water, oil, fluidized sand or magma, is known as hydraulic
fracturing. A hydraulic fracture can either propagate from a point source of fluid or, in
the case of a pre-existing fracture, from a non-zero initial length.
In this work we will investigate the propagation of a tortuous hydraulic fracture. Tortu-
osity is the complicated geometry caused by roughness on the upper and lower surfaces of
the fracture and, if present, by contact regions, that leads to fluid flowing in complex ways
in the fracture. A tortuous hydraulic fracture can either be open, when the fluid pressure
is sufficient to support the normal stresses at the fracture walls, or partially open, when
the fluid pressure is insufficient to support the normal stresses at the fracture walls which
leads to the formation of contact regions [1]. It therefore follows that in a partially open
fracture, the normal stresses are supported by both the fluid pressure and the contact
regions. We will discuss open fractures although the main focus will be on partially open
fractures. For partially open fractures, we will consider the linear and the hyperbolic crack
laws that describe the presence of contact regions.
1
In order to model the tortuosity, we will replace the tortuous hydraulic fracture by a
two-dimensional symmetric model fracture that accounts for surface roughness and, in a
partially open fracture, for contacts regions.
1.2 Background to hydraulic fracturing
There are two types of hydraulic fractures, natural and man-made hydraulic fractures.
Examples of the former type of fracture include magma-driven fractures [2–6]. Man-made
hydraulic fracturing is used mostly in the petroleum industry whereby the aim is to extract
oil or gas from shale [7–9], without using methods such as rock explosion which generate
dust and small particles harmful to miners as discussed in [10, 11]. A typical procedure
of how man-made hydraulic fractures can be created and how oil or gas is extracted from
shale is illustrated in Figure 1.1. The method may be outlined as follows [9, 12]: A
viscous solution, usually containing sand and other particles that increase permeability
in the fracture, is added to water to increase the viscosity of the water. A vertical well
of the order of a thousand metres deep below ground is drilled. The well is insulated
with steel and then with cement to affirm that there is no leakage of chemicals from the
well to the water table that lies a few metres below ground. When the insulated well
is in the shale, its direction is changed to be horizontal. Small initial fractures in the
insulated well that lies within the shale are made with controlled gun charges. Then the
highly viscous solution is injected into the well at an ultra high pressure. The solution
reaches the initial fractures, travels inside them, then creates even more fractures which
are maintained opened by the particles in the solution. Then the oil or gas is extracted.
Examples of man-made hydraulic fractures include fractures used to enhance the fluid
flow in geothermal energy reservoirs [1] and fractures propagated to break rock in mining
[10, 11]. The study of hydraulic fractures in different materials can also play a significant
role in the energy industry where a mixture of low level liquid nuclear waste and cement
is injected into shale beds before it sets, disposing the radioactive waste, [13].
While research in natural fractures was motivated by attempts to understand natural
2
Figure 1.1: Oil/Gas field [9].
phenomena, such as rivers that form from previously solid planes of land and processes
that take place underground moments before a volcano erupts, investigations of man-
made fractures were motivated by physical problems that could be related to work done
on natural fractures. The field of hydraulic fractures has grown greatly since its origins
nearly half a century ago with various authors contributing to the development of research
in man-made hydraulic fracturing, [1, 10, 11, 14]. While other methods of fracturing,
such as stress-corrosion cracking, have been investigated and compared with hydraulic
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fracturing to deduce which is more efficient [2], hydraulic fracturing remains the more
popular and viable method.
Several models have been formulated and investigated for the process of hydraulic
fracturing and some of the most popular ones are:
• The two-dimensional or KGD model which was developed by Khristianovic and
Zheltov [15]. This model assumes that the fracture in Figure 1.2 is two-dimensional.
The assumption implies that the shape of the fracture at any y > 0 is exactly the
same as the shape of the fracture when y = 0.
Figure 1.2: 2-D model.
• The PKN model developed by Perkins and Kern [16] and Nordgren [17] assumes
that the cross-sectional area of the fracture is elliptic with a constant height H and
a decreasing width w as the fracture tip is approached.
Figure 1.3: PKN Model.
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• The penny-shaped crack model assumes that the fracture propagates from a point
source axisymmetrically [18]. This assumption implies that the fracture is propa-
gated from a point source and grows outwards radially as illustrated in Figure 1.4.
Figure 1.4: A penny shaped hydraulic fracture [12].
• Complex fluid flow in a tortuous hydraulic fracture due to roughness of the fluid-rock
interface is modelled by replacing h3 in the cubic flow law equation by anh
n [1]. A
tortuous hydraulic fracture is illustrated in Figure 1.5.




Over the years, many authors have contributed extensively to the field of hydraulic frac-
tures and they have built significant models and derived laws that assist in understanding
the general behavior of fracture propagation. One such law is the cubic flow law which
states that: “The volume rate of fluid flow across a section in a smooth parallel surfaced
fracture is proportional to the applied pressure gradient and the cube of the separation
distance”. Its significant implication is that fluid flow may be fully characterized by the
separation distance (aperture) although velocity varies across that distance [19]. This law
applies well in a fracture that has a smooth fluid-rock interface and no contact between















which describes Reynolds flow that was investigated in [10] and [11], where h is the fracture
half-width, p is the fluid pressure and t, x are the time and spatial variables, respectively.
Now, many fractures that arise in practice are not smooth but possess many irregu-
larities and the flow is tortuous due to the asperities on the fluid-rock interface and the
areas of contact between the upper and lower surfaces. Several authors such as [1, 19–23]
have questioned the validity of the cubic flow law in a tortuous fracture. After investi-
gation most authors agreed that while the cubic flow law would still be applicable in a
moderately tortuous fracture with small asperities and without contact regions, it is not
advisable to use the cubic flow law in modelling a very tortuous fracture that has large
asperities and contact regions because it gives theoretical results with large errors when
compared with experiments. Due to this limitation, various authors have proposed dif-
ferent models that account for very tortuous fractures and in this work, we will use one
of those models which is the general flow law that accounts for asperities in a fracture.
This general flow law, which was used by Fitt et al [1], requires that we replace the cubic
term h3 in equation (1.3.1) by anh
n where an is a dimensional constant with dimensions
L3−n and the parameter n is a constant greater than zero. The constants n and an are
determined experimentally [1]. For wide fractures the value of n is much larger than 3
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while for narrow fractures n is less than 3, for instance n = 1 and n = 2. The value n = 1
is referred to as the linear flow law [1]. A more detailed discussion about flow laws derived
by analysing and fitting experimental data is given by Cook [23].
For an open fracture the effective stress must vanish and for a partially open fracture,
the effective stress must be negative, where the effective stress is defined as the sum of the
fluid pressure and the normal stresses at the fracture walls. The Perkins and Kern [16] and
Nordgren [17] approximation will be made in which the normal stress at the crack walls
is proportional to the half-width of the symmetric model fracture. Adachi and Pierce [24]
have shown that the PKN approximation is a good approximation far from the fracture
tip. The linear crack law [25] and the hyperbolic crack law [26–28] which satisfy the neg-
ative effective stress condition will be used to mathematically describe the different ways
in which contact regions can be formed in a partially open fracture.
1.4 Research work outline
In this thesis, we will investigate the effect of tortuosity due to asperities and contact
regions on the propagation of a pre-existing hydraulic fracture. We will discuss both an
open and a partially open fracture though the main focus will be on the latter.
In Chapter 2, we will discuss and present rigorous derivations of the governing equa-
tions for an open tortuous hydraulic fracture, a partially open tortuous hydraulic fracture
with contact regions modelled by the linear crack law and a partially open tortuous hy-
draulic fracture with contact regions modelled by the hyperbolic crack law. It becomes
clear in this chapter that an open hydraulic fracture and a partially open linear hydraulic
fracture share the same governing equations with the difference contained in the diffusion
constant. The main aim of Chapter 2 will be to replace the actual tortuous fractures by
two-dimensional symmetric model fractures that take the effect of asperities at the fluid-
rock interface and, if present, also contact regions in the fractures into account. Firstly,
we will analyse the general flow law that accounts for the presence of asperities at the
fluid-rock interface, then we will close the model by considering crack laws that describe
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whether there are contact regions or not in the fracture.
In Chapter 3, we will discuss the methods of solution that will be used in solving the
governing equations for an open fracture and partially open fractures with contact regions
modelled by the linear and hyperbolic crack laws respectively. We will discuss how Lie
group analysis can be used in order to solve the governing equations. We will also discuss
three methods of deriving conservation laws for the governing partial differential equa-
tions: the direct, the multiplier and the partial Lagrangian methods.
Chapters 4 and 6 present derivations of conservation laws for partial differential equa-
tions describing a linear hydraulic fracture and a hyperbolic hydraulic fracture.
Since an open fracture and a partially open linear hydraulic fracture share the same
governing equations, with the difference contained in the diffusion constant, we will anal-
yse both fractures in Chapter 5. We will first present derivations of the group invariant
solution for the half-width, volume and length of the fracture. We will then investigate if
the conserved vectors derived in Chapter 4 and the Lie point symmetries of the governing
partial differential equation are associated. By Sjo¨berg’s double reduction theorem [29],
analysis of association may lead to derivations of analytical solutions. We will then ex-
plore different working conditions at the fracture entry. For operating conditions whose
governing equations we cannot solve analytically, we will compute numerical solutions. We
will analyse both analytical and numerical solutions for different working conditions at the
fracture entry. In Chapter 5, we will also analyse the width averaged fluid velocity and the
fluid flux in the fracture in order to understand the resulting fluid flow for different work-
ing conditions at the fracture entry. Analysis of the width averaged fluid velocity for fluid
injection working conditions leads to the derivation of approximate analytical solutions of
the kind introduced by Fareo [30]. All the fluid-injection work discussed in Chapter 5 is
based on the paper “Propagation of a linear hydraulic fracture with tortuosity” [31].
In Chapter 7 we will analyse the governing equations describing a hyperbolic hydraulic
fracture. The hyperbolic crack law is generally considered to be a more realistic math-
ematical formulation describing contact regions in a fracture [1]. This motivates our
investigation of a tortuous hydraulic fracture with contact regions modelled by the hyper-
bolic crack law. As in Chapter 5, we will use Lie point symmetries in order to derive the
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group invariant solution for the half-width, volume and length of the fracture. We will
investigate if the Lie point symmetries of the governing partial differential equation and
the conserved vectors derived in Chapter 6 are associated. This will lead to the investiga-
tion of analytical solutions as done in Chapter 5. Numerical solutions of the hyperbolic
hydraulic fracture will also be computed. We will then compare solution of the linear
hydraulic fracture and solutions of the hyperbolic hydraulic fracture.






In this chapter, we investigate a hydraulic fracture that has asperities or surface rough-
ness on the fluid-rock interface. The fracture that will be investigated can be open (a
fracture with no contact regions) or partially open (a fracture with contact regions). In
a partially open fracture contact regions due to touching asperities, which are formed by
high compressive stresses on the fracture, are present. The fluid flow in a tortuous fracture
will be investigated. For an open fracture, the PKN approximation will be sufficient to
close the respective model. For a partially open fracture, both the crack law model that
affirms the existence of contact regions and the PKN approximation will be sufficient to
close the model. In partially open fractures, we will investigate two types of crack laws
that describe the different ways in which the contact regions are formed, the linear and
the hyperbolic crack laws.
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2.2 Problem description
Hydraulic fracturing occurs in a wide range of materials. In this work, we will consider
the medium in which the hydraulic fracturing process occurs to be rock. The methods
and concepts used to describe hydraulic fracturing in rock also apply to other materials
in principle. The properties of other materials will be the difference between that analysis
and the analysis given in this work. The surrounding rock is impermeable and the fluid
injected at the fracture entry is incompressible.
The fracture investigated has asperities at the fluid-rock interface. This results from
(a) (b)
Figure 2.1: Hydraulic fractures with asperities on the crack walls: (a) an open hydraulic
fracture without contact regions, (b) a partially open hydraulic fracture with contact
regions.
the non-uniform manner in which fractures usually occur in nature. To draw such a
fracture is difficult given that the fracture changes shape and asperities evolve as time
increases. Therefore schematic diagrams (Figure 2.1a) for an open fracure and (Figure
2.1b) for a partially open fracture only illustrate how asperities and contact regions may
form in a fracture. Figure 2.1 does not present the exact profiles of the actual fractures.
The relation between the half-width of the fracture and the stresses in the surrounding
rock will be discussed later in this chapter.
To model the fluid flow in a fracture with asperities at the fluid-rock interface, we re-
11
place the tortuous fractures (Figure 2.1) by a two-dimensional symmetric model hydraulic
fracture (Figure 2.2) but with a modified flow law that accounts for asperities at the fluid-
rock interface and, for a partially open fracture, also a modified crack law that accounts
for the presence of contact regions in the fracture. The x − axis is along the length of
Figure 2.2: A two-dimensional symmetric model of a hydraulic fracture without asperities
and contact regions.
the fracture, the z − axis is along the half-width of the fracture and the y− axis is along
the breadth of the fracture as shown in Figure 2.2. The fracture entry is at x = 0 and all
quantities are independent of y. The fluid velocity components and the fluid pressure are
defined as follows:
vx = vx(t, x, z), vy = 0, vz = vz(t, x, z), p = p(t, x, z), (2.2.1)
where t, x, z are the time and spatial variables, respectively. To close the tortuous flow
model for the partially open fracture, the linear and hyperbolic crack laws will be consid-
ered. For a tortuous open fracture, only the PKN approximation will be used to close the
flow model.
2.3 General assumptions
The following general assumptions apply to all the fracture models that will be considered:
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• The fracture is two-dimensional.
• The fluid is a Newtonian fluid.
• The body force due to gravity is neglected.
• The rock mass is a linearly elastic material.
• The rock mass is an impermeable medium.
• The fracture propagates in the positive x-direction and its half-width h(t, x) is per-
fectly symmetric about the positive x-axis.
• The length of the fracture is L(t) and is a function of time because the fracture
propagates over time.
• The fracture is pre-existing with a non-zero initial length L(0).









where Re is the Reynolds number of the flow.
• The tortuosity in the flow due to the asperities on the fluid-rock interface is modelled
by replacing h3 by anh
n in the nonlinear diffusion equation for the half-width h, where
an and n are constants determined experimentally.
2.4 Governing equations
In order to develop a hydraulic fracture model for the described problem, we consider the
behaviour of the fluid flow within the rock and the behaviour of the surrounding elastic
rock. We investigate the manner in which the two are intertwined resulting in a hydraulic
fracture model.
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2.4.1 Flow law models
It is necessary to first consider the simpler case of Reynolds type flow where the fluid-rock
interface is fairly smooth and there are no contact regions. The procedure will then be to
modify the resulting flow model (cubic flow law) in order to incorporate the presence of
asperities at the fluid-rock interface.
The Navier-Stokes equation with zero body force and the continuity equation for an
incompressible fluid are given by
∂v
∂t









where ρ is the fluid density and ν = µ/ρ is the kinematic viscosity of the fluid with µ the

































































where L is the characteristic fracture length chosen to be the initial length of the pre-
existing fracture, H and U , both of which will be specified later, are the characteristic





is the characteristic velocity in the z-direction, which is obtained by balancing the two






is the characteristic fluid pressure for the lubrication approximation [32] which is obtained






is the characteristic time. Non-dimensionalising the partial differential equations (2.4.2)




















































and leaves equation (2.4.2) invariant under the transformations (2.4.5). Since the half-















In the lubrication approximation, the x and z components of the Navier-Stokes equation,
















The corresponding boundary conditions at the fracture walls, z = +h(t, x), are
z = h(t, x) : vx(t, x, h) = 0, (2.4.16)




z = −h(t, x) : vx(t, x,−h) = 0, (2.4.18)




The no slip boundary conditions, (2.4.16) and (2.4.18), describe the fact that the fluid at
the fracture walls does not slip but sticks to the fracture walls. The no leak-off boundary
conditions, (2.4.17) and (2.4.19), obtained with the aid of the no slip boundary conditions,
(2.4.16) and (2.4.18), describe the fact that the surrounding rock mass encasing the fracture
is impermeable.
Now, using the Leibnitz rule for differentiation under the integral sign [33], it can
be shown that integrating the continuity equation (2.4.15) across the fracture width from
−h(t, x) to h(t, x) and imposing the no leak-off boundary conditions, (2.4.17) and (2.4.19),













vx(t, x, z)dz (2.4.21)
is the volume flux of fluid across a fracture per unit breadth. But since (2.4.14) implies
that pressure is only dependent on time t and the spacial variable x, integrating (2.4.13)
twice with respect to the spatial variable z and imposing the no slip boundary conditions,
(2.4.16) and (2.4.18), gives the fluid velocity in the x direction:





It follows that equation (2.4.21) becomes





















Equation (2.4.24) is the resulting Reynolds flow law. For later analysis on the behaviour

















as opposed to the fluid velocity (2.4.22) given that the half-width of the fracture is much
less than the length of the fracture.
Now, it is necessary to investigate a flow law that takes into account the assumption
that the fluid-rock interface of the hydraulic fracture has asperities. Two different types
of tortuous fractures will be considered, open and partially open fractures. The former
type of fracture has asperities but no contact regions while the latter type of fracture has
asperities some of which are big enough to touch forming contact regions. The two types
of fracture (either open or partially open) will be discussed in more detail later in this
Chapter. As discussed in Chapter 1, Section 1.3, a flow model where h3 is replaced by
anh
n, in order to account for the presence of asperities at the fracture walls, is used. The
volume flux per unit breadth therefore becomes






From (2.4.26) it is clear that (2.4.24) reduces to a flow law that accounts for asperities














The Reynolds flow (2.4.24) can be deduced from (2.4.27) provided n = 3 and a3 = 1
while the linear flow, discussed by Fitt et al [1] in more detail, can be deduced from
(2.4.27) provided n = 1. In this work, we will consider parameter values of n in the range
0 < n ≤ 3. This will allow comparison of Reynolds type flow when n = 3 and tortuous
type flow when 0 < n < 3. Where necessary, we will then consider values of n > 3.
The corresponding width averaged fluid velocity (2.4.25) reduces to






2.4.2 Crack law models
It is of importance to now consider the behaviour of the surrounding rock encasing the
fracture. A tortuous fracture can be an open fracture without contact regions or a par-
tially open fracture with contact regions formed by touching asperities. Contact regions
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are one of the features that adds to the tortuous behaviour of fluid flow in a tortuous
fracture [23]. For a partially open fracture it is therefore necessary to investigate crack
laws that satisfy the presence of contact regions. For an open fracture, it is necessary to
investigate the condition that make it possible for the fracture to stay open.
In order to understand whether a fracture is open or partially open, we need to in-
vestigate the stresses that occur in the rock neighbouring the fluid-rock interface. The
existence of the contact regions within a fracture is determined by whether or not the
pressure at the fluid-rock interface exerted by the fluid is sufficient to support the normal
stress along the fracture walls.
(a) (b)
Figure 2.3: (a) Fluid pressure p(t, x) is sufficient to support the normal stress σzz(t, x)
along the fluid-rock interface, (b) Fluid pressure p(t, x) is insufficient to support the normal
stress σzz(t, x) along the fluid-rock interface.
Figure 2.3 (a) illustrates a fracture with asperities and no contact regions. In this
fracture, since the fluid pressure is sufficient to support the normal stress along the fluid-
rock interface, the equation that relates the fluid pressure to the normal stress is
p(t, x) = −σzz(t, x), (2.4.29)
where σzz(t, x) < 0. For an open fracture the effective stress in the fracture therefore
vanishes:
p(t, x) + σzz(t, x) = 0. (2.4.30)
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The zero effective stress condition (2.4.30) is very important and must be satisfied in order
to affirm that the fracture is open.
Figure 2.3 (b) illustrates a partially open fracture that has both asperities and contact
regions. In such a fracture, the fluid pressure is insufficient to support the normal stress
along the fluid-rock interface and therefore
p(t, x) < −σzz(t, x), (2.4.31)
where σzz(t, x) < 0. For a partially open fracture the effective stress in the fracture is
therefore negative:
p(t, x) + σzz(t, x) < 0. (2.4.32)
The negative effective stress condition (2.4.32) is very important and must be satisfied in
order to affirm that the fracture has contact regions and is therefore partially open.
Two crack laws that satisfy the negative effective stress condition (2.4.32), the linear
and the hyperbolic crack laws, are investigated. These crack laws affirm the presence of
contact regions in the fracture.
The maximum crack height is hmax and hmin is the minimum crack height. For
h ≥ hmax, the crack is considered to be fully open as illustrated in Figure 2.3 (a) and
for hmin ≤ h < hmax, the crack is partially open as illustrated in Figure 2.3 (b). These
definitions of the half-width of the fracture will be used in the analyses of the linear and
the hyperbolic crack laws. It is found that the minimum crack height never vanishes,
hmin 6= 0, even under high compressive stresses, that is, when −σzz(t, x) is very large [1].
Linear crack law model
In this work, we use the piecewise linear crack law proposed by Pine and Cundall [25] which
gives a linear relation between the half-width of the fracture, h(t, x), and the effective







(hmax − hmin), σR < σzz(t, x) + p(t, x) < 0
hmin, σzz(t, x) + p(t, x) ≤ σR,
(2.4.33)
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where σR < 0, referred to as the reference stress, is the least effective stress. Considering
the case where hmax >> hmin, it is reasonable to make the approximation that hmin = 0.














It is clear that (2.4.34) can be written as
p(t, x) + p1(t, x) = −σzz(t, x), (2.4.35)
where






For a partially open fracture, it is clear that equation (2.4.35) satisfies the negative effec-
tive stress condition, (2.4.32). From (2.4.35) it also clear that in a partially open fracture,
the compressive normal stress, −σzz(t, x), is supported by both the fluid pressure, p(t, x),
and the pressure due to contact regions p1(t, x) defined in (2.4.36). For an open fracture,
equation (2.4.35) satisfies the zero effective stress condition, (2.4.30), provided the contri-
bution from contact regions is zero, that is, provided p1(t, x) = 0 and therefore σR = 0.
Hyperbolic crack law model
The hyperbolic crack law gives a hyperbolic relation between the half-width of the frac-
ture, h(t, x), and the effective stress, σzz(t, x) + p(t, x). This model is considered to be a
more realistic deformation model for joints in partial contact (that is, for partially open
fractures) [1]. It was first proposed by Goodman [26] and further discussed by Bandis et













where k < 0 and is a constant. The dimensions of k are the dimensions of stress. This
parameter is determined experimentally. For example for a fracture which is 2 km deep,
k = −107Pa.
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Now, similarly as in the linear crack law model, we assume that the minimum crack
height is much smaller than the maximum crack height, hmin << hmax. The half-width of








It is clear that (2.4.38) can be written as
p(t, x) + p2(t, x) = −σzz(t, x), (2.4.39)
where







For a partially open fracture, (2.4.39) satisfies the negative effective stress condition,
(2.4.32), such that the compressive normal stress, −σzz(t, x), at the fracture walls is sup-
ported by both the fluid pressure, p(t, x), and the pressure due to contact regions, (2.4.40).
Note that for partially open fractures, k < 0. For an open fracture, it is clear that (2.4.39)
satisfies the zero effective stress condition (2.4.30) provided the pressure contribution due
to contact regions is zero, that is, provided p2(t, x) = 0 and therefore k = 0.
2.4.3 PKN approximation
Now lastly in the modelling process, it is necessary to define a relation between the half-
width of the fracture, h(t, x), and the normal stress, σzz(t, x). By applying the theory
of plane strain to the surrounding rock mass, the normal stress at the fracture walls can
be expressed as a Cauchy principal value integral in terms of the spatial gradient of the
half-width of the fracture [34]:











(s− x) , (2.4.41)
where the bar on the integral sign denotes the Cauchy principal value, σ
(∞)
zz is the normal
stress at infinity in the rock mass and G and ν are the shear modulus and Poisson ratio of
the rock mass respectively. A similarity solution can be obtained for the integro-differential
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equation for the half-width but the resulting boundary value problem is difficult to solve
[1, 2, 5, 6, 34]. In this work instead of using (2.4.41), we use the Perkins-Kern-Nordgren
(PKN) approximation [16, 17] widely used in the oil and gas industry:
σzz(t, x) = σ
∞





and E is the Young’s modulus of the surrounding rock while B is the breadth of the
fracture. Adachi and Peirce [24] have shown that the PKN approximation is a good
approximation in the outer region away from the fracture tip and that the small correction
term involves the second spatial derivative of the fracture’s half-width.
2.4.4 Closure for tortuosity models
For a partially open fracture with the contact regions governed by the linear crack law,
using the PKN approximation, (2.4.42), it can be verified that (2.4.35) reduces to


















For a partially open fracture with contact regions governed by the hyperbolic crack law,
using the PKN approximation, (2.4.42), it is clear that (2.4.39) reduces to


















Note that for an open fracture, the fluid pressure equations, (2.4.44) and (2.4.46),
satisfy the zero effective stress condition, (2.4.30), provided σR = 0 and k = 0 respectively.
Equations (2.4.44) and (2.4.46) therefore reduce to
p(t, x) = −σ(∞)zz + Λh(t, x), (2.4.48)
which is the fluid pressure sufficient to support the normal stress in an open fracture. The
derivative of (2.4.48) with respect to x therefore gives the spatial gradient of the fluid







which can also be derived from (2.4.45) and (2.4.47) by setting σR = 0 and k = 0 respec-
tively.
Now, to close the model for a partially open fracture with contact regions governed by
the linear crack law, we substitute (2.4.45) into (2.4.26) to (2.4.28) to obtain





































where σR < 0. Substituting (2.4.47) into (2.4.26) to (2.4.28) gives equations describing a
partially open fracture with contact regions governed by the hyperbolic crack law:




































where k < 0. For an open fracture without contact regions we set σR = 0 and k = 0,
respectively, and therefore equations (2.4.50) to (2.4.52) and (2.4.53) to (2.4.55) reduce to


























We now consider the boundary conditions for the nonlinear diffusion equations (2.4.51),
(2.4.54) and (2.4.57). For all the governing partial differential equations, the half-width
at the fracture tip vanishes, therefore:
h(t, L(t)) = 0, (2.4.59)
where L(t) is the length of the fracture. This boundary condition is a moving boundary
condition given that the length of the fracture L(t) keeps increasing as the fracture prop-
agates [35]. At the fracture tip there is no fluid flux out of the fracture, therefore the
solution to the partial differential equations (2.4.51), (2.4.54) and (2.4.57) must satisfy
the zero flux condition:
Q(t, L(t)) = 0. (2.4.60)
From (2.4.50), for a partially open fracture with contact regions modelled by the linear




(t, L(t)) = 0. (2.4.61)
From (2.4.56), it is clear that for an open fracture the zero flux condition (2.4.60) is
satisfied provided the same condition (2.4.61) is satisfied. For a partially open fracture
with contact regions modelled by the hyperbolic crack law, from (2.4.53) the zero flux






(t, L(t))− hn(t, L(t))∂h
∂x
(t, L(t)) = 0. (2.4.62)
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Now, for the boundary condition at the fracture entry, it is important to note that since
the surrounding rock encasing the fracture is impermeable, the flux of fluid at the fracture





where V (t) is the volume of the fracture per unit breadth:




For a partially open fracture with contact regions modelled by the linear crack law, from














where σR < 0 and V (t) is given by (2.4.64). For a partially open fracture with contact re-


















where k < 0 and V (t) is given by (2.4.64). By setting σR = 0 and k = 0 in (2.4.65) and
(2.4.66) respectively, it is clear that the second boundary condition for an open fracture










where V (t) is given by (2.4.64).
Dimensionless equations and boundary conditions
It now remains to non-dimensionalise the governing equations and the corresponding
boundary conditions such that we do not need to work with units. It is necessary to
specify the characteristic quantities, the length, half-width and fluid velocity along the
length of the fracture. For both types of fracture, open and partially open, we choose the
characteristic length of the fracture to be the initial length of the fracture:
L = L(0) = L0 (2.4.68)
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and the characteristic half-width of the fracture is chosen to be the maximum half-width
of the fracture:
H = hmax. (2.4.69)
For a partially open fracture with contact regions modelled by the linear crack law,
from (2.4.44) it follows that a suitable characteristic pressure, P , is
P = −σ(∞)zz + Λhmax. (2.4.70)
Equating (2.4.70) with the characteristic fluid pressure for the lubrication approximation,
(2.4.7), gives the characteristic fluid velocity along the length of a partially open fracture






































it can be verified that for a partially open fracture with contact regions modelled by the












subject to the boundary conditions



























The volume flux, the width averaged fluid velocity and the fluid pressure are



























(t∗, L∗(t∗)) = 0. (2.4.81)
The condition (2.4.81) is always satisfied provided ∂h∗/∂x∗ is bounded at the fracture tip,
x = L(t). However we will later find that for n > 1, ∂h∗/∂x∗ is unbounded. Therefore
the zero flux condition at the fracture tip, (2.4.81), serves as a check for the model when
n > 1.
For a partially open fracture with contact regions modelled by the hyperbolic crack law,
from (2.4.46) we again choose the characteristic pressure P to be given by (2.4.70) and
using (2.4.7) the characteristic fluid velocity U is again given by (2.4.71). Now, using the
dimensionless variables (2.4.72), it can be verified that for a partially open fracture with
















subject to the boundary conditions





























φ = − k
Λhmax
, (2.4.86)
with k < 0. The volume flux per unit breadth, the width averaged fluid velocity and the
fluid pressure are




































It is necessary that the obtained solution for a partially open fracture with contact regions




(t∗, L∗(t∗)) + φh∗n−2(t∗, L∗(t∗))
∂h∗
∂x∗
(t∗, L∗(t∗)) = 0. (2.4.90)
The condition (2.4.90) is always satisfied provided ∂h∗/∂x∗ is bounded at the fracture tip,
x = L(t). However we will later find that for n > 3, ∂h∗/∂x∗ is unbounded. Therefore
the zero flux condition at the fracture tip, (2.4.90), serves as a check for the model when
n > 3.
For an open fracture with no contact regions, from (2.4.48) and (2.4.7) it can be shown
that the characteristic fluid velocity along an open fracture is also given by (2.4.71). In
fact it can be verified that governing equations (2.4.73) to (2.4.81) are valid for an open
fracture with σR = 0.
2.5 Conclusions
In this chapter three models were formulated, two for a partially open fracture and one for
an open fracture. For a partially open fracture with contact regions modelled by the linear
crack law, the half-width of the fracture is directly proportional to the effective stress. For
a partially open fracture with contact regions modelled by the hyperbolic crack law, the
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half-width of the fracture is inversely proportional to the effective stress. The latter model
is considered to be a more realistic deformation model for contact regions [1].
It is important to note that in dimensionless form, the boundary value problems for
an open fracture and for a partially open fracture with contact regions modelled by the
linear crack law are the same. The two problems are mathematically distinguished by the
fact that for an open fracture the least effective stress is zero, that is σR=0, since for an
open fracture the effective stress must always vanish, while for a partially open fracture
with contact regions modelled by the linear crack law the least effective stress is negative,
that is σR < 0, given that the negative effective stress condition must always hold for a
partially open fracture.
In this Chapter dimensionless quantities are denoted by a star (∗). In subsequent
Chapters the star (∗) will be suppressed, it being understood that dimensionless quantities





In this section we consider methods of solution that will be used to solve the governing
equations derived in Chapter 2. The methods of solving partial differential equations used
by Spence and Sharp [34] in analysing the propagation of a hydraulic fracture and by
Huppert [36] in analysing the propagation of viscous gravity currents will not be used in
this work. This is because both the hydraulic fracture considered by Spence and Sharp
and the gravity currents considered by Huppert propagate from a line source of fluid while
the hydraulic fracture considered in this work is pre-existing and therefore has an initially
non-zero length. We therefore use the more powerful method of Lie group analysis in order
to solve the governing partial differential equations, [11, 14, 31, 37, 38]. It follows that
Lie point symmetries will be derived and used to solve the governing partial differential
equations.
In this section, we will also outline different methods of deriving conservation laws for
partial differential equations, namely: the direct method, the multiplier method and the
partial Lagrangian method.
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3.2 Lie point symmetry approach
A symmetry is a transformation that when applied to an object leaves that object un-
changed. The notion of symmetry can be easily observed when patterns in nature repeat
themselves. Different shapes in nature have a different number of symmetries, such as
quadrilaterals that have a finite number of symmetries and circles that have an infinite
number of symmetries. And although the concept of symmetry may seem to come intu-
itively from analysis of the geometry of shapes, it was in fact an outcome of the analysis of
solutions to higher order (higher than quartic) algebraic equations, Galois (1811 - 1832).
The concept of Lie point symmetries was introduced by Sophus Lie (1842 - 1899). It is
a systematic method that allows one to either derive an exact analytical solution of a
differential equation or reduce the order of a differential equation from k + 1 to k, where
k ∈ Z+, or to reduce a partial differential equation to an ordinary differential equation as
will be done in this work. This method has been used by several authors in order to solve
various differential equations, [11, 14, 31, 37, 38]. In this work, we will use the Lie point
symmetry approach in order to reduce the governing partial differential equations derived
in Chapter 2 to ordinary differential equations and therefore find the corresponding group
invariant solutions of the governing partial differential equations.
Consider the second order PDE for h(t, x)
F (t, x, h, ht, hx, htt, htx, hxx) = 0, (3.2.1)
where the subscripts t and x denote partial differentiation with respect to t and x. Then
X = ξ1(t, x, h)
∂
∂t
+ ξ2(t, x, h)
∂
∂x



























is the second prolongation of the generator X with [39]
ζi = Di(η)− hkDi(ξk), i = 1, 2, (3.2.5)
ζij = Dj(ζi)− hikDj(ξk), i, j = 1, 2. (3.2.6)
In equations (3.2.5) and (3.2.6), there is summation over the repeated index k from 1 to
2 and












+ . . . (3.2.7)












+ . . . (3.2.8)
are the total derivatives.
In the determining equation (3.2.3), t, x, h and all the partial derivatives of h are re-
garded as independent variables. When t, x, h and partial derivatives of h are regarded as
independent, partial differentiation is denoted by a subscript.
The group invariant solution h = Ψ(t, x) generated by the Lie point symmetry X,





Substituting the group invariant solution into the PDE (3.2.1) reduces it to an ordinary
differential equation (ODE).
3.3 Conservation laws
In this work we will also investigate conservation laws for the governing partial differential
equations which were derived in Chapter 2. A conservation law for the partial differential








where D1 and D2 are the total derivatives given by (3.2.7) and (3.2.8). The vector T =(
T 1, T 2
)
is called a conserved vector. We will derive conservation laws for the governing
PDEs using three methods: the direct method, the multiplier method and the partial
Lagrangian method. These methods and various other methods of obtaining conservation
laws for partial differential equations have been reviewed by Naz et al [40]. The conserved
vectors can easily be deduced from the conservation laws. We will investigate if there exist
any other conserved vectors besides the ones derived using these three methods. This will
be done by investigating if new conserved vectors can be generated from known conserved
vectors by applying the following theorem of Kara and Mahomed [41, 42]:
If X given by (3.2.2) is a Lie point symmetry of the PDE (3.2.1) and T =
(
T 1, T 2
)
is a
conserved vector for the PDE then
T i∗ = X(T
i) + T iDk(ξ
k)− T kDk(ξi), i = 1, 2, (3.3.2)
are the components of a conserved vector for the PDE.
The generated conserved vector (3.3.2) may be a new conserved vector of the PDE or
simply a linear combination of the known conserved vectors or zero.
3.3.1 Direct method
Of all methods that are used to derive conservation laws for a partial differential equa-
tion, the direct method has the most straight forward calculations. It is a well established
method that was introduced by Laplace [43].
Firstly, an assumption has to be made on which variables the components T 1 and T 2
of the conserved vector T depend. For example, the components of the conserved vector
could have the form T 1 = T 1(t, x, h, ht) and T
2 = T 2(t, x, h, hx, hxx). The components of
the conserved vector T are then substituted into (3.3.1) which is expanded using definitions
(3.2.7) and (3.2.8) of the total derivatives. Equation (3.3.1) is the determining equation
for the components T 1 and T 2 of the conserved vector T. The size of the determining
equation will depend on which variables the components of the conserved vector are as-
sumed to depend. The determining equation is then evaluated on the governing partial
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differential equation (PDE) (3.2.1), generally by replacing one of the partial derivatives.
The remaining variables in the determining equation are then independent. The deter-
mining equation is first separated by powers and products of the variables which do not
appear in T 1 or T 2. The equations obtained are further separated until a solution for T 1
and T 2 is obtained. The components T 1 and T 2 in general contain constants and give a
linear combination of conserved vectors.




2 = 0 (3.3.3)
without evaluating (3.3.3) on the PDE.
3.3.2 Multiplier method
The multiplier method is used to obtain conservation laws and therefore conserved vectors
for partial differential equations (PDEs) and has been widely used in the literature by
various authors, [40, 44, 45]. We will describe the multiplier method for the derivation of
conservation laws for the second order PDE (3.2.1) for h(t, x). The variables t, x, h, ht, hx
and all higher order partial derivatives of h are treated as independent variables.
Firstly an assumption has to be made on which variables the multiplier Λ depends. The
more variables included, the larger the range of conserved vectors that may be derived
but the length of the calculation will be greater. We may choose Λ = Λ(t, x, h, ht, hx) or
include higher order partial derivatives of h. A multiplier Λ of the PDE (3.2.1) has the
property that
Λ(F ) = D1T
1 +D2T
2 (3.3.4)
for all functions h(t, x) and not only solutions of the PDE (3.2.1). The right-hand side of
(3.3.4) is a divergence expression and T 1 and T 2 are the components of a conserved vector




























which is the determining equation for the multiplier Λ. Now, (3.3.6) must be satisfied by
all functions of h(t, x). Equation (3.3.6) is therefore separated by powers and products of
the partial derivatives of h which do not occur in Λ. The equations derived are further
separated until Λ is obtained.
Lastly, we substitute the expression obtained for the multiplier Λ into the left-hand
side of (3.3.4) and use elementary mathematical manipulations to express the left-hand
side of (3.3.4) in the form D1T
1 +D2T
2 for arbitrary functions h(t, x). When h(t, x) is a
solution of the PDE (3.2.1), then
D1T
1 +D2T
2 = 0 (3.3.7)
which gives the required conservation laws and therefore conserved vectors for the PDE
(3.2.1). The multiplier Λ generally depends on several constants and (3.3.7) consists of a
linear combination of conservation laws, one for each constant in Λ.
3.3.3 Partial Lagrange method
A differential function L is a Lagrangian of the partial differential equation (3.2.1) if the





where Eh is the Euler operator defined in equation (3.3.5). By Noether’s theorem [46], the
Lagrangian L of a partial differential equation can be used to derive conservation laws.
Now it is either difficult or impossible to derive Lagrangians for some partial differential
equations such as the heat equation. For this reason Kara and Mahomed [47] introduced
the idea of the partial Lagrangian for a PDE and developed the partial Lagrangian method
for the derivation of conservation laws for a PDE.
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A differential function L is a partial Lagrangian of the partial differential equation
F = F 0 + F 1 = 0 (3.3.9)




= fF 1 (3.3.10)
where f is a non-zero function.
Note that F 1 6= 0. If F 1 = 0, then instead of a partial Lagrangian, we would have a
Lagrangian of the partial differential equation. The partial Lagrangians L in this thesis
will have highest derivative order one. The partial Lagrangian method is quite general
however in this thesis, we will consider the definition of the partial Lagrangian method
for a partial differential equation with only two independent variables and one dependent
variable.
A Lie Ba¨cklund operator X defined in (3.2.2) is a partial Noether symmetry generator
corresponding to the partial Lagrangian L if there exists gauge functions B1 and B2 such
that




2) + (η − ξ1ht − ξ2hx)EhL, (3.3.11)
where X [1] is the first prolongation of (3.2.2):







and ζ1, ζ2 are given by equation (3.2.5).
Solving the determining equation (3.3.11) for the gauge functions, B1 and B2, and the
symmetries, ξ1, ξ2 and η, allows us to derive components
T 1 = B1 − ξ1L− (η − ξ1ht − ξ2hx) ∂L
∂ht
, (3.3.13)
T 2 = B2 − ξ2L− (η − ξ1ht − ξ2hx) ∂L
∂hx
, (3.3.14)
of the conserved vector(s) T for the partial differential equation (3.3.9). In general the
gauge functions and the symmetry generator contain constants and (3.3.13) and (3.3.14)
form a linear combination of conserved vectors.
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3.4 Conclusions
In this Section the Lie point symmetry approach to solving partial differential equations
was briefly outlined. All the required steps from deriving the Lie point symmetry generator
to obtaining the group invariant solution of the partial differential equation were described.
It is a systematic method that can be used to solve a large range of nonlinear partial
differential equations. It must also be possible to express the boundary conditions in the
group invariant form to solve the problem.
Conservation laws will be used to analyse the partial differential equations in this thesis.
Three methods of deriving conservation laws; the direct; the multiplier and the partial
Lagrangian methods will be used in case one method does not give all the results. We
will investigate if the three methods give different conserved vectors or the same conserved
vectors. We will associate Lie point symmetries with conservation laws and investigate if
this leads to new analytical solutions.
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Chapter 4




From Chapter 2, it is clear that a partially open fracture with contact regions modelled
by the linear crack law and an open fracture without contact regions are governed by the












where the diffusion constant Kn is different for the two types of fracture. As discussed
in Chapter 2, we will always consider parameter values of n that satisfy the condition
n > 0. In this Chapter conservation laws for the governing nonlinear diffusion equation
(4.1.1) are rigorously derived using the three methods outlined in Chapter 3, the direct;
the multiplier and the partial Lagrangian methods.
For all calculations regarding conservation laws, we consider all variables, t, x, h and
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the partial derivatives of h to be independent variables. The subscript notation for partial
derivatives will therefore be used. It is therefore necessary to re-express equation (4.1.1)
in the form
G = ht −Knnhn−1h2x −Knhnhxx = 0. (4.1.2)
When t and x are regarded as the only independent variables, the standard notation for
partial derivatives will be used.
4.2 Direct method
In order to investigate the conservation laws for the partial differential equation (4.1.1)
we consider the form (3.3.1). Now the elementary conserved vector, from (4.1.1), is
T 1 = h, T 2 = −Knhnhx, (4.2.1)
which does not depend on ht. We investigate if there are other conserved vectors which
are independent of ht and look for conserved vectors of the form
T 1 = T 1(t, x, h, hx), T
2 = T 2(t, x, h, hx). (4.2.2)
















































hx = 0. (4.2.4)
Now, separating equation (4.2.4) in the variables on which the components T 1 and T 2 do

















which when integrated with respect to hx, noting equation (4.2.6), gives
T 2 = −Knhn∂T
1
∂h
hx + A(t, x, h). (4.2.8)














hx = 0. (4.2.9)

















h2x = 0. (4.2.10)





which when integrated twice with respect to h, noting equation (4.2.6), gives








in which when using (4.2.12) for T 1 and integrating with respect to h gives









































which when integrated twice with respect to x gives
B = ax+ b, (4.2.20)








Now, using equations (4.2.8), (4.2.12), (4.2.14) and (4.2.20) gives
T =
(










T = [C(t, x), D(t, x)] (4.2.23)
is a trivial conserved vector because, by (4.2.21), equation (3.3.1) is identically satisfied
without imposing the PDE (4.1.2). We therefore set C(t, x) = 0 and D(t, x) = 0. The re-
maining terms in (4.2.22) consist of a linear combination of two conserved vectors. Setting
a = 0 and b = 1 gives the elementary conserved vector
T(1) = (h,−Knhnhx), (4.2.24)










There are therefore two non-trivial conserved vectors for the PDE (4.1.1) of the form
(4.2.2).
4.3 Multiplier method
We first consider a multiplier Λ of the form
Λ = Λ(t, x, h). (4.3.1)
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where D1 and D2 are the total derivatives given by equations (3.2.7) and (3.2.8). Now








since the Euler operator annihilates divergence expressions. Expanding equation (4.3.3)



























Since the multiplier Λ is independent of derivatives of h, (4.3.1), it follows that equation










































which when integrated with respect to x gives the multiplier
Λ = ax+ b, (4.3.13)
where a and b are constants. So far, h(t, x) has been arbitrary. Suppose now that h(t, x) is
a solution of the PDE (4.1.2). Then applying the multiplier, (4.3.13), to the PDE (4.1.2)
gives
(ax+ b)(ht −Knnhn−1h2x −Knhnhxx) = 0 (4.3.14)
which when written in canonical form (that is, taking a = 0, b = 1 and a = 1, b = 0)
yields the two equations
ht −Knnhn−1h2x −Knhnhxx = 0, (4.3.15)
x(ht −Knnhn−1h2x −Knhnhxx) = 0. (4.3.16)
The two equations (4.3.15) and (4.3.16) can be written as
D1T
1 +D2T
2 = 0 (4.3.17)
using elementary mathematical manipulations. Firstly, we observe that the first term in
equation (4.3.15) can be expressed as
ht = D1(h), (4.3.18)
which implies that
T 1 = h. (4.3.19)
The second and third terms of equation (4.3.15) can be written as
−Kn(nhn−1h2x + hnhxx) = D2(−Knhnhx), (4.3.20)
which implies that
T 2 = −Knhnhx. (4.3.21)
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Equations (4.3.19) and (4.3.21) are the components of the elementary conserved vector




Similarly, we use elementary manipulations to express (4.3.16) in the form (4.3.17). The
first term in (4.3.16) can be expressed as
xht = D1(xh), (4.3.23)
which implies that
T 1 = xh. (4.3.24)
The second and third terms in (4.3.16) can be expressed as

















Equations (4.3.24) and (4.3.26) are the components of the second conserved vector for the












We observe that the conserved vectors obtained by the multiplier method, (4.3.22) and
(4.3.27), are the same as those obtained by the direct method, (4.2.24) and (4.2.25).
We now investigate if there exists other conserved vectors besides the elementary con-
served vector (4.3.22) and the second conserved vector (4.3.27) already derived. Consider
a multiplier that depends also on the first order partial derivatives of h of the form
Λ = Λ(t, x, h, ht, hx). (4.3.28)
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Now a multiplier of the PDE (4.1.2) has the property







Since the Euler operator annihilates divergence expressions such as the one on the right
hand side of (4.3.29), we apply the Euler operator (3.3.5) to (4.3.29) to obtain
Eh
[





Now, expanding equation (4.3.30) gives
∂Λ
∂h





















−D1(Λ)−D22(ΛKnhn) = 0. (4.3.31)
Equation (4.3.31) can be expanded further, however given that the multiplier (4.3.28) also
depends on first order partial derivatives of h, it follows that expanding (4.3.31) further
will give a very long equation. In order to simplify the calculation, we first investigate
if the coefficients of the highest order partial derivatives of h, which are third order in
this calculation, can give information about the independent variables of the multiplier
(4.3.28) and we then proceed successively to lower order partial derivatives. The highest
order partial derivatives in this calculation are third order derivatives which result from
the third, fifth and last terms of equation (4.3.31). The remaining terms in (4.3.31) are
independent of third order partial derivatives of h and depend only on lower order partial













hxxx+terms independent of third
order derivatives of h;
(4.3.32)
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hxxt+terms independent of third
order derivatives of h
(4.3.33)











+terms independent of third
order derivatives of h. (4.3.34)
It is clear that the sum of the third order partial derivative terms in equations (4.3.32),
(4.3.33) and (4.3.34) is zero. It therefore follows that the coefficients of third order partial
derivatives of h do not give any useful information that may lead to the derivation of
the multiplier (4.3.28). We now need to consider analysing the coefficients of terms with




























































































+ terms independent of second order partial derivatives of h. (4.3.35)
Since Λ is independent of the second order partial derivatives of h, we therefore can
separate (4.3.35) by the second order partial derivatives of h. Firstly, we separate (4.3.35)







Λ = Λ(t, x, h, hx); (4.3.37)














Λ = Λ(t, x, h). (4.3.40)
From (4.3.40) it is clear that the multiplier Λ is independent of first order partial derivatives
of h and therefore yields the same conserved vectors, (4.3.22) and (4.3.27). It follows that
multipliers of the form (4.3.28) do not lead to new conserved vectors.
4.4 Partial Lagrangian method













Now, applying the Euler operator Eh given by equation (3.3.5) to the partial Lagrangian











nhn−1h2x − ht. (4.4.3)
The determining equation for the partial Noether operator
X = ξ1(t, x, h)
∂
∂t
+ ξ2(t, x, h)
∂
∂x

















where D1 and D2 are the total derivatives, (3.2.7) and (3.2.8), with respect to t and x
respectively. We consider gauge functions of the form
B1 = B1(t, x, h), B2 = B2(t, x, h). (4.4.6)
The operator X [1] is the first prolongation




of the partial Noether operator where ζ2 is defined by equation (3.2.5).






































































Since the unknown functions ξ1, ξ2, η, B1 and B2 are independent of the partial derivatives
of h, we separate (4.4.8) by powers and products of the partial derivatives of h. Firstly,
we separate (4.4.8) by h2t to obtain
h2t : ξ
1 = 0, (4.4.9)





+ ξ2 = 0, (4.4.10)
which reduces to
ξ2 = 0. (4.4.11)
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Separating (4.4.8) by h3x and h
2






















η = η(t, x). (4.4.14)
Separating (4.4.8) by ht gives




and since η = η(t, x), (4.4.15) can be integrated with respect to h to give
B1(t, x, h) = hη(t, x) +M(t, x). (4.4.16)








which when integrated with respect to h gives















































which when integrated with respect to x twice gives
η = ax+ b, (4.4.24)







From equation (4.4.24), it follows that the gauge functions (4.4.16) and (4.4.18) reduce to
B1(t, x, h) = (ax+ b)h+M(t, x), (4.4.26)
B2(t, x, h) =
aKn
(n+ 1)
hn+1 +N(t, x). (4.4.27)
Now, from (3.3.13) and (3.3.14) the components of the conserved vector corresponding
to the partial Noether symmetry of the partial differential equation and gauge functions
are
T 1 = B1 − ξ1L− (η − ξ1ht − ξ2hx) ∂L
∂ht
, (4.4.28)
T 2 = B2 − ξ2L− (η − ξ1ht − ξ2hx) ∂L
∂hx
. (4.4.29)
Substituting the gauge functions, (4.4.26) and (4.4.27), the symmetry: (4.4.9); (4.4.11)
and (4.4.24), and the partial Lagrangian, (4.4.1), into equations (4.4.28) and (4.4.29) gives
the conserved vector




hn+1 −Kn(ax+ b)hnhx +N(t, x). (4.4.31)
But T = [M(t, x), N(t, x)] is a trivial conserved vector because equation (3.3.1) is iden-
tically satisfied by (4.4.25) without imposing the PDE (4.1.2). We therefore set M = 0
and N = 0. The remaining terms in (4.4.30) and (4.4.31) consist of a linear combination
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of two conserved vectors. Expressing equations (4.4.30) and (4.4.31) in canonical form, by
setting a = 0, b = 1 and a = 1, b = 0, gives respectively the elementary conserved vector
T(1) = (h,−Knhnhx), (4.4.32)










The conserved vectors (4.4.32) and (4.4.33) are the same as those derived by the direct
method, (4.2.24) and (4.2.25), and by the multiplier method, (4.3.22) and (4.3.27).
4.5 Generation of new conserved vectors from known
conserved vectors
In this Section we investigate if the partial differential equation (4.1.1) has other conserved
vectors besides the elementary conserved vector, (4.4.32), and the second conserved vector,
(4.4.33), derived in Sections 4.2, 4.3 and 4.4. We consider the method of generating con-
served vectors from known conserved vectors that was introduced by Kara and Mahomed
[42]. We will use the elementary conserved vector, (4.4.32), and the second conserved vec-
tor, (4.4.33), to generate other conserved vectors. The generated conserved vectors may
either be new conserved vectors of the partial differential equation (4.1.1) or they may
only be linear combinations of the known conserved vectors or they may be zero.
If
X = ξ1(t, x, h)
∂
∂t
+ ξ2(t, x, h)
∂
∂x




is a Lie point symmetry generator of a PDE in two independent variables and (T 1, T 2) is
a conserved vector for the same PDE, then Kara and Mahomed have shown that
T i∗ = X(T
i) + T iDk(ξ
k)− T kDk(ξi), i = 1, 2 (4.5.2)
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are the components of a conserved vector for the PDE. The expanded form of (4.5.2) can
be written as
T 1∗ = X(T
1) + T 1D2(ξ
2)− T 2D2(ξ1), (4.5.3)
T 2∗ = X(T
2) + T 2D1(ξ
1)− T 1D1(ξ2), (4.5.4)
where D1 and D2 are total derivatives given by (3.2.7) and (3.2.8). In (4.5.2), X is
prolongated to as many derivatives as required, depending on which partial derivatives
are contained in the components of the conserved vector.
For the partial differential equation (4.1.1), the Lie point symmetry generator X, which
is derived in Appendix A, is
X = (c1 + c2t)
∂
∂t






(2c4 − c2)h ∂
∂h
. (4.5.5)
The first prolongation X [1] of the operator (4.5.5) is, using the formula (3.3.12),



























[(n+ 2)c4 − c2]T 1(1), T 2∗ =
1
n






(n+ 2)c4 − c2
]
T(1). (4.5.8)
Similarly, for the second conserved vector (4.4.33),





[2(n+ 1)c4 − c2]T 1(2),





[2(n+ 1)c4 − c2]T 2(2) (4.5.9)
and hence
T∗(2) = c3T(1) +
1
n
[2(n+ 1)c4 − c2]T(2). (4.5.10)
The conserved vector T∗(1) is a constant multiple of the elementary conserved vector T(1),
(4.4.32). The conserved vector T∗(2) is a linear combination of the elementary conserved
vector T(1), (4.4.32), and the second conserved vector T(2), (4.4.33). The conserved vectors
T∗(1) and T
∗
(2) are therefore not new conserved vectors.
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4.6 Conclusions
In this Chapter, we investigated conserved vectors for the partial differential equation
(4.1.1). We used three methods: the direct, the multiplier and the partial Lagrangian
methods to investigate conservation laws for the partial differential equation (4.1.1) in
case one method would not give all conserved vectors for the PDE (4.1.1). The three
methods considered gave the same result of two independent conserved vectors, the ele-
mentary and the second conserved vectors. Each method can be extended to take a step
further in investigating if more conserved vectors for the PDE exist. The direct method
can be extended by considering components, T 1 and T 2, which depend on more partial
derivatives of h. The multiplier method can be extended by considering multipliers which
depend on more variables. We saw that by including first order partial derivatives of h no
new conserved vectors were obtained. The partial Lagrangian method can be extended
by considering gauge functions which depend on more variables. In all cases the inclusion
of more variables in the form of partial derivatives of h will lead to larger calculations.
The assistance of computer programs, such as MAPLE, to perform the calculations will
eventually be required.
The direct method is the easiest to use and understand because it does not require ad-
ditional theory. The multiplier method requires one final step to calculate the conserved
vector after the multiplier has been derived. Although the mathematical manipulations
are elementary in this final step, it requires experience to know how to perform them.
The partial Lagrangian method is a powerful method which applies to PDEs which do
not have a Lagrangian. It gives an explicit formula for the conserved vector at the end
of the calculation. However, unlike the direct method, it depends on background theory
which needs to be studied in order to understand the method fully.
In investigating if the PDE (4.1.1) has other conserved vectors besides the ones iden-
tified by the direct, multiplier and partial Lagrangian methods, we generated other con-
served vectors from the known conserved vectors. However this method did not yield
any new conserved vectors either. The generated conserved vectors were only a linear
combination of the known elementary and second conserved vectors. We will further






In this Chapter, we analyse the following partial differential equation describing a tortuous

























In (5.1.2) for a partially open fracture, with contact regions modelled by the linear crack
law, σR < 0 while for an open fracture σR = 0.
The effects of tortuosity due to surface roughness on the fluid-rock interface and, in a
partially open fracture, due to contact regions on the length, volume and half-width of
the fracture will be investigated. The Lie point symmetries of (5.1.1), the calculations of
which are outlined in Appendix A, are necessary for deriving the group invariant solution
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for the problem. Section 5.2 outlines the derivation of the group invariant solution which
transforms the governing nonlinear diffusion equation (5.1.1) to an ordinary differential
equation. Important fracture properties such as the fracture length and volume are ob-
tained in the process of expressing the boundary conditions for the nonlinear diffusion
equation (5.1.1) in terms of the group invariant solution. This method of solution that
was introduced by Fitt et al [11], has been extended to obtain solutions for a hydraulic
fracture in a permeable rock mass and solutions for a non-Newtonian fluid driven fracture
by Fareo and Mason [14, 38] and also to obtain solutions for a turbulent fluid fracture by
Anthonyrajah et al [37]. In Section 5.3, we rescale the boundary value problem including
important fracture properties. Section 5.4 focusses on the association of Lie point sym-
metries of (5.1.1) with the conserved vectors for (5.1.1) obtained in Chapter 4. Section
5.5 discusses the operating conditions considered at the fracture entry. In Section 5.6,
the asymptotic solution at the fracture tip for the governing ordinary differential equa-
tion is obtained. Section 5.7 outlines the derivation of the exact analytical solutions for
a fracture with constant volume and a fracture propagating at constant speed. A third
exact analytical solution, generated by the Lie point symmetry associated with the second
conserved vector, is derived. This analytical solution is discussed and the flux of fluid
along the fracture is investigated to give more insight into the nature of the analytical
solution. Section 5.8 discusses numerical methods used to solve the problem while Section
5.9 investigates the change of the width averaged fluid velocity along the fracture. For
fluid injection, the approximate analytical solution is investigated in Section 5.10. Further
analysis of the third exact analytical solution and some of the numerical solutions is made
in Section 5.11. Section 5.12 summarises the main results obtained in this Chapter. All
the work regarding fluid injection discussed in this Chapter is based on the paper [31].
5.2 Group invariant solution
In order to obtain the group invariant solution for the partial differential equation (5.1.1),
it is necessary to consider the Lie point symmetry of (5.1.1), the calculation of which is
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rigorously outlined in Appendix A,
X = (c1 + c2t)
∂
∂t






(2c4 − c2)h ∂
∂h
. (5.2.1)
where c1, c2, c3 and c4 are constants. Equation (5.1.1) therefore has four Lie point sym-
metries.
















(2c4 − c2)Ψ. (5.2.3)
We assume that c2 6= 0. If c2 = 0 then the fracture would not evolve with time. We first
consider the general case in which c4/c2 6= 1/2. Then the differential equations of the




























) = a2, (5.2.6)
where a2 is a constant. The general solution of the first order PDE (5.2.3) is
a2 = F (a1), (5.2.7)
where F is an arbitrary function. Since Ψ = h(t, x), the group invariant solution of the
half-width of the fracture is



















For the special case c4/c2 = 1/2, the differential equations of the characteristic curves




















= a1, Ψ = a2, (5.2.12)
where a1 and a2 are constants. Since Ψ = h(t, x), the general solution is









which is the same as (5.2.8) with α = 1/2.
It is now necessary to express the nonlinear diffusion equation (5.1.1), the corresponding
boundary conditions, the volume of the fracture, the width averaged fluid velocity and the
fluid flux per unit breadth in terms of the group invariant solution (5.2.8).
In order to express the partial differential equation (5.1.1) in terms of the group invariant












Subsituting (5.2.8), with the aid of (5.2.14), into (5.1.1) transforms the partial differential



















F = 0. (5.2.15)
Since the constant c3 does not feature anywhere in the ordinary differential equation
(5.2.15) we choose c3 = 0 so that ξ = 0 when x = 0.
The boundary condition at the fracture tip, x = L(t), is
h(t, L(t)) = 0. (5.2.16)
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which implies that, [37],




































Now, the characteristic length of the fracture, L, was chosen to be the initial length of the







, L∗(0) = 1. (5.2.25)














where the star denoting dimensionless variables is suppressed in (5.2.27). The boundary







The second boundary condition, (2.4.75), derived in Chapter 2 by balancing the fluid
flux into the fracture at the fracture entry with the rate of change of the volume of the







where the volume of the fracture V , (2.4.76), is




Substituting the group invariant solution of the half-width of the fracture (5.2.8) into
(5.2.30) gives




















































which when substituted, both with h(t, x) given by (5.2.8), into (5.2.29) gives the second




























As discussed in the modelling process in Chapter 2, the zero flux condition at the fracture
tip (5.2.35) provides a check on the model for n > 1.
The volume flux of fluid per unit breadth, (2.4.78), and the width averaged fluid velocity,
(2.4.79), given in Chapter 2 are
Q(t, x) = −2Knhn∂h
∂x
, (5.2.36)
vx(t, x) = −Knhn−1∂h
∂x
. (5.2.37)
Substituting (5.2.8), with the aid of (5.2.14), into equations (5.2.36) and (5.2.37) gives











vx(t, x) = −Knc4(c1 + c2t)α−1F n−1dF
dξ
. (5.2.39)
5.3 Scaling of the governing equations
In this Section, we simplify the equations for the boundary value problem (5.2.15), (5.2.28)
and (5.2.34), the constant Vo, (5.2.32), the fluid flux, (5.2.38), and the width averaged fluid







u, F (ξ) = Bf(u), 0 ≤ u ≤ 1, (5.3.1)
where B is a constant to be chosen. It is clear that the equations for the length, (5.2.27),
and the volume, (5.2.31), of the fracture are not affected by the transformation variables,
(5.3.1), because ξ and F (ξ) are not contained in them. However the constant, Vo, (5.2.32),
contained in the volume of the fracture will be changed by the transformation variables.






































We consider the ordinary differential equation (5.3.2) and rescale the boundary conditions



















f = 0, (5.3.5)














It can be verified that rescaling the remaining equations and summarising equations that
are unaffected by the transformation variables (5.3.1) give the following equations of the


















































while the volume flux per unit breadth and the width averaged fluid velocity reduce to

































The solution must satisfy the zero flux condition (5.2.35) which when simplified using




(1) = 0. (5.3.14)
It is important to emphasize that the system of equations (5.3.5) to (5.3.14) describes an
open fracture without contact regions and a partially open fracture with contact regions
modelled by the linear crack law. The distinction between the two types of fracture is that
for an open fracture the diffusion constant Kn is defined by (5.1.2) with σR = 0 while for a
partially open fracture with contact regions modelled by the linear crack law the diffusion
constant Kn is defined by (5.1.2) with σR < 0. The parameter α is chosen according to
the operating condition at the fracture entry and will be discussed later in this Chapter.
The diffusion constant Kn is obtained through experiments. It now remains to obtain the
ratios c4/c1 and c2/c1.
From Chapter 2, using the fact that the characteristic half-width of the fracture is








where h∗(t∗, u∗) is the dimensionless half-width of the fracture. Equations (5.3.5) to
(5.3.14) are dimensionless although the star notation representing dimensionless variables
is suppressed. We define the constant β by
β = h∗(0, umax). (5.3.16)
Because of the form of h(t, u), given by (5.3.8), f(u) does not contribute to the evolution of
the half-width of the fracture, h, with time and therefore umax, unlike xmax, is independent
of time. From the discussion of the crack laws, in Section 2.4.2 of Chapter 2, it was
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established that a partially open fracture results when hmin ≤ h(t, x) < hmax and an open
fracture results when h(t, x) ≥ hmax, where we approximated hmin = 0 since hmin << hmax.
From that analysis and equations (5.3.15) and (5.3.16) it follows that for a partially open
fracture 0 ≤ β < 1 while for an open fracture β ≥ 1. Imposing condition (5.3.16) on the
































Substituting the ratios c4/c1 and c2/c1 into (5.3.8) to (5.3.13) gives:























































































































It is clear that the problem is to solve the boundary value problem (5.3.5) to (5.3.7) where
the properties of the fracture are given by equations (5.3.20) to (5.3.23) and the equations
for the fluid flux and the width averaged fluid velocity in the fracture are given by (5.3.24)
and (5.3.25).
There are three parameters in equations (5.3.20) to (5.3.26), α, β and Kn. The value of
α is obtained from the working condition at the fracture entry. The value of β depends
on the pre-existing model fracture and whether it is open or partially open. The diffusion
constant Kn is defined by (5.1.2). It depends on experimental results and on whether the
fracture is open or partially open.
Equations (5.3.20) to (5.3.26) apply for both fluid injection and fluid extraction at the
fracture entry. From (5.3.22) the total volume of the fracture V (t) will remain constant
when α = 1/(n + 2). For fluid injection V (t) will increase and α > 1/(n + 2) while for
fluid extraction V (t) will decrease and α < 1/(n + 2). For fluid injection, it is found that
umax = 0 and therefore fmax = f(0) while for fluid extraction 0 < umax < 1 and therefore
fmax = f(umax) 6= f(0).
5.4 Association of a Lie point symmetry with a con-
served vector
In this Section we will investigate if the Lie point symmetry (5.2.1) of the PDE (5.1.1) is
associated with the conserved vectors (4.4.32) and (4.4.33) of the same PDE (5.1.1).
A Lie point symmetry
X = ξ1(t, x, h)
∂
∂t
+ ξ2(t, x, h)
∂
∂x




of a PDE is said to be associated with a conserved vector T of the same PDE if T∗ = 0,
that is, if [41, 42]
X(T i) + T iDk(ξ
k)− T kDk(ξi) = 0, i = 1, 2. (5.4.2)
This investigation is motivated by Sjo¨berg’s double reduction Theorem [29]. According to
this Theorem, the association of a Lie point symmetry of a PDE with a conserved vector
of the same PDE leads to a reduction of the PDE to an ODE which can be integrated at
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least once and this may lead to an invariant solution of the PDE if further integration of
the ODE is possible. In this Section, we therefore investigate if the Lie point symmetry of
the PDE (5.1.1) is associated with the conserved vector of the PDE (5.1.1) for some ratio
of the constants c1, c2, c3 and c4. If the association exists, by Sjo¨berg’s double reduction
Theorem, it may be possible to derive an invariant analytical solution of the PDE (5.1.1).
From Chapter 4, the conserved vector T∗(1) generated from the elementary conserved





(n+ 2)c4 − c2
]
T(1). (5.4.3)






(n+ 2)c4 − c2
]






where α = c4/c2. The result (5.4.5) is satisfied for all values of the constant c3. For
simplicity as done in Section 5.2 of this Chapter, we set c3 = 0. By dividing (5.2.1) by
c4 = c2/(n+ 2), the associated Lie point symmetry can be written as












Substituting (5.4.5) into (5.3.22) gives
V (t) = Vo, (5.4.7)
where Vo is a constant given by (5.3.23). From (5.4.7), it is clear that the condition (5.4.5)
deduced from the association of the elementary conserved vector (4.4.32) with the Lie
point symmetry generator (5.2.1) represents a fracture evolving with constant volume and
therefore a fracture without fluid injection or extraction at the fracture entry.
Now, the conserved vector T∗(2) generated from the second conserved vector (4.4.33) and
the Lie point symmetry generator (5.2.1) is given by








The Lie point symmetry (5.2.1) is associated with the second conserved vector (4.4.33)
provided




2(n+ 1)c4 − c2
]





and c3 = 0, (5.4.10)
where α = c4/c2. Unlike with the elementary conserved vector, it is necessary that c3 = 0 in
order for the Lie point symmetry (5.2.1) to be associated with the second conserved vector
(4.4.33). Dividing (5.2.1) by c4 = c2/[2(n + 1)] the associated Lie point symmetry can be
expressed as












The rate of change of the volume of the fracture with time, obtained by differentiating

















Thus, since there is no fluid leak-off at the fluid-rock interface, the working condition
α = 1/[2(n + 1)] describes fluid extraction from the fracture at the fracture entry. This
phenomena will be investigated further in the subsequent Sections.
In the Lie point symmetries (5.4.6) and (5.4.11), c1/c2 is given by the reciprocal of c2/c1
in (5.3.26).
If the Lie point symmetry (5.2.1) had not been derived, it would still be possible to
obtain the associated Lie point symmetry by solving two determining equations which are
the two components of (5.4.2) for ξ1, ξ2 and η.
5.5 Operating conditions at the fracture entry
In this Section, we consider the different operating conditions at the fracture entry by in-
vestigating parameter values for α using equations (5.3.20) to (5.3.26). Table 5.1 shows
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operating conditions with the corresponding values of the parameter α. The working con-
dition 1/[2(n+ 1)] was obtained in Section 5.4 from association of the Lie point symmetry
of the PDE (5.1.1) with the second conserved vector of the PDE. The time derivative of the
volume of the fracture given by (5.4.12) showed that this working condition describes fluid
extraction at the fracture entry. At this point it is not clear what other physical significance
this working condition has in the problem. When the volume of the fracture is constant
due to no fluid injection or extraction at the fracture entry, it follows from (5.3.22) that
α = 1/(n + 2). This working condition was also derived from the association of the Lie
point symmetry of the PDE (5.1.1) with the elementary conserved vector of the PDE in
Section 5.4.
Operating conditions at the fracture entry α
Constant speed of propagation 1




Constant volume (No fluid injection or extraction) 1
n+2
Special fluid extraction working condition 1
2(n+1)
Table 5.1: Operating conditions at the fracture entry and corresponding values of α.
When the pressure at which the fluid is being pumped into the fracture at the entry is
constant, then from the PKN approximation and equation (2.4.80) it is clear that the half-
width of the fracture must also be constant and therefore from (5.3.20), α = 1/2. It is clear
from (5.2.33) that when the rate at which the fluid is being pumped into the fracture at
the entry, dV/dt, is constant then α = (n + 1)/(n + 2). This parameter value can also be
obtained from the flux, (5.3.24), given that the rock encasing the fracture is impermeable
and therefore Q(t, 0) = dV/dt. The parameter value α = 1 is obtained from the derivative
of the length L(t), (5.3.21), when the speed at which the fracture propagates is constant.
This condition is a mathematical limit as opposed to an operating condition at the fracture
entry given that it is not clear how one can attain it in practice. Though not definitive,
one way to implement this working condition may be to inject fluid at the fracture entry
at a constant rate, then to slowly increase the rate at which the fluid is pumped into the
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fracture until the desired outcome is reached.
Operating conditions greater than the constant volume working condition, α > 1/(n+2),
define fractures with fluid injected at the fracture entry while operating conditions less than
the constant volume working condition, α < 1/(n+ 2), define fractures with fluid extracted
at the fracture entry.
Analytical solutions to the governing equations, (5.3.5) to (5.3.7) and (5.3.20) to (5.3.26),
for a fracture with constant volume, α = 1/(n+2), for a fracture propagating with constant
speed, α = 1, and for a fracture with fluid extracted at the fracture entry, α = 1/[2(n +
1)], will be investigated in this Chapter. Numerical solutions for the remaining working
conditions in Table 5.1 will be explored.
5.6 Asymptotic solution at the fracture tip
Before considering exact analytical solutions and numerical solutions, it is necessary to
investigate the asymptotic solution at the fracture tip of the ODE (5.3.5) that is valid for
all working conditions. The asymptotic solution is taken to assume the form
f(u) ∼ A(1− u)p, as u→ 1, (5.6.1)
where A and p are constants to be determined. It is clear that (5.6.1) satisfies the boundary
condition (5.3.6) at the fracture tip which is required. However it is not expected that
(5.6.1) should satisfy the boundary condition (5.3.7) at the fracture entry. Substituting













The first two terms of (5.6.2) cancel each other provided the exponents are the same and








The remaining term (the third term of (5.6.2)) tends to zero as u → 1. The asymptotic
solution is
f(u) ∼ n 1n (1− u) 1n , as u→ 1. (5.6.4)
The asymptotic solution is valid for all values of α and all n > 0 and hence for all operating
conditions at the fracture entry.




(u) ∼ −n 1n (1− u) 1n , as u→ 1, (5.6.5)
and therefore the zero flux condition at the fracture tip, (5.3.14), is satisfied for all α and
all n > 0. Also from equations (5.3.20) and (5.6.4), where u = x/L(t), it is clear that

















































α , n = 1,
0, 0 < n < 1.
(5.6.8)
For all operating conditions at the fracture entry, the lubrication approximation breaks
down at the fracture tip when n > 1 because the spatial gradient of the half-width at
x = L(t) is singular for n > 1. For all working conditions the spatial gradient of the half-
width at x = L(t) is finite and non-zero for n = 1 and zero for 0 < n < 1. Therefore the
lubrication approximation applies when 0 < n ≤ 1.
5.7 Exact analytical solutions
In this Section, we investigate the exact analytical solutions of the partial differential equa-
tion (5.1.1). This is done by obtaining the analytical solution f(u) to the boundary value
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problem (5.3.5) to (5.3.7) and substituting the result into the half-width, length and vol-
ume equations given by (5.3.20) to (5.3.23). For fluid injection, umax = 0 and therefore
fmax = f(0) while for fluid extraction 0 < umax < 1 and therefore fmax = f(umax) 6= f(0).
5.7.1 Constant volume [α = 1/(n+ 2)]
We first consider the special case in which the total volume of the fracture remains constant,
α = 1/(n + 2). Note that this working condition was obtained through analysis of the
equation for the volume of the fracture, (5.3.22), and also from the association of the Lie
point symmetry of the PDE, (5.1.1), with the elementary conserved vector, (4.4.32), of
the PDE. In this solution there is no injection or extraction of fluid at the fracture entry.
The exact analytical solution for a fracture with constant volume and no asperities at the
fluid-rock interface was derived by Fitt et al [11].











(uf) = 0, (5.7.1)




(0) = 0. (5.7.3)




+ uf = A, (5.7.4)
where A is a constant. Imposing the boundary condition (5.7.3) on (5.7.4) gives A = 0. It








where B is a constant. Imposing the boundary condition (5.7.2) onto (5.7.5) gives B = 1/2.
It is therefore clear that for constant volume, the solution (5.7.5) to the boundary value






(1− u2) 1n . (5.7.6)
70





n (1 + u)
1
n (1− u) 1n , (5.7.7)
which clearly satisfies the asymptotic solution (5.6.4) as u → 1. It is readily checked that
the constant volume solution (5.7.7) satisfies the zero flux condition at the fracture tip,
(5.3.14). The length L(t), (5.3.21), volume V (t), (5.3.22), and half-width h(t, x), (5.3.20),










V (t) = Vo = 2β
∫ 1
0
(1− u2) 1ndu, (5.7.9)














where u = x/L(t). When there is no fluid injection or extraction at the fracture entry the
length of the fracture, (5.7.8), continues to grow as the half-width of the fracture, (5.7.10),
decreases in order to keep the total volume of the fracture constant, (5.7.9). This is shown
in Figures 5.1 and 5.2. From differentiating (5.7.10), it is found that the spatial gradient of
the half-width of the fracture is
∂h
∂x














−∞, n > 1,
− 2β
L2(t)
, n = 1,
0, 0 < n < 1.
(5.7.12)
When n > 1, there is a singularity at the fracture tip due to the infinite spatial gradient of
the half-width at the fracture tip and therefore the lubrication approximation H/L << 1
breaks down in the neighbourhood of the fracture tip as shown in Figures 5.1 (a) and 5.2
(a). However for 0 < n ≤ 1, the lubrication approximation is satisfied. When n = 1, the
spatial gradient of the half-width at the fracture tip is finite, (Figures 5.1 (b) and 5.2 (b)),
while 0 < n < 1 gives a zero spatial gradient of the half-width at the fracture tip as shown
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in Figures 5.1 (c) and 5.2 (c). It can be verified that the slope at the fracture tip, (5.7.12),
satisfies the asymptotic spatial gradient of the half-width of the fracture, (5.6.8), provided
u→ 1.
For a fracture with constant volume, it is found that an initially partially open fracture
remains partially open for all scaled time Knt. This is clearly shown in Figure 5.1 where
β = 0.75. An initially open fracture always has partially open regions in the neighbourhood
of the fracture tip. However, given that for such a fracture most of the fracture is open, we
consider it an open fracture. An initially open fracture with constant volume remains open






after which it becomes partially open. Before the scaled time (5.7.13) the fracture is open
but after the scaled transition time (5.7.13) asperities in the fracture begin to touch all
along the fracture forming a partially open fracture. The diffusion constant Kn in (5.7.13)
is defined by (5.1.2) where σR = 0 for an open fracture.
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Figure 5.1: Partially open fracture of constant
volume with β = 0.75 and α = 1
n+2
. The analyt-
ical solution (5.7.10) for the half-width h(t, x)
plotted against x for increasing values of the
scaled time Knt and (a) n = 3, (b) n = 1, (c)
n = 0.5.
(a)



























































Figure 5.2: Open fracture of constant volume
with β = 1.5 and α = 1
n+2
. The analytical so-
lution (5.7.10) for the half-width h(t, x) plotted
against x for increasing values of the scaled time
Knt and (a) n = 3, (b) n = 1, (c) n = 0.5.
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5.7.2 Constant speed of propagation [α = 1]
In order to investigate if there exists another exact analytical solution, we consider a
solution of the form
f(u) = A(1− u)p, (5.7.14)
where A and p are constants to be determined. This form of solution was first investigated
for a pre-existing fluid driven fracture in impermeable rock [11]. Substituting (5.7.14) into













It is clear that (5.7.15) is the same as (5.6.2) due to the fact that the processes of investi-
gating this exact solution and obtaining the asymptotic solution are the same except for
one detail. For the asymptotic solution, we consider the solution as u → 1 but for the
analytical solution, we consider the solution that is valid everywhere along 0 ≤ u ≤ 1. For
the asymptotic solution the third term in (5.7.15) vanishes for all values of α as u → 1
while for the analytical solution it vanishes only for the special value of α. The first and
second terms in (5.7.15), as previously, give
A = n
1




and therefore (5.7.14) becomes
f(u) = n
1
n (1− u) 1n . (5.7.17)
The remaining third term in (5.7.15) with p defined by (5.7.16) vanishes provided
α = 1. (5.7.18)
It is readily observed that the solution (5.7.17) satisfies the first boundary condition (5.3.6).





(0) = −n 1n (5.7.19)
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and substituting the solution (5.7.17) into the right hand side of the second boundary
condition (5.3.7) gives the same result, (5.7.19). It is therefore verified that when α = 1,
the solution (5.7.17) of the ODE (5.3.5) satisfies both of the boundary conditions (5.3.6)
and (5.3.7) and therefore (5.7.17) is another exact analytical solution to the boundary
value problem (5.3.5) to (5.3.7). It is clear that the exact analytical solution (5.7.17)
identically satisfies the asymptotic condition (5.6.4) as u → 1. It can be verified that
(5.7.17) also satisfies the zero flux condition at the fracture tip, (5.3.14).
The length, volume and half-width for the model fracture are therefore





























where u = x/L(t). The length, (5.7.20), volume, (5.7.21), and half-width, (5.7.22), of the
fracture all increase with increasing scaled time Knt as shown in Figures 5.3 and 5.4. The
condition α = 1, (5.7.18), corresponds to the case whereby the speed at which the fracture













which clearly depends on the flow law through an and n and on the crack law through σR.
For an open fracture σR = 0 while for a partially open fracture σR < 0.
From (5.7.20) and (5.7.22), the spatial gradient of the half-width is
∂h
∂x
















−∞, n > 1,
−β, n = 1,
0, 0 < n < 1.
(5.7.25)
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It is important to note that (5.7.25) satisfies the asymptotic solution (5.6.8) as u→ 1. For
n > 1, there is singularity at the fracture tip as shown in Figures 5.3 (a) and 5.4 (a) due to
the infinite spatial gradient of the half-width at the fracture tip. For 0 < n ≤ 1, tortuosity
removes the singularity at the fracture tip. The parameter n = 1, (Figures 5.3 (b) and 5.4
(b)), yields a finite spatial gradient of the half-width of the fracture at the fracture tip and
for the case 0 < n < 1, (Figures 5.3 (c) and 5.4 (c)), the spatial gradient of the half-width
of the fracture at the fracture tip vanishes. Another observation from Figures 5.3 and
5.4 is that the parameter n has an effect on the nature in which the fracture grows. For
small n, 0 < n < 1, the half-width of the fracture grows more rapidly than the length of
the fracture while for large n, n > 1, the length of the fracture grows more rapidly than
the half-width of the fracture. The parameter n = 1 is the dividing case and the fracture
length and half-width grow at the same rate.
A fracture propagating with constant speed keeps on growing in both length and half-
width, therefore if such a fracture is initially open (β = 1.5) it will continue to be open for
all scaled time Knt. For a fracture propagating at constant speed that is initially partially
open, the half-width increases steadily with time and when h(t, 0) = 1 (h(t, 0) = hmax in
dimensional variables) the contact regions begin to move apart forming an open fracture.







































































































Figure 5.3: Partially open fracture (β = 0.25)
propagating with constant speed (α = 1). The
analytical solution (5.7.22) for the half-width
h(t, x) plotted against x for increasing values of
the scaled time Knt and (a) n = 3, (b) n = 1,
(c) n = 0.5.
(a)














































































Figure 5.4: Open fracture (β = 1.5) propagat-
ing with constant speed (α = 1). The analytical
solution (5.7.22) for the half-width h(t, x) plot-
ted against x for increasing values of the scaled
time Knt and (a) n = 3, (b) n = 1, (c) n = 0.5.
77
5.7.3 Limiting extraction condition [α = 1/[2(n+ 1)]]
The working condition α = 1/[2(n + 1)] is obtained from association of the Lie point
symmetry of the nonlinear diffusion equation (5.1.1) with the second conserved vector,















+ f = 0, (5.7.27)



















+ 2f = 0. (5.7.30)















(fn+1) = 0. (5.7.31)
Integrating (5.7.31) with respect to u subject to the boundary condition (5.7.28) and the





+ u2f − 1
(n+ 1)
fn+1 = 0. (5.7.32)








fn = −nu, (5.7.33)












= −nu 1n+1 . (5.7.35)
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The second boundary condition (5.7.29) was not used in the derivation of (5.7.36). Sub-













and substituting (5.7.36) into the right hand side of (5.7.29) gives the same result, (5.7.37).
It is therefore verified that (5.7.36) satisfies the derivative boundary condition (5.7.29).
From (5.7.36), it is clear that for α = 1/[2(n+ 1)], f(0) = 0 and therefore fmax 6= f(0).
The maximum function value fmax for the limiting case α = 1/[2(n+ 1)] can be obtained







































then substituting the result, (5.7.39), into equation (5.7.36) to obtain










From (5.3.21), (5.3.22), (5.3.23) and (5.3.20) the length, volume and half-width of the






























































where u = x/L(t). The behaviour of the fracture at the fracture tip can be assessed
by differentiating (5.7.44) and evaluating the result at the fracture tip, as x → L(t), for





















































, n = 1,
0, 0 < n < 1,
(5.7.46)
which agrees with the result obtained from the asymptotic solution, (5.6.8), that the
spacial gradient of the half-width at the fracture tip is negative infinity for n > 1, is finite
for n = 1 and is zero for 0 < n < 1. This is shown in Figures 5.5 and 5.6 for n = 3, 1
and 0.5. The removal of the singularity at the fracture tip with increasing tortuosity
(divergence from the Reynolds flow, n = 3) was also observed in Figures 5.1 and 5.2 for
constant volume and Figures 5.3 and 5.4 for a fracture propagating with constant speed.
The half-width of the fracture at the fracture entry is always zero (h(t, 0) = 0) for all
scaled time Knt which is clearly shown in Figures 5.5 and 5.6. This is a result of the
assumption made earlier for mathematical simplification that hmin = 0 since hmin <<
hmax. The volume of the fracture, (5.7.42), decreases with increasing scaled time Knt.
This implies that although the half-width at the fracture entry vanishes (h(t, 0) = 0), due
to the assumption hmin = 0, fluid is extracted at the fracture entry. Later in this Section
we will investigate the flux of fluid along the fracture in order to understand and further
explain the decrease in the total volume when the half-width at the fracture entry vanishes
(h(t, 0) = 0 for t ≥ 0) and when there is no fluid leak-off at the fluid-rock interface.
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Figure 5.5: Partially open fracture (β = 0.5)
propagating with α = 1
2(n+1)
. The analytical
solution (5.7.44) for the half-width h(t, x) plot-
ted against x for increasing values of the scaled
time Knt and (a) n = 3, (b) n = 1, (c) n = 0.5.
(a)



























































Figure 5.6: Open fracture (β = 1.5) propa-
gating with α = 1
2(n+1)
. The analytical solu-
tion (5.7.44) for the half-width h(t, x) plotted
against x for increasing values of the scaled time





(t, x) ∝ x −nn+1 , as x→ 0. (5.7.47)
The spatial gradient of the half-width at the fracture entry is therefore infinite and further
it is positive. The working condition α = 1/[2(n+ 1)] gives the limiting solution for fluid
extraction from the fracture.
As we have observed the length of the fracture, given by (5.7.41), increases steadily as
the scaled time Knt increases. From (5.7.44) the half-width of the fracture vanishes at the
fracture entry, x = 0, and at the fracture tip, x = L(t), and it decreases steadily with time
for 0 < x < L(t). An initially partially open fracture with 0 < β < 1 will therefore remain
partially open for all values of Knt. An initially open fracture with β ≥ 1 will become
partially open as Knt increases when
h(t, umax) = 1. (5.7.48)
By using (5.7.39) for umax we find that





















(βn+1 − 1). (5.7.50)
For times greater (5.7.50), the model for an open fracture ceases to exist and the asperities
on opposite walls touch along the length of the fracture forming contact regions that define
a partially open fracture.
It was verified from analysis of the volume of the fracture, (5.7.42), that the limiting
working condition α = 1/[2(n + 1)] gives a solution that describes the process of fluid
being extracted from the fracture at the fracture entry. In order to investigate this fluid
flow behaviour further, we analyse the fluid flux in the fracture.
The volume flux per unit breadth is given by equation (5.3.24). Using (5.7.40) for fmax
and (5.7.36) for f(u), the volume flux (5.3.24), when α = 1/[2(n+ 1)], becomes
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where L(t) is given by (5.7.41) and u = x/L(t). In order to plot curves of the fluid
flux one would need to specify the diffusion constant Kn. In order to keep the analysis
general, we therefore consider instead the fluid flux ratio
Q(t, x)





















At the fracture tip, x = L(t),
Q(t, L(t)) = 0, t ≥ 0. (5.7.53)
This implies that there is no fluid leaking at the fracture tip and therefore the zero flux
condition at the fracture tip (5.3.14) is satisfied. At the fracture entry, x = 0,
Q(t, 0)
|Q(0, 0)| = −
1
L(t)2n+3
, t ≥ 0. (5.7.54)
Thus fluid flows out of the fracture at the fracture entry. This agrees with the result
obtained earlier in this Section that when α = 1/[2(n + 1)] the volume of the fracture
steadily decreases and tends to zero as t tends to infinity. This is clearly shown in Figures
5.7 and 5.8. For an initially open fracture (Figure 5.8), the fluid is extracted from the
fracture fairly quickly until the transition scale time Kntτ , (5.7.50). In a partially open
fracture (Figure 5.7), it takes more time for the fluid to be extracted from the fracture.
For the working condition α = 1/[2(n + 1)], we observed that h(t, x) = hmin at the
fracture entry and at the fracture tip. As explained earlier, the half-width of the fracture
vanishes at the fracture entry and at the fracture tip because of the approximation we
made that hmin = 0. But in practice, hmin is never equal to zero however small it may
be due to the large compressive stresses [1]. For 0 ≤ x < L(t), when h(t, x) = hmin
the flux of fluid is non-zero and tends to the finite non-zero value given by (5.7.51) as
hmin → 0. At the fracture entry (5.7.51) reduces to a finite non-zero flux that can be
deduced from (5.7.54). This is because the flux at the fracture entry is 2h(t, 0)vx(t, 0) and
as h(t, 0)→ 0, the width averaged fluid velocity vx(t, 0)→ −∞ such that the product is














































































Figure 5.7: Partially open fracture (β = 0.5)
propagating with α = 1
2(n+1)
. The flux (5.7.52)
plotted against x for increasing values of the





















































































Figure 5.8: Open fracture (β = 1.5) propagat-
ing with α = 1
2(n+1)
. The fluid flux (5.7.52)
plotted against x for increasing values of the
scaled time Knt and (a) n = 3, (b) n = 1, (c)
n = 0.5.
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A more interesting result that comes from the fluid flux analysis is the manner in which
the fluid extraction process occurs which is shown in Figures 5.7 and 5.8. As some of
the fluid flows out of the fracture, ,Q(t, x)¡0 for 0 < x < xmax, at the same time some of
the fluid relaxes further into the fracture, Q(t, x)¿0 for xmax < x < L(t). This explains
the steady increase in the length of the fracture, (5.7.41), with increasing scaled time Knt
during the fluid extraction process.
Figure 5.9 illustrates the concept of fluid extraction as deduced from the fluid flux
Figure 5.9: Illustration of the process of fluid extraction (for n=1).
analysis. The dotted line in Figure 5.9 denotes the cross-section on which the fluid elements
are not moving and therefore the width averaged fluid velocity vx(t, x) is zero. Since
Q(t, x) = 2h(t, x)vx(t, x), (5.7.55)
























Thus vx(t, x) vanishes at the position of the maximum half-width of the fracture. The
fluid in the region 0 < x < xmax flows out of the fracture while the fluid in the region








where L(t) is given by (5.7.41). Thus xmax increases with time and moves into the fracture
in the direction of the fracture tip. In comparison, umax is constant in time. Thus the
cross-section on which vx(t, x) = 0 when scaled with L(t) is a fixed point in the fracture.
In order to investigate fluid extraction further, we consider the volumes of the two
regions of the fracture formed by the transition cross-section (dotted line) in Figure 5.9.
We denote the volume per unit breadth of the first region of the fracture adjacent to the
































where Vo is the initial volume of the fracture given by (5.7.43) and L(t) is the length of
the fracture given by (5.7.41). We see that
V1(t) + V2(t) =
Vo
L(t)
= V (t) (5.7.63)
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Figure 5.10: Condition for V2 to be greater than V1
by (5.7.42). Since L(t)→∞ as t→∞ it follows that V1(t)→ 0 and V2(t)→ 0 as t→∞
which is consistent with fluid extraction from the fracture. Also V2 > V1 provided
n+ 2
n+ 1
− 2 1n+1 > 0. (5.7.64)
Figure 5.10 shows that the condition (5.7.64) is satisfied for all n > 0. Therefore V2 is










Although V1(t) and V2(t) separately depend on time, the ratio V1/V2 is independent of
























Graphs of the ratios V1/V2 and V2/V1 against n are shown in Figure 5.11. We see from
the graphs that V1/V2 increases monotonically with n and V2/V1 decreases monotonically
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with n to the limiting value of one. Since V2 > V1 therefore the ratio
V1
V2
, which is between
zero and one, is monotonically increasing while the ratio V2
V1
, which is greater than one, is
monotonically decreasing. Both ratios tend towards the limit V2/V1 = V1/V2 = 1. This is
clearly shown in Figure 5.11.
Consider now the graphs of the working conditions α against n plotted in Figure 5.12.


















s V2 / V1
V1 / V2
Figure 5.11: Ratio of volumes curves
Values of α above the curve α = 1/(n+ 2), which describes a fracture evolving with con-
stant volume, yield solutions of fluid injection at the fracture entry. Working conditions
in the range 1/[2(n+1)] ≤ α < 1/(n+2), yield solutions of fluid extraction at the fracture
entry. The association of the Lie point symmetry of the governing PDE, (5.1.1), with
the conserved vectors for the PDE, analysed in Section 5.4, lead to the constant volume
working condition, α = 1/(n + 2), and the limiting fluid extraction working condition,
α = 1/[2(n+ 1)]. Both cases were solved analytically. Furthermore, we observe that these
two working conditions serve as boundaries of the fluid extraction region. We have taken
the upper boundary of the fluid injection region to be α = 1 which describes a fracture
propagating with constant speed. Fluid injection solutions exist for α > 1 but they may
not be physical because their speed of propagation would always be accelerating. The
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lower boundary for fluid injection is the constant volume working condition. We observe
that the working conditions representing the boundaries of the fluid injection problem
are also solved analytically. In Figure 5.12, values of α in the purple shaded area yield
Figure 5.12: Working conditions in the fracture
solutions of fluid injection at the fracture entry and therefore the purple area represents
the fluid injection region while values of α in the yellow shaded area lead to solutions of
fluid extraction at the fracture entry and therefore the yellow area represents the fluid ex-
traction region. For values of α in the white unshaded area, solutions do not exist because
the limiting solution, corresponding to α = 1/[2(n+ 1)], describes a fracture that is closed
at the fracture entry.
While the working conditions defined by boundaries for the fluid injection and extrac-
tion regions yield analytical solutions, solutions for working conditions within the fluid
injection and extraction regions in Figure 5.12 cannot be solved analytically. They will
therefore be investigated numerically in the next Section.
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5.8 Numerical solution
In Section 5.7 we investigated and discussed three exact analytical solutions: for a fracture
propagating with constant volume, α = 1/(n+2); for a fracture propagating with constant
speed, α = 1, and for a fracture with fluid extracted at the fracture entry, α = 1/[2(n+1)].
These working conditions were found to be boundaries of the fluid injection region, 1/(n+
2) < α ≤ 1, and the fluid extraction region, 1/[2(n + 1)] ≤ α < 1/(n + 2). We were not
able to find analytical solution for working conditions within the ranges 1/(n+2) < α < 1
and 1/[2(n + 1)] < α < 1/(n + 2), hence numerical solution for values of α within these
two regions will be investigated.
For fluid injection, the working conditions that will be investigated numerically are
α = (n + 1)/(n + 2) for a fracture that propagates with a constant rate of fluid injection
at the fracture entry and α = 1/2 for a fracture that propagates with a constant fluid
pressure of injection at the fracture entry. These conditions were discussed earlier in this
Chapter and are listed in Table 5.1. For fluid extraction, the working conditions that
will be numerically investigated will be discussed and specified later in this Section. The
numerical method used in this Section is that of transforming a boundary value problem
into two initial value problems that are easier to solve. Solving the pair of initial value
problems is equivalent to solving the original boundary value problem. The method has
been used in the literature to solve Blasius-type boundary value problems and will be
discussed in detail in this Section prior to deriving the numerical solutions.
5.8.1 Transformation of BVP to two IVPs
Attempting to numerically solve the boundary value problem, (5.3.5) to (5.3.7), as it
stands, is difficult because of the nonlinearity in the ordinary differential equation (5.3.5)
and the complicated boundary condition, (5.3.7), that has an integral function. The
method of solution considered in this thesis requires transforming the boundary value
problem, (5.3.5) to (5.3.7), into two initial value problems which are easier to solve. Solv-
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ing the two initial value problems is equivalent to solving the original boundary value
problem.
This method of transforming a boundary value problem into a pair of initial value prob-
lems was first used to solve the Blasius boundary value problem for steady two-dimensional
flow of an incompressible fluid past a flat plate placed edgewise to the stream [48, 49].
Ames [50] showed that if an ordinary differential equation and boundary conditions are
invariant under a scaling transformation, then the boundary value problem can be trans-
formed into two initial value problems. Klamkin [49] considers an ordinary differential
equation with a homogeneous boundary condition at the left end on an infinite interval.
Na [51, 52] extends the method and shows it can also be used in finite intervals. Klamkin
[53] further shows that the same method of solution can be used when the left end bound-
ary condition is not homogeneous.
We first consider a scaling transformation of the variables of the form
u = λau, f = λbf, (5.8.1)
where a and b are constants to be determined. Substituting the transformation (5.8.1)




















f = 0. (5.8.2)






Now, we take a = 1. The ODE (5.3.5) is therefore invariant under the scaling transfor-
mation




The method of Lie group analysis can be used to give an alternative derivation of this
scaling transformation, [12]. The transformation, (5.8.4) and (5.8.5), will now be used to
transform the boundary value problem, (5.3.5) to (5.3.7), into two initial value problems.
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The transformation, (5.8.4) and (5.8.5), is substituted into the boundary value problem,




that is used in the second initial value problem. The parameter λ is found from the
condition f(λ) = 0 which is derived from the boundary condition f(1) = 0. The first
initial value problem is:



















f = 0, (5.8.7)













where 0 ≤ u ≤ λ and λ satisfies
f(λ) = 0. (5.8.10)
Substituting the scaling transformation, (5.8.4) and (5.8.5), into the first initial value



































The condition (5.8.10) is satisfied in the second initial value problem through the parameter
λ featured in equations (5.8.11) to (5.8.13). Now, instead of using equation (5.8.13)
for the derivative boundary condition, we consider the simpler alternative obtained by
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differentiating (5.8.5) with respect to u and evaluating the result at u = 0. This gives the
second initial value problem:































where 0 ≤ u ≤ 1 and λ and df
du
(0) are obtained from IVP I.
The first initial value problem, (5.8.7) to (5.8.9), is used to calculate the value of the
parameter λ using the condition (5.8.10). The second initial value problem (5.8.14) to
(5.8.16) is used to calculate the solution of f(u) using the values of the parameter λ and
df(0)
du
obtained from the first initial value problem.
The initial value problems (5.8.7) to (5.8.9) and (5.8.14) to (5.8.16) are solved using the
built-in MATLAB ode45 solver which solves the problems using variable stepsize Runge
Kutta methods of order 4 and 5 [54]. For IVP I the MATLAB ode45 solver is combined
with the shooting method in the backward direction. We use the asymptotic solution
f(u) ∼ λ 1nn 1n (λ− u) 1n , as u→ λ, (5.8.17)
obtained by applying the transformation, (5.8.4) and (5.8.5), to the asymptotic solution
(5.6.4) for f(u). Differentiating (5.8.17) by u gives
df
du
(u) ∼ −λ 1nn 1−nn (λ− u) 1−nn , as u→ λ. (5.8.18)
For the first initial value problem in the first iteration, a solution obtained by ode45 is shot
to the f -axis from the chosen estimate of the root λ, with the slope at that point, df/du,
(5.8.18). A solution for the first initial value problem is accepted provided both initial
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conditions, (5.8.8) and (5.8.9), are satisfied within an error tolerance of 10−10. If the two
initial conditions are not satisfied, the procedure is repeated in the second and subsequent
iterations until the initial conditions are satisfied. Parameter values of λ and derivative
function values at λ for the subsequent iterations are obtained from the previous iteration.
The parameter λ is improved at each iteration by the bisection algorithm.
Prior to solving the two initial value problems for the working conditions for fluid
extraction, 1/[2(n + 1)] < α < 1/(n + 2), and fluid injection, 1/(n + 2) < α < 1, it is
necessary to first check the accuracy of the numerical method. This can be done by solving
the two initial value problems, (5.8.7) to (5.8.9) and (5.8.14) to (5.8.16), numerically for
the cases α = 1 and α = 1/(n+2) and comparing them with the exact analytical solutions
for the same working conditions obtained in Section 5.7. The accuracy of the numerical
method cannot be checked using the fluid extraction working condition α = 1/[2(n + 1)]
because this is a special case that does not satisfy the condition (5.8.8) but instead satisfies
the condition f(0) = 0. For constant volume, α = 1/(n+ 2), it is readily verified that the





















(0) = 0. (5.8.19)
The second initial value problem for constant volume when analytically solved gives the

















(0) = − 1√
n
, (5.8.20)
while the second initial value problem for a fracture propagating at constant speed when
analytically solved gives the solution (5.7.17) for f(u). It is therefore verified that solving
the two initial value problems is the same as solving the boundary value problem. For both
constant volume and constant speed, while the analytical solutions (5.7.6) and (5.7.17)
serve as a check for the second initial value problem, the analytical solutions (5.8.19) and
(5.8.20) serve as a check for the first initial value problem. For constant volume and
constant speed, it remains to solve the two initial value problems numerically and check if
the results correspond with the exact analytical results given in (5.7.6), (5.7.17), (5.8.19)
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and (5.8.20). We have verified that numerically solving IVP I for constant volume and
constant speed working conditions gives values of the parameter λ and the derivative df
du
(0)
that are at least correct to 3 decimal places when compared to (5.8.19) and (5.8.20). We
have also found that the order of accuracy of λ and df
du
(0) obtained from IVP I is sufficient
to give numerical solutions for f(u) that agree very well with the analytical solution for
f(u), (5.7.6) and (5.7.17). The solutions for h(t, x) obtained numerically overlap the
half-width curves obtained analytically and shown in Figures 5.1, 5.2, 5.3 and 5.4. The
numerical method performed very well for the two test problems. We therefore expect
it to perform satisfactorily for the initial value problems corresponding to the working
conditions 1/[2(n + 1)] < α < 1. For values of α close to the fluid extraction limit,
1/[2(n+ 1)], we can expect that the numerical solution will not be too different from the
analytical solution for α = 1/[2(n+ 1)] which will provide another test for the method.
5.8.2 Fluid injection [1/(n+ 2) < α < 1]
Now consider solutions for two working conditions defined within the fluid injection region,
α = 1/2 and α = (n + 1)/(n + 2). Figures 5.13 and 5.14 show the solution for the half-
width of the fracture propagating over time when fluid is injected at the fracture entry
with constant pressure, α = 1/2, and Figures 5.15 and 5.16 show the solution of the
half-width of the fracture propagating over time when fluid is injected into the fracture
at the fracture entry at a constant rate, α = (n + 1)/(n + 2). The parameter n has the
same effect on these problems as it did for the analytical solutions discussed earlier, that
is for n > 1 the lubrication approximation breaks down at the fracture tip because of
the infinite spatial gradient of the half-width of the fracture at the fracture tip, and more
interestingly, for 0 < n ≤ 1, the singularity is removed at the fracture tip.
From equation (5.3.20), where fmax = f(0) for fluid injection, the half-width of the
fracture at the fracture entry, where Kntτ is the scaled transition time from an initially
partially open fracture to an open fracture or from an initially open fracture to a partially
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open fracture, is given by
















We first consider the constant pressure working condition, α = 1/2. Then (5.8.21) reduces
to
h(tτ , 0) = β, t ≥ 0. (5.8.22)
From (5.8.22), it is clear that for the constant pressure working condition the scaled
transition time Kntτ does not exist since the parameter β is a constant independent of
time. This implies that for α = 1/2, an initially partially open fracture (0 < β < 1) stays
partially open for all scaled time Knt and an initially open fracture (β ≥ 1) stays open for
all scaled time Knt.
We then consider α 6= 1/2. In order to obtain the scaled transition time, Kntτ , when
either an initially partially open fracture becomes an open fracture or an initially open
fracture becomes a partially open fracture, it is neccessary to set the half-width of the



























We consider α > 1/2. If a fracture is initially open, then β > 1 and Kntτ < 0, which is not
physical since a time scale has to be positive. Thus an initially open fracture remains open
for all scaled time Knt. This is in agreement with Figure 5.4 for the analytical solution
for α = 1 and Figure 5.16 for the numerical solution for α = (n+ 1)/(n+ 2). If a fracture
is initially partially open, then 0 < β < 1 and Kntτ > 0. Therefore an initially partially
open fracture will become an open fracture at the scaled transition time Kntτ given by
(5.8.24). The contact regions will all have moved apart. We then consider 0 < α < 1/2.










If the fracture is initially open then β > 1 and Kntτ > 0. After the scaled transition
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time (5.8.25), all the asperities at the fluid-rock interface touch forming contact regions
that classify the fracture as partially open. If the fracture is initially partially open the
0 < β < 1 and Kntτ < 0, which is not physical since a time scale has to be positive.
Therefore an initially partially open fracture remains partially open for all scaled time
Knt. This is in agreement with the analytical solution for α = 1/(n+ 2), shown in Figure
5.1.
For α = 1/2 in Figures 5.13 and 5.14, the length of the fracture grows with increasing
scaled time Knt while the half-width of the fracture at the fracture entry is the same for
all scaled time Knt. This occurs because, through the PKN approximation, fluid pressure
is directly proportional to the half-width of the fracture, therefore when the fluid pressure
at the fracture entry is constant, so is the half-width of the fracture at the fracture entry.
For α = (n+ 1)/(n+ 2) in Figures 5.15 and 5.16, the length of the model fracture grows
more rapidly than the half-width of the model fracture for increasing scaled time Knt.
The lengths, (5.3.21), of partially open fractures, β = 0.5, for different working condi-
tions listed in Table 5.1 are investigated in Figure 5.17. The fracture lengths are plotted
against increasing scaled time Knt and compared for n = 3, 1 and 0.5. The touching
asperities forming contact regions first move apart forming an open fracture for the con-
stant speed of propagation working condition, α = 1. This occurs at Kntτ = 168 for
n = 3, at Kntτ = 2 for n = 1 and at Kntτ = 0.29 for n = 0.5. The lengths in Figure
5.17 (a) for all working conditions investigated in the fluid injection region are plotted
up to the scaled transition time Kntτ = 168 for α = 1. In Figure 5.17 (b) and (c) the
remaining lengths are plotted up to the scaled transition times for an initially partially
open fracture with constant rate-of-fluid injection to form an open fracture. For such a
fracture Kntτ = 577.67 for n = 3, Kntτ = 8.26 for n = 1 and Kntτ = 1.58 for n = 0.5.
The two initially partially open fractures, with working conditions of constant pressure
and constant volume, remain partially open for all scaled time Knt. From Figure 5.17, it
is clear that in a partially open fracture the length of the fracture becomes less dependent
on the operating conditions at the fracture entry as n decreases and the flow becomes
more tortuous. This is consistent with Table 5.1 where α, the exponent in (5.3.21) for























































































Figure 5.13: Partially open fracture (β = 0.5)
propagating with α = 1/2. The numerical so-
lution (5.3.20) for the half-width h(t, x) plotted
against x for increasing values of the scaled time
Knt and (a) n = 3, (b) n = 1, (c) n = 0.5.
(a)






























































Figure 5.14: Open fracture (β = 1.5) prop-
agating with α = 1/2. The numerical solu-
tion (5.3.20) for the half-width h(t, x) plotted
against x for increasing values of the scaled time
Knt and (a) n = 3, (b) n = 1, (c) n = 0.5.
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Figure 5.15: Partially open fracture (β = 0.5)
propagating with α = n+1
n+2
. The numerical so-
lution (5.3.20) for the half-width h(t, x) plotted
against x for increasing values of the scaled time
Knt and (a) n = 3, (b) n = 1, (c) n = 0.5.
(a)





































































Figure 5.16: Open fracture (β = 1.5) prop-
agating with α = n+1
n+2
. The numerical solu-
tion (5.3.20) for the half-width h(t, x) plotted
against x for increasing values of the scaled time
Knt and (a) n = 3, (b) n = 1, (c) n = 0.5.
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Figure 5.17: The length L(t) of a partially open fracture with β = 0.5 plotted against
the scaled time Knt for (a) n = 3, (b) n = 1, (c) n = 0.5 and for working conditions (i)
constant speed of propagation, (ii) constant rate of fluid injection, (iii) constant pressure at
the fracture entry and (iv) constant volume. In (a) lengths are plotted until the transition
time for (i) to form an open fracture while in (b) and (c) until the transition time for (ii)
to form an open fracture.
The limit analysis from Table 5.1 further suggests that the lengths of all working conditions
dependent on n, both in the fluid injection and extraction regions, tend to behave like the
length of the constant pressure working condition when n→ 0 and the fluid flow becomes
more tortuous. This result is verified for fluid injection, in Figure 5.17, but still remains
to be verified for fluid extraction.
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5.8.3 Fluid extraction [1/[2(n+ 1)] < α < 1/(n+ 2)]
We now investigate solutions of the boundary value problem and therefore the group
invariant solution of the half-width of the fracture corresponding to working conditions
within the fluid extraction region. This implies that we consider values of α that are in





, 1 < γ < 2. (5.8.26)
Note that when γ = 1, (5.8.26) reduces to the constant volume working condition, α =
1/(n + 2), and when γ = 2, (5.8.26) reduces to the limiting fluid extraction working
condition, α = 1/[2(n + 1)], both working conditions that are boundaries of the fluid
extraction region. For all n > 0, we consider two values of α within the fluid extraction
domain. We choose γ = 4/3 that reduces (5.8.26) to α = 3/[2(2n + 3)] and γ = 5/3 that
reduces (5.8.26) to α = 3/(5n + 6). Figures 5.18 and 5.19 show the numerical solution
of the half-width of the fracture plotted against x for a range of scaled times Knt when
α = 3/[2(2n+ 3)] and Figures 5.20 and 5.21 show similar plots of the numerical solutions
for the half-width of the fracture when α = 3/(5n+ 6). All values of α defined within the
fluid extraction region, 1/[2(n + 1)] ≤ α < 1/(n + 2), are less than 1/2. It follows that if








1−2α − 1), (5.8.27)
where fmax 6= f(0), all the asperities at the fluid-rock interface touch forming contact
regions and therefore transforming an open fracture to a partially open fracture. If the
fracture is initially partially open then 0 < β < 1 and Kntτ < 0, which is not physical
since a time scale has to be positive. Therefore an initially partially open fracture remains
partially open for all scaled time Knt. This is in agreement with the analytical solutions
for α = 1/(n+2), shown in Figure 5.1, and for α = 1/[2(n+1)], shown in Figure 5.5. This
is also in agreement with the numerical solutions for α = 3/[2(2n + 3)], shown in Figure
5.18, and for α = 3/(5n+ 6), shown in Figure 5.20.
We see from Figures 5.18 to 5.21 that the tortuosity parameter n has a similar effect on
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the fracture tips for working conditions defined in the fluid extraction region as in the fluid
injection region, that is, for n > 1 there a is singularity at the fracture tip and therefore
the lubrication approximation breaks down while for 0 < n ≤ 1 the spatial derivative of
the half-width of the fracture at the fracture tip is finite and therefore the lubrication
approximation is satisfied: for n = 1 the spatial gradient at the fracture tip is non-zero
while for 0 < n < 1 it is zero. This agrees with the asymptotic solution at the fracture
tip, (5.6.8).
Figures 5.18 to 5.21 show a positive slope in the neighbourhood of the fracture entry.
This occurs until the analytical solution for α = 1/[2(n+ 1)], the limiting solution of fluid
extraction (shown in Figures 5.5 and 5.6), is satisfied. For this solution the fracture entry
is closed, h(t, 0) = 0. For fluid injection the slope of the half-width of the fracture in
the neighbourhood of the fracture entry is negative, for constant volume the slope in the
neighbourhood of the fracture entry is zero and for fluid extraction the slope of the half-
width of the fracture in the neighbourhood of the fracture entry is positive. The limiting
fluid extraction solution for the half-width of the fracture has an infinite positive slope at
the fracture entry. Unlike in the fluid injection region, decreasing the value of α in the
fluid extraction region results in decreasing the half-width of the fracture at the fracture
entry, as seen in Figures 5.18 to 5.21. The gradual closing of the half-width of the fracture
at the fracture entry will be investigated later in Section 5.8.4.
It is now necessary to investigate the manner in which the fluid flows out of the fracture
at the fracture entry within the extraction region. For the limiting fluid extraction working
condition, α = 1/[2(n + 1)], analysed in Section 5.7, it was found that during the fluid
extraction process, as some fluid flows out of the fracture at the fracture entry, some other
fluid relaxes further into the fracture causing the length of the fracture to continuously
increase. This process was found to continue with increasing scaled time until in the limit
t → ∞, all the fluid was extracted from the fracture. It remains to investigate if the
process of fluid extraction within the fluid extraction region behaves in the same way as
that for the limiting fluid extraction solution.
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Figure 5.18: Partially open fracture (β = 0.5)
propagating with α = 3
2(2n+3)
. The numerical
solution (5.3.20) for the half-width h(t, x) plot-
ted against x for increasing values of the scaled
time Knt and (a) n = 3, (b) n = 1, (c) n = 0.5.
(a)



























































Figure 5.19: Open fracture (β = 1.5) propa-
gating with α = 3
2(2n+3)
. The numerical solu-
tion (5.3.20) for the half-width h(t, x) plotted
against x for increasing values of the scaled time
Knt and (a) n = 3, (b) n = 1, (c) n = 0.5.
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Figure 5.20: Partially open fracture (β = 0.5)
propagating with α = 3
(5n+6)
. The numerical
solution (5.3.20) for the half-width h(t, x) plot-
ted against x for increasing values of the scaled
time Knt and (a) n = 3, (b) n = 1, (c) n = 0.5.
(a)


























































Figure 5.21: Open fracture (β = 1.5) propa-
gating with α = 3
(5n+6)
. The numerical solu-
tion (5.3.20) for the half-width h(t, x) plotted
against x for increasing values of the scaled time
Knt and (a) n = 3, (b) n = 1, (c) n = 0.5.
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In order to investigate the behaviour of fluid extraction for the working conditions
α = 3/[2(2n + 3)] and α = 3/(5n + 6) defined within the fluid extraction region, it is
necessary to analyse the fluid flux in the fracture, which is defined by equation (5.3.24).
Although values of the diffusion constant Kn can be obtained through experiments for
different values of n, these values are not readily available. We also want to keep the
investigation general and not applicable to only some values of the physical quantities.
Therefore when plotting, we consider the flux ratio
Q(t, x)



























where both Q(t, x) and |Q(0, 0)| are obtained from the general equation of fluid flux given
by (5.3.24) with u = x/L(t). The graphs of (5.8.28) against x at t = 0 for different values
of n all start at the point (0,−1) which is a useful property when comparing the fluid flux
for a range of values of n. From (5.8.28) it is clear that the exponent of the flux ratio is
always negative for any working condition chosen within the fluid extraction region. It
therefore follows that Q(t, x) → 0 as t → ∞ for 0 ≤ x ≤ L(t). This result implies that
for any chosen working condition within the fluid extraction region, all the fluid in the
fracture has flowed out of the fracture at the fracture entry as t→∞.
Plotting (5.8.28) for working conditions α = 3/[2(2n + 3)] and α = 3/(5n + 6), corre-
sponding to γ = 4/3 and γ = 5/3 respectively, and for β = 0.5 gives Figures 5.22 and
5.23. It is clear from these Figures that for working conditions within the fluid extraction
region, as some of the fluid flows out of the fracture, some of the fluid relaxes further into
the fracture increasing the length of the fracture. This occurs with increasing scaled time
Knt until all of the fluid is extracted from the fracture as t→∞.
We now compare different values of α within the fluid extraction range, 1/[2(n+ 1)] ≤
α < 1/(n+2), for a chosen value of n in order to investigate which working condition yields
the maximum rate of fluid extraction. In this analysis, we cannot use the fluid flux ratio,
(5.8.28), because both f(0) and df
du
(0) contained in |Q(0, 0)| depend on the parameter α








































































Figure 5.22: Fluid flux, (5.8.28), in a partially
open fracture (β = 0.5) propagating with α =
3
2(2n+3)
plotted against x for increasing values
of the scaled time Knt and for (a) n = 3, (b)















































































Figure 5.23: Fluid flux, (5.8.28), in a partially
open fracture (β = 0.5) propagating with α =
3
(5n+6)
plotted against x for increasing values of
the scaled timeKnt and for (a) n = 3, (b) n = 1,
(c) n = 0.5.
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We therefore consider a different fluid flux ratio
Q(t, x)















































is the fluid flux derived from the limiting fluid extraction condition of γ = 2, α = 1/[2(n+
1)], when t = 0 and x = 0. Since |Q(0, 0)|γ=2 depends only on α = 1/[2(n + 1)], we can
compare the fluid flow behaviour of different working conditions within the fluid extraction
region for a chosen parameter n using (5.8.29). Figure 5.24 shows different fluid flow
behaviour in the fracture for n = 3 and for (a) α = 1/[2(n + 1)], (b) α = 3/(5n + 6) and
(c) α = 3/[2(2n+ 3)]. From the negative fluid flux in Figure 5.24, it is clear that less fluid
flows out of the fracture at the fracture entry (x = 0) for t ≥ 0 when α is closer to the
constant volume working condition, 1/(n + 2), and more fluid flows out of the fracture
at the fracture entry (x = 0) for t ≥ 0 when α is closer to the limiting fluid extraction
condition, 1/2(n + 2). Furthermore, we see that the limiting fluid extraction condition
gives the maximum rate of fluid extraction from the fracture. This is because Q(t, 0) is the
most negative for α = 1/[2(n + 1)] and Q(t, 0) = dV/dt. We have verified that the same
conclusion is drawn for n = 1 and for n = 0.5. This result will be further investigated
later in this Chapter.
The length of the fracture for working conditions within the fluid extraction region are
plotted in Figure 5.25. As n → 0 and the flow becomes more tortuous, the length of the
fracture becomes less dependent on the working conditions at the fracture entry and the
graphs cluster around the solution for the limiting value α = 1/2 in Figure 5.25. The
exception is the limiting fracture for fluid extraction which propagates at a slower speed
and its graph does not cluster with the other graphs in Figure 5.25. It was also found for
fluid injection in Figure 5.17 that the length of the fracture becomes less depedent on the

























































































Figure 5.24: Fluid flux ratio Q(t, x)/|Q(0, 0)|γ=2 in a partially open fracture (β = 0.5) plotted
against x with n = 3 and for the scaled times Knt = 0, 1 and 4 and for working conditions (a)
1/[2(n+ 1)], (b) 3/(5n+ 6) and (c) 3/[2(2n+ 3)].
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Figure 5.25: The length L(t) of a partially open fracture with β = 0.5 plotted against the scaled
time Knt for (a) n = 3, (b) n = 1, (c) n = 0.5 and for working conditions (i) α = 1/(n + 2), (ii)
α = 3/[2(2n+ 3)], (iii) α = 3/(5n+ 6) and (iv) α = 1/[2(n+ 1)].
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5.8.4 Half-width at the fracture entry
In order to investigate the behaviour of the half-width at the fracture entry for different
working conditions, we plot the half-width of the fracture, (5.3.20), against x at time
t = 0 for 0 ≤ x ≤ 1 and for different working conditions. The same conclusion that will
be obtained in this analysis can be drawn when considering higher scaled times Knt.
Figure 5.26 shows the initial half-width for different fluid injection working conditions
and for the constant volume working condition. Figure 5.27 shows the initial half-width
when fluid is extracted and when the volume of the fracture is constant. Figures 5.26
and 5.27 are plotted separately for clarity. From Figure 5.26 it is clear that all working
conditions for fluid injection are characterized by a negative slope of the half-width at the
fracture entry. The half-width at the fracture entry is the same for all working conditions
with fluid injection and the same value of β. This is due to the fact that for fluid injection,
the maximum half-width of the fracture is at the fracture entry. The constant volume
working condition shown in both Figures 5.26 and 5.27 is characterized by the zero slope
of the half-width at the fracture entry. Furthermore, the half-width at the fracture entry
for a fracture with constant volume is the maximum half-width of the fracture. From
Figure 5.27 it is clear that fluid extraction is characterized by a positive slope of the
half-width at the fracture entry. Since the maximum half-width for any fluid extraction
working condition is not at the fracture entry but at some distance xmax along the fracture,
where xmax increases as α decreases, it follows that the half-width at the fracture entry
decreases as α decreases. It starts to decrease after the constant volume working condition,
α < 1/(n + 2), and continues to decrease until the limiting fluid extraction working
condition, α = 1/[2(n + 1)], at which the minimum half-width at the fracture entry of
zero is achieved. The limiting fluid extraction working condition shown in Figure 5.27 is
characterized by a half-width at the fracture entry that has a positive and infinite spatial
gradient which is the largest gradient at the fracture entry.
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Figure 5.26: Partially open fractures, β = 0.5, for
time t = 0. The half-width of the fracture plotted
against x for working conditions (i) constant vol-
ume (ii) constant pressure (iii) constant rate of
fluid injection (iv) constant speed of propagation
and for (a) n = 3, (b) n = 1, (c) n = 0.5.
(a)






















































Figure 5.27: Partially open fractures (β = 0.5)
for time t = 0. The half-width of the fracture
plotted against x for working conditions (i) α =
1/(n+2) (ii) α = 3/[2(2n+3)] (iii) α = 3/(5n+6)
(iv) α = 1/[2(n+1)] and for (a) n = 3, (b) n = 1,
(c) n = 0.5.
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5.9 Width averaged fluid velocity
In this Section, we analyse the width averaged fluid velocity because it is a good measure to
investigate the behaviour of the fluid flow in the fracture given the very thin nature of the
fracture. This is done by considering the ratio of the width averaged fluid velocity, (5.3.25),
and the velocity at which the fracture propagates, dL/dt, obtained by differentiating the






, 0 ≤ u ≤ 1. (5.9.1)
The average is taken over the model fracture which replaces the actual fracture. The
velocity ratio was investigated by Anthonyrajah et al. [37] for a fracture with turbulent
fluid flow and by Fareo [30] for a fracture driven by a power law fluid. Since we have
obtained analytical solutions for f(u) and for the working conditions α = 1, α = 1/(n+2)
and α = 1/[2(n+ 1)], we can derive analytical expressions for the velocity ratio (5.9.1) for
these working conditions.
For α = 1, the analytical solution for f(u) is (5.7.17) while the derivative of f(u) is
df
du
= −n 1−nn (1− u) 1−nn . (5.9.2)
Substituting (5.7.17) and (5.9.2) into (5.9.1) gives the velocity ratio for the case when the





From (5.9.3) it is clear that when the speed of propagation of the fracture is constant, the
velocity ratio is constant everywhere along the length of the fracture.









(1− u2) 1−nn u. (5.9.4)
Substituting (5.7.6) and (5.9.4) into (5.9.1) gives the velocity ratio for the case when the






From (5.9.5), it is clear that when the volume of the fracture is kept constant, the velocity
ratio increases linearly along the length of the fracture.
The working conditions α = 1 and α = 1/(n+ 2) have velocity ratios that are indepen-
dent of n, (5.9.3) and (5.9.5). This is clearly shown in Figure 5.28 and implies that for
these working conditions, tortuosity does not have any effect on the width averaged fluid
velocity.














































From (5.9.7) it is clear that when the limiting fluid extraction working condition is sat-
isfied, the parameter n and therefore the tortuous nature of the fracture has an effect on
the width averaged fluid velocity. This is shown in Figure 5.29.
The velocity ratio curves for both fluid injection and fluid extraction working conditions
are drawn in separate Figures for clarity. The velocity ratio curves for the fluid injection
working conditions α = 1, α = (n + 1)/(n + 2) and α = 1/2 are shown on Figure 5.28
and velocity ratio curves for the fluid extraction working conditions α = 3/[2(2n + 3)],
α = 3/(5n+ 6) and α = 1/[2(n+ 1)] are shown on Figure 5.29. The velocity ratio curves
for a fracture with constant volume are shown in Figures 5.28 and 5.29.
For fluid injection, 1/(n + 2) < α ≤ 1, equations (5.9.3) and (5.9.5) and Figure 5.28
clearly show that for constant volume and constant speed of propagation working condi-
tions the velocity ratio curves are straight lines. Furthermore, from Figure 5.28 it is clear
that the constant rate of fluid injection and the constant pressure working conditions yield
velocity ratio curves that increase approximately linearly along the length of the fracture.



































































u for working conditions (i) α = 1 (constant
speed), (ii) α = (n + 1)/(n + 2) (constant rate
of fluid injection), (iii) α = 1/2 (constant pres-
sure) and (iv) α = 1/(n + 2) (constant volume),

































































u for working conditions (i) α = 1/(n + 2) (con-
stant volume), (ii) α = 3/[2(2n + 3)], (iii) α =
3/(5n+ 6) and (iv) α = 1/[2(n+ 1)] (limiting so-
lution), and for (a) n = 3, (b) n = 1, (c) n = 0.5.
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For fluid extraction, 1/[2(n + 1)] ≤ α < 1/(n + 2), Figure 5.29 clearly shows that
the width averaged fluid velocity is negative in the neighbourhood of the fracture entry
and positive in the neighbourhood of the fracture tip. For the limiting solution of fluid











which agrees with (5.7.58). Some of the fluid travels torwards the fracture entry while
some of the fluid travels towards the fracture tip during the fluid extraction process. This
result agrees with the fluid extraction analysis done in Sections 5.7 and 5.8. From Figure
5.29 we see that during the fluid extraction process, fluid close to the fracture tip relaxes
further into the fracture with an approximately linear width averaged fluid velocity while
fluid close to the fracture entry flows out of the fracture with a nonlinear width averaged
velocity. More analysis of the fluid flow behaviour shown in Figure 5.29 will be undertaken
in Section 5.11.
5.10 Approximate analytical solutions in the fluid
injection region
From equations (5.9.3) and (5.9.5), it is clear that the velocity ratios for a fracture with
constant volume and for a fracture propagating with constant speed are straight lines.
Figure 5.28 shows that the velocity ratio curves for a fracture propagating with a constant
rate of fluid injection at the fracture entry and for a fracture propagating with fluid injected
at the fracture entry with a constant pressure increase approximately linearly along the
length of the fracture. We therefore make the approximation that the velocity ratio curves
for working conditions within the fluid injection region, 1/(n + 2) < α < 1, are straight
lines in order to derive approximate analytical solutions. This method was introduced by
Fareo [30] who investigated approximate analytical solutions for a power law hydraulic





= mu+ c, (5.10.1)
where m is the gradient and c is the vx/
dL
dt
-intercept. From Figure 5.28, it is clear that all
the velocity ratio curves start at a point (0,A) where the vx/
dL
dt
-intercept, A, depends on








= (1− A)u+ A. (5.10.2)
Now equating (5.10.2) to the velocity ratio equation (5.9.1) gives a variable separable first




= −(1− A)u− A, (5.10.3)
















(1− u) 1n . (5.10.4)
If numerical solutions can be obtained for any working condition within the fluid injection
region, then the constant A which is the vx/
dL
dt




-axis of the graph of the velocity ratio against u. However it is necessary to
obtain an analytical expression for A which is independent of the numerical solution and
which will apply approximately for 1/(n+ 2) < α < 1. From Figure 5.28 we observe that
when n = 3, A is close to 1 although as n decreases to 1 and then to 0.5, A moves further
away from 1. In order to obtain A, we substitute the approximate analytical solution for
f(u), (5.10.4), into the second boundary condition (5.3.7). The left hand side of (5.3.7) is











The integral on the right hand side of (5.3.7) is evaluated by making an expansion of f(u),














, as A→ 1 (5.10.6)
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, as A→ 1. (5.10.7)



























, as A→ 1
(5.10.8)
and therefore by equating the left hand side, (5.10.5), and the right hand side, (5.10.8),













, as A→ 1. (5.10.9)
It can be verified that the solution (5.10.6) and the constant (5.10.9) both satisfy the
ordinary differential equation (5.3.5) as A→ 1.








is obtained by using equations (5.10.6) and (5.10.9) in (5.3.21) and evaluating (5.10.6)
at u = 0 to obtain f(0) which is equal to fmax when fluid is injected into the fracture.
Similarly the approximate analytical solution for the half-width of the fracture, (5.3.20),
is



























It can be verified that the approximate analytical solutions (5.10.10) and (5.10.11) for
the length and half-width of the fracture ,respectively, exactly satisfy the exact analytical
solutions (5.7.8) and (5.7.10) for constant volume, α = 1/(n+2), and (5.7.20) and (5.7.22)
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for constant speed of propagation, α = 1. This is because unlike for 1/(n + 2) < α < 1,
the working conditions α = 1/(n+ 2) and α = 1 give velocity ratio curves that are exactly
straight lines. It therefore follows that for α = 1/(n + 2) and α = 1 the approximation




A, given by (5.10.9) is A = 0 for α = 1/(n + 2) and A = 1 for α = 1 which is exactly
the same for the exact analytical solutions given by equations (5.9.3) and (5.9.5). For




f(u)du does not need to be expanded as the remaining factor in
(5.10.9) is zero resulting in A = 0.
Figure 5.30 shows approximate analytical half-widths plotted with dashed lines (- - -),
(5.10.11), and numerical solutions plotted with solid lines ( ), (5.3.20), of a partially
open fracture, β = 0.5, with fluid at its entry injected at a constant rate, α = (n+1)/(n+2).
From the approximate analytical solution (5.10.11) it is clear that a fracture that is initially
partially open with α = (n + 1)/(n + 2) stays partially open until the scaled transition
time
Kntτ =








while from the numerical solution, (5.3.20), a partially open fracture with α = (n+1)/(n+












After the scaled transition time (5.10.12) or (5.10.13), the touching asperities at the fluid-
rock interface move apart along the length of the fracture forming an open fracture.
The scaled transition time, (5.10.12), derived from the approximate analytical solution,
(5.10.11), for n = 3, 1 and 0.5 is Kntτ = 576.60, 8.17 and 1.54, respectively. The scaled
transition time, (5.10.13), derived from the numerical solution, (5.3.20), for n = 3, 1 and
0.5 is Kntτ = 577.67, 8.26 and 1.58, respectively. The percentage error in the approximate
analytical solution is 0.19%, 1.09% and 2.53%.
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Figure 5.30: Partially open fracture with β = 0.5 and constant rate of fluid injection at the
fracture entry, α = n+1
n+2
. Comparison of the approximate analytical solution (5.10.11) (- - -) with
the numerical solution (5.3.20) ( ) for the half-width h(t, x), plotted against x for increasing
values of the scaled time 0 ≤ Knt ≤ Kntτ and for (a) n = 3, (b) n = 1, (c) n = 0.5.
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Figure 5.31: Partially open fracture with β = 0.5 and constant pressure at the fracture entry,
α = 1
2
. Comparison of the approximate analytical solution (5.10.11) (- - -) with the numerical
solution (5.3.20) ( ) for the half-width h(t, x), plotted against x for increasing values of the
scaled time Knt and for (a) n = 3, (b) n = 1, (c) n = 0.5.
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Figure 5.31 compares approximate analytical half-width solution (5.10.11), shown by
dashed lines (- - -), with the numerical half-width solution (5.3.20), shown by solid lines
( ), for a partially open fracture (β = 0.5) that has fluid injected at its entry with con-
stant pressure, α = 1/2. When the fluid pressure at the fracture entry is kept constant,
the initially partially open fracture continues to be partially open for all scaled time Knt
as observed in Figure 5.31.
The approximate analytical solution agrees very well with the numerical solution al-
though the accuracy decreases slightly as n and α decrease. The decrease in accuracy is
due to the increasing error in (5.10.9). It is also important to recall that when n = 3, A is
close to 1 and as n decreases to 1 and then to 0.5, A moves further away from 1 while the
expression of A given by (5.10.9) applies as A→ 1. In order to improve the approximate
analytical solution (5.10.6), we consider an extra term in the expansion for A, given in

































, as A→ 1.
(5.10.14)



















, as A→ 1.
(5.10.15)
















, r = 0, 1, ..., s. (5.10.16)
The constant A will be obtained by iteratively solving equation (5.10.16).
The first iteration of (5.10.16) which occurs when r = 0 gives A1, where A0 is taken to
be the zero order term in (5.10.9). The subsequent iterations are solved using the result of
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α n Numerical Zero order Error % of First order Error % of
solution solution Numerical A solution Numerical A
for A for A & Zero order for A & First order
(5.10.9) soln. for A (5.10.16) soln. for A
α = n+1
n+2
3 0.9420 0.9375 0.4777 0.9415 0.0496
1 0.7809 0.7500 3.9570 0.7808 0.0158
0.5 0.6233 0.5556 10.8615 0.6206 0.4350
α = 1
2
3 0.7647 0.7500 1.9223 0.7643 0.0506
1 0.5492 0.5000 8,9585 0.5486 0.1122
0.5 0.4103 0.3333 18.7668 0.4041 1.5180
Table 5.2: Approximations to the constant A.
A obtained in the previous iteration. The number of iterations, s+ 1, will be determined
by how quickly the value of A converges to the numerical value of A, shown in Figure 5.28,
and the stopping criteria, which is satisfied when the next iteration gives the same value
of A as the previous iteration.
For α = (n + 1)/(n + 2), the first order solution for A is obtained from (5.10.16) after
s + 1 = 14, 20 and 24 iterations for n = 3, 1 and 0.5, respectively. The computational
times are 4 × 10−6 seconds for n = 3 and 5 × 10−6 seconds for n = 1 and n = 0.5. For
α = 1/2, the first order solution for A is obtained from (5.10.16) after s + 1 = 14, 19
and 21 iterations for n = 3, 1 and 0.5, respectively, with computational times 4 × 10−6
seconds for all the specified cases. It is clear that the increasing number of iterations with
decreasing parameter n poses no problem as the computational times are negligible.
Table 5.2 shows the error percentage of the numerical solution for A and the zero
order solution for A, (5.10.9), and the error percentage of the numerical solution for A
and the first order solution for A obtained by iterating (5.10.16). From Table 5.2, columns
five and seven, it is clear that the percentage errors decrease significantly when using
the first order solution for A, (5.10.16). This implies that the first order solution for
A, (5.10.16) gives results that are closer to the numerical solutions than the zero order
solution for A, (5.10.9). It follows that using the first order solution for A obtained by
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iterating (5.10.16) results in better agreement between the numerical and approximate
analytical solutions than that shown in Figures 5.30 and 5.31 and hence results in better
approximate analytical solutions.
5.11 Further investigation of fluid extraction
During the fluid extraction process as the fluid in the neighbourhood of the fracture entry
flows out of the fracture, fluid in the neighbourhood of the fracture tip relaxes further into
the fracture causing the fracture length to continuously increase. This behaviour continues
until all the fluid has been extracted from the fracture at time t → ∞. In this Section,
we use the velocity ratio graphs, shown in Figure 5.29, to further investigate the process
of fluid extraction.
The concept of approximate analytical solutions applied in Section 5.10 to the fluid
injection region can also be applied for fluid extraction. However, unlike for fluid injection,
the velocity ratio curves for fluid extraction shown in Figure 5.29 slowly diverge from linear-
like behaviour as the working conditions decrease from the constant volume condition,
α = 1/(n+ 2), to the limiting condition for fluid extraction, α = 1/[2(n+ 1)]. It therefore
follows that although it may be sufficient to make a linear approximation for the velocity
ratio curves that are close to the constant volume straight line, which corresponds to
α = 1/(n + 2), in order to obtain approximate analytical solutions that are accurate, it
is definitely not sufficient to do the same for velocity ratios that are close to the limiting
fluid extraction curve, which corresponds to α = 1/[2(n + 1)]. Thus for fluid extraction,
a suitable nonlinear curve that best represents the velocity ratio curves, shown in Figure
5.29, would have to be investigated in order to derive an accurate approximate analytical
solution.
An important feature in the velocity ratio curves for fluid extraction, shown in Figure
5.29, is that they are negative in the neighbourhood of the fracture entry and positive in
the neighbourhood of the fracture tip. Therefore they all have a point at which the mean
velocity is zero, vx = 0. We will refer to this point as the “zero point”. A negative velocity
123
ratio simply implies that fluid flows towards the left and out of the fracture at the fracture
entry and a positive velocity ratio implies that fluid flows towards the right and further
into the fracture causing the fracture length to increase. The “zero points” in Figure 5.29
are the transition points at which the width averaged fluid velocity is instantaneously zero.
The velocity ratio is independent of time. This average fluid flow behavior agrees with
the fluid extraction analysis done in Section 5.8. For the constant volume solution there
is no fluid injection or extraction at the fracture entry and it therefore follows that the
corresponding velocity ratio has the zero at u = 0 which implies zero fluid velocity at the
fracture entry. For working conditions less than the constant volume condition, all zeros
are at u > 0. For the fluid extraction working conditions α = 3/[2(2n+ 3)] and 3/(5n+ 6)




and using df/du from numerical results. For the limiting fluid extraction working condi-









As expected, it turns out that the zero of the velocity ratio curve for the limiting fluid
extraction working condition is umax given by (5.7.39), the point at which the maximum
fracture half-width is attained. For the working conditions α = 3/[2(2n + 3)] and α =
3/(5n + 6) defined within the fluid extraction region, in fact for any working condition
within the fluid extraction region, it can be verified that the zeros given by (5.11.1) are the
same as the points umax at which the maximum half-widths of the fracture are numerically
obtained.
From Figure 5.32, the zeros of the velocity ratio curves in Figure 5.29 are plotted
against the increasing parameter n. These curves show the points at which the width
averaged fluid velocity changes direction as n increases for the three extraction working
conditions considered. For the limiting fluid extraction working condition, α = 1/[2(n+1)],
the zero umax is the largest when compared with umax given by the fluid extraction working
conditions, α = 3/[2(2n + 3)] and α = 3/(5n + 6), for any chosen value of n. Thus umax
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Figure 5.32: Curves of umax plotted against n for specified working conditions.
for the limiting fluid extraction condition is the furthest away from the fracture entry and
therefore closest to the fracture tip for all values of n > 0. This agrees with, and further
explains, the result obtained in Section 5.8 that the limiting fluid extraction condition







We see from Figure 5.32 that umax is an increasing function of n for any given working
condition. It therefore follows that the greatest value of umax for all fluid extraction
working conditions and for all values of n > 0 is umax = 1/2. This agrees with the results
in Figure 5.32.
From Figure 5.32 we can deduce that the zeros for large fracture arpetures (n >> 0) are
closer to the fracture tip that those for small tortuous fractures (0 < n ≤ 1). Instinctively
we conjecture that this may lead to more fluid extraction at a time in large fracture
apertures than in small tortuous fractures. However proving this through general analysis
would be difficult as we cannot compare fracture properties of different values of n due to
the unknown and different values of Kn.
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5.12 Conclusions
In this Chapter, we analysed the nonlinear diffusion equation of a model linear hydraulic
fracture with tortuosity. The model fracture can either be open when the asperities in the
actual fracture do not touch each other or partially open when the asperities at the top
and bottom surfaces of the actual fracture touch forming contact regions.
Methods of solution considered by different authors [34, 36] for the propagation of a
hydraulic fracture and for the propagation of a gravity current, both from a point source
and therefore with zero initial length, have not been used in this work. This is because we
consider a pre-existing hydraulic fracture with non-zero initial length. The more powerful
Lie group analysis methods have been used to obtain a solution to the governing nonlinear
diffusion equation (5.1.1). The Lie point symmetry approach has been used to obtain a
group invariant solution for the half-width of the fracture h(t, x).
An ordinary differential equation was obtained by substituting the group invariant so-
lution for h(t, x) into the governing partial differential equation (5.1.1). The solution for
the length of the fracture, L(t), was derived from analysis of the boundary condition at
the fracture tip while the solution for the volume of the fracture, V (t), was used to derive
the boundary condition at the fracture entry. All solutions describing properties of the
fracture were found to depend on a function f(u) obtained from solving a boundary value
problem for the ordinary differential equation. Transformed variables were then used to
scale all the governing equations in order to simplify them by reducing the number of
parameters in the problem.
In Chapter 4, two conserved vectors for the nonlinear diffusion equation (5.1.1), the
elementary and the second conserved vectors, were calculated using three methods. In
this Chapter we used the results for these conserved vectors and investigated if they could
be associated with the Lie point symmetry generator of the governing partial differential
equation (5.1.1). This investigation was motivated by Sjo¨berg’s work on “Double reduc-
tion of PDEs from the association of symmetries with conservation laws with applications”
where she showed through the double reduction theorem and various examples that if a Lie
point symmetry generator is associated with a conserved vector for the same partial differ-
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ential equation, it may be possible to derive an analytical invariant solution for the partial
differential equation [29]. For the elementary conserved vector association was obtained
provided the volume of the fracture was kept constant, that is provided α = 1/(n + 2).
For the second conserved vector association was obtained provided the fluid extraction
working condition, α = 1/[2(n + 1)], was satisfied. It would remain to later investigate if
these two working conditions provided analytical invariant solutions.
Analysis of the invariant solution gave four working conditions at the fracture entry,
one of which was already obtained from the elementary conserved vector as the constant
volume working condition, α = 1/(n+ 2). A fifth working condition, α = 1/[2(n+ 1)], de-
scribing fluid extraction and obtained from the association of the second conserved vector
with a Lie point symmetry of the governing partial differential equation (5.1.1) was briefly
discussed. The remaining three working conditions obtained from this analysis were the
case where the rate of fluid injection was kept constant, α = (n + 1)/(n + 2), the case
where the fluid at the fracture entry was pumped into the fracture at a constant pressure,
α = 1/2, and the case where the fracture propagated at a constant speed, α = 1. The
latter working condition was acknowledged as a mathematical limit rather than a physical
working condition and it can be achieved by slowly increasing the rate of fluid injection
from a constant value until the fracture propagates at a constant speed.
An analytical asymptotic solution, valid in the neighbourhood of the fracture tip, of
the boundary value problem and therefore of the half-width of the fracture was derived.
For Reynolds flow, n = 3, Fareo and Mason [14] and Fitt et al [11] obtained a fracture
solution with a singularity at the fracture tip. For a fracture with tortuosity, a singularity
was obtained when n > 1 and therefore the asymptotic solution was used to join with the
numerical solution at the fracture tip when n > 1.
Three exact analytical solutions were obtained. The first exact analytical solution ob-
tained was that of a fracture with constant volume and therefore a fracture with no fluid
injection or extraction at the fracture entry, (α = 1/(n+ 2)). The second exact analytical
solution obtained was that of a fracture propagating at constant speed, (α = 1). The third
exact analytical solution was that of a fracture from which fluid is extracted at the fracture
entry. It is of interest that the first and the third exact analytical solutions were obtained
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by associating the elementary and second conserved vectors with the Lie point symmetry
generator of the governing equation, (5.1.1). These two solutions illustrated the double
reduction theorem of Sjo¨berg. In both cases, the ordinary differential equation, obtained
from reducing the partial differential equation with an associated Lie point symmetry,
could be integrated once immediately, thus making the second reduction. They could be
integrated further and analytical solutions were therefore derived.
All the analytical solutions for n > 1 gave a model fracture that had a singularity at
the fracture tip while all the analytical solutions for 0 < n ≤ 1 gave a model fracture with
a finite spacial gradient at the fracture tip. Given that n = 3 corresponds to the Reynolds
type of fluid flow, it is clear that a decrease in the parameter n leads to an increase in
tortuosity due to the surface roughness. It therefore follows that tortuosity can remove the
singularity at the fracture tip of the model fracture provided the tortuosity is sufficiently
strong.
There appears to be very little work in the literature on the extraction of fluid from a
hydraulic fracture. We therefore investigated in detail the analytical solution correspond-
ing to the fluid extraction working condition, α = 1/[2(n + 1)]. The analytical solution
was closed at the fracture entry, h(t, 0) = 0. The reason for the closure was due to the
assumption that hmin = 0 given that hmax >> hmin. However it was clearly discussed
by Fitt et al [1] that hmin is never zero and the assumption is made for mathematical
convenience. It was found that the volume of the fracture is a decreasing function of time
and that V (t)→ 0 as t→∞. This steady decrease in volume is due to a non-zero flux of
fluid out of the fracture at the fracture entry. It was also found that the spatial gradient
of the half-width of the fracture at the fracture entry is positive infinity. Not only does
the working condition α = 1/[2(n + 1)] correspond to fluid extraction, it also gives the
limiting solution for fluid extraction. It therefore follows that the fluid extraction working
conditions are defined in the region 1/[2(n + 1)] ≤ α < 1/(n + 2) and there are no solu-
tions below the curve α = 1/[2(n+ 1)]. To further investigate the limiting fluid extraction
working condition, α = 1/[2(n + 1)], we analysed the fluid flux in the fracture. The fluid
flux graphs were found to be negative in the neighbourhood of the fracture entry which
verified that when α = 1/[2(n + 1)] fluid is extracted out of the fracture at the fracture
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entry. The same fluid flux curves were found to be positive in the neighbourhood of the
fracture tip. This unexpected and interesting result showed that during the fluid extrac-
tion process the fluid close to the fracture entry flows out of the fracture, while the fluid
close to the fracture tip relaxes further into the fracture. This explained why the length of
the fracture grows continuously even during the fluid extraction process. The zero of the
fluid flux curves represents the point at which the maximum fracture half-width hmax is
obtained. The point of zero fluid flux is also the point at which the width averaged fluid
velocity vanishes. The point of the maximum half-width is therefore the point at which
the width averaged fluid flow changes direction from flowing out of the fracture to flowing
into the fracture.
For the fluid injection working conditions, α = (n + 1)/(n + 2) and α = 1/2, and for
the fluid extraction working conditions ,1/[2(n + 1)] < α < 1/(n + 2), exact analytical
solutions could not be found. It was therefore necessary to investigate numerical solutions
for these working conditions. The method that was used to obtain the invariant solutions
numerically for the specified working conditions was that of transforming the boundary
value problem into two initial value problems which were solved using the MATLAB ode45
solver. Solving the two initial value problems simultaneously is equivalent to solving the
original boundary value problem. This approach of obtaining the numerical solution to
the boundary value problem was tested considering the constant volume and the constant
speed of propagation working conditions. The numerical method gave solutions which
agreed well with the exact analytical solutions for α = 1 and α = 1/(n + 2). Therefore
this numerical method was used for the remaining working conditions, 1/(n+ 2) < α < 1
and 1/[2(n + 1)] < α < 1/(n + 2). From the numerical results, it was further verified
that tortuosity removes the singularity at the fracture tip of the model fracture when
0 < n ≤ 1.
For both the fluid injection and extraction working conditions, 1/[2(n + 1)] ≤ α ≤ 1,
the length of a partially open fracture, with β = 0.5, was analysed and plotted against the
increasing scaled time Knt for the values n = 3, 1 and 0.5. A significant result that was
found from the length graphs is that the more tortuous a fracture is, the less dependent
the length of the fracture is on the operating conditions at the fracture entry. This result
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was further verified by allowing n → 0, that is, allowing the fracture to be more tortu-
ous. All working conditions in Table 5.1 which are functions of n were found to tend to
α = 1/2. From this analysis a stronger result was obtained, that all working conditions
defined in both the fluid injection and extraction regions yield lengths of partially open
fractures that behave like the length of a partially open fracture with fluid injected at the
fracture entry at a constant pressure.
For the fluid extraction working conditions , 1/[2(n + 1)] < α < 1/(n + 2), the fluid
flux in the fracture was analysed and it was found that, as in the limiting fluid extraction
solutions when α = 1/[2(n + 1)], during the process of fluid extraction the fluid close to
the fracture entry flows out of the fracture while the fluid close to the fracture tip relaxes
further into the fracture. We also compared the fluid flux at the fracture entry for different
working conditions within the fluid extraction region, 1/[2(n + 1)] ≤ α < 1/(n + 2), and
found that the limiting fluid extraction condition, α = 1/[2(n + 1)], yields the maximum
rate of fluid extraction from a fracture.
Given the thin nature of the fracture, it became clear that the width averaged fluid
velocity was a more meaningful quantity to investigate than the fluid velocity in the frac-
ture. The ratio of the width averaged fluid velocity and the velocity of propagation of the
fracture, vx/(dL/dt), eliminated the diffusion constant that could not be scaled into the
time and made it possible to analyse the width averaged fluid velocity. For a fracture with
constant volume, the width averaged fluid velocity was found to increase exactly linearly
along the length of the fracture while for a fracture propagating with constant speed, the
width averaged fluid velocity was found to be constant along the length of the fracture.
For all the numerical solutions with working conditions defined within the fluid injection
region, the width averaged fluid velocity was found to increase approximately linearly
along the length of the fracture. This was a significant result for the fluid injection region
because it lead to the derivation of approximate analytical solutions which were first in-
troduced by Fareo [30]. The approximate analytical solutions were found to agree exactly
with the analytical solutions for a fracture with constant volume and a fracture propagat-
ing with constant speed. The approximate analytical solutions for the remaining working
conditions within the fluid injection region were found to agree well with the numerical
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solutions. An approximate analytical solution may be useful in practice when an exact
analytical solution cannot be obtained and a readily available analytical estimate for the
half-width or length of a tortuous fracture is required.
For the fluid extraction region, the width averaged fluid velocity was found to be in-
creasing approximately linearly in the neighbourhood of the fracture tip as fluid relaxes
further into the fracture during the fluid extraction process. However in the neighbour-
hood of the fracture entry the width averaged fluid velocity was found to be increasing
nonlinearly along the fracture length as fluid flows out of the fracture during the fluid
extraction process. For working conditions closer to the constant volume case in the fluid
extraction region, the approximation that the velocity ratio curves are straight lines might
be sufficient to give good approximate analytical results. For working conditions close to
the limiting fluid extraction case, the approximation that the velocity ratio curves are
straight lines would clearly not be sufficient to give good approximate analytical results
and a better function to approximate the behaviour of the width averaged fluid veloc-
ity would have to be investigated. The velocity ratio curves were negative close to the
fracture entry and positive close to the fracture tip and they therefore had zeros. This
agreed exactly with the analysis in the earlier Sections of this Chapter, that the zeros are
the points at which the maximum half-width is attained and also the points at which the
width averaged fluid velocity vanishes and the width averaged fluid flow changes direction.
The zeros were plotted against the parameter n. For all working conditions in the fluid
extraction region, 1/[2(n+ 1)] ≤ α < 1/(n+ 2), the zeros were closer to the fracture entry
than to the fracture tip and for the limiting solution for fluid extraction it was shown
that as n → 0 the zero was half-way along the length of the fracture. The fact that the
zero point for the limiting condition of fluid extraction, 1/[2(n + 1)], is the closest to the
fracture tip than all other working conditions defined within the fluid extraction region,
agrees with the result that the working condition 1/[2(n+ 1)] yields the maximum rate of
fluid extraction from the fracture.
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Chapter 6



















which describes a partially open fracture with contact regions modelled by the hyperbolic
crack law, where φ > 0. The diffusion constant Kn is defined by (2.4.85) and the pressure
ratio φ is defined by (2.4.86). When φ = 0, the hyperbolic model for a hydraulic fracture
reduces to a model for a linear hydraulic fracture and the partial differential equation
(6.1.1) then describes either an open or a partially open fracture, with Kn defined by
(2.4.77) instead of (2.4.85). Since the linear hydraulic fracture was discussed in Chapter
5, in this Chapter we will only consider φ > 0.
In this Chapter we investigate conservation laws for the partial differential equation
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(6.1.1) using the direct, the multiplier and the partial Lagrangian methods which were
described in detail in Chapter 3. As discussed in Chapter 2, we will always consider
parameter values of n that satisfy the condition n > 0.
In all calculations of the conservation laws, t, x, h and the partial derivatives of h are
treated as independent variables. The subscript notation for partial differentiation will
therefore be used. In the subscript notation the partial differential equation (6.1.1) is
G = ht −Kn
(
nhn−1 + φ(n− 2)hn−3
)
h2x −Kn(hn + φhn−2)hxx = 0. (6.1.2)
As in Chapter 4, when t and x are regarded as the only independent variables, then the
standard notation for partial derivatives will be used.
6.2 Direct method
In order to obtain conserved vectors for the partial differential equation (6.1.2), we consider






















where the components of the conserved vector T are chosen to have the form
T 1 = T 1(t, x, h, hx), T
2 = T 2(t, x, h, hx). (6.2.2)




























hx = 0. (6.2.3)
Now, separating the determining equation (6.2.3) in powers of second order derivatives of
















which when integrated with respect to hx, since equation (6.2.5) holds, gives
T 2 = −Kn(hn + φhn−2)∂T
1
∂h
hx + A(t, x, h) (6.2.7)














hx = 0. (6.2.8)














hx −Kn(hn + φhn−2)∂
2T 1
∂h2
h2x = 0. (6.2.9)






which when integrated twice with respect to h gives









Now, from (6.2.12), the value n = 1 is a special case. We first consider the general case in
which n > 0 with n 6= 1.
6.2.1 General case: n > 0 with n 6= 1
Substituting (6.2.11) into (6.2.12) and integrating with respect to h gives









































We separate (6.2.15) in powers of h. It can be verified that n = 2 is not a special case as
it leads to the same conserved vectors obtained when n > 0 and n 6= 2. Thus separating











which when integrated twice with respect to x gives
B = ax+ b, (6.2.19)
where a and b are constants. No new information is obtained when separating (6.2.15) by







Now, substituting (6.2.13) for A and (6.2.19) for B into T 1, (6.2.11), and T 2, (6.2.7),
gives the following results:
T 1 = (ax+ b)h+ C(t, x), (6.2.21)
T 2 = −Kn
(











Now T 1 = C(t, x) and T 2 = D(t, x) are components of a trivial conserved vector be-
cause, from (6.2.20), the conservation law equation (3.3.1) is identically satisfied without
imposing the PDE (6.1.2). Therefore we take
C(t, x) = 0, D(t, x) = 0. (6.2.23)
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Thus (6.2.21) and (6.2.22), when written in canonical form (a = 0, b = 1 and a = 1, b = 0),























6.2.2 Special case: n = 1
All equations defined before (6.2.12) are also applicable for the n = 1 case. Substituting












Integrating (6.2.26) with respect to h gives





























































which when integrated twice with respect to x gives
B = ax+ b. (6.2.33)
The remainder in (6.2.30) also gives (6.2.32). Substituting (6.2.33) into (6.2.29) gives
(6.2.20). With the same argument made for the general case, we choose C = 0 and D = 0.




























Notice that when n = 1, (6.2.24) reduces to (6.2.34) but (6.2.25) does not reduce to
(6.2.35). It follows that the special case n = 1 arises from the fact that when n = 1 the
second component of the second conserved (6.2.25) breaks down.
6.3 Multipliers method
We consider a multiplier of the form
Λ = Λ(t, x, h) (6.3.1)












where D1 and D2 are the total derivatives given by equations (3.2.7) and (3.2.8). Applying
the Euler operator Eh, (3.3.5), to equation (6.3.2) annihilates the divergence expression
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nhn−1 + φ(n− 2)hn−3
)
h2x −Kn(hn + φhn−2)hxx
]
= 0. (6.3.3)















(nhn−1 + φ(n− 2)hn−3)∂Λ
∂h









hxx = 0. (6.3.4)






Λ = Λ(t, x); (6.3.6)
separating (6.3.4) in powers of hx and h
2
x gives no new information and the remainder



















which when integrated with respect to x gives
Λ = ax+ b, (6.3.11)
where a and b are constants. Separating (6.3.7) by hn−2 gives no new information. Note
that in (6.3.7), n = 2 is not a special case because we can separate first by hn.
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Now so far, h(t, x) is (6.3.2) is arbitrary. We now suppose that h(t, x) is a solution of





nhn−1 + φ(n− 2)hn−3
)
h2x −Kn(hn + φhn−2)hxx
]
= 0, (6.3.12)
can be expressed as a linear combination of conservation laws. When written in canonical
form (a = 0 and b = 1 or a = 1 and b = 0), (6.3.12) gives
ht −Kn
(
nhn−1 + φ(n− 2)hn−3
)





nhn−1 + φ(n− 2)hn−3
)
h2x −Kn(hn + φhn−2)hxx
]
= 0. (6.3.14)




2 = 0. (6.3.15)
The first term of equation (6.3.13) can be expressed as
ht = D1(h), (6.3.16)
which implies that
T 1 = h (6.3.17)














T 2 = −Kn(hn + φhn−2)hx. (6.3.19)








The first term of (6.3.14) can be written as
xht = D1(xh), (6.3.21)
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which implies that
T 1 = xh (6.3.22)























T 2 = −Kn
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It is clear that the conserved vectors for the partial differential equation (6.1.2) derived
by the multiplier method, (6.3.20) and (6.3.25), are the same as the conserved vectors for
the PDE derived by the direct method, (6.2.24) and (6.2.25). When n = 1, it is clear
from (6.3.25) that the second component of the second conserved vector breaks down.
Therefore we investigate the special case n = 1.
6.3.1 Special case: n=1
It can be verified that the multiplier Λ, (6.3.11), is also applicable for n = 1. Now,





























hxx = 0. (6.3.27)
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By elementary manipulations, from (6.3.27),




















































We observe that even for the special case n = 1, the conserved vectors for the partial
differential equation (6.1.2) derived by the multiplier method, (6.3.30) and (6.3.31), are
the same as the conserved vectors for the PDE derived by the direct method, (6.2.34) and
(6.2.35).
6.4 Partial Lagrangian method
In order to derive conserved vectors for the partial differential equation (6.1.2) using the




(hn + φhn−2)h2x, (6.4.1)
of equation (6.1.2). Now, applying the Euler operator Eh, (3.3.5), to the partial Lagrangian












nhn−1 + φ(n− 2)hn−3
)
h2x − ht. (6.4.2)
Equation (6.4.2) will be used later when deriving the partial Noether symmetry generator
X = ξ1(t, x, h)
∂
∂t
+ ξ2(t, x, h)
∂
∂x





of the partial differential equation (6.1.2) which will be used to derive conserved vectors.












for the partial Noether symmetry generator, where D1 and D2 are the total derivatives






is given by equation (6.4.2) and B1
and B2 are the gauge functions. We will consider gauge functions of the form
B1 = B1(t, x, h), B2 = B2(t, x, h). (6.4.5)
The operator




used in (6.4.4) is the first prolongation of the partial Noether operator (6.4.3) where ζ2 is













































































Separating equation (6.4.7) by h2t and hxht gives
h2t : ξ






+ ξ2 = 0, (6.4.9)
which reduces to
ξ2 = 0, (6.4.10)
given that equation (6.4.8) is satisfied. Separating (6.4.7) by h2xht and h
3
x gives no new in-

















Integrated (6.4.13) with respect to h, gives different results for n = 1 and n 6= 1. Therefore
we take n = 1 as a specilal case. We first consider the general case of n > 0 with n 6= 1.
6.4.1 General case: n > 0 and n 6= 1
Now, integrating (6.4.13) with respect to h, since equation (6.4.12) holds, gives











separating (6.4.7) by ht gives




which when integrated with respect to h, since equation (6.4.12) holds, gives
B1(t, x, h) = hη(t, x) +N(t, x) (6.4.16)











































which when integrated with respect to x twice gives
η = ax+ b, (6.4.22)
where a and b are constants. Separating (6.4.18) by hn−1 gives again (6.4.21) and the







From equation (6.4.22), it is clear that the gauge functions (6.4.14) and (6.4.16) reduce to










where M(t, x) and N(t, x) satisfy (6.4.23). Now, from (3.3.13) and (3.3.14) the conserved
vectors corresponding to the partial Noether symmetries of a partial differential equation
are
T 1 = B1 − ξ1L− (η − ξ1ht − ξ2hx) ∂L
∂ht
, (6.4.26)
T 2 = B2 − ξ2L− (η − ξ1ht − ξ2hx) ∂L
∂hx
. (6.4.27)
Substituting the partial Lagrangian (6.4.1), the partial Noether symmetries (6.4.3) and
the gauge functions (6.4.24) and (6.4.25) into equations (6.4.26) and (6.4.27) gives
T 1 = (ax+ b)h+N(t, x), (6.4.28)








a− (ax+ b)Kn(hn + φhn−2)hx +M(t, x), (6.4.29)
where M(t, x) and N(t, x) satisfy (6.4.23). Now T 1 = N(t, x) and T 2 = M(t, x) are
components of a trivial conserved vector because the conservation law equation (3.3.1) is
identically satisfied by (6.4.23), without imposing the PDE (6.1.2). Therefore we take
N(t, x) = 0, M(t, x) = 0. (6.4.30)
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When written in canonical form (a = 0 and b = 1 or a = 1 and b = 0), equations























We find that the elementary conserved vector, (6.4.31), and the second conserved vector,
(6.4.32), derived by the partial Lagrangian method with gauge functions of the form
(6.4.5) are the same as the conserved vectors derived by the direct and the multiplier
methods. Furthermore we notice that the partial Lagrangian method with this form of
gauge functions does not give any other conserved vectors besides the conserved vectors,
(6.4.31) and (6.4.32), already derived by the direct method and the multiplier method.
6.4.2 Special case: n=1
All equations prior (6.4.13) are also applicable for n = 1. Therefore
ξ1 = 0, ξ2 = 0, η = η(t, x). (6.4.33)













which when differentiated with respect to h gives





























It can be verified that differentiating (6.4.36) and separating the result with respect to h
gives equation (6.4.22) for η, which reduces (6.4.36) to (6.4.23). Therefore using the same
argument as in the general case, we choose M = 0 and N = 0. By (6.4.26) and (6.4.27),



























which agree with the results obtained from the direct and the multiplier methods for n = 1.
6.5 Generation of new conserved vectors from known
conserved vectors
The method of generating conserved vectors from known conserved vectors that was intro-
duced by Kara and Mahomed [42] will now be used to investigate if the governing partial
differential equation (6.1.2) admits any other conserved vector besides the elementary con-
served vector, (6.4.31), and the second conserved vector, (6.4.32), already derived using
the direct, the multiplier and the partial Lagrangian methods in Sections 6.2, 6.3 and 6.4.
The components [42],
T 1∗ = X(T
1) + T 1D2(ξ
2)− T 2D2(ξ1), (6.5.1)
T 2∗ = X(T
2) + T 2D1(ξ
1)− T 1D1(ξ2), (6.5.2)
can either give new conserved vectors of the governing PDE or only a linear combination
of the known conserved vectors or give zero. The Lie point symmetry X is prolonged to
as many derivatives as required.
It is shown in Appendix B that the Lie point symmetry generator for the partial dif-
ferential equation (6.1.2) is













where c1, c2 and c3 are constants. Using (3.2.5) for ζ2, the first prolongation of X, the
formula of which is given by (3.3.12), is

















where ζ1 will not be required to calculate T∗. First, we investigate using the elementary
conserved vector, (6.4.31), to generate a conserved vector. Using equations (6.5.1) to















Similarly, for the second conserved vector (6.4.32),












T∗(2) = c3T(1) + c2T(2). (6.5.8)
From equations (6.5.6) and (6.5.8), it is clear that the generated conserved vectors are not
new conserved vectors since T∗(1) is a scalar multiple of the elementary conserved vector,
(6.4.31), and T∗(2) is a linear combination of the elementary conserved vector, (6.4.31), and
the second conserved vector, (6.4.32).
It can be verified that the conserved vector generated from the second conserved vector
of the special case (n = 1), (6.4.38), satisfies (6.5.8). The conserved vector generated
from the elementary conserved vector of the special case (n = 1), (6.4.37), clearly satisfies
(6.5.6) by setting n = 1 in the elementary conserved vector of the general case (n > 0 and
n 6= 1).
6.6 Conclusions
In this Chapter we derived conserved vectors for the partial differential equation (6.1.1).
We first applied the direct method and then used the multiplier and the partial Lagrangian
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methods in order to determine if more conserved vectors besides the ones derived by the
direct method could be found. The three methods yielded the same two conserved vec-
tors, namely: the elementary conserved vector, (6.4.31), and the second conserved vector,
(6.4.32).
We then investigated the method of Kara and Mahomed [42] of generating new con-
served vectors from known conserved vectors and the Lie point symmetry of the partial
differential equation. We found that the generated conserved vectors were not new con-
served vectors for the partial differential equation (6.1.1) but were either a scaling multiple
of the elementary conserved vector or a linear combination of the elementary conserved
vector and the second conserved vector.
Our analysis indicated that n = 1 and n = 2 are special cases for the derivation of the
conservation laws for the partial differential equation (6.1.1), however we did not inves-







In Chapter 2, a two-dimensional symmetric model representing a partially open fracture
with contact regions modelled by the hyperbolic crack law was developed. The partial



























the parameter φ is given by
φ = − k
Λhmax
=
Pressure due to the asperities
Pressure due to the fluid inside the fracture
> 0, (7.1.3)
an is an experimentally determined constant and hmax is the maximum half-width of the
fracture. The investigation of a tortuous partially open fracture with contact regions
149
modelled by the hyperbolic crack law is motivated by Fitt et al. [1] who state that the
hyperbolic crack law is generally considered as a more realistic model that describes the
existence of contact regions in a partially open fracture.
In Section 7.2, we will use the Lie point symmetry approach to derive the group invariant
solution for the length, volume and half-width of the model fracture. All properties of the
fracture, such as the length and volume of the fracture, and quantities analysing fluid
flow in the fracture, such as equations of fluid flux and the width averaged fluid velocity,
depend on an unknown function. This unknown function can be obtained by reducing the
governing PDE (7.1.1) to an ODE, using the group invariant solution for the half-width
of the fracture, and by solving the ODE subject to two boundary conditions, one at the
fracture tip and the other at the fracture entry.
Section 7.3 considers the scaling of the governing equations that describe the properties
and fluid flow in a partially open fracture with contact regions modelled by the hyperbolic
crack law. This reduces the number of parameters in the problem.
The association of a Lie point symmetry of the partial differential equation (7.1.1) with
the conserved vectors for (7.1.1) derived in Chapter 6, will be investigated in Section 7.4.
If association is satisfied, then we will be able to investigate whether analytical solutions
of the problem can be derived with the aid of Sjo¨berg’s double reduction theorem [29].
We will investigate operating conditions at the fracture entry admitted by a partially
open fracture with contact regions modelled by the hyperbolic crack law in Section 7.5.
Analytical solutions corresponding to the working conditions which are obtained will be
instestigated.
In Section 7.6 the asymptotic solution of the problem is derived at the fracture tip and
in the ε-neighbourhood of the fracture tip, where ε << 1. This asymptotic solution will
be necessary in any numerical solution found to have a singularity at the fracture tip. It
will also determine the fracture tip behaviour we should expect in the numerical solution
for different values of the parameter n.
In Section 7.7 we will obtain the numerical solution of the hyperbolic hydraulic fracture
for various values of n while Section 7.8 will focus on the analysis of the width averaged
fluid velocity in the fracture. The thin nature of the fracture makes the latter quantity
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more meaningful to describe the fluid flow in the fracture than the fluid velocity. In
Section 7.9, we will investigate approximate analytical solutions and compare them with
the numerical solutions.
Section 7.10 will summarise the work done in this Chapter and briefly discuss important
results obtained.
7.2 Group invariant solution





















with constants c1, c2 and c3, is the Lie point symmetry of (7.1.1) derived in Appendix B,




































= a1, Ψ = a2, (7.2.5)
where a1 and a2 are constants. The general solution of (7.2.3) is
a2 = F (a1), (7.2.6)
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where F is an arbitrary function. Since h = Ψ(t, x), the group invariant solution for the
half-width of the fracture is
h(t, x) = F (ξ), (7.2.7)











We now express the problem in terms of the group invariant solution. The partial



















Subsituting the group invariant solution (7.2.7), with the aid of (7.2.9), into the governing


















− F (ξ) = 0. (7.2.10)
The ODE (7.2.10) does not depend on c3. We choose c3 = 0 which makes ξ = 0 when









We now consider the boundary condition at the fracture tip which also gives an expres-
sion for L(t). The boundary condition at the fracture tip,
h(t, L(t)) = 0, (7.2.12)
in terms of the group invariant solution is










































But since the characteristic length of the fracture was chosen to be the dimensional initial








































where the dimensionless volume of the fracture, (2.4.76), is





The volume of the fracture (7.2.24) re-expressed in terms of the group invariant solution
(7.2.7) is



























Using (7.2.7) also to express the left hand side of (7.2.23) in terms of the group invariant
solution, the second boundary condition becomes
−2Kn
(






























when expressed in terms of the group invariant solution. Similarly, expressing the volume
flux of fluid per unit breadth










and the width averaged fluid velocity










both derived in (2.4.87) and (2.4.88) respectively, in terms of the group invariant solution
(7.2.7) gives
























7.3 Scaling of the governing equations









u, F (ξ) = Bf(u), 0 ≤ u ≤ 1, (7.3.1)
where B is a constant that will be determined later, in order to reduce the number of
parameters and therefore simplify the boundary value problem.







































Using (7.3.1) and (7.3.4) to scale the remaining equations, it can be verified that the





















− f(u) = 0, (7.3.5)
subject to the boundary conditions












































while the volume flux of fluid per unit breadth and the width averaged fluid velocity in
the fracture are













































(1) = 0. (7.3.13)
In Section 2.4, we chose the characteristic half-width of the fracture, H, to be the
maximum half-width of the fracture, hmax. It therefore follows that the dimensionless













where xmax is the point along the length of the fracture at which the maximum half-width
at t = 0 is attained. In a partially open fracture hmin ≤ h(t, x) < hmax, where we make
the approximation that the minimum half-width of the fracture is zero (hmin = 0), and
therefore the range of β is 0 ≤ β < 1. In an open fracture h ≥ hmax and therefore the
range of β is β ≥ 1. In this Chapter we only consider analysis of a partially open fracture,
φ > 0, and therefore we will only consider the range 0 ≤ β < 1.
Note that equations (7.3.8) to (7.3.13) are dimensionless although the dimensionless
notation (∗) is suppressed. Imposing (7.3.15) on (7.3.10) at t = 0 gives


















It will be shown later that umax = 0 and therefore f(umax) = f(0). Substituting (7.3.17),





















− f(u) = 0, (7.3.18)














































































(1) = 0. (7.3.27)
157
The pressure ratio φ in the governing equations (7.3.18) to (7.3.27) is given by (7.1.3).











However, we would like to keep the analysis general and not case specific, therefore when
plotting solutions we will scale Kn into the time. We consider a partially open fracture
(φ > 0) and therefore we will use parameter values that satisfy 0 ≤ β < 1. The maximum
function value f(umax) = f(0) will be obtained by simply solving the boundary value
problem (7.3.18) to (7.3.20) and determining the maximum of the solution f(u) by finding
where df/du = 0. Unlike the ODE (5.3.5) for the linear crack law, there is no arbitrary
parameter α in the ODE (7.3.18) which could be chosen to specify the working condition
at the fracture entry. We will show later that for the hyperbolic hydraulic fracture there is
only one working condition which is already imposed on the equations (7.3.18) to (7.3.26).
7.4 Asymptotic solution at the fracture tip
In this Section we investigate the asymptotic solution, f(u), of the ODE (7.3.18) at the
fracture tip. We will then be able to derive the asymptotic solution for the half-width of the
fracture, h(t, x), at the fracture tip. The asymptotic solution will allow us to characterize
the behaviour at the fracture tip of the half-width for different values of the parameter n.
We consider φ > 0. The asymptotic solution when φ = 0 was derived in Section 5.6 of
Chapter 5 for a linear hydraulic fracture. We look for an asymptotic solution of (7.3.18)
of the form
f(u) ∼ A(1− u)p, as u→ 1, (7.4.1)
where the constants A and p > 0 will have to be determined later. It is necessary for
the solution (7.4.1) to satisfy the first boundary condition (7.3.19) and it does for p > 0.
The solution (7.4.1) does not satisfy the second boundary condition (7.3.20) but it is not
expected to satisfy this boundary condition. The derivative of (7.4.1) will also be needed
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in our calculation, therefore it is necessary to differentiate (7.4.1) to obtain
df
du
= −Ap(1− u)p−1. (7.4.2)
Substituting (7.4.1), with the aid of (7.4.2), into the ordinary differential equation (7.3.18)
and dividing the result by Ap gives





An−2[(n− 1)p− 1](1− u)(n−1)p−2+
(1− u)p − (1− u)p−1 = 0. (7.4.3)
We did not use (7.4.1) to approximate the initial condition f(0) in the ordinary differential
equation (7.3.18) because (7.4.1) is not a good approximation at u = 0.
Suppose first that n 6= 2. For p > 2, the second term in (7.4.3) is larger than the first
term as u → 1. The two dominant terms as u → 1 are therefore the second and fourth
terms. We balance the two dominant terms. Equating exponents and coefficients of the
second and fourth terms of equation (7.4.3) gives, for n 6= 2,
p =
1








The remaining first and third terms in (7.4.3) vanish as u→ 1 provided 2 < n < 5. From








(1− u) 1(n−2) , as u→ 1, (7.4.5)
provided 2 < n < 5. We now check the zero flux condition at the fracture tip (7.3.27).




















as u→ 1. (7.4.6)
On letting u→ 1 we see that (7.3.27) is satisfied since n > 2.
Consider now n = 2. When n = 2, equation (7.4.3) becomes





(p− 1) + (1− u)2 − (1− u) = 0. (7.4.7)
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(p− 1) = 0 (7.4.8)
and therefore p = 1. Equation (7.4.7) then becomes
(2A2 + 1)(1− u)2 − (1− u) = 0. (7.4.9)
Differentiating (7.4.9) by u and letting u → 1 gives 1 = 0 which is not satisfied. We
therefore conclude that there is no asymptotic solution as u→ 1 for n = 2.
Since the asymptotic solution as u→ 1 of the ODE (7.3.18) exists only for 2 < n < 5,
we conclude that the solution of the problem exists only for 2 < n < 5.
Consider now the spatial gradient of the half-width of the fracture as x → L(t) for
2 < n < 5. The half-width of the fracture (7.3.23) with f(u) given by (7.4.5) is





























, as x→ L(t). (7.4.11)












, n = 3,
0, 2 < n < 3.
(7.4.12)
Equation (7.4.12) shows the different fracture tip behaviour for different values of the
parameter n. It is clear from (7.4.12) that there is a singularity at the fracture tip due to
the negative infinity spatial gradient of the half-width at the fracture tip when 3 < n < 5.
The singularity is removed for 2 < n ≤ 3 with the spatial gradient of the half-width at
the fracture tip being finite and non-zero for n = 3 and zero for 2 < n < 3.
In the subsequent Sections, we will investigate analytical and numerical solutions which
are both expected to agree with the asymptotic solution at the fracture tip and in the
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ε−neightbourhood of the fracture tip, where ε << 1. The numerical solution will be
matched to the asymptotic solution when there is a singularity at the fracture tip for
3 < n < 5.
7.5 Association of Lie point symmetries with
conserved vectors
In this Section we investigate if the Lie point symmetry (7.2.2) of the governing partial
differential equation (7.1.1) can be associated with the conserved vectors (6.4.31) and
(6.4.32) of (7.1.1), which were derived in Chapter 6, for some values of the constants c1, c2
and c3. If the condition for association is satisfied, then the double reduction theorem of
Sjo¨berg will apply which may lead to an analytical solution.
For the general case of n > 0 and n 6= 1, the conserved vectors for (7.1.1) which were
found in Chapter 6 are
T(1) = (T



































is associated with (7.5.1) or (7.5.2) provided T∗ = 0, that is if [41, 42]
T ∗(i) = X(T
i) + T iDk(ξ
k)− T kDk(ξi) = 0, i = 1, 2, (7.5.4)
where D1 = Dt, given by (3.2.7), and D2 = Dx, given by (3.2.8), are the total derivatives
defined in Chapter 3.




T(1) = 0 (7.5.5)
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provided c2 = 0, a condition that is satisfied for all values of c3. From (7.5.3), the associated














But setting c2 = 0 gives a trivial group invariant solution of the half-width of the fracture,
h(t, x) = 0. Association of the Lie point symmetry (7.5.3) with the elementary conserved
vector (7.5.1) gives a trivial solution. This trivial solution is not of interest in this thesis
because we consider fractures that are propagating with increasing time t and therefore
we are interested in c2 > 0.
Consider next the second conserved vector (7.5.2). Then
T∗(2) = c3T(1) + c2T(2) = 0 (7.5.8)
provided both conditions c2 = 0 and c3 = 0 are satisfied. From (7.5.3) the associated Lie
point symmetry is (7.5.7). Since c2 = 0, the association of the Lie point symmetry (7.5.3)
with the second conserved vector (7.5.2) again gives the trivial solution h(t, x) = 0.
The association of the Lie point symmetry of the PDE with the conserved vectors for
the PDE did not lead to non-trivial solutions as it did for the linear crack law. It is possible
to obtain analytical solutions that are not generated by a Lie point symmetry associated
with a conserved vector. For example, for the linear crack law an analytical solution was
derived for a hydraulic fracture propagating at constant speed.
In the next Section we will investigate the physical significance of the working condition
at the fracture entry for the invariant solution derived in Section 7.3.
7.6 Operating conditions at the fracture entry
From (7.3.23) at the fracture entry, x = 0,
h(t, 0) = β. (7.6.1)
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The half-width at the fracture entry therefore remains constant as the fracture evolves
with increasing time t. But from (2.4.89) for a partially open fracture with contact regions

















and therefore p(t, 0) is constant for t ≥ 0. Therefore the working condition at the fracture
entry is that of fluid injected into the fracture at the fracture entry with a constant
pressure. Unlike the linear crack law for which there is a range of working conditions, for
the hyperbolic fracture there is only one working condition at the fracture entry.
Since there is fluid inflow at the fracture entry of the hyperbolic hydraulic fracture,
it follows that vx(t, x) > 0 for 0 ≤ x < L(t) (0 ≤ u < 1) and therefore from (7.3.25),
(df/du) < 0 for 0 ≤ u < 1. Thus f(u) is a monotonically decreasing function of u and
therefore f(u) attains its maximum value at u = 0. Thus umax = 0 which is the value of
umax used in the invariant solution (7.3.18) to (7.3.26) for the hyperbolic fracture.
Consider now comparison with the model of the linear hydraulic fracture. From (5.3.20),
with fmax = f(0),































and therefore p(t, 0) is constant at the fracture entry provided α = 1/2, that is 2c4 =
c2. The Lie point symmetry (5.2.1), for the PDE of the linear hydraulic fracture with
tortuosity, (5.1.1), is
X = (c1 + c2t)
∂
∂t






(2c4 − c2)h ∂
∂h
, (7.6.5)

















which is the same as the Lie point symmetry (7.5.3) for the PDE of the hyperbolic hydraulic
fracture.
7.7 Numerical solution of the boundary value
problem
We found that the hyperbolic hydraulic fracture, defined by equations (7.3.18) to (7.3.26),
assumes only one working condition, that of fluid injection at the fracture entry with
constant pressure. Since we cannot integrate the ordinary differential equation (7.3.18) in
order to obtain an analytical solution, we investigate a numerical solution for the boundary
value problem (7.3.18) to (7.3.20). This will give a numerical result for the group invariant
solution for the length, (7.3.21), volume, (7.3.22), and half-width of the fracture, (7.3.23).
7.7.1 Transformation of the BVP to two IVPs
The method of transforming a boundary value problem into a pair of initial value problems,
which when solved together yields a solution to the original boundary value problem, will
be used in this Chapter. It was also used in Chapter 5 for solving a model of the linear
hydraulic fracture with tortuosity, [49]. It was shown that this method of solution can
be used provided there exists a non-trivial scaling transformation that leaves the ordinary
differential equation from the BVP invariant, [50].
Consider a scaling transformation of the form
u = λau, f = λbf, (7.7.1)
where a and b are constants to be determined. Substituting (7.7.1) into the ordinary




















(uf)− f = 0. (7.7.2)
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From (7.7.2), it is clear that the ordinary differential equation (7.3.18) is invariant under










and therefore reduces (7.7.1) to
u = λu, f = λ
2
nf. (7.7.5)
Since the non-trivial scaling transformation (7.7.5) leaves the ordinary differential equa-
tion (7.3.18) invariant, it follows that the boundary value problem (7.3.18) to (7.3.20) can
be transformed, using (7.7.5), into a pair of initial value problems. Lie group analysis can
also be used to obtain the scaling transformation (7.7.5), although not discussed in this
Chapter, [14].
We substitute the scaling transformation (7.7.5) into the boundary value problem




where the parameter λ is obtained from the boundary condition f(1) = 0 and the trans-
formation (7.7.5) which gives f(λ) = 0. The first initial value problem is

















(uf)− f = 0, (7.7.7)











where 0 ≤ u ≤ λ and λ satisfies
f(λ) = 0. (7.7.10)
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Solving the first initial value problem, (7.7.7) to (7.7.10), gives the value of the parameter λ
which will be required in the second initial value problem. Substituting the tranformation


































The boundary condition at the fracture tip, f(1) = 0, is identically satisfied because it
was used to derive condition (7.7.10) for λ which is used in IVP II. Since the second
initial condition (7.7.13) is complicated because of the integral sign, we use an alternative
expression for the second initial condition obtained by differentiating f with respect to
u in the transformation of variables (7.7.5) and evaluating the result at u = 0. Instead
of solving the second initial value problem (7.7.11) to (7.7.13), we equivalently solve the
second initial value problem































where 0 ≤ u ≤ 1 and λ and df
du
(0) are attained from IVP I.
The derivative df
du
(0) in (7.7.16) is obtained from solving the first initial value problem.
Solving the two initial value problems, (7.7.7) to (7.7.10) and (7.7.14) to (7.7.16), is the
same as solving the original boundary value problem, (7.3.18) to (7.3.20).
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The unknown initial value f(0) which occured in the ODE (7.3.18) for the BVP does
not occur in the ODEs (7.7.7) and (7.7.14) for IVP I and IVP II. This is because in IVP I
we chose the initial condition f(0) = 1 and in IVP II it followed from the transformation
(7.7.5) that f(0) = λ−
2
n . This result for f(0) is also used to calculate the properties of the
fracture, (7.3.21) to (7.3.26).
The IVP I is solved using both the MATLAB ode45 solver, which uses the Runga Kutta
scheme of order 4 and 5 with adaptive stepsize, and the backward shooting method. The
solution f(u), obtained from (7.7.7), is shot from the u−axis, satisfying the condition
(7.7.10), to the f−axis iteratively until the initial conditions (7.7.8) and (7.7.9) with
tolerance of order 10−10 are satisfied. In the first iteration the initial estimates for both
λ and the spatial derivative df
du
at the point (λ, 0) from which the solution f is shot, to
the f−axis, are required. The estimate for λ used in Chapter 5 for the constant pressure
solution of a linear hydraulic fracture will be used in this Chapter as a base estimate until
a suitable initial estimate for λ is obtained. The derivative of the asymptotic solution,
(7.4.7), in the barred variables, (7.7.5),
df
du






(λ− u) 3−nn−2 , (7.7.17)
will be used as the initial estimate of the slope at the root λ. For subsequent iterations
both the value of λ and the corresponding spatial derivative at the root λ generated from
the previous iteration will be used to obtain the solution f(u) in the current iteration.
After solving the IVP I, (7.7.7) to (7.7.10), in order to obtain the solution f(u), we will
use the corresponding obtained values of λ and the initial condition df
du
(0), both achieved
after convergence of the solution f(u), to solve the the IVP II, (7.7.14) to (7.7.16).
The IVP II is solved using the MATLAB ode45 solver with the parameter λ given by
the IVP I and the initial condition df
du
(0) in (7.7.16) also given by the IVP I. Although
an analytical solution could not be obtained for the hyperbolic hydraulic fracture, an
approximate analytical solution will be derived in Section 7.9 which be compared with the
numerical solution.
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7.7.2 Discussion of the numerical solution
In Section 7.5, we found that the hyperbolic hydraulic fracture with tortuosity admits only
one working condition which is fluid injection at the fracture entry with constant pressure.
In Subsection 7.7.1 we discussed the method of solution that will be used to solve this
problem. A range of values of the parameter φ will be chosen in the IVP I and IVP II. We
first choose φ = 1 and plot the half-width of a partially open fracture, with β = 0.5, for
increasing scaled time Knt and for n = 4, 3 and 2.5, in Figure 7.1. We consider numerical
solutions satisfying the parameter range 2 < n < 5 as directed by the asymptotic solution.
It is clear from Figure 7.1 that for 3 < n < 5 lubrication theory breaks down at the fracture
tip because of the negative infinity spatial gradient of the half-width at the fracture tip.
Lubrication theory is satisfied for 2 < n ≤ 3 because the spatial gradient of the half-width
at the fracture tip is finite and non-zero when n = 3 and vanishes when 2 < n < 3. This
behaviour at the fracture tip is consistent with the asymptotic solution of the hyperbolic
fracture at the fracture tip derived in equation (7.4.12). From (7.3.10), h(t, 0) = β for all
t ≥ 0 which is clearly shown in Figure 7.1. Since h(t, 0) is constant the pressure at the
fracture entry p(t, x) is also constant by (7.6.2) which defines the working condition for the
hyperbolic fracture.
We now investigate the effect of the increasing parameter φ on the length of the fracture.
In Figure 7.2, the half-width of the fracture is plotted against x at the scaled time Knt = 20
and for different parameter values of φ = 0, 0.1, 0.5 and 1. The length of a partially
open hyperbolic hydraulic fracture increases as the parameter φ increases. This is shown in
Figure 7.2 and more clearly in Figure 7.3.
The hyperbolic crack law is generally considered to be a more realistic crack law that
describes the presence of contact regions, [1]. It is interesting to note that all the working
conditions dependent on the parameter n for the linear hydraulic partially open fracture
discussed in Chapter 5, reduce to the constant pressure working condition as tortuosity
increases and therefore as n → 0 in Chapter 5. The partially open hyperbolic hydraulic
fracture with tortuosity in this Chapter admits only the constant pressure working condition.
We investigate comparison of the constant pressure solution obtained in Chapter 5 for the
partially open linear hydraulic fracture with the constant pressure solution of the partially



















































































Figure 7.1: Partially open fracture, β = 0.5, propagating with fluid injected at the fracture entry
at a constant pressure. The numerical solution (7.3.23) for the half-width h(t, x) plotted against
x for increasing values of the scaled time Knt and for (a) n = 4, (b) n = 3, (c) n = 2.5.
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h2max(Λhmax − σ(∞)zz )
(7.7.18)
applies to both the linear and the hyperbolic hydraulic fractures and therefore their di-
mensionless times t in Knt are the same. It therefore remains to consider the diffusion
constants Kn of the linear and the hyperbolic hydraulic fractures. The diffusion constant

























where the superscripts L and H in (7.7.19) and (7.7.20) distinguish the two diffusion









> 1, σR < 0. (7.7.21)
However, (7.7.21) is not sufficient to provide general conclusive results about the difference
in the properties of the two models resulting from the linear and the hyperbolic crack laws.
Therefore further investigation, though not provided in this thesis, is necessary in order
to compare the linear and the hyperbolic hydraulic fractures.
We found that the numerical solutions for the hyperbolic hydraulic fracture, when φ = 0
and KLn = K
H
n , overlap the numerical solutions for the linear hydraulic fracture with fluid
injected at the fracture entry at a constant pressure, as shown in Figure 7.2. This is a
good numerical check for the hyperbolic hydraulic fracture given that it has no analytical
solutions to test the numerical scheme. The results show that the numerical scheme used
to solve the hyperbolic crack law model is correct at least for φ = 0. Note that in Figures
7.2 and 7.3 we cannot compare properties of the linear hydraulic fracture, φ = 0, and
of the hyperbolic hydraulic fracture, φ > 0, because they have the same scaled time and
therefore KLn /K
H
n = 1 which does not satisfy the condition (7.7.21).
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Figure 7.2: Partially open fracture, β = 0.5,
propagating with fluid injected at the fracture
entry at a constant pressure. The numerical so-
lution (7.3.23) for the half-width h(t, x) plotted
against x for KHn = K
L
n t = 20 and for (a) n = 4,
(b) n = 3, (c) n = 2.5. The linear fracture,
φ = 0 and the hyperbolic fracture, φ = 0.1, 0.5
and 1.
(a)































































Figure 7.3: Lengths of the linear, φ = 0, and
hyperbolic, φ = 0.1, 0.5 and 1, partially open
fractures, β = 0.5, plotted against the increas-
ing values of the scaled time KLn t, (7.7.19), and
for fluid injected at the fracture entry at a con-
stant pressure where (a) n = 4, (b) n = 3, (c)
n = 2.5.
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7.8 Width averaged fluid velocity
In this Section, we investigate the width averaged fluid velocity in a fracture that has
contact regions modelled by the hyperbolic crack law. The width averaged fluid velocity
given by equation (7.3.25):














is a more meaningful measure of the fluid behaviour in a thin fracture with tortuosity than
the fluid velocity. Although the parameters in the diffusion constant Kn can be obtained
through experiments, they are not readily available. Also we want to keep the results
general and not applicable to specific fractures by specifying Kn. We therefore consider
the velocity ratio vx(t, x)/
dL
dt









is obtained by differentiang the length of the fracture, (7.3.21), with respect to time ′t′.













The function f(u) and the function value f(0) are obtained by solving the boundary
value problem (7.3.18) to (7.3.20) numerically. The parameter range 0 < β < 1 is chosen
since we are analysing a partially open fracture and the parameter φ is chosen in the range
0 ≤ φ ≤ 1.
In Figure 7.4 the velocity ratio (7.8.3) is plotted against u for chosen parameter values
φ = 0, 0.1 and 1 and β = 0.5. We recall that the case φ = 0 corresponds to a tortuous
hydraulic fracture with contact regions modelled by the linear crack law and with fluid
injected at the fracture entry at a constant pressure. The graphs in Figure 7.4 show that
the velocity ratio increases approximately linearly along the length of the fracture. The
approximation for φ = 0 is good for the values n = 4, 3 and 2.5 considered. For φ = 0.1 and
φ = 1, the approximation is still good for n = 3 but the velocity ratio curve departs from
a straight line graph as n decreases which describes an increase in tortuosity. The graphs
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Figure 7.4: Partially open fracture, β = 0.5, propagating with fluid injected at the frac-




plotted against u for the linear fracture, φ = 0, and the hyperbolic fracture,
φ = 0.1 and 1, where (a) n = 4, (b) n = 3, (c) n = 2.5.
show that the increase in fluid velocity along the fracture, becomes steeper as φ increases
and the hyperbolic fracture departs further from the linear fracture. The velocity ratio
also becomes steeper and the graphs are more spread out, showing that the differences are
greater, as n decreases and the flow becomes more tortuous.
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7.9 Approximate analytical solution
Due to the approximately linear behaviour of the velocity ratio curves along the length of
the fracture, found in Figure 7.4, we make the approximation that the velocity ratio curves
are exactly linear in order to investigate approximate analytical solutions as investigated
for the linear crack law model in Chapter 5. This implies that we assume that the velocity
ratio vx
dL/dt
plotted against u takes the form of a straight line
vx
dL/dt
= mu+ c, (7.9.4)
where the constants c and m are the vx
dL/dt
−intercept and the gradient respectively. From
Figure 7.4 it is clear that the velocity ratio curves start on the vx
dL/dt
-axis at the point
(0, A) and end at the point (1, 1), where c = A. It follows that the gradient m is (1−A).
Now, substituting (7.8.3) for the velocity ratio into (7.9.4) gives the variables separable
ordinary differential equation










which, when integrated subject to the boundary condition at the fracture tip f(1) = 0 for









fn−2 = −(1− A)
2
u2 − Au+ (A+ 1)
2
. (7.9.6)













The constant A can be read off the vx
dL/dt
−axis in Figure 7.4. An approximate analytical
derivation of A will be considered later in this Section.
Equation (7.9.6) can be written in polynomial form as

















Since we consider solutions only in the range 2 < n < 5 as directed by the asymptotic
solution (7.4.5), we first investigate analytical solutions of the polynomial (7.9.8) for the
cubic, n = 3, and the quartic, n = 4, cases.
For the cubic case (7.9.8) reduces to the depressed form
f 3 + pf = q. (7.9.10)
The discriminant of the cubic equation (7.9.10) is
∆ = −4p3 − 27q2 < 0 (7.9.11)
since p > 0 (because n > 2) and also q > 0. It therefore follows that (7.9.10) has one real
root and two complex conjugate roots. In order to find the real root, we use Cardano’s
method (1501 - 1576) and consider a solution of the form
f(u) = a− b (7.9.12)
where a = a(u) and b = b(u) must satisfy equations
3ab = p, a3 − b3 = q, (7.9.13)





which when substituted into the second equation in (7.9.13) gives a sixth order polynomial
equation that can be reduced to a quadratic equation












Substituting (7.9.14) and (7.9.16) into (7.9.12) gives three solutions to the cubic equation























and two complex conjugate solutions which have no application in this work. For n = 3,
the approximate analytical solution of the length and half-width of the fracture can be
obtained by substituting (7.9.7) for f(0) and (7.9.17) into equations (7.3.21) and (7.3.23)
respectively.
For the quartic case, the polynomial (7.9.8) reduces to
f 4 + pf 2 = q, (7.9.18)
which is a bi-quadratic equation, where p and q are given by (7.9.9). Let
z = f 2, (7.9.19)
which reduces (7.9.18) to a quadratic equation
z2 + px− q = 0. (7.9.20)






which is real and positive. Solving (7.9.20) also yields the conjugate of (7.9.21) which gives
the bottom half of the symmetric fracture and two other complex conjugate solutions which
have no application in this work. For n = 4, the approximate analytical solution of the
length and half-width of the fracture can be obtained by substituting (7.9.7) for f(0) and
(7.9.21) into equations (7.3.21) and (7.3.23) respectively.
For fractional values of n in the range 2 < n < 5, we cannot use classical methods
that were used for the cases n = 3 and n = 4 to solve the polynomial equation (7.9.8)
analytically. The approximate analytical solution (7.9.6) is implicit and therefore needs




[(A+ 1)− 2Au− (1− A)u2]β2n(n− 2)f 2(u)




which can be solved for f(u) through iterating until convergence of the function f(u) is
achieved. The solution (7.9.22) can be written as
fi+1 =
[
[(A+ 1)− 2Au− (1− A)u2]β2n(n− 2)f 2i
2[β2(n− 2)f 2i + φnf 2(0)]
] 1
n
, i = 0, 1, 2, ...s, (7.9.23)
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where s + 1 denotes the number of iterations for convergence to be achieved. Firstly, an
initial estimate is made for the function f0, then a solution f1 is obtained. For all the
subsequent iterations, the solution is substituted on the right-hand side of (7.9.23) until
convergence of the function f(u) is reached and the i+ 1st iteration is the same as the ith
iteration.
Now, although the constant A can be read from the vx(t,x)
dL/dt
−intercept of the velocity
ratio curves obtained numerically, we also need to be able to calculate the value of A in a
way that is independent of the numerical solution. In order to obtain the value of A, we
use the second boundary condition (7.3.20) at the fracture entry. Multipying (7.9.5) by
f(u) and evaluating the result at u = 0, with the aid of (7.9.7) for f(0), gives the left-hand




(0) = − Af(0)(
1 + φ
β2
























































From Figure 7.4, we see that for n 6= 4, 1−A is small although it increases as n decreases










Substituting (7.9.24) and (7.9.25), where (7.9.26) is satisfied, into the boundary condition
(7.3.20) at the fracture entry gives
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φ n Numerical Approx. analytical Error % of numerical A
value of A value of A, Eqn (7.9.28) & approx. analytical A
0.1 4 0.7575 0.7455 1.5842
3 0.6471 0.6311 2.4726
2.5 0.5221 0.5026 3.7349
1 4 0.7047 0.6921 1.7880
3 0.5662 0.5498 2.8965
2.5 0.4271 0.4103 3.9335


















In order to obtain the constant A, we will need an initial estimate for A and f(u) on the
right-hand side of (7.9.27) and iterate with updated values of A and f(u) until convergence














nβ2(n− 2)[β2(n− 2) + φn] 2nf 2i + φn(Ai + 1)
2
n [n(n− 2)β2] 2n
) 1
n
du, i = 0, 1, 2, ...s,
(7.9.28)
where s+ 1 is the number of iterations necessary to achieve convergence. While initial es-
timates for the scalar constant A0 and the vector f0 are necessary, in subsequent iterations
the values of A and f obtained in the previous iteration will be used to obtain values of A
and f in the next iterations. Convergence of the constant A is reached when Ai+1 = Ai.
The solution f(u), (7.9.23), and the constant A, (7.9.28), are iteratively solved together
as they depend on each other.
Table 7.1 compares the values of A obtained numerically with the approximate
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Figure 7.5: Comparison of the numerical (——) and approximate analytical (− − −)
solutions of the half-width of the partially open hyperbolic fracture, β = 0.5, for increasing
values of the scaled time Knt, and for φ = 1 where (a) n = 4, (b) n = 3, (c) n = 2.5.
analytical solution. The fifth column of Table 7.1 shows that the percentage error between
the numerical and approximate analytical values of A is less than 4% for the chosen values
of n and φ.
In Figure 7.5 a comparison is made of the numerical solution and the approximate
analytical solution for a partially open fracture for n = 4, n = 3 and, with the iterative
solution, for n = 2.5. The graphs overlap indicating that the approximation is good. The
accuracy decreases slightly as n decreases corresponding to an increase in tortuosity. This
is consistent with Figure 7.4 from which we see that the velocity ratio curves depart more
from the straight line as n decreases.
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7.10 Conclusions
In this chapter we investigated a tortuous hydraulic fracture with contact regions defined
by the hyperbolic crack law.
As was done for a tortuous hydraulic fracture with contact regions modelled by the
linear crack law in Chapter 5, we used Lie group analysis to solve the problem of a tortu-
ous hyperbolic hydraulic fracture. We derived the Lie point symmetries of the governing
partial differential equation for a hyperbolic hydraulic fracture with tortuosity which lead
to the derivation of the similarity solution for the half-width of the hyperbolic hydraulic
fracture. Equations for the length and volume of the fracture were also derived. The fluid
flow in the hyperbolic hydraulic fracture was analysed using the equations for the fluid
flux and the width averaged fluid velocity. The governing partial differential equation
was reduced to an ordinary differential equation using the group invariant solution for the
half-width and the boundary conditions were derived. There were no arbitrary parame-
ters in the governing equations and boundary conditions. This is because, unlike for the
linear fracture, the invariant solution for the hyperbolic fracture admits only one working
condition at the fracture entry.
The association of the Lie point symmetry of the partial differential equation for the
hyperbolic fracture with the conserved vectors for the PDE was investigated. This analy-
sis was motivated by the double reduction theorem of Sjo¨berg who showed that reduction
of the PDE by an associated Lie point symmetry may lead to an analytical solution of
the PDE. Unfortunately, we found that for the range of values of n of interest the Lie
point symmetry of the PDE was not associated with any conserved vector for the PDE
describing a tortuous fracture propagating with increasing time t. The conservation laws
of the PDE did not identify any working condition at the fracture entry that could lead
to an analytical solution.
The working condition at the fracture entry was determined by the invariant solution.
It was found that the half-width at the fracture entry is constant for all time and therefore
by the PKN approximation the working condition is injection of fluid at constant pressure
at the fracture entry. The Lie point symmetry generator for the hyperbolic fracture was
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the same as that for the linear fracture with the constant pressure working condition at
the fracture entry. For both the linear and the hyperbolic fractures the problem could not
be solved analytically for this working condition and numerical methods had to be used.
The asymptotic solution for the half-width in the neighbourhood of the fracture tip
was very useful. This solution was used to join the numerical solution with an analytical
asymptotic solution in an ε-neighbourhood of the fracture tip where ε << 1, for solutions
that had singular fracture tips. It also gave the range of the parameter n for which the
invariant solution for the hyperbolic fracture exists. Unlike the linear fracture, this range
is finite, 2 < n < 5. The asymptotic solution determined the behaviour of the solution at
the fracture tip. Although the range of n is small, the spatial gradient of the half-width
at the fracture tip can be zero, finite or negative infinity, as for the linear fracture.
The method that was used to obtain the numerical solution for the hyperbolic hy-
draulic fracture was that of transforming a BVP into two IVPs and solving the IVPs.
The invariant solution for the half-width, length and volume of the fracture was obtained
numerically. Although the unknown initial value f(0) occured in the ODE for the BVP,
it did not occur in the ODEs for the IVPs. This was because the initial value f(0) could
be chosen in the first IVP and f(0) in the second IVP was related to f(0) by a simple
transformation. This greatly simplified the numerical solution. The IVPs were solved
using the MATLAB ode45 solver while the first IVP was solved also using a backward
shooting method. The limit φ = 0 reduced the hyperbolic crack model to the linear crack
model with fluid injected at the fracture entry at constant pressure and with a diffusion
constant of the linear hydraulic fracture. Since we had tested the numerical solutions for
constant pressure for the linear hydraulic fracture in Chapter 5, these solutions could be
used to test the numerical scheme developed for solving the hyperbolic model, at least for
φ = 0. Given that we could not derive analytical solutions that could be used for testing
the numerical scheme for the hyperbolic model, these numerical solutions for the linear
crack model served as an important benchmark for the numerical scheme used to solve
the hyperbolic hydraulic fracture model.
While the advantage of the hyperbolic hydraulic fracture model is that it produces
results that are closer to practical situations, its disadvantage is that it allows analysis
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for only one working condition, that of fluid injection at the fracture entry at constant
pressure. The advantage of the linear hydraulic fracture model is that it admits multiple
working conditions that allow analysis of different cases of fluid injection or extraction at
the fracture entry.
We analysed the velocity ratio of the width averaged fluid velocity and the propagation
speed of the fracture. For all values of the parameter 2 < n < 5 and the range 0 ≤ φ ≤ 1
considered, we found that the velocity ratios increase approximately linearly along the
length of the fracture. As n decreased and φ increased the linear approximation was less
valid. The approximately linear behaviour of the velocity ratios lead to the derivation of
the approximate analytical solutions.
We approximated the velocity ratio curves as straight lines given their approximate
linear behaviour. This allowed us to derive approximate analytical solutions. These solu-
tions are essential for the hyperbolic hydraulic fracture model since it does not have any
analytical solutions. We obtained a polynomial in f(u), which was derived from the gov-
erning BVP. We solved the polynomial equation analytically for the special cases, n = 3
and n = 4. For the remaining parameter values in the range 2 < n < 5 we iterated the
polynomial until convergence of f(u) was reached. The approximate analytical solutions




In this work we investigated a tortuous hydraulic fracture with rough upper and lower
surfaces and, if present, with contact regions. We found that a hydraulic fracture can
either be open, when the fluid pressure due to the fluid inside the fracture is sufficient
to support the normal stresses exerted by the surrounding rock, or partially open, when
the fluid pressure due to the fluid inside the fracture is insufficient to support the normal
stresses exerted by the surrounding rock leading to the formation of contact regions that
assist to support the normal stresses.
In Chapter 2, in order to model the hydraulic fracture, we replaced the actual tortuous
fracture, with or without contact regions, by a symmetric two-dimensional model in which
the effects of tortuosity and contact regions were incorporated. We first considered the
classical Reynolds flow law that describes fluid flow in a thin, fairly rough to smooth sur-
faced fracture. However, given that the fracture we investigated in this work could have
very rough surfaces, we modified the Reynolds cubic flow law by using a general flow law
that considers surface roughness of any form [1]. We then used the Perkins-Kern-Nordgren
(PKN) approximation in which the normal stress at the crack walls is proportional to the
half-width of the symmetric model fracture. For an open fracture the effective stress,
which is defined as the sum of the fluid pressure and the normal stress at the fluid-rock
interface, must vanish while for a partially open fracture the effective stress must be neg-
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ative. The linear and hyperbolic crack laws satisfy the negative effective stress condition
and mathematically describe different ways in which contact regions can occur. Two
governing partial differential equations subject to the corresponding boundary conditions
were derived for a tortuous hydraulic fracture with contact regions modelled by the linear
and hyperbolic crack laws respectively. The model for a partially open linear hydraulic
fracture was found to also describe an open fracture provided a different diffusion constant
relevant to an open fracture was used.
Instead of using the methods that have been developed in literature for a fracture or
gravity current propagating from a line source, we decided to use the more powerful Lie
group analysis in order to be able to solve the problem of the pre-existing hydraulic frac-
ture with non-zero initial length. In Chapter 3, we discussed the background and process
of solving partial differential equations using the Lie point symmetry approach. By the
double reduction theorem of Sjo¨berg, if a Lie point symmetry of a PDE is associated with
a conserved vector of the same PDE, then the partial differential equation can be reduced
to an ordinary differential equation which can be integrated at least once. Sjo¨berg further
showed that for some special cases, the resulting ordinary differential equation can be
integrated completely to give an analytical solution. This motivated our investigation of
conservation laws for the governing partial differential equations. We used three methods
to derive conserved vectors for the governing PDES: the direct, the multiplier and the
partial Lagrangian methods. The main reason for using more than one method to derive
conserved vectors was to investigate if other methods could identify more conserved vec-
tors.
In Chapters 4 and 6, we derived conserved vectors of the governing partial differential
equation describing a linear hydraulic fracture and a hyperbolic hydraulic fracture respec-
tively using the three methods. For each partial differential equation, we obtained two
conserved vectors, the elementary and a second conserved vector. Also, the hyperbolic
hydraulic fracture identified a special case of n = 1 that gave two more conserved vectors.
We took a step further in Chapters 4 and 6 by using the method of generating other con-
served vectors from known conserved vectors and the Lie point symmetry of the partial
differential equation. However using this method also did not yield any new conserved
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vectors for the linear and the hyperbolic hydraulic fractures.
For a linear hydraulic fracture, we derived the group invariant solution for the half-
width, volume and length of the fracture using the Lie point symmetry approach. We also
derived the fluid-flux and the width averaged fluid velocity which would be used in later
analyses. Computation of the asymptotic solution in the neighbourhood of the fracture
tip gave different fracture tip behaviour for different values of n. For parameter values
n > 1, we found a singularity at the fracture tip while tortuosity, 0 < n ≤ 1, was found
to remove the singularity at the fracture tip. We investigated association of the Lie point
symmetries of the PDE for the linear hydraulic fracture with the conserved vectors of the
PDE. We found that the Lie point symmetry generator is associated with the elementary
conserved vector provided the constant volume working condition, α = 1/(n + 2), is sat-
isfied, that is provided there is no fluid injection or extraction at the fracture entry. We
also found that the Lie point symmetry generator is associated with the second conserved
vector provided the fluid extraction working condition, α = 1/[2(n+1)], is satisfied. Since
association of Lie point symmetries with conserved vectors was satisfied, it was guaranteed
that for the working conditions α = 1/(n+ 2) and α = 1/[2(n+ 1)], the partial differential
equation could be reduced to an ordinary differential equation which could be integrated
at least once. We further investigated the governing equations for the working conditions
α = 1/(n + 2) and α = 1/[2(n + 1)] and found that the resulting ordinary differential
equations could be integrated completely to give analytical solutions. While constant vol-
ume solutions have been discussed in the literature, we have not found discussions on fluid
extraction in the literature.
By analysing the group invariant solutions for the physical properties of the fracture,
we were able to deduce operating conditions for a fracture propagating with fluid injected
at the fracture entry at constant pressure, α = 1/2, for a fracture propagating with fluid
injected at the fracture entry at a constant rate, α = (n + 1)/(n + 2), and for a fracture
propagating at a constant speed, α = 1. The constant speed working condition gave an
analytical solution. From this analysis, it became clear that the working conditions can be
classified into three categories: the fluid extraction region, 1/[2(n+1)] ≤ α < 1/(n+2), in
which there is one analytical solution, for α = 1/[2(n + 1)]; the constant volume working
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condition that admits one analytical solution, for α = 1/(n + 2), and the fluid injection
region, 1/(n + 2) < α ≤ 1, in which there is one analytical solution, for α = 1. All other
solutions in the described regions were obtained numerically. The numerical method used
to solve the governing equations for different values of α was that of transforming the gov-
erning boundary value problem into two initial value problems which when solved together
give a solution to the original boundary value problem. The two initial value problems
were solved with MATLAB ode45 solver that uses the Runga Kutta method of order 4
and 5 with adaptive stepsize. All analytical and numerical solutions were found to agree
with the asymptotic solution in the ε-neighbourhood of the fracture tip, where ε << 1.
For fluid injection, we analysed a solution of a fracture propagating at a constant speed,
α = 1, a fracture propagating with fluid injected at the fracture entry at a constant rate,
α = (n + 1)/(n + 2), and a fracture propagating with fluid injected at the fracture entry
at a constant pressure, α = 1/2. All solutions of fluid injection were found to have a
negative slope at the fracture entry. As expected for the case α = 1/2, we found that the
length of the fracture increases as the half-width at the fracture entry stays the same as
the fracture propagates for increasing scaled time Knt. This result occurs due to the direct
proportionality relation that the half-width of the fracture has with the fluid pressure in
the fracture due to the PKN approximation. For the constant pressure working condition,
α = 1/2, we found that an initially open fracture stays open for all scaled times Knt and
an initially partially open fracture stays partially open for all scaled time Knt. For working
conditions α > 1/2, we found that the half-width of the fracture would steadily increase
with increasing scaled time Knt. This implies that for the specified working conditions, an
initially open fracture stays open for all scaled times Knt while an initially partially open
fracture later becomes an open fracture after a calculated scaled time Kntτ , where tτ in
this context is the time of transition from a partially open fracture to an open fracture.
For working conditions 0 < α < 1/2, we found that the half-width of the fracture would
steadily decrease with increasing scaled times Knt. This implies that for the specified
working conditions, an initially partially open fracture stays partially open for all scaled
times Knt while an initially open fracture later becomes a partially open fracture after a
calculated scaled time Kntτ , where tτ is the time of transition from an open fracture to a
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partially open fracture. A significant result that was obtained is that the more tortuous
the fracture, as the parameter n tends to zero, the more the length of the fracture becomes
less dependent on the operating conditions at the fracture entry. This result was found
to also be applicable to all discussed working conditions including the fluid extraction
working conditions. It therefore follows that for a very tortuous fracture, the operating
conditions have a negligible effect on the length of the fracture. The width averaged fluid
velocity of the fracture propagating with constant speed was found to be constant along
the length of the fracture and equal to the speed of propagation of the fracture. The
width averaged fluid velocities corresponding to all the remaining fluid injection working
conditions were found to increase approximately linearly along the length of the fracture.
This result lead to the derivation of approximate analytical solutions which were found
to agree exactly with the analytical solution for α = 1 and very well with the numerical
results of all the remaining working conditions of fluid injection.
For a hydraulic fracture with constant volume, the half-width of the fracture was found
to have a zero slope at the fracture entry. The working condition for this fracture was
identified by the elementary conserved vector and verified by analysing the group invariant
solution of the volume of the fracture. The width averaged fluid velocity of the constant
volume solution was found to increase exactly linearly along the length of the fracture,
from zero at the frature entry to the propagation speed of the fracture at the fracture tip.
The derived approximate analytical solution was found to agree exactly with the analyti-
cal solution of a hydraulic fracture with constant volume.
For fluid extraction, we first analysed the analytical solution for the working condition
α = 1/[2(n+1)] that was identified by the second conserved vector of the governing partial
differential equation for the linear hydraulic fracture. An important feature we observed
from the analytical solution is that at the fracture entry, the half-width of the fracture is
zero for all scaled time Knt. This implies that the fracture entry is closed. This results
from the simplification we applied in the modelling process where we approximated the
minimum half-width of the fracture to be zero, hmin = 0, since the minimum half-width of
the fracture is much smaller in magnitude than the maximum half-width of the fracture,
hmin << hmax, although in real applications hmin is never zero [1]. Although the fracture
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entry was found to be closed, we found that the volume of the fracture steadily decreased
and the length of the fracture continued to grow as the scaled time Knt increased. This
implies that at the fracture entry where the minimum fracture half-width is achieved, fluid
flows out of the fracture. This fluid extraction behaviour at the fracture entry was verified
by analysis of the fluid flux equation. We therefore concluded that the simplification in the
modelling process that hmin = 0 does not alter the properties of the fracture because even
when the half-width of the fracture was found to be zero at the fracture entry, the fluid
extraction behaviour at the fracture entry was still observed. Analysis of the fluid flux
in the fracture gave a significant and unexpected result that during the fluid extraction
process, as the fluid adjacent to the fracture entry flows out of the fracture, the fluid in the
neighboughood of the fracture tip relaxes further into the fracture causing the fracture
length to continuously grow. Analysis of the width averaged fluid velocity verified the
process of fluid extraction and showed that there is a cross-section that is a transition
between fluid flowing towards the fracture entry to be extracted from the fracture and
fluid flowing towards the fracture tip causing the fracture length to grow. Furthermore
during the fluid extraction process we observed that the velocity of the fluid leaving the
fracture behaves nonlinearly along the length of the fracture while the velocity of the
fluid travelling towards the fracture tip increases linearly along the length of the fracture.
Further work that was not considered in this thesis regarding fluid extraction would be
to investigate the nonlinearity in fluid velocity resulting from fluid leaving the fracture
in order to derive approximate analytical solutions. Solutions of the remaining working
conditions defined within the fluid extraction region, 1/[2(n + 1)] < α < 1/(n + 2), were
obtaining using the numerical method. A feature that was observed in all fluid extraction
solutions is that the slope of the half-width of the fracture at the fracture entry is positive
and finite for 1/[2(n+ 1)] < α < 1/(n+ 2) and positive and infinite for α = 1/[2(n+ 1)].
The working condition α = 1/[2(n+1)] gives the limiting solution for fluid extraction from
a fracture. Another significant result on fluid extraction was that the analytical solution
for the working condition α = 1/[2(n + 1)] gave maximum fluid flux out of the fracture
and therefore the maximum volume rate of fluid out of the fracture since the surrounding
rock mass is impermeable. Furthermore, we found that the volume of the fracture for all
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working conditions defined within the fluid extraction region tends to zero as Knt → ∞.
The length of the fracture continuously grows with increasing scaled time Knt and tends
to ∞ as Knt → ∞. This may be a useful result in the oil or gas industry where the
fluid remaining in the fracture after the oil or gas has been extracted will always leave the
fracture resulting in no long term contamination issues.
For a hyperbolic hydraulic fracture, we also used the Lie point symmetry approach
to derive the group invariant solution of the half-width, volume and length of the frac-
ture. We first derived the asymptotic solution for the half-width of the fracture in the
ε-neighbourhood of the fracture tip which gave the result that the invariant solution of the
hyperbolic hydraulic fracture is defined in the parameter range 2 < n < 5. We also found
that while the lubrication approximation breaks down due to the singularity of the spacial
gradient of the half-width of the fracture at the fracture tip when n > 3, it is satisfied for
2 < n ≤ 3 because the spatial gradient of the half-width at the fracture tip is finite and
non-zero for n = 3 and vanishes for 2 < n < 3. Unlike the PDE for the linear hydraulic
fracture, the PDE for the hyperbolic hydraulic fracture does not contain an arbitrary pa-
rameter determined by the working conditions at the fracture entry. The half-width of
the hyperbolic fracture at the fracture entry remains constant as the fracture evolves and
from the PKN approximation this implies that the fluid pressure remains constant at the
fracture entry. The hyperbolic fracture therefore admits only one working condition of
fluid injection at the fracture entry with constant pressure. The Lie point symmetry of
the PDE for the hyperbolic hydraulic fracture is the same as the Lie point symmetry of
the PDE for the linear hydraulic fracture for the constant pressure working condition. For
2 < n < 5, we investigated the association of the Lie point symmetry of the partial dif-
ferential equation describing a hyperbolic hydraulic fracture with the conserved vectors of
the PDE derived in Chapter 6 and found that both the elementary and second conserved
vectors did not identify any working condition. The hyperbolic hydraulic fracture was
solved numerically by the same method as used for the linear hydraulic fracture. The mo-
tivation to investigate the hyperbolic hydraulic fracture is that it is generally considered
to be a more realistic model that describes the presence of contact regions due to touching
asperities [1]. This is supported by the fact that when the linear hydraulic fracture is very
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tortuous, that is as n → 0, then all solutions of the physical properties of the fracture
for various working conditions behave as solutions of a linear hydraulic fracture with fluid
injected at the fracture entry with constant pressure, the one working condition admitted
by the hyperbolic hydraulic fracture.
The advantage of using the model describing the linear hydraulic fracture is that the
invariant solution describes various working conditions at the fracture entry for fluid injec-
tion and also for fluid extraction. The advantage of the model describing the hyperbolic
hydraulic fracture is that it gives the most realistic working condition of constant pres-
sure. However the group invariant solution does not give information about fluid extraction
which is an important application in industry. In both models the approximate analytical
solutions are useful but especially in the hyperbolic fracture model for which no exact
analytical solution was derived.
Futher work could involve relaxing the assumption that the rock surrounding the frac-
ture is impermeable and therefore considering a tortuous hydraulic fracture, with contact
regions caused by touching asperities, that propagates in a permeable rock mass.
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Appendix A
Lie point symmetries of the PDE for
the linear hydraulic fracture
In this Appendix, we outline the derivation of the Lie point symmetries of the nonlinear
diffusion equation
F = ht −Knnhn−1h2x −Knhnhxx = 0, (A.0.1)
where Kn is the diffusion constant and the subscripts t and x denote partial differentiation.
The Lie point symmetry generator
X = ξ1(t, x, h)
∂
∂t
+ ξ2(t, x, h)
∂
∂x




















ζi = Di(η)− hkDi(ξk), i = 1, 2, (A.0.5)
ζij = Dj(ζi)− hikDj(ξk), i, j = 1, 2. (A.0.6)
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There is a summation over the repeated index k from 1 to 2 and




































































































































































































































































































ξ2 = ξ2(t, x). (A.0.18)
Separating equation (A.0.11) by h2xht and h
3
x does not give any new information. Sepa-
rating (A.0.11) by ht and hx gives



































































ξ2 = c3 + c4x, (A.0.26)
where c3 and c4 are constants. Separating (A.0.11) by h
2
x gives an equation that is identi-












Integration of (A.0.28) with respect to t gives
ξ1 = c1 + c2t, (A.0.29)
where c1 and c2 are constants. It follows from equations (A.0.20), (A.0.26) and (A.0.29)
that
ξ1(t) = c1 + c2t, ξ
2(x) = c3 + c4x, η(h) =
1
n
(2c4 − c2)h (A.0.30)
and therefore the Lie point symmetry of the PDE (A.0.1) for the linear hydraulic fracture
is
X = (c1 + c2t)
∂
∂t











Lie point symmetries of the PDE for
the hyperbolic hydraulic fracture
We now derive the Lie point symmetries of the partial differential equation
F = ht −Kn(nhn−1 + φ(n− 2)hn−3)h2x −Kn(hn + φhn−2)hxx = 0 (B.0.1)
for the half-width of a hyperbolic hydraulic fracture, where Kn is the diffusion constant
given by (7.1.2) and φ is the constant given by (7.1.3). We consider φ > 0 because φ = 0
describes the linear crack law. We also consider 0 < n < ∞. The subscripts t and x
denote partial differentiation with respect to t and x respectively.
The Lie point symmetry generator
X = ξ1(t, x, h)
∂
∂t
+ ξ2(t, x, h)
∂
∂x










where X [2] is the second prolongation of the generator (B.0.2) given by equation (A.0.4).
Expanding the determining equation (B.0.3) gives([
2Kn(nh








































































































































Equation (B.0.1) can be re-expressed as
hxx =




which when substituted into equation (B.0.4) gives[(
(nhn−1 + φ(n− 2)hn−3)2
(hn + φhn−2)
−Kn(n(n− 1)hn−2 + φ(n− 2)(n− 3)hn−4)
)
η







































































































Now, since ξ1, ξ2 and η are independent of the partial derivatives of h, we separate
(B.0.6) in powers and products of partial derivatives of h. Firstly, separating (B.0.6) by
































ξ2 = ξ2(t, x). (B.0.13)
Separating (B.0.6) by h2xht and h
3
x does not give any information about ξ
1, ξ2 and η.














Separating (B.0.6) by h2x and using (B.0.13) gives
h2x :
(

















Substituting η, given by (B.0.14), into (B.0.15) and simplifying the result using MATHE-
MATICA gives
hn−3
[nh2 + (n− 2)φ]3G(h;n, φ) = 0, (B.0.16)
where
G(h;n, φ) =[
(Kn − 1)n4h8 + 4n
[









Kn(n− 3)(1 + n(n− 1))− (n− 2)2n
]










It is clear that equation (B.0.16) is satisfied provided
G(h;n, φ) = 0. (B.0.18)
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Since φ is a constant and both ξ1 and ξ2 are independent of h, it follows that we may
separate (B.0.18) by powers of h. Separating (B.0.18) by h8 gives
















In order to show that (B.0.20) is also satisfied when Kn = 1, we substitute Kn = 1 into
(B.0.17) and therefore (B.0.18) reduces to
G(h;n, 1) =
(



















and since n > 0 and φ > 0, it follows that equation (B.0.20) is again satisfied. Thus
(B.0.20) is satisfied for all values of Kn > 0 and therefore by (B.0.14),
η = 0. (B.0.23)









Since ξ2 is independent of h, we can separate (B.0.24) by powers of h. If we separate first










ξ2 = ξ2(x). (B.0.27)
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From (B.0.27), it follows that integrating equation (B.0.25) twice with respect to x gives
ξ2 = c3 + c4x, (B.0.28)
where c3 and c4 are constants. Since ξ
1 = ξ1(t), given by (B.0.10), and ξ2 = ξ2(x), given
by (B.0.27), it follows from (B.0.20) that
dξ1
dt




where c2 is a constant. Solving for ξ
1 by integrating the first equation in (B.0.29) with
respect to t gives
ξ1 = c1 + c2t, (B.0.30)
where c1 is a constant. Solving for ξ
2 by integrating the second equation in (B.0.29) with
respect to x gives




and from (B.0.28), it is clear that c4 =
1
2
c2. After separating (B.0.6) by powers and








Equation (B.0.32) is identically satisfied since η = 0.
Therefore from equations (B.0.23), (B.0.30) and (B.0.31), it is clear that the Lie point
symmetry of the partial differential equation (B.0.1) for the hyperbolic hydraulic fracture,
with φ > 0 and all n > 0, is
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