The Feng-Rao bound gives good estimates of the minimum distance of a large class of codes. In this work we are concerned with the problem of how to extend the Feng-Rao bound so that it deals with all the generalized Hamming weights. The problem was solved by Heijnen and Pellikaan in [7] for a large family of codes that includes the duals of one-point geometric Goppa codes and the q-ary Reed-Muller codes, but not the Feng-Rao improved such ones. We show that Heijnen and Pellikaan's results holds for the more general class of codes for which the traditional Feng-Rao bound can be applied. We also establish the connection to the Shibuya-Sakaniwa bound for generalized Hamming weights ([15], [16] , [17] , [18] , [19] and [20]). More precisely we show that the Shibuya-Sakaniwa bound is a consequence of the extended Feng-Rao bound. In particular the extended Feng-Rao bound gives always at least as good estimates as does the Shibuya-Sakaniwa bound.
Introduction
In [3] and [4] Feng and Rao showed how to estimate the minimum distance of a large class of algebraically defined codes by considering certain relations between the rows in the corresponding parity check matrices. This result is known today as the Feng-Rao bound. Using the bound Feng and Rao were able to improve a large class of well-known codes by leaving out certain rows in the corresponding parity check matrices. Since the emergence of the Feng-Rao bound quite a lot of research has been done on the subject. In the present paper we will present a new point of view on how to extend the Feng-Rao bound so that it also deals with generalized Hamming weights. This in particular will allow us to establish the connection between various results in the literature.
The literature gives several interpretations of the Feng-Rao bound. In [14] and [9] Kirfel and Pellikaan introduced the concept of an error-correcting array. Using this concept they reformulated the Feng-Rao bound for a large class of codes that includes the duals of one-point geometric Goppa codes, the q-ary Reed-Muller codes and the cyclic codes. Another interpretation was given by Høholdt, van Lint and Pellikaan in [8] . Here they introduced the concept of an order function acting on what is known today as an order domain ( [6] ). They reformulated some of the most important results by Feng and Rao into this new setting. The code constructions described by Høholdt et al. includes the set of duals of one-point geometric Goppa codes, the set of Feng-Rao improved such ones, the set of q-ary Reed-Muller codes and the set of Feng-Rao improved such ones (the hyperbolic codes). In the PhD thesis [11] and the papers [12] and [13] Miura independently took on more or less the same point of view as done by Høholdt et. al. Furthermore Miura showed how to interpret the Feng-Rao bound into the setting of any linear code over F q defined by means of its paritycheck matrix. This point of view was taken a little further by Matsumoto and Miura in [10] . The work by Matsumoto and Miura is very much related to the work by Kirfel and Pellikaan. Matsumoto and Miura's formulation of the Feng-Rao bound is the most general version of all previous proposed interpretations.
In [7] Heijnen and Pellikaan showed how to derive the generalized Hamming weights of a family of codes related to order domains. This family of codes consists of the duals of one-point geometric Goppa codes, the q-ary Reed-Muller codes and a large class of codes defined from order domains of transcendence degree more than one. However, it was not described in [7] how to deal with the Feng-Rao improved codes. In the series of papers [15] , [16] , [17] , [18] , [19] , [20] , Shibuya, Sakaniwa et. al derived a bound on the generalized Hamming weights of linear codes defined by means of their parity check matrices. We will refer to this bound as the Shibuya-Sakaniwa bound. In the first paper they consider only affine variety codes, but in the later papers their results are generalized into the setting of any linear codes using the concepts introduced by Miura in [11] and [12] and using to some extend the concepts introduced by Matsumoto [20, p. 3141] ). In the present paper we suggest an extension of the Feng-Rao bound so that it deals with the generalized Hamming weights of any linear codes defined by means of their paritycheck matrices. From our bound it is clear what is the connection between the work by Heijnen, Pellikaan by Matsumoto, Miura and by Shibuya, Sakaniwa et. al. Our bound can be viewed as a generalization and to some extend improvement of all the above bounds.
The new bound
Generalized Hamming weights were introduced by Wei in [21] for cryptographically purposes. We start this section by reminding the reader of their definition. Recall that the support of a set S, S ⊆ F n q is defined by Supp(S) := {i | c i = 0 for some c = (c 1 , . . . , c n ) ∈ S}.
The tth generalized Hamming weight of a code C is defined by
Clearly d 1 (C) is just the well-known minimum distance. Consider the following definition of a linear code.
We next introduce a number of concepts that play a central role in the following.
Definition 2. For u = (u 1 , . . . , u n ), v = (v 1 , . . . , v n ) ∈ F n q define the componentwise (or Schur or Hadamard) product u * v := (u 1 v 1 , . . . , u n v n ). Consider the basis B = {b 1 , . . . , b n } for F n q and define b 0 := 0 ∈ F n q . Define L −1 := ∅ and L l := span Fq {b 0 , b 1 , . . . , b l } for l = 0, . . . , n.
We have a chain of spaces L 0 L 1 · · · L n−1 L n = F n q and dim(L i ) = i holds for i = 0, 1, . . . , n. Hence, the following definition makes sense.
The concept of a well-behaving ordered pair plays a central role in this paper. We recall this concept and introduce a new concept called one-way well-behaving. 
In the literature (e.g. [10] and [9] ) one also finds the concept of weakly wellbehaving (WWB). This concept can be interpreted as follows. An ordered pair (i, j) is said to be WWB if both (i, j) and (j, i) are OWB. Clearly, WB implies OWB and also WWB implies OWB. The results in the present paper are all stated using the concept of OWB. As a consequence of the above observations all results holds if OWB is replaced by either WB or WWB.
Definition 5. Given bases B, B as above consider for l = 1, 2, . . . , n the following sets
Our main result is (5) below.
Given a subfield F q of F q the bound (5) also holds if for t,
The result concerning C(B, G) is from [1] . The results concerning the codes C ⊥ (B, G)) and C ⊥ q (B, G) are new, but are very much related to the Shibuya-Sakaniwa bound. We postpone a discussion of these connections to the next section. Obviously the result concerning the code C ⊥ q (B, G) follows immediately from (5) . For the proof of (5) we will need the following definition and a lemma.
We have
Proof. We first observe that by the very definition of the function m for any c ∈ C ⊥ (B, G)\{0} we have m(c) ∈ {1, 2, . . . , n}\{i 1 , . . . , i s }. Hence, if a basis exists that satisfies (6) then it will certainly also satisfy (7) . Let {c 1 , . . . , c t } be a basis for S. If m(c 1 ), . . . , m(c t ) are pairwise different we are through. Assume
for any r we conclude that c v · b i = 0 for i = 1, 2, . . . , m. If we replace c v with c v in the basis {c 1 , . . . , c t } we get a new basis. In particular c v = 0 and therefore m(c v ) is well defined. We therefore have m(c v ) > m. The lemma now follows by induction.
Proof of (5) .
. . , m t ) and write
We may assume i 1 < . . . < i γ . Let 1 ≤ h ≤ γ and consider any vector
. . , m t } then it follows from the definition of the function m (Definition 7) that r h · c h = 0 and in particular that
From the definition of the function m and from the OWB property of (i h , j) we know that (r h * b j ) · c u = 0. But then r h * c u = 0 holds again. All together for every r h there exist a c ∈ S with r h * c = 0. This contradicts that #Supp(S) < γ,
. . , n} and observe that r * c = 0 for all c ∈ S. The proof of (5) is complete.
Clearly, Theorem 1 holds in particular for the special case B = B . More or less all known code constructions for which the Feng-Rao bound is known to be interesting corresponds to the case B = B . As an exception, to deal with the cyclic codes we will need two different bases B, B (see [9, Ex. 2.4] and [20, Sec. 4] ). The results in Theorem 1 concerning the codes C ⊥ (B, G) and C ⊥ q (B, G) can be generalized to deal not only with two, but with many different bases for F n q . In this way one can in particular extend the traditional Feng-Rao bound as stated by Matsumoto and Miura in [10] so that it also deals with generalized Hamming weights. Actually, by the following remark one can generalize even further. Remark 1. From the proof of (5) it is clear that it is of no significance that B is a basis for F n q and therefore B can be any indexed subset of F n q . The use of the OWB concept prior to the WWB concept is already justified by the above remark. We further note that it is possible to give examples where OWB gives better estimates than WWB does.
3 The connection to the work by Shibuya, Sakaniwa et al.
In [19] Shibuya and Sakaniwa considered the set-up with only one basis B (that is, the setup in Theorem 1 with B = B ). In [19] they were concerned with the WWB property. In [20] Shibuya and Sakaniwa considered the set-up with two bases B, B but were only concerned with the WB property. As we will show below our bound is at least as good as their bound even if we replace their WB as well as their WWB with OWB.
In the following let B and B be bases as in the previous section. Assume G ⊆ B and denote G = {b i1 , . . . , b is }. The Shibuya-Sakaniwa bound from [19] and [20] can be interpreted as follows (we have replaced their WB respectively WWB with OWB).
Theorem 2. For t = 1, . . . , n − #G we have
Given a subfield F q of F q the bound (8) also holds if for t,
The connection to the theory in the present paper is easily read of the proof of the following proposition.
Proposition 1. The bound (5) in Theorem 1 is at least as tight as the Shibuya-Sakaniwa bound (8) .
Proof. From Definition 6 we have
This concludes the proof of Proposition 1
In Section 5 below we demonstrate that the bound (5) in Theorem 1 can actually be sharper than the bound (8) in Theorem 2.
Next we will be concerned with the complexity of calculating the two bounds (5) and (8) . By k we will denote the dimension of C ⊥ (B, G). That is, #G = n − k. The bound (8) can be calculated with a worst case complexity of
At a first glance it seems as if the worst case complexity of the bound (5) is
However, due to the generalized Singleton bound d t ≤ n − k + t one need in (5) only consider the a i 's withμ(a i ) ≤ n − k + t. The number of such a i 's are in general much smaller than k. So the value k in (9) should be replaced with a much smaller value. Hence, for large t combined with small dimensions the new bound (5) is by far the fastest. Whereas, for large t combined with large dimensions the picture is not so clear. For small values of t the estimation of d t will be fastest by using the bound (5) . Fortunately we may sometimes do without the above calculations. Recall, that a code is called tth rank MDS if the tth generalized Hamming weight attains the generalized Singleton bound. In [20] Shibuya and Sakaniwa gave an easily calculate-able criterion under which the code C ⊥ (B, G) is guaranteed to be tth rank MDS. 
For t with g(B, G)
In [20, Sec. 4] Shibuya and Sakaniwa presented a BCH type bound for the generalized Hamming weights of cyclic codes. To establish this bound they considered two bases B and B . The proof in [20] is not very complicated, however with the bound (5) in hand the proof gets even shorter.
Codes from order domains
In [7] Heijnen and Pellikaan showed how to estimate the generalized Hamming weights of a family of codes related to order domains. This family consists of the duals of one-point geometric Goppa codes and their generalizations to order domains of transcendence degree more than one, including the q-ary Reed-Muller codes. Heijnen and Pellikaan did not describe how to deal with the Feng-Rao improved codes. In this section we will apply the bound (5) to the case of codes defined from order domains. We will see that Heijnen and Pellikaan's bound can be viewed as a consequence of (5) and as a special case of our new bound. In our presentation we will consider only order functions that are also weight functions. These seems to be the only order functions that are relevant for coding theoretical purposes. From [6] we have the following definition and theorem.
Definition 9. Let R be an F q -algebra, let Γ be a subsemigroup of N r 0 for some r and let ≺ be a monomial ordering on N r 0 . A surjective map ρ : R → Γ −∞ := Γ ∪{−∞} that satisfies the following five conditions is said to be a weight function over the order domain R In the following we will assume that a basis B as above has been chosen.
From [1] we have the following definition.
Definition 11. Let α(1) := 0 and define for i = 2, 3, . . . , n recursively α(i) to be the smallest element in Γ that is greater than α(1), α(2), . . . , α(i−1) and satisfies ϕ(R γ ) ϕ(R α(i) ) for all γ < α(i). Write ∆(R, ρ, ϕ) = {α(1), α(2), . . . , α(n)}.
We are now in the position that we can describe bases B = B for F n q for which the bound (5) is very much applicable. From [1] we have. constitutes a basis for F n q as a vector space over F q . For any c ∈ F n q there exists a unique ordered set (β 1 , . . . , β n ),
. . , n} corresponding to B is given bȳ
The following proposition from [1] helps us dealing with the concept of WB. Proposition 2. Let B = {b 1 , . . . , b n } be the basis in (11) . If α(i), α(j), α(l) ∈ ∆(R, ρ, ϕ) are such that ρ(f α(i) f α(j) ) = α(l) thenρ(b i * b j ) = l and (i, j) ∈ I 2 is WB. Consider α(l) ∈ ∆(R, ρ, ϕ) and assume β 1 , β 2 ∈ Γ satisfies ρ(f β1 f β2 ) = α(l). Then β 1 , β 2 ∈ ∆(R, ρ, ϕ) holds.
We have motivated the following definition. As an immediate consequence of Proposition 2 we have. . . , n we haveμ(i) ≥ µ(α(i)). In larger generality for {a 1 , . . . , a t } ⊆ I we havē µ(a 1 , . . . , a t ) ≥ µ(α(a 1 ), . . . , α(a t )).
The results concerning the generalized Hamming weights in (5) are now easily translated into the setting of codes from order domains. We consider only two particular choices of subsets G of B.
Definition 13. Given a basis B as in Theorem 4 and a morphism ϕ let
For the case of order domains of transcendence degree 1 the set of codes C(λ) are the set of duals to one-point geometric Goppa codes. For larger transcendence degree the set of codes C(λ) includes the q-ary Reed-Muller codes but also many other codes. The codesC(δ) are examples of Feng-Rao improved codes. The theorem below is an immediate consequence of (5) and the above discussion.
The bound (12) for the codes C(λ) is identical to the bound given by Heijnen and Pellikaan in [7, Th. 3.14] . It is known that (12) gives the actual values of the t generalized Hamming weights of the q-ary Reed-Muller codes (see [7] ). It is also known that (12) gives the actual values of the tth generalized Hamming weights of the Hermitian codes (see [2] ). For the case of hyperbolic codes (improved q-ary Reed-Muller codes) (13) gives exactly the same estimates as was found in [5] . We note that the result concerning the condition for tth rank MDS from the previous section is easily translated into the setting of the present section. Also we note that one can show that applying the Shibuya-Sakaniwa bound (8) to the codes of this section would produce the same estimates as is found by using (12) and (13) .
Examples
The following two examples deals with codes coming from the Hermitian curve. ϕ(G(X, Y ) + I) = (G(P 1 ), . . . , G(P q 3 )). We get
The basis B that we should use for the code construction is
Using (12) and (13) we calculate the following parameters for some Hermitian codes and improved such ones (recall that we noted above that the bound (12) is sharp for the non-improved Hermitian codes). The codes in the first two arrays are defined over F 16 and are of length n = 64. The codes in the last two arrays are defined over F 64 and are of length n = 512. A bolded number means that the generalized Singleton bound is attained. We note that Theorem 3 predicts exactly the bolded numbers. We take a closer look at the codeC(6) and C(14) over F 16 . These codes are of the same dimension k = 55 andC (6) is indeed an improved code as d(C(6)) ≥ 6 > 4 = d(C(14)) holds. Nevertheless we observe that the estimated value of d 7 respectively d 8 ofC(6) are smaller than d 7 (C(14)) respectively d 8 (C (14)). A similar phenomenon occurs for the the codesC(9) and C(18) over F 16 .
In the next example we consider not only one, but two different bases B and B related to the Hermitian curve. This will allow us to demonstrate that the bound (5) can actually be better than the Shibuya-Sakaniwa bound (8) .
Let ϕ be as in the previous example and consider the following two bases for F 8 4 .
The following observations will play an important role to us:
Consider the Hermitian code C(3) (made from B). Clearly, this code has parameters [n, k, d] = [8, 5, 3] . We now show that for the particular choice of B our new bound (5) will give us at least d(C(3)) ≥ 2 whereas the Shibuya-Sakaniwa bound will only give d(C(3)) ≥ 1. The bound (5) calls for an estimation of the valuesμ(4), . . . ,μ (8) . By use of (14) we get the following estimates:μ(4) ≥ 2 as b 2 * b 2 , b 4 * b 1 ∈ L 4 \L 3 and (2, 2), (4, 1) are OWB.μ(5) ≥ 3 as b 1 * b 3 , b 3 * b 2 , b 5 * b 1 ∈ L 5 \L 4 and (1, 3), (3, 2), (5, 1) are OWB.μ(6) ≥ 2 as b 4 * b 2 , b 6 * b 1 ∈ L 6 \L 5 and (4, 2), (6, 1) are OWB. µ(7) ≥ 4 as b 1 * b 6 , b 2 * b 3 , b 5 * b 2 , b 7 * b 1 ∈ L 7 \L 6 and (1, 6), (2, 3), (5, 2), (7, 1) are all OWB.μ(8) and  (1, 8) , (2, 6) , (4, 3), (7, 2), (8, 1) are all OWB. Hence, from (5) we get d(C(3)) ≥ 2. We next apply Definition 8 and (8) in Theorem 2. We will show that for T = {1, 2, 3} we have {6} ⊆ Λ * T . From this we can conclude that η 1 = 3 − 3 = 0 and therefore (8) becomes d(C(3)) ≥ 0 + 1 = 1. To establish {6} ⊆ Λ * T we will in the following show that there is no pair (i, j), i ∈ {1, 2, 3}, j ∈ {1, . . . , 8} such that b i * b j ∈ L 6 \L 5 . By use of (14) 
It remains to study the incidents (i, j), i ∈ {1, 2, 3} for which (14) does not immediately apply. We get
We have shown that there is no pair (i, j), i ∈ {1, 2, 3}, j ∈ {1, . . . , 8} such that b i * b j ∈ L 6 \L 5 and therefore by the above discussion (8) becomes d(C(3)) ≥ 1.
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