Neighborhood preservation from input space to output space is an essential element of selforganizing feature maps like the Kohonen-map. However, a measure for the preservation or violation of neighborhood relations, which is more systematic than just visual inspection of the map, was lacking. We show, that a topographic product P, rst introduced in nonlinear dynamics, is an appropriate measure in this regard. It is sensitive to large scale violations of the neighborhood ordering, but does not account for neighborhood ordering distortions due to varying areal magni cation factors. A vanishing value of the topographic product indicates a perfect neighborhood preservation, negative (positive) values indicate a too small (too large) output space dimensionality. In a simple example of maps from a 2D input space onto 1D, 2D and 3D output spaces we demonstrate how the topographic product picks the correct output space dimensionality. In a second example we map 19D speech data onto various output spaces and nd, that a 3D output space (instead of 2D) seems to be optimally suited to the data. This is in agreement with a recent speech recognition experiment on the same data set.
Introduction
Maps constitute an important class of neural information processing systems, natural or arti cial 1, 2, 3] . They project a pattern in some input space onto a position in some output space, in this way coding the information as the location of an activated node in the output space. A few examples for maps in the nervous system are retinotopic maps in the visual cortex 4], tonotopic maps in the auditory cortex 5], or maps from the skin onto the somatosensoric cortex 6]. Of these, in particular retinotopic maps have been modeled in a number of contributions, including aspects like orientation preference and ocular dominance 7, 8, 9, 10] . In the domain of arti cial neural networks, applications of maps include motor control tasks for robot arms 11], or phoneme recognition (using the "learning vector quantizer"-re nement (LVQ) of the basic feature map 12] ).
An essential property common to all these maps is the preservation of neighborhood relations. Closeby features in the input space are mapped onto neighboring locations in the output space. It is this aspect of maps which serves as an organizing principle for map formation algorithms, one of which, the Kohonen-algorithm, we will discuss in the second chapter.
However, it is hard to quantitatively characterize, how "good" this preservation actually is. In fact, large scale neighborhood violations in maps are usually detected by visually inspecting the map; a method, which is restricted to su ciently low-dimensional input spaces (not to mention its arbitrariness). The main point of our contribution is to close this diagnostic gap by introducing a topographic product as a measure for the preserva-tion of neighborhood relations. The topographic product has already proven useful for the analysis of embeddings for chaotic attractors in nonlinear dynamics 13] . A strange attractor can only be embedded if there is a continuous map with a continuous inverse from the original phase space to the reconstructed space. In the third chapter we will give a detailed discussion of the di erent terms entering the product, and we will show, how this measure cannot be fooled by local stretchings of the map due to varying input pattern densities.
We then continue in the fourth chapter to a very simple example for a self-organizing feature map (SFM), the mapping from a square with constant stimulus density onto an output space consisting of a line, a square or a cube of neurons. This very simple example includes already the essential e ects of a dimensionality mismatch between input space and output space, and has been analyzed in detail by Ritter and Schulten 14] .
Using the topographic product as a measure, we show, how the matching output space dimensionality for this problem can be found in an unambiguous way.
In the last two chapters we then turn to the question, why an optimal preservation of neighborhood relations means an advantage in applications, and is not only a mere theoretical excursion. To this purpose we rst mimic a speech recognition experiment with SFMs. The recognition is based on the classi cation of trajectories in the output space of the map. We show, how the recognition performance can severely degrade, if there is a dimension mismatch between input space and output space. Then we analyze real speech data and identify the optimal output space dimension. This turns out to be in agreement with a comparable speech recognition experiment 15], where Kohonen maps of di erent output space dimension have been used for preprocessing. The recognition was performed by classifying the resulting trajectories in the output space with a dynamics time warping algorithm.
Kohonen Algorithm for Self-Organizing Feature Maps
The Kohonen algorithm is a well a established learning rule for self-organizing feature maps, which can easily be implemented. It has been described in numerous publications, in particular in the book by Kohonen 2] . Here it should su ce to give only a short account of the algorithm which will provide the notation used in the subsequent chapters.
In order to simplify comparisons between di erent papers, we stick in this paper to the notation of Ritter et al. 3, 14] .
The algorithm describes a map from an input space V into an output space A. The output space consists of nodes j, which are arranged in some topological order (e.g. as nodes on a line, or as vertices of a twodimensional lattice). For each Position j in A there is a pointer w j into V , which can be regarded as the center of the receptive eld associated with the neuron at j. If a stimulus v occurs in the input space, it is mapped onto that neuron i in A, the "receptive eld pointer" w i of which lies closest to v, i.e. During the learning phase, the map is formed by sucessive adjustments of the vectors w j . During one learning step, a stimulus v is (randomly) chosen and mapped onto an output node i according to Eq. 2. The complete learning phase consists in a (random) initialization of the w j , followed by a number of the above described learning steps. For the learning to converge, it is helpful to slowly decrease the stepsize (t) as well as the width (t) of h 0 j;i during the learning process. Even though not optimal, an exponential decay This choice can turn out suboptimal as well, considering that also "folding of the input space into the output space" can occur. This case is visualized in Fig. 2 , which shows a map of a line onto a square.
We should note here, that other map formation algorithms have been proposed, which induce nontrivial output space topologies 17, 18]. As long as the output spaces provide distance measures, the following discussion of the topographic product applies to these cases too.
Topographic Product
The topographic product is a measure for the preservation of neighborhood relations in maps between spaces of possibly di erent dimensionality. It has rst been introduced (under the name of "wavering product") in the context of nonlinear dynamics and time series analysis 13]. There it was used to a similar purpose like in this paper: it served as a tool to select optimal embedding parameters (dimension and delay time) for the reconstruction of chaotic attractors from one-variable time series via delay coordinates.
We will now derive the topographic product step by step and explain the reasoning for each part of the formula in detail.
First we introduce a notation for nearest neighbor indices. Let n A k (j) denote the k-th nearest neighbor of node j, with the distances measured in the output space, i.e.
In the same way let n V k (j) denote the k-th nearest neighbor of j, but with the distances measured in the input space between w j and w n V k (j) ,
Using this nearest neighbor indexation, we next de ne the ratios
Due to this de nition we will have Q 1 (j; k) = Q 2 (j; k) = This problem can be overcome by multiplying the Q (j; k) for all orders k. With proper normalization this gives
For the new variables P 1 and P 2 , we have
In P 1 and P 2 a di erent ordering of nearest neighbors is canceled, as long as the rst k i.e. we nd a small deviation from 1 for P 1 and a very strong deviation for P 2 .
Constant magni cation factors of the map do not change next neighbor orderings, therefore the products P 1 and P 2 have the important property to be insensitive to constant gradients of the map. Spatially varying stimulus densities induce spatially varying magnication factors of the Kohonen map, which correspond to nonvanishing second derivatives.
A change of the local magni cation factor may induce changes in the next neighbor orderings. As long as these second order contributions average out locally, the products P 1 (k) and P 2 (k) remain close to 1 individually, if one multiplies up to su cient values of k (in the above example, we had P 1 (3; 3) = 1, even though P 1 (3; 2) > 1). For the case that second derivatives do not average out locally, we combine P 1 and P 2 multiplicatively in order to nd
: (3.11) This last step has the e ect that due to the inverse nature of P 1 and P 2 the contributions of curvatures are suppressed while violations of neighborhoods are detected by P 3 6 = 1 (in the above example, we had P 1 (3; 4) 1, while P 2 (3; 4) << 1). A further important reason for this de nition of P 3 , however, is that P 1 > 1=P 2 , if the input space folds itself into the output space, and P 1 < 1=P 2 , if the output folds itself into the input space (as in Fig. 2) . In other words, the deviation of P 3 above or below 1 indicates, whether the embedding dimension D A is too large or too small, respectively.
All what remains is to de ne a suitable averaging of P 3 (j; k). To this purpose there are several ways imaginable. First one could look pointwise for all nodes j, in order to obtain a spatially resolved estimate of topology violations. Second, one can build histograms in order to obtain the probability for strong neighborhood violations together with an estimation for the global variance of P 3 In Fig. 4a a SFM of a square onto a line with N = 256 nodes is depicted. We see that the curve given by the connected pointer positions in the input space is very distorted in order to ll the square as dense as possible. It resembles a peano curve. In Fig. 4b the components P 1 (k), P 2 (k) and P 3 (k) are shown for all values of k (averaged over all nodes j). We nd P 1 1 and P 2 1 as discussed in the previous chapter. The combined product P 3 lies well below 1 in nearly the whole range of k-values. According to Eq. 3.12, the topographic product P follows from this curve by taking the logarithm and averaging over k, resulting in a value of P = ?0:09026. This value indicates a too small output space dimension.
The topographic product P, and the shape of the P 1 (k); P 2 (k) and P 3 (k)-curves does not depend on the number of nodes in the output space, as can be seen in Fig. 5a ,b. Here everything coincides with Fig. 4a,b , with the sole exception that we have N = 32 output nodes only. Consequently the resulting "peano curve" is much less distorted (Fig. 5a) .
Nevertheless, the shape of the curves in Fig. 5b is about the same as in Fig. 4b , with a horizontal axis rescaled linearly with the number of nodes (The maximum neighborhood order has a value of N ?1). As a consequence of this, the topographic product for the map of this output space preserves the neighborhood relations in an optimal way. This heuristic argument is in perfect agreement with the topographic product, which yields a value of P = 0:000569. Going beyond 2D, we nally show the map onto a 6 6 6 cube with N = 216 nodes (Fig. 8a,b) . Again we have a dimension mismatch, this time with the input space folding itself into the output space. As a consequence, Fig. 8a shows a rather irregular inverse map. The P(k)-curves in Fig. 8b show again P 1 1, P 2 1, as we had, for example, in Fig. 4b for the 1d output space. The combined product P 3 (k), however,
has now values P 3 1, thus indicating a too large output space dimension.
The results for this example are summed up in Tab. 2, supplemented by a few intermediate topologies, for which we did not show extra gures. The results demonstrate, that the topographic product picks the same output space topology as visual inspection of the inverse maps suggests. Even though for this example the intuitive approach seems adequate, we note that the topographic product method is an interpretation-free, quantitative approach, which will prove its value for more complicated mapping problems, when the "intuitive approach" fails for whatever reasons. One possible reason is an input space of dimensionality D V > 3, because then the map cannot be visualized, even if the stimuli lie in a lower dimensional subspace.
Recognition of Sequences
This chapter is meant as a demonstration, that a perfect preservation of neighborhood relations can have a value in applications, which goes way beyond some esthetic considerations of theorists. To this purpose we need not introduce a new example, but we can use the results from the last chapter, which dealt with the mapping from a square input space onto output spaces of di erent dimension. for this increase to take place it is important to preserve the neighborhood relations from the input space into the output space as good as possible. In order to substantiate the latter claim, we mimic the speech recognition experiments in a simple way. Instead of the di erent words we consider four reference trajectories fv i g through a square input space ( Fig. 9) , which are mapped onto the output space trajectories fj i g, As can be seen in Fig.10 , the violation of neighborhood relations in the 1D-map induces the inclusion of output nodes into the output space trajectory, which lie very far apart from their corresponding reference trajectory node, and thus lead to misclassi cation. Fig. 11 , which shows the test trajectory in the D A = 2-dimensional output space, has no such excursions.
In Fig. 12 , the classi cation performance for 1D, 2D, and 3D maps is shown as a function of the noise level. Not only the 1D-map, but also the 3D-map show a substantial decrease of performance with increasing noise level, whereas the 2D-map performs very well even up to rather high noise levels. This performance di erence between the nets is due to the global neighborhood violations, to which we made the topographic product particularly sensitive. Concluding this chapter we note, that preservation of neighborhood relations is more than a theoretical concept, but can have substantial impact on the performance of SFMs in applications. Consequently the choice of an appropriate topology of the output space can also have substantial impact on performance gures.
Example II: topographic maps of acoustical data
Finally, we discuss the application of our method to a speech data set. The data set stems from the DPI-database, which has been accumulated at the III. Physikalisches Institut, Universit at G ottingen, Germany. From the database of 40 German words, each spoken ten times by ten di erent speakers, we chose the ten German digits "Null" through "Neun", spoken by one male speaker (A.M.). For each digit we used the ten available versions.
Recording and preprocessing of the data is described elsewhere 19], here we just note, that each word consists of 40-50 feature vectors, each feature vector giving the amplitudes of 19 (Bark-) frequency channels. Altogether the input data for our simulations consisted of 4500 vectors in a 19-dimensional input space. This data was mapped onto 256 output nodes, arranged as a line, a 16 16 square, a 7 6 6 cube (252 output nodes in this case) and a 4 4 4 4 hypercube. The P 3 (k)-values for the map are shown in Fig. 13 , the averaged values P are P = ?0:166 for 1D, P = ?0:041 for 2D, P = 0:019 for 3D and P = 0:034 for 4D. The smallest value of these is P = 0:019 for the 3D case.
However, this value contains contributions with P 3 (k) < 1 as well as P 3 (k) > 1. For this reason, the numerical value of P should be taken with a grain of salt. We note,
however, that we have P 3 (k) < 1 for the 2D case in nearly the whole range of k, and . This is a coincidence of two independent investigations into the e ects of varying output space dimensionality in SFMs, which underlines the importance of topography in such maps.
Summary and discussion
In this contribution, we solved the problem of the quantitative characterization of neighborhood preservation in self-organizing feature maps. To this purpose we considered a topographic product, which had originally been introduced in order to estimate the dimension of the embedding space for strange attractors in nonlinear dynamics. We showed, that this topographic product can readily be applied to the analysis of topographic feature maps of the Kohonen type. For the analysis only the weight vectors of the output space nodes are required, no knowledge of the stimulus distribution in the input space is necessary.
We demonstrated in the very intuitive example of the map from a square input space onto output spaces of various dimensionality, how the vanishing of the topographic product points to that output space, which preserves the neighborhood relations best. In di erent tests, not included in this paper the applicability of the topographic product also for non at stimulus distributions, inducing varying areal magni cation factors, was demonstrated.
The virtue of the preservation of neighborhoods was demonstrated in a sequence classication test, which mimiced a speech recognition strategy using SFMs and DTW. The map with the best matching dimensionality clearly scored the highest recognition result.
A detailed analysis of this e ect might lead to an objective function, which connects the preservation of neighborhoods with some performance measure. Such an objective function would represent a valuable contribution to the discussion of the merits of neigh-borhood preservation, and would in this way provide a theoretical background for the method presented in this paper.
In a nal example we could show, that for speech recognition purposes an output space dimensionality of D A = 3 instead of the usual D A = 2 was better suited to the data. This result is in coincidence with some performance results for single word recognition on the same data set.
We expect the topographic product to prove a valuable tool in designing the topology of SFMs in applications, which needs neither statistics on the input data, nor some backprocessing like DTW as a performance measure, since it rests only on the weights constituing the map. In this way the optimization of network performance by optimizing the network topology, a strategy which proved very sucessful for MLPs, will be easier to implement also for SFMs.
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