A three-stage learning algorithm for deep multilayer perceptron (DMLP) with effective weight initialisation based on sparse auto-encoder is proposed in this paper, which aims to overcome difficulties in training deep neural networks with limited training data in high-dimensional feature space. At the first stage, unsupervised learning is adopted using sparse auto-encoder to obtain the initial weights of the feature extraction layers of the DMLP. At the second stage, error back-propagation is used to train the DMLP by fixing the weights obtained at the first stage for its feature extraction layers. At the third stage, all the weights of the DMLP obtained at the second stage are refined by error back-propagation. Network structures and values of learning parameters are determined through cross-validation, and test datasets unseen in the cross-validation are used to evaluate the performance of the DMLP trained using the three-stage learning algorithm. Experimental results show that the proposed method is effective in combating overfitting in training deep neural networks.
INTRODUCTION
In recent years, big data analysis via deep learning has attracted much attention in various areas such as computer vision, speech recognition, social media analysis, fraud detection, and medical informatics. [1] [2] [3] [4] [5] [6] [7] One of the main advantages of deep learning due to the use of deep neural network structures is that it can learn feature representation, without separate feature extraction process that is a very significant processing step in pattern recognition. [8, 9] Unsupervised learning is usually required for feature learning, such as feature learning using sparse auto-encoder (SAE) and restricted Boltzmann machine (RBM). [10] [11] [12] For classification tasks, supervised learning is more desirable using support vector machine or feedforward neural networks as classifiers. How to effectively combine supervised learning with unsupervised learning is a critical issue to the success of deep learning for traditional pattern classification. [13] Other major issues in deep learning include the overfitting problem and vanishing/exploding gradients during error back-propagation due to adopting deep neural network structures such as deep multilayer perceptron (DMLP). [13, 14] Many techniques have been proposed to solve the problems in training deep neural networks. Hinton et al. [15] introduced the idea of greedy layer-wise pre-training. Bengio et al. [16] proposed to train the layers of a deep neural net-work in a sequence using an auxiliary objective and then "fine-tune" the entire network with standard optimization methods such as stochastic gradient descent. Martens [17] showed that truncated-Newton method has the ability to train deep neural networks from certain random initialisation without pre-training; however, it is still inadequate to resolve the challenges in training deep neural networks and most deep learning models can not be effectively trained with random initialisation. [18] [19] [20] [21] Effective weight initialisation or pre-training has been widely explored for avoiding vanishing/exploding gradients. [22] [23] [24] [25] [26] Using a huge amount of training data can overcome overfitting to some extent. [14] However, in many applications, there is no large amount of training data available or there is insufficient computer power to handle huge amount of training data, and regularisation techniques such as sparse structure and dropout technique are widely used for combatting overfitting. [27] [28] [29] This paper proposes a three-stage learning algorithm for training DMLP with effective weight initialisation based on SAE, aiming to overcome difficulties in training deep neural networks with limited training data in high-dimensional feature space. Experiments were conducted on six datasets, with the performance of the proposed method evaluated by comparison with existing methods. This paper is organized as follows: Section 2 describes the basic principles of sparse auto-encoder, deep multilayer perceptron and the proposed approach. Section 3 presents the experimental results and discussion. Conclusion is drawn in Section 4.
SPARSE AUTO-ENCODER, DEEP MULTI-
LAYER PERCEPTRON, AND THE PROPOSED APPROACH 2.1 Sparse auto-encoder algorithm An auto-encoder is an unsupervised neural network trained by using stochastic gradient descent algorithms, which learns a non-linear approximation of an identity function. [12, 27, 28] Figure 1 illustrates a non-linear multilayer auto-encoder network. It may have three or more hidden layers, but for simplicity a sparse auto-encoder with just a single hidden layer is described in detail as follows. For the sparse auto-encoder, the learning objective function is defined as follows: [12] (3)
where p is the sparsity parameter,p j is the average output of the j th hidden node, averaged over all the samples, i.e.,
λ is the coefficient for L 2 regularisation (weight decay), and β is the coefficient for sparsity control, which is defined by the Kullback-Leibler divergence:
The weight decay and sparsity control in the learning objective function are for combatting overfitting. [12, 30] (6)
where
) is the derivative of the sigmoid logistic function,
T is a one vector of size m and .* represents element-wise multiplication.
[30]
DMLP
A deep multilayer perceptron is a supervised feedforward neural network with multiple hidden layers. For simplicity, Figure 2 illustrates a DMLP with 2 hidden layers only (There are usually more than 2 hidden layers). 
Proposed approach
Training deep neural networks usually needs a huge amount of training data, especially in high-dimensional input space. Otherwise, overfitting would be a serious problem due to the high complexity of the neural network model. However, in many applications the required huge amount of training data may be unavailable or the computer power available is insufficient to handle a huge amount of training data. With deep neural network training, there may also be local minimum and vanishing/exploding gradient problems without appropriate weight initialisation. A three-stage learning algorithm for DMLP with effective weight initialisation based on sparse auto-encoder is proposed in this paper to combat these problems, which consists of the following three stages:
(1) At the first stage, unsupervised learning is adopted to train a sparse auto-encoder with random initial weights to obtain the initial weights of the feature extraction layers of the DMLP. The auto-encoder consists of N input units, an encoder with two layers of K1 and K2 neurons in each hidden layer respectively, a symmetric decoder, and N output units. Figure 3 illustrates how it works. In our experiment, the pre-trained DMLP at the second stage, denoted as M1, and the refined DMLP obtained at the third stage, denoted as M2, are compared on several datasets. They are also compared with the DMLP trained using random initial weights for all layers, which is denoted as M3.
EXPERIMENTAL RESULTS AND DISCUS-SION

Data sets
Six datasets were employed in the experiments to evaluate the performance of the proposed method: 1) an email_V1 dataset (http://snap.stanford.edu/data/), [12, 30] 2) an email_V2 dataset (https://www.kaggle.com/wcuki erski/enron-email-datase), [12, 30] 3) the Reuters-21578 document dataset (http://www.daviddlewis.com/re sources/testcollection/reuters21578), [12, 30] 4) the 20Newsgroups corpus dataset which is a collection of approximately 20,000 newsgroup documents divided into 20 discussion groups (https://archive.ics.uci.ed u/ml/datasets/Twenty+Newsgroups), [12] 5) the Musk dataset (http://archive.ics.uci.edu/ml/datasets.html), [30] and 6) a dataset of phishing technical website features (http: //khonji.org/phishing_studies). [30] Because some news groups in the 20Newsgroups dataset are very closely related to each other, only four relatively distinguishable classes were used in the experiments.
The total number of features for email_V1, email_V2, Reuters-21578, 20Newsgroups, Musk, and the phishing technical features dataset are 750, 465, 421, 2,000, 166, and 47 respectively.
Experiment procedure
For each dataset, the experiment was repeated five times in order to assess the consistency of the results, with different data partition obtained by shuffling the data using different random seeds for each run. In each run the dataset was partitioned into a training set and a testing set, and the training set was further partitioned into estimation set and validation set for cross-validation (5-fold) to determine the optimal or appropriate network structure and hyper-parameter values (λ, β, p).
The proposed method was cross-validated with different number of hidden layers and different number of hidden neurons, and each testing set was only used once to evaluate the performance of the proposed method with the network structure trained using the hyper-parameter values chosen by the crossvalidation.
The methods for comparison were named as Mi-jHL, where i = 1, 2, or 3 representing one of the three methods described in Section 2 and j = 1, 2, 3, or 4 representing the number of hidden layers. As a typical DMLP with 4 hidden layers, the numbers of hidden neurons in the first stage are K1 and K2 respectively, and the numbers of hidden neurons in the second or third stage are K1, K2, K3 and K4 respectively. For training the SAE, 8 sets of hyper-parameters (λ, β, p) were validated, as shown in Table 1 , which are around the suggested default values. Tables 8-13 show the corresponding average (Avg.) training and testing accuracies and standard deviation (Std.) of the methods with the appropriate network structure trained using the hyper parameter values chosen by the 5-fold crossvalidation. Figure 6 compares the three methods (M1, M2, and M3) in terms of average training accuracy and testing accuracy. It can be seen from Figure 6 that the proposed three-stage learning approach, M2-jHL, achieved the highest accuracy, which have been proved to be statistically significantly better than other methods evaluated in the experiment. From Figure 6 it can be seen that the proposed method (M2) has much smaller difference between testing accuracy and training accuracy than methods M1 and M3, which can be regarded as evidence of less serious overfitting in the proposed method. It can be concluded that DMLP with effective weight initialisation can achieve significantly better performance than the standard MLP, and it is evident that the threestage learning algorithm for DMLP can reduce overfitting. 
CONCLUSION
This paper proposes a three-stage learning approach for training deep multilayer perceptron with effective weight initialisation based on sparse auto-encoder. This approach can combat possible overfitting and vanishing/exploding gradient problems in deep learning with limited training data. It is evident from the experimental results that the deep multilayer perceptron trained using the proposed algorithm significantly outperformed the standard multilayer perceptron and its combination with sparse auto-encoder as well. Preliminary experimental results have demonstrated the advantages of the proposed method. Further tests on this algorithm would be applied to deep neural networks with more layers and for other applications as well would be conducted in future investigations.
