Abstract: Prediction uncertainty has rarely been integrated into traditional soft sensors in industrial processes. In this work, a novel auto-switch probabilistic soft sensor modeling method is proposed for online quality prediction of a whole industrial multi-grade process with several steady-state grades and transitional modes. Several single Gaussian process regression (GPR) models are first constructed for each steady-state grade. A new index is proposed to evaluate each GPR-based steady-state grade model.
Introduction
With the rapid development of computer and communication technologies, process data have become widely available in many chemical plants. As a result, increasing data-driven soft sensor 20 modeling methods have been applied to infering/predicting product qualities that are difficult to measure online. Existing common methods include partial least squares (PLS) and other multivariate regression approaches, 5, 6, [8] [9] [10] various neural networks (NN), [11] [12] [13] [14] [15] fuzzy systems, 16 support vector regression (SVR) and least squares SVR (LSSVR), [17] [18] [19] [20] [21] and Gaussian process regression (GPR). [22] [23] [24] [25] [26] [27] One main advantage of these soft sensor models is that they can generally be developed in a relatively
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simple manner without substantial understanding of the phenomenology involved.
In recent years, multi-grade processes have played a significant role in the polymer and fine chemical industries. Generally, frequent change of operating conditions is required in the production of multi-grade products. Nevertheless, product qualities, such as melt index (MI), are often evaluated 3 off-line and infrequently. Consequently, grade changeover typically is a manual operation in many industrial polymer plants, and it results in relatively large settling time and off-grade materials. [28] [29] [30] [31] [32] To overcome the problem, various soft sensors have been applied to quality prediction in multi-grade processes, 8, 16, 20, 25, 28, 29, 32 in which the products are commonly short-lived and of small volume with a limited set of modeling samples. In addition, it is common to find that there are nonlinear relationships 5 between product qualities and the operating conditions. [28] [29] [30] [31] [32] Therefore, SVR and GPR-based nonlinear soft sensors have attracted more attentions recently. [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] Compared with SVR, one main advantage of the GPR-based model is that it can simultaneously provide the probabilistic information for its prediction. 22 
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In process modeling and control areas, the multiple model approach is suitable for dealing with the nonlinear process with a wide operating range. It has received a great deal of attention in recent years because of its success in converting complex problems into simpler sub-problems. [33] [34] [35] [36] [37] Generally, there are several steady-state grades and corresponding transitional modes between these grades in a whole multi-grade process. However, compared with the most existing soft sensors focusing on multiple 15 steady-state grade processes, only a few methods have been applied to transitional modes. 28, 29, 32 Ge et al. 25 proposed a weighted GPR model and showed more accurate performance than a single global GPR model for MI prediction in the polypropylene production process. Nevertheless, transitional modes
were not considered in their work. Compared to steady-state grades, the prediction performance of soft sensors generally degrades during transitional modes because of different operating conditions and 20 fewer modeling samples. 28, 29 Recently, Yu 27 proposed a mixture GPR soft sensor model for a better description of shifting in multi-mode processes though the transient dynamics between the two operating modes were neglected.
In industrial practice, only using a single model is insufficient to capture all the process 25 characteristics, especially those in transitions. In our recent work, an integrated just-in-time LSSVR soft sensor was developed for the whole multi-grade process with transitions. 32 MI in transitional modes can be better predicted using just-in-time-based local LSSVR models. Nevertheless, as aforementioned, the prediction variance cannot be provided using the SVR/LSSVR-based related models. To our best knowledge, the combination of just-in-time learning and the GPR modeling 30 4 method has rarely been reported, especially for the purpose of soft sensor development. Therefore, a just-in-time GPR (JGPR) nonlinear soft sensor for the online quality prediction is proposed in this paper. As for the online prediction of a query sample, its prediction variance is also evaluated. It can provide additional information for local models.
5
Prediction uncertainty has rarely been integrated into traditional soft sensors for industrial processes.
As for a whole multi-grade process of several steady-state grades and corresponding transitions, it is important to evaluate the status of a sample. Additionally, it is critical to judge which model is the most suitable for online prediction of the current query sample. This is also important mainly because each soft sensor has its reliable domain. However, this issue was less investigated in the previous GPR-based soft sensors. To this end, the prediction variance of GPR is further utilized to assess the uncertainty of soft sensors in different modes. Furthermore, the modeling strategy of prediction variance-based auto-switch soft sensors for the whole multi-grade process is proposed in this work.
The remainder of this paper is organized as follows. The GPR-based modeling method is first 15 described in Section 2. After the description of a whole multi-grade process, GPR and JGPR-based soft sensors for steady-state grades and transitions are proposed and analyzed in this section, respectively.
The prediction variance-based Bayesian inference for the GPR model selection is presented in Section 3. Also, detailed implementation of the proposed auto-switch soft sensors in the whole multi-grade process is developed in this section. The proposed method is evaluated by the MI prediction in an
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industrial process in Taiwan in Section 4. It is also compared with other related approaches. Finally, the conclusion is drawn in Section 5.
GPR and JGPR soft sensor models for multi-grade processes

Basic GPR-based soft sensor models
Generally, development of a soft sensor using the GPR framework can be described as a problem whose aim is to learn a model f that approximates a training set     
where C is the NN  covariance matrix with the ij-th element defined by the covariance function,
A common covariance function can be defined as
where id x is the dth component of the vector is the hyper-parameters vector defining the covariance function. Generally, the hyper-parameters must be non-negative to ensure that the covariance matrix is non-negative definite. As depicted in Eq. (2), the first two terms denote a constant bias and a linear correlation term, respectively. The exponential term takes into account the potentially strong correlation between the outputs for nearby inputs. Additionally, the term b captures the random error effect. By combining both
15
linear and nonlinear terms in the covariance function, the GPR model is capable of handling both linear and nonlinear processes. [22] [23] [24] Other forms of covariance functions can be referred to Rasmussen and Williams. 22 The training of a GPR model can determine the values of the hyper-parameters θ . Adopting a Bayesian approach, the hyper-parameters θ can be estimated by maximization of the following log-likelihood function:
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This optimization problem can be solved using the derivative of the log-likelihood with respect to each hyper-parameter given as 
where
, , , , , , In addition, Eq. (6) provides a confidence level on the model prediction, which is an 5 appealing property of the GPR method.
GPR-based soft sensor for steady-state grades
A simplified flowchart of a nonlinear continuous stirred tank reactor (CSTR) process with multi-grade characteristics is shown in Fig. 1 . It is common to use the CSTR process to produce 10 products with different grades in the polymerization industry. By changing the operating conditions of the reactor or by using a different type of catalyst, the product produced from the process can be switched from one grade to another. 8, 12, 28, 30, 31 Generally, the collected modeling data for a whole multi-grade process consists of G operation grades with related sets represented by
, where   steady-state grades and transitions. 8, 28, 32 As simply illustrated in Fig. 1 Therefore, several single GPR models can be simply established. As for a more complex process with several unknown modes, the multiple model approaches should be applied to dividing the modeling samples into several sub-classes as a preprocessing step. 
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Moreover, an evaluated item of RPV for all the training samples in each special steady-state grade is proposed and defined as follows:
The item of after several GPR models are trained, one can simply judge which steady-state grade in a whole multi-grade process can be modeled using a more reliable GPR model.
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JGPR-based local model development for transitions
As for complicated multi-grade processes, the direct application of a global or fixed model may not be enough mainly because specifying the structure of a global/fixed model is often difficult. Another limitation is that it is difficult to quickly update a global/fixed model when the process dynamics are 20 moved away from the nominal operating area. Additionally, as for industrial transitional modes, the training samples are so limited and process characteristics are more complicated than the steady-state grades. 28, 29, 32 Therefore, it is unsuitable and more difficult to establish a special GPR model for transitions beforehand.
To alleviate these problems and construct the local models automatically, the just-in-time (JIT) 5 method has been developed as an attractive alternative to nonlinear chemical process modeling and control. [40] [41] [42] [43] [44] [45] [46] [47] [48] [49] Several JIT-based nonlinear soft sensors have been proposed previously. [42] [43] [44] [45] [46] However, they are all deterministic models (e.g., JIT-based SVR/LSSVR models simply denoted as JSVR and JLSSVR, respectively 46 ) rather than probabilistic ones. In literature, few probabilistic soft sensors have been applied to multi-grade processes with transitional modes. In this section, a JGPR-based online modeling method is proposed for better description of those transitional modes. Generally, for a query sample x q , there are three main steps to construct a JGPR model online:
JGPR
Step 1: Find out relevant samples to form a similar set S sim in the database S using some defined similarity criteria.
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JGPR Step 2:
Online construct a JGPR model f JGPR (x q ) using the relevant set S sim and the aforementioned formulations, i.e., Eqs.
(1)~(6).
JGPR Step 3:
Obtain the predicted output of q y , i.e., the mean (ˆq y ) and its variance ( 
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This is the basic framework of JGPR online modeling approach. As for a new query sample, a new JGPR model can be built with the same three-step procedures. Generally, the Euclidean distance-based similarity is the most commonly utilized index. 40, 41 The similarity factor (SF) s qi between the query sample x q and the sample x i in the dataset is defined below: (9) where d qi is the distance similarity between x q and x i in the dataset. The value of s qi is bounded between 5 0 and 1 and when s qi approaches to 1, x q resembles x i closely.
Using the similarity criterion in Eq. (9), the n (n min  n  n max ) similar samples should be selected for constructing a JGPR model. Generally, the n max similar samples can be ranked according to the degree of the similarity. A cumulative similarity factor (CSF) S qn can be adopted as follows: which denotes the cumulative similarity of the n most similar samples compared to the relevant set S sim .
The CSF index can simply compute the cumulative similarity and then it can determine the n most similar samples. 46 Traditionally, it is difficult to determine the range of [n min , n max ] beforehand.
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Especially for a process with multiple grades, the relevant sets of a query sample for different grades are different. As an alternative approach, the search of [n min , n max ] can be simply substituted by the choice of S qn ; e.g., S qn = 0.8. This means 80 % of the most similar samples have been selected.
Consequently, construction of the relevant set S sim using the CSF index is a practical and efficient method. 32 
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The comparisons of JGPR and JLSSVR/JSVR online modeling methods are listed in Table 1 .
Compared with JLSSVR/JSVR online modeling methods, two advantages of the JGPR-based soft sensor can be obtained. One is that the probabilistic information can be provided for its prediction. The (Table 1 goes here.) 3. Auto-switch soft sensors for a whole multi-grade process with transitions
As for a whole multi-grade process, several GPR-based steady-state models can be built in a relatively simple way. For a query sample x q , it is important to evaluate to which model it is most 10 suitable. To account for this method, in Section 3.1, a prediction variance-based Bayesian method is proposed to explore the reliability of existing GPR-based steady-state models. In Section 3.2, detailed implemented steps of the auto-switch soft sensors for a multi-grade process with transitions are developed. The prediction can be obtained using the corresponding steady-state GPR model if its probability using this special model is large enough. Otherwise, x q is considered located in transitional modes and a JGPR-based local model is built online.
Prediction variance-based Bayesian inference for GPR model evaluation
In the polymer industry, a multi-grade process is often characterized by several steady-state grades and related overlappings between them. 28, 29, 32 To evaluate to which local GPR model the query sample 20
x q more suitably belongs, a prediction variance-based Bayesian inference is proposed to determine the probability of x q adopting each GPR , 1, ,
, which is formulated as follows:
25 where   , 1, ,
are the prior probability and the conditional 13 probability, respectively. To obtain the posterior probability value, these two terms at the right side of
Eq. (11) should be calculated. Without any process or expert knowledge, the prior probability for each local GPR model suitable for its operation mode can be simply defined as: 25, 32   , 1, ,
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To determine the other terms in Eq. (11), first, the RPV item (defined in Eq. (7)) of this query sample for each steady-state GPR model can be further modified as follows:
where the actual value of q y is unknown, so it is substituted by its prediction using the related 
Consequently, Eq. (11) becomes
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Based on the probabilistic analysis approach, using the prediction variance of steady-state grade models can determine the probability of x q for each individual GPR model suitable in its operational mode. Note that how to treat the transitional modes using probabilistic soft sensors has not been considered before. It is relatively simple to establish the steady-state models while predicting a query sample using suitable models is difficult, especially those samples in the transitional or the new modes with complicated characteristics. Therefore, the steady-state GPR models can be trusted if they have a 5 larger probability; i.e. more reliability. Otherwise, a JGPR model can be built online using the available information.
Auto-switch GPR modeling strategy
In this section, the main implementations to the whole multi-grade process can be formulated using (17) In this situation, for online construction of a JGPR model, the candidate set S for search becomes smaller because the most dissimilar steady-state grade has been excluded. Consequently, the 15 computational load can be reduced.
Remark 1:
In many production processes, the intended grade of the product is generally known.
However, the transitional modes often require drastic and simultaneous changes in different operating inputs, resulting in relatively long settling times. As aforementioned, because of the time delay of the 20 product quality analysis, the actual modes of some overlapping samples are unknown. Consequently, it is important to select or construct a suitable prediction model for the query sample. Moreover, there are several steady-state grades in an industrial production process. Eq. (17) should be an alternative to exclude the most dissimilar samples so as to better determine the candidate set.
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In summary, the proposed AGPR soft sensor modeling method for the whole multi-grade process is illustrated in Fig. 2 . The step-by-step procedures of the AGPR approach are summarized as below.
AGPR Step 1:
The process input and output samples of the whole multi-grade process, including several steady-state grades     
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AGPR Step 5:
Otherwise, a JGPR model is online constructed for prediction using the most similar samples around x q . If meanwhile Eq. (17) is satisfied, the candidate set becomes smaller because the most dissimilar steady-state grade can be excluded.
AGPR Step 6:
For online construction of a JGPR model, first find out the relevant set S sim using Eqs.
(9) and (10). Finally, the predicted output of q y , i.e., the mean (ˆq y ) and its variance ( 
(Fig. 2 goes here.)
In the above modeling steps, a query sample x q can automatically select/construct the most suitable 20 model based on its probability. This probability is mainly calculated using the prediction variances of GPR-based steady-state grade models. Compared with SVR-based deterministic models, prediction variances provide useful information for better description of the model reliability. The proposed AGPR method is distinguished with the integrated approach denoted as IJ-LSSVR 32 in two folds. One is that AGPR is a probabilistic soft sensor while the latter is not. The other is that AGPR assigns a query sample to its reliable model. However, the IJ-LSSVR method assigns the query sample to its spatial grade of multivariables. 
Application to an industrial polyethylene process
The proposed AGPR method can be considered as an auto-switch soft sensor with probabilistic prediction information for complicated multi-grade processes with transitional modes. In this section, the AGPR soft sensor modeling method is explored by online predicting MI of an industrial 5 polyethylene production process in Formosa Plastics Corporation in Taiwan. All the data samples have been collected from daily process records and the corresponding laboratory analysis. The product quality in steady-state grades is commonly analyzed in the lab once a day. When the grade of the production changes, the product quality is sampled for assay about 3~4 times a day. 32 Consequently, without online analyzers for MI, off-grade products and materials would be produced inevitably in 10 industrial polyethylene production processes.
As prior requirements, the reliable sensor measurements and data collections play important roles in process modeling. 2 After simply preprocessing the modeling set with a 3-sigma criterion, most of the missing values and outliers have been removed. Finally, more than 300 samples of three steady-state 
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Two common performance indices, including root-mean-square error (RMSE) and relative RMSE (simply noted as RE) can be adopted to assess the prediction performance. Compared to RMSE, RE is more suitable to multi-grade processes because the values of MI in each grade are different. 32 Consequently, the performance index of RE is considered as follows, 
Analysis of offline trained GPR models
In this section, the offline modeling and analysis of GPR models are investigated. Three GPR models, 
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Additionally, as shown in Fig. 3d , a single GPR model noted as GPR t M has been trained to fit the transitional samples. RE (defined in Eq. (18)), the range of RPV values and g M E (defined in Eqs. (7) and (8)) indices of the trained offline GPR models for three steady-state grades and related transitional modes are listed in Table 2 .
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( Fig. 3a goes here.) ( Fig. 3b goes here.) ( Fig. 3c goes here.) ( Fig. 3d goes here.) ( 
AGPR online prediction results
In this section, AGPR is applied to online MI prediction in the industrial polyethylene process with multiple grades and the related transitions are investigated. The maximal probability and minimal probability of the query samples for steady-state grade models are both plotted in Fig. 5a . For a query sample, the suitable steady-state model GPR , 1, ,3 g M g  for prediction can be selected if its maximal probability is larger than 0.7
 
. Otherwise, the JGPR 20 model shown in Fig. 5b is online constructed.
The test samples in S 1 show different characteristics from the training samples in Fig. 3a .
Alternatively, JGPR models can be a suitable choice if the related steady-state models are not reliable enough. Additionally, for the transitional samples, neither the existing steady-state grade model can 25 predict accurately. They are much more difficult to predict than the samples in steady-state grades.
More than half of the transitional samples during grade changeover suggest that JGPR models should be selected for prediction. Details about the performance comparisons of MI prediction using AGPR and JGPR methods are tabulated in Table 3 . As shown in Tables 2 and 3 GPR M is more reliable than the others. Consequently, the maximal probability is large enough for the test samples in S 3 to adopt 3 GPR M .
( Fig. 4 goes here.) ( Fig. 5a goes here.)
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( Fig. 5b goes here.) (Table 3 goes here.)
In our previous study, the IJ-LSSVR method has shown better prediction performance than JLSSVR, LSSVR, weighted LSSVR, and weighted PLS soft sensor modeling methods. 32 Consequently, AGPR is 15 compared with the IJ-LSSVR method. To further demonstrate its modeling ability, AGPR is compared with other probabilistic soft sensors for MI prediction. Recently, some GPR-based mixture models for the multi-mode processes have been proposed. 25, 27 The results have shown better performance than a single global model and corresponding steady-state models. 25, 27 In this section, for comparison, a mixture GPR (MGPR) modeling method for multi-grade processes is also proposed using the 20 probability analysis aforementioned. It is formulated below.
Details about the performance comparisons of MI prediction using MGPR and IJ-LSSVR methods are also tabulated in Table 3 . The MGPR model for x q can be obtained by combining
It can be considered as multi-nonlinear models for multi-grade processes.
Among these three probabilistic nonlinear soft sensors, the RE index in Table 3 show that AGPR can achieve better prediction performance than the other two methods, especially for transitional samples and those overlapping samples. As analyzed before, only using JGPR is not the best choice for complicated multi-grade processes. The MGPR approach is an alternative approach for multi-mode modeling, expert for the transitional modes or those samples showing different characteristics from the 5 training samples (e.g., the test samples in S 1 ). The trained GPR steady-state models have shown that only 3 GPR M is reliable. Consequently, as shown in Table 3 , MGPR can achieve better performance for S 3 than the other methods. However, for the whole process, MGPR is inferior to AGPR and JGPR methods mainly because the mixture strategy only combines the predictions of each steady-state model using the probability regardless of the reliability of related steady-state models.
The RPV values of all the query samples of three probabilistic nonlinear soft sensors are shown in Therefore, from all the obtained results, the proposed AGPR method shows better and more reliable 20 prediction performance than the other soft sensors in terms of online MI prediction for the whole polyethylene process.
( Fig. 6 goes here.) The comparison of the prediction performance using AGPR soft sensors with the distance and angle 25 criterion are listed in Table S1 in Supporting Information. For the industrial data, the soft sensor models are not accurate enough to make good predictions due to several reasons. First, the industrial data samples are error-in-variables actually. Second, the modeling samples are not enough to capture all the process characteristics. Third, the process characteristics may be time-varying and have some uncertainties. It should also be noted that the recursive methods can be adopted to update the GPR steady-state models and then enhance the prediction performance since new samples can be added to the data set gradually. Additionally, for larger modeling sets, sparse training strategies for GPR can be introduced to reduce the overall computational burden. However, these two issues are beyond the main scope of this study and they would not be investigated here. The related algorithms can be referred to 5 recursive GPR and sparse GPR methods.
38,39,50,51
Conclusion
This paper addresses the topic of developing reliable soft sensors for complicated multi-grade
processes. An auto-switch probabilistic soft sensor modeling method for online quality prediction of a 10 whole multi-grade process in transitional modes is proposed. First, several offline steady-state models are built and analyzed using a novel performance index. Additionally, the JGPR-based local online modeling method is proposed. Furthermore, the AGPR method using Bayesian inference of uncertainty of steady-state models is presented for suitable prediction of the query samples in different modes.
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Unlike the traditional soft sensors in industrial processes, prediction uncertainty is explored and 
Supporting Information
The results of the corresponding computational time of AGPR with different values of  and min  are shown in Fig. S1 . The effect of  on the MI prediction performance (the RE index) of AGPR with 25 different values of min  for all the query samples is shown in Fig. S2 . The comparisons of the prediction performance using AGPR soft sensors with the distance and angle criterion are listed in Table S1 . The detailed discussions can be found in Supporting Information. This material is available free of charge via the Internet at http://pubs.acs.org. (7) and (8)) indices of the trained offline GPR models for several steady-state grades and related transitional modes 5 The operating conditions are changing. 
