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Abstract
Equations which define classical configurations of strings in R3 are
presented in a simple form. General properties as well as particular
classes of solutions of these equations are considered.
Polyakov’s theory of strings [1]-[2] has been discussed in a number of
papers during the last ten years (see e.g. [3]- [4]). Various problems and
features of this theory have been studied and analyzed. Stable classical
configurations of strings is one of the important problems of the string theory.
Their description, classification and analysis of their properties are essential
for understanding classical, quasi-classical and other aspects of the string
theory. Surprisingly, not many results concerning classical configurations of
strings (world-sheets) have been obtained (see e.g. [5]-[11]). The reason,
obviously, lies in the complexity of the corresponding equations. So the
description and analysis of the classical configurations of string is still of a
great interest.
In the present paper, we propose a new approach to the problem of clas-
sical configurations of strings in the three-dimensional Euclidean space. It
is based on the generalized Weierstrass formulae which allows to construct
any surface in R3 starting with a system of two linear equations. Then we
represent the Euler-Lagrange equation for the Nambu-Goto-Polyakov action
in a simple form. Common solutions of this equation and above linear sys-
tem provide surfaces in R3 which describe classical configurations of strings
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(world-sheets). We discuss both general properties of the above system of
equations as well as particular classes of solutions.
Generalized Weierstrass formulae proposed in [12] are the extension of
well-known formulae of Weierstrass for minimal surfaces. One starts with
the following system of two linear equations [12]:
{
ψ1z = pψ2
ψ2z = −pψ1 (1)
where ψ1(z, z), ψ2(z, z) are complex-valued functions, p(z, z) is a real-valued
function and z, z are complex variables. Then one defines three real-valued
functions X1, X2, X3 as follows [12]:
X1 + iX2 = 2i
∫
Γ
(
ψ
2
1dz
′ − ψ22dz′
)
X1 − iX2 = 2i
∫
Γ
(
ψ22dz
′ − ψ21dz′
)
X3 = −2
∫
Γ
(
ψ2ψ1dz
′ + ψ1ψ2dz
′
)
(2)
where Γ is an arbitrary path of integration in the complex plane and bar
means complex conjugation. Due to (1), the integrals in (2) do not depend
on the choice of Γ. Finally, one treats X1, X2, X3 as the coordinates of a
surface in R3 [12]. The formulae (2) define the conformal immersion of a
surface in R3 since the corresponding first fundamental form is
dℓ2 = 4u2dzdz (3)
where u = |ψ1|2+ |ψ2|2. From (3) it is clear that z, z play the role of minimal
lines (z = x + iy, z = x − iy). The Gaussian curvature K and the mean
curvature H look like:
K = − 1
u2
(log u)zz , H =
p
u
(4)
The generalized Weierstrass formulae (1)-(2) are the powerful tool for study-
ing surfaces in R3. In particular, any analytic surface in R3 can be globally
represented by the formulae (1)-(2) [13]. Note that another extension of the
Weierstrass formulae for non-minimal surfaces has been proposed earlier in
[14]. The equivalence of the generalized Weierstrass formulae (1) and those
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of [14] has been established in [15]. However the form (1) is more convenient
for many purposes.
The generalized Weierstrass formulae are also useful for an analysis of
various quantities and problems of Polyakov string theory. Let us consider
the standard Nambu-Goto-Polyakov action [1]-[2]
S = µ0
∫
dΣ+
1
α0
∫
H2dΣ (5)
where dΣ is the area element. In terms of quantities p, ψ1, ψ2, from (1)-(2)
it has the following form [15]:
S = 4µ0
∫ (
|ψ1|2 + |ψ2|2
)2
dxdy +
4
α0
∫
p2dxdy (6)
In the infrared region, where the second term in (5) dominates [2], the action
S becomes quadratic in p and the generating Polyakov’s integral over all
surfaces is reduced to a very simple one:
Z ∼
∫
[dσ] e
− 4
α0
∫
p2dxdy
(7)
The measure of integration [dσ] depends in general both on p and ψ1, ψ2. We
will discuss the functional (7) in a separate paper. Here, we will consider
classical configurations of strings which are given by solutions of the Euler-
Lagrange equation for the action (5).
In generic coordinates the corresponding Euler-Lagrange equation has the
form [16]-[17]:
∆H + 2H
(
H2 −K
)
− 2α0µ0H = 0 (8)
where ∆ is the Laplace-Beltrami operator. If one chooses on a surface a
conformal metric as in (3), then
∆H =
1
u2
Hzz (9)
and in terms of the variables ϕ = H−1 and p = u/ϕ equation (8) takes the
form:
ϕzz +
[
2p2 +
(
log p2
)
zz
]
ϕ− 2α0µ0p2ϕ3 = 0 (10)
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Note that the Euler-Lagrange equation (8) has the form (10) in the conformal
metric independently of any use of the generalized Weierstrass formulae (1)-
(2). But if one starts with the Weierstrass formulae (1)-(2), then the quantity
p in (10) is exactly the coefficient p in equation (1) and ϕ = (|ψ1|2 + |ψ2|2) /p.
Thus equations (1), (10) form a system of equations which completely de-
fines the classical configurations of strings in R3 via the formulae (2). Any
surface in R3 is constructable by the formulae (1)-(2). Those which obey in
addition equation (10) represent classical configurations of strings. The sys-
tem of equation (1), (10) is much simpler than those in terms of coordinates
X1, X2, X3 derived and used in [5]- [9]. Equation (10) itself (without the
generalized Weierstrass formulae (1)-(2)) defines possible candidates to the
classical configurations of strings. So it is of the great interest and importance
itself. We will present below some classes of its solutions.
We will consider here three particular cases: 1) constant mean curvature;
2) constant mean curvature density; 3) the case µ0 = 0. The simplest solution
of equation (10) corresponds to the constant mean curvature, i.e. to ϕ =
ϕ0 = constant. In this case equation (10) is reduced to the Liouville equation
for θ = 2 log p:
θzz + βe
θ = 0 (11)
where β = 2ϕ0 − 2α0µ0ϕ30. The general solution of equation (11) is of the
form (see e.g. [18])
exp θ =
AzAz
(|A|2 + β/2)2 = p
2 (12)
while for β = 0 one has p2 = A(z)A(z) where A(z) is an arbitrary analytic
function. So the formula (12) gives us two cylindrical surfaces (β = 0) with
H0 = ±√α0µ0. At H > √α0µ0 and −√α0µ0 < H < 0 surfaces are spherical
(β > 0 and, hence, K > 0) while for H < −√α0µ0 and 0 < H < √α0µ0 one
has pseudo-spherical surfaces (β < 0 and K < 0).
Now we consider as second particular case H
√
g = const., namely p =
p0 = const. Equation (10) is now
ϕzz + 2p
2
0ϕ− 2α0µ0p20ϕ3 = 0 (13)
In the simplest case µ0 = 0, we have the linear equation
ϕxx + ϕyy + 8p
2
0ϕ = 0 (14)
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General solution and classes of particular solutions of this equation are easily
available. For the square domain 0 ≤ x, y ≤ π and vanishing ϕ at the
boundary, one has the well-known family of solutions
ϕnm =
1
Hnm
= Anm sinnx sinmy (15)
where n,m = 1, 2, . . ., Anm are constants and p0 takes discrete values p
2
0 =
(n2 + m2)/8. So the corresponding closed surface has the following first
fundamental form, string action and total area
dℓ2 =
n2 +m2
2
(Anm sinnx sinmx)
2 (dx2 + dy2) (16)
Snm =
(n2 +m2)
2α0
(17)
Σnm =
π2(n2 +m2)A2nm
2
(18)
respectively. Equation (13) is well-known in various fields of physics. It has
the famous kink-antikink solution [19]:
ϕ = ± (α0µ0)−1/2 tanh
[
p0
(
eiaz + e−iaz + b
)]
(19)
where a, b are arbitrary real constants. It must be noted that the mean
curvature H = ϕ−1 is singular along the line 2x cos a− 2y sin a + b = 0. Let
us consider now the case when ϕ depends only on x = (z + z)/2. Equation
(13) is equivalent to
ϕ2x + 8p
2
0ϕ
2 − 4α0µ0p20ϕ4 = const. (20)
Solution of this equation are given by standard elliptic functions. Equation
(13) arises also in a more general case, namely when (log p)zz = 0. Since
then p2 = A(z)A(z) -where A(z) is an arbitrary analytic function- equation
(10) is reduced to (13) after the change of variable z → A(z).
Among the case when both p 6= const and ϕ 6= const we mention one
with p2 = 2AzAz
(
A + A
)−2
where A(z) is an arbitrary analytic function.
Changing z → ξ = A(z), one gets from (10) the equation
(ξ + ξ)2ϕξξ + 6ϕ− 4α0µ0ϕ3 = 0 (21)
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In the pure Polyakov case µ0 = 0 this equation becomes linear and general
solution is of the form (see [20]) ϕ =
(
∂ξ − 3ξ+ξ
)2
B(ξ) + c.c. where B(ξ) is
an arbitrary analytic function.
Among the different possible constraints on p and ϕ there is one of im-
portance in string theory. It is the gauge of constant mean density H
√
g =
1 in which the Virasoro symmetry is easily revealed (see e.g. [3]). In
our variables it is the constraint p2ϕ = 1. In this gauge one has S =
4
∫ (
µ0ϕ+ α
−1
0 ϕ
−1
)
dxdy and equation (10) looks like
ϕzϕz + 2ϕ− 2α0µ0ϕ3 = 0 (22)
In the one-dimensional case (say ϕy = 0), setting ϕ = (2α0µ0)
−1 ℘ this
equation is reduced to
℘2x = 4℘
3 − 16α0µ0℘ (23)
that is the standard equation for the Weierstrass elliptic function with the
invariants g2 = 16α0µ0 and g3 = 0. Equation (22) is also solvable by the
elliptic change of the dependent variable and then by the use of the method
of characteristic. For example, this procedure gives
ϕ = ℘
(
c+
√
2α0µ0
√
(x− a)2 + (y − b)2
)
(24)
where c, a and b are constants and now ℘ is the Weierstrass elliptic function
with the invariants g2 = 4/α0µ0 and g3 = 0.
Now we will consider our third particular case µ0 = 0, when equation
(10) is reduced to the linear equation
ϕzz + V (z, z)ϕ = 0 (25)
where V = 2 [(log p)zz + p
2]. For periodic functions p we have
∫
H2dΣ =
4
∫
H2dxdy. So the action (5) in this case is completely defined by the poten-
tial V (z, z). If V = const, we have an infinite family of solutions for equation
(25). To define p one has to solve the equation θzz + 2 exp θ = V = const.,
where θ = p2. The existence of a wide class of periodic solutions of this
equation was claimed in [22]. Using those results and solution of equation
(14) presented above, one can construct the variety of closed surfaces with
the same value of action S = 2π2V/α0.
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In the one-dimensional case ϕ = ϕ(x) one can use the known results
about the one-dimensional Schro¨dinger equation −ϕxx+Q(x)ϕ = Eϕ. There
are several solvable cases. One of them is provided by the potential Q =
2
sinx2
(Sutherland model [24]). Taking the periodic wave function ϕ = 2
√
2
sinx
associated with the unphysical value of the energy E = 1, one has V =
1
4
− 1
2 sinx2
. Calculating p2, one gets p = sinx
2
√
2(
√
2−sinx)
. Thus H = sinx
2
√
2
and
u =
(√
2− sin x
)−2
. The corresponding surface is nothing but the Clifford
torus (see [16]). Here we would like to emphasize its connection with the
solvable (Sutherland) case of equation (25). Other solvable potentials in (25)
may provide remarkable surfaces too. Nevertheless, it must be pointed out
that the requirement of a physical interpretation is crucial and we must not
forget that we are dealing with real surfaces. For instance, for Q = − 2
cosh x2
(Bargmann potential) and E = 1, one has a real mean curvature H = coshx
2
√
2
and pure imaginary p = i cosh x
2
√
2(
√
2+cosh x)
. Consequently, the metric is negatively
defined: u2 = −
(√
2 + cosh x
)−2
. Here, the reality of p is the problem.
A variety of exact solutions for the two-dimensional Schro¨dinger equation
and, hence, equation (25) is available too. They have been constructed by
the inverse-spectral transform method (see e.g. the review [25]) and are
expressed in terms of the Prym θ-function.
Now we will discuss some examples of solutions of system of equations
(1), (10) and the corresponding surfaces given by formulae (1)-(2). The first
example is given by
p =
1
4
, ψ1 = ψ2 =
√
R
2
exp
iy
2
(26)
So the potential V = 1/8 is constant and we get a cylinder of radius R:
X1 = −R sin y, X2 = −R cos y, X3 = −Rx (27)
The second case is
p = 0
ψ1 =
1
2
exp
(
iy − x
2
)
, ψ2 =
1
2
exp
iy + x
2
(28)
and
X1 = − sin y cosh x, X2 = − cos y cosh x, X3 = −x (29)
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namely the catenoid. The third case is
p =
1
2 cosh x
ψ1 =
1
2 cosh x
exp
(
iy + x
2
)
, ψ2 =
1
2 cosh x
exp
iy − x
2
(30)
and
X1 = − sin y
cosh x
, X2 = − cos y
cosh x
, X3 = − tanh x (31)
that is the unit sphere X21 +X
2
2 +X
2
3 = 1. Also in this case V = 0.
Fourth example : the Clifford torus discussed above (which can be ob-
tained by rotation of the circle of radius 1 with the centre at (
√
2, 0) corre-
sponds to
p =
sin x
2
√
2
(√
2− sin x
)
ψ1 =
√(√
2− sin x− cos x
)
2
(√
2− sin x
) e iy2 , ψ2 =
√(√
2− sin x+ cosx
)
2
(√
2− sin x
) e iy2
and
X1 = − sin y√
2− sin x, X2 = −
cos y√
2− sin x, X3 = −
cosx√
2− sin x (32)
The potential is V = 1
4
− 1
2 sin2 x
. For the Clifford torus
∫
H2dΣ = 2π2.
According to the conjecture of Wilmore [16], the Clifford torus provides the
minimum for the functional
∫
H2dΣ within a class of compact surfaces of
genus 1.
And finally, the fifth example which is associated to the potential
V (x) =
R4 − 8R(R− sin(f))
8[R− 2 sin(f)]2
Here fx(x) = R− sin[f(x)], i.e.
f(x) = 2 arctanh(x)
with h(x) = 1
R
+
√
1− 1
R2
tan
[√
R2 − 1(x− C1)/2
]
from which follows that
sin[f(x)] =
2h(x)
1 + h2(x)
The corresponding surface, defined by
p =
R − 2 sin[f(x)]
4
, ψ1 =
√
f − fx
4
e
iy
2 , ψ2 =
√
f + fx
4
e
iy
2 (33)
and, consequently,
X1 = −f(x) cos y, X2 = −f(x) sin y, X3 = − cos f(x) (34)
represents an extension of the Clifford torus [26].
Other analytic and numerical solution of equations (1)-(10) and corre-
sponding classical configurations of strings will be discussed elsewhere.
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