Ocean waves can be explained in terms of many factors, including wave spectrum, which has the characteristics of wave height and periodicity, directional spreading function, which has a directional property, and random phase, which randomly represents a certain property. Under the assumption of a linear system, ocean waves show irregular behaviours, which can be observed in the forms of wave spectrum, directional spreading function, and complex phase calculations using the method of linear superposition. Ocean waves, which include a variety of periodic elements, exhibit direct proportionality between their period and propagation velocity. The purpose of this study was to understand the phase components of the period and to make exact calculations on the deterministic phase in order to make predictions on ocean waves. However, measurements of actual ocean waves exist only in the form of information on wave elevation, so we faced an inverse problem of having to analyse this information and calculate the deterministic phase. Regularization was used as part of the solution, and various methods were used to obtain stable values.
Introduction
Recent trends show an increase in the construction of floating offshore structures capable of deep sea operations and offshore support vessels (OSVs) that can be used under extreme conditions to mine natural resources in the sea. The structural and dynamic stabilities of such floating bodies (offshore structures and vessels) are affected by components such as sea surface winds, surface currents, and ocean waves, which act as external forces. In particular, ocean waves are closely related to the dynamic performance of floating bodies, and studies on the motion of floating bodies and induced ocean waves are being conducted continuously. In addition, the continual operation of offshore plants under extreme conditions is directly connected to mining resources, leading to profitability. However, casualty reduction in foul weather is a key variable in evaluating a system's reliability, necessitating research on the motion of floating bodies and induced ocean waves with its prediction.
Traditionally, the measurement of ocean waves is based on point measurement using insitu types of buoys and acoustic sensors. Measurements and analyses at a particular point were used to calculate statistical properties -wave height and wave period -of the corresponding sea area. Meanwhile, due to the need for wide-ranged, macroscopic research on ocean waves, remote sensing methods that used a radar or a satellite have been on the rise, aside from existing in-situ measurement tools. The remote sensing method has the advantage of being able to overcome the limitations of the in-situ point-measurement method.
Representative studies on ocean wave analysis using x-band radar include research on wave direction calculation via the three-dimensional Fourier analysis of incoherent x-band marine radar images and ambiguity in wave directionality -distinguishing incoming from outgoing waves (Young and Rosenthal [1] , Atanassov et al. [2] ). The above study is on wave directionality analysis, and the wave height estimation through a marine radar image analysis was first applied in Ziemer and Günther [3] . In addition, there has been work done on converting the reflective intensity of electromagnetic waves generated by an x-band radar into a wave elevation map (Nieto Borge et al. [4] ).
There have been recent studies on wave prediction using wave elevation maps measured by an x-band radar (Blondel and Naaijen [5] , Blondel and Naaijen [6] ). Generally, in the case of wave elevation maps using the x-band radar, it is possible to measure an area covered by a radius of 1 to 3 km from the point of measurement. In addition, due to the dispersive characteristic of the ocean wave -phase velocity is directly proportional to wave length -the measured wave elevation does not accurately reach the floating body. It is for this reason that an algorithm for ocean wave prediction is needed, and there are several similar studies (Naaijen and Hujismans [7] , Clauss et al. [8] , Naaijen et al. [9] , Wu [10] , Blondel [11] ). While the above theses share a commonality of calculating the wave phase to predict ship motion, Clauss et al. [8] and Kosleck [12] calculate the phases of the real and imaginary parts using the FFT on the wave elevation map, and Naaijen and Hujismans [13] use singular value decomposition to calculate the phases of waves. Wave phase data obtained in this manner are used, along with the RAO values previously computed for each vessel mode, to predict vessel motion in time series according to waves that are going to reach the vessel.
In Kwon et al. [14] , the Gaussian wave packet was treated as a wave amplitude spectrum, and the integrand to which linear superposition was applied was evaluated analytically. In addition, after having carried out the inverse matrix calculations, final results were obtained by regularization in order to solve the ill-conditioned problem. In Blondel et al. [15] , verifications were done by assuming a model that predicted two-dimensional irregular waves using the High-Order Spectral method, and by taking gauge measurement data into consideration. In particular, non-linear waves could be predicted by extending the existing second-order method to a third-order method.
Additionally, theoretical research on accuracy and experimental validation for the prediction of irregular wave were conducted by exploiting a directional hybrid wave model (Zhang et al. [16] and Zhang et al. [17] ). Belmont et al. [18] and Guang et al. [19] forecasted irregular wave with the calculation of deterministic phase through filter.
In part 1, this paper proposes a wave prediction algorithm essential to technologies previously mentioned. Wave spectra are calculated based on the Fourier analysis on wave elevations measured at a particular point, and deterministic phases are calculated intuitively through singular value decomposition. In particular, when calculating the deterministic phase, wave elevation data, which are obtained from a wave gauge in a limited manner, may be considered an ill-posed problem with instability due to the lack of measured values and measurement errors. Therefore, the Tikhonov regularization method is used to address the instability of this inverse problem, and the L-curve method is introduced to evaluate an appropriate regularization coefficient. Ocean waves are generated by several factors including gravitational acceleration, wind, and current, and it is difficult to clearly investigate and accurately reproduce the physical causes. Nonetheless, we conducted a study on irregular ocean waves using deterministic algorithms with statistical foundations from the past. One representative method is the realization of irregular ocean waves using wave spectra and random phases.
These irregular waves can be expressed as a sum of linear waves by linear superposition. First, the sinusoidal progressing linear wave is as follows:
where A is the wave amplitude, k is the wave number, x is the location information,  is the wave frequency, and t is time.
A combination of the unit amplitude A and the discrete number of the sinusoidal wave were used to express irregular waves, and the irregular elevation with a random phase at a fixed position is as follows:
where M is the number of frequency components of irregular waves. An example of unit amplitude irregular waves using eq. (2) is shown in Fig. 1 . In Fig The amplitude spectrum introduced for the application of the wave spectrum in eq. (3) is:
The empirical wave spectrum,   p S  , was used to reflect the characteristics of ocean waves, and in this paper, the modified two-parameter JONSWAP spectrum was used, see Kim [20] .
Decomposition of irregular wave
In the study by Janssen et al. [21] , also related to wave prediction, singular value decomposition is used to calculate the entire phase to confirm the potential of wave prediction. An identical method was used for wave prediction in Naaijen et al. [9] and Naaijen and Hujismans [13] , but no evaluation was made on the instability that could be caused by the use of singular value decomposition. This instability can be caused by the lack of values measured by the wave gauge and measurement errors, and the ultimate solution can be physically meaningless or numerical calculations may not converge. In a similar study presented by Kwon et al. [14] , in which the condition number of the singular value matrix is confirmed in order to solve the ill-posed problem, and Tikhonov regularization is used to reach a solution. However, it is not a method that directly produces phase by setting the spectrum as a variable, but has the feature of using the Gaussian wave packet on the input spectrum and directly comparing the form of input versus output wave spectra.
Matrix form of two dimensional wave
In this paper, the prediction algorithm has the advantage of making intuitive calculations by treating the random phase p  as a variable and using only the wave elevation at a fixed point. To avoid confusion in terminology, we define the variable-treated random phase in the inverse problem as "deterministic phase." The deterministic phase is an important factor that influences the elevation of irregular waves when making superposition calculations on linear waves of various periods. Particularly, in the case of the complex form in eq. (2), the summation inside the exponent can be transformed into the form of multiplication of exponents. In other words, it can be expressed as the multiplication of the terms temporal information, p t  , and the deterministic phase, p  , as shown below: 
The first matrix on the right-hand side of eq. (4) can be expressed as: 
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In other words,
The left-hand side of the equation, Y , is the number of elevations measured by the wave gauge. For instance, making measurements for 5 s with a wave gauge with a sampling frequency set to 100 Hz would yield 500 N  . Therefore, it is an   
Calculation of deterministic phase

Singular value decomposition
Single value decomposition is a method of matrix diagonalization, where the variable matrix T of the dimensions   , N M  in eq. (6) is defined as:
where 
Condition number for ill-conditioned system
In ill-conditioned systems, even small variations in the coefficients can cause great changes in the desired solution. In this case, the condition number of the matrix coefficient must be verified. In particular, matrix T is composed of the time component t and the frequency component  , necessitating the calculation of the condition number according to the change in the magnitudes of the two components. The optimal solution can thus be found by forming a well-conditioned matrix. Matrix  is a diagonal matrix whose diagonal elements are the square roots of the eigenvalues, and its condition number is: Figure 2 is an example of the condition number of  , where the -axis is M  , the number of frequency components, and shows the change in the condition number for the six temporal segment numbers N . As the condition number increases, the matrix becomes illconditioned, increasing the error in the desired solution. Particularly in Fig. 2 , as the temporal segment number N increases, the frequency segment number M  increases as well, where the condition number is small. This shows a tendency of generating a well-conditioned matrix.
Spectral analysis of matrix A
Matrix Y , which is measured with the wave gauge, represents the wave elevation data in terms of time and can be transformed into the frequency domain through the Fourier analysis. To minimize noise in the measured signal, Welch's Power Spectral Density [22] was used:
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where P is the deterministic phase matrix, treated as a solution matrix, and matrices T and A are calculated in previous steps. is the Euclidean norm, and  is the regularization parameter, which determines the residual error in the first term on the right-hand side and the weight of the solution norm in the second term. In other words, when the regularization method is applied, as  increases, the solution may stabilize, but when it is too large, it is difficult to obtain an exact solution. Therefore, an appropriate control over the  value is important in stabilizing the solution and finding an accurate solution. Substituting eq. (6) and eq. (7) into eq. (11) yield the following:
Methods that determine the coefficients in this kind of linearized problems include the L-Curve Method and the Generalized Cross Validation. In this research, the regularization coefficient was determined by the L-Curve Method and is as follows (Johnston and Gulrajani [23] ):
and
Substituting eq. (12) into eq. (13) and eq. (14): To predict irregular waves at a particular point using the deterministic phase matrix P obtained before, spatial information must be considered. In the case of the temporal matrix T in eq. (4) to eq. (6) mentioned previously, its value at p x x  may be considered, so we propose the following spatiotemporal matrix S T :
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The final predicted irregular wave is:
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As for the amplitude spectrum matrix A and the deterministic phase matrix P , taking note of their similar nature regardless of temporal and spatial information, the earlier step calculations were used again under the assumption of harmonic oscillation wave. However, we used just the spatiotemporal matrix S T , to which spatial information was added, to formulate eq. (19) so that irregular waves could be predicted at a desired point.
Predictable zone
The speed of an ocean wave is directly proportional to the wavelength due to the dispersive property of an ocean wave. Using this property, the maximum and minimum wave frequency values from the wave spectrum energy density were determined, and the group velocity was calculated to determine the measureable region of a wave. Figure 4 presents an explanation of the predictable area, based on the irregular wave measured at a particular point. The spectrum energy density was set to 90% for the yellow area, and that set to 95% was the grey area.
Using 
Result
To draw the wave prediction results, the study was performed under the following conditions:
a. Calculate the deterministic phase by using only the information,   0,t  , on wave elevation in the time domain at 0 x  and restructure the wave elevation using this data. Because it is essential to verify the validity of the deterministic phase, do so by using regular waves for the unit amplitude. b. Generate irregular waves at one point and calculate the deterministic phase using the inverse method. Finally, make predictions on irregular waves at various points. When doing so, set a predictable region, as shown in Fig. 4 , in order to increase accuracy.
5.1 Regular wave and its inversion using regularization method Figure 5 presents the results obtained for the corner value of the L-Curve in the inverse problem using regular wave elevation. The L-Curve plays an essential role in regularization, and if the value is too great or too small, the value of the deterministic phase, an unknown quantity, has lower precision. This relationship is directly linked to the accuracy of predictions and inverted wave elevations, so it is very important to find the optimum value for the regularization and the L-Curve.
In this problem, the deterministic phase was calculated using corner values obtained from the L-Curve, and the regular waves were restructured, whose results are shown in Fig. 6 . The results show an exact match between the generated regular waves and wave elevations restructured by the calculations of the deterministic phase. 
Conclusion
The deterministic phase matrix P calculated by the inverse method can be used in the inversed irregular wave calculation by using the matrices T and A , obtained previously from eq. (12) , and the calculated inverse irregular wave can be directly compared with the theoretical irregular wave. Figs 8 to 11 compare the theoretical irregular wave and the predicted irregular wave using the deterministic phase calculated by the inverse method. The red dashed line is the theoretical irregular wave, and the blue dotted line is the predicted irregular wave.
Moreover, Figs 8 to 11 show the prediction results of the irregular waves. The black vertical line represents the minimum -maximum times at which prediction is possible and is calculated by using Fig. 4 . To calculate the predictable times from Fig. 4 , minimum and maximum frequency values must be set. Values of 75% of the minimum and maximum frequencies were used in this study.
The region between the black vertical lines is the predictable region, and it can be seen that at each position from 200 to 800 m, the predictions match the exact irregular waves.
The regularization method proposed for use in irregular wave predictions was introduced to solve the ill-conditioned problem in calculating inverse matrices, and the Lcurve method was introduced to minimize errors in Fig. 7 .
In particular, the L-curve method allowed us to determine an optimum  value, and as this value increases, the solution tended to stabilize, but if it is too large, it is difficult to obtain an exact solution. Therefore, controlling the  value is important in stabilizing the solution and finding an exact solution. It is very important to find the optimum L-curve corner.
