Detecting new malicious traffic is a challenging task. There are many behavior-based detection methods which extract the features of malicious traffic. However, many previous methods require knowledge of how to extract feature vectors. If attackers modify the attack techniques, these previous methods may have to extract new feature representation to detect them. To address this problem, neural networks can be applied to perform feature learning. Doc2vec is one of these models that learn fixed-length feature representation from variable-length documents and has been applied to proxy logs. However, some attackers still use protocols other than http or https. In this paper, we extend the previous method to a generic detection method which supports any protocol. The key idea of this research is reading network packets as a natural language. In our method, a protocol analyzer reads network packets, and summarizes the traffic. Our method extracts the feature representation from the summary with Doc2vec. We apply several classifiers to the automatically extracted feature representation, and classify traffic into benign and malicious traffic. In the fundamental experiment, the best F-measure achieves 0.98 in the timeline analysis and 0.97 in the cross-dataset validation. Furthermore, we generate imbalanced datasets which simulate actual network traffic. In the practical experiment, the best F-measure achieves 0.82 in the timeline analysis and 0.73 in the cross-dataset validation.
Introduction
In recent years, Drive-by Download attacks (DbD attack) and spear phishing attack are the main attack techniques on the Internet. In general, basic intrusion detection techniques on a network are roughly classified into pattern-matching-based methods and methods using blacklists. The pattern-matching-based methods are effective if the malicious traffic contains a unique string pattern. The IDS signatures are described with fixed strings or regular expressions. However, recent malware communicates via a standard protocol to imitate benign traffic. Some queries do not contain the specific strings. Therefore, it is difficult to describe the signatures. In this case, the signatures can be described with the malicious destination server (e.g., Landing site, C&C server) address. These addresses are also used as the blacklist on a firewall or a proxy server. However, attackers can easily change the destination servers to evade detection by network devices. Moreover, some attackers use compromised hosts as stepping stones. To decide whether a host is malicious or not, we have to investigate the context carefully. Therefore merely labeling each host will not prove effective. Hence, using the blacklist does not play a critical role. In addition, the malicious server address has to be already-known before the cyberattack. Thus, detecting new malicious traffic is a challenging task.
There are many behavior-based detection methods which extract the features of malicious traffic. These methods extract the features of DbD attacks [1] or C&C traffic [2] , [3] , [4] , and attempt to detect new malicious traffic. Many previous methods, 1 National Defense Academy, Yokosuka, Kanagawa 239-8686, Japan a) mim@nda.ac.jp however, require knowledge of how to extract feature vectors. Moreover, we may have to add other features manually to learn new malicious traffic. In fact, new features are devised by researchers one after another. Hence, if attackers modify the attack techniques, these previous methods may have to extract new feature representation to detect them. Because these detection techniques tend to be optimized for each attack technique. Furthermore, this requires expert knowledge and skills. The problems with these previous methods are summarized as follows: require learning other features manually, require expert knowledge and skill. To address these problems, neural networks can be applied to perform feature learning. Doc2vec is one of these models that learn fixed-length feature representation from variablelength documents and has been applied to proxy logs [5] . However, some attackers still use protocols other than http or https. For instance, recent WannaCry ransomware uses Server Message Block (SMB) to compromise Windows machines, load malware, and propagate to other machines in a network. SMB is a transport protocol used by Windows computers for a wide variety of purposes such as file or printer sharing. To detect unauthorized access traffic with any protocol, a generic detection method which supports any protocol is required.
In this paper, we extend the previous method [5] to a generic detection method which supports any protocols. The key idea of this research is reading network packets as a natural language. To read network packets, our method uses TShark which is a command line-based network protocol analyzer. TShark captures network packets from a live network or reads packets from a previously saved capture file, and prints a decoded form of those packets to the standard output. Our method extracts words from the output, and constructs a Doc2vec model. To evaluate our method, we use captured malicious traffic which was downloaded from the website MALWARE-TRAFFIC-ANALYSIS.NET [6] . In the fundamental experiment, the best F-measure achieves 0.98 in the timeline analysis and 0.97 in the cross-dataset validation. Furthermore, we generate imbalanced datasets which simulate actual network traffic. In the practical experiment, the best F-measure achieves 0.82 in the timeline analysis and 0.73 in the cross-dataset validation.
The main contributions of this paper are as follows: ( 1 ) Extends the previous method [5] to a generic detection method which supports any protocols. ( 2 ) Effectively uses Doc2vec in an application layer to classify traffic [7] . ( 3 ) Verify the performance of the proposed method on imbalanced datasets. The rest of the paper is organized as follows. Next section briefly discusses related works and clarifies the difference the difference between our method and previous methods. Section 3 describes Natural Language Processing (NLP) techniques which include Paragraph Vector. Section 4 proposes a generic detection method based on the NLP techniques. Section 5 shows experimental results applying the proposed method to the multiple datasets. Section 6 discusses the results, and reveals the performance and the effectiveness of our method.
Related Work
In general, the main studies of network intrusion detection include signature-based detection and behavior-based detection. Signature-based detection relies on an existing signature database to detect known malicious traffic and seldom detects new malicious traffic. Therefore, many behavior-based detection methods are proposed. For example, some methods focused on the traffic classification from packet traces [8] , [9] , [10] , [11] , [12] . However, analyzing packets is proving difficult on broadband networks. The alternative approach is classification based on network logs such as DNS records, NetFlow or proxy server logs. There are several methods which use NetFlow [2] , [3] , DNS records [13] , [14] , [15] , [16] and proxy server logs [4] , [5] , [17] , [18] , [19] , [20] , [21] , [22] , [23] , [24] . Some approaches focus on NN to detect basic network attacks [25] , [26] , [27] . However, recent malware is sophisticated and communicates via a standard protocol to imitate normal communication. Furthermore, some attackers use compromised hosts as stepping stones. Therefore, detecting recent malicious traffic from logs is becoming a challenging task. Hence, many methods use additional contents to distinguish malicious traffic from seemingly benign traffic. For instance, some methods analyze JavaScript code to detect them [1] .
These previous methods utilize the features of DbD attacks or C&C traffic well. Many previous methods are optimized for each attack technique, and the adaptability is limited. In addition, many previous methods using machine learning technique demand devising feature vectors to distinguish malicious traffic. In other words, the essence of the previous works was how to extract feature vectors from network traffic, logs, and contents. Our method is fundamentally different and based on the other viewpoint. Our method attempts to detect a variety of malicious traffic with a simple technique. Hence, our method does not require devising feature vectors. Because our method learns the difference between benign and malicious traffic automatically with NN.
Natural Language Processing (NLP) Technique 3.1 Bag-of-Words (BoW)
To calculate various measures to characterize a text, we have to convert the text into a vector. Bag-of-Words (BoW) is a simplifying representation used in NLP. In this model, a sentence is represented as the bag of its words, disregarding grammar and even word order but keeping multiplicity. BoW is commonly used in document classification methods where the frequency of each word is used as a feature for training a classifier. The most common type of features calculated from BoW is the number of times a term appears in the sentence. However, term frequencies are not necessarily the best representation for the sentence. BoW cannot represent grammar, word order, and word meaning. Furthermore, the feature dimension is defined by the vocabulary size of the data set. Therefore, we have to consider how to reduce the dimensionality for practical use.
Word2vec
Traditional NLP techniques cannot represent grammar, word order, and word meaning. Word2vec [28] is a model that produces word embedding. Word embedding is the collective name for a set of language modeling and feature learning techniques in NLP where words from the vocabulary are mapped to vectors of real numbers. This model is a shallow two-layer neural network that is trained to reconstruct the linguistic contexts of words. This model takes as its input a large corpus of text and produces a vector space, with each unique word in the corpus being assigned a corresponding vector in the space. Word vectors are positioned in the vector space such that words that share common contexts in the corpus are located in close proximity to each other in the space. Word2vec is based on the distributional hypothesis, which signifies that the meaning of a word can be gauged by its context. Thus, if two words occur in the same position in two sentences, they are strongly related by semantics or syntax. Word2vec utilizes two algorithms to produce a distributed representation of words. One is Continuous-Bag-of-Words (CBoW), and the other is skip-gram. In the CBoW algorithm, the model predicts the current word from a window of surrounding context words. In the skip-gram algorithm, the model uses the current word to predict the surrounding window of context words. Word2vec allows to calculate the semantic similarity between two words and infer similar words semantically. Word2vec is a model that merely produces word embedding. To calculate the semantic similarity between two documents, this model has to be extended.
Paragraph Vector (Doc2vec)
An extension of Word2vec to construct embedding from entire documents has been proposed [29] . This extension is called Doc2vec or Paragraph2vec and has been implemented. Doc2vec c 2019 Information Processing Society of Japan is based on the same distributional hypothesis, which signifies that the meaning of a sentence can be gauged by its context. Thus, if two sentences occur in the same position in two paragraphs, they are very much related either in semantics or syntactic in the same way. Doc2vec utilizes two algorithms to produce Paragraph Vector which is a distributed representation of entire documents. One is Distributed-Memory (DM), and the other is Distributed-Bag-of-Words (DBoW). DM is the extension of CBoW, and the only change in this model is adding a document ID as a window of surrounding context words. DBoW is the extension of skip-gram, and the current word was replaced by the current document ID. Doc2vec allows to calculate the semantic similarity between two documents and infer similar documents semantically. Some implementations also support inference of document embedding on new documents. This function is important to develop a practical system to classify new traffic. Because, new traffic might include many new words.
Proposed Method

Key Idea
The key idea of our method is reading network packets as a natural language. In order to apply NLP techniques, network packets have to be translated and separated into words. However, reading network packets is proving difficult on broadband networks. Therefore, we need a lightweight translation method. To translate network packets into a language, we use TShark [30] a network protocol analyzer, which captures and decodes packet data from a network. TShark displays a summary line for each received packet. The summary line consists of some fields such as source and destination IP address, protocol, size and basic contents. Our method uses these fields as separate words. Figure 1 shows summary lines in a transport layer. In a transport layer, our method uses protocol, port number, size, and flags. Our method ignores other parameters, because there is too wide of a variety to process. Figure 2 shows summary lines in an application layer. In an application layer, our method uses all fields after protocol. Furthermore, our method separates FQDN (Fully Qualified Domain Name) by "dot" (.). Then we can derive the top level domain name, sub domain name, and so on, which means the country, the organization, the use or the purpose (e.g., www, mail). Our method separates path by "slash" (/),"dot" (.), "question mark" (?), "equal" (=), and "and" (&). Then, we can derive the directory name, the file name, the extension from the path. We can also derive the variable names and the values from the query string, which are used in the running program on the server. Our method also separates IP addresses by "dot" (.), which are included in the fields after protocol. Thus, our method does not use any raw FQDNs or IP addresses. Therefore, our method does not depend on the specific environment. Note that these fields are not limited to http or https. Thus, our method is available in any protocol which TShark can analyze in an application layer.
Assumption
The purpose of our method is detecting new malicious traffic. The purpose is not filtering malicious summary lines. Nowadays, attackers often use many compromised websites to imitate benign traffic. Hence, it is difficult to decide whether a summary line is benign or malicious independently. To decide whether a summary line is malicious or not, we have to investigate the context. We can investigate the context from sequential summary lines in network traffic. In this paper, the context is synonymous with sequential summary lines. To investigate the context, we define malicious traffic as a paragraph which contains malicious summary lines. The paragraph consists of summary lines which have the same number of rows. As a matter of course, a paragraph contains multiple summary lines. Hence, our method attempts to detect malicious traffic which might contain benign summary lines. We assume that these benign summary lines are related to the malicious summary lines. Our method does not extract only malicious summary lines. Our method investigates a paragraph comprehensively and determines whether a paragraph is malicious or not. Our method assume that the operators will perceive intrusions based on the result from classifiers. Our method supports incident responders or digital forensic investigators. Figure 3 shows an overview of our method. First, our method constructs a corpus from known malicious and benign traffic. Each traffic stream is translated and separated by the previously mentioned method. In this paper, we use 2 reading methods. Table 1 shows the contents of the reading methods. As a matter of course, the contents do not contain any raw FQDNs or IP addresses. Each method reads only each layer. First, our method reads summary lines of TShark. The number of the lines is fixed and predetermined. Next, the summary lines are converted into a paragraph. Our method then repeats this process to generate paragraphs from traffic. A paragraph does not contain duplicate summary lines.
Overview
In the training phase, the Doc2vec constructs a vector space from the corpus, and converts each paragraph into vectors with the labels. These labeled vectors are training data for classifiers. The classifiers are Support Vector Machine (SVM), Random Forests (RF), and Multi-Layer Perceptron (MLP). An SVM model is a representation of the training data as points in space, mapped so that the training data of the separate categories are divided by a clear gap that is as wide as possible. Test data are then mapped into that same space and predicted to belong to a category based on which side of the gap they fall. RF are an c 2019 Information Processing Society of Japan In the test phase, we convert new traffic into vectors. These unlabeled vectors are test data for the classifier. Then, we input these unlabeled vectors to the trained classifiers, and can obtain a predicted label. The predicted label is either malicious or benign.
Implementation
The proposed method was developed by Python-2.7 with open source machine learning libraries, gensim-1.01 [31] and scikitlearn-0.18.0 [32] .
Gensim is a Python library to realize unsupervised semantic modelling from plain text, and includes a Doc2vec model. Table 2 shows the parameters for the Doc2vec model. We set the dimensionality of the feature vectors 100, and chose DBoW which was the extension of skip-gram. The window is the maximum distance between the predicted word and context words used for prediction within a document. The minimum count is the threshold value to ignore all words with total frequency lower than this.
Scikit-learn is a machine-learning library for Python that provides tools for data mining with a focus on machine learning, and supports SVM and RF. Our method uses a SVC function with a linear kernel for SVM. Our method also uses a RandomForest-Classifier function for RF.
Chainer is a flexible Python framework for neural networks, which supports MLP with CUDA computation. We use CUDA 8.0 and cuDNN-6.0. Table 3 shows the parameters for the MLP model. The number of input layer units is the dimensionality of 
ReLU is also known as a ramp function and has been used in convolutional networks more effectively than the widely used logistic sigmoid. Adam (Adaptive moment estimation) is an algorithm for first-order gradient-based optimization of stochastic objective functions, based on adaptive estimates of lower-order moments [33] . This method is well suited for problems that are enormous in terms of data and parameters, and also appropriate for non-stationary objectives and problems with very noisy and sparse gradients. We use cross entropy to define the loss function in optimization.
Experiment
Dataset
To reveal the effectiveness to malicious traffic, we use captured pcap files from actual malware between 2014 and 2017 (MTA dataset), which were downloaded from the website MALWARE-TRAFFIC-ANALYSIS.NET [6] . We also use the D3M (Drive-by Download Data by Marionette) dataset for the cross-dataset validation, and the NCD (Normal Communication Data in MWSCup 2014). These datasets are parts of MWS datasets [34] , and include pcap files. The MTA and D3M contain malicious traffic and the NCD contains benign traffic. Table 4 shows the sizes.
The MTA dataset contains malicious traffic from the following malware, Angler EK, Fiesta-EK, FlashPack-EK, Magnitude EK, Neutrino EK, Nuclear EK, and RIG EK. The D3M is a set of packet traces collected from the web-client, high-interaction honeypot system, which is based on Internet Explorer on Windows OS with several vulnerable plugins, such as Adobe Reader, Flash Player, Java, and so on. This dataset contains traffic from Blackhole EK, Elenore, and Mpack.
We extracted paragraphs from the MTA and D3M datasets with our method, and added the malicious labels to the paragraphs. We extracted paragraphs from the NCD datasets with our method, and added the benign labels to the paragraphs. This is based on c 2019 Information Processing Society of Japan the assumption mentioned in Section 4.2. Note that the purpose of this experiment is not detecting malicious URLs. The purpose of this experiment is classifying 2 types of traffic. Then, we compound the malicious and benign paragraphs into a dataset. We split the dataset into training data and test data. The training data is a dataset used to build the final model. The test data is a dataset used to provide an unbiased evaluation of a final model fit on the training dataset. The proposed method uses only training data to construct a corpus because our method presumes that the test data is completely new traffic in practical environment. To confirm this assumption, we investigated unique indicators such as FQDN or IP address. Table 5 shows the number of duplicated indicators between each year in the MTA dataset. Thus, the test data does not contain much duplicated indicators. Hence, it seems difficult to detect malicious traffic from the training data.
Metrics
In this experiment, we use 3 metrics: Precision (P), Recall (R), and F-measure (F). These metrics are used to evaluate the performance of classification tasks. Table 6 .
In this paper, malicious traffic is a paragraph which contains malicious summary lines and the context. Our method interprets multiple summary lines as a paragraph and adds the label to the paragraph. Hence, we calculate TP and FP from the number of classified paragraphs.
Fundamental Experiment
First, we attempt to reveal the effectiveness of Doc2vec. In this fundamental experiment, we compounded the malicious summary lines and benign summary lines into datasets at the same rate. As a baseline method, we also use a Bag-of-Words (BoW) model. BoW is a simplifying representation used in natural language processing. The most common type of features calculated from BoW is the number of times a term appears in the sentence. We conducted timeline analysis and cross-dataset validation. In the timeline analysis, we chose an annual traffic as training data, and subsequent traffic as test data. In the cross-dataset validation, we chose the MTA and D3M as training data respectively, and the other dataset is the test data. In this experiment, our method interprets 100 summary lines as a paragraph. Table 7 shows the results of the fundamental timeline analysis. Each number of benign and malicious vectors is shown in parentheses. Contrary to expectations, BoW was generally more effective than Doc2vec with the method 1. Both F-measures maintain generally constants over three years, and the best one has reached 0.96. This result means that word frequency is the most distinctive feature in a transport layer. Doc2vec was generally more effective than BoW with the method 2. The best Fmeasure has reached 0.98 in the next year, and both F-measures gradually decrease. This result means that Doc2vec captures distinctive features other than word frequency in an application layer. Table 8 shows the results of the cross-dataset validation. Each number of benign and malicious vectors is shown in parentheses. BoW proved totally ineffective with method 1. Furthermore, even Doc2vec was not effective enough. Therefore, BoW was totally ineffective under other environments. Besides, it is difficult to classify new traffic from transport layer information under other environments.
Doc2vec was generally more effective than BoW with the method 2. In the case that we used the MTA for training data, the best F-measure has reached 0.97. This result means that the MTA is superior to D3M as a training data. Moreover, using Doc2vec is effective for classifying new traffic from application layer information under other environments.
As a result, using Doc2vec in an application layer was the most effective. In the timeline analysis, the best F-measure achieves 0.98. The F-measure maintains 0.80 for 3 years. In the crossdataset validation, the best F-measure achieves 0.97.
Practical Experiment
In the fundamental experiment, we concluded that using Doc2vec in an application layer was the most effective. Next, we attempt to reveal the performance of our method in a practical environment and use several classifiers. In actual network traffic, most traffic is benign. Therefore, we compounded the malicious summary lines and all the benign summary lines into imbalanced datasets. In these datasets, benign traffic is dominant as with actual network traffic. We split the datasets into training data c 2019 Information Processing Society of Japan and test data to conduct 10-fold cross-validation, timeline analysis and cross-dataset validation. In the 10-fold cross-validation, we use all the datasets. In the timeline analysis and cross-dataset validation, we switch malicious datasets for the training data and test data. We use the first half of the NCD dataset as the training data and the remaining half as the test data. In this experiment, our method interprets 50 summary lines as a paragraph. This parameter was decided based on an empirical approach. Table 9 shows the results of the 10-fold cross-validation. Each number of malicious vectors is shown in parentheses. Each number of the benign and malicious vectors is 100,864 and 36,755 respectively. RF is less accurate than other classifiers. The other classifiers maintain good accuracy in a practical environment. Table 10 shows the results of the practical timeline analysis. Malicious vector counts are shown in parentheses. The training and test benign vectors were respectively 100,864 and 100,495. When comparing malicious vectors with benign ones, the maximum number of benign vectors are approximately a 38-fold increase from that of malicious vectors. Therefore, these datasets are imbalanced as we expected. SVM and MLP achieved good accuracy on average. The best F-measure has reached 0.82 in the next year, and the both F-measures gradually decrease. RF is less accurate and more unstable than SVM and MLP. Each F-measure decreases gradually with time. Table 11 shows the runtime of the practical timeline analysis.
In the timeline analysis, our method required 30 minutes on average. The total runtime includes the time for making a dataset, training a classifier and prediction. Our method can train classi- fiers in advance. Therefore, we focus on the prediction time. At the expense of accuracy, RF is the fastest. SVM requires much more time than other classifiers. Thus, MLP is the best in terms of the balance between the accuracy and runtime. Table 12 shows the results of the practical cross-dataset validation.
Each number of malicious vectors is shown in parentheses. Each number of the train and test benign vectors is 100,864 and 100,495 respectively. In the case that we used the MTA for training data, the best F-measure has reached 0.73. This result means that the MTA is superior to the D3M as a training data, and is not inconsistent with the previous result. RF is less accurate than the other classifiers.
Discussion
Mechanism
In a transport layer, word frequency was the most distinctive feature. The most frequent words were traffic sizes. In a sense, this is rote memorization. In fact, BoW was totally ineffective in other environments. Furthermore, even Doc2vec was not effective enough. Therefore, we concluded that it was difficult to classify new traffic from transport layer information.
In an application layer, Doc2vec captured distinctive features other than word frequency. In fact, Doc2vec was also effective under other environments. Needless to say, word frequency is a fundamental element in a linguistic approach. However, the unique word count in network traffic is unrestricted. Representing unrestricted traffic with only word frequency has serious limitations. Doc2vec is based on the distributional hypothesis that words occurring in similar context tend to have similar meanings. Doc2vec allows calculating the semantic similarity between two traffic streams and infer similar traffic semantically. Hence, network traffic in an application layer might have the necessary context.
Accuracy
In the fundamental experiment, using Doc2vec in an application layer was the most effective. In the timeline analysis, the best F-measure achieved 0.98. In the cross-dataset validation, the best F-measure achieved 0.97. In actual network traffic, however, most traffic is benign.
Therefore, we conducted the practical experiment with imbalanced datasets which simulate actual network traffic. In the timeline analysis, the best F-measure achieved 0.82. In the crossdataset validation, the best F-measure achieved 0.73. The best classifier was MLP in terms of the balance between the accuracy and runtime.
Comparison
In terms of accuracy, our method has slightly lower accuracy c 2019 Information Processing Society of Japan than the previous method [5] . In regard to other previous methods, it is not feasible to compare under fair conditions since many previous works use their own datasets which are not open to the public. One possible reason is that the benign datasets may contain sensitive information. Moreover, some previous methods were evaluated with a balanced dataset, which is not practical. This paper provides better reproducibility, because our method is evaluated with public datasets. Hence, we attempt a qualitative comparison.
Our method examines a variety of malicious traffic in the same method. All we have to do is input malicious and benign pcap files. Our method attempts to detect malicious traffic regardless of the attack techniques. No prior knowledge of the attack techniques is required. The previous method [5] has the same features. However, the previous method supports only http traffic. Our method is available in any protocols which TShark can analyze in an application layer. If attackers change the attack techniques or protocols, our methods expect to learn the features automatically. Besides our method does not require devising feature vectors. However, other approaches with NN [25] , [26] , [27] require basic feature vectors. Hence, our method is adaptable to many attack techniques.
Limitation
Our method has some limitations. The most major limitation is based on the assumption described in Section 4.2. In this paper, we assume that several benign summary lines are related to the malicious summary lines. Our method examines a paragraph comprehensively and determines whether a paragraph is malicious or not. This means our method does not detect only malicious summary lines. In actuality, more benign summary lines might be mixed into a malicious paragraph. Hence, the detection rate of our method will probably be affected by the mixed benign summary lines. In practical use, we assume our method monitors internal network traffic on a network switch, which can monitor all internal IP addresses. Hence, we can use internal IP addresses to separate each traffic streams. This will mitigate the effect of the mixture.
By the same assumption, operators have to find malicious lines from the detected malicious paragraph. To extract malicious lines, we can use traditional signatures or reputation-based methods such as whois database. Our method expects that the operators perceive intrusion based on the result. In this paper, the operators contain not only network operators, but also incident responders or digital forensic investigators. As a matter of course, it is difficult to detect malicious traffic in APT attacks. Hence, we believe even the awareness is important and useful for incident responders or digital forensic investigators.
Another limitation is based on the comprehensiveness of the datasets. In this paper, we used datasets consisting of DbD attacks and C&C traffic. In these datasets, it is difficult to decide whether a summary line is benign or malicious independently. Hence, appropriate labeled datasets are required. In this experiment, we determined several parameters based on an empirical approach. To determine the optimum parameters, our method might require more large-scale datasets. However, due to the dataset constraints, using large scale dataset lies outside the scope of this paper.
Conclusion
In this paper, we extend the previous method to a generic detection method which supports any protocol. This paper demonstrates the performance with captured traffic which is downloaded from the website MALWARE-TRAFFIC-ANALYSIS.NET. In the fundamental experiment, the best F-measure achieves 0.98 in the timeline analysis and 0.97 in the cross-dataset validation. As a result, using Doc2vec in an application layer is effective for classifying new traffic. Furthermore, this paper generates imbalanced datasets which simulate actual network traffic, and verifies the performance of the proposed method in practical environment. In the practical experiment, the best F-measure achieves 0.82 in the timeline analysis and 0.73 in the cross-dataset validation.
Applying our method to more large-scale datasets is a topic for future study. A large network has many clients which access various websites. In terms of many clients, we can use internal IP addresses to separate the traffic. Nevertheless, we believe evaluating the impact of the mixture rate is also beneficial. Regarding various websites, benign traffic contains more words and might occupy feature representation. One improvement plan is using other NLP techniques to select the important words. These techniques enable reducing various words in dominant benign traffic. Thus, we can generate a balanced corpus with the same number of words from each traffic. Large-scale datasets are also required to determine the optimum parameters. In this paper, we had to determine several parameters based on an empirical approach due to the dataset constraints. Determining the optimum parameter under any environment is a topic for future study.
