Abstract. A sum of a large-dimensional random matrix polynomial and a fixed low-rank matrix polynomial is considered. The main assumption is that the resolvent of the random polynomial converges to some deterministic limit. A formula for the limit of the resolvent of the sum is derived and the eigenvalues are localised. Three instances are considered: a low-rank matrix perturbed by the Wigner matrix, a product HX of a fixed diagonal matrix H and the Wigner matrix X and a special matrix polynomial. The results are illustrated with various examples and numerical simulations.
Introduction
Matrix models in which a fixed matrix is perturbed by a random one appear frequently in specialist literature, see e.g. [9, 10, 11, 13, 14, 15, 22, 26, 39, 42, 44] . The problem we consider in this paper is the large N behavior of the resolvent and the spectrum of A N (z) + X N (z), where A N (z) ∈ C N ×N [z] is a nonrandom matrix polynomials of law rank and X N (z) ∈ C N ×N [z] is a random matrix polynomial. Our work allows to calculate the limiting resolvent, the outlying eigenvalues and the rate of the convergence for a class of random matrix polynomials A N (z) + X N (z). The necessary condition for techniques we are using is the knowledge of the limit in N of the resolvent of the random polynomial X N (z) −1 . Although the spectral theory of random matrices has attracted wide interest since the seminal work of Wigner [45] and Marchenko and Pastur [28] , only recently scientists have begun to investigate the limit of the resolvent of random matrices ( [11, 21, 26, 11, 24] ). Currently the only known example of a matrix polynomial for which the resolvent converges is X N (z) = X N − zI, where X N is either a generalised Wigner or a generalised Marchenko-Pastur matrix. Namely, it is known that (X N − z) −1 − m(z)I N max ≤ O(N −1/2+ε ) with probability ≥ 1 − N −γ , for any ε, γ > 0, where m(z) is some scalar function and z belongs to some rectangle S N in the upper half-plane. Note that in the formula above one controls both the convergence rate and the probability. We refer to Definition 3 for a precise way of handling this issue. There are three main outcomes of the present paper:
• extension of the knowledge of limit laws for the resolvents by providing new limit laws for the resolvents of polynomials of type zX N − I N , X N + A N − zI N , X N − zI N − zA N , p(z)I N + q(z)A + X N where A is a low rank and non-symmetric matrix and p(z) and q(z) are scalar polynomials;
• analysis of limits in N of spectra of polynomials of the above type, with a special emphasis on investigating the convergence rates; • providing a general framework for further extensions.
In the future, employing results for non-symmetric matrices or structured matrix polynomials would be most desirable, see e.g. [40] for applications in neural networks. However, the limit laws for the resolvent have not been discovered yet, see [12] for a review. Nonetheless, the general scheme we propose in Section 2 is perfectly suited for studying those as well.
Another motivation for the current research comes from linear algebra and matrix theory. Namely, several studies have addressed the canonical forms of nonrandom structured matrices and matrix polynomials [23] and their change under a low-rank perturbation, see e.g. [3, 16, 18, 29, 30, 31, 32] . Some of the results we obtain, especially those from Section 3, are similar to the first order perturbation theory, i.e. to the study of the eigenvalues of A(z)+tB(z) as functions of a scalar parameter t → 0, see e.g. [17, 27, 35, 36, 37] . In what follows, the polynomial A N (z) is always a singular polynomial, while X N (z) and A N (z) + X N (z) are regular polynomials, which brings us close to the setting of [17, 19, 35, 36] . However, let us stress that in our paper the dependence on t → 0 is replaced by dependence on N → ∞. Hence, the current paper is a bridge between the spectral theory of random matrices and the perturbation theory for nonrandom structured matrix polynomials.
The paper is organised as follows. Section 1 contains preliminary results in linear algebra and random matrix theory, in particular, we review the theory of limit laws of the resolvent X N (z) −1 in the setting desired for current applications. In Section 2 we work in a general framework, considering sum of a matrix polynomials A N (z) + X N (z), where A N (z) = P N C N (z)Q N , P N ∈ C N ×n , C N ∈ C n×n [z], Q N ∈ C n×N and the limit of X N (z) −1 exists, in a sense that
with probability ≥ 1 − N −γ , α, γ > 0, for z belonging to some abstract set S N . The first main result, Theorem 8, says that the limit of (A N (z) + X N (z)) −1 also exists on some subset of the set S N . This result, above all, is a tool for producing new local limit laws by a deformation of existing ones. The second main result of this section, Theorem 11, locates and counts the eigenvalues appearing after such a deformation.
In Section 3 we study the matrix case
N ×N is either the Wigner or the Marchenko-Pastur matrix. Although the low-rank perturbations of Wigner matrices were considered in many papers, see e.g. [6, 7, 8, 9, 10, 11, 13, 14, 42, 44] , the novelty here lies in obtaining precise convergence rates of the eigenvalues depending on the Jordan structure of the matrix CQ N P N . In fact, we estimate the rate of this convergence by N − 1 2p , where p is the size of the largest Jordan block of CQ N P N . We show by numerical simulations that the obtained convergence rates cannot be improved in practice. We also provide a setting directly suited for signal processing (Example 22).
Section 4 discusses random matrices of the form H N X N , where H N is a diagonal matrix and X N is a Wigner or a Marchenko-Pastur matrix. Such type of structured matrices is well known in linear algebra, see e.g [23, 29] . Here the random model is analysed with the tools provided by Theorems 8 and 11, matrix polynomials of first order (linear pencils) are involved in the analysis. We essentially extend the results from [38, 46] , where H N was a diagonal matrix with only one negative entry. Section 5 contains a study on matrix polynomials of the form
where X N is either a Wigner or a Marchenko-Pastur matrix and u N is some deterministic vector. This choice is motivated by the fact that matrix polynomials of this form appear in numerical methods for partial differential equations, see [5] . Again, we localise the spectrum of the given above polynomial by means of Theorems 8 and 11 and show difficulties appearing in a particular example connected with a discretisation of the acoustic wave equation. Ax q
We abbreviate A p,p to A p . Recall that
Recall also the following formulas, valid for
Further, A max denotes the maximum of the absolute values of all entries of A, and clearly
By I N we denote the identity matrix of size N . For matrices P ∈ C N ×n and Q ∈ C n×N we define
κ(P, Q) := sup
Let us denote the maximal number of nonzero entries in each row of Q by r(Q) and the maximal number of nonzero entries in each column of P by c(P ).
Proposition 1.
For Q ∈ C n×N and P ∈ C N ×n the following inequalities hold
we obtain, using formula (4), the following
Similarly,
The last claim results from the inequalities
and the relation (5).
The following elementary result on matrices will be of frequent use. Let A, B ∈ C n×n and let A be nonsingular. Then A + B is nonsingular if and only if
is nonsingular, and in such case
Let · denote any matrix norm. Then
Furthermore,
if BA −1 < 1 then A + B is invertible and (10) (A + B)
In many places of this article we will use the well known Woodbury matrix identity. Let us recall that for invertible matrices X N ∈ C n×n , C ∈ C k×k , and matrices P ∈ C n×k , Q ∈ C k×n , the matrix X N + P CQ is invertible if and only if L :
N P is invertible. In such case (11) (X N + P CQ)
N . 1.2. Probability theory. In the whole paper we will work with one, hidden in the background in the usual manner, probability space. By P and E we denote the probability and expectation, respectively. Recall the following definition, cf. [11] Definition 2.1.
be two families of nonnegative random variables, where U (N ) is possibly N dependent parameter set. We say that ξ is stochastically dominated by ζ
• uniformly in u, if for all ε > 0 and γ > 0 we have (12) sup
for large enough N ≥ N 0 (ε, γ) (i.e. the constant N 0 may depend only on ε, γ, in particular it is independent from the event and the parameter u), • simultaneously in u, if for all ε > 0 and γ > 0 we have
for large enough N ≥ N 0 (ε, γ). We will denote the above definition in symbols as ξ ≺ ζ, adding each time a note saying whether the convergence is uniform or simultaneous and naming the set of parameters. Mostly, unlike in [11] , we will use the simultaneous version of the definition.
We will use in the sequel the fact that addition preserves stochastic dominating. This and other basic properties of stochastic dominating can be found in Lemma 3.2 of [11] .
By analogy to Definition 2.3 in [11] , we say that N -dependent event ∆ = {∆ (N ) (u) ⊂ Ω : N ∈ N, u ∈ U (N ) } holds (simultaneously in u) with high probability if 1 is stochastically dominated by 1 ∆ simultaneously in u, i.e. if for all ε > 0 and γ > 0 we have
for large enough N ≥ N 0 (ε, γ). In other words, ∆ holds with high probability if for all γ > 0 we have
for large enough N ≥ N 0 (γ). We will use the symbol 'const' to denote a universal constant, independent from N .
Let us introduce now one of the main objects of our study: a local limit law, defined here for random matrix polynomials.
be a random matrix polynomial, i.e. the matrices X i N are either deterministic or random matrices, and the degree k of the polynomial is fixed and does not depend on N . Let S N ⊂ C be a family of deterministic open sets with S N ⊂ S N +1 for all N and let
be sequences of deterministic functions. We say that X N (z) has a local limit law M N (z) on sets S N with the rate Ψ N (z) if the set S N is contained in the resolvent set of X N (z) with high probability and
simultaneously in z ∈ S N . Although it is not formally needed, we assume that, for any z ∈ N S N , the sequence (Ψ N (z)) N converges to zero.
We present main examples, which are motivation for the above definition.
N be an N × N Hermitian matrix whose entries W ij are independent complex-valued random variables for i ≤ j, such that (14) EW
and for all p ∈ N
It was showed in [11] (see also [24] ) that, for each ω ∈ (0, 1), the polynomial
with the rate
Indeed, this can be easily deduced from Theorem 2.12, remark after Theorem 2.15 (see also Remark 2.6) and Lemma 3.2(i) of [11] . The authors call the local limit law isotropic because of the form M N (z) = m W (z)I N . In the next section we will produce local limit laws of different type. Furthermore, since |m(z)| ≤ ω −1 for z ∈ S N , one has (16) sup
Another example of a local limit law is given by the same polynomial W N − zI N but now with S N = T, where T is some compact set in the upper half-plane. Observe that in this setting we have again M N (z) = m W (z)I N with the same rate Ψ W N (z), but the estimate (16) can be improved to (17) sup
In what follows we will need both constructions presented in this example.
Our second example is the isotropic local Marchenko-Pastur limit law.
whose entries Y ij are independent complex-valued random variables such that
and for all p ∈ N (20)
Let also
Then the polynomial Y * N Y N −zI N has an isotropic local limit law M N = m MP (z)I N , where
As in the previous example, this can be deduced from the results in [11] : Theorem 2.4, Remark 2.6 and Lemma 3.2(i). Furthermore, one has that
As in Example 4 we change the setting by putting S N = T, where T is some compact set in the upper half-plane, which leads to the estimate
The next example will not be used later on, but is presented to show further possible constructions of local limit laws. 
with the rate N
and use the local limit law from Example 5. Further details are left for the reader.
We conclude this section with an example of a random matrix without a local limit law, to show the difference between the local limit law and stochastic convergence of eigenvalues.
N ×N be a diagonal matrix, with elements on the diagonal being i.i.d. standard normal variables. Although the empirical measures of the eigenvalues of X N converge weakly in probability to the normal distribution, the resolvent (X N − zI N ) −1 does not converge in any reasonable sense.
Main results

The resolvent.
In this subsection we will show how a low-dimensional perturbation deforms a local limit law. Recall that r(B), c(B) denote, respectively, the maximal number of nonzero entries in each row and column of a matrix B.
Theorem 8. Let (n N ) N be a nondecreasing sequence and let
be deterministic matrix polynomials, where
be a random matrix polynomial. We assume that
Then, for any β ∈ (0, α), the resolvent set of the random polynomial X N (z) + A N (z) contains with high probability the set
where
Proof. In the proof we will skip the index N for the sake of brevity. We set β = α/2, the proof for arbitrary β < α requires only few technical adjustments. Fix arbitrary γ > 0. Due to (a1) and the definition of stochastic simultaneous domination (Definition 2, ε = α/4) we have that with
holds with probability
Consequently, by the assumption (a3), on the event Θ one has that
for sufficiently large N ≥ N 0 (α, γ). By the Woodbury matrix equality, argument the matrix X N (z) + P C(z)Q is invertible if and only if C(z)
This, together with (7) implies that on the event Θ the matrix X N (z) + P C(z)Q is invertible for sufficiently large N ≥ N 0 (α, γ). As γ was arbitrary we see that S N is contained in the resolvent of X N (z) + A(z) simultaneously in z ∈ S N with high probability. Now we prove the convergence of (
Confronting with (27) and dropping the z-dependence we obtain
We will estimate the maximum norm of each summand in the right hand side of the above equation. For this aim we state some preliminary inequlities. Recall that by Proposition 1, assumptions on P and Q and (5) one has
The stochastic domination everywhere below in this proof is simultaneous in z ∈ S N . One has
We can now derive the announced estimation of summands of E 2 (z).
by (24), (24),
by (24) .
Due to the fact that
the proof is finished.
2.2. The spectrum. In the current subsection the dimension n N will be constant and denoted by n. First let us prove a technical lemma.
Lemma 9. Let the matrices A, B ∈ C k×k . Then
Proof. Observe that with
The next step in the analysis of the spectra of matrices X N + A N is the following theorem, for its formulation let us introduce a usual technical definition.
Definition 10. Suppose a point z 0 ∈ C is given. We order the complex plane with respect the absolute value |λ − z 0 | and if |λ − z 0 | = |µ − z 0 | we take into account the arguments λ − z 0 and µ − z 0 . Theorem 11. Let n be fixed and let
, be deterministic matrix polynomials, where
be a random matrix polynomial. We assume that (a1) X N (z) has a local limit law M N (z) on a family of sets S N with the rate Ψ N (z), see Definition 3, (a2') C(z) is invertible for z ∈ N S N , (a3') the following estimate holds
with some α > 0, (a4) the numbers P N 2 , Q N 2 , c(P N ), and r(Q N ) are bounded in N , (a5') the matrix-valued function z → Q N M N (z)P N is analytic on the interior of N S N and does not depend on N . Let also
Assume that the function det K(z) has a zero of order k > 0 at a point z 0 lying in the interior of N S N and let λ N 1 , . . . , λ N k , . . . be the zeros of det L N (z) written down with multiplicities in the order given by their distance to z 0 . Then the first k of them converge to z 0 in the following sense (32) |λ
while the k + 1-st, and in consequence all following ones, do not converge to z 0 , i.e. for any β > 0
Proof. Fix ε, γ > 0, with ε < α. We show that there are exactly k zeros λ
shows that condition (13) in the definition of stochastic convergence is satisfied for any ε < α, and hence, in an obvious way for any ε > 0. Setting β to be arbitrary small shows (33) .
Let us fix an open bounded set T such that z 0 ∈ T and the closure of T is contained in the interior of some S N (N ≥ 1). We may assume without loss of generality that X N (z) is invertible on T. Note that due to (a2') and (a5) the function K(z) is continuous on the closure of T, hence,
Moreover, due to Proposition 1 one has
Hence, by (a1) and (a4) the probability of the event
Hence, the probability of the event
is higher than 1−N −γ , for N ≥ N 2 (ε, γ) large enough. As ε 3 −α < 0 and K(z) max is bounded on T the probability of the event
Consequently,
for sufficiently large N ≥ N 4 (ε, γ) and any β ≤ −ε+α k . Combining (36) and (37) we get
with probability higher than 1 − N −γ for N ≥ N 5 (ε, γ) large enough. However, (38) implies via the Rouché theorem that det K(z) and det L N (z) have the same number of zeros in B(z 0 , N −β ). Hence, there are exactly k zeros λ 1 , . . . , λ k of det L N (z) in B(z 0 , N −β ) with probability higher than 1 − N −γ for N ≥ N 5 (ε, γ) large enough.
Remark 12.
Let us compare Theorems 8 and 11. First note that the latter one has slightly stronger assumptions, which are however necessary for defining the limit point z 0 , also the sequence n N is required there to be constant. Comparing the claims let us note that both theorems state more or less the same fact: the eigenvalues converge to some limit points with a certain convergence rate. If n = 1 the claim of Theorem 11 is slightly stronger than the one of Theorem 8. Namely, the function K(z) is in this situation a scalar function, and the condition
which constitutes the set S N , locates with high probability the eigenvalues in the (approximate) discs around the points z 0 and with radius equal to N −β , for β < α, while Theorem 11 already states that β = α.
However, already for n = 2 the estimates given by Theorem 11 are weaker, we will see this more clearly in Section 3. The main reason for stating Theorem 11, despite it gives a weaker estimate, is that it allows in some situations to count the eigenvalues, while Theorem 8 does not even guarantee that inside each connected component of the complement of S N there is any eigenvalue of X N +A N . Therefore, in what follows, we will use Theorem 8 to get the optimal convergence rate and Theorem 11 to get the number of eigenvalues which converge to z 0 .
Random perturbations of matrices
In this section we will consider the situation where A N (z) = A N is a matrix and X N (z) = X N − zI N . In this subsection, like in Theorem 8, neither n nor C depend on N .
Theorem 13. Let n be fixed and let
be deterministic matrices, where
N ×N be a random matrix. We assume that (a1") X N is either a Wigner matrix from Example 4 or a Marchenko-Pastur matrix from Example 5, so that X N − zI N has the local limit law m (z)I N on the family of sets S N,ω with the rate Ψ N (z), where ∈ {W, MP}, respectively, and let T be a compact set that does not intersect the real line. (a2") C is invertible, (a4) the numbers P N 2 , Q N 2 , c(P N ) and r(Q N ) are bounded in N , (a5") the matrix D := CQ N P N is independent from N . Then the resolvent set of X N + A N contains with high probability the sets (39) S N,ω := z ∈ S N,ω : min
where β < 1 2 , p ξ denotes the size of the largest block corresponding to ξ and σ(D) is the set of eigenvalues of D. The polynomial A N + X N − zI N has on S N,ω and T N the following local limit law Proof. First we prove that the resolvent of X N + A N contains with high probability the set S N,ω . We fix β < 
Note that (I n + m (z)J D ) −1 is a block-diagonal matrix with blocks corresponding to possibly different eigenvalues ξ of D, of possibly different sizes r, of the form
and the non-indicated entries are zeros. Hence,
As m (z) is bounded on N S N,ω we can apply estimates (16) and (21) and Theorem 8 with α = ω 2 and get that the resolvent set of X N + A N contains with high probability the set
which in turn contains the following sets z ∈ S N,ω : max
where δ is an appropriate constant and N > N 0 (β, β , δ, ω) is sufficiently large.
Proving that the resolvent set of X N + A N contains the set T N follows the same lines, with the only exception that (17), (22) and α = 1 2 in Theorem 8 are applied instead of (16) and (21) 
is a rational function and if it has a double zero then det(X N − zI + A) has a double zero. However, it was showed above that the eigenvalues of X N + A are almost surely simple.
Remark 14. The Theorem above may be easily generalised to the situation where X N − zI N has a local limit law of the form µ(z)I N with µ(z) being a Stieltjes transform of a probability measure. The only exception is the counting of the eigenvalues in (41), namely it is not true that the eigenvalues converging to z 0 need to be simple and that their number has to be precisely k ξ . The proof of this generalisation follows exactly the same lines except the last two paragraphs.
Example 15. Let X N be the Wigner matrix as in Example 4, for the simulations Wigner matrices with real Gaussian entries were used. We use the notation from Theorem 13. We compare the convergence rates of eigenvalues for the following four instances of the matrix C Figure 1 . Note that the log-log plot shows that the estimate of the convergence rate cannot be in practice improved. Furthermore, it is visible that the rate of convergence in the cases (1), (2) and (4) Let us formulate now a direct corollary from Theorem 13.
Corollary 16. If, additionally to the assumptions of Theorem 13, Q N P N = 0, then the resolvent set of X N + A N contains with high probability the set S N and X N + A N has on S N the following local limit law
Example 17. In this example we will compare the convergence of the eigenvalues of X N +A N to the real axis in three different situations. Here X N is again a Wigner matrix. First let us take the matrix A
(1)
N from Example 15. In this 
The numbers ∆(N ) are plotted in Figure 4 . The second situation to consider is A (5)
N with 
N with The next corollary will concern the class of port Hamiltonian matrices, i.e. matrices of the form A − Z, where A = −A * and Z is positive definite. This class has recently gathered some interest [33, 34] due to its role in mathematical modelling. Clearly, the spectrum of A − Z lies in the closed left half-plane. We will consider below the case where A = C ⊕ 0 N −n,N −n is a nonrandom matrix with n fixed and Z = Y * Y is the Marchenko-Pastur matrix. For the sake of simplicity we will take a square Marchenko-Pastur matrix (N = M ). algebraic multiplicities, respectively, k j (j = 1, . . . r, k 1 + · · · + k r = n). Let
Then, for any j = 1, 2, . . . , r, the k j eigenvalues λ j,1 , λ j,2 , . . . , λ j,kj of A N − Z N converge in probability to z j as
where l ∈ {1, 2, . . . , k j }.
Proof. Consider the matrix Z N − A N . As i C is Hermitian, the matrix D = −C from Theorem 13 does not have any Jordan chains longer than one. Note that −z j is the solution of 1 + i t j m 1 (z) = 0. The claim follows now directly from Theorem 13.
Random matrix pencils and H-selfadjoint random matrices
In this section we will employ the setting of random matrix pencils. Except one direct application in signal processing at the end of the section (Example 22) the theory is aimed on localisation of the spectrum of the products of matrices H N X N . Although the linear pencil appear only in the proof of the main result (Theorem 19), its role here is crucial. In what follows H N is a nonrandom diagonal matrix
and X N is a generalised Wigner or Marchenko-Pastur matrix. To prove a local limit law for the resolvent we need n N to be a slowly increasing sequence, while to count the number of eigenvalues converging to their limits we need n N to be constant. Note that unlike in the case of perturbations X N + A N considered in Theorem 13 we do not need to localise the spectrum near the real line, as the spectrum of X N is symmetric with respect to the real line and contains at most n N points in the upper half plane, see e.g. [23] . The following theorem explains the behavior of all non-real eigenvalues of H N X N . It covers the results on locating the nonreal eigenvalues of H N X N of [38] and [46] , where the case n N = 1 was considered. In addition, the convergence rate and formula for the resolvent are obtained.
Theorem 19. Let n N ≤ log N be a sequence of nonrandom natural numbers and let
where (c j ) j is a negative sequence such that the sequence (c −1 j ) j is bounded. We also assume that (a1"') X N is either a Wigner matrix from Example 4 or a Marchenko-Pastur matrix from Example 5, so that X N − zI N has the local limit law m (z)I N on the compact set T with the rate Ψ N (z), where ∈ {W, MP}, respectively.
Then, with high probability, the resolvent set of the matrix H N X N contains the set 
Proof. First note that for z ∈ T we have (46) H
Note that, by (17) and (22), the polynomials X N (z) = X N − zI N , A N (z) = zP N C N Q N satisfy the assumptions of Theorem 8 with any α < Hence, H N (X N − zI N + zP N C N Q N ) has a local limit law
on the set T N with β < α < Note that for an arbitrary Marchenko-Pastur matrix, it holds that z j < 0. In the Wigner matrix case the point z + j is also a limit point of k j eigenvalues of H N X N due to the symmetry of spectrum of H N X N with respect to the real line.
Example 21. Let us consider H = diag(−1, −2, −2, 1, 1, . . . , 1) ∈ C N ×N . The spectrum of the matrix X N = H N W N is symmetric to the real line and there are three pairs of eigenvalues which do not lie on the real line. The rest of the spectrum is real. By Theorem 19 the resolvent of X N converges in probability to
Moreover, one eigenvalue of X N converges in probability to z 1 = √ 2 2 i and two eigenvalues converge in probability to z 2 = 2 √ 3 3 i. We conclude the section with a promised example of a different type.
Example 22. Let a finite real signal s = s 0 , . . . s 2n−1 be given. We assume that s is a sum s =ŝ + s I of a white noiseŝ and an information parts, which is a sum of damped oscillationss
with a k ∈ C, |z k | < 1 (k = 1, . . . N ). To reveal the (unknown) parametersã k ,z k from the noisy signal s one may follow the way proposed in [4] and construct Padé approximants P n−1 (z)/Q n (z) of the Z-transform of the signal. It was observed in [1, 2] that the pointsz k are eigenvalues of the Hankel pencil zŨ 0 −Ũ 1 wherẽ
However, in real life the pencil zŨ 
for z in a compact set not intersecting the unit circle, where V is an orthonormal matrix such that V u k = e k is the k-th vector of the canonical basis. Under this conjecture the pencil
fits the setting of Theorem 8, which allows us to localize the perturbed eigenvalues z k with high probability. Namely, one can infer that
for any ε > 0 and N sufficiently large.
Analysis of some random quadratic matrix polynomials
In general, it is hard to obtain analytic solutions for the limits eigenvalues of matrix polynomials A 0 + zA 1 + z 2 A 2 when one of the coefficients is a large random matrix. Namely, the key expression K(z)
appearing in Theorem 8, is in the general case hard to simplify. We will present a specific situation, where K(z) has a closed form and a theorem may be formulated directly. Namely we will consider the matrix polynomials of the form (50) X N − p(z)I N + q(z)u N u * N , where X N is either a Wigner or a Marchenko-Pastur matrix and u N is some deterministic vector. Matrix polynomials of this type (with X N however being nonrandom, but with N being large) appear in many practical problems connected with modelling, cf. [5] . be a random matrix polynomial, and let neither p(z) nor q(z) depend on N . We assume that (a1") X N is either a Wigner matrix from Example 4 or a Marchenko-Pastur matrix from Example 5, so that X N − zI N has the local limit law m (z)I N on the family of sets S N,ω with the rate Ψ N (z), where ∈ {W, MP}, respectively, and let T be a compact set that does not intersect the real line. (a2"') p(z) and q(z) are fixed nonzero polynomials, (a4"') u N is a deterministic vector of norm one, having at most n nonzero entries, where n is fixed and independent from N . Then the resolvent set of X N (z) + A N (z) contains with high probability the sets S N,ω = z ∈ C : p(z) ∈ S N , |m (p(z)) + q(z) . This fact dramatically destabilises the behavior of the spectrum. Namely, for some realisations of the matrix W N there are two eigenvalues of (50) relatively far from the origin, lying symmetrically in the upper and lower half-plane, while in other realisations the spectrum of the random polynomial (50) is real, see Figure 5 . This fact shows, in our opinion, the border for general study of the random matrix polynomials in the framework of the current paper. Further study should be restricted to particular examples. Im(z) Figure 5 . The spectrum of the quadratic random polynomial from Example 24 with N = 500 (red crosses) and the solutions of (52) (green stars). The matrix W N was sampled 10 times and the spectrum was plotted cumulatively on one plot. Only in four instances the polynomial has a non-real eigenvalue.
