The molecular geometry, the three dimensional arrangement of atoms in space, is a major factor determining the properties and reactivity of molecules, biomolecules and macromolecules. Computation of stable molecular conformations can be done by locating minima on the potential energy surface (PES). This is a very challenging global optimization problem because of extremely large numbers of shallow local minima and complicated landscape of PES. This paper illustrates the mathematical and computational challenges on one important instance of the problem, computation of molecular geometry of oligopeptides, and proposes the use of the Extended Cutting Angle Method (ECAM) to solve this problem.
Introduction
Many mathematical problems in chemistry depend on the ability to identify the global minimum or maximum of a function. Examples include important applications in chemometrics, the optimization of analysis methods, statistical process control in manufacturing, the maximization of yields in synthesis and manufacturing, non-linear least-squares analysis and the ability to predict molecular geometries [12, 13, 21, 22, 24, 27, 33, 36, 37] . The last mentioned application includes the areas of protein space structure elucidation, the investigation of host-guest interactions, the understanding of properties of superconductors and zeolites, and the identification of transition states [12, 24] . In all of these situations, one needs to find the molecular geometry which corresponds to the global minimum of the potential energy surface (PES).
Global and deep local minima correspond to stable molecular conformations, and they dictate both physical and chemical properties of chemical substances [13, 22, 36] . Hence, the search for the global minimum on the PES is one of the most important, albeit one of the most challenging, optimization problems in chemistry and mathematics.
The presence of large numbers of shallow local minima on the PES makes the problem unsuitable for traditional local descent techniques. On the other hand, the complexity of the landscape of PES, and a large number of variables create big challenges for global optimization methods.
In this paper we review the challenges presented by one class of molecular geometry prediction problems, discuss the failure of various optimization techniques, and outline our approach to solving instances of this problem, based on the combination of local and global optimization methods. Section 2 outlines the molecular geometry prediction problem and illustrates its challenges. In section 3 we consider the challenges of deterministic global optimization, in particular domain partitioning techniques. We describe our approach in sections 4 and 5. It relies on a combination of the Extended Cutting Angle Method of global optimization (ECAM) with local descent algorithms. Section 6 presents computational results, which are followed by conclusions.
Molecular geometry prediciton
Prediction of molecular geometries has specific application to protein structure elucidation [22, 27, 33, 36, 37] , drug design [13] , modelling of host-guest interactions [24] , and the identification of transition states [12] . In spite of much world-wide research concentrated on this problem, there remain enormous challenges associated with computation of molecular structures. It has been identified as one of the grand challenges for theoretical and computational chemistry in the 21st century by the National Academy of Science (USA) [10] .
A widely used approach to molecular structure prediction is based on min-imizing the potential energy of a molecule as a function of atomic coordinates [22, [36] [37] [38] . The most stable molecular conformation is believed to be the one corresponding to the lowest value (the global minimum) of the potential energy. The potential energy surface (PES) is approximated by an appropriate force field model [33] (e.g. MM3, AMBER, CHARMM, GROMOS, DISCOVER, ECEPP/3). Each force field has been designed for a particular class of molecule; no one force field is suitable for all molecular types.
In its essence, PES is a function of atomic coordinates, constructed by combining interatomic interactions. Besides attraction and repulsion, there are bends, torsional interactions, and also non-bonded van der Waals interactions [22, 37, 38] . These contributions are included in the above mentioned force field models, and efficient algorithms that calculate the force fields are available. In the remainder of this paper we will assume that PES is given to us in the form of a computational algorithm, which returns the value of the potential energy corresponding to the supplied vector of atomic coordinates.
It is clear that as a function of atomic coordinates, PES has 3N − 6 variables (N is the number of atoms in a molecule, and 6 is subtracted to account for translation and rotation invariance). Large molecules, such as proteins and polypeptides, consist of hundreds of thousands of atoms, and given that the number of local minima on PES grows as an exponent of N (an NPhard problem), the task of computing the global minimum quickly becomes impractical to solve.
A number of alternative techniques have been developed to predict the structure of proteins [27, 33, 37] . The majority of methods rely on matching the sequence of amino acids that form a protein, with other proteins with known structure, stored in protein databanks. This highly successful method consists of the search and adjustment stages. It is assumed that proteins with similar sequences will have similar overall structures, which requires only a minor adjustment to account for the differences in the amino acid sequence. At the adjustment stage, most of the atomic coordinates (or other related variables) are fixed, and minimization is performed with respect to only few variables.
Despite of its success for large proteins, the sequence matching method is not capable to determine the structure of smaller proteins, consisting of only a few amino acids (say, up to 10). These molecules are frequently called oligopeptides. The reason is that oligopeptides are so different is their structure, that despite almost perfect match of the sequences, two molecules will have distinct shapes.
On the other hand, oligopeptides (and other small molecules) play a very important role in pharmacology. For instance, development of drugs against disorders of central nervous system concentrates on small molecules, because of the protective membrane around the brain and the spinal canal, called bloodbrain barrier. Only some molecules of small molecular weight are capable of crossing the blood-brain barrier.
Special force fields have been developed for oligopeptides and polypeptides. In these models positions of most atoms are assumed to be fixed near equilibrium with respect to the neighbors with which they form bonds (i.e., fixed bond lengths). Similarly the bond angles are fixed near equilibrium, and only the dihedral angles are treated as variables (Fig.1) . In the ECEPP/3 model we used, the potential energy is calculated as the sum of electrostatic, nonbonded, hydrogen-bonded and torsional terms, as well as cystine torsional and loop closing terms
where A, B, C, D, E, F are constants determined experimentally, r ij are pairwise interatomic distances, q i are electrical charges and ES,N B,HB and T OR subsets of atoms which contribute to the mentioned type of interactions. The detailed description of these terms and constants is given in [26] .
In this model the number of variables, and the overall complexity of the optimization problem is reduced. Still, the PES remains extremely complex, as a result of a very large number of combinations of 3 fold rotations about each carbon-carbon and carbon-nitrogen single bond. For instance, the PES of met-enkephalin molecule (Tyr-Gly-Gly-Phe-Met), an important pentapeptide synthesized in the brain, depicted on Fig. 2 , will have of order 10 11 local minima as a function of 24 independent dihedral angles [15, 29] .
We will concentrate on the prediction of molecular structure of small oligopeptides because of the two reasons. First, it is the practical importance of this task in view of the requirements of pharmacological industry outlined above. Second, it is the fact that problems of similar size and complexity arise as building blocks at the adjustment stage of the sequence matching methods (for larger proteins). In the latter problem, most of the dihedral angles are assumed fixed as in the protein with a matching sequence, and only a few of the angles are allowed to vary to adjust for the differences.
Consider the problem of locating the global minimum on the PES of a small oligopeptide, such as met-enkephalin. As we mentioned, only the dihedral angles are treated as variables, with all bond lengths and angles fixed at equi-librium values. For each amino acid, there are at least three dihedral angles corresponding to the bonds N − C, C − C and C − N , called the backbone. These angles are traditionally denoted by φ i , ψ i and ω i , where i is the position of this amino acid in the sequence (see Figs. 1 and 2) . Depending on the type of amino acid, there are other dihedral angles (side chain angles) corresponding to the type of the residue. These are denoted by χ ij . The two ends of an oligopeptide are terminated with so called end groups; their structure may also involve dihedral angles, denoted by θ.
The PES of such molecules is very complex, because of a very large number of local minima. There are several strong local minima, and myriads of non-essential minima, illustrated on Fig.3 . Such PES present great challenges to most optimization algorithms, because they are trapped either in shallow minima (at worst) or in strong minima (at best), rarely reaching the global minimum. Below we illustrate these challenges on computations performed with met-enkephalin. Recall that the geometry of this molecule can be represented with the values of 15 backbone dihedral angles,φ, ψ and ω, and 9 dihedral angles of the residues, χ, and that PES would have of order 10 11 local minima.
First we state an obvious fact that none of the local descent methods alone is capable of locating the global minimum. The simplest global optimization method we used in this example is multistart local search: to perform local descent from a large number of randomly chosen initial points. We used a Newton-type algorithm provided in the ECEPPAK software, which implements ECEPP/3 force field [33] . Table 1 presents the results.
We see from Table 1 , that when only the backbone angles φ, ψ are treated as variables (the other angles are fixed at their true optima), the global minimum can be found with a relatively small effort. Each dihedral term gives rise to 3 local minima. 10 dihedral angles give rise to 3 10 ≈ 6 × 10 4 local minima. Table  1 shows that when the number of iterations approaches or exceeds the number of local minima, the probability of locating the global minimum approaches unity.
Of course, fixing some angles at their (global) optima is not realistic in practice, as our aim is precisely to find these optima. We did this exercise with the sole purpose of illustrating the complexity of the landscape of PES as a function of various subsets of its variables. When we treat all 24 dihedral angles as variables, multistart local search fails to locate the solution using the indicated number of iterations. The results are the same when using pseudorandom or quasirandom (Sobol sequence) initial points. Table 1 underlines the importance of the variables χ ij in the computations. In many previous studies only the backbone angles were treated as variables [15] , p.469, the rest were fixed at some plausible values in an ad hoc manner. From Table 1 we see that the inclusion of the variables χ ij creates a very large number of additional local minima on the PES, which means that the values of χ ij cannot be frozen in some arbitrary way. For example, when we treat both backbone angles and χ ij as variables, to distill roughly the same minimum of the potential energy at −10.46 as was found by keeping χ ij fixed at their optima, we need to invoke the local optimization algorithm an extra 640000 times. This indicates the chances of getting the right solution if we randomly pick the values of χ ij , and perform optimization with respect to φ, ψ and ω only.
Next we tried the popular simulated annealing method (SA) on the same problem [25] . We used SA with various parameters (cooling schedule, probability of acceptance) and performed several runs to eliminate the dependence on the initial randomly chosen point. We also used the local descent algorithm to improve the solution by SA at the last iteration. In all cases SA failed to locate the global minimum ( Table 2 ). This result is consistent with the previous studies in [25] , which also found that SA does not reach the global minimum.
Failure to locate the global minimum is potentially dangerous, as it may mislead researches who rely on the predicted molecular structure. Suboptimal solutions do correspond to certain molecular conformations, however these are unstable, and may not be observed in practice. Saying so, a sufficiently deep local minimum, with a large basin of attraction, may have physical meaning, and is likely to be observed (metastable state) [27] . Therefore identification of nearly global minimizers is also an important task.
Of course, there are many other optimization methods that have been tried on this benchmark problem of locating the global minimum on the PES of met-enkephalin. Some of these methods are reviewed in [15] . We do not intend to review or compare these methods here, but merely illustrate the fact that locating the global minimum on PES is a very challenging optimization problem, which requires development of specialized methods.
It is interesting to note that for this type of PES, invoking a local search algorithm at every iteration delivers a substantial benefit. If we compare the results of SA and multistart local search obtained using the same computational effort (6.5 hours of computing time), we see that the latter method yields much better results. Even though SA samples the domain more extensively, it appears that for such functions as PES, using local descent at each iterations brings dividends. This points in favor of combining local and global search methods.
Challenges of deterministic global optimization
Methods of deterministic global optimization aim at locating and confirming the global minimum of a function [18, 19] . Unlike stochastic methods (like random search, simulated annealing), which converge to the global minimum in probability, deterministic methods use global properties of the objective function, which allow one to safely exclude parts of the domain, where the global minimum cannot be found. One such global property is a Lipschitz constant of a function, which puts a bound on the rate of change of the function.
The Lipschitz condition is usually expressed as
The smallest such number M is called the Lipschitz constant of f in the norm || · ||.
Suppose we have sampled the (compact) domain D of the objective function f , and obtained a number of data {(
The smallest value f can take at a given point x is bounded from below by
Thus if we find that for some x, f lower (x) > min k=1...K f (x k ) = f best , i.e. larger than the best value of f found so far, we can safely exclude such x from consideration, without evaluating f (x). This technique is known as fathoming, and it is a key ingredient of branch-and-bound type methods, which are frequent in discrete optimization.
Of course, in continuous optimization we wish to exclude not only individual points, but sufficiently large parts of the domain -compact sets on which the lower bound on f is larger than f best . Using a number of quite general rules for choosing the points x k [17, 19, 31] , one can design an algorithm which progressively fathoms parts of the domain, and eventually leaves a very reduced subset of x where the global minimum can be found. Furthermore, one obtains accurate lower and upper bounds on the value of the global minimum.
This approach can be viewed as a version of branch-and-bound method [17, 19] , in which the following three essential steps are iterated: 1) branching: subdivision of the domain of f into subsets;
2) bounding: calculating the lower bounds on f on each subset;
3) fathoming: exclusion of the subsets on which f lower > f best .
In the univariate case, this type of method was introduced by Pijavski [30] and Shubert [34] , and there are many variations of this method [16, 35] . Similar ideas are used in (multivariate) αBB method [15] and various domain partitioning schemata [19, 31] . It can be also viewed from the point of view of abstract convex analysis, as described in the next section, and the resulting global optimization methods are known as Φ-bundle method [28] , and Generalized Cutting Plane method [19] .
What are the challenges of the domain partitioning schemata? Firstly, a significant challenge is calculation of the lower bounds f lower from the set of data {(x k , f (x k ))}. While Eq.(3) provides the lower bound for a particular x, determining the lower bound for a subset of the domain involves solving an auxiliary optimization problem, which can be very expensive computationally. Horst, Pardalos and Thoai [19] list it as one of the major stumbling blocks in the development of multivariate Lipschitz programming algorithms.
Recently, the problem of determination of lower bounds in one specific setting (for IPH, or Increasing Positively Homogeneous functions) was successfully solved in [4, 6] , by using a number of combinatorial techniques. These techniques resulted in extremely efficient numerical algorithms, which allow one to use a large number of sample points x k in up to 10 variables (of order of 10 5 sample points, and over several billion of subsets in the partition of the domain of f ).
The second challenge of this approach to global optimization is the fact that to obtain decent lower bounds on f , one has to partition the domain into a very large number of subsets, whose number grows exponentially with the dimension n. Even if we had computationally efficient procedures to obtain lower bounds on each subset, it is the sheer number of such calculations, and even the storage of the values of f lower that presents a challenge. Quick random access to the values of f lower is required by the global optimization algorithms, meaning that these values have to be stored in computer random access memory (RAM). For n > 10 this number becomes so large, that even modern workstations cannot store all the computed lower bounds in RAM. This challenge is addressed in section 5, where we present a combination of the global and local optimization techniques, which reduces the required number of sample points.
Description of the Extended Cutting Angle method

Formulation of the algorithm
This section presents the details of the Extended Cutting Angle method (ECAM), which is a method of deterministic global optimization of Lipschitz functions. The original Cutting Angle method (CAM) appeared in the series of papers [?, ?, 1] and the book [32] , and then was studied in detail in [4, 6, 7] . CAM is applicable to increasing positively homogeneous functions, but can also be used for Lipschitz functions on the unit simplex (see [32] for details). ECAM uses similar approach, but is designed specifically for Lipschitz functions [8] .
Suppose that the objective function f satisfies Lipschitz condition (2) with a known Lipschitz constant M . One of the results of abstract convex analysis [32] is that abstract convex functions (with respect to a set functions H) can be represented as supremum of some basic functions h ∈ U ⊂ H,
Lipschitz functions are abstract convex with respect to the following class of functions [32] , p. 239, p.403,
where x, y ∈ D, a ≥ M and b ∈ R. Using a finite subset of these support functions, h k , k = 1, . . . , K, we can build a lower approximation to f , namely,
Such an approximation is often called the saw-tooth underestimate of f , because of its shape, illustrated on Fig.4 . The values of H K (x) provide the lower bounds f lower in (3).
Let us say a few words about the intuitive interpretation of the saw-tooth underestimate. The value of each support function
It provides the lower bound on f (x), given its value at x k and the Lipschitz constant M . If we know several values f (x k ), the lower bound on f is the maximum of h k , since f ≥ h k and f ≥ h j imply f ≥ max{h k , h j }. The smallest bounds on f are at the points in some sense "equidistant" from x k -these points are the vertices of the (weighted) Voronoi diagram -see the end of section 4. These vertices are the local minimizers of H K -precisely the tips of the saw-tooth underestimate. Our goal will be to find them efficiently.
Let us now build a sequence of underestimates of type (4), using an increasing number of support functions K = 1, 2, . . .. The underestimates H K (x) (4) converge pointwise to f . We now replace the original optimization problem with a sequence of relaxed problems
Under some very general conditions [28, 32] , the sequence of global minima of the relaxed problems converges to the global minimum of f . This is the basis of the generalized cutting plane method, of which CAM and ECAM are particular instances. The overall algorithm consists in iterating the following steps.
Generalized Cutting Plane Algorithm
Step 0. (Initialisation)
Step 1. (Calculate the underestimate)
Step 2. (Minimize H K )
2.1 Solve the relaxed problem (5) . Let x * be its solution.
Set
Step 3. (Stopping criterion)
The algorithm converges to the global minimum of f .
The challenge of this approach is that the solution of the relaxed problems of minimizing H K is difficult. Note that the relaxed problems are solved at every iteration, and a very large number of iterations is needed for the convergence of the algorithm. Below we present a combinatorial approach to solving the relaxed problem, which enumerates explicitly all local minimizers of H K , and represents them in a tree structure. This yields superior computational efficiency, and allows one to solve the relaxed problems with unmatched speed.
Simplicial distances
The key ingredient of ECAM is a special simplicial distance function d(x, y), used instead of the norm in (2) and (4) . Note that the Lipschitz property of f itself does not depend on the choice of the distance (this is due to the equivalence of various norms and other distances in finite dimension, including non-symmetric distances; see the discussion of Minkowski gauge in [14] , Ch. IV, sec. 7.2), it is only the Lipschitz constant that changes. Thus we write the saw-tooth underestimate as
Simplicial distances are particular cases of polyhedral distances
where P is a finite convex polyhedron in R n defined by the intersection of r halfspaces, containing the origin in its interior (example 7.2 from [14] )
and h i ∈ R n are the directional vectors. Consider simplex P centered at 0, defined as the intersection of r = n + 1 halfspaces, with the directional vectors
. . .
The simplicial distance is
For convenience of notation, introduce a slack variable
, we can write (8) in a more symmetric form
In the remainder of this paper we will use simplicial distance d(x, y) (9) in all equations arising from (6). We will continue using the slack variable 
Solution to the relaxed problem
Consider now the relaxed problem
on some set D (for simplicity, a polytope). We solve this problem by enumerating all local minimizers of H K in D. Let us define the support vectors l k :
We can write the support functions as
Then the relaxed problem converts to
Recall that the relaxed problem has to be solved at every iteration of the ECAM algorithm. We now present a combinatorial approach to solving it. In [7, 8] we proved that every local minimizer of H K corresponds to a combination of n + 1 support vectors which satisfies the conditions stated below.
Form the ordered combinations of n+1 support vectors
It is helpful to visualize such combination as a matrix L whose rows are the support vectors l k i :
so that its components are given by
Theorem 1 [8] Let the support vectors l k , k = 1, . . . , K be defined using (11) . Let x * denote a local minimizer of
Then matrix (14) corresponding to x * enjoys the following properties: 1) ∀i, j ∈ {1, . . . , n + 1}, i = j : l
Conditions 1)-2) of the Theorem 1 are easily interpreted. Condition 1) implies that the diagonal elements of matrix L are dominated by their respective columns, and condition 2) implies that no support vector l r (which is not part of L) strictly dominates the diagonal of L.
We can use Theorem 1 to convert the problem of locating all local minimizers of H K in ri D to the combinatorial problem of enumerating all combinations L with the above mentioned properties 1)-2). Once we enumerated all such combinations, the positions of local minimizers x * and their values d are easily computed from 3)-4). Note that the lower bounds given by H K are tight.
Combinatorial problem
A naive approach to enmerating all local minimizers of H K is to enumerate all combinations of n + 1 (out of K) of support vectors that satisfy conditions 1)-2) and then determine the minimizers from 3)-4). However, this combinatorial problem becomes intractable for a large K. Fortunately, testing all possible combinations of support vectors against conditions 1)-2) is unnecessary, as we can find those we are interested in by using the following approach described in [6] [7] [8] .
First, start with n + 1 support vectors and the function H n+1 , which has a single minimizer. Then add one by one other support vectors. Each time we add a new support vector, we can obtain the subset of combinations satisfying 1)-2) from the subset of such combinations that we had at the previous step.
Suppose, we have already identified the local minima of H K (x), i.e., all the required combinations L. When we add another support vector l K+1 , we can "inherit" most of the local minima of H K (x) (a few will be lost since condition 2) of Theorem 1 may fail with l K+1 playing the role of l r ), and we only need to add a few new local minima, that are new combinations L necessarily involving l K+1 . We proved in [4] that these new combinations are simple modifications of those combinations that were discarded because they failed 2) with
Moreover, all combinations of support vectors that satisfy conditions 1)-2), for all functions H n+1 , H n+2 , . . . , H K , . . . can be represented in a tree structure, as shown in [6] . The root of the tree is the combination (l 1 , . . . , l n+1 ), and the leaves are the combinations that correspond to the local minimizers of H K .
The tree structure provides a very efficient way of finding the minimizers of the subsequent functions H K+1 , . . .. Given a point (x K+1 , f (x K+1 )), we form the support vector l K+1 using (11), and then check the condition 2) for the nodes of the tree, staring from the root. If this condition is satisfied by an intermediary node, then it will be satisfied by all the nodes in this branch, which therefore need not be checked. It turn we are only interested in those nodes for which this condition fails. The search of such nodes in a tree takes a logarithmic time of the number of nodes in the tree, hence computational efficiency.
The recursive algorithm for processing and growing the tree is presented below. It yields the list of leaves of the tree, which correspond to the local minimizers of H K , found from conditions 3)-4). By sorting these minimizers, we obtain a global minimizer of H K . This is exactly the point x K+1 required at every iteration of the generalized cutting plane method (at Step 2).
Algorithm 1 (update of the tree
Step 1 Test L against condition 2), with l r = l K .
Step 2 If test succeeds, go to Step 5 (cut off this branch).
Step 3 If test fails, and L is not a leaf, then call Algorithm 1 (
Step 4 Otherwise (test failed, and L is a leaf) add n + 1 children to L.
Each child node is a copy of L, with l k i replaced with l K in the i-th child. Test condition 1) for each child. If test fails, delete this child node.
Step
we need this only once, at the first level of recursion). Return.
Partition of the domain of f
In [8] we studied many properties of the relaxed problem and its solution, and found that the list of local minimizers of H K determined a partition of the domain D into polyhedral subsets S j , j = 1, . . . , J, J is the total number of local minimizers of
In the relative interior of each such subset the local minimum of H K is unique. The subsets S j are given by
Thus the list of local minimizers of H K implicitly determines a partition of the domain into compact subsets, and the values of the minima d determine the lower bounds min x∈S j f (x) = d, used in the branch-and-bound algorithm. We can view ECAM as a version of branch-and-bound method, in which adding a new datum corresponds to the branching step (in ECAM not only one, but several subsets of the partition are subdivided at each step), and calculating the minima of H K is the bounding step. The fathoming step consists in excluding those local minima (and hence subsets S j ) which are larger than f best .
Another interesting feature of the partition generated by ECAM is that the local minimizers of H K are the vertices of an additively weighted Voronoi diagram, with the weights calculated as
. We remind that the additively weighted Voronoi diagram is a collection of Voronoi cells [2] , the subsets of points closer to a particular x k than to any other x j , according to the formula
If f were a constant function (i.e., all weights are equal), we would obtain a normal Voronoi diagram (in the simplicial distance).
The relevance of this relation to Voronoi diagrams consists in the ability to estimate the number of local minimizers of H K . It turns out [11] , that for any polyhedral distance, the number of vertices of Voronoi diagram grows as O(K n 2 ). Thus we should expect exponential growth of the number of local minimizers of H K . They can be found in O(K n 2 ) expected time, which is the complexity of ECAM Algorithm.
Combination with local search
We have now presented a computationally efficient version of the Extended Cutting Angle method, which allows us to explicitly enumerate all local min-imizers of the saw-tooth underestimates H K , and thus to efficiently solve the relaxed problems (13) , needed at every iteration of the algorithm. In a small dimension (n ≤ 5), this algorithm allows one to perform of order of 10 6 iterations of ECAM, thus building an accurate lower approximation to f , and achieving convergence of the algorithm.
However, the major challenge for higher dimension is the sheer number of local minimizers of functions H K , which as we established grows as O(K n 2 ). This is not a feature of a particular algorithm, but a property of the support functions. It is impossible to store many billions of local minimizers (even using very efficient tree representation) in the memory of a single workstation. We have reported earlier our approach to using combined RAM of many workstations (computer clusters) for this purpose [5] , however even combined RAM soon runs out for moderate n ≈ 10.
In this section we show that we can combine ECAM with local search at every iteration, and this way reduce the required number of iterations K. We will use a simple idea of executing a local search algorithm (like quasi-Newton method) starting from the test point x k provided at Step 2 of the generalized cutting plane method, and taking as f (x k ) not the value of f at this point, but the value of the local minimum, reached by the descent algorithm started from this point.
Of course, such combination of local and global optimization algorithms is not new, for instance it is quite common to use local descent as a subtask in the simulated annealing method. The challenge of using local search in deterministic global optimization is not to destroy the deterministic character of the algorithm, i.e., not to "loose" the global minimum in the process.
Notice that replacing f (x k ) with the local minimum amounts to substituting f with an auxiliary functionf whose value at any x is computed as a stationary point of f , reached by the local descent algorithm. We will assume that the descent algorithm is robust enough to converge to a local minimum from any given x. Also notice that the global minima of f andf coincide, and that the set of global minimizers off contains the set of global minimizers of f .
The functionf is a piecewise constant lower semicontinuous function. It is not a Lipschitz function, and therefore usingf instead of f in the ECAM is potentially dangerous, in the sense that the underestimate H K is not actually an underestimate off . ECAM relies on the fact that H K , K = 1, 2, . . . is the sequence of underestimates of the objective function, and that the sequence of global minima of H K converges to the global minimum of f .
In the following we will show that replacing f (x k ) withf (x k ) will not affect the convergence of ECAM to the global minimum of f . First of all let us establish that H K will still be an underestimate of f . Sincef (
This immediately implies that the global minimum of H K is always smaller or equal than that of f and hence that off . To prove the convergence of the algorithm, we apply the general convergence result from [17] , Theorem IV.3, which states that the general branch-and-bound scheme is convergent to the global minimum of f if the bounding operation is consistent and the selection operation is bound improving. Since we can view ECAM as a branch-andbound method, we need to show the consistency of the bounding operation, and bound improving selection operation. The consistency of bounding operation means that at every step any unfathomed partition element can be further refined, and that any infinitely decreasing sequence S jq of successively refined partition elements satisfies
where α(S jq ) is the upper and β(S jq ) is the lower bounds on f on S jq . In our case β(S jq ) is the (unique) local minimum of H K associated with S jq , and
Since the diameter of S jq approaches 0, the bounding operation is consistent.
Bound improving selection means that at least one partition element where the actual bound is attained is selected for further partition [17] , Definition IV.6. This is clearly the case in ECAM, as it is the global minimum of H K which is selected as x K+1 at step 2.2 of the algorithm in section 4. Thus, the element of the partition S j , on which this lower bound is attained is selected for subdivision.
It was also important to establish that H K , K = 1, 2, . . . is a sequence of lower estimates of f (x), and hence the subset on which f attains the global minimum cannot be "accidentally" fathomed.
Computational results
In this section we report on some computational results when using the combination of ECAM with local search for molecular structure prediction. We took the benchmark problem of computation of the global minimum on the PES of unsolvated met-enkephalin molecule. We used the ECEPP/3 force field provided in ECEPPAK software [33] to compute the value of the potential energy (1) as a function of the dihedral angles. To ensure PES was Lipschitz, we restricted the pairwise distances in (1) to r ij ≥ for some small positive value .
In the mid-1970s, met-enkephalin and leu-enkephalin were the first two naturallyoccurring painkillers to be isolated and identified [20] . Such endorphins (endogenous morphine analog) had been postulated previously because the brain is known to have receptor sites for drugs like morphine, codeine and heroin. Met-enkephalin can pass through blood-brain barrier [3] . It has been implicated in "runners' high" and has a number of other biological activities, including being a possible AIDS vaccine [9] .
Earlier we used CAM and ECAM without combination with local search at every iteration of the algorithm, and we were capable to compute the global minimum in 120 and 50 min respectively, on a cluster of 36 DEC alpha workstations (1 GHz processor, 1 GB of RAM each) [7, 8, 23] .
In this study first we considered the backbone dihedral angles φ, ψ as the global variables of the ECAM algorithms (10 variables) and treated the rest as local variables, i.e., at every iteration we performed local search with respect to all 24 dihedral angles. The initial values of the local variables were chosen in a neighborhood of their optima, in order to benchmark against multistart local search in Table 1 . We used ECEPPAK internal quasi-Newton type local optimization algorithm for local optimization.
The global minimum of -11.706 kcal/mol was found in 2000 iterations of ECAM, which took less than 75 sec on one Pentium IV workstation (2.4 GHz, 1 GB RAM). This favourably compares with our previous results, as well as with multistart local search ( Table 1) . The algorithm has also located a number of deep local minima (34 distinct minimizers between -9.0 and -11.706 kcal/mol).
In our next experiment, we treated all the dihedral angles as global variables, but split them into two groups. The backbone dihedral angles φ, ψ were used as the variables in the ECAM algorithm, whereas the rest were used as variables in multistart local search. That is, at every iteration of ECAM, we performed local search a number of times, using different initial values of the variables ω and χ, but the same initial values for φ, ψ, as provided by ECAM. This experiment was also successful, and we were able to locate the global minimum of -11.706 kcal/mol, as shown in Table 3 .
Our attempts to use all 24 dihedral angles as global variables in ECAM were unsuccessful. It has to do with the number of local minimizers of the saw-tooth underestimate H K , which grows as O(K n 2 ). For a relatively small number of iterations K = 1000 and n = 24, the algorithm computed over 100,000,000 local minimizers of H K (this is also the number of elements of the partition of the domain from the branch-and-bound perspective). While all these mini-mizers were computed in less than 5 min of computing time, it was impossible to store them in RAM of a single workstation or even of a small cluster of workstations.
It is indeed a significant challenge of global partitioning algorithms to compute and store the lower bounds on f on the elements of the partition in the case of several variables. The number of such elements grows as an exponent of n, making it an NP-hard problem. In our study we were able to resolve one of these tasks: how to compute the lower bounds very efficiently. The second challenge of storing and retrieving the computed bounds will become more amenable as the technology progresses. The high-end workstations with 32 GB of RAM and adequate address space are already entering into the market.
Conclusion
We addressed some of the challenges of continuous global optimization when solving molecular structure prediction problems. The potential energy surface typically has a very larch number of local minima, which trap most optimization algorithms. Branch-and-bound type methods, which proceed by partitioning the domain of the objective function and computing the bounds on its values on the elements of the partition, are capable to locate and confirm the global minimum. However in the multivariate setting, it is the sheer number of these bounds that is the challenge.
In this paper we presented the Extended Cutting Angle method, which can be seen as the branch-and-bound type algorithm. Our main contribution is the combination of this method with the local optimization at each iteration, which does not destroy the deterministic character of the algorithm. We also outlined a very efficient combinatorial algorithm for computing the lower bounds on the objective function. Table 3 . Minimization of the potential energy of unsolvated met-enkephalin using a combination of ECAM and local search. The true global minimum is -11.706 kcal/mol. In the first row, the initial values of 14 remaining variables were taken in the neighborhood of their optimum. In the rest of the table, these initial values were chosen randomly. Since H k is a tight lower bound on the values of f , the difference between the smallest computed value f best and the global minimum H k * provides an upper bound on the error of the estimate f best , i.e., Error = f best −f * ≤ f best −H k * . Fig. 5 . The saw-tooth underestimate H k in the bivariate case.
