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Abstract 
The new millennium is starting with tremendous anticipation of the potential 
that wireless and mobile technologies will bring to us. The successful deploy-
ment of wireless voice communication systems and the merging of wireless 
communications and computer networks promise a bright future for wireless 
high data rate services such as Internet access or multimedia applications. 
One of the major problems in high data rate transmission is multipath fad-
ing. Multicarrier (MC) C D M A has been proposed as an effective and robust 
technique to combat multipath fading. In the past few years, different M C -
C D M A systems have been proposed and investigated. M C - C D M A system 
with direct sequence spreading is considered to derive the benefits of both 
multicarrier modulation and direct sequence spreading. 
Ill M C - C D M A systems, each user is assigned one or more codes for trans-
mission. Since the fading channel is time varying and frequency selective, 
the subcarriers that appear to be in deep fade for one user may not be in 
deep fade for others. Therefore, a user may experience different performance 
with different codes and different time slots. In the previous work, the op-
timal code assignment scheme is proposed for M C - C D M A system. It has 
been shown that significant performance gain can be achieved by applying 
optimal code assignment. In order to further utilize the time sharing char-
acteristic of wireless channel, we investigate the optimal assignment of codes 
with multiple time slots to minimize the transmission time. For practical 
ii 
implementation, we also propose a suboptimal algorithm. Since each chan-
nel can be time shared by users, we introduce the concept of channel sharing 
factor. From the simulation results, we can see that with suitable value of 
channel sharing factor, the system performance will be near optimal. 
Considering longer period of time, we need to extend the previous assignment 
scheme to certain scheduling policy. Since wireless channel is time varying, 
we can schedule users to transmit at those codes and times that are relatively 
good to them. Joint scheduling and resource allocation over multiple wireless 
channels is proposed. However, the formulated problem is not a convex 
optimization. Thus we use an suboptimal algorithm with low computational 
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1.1 Evolution of Mobile Communications 
At the end of the 19th century, electromagnetic waves were initially discov-
ered as a wireless communication medium. Mobile car phone service was 
firstly introduced in the late 1940s. The early mobile systems were inhib-
ited by their low capacity and limited mobility. In the late 1970s and early 
1980s, analog cellular systems were developed. They are much improved in 
the system capacity and user mobility. These cellular systems provide voice 
transmissions only. The Advanced Mobile Phone System (AMPS), Nordic 
Mobile Telephone (NMT), and Total Access Communication System (TAGS) 
are the well-known IG systems, which are based on frequency division mul-
tiplexing (FDM) techniques [1 . 
Second generation (2G) wireless systems have employed digital mod-
ulation, advanced semiconductor technology and improved call processing 
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techniques to have better transmission quality, system capacity, and cover-
age. Compared to IG systems, spectrum-efficient schemes such as T D M A 
or C D M A techniques are used in 2G systems. The major standards include 
Global System for Mobile Communications (GSM, Europe, previously named 
as Groupe Special Mobile), Personal Digital Cellular (PDC, Japan), IS-136 
(US, T D M A ) and IS-95 (US, C D M A ) [2]. Although 2G systems mainly pro-
vide wireless voice service, data transmissions are supported too. There are 
various IG and 2G standards used in different countries or regions. Most of 
them are incompatible. 
In 1992, globalization of cellular mobile standards is suggested by ITU 
(International Telecommunications Union). Worldwide radio spectrum of 
frequencies around 2 G H z is allocated for 3G radio systems. The stan-
dardization on IMT-2000 (International Mobile Telecommunications 2000) 
framework has been carried out to provide seamless wideband (bit rates up 
to 2 Mbps) multimedia services. Different radio transmission technologies 
(RTT) have been proposed for IMT-2000. Harmonization of these air in-
terface proposals results in the recommendations of CDMA-based wideband 
cellular 3G solutions, W C D M A and cdma2000, as the major future wireless 
mobile communications standards [1]. C D M A has been accepted as the ma-
jor 3G multiple access scheme worldwide. The development of 3G standards 
is now going on in the two 3G partnership projects joined by multiple re-
gional standards developing organizations (SDO). 3 G P P works on W C D M A 
standardization. This is specified as U M T S (Universal Mobile Telecommuni-
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cation System) in 3GPP. 3 G P P 2 works on cdma2000 standard. As a result of 
convergence, the global wideband C D M A standard has adopted three opera-
tion modes including Multi-Carrier (MC) C D M A , Direct Spread (DS) C D M A 
and Time Division Duplex (TDD) C D M A . M C - C D M A is based on cdma2000 
while the D S - C D M A and T D D - C D M A modes are based on U T R A F D D 
( U M T S Terrestrial Radio Access, Frequency Division Duplex) and U T R A 
T D D specifications respectively. U T R A F D D proposal is mainly based on 
wideband D S - C D M A scheme while U T R A T D D is mainly based on wide-
band T D - C D M A scheme [3]. In this thesis, we will have discussions on the 
bandwidth allocation in multi-rate T D - C D M A and wideband C D M A based 
on the U T R A model. 
1.2 Overview of Multicarrier Systems 
With the prosperity of wireless systems, wireless multimedia applications 
become a part of our daily life. However current wireless systems cannot 
meet the consumer's growing expectation on various service and high data 
rate. So in the next-generation wireless systems, it is expected that differ-
ent classes of traffics are supported and the data rate are highly improved 
to provide the multimedia service, which are drastically different from the 
existing second-generation wireless systems. The proposed third generation 
wireless standards UMTS/IMT-2000 uses wide-band C D M A ( W C D M A ) to 
address the higher rate requirements of multimedia applications [3]. One of 
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the major problems in high data rate transmission is multipath fading of the 
wireless channel. Multicarrier (MC) systems are proven to be more immune 
to transmission impairment in wireless channel than single carrier systems 
4], [5]. Given the physical nature of the wireless fading channel, frequency 
selective fading is commonly encountered. Multicarrier modulation ( M C M ) 
is demonstrated to be an effective way to combat the negative effects of fad-
ing by dividing the frequency selective fading channel into a number of flat 
fading sub-channels corresponding to the carrier frequencies. Let us divide 
the channel with a bandwidth of B Hz into M small sub-carriers, spaced 
by B/M Hz. The spectrum of the different sub-carriers mutually overlaps 
and the signals on different sub-carriers are orthogonal, giving therefore an 
optimal efficiency with small adjacent channel interference. More and more 
applications, such as broadcast of digital audio, digital television and wireless 
local area networks (LAN), are proposed with M C M [4. 
Another advantage of M C M is the possibility of efficient fast Fourier-
Transform (FFT) implementations, which is called Orthogonal Frequency Di-
vision Multiplexing (OFDM). O F D M is a matured multicarrier modulation 
scheme, which transmits parallel data streams over orthogonal sub-carriers. 
Ill 1971, Weinstein and Ebert simplified the implementation of O F D M sys-
tems with Discrete Fourier Transform (DFT) methods [6]. Since then, O F D M 
is adopted in many applications such as the IEEE 802.11a and the European 
H I P E R L A N / 2 standard for high-speed W L A N s . 
Combining O F D M and C D M A techniques, a novel class of multicarrier 
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cornnmnication schemes called multicarrier C D M A ( M C - C D M A ) emerged in 
1993. Much attention has been drawn on this modulation scheme due to its 
numerous advantages, such as enhancement of robustness against frequency 
selective fading and high scalability in possible data transmission rate. M C -
C D M A system with direct sequence spreading is considered to derive the 
benefits of both multicarrier modulation and direct sequence spreading [7 . 
1.3 Outline of This Thesis 
111 this thesis, we will investigate the resource allocation in multicarrier 
C D M A systems. Chapter 2 gives a survey of the multicarrier communi-
cations. After a brief introduction of the concept of multicarrier modulation 
and its advantages against single carrier modulation, we review the basics 
of O F D M and the main elements in O F D M transceivers. W e also introduce 
the D F T implement of O F D M systems. Then, we review the three types 
of multicarrier C D M A communication systems, which emerged in 1993 as a 
combination of O F D M and C D M A . W e discuss the advantages and disadvan-
tages of these three multicarrier C D M A schemes. In Chapter 3, optimization 
problems with different objective, such as transmission time, throughput and 
total transmission power, are considered. Fortunately, all the optimization 
problems are convex programming or can be converted into convex program-
ming. W e give our solutions for the two cases of short and long period of 
time respectively. W e introduce queueing model into our problem in Chap-
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ter 4. After some transformation and approximation, the original problem 
can be simplified into an optimization problem, but still nonconvex. For 
practical concern, a suboptimal algorithm, which is the combination of the 
power water-filling and code reassignment, is proposed. Simulation results 






The principle of multicarrier communications, which is to transmit data by 
dividing it into several parallel and interleaved bit streams, and using these 
to modulate several carriers, has its origin at least thirty yeas ago, when it 
was applied in the Collins Kineplex system [4], Recently, much attention 
has been drawn to high-rate high-quality wireless mobile communications. 
In hostile wireless channels, such as those in urban area, because of the 
frequency selective fading, broadband transmission with single carrier mod-
ulation has severe performance degradation due to inter symbol interference 
(ISI) effect. Multicarrier modulation is therefore considered as an alternative 
to fulfill such a stringent service requirement [8]. In multicarrier systems, the 
7 
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broadband channel is divided into N narrowband sub-channels that are ISI-
free as long as N is sufficiently large. Data steam is also divided into parallel 
sub-steams. Then, it will be modulated and sent out over these narrow band 
sub-channels. Because the bandwidth of the sub-channel is usually smaller 
than the fading coherent bandwidth, the narrow band signals do not experi-
ence frequency selective fading. With this advantage, unlike the single carrier 
modulation with very complex adaptive equalizer, simple receiver with high 
performance can be adopted in multicarrier communication systems, which 
make it very suitable for high-rate wireless mobile communications. 
2.2 Multicarrier Modulation (MCM) Scheme 
versus Single Carrier Modulation (SCM) 
Scheme 
The M C M scheme is designed to mitigate ISI by dividing a wideband channel 
into a number of narrow band sub-channels that are less susceptible to ISI. 
The rate of the incoming signal R is reduced by a factor of N by increasing the 
symbol period by N times. In the frequency domain, the bandwidth of the 
R/N bit steams is N times smaller than the initial bandwidth of the signal. 
Figure 2.1 shows the R bps data rate signal with period T arid baseband 
bandwidth B, while Figure 2.2, shows one of the R/N bps bit steams with 
period NT and baseband bandwidth B/N [8: • 
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T B  ^ _ ^ • 
Figure 2.1: Time and frequency domain representation of information signal 
/ \ 
/ \ 
L ^  
“ NT B/N 
4 • < _ 
Figure 2.2: Time and frequency domain representation of sub-channel signal 
Hence, after passing a serial to parallel converter, the original data stream 
is divided into N sub-streams and each bit sub-stream is then modulated to 
one sub-carrier. The modulated signals are summed together and transmit-
ted over the channel. Figure 2.3 shows a typical multicarrier modulation 
transmitter with a Quadrature Amplitude Modulation ( Q A M ) modulator. 
As shown by Figure 2.3, with baseband bandwidth B/N, each sub-channel 
has a maximum bandwidth of twice its baseband bandwidth, 2B/7V, after 
pulse shaping and modulation to the passband. It should be noted that only 
the in-phase components of the signal are shown in Figure 2.3. The corre-
sponding quadrature component of the signal is simultaneously modulated 
by sine wave carriers. 
Figure 2.4 compares a single carrier (SCM) and a multicarrier modula-
tion ( M C M ) scheme [8]. Here, BSCM and BMCM denote the bandwidths of 
transmitted S C M and M C M signals, respectively. For M C M , fk, Fk{f]t), N 
and A / denote the frequency of the kth subcarrier, the frequency spectrum 
of pulse waveform of the kth subcarrier, the total number of the subcarri-
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Figure 2.3: Transmitter design of a multicarrier modulation system 
ers, and subcarrier separation, respectively. The frequency spectrum of the 
M C M signal can be written as [8 
N 
UMCM制二 J Y 綱 ( 2 . 1 ) 
k=l 
Through a frequency selective fading channel with transfer function H{f; t), 
the frequency spectra of received S C M and M C M signals are of this form [8 
R s c M ( f ; t ) = H ( f ; t ) U s c M ( f ; t ) ( 2 . 2 ) 
RMCM 制=H{f;t)UMCM{f-.t) 
(2.3) 
二 [ L 测 輒 f.,t) 
where UscM{f]t) is the frequency spectrum of transmitted S C M signal and 
Hk(f]t) is the channel transfer function corresponding to the narrow band 
Bk, which is the frequency band occupied by the kth subcarrier. W h e n the 
number of subcarrier is sufficiently large, the amplitude and phase response 
of Hk{f]t) can be assumed as constant over Bk. As shown in Figure 2.4, we 
can use a line, which will becomes fiat as N increases, to approximate the 
CHAPTER 2. MULTICARRIER COMMUNICATION SYSTEMS 11 
Single carrier Modulation Multicarrier Modulation 
B s c M B s C M 
i ^ i > 
……- — _… ……- O r i g i n a l 
signal 
• f O f 




O 0 f 
二 S 
Bmcm 
Bscm 卞 < • 
f„ f f , f2 fN 
^^J：^ HK(f ; t) 
r — ‘ T r a n s f e r ~ 
厂 f r Bk 
function ^ ^ 
Frequency ^ ^ “ / " " X 
selective fading / ^ K I M . 
channel f f 
Bscm -t- Bmcm 
fo f f I f2 fN 
Figure 2.4: Comparison of S C M and M C M 
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curve of Hk{f;t). Therefore, RMCuif^t) can be approximated as [8 
N 
RMCM{f;t) = J2H,{t)F,{f;t) (2.4) 
k=l 
where Hk{t) is the complex representation pass loss over the narrow band 
Bk-
Equation (2.4) and Figure 2.4 clearly show that M C M is effective and 
robust to combat frequency selective fading. Hence, M C M requires no equal-
ization or at most one-tap equalization for each subcarrier, whereas S C M 
need complicated adaptive equalization [8 . 
2.3 Orthogonal Frequency Division Multiplex-
ing (OFDM) Systems 
If the sub-channel's frequency separation, A / , is greater than the band-
width of each subcarrier, 2B/N, the spectrum of the multicarrier modulated 
signal will not have overlapped subcarriers, which is called Frequency Divi-
sion Multiplexing ( F D M ) or Nonoverlapping Frequency Division Multiplex-
ing ( N F D M ) [9]. The disadvantage of this kind of technique is that at least 
twice of the original bandwidth R bps is needed to transmit the multicarrier 
modulated signal. 
However, if the carriers are separated by 1/iVT, where T is the duration 
of the original signal, the subcarriers overlap and the same bandwidth as 
the original signal is needed to transmit the modulated data. Adjacent car-
CHAPTER 2. MULTICARRIER COMMUNICATION SYSTEMS 13 
FDM OFDM 
B=2/T B=l/丨 
h ^ h ‘ 
2/NT 1/NT 
fj f2 fN f^__f2 fN 
‘2/NT ‘ 1/NT' 
Figure 2.5: Frequency spectrum of F D M and O F D M 
rier separation of 1/NT guarantees the orthogonality of the subcarriers so 
that the receiver can accurately separate the data of each subcarrier. This 
overlapping multicarrier modulation is called Orthogonal Frequency Division 
Multiplexing ( O F D M ) [9]. W e use Figure 2.5 to show the frequency spectrum 
of F D M and O F D M in order to further make clear these concepts. 
In 1971, Weinstein and Ebert showed that a digital implementation of an 
O F D M system can be based on Discrete Fourier Transform (DFT) methods 
"6], which eliminate arrays of sinusoidal generator and coherent demodula-
tion required in parallel data systems and make the implementation of the 
technology cost effective. However, it still took more than a decade from 
that time until O F D M start to attract broad interest, boosted by the de-
mand for broadband communication systems and the vast development in 
digital signal processing technology. Before we investigate the utilization of 
O F D M in today's communication systems, let's review how D F T can be used 
to implement O F D M [9 . 
A block diagram of the O F D M transmitter implemented by D F T is given 
in Figure 2.6. Consider a data sequence [do,di, where each ck is a 
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Figure 2.6: Block diagram of O F D M transmitter with D F T technology 
complex number dn = a + jh^. If we perform a D F T on the vector 二 、 
the result is a vector 二 {5^ 0, .. •’ SN-I} of N complex numbers with the 
form as follows [9 
N-l 
C _ V p-j(27rnm/iV) 
n=0 (2.5) 
二 d n e - 側 • , m = 0,1，.. • ’ TV _ 1 
n=0 
where fn = j^t and tm = m/\t. At is an arbitrarily chosen time interval. 
The real part of the vector S has components [9 
N-l 
Yrr,. = COS 271 ’仏 + K sin 2 兀 九 力 爪 ， m = 0 , 1 ,…， A ^ — 1 (2.6) 
n=0 
If these components are applied to a low-pass filter at time interval mAt, a 
signal is obtained that closely approximates the original O F D M signal [9 
N-l 
y{t) = cos 27r f j + b^ sin 2nU, 0<t<NAt (2.7) 
n=0 
Demodulation at the receiver is also carried out via the D F T of a vec-
tor of samples of the received signal. Figure 2.7 shows the structure of a 
conventional O F D M receiver. 
Because only the real part of the original O F D M signal is transmitted, 
it is necessary to sample twice as fast as expected, i.e., at intervals At/2. 
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Figure 2.7: Block diagram of O F D M receiver with D F T technology 
W h e n there is no channel distortion, the total 2N samples of the received 
signal is as follows [9 
Yk = y{k—) = Y. (an cos I + bn sin I ) , /c 二 0’ 1, •.. 2iV-l (2.8) 
n = 0 
The D F T performed on sequence yields [9: 
( 
tto, 丨二 0 
27V-1 
zi =知 Y沐一认據剛=华， 1 = 1,2,…N — 1 (2.9) 
k=0 
irrelevant, I �N _ 1 
\ 
where the equality 
( 
. 2 N - 1 1, m 二 0, ±2iV, ±4iV，. - • 
J _ V e]脚诚丨协)=I (2.10) 
2N — 
&=0 0, otherwise 
V 
has been employed. As shown by equation (2.9), the original data ai and 
bi are available as the real and image part of zi. Hence, the original dn can 
be recovered. After passing the Q A M demodulator, we can get the source 
symbols with data rate of R bps. 
Now, we can see that O F D M communication systems can be readily built 
up with the D F T technology. Furthermore, if the number of subcarriers N is 
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power of 2’ many Fast Fourier Transform (FFT) algorithms can be adopted to 
perform the D F T transform, which will further reduce the system complexity 
9；. 
Due to recent advances of digital signal Processing (DSP) and Very Large 
Scale Integrated circuit (VLSI) technologies, the initial obstacles of O F D M 
implementation such as massive complex computation, and high speed mem-
ory do not exist anymore. Today, O F D M is widely utilized both in wireless 
communications and for cable based data transmission. In the latter field, 
the technology is normally called Discrete Multitone ( D M T ) and applied 
in the new xDSL standards like Asymmetric D S L (ADSL) [8]. In wireless 
transmission, O D F M was adopted by the IEEE 802.11a and the European 
H I P E R L A N / 2 standard for high-speed W L A N s . Moreover, O F D M was cho-
sen for starting up terrestrial digital broadcasting services like the Digital 
Audio Broadcasting (DAB) systems and Digital Video Broadcasting (DVB) 
projects [9 . 
2.4 Multicarrier CDMA 
Code Division Multiple Access ( C D M A ) is a multiplexing technique where 
a number of users simultaneously and asynchronously access a channel by 
spreading each user's information with distinct signature sequences. In 1993, 
an epoch of C D M A application, there types of new multiple access schemes 
based on a combination of C D M A and O F D M were proposed. N.Yee, J-P 
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Linnartz and G . Fettweis [10], K . Fazel and L. Papke [11], and A. Chouly, 
A. Brajal and S. Jourdan [12] proposed Multicarrier (MC-) C D M A . V. M . 
Dasilva and E. S. Sousa [13] proposed Multicarrier D S - C D M A . L. Vanden-
dorpe [14] proposed Multitone (MT-) C D M A . Soon, Multicarrier C D M A 
becomes a very hot topic and lots of research works have done on it. In this 
section, we will review these three types of Multicarrier C D M A schemes and 
discuss their advantages and disadvantages in terms of the transmitter and 
receiver structures. 
2.4.1 MC-CDMA 
Unlike the conventional C D M A that spreads the original data stream using 
the pre-assigned spreading code in the time domain, the M C - C D M A trans-
mitter spreads user's data stream over different subcarriers using a given 
spreading code in the frequency domain. In other word, each subcarrier is 
modulated by a chip of the user's spreading code. In [8], K. Fazel and G. Fet-
tweis have shown that spreading codes like the Hadamard codes are optimum 
ill maintaining orthogonality between subcarriers and reducing intermodula-
tion in nonlinear amplifiers. 
W e consider a system of totally M users. W e define the vector Cm 二 
.C.m，i二,2, •.. , Cm,NY ^ s the Spreading code for the mth user. By choosing 
M orthogonal vectors, we can construct the M C - C D M A transmitter for to-
tally M users. Without loss of generality, we depicted the structure of the 
M C - C D M A transmitter of the mth user in Figure 2.8. All users' signals are 
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Figure 2.8: Block diagram of the M C - C D M A transmitter for one user 
summed together, modulated the carrier frequency /。and sent out through 
the wireless mobile channel. If we assume the channel is distortion-free, with-
out loss of generality, we consider using the receiver as shown by Figure 2.9 
to receive and recover the data stream of the mth user. The transmitter and 
receiver for other users can be readily obtained by adopting their own spread-
ing code, i.e., appropriately change the subscripts of the spreading code in 
Figure 2.8 and Figure 2.9 [8:. 
2.4.2 MC-DS-CDMA 
The M C - D S - C D M A transmitter spreads the serial/parallel converted data 
stream using a given spreading code in the time domain so that the resulting 
spectrum of each subcarrier can satisfy the orthogonality condition with the 
minimum frequency separation [13]. W e consider the mth user and assume 
Cm 二 [Cm,uCm,2r-- .Cm,nV as its Spreading code. As shown by Figure 
2.10, the symbols modulated on the N carriers are summed together before 
CHAPTER 2. MULTICARRIER COMMUNICATION SYSTEMS 19 
丫’ 卞 
Cos(2pf,t) C…，i 
I ,- . ,—- , ' ' D a t a Stream 
Received Signal (八 ) - - — L P F {>::) i j ^ 
I •‘ 





Figure 2.9: Block diagram of the M C - C D M A receiver for one user 
being transmitted over the channel. W e use the receiver shown by Figure 
2.11 for the data reception of the mth user. If we assume the wireless channel 
has no distortion, all users' data will maintain their orthogonality. Therefore, 
at the receiver end, we use the spreading code C m and low-pass filter to pick 
up the data stream of the mth user, while signals of other users are gotten 
rid of as white noise. After passing a parallel-to-serial converter, we can get 
the original data of the mth user. 
2.4.3 MT-CDMA 
The M T - C D M A scheme is similar to M C - D S - C D M A in the sense that the 
incoming bit stream of one user is divided into N sub-streams and every 
sub-stream is spread in time domain with the same signature sequence pre-
assigned to that particular user. Unlike M C - D S - C D M A , M T - C D M A uses 
longer spreading codes in proportion to the number of subcarriers. After 
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Figure 2.10: Block diagram of the M C - D S - C D M A transmitter for one user 
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Figure 2.11: Block diagram of the M C - D S - C D M A receiver for one user 
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Figure 2.13: Block diagram of the M T - C D M A receiver for one user 
spreading, the data on each subcarrier are no longer orthogonal. Therefore, 
when we consider the design of the receiver, Rake Combiner with the same 
structure as D S - C D M A Rake Receiver must be used to receive the data 
stream of each subcarrier [14]. Without loss of generality, Figure 2.12 and 
Figure 2.13 show the structure of M T - C D M A transmitter and receiver of the 
mXh user, respectively. Other users' transmitter and receiver can be readily 
designed by appropriately changing the subscripts. 
Chapter 3 
Optimization for MC-CDMA 
Systems 
3.1 System Model 
In M C - C D M A systems [15], each user is assigned one or more codes for trans-
mission. Since the fading channel is time varying and frequency selective, the 
subcarriers that appear to be in deep fade for one user may not be in deep 
fade for others. Therefore, a user may experience different performance with 
different codes and different time slots. In the previous work, a real time 
subcarrier allocation scheme is proposed to minimize the overall transmit 
power in [16]. In [17], the optimal code assignment scheme is proposed for 
M C - C D M A system. It has been shown that significant performance gain 
can be achieved by applying optimal code assignment. However, they didn't 
consider the time-sharing characteristic of channel. In order to further utilize 
22 
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the channel characteristics, we investigate the optimal assignment of codes 
with multiple time slots to optimize the system performance. 
W e consider M C - C D M A systems. W e assume that there are N carrier 
frequencies and K simultaneous users in the system. The base station uses N 
orthogonal codes to create N orthogonal transmission channels. Thus we 
have a block of N channels with multiple time slots to serve the K users. 
For the /cth user, the assigned code for the transmission channel 
Cfc = [Cfc，i，…，Cfc’iV]T (3.1) 
determines the gain factors on the carriers. The base station sends the signal 




The structure of the M C transmitter for one user signal is depicted in Figure 
3.1 [17]. W e assume that the norm of each code is normalized to one unit. 
In a certain time slot, the total transmitted signal is of the form 
K N 
k=l n=l 
W e assume that the signals Sk(t) are bandlimited, and are normalized to 
unit power. W e also assume that the carrier frequencies are suitably chosen 
so that signals on different carriers are orthogonal and do not interfere with 
one another. 
W e now describe the physical channel model. W e assume a frequency 
selective slow Rayleigh fading channel. By suitably choosing N and the 
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Figure 3.1: Block diagram of the M C transmitter for one signal 
bandwidth of the narrowband signals, we can assume that each carrier un-
dergoes independent frequency non-selective slow Rayleigh fading. W e also 
assume the presence of additive white Gaussian noise (AWGN). 
Without loss of generality, we consider the receiver for the first user. The 
received signal in the complex representation is given by 
K N 
ri{t) = + ni{t) (3.4) 
k=l n=l 
where gi accounts for the large scale path loss, ai,n accounts for the overall 
effects of phase shift and fading for the nth carrier of the first signal, and Ui (t) 
represents A W G N . The fading coefficients are assumed to vary slowly so that 
their values can be accurately estimated. 
The structure of the M C receiver is depicted in Figure 3.2 [17]. After low 
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Figure 3.2: Block diagram of the M C receiver for one signal 
pass filtering, the received vector signal is given by 
/ K \ 
ri(t) 二 仍Ai ^ Sk{t)ck + ni(t) (3.5) 
\ A ; = 1 / 
where Ai is a diagonal matrix whose nth element is ai’n. 
With ideal channel state information (CSI), the receiver can compensate 
for the fading. The output of the receiver is therefore given by 
K 
Zi{t) = giSi{t) 5,(t)cfc, + cfAr'ni(t) (3.6) 
k=2 
For the orthogonal codes, the multiple access interference (MAI) accounted 
for by the middle term vanishes. The signal-to-noise ratio (SNR) is given by 
= 严 ci (3.7) 
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where is the variance of the A W G N contribution and W is the bandwidth 
of L P F at the receiver. For the codes which are not orthogonal, the cross 
correlation between any two codes may not be zero. The S N R is given by 
卞 = E L cf c.c^ci + a W c f A^i Ar^^Ci 
With suitable error control coding, the throughput can reach 
n = Blog2(l + 7i) (3.9) 
where B is the system bandwidth. 
In general, when nth code is assigned to kth user, the achievable data 
rate is 
rk,n = B\og,{l^Jk,n) (3.10) 
where 
� ’n = 条 力 (3.11) 
If we take into account the power allocation among users, then 
rk,n = B log2(l + Pk,nlk,n) (3.12) 
Or we have 
Ork,n/B _ _ 1 
P,,n = (3.13) 
lk,n 
where I\n is the allocated power to the A:th user when he is assigned the nth 
code. 
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3.2 Optimization with Normalized Power 
3.2.1 Transmission Time Minimization 
N codes form N channels. The throughput of the kth user is rk,n when he 
is assigned the nth channel. All rk,n,s can be found from the above equa-
tions. Suppose that each channel can be time shared by the users. As shown 
in Figure 3.3, the kth user is assigned lk,n time slots of the nth channel. 
Since each channel can transmit simultaneously, it is reasonable to define the 
transmission time as the maximum transmission time among the N channels, 
i.e. 
‘K � 
T = (3.14) 
where T。is the delay between consecutive time slots. For convenience, we 
set Tc to one hereafter. 
W e consider the case that the transmitter knows the amount of data bits 
to send for each user. Assume that the kth user has Bk bits to send and 
the channel keeps invariant during this interval. For minimization of the 
transmission time, the optimization problem can be formulated as follows: 
r K 彳 
m m max l y i k n } (3.15) 
n 
\ A ; = l J 
subject to 
. N 
y^ 'rk,Jk,n = Bk k>r k 二 1,... 
n = l 
and 
Zfc，n > 0 for all k and n. 
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Figure 3.3: Time sharing of codes among K users 
By introducing a new variable L, the original mini-max problem can be 




- L …01 n 二 1「., N 
k=l 
N 
^rk,Jk,n = Bkfoi k = 
n = l 
L > 0 and lk,n > 0 for all k and n. 
Let Ln = Ylk=i (n = 1，2’ • • •，N). If we want to minimize the maximum 
value among L^'s, an intuitive way is to make all L^'s take the same value. So 
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the first N constrains may in fact be sharpened to equality, i.e., lk,n = L. 
Then the problem turns out to be: 
min L (3.17) 
subject to 
K 
= L for n = I , N 
k=l 
N 
^ rk,Jk,n = Bk for k = 1,..., K 
n=l 
L > 0 and lk,n > 0 for all k and n. 
The above three models are equivalent. In general, all the min-max prob-
lems with linear objective functions and linear constraints can be converted 
to linear programming. Solutions can be obtained readily with common 
mathematical software. 
Here we assume that channel is invariant during the interval concerned. 
However, most wireless communication channels are time varying. W h e n the 
users have large amount of data to send, the channel may not stay unchanged 
long enough and the assumption is not reasonable anymore. In this case, we 
need to update the optimal assignment periodically. By suitably choosing 
the update period, we can assume that the fading coefficients keep constant 
within the period. 
By solving the above optimization problem, we will get real values instead 
of integer values for lk,n- Thus we need to consider a practical suboptimal 
algorithm. In order to describe this algorithm, we need to introduce a concept 
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first. Notice that each channel can be time shared by users, we can define 
channel sharing factor as follows: 
Definition Channel Sharing Factor f is the maximum number of users who 
can share one channel in a transmitting period. Or we may say each channel 
is divided into f sub-channels in time domain. 
By introducing Channel Sharing Factor, it seems that we have a total of 
N • f sub-channels to serve the users. Based on this, the algorithm can be 
described as a channel assignment method. 
Algorithm: 
1. Use an N . f dimensional flag vector to mark all TV . / sub-channels 
unused. 
2. Initialization: Each user chooses one good sub-channel which has not 
been used by other users. 
3. Calculate each user's transmission time and find the user with maxi-
m u m transmission time. Among the unused sub-channels, let him pick 
up the best one, i.e. with maximum throughput. 
4. Update this user's transmission time and mark the chosen sub-channel 
used. 
5. Go back to step 3 until all the sub-channels have been used. 
Simulation results show that with suitable channel sharing factor /, the 
system performance will be very close to the optimal. Theoretically, let f go 
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to infinity, i.e. we can arbitrarily divide each channel in the time domain, we 
will get the optimal solution via the algorithm. 
If the data amount information is not available at the transmitter, we 
consider a time period of one normalized time slot during which the chan-
nel keeps invariant. The transmission time minimization problem can be 
formulated as 
K 
min max > tk,n (3.18) 




^ Tk^ ntk^ n > Rk for all /c, 
n = l 
tk,n > 0 for all k and n. 
where tk,n is the time proportion of the nth channel being used by kth. user 
and Rk is the required throughput of kth user. 
By introducing a new variable, the above problem can be converted into 
a linear programming problem [20 
m i n T (3.19) 
subject to 
K 
X ^ t , , n - T < O f o r all n, 
fc二 1 
N 
^ rk,ntk,n > Rk for all k, 
n二 1 
tk,n > 0 for all k and n. 
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3.2.2 Throughput Maximization 
For a A'-user system, the system performance is usually expressed as "(n,. • -, rK), 
which is value of the system utility function. One commonly used definition 
of utility function is the summation of the individual user throughput 
K 
U � n , . . . , r K � = j y k . (3-20) 
Transmitter designed to optimize such a utility function will result in the 
highest system capacity. However, users with poor channel condition could be 
discriminated (e.g., always get a zero value of throughput in the optimization 
process), and would suffer from starvation. This unfair situation is clearly 
undesirable [21], [22 . 
A classical resource sharing principle established to strike a balance be-
tween system capacity and fairness among users is the max-min fairness 
criterion, as discussed by Bertsekas and Gallager [23]. Max-min fairness has 
been applied to windows-based flow control, A B R service in A T M networks, 
wireless networks, and multicast protocols. 
One possible way to define fairness for a resource allocation scheme is to 
require that each user should obtain the same transmission rate. For example, 
when K users access a single channel with capacity C, a fair allocation would 
give each user a transmission rate equal to C/K. 
In the M C - C D M A system we considered, the throughput optimization 
problem can be formulated in max-min manner 
N 
max min > r~k’nh,n 
(3.21) 
k 《 “ 
n = l 
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subject to 
K 
^ tk,n < 1 for all n, 
k=l 
tk^n > 0 for all k and n. 
W e can use the similar maneuver as before to convert it into a linear 




Y^ rk,ntk,n - > 0 for all k, 
n = l 
K 
^ tk,n < 1 for all n， 
k=l 
tk^n > 0 for all k and n. 
Max-min principle has a trend to guarantee the same data rate of all users. 
It is the simplest way to maximize the throughput and guarantee fairness 
among users at the same time. In fact, we can extend it by introducing 
fairness factor a^ of kih user. Then, the objective would be 
N 
max min V ^ rk,n * ik,n/^ k (3.23) 
k 乙^ 
n = l 
3.2.3 Performance 
In this subsection, we investigate the performance of optimal and suboptimal 
algorithms when the data amount information is known at the transmitter. 
W e consider the case where N = 16. Assume that users are uniformly dis-
tributed in a circular cell of radius of 2 units. The gain factor for each user 
CHAPTER 3. OPTIMIZATION FOR MC-CDMA SYSTEMS 34 
901 1 1  
80 - / -
arbitrary assignment / 
70 - Z -
60 - Z -
I / 
I 50_ / _ 1 y 
2 40- X -
卜 X 
30 - optimal assignment ^ ^ 
— z ^ ^ 
10 = -
n l I 1  
16 32 64 
Number of users 
Figure 3.4: Performance of arbitrary and optimal assignments 
is inversely proportional to the square of the distance from the base station 
so that the power of the signal decays as the fourth power of the distance. 
The fading coefficients a/e,n's are independently and identically distributed 
(iid) complex Gaussian random variables of zero mean and unit variance. 
The variance of the A W G N contribution is normalized to one unit. The data 
length Ri's are uniformly distributed from 0 to 10. 
W e plot the transmission time (the maximum transmission time among 
the N channels) against the number of users. The system performance of 
arbitrary and optimal assignments are compared in Figure 3.4. W e observe 
that system performance can be tremendously improved with our optimiza-
tion scheme. 
In Figure 3.5，we investigate the performance of suboptimal algorithms 
CHAPTER 3. OPTIMIZATION FOR MC-CDMA SYSTEMS 35 




8 16 32 64 Number of users 
Figure 3.5: Performance of optimal assignment and suboptimal algorithm 
with Channel Sharing Factor f = 4,8,16, 32 
Table 3.1： Near optimal Channel Sharing Factor for different number of users 
{N 二 16) 
Number of users {K) 8 16 32 64 
Channel sharing factor (/) 4 8 16 32 
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with different values of channel sharing factor f. It shows that for 8 users, 
the performance is very close to the optimal with / = 4. While for 16 users, 
we need / 二 8 to obtain near optimal performance. W e list the observations 
for different number of users in Table I. 
Further simulation results give an empirical formula of near optimal chan-
nel sharing factor: 
/o = ¥ (3.24) 
W h e n f equals /o, we can obtain near optimal solution via the proposed 
algorithm. From (3.24)，we note that /。二 1 when N 二 i.e., it is not 
necessary to perform time-sharing of channel when we have enough number 
of channels. In fact, when N > AK, system performance with only code 
assignment is good enough. 
3.3 Mathematical Programming 
Before further discussing the optimization problem with power constraints, 
we introduce some concepts concerning mathematical programming. 
A mathematical programming problem, or optimization problem, has the 
following form [20 
min fo(x) (3.25) 
subject to 
/“:c)仏1 = 1,…/m 
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where the vector x = [x'l, x'2, • • •, Xn] is the optimization variable of the prob-
lem, the function /• : i T is called the objective function or cost func-
tion, the functions : /T -> R,i = l，.--’m, are called the inequality 
constraint functions, and the corresponding equality fi{x) <0,i= 1, • • •, 
are called inequality constraints. The functions hi : R"" — R,i = … 
are called the equality constraint functions, and the corresponding equal-
ity hi{x) 二 = 1, • • • are called equality constraints. If there are no 
constraints (i.e. m = p = 0), the problem is said to be unconstrained. A vec-
tor X* is called optimal solution of the above programming problem, if it has 
the smallest objective value among all vectors that satisfy the constraints: 
for any z with 刷 < 0, • • •, fm{z) < 0 and h似=〇，••.，hp{z) 二 0，we 
have fo{z) > fo{x*). 
Generally, we consider families or classes of optimization problems, which 
are characterized by different forms of objective and constraint functions. 
One important example is the linear programming problem, whose objective 
and constraint functions /o’ • • -，fm, "i’...，K are linear, i.e. satisfy U{ax + 
f5y) = cx协、+ for all x,y G IT and all e R. If the optimization 
problem is not linear, it is called a nonlinear programming problem [20 . 
3.3.1 Nonlinear Programming 
Usually, nonlinear programming is the term used to describe an optimization 
problem where the objective or constraint functions are not linear, but not 
known to be convex. Sadly, there are no effective methods for solving the 
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general nonlinear programming problem. Even simple looking problems with 
as few as ten variables can be extremely challenging, while problems with 
a few hundreds of variables can be intractable. Methods for the general 
nonlinear programming problem therefore take several different approaches, 
each of which involves some compromise. 
One class of approaches is called local optimization [20]. In this kind 
of approaches, the compromise is to give up seeking the optimal x, which 
minimizes the objective over all feasible points. Instead we seek a point that 
is only locally optimal, which means that it minimizes the objective function 
among all feasible points that are near it, but is not guaranteed to have a 
lower objective value than all other feasible points. A large fraction of the 
research on general nonlinear programming has focused on methods for local 
optimization, which as a consequence are well developed. 
Local optimization methods can be fast, can handle large-scale problems, 
and are widely applicable, since they only require differentiability of the 
objective and constraint functions. As a result, local optimization methods 
are widely used in applications where there is value in finding a good point, 
if not the very best. In an engineering design application, for example, local 
optimization can be used to improve the performance of a design originally 
obtained by manual, or other, design methods. 
There are several disadvantages of local optimization methods, beyond 
(possibly) not finding the true, globally optimal solution. The methods re-
quire an initial guess for the optimization variable. This initial guess or 
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starting point is critical, and can greatly affect the objective value of the 
local solution obtained. Little information is provided about how far from 
(globally) optimal the local solution is [20]. Local optimization methods are 
often sensitive to algorithm parameter values, which may need to be adjusted 
for a particular problem, or family of problems. 
Another family of approaches for nonlinear programming is global opti-
mization approach [20]. In global optimization, the true global solution of 
the optimization problem is found; the compromise is efficiency. The worst-
case complexity of global optimization methods grows exponentially with 
the problem sizes, i.e., the dimension of the x vector and the number of 
constraints; the hope is that in practice, for the particular problem instances 
encountered, the method is far faster. While this favorable situation does oc-
cur, it is not typical. Even small problems, with a few tens of variables, can 
take a very long time (e.g., hours or days) to solve. Usually, global optimiza-
tion is used for problems with a small number of variables, where computing 
time is not critical, and the value of finding the true global solution is very 
high. 
3.3.2 Convex Programming 
In point of view of convexity, we can also divide the programming problems 
into two classes, convex and nonconvex programming. A convex optimization 
problem is one of the form [20 
min/o(x-) (3.26) 
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subject to 
M工)“'z二 i ， - . - , ' 肌 
afx = b”i = lr-,p 
where /o, • •、/m are convex functions, i.e., satisfy 
M a x ^ p y ) < a f , { x ) + P M y ) (3.27) 
for all X, y G K^ and all e R with a + = 1, a > 0 , > 0. 
Comparing with the general standard form problem, the convex problem 
has three additional requirements: 
• The objective function must be convex; 
• The inequality constraint functions must be convex; 
• The equality constraint functions h^{x) = afx - b, must be affine. 
There is in general no analytical formula for the solution of convex optimiza-
tion problems, but (as with linear programming problems) there are very 
effective methods for solving them [20]. Interior-point methods work very 
well in practice, and in some cases can be proved to solve the problem to 
a specified accuracy with a number of operations that does not exceed a 
polynomial of the problem dimensions. 
Using convex optimization is, at least conceptually, very much like using 
linear programming. If we can formulate a problem as a convex optimization 
problem, then we can solve it efficiently, just as we can solve a linear problem 
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efficiently. With only a bit of exaggeration, we can say that, if you formulate a 
practical problem as a convex optimization problem, then you have solved the 
original problem. U p to now, many efficient algorithms to solve this kind of 
problem have already been proposed by many researchers [20]. A m o n g those 
algorithms, interior point method has been proved to be effective and efficient 
for convex programming. At the same time, many software programs based 
oil these algorithms are developed by research groups in universities and 
software companies. Currently, the popular solvers are M O S E K , M I N O S , 
K N I T R O , which are commercial software, and S O L N P , which is a free solver. 
A very important property of convex programming problem is that any 
local optimal solution is also the global optimal solution [20]. To see this, 
suppose that x is locally optimal for a convex programming problem, i.e., x 
is feasible and 
fo{x) = mf{fo{z) I z is feasible, - x||2 < R} (3.28) 
for some R>0. Now, if we suppose that x is not globally optimal, that is, 
there is another feasible solution y such that fo{y) < fo{x). Evidently \\y -
x-||2 > R, since otherwise fo{x) < fo{y). W e consider the point z of the form 
, = + 办 ， 人 (3.29) 
乙 y — 1 2 
Then we have - x||2 = < R. By the convexity of /o(x), we have 
fo{z) < ( 1 - e)fo{x) + efoiy) < fo{x) (3.30) 
which contradicts (3.16). Therefore, there is no feasible y with /o(y) < 
/o(a;), that is, X is globally optimal. Hence, we can conclude that the local 
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optimal solution of a convex nonlinear programming problem is also the 
global optimal. 
3.4 Optimization with Power Allocation 
In section 3.2，for simplicity, we model the optimization problem without 
considering power allocation. However, power budget is one key concern in 
wireless communication system implementation. In this section, we will re-
formulate the optimization problem by introducing power budget constraint. 
3.4.1 Transmission Time Minimization with Power Al-
location 
W e consider the general version of problem (3.19) with power allocation. By 
substituting equation (3.12), the transmission time minimization problem 
can be formulated as 
K 
min m a x } tk,n (3.31) 
subject to 
K N 
Pk,ntk,n < PBudget, 
k=l n=l 
N 
Y^ B log2(l + Pk,nlk,n) . tk,n > Rk for all k, 
n=l 
tk,n > 0 and Pk,n > 0 for all k and n. 
This is a nonlinear min-max problem. However, it is not intractable. Via 
the help of variable replacement, we can convert it into convex programming 
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24]. Let Qk,n 二 Pk,ntk,n, then the above problem can be reformulated as 
following 
m i n T (3.32) 
subject to 
K 
^ tk,n - T < 0 for all n, 
k=l 
K N 
Qk,n £ PBudget, 
k=l n=l 
y B log2(l + • h,n > Rk for all K 
^ h,n n=l 
tk,n > 0 and Qk,n > 0 for all k and n. 
It is not difficult to prove this is a convex programming problem (see Ap-
pendix A). As discussed in the previous section, it can be solved efficiently 
by the well developed methods, e.g., the interior point algorithm [20 . 
3.4.2 Throughput Maximization with Power Alloca-
tion 
For throughput, we follow the max-min principle again as in (3.22). By 
adding the power budget constraints and substituting equation (3.12), the 
throughput maximization problem can be formulated as 
N 





〉:〉]Pk,ntk,n — PBudget, 
fc=l n=l 
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K 
t、n < 1 for all n, 
k^l 
tk,n > 0 and Pk,n > 0 for all k and n. 
Similarly, let Qk,n = Pk,nh,n, the problem can be converted into 
maxi? (3.34) 
subject to 
y B log2(l + • h,n -R>0 for all k, 
K N 
^^ Qk,n ^ PBudget, 
k=l n=l 
K 
< 1 for all n, 
k=l 
tk,n > 0 and Qk,n > 0 for all k and n. 
Notice that the objective function and constraints of the above problem are 
very similar to (3.32). W e can easily verify that it is convex programming. 
3.4.3 Power Minimization 
As power is being taken into consideration, we can model a power minimiza-
tion problem while treating 'rk,n,s and tk,nS as optimization variables. By 
substituting equation (3.13), we have 
K N ,们JB 一 1 
min y ^ y ^ tk,n (3.35) 
k=l n = l 
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subject to 
N 
^ rk,ntk,n > Rk for all k, 
n = l 
K 
y^Jk,n < 1 for all n, 
k=l 
tk,n > 0 and rk,n > 0 for all k and n. 
Let Sk，n = rk,ntk,n, the above problem can be converted into convex pro-
gramming [24 
. ^ ^ - 1 
m m > > tk,n (6.6b) 
n = l I、"^ 
subject to 
N 
^ Sk,n > Rk for all k, 
n=l 
K 
tk,n < 1 for all n, 
k=l 
tk,n > 0 a n d Sk，n > 0 f o r a l l k a n d n. 
The convexity verification of the above problem can be found in Appendix 
B. 
3.5 Long-range Optimization 
Previously, we only consider one normalized time slot. It would be more 
meaningful to solve the long-range optimization problem if given a longer 
period of time. 
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3.5.1 Long-range Transmission Time Minimization 
The problem can be formulated as [24 
L K 




y ^ Pk,n,lh,n,l < PBudget for all I, 
k=l n = l 
L N 
^ ^ Blog2(l + Pk,n,ak,n,i) . tk,n,i > RkL for all k, 
1 = 1 n = l 
tk,n,i > 0 a n d Pk,n,i > 0 for all k, n a n d I. 
W e propose two methods to solve the problem, and will compare their per-
formance later. 
1. Divide the period into several normalized time slots, and via previous 
solution, perform optimization m each time slot one by one. 
In the Ith time slot, we try to solve this problem 
K 





Pk,n,ltk,n,l < PBudget, 
k=l n = l 
N 
[Blog2(l + Pk,n,nk,n,l) • tk,n,l > Rk for all /c, 
n = l 
tk,n,i > 0 and Pk,n,i > 0 for all k and n. 
W e can solve the above problem by converting it into convex programming. 
However, note that the above problem is not equivalent to (3.16), since we 
CHAPTER 3. OPTIMIZATION FOR MC-CDMA SYSTEMS 47 
treat each time slot in an independent manner. Thus, the solution is not 
optimal, but near to the optimal. 
For the fading coefficient estimation in each time slot, we prefer a short-
range prediction method with low complexity. Polynomial fitting prediction 
based on several past CSI samples should be the one we are looking for [25 . 
Assume M past samples are available and the sampling period 
is T. W e use a polynomial A{t) with degree M — 1 to fit the samples. 
M-l 




a{n) lit = nT 
a(n 一 1) if t=(n- 1)T 
A(t) 二 a(n - 2 ) i{t= (n - 2)T (3.40) 
• • 
a(n - M + 1) if t=(n-M-h 1)T 
< 
All the polynomial coefficients can be found by solving the following set of 
linear equations 
C b 二 a (3.41) 
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where 
_ • 
1 nT … （ n T 严 - 1 
1 ( n - l ) T ••• ((n — l)T)M-i 
C = 1 (n - 2)T • •• ( ( n - 2 ) T ^ - i (3.42) 
• • • 
• • . . . 書 
1 ( n - M + l)T …（ ( n - M + l ) T ) M - i 
a = [ a{n) a{n - 1) a(n - 2) ••• a(n - M ^ 1) f (3.43) 
with unknown variables 
h=[bohb2 • • • bM—1 r (3.44) 
Then we can calculate the predicted value of the next CSI a{n + 1). 
M-1 
a(n + l)= (3.45) 
1=0 
Notice that C is Vandermonde matrix. Based on its property, we know 
that the calculation of a{n+l) should be independent of the value n. So we 
can choose C as 
_ — 
1 M … MM] 
1 M - 1 ... ( M - 1 ) M - 1 
C = : ： ... ： (3.46) 
1 2 … 2似 - 1 
1 1 1 
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Then calculate b by solving 
Cb 二 a (3.47) 
The calculation of a{n + 1) can be simplified as 
M - l 
a(n + l) = + (3.48) 
i=0 
2. Use long-range channel prediction method to predict the CSI during 
the period in advance and perform optimization as a whole. 
W e use a long-range channel prediction method which employs an autore-
gressive (AR) model to characterize the fading channel [26]-[28]. If we can 
predict far enough, we can then solve the original optimization problem. 
Let Qk,n,i = Pk,n,itk,n,i- After conversion, we obtain 
m i n T (3.49) 
subject to 
L K 
— T^SOfor all n, 
1=1 k=l 
K N 
^ ^ Qk,n,l < PBudget for all 
k—1 n = l 
j ^ f y log2(l + 仏广，、 • t、n,i > R k L for all k, 
1=1 n=l 
tk,n,i > 0 a n d Qk,n,i > 0 for all k, n a n d I. 
Since the predicted value of the channel coefficients are available there, we 
c a n c a l c u l a t e all 7fc，n/s beforehand. The remaining work is to solve the above 
convex programming problem. 
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3.5.2 Long-range Throughput Maximization 
The long period throughput maximization problem can be formulated as 
L N 
m a x min log2 (1 + Pk,n,nk,n,i) . tk,n,i (3.50) 
1 = 1 n=l 
subject to 
K N 
y ^ y ^ Pk,n,lh,n,l < Psudget for all /， 
k=l n=l 
K 
< 1 for all n and I, 
k=l 
tk,n,i > 0 and Pk,n,i > 0 for all k,n and I. 
W e can employ similar methods to solve this problem as before. For the case 
of long-range channel estimation, let Qk,n,i = Pk,n,ihji,i, the problem can be 
converted into convex programming 
maxi? (3.51) 
subject to 
T T b log2(l + . -R>0 for all k, 
K N 
^ Qk,n,l < PBudget for all I, 
k=l n=l 
K 
y ^ tk,n,i < 1 for all n and 
k=l 
tk,n,i > 0 and Qk,n,i > 0 for all k, n and I. 
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3.5.3 Long-range Power Minimization 
The long period power minimization problem can be formulated as [24 
min 7 7 > tk,n,i (3.52) 
1=1 k=l n=l 丨…L 
subject to 
L N 
H ' r X n ,如， n , i > R k L for all k, 
1=1 n = l 
K 
< 1 for all n and I, 
k=l 
tk,n,i > 0 and rk,n，i > 0 for all k, n and I. 
For the case of long-range channel estimation, we can convert the above 
problem into convex programming. Let Sk,n,i = 'i\n,itk,n,i, we have 
min y ^ y ^ y ^ tk,n,i (3.53) 
1=1 k=l n=l 、， 
subject to 
L N 
^ ^ Sk,n,i > RkL for all k, 
1 = 1 n = l 
K 
tk,n,i < 1 for all n and 
k=l 
tk,n,i > 0 a n d Sk,n,i > 0 for all k,n a n d I. 
Here we propose another sub-optimal real-time assignment method with 
low computational complexity [24], The purpose is to simplify the original 
problem into an assignment problem and perform assignment in each time 
slot. 
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W e consider the Ith time slot, the problem turns out to be 
JL 二 2"k’r^J./B 一 1 
m i n V V - • t、n,i (3.54) 
k=l n=l 1 …L 
subject to 
N 
rk,n,itk,n,i > Rk for all k a n d I, 
n=l 
K 
y ^ tk,n,i < 1 for all n and I, 
k=l 
tk,n,i > 0 a n d > 0 for all k,n a n d I. 
Note the rate requirement constraints in the above problem. For the 
minimization problem, they can be sharpened to equalities 
N 
rk,n,itk,n,i 二 Rk for all k and (3.55) 
W e try to give the series of rate variables constant value, i.e., let rk,n,i = 
R^ = K R k / N . The optimization problem can be simplified to an assignment 
problem [24 
. V ^ tk,n,l{!^R“B 一 1) 
m m Wk,i (丄bb) 
k=l n=l 、，几，l 
subject to 
K 
= 1 for all k and 
k=l 
二 0 or 1 for all k, n and I. 
where Wk/s are factors to adjust the weight of each user to guarantee the 
fair resource share among users through the whole period. W e choose Wk,i as 
' 叫 = ；vr/^ 十 ( ) 
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3.5.4 Performance 
The performance evaluation is given in this part. W e compare the perfor-
mance of the optimization schemes with two different channel estimation 
methods. 
W e consider the case that the number of codes TV 二 16. W e assume 
that users are uniformly located in a 120 degree sector with cell radius of 1 
km. For the mobile wireless channel, the large scale path loss and the fading 
coefficients are generated by Hata model and Clarke model [29] respectively. 
W e also assume the variance of the A W G N contribution is normalized to 
one unit. The code sets, unless otherwise stated, are the random orthogonal 
codes. In our simulations, we investigate two speeds of user mobility, more 
specifically, 3.6 km/h and 72 km/h, which are typical pedestrian speed and 
driving speed corresponding to slow and fast fading, respectively. Other 
parameters used in the simulations are listed as follows: 
• Number of multipaths: 20 
• Transmitter antenna height: 30 m 
• Receiver antenna height: 1.5 m 
• R F frequency : 900 M H z 
In Figure 3.6 and Figure 3.7, we compare transmission time of the schemes 
with two different channel estimation methods and the one with ideal channel 
state information in slow and fast fading channels respectively. W e find that 
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20 I 1 ！ 
- e - Short range channel estimation 
Long range channel estimation O 
18 Optimal solution with ideal CSI / -
— 1 1  
8 16 32 64 
Number of users 
Figure 3.6: Transmission time against different number of users for slow 
fading channels 
the one with long range channel estimation always outperforms short range 
channel estimation in slow fading channels. However, this is not always 
the case for fast fading. The reason is that slow fading channel is easier to 
estimate and the estimation is more accurate. It is straightforward to see that 
long range channel estimation will perform better. Figure 3.8 and Figure 3.9 
show the similar results for throughput against the number of users. 
For the power, we plot one more curve of our real-time assignment method. 
From Figure 3.10 and Figure 3.11, we can see that the real-time assignment 
method can be used as a good replacement of channel estimation methods 
in both slow and fast fading channels. 
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I -e- Short range channel estimation 
5Q _ - ^ f - Long range channel estimation ^ ^  
Optimal solution with ideal CSI 
r 
v, 30- y / _ 
16 32 64 
Number of users 
Figure 3.7: Transmission time against different number of users for fast fading 
channels 
501 1 I r 
-e- Short range channel estimation 
Long range channel estimation 
45" ——Optimal solution with ideal CSI 卜 
16 32 64 
Number of users 
Figure 3.8: Throughput against different number of users for slow fading 
channels 
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Figure 3.9: Throughput against different number of users for fast fading 
channels 
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Figure 3.10: Required power against different number of users for slow fading 
channels 
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Figure 3.11： Required power against different number of users for fast fading 
channels 
Chapter 4 
Joint Scheduling and Resource 
Allocation 
4.1 Queueing Model 
111 this chapter, we use a queueing model to formulate the long term perfor-
inarice information of users. W e consider the downlink data transmission of 
M C - C D M A systems for delay-sensitive traffic. The purpose is to minimize 
the queueing delay by assigning system resource dynamically according to 
the queue and channel state information. For delay-sensitive traffic, QoS 
requirement can be expressed in terms of the delay violation probability [30 
Pr{T�T—t) S e (4.1) 
where T is a packet waiting time, and Tmax and e are the delay bound and 
the maximum acceptable probability respectively. According to [31], when 
58 
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the traffic load is heavy, the following approximation can be used in G/G/1 
queues 
P r { T > (4.2) 
where W is the expectation of T, E[T]. Equation (4.2) implies that short-
ening the mean waiting time W is approximately equivalent to minimizing 
the delay violation probability in the heavy-traffic scenario. Since most delay 
violations occur during heavy traffic load, it is reasonable to use the mean 
waiting time to formulate the problems [30 . 
Networks users' performance can be modeled through utility function. It 
is shown in [32] that maximizing utility is able to balance resource efficiency 
and fairness. Here, we express the system utility as a function of the mean 
waiting time. 
W e consider the same M C - C D M A system as before. For the case of 
orthogonal codes and the signals are normalized to unit power, the S N R is 
given by 
、[”丨=敲 hJI、;〜 (4.3) 
W e use -ik[n,l] to represent S N R at time slot I. W h e n the nth code is 
assigned to the kth user, the achievable data rate during time slot I is 
rk[rij] = B\og2{l+-fk[riJ]) 
If we take into account the power allocation among users, then 
rk[nj] =Blog2(l + Pfc[rM]7fc[n,⑴ （4.4) 
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The total data rate of user k is 
N 
rk[l] 二 E Pk[ri, l]rk[n, I] (4.5) 
where pk[n, /] can be interpreted as the sharing factor of user k to code n at 
time slot I. 
Assume that user k is associated with a mean waiting time Wk, and the 
corresponding utility is Uk{Wk). Obviously, with longer delay, the user is 
less satisfied. So Uk{Wk) should be decreasing and concave, which implies 
that 抓 力 i s a negative and decreasing function. In our simulation later, 
^^ k 
we consider the utility function given by [30 
W7 
U{W) =——，7> 1 (4-6) 
7 
It follows that 
U'{W) = 一 1 
The average arrival rate of user k, A^, is defined as 
Xk = lim —— 
丄 g L—oo L 
where Ak[l] is the total amount of bits arriving during[0, /Tj. Let Qk[l] be 
the amount of bits in the queue of user k at time Assuming that Qk[l, 
is ergodic, with Little's law, the average waiting time for user k is 
= ^ = ^ lirn (4.7) 
A/e A/c L—oo L 
During time slot /, the base station serves user k at rate rk[l]. Then the 
queue length of user k at time {I + 1)7；, Qk[l + 1], can be expressed as 
Qk[l + 1] = Qk[l] 一 rk[l]Ts + ak[l] (4.8) 
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where ak[l] is the amount of arrival bits during time slot I. For resource 
frugality, the base station controls service rates so that [30 
rk[l]Ts < Qk[l] (4.9) 
Equation (4.9) would become constraint in the following optimization prob-
lem. 
W e define the average waiting time at time {I - l)Ts as 
卩 - 1 1 = 所 仏 f — ( 4 . 1 0 ) 
入k 
Given the service rate, we can predict the average waiting time at time ITs 
based on equation (4.8) [30 
n E{Qk[l]} 
Wk[l] = ^ u / 
入k 
—E{Qk[l - I] - rk[l - l]Ts + ak[l - I]} 
二 E{Qk[l-l]} rk[l - l]Ts I Ts 
Xk ^k 
入k 
Notice that ak[l 一 1] is the amount of arrival bits during time slot (/ - 1). So 
its average value E{ak[l — 1]} = XkTs. 
Since Wk[l - 1] is known at time /T^, from the above derivation, we can 
see that the average waiting time at time ITs is determined by the service 
rate rk[l 一 1]. W e have [30 
肌 二 — P ) (4.11) 
drk[l - 1] dWk[l] ^ \k 
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4.2 Problem Formulation 
The scheduler is designed to maximize the total utility. W e perform schedul-
ing and resource allocation at time ITs to maximize the total utility at 
time {I + l)Ts. The objective of maximizing the total utility at time {I + 1)7； 
can be formulated as 
K 
m a x Z [ 4 _ + l]) (4.12) 
k=l 
Assume that the total utility at time ITs has already been maximized. W e 
only need to maximize the difference of the total utility at time ITs and (/ + 
l)Ts. B y using equation (4.11), we have [30 
K K 
k=l k=l 
^ irk[l] - n[l - 1]) 
k=l dTk 
= E l l ^ l Y-(nil]-nil-1]) 
Since the Tkll 一 l]'s are fixed at time IT,, the objective turns out to be a 
linear combination of rfc[/]'s [30 
m a x > — rfc I (4.丄J) 
^ Xk 
where 昭 
Let A'' 二 {A； ： Qk[L] > 0} be a set in which each user's queue is not empty 
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at time slot I. With the objective (4.13), we formulate the problem as 
v - M M M � / I 




PK[n, /] < 1 for all N, 
keA' 
N 
y^ y^ l]Pk[n, I] < PBudget-
kGA' n=l 
However, for practical concern, we need to change the above problem a 
bit: 
1. Due to the computational burden and implementation complexity, 
we may not want to perform sharing of code in each time slot. In this 
case, pk[n, I] can only take the value of 1 or 0，indicating whether the code n 
is assigned to user k at time slot I or not. pk[ri, /]'s are integer values rather 
than real sharing factors as before. Each code can only serve one user in a 
time slot. 
2. Recall that (4.9) should be satisfied for resource saving. W e would like 
to add these frugality constraints to the problem. 
W e have 
rk[l] = Blog2(l + P / c M 7 / c M ) (4.14) 
where D[ denotes the set of code indices that are assigned to user k at time 
slot I and \D[\ = Nk is cardinality of code set D[ or the number of codes in 
Dl 
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The problem can be reformulated as 
m a x rk[l 
keA^ k 
subject to 
y ^ Pk[nJ] < Psudget, 
rM < 込 for all k. 
4.3 Suboptimal Algorithm 
The above problem is an NP-hard optimization problem. It is highly im-
probable that polynomial time algorithms can be found to solve it. Ideally, 
codes and power should be allocated jointly to achieve the optimal solution. 
However, this poses an extremely heavy computational burden at the base 
station in order to reach an optimal allocation. Moreover, the base station 
has to rapidly compute the optimal code and power allocation if the wireless 
channel changes quickly. Therefore suboptimal algorithms with lower com-
plexity are preferred for cost-effective implementations. Separating the code 
and power allocation is a way to reduce the complexity [33 • 
In our solution, we allocate codes and power separately. After first step of 
greedy code assignment, we perform water-filling power allocation, followed 
by the resource reallocation of which the purpose is to conform to the frugality 
constraints [30]. The proposed steps of our suboptimal algorithm are as 
follows: 
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Step 1 Determine the initial code assignment among users; 
Step 2 Given the code assignment in step 1，perform power water-filling; 
Step 3 Check empty-after-service event and perform resource reallocation 
when needed. 
G. Song proposed an algorithm: max delay utility ( M D U ) with greedy 
reassignment [30]. However, in his case, he did not consider the power allo-
cation. Moreover, we redesign both the initial code assignment and resource 
reallocation parts in a more precise way. From the simulation results, we will 
see that our scheme outperforms G. Song's. Here are the details of each step 
in our algorithm. 
A. Step 1 - Code Assignment 
In this initial step, we assume the total power is evenly distributed among 
the used codes [34]. W e focus on finding the optimal code assignment strat-
egy. And it is a constant-power optimization. Given the code set D , the 
greedy strategy is to assign each code in D to the user that achieves the 
m a x i m u m value of objective function with the same power. 
Let I be the number of codes we used. The code assignment can be 
described as follows: 
For 2 = 1 to N, do 
1. 
2. a 几 二 for n = 1,.. •，TV 
3. i^i二sum of i biggest which is the value of objective function when 
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using i best codes. 
The optimal code assignment is associated with ^ma:?^ Ri. 
B. Step 2 - Power Allocation 
With the code assignment D ^ for all k, we consider optimal power allo-
cation over the used code channels: 
m a x ^ I "〒⑴丨 ^ B log2(l + Pk[n, l^h � 
fceA' k neDl 
subject to: 
y^ y^ < PBudget, 
/ c G A ' neD[ 
F%[n, /] > 0 for all k and n. 
This is a multilevel waterfilling problem and the solution can be expressed 
as follows [35]: 
PBudget + [n,l] 
/cGA' ne{Di\Pk[n,l]>0} 
力二 jj ^ pgTO涵 、.J 
keA'' 
咖 = ( 召 M ^ f (4.16) 
L , � V Xk lk[nJ]J 
‘ 
X, if > 0 
1 — — 
where {x)^ = < 
0, if X- < 0. 
v 
c. step 3 - Resource Reallocation 
After operating the above two steps, for each user k, we get its assigned 
code set associated power Pk[n, and its data rate Let A be the 
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user set where each user's queue will be empty after service, that is [30 
If 乂二 0，then the solution we get is already optimal; otherwise, reassign-
ment is needed. The reassignment works only when there is at least one 
queue be empty after service. 
For this purpose, we develop a greedy reassignment algorithm similar as 
30]. Define 
where /C = { 1， 2 ,…， K } , and 
Da = {rn : rri G k G A) 
which denotes the code indices assigned to the users belonging to A. In this 
case, the users in A may waste resources. W e reallocate some codes in D_A 
with associated power to the users in A so that each code reassignment 
maximizes each-step augment of objective value [30]. Before we present the 
reassignment algorithm, we define a function f: 
( 
'厂max 1 ^ f'max 
/(r； w ) = (4-17) 
r, otherwise 
V. 
The objective function (4.13) can then be rewritten as [30 
V I " (請 ] ) l “ r/i 仏⑷、 MIS� max > \ f[rk I ； - t ^ ) (4.18) 
,,, 入k 丄s 
keA'-
where rk[l] 二 EneDj^ B log2(l + Pfc[n，《]). 
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A n d we define Pk,n,i as the measurement of objective value augment after 
one-step resource reallocation. 
- [ I 今 丨 ) 丨 测 ; M ) + M i ^ , 隨 ( : , 
_ 入k Is 入t 丄S _ 
where rfc[n，Z] = B\og2{l+Pk[nJ]jk[n,l]) and r,[n,/] = B\og2{l^Pk[nJh^[nJ]). 
The algorithm can then be described as follows: 
(a) for all k in A, do 
for all n in do 
for all i in A , do 
calculate Pk,n,i by equation (4.19); 




take code n out from D[ to with its associated power ft[n，/]’ 
i.e., set P i 細 = Pk[riJ] and Pk[riJ] = 0; 
(c) repeat the above steps. 
The algorithm will terminate when we cannot find any (5 with positive 
value. 
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4.4 Performance 
In our simulation, we use a family of utility functions given by [30 




W e use poisson process to model the arrival traffic of each user. And it 
is assumed that 16 users are supported by the scheduler. 
W e compare our algorithm with other two schemes, namely proportional 
fair (PF) scheduling [36], and G. Song's algorithm [30]. The latter one is 
scheduling without power control. 
Let's talk more about P F scheduling. A definition of proportional fairness 
in scheduling has been proposed in the context of game theory. 
Definition: (Proportional Fairness) A scheduling P is 'proportionally 
fair，if and only if, for any feasible scheduling S, it satisfies: 
p(5) piP) 
i£U 几 i 
where U is the user set, and ) is the average rate of user i by scheduler S. 
To explain the above formula, it can be said that any positive change of 
a user in allocation must result in a negative average change for a system. 
Also, it is known that a proportionally fair allocation P should maximize the 
sum of logarithmic average user rates, which can be formally written as 
P = arg m a x ^ log Elf� 
ieu 
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10� . , r - I I 
- e - Proportional fair 
- 0 - Scheduler w/o power control ： 
Scheduler w/ power control • 
. n " " I _ I ^ — — I 1 ‘ ^ e  
•"U 0 50 100 150 200 250 300 
t (ms) 
Figure 4.1: Delay violation probability of schedulers when Xk = 60 kbps 
and 7 = 2 
In our case, a proportional fairness is achieved by selecting a user j according 
to [36: 
which means to assign code n to user j at Ith time slot. 
Given that the arrival rate of each user equals 60 kbps, we compare the 
delay probability of three schedulers in Figure 4.1. The delay probability can 
be calculated by equation (4.2). Obviously, our scheduler outperforms the 
other two. 
Upon choosing two users with worst and best performance among all 
the 16 users, we plot their average waiting time against the arrival rate in 
Figure 4.2 and Figure 4.3 respectively. PF performs good only for light load. 
CHAPTER 4. JOINT SCHEDULING AND RESOURCE A L L O C A T I O N 5 9 
12001 1 1 1 pi 1 1/ 1 ‘ I 厂1 ~ 
/ I - e - Proportional fair / 
/ f - 0 - Scheduler w/o power control i 
/ / Scheduler w/ power control 
1000 - / / -
i 1 / / _ 
I- / / / _ 
i — 办 - 1 / . I : 
3 0 4 0 5 0 6 0 7 0 8 0 9 0 1 0 0 1 1 0 1 2 0 1 3 0 1 4 0 
Average arrival rate (kbps) 
Figure 4.2: Average waiting time vs. average arrival rate for the worst user 
(7 = 2) 
1 0 0 0 — I I I —1 — •— I 1 ' p I n ‘ I~ 
- e - Proportional fair / / I 
- 0 - Scheduler w/o power control / / 
900 ‘ Scheduler w/ power control / J I 
I eoo- / -
卜 _ i /jy ： 
3 0 4 0 5 0 6 0 7 0 8 0 9 0 1 0 0 1 1 0 1 2 0 1 3 0 1 4 0 1 5 0 
Average arrival rate (kbps) 
Figure 4.3: Average waiting time vs. average arrival rate for the best user 
(7 = 2) 
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W h e n the arrival rate is larger than 70 kbps, the system becomes unstable. 
The queue length of the worst user goes to infinity. Certainly, he did not 
get enough resource to serve his data transmission request. The scheduler 
without power control performs better. But the improvement is still limited. 
Our scheduler, however, can substantially extend the stable region for both 
the worst user and the best user. 
One thing we should notice is that the system utility functions we try to 
optimize in P F scheduling and our algorithm are different. The former one 
is about throughput. And the latter one is a function of average delay. If we 
only focus on the throughput, P F scheduling is also optimal. 
Appendix A 
Convexity Proof of Problem 
(3.32) 
Proof W e verify the three requirements of convex programming one by 
one: 
1. The objective function T is linear. So it is convex. 
2. Consider the inequality constraint 
y B l0g2(l + • > Rk (A.l) 
^ tk,n 
n = l 
It can be transformed into the standard form 
R , - y B log2(l + • h,n < 0 (A.2) 
In order to prove the convexity of the above constraint function, we need to 
make use of the following three properties of convex function: 
• The summation of convex functions is still convex; 
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• If / is concave, then - / is convex; 
• Second order condition: a function f is convex if and only if its Hessian 
matrix is positive semidefinite. 
Based on the first two properties, we only need to prove that Blog2(l + 
. tk,n is concave or -B log2(l + .力fc，n is convex. Let 
/ 队 n , = -B log2(l + • h,n (A.3) 
T h e Hessian matrix of /(Qfc，n，力fc，n) is 
r "1 「 
02 f Q2f B^l,Jk,n -时k’rrQk,n 
dQl^ dQk,ndtk,n _ {lk,nQk,n+tk,r^ yln2 (7fc’rxQfc’r^+、n) ? In 2 
dtk ndQk n (7fc，nQfc’n+ifc’n)‘2 1n2 tfc,n In 2 
L ’ •’ . (A.4) 
Without difficulty, we can calculate the two eigenvalues of the above matrix 
are 0 and ( 、 ’ 二 ( 力 、 n + Since the two eigenvalues are both 
nonnegative, the Hessian matrix of /(Q/c，n’ 力 f c， n ) is semidefinite. From the 
third property, we know f[Qk,n,tk,n) is convex. So the inequality constraint 
function of (A.2) is convex. 
The convexity of other inequality constraint functions is straightforward. 
3. There is no equality constraint in the problem. 
Since all the three requirements are satisfied, (3.32) is a convex program-
ming problem. 
Appendix B 
Convexity Proof of Problem 
(3.36) 
Proof W e verify the three requirements: 
1. The objective function is the summation of 〜：•力/c,n. Based on the 
properties of convex function, we only need to prove that — tk,n is 
convex. Let 
2fk’n/Btk’n _ 1 
f[Sk,n,tk,n) ( B . l ) 
The Hessian matrix of f{sk,n,tk,n) is 
r "1 � -
s /c ’n , 2 o 
d^f d\f ln^2 nmT^ 一 In 2 
dsl’” dSk,ndtk,n — B��ntk.’n B 7 f c ’ n � ’ „ , ( g � ) 
The two eigenvalues of the above matrix 0 and 丑；^!’”. (1 + are 
both nonnegative. Thus the Hessian matrix is semidefinite. From the second 
order condition of the convex function, f{sk,n： ik,n) is convex. 
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2. All the inequality constraint functions are linear. So they are also convex. 
3. There is no equality constraint in the problem. 
Therefore, we can conclude that problem (3.36) is convex programming. 
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