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Existence results for the fractional Q-curvature
problem on three dimensional CR sphere
Chungen Liu and Yafang Wang
Abstract. In this paper the fractional Q-curvature problem on three dimensional CR
sphere is considered. By using the critical points theory at infinity, an existence result
is obtained.
1. Introduction and main result
The sphere S2n+1 is the boundary of the unit ball of Cn+1. It is a contact manifold
with a standard contact form θ1. We denote by (S
2n+1, θ) the contact sphere with its
contact form θ. Let K : S2n+1 → R be a C2 positive function. The prescribed Webster
scalar curvature problem on S2n+1 is to find suitable conditions on K such that K is the
Webster scalar curvature for some contact form θ˜ on S2n+1, CR equivalent to θ1. If we
set θ˜ = u
2
n θ1 , where u is a smooth positive function on S
2n+1, then the above problem is
equivalent to solving the following PDE:{
Lθ1u = Ku
1+ 2
n ,
u > 0,
where Lθ1 is the conformal Laplacian of S
2n+1.
In recent years, fractional calculus has attracted a lot of mathematicians’ interests.
The CR fractional sub-Laplacian P θ1γ (γ ∈ (0, 1)) is defined by Rupert L. Frank, Mari a
del Mar Gonzalez, Dario D. Monticelli, and Jinggang Tan in [22]. In the paper [22], it
was shown that one can treat the CR fractional sub-Laplacian as a boundary operator.
In [11], the CR fractional sub-Laplacian is viewed as intertwining operator.
On the CR sphere, the general intertwining operator P θ1γ is defined by the following
property:
|Jτ |
n+1+γ
2n+2 (P θ1γ ◦ F ) ◦ τ = P θ1γ
(
|Jτ |
n+1−γ
2n+2 (F ◦ τ)
)
, ∀τ ∈ Aut(S2n+1)
for each F ∈ C∞(S2n+1).
The first author is partially supported by the NSF of China (11471170, 10621101), 973 Program of
MOST (2011CB808002) and SRFDP.
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Given another conformal representative θ˜ = u
2
n+1−γ θ1 which identifies the CR structure
of S2n+1, the corresponding operator is defined by
P θ˜γ (φ) = u
−n+1+γ
n+1−γP θ1γ (uφ).
For (S2n+1, θ), we define its fractional Q-curvature as
Qθγ = P
θ
γ (1).
Let φ = 1,
P θ1γ (u) = u
n+1+γ
n+1−γP θ˜γ (1).
The fractional Q-curvature problem is that for a prescribed function K, whether there
is a positive function u such that Qθ˜γ = K with θ˜ = u
2
n+1−γ θ1. This problem is equivalent
to the existence of the following fractional nonlinear PDE:
P θ1γ u = Ku
n+1+γ
n+1−γ , u > 0 on S2n+1. (1.1)
The scalar curvature problem for the Riemannian manifolds has been extensively
studied, in dimension 2,3 (see [6],[16],[28]) as well as in high dimension ([9],[33]).
Fractional scalar curvature problem for the Riemannian manifolds has been studied by
[18],[17]. There are also many works on scalar curvature problem on CR mainfolds , see
[19],[25],[26],[36],[38]. In this paper, we study fractional Q-curvature problem on S3.
Let S˙γ(S2n+1) be the closure of C∞0 (S2n+1) with respect to the quadratic form∫
S2n+1
fP θ1γ fθ1 ∧ (dθ1)n,
Σ = {u ∈ S˙γ(S2n+1)|‖u‖ =
√∫
S2n+1
uPγuθ1 ∧ (dθ1)n = 1} and Σ+ = {u ∈ Σ|u > 0}.
For u ∈ S˙γ(S2n+1), we define
J(u) =
‖u‖2
(
∫
S2n+1
Ku
Q
n+1−γ θ1 ∧ (dθ1)n)
n+1−γ
n+1
.
If u is a critical point of the function J in Σ+, then v = (J(u))
n+1
2γ u is a solution of (1.1).
However, the functional J does not satisfy the Palais-Smale condition, that is to say there
exist critical points at infinity, which are the limits of noncompact orbits for the gradient
flow of −J . Thinking of these sequences as critical points, a natural idea is to expand the
functional J near the sets of such critical points.
In this paper we care the case n = 1. We state now the main result. If K : S3 → R is
a C2 positive function, we assume K satisfying condition:
each critical ponit ηi is a non degenerate critical ponit of K and ∆θ1K(ηi) 6= 0. (1.2)
Denote
I+ = {ηi ∈ S3 : ∇θ1K(ηi) = 0, −∆θ1K(ηi) > 0}.
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Assume that ♯I+ = m, ♯I+ is the cardinality of I+. For simplicity, we assume I+ =
{η1, η2, · · · , ηm}. For any l-element subset {ηi1 , · · · , ηil} of I+, 1 ≤ l ≤ m, we define
µτl =
∑l
j=1 ind(K, ηij) with τl = (i1, · · · , il).
Theorem 1.1. Let 2
3
6 γ < 1, assume K satisfies (1.2). Then the problem (1.1) has
a solution provided
m∑
l=1
∑
τl
(−1)µτl 6= −1.
We will prove the theorem by contradiction in section 5. Therefore we assume that
equation (1.1) has no solutions. Our proof is based on a technical Morse Lemma at
infinity; it relies the construction of a suitable pseudogradient for J . The (PS) condition
is satisfied along the decreasing flow lines of this pseudogradient, as long as these flow
lines stay out of the neighborhood of a finite number of critical points of K. Finally we
compute the contribution of some critical points at infinity to the changes of topology for
the level set of the functional, from this we can achieve a contradiction.
This paper is organized as follows. In the next section, we introduce preliminary
result and the general variational framework . In section 3, we give some expansions of
the functional and its gradient near the sets of its critical points at infinity. In section 4,
we establish the Morse lemma at infinity, which allows us to refine the expansion of the
function. In section 5, we give a proof of Theorem 1.1. In Appendices A-C, we show some
useful estimates which will be used in our proof of Theorem 1.1.
2. Preliminary results
The Heisenberg group H1 is a Lie group whose underlying manifold is R×R×R with
elements u = (x, y, t) and whose group law is
u ◦ u′ = (x, y, t) ◦ (x′, y′, t′) = (x+ x′, y + y′, t+ t′ + 2(x′y − xy′)) .
Alternatively, we can use complex coordinates z = x + iy to denote elements of
R× R ≃ C, so that the group law can be written as
(z′, t′) ◦ (z, t) = (z′ + z, t′ + t+ 2Im < z′, z >C),
for (z′, t′), (z, t) ∈ H1, and < ·, · >C is the standard Hermitian inner product in C.
The CR sphere S2n+1 = {ζ = (ζ1, · · · , ζn+1) ∈ Cn+1, |
∑n+1
j=1 |ζj|2 = 1}. The standard
Euclidean volume element of S2n+1 is denoted by dζ .
We introduce Cayley transform C between the Heisenberg group and the CR sphere.
C : Hn → S2n+1 \ (0, 0, · · · ,−1),
(z, t) 7→ ( 2z
1 + |z|2 + it ,
1 + |z|2 − it
1 + |z|2 + it ).
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The inverse is given by
C−1 : S2n+1 \ (0, 0, · · · ,−1)→ Hn,
ζ = (ζ1, · · · , ζn+1) 7→ ( ζ1
1 + ζn+1
, · · · , ζn
1 + ζn+1
, Im
1− ζn+1
1 + ζn+1
).
The Jacobian determinant of C is
|Jac(z, t)| = 2
2n+1
((1 + |z|2)2 + t2)n+1 .
For any λ > 0 the dilation λ : H1 → H1 is defined by λu = λ(x, y, t) = (λx, λy, λ2t)
and we denote the homogeneous norm on H1 by |u| = |(x, y, t)| = ((x2+y2)2+ t2)1/4. The
CR structure on H1 is given by the left invariant vector field:
X =
∂
∂x
+ 2y
∂
∂t
, Y =
∂
∂y
− 2x ∂
∂t
, T =
∂
∂t
.
The standard contact form θ0 = dt+ 2(xdy − ydx). Haar measure on H1 is the Lebesgue
measure du = dxdydt. Denote ∇θ0 = (X, Y, T ). In H1, Taylor polynomials can be written
in a special symmetric form. The expansions are similar to Taylor expansions in Rn but
are adjusted to compensate for the different Heisenberg structure. The following formula
from [10] gives the Taylor expansions based at the origin. Let f : H1 → R be a C2
functions. Let the origin be denoted by 0, p = (x, y, t) be an arbitrary point around 0.
Then,
f(p) = f(0) + x(Xf)(0) + y(Y f)(0) + t(Tf)(0) +
x2
2
(X2f)(0) +
y2
2
(Y 2f)(0)
+
xy
2
(XY f)(0) +
xy
2
(Y Xf)(0) + o(|p|2).
The sub-Laplacian on H1 is the second order differential operator
∆θ0 =
1
4
(X2 + Y 2).
On the CR sphere, the standard contact form θ1 = i
∑n+1
j=1 (ζjdζ¯j − ζ¯jdζj), the sub-
gradient is ∇θ1 and the sub-Laplacian is defined as
∆θ1 =
1
2
n+1∑
j=1
(TjT¯j + T¯jTj),
where
Tj =
∂
∂ζj
− ζ¯jR, R =
n+1∑
k=1
ζk
∂
∂ζk
.
The conformal sub-Laplacian on the sphere is defined as
Lθ1 = ∆θ1 +
1
4
.
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The peculiarity of Lθ1 is its direct relation with ∆θ0 via the Cayley transform:
∆θ0
(
(2|Jac|) 14 (F ◦ C)
)
= (2|Jac|) 34 (Lθ1F ) ◦ C, (2.1)
where F : S2n+1 → C is a smooth function.
The differences between the standard volume elements for S2n+1 and Hn and the
volume forms associated with the standard contact forms θ1, and θ0 of these two spaces
state as: ∫
S2n+1
Fθ1 ∧ (dθ1)n = 22n+1n!
∫
S2n+1
F dζ
=
∫
Hn
2|Jac|F ◦ Cθ0 ∧ (dθ0)n
= 22nn!
∫
Hn
2|Jac|F ◦ Cdu. (2.2)
We refer [11] for details.
We consider the CR fractional operators of order 2γ. For γ ∈ (0, 1), the symbol of the
operator on Hn is
P θ0γ = (2|T |)γ
Γ
(
1+γ
2
+
∆θ0
2|T |
)
Γ
(
1−γ
2
+
∆θ0
2|T |
) .
In particular, for γ = 1, P θ01 = ∆b is the CR Yamabe operator on H
n.
P θ0γ also satisfy (setting Q = 2n+ 2 and d = 2γ)
|Jh|
Q+d
2Q (P θ0γ ◦ f) ◦ h = P θ0γ (|Jh|
Q−d
2Q (f ◦ h)), ∀h ∈ Aut(Hn),
for each f ∈ C∞(Hn).
On the CR sphere, the general intertwining operator P θ1γ is defined by the following
property:
|Jτ |
Q+d
2Q (P θ1γ ◦ F ) ◦ τ = P θ1γ
(
|Jτ |
Q−d
2Q (F ◦ τ)
)
, ∀τ ∈ Aut(S2n+1),
for each F ∈ C∞(S2n+1).
Thus we have
P θ0γ
(
(2|Jac|)Q−d2Q (F ◦ C)
)
= (2|Jac|)Q+d2Q (P θ1γ F ) ◦ C. (2.3)
For more details, we refer to the well written paper [22] and [11].
It was proved by [24] that on Hn: for q = Q
n+1−γ
and any function f ∈ S˙γ(Hn), it
holds that
‖f‖2Lq(Hn) ≤
2n−γ−1−
2(n−1)γ
Q (πn+1)2γ/Q−1
(n!)2γ/Q−1
Γ((Q− 2γ)/2)Γ2((Q− 2γ)/4)
Γ2((Q− γ)/2)Γ(γ)
∫
Hn
fPγfdu (2.4)
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and all optimizers are translates, dilates or constant multiples of the function
δ(u) = δ(z, t) =
(
1
(1 + |z|2)2 + t2
)Q−2γ
4
.
We know that, for λ > 0, a ∈ H1 and some suitable choice of c0 = C(γ) > 0, the
function
δa,λ(u) = c0λ
2−γδ(λ(a−1u)) (2.5)
satisfies the Euler-Lagrangian equation for
P θ0γ u = u
2+γ
2−γ , u > 0 in H1. (2.6)
(2.6) is the fractional CR Yamabe equation introduced in [22]. (2.5) indicates that (2.6)
is invariant under the scaling and translations.
We introduce the function for each (ζ0, λ) ∈ S2n+1 × (0,+∞),
wζ0,λ(ζ) = |1 + ζn+1|−(2−γ)δC−1(ζ0),λ ◦ C−1(ζ). (2.7)
Using (2.2) and (2.3), we have∫
S3
w
2−γ
4
ζ0,λ
θ1 ∧ dθ1 =
∫
H1
δ
2−γ
4
a0,λ
θ0 ∧ dθ0,
and ∫
S3
wζ0,λP
θ1
γ wζ0,λθ1 ∧ dθ1 =
∫
H1
δa0,λP
θ0
γ δa0,λθ0 ∧ dθ0,
where a0 = C−1(ζ0), ξ = C−1(ζ). We also have P θ1γ wζ0,λ = w
2+γ
2−γ
ζ0,λ
.
For any ε > 0 and p > 1, we set
(α, g, λ) = (α1, · · · , αp, g1, · · · , gp, λ1, · · · , λp) ∈ (0,+∞)p × (S3)p × (0,+∞)p,
εij =
(
λi
λj
+
λj
λi
+ λiλjd(gi, gj)
2
)−(2−γ)
.
Let V (p, ε) be the subset of Σ+ of the following functions: u ∈ Σ+, ∃(α, g, λ), such that
‖u−
p∑
i=1
αiwgi,λi‖ < ε
and |J(u) 22−γα
2γ
2−γ
i K(gi) − 1| < ε, εij < ε,λi > ε−1. The set V (p, ε) has a simple inter-
pretation: It is a neighborhood of the critical points at infinity of the functional J on
Σ+.
Definition 2.1. [3] We will say that the Palais-Smale condition holds on flow-lines
in the V (p, ε) if, taking an initial data u0 in V (p, ε), with ε0 small enough (but fixed),
the solution u(s, u0) of the differential equation
∂u
∂s
= −∂J(u) with initial data u0 remains
outside a V (p, ε1), ε1 > 0, which depends only on u0.
The failure of (PS)condition is characterized as follows.
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Lemma 2.1. Assume that (1.1) has no solutions. Let {uk} ⊆ Σ+ be a sequence such
that J ′(uk) → 0 and J(uk) is bounded. Then there exists an integer p > 1, a positive
sequence εk → 0 and an extracted subsequence of {uk}, such that uk ∈ V (p, εk).
In order to prove Lemma 2.1, we introduce
I(u) =
1
2
‖u‖2 − 2− γ
4
∫
S3
Ku
4
2−γ θ1 ∧ dθ1.
Note that J ′(uk)→ 0 if and only if I ′(J(uk)
1
γ uk) → 0. Then we can follow the first part
of [12] by using the functional I. The proof is by now classical, we can also see [27].
We introduce the minimization problem for ε small enough
minu∈V (p,ε){‖u−
p∑
i=1
αiwgi,λi‖, αi > 0, gi ∈ S3, λi > 0}. (2.8)
Lemma 2.2. For any p > 1, there exists εp > 0 such that for any 0 < ε < εp and
u ∈ V (p, ε), the minimization problem (2.8) has a unique solution (α¯, g¯, λ¯). Denoting
v = u−∑pi=1 αiwgi,λi,v satisfies

〈v, wgi,λi〉 = 0
〈v, ∂wgi,λi
∂λi
〉 = 0
〈v, ∂wgi,λi
∂gi
〉 = 0 i = 1, · · · , p.
(2.9)
Here 〈·, ·〉 denote the inner product in S˙γ(S3) defined by
〈u, v〉 =
∫
S3
uP θ1γ vθ1 ∧ dθ1.
The proof of Lemma 2.2 follows from Appendix A in [5] with some modulations.
3. The expansion of the function J
Lemma 3.1. If ε > 0 small enough and u =
∑p
i=1 αiwgi,λi + v ∈ V (p, ε), v satisfies
(2.9), we have
J(u) =
∑p
i=1 α
2
iS(∑p
i=1 α
4
2−γ
i K(gi)
) 2−γ
2

1− 2− γ
2
c2
S
2
γ
p∑
i=1
α
4
2−γ
i ∆θ1K(gi)∑p
k=1 α
4
2−γ
k K(gk)λ
2
i
+(f, v) +Q(v, v) +O′(
∑
i 6=j
εij) + o(
p∑
i=1
1
λ2i
) + o(‖v‖2)
]
,
with
(f, v) =
−2∑p
k=1 α
4
2−γ
k K(gk)S
2
γ
∫
S3
K(ζ)
(
p∑
i=1
αiwgi,λi
) 2+γ
2−γ
vθ1 ∧ dθ1,
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Q(v, v) =
1∑p
k=1 α
2
kS
2
γ
‖v‖2
− 2 + γ
(2− γ)S 2γ ∑pk=1 α 42−γk K(gk)
∫
S3
K(ζ)
p∑
i=1
(αiwgi,λi)
2γ
2−γ v2.
Furthermore ‖f‖ is bounded by
‖f‖ = O
(
p∑
i=1
( |∇θ1K(gi)|
λi
+
1
λ2i
)
+
∑
i 6=j
εij(ln ε
−1
ij )
2−γ
2
)
.
The proof of this lemma is provided in Appendix A.
Now, we state the following two lemmas whose proof follow the arguments used to
prove similar statements in [6] (also in [3]); see the Appendix of [26] where some necessary
modifications are made.
Lemma 3.2. Q(v, v) is a quadratic form positively definite in
Hε(λ, a) = {v ∈ S˙γ(S3)| v satisfies (2.9), ‖v‖ 6 ε}.
One can follow the idea of the proof of Lemma A.2 in [6] to get a proof of this lemma.
We omit the details.
Lemma 3.3. For any u0 =
∑p
i=1 αiwgi,λi ∈ V (p, ε), there exists a unique v = v(α, g, λ)
which minimizes J(u0 + v) with respect to v ∈ Hε(λ, a) and we have estimate ‖v‖ =
O(‖f‖).
For a proof of Lemma 3.3, one may follow the idea and similar estimates in the proof
of Proposition 5.4 in [3](P191). We omit the details.
Since v is a minimizer, we have
(f, v) + 2Q(v, v) + o(‖v‖2) = 0.
It yields
(f, v) +Q(v, v) + o(‖v‖2) = Q(v − v, v − v)−Q(v, v) + o(‖v‖2).
From Lemma 3.1 and Lemma 3.3, we state the following lemma which improve the as-
ymptotic behavior of the function J .
Lemma 3.4. For any p > 1, there exists εp > 0 such that for u =
∑p
i=1 αiwgi,λi + v,
v ∈ Hε(λ, a), we have
J(u) =
∑p
i=1 α
2
iS(∑p
i=1 α
4
2−γ
i K(gi)
) 2−γ
2

1− 2− γ
2
c2
S
2
γ
p∑
i=1
α
4
2−γ
i ∆θ1K(gi)∑p
k=1 α
4
2−γ
k K(gk)λ
2
i
+Q(v − v, v − v)−Q(v, v) + o(‖v‖2) +O(
∑
i 6=j
εij) + o(
p∑
i=1
1
λ2i
)
]
.
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Lemma 3.5. Assume K be a C2 positive function satisfying condition (1.2). For any
u =
∑p
i=1 αiwgi,λi ∈ V (p, ε), the following estimate holds
J ′(u)
(
λj
∂wgj ,λj
∂λj
)
= 2λ(u)
[
−
∑
i 6=j
O′(λj
∂εij
∂λj
) +
2− γ
4
c2αj
∆θ1K(gj)
K(gj)λ2j
o(
1
λ2j
) + o(
∑
i 6=j
εij)
]
, (3.1)
J ′(u)
(
1
λj
∂wgj ,λj
∂gj
)
= −2λ(u)αjc2∇θ1K(gj)
K(gj)λj
+O
(∑
i 6=j
εij +
1
λ2j
)
. (3.2)
We will give the proof in Appendix B and Appendix C.
4. Morse lemma at infinity
This section is devoted to characterize the critical points at infinity associated to
problem (1.1). The characterization is obtained through the construction of a suitable
pseudogradient at infinity in the set V (p, ε), depending on a delicate expansion of the
gradient of J near infinity.
Theorem 4.1. There is a covering {Ol} and a subset of {(αl, gl, λl)} of the base space
for the bundle V (p, ε) and a diffeomorphism ξl : V (p, ε)→ V (p, ε′) for some ε′ > 0 with
ξl
(
p∑
i=1
αiwgi,λi + v(α, g, λ)
)
=
p∑
i=1
αiwg˜i,λ˜i
such that
J
(
p∑
i=1
αiwgi,λi + v
)
= J
(
p∑
i=1
αiwg˜i,λ˜i
)
+
1
2
J ′′
(
p∑
i=1
αiwgi,λi + v¯(α, g, λ)
)
Vl · Vl, (4.1)
where (α, g, λ) ∈ Ol, (α, g˜, λ˜) not depending on Ol, Vl orthogonal to wg˜i,λ˜i ,
∂w
g˜i,λ˜i
∂λ˜i
,
∂w
g˜i,λ˜i
∂g˜i
.
The proof of this theorem need some technical result. First we give the Morse lemma
at infinity by isolating the contribution of v − v.
Lemma 4.1. For any
∑p
i=1 αiwg¯i,λ¯i ∈ V (p, ε), let
(α¯, g¯, λ¯) = (α¯1, · · · , α¯p, g¯1, · · · , g¯p, λ¯1, · · · , λ¯p),
there is a neighborhood U of (α¯, g¯, λ¯) such that
J
(
p∑
i=1
αiwgi,λi + v
)
= J
(
p∑
i=1
αiwgi,λi + v¯(α, g, λ)
)
+
1
2
J ′′
(
p∑
i=1
α¯iwg¯i,λ¯i + v¯(α¯, g¯, λ¯)
)
V ·V
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for any u =
∑p
i=1 αiwgi,λi + v ∈ V (p, ε) with (α, g, λ) ∈ U , where V = V (α, g, λ, v) is a
C1 diffeomorphism that has range orthogonal to
p⋃
i=1
{
δg′i,λ′i,
∂δg′i,λ′i
∂λ′i
,
∂δg′i,λ′i
∂g′i
}
for any (α′, g′, λ′) ∈ U and ‖V ‖ = O(‖v − v¯(α¯, g¯, λ¯)‖).
The proof of Lemma 4.1 is similar to the proof of Lemma 3.2 in [9] for the Riemannian
manifold.
Lemma 4.2. Let K ∈ C2(S3) be a positive function satisfying condition (1.2). For any
u =
∑p
i=1 αiwgi,λi ∈ V (p, ε), ε small enough, Then there exists a vector filed W ′ so that
the following holds: there is a constant C > 0 such that
−J ′(u)(W ′) > C1
(
p∑
i=1
(
|∇θ1K(gi)|
λi
+
1
λ2i
) +
∑
i 6=j
εij
)
, (4.2)
−J ′(u+ v)
(
W ′ +
∂v
∂(α, g, λ)
(W ′)
)
> C1
(
p∑
i=1
(
|∇θ1K(gi)|
λi
+
1
λ2i
) +
∑
i 6=j
εij
)
, (4.3)
where C1 is a positive constant, ‖W ′‖ is bounded.
We remind that ∂v
∂(α,g,λ)
(W ) = ∂v
∂W
means the variation of v¯ along the direction W ,
where W =Wαδα +Wg · δg +Wλδλ is an increment in the (αi, gi, λi) space.
We define a set Ii for all i ∈ {1, · · · , p}. We divide it in three cases:
(1) For all i ∈ {1, · · · , p}, there exists a suitable constant C > 0 such that∑
j 6=i
εij 6
C
λ2i
. (4.4)
In this case, we define Ii = ∅ the empty set.
(2) λi is the largest concentration with∑
j 6=i
εij >
C
λ2i
, (4.5)
then in this case we define Ii = {i}.
(3) λi satisfies (4.5), but it is not the largest concentration, i.e., we have another j
such that λj > λi and λj satisfies (4.5). In this case we define
Ii =
{
k | λk > λi,
∑
j 6=k
εkj >
C
λ2k
}
. (4.6)
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Suppose Ii = {k1, k2, · · · , km} such that k1 = i and λk1 ≤ λk2 ≤ · · · ≤ λkm. We define
µks = 2
s−1, s = 1, · · · , m.
Claim. There holds∣∣∣∣J ′(u)
(
1
λi
∂wgi,λi
∂gi
)∣∣∣∣ + c′c
∑
k∈Ii
µkJ
′(u)
(
λk
∂wgk,λk
∂λk
)
> c
|∇θ1K(gi)|
λi
− 1
c
1
λ2i
, (4.7)
where c is the constant in (3.2) and c′ > 0 is a suitable constant.
Proof of the claim. In the case (1), by (3.2), we have∣∣∣∣J ′(u)
(
1
λi
∂wgi,λi
∂gi
)∣∣∣∣ > c |∇θ1K(gi)|λi −
1
c
(∑
j 6=i
εij +
1
λ2i
)
> c
|∇θ1K(gi)|
λi
− 1
c
1
λ2i
. (4.8)
In the case (2), then for λj > λi, there holds∑
k 6=j
εkj 6
C
λ2j
. (4.9)
Notice that
λi
∂εij
∂λi
= −(2 − γ)εij
(
1− 2λj
λi
ε
1
2−γ
ij
)
. (4.10)
If λi and λj are comparable or λj 6 λi (in this case, |λj/λi| ≤ C), then
λi
∂εij
∂λi
= −(2 − γ)εij(1 + o(1)). (4.11)
If they are not comparable, say λi = o(λj), then∣∣∣∣λi∂εij∂λi
∣∣∣∣ = O(εij) 6 Cλ2j = o(
1
λ2i
). (4.12)
Thus by (4.5), there holds
−
∑
j 6=i
λi
∂εij
∂λi
>
2− γ
2
∑
j 6=i
εij >
2− γ
2
C
λ2i
. (4.13)
Hence, by choosing a large C, it holds that
J ′(u)
(
λi
∂wgi,λi
∂λi
)
= 2λ(u)
[
O′(−
∑
j 6=i
λi
∂εij
∂λi
)
+
2− γ
4
c2αi
∆θ1K(gi)
K(gi)λ
2
i
(1 + o(1)) + o(
∑
j 6=i
εij)
]
> C0
∑
j 6=i
εij, (4.14)
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where C0 > 0 is a constant depending on γ. Then from the first inequality of (4.8) and
(4.14), we have∣∣∣∣J ′(u)
(
1
λi
∂wgi,λi
∂gi
)∣∣∣∣+ c′c J ′(u)
(
λi
∂wgi,λi
∂λi
)
> c
|∇θ1K(gi)|
λi
− 1
c
1
λ2i
, c′ =
1
C0
. (4.15)
In the case (3), by a simple computation, we observe that for s > t,
−µksλks
∂εkskt
∂λks
− µktλkt
∂εkskt
∂λkt
>
2− γ
2
εkskt(1 + o(1)). (4.16)
By using (3.1) and choosing a constant c′ which depends on γ, there holds∣∣∣∣J ′(u)
(
1
λi
∂wgi,λi
∂gi
)∣∣∣∣ + c′c
m∑
s=1
µksJ
′(u)
(
λks
∂waks ,λks
∂λks
)
> c
|∇θ1K(gi)|
λi
− 1
c
1
λ2i
. (4.17)
For a proof of (4.17), from (3.1), (4.10) and that the functional λ(u) has positive lower
bound, we have∑
k∈Ii
µkJ
′(u)
(
λk
∂wgk ,λk
∂λk
)
=
∑
k∈Ii
µk2λ(u)
[
−
∑
j 6=k
O′(λk
∂εkj
∂λk
) +
2− γ
4
c2αk
∆θ1K(gk)
K(gk)λ
2
k
+ o(
1
λ2k
) + o(
∑
j 6=k
εkj)
]
> cγ
∑
k∈Ii
∑
j 6=k
(
−µkλk ∂εkj
∂λk
)
+
∑
k∈Ii
µkλ(u)
(
2− γ
4
c2αk
∆θ1K(gk)
K(gk)λ2k
)
=
∑
k∈Ii,j∈Ii
∑
j 6=k
cγ
(
−µkλk ∂εkj
∂λk
− µjλj ∂εkj
∂λj
)
+
∑
k∈Ii,j /∈Ii
cγ
(
−µkλk∂εkj
∂λk
)
+
∑
k∈Ii
µkλ(u)
(
2− γ
4
c2αk
∆θ1K(gk)
K(gk)λ2k
)
> cγ
∑
k∈Ii,j∈Ii
∑
j 6=k
εkj +
∑
k∈Ii
µk

 ∑
λj6λkorλi∼λj
(
−λk ∂εkj
∂λk
)
+
∑
λk=o(λj),j /∈Ii
(
−λk ∂εkj
∂λk
)
+
∑
k∈Ii
µkλ(u)
(
2− γ
4
c2αk
∆θ1K(gk)
K(gk)λ
2
k
)
>
cγ
2
∑
k∈Ii
∑
j 6=k
εkj >
cγ
2
∑
k∈Ii
C
λ2k
,
where 0 < cγ < 1. In the last two estimates, we have used the inequalities (4.11) and
(4.12) and choose the constant C in (4.9) large enough. λi ∼ λj means that λi and λj are
comparable. It completes the the proof of claim.
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Proof of Lemma 4.2. For the sake of simplicity, we assume
λ1 6 · · · 6 λp.
We note that when we construct the vector field W ′ satisfying the estimate (4.2), then by
the same method as in [8] and [9], we can prove (4.3). So in the following we only need
to construct the vector field W ′ satisfies the inequality (4.2). We divide it into four cases.
Case 1. Suppose there holds
|∇θ1K(g1)|
λ1
>
2
c2λ21
. (4.18)
In this case, by (4.7) we have∣∣∣∣J ′(u)
(
1
λ1
∂wg1,λ1
∂g1
)∣∣∣∣ + c′c
∑
k∈I1
µkJ
′(u)
(
λk
∂wgk ,λk
∂λk
)
>
c
4
|∇θ1K(g1)|
λ1
+
1
4c
1
λ21
. (4.19)
Combined with (4.17), (4.19) and (3.1), for any i, we reach
Γi : = J
′(u)
(
λi
∂wgi,λi
∂λi
)
+
∣∣∣∣J ′(u)
(
1
λi
∂wgi,λi
∂gi
)∣∣∣∣+ c˜c
∑
k∈Ii
µkJ
′(u)
(
λk
∂wgk,λk
∂λk
)
+ 4
(∣∣∣∣J ′(u)
(
1
λ1
∂wg1,λ1
∂g1
)∣∣∣∣+ c˜c
∑
k∈I1
µkJ
′(u)
(
λk
∂wgk,λk
∂λk
))
> −
∑
j 6=i
O′(λi
∂εij
∂λi
) +
B
λ2i
(1 + o(1)) + o(
∑
j 6=i
εij) + c
|∇θ1K(gi)|
λi
− 1
c
1
λ2i
+ 4
(
c
4
|∇θ1K(g1)|
λ1
+
1
4c
1
λ21
)
> −
∑
j 6=i
O′(λi
∂εij
∂λi
) +
B
λ2i
+ c
|∇θ1K(gi)|
λi
+ o(
∑
j 6=i
εij). (4.20)
Here and in sequel we denote B > 0 a constant which may vary in different places,
We define νk = 2
k−1. By simple computation, we have
−
(
νjλj
∂εij
∂λj
+ νiλi
∂εij
∂λi
)
> Dγεij, if j > i, Dγ =
2− γ
2
.
So we get
p∑
i=1
νiΓi > B
∑
i 6=j
εij +
p∑
i=1
B
λ2i
+B
p∑
i=1
|∇θ1K(gi)|
λi
. (4.21)
This can be rewritten in the following form
J ′(u)
(
p∑
i=1
γiλi
∂wgi,λi
∂λi
)
+
p∑
i=1
βi
∣∣∣∣J ′(u)
(
1
λi
∂wgi,λi
∂gi
)∣∣∣∣ > B
(∑
i 6=j
εij +
p∑
i=1
1
λ2i
+
p∑
i=1
|∇θ1K(gi)|
λi
)
,
(4.22)
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where γi, βi are bounded nonnegative constants depending on µi, νi and γ.
We now define the vector field by
W ′ = −
(
p∑
i=1
γiλi
∂wgi,λi
∂λi
)
−
p∑
i=1
βi
(
J ′(u)
(
1
λi
∂wgi,λi
∂gi
))
· ∇θ1K(gi)|∇θ1K(gi)|
. (4.23)
From the estimate (4.22), we have (4.2).
Case 2. Suppose there holds
−
∑
j 6=1
O′(λ1
∂ε1j
∂λ1
) >
4(|∆θ1K(g1)|+ 1)
λ21
. (4.24)
In this case, as in (4.20) we define
Γi =J
′(u)
(
λi
∂wgi,λi
∂λi
)
+
∣∣∣∣J ′(u)
(
1
λi
∂wgi,λi
∂gi
)∣∣∣∣ + c˜c
∑
k∈Ii
µkJ
′(u)
(
λk
∂wgk ,λk
∂λk
)
+BJ ′(u)
(
λ1
∂wg1,λ1
∂λ1
)
. (4.25)
A similar construct of W ′ can be done and the proof of (4.2) is repeated as the case 1
word by word by some mirror modifications.
Case 3. Suppose there holds∑
j 6=i
εij >
C
λ21
, C a suitable constant. (4.26)
In this case, we define
Γi = J
′(u)
(
λi
∂wgi,λi
∂λi
)
+
∣∣∣∣J ′(u)
(
1
λi
∂wgi,λi
∂gi
)∣∣∣∣+ c˜c
∑
k∈Ii
µkJ
′(u)
(
λk
∂wgk,λk
∂λk
)
. (4.27)
Since there holds
−
p∑
i=1
νi
∑
j 6=i
O′(λi
∂εij
∂λi
) > B
∑
j 6=i
εij,
so we can define vector field W ′ and give a similar proof of (4.2) as in case 1.
Case 4. Suppose there holds∑
j 6=i
εij <
C
λ21
,
|∇θ1K(g1)|
λ1
<
2
c2λ21
. (4.28)
the above proof extends as follows.
Subcase 1. Suppose in the sequence λ1 6 · · · 6 λp, there exists i1 such that for some
0 ≤ r ≤ p− i1, there holds
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r∑
s=0
∑
j6i1+r,j 6=i1+s
εi1+r,j >
C
λ2i1
, or
|∇θ1K(gi1)|
λi1
>
2
c2λ2i1
. (4.29)
We note that for a choice of (i1, r0) satisfying (4.29), then all of (i1, r) with r0 ≤ r ≤ p− i1
satisfies (4.29). Similarly to the case 1 and case 3, we can define a vector field W (i1, r) in
spani1+ri=i1 {
∂wgi,λi
∂λi
,
∂wgi,λi
∂gi
} such that
‖W (i1, r)‖ 6 C
and
−J ′(u)W (i1, r) > B
(
r∑
s=0
∑
j6i1+r,j 6=i1+s
εi1+s,j +
r∑
s=0
1
λ2i1+s
+
r∑
s=0
|∇θ1K(gi1+s)|
λi1+s
− 1
c¯
r∑
s=0
∑
j>i1+r+1,
εi1+s,j
)
. (4.30)
Assume i1 is the smallest subscript satisfying (4.29). Then by choosing r = p− i1, we
have
−J ′(u)W (i1, p− i1) > B
(
p∑
k=i1,j 6=k
εjk +
∑
j>i1
1
λ2j
+
∑
j>i1
|∇θ1K(gj)|
λj
)
. (4.31)
If i1 = 1, we obtain the result of (4.2).
Otherwise, for integer l ∈ [1, i1), there holds∑
k>l
∑
j 6=k
εjk 6
C
λ2l
and
|∇θ1K(gl)|
λl
6
2
c2λ2l
. (4.32)
From (4.31) and (4.32), then (4.2) is true if
p∑
k=i1,j 6=k
εjk +
∑
j>i1
1
λ2j
+
∑
j>i1
|∇θ1K(gj)|
λj
≥ B
λ21
for some B > 0. (4.33)
If (4.33) is not hold, then there holds
p∑
k=i1,j 6=k
εjk +
∑
j>i1
1
λ2j
+
∑
j>i1
|∇θ1K(gj)|
λj
= o
(
1
λ21
)
. (4.34)
Combining with (4.32), we have for j 6 i1 − 1,
λj|∇θ1K(gj)| 6
2
c2
, |∇θ1K(gj)| = o(1).
These imply that: for j 6 i1 − 1, gj is close to a critical point of K which we denoted by
ηj, λjd(gj , ηj) = O(1).
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If i 6 i1 − 1, j 6 i1 − 1, ηi = ηj , we have
|inf(λi, λj)d(gi, gj)| = O(1).
So if j < i,
o(1) = εij > C(
λj
λi
)2−γ and εij 6
C
λ2i
= o(
1
λ2j
)
and for 1 < j ≤ i1 − 1 the holds 1λ2j = o(
1
λ21
). If i 6 i1 − 1, j 6 i1 − 1, ηi 6= ηj, we have
εij = O(
1
λiλj
)2−γ = o(
1
λ21
).
Thus together with (4.34), we have ∑
i 6=j
εij = o(
1
λ21
).
Combining (4.32) and (4.34), we have
p∑
i=1
|∇θ1K(gi)|
λi
=
∑
i>i1
|∇θ1K(gi)|
λi
+
∑
i<i1
|∇θ1K(gi)|
λi
6
c
λ21
.
So
1
λ21
> B
(
p∑
i=1
|∇θ1K(gi)|
λi
+
p∑
i=1
1
λ2i
+
∑
i 6=j
εij
)
.
Since g1 is close to a critical point of K which we denoted by η1 and ∆θ1K(η1) 6= 0,
we get
−J ′(u)
(
λ1
∂wg1,λ1
∂λ1
)
= O′(
∑
j 6=1
λ1
∂ε1j
∂λ1
)− c∆θ1K(η1)
λ21
(1 + o(1))
= −c∆θ1K(η1)
λ21
+ o(
1
λ21
).
If −∆θ1K(η1) > c > 0, it holds that
−J ′(u)
(
λ1
∂wg1,λ1
∂λ1
)
= −c∆θ1K(η1)
λ21
+ o(
1
λ21
)
> c′
(
p∑
i=1
|∇θ1K(gi)|
λi
+
p∑
i=1
1
λ2i
+
∑
i 6=j
εij
)
.
Now we define the vector field
W ′ = λ1
∂wg1,λ1
∂λ1
, (4.35)
which satisfies (4.2).
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If −∆θ1K(η1) 6 −c < 0, we define
W ′ = −λ1∂wg1,λ1
∂λ1
, (4.36)
which also satisfies (4.2).
Subcase 2. Assume that indices i1 satisfying (4.29) do not exist, i.e., for any l ∈ {1, · · · , p}
p∑
k=l
∑
i 6=k
εik 6
C
λ2l
and
|∇θ1K(gl)|
λl
6
2
c2λ2l
. (4.37)
By a direct argument, when i < j, ηi = ηj , we get
inf(λi, λj)d(gi, gj) = O(1).
Thus under the condition (4.37), for some i < j
o(1) = εij > C(
λi
λj
)2−γ and εij 6
C
λ2j
= o(
1
λ2i
).
The construct of vector field is same as (4.35) or (4.38) in the previous subcase. In fact, we
have reach that if two λ’s for example λi and λj are not comparable, the vector fieldW
′ can
be defined to satisfy (4.2). So in this subcase, we can assume that infi 6=jd(gi, gj) > d0 > 0
and all the λ’s are comparable. Thus we have∑
j 6=i
λi
∂εij
∂λi
=
∑
j 6=i
−(2− γ)εij(1 + o(1)) = o( 1
λ21
).
Therefore, we have
−J ′(u)
(
λi
∂wgi,λi
∂λi
)
= −c∆θ1K(ηi)
λ2i
+ o(
1
λ2i
).
If for some ηi satisfies −∆θiK(ηi) 6 −c < 0, we define
W ′ = −λi∂wgi,λ1
∂λi
. (4.38)
If for all ηi, −∆θiK(ηi) > c > 0, Now the construct of vector field is same as
W ′ =
p∑
i=1
λi
∂wgi,λi
∂λi
.
Since in the cases 1-4, we can adjust some constants to insure that the union of these
four case is the whole discussed space, by using a partition of unity, we can define the
final vector field W ′ satisfying (4.2) at all. The proof of Lemma 4.2 is complete.

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Lemma 4.3. For any u =
∑p
i=1 αiwgi,λi ∈ V (p, ε′)(ε′ < ε2), there exist g˜ = (g˜1, · · · , g˜p)
and λ˜ = (λ˜1, · · · , λ˜p) such that
J
(
p∑
i=1
αiwgi,λi + v¯(α, g, λ)
)
= J
(
p∑
i=1
αiwg˜i,λ˜i
)
(4.39)
and the following two statements∑
i 6=j
ε˜ij +
p∑
i=1
1
λ˜2i
→ 0⇐⇒
∑
i 6=j
εij +
p∑
i=1
1
λ2i
→ 0, (4.40)
d(g˜i, gi)→ 0 as
∑
i 6=j
εij +
p∑
i=1
1
λ2i
→ 0. (4.41)
Proof. The proof is similar to the one given in [9] and [26].
By lemma 4.2, the vector field W ′ is Lipschitz. Hence, there is a 1-parameter group
hs generated by W
′ satisfying{
∂
∂s
hs(
∑p
i=1 αiwgi,λi) = W
′ (hs(
∑p
i=1 αiwgi,λi)) ,
h0(
∑p
i=1 αiwgi,λi) =
∑p
i=1 αiwgi,λi.
For different critical points η′is of K with −∆θ1K(ηi) > c > 0, i ∈ {1, · · · , p} and δ <
1
2
min{dist(ηi, ηj)}, we define Vδ(η1, · · · , ηp) to be the set of (g, λ) satisfying gi ∈ Bδ(ηi),
i = 1, · · · , p.
J (hs(
∑p
i=1 αiwgi,λi)) and J (hs(
∑p
i=1 αiwgi,λi + v¯(s))) are decreasing functions of s.
Since J(
∑p
i=1 αiwgi,λi+v¯) 6 J(
∑p
i=1 αiwgi,λi), there is at most one solution of the equation
J
(
hs
(
p∑
i=1
αiwgi,λi
))
= J
(
p∑
i=1
αiwgi,λi + v¯
)
. (4.42)
By using Lemma 4.2 and a similar proof as in [6], we can see that the flow line
hs(
∑p
i=1 αiwgi,λi) satisfies the (PS) condition if u0 =
∑p
i=1 αiwgi,λi /∈ Vδ(η1, · · · , ηp). i.e.,
for a small fixed ε0 > 0, there is ε1 > 0 such that hs(
∑p
i=1 αiwgi,λi) remains outside
V (p, ε1) when s ≥ ε0.
The cases in which there could be no solution of (4.42) are hs (
∑p
i=1 αiwgi,λi) exits
from V (p, ε1) or the decreasing flow goes to critical points at infinity.
If hs (
∑p
i=1 αiwgi,λi) exits from V (p, ε1), the flow line have to travel from V (p,
ε1
2
) to
V (p, ε1). By Lemma 4.2,
∂
∂s
J (hs (
∑p
i=1 αiwgi,λi)) is lower bounded by a constant δ1 >
0 and d(∂V (p, ε1), ∂V (p,
ε1
2
)) = δ2 > 0. Since ‖W ′‖ 6 C, then J (hs (
∑p
i=1 αiwgi,λi))
decreases at least δ1δ2
C
. However,
J
(
p∑
i=1
αiwgi,λi
)
− J
(
p∑
i=1
αiwgi,λi + v¯
)
→ 0, ε→ 0.
We can choose ε > 0 sufficiently small, there is a solution of (4.42).
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If
∑p
i=1 αiwgi,λi ∈ Vε(η1, · · · , ηp), by Lemma 4.2, it will take an infinity time for the
flow to go to infinity. Therefore, at least for a subsequence sk,sk → +∞,
εij(sk) +
p∑
i=1
1
λ2i
(sk)→ 0.
This implies v¯(sk)→ 0 and J (u(sk))− J (u¯(sk))→ 0. Thus
liminfs→+∞J(u(s)) = liminfs→+∞J(u¯(s)) < J(u¯).
By continuity, (4.42) must have a solution.
Similarly, we consider the vector field −W ′ and the flow line h−s(
∑p
i=1 αiwg˜i,λ˜i). It is
easy to know that there is a unique solution for
J
(
h−s(
p∑
i=1
αiwg˜i,λ˜i) + v¯(h−s(
p∑
i=1
αiwg˜i,λ˜i))
)
= J
(
p∑
i=1
αiwg˜i,λ˜i
)
.
Set
hs
(
p∑
i=1
αiwgi,λi
)
=
p∑
i=1
αiwgi(s),λi(s),
and take (g˜i, λ˜i) = (gi(s), λi(s)), we have (4.39).
As for (4.40) and (4.41), we note that
W ′ =
p∑
i=1
αi
(
1
λi(s)
∂wgi(s),λi(s)
∂gi(s)
)
(λi(s)g˙i(s)) +
p∑
i=1
αi
(
λi(s)
∂wgi(s),λi(s)
∂λi(s)
)
λ˙i(s)
λi(s)
,
where g˙i(s) and λ˙i(s) denote the action of W
′ on the variables gi and λi. We have
|λig˙i| 6 C,| λ˙iλi | 6 C, i = 1, · · · , p. Then∣∣∣∣∂εij(s)∂s
∣∣∣∣ =
∣∣∣∣∂εij∂λi
∂λi(s)
∂s
+
∂εij
∂λj
∂λj(s)
∂s
+
∂εij
∂gi
∂gi(s)
∂s
+
∂εij
∂gj
∂gj(s)
∂s
∣∣∣∣ 6 Cεij(s).
Thus,
e−Csεij 6 εij(s) 6 e
Csεij, e
−Cs 6
λi(s)
λi(0)
6 eCs, |gi(s)− gi| 6 e
Cs
λi(0)
.
Since the s satisfying (4.42) is bounded, we get (4.40) and (4.41). 
Following from Lemma 4.3, for any ε1 > 0 small, there are ε > 0 and ε2 > 0 such that
V (p, ε)
hs−→ V (p, ε1) h−s−−→ V (p, ε2) ⊇ V (p, ε1).
From Lemma 4.1, Lemma 4.3 and this fact, we can proof Theorem 4.1.
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5. The proof of main theorem
For technical reasons, we introduce for ε0 > 0 small enough, the following subset of Σ
as Vε0(Σ
+) = {u ∈ Σ, |u−|
L
4
2−γ
< ε0}.
By Theorem 4.1, there is a covering {Ol} of the base space of the bundle V (p, ε) such
that Theorem 4.1 holds on each {Ol}. For u =
∑p
i=1 αiwgi,λi + v ∈ V (p, ε), we consider
transformation of coordinates ϕ : (α, g, λ, v)→ (α, g˜, λ˜, Vl), so that (4.1) holds.
We first define a vector field on V (p, ε) by using a partition of unity ηl on the base
space of (α, g˜, λ˜, V ) as X = W −∑ml=1 ηlVl, where W (α, g˜, λ˜, Vl) = W ′(α, g˜, λ˜). Then the
vector field in the variables (α, g, λ, v) is defined as Z = X ◦ ϕ. By direct computation,
in every open set Ol we have
−J ′
(
p∑
i=1
αiwgi,λi + v
)
(Z) = −J ′
(
p∑
i=1
αiwg˜i,λ˜i
)
(W ′) + J ′′ (u0)Vl · Vl +O(‖v‖2),
where u0 =
∑p
i=1 αiwgi,λi + v¯(α, g, λ).
We remind that Vl orthogonal to wgi,λi,
∂wgi,λi
∂λi
,
∂wgi,λi
∂gi
, so by computation,
J ′′ (u0)Vl · Vl = 2λ(u0)||Vl||2 − 4λ(u0)
4−γ
2−γ
∫
S3
Pγu0Vl
∫
S3
Ku
2+γ
2−γ
0 Vl
+
4(4− γ)
2− γ λ(u0)
6−γ
2−γ
(∫
S3
Ku
2+γ
2−γ
0 Vl
)2
− 2(2 + γ)
2− γ λ(u0)
4−γ
2−γ
∫
S3
Ku
2γ
2−γ
0 V
2
l .
Using the estimates in Appendix A and Q(v, v) is positive definite, we obtain J ′′ (u0)Vl ·Vl
is positive definite. So in V (p, ε), if ε small enough, there holds
−J ′
(
p∑
i=1
αiwgi,λi + v
)
(Z) ≥ C
(
p∑
i=1
(
|∇θ1K(g˜i)|
λ˜i
+
1
λ˜2i
) +
∑
i 6=j
ε˜ij
)
.
We now suppose that the functional J has no critical point and there holds ‖J ′(u)‖ ≥
Cε > 0 for u /∈ V (p, ε2). On V (p, ε2), define the vector field −J ′, and then also via a
partition of unity of the two sets V (p, ε) and V (p, ε
2
) to build a global vector field Z¯(u)
on Vε0(Σ
+) from Z and −J ′. It is easy to see
−J ′(u)(Z¯) > C
(
p∑
i=1
(
|∇θ1K(g˜i)|
λ˜i
+
1
λ˜2i
) +
∑
i 6=j
ε˜ij
)
.
It is important to insure that any flow line generated by the vector field Z¯ with initial
condition u ∈ Vε0(Σ+) remains in Vε0(Σ+). We have the following lemma.
Lemma 5.1. Vε0(Σ
+) is invariant under the flow generated by Z¯(u) .
Proof. It is sufficient to prove that Vε0(Σ
+) is invariant under the negative gradient flow
of J .
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Suppose u0 ∈ Vε0(Σ+),{
du(s)
ds
= −2λ(u(s))u(s) + 2λ(u(s)) 4−γ2−γP−1γ Ku(s)
2+γ
2−γ ,
u(0) = u0.
Then
e
∫ s
0
2λ(u(t))dtu(s) = u0 +
∫ s
0
e
∫ t
0
2λ(u(ζ))dζ2λ(u(t))
4−γ
2−γP−1γ Ku(t)
2+γ
2−γ dt.
Therefore,
u(s) = e−
∫ s
0 2λ(u(t))dtu+0 + e
−
∫ s
0 2λ(u(t))dt
∫ s
0
e
∫ t
0 2λ(u(ζ))dζ2λ(u(t))
4−γ
2−γP−1γ Ku(t)
2+γ
2−γ dt
− e−
∫ s
0 2λ(u(t))dtu−0 .
Hence,
u−(s) 6 e−
∫ s
0 2λ(u(t))dtu−0 .
Set
f(s) = e−
4
2−γ
∫ s
0
2λ(u(t))dt|u−0 |
4
2−γ
L
4
2−γ
.
Then |u−(s)|
4
2−γ
L
4
2−γ
6 f(s),
f ′(s) = − 8λ
2 − γ e
− 4
2−γ
∫ s
0
2λ(u(t))dt|u−0 |
4
2−γ
L
4
2−γ
6 0.
Therefore,
|u(s)−|
L
4
2−γ
< ε0 for all s > 0.

Next, we study the concentration phenomenon of the functional J .
Lemma 5.2. Assume that (1.1) has no solution. Then, the set of critical point at
infinity of J in Σ+ lie in ∪mp=1Vδ(η1, · · · , ηp).
Proof. From the fact that outside ∪pV (p, 34ε), −J ′(u)(Z¯) > C and lemma 2.1, we know
that if u0 ∈ Vε0(Σ+), there is p ∈ N∗ and s0 > 0 such that if η(s, u0) denotes the flow line
of the vector field Z with initial condition u0, that is η(s, u0) satisfies{
∂
∂s
η(s, u0) = Z¯ (η(s, u0)) ,
η(0, u0) = u0,
η(s, u0) is in V (p,
3
4
ε) for s > s0, since in ∈ Vε0(Σ+), J(u) > 0.
Assume that for any s > s0, η(s, u0) is in V (p,
3
4
ε) but outside Vδ(η1, · · · , ηp). It means
that η(s, u0) satisfies (PS) condition for s > s0. By the construction of the vector fieldW
′,
in all the cases of the vector field defined with negative coefficients in direction λ’s, then
we have λmax = maxi=1,··· ,pλi(s) 6 c, where c depends only on (s0, u0). But in the cases
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of W ′ being defined by W ′ = λ1
∂wg1,λ1
∂λ1
, then λ1 is not comparable with λi for i ≥ 2, then
λ1(s) < λ2 ≤ · · · ≤ λp since the vector field does not increase the variables λi for i ≥ 2(in
fact λi(s) = λi(0)). In these cases, all λ’s are bounded as well. The only case is that
the λ’s are comparable, gi and gj converges to the different critical points ηi 6= ηj for all
i 6= j. This is the case that the flow line entries the set Vδ(η1, · · · , ηp). If η(s, u0) remains
out of Vδ(η1, · · · , ηp), then, −J ′(η(s, u0))(Z¯(s, u0)) > C since {αi 6 c, λi 6 c, gi ∈ S3} is a
compact set. Hence, J (η(s, u0)) = J (η(0, u0)) +
∫ s
0
J ′(u)Z¯(u) 6 J (η(0, u0))− C(s− s0)
tends to −∞, when s→ +∞, a contradiction to the fact that J is lower bounded. 
Lemma 5.3. For any u =
∑p
i=1 αiwgi,λi + v in Vδ(η1, · · · , ηp), we have the following
expansion of J(u) after changing the variables:
J(u) = S
(
p∑
i=1
1
K(ηβi)
2−γ
γ
)γ
2
(
1− |h|2 +
p∑
i=1
(|g+i |2 − |g−i |2) + c
p∑
i=1
1
λ2i
+ ‖V ‖2
)
,
where g+i , g
−
i are the coordinates of gi near ηβi along the stable and unstable manifold for K
and h = (h1, · · · , hp−1) ∈ Rp−1 with hi = hi(α1, · · · , αp), i = 1, · · · , p− 1 are independent
functions.
Proof. From Lemma 3.1 and Theorem 4.1, we have
J(u) =
∑p
i=1 α
2
iS(∑p
i=1 α
4
2−γ
i K(gi)
) 2−γ
2

1− 2− γ
2
c2
S
2
γ
p∑
i=1
α
4
2−γ
i ∆θ1K(gi)∑p
k=1 α
4
2−γ
k K(gk)λ
2
i


+O(
∑
i 6=j
εij) + o(
p∑
i=1
1
λ2i
) +
1
2
J ′′
(
p∑
i=1
αiwgi,λi + v¯(α, g, λ)
)
Vl · Vl,
From the proof of Lemma 4.2, we have |∇θ1K(gi)| = o(1), εij = o( 1λ2i ),
|J(u) 2−γ2 α
2γ
2−γ
i K(gi) − 1| < ε, the expansion of the functional J can be rewritten as
follows:
J(u) =
∑p
i=1 α
2
i(∑p
i=1 α
4
2−γ
i K(gi)
) 2−γ
2

S + c
S
2
γ
∑p
k=1
1
K(gk)
2−γ
γ
p∑
i=1
−∆θ1K(gi)
K(gi)
2
γλ2i
+ o(
p∑
i=1
1
λ2i
)


+
1
2
J ′′
(
p∑
i=1
αiwgi,λi + v¯(α, g, λ)
)
Vl · Vl.
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Except the term
g(α, g) =
∑p
i=1 α
2
i(∑p
i=1 α
4
2−γ
i K(gi)
) 2−γ
2
,
all others are positive on the right hand side of the above equality. Since g(α, g) is
homogeneous in the variable α, we have a degenerated critical point (α¯1, · · · , α¯p) which
satisfies
α¯2iK(gi)
α¯2jK(gj)
= 1.
This critical point has an index equal to p − 1 (since the critical point corresponds to a
maximum),
On the other hand, g(α, g) has a single critical point η = (ηβ1, ηβ2 , · · · , ηβp) in the g
variable. Thus, using the Morse lemma, after a change of variables, we have have the
following normal form,
J(u) =
(
p∑
i=1
1
K(ηβi)
2−γ
γ
) γ
2
(
S − |h|2 +
p∑
i=1
(|g+i |2 − |g−i |2) + c
p∑
i=1
1
λ2i
)
+ ‖V ‖2.

For any l-tuple τl = (i1, · · · , il), 1 6 ij 6 m1, j = 1, · · · , l, let c(τl) =(∑l
j=1
1
K(ηij )
2−γ
γ
) γ
2
denote the associated critical value. We only consider a simple situ-
ation, where for any τ 6= τ ′, c(τ) 6= c(τ ′), and thus order as c(τ1) < · · · < c(τk0).
From Lemma 5.3 and a deformation lemma (see [3] and [7]) or directly the critical
group theory (see [14]), we have
Lemma 5.4. If c(τl−1) < a < c(τl) < b < c(τl+1), for any coefficient group G, then
Hq(Jb, Ja) =
{
0, q 6= k(τl),
G, q = k(τl),
where k(τl) = 4l − 1−
∑l
j=1 ind(K, ξij).
If X is a topological set, then χ(X) is its Euler-Poincare characteristic with rational
coefficients.
Proof of the theorem. Since we assumed that (1.1) has no solution, Vε0(Σ
+) is retract by
deformation of Σ+. Σ+ is contractible, so χ(Vε0(Σ
+)) = 1. By Lemma 5.4 and the Morse
lemma, we have
χ(Vε0(Σ
+)) =
m1∑
l=1
∑
τl=(i1,··· ,il),ηij∈I
+
(−1)4l−1−
∑l
j=1 ind(K,ηij )
is a contradiction. Therefore, (1.1) has a solution u0 ∈ Vε0(Σ+).
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We claim that u0 > 0, when ε0 is small enough. Otherwise, we can write u0 = u
+
0 −u−0 .
Multiplying equation (1.1) by u−0 and integrating, using the fact that u0 ∈ Vε0(Σ+), we
derive
||u−0 ||2 6 C1|u−0 |
4
2−γ
L
4
2−γ
6 C2||u−0 ||
4
2−γ .
Hence , either u−0 = 0, or ||u−0 || > C , where C > 0. Thus we have a contradiction with
ε0 small enough. Therefore u
−
0 = 0 and u0 > 0.
6. Appendix
We first introduce some well-known inequalities which are from Taylor expansion and
some computations.
Lemma 6.1. For α > 3, there exists a constant M > 0, such that for any (a, b) ∈ R2,
there holds∣∣∣∣(a+ b)α − aα − αaα−1b− α(α− 1)2 aα−2b2
∣∣∣∣ 6 M(|b|α + |a|α−3inf(|a|3, |b|3)). (6.1)
In the following four lemmas, we assume α > 0.
Lemma 6.2. [3] There exists a constantM , such that for any (a, b) ∈ R2, a > 0, a+b >
0, ∣∣(a+ b)α − aα − αaα−1b∣∣ 6 M(|b|α + |a|α−2inf(a2, b2)). (6.2)
Lemma 6.3. [3] There exists a constant M , such that for any (a1, · · · , ap) ∈ Rp,∣∣∣∣∣
(
p∑
i=1
ai
)α
−
p∑
i=1
aαi
∣∣∣∣∣ 6M
∑
i 6=j
|ai|α−1inf(|ai|, |aj|). (6.3)
Lemma 6.4. [3] There exists a constant M , such that for any (a1, · · · , ap) ∈ Rp,∣∣∣∣∣
(
p∑
i=1
ai
)α
−
p∑
i=1
aαi − α
∑
i 6=j
aα−1i aj
∣∣∣∣∣ 6M
(∑
i 6=j
sup(|ai|α−2, |aj|α−2)inf(a2i , a2j) (6.4)
+
∑
i 6=j
inf(|ai|α−1, |aj|α−1)sup(|ai|, |aj|)
)
.
Lemma 6.5. [3] There exists a constant M , such that for any (a1, · · · , ap) ∈ Rp,∣∣∣∣∣
(
p∑
i=1
ai
)α
−
p∑
i=1
aαi − αaα−1i0
∑
i 6=i0
ai
∣∣∣∣∣ 6M
( ∑
i 6=i0,i 6=k
|ai|α−1inf(|ai|, |ak|) (6.5)
+
∑
i 6=i0
|ai0|α−2inf(a2i0 , a2i ) +
∑
i 6=i0
inf(|ai0|α−1, |ai|α−1)
∑
i 6=i0
|ai|
)
.
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6.1. Appendix A. We set
J(u) =
‖u‖2(∫
S3
K(ζ)u
4
2−γ θ1 ∧ dθ1
) 2−γ
2
=
N
D
.
We first expand the numerator N as follows,
N = ‖u‖2 =
∫
S3
P θ1γ uuθ1 ∧ dθ1
=
∫
S3
P θ1γ (
p∑
i=1
αiwgi,λi + v)(
p∑
i=1
αiwgi,λi + v)θ1 ∧ dθ1
=
p∑
i=1
α2i
∫
S3
P θ1γ wgi,λiwgi,λiθ1 ∧ dθ1 +
∑
i 6=j
αiαj
∫
S3
P θ1γ wgi,λiwgj ,λjθ1 ∧ dθ1
+
∫
S3
P θ1γ vvθ1 ∧ dθ1,
all the other terms are zero since v satisfies conditions. From now on, we denote
ai = C−1(gi), ξ = C−1(ζ).
Lemma A.1 We have
∫
S3
P θ1γ wgi,λiwgi,λiθ1 ∧ dθ1 =
∫
H1
P θ0γ δai,λiδai,λiθ0 ∧ dθ0 = S
2
γ ,
where S is the sharp Sobolev constant given by
S = infu∈S21(H1)
∫
H1
Pγuuθ0 ∧ dθ0
(
∫
H1
u2∗θ0 ∧ dθ0) 22∗
, 2∗ =
4
2− γ .
Lemma A.2 It holds that for i 6= j
∫
S3
w
2+γ
2−γ
gi,λi
wgj ,λjθ1 ∧ dθ1 = O′(εij).
Here O′(~) means that when |~| << 1, there exist two constants C1, C2 > 0 such that
C1~ 6 O
′(~) 6 C2~.
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Proof. Let ξ = (x, y, t), ai = (xi, yi, ti) ∈ H1.
I =
∫
S3
w
2+γ
2−γ
gi,λi
wgj ,λjθ1 ∧ dθ1
=
∫
H1
δ
2+γ
2−γ
ai,λi
δaj ,λjθ0 ∧ dθ0
= c
4
2−γ
0
∫
H1
λ2+γi λ
2−γ
j
θ0 ∧ dθ0
((1 + λ2i |x− xi|2 + λ2i |y − yi|2)2 + λ4i (t− ti + 2xiy − 2xyi)2)
2+γ
2
× 1(
(1 + λ2j |x− xj |2 + λ2j |y − yj|2)2 + λ4j(t− tj + 2xjy − 2xyj)2
) 2−γ
2
= c
4
2−γ
0
∫
H1
(
λj
λi
)2−γ
θ0 ∧ dθ0
((1 + |x|2 + |y|2)2 + t2) 2+γ2 f1(x, y, t)2−γ
,
where
f1(x, y, t)
2 =
(
1 + (
λj
λi
)2(|x+ λi(xi − xj)|2 + |y + λi(yi − yj)|2)
)2
+ (
λj
λi
)4
(
t+ λ2i (ti − tj + 2xjyi − 2xiyj) + 2λi(yi − yj)x− 2λi(xi − xj)y
)2
.
Let µ=max( λi
λj
,
λj
λi
, λiλj|dij|2), where
dij = d(ai, aj) =
(
((xi − xj)2 + (yi − yj)2)2 + (ti − tj + 2xjyi − 2xiyj)2
) 1
4 .
First we assume µ = λi
λj
, If |ξ| 6 1
4
λi
λj
, we use Taylor expansions in H1,
f1(x, y, t) = g1
[
1 + g−11 Xf(0)x+ g
−1
1 Y f(0)y + g
−1
1 T0f(0)t+O((
λj
λi
)2|ξ|2)
]
.
Denote
g1 =
(
(1 + λ2j |xi − xj |2 + λ2j |yi − yj|2)2 + λ4j(ti − tj + 2xjyi − 2xiyj)2
) 1
2
So
f1(x, y, t)
−(2−γ) = g
−(2−γ)
1
[
1− (2− γ)g−11 Xf(0)x− (2− γ)g−11 Y f(0)y
− (2− γ)g−11 T0f(0) t +O((
λj
λi
)2|ξ|2)
]
.
Thus it yields∫
B(0, 1
4
λi
λj
)
θ0 ∧ dθ0
((1 + |x|2 + |y|2)2 + t2) 2+γ2
=
∫
H1
θ0 ∧ dθ0
((1 + |x|2 + |y|2)2 + t2) 2+γ2
+O((
λj
λi
)2γ),
∫
B(0, 1
4
λi
λj
)
x
((1 + |x|2 + |y|2)2 + t2) 2+γ2
θ0 ∧ dθ0 = 0
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B(0, 1
4
λi
λj
)
y
((1 + |x|2 + |y|2)2 + t2) 2+γ2
θ0 ∧ dθ0 = 0
∫
B(0, 1
4
λi
λj
)
t
((1 + |x|2 + |y|2)2 + t2) 2+γ2
θ0 ∧ dθ0 = 0
∫
B(0, 1
4
λi
λj
)
|ξ|2
((1 + |x|2 + |y|2)2 + t2) 2+γ2
θ0 ∧ dθ0 = O((λi
λj
)2−2γ),
We remind that Bc(0, 1
4
λi
λj
) = {ξ ∈ H1, | |ξ| > 1
4
λi
λj
}. Since f1(x, y, t) > 1, we have∫
Bc(0, 1
4
λi
λj
)
1
((1 + |x|2 + |y|2)2 + t2) 2+γ2 f(x, y, t) 2−γ2
θ0 ∧ dθ0 = O((λj
λi
)2γ).
Hence when εij goes to zero, we have
I = c
4
2−γ
0
∫
H1
θ0 ∧ dθ0
((1 + |x|2 + |y|2)2 + t2) 2+γ2
(
λj
λi
)2−γg
−(2−γ)
1 +O((
λj
λi
)2+γ)
= O′(εij).
The case µ =
λj
λi
is similar to the case µ = λi
λj
.
Then we consider the third case µ = λiλj |dij|2. In this case,
I = c
4
2−γ
0
∫
H1
θ0 ∧ dθ0
((1 + |x|2 + |y|2)2 + t2) 2+γ2 f2(x, y, t)2−γ
,
where
f2(x, y, t)
2 =
(
λi
λj
+
λj
λi
(|x+ λi(xi − xj)|2 + |y + λi(yi − yj)|2)
)2
+ (
λj
λi
)2
(
t+ λ2i (ti − tj + 2xjyi − 2xiyj) + 2λi(yi − yj)x− 2λi(xi − xj)y
)2
.
Without loss of generality, we assume λi > λj , therefore
f2(x, y, t) = g2
[
1 + g−12 Xf(0)x+ g
−1
2 Y f(0)y + g
−1
2 T0f(0)t+O(
λj
λi
g−12 |ξ|2)
]
.
g2 =
(
(
λi
λj
+ λiλj |xi − xj |2 + λiλj|yi − yj|2)2 + λ2iλ2j(ti − tj + 2xjyi − 2xiyj)2
) 1
2
.
By the same arguments used in the first case, we obtain∫
|ξ|6
√
µ
10
θ0 ∧ dθ0
((1 + |x|2 + |y|2)2 + t2) 2+γ2 f2(x, y, t)2−γ
= O′(εij).
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Let
B1 := {ξ ∈ H1 | |ξ + λidij| 6 1
10
λidij},
B2 := {ξ ∈ H1 | |ξ| 6
√
µ
10
}.
We have ∫
(B1∪B2)c
θ0 ∧ dθ0
((1 + |x|2 + |y|2)2 + t2) 2+γ2 f2(x, y, t)2−γ
= O(ε
2
2−γ
ij ).
On B1, we have |ξ| > 910λi|dij| , we obtain∫
B1
θ0 ∧ dθ0
((1 + |x|2 + |y|2)2 + t2) 2+γ2 f2(x, y, t)2−γ
= O(ε
2
2−γ
ij ).
This completes the proof. 
Similar to the proof of Lemma A.2, we have the following results.
Lemma A.3 (1) It holds that∫
S3
w
2
2−γ
gi,λi
w
2
2−γ
gj,λj
θ1 ∧ dθ1 =
∫
H1
δ
2
2−γ
ai,λi
δ
2
2−γ
aj ,λj
θ0 ∧ dθ0 = O(ε
2
2−γ
ij ln ε
−1
ij ).
(2) Let α, β > 1, such that α + β = 4
2−γ
, θ = inf (α, β), it holds that∫
S3
wαgi,λiw
β
gj ,λj
θ1 ∧ dθ1 =
∫
H1
δαai,λiδ
β
aj ,λj
θ0 ∧ dθ0 = O(εθij(ln ε−1ij )
2−γ
2
θ).
Let us consider the denominator D of J ,
D
2
2−γ =
∫
S3
K(ζ)
(
p∑
i=1
αiwgi,λi + v
) 4
2−γ
θ1 ∧ dθ1.
Lemma A.4 If |v| <∑pi=1 αiwgi,λi,∫
S3
K(ζ)
(
p∑
i=1
αiwgi,λi + v
) 4
2−γ
=
∫
S3
K(ζ)
(
p∑
i=1
αiwgi,λi
) 4
2−γ
+
4
2− γ
∫
S3
K(ζ)
(
p∑
i=1
αiwgi,λi
) 2+γ
2−γ
v
+
2(2 + γ)
(2− γ)2
∫
S3
K(ζ)
(
p∑
i=1
αiwgi,λi
) 2γ
2−γ
v2
+O(‖v‖3). (6.6)
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Proof. Using (6.1), we have
∣∣∣∣∣∣
∫
S3
K(ζ)
(
p∑
i=1
αiwgi,λi + v
) 4
2−γ
−
∫
S3
K(ζ)
(
p∑
i=1
αiwgi,λi
) 4
2−γ
− 4
2− γ
∫
S3
K(ζ)
(
p∑
i=1
αiwgi,λi
) 2+γ
2−γ
v − 2(2 + γ)
(2− γ)2
∫
S3
K(ζ)
(
p∑
i=1
αiwgi,λi
) 2γ
2−γ
v2
∣∣∣∣∣∣
6M2

∫
S3
|v| 42−γ +
∫
S3
(
p∑
i=1
αiwgi,λi
) 3γ−2
2−γ
inf
(
(
p∑
i=1
αiwgi,λi)
3, |v|3
)
= O(‖v‖3).

In order to get more information from Lemma A.4, we now estimate the first three
terms on the right hand side of (6.6).
Lemma A.4.1
∫
S3
K(ζ)(
p∑
i=1
αiwgi,λi)
4
2−γ θ1 ∧ dθ1
=
p∑
i=1
α
4
2−γ
i
(
K(gi)S
2
γ +
c2∆θ1K(gi)
λ2i
)
+O′(
∑
i 6=j
εij) + o(
1
λ2i
),
where c2 = 4c
4
2−γ
0
∫
H1
(x2+y2)θ0∧dθ0
((1+|x|2+|y|2)2+t2)2
.
Proof. From definition and (2.2), there holds
∫
S3
K(ζ)(
p∑
i=1
αiwgi,λi)
4
2−γ θ1 ∧ dθ1 =
∫
H1
K˜(ξ)
(
p∑
i=1
αiδai,λi
) 4
2−γ
θ0 ∧ dθ0,
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where K˜ = K ◦ C. From (6.4) and Lemma A.3, we get
∣∣∣∣∣∣
∫
H1
K˜(ξ)
(
p∑
i=1
αiδai,λi
) 4
2−γ
θ0 ∧ dθ0
−
∫
H1
K˜(ξ)
(
p∑
i=1
(αiδai,λi)
4
2−γ +
4
2− γ
∑
i 6=j
(αiδai,λi)
2+γ
2−γαjδaj ,λj
)
θ0 ∧ dθ0
∣∣∣∣∣
6M4
∑
i 6=j
∫
H1
sup
(
(αiδai,λi)
2γ
2−γ , (αjδaj ,λj)
2γ
2−γ
)
inf
(
(αiδai,λi)
2, (αjδaj ,λj)
2
)
θ0 ∧ dθ0
+M4
∑
i 6=j
∫
H1
inf
(
(αiδai,λi)
2+γ
2−γ , (αjδaj ,λj)
2+γ
2−γ
)
sup
(
αiδai,λi, αjδaj ,λj
)
θ0 ∧ dθ0
6 2M4
∑
i 6=j
(αiαj)
2
2−γ
∫
H1
δ
2
2−γ
ai,λi
δ
2
2−γ
aj ,λj
θ0 ∧ dθ0
= O(
∑
i 6=j
ε
2
2−γ
ij ln ε
−1
ij ).
Then we have
∫
H1
K˜(ξ)δ
4
2−γ
ai,λi
θ0 ∧ dθ0 =
∫
H1
(
K˜(ξ)− K˜(ai)
)
δ
4
2−γ
ai,λi
θ0 ∧ dθ0 + K˜(ai)S
2
γ
= K˜(ai)S
2
γ +
∫
B(ai,ε)
(
K˜(ξ)− K˜(ai)
)
δ
4
2−γ
ai,λi
+
∫
Bc(ai,ε)
(
K˜(ξ)− K˜(ai)
)
δ
4
2−γ
ai,λi
and
∫
Bc(ai,ε)
δ
4
2−γ
ai,λi
θ0 ∧ dθ0 = O( 1
λ4i
).
By Taylor expansion, there holds
∫
B(ai,ε)
(K˜(ξ)− K˜(ai))δ
4
2−γ
ai,λi
θ0 ∧ dθ0 = c2∆θ0K˜(ai)
4λ2i
+ o(
1
λ2i
).
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Finally we estimate for i 6= j, by Lemma A.2, Lemma A.3 and Taylor expansion and
Young inequality,∫
H1
K˜(ξ)(δai,λi)
2+γ
2−γ δaj ,λjθ0 ∧ dθ0
=
∫
H1
K˜(ai)(δai,λi)
2+γ
2−γ δaj ,λj +
∫
B(ai,ε)
(K˜(ξ)− K˜(ai))(δai,λi)
2+γ
2−γ δaj ,λj
+
∫
Bc(ai,ε)
(K˜(ξ)− K˜(ai))(δai,λi)
2+γ
2−γ δaj ,λj
= O(εij) +O
′(ε
2
2−γ
ij ln ε
−1
ij ) + o(
1
λ2i
) +O(
1
λ2+γi λ
2−γ
j
).

Lemma A.4.2 We have∫
S3
K(ζ)(
p∑
i=1
αiwgi,λi)
2+γ
2−γ v =
p∑
i=1
O
( |∇θ1K(gi)|
λi
+
1
λ2i
)
‖v‖+O(
∑
i 6=j
εij(ln ε
−1
ij )
2−γ
2 )‖v‖.
Proof. By (2.2), we have
∫
S3
K(ζ)(
p∑
i=1
αiwgi,λi)
2+γ
2−γ vθ1 ∧ dθ1 6 C0
∫
H1
K˜(ξ)
(
p∑
i=1
αiδai,λi
) 2+γ
2−γ
vθ0 ∧ dθ0,
where C0 is a constant depending on γ. From (6.3) , Ho¨lder inequality and Lemma A.3,
we get ∣∣∣∣∣∣
∫
H1
K˜(ξ)
(
p∑
i=1
αiδai,λi
) 2+γ
2−γ
vθ0 ∧ dθ0 −
p∑
i=1
α
2+γ
2−γ
i
∫
H1
K˜(ξ)(δai,λi)
2+γ
2−γ v
∣∣∣∣∣∣
6M3
∑
i 6=j
∫
H1
(αiδai,λi)
2γ
2−γ inf(αiδai,λi, αjδaj ,λj )|v|
6M3
∑
i 6=j
(∫
H1
[(αiδai,λi)
2γ
2−γαjδaj ,λj ]
4
2+γ
) 2+γ
4
‖v‖
=M3
∑
i 6=j
(∫
H1
[(αiδai,λi)
4(3γ−2)
(2−γ)(2+γ) (αiδai,λiαjδaj ,λj)
2+γ
4 ]
4
2+γ
) 2+γ
4
‖v‖
6M3
∑
i 6=j
((∫
H1
(αiδai,λi)
4
2−γ
) 3γ−2
2+γ
(∫
H1
(αiδai,λiαjδaj ,λj )
4
2−γ
) 4−2γ
2+γ
) 2+γ
4
‖v‖
= O(εij(ln ε
−1
ij )
2−γ
2 )‖v‖.
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Since v satisfies (2.9), we have
∫
H1
K˜(ξ)(δai,λi)
2+γ
2−γ v =
∫
H1
(K˜(ξ)− K˜(ai))(δai,λi)
2+γ
2−γ v
=
∫
B(ai,ε)
(
∇θ0K˜(ai)(ξ − ai) +O(|ξ − ai|2)
)
(δai,λi)
2+γ
2−γ v
+
∫
Bc(ai,ε)
(K˜(ξ)− K˜(ai))(δai,λi)
2+γ
2−γ v
6 C
(
|∇θ0K˜(ai)|
λi
+
1
λ2i
+
1
λ2+γi
)
‖v‖.

Lemma A.4.3 We have
∫
S3
K(ζ)(
p∑
i=1
αiwgi,λi)
2γ
2−γ v2 =
p∑
i=1
α
2γ
2−γ
i K(gi)
∫
S3
w
2γ
2−γ
gi,λi
v2
+O(‖v‖2)
(
p∑
i=1
|∇θ1K(gi)|
λi
+
p∑
i=1
1
λ2γi
+
∑
i 6=j
ε
γ
2−γ
ij (ln ε
−1
ij )
γ
2
)
.
Proof. Using (6.3), we get
∣∣∣∣∣
∫
S3
K(ζ)(
p∑
i=1
αiwgi,λi)
2γ
2−γ v2θ1 ∧ dθ1 −
∫
S3
K(ζ)
p∑
i=1
(αiwgi,λi)
2γ
2−γ v2
∣∣∣∣∣
6M3
∑
i 6=j
∫
S3
(αiδai,λi)
3γ−2
2−γ inf(αiδai,λi , αjδaj ,λj )v
2.
By Ho¨lder inequality and Lemma A.3, we can easily get,
∑
i 6=j
∫
S3
(αiδai,λi)
3γ−2
2−γ inf(αiδai,λi , αjδaj ,λj )v
2 = O
(∑
i 6=j
ε
γ
2−γ
ij (ln ε
−1
ij )
γ
2 ‖v‖2
)
.
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Now, we compute∫
S3
K(ζ)(αiwgi,λi)
2γ
2−γ v2θ1 ∧ dθ1
=
∫
S3
K(gi)(αiwgi,λi)
2γ
2−γ v2θ1 ∧ dθ1 +
∫
S3
(K(ζ)−K(gi))(αiwgi,λi)
2γ
2−γ v2θ1 ∧ dθ1
6
∫
S3
K(gi)(αiwgi,λi)
2γ
2−γ v2θ1 ∧ dθ1 +
∫
H1
(K˜(ξ)− K˜(ai))(δai,λi)
2γ
2−γ v2
=
∫
S3
K(gi)(αiwgi,λi)
2γ
2−γ v2θ1 ∧ dθ1 +
∫
Bc(ai,ε)
(K˜(ξ)− K˜(ai))(δai,λi)
2γ
2−γ v2
+
∫
B(ai,ε)
(K˜(ξ)− K˜(ai))(δai,λi)
2γ
2−γ v2
=
∫
S3
K(gi)(αiwgi,λi)
2γ
2−γ v2θ1 ∧ dθ1 +O
(
1
λ2γi
)
‖v‖2
+
∫
B(ai,ε)
(
∇θ0K˜(ai)(ξ − ai) +O(|ξ − ai|2)
)
(δai,λi)
2γ
2−γ v2
=
∫
S3
K(gi)(αiwgi,λi)
2γ
2−γ v2θ1 ∧ dθ1 +O
(
1
λ2γi
)
‖v‖2 +O
( |∇θ1K(gi)|
λi
)
‖v‖2.

Now we can complete the Proof of Lemma 3.1.
D
2
2−γ =
p∑
i=1
α
4
2−γ
i
(
K(gi)S
2
γ +
c2∆θ1K(gi)
λ2i
)
+
4
2− γ
∫
S3
K(ζ)
(
p∑
i=1
αiwgi,λi
) 2+γ
2−γ
v
+
2(2 + γ)
(2− γ)2
∫
S3
K(ζ)
(
p∑
i=1
αiwgi,λi
) 2γ
2−γ
v2 +O′(
∑
i 6=j
εij) + o(
1
λ2i
) +O(‖v‖3)
= (
p∑
i=1
α
4
2−γ
i K(gi)S
2
γ )

1 +
(
p∑
i=1
α
4
2−γ
i K(gi)S
2
γ
)−1
c2∆θ1K(gi)
λ2i
+ (
p∑
i=1
α
4
2−γ
i K(gi)S
2
γ )−1
4
2− γ
∫
S3
K(ζ)
(
p∑
i=1
αiwgi,λi
) 2+γ
2−γ
v
+ (
p∑
i=1
α
4
2−γ
i K(gi)S
2
γ )−1
∫
S3
K(ζ)
(
p∑
i=1
αiwgi,λi
) 2γ
2−γ
v2
+O′(
∑
i 6=j
εij) + o(
1
λ2i
) +O(‖v‖3)
]
.
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Therefore combining Lemma A.1, Lemma A.2 and Lemma A.3, we have
J(u) =
∑p
i=1 α
2
iS(∑p
i=1 α
4
2−γ
i K(gi)
) 2−γ
2

1− 2− γ
2
c2
S
2
γ
p∑
i=1
α
4
2−γ
i ∆θ1K(gi)∑p
k=1 α
4
2−γ
k K(gk)λ
2
i
− 2∑p
k=1 α
4
2−γ
k K(gk)S
2
γ
∫
S3
K(ζ)
(
p∑
i=1
αiwgi,λi
) 2+γ
2−γ
v
+
1∑p
k=1 α
2
kS
2
γ
‖v‖2 − 2 + γ
(2− γ)S 2γ ∑pk=1 α 42−γk K(gk)
∫
S3
K(ζ)
p∑
i=1
(αiwgi,λi)
2γ
2−γ v2
+O′(
∑
i 6=j
εij) + o(
p∑
i=1
1
λ2i
) + o(‖v‖2)
]
.
This is the estimate of J(u) in Lemma 3.1.
6.2. Appendix B. We define
λ(u) =
(∫
S3
K(ζ)u
4
2−γ θ1 ∧ dθ1
)−(2−γ)
2
,
so
J(u) = λ(u)
∫
S3
Pγuu θ1 ∧ dθ1.
By direct computation,
λ′(u)W = −2λ(u) 4−γ2−γ
∫
S3
K(ζ)u
2+γ
2−γWθ1 ∧ dθ1.
Thus we have
J ′(u)W = λ′(u)W
∫
S3
Pγuuθ1 ∧ dθ1 + 2λ(u)
∫
S3
PγuWθ1 ∧ dθ1
= 2λ(u)
(∫
S3
PγuWθ1 ∧ dθ1 − λ(u)
2
2−γ
∫
S3
K(ζ)u
2+γ
2−γWθ1 ∧ dθ1
∫
S3
Pγuuθ1 ∧ dθ1
)
.
Since for u0 =
∑p
i=1 αiwgi,λi ∈ V (p, ε) ⊂ Σ+, we have
∫
S3
Pγu0u0 θ1 ∧ dθ1 = 1. Thus
J ′(u0)W = 2λ(u0)
(∫
S3
Pγu0W − λ(u0)
2
2−γ
∫
S3
K(ζ)u
2+γ
2−γ
0 W
)
. (6.7)
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We first take W = λj
∂wgj,λj
∂λj
in (6.7), we obtain
J ′(u)
(
λj
∂wgj ,λj
∂λj
)
= 2λ(u)
(∫
S3
Pγ
(
p∑
i=1
αiwgi,λi
)(
λj
∂wgj ,λj
∂λj
)
−λ(u) 22−γ
∫
S3
K(ζ)
(
p∑
i=1
αiwgi,λi
) 2+γ
2−γ (
λj
∂wgj ,λj
∂λj
) .
In the remainder of the part B, we will give some lemmas to complete the proof of
(3.1).
Lemma B.1 We have ∫
S3
Pγ(wgi,λi)λi
∂wgi,λi
∂λi
θ1 ∧ dθ1 = 0.
Proof. Since
∫
S3
Pγ(wgi,λi)wgi,λiθ1 ∧ dθ1 = S
2
γ is independent of λi, we get the result. 
Lemma B.2 For i 6= j, we have∫
S3
Pγ(wgi,λi)λj
∂wgj ,λj
∂λj
θ1 ∧ dθ1 = O′(λj ∂εij
∂λj
).
In the proof of this result, the idea is same as that in the proof of Lemma A.2. The details
are omitted.
Lemma B.3 There holds∫
S3
K(ζ)
(
p∑
i=1
αiwgi,λi
) 2+γ
2−γ (
λj
∂wgj ,λj
∂λj
)
= −α
2+γ
2−γ
j
2− γ
4
c2
∆θ1K(gj)
λ2j
+
∑
i 6=j
O′(λj
∂εij
∂λj
) + o(
∑
i 6=j
εij) + o
(
1
λ2j
)
.
Proof. Using (6.5), we have∣∣∣∣∣∣
∫
S3
K(ζ)
(
p∑
i=1
αiwgi,λi
) 2+γ
2−γ (
λj
∂wgj ,λj
∂λj
)
−
∫
S3
K(ζ)
[
p∑
i=1
(αiwgi,λi)
2+γ
2−γ +
2 + γ
2− γ (αjwgj ,λj )
2γ
2−γ
(∑
i 6=j
αiwgi,λi
)]
λj
∂wgj ,λj
∂λj
∣∣∣∣∣
6M5
(∫
S3
K(ζ)
∑
i 6=j,i 6=k
(αiwgi,λi)
2γ
2−γ inf(αiwgi,λi , αkwgk,λk)λj
∂wgj ,λj
∂λj
)
+M5
(∫
S3
K(ζ)
∑
i 6=j
(αjwgj ,λj)
3γ−2
2−γ inf((αiwgi,λi)
2, (αjwgj ,λj)
2)λj
∂wgj ,λj
∂λj
)
.
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Together with Lemma B.3.1, Lemma B.3.2, Lemma B.3.3, Lemma B.3.4 and Lemma B.3.5
below, we get a complete proof. 
Lemma B.3.1 We have
∫
S3
K(ζ)w
2+γ
2−γ
gi,λi
λj
∂wgj ,λj
∂λj
θ1 ∧ dθ1 = −2− γ
2
c2
∆θ1K(gi)
λ2i
+ o
(
1
λ2i
)
.
Proof. There hold
∫
S3
K(ζ)w
2+γ
2−γ
gi,λi
λj
∂wgj ,λj
∂λj
θ1 ∧ dθ1
=
∫
H1
K˜(ξ)(δai,λi)
2+γ
2−γ λi
∂δai,λi
∂λi
θ0 ∧ dθ0
=
2− γ
4
λi
∂
∂λi
∫
H1
K˜(ξ)(δai,λi)
4
2−γ θ0 ∧ dθ0
=
2− γ
4
λi
∂
∂λi
∫
H1
K˜
(
ξ
λi
+ ai
)
1
((1 + |x|2 + |y|2)2 + t2)2 θ0 ∧ dθ0
= −2− γ
2
∆θ0K˜(ai)
∫
| ξ
λi
|<ε
(x2 + y2)θ0 ∧ dθ0
((1 + |x|2 + |y|2)2 + t2)2
− 2− γ
4
∫
| ξ
λi
|>ε
∇θ0K˜
(
ξ
λi
+ ai
)
ξ
λi
1
((1 + |x|2 + |y|2)2 + t2)2 θ0 ∧ dθ0
+ o
(∫
| ξ
λi
|<ε
| ξ
λi
|2 1
((1 + |x|2 + |y|2)2 + t2)2
)
= −2− γ
8
c2
∆θ0K˜(ai)
λ2i
+ o
(
1
λ2i
)
.

Lemma B.3.2 For i 6= j, we have
∫
S3
K(ζ)w
2+γ
2−γ
gj,λj
λi
∂wgi,λi
∂λi
θ1 ∧ dθ1 = O′(λi∂εij
∂λi
) +O
(
1
λ2−γi λ
2+γ
j
)
+ o
(
1
λ2i
)
.
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Proof. We have the following computations
∫
S3
K(ζ)w
2+γ
2−γ
gj,λj
λi
∂wgi,λi
∂λi
θ1 ∧ dθ1
=
∫
H1
K˜(ξ)(δaj ,λj)
2+γ
2−γ λi
∂δai,λi
∂λi
θ0 ∧ dθ0
=
∫
H1
K˜(aj)(δaj ,λj )
2+γ
2−γ λi
∂δai,λi
∂λi
θ0 ∧ dθ0
+
∫
B(aj ,ε)
(K˜(ξ)− K˜(aj))(δaj ,λj )
2+γ
2−γ λi
∂δai,λi
∂λi
θ0 ∧ dθ0
+
∫
Bc(aj ,ε)
(K˜(ξ)− K˜(aj))(δaj ,λj )
2+γ
2−γ λi
∂δai,λi
∂λi
θ0 ∧ dθ0
= O′(λi
∂εij
∂λi
) + o(εij) +O
(
1
λ2−γi λ
2+γ
j
)
+O(ε
2
2−γ
ij ln ε
−1
ij ) + o
(
1
λ2i
)
.

By some similar computations, we also get the following result.
Lemma B.3.3 For i 6= j, there holds
∫
S3
K(ζ)(wgj,λj )
2γ
2−γwgi,λiλj
∂wgj ,λj
∂λj
θ1 ∧ dθ1
= O′(λj
∂εij
∂λj
) +O
(
1
λ2−γi λ
2+γ
j
)
+O(ε
2
2−γ
ij ln ε
−1
ij ) + o
(
1
λ2i
)
.
Lemma B.3.4
∫
S3
K(ζ)
∑
i 6=j,i 6=k
(αiwgi,λi)
2γ
2−γ inf(αiwgi,λi, αkwgk,λk)λj
∂wgj ,λj
∂λj
θ1 ∧ dθ1
= O
(∑
i 6=j
ε
2
2−γ
ij ln ε
−1
ij +
∑
i 6=k
ε
2
2−γ
ik ln ε
−1
ik
)
.
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Proof. From direct computation, we have |λj ∂wgj,λj∂λj | 6 wgj ,λj . Then∣∣∣∣∣
∫
S3
K(ζ)
∑
i 6=j,i 6=k
(αiwgi,λi)
2γ
2−γ inf(αiwgi,λi, αkwgk,λk)λj
∂wgj ,λj
∂λj
θ1 ∧ dθ1
∣∣∣∣∣
6
∑
i 6=j,i 6=k
∫
S3
(αiwgi,λi)
2γ
2−γ (αiwgi,λi)
2−2γ
2−γ (αkwgk,λk)
γ
2−γwgj ,λjθ1 ∧ dθ1
6 C
∑
i 6=j,i 6=k
∫
S3
(αiwgi,λi)
2
2−γ
(
(αkwgk,λk)
2
2−γ + w
2
2−γ
gj ,λj
)
θ1 ∧ dθ1
= O
(∑
i 6=j
ε
2
2−γ
ij ln ε
−1
ij +
∑
i 6=k
ε
2
2−γ
ik ln ε
−1
ik
)
.

Similarly, we have the following result, the proof is omitted.
Lemma B.3.5∫
S3
K(ζ)
∑
i 6=j
(αjwgj,λj )
3γ−2
2−γ inf((αiwgi,λi)
2, (αjwgj ,λj)
2)λj
∂wgj ,λj
∂λj
θ1 ∧ dθ1
= O
(∑
i 6=j
ε
2
2−γ
ij ln ε
−1
ij
)
.
By using the lemmas above, we have
J ′(u)
(
λj
∂wgj ,λj
∂λj
)
= 2λ(u)
[
−
∑
i 6=j
O′(λj
∂εij
∂λj
) +
2− γ
4
c2αj
∆θ1K(gj)
K(gj)λ2j
o(
1
λ2j
) + o(
∑
i 6=j
εij)
]
.
So we obtain the desired estimate of (3.1).
6.3. Appendix C. In this section, we take W = 1
λj
∂wgj,λj
∂gj
in (6.7) and complete the
proof of (3.2).
J ′(u)
(
1
λj
∂wgj ,λj
∂gj
)
= 2λ(u)
(∫
S3
Pγ
(
p∑
i=1
αiwgi,λi
)(
1
λj
∂wgj ,λj
∂gj
)
−λ(u) 22−γ
∫
S3
K(ζ)
(
p∑
i=1
αiwgi,λi
) 2+γ
2−γ (
1
λj
∂wgj ,λj
∂gj
) .
By the same reason of Lemma B.1, we have the following result.
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Lemma C.1 We have ∫
S3
Pγ(wgj ,λj )
1
λj
∂wgj ,λj
∂gj
θ1 ∧ dθ1 = 0.
Lemma C.2 We have∫
S3
Pγ(wgi,λi)
1
λj
∂wgj ,λj
∂gj
θ1 ∧ dθ1 = O′( 1
λj
∂εij
∂gj
).
Proof. By some similar computations as in the proof of Lemma B.2, we can complete the
proof of Lemma C.2. The details are omitted. 
Lemma C.3 We have∫
S3
K(ζ)
(
p∑
i=1
αiwgi,λi
) 2+γ
2−γ (
1
λj
∂wgj ,λj
∂gj
)
= α
2+γ
2−γ
j
2− γ
2
c2
∇θ1K(gj)
λj
+
∑
i 6=j
O′(
1
λj
∂εij
∂gj
) +O(
∑
i 6=j
εij) +O
(
1
λ2j
)
.
Proof. Using (6.5), we have∣∣∣∣∣∣
∫
S3
K(ζ)
(
p∑
i=1
αiwgi,λi
) 2+γ
2−γ (
1
λj
∂wgj ,λj
∂gj
)
−
∫
S3
K(ζ)
[
p∑
i=1
(αiwgi,λi)
2+γ
2−γ +
2 + γ
2− γ (αjwgj,λj )
2γ
2−γ (
∑
i 6=j
αiwgi,λi)
]
1
λj
∂wgj ,λj
∂gj
∣∣∣∣∣
6 M5
(∫
S3
K(ζ)
∑
i 6=j,i 6=k
(αiwgi,λi)
2γ
2−γ inf(αiwgi,λi, αkwgk,λk)
1
λj
∂wgj ,λj
∂gj
)
+M5
(∫
S3
K(ζ)
∑
i 6=j
(αjwgj ,λj )
3γ−2
2−γ inf((αiwgi,λi)
2, (αjwgj ,λj)
2)
1
λj
∂wgj ,λj
∂gj
)
.
Together with Lemma C.3.1, Lemma C.3.2, Lemma C.3.3, Lemma C.3.4, and Lemma
C.3.5, we get the desired results. 
Lemma C.3.1 We have∫
S3
K(ζ)(wgj,λj )
2+γ
2−γ
1
λj
∂wgj ,λj
∂gj
θ1 ∧ dθ1 = 2− γ
4
c2
∇θ1K(gj)
λj
+O(
1
λ2j
).
Proof. We understand the vectors in the following formula as row vectors, then there
holds ∫
S3
K(ζ)(wgj,λj)
2+γ
2−γ
1
λj
∂wgj ,λj
∂gj
θ1 ∧ dθ1
=
[∫
H1
K˜(ξ)(δaj ,λj )
2+γ
2−γ
1
λj
∂δaj ,λj
∂aj
θ0 ∧ dθ0
]
dC−1|gj .
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On the right hand side, we have∫
H1
K˜(ξ)(δaj ,λj )
2+γ
2−γ
1
λj
∂δaj ,λj
∂aj
θ0 ∧ dθ0
=
∫
B(aj ,ε)
(K˜(ξ)− K˜(aj))(δaj ,λj )
2+γ
2−γ
1
λj
∂δaj ,λj
∂aj
+
∫
Bc(aj ,ε)
(K˜(ξ)− K˜(aj))(δaj ,λj)
2+γ
2−γ
1
λj
∂δaj ,λj
∂aj
=
∫
B(aj ,ε)
∇θ0K˜(aj)(ξ − aj)(δaj ,λj )
2+γ
2−γ
1
λj
∂δaj ,λj
∂aj
+O
(∫
B(aj ,ε)
(δaj ,λj)
5
2−γ |ξ − aj |3
)
+
∫
Bc(aj ,ε)
(K˜(ξ)− K˜(aj))(δaj ,λj)
2+γ
2−γ
1
λj
∂δaj ,λj
∂aj
θ0 ∧ (dθ0)n
=
2− γ
4
c2
∇θ0K˜(aj)
λj
+O(
1
λ2j
).

Lemma C.3.2 For i 6= j, we have∫
S3
K(ζ)(wgi,λi)
2+γ
2−γ
1
λj
∂wgj ,λj
∂gj
θ1 ∧ dθ1 = O′( 1
λj
∂εij
∂gj
) + o(εij) +O(
1
λ2+γi λ
2−γ
j
).
Proof. Similarly as in the proof of Lemma C.3.1, we have∫
S3
K(ζ)(wgi,λi)
2+γ
2−γ
1
λj
∂wgj ,λj
∂gj
θ1 ∧ dθ1
=
[∫
H1
K˜(ξ)(δai,λi)
2+γ
2−γ
1
λj
∂δaj ,λj
∂aj
θ0 ∧ dθ0
]
dC−1|gj ,
and ∫
H1
K˜(ξ)(δai,λi)
2+γ
2−γ
1
λj
∂δaj ,λj
∂aj
θ0 ∧ dθ0
= K˜(ai)
1
λj
∂
∂aj
∫
H1
(δai,λi)
2+γ
2−γ δaj ,λjθ0 ∧ dθ0
+
∫
B(ai,ε)
(K˜(ξ)− K˜(ai))(δai,λi)
2+γ
2−γ
1
λj
∂δaj ,λj
∂aj
θ0 ∧ dθ0
+
∫
Bc(ai,ε)
(K˜(ξ)− K˜(ai))(δai,λi)
2+γ
2−γ
1
λj
∂δaj ,λj
∂aj
θ0 ∧ dθ0
= O′(
1
λj
∂εij
∂aj
) + o(εij) +O
(
1
λ2+γi λ
2−γ
j
)
.

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Similarly we have the following result, but its proof is more simple.
Lemma C.3.3 For i 6= j, we have∫
S3
K(ζ)(wgj,λj)
2γ
2−γwgi,λi
1
λj
∂wgj ,λj
∂gj
θ0 ∧ dθ0 = O(εij).
Lemma C.3.4 We have∫
S3
K(ζ)
∑
i 6=j,i 6=k
(αiwgi,λi)
2γ
2−γ inf(αiwgi,λi, αkwgk,λk)
1
λj
∂wgj ,λj
∂gj
θ0 ∧ dθ0
= O
(∑
i 6=j
ε
2
2−γ
ij ln ε
−1
ij +
∑
i 6=k
ε
2
2−γ
ik ln ε
−1
ik
)
.
Proof. Through direct computation, we have | 1
λj
∂wgj,λj
∂gj
| 6 wgj ,λj . Using Lemma A.2, we
get the result. 
We also have the following result, its proof is omitted.
Lemma C.3.5 We have∫
S3
K(ζ)
∑
i 6=j
(αjwgj,λj )
3γ−2
2−γ inf((αiwgi,λi)
2, (αjwgj ,λj)
2)
1
λj
∂wgj ,λj
∂gj
θ0 ∧ dθ0
= O
(∑
i 6=j
ε
2
2−γ
ij ln ε
−1
ij
)
.
By using the lemmas above, we have
J ′(u)
(
1
λj
∂wgj ,λj
∂gj
)
= −2λ(u)αjc2∇θ1K(gj)
K(gj)λj
+O(
∑
i 6=j
εij +
1
λ2j
).
This is the desired estimate of (3.2).
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