Many macroeconomic and financial variables show highly persistent and correlated patterns but not necessarily cointegrated. Recently, Sun, Hsiao and Li (2010) propose using a semiparametric varying coefficient approach to capture correlations between integrated but non cointegrated variables. Due to the complication arising from the integrated disturbance term and the semiparametric functional form, consistent estimation of such a semiparametric model requires stronger conditions than usually needed for consistent estimation for a linear (spurious) regression model, or a semiparametric varying coefficient model with a stationary disturbance. Therefore, it is important to develop a testing procedure to examine for a given data set, whether linear relationship holds or not, while allowing for the disturbance being an integrated process. In this paper we propose two test statistics for detecting linearity against semiparametric varying coefficient alternative specification. Monte Carlo simulations are used to examine the finite sample performances of the proposed tests.
Introduction
In the study of finance, economists are interested in the co-movements of financial variables among different markets and countries, see Hamao, Masulis and Ng (1990) , Koch and Koch (1991) , Koutmos and Booth (1995) , and etc.. Many of models, estimation methods and the related asymptotic theories used in this area of research are based on stationarity assumptions, such as vector ARMA with multivariate GARCH-type models, see, e.g. Bollerslev, Engle, and Wooldridge (1988) ; Bollerslev (1990) ; Engle and Kroner (1995) ; Engle (2002) .
However, some financial variables like market volatilities show highly-persistent patterns, which leads researchers to consider nonstationarity such as I(1) processes, see Harvey, Ruiz, and Shephard (1994) , Hong (2001) and references therein. Also, researchers want to capture the time changing features of the relationship among different variables, as in King, Sentana, and Wadhwani (1994) , who use multivariate factor models allowing time-varying conditional volatilities. Recently, Sun et al. (2010) proposed using a flexible semiparametric varying coefficient model specification to capture the volatility spillover effects while allowing for non-stationary and non-cointegrated time series data. Their approach allows for the impact of foreign stock volatility on domestic stock volatility being time-varying. However, consistent estimation of such a semiparametric model requires some strong assumptions. Therefore, in practice one should first conduct some model specification check. If a simple linear model adequately describes the relation of the related economic/financial variables, there is no need to estimate the model using some nonparametric estimation techniques. On the other hand, if a linear model is misspecified, a semiparametric specification can overcome the model misspecification problem. To the best of our knowledge there does not exist any model specification test in a semiparametric regression model framework that allows for correlated integrated but not cointegrated variables. In this paper we propose two test statistics for testing the null hypothesis of a linear regression model against a semiparametric varying coefficient model with correlated but not cointegrated non-stationary variables.
Nonparametric and semiparametric models start to gain popularity due to its flexibility and easy implementation. In the time series literature, nonlinearity gained much attention recently, which is used to capture complicated correlations. Nonparametric and semiparametric regression models is one way to incorporate nonlinearity. There have been many works on nonparametric estimations of stationary regression models. Also, there is a growing interest in applying nonparametric estimation techniques to analyze non-stationary data. Juhl (2005) considered a nonparametric regression model when some variables are generated by unit root process. Recently, estimation of nonparametric and semiparametric cointegration models have attracted much attention among econometricians and statisticians. Phillips (2009a, 2009b ) considered nonparametric cointegrations. Park (2009), and Xiao (2009) considered varying coefficient cointegrations with a stationary varying coefficient covariate. Sun, Cai and Li (2010) studied the varying coefficient cointegration with an I(1) varying coefficient covariate.
1 Karlsen, Myklebust and Tjøstheim (2007) considered a nonparametric cointegration type model but with a more general group of nonstationary processes, that is, the null recurrent Markov chains, which include the unit root process.
For model specification tests with non-stationary covariates, Gao et al. (2009) considered the problem of testing the null of a parametric regression functional form with an I(1) regressor. Sun et al. (2010) considered the problem of testing the null of a linear regression model against a semiparametric varying coefficient model. Both Gao et al. and Sun et al. considered the cointegration relationship. That is, the error terms in their regression models are stationary I(0) processes. In this paper we consider the case that the error term is a non-stationary I(1) process so that we allow for correlated but not cointegrated I (1) processes. Sun et al.'s (2010) approach generalizes nonparametric estimation method to the nonstationary and non-cointegrated data case. Many economic relationships concerned by economists can be modeled with this framework. One interesting example to consider is the stock markets' volatility spill-over effects. Empirical data suggest that stock market volatilities usually follow I(1) or near I(1) processes. While volatilities from different markets are likely to be correlated with each other, it is unlikely that a domestic stock market volatility is cointegrated with a foreign stock market volatility because there are many other (domestic) factors that also affect the domestic market's volatility. Therefore, financial markets volatilities of two countries are likely to be correlated with each other but not cointegrated.
Moreover, this correlation has a time-varying feature which may depend on the varying riskpremium. One reason for the change of risk-premium is the fluctuation in the exchange rate market. Therefore, adding change of the exchange rate as the covariate in the varying coefficient function may give a more precise characterization of the spill-over effects of stock market volatilities. However, if a linear model can adequately describe the relation among economic variables, then one can estimate a linear model more efficiently than by using some semiparametric estimation method. This paper aims to provide some testing procedures that can be used to examine whether the relationship between two markets' volatilities follows a linear relationship or not, while allowing for the two markets' volatilities being correlated but not cointegrated.
The rest of the paper is organized as follows. Section 2 presents the model and propose two test statistics and examine their asymptotic behaviors. In Section 3 we report Monte Carlo simulation results to examine the finite sample performance of the proposed test statistics.
Finally, Section 4 concludes the paper.
The Model and the Test Statistic

The Model and the Testing Problem
We consider the following semiparametric varying coefficient model: Therefore, the aim of this paper is to develop some testing procedures to test the null hypothesis that
Ideally, one would hope to have a consistent test, that is, when the null hypothesis is false, the test can reject null with probability approaching one as the sample diverges to infinity.
In this paper we consider two test statistics. One test statistic has an asymptotic standard normal distribution under the null hypothesis. But it lacks power in certain directions when the null hypothesis is false. Hence, it is not a consistent test. The second test statistic we propose comes from the principle of constructing a consistent test, however, its asymptotic null distribution is difficult to establish without imposing some high level assumptions. We will use some bootstrap procedures to approximate the null distribution of the second test statistic. Even the first test statistic has a asymptotic standard normal null distribution, it is well known that in finite sample applications, nonparametric estimation based test statistics usually suffer severe size distortions. Therefore, we will also use a bootstrap procedure to approximate the null distribution of the first test statistic.
Our first test statistic is based on nonparametric estimation of the following quantity:
When null hypothesis is false, the power of this test depends on the correlation between Z t and ∆X t = X t − X t−1 .
The second test statistic we propose is based on nonparametric estimation of
on a set with positive (z) measure, which is equivalent to α(z) ̸ = 0 on a set with positive measure. Hence, I b > 0 is a positive constant when H 0 is false. Our second test statistic will be based on sample analogue of 
The First Test Statistic
We consider the following semiparametric varying coefficient model
where X t (of dimension d × 1) and u t (a scalar) are all non-stationary I(1) processes, Z t is a scalar stationary process, and θ(·) is a smooth but otherwise unspecified function.
Note that X t and u t are both I(1) processes. Specifically, we assume that
with X 0 = 0 and η t is a stationary process. Also,
with u 0 = 0 and ϵ t is a stationary process. We assume that both η t and ϵ t are β-mixing processes, satisfying the same regularity conditions as listed in Fan and Li (1999) .
Under the null hypothesis of a linear regression model, we have
where θ 0 is a d × 1 vector of constant coefficients, and as above X t and u t are I(1) variables.
In most spurious regression analyses, θ 0 is usually assumed to be a zero vector. However, in practice θ 0 may not be necessarily zero. If θ 0 = 0, then Y t = u t and Y t and X t are uncorrelated. If θ 0 ̸ = 0, then Y t is correlated with X t even though the ordinary least squares estimator (OLS) based on level data will not lead to a consistent estimator of θ 0 .
Taking a first difference of the data we obtain a linear model with all the variables being I(0):
where ∆Y t = Y t − Y t−1 and ∆X t = X t − X t−1 . The OLS estimator of θ 0 based on the first difference data is √ n-consistent under quite general conditions,
We estimate ϵ t by the least squares residuals:
, where η t = ∆X t . Our first test statistic is based on the following sample analogue of I â
One advantage of theÎ a test is that it is computationally simple. It only involves a kernel weighted double sum of the least squares residuals. In particular it does not require nonparametric estimation of α(·).
, where η t = ∆X t . Hence,
where the definitions of I 1n , I 2n and I 3n should be obvious.
follows from Theorem 3.1 of Fan and Li (1999) , where σ
imply that the last two terms at the right hand side of (2.5) are O p (n −1 ). Hence, the leading term ofÎ a is given by I 1n (under H 0 ). Summarizing the above we have the following result. Fan and Li (1999) , we have
It is now well known that nonparametric kernel based tests often suffer substantial finite sample size distortion. Therefore, we will use the following bootstrap procedure to approximate the finite null distribution ofĴ a . 
Bootstrap steps for theÎ
, we cannot prove that this conditional expectation is always non-zero either. Therefore, there might be cases that this conditional expectation is zero and therefore theÎ a test may have only trivial power under such cases.
In the next subsection we construct our second test statistic which has power in all direction of deviations from the null model.
The Second Test Statistic
Different from the way we construct the first test statistic, the second test statistic is based on estimation of the varying coefficient functionα(·). We now describe the estimation procedure for the smooth coefficient function θ(·) defined via the following varying coefficient model:
where as before Y t , X t and u t are all I(1) variables, Z t is an I(0) variable. For the same reason as in the linear model case, a standard semiparametric estimator of θ(z) will not be a consistent estimator due to the I(1) error u t .
In the linear regression model case, one can estimate the coefficient parameter by estimating a first difference equation. Now taking a first difference of (2.6) leads to
The error ϵ t in (2.7) is an I(0) process. Moreover, equation (2.7) is an additive model with the two coefficient functions θ(Z t ) and −θ(Z t−1 ), respectively. One may be tempted to think that θ(·) can be consistently estimated based on (2.7), say, using some nonparametric (backfitting) estimation methods. Unfortunately, the two I(1) regressors X t and X t−1 are asymptotically perfectly collinear (because the correlation coefficient between X t and X t−1 approaches one as t → ∞). Therefore, (2.7) cannot lead to consistent estimate of θ(z) due to the collinearity problem. Sun et al. (2010) show that one can obtain a consistent
We re-write (2.6) as is given byθ
where
is the kernel function and h is the smoothing parameter.
θ(z) is not a consistent estimator for θ(z) due to the I(1) error term u t . This is similar to the OLS estimator in the linear regression model case. Under quite general regularity conditions, it is well established that ( 
The source of inconsistency comes from the I(1) error term. Sun et al. have shown that, by subtracting the sample mean fromθ(z), one obtains a consistent estimator for α(z), i.e., one can estimate α(·) by de-meaning the semiparametric estimator defined bŷ
Hence, our second test statist is given bŷ
The asymptotic distribution ofα(·) is established in Sun et al. (2010) , we summarize it in a proposition below. Sun et al. (2011) , we have
Proposition 2.2 Under Assumptions A1-A6 in
E[B(Z t )]} is the leading bias term which related to derivative functions of θ(·).
Note that under H 0 , θ(z) = θ 0 , α(z) = 0 and the bias term is identically zero be-
Hence, we normalize it by nh and this leads toĴ
under H 0 . Indeed our simulations show that under H 0 ,Ĵ b seems to have a stable distribution.
In particular, its mean and variance do not vary much for different values of n, supporting
When the null hypothesis is false,α(z)
is an exact order of O p (1), i.e., it is not o p (1). Hence, the test statisticĴ b diverges to +∞ at the rate of nh. Thus, we expectĴ b to be a consistent test.
Since we do not know the asymptotic distribution of theĴ b test, we will use some bootstrap procedures to approximate the unknown null distribution ofĴ b . In order to generate bootstrap errors, we need, among other things, to estimate σ 2 ϵ , which in turn requires that we obtain residual estimatesû t . From
However, simulation results show that this method often overestimate σ 2 ϵ and this leads to the test under sized under H 0 . The reason for the overestimate of σ 2 ϵ is that c 0 is difficulty to estimate, especially when η t and ϵ t are correlated. We list the specific bootstrap procedure below.
Bootstrap steps for theĴ b test
Step (i) First obtain the nonparametric estimatorα(Z t ) as discussed earlier for t = 1, ..., n.
, then we estimate c 0 by regressing ∆Ỹ t on ∆X t = η t , i.e.,
Step (ii) Generate iid ϵ * t from N (0,σ ϵ ), and
Step ( test. So the test is still a consistent test, but the finite sample power of the test suffers from the fact that the null hypothesis is not imposed at the sub-sampling process. We describe the subsampling procedure below.
Sub-sampling steps for theĴ b test
Step ( 
Step ( Step (iii) Estimate the model by full sample and calculate the test statisticĴ b . We reject (a) , and we do not reject H 0 otherwise.
We use simulations to examine the finite sample performances of the test statisticsĴ a , J b andĴ b,sub in the next section.
Monte Carlo Simulations
In this section we examine the finite sample performances of our proposed test statisticsĴ a , J b andĴ b,sub . We consider the following data generating process (DGP):
where X t and u t are both I(1) variables and Z t is a stationary covariate. Specifically, X t =
We choose σ ϵ = 1, σ η = 2 or 3. When H 0 is true, we select θ(z) = θ 0 = 1. When H 0 is false, we choose θ(z) = θ 1 (z) or θ(z) = θ 2 (z), where θ 1 (z) = z − 0.5z 2 and θ 2 (z) = 1/(1 + e −z ). In both cases, we have
The case of (1, 3) means that the relative variance of X t over the variance of u t gets larger (smaller noise to signal ratio) compared to the case of (σ ϵ , σ η ) = (1, 2). The sample sizes are n = 50, 100 and 200. The number of replications is 1, 000, and within each replication, 400 bootstrap statistics are generated to yield 1%, 5%, 10% and 20% upper percentile values of the bootstrap statistics. The smoothing parameter is selected via h =σ z n −1/5 , whereσ z is the sample standard deviation of {Z t } n t=1 .
The estimated sizes of theĴ a is given in Table 1 and the estimated powers of theĴ a test are given in Tables 2 and 3 .
From Table 1 we observe that the estimated sizes are quite close to their nominal sizes for all cases considered. From Tables 2 and 3 we observe that the power of the test improves as sample size n increases, and the power also increases when signal-to-noise ratio increases (σ η /σ ϵ increases) for a fixed value of n. Finally, we observe that theĴ a test is more powerful against DGP2 than against DGP1.
Next, the estimated sizes and powers of theĴ b test are given in Tables 4 to 6 . From Table 4 we observe theĴ b is undersized, moreover, the size distortion gets more severe as sample size increases. The reason for the size distortion is that c 0 is not accurately estimated. Summarizing the above we observe that theĴ b has both smaller type I error (due to its undersize) and smaller type II error (it has better power) than both theĴ a test and the sub-sampling basedĴ b,sub . Therefore, we recommend the use of theĴ b test in practice. 2 ) σ η = 2 σ η = 3 n 1% 5% 10% 20% 1% 5% 10% 20% 50 . 788 .858 .908 .954 .73 .848 .884 .952 100 .835 .924 .968 .980 .814 .916 .958 .976 200 .894 .958 .980 .990 .876 .944 .974 .986 2 ) γ = 0 γ = 1 n 1% 5% 10% 20% 1% 5% 10% 20% 50 . 140 .222 .310 .522 .204 .328 .450 .604 100 .190 .304 .442 .650 .264 .424 .548 .738 200 .216 .354 .492 .740 .332 .484 .644 .854 Table 9 : Estimated Power of theĴ c test (θ(z) = 1/[1 + e −z ]) γ = 0 γ = 1 n 1% 5% 10% 20% 1% 5% 10% 20% 50 . 160 .224 .320 .448 .228 .344 .466 .630 100 .196 .304 .440 .646 .260 .392 .576 .768 200 .248 .398 .530 .732 .310 .506 .636 .818 
