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Summary 
The effects of geometric errors on crosshole resistivity data are investigated 
using analytical methods. Geometric errors are systematic and can occur due to 
uncertainties in the individual electrode positions, the vertical spacing between 
electrodes in the same borehole, or the vertical offset between electrodes in opposite 
boreholes. An estimate of the sensitivity to geometric error is calculated for each of 
two generic types of four-electrode crosshole configuration: current flow and potential 
difference crosshole (XH) and in-hole (IH). It is found that XH configurations are not 
particularly sensitive to geometric error unless the boreholes are closely spaced on the 
scale of the vertical separation of the current and potential electrodes. But extremely 
sensitive IH configurations are shown to exist for any borehole separation. Therefore 
it is recommended that XH configurations be used in preference to IH schemes. The 
effects of geometric error are demonstrated using real XH data from a closely spaced 
line of boreholes designed to monitor bioremediation of chlorinated solvents at an 
industrial site. A small fraction of the data had physically unrealistic apparent 
resistivities, which were either negative or unexpectedly large. But by filtering out 
configurations with high sensitivities to geometric error, all of the suspect data were 
removed. This filtering also significantly improved the convergence between the 
predicted and the measured resistivities when the data were inverted. In addition to 
systematic geometric errors, the measured data also exhibit a high level of random 
noise. Despite this, the resulting inverted images correspond reasonably closely with 
the known geology and nearby cone penetrometer resistivity profiles. 
 4 
Keywords 
Electrical resistivity, Borehole, Tomography, Inversion, Sensitivity
 5 
1. Introduction 
Volumetric imaging of the electrical properties of the subsurface by electrical 
resistivity tomography (ERT) has been intensively developed for over a decade. 
Permanently installed electrode arrays can now be used with automated multi-channel 
data acquisition systems and rapid inversion algorithms to enable 2D or 3D time-lapse 
imaging of dynamic processes (Versteeg et al. 2004; LaBreque et al. 2004; Ogilvy et 
al. 2007). As the capabilities of such systems increase, more electrodes can be used 
thereby potentially increasing the spatial resolution of the resulting images. However, 
the resolution is not only limited by the separation of the electrodes, but also by errors 
affecting the data (LaBrecque et al. 1996). An often-overlooked source of error in 
geoelectrical imaging is uncertainty in the geometry of the array, which can include 
errors in the position or spacing of the electrodes, or in the relative offset between 
adjacent arrays. However, in the closely related technique of medical Electrical 
Impedance Tomography (EIT) this problem has been known for several years. This is 
partly because the EIT electrodes tend to be closely spaced due to the size of the body 
and the need for high-resolution images (Blott et al. 1998). But it is also important 
because electrodes attached to certain parts of the body (e.g. the chest) will move 
during imaging (Zhang & Patterson 2005). Indeed, recent improvements to medical 
EIT inversion algorithms treat the electrode positions in the same way as the 
impedance distribution; they are unknown model parameters to be determined from 
the data and the a priori constraints (Soleimani et al. 2006).  
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In geoelectrical imaging, it is usually reasonable to assume that the electrode 
locations will remain constant over time. But configurations with small electrode 
spacings could be prone to significant errors due to uncertainties in those locations. 
This could be more of an issue for subsurface than surface electrodes, since the 
positions of the latter are much easier to check. As the use of site-scale crosshole ERT 
imaging is becoming more common in engineering and environmental investigations 
(Ramirez et al. 1996; Daily & Ramirez 2000; Slater & Binley 2003; Goes & Meekes 
2004; LaBreque et al. 2004; Wilkinson et al. 2006; Chambers et al. 2007), the 
incidence of data affected by geometric errors is likely to increase. To our knowledge, 
there have only been two detailed studies of the effects of this type of error on 
resistivity data. Zhou & Dahlin (2003) discuss the effect of such errors on the 
geometric factors of commonly used 2D surface ERT arrays. Using heterogeneous 
synthetic forward models, they found that the relative error in the observed apparent 
resistivity can be more than double the relative electrode spacing error for certain 
configurations. Oldenborger et al. (2005) studied the effects of electrode mislocation 
on synthetic crosshole ERT data for pole-pole and bipole-bipole configurations (either 
vertical bipoles of 1 m length, or horizontal bipoles of 6 m length). They found that 
large errors in resistivity (~50 % for a 10 cm position error) could occur depending on 
the relative positions and orientation of the bipoles (either horizontal or vertical). 
They also found that the statistical distribution of errors was complicated and multi-
modal and could introduce bias into the measured data sets. 
In this paper, we take an approach similar to that of Zhou & Dahlin (2003) to 
calculate an estimate of the sensitivity to geometric error of any inter-borehole four-
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electrode ERT configuration that falls into one of two generic types. These types 
encompass and extend the bipole-bipole configurations studied by Oldenborger et al. 
(2005), and our findings support and complement theirs. Rather than repeating their 
synthetic modelling, we demonstrate the efficacy of our approach using real crosshole 
ERT data from a “transect borehole array”, a line of seven closely spaced boreholes 
that has been installed to monitor resistivity changes associated with the 
bioremediation of a contaminated site. Following the suggestion of Oldenborger et al. 
(2005), we use the estimates of geometric error sensitivity in our processing and 
inversion procedure to remove highly sensitive measurements from the data set. We 
demonstrate that this removes all the outlying data points with negative or 
suspiciously large apparent resistivities. After removal of the outlying data, the 
tomographic images from individual panels (pairs of boreholes) and the whole 
transect show significant improvements in the RMS misfits between the inverted and 
measured data. 
2. Electrode array geometric errors 
To assess the sensitivity of inter-borehole resistivity measurements to 
geometric errors, we categorize the commonly used four-electrode measurements into 
two basic types (Bing & Greenhalgh 2000); those for which the current flow and 
potential measurements are crosshole (XH, see Figs. 1(a) and (c)) or in-hole (IH, see 
Figs. 1(b) and (d)). Of the two types, XH configurations provide greater image 
resolution in the region between the boreholes, and tend to offer better signal-to-noise 
characteristics (Bing & Greenhalgh 2000; Wilkinson et al. 2006; Chambers et al. 
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2007). For these reasons research into the use of crosshole ERT is starting to favor 
XH over IH configurations, e.g. compare Slater & Binley (2003) with Slater et al. 
(2002). 
Depending on the method of installation of the borehole electrodes, errors in 
the geometry may be general (i.e. all four electrodes have uncertain positions), 
spacing related (e.g. imprecise spacings between electrodes in the same borehole), or 
offset related (e.g. spacings are known to high precision, but the depths of arrays in 
adjacent boreholes are uncertain). Figure 1 illustrates the general case, and also the 
case of uncertain offsets between adjacent boreholes, which affects the data that is 
presented in this paper. The general case is shown for XH and IH measurements in 
Figs. 1(a) and 1(b) respectively. The current electrodes (labelled A and B) are located 
at depths α and β, and the potential electrodes (M and N) are at depths µ and ν. Each 
of the four depths is imprecisely known. The effect of errors in the electrode depths 
on the apparent resistivity is calculated from the geometric factor K. This is given by 
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Note that for (∂K/∂α), all partial derivatives of distances involving electrode B are 
zero and have been left out of Eq. 2. Similar simplifications apply for (∂K/∂β), 
(∂K/∂µ) and (∂K/∂ν). Assuming that the errors ∆α, ∆β, ∆µ and ∆ν are independent and 
uncorrelated then an estimate of the error in K, ∆K, is given by Gaussian error 
propagation as 
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In ERT inversion it is usually the relative error in the apparent resistivity, ρa, that is 
used in the merit function to test for convergence. It is also often the case that 
logarithms of the resistivity data are used to improve the stability of the inversion by 
transforming the typically large resistivity range to a linear scale. If so, then the 
relative error also appears in the data discrepancy vector (Loke & Barker 1995) since 
∆ln(ρa) = ∆ρa /ρa. This ensures that the apparent resistivity data all have equal weight, 
whatever their magnitude. For these reasons, relative rather than absolute errors are 
also used throughout this paper. Since ρa = KV/I, where V is the measured voltage and 
I is the applied current, then the relative error in the apparent resistivity due to a 
systematic error in K is 
 
K
K∆
=
∆
a
a
ρ
ρ
. (4) 
Before we consider specific cases, it is worth noting that the preceding 
analysis is not limited to four-electrode configurations; it can be applied to any 
configuration with any number of electrodes providing that their positions are 
independent. In certain situations, however, the errors in some electrode positions 
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may be correlated. One such case is where electrodes are fixed to a rigid structure 
prior to deployment in the borehole. In this case, the errors in the vertical electrode 
spacings are negligible in comparison with the errors in the depths to which each 
array is installed. Therefore the spacing errors can be neglected, leaving only errors in 
the two independent depths of installation. Since this arrangement was used to collect 
the data that is presented later in this paper, we examine it here in detail for a range of 
borehole separations and electrode depths in both XH and IH configurations. We 
assume for now that the electrodes in each hole have the same vertical separation a, 
and express the other distances in the problem as multiples of a (see Figs. 1(c) and 
1(d)). The inter-borehole separation is δa, and the midpoint depths of the electrodes in 
the left- and right-hand boreholes are γa, and εa respectively. To illustrate the 
dependence of ∆K
 
/K on borehole separation and midpoint depth, we calculate the 
related quantity σ
 
/K where 
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is the estimate of the error in K that would occur for unit errors in γ and ε, and σ
 
/K is 
the associated relative error. The reason for assuming constant unit uncertainties in γ 
and ε is so that we can compare the behaviours of the error estimate for different 
configurations.  
The 3D surface plot in Fig. 2(a) shows σ for XH configurations as a function 
of the borehole separation δ and the right-hand borehole midpoint depth ε. Below this 
the 2D plots show the detailed behaviour of σ for δ = 0.5, 0.7 and 1.0. For all the plots 
the range of right-hand midpoint depths is 5 ≤ ε ≤ 15, and the left-hand midpoint 
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depth is fixed at γ = 10. Figs. 2(b) and 2(c) show 1/K and σ
 
/K respectively. For δ < 1, 
the vertical spacing between the electrodes in the same hole, a, is larger than the 
spacing between the boreholes, δa. Figure 2(c) shows that large values of σ
 
/K can 
occur in this regime. Consequently, large relative changes in K, and hence in ρa, can 
occur for small uncertainties in the depths of the arrays (γ and ε). For small δ (< ~0.7), 
σ
 
/K can be negative and large enough to cause the apparent resistivity to change sign. 
Although real negative apparent resistivities are unusual, they can occur when large 
resistivity contrasts exist in the vicinity of the electrodes (see Appendix A). Therefore 
the presence of such data can cause inversion algorithms to generate unstable 
solutions with large abrupt changes in resistivity near electrode locations. However it 
is usually the case that δ > 1, unless the aspect ratio (borehole separation / borehole 
depth) is small. Figure 2 shows that XH configurations are not strongly affected by 
offset errors between adjacent borehole arrays when δ > 1. 
For IH configurations Fig. 3 shows (a) σ
 
(δ,
 
ε), (b) 1/K
 
(δ,
 
ε), and (c) σ
 
/K
 
(δ,
 
ε) 
as surface plots and line plots for δ = 0.5, 1.0 and 1.5. Note that the ordinate axes of 
all plots in Fig. 3 have larger ranges than in Fig. 2. By contrast with the case for the 
XH configurations, 1/K for the IH configurations can change sign for any borehole 
separation δ (Fig. 3(b)). Also, for most combinations of δ and ε, the error estimate σ 
(Fig. 3(a)) is typically much larger than for XH configurations. Therefore the estimate 
of the relative error σ
 
/K shows that, for any borehole separation, there are IH 
configurations that are extremely sensitive to small uncertainties in array depth. 
Depending on the exact details of the actual and assumed locations of the electrodes, 
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these configurations could easily return apparent resistivities with the incorrect sign 
(usually negative). 
High sensitivities to geometric error will occur when K is close to a 
singularity, or equivalently 1/K ≈ 0 (compare Figs. 2(b) and (c), and 3(b) and (c) for 
examples). To understand why this is, we consider the extreme cases where the sign 
of the apparent resistivity can change with a small change in the depth of one of the 
rigid arrays. In general, if the potential electrode M is closer to the current electrode A 
than it is to B, and similarly N is closer to B than A, then the geometric factor K > 0. 
But if, for example, M moves significantly closer to B than to A, then the geometric 
factor can change sign (K < 0). If we are sufficiently close to this situation, then a 
small uncertainty in the position of M can cause the calculated magnitude (and sign) 
of K to be wrong, giving a large error in the apparent resistivity, which may also 
change sign. This explains why the XH configurations are largely unaffected by 
geometric errors; if δ > 1 it is not possible for M to be closer to A than it is to B (see 
Fig. 1(c)). But for IH configurations, there will always be combinations of γ and ε for 
which M is closer to A than B and vice versa (see Fig. 1(d)). Note that these 
arguments are rather simplistic since they do not account for the effect of N, nor of 
the image charges A′ and B′. Nevertheless it is true that, whatever the borehole 
separation, there will always be IH configurations that will be very sensitive to 
geometric error, and which should not be used to collect data. Any XH configuration 
will be safe to use provided that the borehole separation is larger than the vertical 
spacing between the current and potential electrodes. For this reason, we recommend 
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the use of XH configurations over IH schemes such as skip-1, skip-2, …, skip-n 
(Slater et al., 2002). 
 
3. SABRE test site and data collection 
The data set that is analyzed in this paper was collected to test a high-density 
ERT transect array as part of the SABRE (Source Area BioREmediation) project. 
This project comprises a public / private consortium of twelve companies, two 
government agencies, and three research institutions. Its charter is to determine if 
enhanced anaerobic bioremediation can result in effective and quantifiable treatment 
of chlorinated solvent Dense Non-Aqueous Phase Liquid (DNAPL) source areas. The 
SABRE research site is located at an operational industrial plant in the UK, within an 
area contaminated with trichloroethene (TCE). The TCE source zone impacts a 
shallow unconsolidated aquifer comprising alluvium and river terrace deposits, 
underlain by mudstones. The water table at the site is between 0.5 m and 0.8 m below 
ground level. A pilot-scale experimental test cell has been installed at the SABRE site 
to study the combined effects of biostimulation and bioaugmentation on the 
biodegradation of TCE.  
It is anticipated that ERT will be sensitive to changes in groundwater 
chemistry associated with the dissolution of DNAPL TCE and its breakdown 
products, dichloroethene, vinyl chloride and chloride. The SABRE test cell has 
therefore been instrumented to monitor the enhanced bioremediation experiment 
using ERT imaging as well as conventional groundwater sampling. Combined ERT 
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and multi-level groundwater sampling arrays have been installed on borehole 
transects in both the source and plume zones (see Fig. 4). The ERT arrays consist of 
stainless steel ring electrodes with a vertical separation of 200 mm mounted on a 
40 mm diameter plastic tube. The use of ring electrodes can cause systematic artefacts 
when the data is inverted if the inversion code assumes, as is typically the case, that 
the electrodes are point-like. It is fairly straightforward to calculate the difference 
between potentials measured from ring and point electrodes (Ridd 1994); the effect on 
the various configurations used in this work will be between ~0.5 % and ~3.5 % 
depending on the vertical electrode separation. This is somewhat smaller than the 
effects of random noise and geometric uncertainties, which are quantified below. The 
arrays were installed in 100 mm diameter holes drilled using the sonic percussion 
drilling method. It is estimated that this method disturbed and compacted the ground 
in a cylindrical region around each borehole with a diameter of ~200 mm. Figure 4 
shows a simplified lithostratigraphic section along the source zone transect, the 
expected resistivities of each stratum estimated from nearby cone penetrometer 
resistivity profiles, and an indication of the depths below ground level (bgl) to the 
base of each borehole. The strata interfaces are approximate since they were 
interpolated from core logs taken from other boreholes adjacent to the site; the logs 
from the transect boreholes were not used due to slippages in the core barrels. The 
locations of the transect boreholes are given in Table 1 (as distances from borehole 
44) together with the surveyed elevation of the ground and the depths to which each 
array was installed. In each borehole, the top few electrodes within the made ground 
had very high contact resistances and so were not used for resistivity measurements. 
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The depths of the top functional electrode in each borehole are also shown in Table 1. 
All depths were measured to an accuracy of ~1 cm. 
 
Borehole ID Distance (m) Surveyed gound 
elevation (m) 
Depth to base 
of array (mbgl) 
Depth of top 
electrode (mbgl) 
44 0.00 0.000 6.71 ± 0.01 0.71 ± 0.01 
45 0.45 0.043 6.31 ± 0.01 0.71 ± 0.01 
46 0.96 0.055 6.29 ± 0.01 0.69 ± 0.01 
47 1.48 0.009 6.02 ± 0.01 0.62 ± 0.01 
48 1.96 0.053 6.11 ± 0.01 0.91 ± 0.01 
49 2.36 0.041 6.08 ± 0.01 0.88 ± 0.01 
50 2.74 0.018 6.38 ± 0.01 0.98 ± 0.01 
 
TABLE 1: Locations and depths of borehole arrays. 
 
Apparent resistivity measurements were made on each panel (adjacent pair of 
boreholes) using an AGI SuperSting R8 IP system. This is a 200 W, eight-channel 
instrument, which permits the automated acquisition and storage of up to eight 
simultaneous apparent resistivity measurements for a given pair of current electrodes. 
A XH-only measurement scheme was used, which is shown in Fig. 5(a). Current was 
passed between electrodes A and B, and potential differences were measured between 
adjacently numbered potential electrodes (i.e. P2-P1, P3-P2, … , P9-P8). A and B 
started at the base of each borehole (so there could be a significant vertical offset 
between A and B depending on the differing depths to the bases of the adjacent 
holes). The eight potential differences were measured, and then A was moved to the 
position of B, B to P1, P1 to P2 etc, and the process was repeated. This continued until 
the top of the boreholes was reached. At this point, a similar scheme was used where 
the potential differences below A and B were measured, with A and B moving back 
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down the boreholes. This ensured that each measurement was made twice in 
reciprocal configurations (Parasnis 1988), with the average of the two measurements 
being taken as the apparent resistivity for that particular configuration. The same 
measurement scheme was used for each panel, but the total number of measurements 
for each panel was different because differing numbers of electrodes were left unused 
at the tops of the boreholes (see Table 1). In total, there were 2,378 reciprocal data 
pairs for the whole transect array, comprising 419 for panel 1 (boreholes 44-45), 411 
for panel 2 (45-46), 403 for panel 3 (46-47), 387 for panel 4 (47-48), 379 for panel 5 
(48-49), and 379 for panel 6 (49-50). The difference between each pair of reciprocal 
measurements was used as an estimate of its random error to weight the data in the 
inversion. The full data set of 2,378 measurements had a median reciprocal error of 
4.5 %. Note that the error estimated from the reciprocal pair data is due to random 
noise in the voltage measurement; it is not affected by geometric errors since these are 
systematic in nature (Oldenborger et al. 2005).   
4. Data processing and inversion 
Despite the fact that only XH measurements were used to collect the data, 
some of the electrode configurations were still highly sensitive to geometric error. 
This was due to the narrow aspect ratio of the panels and the presence of large vertical 
offsets between some pairs of adjacent boreholes. To reduce the effect of geometric 
errors, we calculated the estimated sensitivity of each measurement to this type of 
uncertainty. The geometry of the XH arrays is defined in Fig. 5(b). Note that the 
spacing between the current and potential electrodes can be different in each hole, and 
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that the distances a, b, c, d, and e are absolute (they are no longer dimensionless 
multiples of a common distance). We define  
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such that s
 
/K represents the estimate of the relative error in K (and hence in ρa) per 
meter of uncertainty in c and e. By neglecting the topography, K and its partial 
derivatives can be calculated directly from Eq. 1. Therefore for these calculations we 
assume a flat surface at the average ground elevation across the transect. It should 
also be noted that, to be strictly correct, the values of c and e in Eq. 6 should be exact. 
The fact that they are uncertain by definition further reinforces the point that s
 
/K is an 
estimate. Nevertheless the following example suggests that s
 
/K provides a useful 
measure for identifying electrode configurations that are prone to geometric errors. 
We calculated s
 
/K for all 2,378 apparent resistivities, and removed any with an 
estimated relative error of s
 
/K ≥ 5 m-1. This limit was chosen to reduce the systematic 
geometric errors to a level similar to that of the random noise. Since we estimated that 
the uncertainty in the array depths was ~1 cm, this limit equates to geometric errors of 
~5 %, which is similar to the median level of reciprocal (random) error observed in 
the data. In total 342 apparent resistivities were removed by this process, leaving a 
data set comprising 2,036 measurements. 
 Figure 6(a) shows histograms comparing the distributions of apparent 
resistivity data before (black bars) and after (light gray bars) the data with high 
sensitivities to geometric error were filtered out. Note that the bin widths in the 
histogram are not uniform; this is so that we can depict in the same diagram the 
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detailed distributions of the data before and after filtering. In the original data set, the 
apparent resistivities occurred in the range -3,646 Ωm < ρa < 7,112 Ωm. Since we 
expected the actual subsurface resistivities to lie approximately in the range 
5 Ωm < ρ < 100 Ωm, the presence of negative and large positive apparent resistivities 
makes it likely that some of the measurements were affected by geometric errors. 
Examining the distribution of the filtered data set strengthens this hypothesis. The 
range of apparent resistivities after filtering is 11 Ωm < ρa < 142 Ωm, which seems 
more physically realistic. It is important to emphasize that none of the data were 
removed because of outlying resistivity values; they were filtered solely on the basis 
of the estimated sensitivity to geometric error, using limits set by the uncertainty in 
the electrode array depths and the degree of contamination by random noise. The fact 
that this technique has removed all the suspect data significantly increases our 
confidence in its use. 
 As demonstrated in Figs. (2) and (3), the geometric sensitivity of an electrode 
configuration depends on the geometric factor and its partial derivatives with respect 
to the positions of the electrodes. Large geometric sensitivities occur when K changes 
rapidly with position, which will occur when K is close to singular. Since K will also 
be large in the vicinity of a singularity, it is reasonable to ask whether filtering by 
geometric sensitivity could be replaced with filtering by the geometric factor, which is 
simpler to calculate. Figure 6(b) shows a comparison of s
 
/K and K for a specific 
configuration taken from panel 6 for which the in-hole electrode separations are 
a = 0.8 m, b = 0.8 m, the borehole separation is d = 0.387 m, and the midpoint depths 
are c = 1.79 m, e = 1.27 m. This configuration has a sensitivity of s
 
/K = 9.5 m-1 and 
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geometric factor of |K| = 42.5 m. In Fig. 6(b), c is varied to demonstrate the behaviour 
of s
 
/K and K. Although both are large near the singularity, there is no one-to-one 
mapping between the two parameters, e.g. values of s
 
/K = 5 m-1 occur where 
|K| = 63.8 m on one side of the singularity and |K| = 25.2 m on the other. To reinforce 
this point, we removed 342 measurements with the largest |K| from the full data set to 
compare with the results shown Fig. 6(a). Of the 342 measurements removed by |K| 
filtering, 71 were different to those removed by s
 
/K filtering. After |K| filtering, the 
resulting range of apparent resistivities was -1 Ωm < ρa < 142 Ωm, which is not as 
realistic as that produced by filtering on s
 
/K. A final question raised by filtering on 
|K| is how to define the cut-off limit? In the above example, we chose to remove the 
same number of data as in Fig. 6(a), but without this prior information it seems that 
any upper limit on |K| could only be assigned on an ad-hoc basis. By contrast, limits 
on geometric sensitivity can be determined directly from the known configuration 
geometry and estimates of the uncertainty in the electrode positions. 
To investigate the benefits of removing the geometrically sensitive 
measurements, we inverted data from each individual panel and also the combined 
data set for the transect comprising all six panels. We used the Res2DInv software, 
with the finite-element method to permit the inclusion of topography, the complete 
Gauss-Newton solver, and L2 model and data constraints (Loke et al., 2003). The 
default settings were used for nearly all control parameters, which were kept identical 
for each inversion. However, the default damping factor was increased by a factor of 
two due to the high level of random noise in the data. In addition, the data were 
weighted using the difference between reciprocal measurements as an estimate of 
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their random error. The systematic geometric errors were treated by filtering out 
configurations with high geometric sensitivity, which removed data from three of the 
panels. The inversions of the original and filtered data sets for these panels are 
compared in Fig. 7. For panel 1 (boreholes 44-45) 33 % of the data were removed; for 
panel 5 (boreholes 47-48) 6 % were removed; and for panel 6 (boreholes 49-50) 48 % 
were removed. Although the same measurement scheme (Fig. 5(a)) was used for each 
panel, the number of data that were removed from each is different. This is due to 
differences between the depths of the base electrodes in neighbouring boreholes, 
which changes the geometric factors and sensitivities of the electrode configurations 
from one panel to the next. For panels 1 and 6, removing the geometrically sensitive 
measurements significantly improved the RMS misfit between the inverted and 
observed apparent resistivities. For panel 5 there was almost no change, either in the 
inverted image or in the RMS misfit. But this is consistent with the estimated 
sensitivities of the data to geometric error. The small number of data that were 
removed from panel 5 had sensitivity estimates in the range 5.04 m-1 < s
 
/K < 
5.38 m-1, only just above the selected limit of 5 m-1. By contrast, the data that were 
removed from panels 1 and 6 had sensitivities of 5.01 m-1 < s
 
/K < 1,020 m-1 and 
8.67 m-1 < s
 
/K < 1,380 m-1 respectively. Given that the data that were removed from 
panel 5 were consistent with the data that remained (since the RMS misfit was 
unchanged), whilst the data that were removed from panels 1 and 6 were not (since 
the RMS misfits significantly decreased), this provides further evidence that s
 
/K is a 
useful estimate of the sensitivity to geometric error. 
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Having assessed the individual panels, in Fig. 8 we compare the inverted 
images of the data set before (a) and after (b) filtering for the entire six-panel transect. 
Both images exhibit regions of low resistivity within ~0.05 m of each vertical 
electrode array, which is consistent with a borehole of 100 mm diameter filled with 
water and poorly consolidated material from collapsed borehole walls. Between the 
boreholes, the resistivities are somewhat higher than the expected values shown in 
Fig. 4. This may be due to compaction by the sonic percussion drilling method. 
Nevertheless, the images do seem to show four distinct layers that correspond quite 
closely with the lithostratigraphic section in Fig. 4. The interfaces between the strata 
are shown by dotted lines overlaid on Fig. 8(a). In both images, there appears to be a 
fairly low contrast boundary at a depth of ~1.5 m that corresponds well with the first 
interface. Another more obvious, higher contrast boundary occurs at ~3 m, which is 
about 0.1 m - 0.2 m above the second interface. The highest contrast boundary exists 
at ~5.8 m, which probably corresponds to the third interface, although this is about 
0.5 m below. We note again however that the lithostratigraphic interfaces are 
approximate, having been interpolated from boreholes adjacent to the test site. For 
clarity we have plotted our observed boundaries on Fig. 8(b) only (dashed lines), 
although they apply equally well to both images. They partition each image into four 
regions (I, II, III, and IV), and the average resistivities in each region are shown. It 
should be noted that in all four regions the material was highly disturbed by the 
drilling and the installation of the multi-level sampler completions. There may also 
have been localized differences in the vertical distribution of chloride resulting from 
the reductive dechlorination process. Both of these considerations make an exact 
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correlation between the inverted image and nearby cone penetrometer resistivity 
profiles unlikely. In region I, the average resistivity is much lower than expected 
(~20 Ωm compared to ~100 Ωm). This is probably because there were several 
electrodes in the resistive vadose zone that failed to make good galvanic contact and 
were not used. Therefore most data in region I were measured in the less resistive 
saturated zone of the made ground. For region II, the resistivity is significantly higher 
than expected (~30 Ωm instead of ~5 Ωm), but the exact reasons for this discrepancy 
are not clear. In region III, the average resistivity of ~60 Ωm is in reasonable 
agreement with the expected value of ~20 Ωm - 50 Ωm. At the base of the image 
(region IV), the resistivity is somewhat higher than expected (~20 Ωm compared to 
~10 Ωm), but the lack of agreement is probably due to low data density since only 
~10 % of the electrodes were in this region. 
The qualitative differences between Figs. 8(a) and 8(b) are not as obvious as 
for some of the individual panels. This is because no data were removed from three of 
the panels (2, 3 and 4). The unchanged data from these panels have an influence on 
the inverted image in adjacent panels (Maurer & Friedel 2006), which tends to ensure 
consistency of the image across the entire transect. Figure 9(a) shows a quantitative 
comparison in terms of the logarithm of the ratio of the model resistivities before and 
after filtering. This shows that the changes occur predominantly in panel 6, and to a 
lesser extent in panel 1, which is consistent with the numbers of measurements that 
were removed from each. As noted above, the influence of data on adjacent panels is 
the likely cause of the resistivity changes in panel 2, and is probably largely 
responsible for the changes in panel 5, given that the small number of data removed 
 23 
from this panel had little effect on its individual inverted image (see Fig 7(b)). It is not 
possible to associate specific localised resistivity changes with the removal of 
individual measurements, since the data tend to be filtered out in groups that are 
distributed evenly along the vertical extent of each affected panel. This is illustrated in 
Fig. 9(b) which indicates the configurations that were removed from panel 5. The 
reason for the removal of all configurations with a particular fixed geometry over a 
range of depths is that the geometric factor and its derivatives depend only weakly on 
the depth of the configuration below the surface.   
In resistivity inversion, it is normally desirable to use the logarithm of the 
apparent resistivity as the data parameter. This transforms the typically large range of 
resistivity values to a linear scale and ensures that all the data have equal weight 
irrespective of their magnitude. But it is worth noting that the full data set, including 
measurements with negative apparent resistivities, can be inverted without filtering if 
a different data parameter is used. Table 2 shows the RMS misfit obtained for the full 
and filtered data sets using the resistance, the apparent resistivity, and the logarithm of 
the apparent resistivity as the data parameters. In each case, the inversion was 
terminated when the relative change in the RMS misfit was <0.1 %. It is clear from 
Table 2 that removing geometrically sensitive measurements is beneficial whichever 
data parameter is used. But the advantage of geometric sensitivity filtering is that it 
will extract a subset of measurements that can be inverted using the logarithmic data 
parameter. Of the three that were tested, this parameter produced the lowest value of 
the RMS misfit in the above example (4.8 %), significantly improving on the quality 
of the fit obtained before filtering. This misfit is consistent with the level of random 
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noise in the data, which strongly suggests that the systematic geometric errors have 
been suppressed effectively by this approach.  
 
Data set Resistance Apparent Resistivity Log Apparent Resistivity 
Full 10.3 % 11.1 % - 
Filtered 6.9 % 5.7 % 4.8 % 
 
TABLE 2: RMS misfit errors obtained using the specified data parameters. 
 
 
6. Conclusions 
Since data errors caused by uncertainties in the geometry of borehole ERT 
configurations are systematic in nature, they will not directly be accounted for by 
weighting or filtering based on the reciprocal error. Therefore it is important to obtain 
other estimates of their effects on the measured data. We have shown how to derive 
analytical expressions for the sensitivity of such measurements to geometric error, 
which can be applied to configurations with any number of electrodes from pole-pole 
upwards. The sensitivity, which is calculated from the geometric factor for a 
homogeneous half-space, is an estimate since the exact geometry of the measurement 
configuration and the resistivity distribution of the subsurface are unknown.  
We have studied the behaviour of the geometric sensitivity for two generic 
four-electrode configurations that are frequently used in borehole ERT: IH (current 
flow and potential difference in-hole) and XH (current flow and potential difference 
crosshole). Using dimensionless distance units for generality, our results show that 
some IH configurations possess high sensitivity to geometric error for any separation 
between the boreholes. By contrast, XH configurations are affected to a much lesser 
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degree, only exhibiting high sensitivities for small borehole separations (typically less 
than the vertical spacing of the current and potential electrodes in the same hole). 
Since XH configurations also provide superior image resolution and signal-to-noise 
characteristics, this additional advantage strengthens the case for their use in 
preference to the IH type. 
To demonstrate the usefulness of this approach, we applied it to estimate the 
sensitivities of all the measurement configurations that were used to gather test data 
from a newly installed transect of closely spaced boreholes. This transect is part of an 
ongoing research program to monitor bioremediation of chlorinated solvents at a 
contaminated industrial site. The electrode arrays were installed on rigid plastic 
tubing with precise and constant inter-electrode spacings of 20 cm. However, the 
estimated uncertainty in the depths of installation of each array was ~1 cm. Although 
only XH configurations were used, the small separations between the boreholes 
(~45 cm) caused some configurations to be highly sensitive to geometric error. Using 
the estimated sensitivity to geometrical error and the uncertainty in the array depth, 
we filtered out 14 % of the data that had estimated systematic errors, caused by 
uncertain array geometries, of ≥5 %. Without referring to the measured data in any 
way, this process removed all the outlying measurements with physically unrealistic 
apparent resistivities. This enabled the use of logarithmic data which tends to improve 
the stability of the inversions. The results showed a marked improvement in 
convergence between the inverted and measured data, both for individual borehole 
pairs and for the whole transect. 
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The calculations involved in estimating the sensitivity of borehole ERT 
measurements to geometric error are straightforward and easy to implement. It may 
be possible to combine the estimates of geometric error with those obtained from the 
data for random noise, and subsequently use the combined error to weight the data in 
the inversion. However, our results show that simply filtering apparent resistivity 
measurements using this estimate can significantly improve the fit between the 
observed and the inverted data. 
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Figure Captions 
Figure 1. Geometry of (a) crosshole (XH) and (b) in-hole (IH) arrays for 
evaluation of general electrode position errors, and (c) XH and (d) IH arrays for 
evaluation of depth offset errors between adjacent boreholes. Current and potential 
electrodes are shown as open and filled circles respectively. Distances in (c) and (d) 
are given as multiples of the vertical electrode separation a. 
Figure 2. Surface and line plots of (a) error estimate σ, (b) inverse of the 
geometric factor 1/K, and (c) relative error estimate σ/K for XH configurations.  In all 
plots, the left-hand midpoint depth is fixed at γ = 10, and the right-hand midpoint 
depth range is 5 ≤ ε ≤ 15. In the surface plots, the range of borehole separations is 0.5 
≤ δ ≤ 5. 
Figure 3. Surface and line plots of (a) error estimate σ, (b) inverse of the 
geometric factor 1/K, and (c) relative error estimate σ/K for IH configurations.  In all 
plots, the left-hand midpoint depth is fixed at γ = 10, and the right-hand midpoint 
depth range is 5 ≤ ε ≤ 15. In the surface plots, the range of borehole separations is 0.5 
≤ δ ≤ 5. 
Figure 4. Plan view of SABRE test cell, showing source and plume zone transect 
borehole fences. The lithostratigraphic section shows the expected resistivities of the 
four strata and the depths of the seven boreholes on the source zone transect. 
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Figure 5. (a) XH multi-channel measurement scheme used to collect ERT data 
on each panel. The dashed line joins the current electrodes, the dotted lines join 
sequential pairs of potential electrodes. (b) Geometry for evaluation of depth offset 
errors between adjacent boreholes for general XH arrays.  
Figure 6. (a) Distribution of apparent resistivities before and after filtering out 
measurements with high sensitivity to geometric error (black and gray bars 
respectively). (b) Comparison of the geometric sensitivity (s
 
/K) and geometric factor 
(K) with midpoint depth c for a specific four-electrode configuration. The shaded 
region indicates the region for which s
 
/K > 5 m-1, and the arrow indicates the actual 
midpoint depth and sensitivity of the given measurement. 
Figure 7. Comparison of ERT images before and after filtering for (a) panel 1, 
(b) panel 5, and (c) panel 6. The RMS misfits (Erms) are given beneath each image. 
Figure 8. Comparison of ERT images for the entire transect (a) before and (b) 
after filtering. The RMS misfit (Erms) and average resistivities for regions I-IV are 
given beneath each image. Predicted lithostratigraphic interfaces are shown as dotted 
lines in (a), observed interfaces are shown as dashed lines in (b). 
Figure 9. (a) Logarithm of the ratio of the model resistivities before and after 
filtering. (b) Illustration of the shallowest and deepest configurations that were 
removed from panel 5 by geometric sensitivity filtering. The current and potential 
bipoles are shown by red and blue lines respectively. The arrow indicates that all 
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configurations with the same fixed geometry lying between these two were also 
removed from panel 5.  
Figure A1. (a) Geometry of a XH configuration with a large and close to singular 
geometric factor. The subsurface resistivity distribution is a vertically faulted half-
space, with resistivities ρ1 and ρ2. (b) Dependence of apparent resistivity ρa on ρ2. 
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Appendix A: The reality of negative apparent 
resistivities 
The apparent resistivity ρa is often described as a weighted average of the 
resistivity distribution through which the current flows, despite the fact that this has 
long been known to be wrong (Parasnis 1966). More correctly, it can be understood as 
the resistivity of a hypothetical homogeneous subsurface that would yield the same 
potential difference when using the same current and arrangement of electrodes. But 
in either interpretation, it is very difficult to understand the physical meaning of 
negative apparent resistivities. In our experience, they are often attributed to noise, or 
to the current or voltage electrodes being accidentally transposed. But it is not always 
the case that a negative apparent resistivity is an indicator of random or systematic 
error. There are circumstances under which ρa < 0 is possible, and is a valid 
measurement. This was first pointed out by Carpenter & Habberjam (1956) for a 
layered earth, by Kumar (1973) for an outcropping vertical dyke, and has been 
recently rediscovered by Cho et al. (2002) and by ourselves. 
Let Ei be the electric field in the vicinity of the potential electrodes M and N 
in the inhomogeneous half-space in which we are measuring the apparent resistivity. 
Similarly, let Eh be the electric field in the same region of a homogeneous half-space 
with the same electrode configuration. Also, let rMN be the vector from M to N. If 
ρa < 0 it implies that the component of Ei along rMN points in the opposite direction to 
the same component of Eh. This can happen if the secondary field in the vicinity of M 
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and N, which is caused by the inhomogeneous resistivity distribution, is greater than 
the primary field, which is due to the current electrodes (Cho et al., 2002). This is not 
often the case, but it can happen if the primary field is weak (i.e. the potential 
difference is small, which occurs if the geometric factor is close to singular), and if 
there are strong resistivity contrasts near the electrodes (so that the weak primary 
fields are distorted by strong secondary fields). 
Since geoelectrical inversion algorithms usually regard the electrode positions 
as fixed and accurate, what happens if a geometric error significantly changes an 
apparent resistivity measurement, or causes it to become negative? If ρa increases then 
the volumetric average concept suggests that localized high contrast anomalies will 
appear in the resistivity tomogram near the affected electrodes, increasing the 
apparent resistivity of that particular measurement. But if ρa becomes negative then 
this interpretation is not valid. In this case, we must consider the problem in terms of 
strong secondary fields. This also suggests that high contrast anomalies are likely to 
appear near the electrodes. These anomalies would distort the primary field, and if 
strong enough, could cause the predicted apparent resistivity to become negative and 
therefore improve the fit to the observed data that are negative due to geometric error. 
Figure A1 demonstrates a simple example of a real negative apparent resistivity 
measured using a XH configuration and caused by a resistivity contrast close to two 
of the electrodes. In Fig. A1a, the XH configuration is close to singular, and has a 
high geometric factor of K ≈ 5,700 m. The resistivity distribution is a vertically 
faulted half space, with ρ = ρ1 to the left of the fault, and ρ = ρ2 to the right. The 
apparent resistivity for this configuration can be calculated easily by incorporating 
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image charges above the surface into the standard solution for the surface potential 
(Keller & Frischknecht 1966). The variation of ρa as a function of the resistivity 
contrast is shown in Fig. A1b. This demonstrates that the apparent resistivity can 
change dramatically with the contrast across the fault, and can indeed become 
negative. Since ρa > ρ1 when ρ2 < ρ1, and ρa < ρ1 when ρ2 > ρ1, there are no 
circumstances in this example for which ρa can be a weighted average of ρ1 and ρ2. 
This is true whether ρa is positive or negative. 
 
