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Es wirdeine Weiterentwicklung der Finiten—Prismen-Methode (FPM) dargelegt. Bei derFPM wirddurch eine empirische Fourierreihenentwick-
lung die räumliche Aufgabe der Elastizitätstheorie für prismatische Körper auf eine Summe von quasi—ebenen Aufgaben zurückgeführt. In der
vorliegenden Arbeit ist eine systematische Herangehensweise zur Erhaltung der Eigenfunktionen vorgestellt, und es sind alle möglichen Fälle be-
trachtet. Ein Vergleich mit der bisherigen Lösung zeigt die breiteren Anwendungsmöglichkeiten der FPM sowie ihre Grenzen.
Die vorgestellten Ergebnisse mit der FPM weisen wesentliche Vorteile gegenüber der klassischen FEM auf.
1. Einleitung
Es existieren leistungsfähige moderne numerische Metho-
den zur Lösung von zwei- und dreidimensionalen elasti-
schen Aufgaben in Gebieten mit beliebiger Konfiguration,
wobei am häufigsten die Finite-Elemente-Methode (FEM)
angewendet wird. Mit Vergrößerung der Dimension der
Aufgabe erhöht sich auch die Zeit für die Datenvorberei-
tung sowie die Rechenzeit und der Speicherplatz, die für
die Lösung der Aufgabe notwendig sind.
Es ist bekannt, daß räumliche Aufgaben der Elastzitäts-
theorie in eine Summe von quasi zweidimensionalen Auf-
gaben überführt werden können. Die erforderliche Trans-
formation kann nur für Körper angewendet werden, die
konstante Geometrie und Eigenschaften entlang einer
Achse haben. Sie ist bekannt als Finite-Prismen-Methode
(FPM) [1] bis [3], [5]. Eine ähnliche Lösung existiert auch
für Platten und Schalen — die Finite-Streifen-Methode (fi-
nite strip method) - [2], [4] bis [6], [9]. Diese Methoden
werden erfolgreich zur Lösung von bestimmten Typen von
linearen und für einige geometrisch nichtlineare Aufgaben
[7], [8] angewendet. Die Transformationen werden direkt
in die Variationsformulierung einbezogen und stützen sich
auf die Trennung der Variablen. Dies ist eine empirische
Methode, wobei für den analytischen Teil der Lösung eine
Funktion angenommen und später geprüft wird, ob sie die
Randbedingungen an den beiden Enden des Körpers be—
friedigt. In der Potentialtheorie ist die Methode der Finiten
Integraltransformation (MFIT) bekannt, welche fiir die
Reduzierung der Dimension derAufgaben bei Körpern mit
endlichen Abmessungen angewendet wird [13]. Eine ähnli-
che Methode wird auch bei den Untersuchungen von Plat-
ten benutzt [10] bis [12].
Aus diesen Überlegungen folgen die Ziele dieser Arbeit.
Zunächst wird die dreidimensionale Aufgabe der Elastizi-
tätstheorie in eine quasi-zweidimensionale Aufgabe über-
führt. Diese soll durch die Anwendung einer systemati-
schen Herangehensweise erfolgen, wie MFIT und nicht
durch empirische Auswahl von bestimmten Funktionen.
Auf diese Weise kann die reduzierte Aufgabe getrennt
nach einer beliebigen Methode gelöst werden — analytisch
oder numerisch, einschließlich mit derFEM. Weiterhin soll
die unabhängige Durchführung derTransformation gestat-
ten, alle Randbedingungen festzustellen, bei denen die Re-
duktion der Aufgabe möglich ist. Schließlich ist es im Un-
terschied zur Potentialtheorie notwendig, die MFIT zu er-
weitern, was durch die gemischten Ableitungen nach zwei
Koordinaten in den Differentialgleichungen bedingt ist.
2. Problemstellung
Es werden die Verschiebungen und Spannungen in einem
prismatischen Körper mit beliebigem Querschnitt gesucht
(Bild 1). Dabei wird angenommen, daßder Körper den Ge-
setzen der linearen Elastizitätstheorie unterliegt, homogen
und isotrop ist und die Kontinuitätsbedingungen erfüllt.
Verwendet man für Hauptunbekannte die Verschiebun-
gen, erfüllt die Gleichgewichtsbedingungen, beachtet die
geometrischen Zusammenhänge zwischen den Verschie-
bungen und den Verzerrungen und setzt die Gültigkeit des
Hookschen Gesetzes voraus, bekommt man ein System
von drei Differentialgleichungen für die Bestimmung der
Verschiebungen, die als Gleichungen von Lame bekannt
sind [14]:
 
2 2 2 2
Aa“ +66“ +63“ +13 32V +13aw =R,
8x2 ay2 az2 Sxay 8x62
2 2
B au+632" +A32v +Ga" +13azw =Ry
axay 6x2 By2 622 ayaz
So
Bild 1
Prismatischer Körper
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Es bedeuten u, v, w— die Verschiebungen Rx, Ry, R, — be-
kannte Volumenkräfte in Richtung der Achsen x, y, z.
Zur Übersichtlichkeit sind einige Konstanten eingeführt,
die das Materialverhalten charakterisieren:
E — Elastizitätsmodul,
v — Poissonsche Zahl,
_ E
— 2(l—v) ’
_ E(1—v)
(1 +v)(1—2v) ’
= V—E__.
l (1+v)(1—2v)’
B = 131+ G.
(2.2)
Allgemein können die Randbedingungen als solche der
dritten Art aufgeschrieben werden, dessen physikalischer
Inhalt eine Stützung mit elastischer Feder ist:
a,u+y,(A11,%’+Gl,%‘+Gt,%’
av av+Bllxa—y+Gl,5;
+Bll,§‘!+ 01,9!
32 8x
= axu+YxPx
a! au 8Vol,v+7„(1311,ä;“51,5;+61,3—x
+A1,i°—V+Gl,3’
ay a;
+Bll,i°w—+ 61,9“!
az 8y
= a,v+nyy (2.3)
au au av avu1w+yz(B1l‚ä+Gl,ä+Bllzä-+Glyä
aw aw aw+Gl ——+Gl ——+Al _—
J‘ax y3y 132
= azw+YzP1
Hierin sind a,- und y, (i = x, y, z) bekannte Konstanten,
l, = cos(n, y), ly = cos(n, z), lz = cos (n, z) (2.4)
die Richtungskosinusse der Winkel zwischen der Normalen
n zu der Oberfläche des Körpers und den Achsen P„ Py, P,
I und u, v, w bekannte äußere Belastungen und Verschie-
bungen, die auf der Oberfläche verteilt sind.
Falls alle Konstanten y; gleich Null gesetzt werden, be-
kommt man Randbedingungen erster Art (geometrische
Randbedingungen), und wenn alle Konstanten a, gleich
Null gesetzt werden, bekommt man Randbedingungen
zweiter Art (Spannungs-Randbedingungen).
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In dem Sonderfall des prismatischen Körpers sind die Rich-
tungskosinusse auf der Seitenoberfläche SI:
1)[ = cos(n,x), ly = cos(n,y), lz = cos g = 0, (2.5)
und auf So und S.:
n at
l,=cos§=0,ly=cos§=0,
cos 0" = +1, 6 S,
lz = (2.6)
cos 180° = -1, e So
Die Gleichungen (2.5) und (2.6) sind von wesentlicher
Bedeutung für die Lösung des Problems.
3. Finite Integraltransformation (FIT)
Es ist die Differentialgleichung (2.1) mit den Randbedin-
gungen (2.3) zu lösen. Die Lösung wird durch Trennung
der Variablen mit folgendem Ansatz gesucht:
Q
“(X!Y1z) = if! in(z)’
E
w(x,y,z) = ä Dzi(XaY)‘Pzi(z)-
i
v(x’ y!z) = Dyi(x’ 1i’Yi(z)!
‚
—
Für alle bekannten Funktionen erfolgt eine Fourierreihen-
entwicklung über die Eigenfunktionen:
Rx(X‚YaZ) = igl in(z)!
analog für Ry, Rz und auch für PX, Py, I"z und u, v, w.
Es werden nur solche Fälle betrachtet, bei denen es mög-
lich ist, eine analytische Lösung für die W-Funktionen zu
bekommen. Wenn diese bekannt ist, kann man die FITaus-
führen. Das Endziel der FIT ist es, die Differentialglei-
chungen (2.1) und die Randbedingungen auf Sl nach z zu
integrieren, so daß die transformierten Gleichungen nur
von x und y abhängig sind. Um das zu erreichen, sollen 1px,
w,, w, eine Reihe von Bedingungen erfüllen.
Es wird eine Lösung für das i-te Glied gesucht und zur '
Übersichtlichkeit der Index i weggelassen.
Der Ansatz (3.1) wird in die Differentialgleichung (2.1)
eingesetzt und durch 13)„ 111, und 1p, entsprechend geteilt.
Die Verhältnisse zwischen den w-Funktionen in den so er-
haltenen Gleichungen sollen konstant sein. ‘
  
1px” = xx; w_y = In“; w: = x",
1px 1”! 1P):
wx my" w!)
———=x; —=Ä; =x; (3.3)
w, " wy ’ wy "
3,1,. -_—_ “n; fl = an; Eh = Ar
W: 1P1 IP:
Die Bedingungen (3.3) unterscheiden sich wesentlich von
den üblichen dieser Art. In der Regel enthalten solche Be—
dingungen nur Terme in der Hauptdiagonalen (mit der
zweiten Ableitung), die als Spektralaufgabe bezeichnet
werden. In dem vorliegenden Fall erscheinen auch Zusatz-
bedingungen, die die ersten Ableitungen und die Funktio-
nen selbst verbinden. Allein die Spektralaufgabe hat die
bekannteLösung: c1 sin (pz) + c; cos(p‚z). Von den Rand-
bedingungen der Spektralaufgabe bei z = 0 und z = a (die
allgemein dritter Art sind) und von den Zusatzbedingun-
gen kann man die zulässigen Kombinationenvon Lösungen
für1px, 4;, und 1p, crhaltcn. Man setzt die Lösung der Spek-
tralaufgabe in ihre Randbedingungen und in die Zusatzbe-
dingungen ein, woraus sich nach einigen Umformungen
Zusammenhänge zwischen a, und y, (i = x, y, z) ergeben.
Diese Zusammenhänge sehen wie folgt aus (Index “o“ für
z = 0):
axono = aonxo
amaze = _ “ZYxoYzo
ayoazo = _ PzYyo‘Yzo
Aus (3.4) folgt, daß die Randbedingungen der Spektralauf-
gabe nicht dritter Art sein können, sondern nur erster oder
zweiter Art. Hieraus erhält man folgende Möglichkeiten:
 
1) a,m 96 0; 7,0 = 0 ä 1|), (0) = 0
ayo ab 0; yyo = 0 $ wy(0) = 0 E
am = 0; yzo =15 O :> 1p,’(0) = 0
2) axe = 0; Yxo ¢ 0 ä 1"x’(0) = 0
(1,0 = 0; yyo ab 0 => wy’(0) = 0
(120960; Ym=0 => wz(0)=0
Fall 1) entspricht einer einfachen Stütze und Fall 2) — einer
Stütze, die als Q-Mechanismus bekannt ist. Allgemein
kann man sagen, daß die Randbedingung für 1px und w,
gleich und die Randbedingung für ipz — konjugiert ist. Ana-
loge Aussagen kann man auch für die Randbedingung auf
SI bekommen. V
Für die Randbedingung auf Sl wird analog zu der Bearbei—
tung der Beziehungen (2.3) und (2.5) die Gleichung (3.1)
durch 14)„ 141,, w, geteilt. Die Verhältnisse zwischen den
w—Funktionen in den so umgeformten Randbedingungen
sollen konstant sein, aber diese Verhältnisse sind identisch
mit den Zusatzbedingungen zur Trennung derVariablen in
den Differentialgleichungen. Demzufolge genügt es, alle
Bedingungen (3.3) zu erfüllen, was die Trennung der Va-
riablen sowohl in der Differentialgleichung als auch in den
Randbedingungen auf Sl gestattet.
Insgesamt sind folgende 4 Kombinationen möglich:
1) o o
1Pi=0 ¢x=0 wx=sin[flz]
w, = sin [—-klz (3.5a)
WZ,=0 1P:’=0 WI=COSIEHZ]a
2) o
“——7
wx’=01p‚=0 wx=cos (212;),2]
._ a
 
vy’ =0 vy—O wy=cos QED—n2]
__ 2a
(3.5b)
w: = 0 w; = 0 w: = Sin M2]
_ 2a
z = 0 z = a
w,’ =0 w; =0 im: cos[mz]
a
‘i’y’ — 0 ‘i’y, = 0 WV = c°5['('l‘('-:‘72‘z]
2a
(3.5c)
wz=0 wz=0 wz=sin[(kfl)—z]
a
4)
wx=0 wx,=0 ¢x=5in[(2k+—1)n-Z]
2a
wy=0 wya=0 wy=sin[mz]
2a
(3.5d)
q); = 0 $1 = 0 w, cos [
2a
Für alle Kombinationen k = 1, 2, 3 . . . , N, . . .
Aus (3.5) kann man leicht die x—Koeffizienten ermitteln:
xx, = i1
. k It ..
xyz = i u, wobei p. =T fur 1) und 3)
(2k + 1)n
2a
x2, = iu oder p. = für2) und4).
41
Es ist ersichtlich, daß man für dieses Problem annehmen
kann:
W: = ‘P
‘i’y = ‘i’ (3.6)
I‘tl-'I=*v'
Die Reihe der Eigenfunktionen 19i, i = 1, 2, 3 . . . ist ein
System von orthogonalen Funktionen, d. h.‚ deren Skalar—
produkt ist
(1h, 1%) = J; wi(z) wj(z) dz = 0 für i at j (3.7)
,3
Daraus kann manwie folgtdie Normierungsgliederbekom-
men:
Niz = (Vi, 1%) = (3-3)
N
I
N
Nach einer Multiplikation von (3.1) mit 1h, xvi und 1p? , Inte-
gration nach z und Berücksichtigung der Orthogonalitäts-
bedingung für das System der Eigenfunktionen erhält man
für die Koeffizienten D:
1 l
Dxi(x, = — I 1“(2) “(x1 y, z) dz
Ni z=0
Analog ergeben sich die Ausdrücke (3.9) für die anderen
Funktionen.
Das Paar der Grundformeln, die charakteristisch für jede
FIT sind, wird in diesem Fall wie folgt aussehen:
— gerade Formel der FIT
ü.(x‚y) = I' ¢.(z)u(x,y,z)dz = mu),
"0 (3.10)
my) = _Io’ w.(z>v(x‚y‚z>dz = (um),
my) = _Io' w<z>w(x,y,z>dz = <w‚w>‚
— Rückformel der FIT
°° 1
u(x‚y‚z) = _E — ü.(x‚y)wi(z)‚
l=l Niz
(3.11)
°° 1
V(x‚y‚z) = — {’i(x!Y)1i’i(z)y
|=1 Ni:
°° 1
w(X‚Y‚Z) = ig Wi(x‚Y)1Pi'(Z)-
Hierin ist w eine bekannte Eigenfunktion, die bei der Lö-
sung der Spektralaufgabe bestimmt wird (s. o.) und üi(x‚ y),
vi(x,y), wi(x,y) sind Funktionen, die nach der Durchfüh-
rungder FIT ermittelt werden.
Im nächsten Schritt ist die Ausgangsdifferentialgleichung
(2.1) so umzuformen, daß alle Funktionen nur von x und y
abhängen.
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Es wird (3.10) von links mit 1p, w ‚ 19‘ multipliziert und nach
z integriert. Die Spektralaufgabe und die Zusatzbedingun-
gen (3.3) werden mit u, v,w von links multipliziert und nach
z integriert. Hiernach erfolgt eine Multiplikation der Dif-
ferentialgleichungen mit den entsprechenden Konstanten
und eine Anwendung der geraden Formel der FIT (3.10).
Zu den so umgeformten Differentialgleichungen werden
die Spektralaufgabe und die Zusatzaufgabe und die Zusatz-
bedingungen addiert. Bei der Integration nach z werdendie
Terme einfach gelöst, die keine Ableitung nach z enthal-
ten. Die anderen Terme, die Ableitungen nach z besitzen,
werden partiell integriert. Nach diesen Umformungen für
die Differentialgleichung bekommt man:
   
2- - - -
AÜ+Gfi+x„B—32VHort—„1,32 = g,
8x2 ay2 öxay 8x
(3.12)
2- 82- 82- -
u,,B 8“ +G—1+A —V—+va—x,,3w— _ g,
axay 8x2 ay2
- - 2- 2-
—x„B2—x„Ba—V+GÜ+GE—W+AAW = g,
8x 8y 3x2 8y2
mit
a a a
gx = G [w’u-wa—u] -B 31»
dz 1:0 3X z=0
a
+ j‘ 111Rde
z=0
8v 8 3w 3
g = G[w’v 19—] -B —w’ dz z=0 ay z=o
I
+ R dz
ZL‘P V (3.13)
1:0 3x 1:0
8v I a
—B— " + j’ w" dez
8y 2:0 Z=0
 
Die Randbedingungen der Ausgangsaufgabe auf So und Sl u
sind ähnlich denen der Spektralaufgabe (erste und zweite
Art):
1) u = U(x,y,z = 0 oder z = a)
v = V(x‚y‚z = 0 oder z = a)
au 8v 8w
01 = B1—+B1—+A —
8x 8y 62
= P1(x,y,z = 0 oder z = a)
au 8w
2) 1:1,l = G 5:4- ä = P‚(x,y,z = 0 oder z = a)
8v 8w
1:,y - G a—z+ Py(x,y,z = 0 oder z = a)
w = W(x,y,z=0 oder z = a)
Da 1|: und q" bei z = 0 und z = a nur gleich 0 oder 1 sein
können, gehen diese Randbedingungen direkt in die Funk-
tionen gi(i = x‚y,z) über. Auf diese Weise sind g,, g,, gz
(3.13) bekannte Funktionen, die die Randbedingungen der
Ausgangsaufgabe auf S0 und SI erfüllen und der letzte
Term Skalarprodukt von zwei bekannten Funktionen ist.
Somit kann die Differentialgleichung (3.12) hinsichtlich
ü(x,y), v(x‚y)‚ w(x, y) gelöst werden.
Aber davor ist es notwendig, auf analoge Weise die Rand-
bedingungen auf Sl umzuformen. Nach den Ausführungen
erhält man:
aü an av
a,a+y,(A1,—+ GI,-+ „Bux—
ax 8y 8y
3‘7 _
+nyG1y5-— szBlle) = hx
X
aü_ an
uyv+yy(x,yBlly——+ xxyGlx—
ax 8y
av av
+Gl,—+A1,——x,,}3,1,w) = h, (3.14)
ax 8y
aw aw
a‚w+y‚(—x„01‚ü—x„01‚v+ G1, s—+ <31, —— = h,
x y
und mit lx = ly = 0 auf Sound Sa:
hx = ax + Yx (‘1’, PX)
by = ay(1l’,V)+ Yy ('4’, FY) (3'15)
h: = a: + Y: (13", P2) '
Nach diesen Ausführungen ist die quasi ebene Aufgabe
(3.12) zu lösen. Hierbei werden die Gleichungen (3.14),
(3.13) und (3.15) verwendet.
Dieses kann nach einer beliebigen Methode — analytisch
oder numerisch, nach dem Differenzenverfahren, nach der
FEM oder nach einem anderen Verfahren —— erfolgen.
Nach dem vorgestellten Verfahren wurde ein EDV-Pro-
gramm entwickelt. Bei der praktischen Ausarbeitung des
Programms wurde die FEM zur Lösung der reduzierten
Aufgabe ausgewählt, die eine volle Freiheit über die Aus-
wahl der Querschnittsform zuläßt.
Somit kann die Lösung der Ausgangsaufgabe in folgenden
Schritten dargestellt werden:
1) Eingabe der Geometrie des Körpers, der Randbedin-
gungen und Materialkennwerte.
2) Lösung der reduzierten Aufgabe hinsichtlich ü, v, w,
n-mal.
3) Erhalten der gesuchten Funktionen mit Hilfe der Rück-
formel der FIT (3.11).
4. Anwendung der erhaltenen Lösung
Die Lösung dieses Problems gibt Möglichkeiten zur günsti-
gen Untersuchung von örtlichen Spannungen in prismati-
schen Konstruktionen infolge von konzentrierten Lasten.
Als Beispiel sind die örtlichen Spannungen in den Vertikal-
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Stielen der Hubgerüste von Gabelstaplem untersucht wor-
den. Es wurde numerisch und experimentell ein Teil des
Profils eines 2,5-Tonnen-Hubgerüstes mit einer Aufstel-
lung entsprechend Bild2 untersucht. Mit Hilfe von Deh-
nungsmeßstreifen wurden die Spannungen am unteren
Rand eines Doppel-T—Trägers im Schnitt A-A gemessen.
Die numerischen Untersuchungen wurden mit zwei ver-
schiedenen Netzen durchgeführt, die im Bild 3 angegeben
sind.
Im Bild 4 ist die Spannung o, dargestellt, die mitden beiden
Netzen erhalten wurde, und die experimentellen Ergeb-
nisse, die mit „+“ gekennzeichnet sind. Es ist eindeutig,
daß die Kurven den gleichen Charakter aufweisen, wobei
die Unterschiede mit der numerischen Differentiation bei
der Berechnung der Spannungen aus den Verschiebungen
und den Ungenauigkeiten des Experiments erklärt werden
können.
 
Vergleich der Spannung Sigma-Z,
1-84Kn.; 2-216 Kn.; 3 — Experiment
5. Zusammenfassung
Die räumliche Aufgabe über das elastischeVerhalten eines
prismatischen Körpers wurde reduziert zu einer Summe
von quasi ebenen Aufgaben, wobei dieses unabhängig von
dem weiteren Lösungsweg erfolgte. In den bekannten Lö-
sungen (FPM) wurden auf den Endflächen viel zu strenge
Randbedingungen gefordert. In der vorliegenden Arbeit
wurde der Kreis dermöglichen Lösungen wesentlich erwei-
tert, und es wurden alle Randbedingungen ermittelt, die
bei dieser Lösungsmethode zulässig sind. Eswurde nachge-
wiesen, daß andere Randbedingungen auf den Endflächen
nicht möglich sind, weil dann die Trennung der Variablen
undurchführbar ist.
Gleichzeitig wurde die MFIT durch den Fall erweitert, bei
dem Ableitungen gleichzeitig nach zwei Koordinaten in
einem Differentialgleichungssystem vorhanden sind. Die
Mehrzahl der bekannten Lösungen nach derMFIT [13] be-
zieht sich auf eine Differentialgleichung ohne obige Pro-
bleme. Sogar einige allgemeinere Lösungen enthalten
keine solchen Aufgaben. Dieses Problem wurde mit der
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Benutzung von Zusatzbedingungen gelöst, die zusammen
mit den Randbedingungen der Spektralaufgabe es ermögli-
chen, den Kreis der zulässigen Lösungen abzutrennen, die
nur ein Teil aller Lösungen der Spektralaufgabe sind.
Die so dargestellte Herangehensweisehat zwei wesentliche
Vorteile gegenüber der klassischen FEM, die zur Zeit die
am meisten verbreitete Methode zur Lösung von solchen
Aufgaben ist. Die Zeit für die Datenvorbereitung ist we-
sentlich kürzer, weil nur ein ebenes Netz generiert wird,
und es wird wesentlich weniger Speicherplatz und Rechen-
zeit benötigt.
Die entwickelte Herangehensweise gestattet die Lösung
eines bestimmten Typs von Aufgaben, der die Besonder—
heiten der Geometrie und des Materials ausnutzt und mit
Hilfe der MFIT die analytische und die numerische Lösung
bei einer effektiven Nutzung der Computertechnik verbin-
det.
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