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We prove that the grand canonical Gibbs state of an interacting quantum Bose gas converges
to the Gibbs measure of a nonlinear Schrödinger equation in the mean-field limit, where the
density of the gas becomes large and the interaction strength is proportional to the inverse
density. Our results hold in dimensions d 6 3. For d > 1 the Gibbs measure is supported on
distributions of negative regularity and we have to renormalize the interaction. More precisely,
we prove the convergence of the relative partition function and of the reduced density matrices
in the Lr-norm with optimal exponent r. Moreover, we prove the convergence in the L∞-norm of
Wick-ordered reduced density matrices, which allows us to control correlations of Wick-ordered
particle densities as well as the asymptotic distribution of the particle number. Our proof
is based on a functional integral representation of the grand canonical Gibbs state, in which
convergence to the mean-field limit follows formally from an infinite-dimensional stationary
phase argument for ill-defined non-Gaussian measures. We make this argument rigorous by
introducing a white-noise-type auxiliary field, through which the functional integral is expressed
in terms of propagators of heat equations driven by time-dependent periodic random potentials
and can, in turn, be expressed as a gas of interacting Brownian loops and paths. When the
gas is confined by an external trapping potential, we control the decay of the reduced density
matrices using excursion probabilities of Brownian bridges.
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1. Introduction
1.1. Overview. A quantum system of n spinless bosons of mass m in a region Λ of physical space
Rd is described by its Hamiltonian
Hn ..= −
n∑
i=1
∆i
2m +
λ
2
n∑
i,j=1
v(xi − xj)
acting on the space Hn of square-integrable wave functions that are symmetric in their arguments
x1, . . . , xn and supported in Λn. Here ∆i is the Laplacian in the variable xi (with appropriate
boundary conditions), λ is a coupling constant, and v is the two-body interaction potential. For
conciseness, in this overview we assume that Λ is a torus. We describe the system in the grand
canonical ensemble at positive temperature, characterized by the density matrix
1
Z
⊕
n∈N
e−β(Hn−µn) (1.1)
acting on Fock space F = ⊕n∈NHn, where β < ∞ is the inverse temperature, µ is the chemical
potential, and Z is a normalization factor.
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In the grand canonical ensemble (1.1), the parameters characterizing the state of the system
are the mass of the particles m, the coupling constant λ, the inverse temperature β, and the
chemical potential µ. Henceforth, we set β = 1 because it can be absorbed into the three remaining
parameters. Moreover, we replace the parameters m and µ with the new parameters ν ..= 1/m and
κ ..= −µm, so that the grand canonical ensemble (1.1) can be written as
1
Z
⊕
n∈N
e−Hn , (1.2)
where
Hn ..= ν
n∑
i=1
hi +
λ
2
n∑
i,j=1
v(xi − xj) , (1.3)
and hi denotes the one-particle Hamiltonian h = −∆/2 + κ in the variable xi.
The goal of this paper is to analyse the mean-field limit ν → 0, with λ = ν2, of the grand canon-
ical ensemble (1.2) in dimensions d = 1, 2, 3. Physically, the mean-field limit ν → 0 corresponds
to a high-density limit where the mass m (or the temperature 1/β) tends to infinity. We refer to
the end of this subsection for a more detailed physical interpretation of our choices of parameters
and of the mean-field limit. The reason for choosing to scale λ = ν2 is apparent already for d = 1,
where the expected number of particles is proportional to 1/ν (this is an immediate consequence
of Theorem 1.3 below); in order to obtain an interaction energy in (1.3) that is comparable to the
kinetic energy, we therefore require λ ∝ 1/n2 ∝ ν2.
The grand canonical ensemble (1.2) can be conveniently written using bosonic creation and
annihilation operators a∗(x) and a(x) (see (1.25) and (1.26) below) as 1Z e−H , where H denotes the
Hamiltonian on Fock space F given by
H =
⊕
n∈N
Hn = ν
∫
Λ
dx a∗(x)(ha)(x) + λ2
∫
Λ
dx dx˜ a∗(x)a(x) v(x− x˜) a∗(x˜)a(x˜) . (1.4)
Under the mean-field scaling λ = ν2, H can be written in terms of the rescaled creation and
annihilation operators a#ν ..=
√
νa# as
H =
∫
Λ
dx a∗ν(x)(haν)(x) +
1
2
∫
Λ
dx dx˜ a∗ν(x)aν(x) v(x− x˜) a∗ν(x˜)aν(x˜) . (1.5)
The rescaled creation and annihilation operators satisfy the canonical commutation relations
[aν(x), a∗ν(x˜)] = νδ(x− x˜) , [aν(x), aν(x˜)] = [a∗ν(x), a∗ν(x˜)] = 0 . (1.6)
Thus, the parameter ν appears as a semiclassical parameter of our theory, playing the role of
Planck’s constant ~ in semiclassical analysis. Here, the physical interpretation of ν is the inverse
temperature or the inverse mass of the particles.
In this semiclassical picture, we expect the quantum many-body theory to converge to a classical
field theory in the limit ν → 0, the latter being obtained by replacing the quantum field a by a
commuting classical field φ. The commutators (1.6) then become Poisson brackets
{φ(x), φ¯(x˜)} = iδ(x− x˜) , {φ(x), φ(x˜)} = {φ¯(x), φ¯(x˜)} = 0 . (1.7)
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The theory of the classical field φ is governed by the classical action1
s(φ) ..=
∫
Λ
dx φ¯(x)(hφ)(x) + 12
∫
Λ
dx dx˜ |φ(x)|2 v(x− x˜) |φ(x˜)|2 , (1.8)
which is the classical analogue of the Hamiltonian (1.5). At positive temperature, the equilibrium
state of the classical field is (formally) described by the probability measure
1
c
e−s(φ) Dφ , (1.9)
where Dφ is the formal uniform measure∏x∈Λ dφ(x) (with dφ(x) denoting the Lebesgue measure on
C) and c is a normalization constant. Moreover, the equation of motion generated by the Hamilton
function (1.8), together with the Poisson bracket (1.7), is the nonlinear Schrödinger (NLS) equation
i∂tφ(x) = (hφ)(x) +
∫
Λ
dx˜ |φ(x˜)|2 v(x− x˜)φ(x) . (1.10)
Formally, the measure (1.9) is invariant under the Hamiltonian flow generated by (1.10).
Hence, we expect the mean-field limit of an interacting Bose gas at positive temperature to be
governed by a scalar Euclidean field theory with an action of the form (1.8), corresponding to a
quartic self-interaction. The construction of measures of the form (1.9) is a central topic in many
areas of mathematics. We list three main ones, the first two of which are closely related.
(i) Constructive quantum field theory. When formulated in the Euclidean region, the construction
of scalar quantum field models amounts to constructing non-Gaussian measures on distribu-
tion spaces; see the classic works [27, 47, 53] and references given there. The mathematical
methods developed in this context have inspired some of the constructions used in the present
paper.
(ii) Stochastic nonlinear partial differential equations. A measure of the form (1.9) is the invariant
measure of a nonlinear heat equation driven by space-time white noise, which can be regarded
as the Langevin equation for a time-dependent field φ with potential given by the action (1.8).
For (1.9), this is the dynamical φ4d model with nonlocal interaction. Constructing measures
of the form (1.9) by exhibiting them as invariant measures of stochastic nonlinear partial
differential equations is the goal of stochastic quantization [34, 46, 48]. See e.g. [17, 29, 30, 33]
for recent developments.
(iii) Probabilistic Cauchy theory of nonlinear dispersive equations. Gibbs measures for the NLS
have proven to be a powerful tool for constructing almost sure global solutions with random
initial data of low regularity. One considers the flow of the NLS (1.10) with random initial
data distributed according to (1.9). The invariance of the measure (1.9) under the NLS flow
(in low dimensions) serves as a substitute for energy conservation, which is not available
owing to the low regularity of the solutions. See for instance the seminal works [5–9, 34] as
well as [10–12,14,15,19,24,25,42,44,45,57] and references given there for later developments.
The main difficulty in all of these works, which we also face in this paper, is that, in dimensions larger
than one, the field φ is almost surely a distribution of negative regularity, and hence the interaction
1In the present context, s is actually a classical Hamilton function defined on an affine complex phase space; it is
sometimes called the Hartree energy functional. We call it action because that is what it is called in Euclidean field
theory; see e.g. [27,53].
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term in (1.8) is ill-defined. This is an ultraviolet problem: a divergence for large momenta producing
small-scale singularities in the field. The solution to this problem is to renormalize the interaction
by subtracting infinite counterterms that render the interaction term well defined.
In this paper we focus on the analysis of interacting Bose gases in dimensions d = 1, 2, 3, and
we renormalize the interaction term in (1.8) by Wick ordering the factors |φ|2. In contrast to
the measure in (1.9), the many-body grand canonical ensemble (1.2) is well defined without renor-
malization, because it possesses an intrinsic ultraviolet cutoff at energies of order 1/ν. However,
without a ν-dependent, finite renormalization, it does not have a well defined mean-field limit as
ν → 0. Thus, we also need to Wick order the interaction term of the quantum Hamiltonian (1.4).
By varying κ in the definition of h, we may (at least for systems confined to a torus; see Section
1.6 below for details) rewrite (1.5) as
H =
∫
Λ
dx a∗ν(x)(haν)(x) +
1
2
∫
Λ
dx dx˜
(
a∗ν(x)aν(x)− %
)
v(x− x˜) (a∗ν(x˜)aν(x˜)− %) ,
where % is a ν-dependent parameter. In order to obtain a well-defined limit ν → 0, keeping the
parameter κ fixed, we choose % to be the mean density of particles in the gas, which, for d > 1,
diverges as ν → 0. This suggests a plausible physical interpretation of the Wick ordering of
the factors |φ|2 in (1.8), which amounts, formally, to replacing |φ|2 with |φ|2 − ∞. Under our
assumptions, the analysis of the classical field theory (1.9) is straightforward and can essentially
be found in the existing literature. In contrast, the analysis of the convergence of the grand
canonical ensemble (1.2) to the classical field theory (1.9) is rather involved, owing mainly to the
non-commutativity of the field a.
Our main result is the convergence of the quantum state (1.2) to the classical state (1.9) in di-
mensions d = 1, 2, 3. More precisely, we prove that the relative partition function of (1.2) converges
to that of (1.9), and that the reduced density matrices of (1.2) converge to the correlation functions
of (1.9) in the Lr-norm with the optimal exponent r (depending on d). Our only assumptions on
the interaction potential v are that it be continuous and of positive type, which guarantees that the
gas is thermodynamically stable (i.e. that the interaction term in (1.8) is positive). Furthermore, we
prove convergence in the L∞-norm of renormalized (or Wick-ordered) reduced density matrices to
the corresponding renormalized correlation functions of the field φ. Without renormalization, these
objects exhibit small-scale singularities at coinciding arguments in dimensions d > 1. Our results
also allow us to control correlations of the renormalized particle density as well as the asymptotic
distribution of the particle number. We state and prove our results for translation-invariant sys-
tems, where the particles move on a torus, as well as for particles moving in Euclidean space but
confined by an external trapping potential, in which case we obtain precise control on the decay
and integrability of the reduced density matrices.
We now review previous results on mean-field limits in thermal equilibrium. The first result
establishing convergence of (1.2) to (1.9) is [36], where an approach based on the Gibbs variational
principle and the quantum de Finetti theorem is used. For d = 1, the authors of [36] prove
convergence of the relative partition function and of all correlation functions; these results are
extended by the same authors to sub-harmonic traps in [38]. In [36], they also present some
results in dimensions d = 2, 3, but only for systems of particles interacting through a smooth, non
translation-invariant potential, which obviates the need for renormalization. A different approach
to these problems is developed in [22]; it is based on a perturbative expansion of the state in powers
of the interaction term for both the quantum and the classical theories, on the comparison of (fully
expanded) terms in the two series, and on Borel resummation. This approach yields a new proof
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of convergence for the one-dimensional systems, and, for d = 2, 3, proves convergence towards the
Wick-ordered version of (1.9), starting, however, from a slightly modified grand canonical state.
In [54], the results of [22] for d = 2, 3, which are restricted to bounded interactions, are extended to
potentials in the optimal Lr spaces. Moreover, in [23], convergence of the time-dependent correlation
functions is proved for d = 1. In [37], the techniques of [36] are extended to establish convergence of
the grand canonical state to the Wick-ordered measure (1.9) for d = 2. Recently, the same authors
announced that they are able to further extend their methods to d = 3.
In this paper we develop a new approach to the problem, which is based on a functional integral
formulation of the grand canonical ensemble (1.2). It is inspired, in part, by methods developed
in Euclidean field theory, in [26] on quantum gases at high temperature, and in [56], where the
Euclidean φ4 field theory is represented as a gas of interacting Brownian loops and paths. Our
starting point is to formally rewrite the grand canonical ensemble (1.2) as a complex measure,
1
C e−S(Φ) DΦ, for a Euclidean field theory, where Φ is a complex field on space-time [0, ν]× Λ, S is
an action given by
S(Φ) ..=
∫ ν
0
dτ
∫
Λ
dx Φ¯(τ, x)
(
∂τ +κ−∆/2
)
Φ(τ, x)+ λ2ν
∫ ν
0
dτ
∫
Λ
dx dx˜ |Φ(τ, x)|2 v(x− x˜) |Φ(τ, x˜)|2 ,
(1.11)
and C is a normalization constant. Thus, we replace the non-commuting quantum field a with a
commuting classical field Φ, at the expense of having a field on space-time with a complex action.
The latter property represents in fact a serious complication, and it is known (see Section 1.7 below
for details) that even if λ = 0, i.e. for an ideal Bose gas, the action (1.11) does not give rise to
a well-defined Gaussian measure on the space of fields, owing to the unbounded anti-self-adjoint
operator ∂τ appearing in (1.11). However, heuristically, the formal functional integral determined
by the action S(Φ) in (1.11) is very useful in guessing what ought to be true: by a simple rescaling of
the field Φ and applying a formal stationary phase argument, we see that the measure 1C e−S(Φ)DΦ
should converge, as λ = ν2 → 0, to the measure (1.9) (which is a well-defined probability measure).
Thus, our proof is inspired by a formal infinite-dimensional stationary phase argument applied
to (non-existent) measures of the form 1C e−S(Φ) DΦ. In order to make this argument rigorous, we
introduce, in the form of a Hubbard-Stratonovich transformation, an auxiliary Gaussian field, which
is white noise in the time direction (and hence has to be suitably regularized). We then express
the resulting functional integral in terms of propagators of heat equations driven by periodic time-
dependent random potentials, which can, in turn, be expressed in terms of interacting Brownian
loops and paths. This allows us to bypass the actual construction of the (non-existent) measure
1
C e−S(Φ)DΦ, replacing it with a linear functional on a suitably large class of functions of the field
Φ. In particular, we express the reduced density matrices of (1.2) as correlation functions of the
field Φ. As explained above, for d > 1 both field theories 1c e−s(φ)Dφ and
1
C e−S(Φ)DΦ have to be
renormalized by Wick ordering the actions (1.8) and (1.11), respectively; this can be achieved by
including suitably chosen divergent phases in the integrals over φ and Φ. In this new formulation,
the proof of convergence of well-defined objects corresponding to the formal measures 1C e−S(Φ)DΦ
can be reduced to proving convergence of certain functional integrals involving Riemann sums to
their limiting expressions. This is established by using simple continuity properties of Brownian
bridges. When the particles of the Bose gas are confined by an external trap in Euclidean space,
we obtain precise decay estimates and integrability of the reduced density matrices from excursion
probabilities of Brownian bridges. For a more detailed overview of our proof, we to Section 1.7
below.
Next, we clarify the physical interpretation of our results. We begin by noting that the mean-
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field scaling, λ = ν2, ν → 0, corresponds to a high-temperature and high-density limit of the
gas confined to a container of fixed volume. This regime places the gas just above the critical
temperature of Bose-Einstein condensation, or, equivalently, just below the critical density. To see
this, we reintroduce the inverse temperature β in front of the Hamiltonian (1.4) that appears in the
grand canonical ensemble 1Z e−βH from (1.2) and in the measure
1
c e−βs(φ) Dφ from (1.9). Taking
β →∞ after having taken the limit ν → 0 then yields the delta measure at the minimizer of (1.8),
which corresponds precisely to Bose-Einstein condensation. An alternative interpretation of our
results is obtained by considering a gas of particles on a torus with sides of length L at a fixed
temperature and small chemical potential, in the thermodynamic limit L → ∞. For simplicity,
we consider the ideal Bose gas, λ = 0 (the interaction potential can be easily included by an
appropriate rescaling). Consider particles of unit mass at inverse temperature β with chemical
potential µ = −κ/L2 confined to a torus with sides of length L. Anticipating the tools summarized
in Section 2.5 below, we find (see (2.8) with b = e−β(−∆/2+κ/L2) and use (2.9)) that the expected
number of particles is
tr 1
eβ(−∆/2+κ/L2) − 1 =
∑
k∈Zd
1
e
β
L2 ((2pi)
2|k|2/2+κ) − 1


L2 if d = 1
L2 logL if d = 2
L3 if d = 3 .
(1.12)
We conclude that, in the thermodynamic limit L→∞, the particle density, which is equal to (1.12)
divided by the volume Ld, diverges to∞ if d < 3, and if d = 3 it converges from below to the critical
density for Bose-Einstein condensation, ρc = β−3/2
∫
R3
dk
(2pi)3
1
e|k|2/2−1 < ∞. By rescaling the torus
to have unit side length, we can write the left-hand side of (1.12) as tr 1eνh−1 , where ν
..= β/L2 and
h = −∆/2+κ acts on wave functions with support in the unit torus. This is precisely the expected
number of particles in the state (1.2) with λ = 0, and hence it approaches the Gaussian field limit
as ν → 0 (i.e. L→∞ for fixed β). We conclude that a Bose gas on the torus with sides of length
L at a fixed temperature, in the limit where L → ∞, is equivalently described by a Bose gas on
the unit torus in the limit ν → 0. For d = 3, it has a particle density below, but asymptotically
equal to, the critical density for Bose-Einstein condensation. The same claim remains valid for
interacting Bose gases provided that the interaction potential is suitably rescaled (we omit further
details).
We conclude this overview with a brief survey of various related results. The mean-field limit
of an interacting Bose gas has also been studied at zero temperature, i.e. for β = ∞. At zero
temperature, the ground state energy per particle of (1.3), with λ = ν2 = 1/n2, converges to the
minimum of the Hartree energy functional (1.8) on the space of fields φ ∈ L2(Λ) with ‖φ‖ = 1.
Moreover, the ground state vector exhibits complete Bose-Einstein condensation into the minimizer
φ∗ of (1.8). This means that all particles, up to a fraction that vanishes in the limit of large n, can
be described by the same one-particle wave function φ∗. These and other results are reviewed in
the book [40] and in [1, 4, 20, 32, 35, 41, 50, 55]. Results on the low-energy excitation spectrum can
be found in [21, 28, 39, 52]. In [49], a convergent expansion is obtained for the ground state of a
truncation of the Bose gas in the vicinity of the mean-field limit. The mean-field limit of a Bose gas
has also been studied in a dynamical setting, where one analyses the time evolution e−itHn/νφ⊗n
of a product state φ⊗n under the dynamics generated by the Hamiltonian (1.3). In the seminal
work [31] it is shown that e−itHn/νφ⊗n ≈ φ⊗nt in some appropriate sense, where φt is the solution
of the NLS (1.10) with initial data φ0 = φ. We refer to the introduction of [22] for references to
later developments.
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1.2. One-particle space and interaction potential. Let d = 1, 2, 3 and let Λ ⊂ Rd be a
domain, which, in the sequel, will be either a torus or all of Euclidean space. We use the shorthand∫
dx (·) ..= ∫Λ dx (·) to denote integration over Λ with respect to Lebesgue measure. We define the
one-particle space H ..= L2(Λ;C). We denote by 〈· , ·〉 the inner product of the space H, which is by
definition linear in the second argument. Moreover, we denote by tr the trace on operators acting
on H.
For n ∈ N, we denote by Pn the orthogonal projection onto the symmetric subspace of H⊗n;
explicitly, for Ψn ∈ H⊗n,
PnΨn(x1, . . . , xn) ..=
1
n!
∑
pi∈Sn
Ψn(xpi(1), . . . , xpi(n)) , (1.13)
where Sn is the group of permutations on {1, . . . , n}. For n ∈ N∗, we define the n-particle space as
Hn ..= PnH⊗n.
We identify a closed operator b on Hn with its Schwartz operator kernel, denoted by bx,x˜,
which satisfies (bf)(x) =
∫
dx˜ bx,x˜f(x˜) for f in the domain of b. The kernel bx,x˜ is in general a
tempered distribution (see e.g. [51, Corollary V.4.4]). For 1 6 r 6 ∞, we denote by ‖b‖Lr the
Lr(Λn × Λn)-norm of the kernel bx,x˜ in the arguments x, x˜.
The one-particle Hamiltonian h is a positive operator on H. We always assume that h has a
compact resolvent and that
trh−s < ∞ (1.14)
for some s > 0. In the sequel, we shall always impose (1.14) for s = 2, in which case the condition
(1.14) will be satisfied by our Assumption 1.1 when Λ is the torus and Assumption 1.9 when Λ is
Euclidean space.
The two-body interaction potential v : Λ → R is always assumed to be even, meaning that
v(x) = v(−x) for all x ∈ Λ, and of positive type, meaning that its Fourier transform is a nonnegative
measure.
1.3. Classical field theory. In this subsection we define the classical interacting field theory
and its correlation functions. We begin by defining the classical free field. For r ∈ R denote by Hr
the Hilbert space of complex-valued Schwartz distributions on Λ with inner product 〈f , g〉Hr ..=
〈f , hrg〉. In particular, H0 = H. We define the classical free field as the abstract Gaussian process
indexed by the Hilbert space H−1.
An explicit construction of the classical free field goes as follows. Let
h =
∑
k∈N
λkuku
∗
k (1.15)
be the spectral decomposition of h, with eigenvalues λk > 0 and normalized eigenfunctions uk ∈ H.
Let (Xk)k∈N be a family of independent standard standard complex Gaussian random variables2.
From (1.14) we easily find that the random series
φ =
∑
k∈N
Xk√
λk
uk , (1.16)
2We recall that X is a standard complex Gaussian if it is Gaussian and satisfies EX = 0, EX2 = 0, and E|X2| = 1,
or, equivalently, if it has law pi−1e−|z|2dz on C, where dz denotes Lebesgue measure.
8
converges3 in L2 in the topology of H1−s, where s is as in (1.14). We call φ the classical free field.
We denote the law of φ by µh−1 , since by construction φ is a complex Gaussian field with covariance
h−1. Indeed, for f, g ∈ H−1 we have∫
µh−1(dφ) 〈f , φ〉 〈φ, g〉 = 〈f , h−1g〉 . (1.17)
Next, we define the interacting field theory. In dimensions d = 2, 3, the interaction has to be
renormalized by Wick ordering. To that end, for K ∈ N we define the finite-dimensional orthogonal
projection
PK ..=
K∑
k=0
uku
∗
k . (1.18)
Define the classical truncated density
%K(x) ..=
∫
µh−1(dφ) |PKφ(x)|2 (1.19)
and the Wick-ordered truncated interaction
W vK
..= 12
∫
dx dx˜
(
|PKφ(x)|2 − %K(x)
)
v(x− x˜)
(
|PKφ(x˜)|2 − %K(x˜)
)
. (1.20)
It is well known (see Lemma A.1 (i) below) that if v is bounded and h satisfies (1.14) with s = 2
then W vK converges in L2(µh−1) to a nonnegative random variable which we denote by W v ≡W .
We define the (relative) partition function of the classical field theory as
ζ ..=
∫
µh−1(dφ) e−W (φ) , (1.21)
For p ∈ N, we define the correlation function
(γp)x1...xp,x˜1...x˜p ..=
1
ζ
∫
µh−1(dφ) e−W (φ) φ¯(x˜1) · · · φ¯(x˜p)φ(x1) · · ·φ(xp) , (1.22)
which is the 2p-th moment of the field φ under the probability measure 1ζµh−1(dφ) e−W (φ). This
measure is sub-Gaussian, and is hence determined by its moments (γp)p∈N∗ . (Note that any moment
containing a different number of φ¯s and φs vanishes by invariance of the measure µh−1(dφ) e−W (φ)
under the gauge transformation φ 7→ αφ, where |α| = 1.)
1.4. Quantum many-body system. In this subsection we define the quantum many-body sys-
tem and its reduced density matrices. For n ∈ N∗ we consider an n-body Hamiltonian on n-particle
space Hn of the form (1.3). We define Fock space as the Hilbert space F ≡ F(H) ..= ⊕n∈NHn.
We denote by TrF (X) the trace of an operator X acting on F . On F we define the Hamiltonian
H of the system through
H ..=
⊕
n∈N
Hn . (1.23)
We define the quantum grand canonical density matrix as the operator e−H/Z, where
Z ..= TrF (e−H) (1.24)
3In fact, an application of Wick’s rule shows that the convergence holds in Lm for any m <∞.
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is the quantum partition function4. Throughout the following, we use the notations H0 = ⊕n∈NH0n
and Z0 = TrF (e−H
0) to denote the corresponding free quantities, for which λ = 0.
On Fock space it is convenient to use creation and annihilation operators. For f ∈ H we define
the bosonic annihilation and creation operators a(f) and a∗(f) on F through their action on a
dense set of vectors Ψ = (Ψn)n∈N ∈ F as(
a(f)Ψ
)(n)(x1, . . . , xn) = √n+ 1 ∫ dx f¯(x) Ψ(n+1)(x, x1, . . . , xn) , (1.25)
(
a∗(f)Ψ
)(n)(x1, . . . , xn) = 1√
n
n∑
i=1
f(xi)Ψ(n−1)(x1, . . . , xi−1, xi+1, . . . , xn) . (1.26)
The operators a(f) and a∗(f) are unbounded closed operators on F , and are each other’s adjoints.
They satisfy the canonical commutation relations
[a(f), a∗(g)] = 〈f , g〉 1 , [a(f), a(g)] = [a∗(f), a∗(g)] = 0 , (1.27)
where [X,Y ] ..= XY − Y X denotes the commutator. We regard a and a∗ as operator-valued
distributions and use the notations
a(f) = 〈f , a〉 =
∫
dx f¯(x) a(x) , a∗(f) = 〈a, f〉 =
∫
dx f(x) a∗(x) . (1.28)
The distribution kernels a∗(x) and a(x) satisfy the canonical commutation relations
[a(x), a∗(x˜)] = δ(x− x˜) , [a(x), a(x˜)] = [a∗(x), a∗(x˜)] = 0 . (1.29)
Using the creation and annihilation operators, we may conveniently rewrite H from (1.23) and (1.3)
as
H = ν
∫
dx dx˜ hx,x˜ a∗(x)a(x˜) +
λ
2
∫
dx dx˜ a∗(x)a(x) v(x− x˜) a∗(x˜)a(x˜) . (1.30)
In dimensions d > 1, we have to renormalize (1.30), and define the Wick-ordered Hamiltonian
H = ν
∫
dx dx˜ hx,x˜ a∗(x)a(x˜)+
λ
2
∫
dx dx˜
(
a∗(x)a(x)− %(x)
ν
)
v(x−x˜)
(
a∗(x˜)a(x˜)− %(x˜)
ν
)
, (1.31)
where
%(x) ..= ν TrF
(
a∗(x)a(x) e
−H0
Z0
)
(1.32)
is the particle density in the equilibrium state of the ideal quantum gas. A simple computation
shows that, up to an irrelevant additive constant, (1.31) is of the form (1.30) with the modified
one-particle Hamiltonian h˜ ..= h− λ
ν2 v ∗ %:
(1.31) = ν
∫
dx dx˜ h˜x,x˜ a∗(x)a(x˜) +
λ
2
∫
dx dx˜ v(x− x˜) a∗(x)a(x)a∗(x˜)a(x˜) + constant . (1.33)
For a detailed discussion on the relationship between (1.30) and (1.31), we refer to the discussion
of the counterterm problem below, after Remark 1.14 in Section 1.6.
For p ∈ N∗ we define the reduced p-particle density matrix Γp with kernel
(Γp)x1...xp,x˜1...x˜p ..= TrF
(
a∗(x˜1) · · · a∗(x˜p)a(x1) · · · a(xp) e
−H
Z
)
. (1.34)
4In the physics literature this grand canonical partition function is sometimes denoted by Ξ.
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1.5. Results I: torus. Our results are on the mean-field limit λ = ν2 → 0. In this subsection we
state our results for the domain Λ being a torus. In particular, the problem is translation invariant.
We make the following assumption on the one-particle Hamiltonian.
Assumption 1.1. The domain Λ ≡ ΛL,d = [−L/2, L/2]d is the d-dimensional torus, with d =
1, 2, 3, of side length L > 0, and h = κ − ∆/2, where κ > 0 and ∆ is the (negative definite)
Laplacian on Λ with periodic boundary conditions.
It is easy to check that under Assumption 1.1 the condition (1.14) holds for s = 2. We make
the following assumption on the interaction potential.
Assumption 1.2. The interaction potential v : Λ → R is even, periodic, of positive type, and
continuous.
We begin by stating the convergence of the relative partition function and the reduced density
matrices, Theorem 1.3. Then we state the convergence of the Wick-ordered particle densities,
Theorem 1.4. Both are special cases of our main result on Wick-ordered reduced density matrices,
Theorem 1.7.
Theorem 1.3 (Convergence of partition function and reduced density matrices). Suppose
that Assumptions 1.1 and 1.2 hold. Let the Hamiltonian H be given as in (1.31) and set λ ..= ν2.
Then Z/Z0 → ζ as ν → 0. Moreover, suppose that 1 6 r 6 ∞ if d = 1, that 1 6 r < ∞ if d = 2,
and that 1 6 r < 3 if d = 3. Then for all p ∈ N∗, as ν → 0,
νp Γp L
r−→ γp . (1.35)
The convergence is also locally uniform for distinct arguments x1, . . . , xp, x˜1, . . . , x˜p.
The assumption imposed in Theorem 1.3 on the exponent r is optimal. To see this, consider
the ideal quantum gas, where v = 0. Then (1.17) yields the singular behaviour near the diagonal
(γ1)x,x˜ = (h−1)x,x˜ = ((κ−∆/2)−1)x,x˜ 

1 if d = 1
log|x− x˜|−1 if d = 2
|x− x˜|−1 if d = 3 .
(1.36)
Moreover, by the Wick theorem (see Lemma 2.9 below) we have νΓ1 = ν e
−νh
1−e−νh = ν
∑
n>1 e−nνh,
whose operator kernel we can write using the heat kernel ψt(x) ..= (et∆/2)x,0 as
ν(Γ1)x,x˜ = ν
∑
n>1
e−κνnψnν(x− x˜) , (1.37)
which is in fact continuous (but of course not uniformly in ν). We conclude that (1.35) can only
hold for r as in Theorem 1.3.
In the grand canonical ensemble (1.1), the pressure5 of the gas is equal to p = 1β|Λ| logZ. Thus,
setting β = 1, Theorem 1.3 yields the first correction to the pressure of an interacting Bose gas
above the critical temperature,
p = 1|Λ| logZ =
1
|Λ| logZ
0 + 1|Λ| log ζ + o(1) .
5In the mathematical literature, this quantity is sometimes somewhat incorrectly referred to as the free energy.
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For d = 1, Theorem 1.3 implies that correlation functions of the particle density
N(x) ..= a∗(x)a(x)
are, after scaling by ν, asymptotically given by corresponding correlation functions of the classical
mass density
n(x) ..= |φ(x)|2 ,
i.e.
TrF
(
νpN(x1) · · ·N(xp) e
−H
Z
)
L∞−→ 1
ζ
∫
µh−1(dφ) e−W (φ) n(x1) · · · n(xp) .
However, this result is wrong for d > 1. In fact, for d > 1, n(x) is ill-defined, as the pointwise
product of distributions φ and φ of negative regularity does not make sense. This is also apparent
in that the diagonal of γ1 in the free case is divergent for d > 1; see (1.36). On the quantum side,
we find from (1.37) that the expected particle density in the free case is
TrF
(
νN(x) e
−H
Z
)
= ν(Γ1)x,x = ν
∑
k>1
e−κνkψkν(0) . (1.38)
An elementary analysis of the right-hand side with the explicit formula (2.1) for ψt(0) shows that,
as ν → 0, (1.38) converges to ∫ µh−1(dφ) n(x) = (h−1)x,x if d = 1, diverges logarithmically if d = 2,
and diverges like ν−1/2 if d = 3.
Thus, a major shortcoming of Theorem 1.3 is that it says nothing about particle densities
for d > 1. To overcome this shortcoming, we tame the divergencies by considering Wick-ordered
densities. The Wick-ordered quantum particle density is by definition
:N(x) : = N(x)− TrF
(
N(x) e
−H0
Z0
)
.
For the classical mass density we define, for each K ∈ N∗,
:nK(x) : = nK(x)−
∫
µh−1(dφ) nK(x) , nK(x) = |PKφ(x)|2 . (1.39)
It is not hard to see (see Lemma A.2) that for any bounded function f the random variable 〈f , :nK :〉
converges as K →∞ in L2(µh−1) to a random variable, which we denote by 〈f , :n :〉. This defines
the Wick-ordered classical mass density :n(x) :, which is a priori a random distribution.
With these notations, the classical interaction constructed in Lemma A.1 (i) can be written as
W = 12
∫
dx dx˜ :n(x) : v(x − x˜) :n(x˜) : and the quantum interaction from (1.31) can be written as
1
2
∫
dx dx˜ :N(x) : v(x− x˜) :N(x˜) :.
Theorem 1.4 (Convergence of Wick-ordered particle densities). Suppose that Assumptions
1.1 and 1.2 hold. Let H be given as in (1.31) and set λ ..= ν2. Suppose that 1 6 r 6 ∞ if d = 1,
that 1 6 r <∞ if d = 2, and that 1 6 r < 3/2 if d = 3. Then for all p ∈ N∗, as ν → 0,
TrF
(
νp :N(x1) : · · · :N(xp) : e
−H
Z
)
Lr−→ 1
ζ
∫
µh−1(dφ) e−W (φ) :n(x1) : · · · :n(xp) : . (1.40)
The convergence is also locally uniform for distinct arguments x1, . . . , xp.
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Again, our assumptions on the exponent r are optimal, as can be checked in the free case v = 0
and p = 2.
Remark 1.5. Define the number of particles N ..=
∫
dxN(x) and the total mass n ..=
∫
dx n(x) of
the classical field. For any d 6 3, using Theorem 1.4 we obtain the convergence
TrF
(
(ν:N :)p e
−H
Z
)
−→ 1
ζ
∫
µh−1(dφ) e−W (φ) (:n :)p (1.41)
of the moments of the Wick-ordered number of particles to the corresponding moments of the Wick-
ordered mass. We can use this result to characterize the asymptotic distribution of the particle
number N. To that end, define the probability measures θν , θ on R as the distributions of ν:N :
and :n : respectively:
θν(B) ..= TrF
(
1ν:N:∈B
e−H
Z
)
, θ(B) ..= 1
ζ
∫
µh−1(dφ) e−W (φ) 1:n:∈B .
By (1.41), θν converges to θ in the sense of moments. In fact, this convergence holds also in
distribution, since θ is determined by its moments (because θ has subexponential tails by Lemma
A.2 below). Using Lemma 2.9 below, we conclude that in the state 1Z e−H the centred particle
number νN − tr( νeνh−1) has asymptotically distribution θ. Moreover, we have tr( νeνh−1)  Tν ,
where
Tν ..=

1 if d = 1
log ν−1 if d = 2
ν−1/2 if d = 3 .
(1.42)
Since all moments of θν are asymptotically of order one for all d, we conclude that, in the mean-field
limit ν → 0, the particle number N concentrates for d > 1 and does not concentrate for d = 1.
Here by concentration we mean that the standard deviation of N divided by its expectation tends
to zero.
Remark 1.6. More generally, using Theorem 1.4 we can characterize the joint distribution of the
family of operators (〈f , ν:N :〉)f∈L∞(Λ) in the mean-field limit: for f1, . . . , fp ∈ L∞(Λ) we have
TrF
(
〈f1 , ν:N :〉 · · · 〈fp , ν:N :〉 e
−H
Z
)
−→ 1
ζ
∫
µh−1(dφ) e−W (φ) 〈f1 , :n :〉 · · · 〈fp , :n :〉 .
For example, if D, D˜ ⊂ Λ are two regions of space we can characterize the limiting behaviour of
the covariance of the number of particles in D and the number of particles in D˜,
TrF
(∫
D
dxN(x)
∫
D˜
dx˜N(x˜) e
−H
Z
)
− TrF
(∫
D
dxN(x) e
−H
Z
)
TrF
(∫
D˜
dx˜N(x˜) e
−H
Z
)
= 1 + o(1)
ν2
Cov
(∫
D
dx :n(x) : ,
∫
D˜
dx˜ :n(x˜) :
)
,
where Cov is the covariance with respect to the measure 1ζµh−1(dφ) e−W (φ).
Both Theorems 1.3 and 1.4 are in fact special cases of our main result, Theorem 1.7, which
states that the Wick-ordered reduced density matrices converge in C(R2p), the space of continuous
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functions equipped with the supremum norm, to the Wick-ordedered classical correlation functions.
To state it, we first recall the definition of Wick ordering with respect to a Gaussian measure.
Let µC be a Gaussian measure with mean zero and covariance C on Rn. We define the Wick
ordering of the polynomial u1 · · ·un with respect to µC as
:u1 · · ·un : = ∂
n
∂λ1 . . . ∂λn
eλ·u∫
µC(du) eλ·u
∣∣∣∣
λ=0
. (1.43)
Writing
∫
µC(du) eλ·u = e
1
2λ·Cλ and computing the derivatives, we obtain
:u1 · · ·un : =
∑
Π∈M([n])
∏
i∈[n]\[Π]
ui
∏
{i,j}∈Π
(
−
∫
µC(du)uiuj
)
, (1.44)
where we defined [n] ..= {1, . . . , n}, and M([n]) is the set of partial pairings of the set [n] (i.e. a
set of disjoint unordered pairs of elements of [n]) with [Π] ..= ⋃{i,j}∈Π{i, j}. We extend (1.44) to
complex Gaussian random variables by linearity.
In analogy to (1.22), we define the Wick-ordered correlation function
(γ̂p)x1...xp,x˜1...x˜p ..=
1
ζ
∫
µh−1(dφ) e−W (φ) : φ¯(x˜1) · · · φ¯(x˜p)φ(x1) · · ·φ(xp) : , (1.45)
where the Wick ordering is performed with respect to the measure µh−1 . Defining the free correla-
tion function γ0p as (1.22) with v = 0, we have
γ̂p =
p∑
k=0
(
p
k
)2
(−1)p−k Pp
(
γk ⊗ γ0p−k
)
Pp ; (1.46)
see Lemma A.4 below. For instance,
γ̂1 = γ1 − γ01 (1.47)
and
(γ̂2)x1x2,x˜1x˜2 = (γ2)x1x2,x˜1x˜2 − (γ1)x1,x˜1(γ01)x2,x˜2 − (γ1)x1,x˜2(γ01)x2,x˜1
− (γ1)x2,x˜1(γ01)x1,x˜2 − (γ1)x2,x˜2(γ01)x1,x˜1 + (γ02)x1x2,x˜1x˜2 . (1.48)
In analogy to (1.46), we define the Wick-ordered6 reduced density matrix through
Γ̂p ..=
p∑
k=0
(
p
k
)2
(−1)p−k Pp
(
Γk ⊗ Γ0p−k
)
Pp , (1.49)
where the free reduced density matrix Γ0p is given by (1.34) with v = 0. Direct analogues of the
examples (1.47) and (1.48) hold for Γ̂1 and Γ̂2.
Theorem 1.7 (Convergence of Wick-ordered reduced density matrices). Suppose that
Assumptions 1.1 and 1.2 hold. Let H be given as in (1.31) and set λ ..= ν2. Then for all p ∈ N∗,
as ν → 0,
νp Γ̂p C−→ γ̂p ,
where C−→ denotes convergence in the space of continuous functions with respect to the supremum
norm.
6This formula can be interpreted as the obvious analogue of (1.46). In addition, in the formal functional integral
representation of the quantum many-body theory explained in Section 1.7, it is nothing but a correlation function
that is Wick ordered with respect to the free field; see (1.64) below.
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Remark 1.8. The parameter κ corresponds to a negative chemical potential, and can be used to
adjust the density of particles of the quantum system. Decreasing κ increases the particle density.
We always assume that κ > 0 for convenience, but in fact this is not important for our result and we
can make κ as negative as we wish, also depending on ν. This is possible thanks to the interaction
term, through which we can, at no extra cost, introduce a very large chemical potential. We refer
to Appendix B for a more detailed explanation.
1.6. Results II: trapping potentials. In this subsection we formulate the analogue of Theorem
1.7 in infinite volume, Λ = Rd, under the presence of a trapping potential. In particular, the
translation invariance of Section 1.5 is broken and replaced with the potential well of a trap. In
addition to the small scale (ultraviolet) behaviour of the reduced density matrices, which is the main
subject of this paper, here we also have to address the large scale (infrared) behaviour. We shall
do so by establishing convergence in supremum norm with respect to a decaying weight function,
given in (1.53) below. This will allow us to obtain convergence in Lr spaces with an optimal range
of exponents r (see Remark 1.13 below).
Assumption 1.9. The domain Λ = Λ∞,d = Rd is the d-dimensional Euclidean space, with d =
1, 2, 3. We take a possibly ν-dependent external potential U ≡ Uν : Λ → R, which is continuous
and satisfies
U(x) > b|x|θ (1.50)
for some constants b > 0 and θ > 2. The one-particle Hamiltonian is
h ≡ hU ..= κ−∆/2 + U , (1.51)
where κ > 0. We suppose that (1.14) holds for s = 2, uniformly in ν.
By the Lieb-Thirring inequality, [18, Theorem 1], for h satisfying Assumption 1.9 the condition
(1.14) holds for s > d2 +
d
θ . In particular, Assumption 1.9 holds provided that (1.50) holds with
θ >
2d
4− d . (1.52)
Assumption 1.10. We suppose that Uν converges locally uniformly, as ν → 0, to a function U0,
and that Uν > U0/C for all ν > 0, for some fixed C > 0.
For instance, we may simply take U = U0 not to depend on ν. We include the possible
ν-dependence to allow the combination of our main result with the solution of the associated
counterterm problem where U depends on ν. The counterterm problem is discussed after Theorem
1.12 below, and the relevant results, proved in [22], are summarized in Proposition 1.15 below. In
particular, Assumption 1.10 is sufficiently general as to be verified by the solution of the counterterm
problem; see Corollary 1.16 below.
Assumption 1.11. The interaction potential v : Λ → R is even, of positive type, uniformly
continuous, and bounded.
We construct the classical field exactly as in Section 1.3. The free field measure µh−1 is con-
structed in terms of hU0 with the limiting external potential U0. Under Assumptions 1.9 and 1.11,
it is easy to check that the Wick-ordered interaction (1.20) has a limit W , and we define the par-
tition function and the correlation functions as in (1.21) and (1.22). For c > 0 and θ > 0 we define
the weight function
Υθ,c(x, x˜) ..= (1 + |x|+ |x˜|)−θ(2−d/2) e−c|x−x˜| , (1.53)
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and for x, x˜ ∈ Λp we define the symmetrized weight
Υθ,c(x, x˜) ..=
∑
pi∈Sp
p∏
i=1
Υθ,c(xi, x˜pi(i)) , (1.54)
which we shall use to control the decay of Wick-ordered correlation functions.
Theorem 1.12. Suppose that Assumptions 1.9, 1.10, and 1.11 hold. Let H be as in (1.31) and set
λ = ν2. Then Z/Z0 → ζ as ν → 0. Moreover, for any p ∈ N∗ there exists a constant c > 0 such
that for any ε > 0 we have
lim
ν→0 supx,x˜
|νp(Γ̂p)x,x˜ − (γ̂p)x,x˜|
Υθ−ε,c(x, x˜)
= 0 . (1.55)
Remark 1.13. Suppose that (1.52) holds. An immediate consequence of Theorem 1.12 and the
fact that Υθ−ε,c ∈ L1(R2dp) for small enough ε > 0 is that νpΓ̂p converges to γ̂p in L1 ∩ L∞.
Here the space L1 controls the infrared (large scale) behaviour and L∞ the ultraviolet (small scale)
behaviour.
Moreover, if (1.52) holds then the analogues of Theorems 1.3 and 1.4 hold under the assumptions
of Theorem 1.12. Note that this means convergence in L1 ∩ Lr. This follows easily from Theorem
1.12 as well as the observation that νΓ01 converges to γ01 in L1∩Lr with r satisfying the assumptions
of Theorem 1.3, as can be seen from a simple estimate using Lemma 7.3 below.
Remark 1.14. From Theorem 1.12, more precisely from Proposition 7.2 below, we find that
|νp(Γ̂p)x,x˜| 6 CΥθ,c(x, x˜). Recalling the form (1.53), (1.54) and comparing to standard estimates
on the decay of the free density matrix νpΓ0p, this implies that for d > 1 the Wick-ordered reduced
density matrix νpΓ̂p decays much faster than the free density matrix νpΓ0p for large arguments
x, x˜. In other words, νpΓ̂p has a much better infrared behaviour than νpΓ0p. This observation
complements the observation, already made in Theorem 1.7, that νpΓ̂p has much more regular
ultraviolet behaviour than νpΓ0p. These estimates are all uniform in ν and hence hold also for γ̂p
and γ0p . A simple instance of this phenomenon is that, for d > 1, the condition (1.52) which ensures
that γ01 is in L2 implies that γ̂1 is even in L1 (as follows from (1.53) and Proposition 7.2 below).
We conclude this subsection with a discussion on the counterterm problem, which relates the
Wick-ordered Hamiltonian (1.31) to the Hamiltonian without Wick ordering (1.30). Under the
assumptions of Theorem 1.12, the Hamiltonian (1.31) reads
H = ν
∫
dx a∗(x)
(
κ−∆2 +U(x)
)
a(x)+12
∫
dx dx˜ (νa∗(x)a(x)−%U (x)) v(x−x˜) (νa∗(x˜)a(x˜)−%U (x˜)) ,
(1.56)
where we can write the free quantum density %U (x) from (1.32) using the Wick theorem (see Lemma
2.9 below) as
%U (x) =
(
ν
exp(νhU )− 1
)
x,x
.
We compare the Wick-ordered Hamiltonian (1.56) to the Hamiltonian without Wick ordering
H˜ = ν
∫
dx a∗(x)
(
κ˜− ∆2 + V (x)
)
a(x) + ν
2
2
∫
dx dx˜ a∗(x)a(x) v(x− x˜) a∗(x˜)a(x˜) , (1.57)
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where κ˜ ∈ R and V : Λ → R is a bare external potential. A simple calculation shows that H and
H˜ differ by an irrelevant constant H − H˜ = 12
∫
dx dx˜ %U (x)v(x− x˜)%U (x˜) under the conditions
κ˜ = κ− vˆ(0)%0 (1.58a)
V = U − v ∗ (%U − %0) . (1.58b)
Here
%0 =
(
ν
exp(νh0)− 1
)
0,0
is the (homogeneous) free particle density in the absence of the external potential, and v̂(0) =∫
dx v(x). It is easy to verify the asymptotic behaviour
%0  Tν , (1.59)
where Tν was defined in (1.42).
The equation (1.58b) is the counterterm problem, which relates the bare external potential V
to the dressed, or renormalized, external potential U . It is a nonlinear integral equation for the
potential U , which is solved in [22, Section 5]. We quote the relevant result.
Proposition 1.15 (Theorem 5.2 and Remark 5.3 of [22]). Let V : Λ → R be a locally
bounded nonnegative function satisfying V (x) > c|x|θ for some constants c > 0 and θ satisfying
(1.52). Suppose moreover that there exists a constant C > 0 such that
V (x+ y) 6 C(1 + V (x))(1 + V (y))
as well as ∫
dx v(x) (1 + V (x)2) <∞ .
Then the following holds for large enough κ > 0.
(i) The counterterm problem (1.58b) has a unique solution Uν for each ν > 0.
(ii) The equation
V (x) = U0(x)−
∫
dx˜ v(x− x˜)
( 1
κ−∆/2 + U0 −
1
κ−∆/2
)
x˜,x˜
(1.60)
has a unique solution U0, and we have
lim
ν→0‖(Uν − U0)/V ‖L∞ = 0 .
(iii) There is a constant C > 0 such that V/C 6 Uν 6 CV for all ν > 0.
The assumptions of Proposition 1.15 are for instance satisfied for the external potential V (x) =
|x|θ, with θ satisfying (1.52), and |v(x)| 6 C(1 + |x|)−2θ−d−δ for some C, δ > 0. In this case,
it is easy to check that Assumptions 1.9 and 1.10 hold for Uν constructed in Proposition 1.15,
so that Theorem 1.12 can be applied to the grand canonical Gibbs state defined by the physical
Hamiltonian (1.57). More precisely, we have the following result.
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Corollary 1.16. Suppose that Λ = Rd for d = 1, 2, 3 and suppose that V (x) = |x|θ, with θ satisfying
(1.52), and |v(x)| 6 C(1 + |x|)−2θ−d−δ for some C, δ > 0. Let U0 be the unique solution of the
limiting counterterm problem (1.60) associated with V . Fix κ > 0 and let κ˜ be given by (1.58a).
Let Γ̂p be the Wick-ordered reduced density matrix (1.49), (1.34) associated with the Hamiltonian
(1.57) with external potential V , and let γ̂p be the Wick-ordered correlation function (1.45), (1.22)
associated with the external potential U0. Then (1.55) holds for some c > 0 and any ε > 0.
We remark that, by (1.59), the relation (1.58a) means that κ˜ → −∞ as ν → 0 for d > 1.
The physical interpretation is that, in order to obtain a well-defined field limit of the quantum
many-body system, the chemical potential of the Hamiltonian (1.57) has to be chosen very large
to compensate the very large repulsive interaction energy of the particles.
1.7. The functional integral and strategy of proof. We conclude the introduction by explain-
ing the main ideas behind our proof. Our strategy is based on a functional integral representation
of quantum many-body theory. It is particularly transparent if one is willing to forgo mathematical
rigour, as we shall do in this subsection. In fact, an important contribution of our paper is to put
the following formal discussion on a rigorous footing.
Let us first consider the many-body Hamiltonian (1.30) without Wick ordering. Let Φ : [0, ν]×
Λ→ C be a field, i.e. a function of the time variable τ ∈ [0, ν] and the spatial variable x ∈ Λ. We
define the free action
S0(Φ) ..=
∫ ν
0
dτ
∫
Λ
dx Φ¯(τ, x)
(
∂τ + κ−∆/2
)
Φ(τ, x) ,
which is complex valued (because ∂τ is not self-adjoint) with a positive real part. Moreover, we
define the interaction
W(Φ) ..= λ2ν
∫ ν
0
dτ
∫
Λ
dx dx˜ |Φ(τ, x)|2 v(x− x˜) |Φ(τ, x˜)|2 , (1.61)
and write S(Φ) ..= S0(Φ) +W(Φ) for the action of the interacting field theory. Then the statistical
mechanics of the grand canonical ensemble e−H/Z associated with the quantummany-body problem
can be expressed in terms of the field theory
1
C
e−S(Φ) DΦ ,
where DΦ = ∏τ∈[0,ν]∏x∈Λ dΦ(τ, x) is the (nonexisting) uniform measure over the space of fields,
and C is an (infinite) normalization constant. More precisely, the relative partition function has
the representation
Z ..= Z
Z0
=
∫
DΦ e−S(Φ)∫
DΦ e−S0(Φ)
, (1.62)
where the partition function Z was defined in (1.24) and Z0 is the free partition function. Moreover,
the reduced density matrices defined in (1.34) are given as correlation functions of the field Φ at
time zero:
(Γp)x1...xp,x˜1...x˜p =
1∫
DΦ e−S(Φ)
∫
DΦ e−S(Φ) Φ¯(0, x˜1) · · · Φ¯(0, x˜p)Φ(0, x1) · · ·Φ(0, xp) . (1.63)
The formulas (1.62) and (1.63) are the functional integral representation underlying our proofs. We
remark that in this functional integral formulation, the Wick-ordered reduced density matrix from
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(1.49) can be written as
(Γ̂p)x1...xp,x˜1...x˜p =
1∫
DΦ e−S(Φ)
∫
DΦ e−S(Φ) : Φ¯(0, x˜1) · · · Φ¯(0, x˜p)Φ(0, x1) · · ·Φ(0, xp) : , (1.64)
where the Wick ordering is performed with respect to the free field e−S0(Φ)DΦ. The representations
(1.63) and (1.64) are the quantum functional integral counterparts of the classical field expressions
(1.22) and (1.45).
Analogously, the classical field theory from Section 1.3, here without Wick ordering, can be
written formally as
1
c
e−s(φ) Dφ ,
where φ : Λ → C is the classical field which depends on the spatial variable x ∈ Λ only, Dφ =∏
x∈Λ dφ(x) is the (nonexisting) uniform measure on the space of classical fields, c is an (infinite)
normalization constant, and s(φ) ..= s0(φ) + w(φ) is the classical action, with the classical free
action
s0(φ) ..=
∫
Λ
dx φ¯(x)(κ−∆/2)φ(x)
and the classical interaction
w(φ) ..= 12
∫
Λ
dx dx˜ |φ(x)|2 v(x− x˜) |φ(x˜)|2 .
Analogously to the identities (1.62) and (1.63), we can write the (relative) partition function (1.21)
as
ζ =
∫
Dφ e−s(φ)∫
Dφ e−s0(φ)
(1.65)
and the correlation functions (1.22)
(γp)x1...xp,x˜1...x˜p =
1∫
Dφ e−s(φ)
∫
Dφ e−s(φ) φ¯(x˜1) · · · φ¯(x˜p)φ(x1) · · ·φ(xp) . (1.66)
To analyse the mean-field limit λ = ν2 → 0 of (1.62) and (1.63), it is convenient to introduce
the rescaled field Φ′(t, x) ..=
√
νΦ(νt, x), with t ∈ [0, 1]. Thus we have S(Φ) = S ′(Φ′), where
S ′(Φ′) ..=
∫ 1
0
dt
∫
Λ
dx Φ¯′(t, x)
(
∂t/ν+κ−∆/2
)
Φ′(t, x)+12
∫ 1
0
dt
∫
Λ
dx dx˜ |Φ′(t, x)|2 v(x−x˜) |Φ′(t, x˜)|2 .
Moreover, (1.63) becomes
νp(Γp)x1...xp,x˜1...x˜p =
1∫
DΦ′ e−S′(Φ′)
∫
DΦ′ e−S′(Φ′) Φ¯′(0, x˜1) · · · Φ¯′(0, x˜p)Φ′(0, x1) · · ·Φ′(0, xp) .
In terms of the field Φ′, we see that the ν-dependence appears only in front of the time derivative
∂t in the free part of S ′. Hence, as ν → 0, the time-dependence of Φ′ is suppressed by the strong
oscillations in the factor e−S′(Φ′), so that, by a stationary phase argument, we expect the dominant
contribution in the integral over Φ′ to arise from fields that are constant in time. This is an
indication that the expressions (1.62) and νp·(1.63) will converge to (1.65) and (1.66), respectively.
This gives an appealing heuristic for the emergence of the mean-field limit from the quantum
many-body problem. Thus, our proof can be regarded as a rigorous implementation of an infinite-
dimensional stationary phase argument for such ill-defined functional integrals.
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The discussion above was performed for the bare theory without Wick ordering of the inter-
action. We implement the Wick ordering in the quantum many-body problem by replacing the
right-hand side of (1.61) with
λ
2ν
∫ ν
0
dτ
∫
Λ
dx dx˜
(|Φ(τ, x)|2−%(x)) v(x−x˜) (|Φ(τ, x˜)|2−%(x˜)) , %(x) = ∫ DΦ e−S0(Φ) |Φ(0, x)|2∫
DΦ e−S0(Φ)
,
(1.67)
and an analogous procedure for the classical field φ, which was already carefully explained in Section
1.3.
Next, we outline how we make the above formal construction rigorous and establish convergence
to the mean-field limit. We start by noting that already the Gaussian measure associated with the
free theory presents a major obstacle. In the classical case, the formal Gaussian measure e−s0(φ)Dφ
can be easily constructed using standard arguments, and we gave such a construction in Section 1.3.
For this construction, it is crucial that the covariance (κ −∆/2)−1 is self-adjoint. In contrast, in
the quantum case, any attempt to construct the free Gaussian measure e−S0(Φ)DΦ with covariance
(∂τ + κ−∆/2)−1 is doomed to fail. This is because the covariance is not self-adjoint, although it
is a well-defined normal operator with strictly positive real part. In finite dimensions, it is easy
to construct explicitly a Gaussian measure with a non-self-adjoint covariance, as long as the real
part of the covariance is positive. In infinite dimensions, such a measure does in general not exist,
and this is in particular the case for e−S0(Φ)DΦ. Indeed, as explained in [2], a “no-go” theorem
from [13] shows that e−S0(Φ)DΦ cannot lead to a well-defined complex measure on the space of
fields. The problem is that the imaginary part of the exponent S0(Φ) is unbounded and it gives
rise to uncontrollable oscillations.
We remark that the formal integral representation (1.62), (1.63) is also used as the starting
point of a major and ongoing programme [2,3] (see also [16,43]) with the goal of establishing Bose-
Einstein condensation for an interacting Bose gas. The approach of [2, 3] to make (1.62), (1.63)
rigorous is a coherent state functional integral and a discretization of the time direction τ ∈ [0, ν].
As we now explain, in this paper we take very different approach.
Our solution to the construction of the measure e−S0(Φ)DΦ is not to attempt to find an actual
measure (which, as explained above, does not exist), but to define it as a linear functional on a
sufficiently large class of functions of the field Φ. Let us first explain our construction for the relative
partition function without Wick ordering, (1.62). Our starting point is a Hubbard-Stratonovich
transformation using an auxiliary real field σ : [0, ν] × Λ → R, with law µC , which is centred and
has covariance ∫
µC(dσ)σ(τ, x)σ(τ˜ , x˜) = δ(τ − τ˜) v(x− x˜) .
In practice, as such a field is white noise in the time direction, we need to introduce a regularization
into our covariance which ensures that σ is almost surely continuous (see (3.4) and (3.5) below).
By the Hubbard-Stratonovich transformation (see (3.2) below) we obtain from (1.62) that
Z =
∫
DΦ e−S(Φ)∫
DΦ e−S0(Φ)
=
∫
µC(dσ)
∫
DΦ exp
(−〈Φ , (∂τ −∆/2 + κ− iσ)Φ〉)∫
DΦ exp
(−〈Φ , (∂τ −∆/2 + κ)Φ〉) . (1.68)
For any function u : [0, ν] × Λ → C whose real part is always negative, we introduce the operator
K(u) ..= ∂τ −∆/2− u. Thus, we obtain
Z =
∫
µC(dσ)
∫
DΦ exp
(−〈Φ ,K(−κ+ iσ)Φ〉)∫
DΦ exp
(−〈Φ ,K(−κ)Φ〉) =
∫
µC(dσ)
detK(−κ+ iσ)−1
detK(−κ)−1 =
∫
µC(dσ) eF1(σ) ,
(1.69)
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where we defined
F1(σ) ..= −Tr
(
logK(−κ+ iσ)− logK(−κ)
)
=
∫ ∞
0
dt Tr
( 1
t+K(−κ+ iσ) −
1
t+K(−κ)
)
, (1.70)
and the last step follows by an integral representation of the logarithm (see (3.22) below).
Next, we observe that for any function u : [0, ν] × Λ → C the Green function (K(u)−1)τ,τ˜x,x˜
of K(u) can be expressed in terms of the propagator W τ,τ˜ (u) of a heat flow driven by a periodic
time-dependent potential u([τ ]ν), where [τ ]ν is the ν-periodic representative of τ ∈ R in [0, ν]. More
precisely, we have the relation
(K(u)−1)τ,τ˜x,x˜ =
∑
r∈νN
1τ+r>τ˜ W τ+r,τ˜x,x˜ (u) , (1.71)
where
∂τW
τ,τ˜ (u) =
(1
2∆ + u([τ ]ν)
)
W τ,τ˜ (u) , W τ,τ (u) = 1 . (1.72)
Using the Feynman-Kac formula, we represent the propagator W τ,τ˜ (u) as
W τ,τ˜x,x˜ (u) =
∫
Wτ,τ˜x,x˜(dω) e
∫ τ
τ˜
dt u([t]ν ,ω(t)) , (1.73)
where Wτ,τ˜x,x˜ is the usual (unnormalized) path measure of the Brownian bridge from the space-time
point (τ˜ , x˜) to (τ, x). Putting all of these ingredients together, we then show that the right-hand
side of (1.69) is well defined and equals precisely Z/Z0 with Z is given by (1.24) and Z0 is its free
version.
Thus, our rigorous construction of the formal functional integrals in (1.62) is summarized by
the relations (1.68)–(1.73), along with an appropriate regularization of the measure µC(dσ). This
allows us to represent the left-hand side of (1.68) rigorously in terms of an integral over the field σ
and Brownian loops ω.
In the above formal discussion, the Wick ordering from (1.67) is very easy to implement: we
simply introduce a phase exp
(− iν ∫ ν0 dτ ∫ dxσ(τ, x) %(x)) in the integral on the right-hand side of
(1.68), and find that this gives rise to the correctly Wick-ordered interaction on the left-hand side.
After introducing this phase, a calculation (see Lemma 3.13 below) shows that the representation
(1.69) becomes, upon Wick ordering,
Z =
∫
µC(dσ) eF2(σ) , F2(σ) ..= F1(σ)−
∫ ∞
0
dt Tr
( 1
t+K(−κ) iσ
1
t+K(−κ)
)
.
Here we observe the regularizing effect of Wick ordering: by a simple resolvent expansion we notice
a strong cancellation between the two terms of F2(σ), which will ensure the boundedness of F2(σ)
as ν → 0 in all dimensions d = 1, 2, 3, unlike F1(σ), which is well behaved only for d = 1.
Next, using the above representation we can write (for the non-Wick-ordered interaction for
simplicity, as above Wick-ordering the interaction amounts to replacing F1 by F2) the reduced
density matrices (1.63) as
Γp =
1∫
µC(dσ) eF1(σ)
p!Pp
∫
µC(dσ) eF1(σ)
((
K(−κ+ iσ)−1)0,0)⊗p . (1.74)
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To see why (1.74) indeed reproduces (1.63), we apply a Hubbard-Stratonovich transformation to
(1.63), which yields
(Γp)x1...xp,x˜1...x˜p =
1
Z
1∫
DΦ exp
(−〈Φ ,K(−κ)Φ〉)
×
∫
µC(dσ)
∫
DΦ exp
(−〈Φ ,K(−κ+ iσ)Φ〉) Φ¯(0, x˜1) · · · Φ¯(0, x˜p)Φ(0, x1) · · ·Φ(0, xp) .
Now applying Wick’s rule for the Gaussian measure exp
(−〈Φ ,K(−κ+ iσ)Φ〉)DΦ yields the kernel
of (1.74). In order to make a rigorous link between (1.74) and the actual definition (1.34), we use the
Wick theorem for quasi-free bosonic states (see Lemma 2.9 below). We remark that Wick-ordering
of the reduced density matrices, as in (1.49), is particularly transparent in the form (1.74):
Γ̂p =
1∫
µC(dσ) eF1(σ)
p!Pp
∫
µC(dσ) eF1(σ)
((
K(−κ+ iσ)−1)0,0 − (K(−κ)−1)0,0)⊗p , (1.75)
as can be seen by expanding the product over the p operators and applying (1.74) to each resulting
term.
Having derived a rigorous version of the functional integral representation (1.62), (1.63), we
derive an analogous representation of the classical field theory. The starting point is again the
Hubbard-Stratonovich transformation, except that this time the auxiliary field ξ depends on spatial
variables only, and has covariance
∫
µv(dξ) ξ(x) ξ(x˜) = v(x−x˜). A simple but important observation
is that the time-averaged field 〈σ〉(x) = 1ν
∫ ν
0 dτ σ(τ, x) has the same law as ξ. As it turns out, the
expressions we obtain for the classical field theory mirror those of the quantum theory described
above, except that the time-dependence of the field σ is suppressed through the time averaging 〈σ〉.
Similarly, the time-dependent propagator W τ,τ˜ (−κ + iσ) is replaced with the time-homogeneous
propagator e−(τ−τ˜)(κ−∆/2−iξ), and sums of the form (1.71), with u = −κ+iσ and after multiplication
by ν, are given by the corresponding Riemann integrals∫ ∞
0
dr e−r(κ−∆/2−iξ) = 1
κ−∆/2− iξ . (1.76)
Once the rigorous functional integral representation in terms of the auxiliary field σ and the
Brownian paths ω (see (1.73)) is set up, the proof of convergence to the mean-field limit entails
establishing convergence of Riemann sums of the kind (1.71) to integrals of the form (1.76), as well as
quantitative continuity properties of the propagatorW τ,τ˜ in the time variables τ, τ˜ . These estimates
represent the main analytical work of our proof. All of these estimates are seriously complicated
by the fact that the field σ is singular, white noise in time after removal of the regularization in
the measure µC .
In all of these estimates, the representation in terms of Brownian loops proves very useful.
Indeed, we can use quantitative continuity properties of Brownian motion to control the convergence
to the mean-field limit. Moreover, when considering particles in Euclidean space confined by an
external potential (as in Section 1.6), the infrared (i.e. long-range) properties of the Wick ordered
correlation functions can be very effectively estimated using basic excursion estimates for Brownian
bridges.
1.8. Outline of the paper. The rest of this paper is devoted to the proofs our our main results,
Theorems 1.3, 1.4, 1.7, and 1.12. The main argument is the proof of Theorem 1.7, which is given
in Sections 2–6, in which we work on the torus and make Assumptions 1.1 and 1.2. In Section 2 we
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collect a variety of standard tools and notations that we use throughout the proof. In Section 3 we
derive the functional integral representation for the quantum many-body system, and in Section 4
we do the same for the classical field theory. In Section 5, we prove the convergence of the quantum
many-body theory to the classical theory in the mean-field limit. In Section 6, we conclude the
proof of Theorem 1.7, and use it to deduce Theorems 1.3 and 1.4 as corollaries. Finally, in Section 7
we explain how to extend the analysis of Sections 3–6 to the case of an external trapping potential
in Euclidean space, and prove Theorem 1.12.
2. Preliminaries
In this section we collect various tools and notations that we shall use throughout the paper.
2.1. Basic notations. We use 1 to denote the identity operator on a Hilbert space, and we
sometimes write 1/b for the inverse of an operator b. We use 1A to denote the indicator function
of a set A. We use the notation µC for a Gaussian measure with covariance C. We use the letters
C, c > 0 to denote generic positive constants (C should be thought of as being large enough and
c small enough). If C depends on some parameter α, we indicate this by writing C ≡ Cα. For
vectors r ∈ [0,∞)n with nonnegative entries we use the notation |r| ..= ∑ni=1 ri. For points x ∈ Λ
we use |x| to denote the Euclidean norm on Λ.
For a separable Hilbert space H and p ∈ [1,∞], the Schatten space Sp(H) is the set of bounded
operators b on H satisfying ‖b‖Sp <∞, where
‖b‖Sp ..=
{
(tr |b|p)1/p if p <∞
sup spec |b| if p =∞ ,
and |b| ..= √b∗b. With these notations, ‖b‖S2 = ‖b‖L2 , and S1(H) is the space of trace class
operators.
2.2. Brownian paths. Let 0 6 τ˜ < τ and denote by Ωτ,τ˜ the space of continuous paths ω :
[τ˜ , τ ]→ Λ. For x˜ ∈ Λ and 0 6 τ˜ < τ , let Pτ,τ˜x˜ denote the law on Ωτ,τ˜ of standard Brownian motion
equal to x˜ at time τ˜ , with periodic boundary conditions on Λ. For x˜, x ∈ Λ and 0 6 τ˜ < τ , let
Pτ,τ˜x,x˜ denote the law on Ωτ,τ˜ of the Brownian bridge equal to x˜ at time τ˜ and equal to x and time
τ , with periodic boundary conditions in Λ.
We can characterize the measures Pτ,τ˜x˜ and P
τ,τ˜
x,x˜ explicitly through their finite-dimensional dis-
tributions. To that end, let
ψt(x) ..= (e∆t/2)x,0 =
∑
n∈Zd
(2pit)−d/2e−|x−Ln|2/2t (2.1)
be the periodic heat kernel on Λ ≡ ΛL,d. (We allow L = ∞ for the case Λ = Rd.) Let n ∈ N∗,
τ˜ < t1 < · · · < tn < τ , and f : Λn → R be a continuous function. Then the law Pτ,τ˜x˜ is characterized
through its finite-dimensional distribution∫
Pτ,τ˜x˜ (dω) f(ω(t1), . . . , ω(tn))
=
∫
dx1 · · · dxn ψt1−τ˜ (x1 − x˜)ψt2−t1(x2 − x1) · · ·ψtn−tn−1(xn − xn−1) f(x1, . . . , xn) .
23
Similarly, the positive measure
Wτ,τ˜x,x˜(dω) ..= ψτ−τ˜ (x− x˜)Pτ,τ˜x,x˜(dω) (2.2)
is characterized by its finite-dimensional distribution∫
Wτ,τ˜x,x˜(dω) f(ω(t1), . . . , ω(tn))
=
∫
dx1 · · · dxn ψt1−τ˜ (x1− x˜)ψt2−t1(x2−x1) · · ·ψtn−tn−1(xn−xn−1)ψτ−tn(x−xn) f(x1, . . . , xn) .
(2.3)
Hence,
Wτ,τ˜x,x˜(dω) = P
τ,τ˜
x˜ (dω) δ
(
ω(τ)− x) . (2.4)
The following result is well known.
Lemma 2.1 (Feynman-Kac). Let I ⊂ R be a closed bounded interval and V : I × Λ → C be
continuous. Let (W τ,τ˜ )τ˜6τ∈I be the propagator satisfying
∂τW
τ,τ˜ =
(1
2∆ + V (τ)
)
W τ,τ˜ , W τ,τ = 1 .
Then W τ,τ˜ has the operator kernel
W τ,τ˜x,x˜ =
∫
Wτ,τ˜x,x˜(dω) e
∫ τ
τ˜
ds V (s,ω(s)) .
We recall the following elementary heat kernel estimate.
Lemma 2.2. There is a constant C such that
sup
x,x˜
∫
Wτ,τ˜x,x˜(dω) 6 C
(
L−d + (τ − τ˜)−d/2) .
Proof. The left-hand side is equal to supx ψτ−τ˜ (x), and the claim is an easy consequence of (2.1)
and a Riemann sum approximation.
We shall also need the following quantitative L2-continuity result for Pτ,τ˜x,x˜. Denote by |x|L ..=
minn∈Zd |x− Ln| the periodic Euclidean norm of x ∈ Λ.
Lemma 2.3. There exists a constant C > 0 such that∫
Pτ,τ˜x,x˜ (dω)|ω(t)− ω(s)|2L 6 C
[
(t− s) + |x− x˜|2L
(t− s)2
(τ − τ˜)2
]
for any τ˜ 6 s 6 t 6 τ .
The proof of Lemma 2.3 is given in Appendix C.
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2.3. Gaussian integration. We record the following generalization of Wick’s rule for a real
Gaussian measure.
Lemma 2.4. Let C > 0 be a positive real n×n matrix. Defining the Gaussian probability measure
on Rn with covariance C through
µC(du) ..=
1√
(2pi)n det C e
− 12 〈u,C−1u〉 du .
For any k and f, f1, . . . , fk ∈ Rn we have∫
µC(du)
k∏
i=1
〈fi , u〉 ei〈f ,u〉 = e− 12 〈f ,Cf〉
∑
Π∈M([k])
∏
{i,j}∈Π
〈fi , Cfj〉
∏
i∈[k]\[Π]
i〈fi , Cf〉 ,
where we recall the notations introduced after (1.44).
Proof. By completing the square, we find
∫
µC(du)
k∏
i=1
〈fi , u〉 ei〈f ,u〉 = 1√(2pi)n det C
∫
du e−
1
2 〈u−iCf ,C−1(u−iCf)〉e−
1
2 〈f ,Cf〉
k∏
i=1
〈fi , u〉 .
By a change of variables u 7→ u+ iCf and using Cauchy’s theorem to deform the integration path
in Rn, we obtain
∫
µC(du)
k∏
i=1
〈fi , u〉 ei〈f ,u〉 = e− 12 〈f ,Cf〉
∫
µC(du)
k∏
i=1
〈fi , u+ iCf〉 .
Using Wick’s rule for µC , we therefore obtain∫
µC(du)
k∏
i=1
〈fi , u〉 ei〈f ,u〉 = e− 12 〈f ,Cf〉
∑
I⊂[k] even
∫
µC(du)
∏
i∈I
〈fi , u〉
∏
i∈[k]\I
i〈fi , Cf〉
= e−
1
2 〈f ,Cf〉
∑
I⊂[k] even
∑
Π∈Mc(I)
∏
{i,j}∈Π
〈fi , Cfj〉
∏
i∈[k]\I
i〈fi , Cf〉 ,
where Mc(I) denotes the set of complete pairings of the set I. The claim now follows.
Next, we record some basic results on complex Gaussians. We use the notation 〈z , w〉 = ∑i ziwi
for the complex inner product and dz for the Lebesgue measure on Cn.
Lemma 2.5. Let C > 0 be a complex n× n matrix with Re C > 0. Then we have∫
Cn
dz e−〈z ,C−1z〉 = pin det C .
In light of Lemma 2.5, for C > 0 a complex n× n matrix with Re C = 12(C + C∗) > 0, we define
the Gaussian probability measure on Cn with covariance C through
µC(dz) ..=
1
pin det C e
−〈z ,C−1z〉 dz . (2.5)
We state Wick’s rule for a complex Gaussian measure.
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Lemma 2.6. Let C > 0 be a complex n×n matrix with Re C > 0 and let µC be given by (2.5). For
f1, . . . , fp, g1, . . . , gp ∈ Cn we have∫
Cn
µC(dz)
p∏
i=1
〈fi , z〉〈z , gi〉 =
∑
pi∈Sp
p∏
i=1
〈fi , Cgpi(i)〉 .
Proof. Using the notation ∂¯i = ∂∂z¯i , the claim follows from the identity
〈f , z〉 e−〈z ,C−1z〉 = −〈f , C∂¯〉 e−〈z ,C−1z〉
and integration by parts.
2.4. Fourier transform. Here we summarize the conventions of the Fourier transform that we
shall use. For a function f : Rd → C we use the continuous Fourier transform
f(x) =
∫
Rd
dp (Ff)(p) e2piix·p , (Ff)(p) =
∫
Rd
dx f(x) e−2piix·p .
For a function f : ΛL,d → C we use the Fourier series
f(x) = 1
Ld
∑
p∈Zd
(FLf)(p) e2piip·x/L , (FLf)(p) =
∫
Λ
dx f(x) e−2piix·p/L .
On Λ we define the convolution
(f ∗ g)(x) ..=
∫
Λ
dy f(x− y) g(y) , (FL(f ∗ g))(p) = (FLf)(p)(FLg)(p) .
For a function v : Λ→ C and a function ϕ : Rd → C we have for any η > 0, by Poisson summation,
1
Ld
∑
p∈Zd
ϕ(ηp)(FLv)(p) e2piix·p/L = (δη,L,ϕ∗v)(x) , δη,L,ϕ(x) ..= 1
ηd
∑
y∈Zd
(F−1ϕ)
(
x− Ly
η
)
. (2.6)
The function δ has the interpretation of an approximate delta function on Λ. More precisely, if
ϕ(0) = 1 then δη,L,ϕ is a periodic function on Λ satisfying
∫
Λ dx δη,L,ϕ(x) = 1, which converges (in
distribution, i.e. tested against continuous functions) as η → 0 to the periodic delta function on Λ.
2.5. Properties of quasi-free states. In this subsection we review some standard facts about
bosonic quasi-free states.
Definition 2.7. We lift any bounded operator b on H to an operator Γ(b) on Fock space F(H)
through Γ(b) ..= ⊕n∈N b⊗n on F(H).
Lemma 2.8. Let b be a trace-class operator on H with spectral radius strictly less than one. Then
TrF (Γ(b)) =
∑
n∈N
tr(Pnb⊗n) = det(1− b)−1 = e− tr log(1−b) . (2.7)
Proof. By a standard approximation argument, it suffices to establish the claim for finite-dimensional
H. Moreover, by density of diagonalizable matrices, we may assume that b is diagonalizable. Hence,
by cyclicity of trace, it suffices to show the claim for diagonal b = diag(b1, . . . , bk), where k = dimH.
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We use the occupation state basis of the Fock space F(H). For m ∈ Nk we define the vector
Em ..= P|m| e⊗m11 ⊗ e⊗m22 ⊗ · · · ⊗ e⊗mkk , where |m| ..=
∑k
i=1mi and (ei)ki=1 is the standard basis of
H. It is easy to check that (Em)m∈Nk is an orthonormal basis of F(H). Thus we find
TrF (Γ(b)) =
∑
m∈Nk
〈Em , b⊗|m|Em〉 =
∑
m∈Nk
bm11 · · · bmkk =
k∏
i=1
1
1− bi = det(1− b)
−1 .
Let b be a trace-class operator on H with spectral radius strictly less than one. We define the
quasi-free state associated with b through
qb(X) ..=
TrF (XΓ(b))
TrF (Γ(b))
, (2.8)
where X is an operator on the Fock space F(H). The following result is well known; for a proof
see e.g. [22, Lemma B.1]. (Note that the argument of [22, Lemma B.1] was given for the case that
b is a positive operator, but this assumption is irrelevant for the proof.)
Lemma 2.9 (Wick theorem). Let b be a trace-class operator on H with spectral radius strictly
less than one. Then the following holds.
(i) We have
qb
(
a∗(g) a(f)
)
=
〈
f ,
b
1− b g
〉
(2.9)
and
qb
(
a(f) a(g)
)
= qb
(
a∗(f) a∗(g)
)
= 0 (2.10)
for all f, g ∈ H.
(ii) Let X1, . . . , Xn be operators of the form Xi = a(fi) or Xi = a∗(fi), where f1, . . . , fn ∈ H.
Then we have
qb(X1 · · ·Xn) =
∑
Π∈Mc([n])
∏
(i,j)∈Π
qb(XiXj) , (2.11)
where the sum ranges over all complete pairings of [n], and we label the edges of Π using
ordered pairs (i, j) with i < j.
3. Functional integral representation of quantum many-body systems
In this section we derive the functional integral representation for the partition function Z =
TrF (e−H) and the reduced density matrices (1.34), under Assumptions 1.1 and 1.2. The main
results of this section are Proposition 3.12 for the partition function as well as Propositions 3.14
and 3.15 for the reduced density matrices.
For clarity of the exposition, in Subsections 3.1–3.3, we focus on an interaction that is not
Wick-ordered, i.e. we consider a Hamiltonian of the form (1.3). Then, in Section 3.4, we explain
how Wick ordering is incorporated into our functional integral representation.
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3.1. Random field representation. In this subsection we suppose that Hn is of the form (1.3).
By the Feynman-Kac formula, Lemma 2.1, applied to dimension dn instead of d, we obtain
(e−Hn)x,x˜ = e−νκn
∫ n∏
i=1
Wν,0xi,x˜i(dωi) e
− λ2ν
∑n
i,j=1
∫ ν
0 dt v(ωi(t)−ωj(t)) . (3.1)
The starting point of our representation is a Hubbard-Stratonovich transformation to the exponen-
tial in (3.1). Formally, we introduce a real Gaussian field σ on the space-time torus [0, ν]×Λ with
law µC0 , whose covariance is given by∫
µC0(dσ)σ(τ, x)σ(τ˜ , x˜) =
λ
ν
δ(τ − τ˜)v(x− x˜) =.. (C0)τ,x˜x,x˜ .
Then we use that for a real Gaussian measure µC with covariance C∫
µC(dσ) ei〈f,σ〉 = e−
1
2 〈f,Cf〉 ; (3.2)
see Lemma 2.4. Using (3.2) with f(τ, x) = ∑ni=1 δ(x− ωi(τ)) we obtain
(e−Hn)x,x˜ = e−νκn
∫
µC0(dσ)
∫ n∏
i=1
Wν,0xi,x˜i(dωi)
n∏
i=1
ei
∫ ν
0 dt σ(t,ωi(t)) . (3.3)
For the validity of many of the following arguments, we shall need that σ is a continuous function
of τ and x. Unfortunately, under µC0 , the field σ is white noise in the time direction (and therefore
singular in t), and potentially discontinuous even in x if v is not smooth enough. We remedy this
by regularizing the covariance C0. Let ϕ, respectively ϕ˜, be a smooth, nonnegative, even, compactly
supported function on Rd satisfying ϕ(0) = 1, respectively on R satisfying ϕ˜(0) = 1. Moreover, we
choose7 ϕ such that F−1ϕ > 0. Recalling the definition (2.6), we abbreviate
δη,ν(τ) ..= δη,ν,ϕ˜ , vη ..= v ∗ δη,L,ϕ . (3.4)
For η > 0 we define the real Gaussian measure µCη with mean zero and covariance∫
µCη(dσ)σ(τ, x)σ(τ˜ , x˜) =
λ
ν
δη,ν(τ − τ˜) vη(x− x˜) =.. (Cη)τ,τ˜x,x˜ . (3.5)
For η > 0, we can represent µCη as the law of the Gaussian field
ση(τ, x) ..=
√
λ
ν
1√
νLd
∑
k∈Z
∑
p∈Zd
Xk,p +X−k,−p√
2
√
(FLv)(p) ϕ˜(ηk)ϕ(ηp) e2piiτk/ν+2piip·x/L , (3.6)
where (Xk,p : k ∈ Z, p ∈ Zd) is family of independent standard complex Gaussians. For η = 0, the
series converges almost surely in a Sobolev space of sufficiently negative index. For η > 0, the series
is a finite sum, and therefore, under the law µCη , the field σ is almost surely a smooth periodic
function on [0, ν]× Λ, and the integration over µCη is a finite-dimensional Gaussian integral.
We define the following regularized versions of e−H and Z = TrF (e−H).
7This condition can be easily achieved by taking the convolution of an appropriate nonnegative function with
itself.
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Definition 3.1. Let η > 0. On F we define the operator R˜η ..= ⊕n∈N R˜n,η, where R˜n,η has
operator kernel
(R˜n,η)x,x˜ ..= e−νκn
∫
µCη(dσ)
∫ n∏
i=1
Wν,0xi,x˜i(dωi)
n∏
i=1
ei
∫ ν
0 dt σ(t,ωi(t)) . (3.7)
Moreover, define Z˜η ..= TrF (R˜η).
As a guide to the reader, we note that the tilde on R˜n,η and Z˜η indicates the absence of Wick-
ordering. In Section 3.4 we define the corresponding Wick-ordered quantities, which are denoted
by Rn,η and Zη.
Throughout the following we shall use simple pointwise bounds of the form
|(R˜n,η)x,x˜| 6 e−νκn
∫ n∏
i=1
Wν,0xi,x˜i(dωi) = (e
−H0n)x,x˜ . (3.8)
For the actual proof, we shall not need the following result, but we give it to illustrate the argument
used to prove convergence as η → 0, which we shall use repeatedly later on.
Lemma 3.2. We have limη→0 Z˜η = Z.
Proof. We first claim that for all n ∈ N and all x, x˜ ∈ Λn we have the pointwise convergence
lim
η→0(R˜n,η)x,x˜ = (e
−Hn)x,x˜ (3.9)
Using Fubini’s theorem and (3.2) with f(τ, x) = ∑ni=1 δ(x− ωi(t)) for the finite-dimensional Gaus-
sian integral over µCη in (3.7), we obtain
(R˜n,η)x,x˜ = e−νκn
∫ n∏
i=1
Wν,0xi,x˜i(dωi) exp
(
− λ2ν
n∑
i,j=1
∫ ν
0
dt
∫ ν
0
ds δη,ν(t− s) vη(ωi(t)− ωj(s))
)
.
Moreover, from (3.7) we find that the exponent has nonpositive real part. Since the Brownian
paths ω1, . . . , ωn are almost surely continuous, using dominated convergence and recalling (3.1), we
find that to prove (3.9) it suffices to show, for any pair of continuous paths ω, ω˜ : [0, ν]→ Λ, that
lim
η→0
∫ ν
0
dt
∫ ν
0
ds δη,ν(t− s) vη(ω(t)− ω˜(s)) =
∫ ν
0
dt v(ω(t)− ω˜(t)) . (3.10)
To prove this, write∫ ν
0
dt
∫ ν
0
ds δη,ν(t− s) vη(ω(t)− ω˜(s))−
∫ ν
0
dt
∫ ν
0
ds δ(t− s) v(ω(t)− ω˜(s))
=
∫ ν
0
dt
∫ ν
0
ds δη,ν(t− s)
(
vη − v
)
(ω(t)− ω˜(s)) +
∫ ν
0
dt
∫ ν
0
ds (δη,ν − δ)(t− s) v(ω(t)− ω˜(s)) .
The first term converges to zero as η → 0 because limη→0‖vη − v‖L∞ = 0 by continuity of v, and
the second converges to zero as η → 0 because (t, s) 7→ v(ω(t)− ω˜(s)) is a continuous map on [0, ν]2.
This concludes the proof of (3.9).
Now write
Z = TrF (e−H) =
∑
n∈N
tr(Pne−Hn) =
∑
n∈N
1
n!
∑
pi∈Sn
∫
Λn
du (e−Hn)piu,u ,
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where piu = (upi(1) . . . upi(n)). Analogously,
Z˜η = TrF (R˜η) =
∑
n∈N
tr(PnR˜n,η) =
∑
n∈N
1
n!
∑
pi∈Sn
∫
Λn
du (R˜n,η)piu,u .
Then the claim follows from (3.9) using (3.8),∑
n∈N
1
n!
∑
pi∈Sn
∫
Λn
du (e−H0n)piu,u = Z0 <∞ , (3.11)
and dominated convergence.
3.2. The periodic propagator. As in the previous subsection, we assume that Hn is of the form
(1.3). We now introduce a fundamental object of our representation – a propagator of a heat flow
driven by a periodic time-dependent potential.
Definition 3.3. For t ∈ R abbreviate [t]ν ..= (t mod ν) ∈ [0, ν). For any continuous periodic
function u : [0, ν]× Λ→ C, we define the propagator (W τ,τ˜ )τ˜6τ through
∂τW
τ,τ˜ (u) =
(1
2∆ + u([τ ]ν)
)
W τ,τ˜ (u) , W τ,τ (u) = 1 ,
where we regard u([τ ]ν) as a multiplication operator.
By the Feynman-Kac formula, Lemma 2.1, W τ,τ˜ (u) has kernel
W τ,τ˜x,x˜ (u) =
∫
Wτ,τ˜x,x˜(dω) e
∫ τ
τ˜
dt u([t]ν ,ω(t)) . (3.12)
Lemma 3.4. The propagator (W τ,τ˜ )τ˜6τ satisfies the following properties.
(i) It is a groupoid in the sense that for τ1 6 τ2 6 τ3 we have
W τ3,τ2(u)W τ2,τ1(u) = W τ3,τ1(u) .
(ii) It is ν-periodic in the sense that for τ˜ 6 τ we have
W τ+ν,τ˜+ν(u) = W τ,τ˜ (u) .
(iii) Suppose that Reu 6 −c for some constant c > 0. Then ‖W τ,τ˜ (u)‖S∞ 6 e−c(τ−τ˜), and
moreover for any τ > τ˜ , W τ,τ˜ (u) is trace class.
Proof. The properties (i) and (ii) are obvious from Definition 3.3 and (3.12). For property (iii),
we use the Schur test for the operator norm and (3.12) to obtain ‖W τ,τ˜ (u)‖S∞ 6 e−c(τ−τ˜). Finally,
for any τ > τ˜ , W τ,τ˜ (u) is trace class by (3.12) and Lemma 2.2.
Using Definition 3.3, we can express R˜η and Z˜η from Definition 3.1 as follows.
Proposition 3.5. Let H be defined as in (1.30) and suppose that Assumptions 1.1 and 1.2 hold.
(i) We have
R˜η =
∫
µCη(dσ) Γ
(
W ν,0(−κ+ iσ)) . (3.13)
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(ii) We have
Z˜η =
∫
µCη(dσ) eF0(σ) , (3.14)
where
F0(σ) ..= − tr log(1−W ν,0(−κ+ iσ)) . (3.15)
Proof. From Definition 3.1 we find (R˜n,η)x,x˜ =
∫
µCη(dσ)
∏n
i=1W
ν,0
xi,x˜i
(−κ + iσ), and (i) follows.
Moreover, thanks to Lemma 3.4 (iii), we may apply Lemma 2.8 to obtain (ii).
Next, expanding the logarithm in (3.15) as a power series, using Lemma 3.4 (iii) and κ > 0, we
get
F0(σ) =
∑
`∈N∗
1
`
trW `ν,0(−κ+ iσ) , (3.16)
where we used Lemma 3.4 (i) and (ii). We have the following result.
Lemma 3.6. We have
Z˜η = Z0
∫
µCη(dσ) eF1(σ) , (3.17)
where
F1(σ) ..= F0(σ)− F0(0) . (3.18)
Moreover, F1(σ) has a nonpositive real part.
Proof. The identity (3.17) follows immediately from (3.14), (3.18), and the definition of Z0. From
(3.16) we get
F1(σ) =
∑
`∈N∗
1
`
tr
(
W `ν,0(−κ+ iσ)−W `ν,0(−κ))
By (3.12), we find |trW `ν,0(−κ+ iσ)| 6 trW `ν,0(−κ), and the claim follows.
3.3. Space-time representation. As in the previous subsections, we assume that Hn is of the
form (1.3). In this subsection we derive a space-time representation for the function F1(σ) from
(3.18). We begin with a pedagogical interlude that illustrates the main point of this subsection.
Let κ > 0 and consider the operator K ..= ∂τ + κ on the space L2([0, ν]) with periodic boundary
conditions. Clearly, K is invertible with bounded inverse, and we claim that its inverse has operator
kernel
(K−1)τ,τ˜ =
∑
r∈νN
1τ+r>τ˜ e−κ(τ−τ˜+r) .
There are several ways of arriving at this formula. One is by Fourier series on [0, ν], which diago-
nalizes K. Another is by direct inspection: for τ, τ˜ ∈ (0, ν) we have
(KK−1)τ,τ˜ = (∂τ + κ)
∑
r∈νN
1τ+r>τ˜ e−κ(τ−τ˜+r)
=
∑
r∈νN
(
δ(τ − τ˜ + r) + (κ− κ)1τ+r>τ˜
)
e−κ(τ−τ˜+r)
= δ(τ − τ˜) .
We use the following notations for operators acting on functions depending on space and time.
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Definition 3.7. We denote by Tr the trace on operators on L2([0, ν] × Λ). Let b be an operator
on L2([0, ν] × Λ), acting on functions f ∈ L2(I × Λ) of time τ ∈ I and space x ∈ Λ. We use the
notation bτ,τ˜x,x˜ for the operator kernel of b; thus, (bf)(τ, x) =
∫
dτ˜
∫
dx˜ bτ,τ˜x,x˜ f(τ˜ , x˜).
The main object of this subsection is the following operator.
Definition 3.8. Let u be as in Definition 3.3, and suppose that Reu 6 −c for some positive
constant c. Abbreviate hτ ..= 12∆ + u(τ). On L2([0, ν]× Λ) define the operator
K(u) ..= ∂τ − hτ , (3.19)
with periodic boundary conditions in [0, ν].
The Green function of K(u) can be easily expressed in terms of the propagagor W τ,τ˜ (u) from
Definition 3.3.
Lemma 3.9. The Green function of K(u) has operator kernel
(K(u)−1)τ,τ˜x,x˜ =
∑
r∈νN
1τ+r>τ˜ W τ,τ˜−rx,x˜ (u) =
∑
r∈νN
1τ+r>τ˜ W τ+r,τ˜x,x˜ (u) . (3.20)
Proof. We drop the argument u from our notation. Denote by K−1 the operator with kernel
given in (3.20). Note first that by Lemma 3.4 (iii) both series in (3.20) converge in operator norm
on L2(Λ), for fixed τ, τ˜ . Moreover, by the periodicity of W τ,τ˜ from Lemma 3.4 (ii), both series
coincide, and K−1 is periodic in the sense that (K−1)τ+ν,τ˜+ν = (K−1)τ,τ˜ .
We have to verify that KK−1 = 1. To that end, we compute, for τ, τ˜ ∈ (0, ν),
(KK−1)τ,τ˜x,x˜ =
∑
r∈νN
(∂τ − hτ )1τ+r>τ˜ W τ,τ˜−rx,x˜
=
∑
r∈νN
(
δ(τ − τ˜ + r) + (hτ − hτ )1τ+r>τ˜
)
W τ,τ˜−rx,x˜
=
∑
r∈νN
δ(τ − τ˜ + r)W τ,τ˜−rx,x˜ = δ(τ − τ˜)W τ,τx,x˜ = δ(τ − τ˜)δ(x− x˜) ,
where we used that |τ − τ˜ | < ν.
Next, by cyclicity of the trace, and Lemma 3.4 (i) and (ii), we note that for any τ ∈ [0, ν] and
r ∈ νN∗ we have (omitting the arguments u for brevity)
trW τ+r,τ = trW τ+r,rW r,τ = trW r,τ W τ+r,r = trW r,τ W τ,0 = trW r,0 .
Hence,
TrK(u)−1 = ν
∑
r∈νN∗
trW r,0(u) .
Again by Lemma 3.4 (i) and (ii), we have W kν,0(u) = (W ν,0(u))k, so that by Lemma 3.4 (iii) we
have
TrK(u)−1 = ν
∑
k∈N∗
tr(W ν,0(u))k = ν tr
( 1
1−W ν,0(u) − 1
)
. (3.21)
Next, we note that for any a, b ∈ C with strictly positive real parts we have the integral
representation
log a− log b = −
∫ ∞
0
dt
( 1
t+ a −
1
t+ b
)
, (3.22)
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as can be seen by computing the integral on the right-hand side from 0 to M > 0 and then taking
the limit M →∞. We apply the integral representation (3.22) to (3.15) and (3.18), and obtain
F1(σ) =
∫ ∞
0
dt tr
( 1
t+ 1−W ν,0(−κ+ iσ) −
1
t+ 1−W ν,0(−κ)
)
. (3.23)
Since
1
1 + t−W ν,0(u) =
1
1 + t
1
1−W ν,0(u− log(1 + t)/ν) ,
we find from (3.21) that
1
1 + t Tr
1
K(u− log(1 + t)/ν) = ν tr
( 1
1 + t−W ν,0(u) −
1
1 + t
)
. (3.24)
Plugging (3.24) into (3.23) yields
F1(σ) =
∫ ∞
0
dt
(1 + t)ν Tr
( 1
K(−κ+ iσ − log(1 + t)/ν) −
1
K(−κ− log(1 + t)/ν)
)
. (3.25)
Doing the change of variables log(1+t)/ν 7→ t and recalling Lemma 3.2, we get the following result.
Proposition 3.10 (Functional integral representation of partition function). Let H be
defined as in (1.30) and suppose that Assumptions 1.1 and 1.2 hold. Then we have
Z = lim
η→0 Z˜η ,
where
Z˜η = Z0
∫
µCη(dσ) eF1(σ) ,
and
F1(σ) =
∫ ∞
0
dt Tr
( 1
t+K(−κ+ iσ) −
1
t+K(−κ)
)
. (3.26)
3.4. Wick ordering. In this subsection we explain how the Wick ordering from (1.31), (1.32)
can be incorporated in the functional integral formulation from Proposition 3.10. Thus, we take H
to be of the form (1.31), (1.32). Throughout the following we abbreviate
〈σ , %〉 ..= 1
ν
∫ ν
0
dτ
∫
dxσ(τ, x) %(x) .
The following definition is the Wick-ordered version of Definition 3.1.
Definition 3.11. Let η > 0. On F we define the operator Rη ..= ⊕n∈NRn,η, where Rn,η has
operator kernel
(Rn,η)x,x˜ ..= e−νκn
∫
µCη(dσ) e−i〈σ ,%〉
∫ n∏
i=1
Wν,0xi,x˜i(dωi)
n∏
i=1
ei
∫ ν
0 dt σ(t,ωi(t)) . (3.27)
Moreover, we define
Zη ..= TrF (Rη) , Zη ..= Zη/Z0 ,
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We also use the notation
Z ..= Z/Z0
for the relative partition function.
Proposition 3.12 (Functional integral representation under Wick ordering). Let H be
defined as in (1.31), (1.32), and suppose that Assumptions 1.1 and 1.2 hold.
(i) We have
Rη =
∫
µCη(dσ) e−i〈σ ,%〉 Γ
(
W ν,0(−κ+ iσ)) . (3.28)
(ii) For all n ∈ N we have limη→0‖Rn,η − e−Hn‖L∞ = 0.
(iii) We have
Z = lim
η→0Zη , (3.29)
where
Zη =
∫
µCη(dσ) eF2(σ) (3.30)
and
F2(σ) ..=
∫ ∞
0
dt Tr
( 1
t+K(−κ+ iσ) −
1
t+K(−κ) −
1
t+K(−κ) iσ
1
t+K(−κ)
)
, (3.31)
where we regard σ as a multiplication operator on L2([0, ν]× Λ).
(iv) The function F2(σ) has a nonpositive real part.
The rest of this subsection is devoted to the proof of Proposition 3.12. We start with a prelim-
inary calculation, which relates the Wick-ordering phase 〈σ , %〉 to the last term of (3.31).
Lemma 3.13. Recall the free quantum density %(x) from (1.32). Under Assumption 1.1 we have
〈σ , %〉 =
∫ ∞
0
dt Tr
( 1
t+K(−κ) σ
1
t+K(−κ)
)
Proof. By the definition (3.19) we have t + K(−κ) = K(−κ − t), and hence by Lemma 3.9, we
have ∫ ∞
0
dt Tr
( 1
t+K(−κ) σ
1
t+K(−κ)
)
=
∫ ∞
0
dt
∑
r,r˜∈νN
∫ ν
0
dτ dτ˜ 1τ+r>τ˜ 1τ˜+r˜>τ
∫
dx dx˜W τ+r,τ˜x,x˜ (−κ− t)W τ˜+r˜,τx˜,x (−κ− t)σ(τ, x)
=
∑
r,r˜∈νN
1r+r˜>0
r + r˜
∫ ν
0
dτ dτ˜ 1τ−r˜<τ˜<r+τ
∫
dx
(
e(∆/2−κ)(r+r˜)
)
x,x
σ(τ, x) .
In the last equality, we used that W τ,τ˜ (−κ− t) = e(τ−τ˜)(∆/2−κ−t) by Definition 3.3. Next, we split
the sum over r, r˜ as r = 0, r˜ > 0, r > 0, r˜ = 0, and r > 0, r˜ > 0, and use that, for r + r˜ > 0,
∫ ν
0
dτ˜ 1τ−r˜<τ˜<r+τ =

τ if r = 0
ν − τ if r˜ = 0
ν otherwise .
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This gives∫ ∞
0
dt Tr
( 1
t+K(−κ) σ
1
t+K(−κ)
)
=
∫ ν
0
dτ
∫
dxσ(τ, x)
[
τ
∑
r˜∈νN∗
e(∆/2−κ)r˜
r˜
+ (ν − τ)
∑
r∈νN∗
e(∆/2−κ)r
r
+ ν
∑
r,r˜∈νN∗
e(∆/2−κ)(r+r˜)
r + r˜
]
x,x
Using the identities∑
n∈N∗
1
n
bn = − log(1− b) ,
∑
n,m∈N∗
1
n+m b
n+m = b1− b + log(1− b) ,
we therefore obtain∫ ∞
0
dt Tr
( 1
t+K(−κ) σ
1
t+K(−κ)
)
=
∫ ν
0
dτ
∫
dxσ(τ, x) %(x) ,
where
%(x) = ν
( eν(∆/2−κ)
1− eν(∆/2−κ)
)
x,x
,
by the definition (1.32) and Lemma 2.9 (i).
Proof of Proposition 3.12. Part (i) is immediate from (3.12).
Next, we prove (ii). For f(τ, x) = ∑ni=1 δ(x−ωi(τ))−%(x)/ν we have 12〈f , Cηf〉 = −fη(ω1, . . . , ωn),
where
fη(ω1, . . . , ωn) ..= − λ2ν
n∑
i,j=1
∫ ν
0
dtds δη,ν(t− s)vη(ωi(t)− ωj(s)) + λ
ν
%vˆ(0)n− λ2ν2 vˆ(0)%
2|Λ| .
(Here we used that, by Assumption 1.1, %(x) = %.) Thus, (3.2) yields
(Rn,η)x,x˜ = e−νκn
∫ n∏
i=1
Wν,0xi,x˜i(dωi) e
fη(ω1,...,ωn) .
From the form (3.27) we see that Re fη(ω1, . . . , ωn) 6 0. Moreover, a calculation analogous to
(1.33) yields
Hn =
n∑
i=1
hi +
λ
2
n∑
i,j=1
v(xi − xj)− λ
ν
%vˆ(0)n+ λ2ν2 vˆ(0)%
2|Λ| .
Hence,∣∣(Rn,η)x,x˜ − (e−Hn)x,x˜∣∣ = e−νκn∣∣∣∣∫ n∏
i=1
Wν,0xi,x˜i(dωi)
(
efη(ω1,...,ωn) − ef0(ω1,...,ωn)
)∣∣∣∣
6
∫ n∏
i=1
Wν,0xi,x˜i(dωi)
∣∣∣fη(ω1, . . . , ωn)− f0(ω1, . . . , ωn)∣∣∣
6 λ2ν
n∑
i,j=1
∫ n∏
i=1
Wν,0xk,x˜k(dωk)
∣∣∣∣∣
∫ ν
0
dtds (δη,ν − δ)(t− s) v(ωi(t)− ωj(s))
∣∣∣∣∣
+ λ2ν
n∑
i,j=1
∫ n∏
k=1
Wν,0xk,x˜k(dωk)
∣∣∣∣∣
∫ ν
0
dt ds δη,ν(t− s)(vη − v)(ωi(t)− ωj(s))
∣∣∣∣∣ .
(3.32)
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We estimate the two terms on the right-hand side of (3.32) separately.
The second term on the right-hand side of (3.32) is easy: by Lemma 2.2, it is estimated by
λ
2ν n
2
(
Cd(1 + ν−d/2)
)n
ν ‖vη − v‖L∞
uniformly in x, x˜, which tends to zero as η → 0 by continuity of v.
To estimate the first term on the right-hand side of (3.32), we recall (2.2) and note that ψν(x−x˜)
is bounded uniformly in x, x˜ by Lemma 2.2. Hence, since
∫ ν
0 dτ δη,ν(τ) = 1, it suffices to show that∫
Pν,0x1,x˜1(dω1)P
ν,0
x2,x˜2(dω2)
∫ ν
0
dt ds δη,ν(t− s)
∣∣v(ω1(t)− ω2(s))− v(ω1(s)− ω2(s))∣∣
converges to 0 as η → 0, uniformly in x1, x2, x˜1, x˜2. Since v is uniformly continuous on Λ, we
conclude that it suffices to show that for every ε > 0∫
Pν,0x1,x˜1(dω1)
∫ ν
0
dt ds δη,ν(t− s)1|ω1(t)−ω1(s)|L>ε (3.33)
converges to 0 as η → 0, uniformly in x1, x˜1. We estimate this using Chebyshev’s inequality and
Lemma 2.3:
|(3.33)| 6 1
ε2
∫ ν
0
dtds δη,ν(t− s)
∫
Pν,0x1,x˜1(dω1)|ω1(t)− ω1(s)|2L
6 Cd,L,ν
ε2
∫ ν
0
dt ds δη,ν(t− s)
(|t− s|+ |t− s|2) ,
which tends to zero as η → 0 as desired, since δη,ν converges to the δ function in distribution. This
concludes the proof of (ii).
Next, we prove (iii). Note that the bound (3.8) trivially also holds for Rn,η, so that by (3.11),
dominated convergence, and part (ii), we obtain Z = limη→0 Zη and hence also Z = limη→0Zη.
Moreover, from part (i) we get
Zη =
∫
µCη(dσ) e−i〈σ ,%〉 TrF
(
Γ
(
W ν,0(−κ+ iσ))) .
Recalling Lemmas 2.8 and 3.13, we well as the definitions (3.15), (3.18), and (3.31), we obtain
(3.30), and (iii) is proved.
Finally, (iv) follows from Lemma 3.6, (3.26), and (3.31).
3.5. Reduced density matrices. Let ρ = ⊕n∈N ρn be a nonnegative trace class operator on F ,
and for p ∈ N∗ denote the p-particle reduced density matrix with kernel
(Γp(ρ))x1...xp,x˜1...x˜p ..= TrF
(
a∗(x˜1) · · · a∗(x˜p)a(x1) · · · a(xp) ρ
)
.
Proposition 3.14 (Functional integral representation of reduced density matrices). Let
H be defined as in (1.31), (1.32), and Rη be as in Definition 3.11. Then for any p ∈ N∗ the
following holds.
(i) We have the convergence
lim
η→0
∥∥Γp(Rη)− Γp(e−H)∥∥L∞ = 0 .
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(ii) We have
Γp
(
Rη
)
= Z0 p!Pp
∫
µCη(dσ) eF2(σ)
((
K(−κ+ iσ)−1)0,0)⊗p .
Proof. A standard calculation with creation and annihilation operators shows that
Γp(ρ) =
∑
n>p
n!
(n− p)! trp+1,...,n
(
Pnρn
)
,
where trp+1,...,n(·) denotes partial trace over the variables xp+1, . . . , xn. Thus,
|Γp(Rη)x,x˜| 6
∑
n>p
n!
(n− p)!
∣∣(trp+1,...,n(PnRn,η))x,x˜∣∣
6
∑
n>p
n!
(n− p)!
(
trp+1,...,n
(
Pne−H
0
n
))
x,x˜ = Γp(Γ(e
−h))x,x˜ ,
where in the second step we used (1.13), (3.27), and Lemma 2.1. By Lemma 2.9,
Γp(Γ(e−h))x,x˜ =
∑
pi∈Sp
p∏
i=1
( e−h
1− e−h
)
xi,x˜pi(i)
=
∑
pi∈Sp
∑
k∈(N∗)p
p∏
i=1
(e−kih)xi,x˜pi(i) . (3.34)
By multiplying e−h with a parameter t > 0, we obtain the identity of power series
∑
n>p
n! tn
(n− p)!
(
trp+1,...,n
(
Pne−H
0
n
))
x,x˜ =
∑
pi∈Sp
∑
k∈(N∗)p
t|k|
p∏
i=1
(e−kih)xi,x˜pi(i) ,
where |k| = k1 + · · ·+ kp. Note that all terms are positive. In particular, for any N > p we have
∑
n>N
n!
(n− p)!
∣∣(trp+1,...,n(PnRn,η))x,x˜∣∣ 6 ∑
pi∈Sp
∑
k∈(N∗)p
1|k|>N
p∏
i=1
(e−kih)xi,x˜pi(i)
6 p!
∑
k∈(N∗)p
1|k|>N
p∏
i=1
Cd(L−d + (νki)−d/2) e−νκki
6 Cd,p,L,ν
∑
k∈(N∗)p
1|k|>N e−νκ|k| ,
which tends to zero as N →∞, uniformly in x, x˜ and η.
We conclude that to prove part (i) it suffices to prove, for each n > p, that
lim
η→0
∥∥trp+1,...,n(PnRn,η)− trp+1,...,n(Pne−Hn)∥∥L∞ = 0 ,
which itself follows immediately from Proposition 3.12 (ii) and the definition of the partial trace.
This concludes the proof of part (i).
Next, we prove (ii). By Proposition 3.12 (i), we have
(Γp
(
Rη
)
)x,x˜ =
∫
µCη(dσ) e−i〈σ ,%〉 TrF
(
a∗(x˜1) · · · a∗(x˜p)a(x1) · · · a(xp)Γ
(
W ν,0(−κ+ iσ))) .
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By Lemma 2.9 we get
(Γp
(
Rη
)
)x,x˜ =
∫
µCη(dσ) e−i〈σ ,%〉TrF
(
Γ
(
W ν,0(−κ+ iσ))) ∑
pi∈Sp
p∏
i=1
(
W ν,0(−κ+ iσ)
1−W ν,0(−κ+ iσ)
)
xi,x˜pi(i)
.
Recalling Lemmas 2.8 and 3.9 and the definition (3.15), we obtain
(Γp
(
Rη
)
)x,x˜ =
∫
µCη(dσ) e−i〈σ ,%〉eF0(σ)
∑
pi∈Sp
p∏
i=1
(
K(−κ+ iσ)−1
)0,0
xi,x˜pi(i)
= Z0
∫
µCη(dσ) eF2(σ)
∑
pi∈Sp
p∏
i=1
(
K(−κ+ iσ)−1
)0,0
xi,x˜pi(i)
,
where in the second step we used the definition (3.31) and Lemma 3.13. This is (ii).
In analogy to the definition (1.34), which reads
Γp =
1
Z
Γp(e−H) ,
we define
Γp,η ..=
1
Zη
Γp(Rη) .
As a consequence of Propositions 3.12 and 3.14, we have
lim
η→0‖Γp − Γp,η‖L∞ = 0 . (3.35)
By Proposition 3.14 (ii) we have
Γp,η =
p!
ZηPp
∫
µCη(dσ) eF2(σ)
((
K(−κ+ iσ)−1)0,0)⊗p . (3.36)
We define the Wick-ordered version of (3.36) as
Γ̂p,η ..=
p!
ZηPp
∫
µCη(dσ) eF2(σ)
((
K(−κ+ iσ)−1)0,0 − (K(−κ)−1)0,0)⊗p . (3.37)
Proposition 3.15. For any ν > 0 and p ∈ N∗ we have
lim
η→0‖Γ̂p,η − Γ̂p‖L∞ = 0 ,
where Γ̂p was defined in (1.49).
Proof. By expanding the product in (3.37) and using that Pp = (Pp)2 commutes with any tensor
power, we obtain
Γ̂p,η =
p!
Zη
p∑
k=0
(
p
k
)
(−1)p−k
∫
µCη(dσ) eF2(σ) Pp
((
K(−κ+ iσ)−1)0,0)⊗k ⊗ ((K(−κ)−1)0,0)⊗(p−k)Pp .
By Lemmas 3.9 and 2.9 we find(
K(−κ)−1)0,0 = ∑
n∈N∗
W νn,0(−κ) =
∑
n∈N∗
eνn(∆/2−κ) = Γ01 .
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Moreover, by Lemma 2.9, we find
Γ0p = p!Pp(Γ01)⊗p .
Hence,
Γ̂p,η =
p∑
k=0
(
p
k
)2
(−1)p−k Pp
(
Γk,η ⊗ Γ0p−k
)
Pp ,
and the claim follows from (3.35).
4. Functional integral representation of classical field theory
In this section, we derive the functional integral representation of the classical theory. The analysis
of the partition function is given in Section 4.1. The correlation functions are analysed in Section
4.2. Throughout this section we make Assumptions 1.1 and 1.2. The main results of this section
are Proposition 4.1 for the partition function and Proposition 4.3 for the correlation functions.
4.1. Partition function. In this subsection we derive a functional integral representation for
the partition function of the classical field theory, defined in (1.21). Let ϕ be the smooth cutoff
function from Section 3.1, and recall the approximate delta function from (2.6). Let µvη be the real
Gaussian measure with mean zero and covariance∫
µvη(dξ) ξ(x) ξ(x˜) = vη(x− x˜) . (4.1)
For η > 0, a representation analogous to (3.6) expresses ξ as a finite sum, and therefore under the
law µvη , the field ξ is almost surely a smooth periodic function on Λ, and the integration over µvη
is a finite-dimensional Gaussian integral.
Proposition 4.1. Suppose that Assumptions 1.1 and 1.2 hold.
(i) The partition function (1.21) is given by
ζ = lim
η→0 ζη , (4.2)
where
ζη ..=
∫
µvη(dξ) ef2(ξ) , (4.3)
and
f2(ξ) ..=
∫ ∞
0
dt tr
( 1
t−∆/2 + κ− iξ −
1
t−∆/2 + κ −
1
t−∆/2 + κ iξ
1
t−∆/2 + κ
)
. (4.4)
Here we regard ξ as a multiplication operator.
(ii) The function f2(ξ) is finite and has nonpositive real part.
The rest of this subsection is devoted to the proof of Proposition 4.1. For any operator b on H
we denote by b|K the restriction of b to the range of PK , i.e. b|K is the (K + 1)× (K + 1) matrix
(〈uk , bul〉)Kk,l=0. Moreover, we abbreviate bK ..= PKbPK . Thus, tr b|K = tr bK = tr(PKb), and
more generally tr(f(b|K)) = tr(PKf(bK)) for a function f . Recall that h = κ −∆/2 and that PK
commutes with h.
39
We also recall Hölder’s inequality for Schatten spaces: if 1 6 p, q, r 6∞ satisfy 1r = 1p + 1q then
‖bb˜‖Sr 6 ‖b‖Sp‖b˜‖Sq .
We record the following estimates.
Lemma 4.2. (i) For any s < −1/2 we have trhs−1 <∞.
(ii) For any self-adjoint operator b on H and any p ∈ [1,∞] we have∥∥∥∥ 1t+ h− ib
∥∥∥∥
Sp
6
∥∥∥∥ 1t+ h
∥∥∥∥
Sp
.
Proof. Part (i) follows immediately from the definition of h. For part (ii), abbreviate α = t + h
and write
1
α− ib = α
−1/2 1
1− iα−1/2bα−1/2α
−1/2 .
Using Hölder’s inequality yields∥∥∥∥ 1α− ib
∥∥∥∥
Sp
=
∥∥α−1/2∥∥
S2p
∥∥∥∥ 11− iα−1/2bα−1/2
∥∥∥∥
S∞
∥∥α−1/2∥∥
S2p
6 ‖α−1‖Sp .
Proof of Proposition 4.1. Let us start with the claim (ii). Since ξ is µvη -almost surely bounded,
a simple resolvent expansion combined with Lemma 4.2 (ii) implies that 1t+h−iξ − 1t+h is trace class
with trace
tr
( 1
t+ h− iξ −
1
t+ h
)
=
∫ ∞
0
dr e−(t+κ)r tr
(
e(∆/2+iξ)r − e∆r/2)
=
∫ ∞
0
dr e−(t+κ)r
∫
dx
∫
Wr,0x,x(dω)
(
ei
∫ r
0 dt ξ(ω(t)) − 1
)
,
which has a nonpositive real part. Since the third term of (4.4) is purely imaginary, we conclude
that the integrand of (4.4) has a nonpositive real part. Moreover, by a resolvent expansion, Lemma
4.2 (ii), and Hölder’s inequality, (4.4) is bounded in absolute value by∫ ∞
0
dt ‖ξ‖2L∞
∥∥∥∥ 1t+ h
∥∥∥∥3
S3
=
∫ ∞
0
dt ‖ξ‖2L∞ tr
( 1
t+ h
)3
= 12‖ξ‖
2
L∞ trh−2 <∞ . (4.5)
Next, recall that W v and W vη are nonnegative, since v and vη are of positive type (recall (2.6)
and that the function ϕ is nonnegative). Since limη→0‖v−vη‖L∞ = 0 by continuity of v, we deduce
from Lemma A.1 (ii) that
ζ = lim
η→0
∫
µh−1(dφ) e−W
vη
.
Moreover, by Lemma A.1 (i), we have for any η > 0,∫
µh−1(dφ) e−W
vη = lim
K→∞
∫
µh−1(dφ) e−W
vη
K .
Next, we apply the Hubbard-Stratonovich transformation (3.2) to the Gaussian measure µvη
with f(x) = |PKφ(x)|2 − %K(x), which yields∫
µh−1(dφ) e−W
vη
K =
∫
µvη(dξ) e−i〈ξ ,%K〉
∫
µh−1(dφ) ei〈PKφ,ξPKφ〉 .
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We recall from the definitions (1.16) and (1.18) that the integral over PKφ is a finite-dimensional
complex Gaussian integral with covariance (h−1)K . Thus, Lemma 2.5 yields∫
µh−1(dφ) ei〈PKφ,ξPKφ〉 =
det
(
(h− iξ)|K
)−1
det
(
h|K
)−1 = exp
[
− tr
(
log
(
(h− iξ)|K
)− log(h|K)
)]
. (4.6)
Using the integral representation (3.22) we therefore get
∫
µh−1(dφ) ei〈PKφ,ξPKφ〉 = exp
{∫ ∞
0
dt tr
[
1
(t+ h− iξ)|K −
1
(t+ h)|K
]}
. (4.7)
What remains, therefore, is to show that for every continuous ξ : Λ→ R we have
f2(ξ) = lim
K→∞
(∫ ∞
0
dt tr
[
1
(t+ h− iξ)|K −
1
(t+ h)|K
]
− i〈ξ , %K〉
)
. (4.8)
By (1.19) we have
〈ξ , %K〉 = tr
(
ξ
PK
h
)
=
∫ ∞
0
dt tr
(
ξ
PK
(t+ h)2
)
=
∫ ∞
0
dt tr
( 1
t+ h ξK
1
t+ h
)
. (4.9)
We conclude that it remains to show that
f2(ξ) = lim
K→∞
∫ ∞
0
dt tr
[
PK
(
1
(t+ h− iξK) −
1
t+ h −
1
t+ h iξK
1
t+ h
)]
. (4.10)
To that end, we perform a resolvent expansion to get
1
(t+ h− iξK) −
1
t+ h −
1
t+ h iξK
1
t+ h =
1
t+ h iξK
1
t+ h iξK
1
t+ h− iξK . (4.11)
By Hölder’s inequality, using that ‖ξK‖S∞ 6 ‖ξ‖L∞ , we find from (4.11) and Lemma 4.2 (ii)
that ∥∥∥∥ 1(t+ h− iξK) − 1t+ h − 1t+ h iξK 1t+ h
∥∥∥∥
S1
6 ‖ξ‖2L∞
∥∥∥∥ 1t+ h
∥∥∥∥3
S3
,
which is integrable by (4.5).
By dominated convergence and a resolvent expansion of the integrand of (4.4), to show (4.10)
it therefore suffices to show that for all t > 0 we have
lim
K→∞
tr
(
1
t+ h iξK
1
t+ h iξK
1
t+ h− iξK
)
= tr
(
1
t+ h iξ
1
t+ h iξ
1
t+ h− iξ
)
. (4.12)
To that end, we estimate
∥∥∥∥ 1t+ hξK − 1t+ hξ
∥∥∥∥
S2
6 ‖ξ‖L∞
∥∥∥∥1− PKt+ h
∥∥∥∥
S2
= ‖ξ‖L∞
(∑
k>K
1
λ2k
)1/2
→ 0 (4.13)
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as K →∞. Moreover,∥∥∥∥ 1t+ h− iξK − 1t+ h− iξ
∥∥∥∥
S∞
=
∥∥∥∥ 1t+ h− iξK (ξ − ξK) 1t+ h− iξ
∥∥∥∥
S∞
6 ‖ξ‖L∞
∥∥∥∥ 1t+ h− iξK (1−PK)
∥∥∥∥
S∞
∥∥∥∥ 1t+ h− iξ
∥∥∥∥
S∞
+‖ξ‖L∞
∥∥∥∥ 1t+ h− iξK
∥∥∥∥
S∞
∥∥∥∥(1−PK) 1t+ h− iξ
∥∥∥∥
S∞
,
(4.14)
which tends to zero as K →∞, since by a resolvent expansion∥∥∥∥ 1t+ h− iξK (1− PK)
∥∥∥∥
S∞
6
(
1 +
∥∥∥∥ 1t+ h− iξK ξK
∥∥∥∥
S∞
)∥∥∥∥1− PKt+ h
∥∥∥∥
S∞
→ 0
as K → ∞, by Lemma 4.2 (ii). By analogous arguments, the second term in (4.14) tends to zero
as K →∞.
Using (4.13) and (4.14) it is now easy to deduce (4.12).
4.2. Correlation functions. In this subsection we derive the functional integral representation
for the correlation functions (1.22) and (1.46). We take over the notations from Section 4.1.
Analogously to (3.36) and (3.37), for η > 0 we define
γp,η ..=
p!
ζη
Pp
∫
µvη(dξ) ef2(ξ)
( 1
κ−∆/2− iξ
)⊗p
. (4.15)
as well as Wick-ordered version
γ̂p,η ..=
p!
ζη
Pp
∫
µvη(dξ) ef2(ξ)
( 1
κ−∆/2− iξ −
1
κ−∆/2
)⊗p
. (4.16)
The main result of this subsection is the following.
Proposition 4.3. For any p ∈ N∗ we have
lim
η→0‖γ̂p,η − γ̂p‖L∞ = 0 ,
where γ̂p was defined in (1.45).
The rest of this subsection is devoted to the proof of Proposition 4.3.
We recall the following notion of convergence of operators. Let p ∈ N∗ and (bη)η>0 be a family
of operators on PpH⊗p. We say that bη converges to the operator b in the weak operator topology
if for all F,G ∈ PpH⊗p we have
lim
η→0
〈
F , (bη − b)G
〉
= 0 .
Proposition 4.4. For all p ∈ N∗, as η → 0, the operator γp,η converges to γp in the weak operator
topology.
Proof. The proof is analogous to that of Proposition 4.1. Note first that, by (4.15), Lemma 4.2
(ii), Proposition 4.1 (ii), and ‖Pp‖S∞ 6 1, we have
‖γp,η‖S∞ 6 p!
ζη
1
κp
,
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so that, by Proposition 4.1 (i), ‖γp,η‖S∞ is uniformly bounded for all η > 0. Thus, by a density
argument, it suffices to prove that for all K∗ ∈ N∗ and all f1, . . . , fp, g1, . . . , gp ∈ PK∗H, the quantity〈
f1 ⊗ · · · ⊗ fp , (γp,η − γp) g1 ⊗ · · · ⊗ gp
〉
tends to 0 as η → 0.
By the definition (1.22), for f1, . . . , fp, g1, . . . , gp ∈ PK∗H, we have
〈
f1 ⊗ · · · ⊗ fp , ζγp g1 ⊗ · · · ⊗ gp
〉
=
∫
µh−1(dφ) e−W
v
p∏
i=1
〈fi , φ〉〈φ, gi〉 . (4.17)
Using that for x, y > 0 we have |e−x − e−y| 6 |x− y| and Cauchy-Schwarz, we obtain
∣∣∣∣∫ µh−1(dφ) (e−W v − e−W vηK ) p∏
i=1
〈fi , φ〉〈φ, gi〉
∣∣∣∣
6
(∫
µh−1(dφ)|W v −W vηK |2
)1/2(∫
µh−1(dφ)
p∏
i=1
|〈fi , φ〉|2|〈φ, gi〉|2
)1/2
The second factor is finite – in fact equal to 〈ψ , γ02pψ〉 with ψ =
⊗p
i=1 fi ⊗ gi. By Lemma A.1, we
therefore deduce that
〈
f1 ⊗ · · · ⊗ fp , ζγp g1 ⊗ · · · ⊗ gp
〉
= lim
η→0 limK→∞
∫
µh−1(dφ) e−W
vη
K
p∏
i=1
〈fi , φ〉〈φ, gi〉 . (4.18)
Next, for K > K∗, the Hubbard-Stratonovich transformation (3.2) with f(x) = |PKφ(x)|2 −
%K(x) yields
∫
µh−1(dφ) e−W
vη
K
p∏
i=1
〈fi , φ〉〈φ, gi〉
=
∫
µvη(dξ) e−i〈ξ ,%K〉
∫
µh−1(dφ) ei〈PKφ,ξPKφ〉
p∏
i=1
〈fi , PKφ〉〈PKφ, gi〉 ,
where we used that fi = PKfi (and similarly for gi), since by assumption fi = PK∗fi and PKPK∗ =
PK∗ . The integral over PKφ is a finite-dimensional complex Gaussian integral with covariance
(h−1)K , and using the Wick rule from Lemma 2.6 yields∫
µh−1(dφ) ei〈PKφ,ξPKφ〉
p∏
i=1
〈fi , PKφ〉〈PKφ, gi〉 =
det
(
(h− iξ)|K
)−1
det
(
h|K
)−1 ∑
pi∈Sp
〈
fi ,
1
(h− iξ)K gpi(i)
〉
.
Proceeding as in the proof of Proposition 4.1 (see (4.6), (4.7), (4.9)), we therefore find
∫
µh−1(dφ) e−W
vη
K
p∏
i=1
〈fi , φ〉〈φ, gi〉 =
∫
µvη(dξ)
∑
pi∈Sp
〈
fi ,
1
(h− iξ)K gpi(i)
〉
× exp
{∫ ∞
0
dt tr
[
PK
(
1
(t+ h− iξK) −
1
t+ h −
1
t+ h iξK
1
t+ h
)]}
,
where the factor on the last line is bounded in absolute value by one. From the proof of Proposition
4.1, see (4.10), we know that as K →∞ the last line converges to ef2(ξ) for all continuous ξ.
43
Next, we note that, by assumption on K and fi, gi, we have〈
fi ,
1
(h− iξ)K gpi(i)
〉
=
〈
fi ,
1
h− iξK gpi(i)
〉
,
so that Lemma 4.2 (ii) implies∣∣∣∣〈fi , 1(h− iξ)K gpi(i)
〉∣∣∣∣ 6 ‖fi‖L2‖gpi(i)‖L2 1κ .
Using (4.14) and dominated convergence, we therefore deduce that
lim
K→∞
∫
µh−1(dφ) e−W
vη
K
p∏
i=1
〈fi , φ〉〈φ, gi〉 =
∫
µvη(dξ) ef2(ξ)
∑
pi∈Sp
〈
fi ,
1
h− iξ gpi(i)
〉
=
〈
f1 ⊗ · · · ⊗ fp , ζηγp,η g1 ⊗ · · · ⊗ gp
〉
.
The claim now follows from (4.18) and Proposition 4.1 (i).
Corollary 4.5. For all p ∈ N∗, as η → 0, the operator γ̂p,η converges to γ̂p in the weak operator
topology.
Proof. A straightforward calculation using the binomial theorem, (4.15)–(4.16), and γ0p = p!Pp(h−1)⊗p
shows that
γ̂p,η =
p∑
k=0
(
p
k
)2
(−1)p−k Pp
(
γk,η ⊗ γ0p−k
)
Pp ,
and the claim follows from Proposition 4.4.
Lemma 4.6. The family (γ̂p,η)η>0 is Cauchy with respect to ‖·‖L∞.
Proof. Let ε > 0. Using Proposition 5.1 below, choose ν > 0 such that
∥∥νp Γ̂p,η,ν − γ̂p,η∥∥L∞ 6 ε
for all η. Then for η, η˜ > 0 we estimate
‖γ̂p,η − γ̂p,η˜‖L∞ 6 ‖γ̂p,η − νp Γ̂p,η,ν‖L∞ + ‖νp Γ̂p,η,ν − νp Γ̂p,η˜,ν‖L∞ + ‖νp Γ̂p,η˜,ν − γ̂p,η˜‖L∞
6 2ε+ ‖νp Γ̂p,η,ν − νp Γ̂p,η˜,ν‖L∞ .
For the above ν > 0, by Proposition 3.15 we have
lim
η,η˜→0‖ν
p Γ̂p,η,ν − νp Γ̂p,η˜,ν‖L∞ = 0 ,
and the claim follows.
Now Proposition 4.3 follows immediately from Corollary 4.5 and Lemma 4.6.
Remark 4.7. Note that our proof of Lemma 4.6 (and hence also of Proposition 4.3) we used
Proposition 5.1, which involves the quantum many-body system. We do this because it provides
the shortest argument (since Proposition 5.1 is needed anyway for our main result), effectively
using the quantum many-body system as a convenient regularization of the classical field theory. If
Lemma 4.6 were our only goal, a direct approach without invoking the quantum many-body system
would also work, but its proof would share some ideas with that of Proposition 5.1.
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5. Mean-field limit
Throughout this section we work in the mean-field scaling
λ = ν2 . (5.1)
The main result of this section is the following.
Proposition 5.1. Suppose that Assumptions 1.1 and 1.2 hold. Suppose (5.1). Let p ∈ N∗ and
recall the definitions (3.37) and (4.16). Then we have, uniformly in η > 0,
lim
ν→0
∥∥νp Γ̂p,η,ν − γ̂p,η∥∥L∞ = 0 .
The rest of this section is devoted to the proof of Proposition 5.1. We always make the As-
sumptions 1.1 and 1.2 and we suppose (5.1).
A simple but important observation used throughout our proof is that the field ξ from (4.1) can
be represented as a time average of the field σ from (3.5). To that end, we define
〈σ〉(x) ..= 1
ν
∫ ν
0
dτ σ(τ, x) . (5.2)
We record the following result, which is an immediate consequence of (5.1).
Lemma 5.2. Let η > 0. If σ has law µCη then 〈σ〉 has law µvη .
5.1. Partition function. In this subsection we show the following result.
Proposition 5.3. Uniformly in η > 0 we have limν→0Zη = ζη.
The rest of this subsection is devoted to the proof of Proposition 5.3. Throughout, we adopt
the following conventions. For a path ω ∈ Ωτ,τ˜ we abbreviate∫ τ
τ˜
ds f(ω(s)) ≡
∫
ds f(ω(s))
since the integration bounds are determined by the path ω. Moreover, we set Wτ,τ˜ ..= 0 if τ 6 τ˜ .
Finally, use use the notations x = (x1, x2, x3) ∈ Λ3, τ = (τ1, τ2, τ3) ∈ [0, ν]3, r = (r1, r2, r3) ∈
[0,∞)3, and |r| = r1 + r2 + r3.
We begin by deriving the following explicit formulas for the functions F2 from (3.31) and f2
from (4.4).
Lemma 5.4. We have the representations
F2(σ) = −
∑
r∈(νN)3
1|r|>0 e−κ|r|
|r|
∫
[0,ν]3
dτ
∫
dx σ(τ2, x2)σ(τ3, x3)
×
∫
Wτ1+r3,τ3x1,x3 (dω3)W
τ3+r2,τ2
x3,x2 (dω2)W
τ2+r1,τ1
x2,x1 (dω1) e
i
∫
ds σ([s]ν ,ω1(s)) (5.3)
and
f2(ξ) = −
∫
[0,∞)3
dr e
−κ|r|
|r|
∫
dx ξ(x2) ξ(x3)
×
∫
Wr3,0x1,x3(dω3)W
r2,0
x3,x2(dω2)W
r1,0
x2,x1(dω1) e
i
∫
ds ξ(ω1(s)) . (5.4)
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Proof. From (3.31) and using that K(−κ+ iσ) = K(−κ)− iσ, a resolvent expansion yields
F2(σ) = −
∫ ∞
0
dt tr
( 1
K(−t− κ)σ
1
K(−t− κ)σ
1
K(−t− κ+ iσ)
)
.
We find from Lemma 3.9 and (3.12) that
F2(σ) = −
∫ ∞
0
dt
∫
[0,ν]3
dτ
∫
dx
∑
r∈(νN)3
e−(t+κ)|r| σ(τ2, x2)σ(τ3, x3)
×
∫
Wτ1+r3,τ3x1,x3 (dω3)W
τ3+r2,τ2
x3,x2 (dω2)W
τ2+r1,τ1
x2,x1 (dω1) e
i
∫
ds σ([s]ν ,ω1(s)) .
We may perform the integral over t, observing that the summand is nonzero only if |r| > 0, which
yields (5.3).
Next, from (4.4), a resolvent expansion and the identity 1/h =
∫∞
0 dr e−rh for h > 0 yields
f2(ξ) = −
∫ ∞
0
dt
∫
[0,∞)3
dr tr
(
e−(t+κ−∆/2)r3ξe−(t+κ−∆/2)r2ξe−(t+κ−∆/2−iξ)r1
)
,
and (5.4) follows by applying the Feynman-Kac formula from Lemma 2.1 and integrating over t.
From (3.30), (4.3), and Lemma 5.2, we get
Zη − ζη =
∫
µCη(dσ)
(
eF2(σ) − ef2(〈σ〉)
)
.
Since ReF2,Re f2 6 0 (see Proposition 3.12 (iii) and Proposition 4.1 (ii)), it follows that |eF2(σ) −
ef2(〈σ〉)| 6 |F2(σ) − f2(〈σ〉)|. By using the Cauchy-Schwarz inequality and the fact that µCη is a
probability measure, we deduce that Proposition 5.3 follows if we show the following result.
Lemma 5.5. As ν → 0, uniformly in η > 0, we have∫
µCη(dσ)
∣∣F2(σ)− f2(〈σ〉)∣∣2 −→ 0 .
To prove Lemma 5.5, we write∫
µCη(dσ)
∣∣F2(σ)− f2(〈σ〉)∣∣2
=
∫
µCη(dσ)
(
f2(〈σ〉)f2(〈σ〉) + F2(σ)F2(σ)− f2(〈σ〉)F2(σ)− F2(σ)f2(〈σ〉)
)
. (5.5)
We shall consider the four terms of (5.5) individually, and show that they all converge to the first
term as ν → 0, uniformly in η.
We begin by analysing the term
∫
µCη(dσ) f2(〈σ〉)f2(〈σ〉) =
∫
µvη(dξ) f2(ξ)f2(ξ) =
∫
[0,∞)3
dr e
−κ|r|
|r|
∫
[0,∞)3
dr˜ e
−κ|r˜|
|r˜|
∫
dx
∫
dx˜
×
∫
Wr3,0x1,x3(dω3)W
r2,0
x3,x2(dω2)W
r1,0
x2,x1(dω1)W
r˜3,0
x˜1,x˜3(dω˜3)W
r˜2,0
x˜3,x˜2(dω˜2)W
r˜1,0
x˜2,x˜1(dω˜1)
×
∫
µvη(dξ) ξ(x2) ξ(x3) ξ(x˜2) ξ(x˜3) ei
∫
ds ξ(ω1(s))−i
∫
ds ξ(ω˜1(s)) , (5.6)
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where we used (5.4).
We shall apply Lemma 2.4 to the last line of (5.6), using that µvη is a finite-dimensional real
Gaussian measure with covariance vη from (4.1). The terms arising from this computation are
described by the following definition.
Definition 5.6. Let x, x˜ ∈ Λ and let ω ∈ Ωτ1,τ˜1 and ω˜ ∈ Ωτ2,τ˜2 be continuous paths. We define the
point-point interaction
(Vη)x,x˜ ..=
∫
µvη(dξ) ξ(x) ξ(x˜) = vη(x− x˜) ,
the point-path interaction
(Vη)x(ω) ..=
∫
µvη(dξ) ξ(x)
∫
ds ξ(ω(s)) =
∫
ds vη(x− ω(s)) ,
and the path-path interaction
Vη(ω, ω˜) ..=
∫
µvη(dξ)
∫
ds ξ(ω(s))
∫
ds˜ ξ(ω˜(s˜)) =
∫
ds
∫
ds˜ vη(ω(s)− ω˜(s˜)) .
From now on, we use the notation xi,0 = xi and xi,1 = x˜i. Abbreviating
A ..= {2, 3} × {0, 1}
and using Lemma 2.4 with
f(x) =
∫
ds δ(x− ω1(s))−
∫
ds˜ δ(x− ω˜1(s˜)) , fa = δ(x− xa) , (5.7)
we conclude that ∫
µvη(dξ) f2(ξ)f2(ξ) =
∫
[0,∞)3
dr e
−κ|r|
|r|
∫
[0,∞)3
dr˜ e
−κ|r˜|
|r˜| I(r, r˜) , (5.8)
where we defined
I(r, r˜) ..=
∫
dx
∫
dx˜
∫
Wr3,0x1,x3(dω3)W
r2,0
x3,x2(dω2)W
r1,0
x2,x1(dω1)
×Wr˜3,0x˜1,x˜3(dω˜3)Wr˜2,0x˜3,x˜2(dω˜2)Wr˜1,0x˜2,x˜1(dω˜1) e−
1
2
(
Vη(ω1,ω1)+Vη(ω˜1,ω˜1)−2Vη(ω1,ω˜1)
)
×
∑
Π∈M(A)
∏
{a,b}∈Π
(Vη)xa,xb
∏
a∈A\[Π]
i
(
(Vη)xa(ω1)− (Vη)xa(ω˜1)
)
. (5.9)
Next, we collect several direct consequences of (3.4) which we shall use in the sequel.
Lemma 5.7. The following properties hold.
(i) ‖vη‖L∞ 6 ‖v‖L∞ for all η > 0.
(ii) The family (vη)η>0 is uniformly equicontinuous8.
Furthermore, (3.4) implies that∫ ν
0
dτ δη,ν(τ) = 1 , δη,ν > 0 . (5.10)
8Explicitly: for every ε > 0 there is a δ > 0 such that for all η > 0 and x, y ∈ Λ, if |x − y|L < δ then
|vη(x)− vη(y)| < ε.
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Lemma 5.8. The integral on the right-hand side of (5.8) converges absolutely, uniformly in η.
Proof. With f chosen as in (5.7) we have
Vη(ω1, ω1) + Vη(ω˜1, ω˜1)− 2Vη(ω1, ω˜1) =
∫
dx dy f(x)vη(x− y)f(y) > 0 , (5.11)
From Definition 5.6 and Lemma 5.7 we have that for all a, b ∈ A∣∣(Vη)xa,xb∣∣ 6 ‖v‖L∞ , ∣∣(Vη)xa(ω1)∣∣ 6 r1‖v‖L∞ , ∣∣(Vη)xa(ω˜1)∣∣ 6 r˜1‖v‖L∞ . (5.12)
The claim now follows from (5.11)–(5.12) and the observation that
∫
[0,∞)3
dr e
−κ|r|
|r|
∫
[0,∞)3
dr˜ e
−κ|r˜|
|r˜|
∫
dx1
∫
dx˜1
∫
W|r|,0x1,x1(dω)
∫
W|r˜|,0x˜1,x˜1(dω˜)(1 + r1 + r˜1)
4
6 Cd
∫
[0,∞)3
dr e
−κ|r|
|r|
∫
[0,∞)3
dr˜ e
−κ|r˜|
|r˜|
(
1 + L
d
|r|d/2
)(
1 + L
d
|r˜|d/2
) (
1 + |r|+ |r˜|)4 <∞ ,
as follows from Lemma 2.2 and d 6 3.
The expression (5.8) is the reference quantity, to which we shall compare the three other ex-
pressions on the right-hand side of (5.5).
Proposition 5.3 follows from the two following results.
Lemma 5.9. Uniformly in η > 0,
lim
ν→0
∫
µCη(dσ)F2(σ)F2(σ) =
∫
µvη(dξ) f2(ξ)f2(ξ) .
Lemma 5.10. Uniformly in η > 0,
lim
ν→0
∫
µCη(dσ)F2(σ)f2(〈σ〉) =
∫
µvη(dξ) f2(ξ)f2(ξ) .
Before proceeding to the proofs of Lemmas 5.9 and 5.10, we extend Definition 5.6 to positive ν
as follows.
Definition 5.11. Let (τ, x), (τ˜ , x˜) ∈ [0, ν]×Λ be space-time points, and let ω ∈ Ωτ1,τ˜1 and ω˜ ∈ Ωτ2,τ˜2
be continuous paths. Let δ denote the ν-periodic delta function. Then we define the point-point
interaction
(Vη,ν)τ,τ˜x,x˜ ..=
∫
µCη(dσ)σ(τ, x)σ(τ˜ , x˜) = ν δη,ν(τ − τ˜) vη(x− x˜) ,
the point-path interaction
(Vη,ν)τx(ω) ..=
∫
µCη(dσ)σ(τ, x)
∫ ν
0
dt
∫
ds δ(t− [s]ν)σ(t, ω(s))
= ν
∫
ds δη,ν(τ − [s]ν) vη(x− ω(s)) ,
and the path-path interaction
Vη,ν(ω, ω˜) ..=
∫
µCη(dσ)
∫ ν
0
dt
∫
ds δ(t− [s]ν)σ(t, ω(s))
∫ ν
0
dt˜
∫
ds˜ δ(t˜− [s˜]ν)σ(t˜, ω(s˜))
= ν
∫
ds
∫
ds˜ δη,ν([s]ν − [s˜]ν) vη(ω(s)− ω˜(s˜)) .
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In the sequel the following shorthand will prove useful. We denote by Eη,ν(α) any function of a
parameter α, which is uniformly bounded in (η, ν, α), and which tends to zero as ν → 0, uniformly
in η > 0, for each α (i.e. limν→0 supη>0|Eη,ν(α)| = 0 for all α). This definition is tailored for use
with dominated convergence, in proving that, for a finite measure µ,
lim
ν→0 supη>0
∣∣∣∣∫ µ(dα) Eη,ν(α)∣∣∣∣ 6 limν→0
∫
µ(dα) sup
η>0
|Eη,ν(α)| = 0 .
With this notation, we note several properties of the path-path interactions.
Lemma 5.12. Let ω ∈ Ωτ1,τ˜1 and ω˜ ∈ Ωτ2,τ˜2 be continuous paths.
(i) For ν > 0 we have
Vη,ν(ω, ω˜) = Vη(ω, ω˜) + Eη,ν(ω, ω˜)
[
1 + (τ1 − τ˜1)
] [
1 + (τ2 − τ˜2)
]
.
(ii) Let ω′ ∈ Ωτ ′1,τ˜ ′1 and ω˜′ ∈ Ωτ ′2,τ˜ ′2 be continuous paths that agree with ω and ω˜ respectively on the
intersection of their domains. Furthermore, suppose |τj − τ ′j | 6 ν, |τ˜j − τ˜ ′j | 6 ν for j = 1, 2.
Then we have
Vη(ω, ω˜) = Vη(ω′, ω˜′) +O
(
ν(τ1 − τ˜1) + ν(τ2 − τ˜2) + ν2
)
.
Proof of Lemma 5.12. We first prove (i). Let N ..= d(τ2 − τ˜2)/νe. We decompose the interval
[τ˜2, τ2] as
⋃N
i=1 Ii, where
Ii ..=
{
[τ˜2 + (i− 1)ν, τ˜2 + iν] if 1 6 i 6 N − 1
[τ˜2 + (N − 1)ν, τ2] if i = N .
Furthermore, for 1 6 i 6 N we let Iˆi ..= [τ˜2 + (i− 1)ν, τ˜2 + iν]. Note that |Ii| 6 ν and |Iˆi| = ν for
all 1 6 i 6 N .
By (3.4), we can write
Vη(ω, ω˜) =
∫
ds
[
N∑
i=1
∫
Ii
ds˜
∫
Iˆi
dsˆ vη(ω(s)− ω˜(s˜))δη,ν([s]ν − [sˆ]ν)
]
=
∫
ds
[
N∑
i=1
∫
Iˆi
ds˜
∫
Ii
dsˆ vη(ω(s)− ω˜(s˜))δη,ν([s]ν − [sˆ]ν)
]
+O
(
ν(τ1 − τ˜1)
)
, (5.13)
In order to obtain the last line we used Lemma 5.7 (i) as well as (5.10), which implies that∫
IˆN\IN dsˆ δη,ν([s]ν − [sˆ]ν),
∫
IN
dsˆ δη,ν([s]ν − [sˆ]ν) = O(1).
For 1 6 i 6 N we have that |s˜− sˆ| 6 ν for s˜ ∈ Iˆi, sˆ ∈ Ii. Therefore, by Lemma 5.7 (ii) we have
vη(ω(s)− ω˜(s˜)) = vη(ω(s)− ω˜(sˆ))+Eη,ν(ω, ω˜). Combining this with |Iˆi| = ν and Nν 6 (τ2− τ˜2)+ν,
we deduce that the first term in (5.13) is
Vη,ν(ω, ω˜) + Eη,ν(ω, ω˜)(τ1 − τ˜1)(τ2 − τ˜2) + νEη,ν(ω, ω˜)(τ1 − τ˜1) . (5.14)
This concludes the proof of (i).
We now prove (ii). By using |τ1 − τ ′1| 6 ν, |τ˜1 − τ˜ ′1| 6 ν and Lemma 5.7 (i), we deduce that
Vη(ω, ω˜) = Vη(ω′, ω˜) +O
(
ν(τ2 − τ˜2)
)
. (5.15)
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By analogous arguments as for (5.15), it follows that
Vη(ω′, ω˜) = Vη(ω′, ω˜′) +O
(
ν(τ ′1 − τ˜ ′1)
)
= Vη(ω′, ω˜′) +O
(
ν(τ1 − τ˜1) + ν2
)
. (5.16)
Claim (ii) follows from (5.15)–(5.16).
We now have the necessary tools to prove Lemma 5.9.
Proof of Lemma 5.9. Using Lemma 5.4 we write∫
µCη(dσ)F2(σ)F2(σ) =
∑
r∈(νN)3
1|r|>0 e−κ|r|
|r|
∑
r˜∈(νN)3
1|r˜|>0 e−κ|r˜|
|r˜| J(r, r˜) , (5.17)
where
J(r, r˜) ..=
∫
[0,ν]3
dτ
∫
[0,ν]3
dτ˜
∫
dx
∫
dx˜
×
∫
Wτ1+r3,τ3x1,x3 (dω3)W
τ3+r2,τ2
x3,x2 (dω2)W
τ2+r1,τ1
x2,x1 (dω1)W
τ˜1+r˜3,τ˜3
x˜1,x˜3 (dω˜3)W
τ˜3+r˜2,τ˜2
x˜3,x˜2 (dω˜2)W
τ˜2+r˜1,τ˜1
x˜2,x˜1 (dω˜1)
×
∫
µCη(dσ)σ(τ2, x2)σ(τ3, x3)σ(τ˜2, x˜2)σ(τ˜3, x˜3) ei
∫
ds σ([s]ν ,ω1(s))−i
∫
ds σ([s]ν ,ω˜1(s)) . (5.18)
Recalling (5.9), we shall show that for all r, r˜ ∈ (νN)3 with |r|, |r˜| > 0 we have
J(r, r˜) = ν6 I(r, r˜) + ν6 Eη,ν(r, r˜)
(
1 + L
d
|r|d/2
)(
1 + L
d
|r˜|d/2
)
(1 + |r|+ |r˜|)6 . (5.19)
The claim then follows from (5.19) by summing in r, r˜ and considering Riemann sums for (5.8).
The rest of the proof is devoted to obtaining (5.19). First, we apply Lemma 2.4 to the last
line of (5.18), using that µCη is a finite-dimensional real Gaussian measure with covariance Cη from
(3.5). As for x, we use the notation τi,0 = τi and τi,1 = τ˜i. More precisely, in the application of
Lemma 2.4, we take
f(τ, x) =
∫
ds δ(τ−[s]ν) δ(x−ω1(s))−
∫
ds˜ δ(τ−[s˜]ν) δ(x−ω˜1(s˜)) , fa(τ, x) = δ(τ−τa) δ(x−xa) ,
(5.20)
and apply an appropriate time translation (by multiples of ν, since r, r˜ ∈ (νN)3) in the paths
ω2, ω3, ω˜2, ω˜3 to deduce that
J(r, r˜) =
∫
[0,ν]3
dτ
∫
[0,ν]3
dτ˜
∫
dx
∫
dx˜
∫
Wτ1+|r|,τ3+r1+r2x1,x3 (dω3)W
τ3+r1+r2,τ2+r1
x3,x2 (dω2)W
τ2+r1,τ1
x2,x1 (dω1)
×Wτ˜1+|r˜|,τ˜3+r˜1+r˜2x˜1,x˜3 (dω˜3)Wτ˜3+r˜1+r˜2,τ˜2+r˜1x˜3,x˜2 (dω˜2)Wτ˜2+r˜1,τ˜1x˜2,x˜1 (dω˜1) e−
1
2
(
Vη,ν(ω1,ω1)+Vη,ν(ω˜1,ω˜1)−2Vη,ν(ω1,ω˜1)
)
∑
Π∈M(A)
∏
{a,b}∈Π
(Vη,ν)τa,τbxa,xb
∏
a∈A\[Π]
i
(
(Vη,ν)τaxa(ω1)− (Vη,ν)τaxa(ω˜1)
)
. (5.21)
For fixed values of τ , τ˜ ∈ [0, ν]3, we rewrite the integrand in (5.21). We first introduce some
notation. In the discussion that follows qˆ denotes either the quantity q or q˜. With this convention,
we define loops ωˆ : [τˆ1, τˆ1 + |rˆ|]→ Λ by concatenating ωˆ1, ωˆ2, ωˆ3. More precisely,
ωˆ|[τˆ1,τˆ2+rˆ1] = ωˆ1 , ωˆ|[τˆ2+rˆ1,τˆ3+rˆ1+rˆ2] = ωˆ2 , ωˆ|[τˆ3+rˆ1+rˆ2,τˆ1+|rˆ|] = ωˆ3 .
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For a ∈ A, we define the quantities ta, sa, ωa by
t(2,0)
..= τ2 + r1 , t(3,0) ..= τ3 + r1 + r2 , t(2,1) ..= τ˜2 + r˜1 , t(3,1) ..= τ˜3 + r˜1 + r˜2
s(2,0)
..= τ1 + r1 , s(3,0) ..= τ1 + r1 + r2 , s(2,1) ..= τ˜1 + r˜1 , s(3,1) ..= τ˜1 + r˜1 + r˜2
ω(2,0) = ω(3,0) ..= ω , ω(2,1) = ω(3,1) ..= ω˜ .
(5.22)
The interpretation of the times defined in (5.22) is that the times ta are the precise initial and final
times of the paths ωˆ1, ωˆ2, ωˆ3. The times sa are approximations of the corresponding times ta, which
have been decoupled from the variables τˆ2, τˆ3 by replacing them with τˆ1; evaluating ω at the times
sa instead of ta allows us to remove the (τˆ2, τˆ3)-dependence from the spatial indices (see e.g. (5.28)
below), and hence ultimately relate J(r, r˜) to I(r, r˜). With the above notation, we deduce that for
all a ∈ A we have ωa(ta) = xa and |sa − ta| 6 ν.
With f chosen as in (5.20) we have that
Vη,ν(ω1, ω1) + Vη,ν(ω˜1, ω˜1)− 2Vη,ν(ω1, ω˜1) = 〈f, Cη,νf〉 > 0 . (5.23)
By using (5.11), (5.23), Lemma 5.12 (i), and the fact that τ1, τ˜1, τ2, τ˜2 ∈ [0, ν], it follows that for
ω1, ω˜1 as in the integrand of (5.17) we have
e−
1
2
(
Vη,ν(ω1,ω1)+Vη,ν(ω˜1,ω˜1)−2Vη,ν(ω1,ω˜1)
)
= e−
1
2
(
Vη(ω1,ω1)+Vη(ω˜1,ω˜1)−2Vη(ω1,ω˜1)
)
+Eη,ν(ω, ω˜)(1+r1+r˜1)2 .
(5.24)
We use (5.22), (5.24) and integrate in x2, x3, x˜2, x˜3 to rewrite (5.21) as
J(r, r˜) =
∫
[0,ν]3
dτ
∫
[0,ν]3
dτ˜
∫
dx1
∫
dx˜1
∫
Wτ1+|r|,τ1x1,x1 (dω)W
τ˜1+|r˜|,τ˜1
x˜1,x˜1 (dω˜)
×
[
e−
1
2
(
Vη(ω1,ω1)+Vη(ω˜1,ω˜1)−2Vη(ω1,ω˜1)
)
+ Eη,ν(ω, ω˜)(1 + r1 + r˜1)2
]
×
∑
Π∈M(A)
∏
{a,b}∈Π
(Vη,ν)τa,τbωa(ta),ωb(tb)
∏
a∈A\[Π]
i
(
(Vη,ν)τaωa(ta)(ω1)− (Vη,ν)
τa
ωa(ta)(ω˜1)
)
. (5.25)
In order to analyse (5.25), we note the following three claims.
(i) We have
e−
1
2
(
Vη(ω1,ω1)+Vη(ω˜1,ω˜1)−2Vη(ω1,ω˜1)
)
= e−
1
2
(
Vη
(
ω|[τ1,τ1+r1],ω|[τ1,τ1+r1]
)
+Vη
(
ω˜|[τ˜1,τ˜1+r˜1],ω˜|[τ˜1,τ˜1+r˜1]
)
−2Vη
(
ω|[τ1,τ1+r1],ω˜|[τ˜1,τ˜1+r˜1]
))
+ Eη,ν(ω, ω˜)(1 + r1 + r˜1)2 .
(ii) For all a, b ∈ A we have∫ ν
0
dτa
∫ ν
0
dτb (Vη,ν)τa,τbωa(ta),ωb(tb) = ν
2(Vη)ωa(sa),ωb(sb) + ν
2 Eη,ν(ω, ω˜) . (5.26)
(iii) For all a ∈ A we have∫ ν
0
dτa (Vη,ν)τaωa(ta)(ωˆ1) = ν(Vη)ωa(sa)
(
ωˆ|[τˆ1,τˆ1+rˆ1]
)
+ νEη,ν(ω, ω˜)(1 + rˆ1) . (5.27)
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We prove each of the claims (i)–(iii) separately. Note that (i) follows from (5.11) and Lemma
5.12 (ii). We now prove (ii). By Definition 5.11, Lemma 5.7 and (5.10), it follows that the left-hand
side of (5.26) is
ν
∫ ν
0
dτa
∫ ν
0
dτb δη,ν(τa − τb) vη(ωa(ta)− ωb(tb)) = ν2 vη(ωa(sa)− ωb(sb)) + ν2 Eη,ν(ω, ω˜) ,
which by Definition 5.6 equals the right-hand side of (5.26).
In order to prove (iii), we use Definition 5.11, Lemma 5.7 and (5.10) to rewrite the left-hand
side of (5.27) as
nu
∫ ν
0
dτa
[∫ τˆ1+rˆ1
τˆ1
ds δη,ν(τa − [s]ν) vη(ωa(sa)− ωˆ1(s)) +
∫ τˆ1+rˆ1
τˆ1
ds δη,ν(τa − [s]ν) Eη,ν(ω, ω˜)
+O
(∫ τˆ2+rˆ1
τˆ1+rˆ1
ds δη,ν(τa − [s]ν)
)]
= ν
∫ τˆ1+rˆ1
τˆ1
ds vη(ωa(sa)− ωˆ1(s)) + νEη,ν(ω, ω˜)(1 + rˆ1) ,
which by Definition 5.6 equals the right-hand side of (5.27).
We integrate in τ2, τ3, τ˜2, τ˜3, and apply (i)–(iii) to rewrite (5.25) as
J(r, r˜) = ν4
∫ ν
0
dτ1
∫ ν
0
dτ˜1
∫
dx1
∫
dx˜1
∫
Wτ1+|r|,τ1x1,x1 (dω)W
τ˜1+|r˜|,τ˜1
x˜1,x˜1 (dω˜)
× e− 12
(
Vη
(
ω|[τ1,τ1+r1],ω|[τ1,τ1+r1]
)
+Vη
(
ω˜|[τ˜1,τ˜1+r˜1],ω˜|[τ˜1,τ˜1+r˜1]
)
−2Vη
(
ω|[τ1,τ1+r1],ω˜|[τ˜1,τ˜1+r˜1]
))
×
∑
Π∈M(A)
∏
{a,b}∈Π
(Vη)ωa(sa),ωb(sb)
∏
a∈A\[Π]
i
[
(Vη)ωa(sa)
(
ω|[τ1,τ1+r1]
)− (Vη)ωa(sa)(ω˜|[τ˜1,τ˜1+r˜1])]
+ ν6Eη,ν(r, r˜)
(
1 + L
d
|r|d/2
)(
1 + L
d
|r˜|d/2
)
(1 + |r|+ |r˜|)6 (5.28)
For the second term on the right-hand side of (5.28), we used
|(Vη)ωa(sa),ωb(sb)| 6 ‖v‖L∞ , |(Vη)ωa(sa)
(
ωˆ|[τˆ1,τˆ1+rˆ1]
)| 6 rˆ1‖v‖L∞
which follow from (5.12), as well as the observation that for all τ1, τ˜1 ∈ [0, ν] we have∫
dx1
∫
dx˜1
∫
Wτ1+|r|,τ1x1,x1 (dω)W
τ˜1+|r˜|,τ˜1
x˜1,x˜1 (dω˜) Eη,ν(ω, ω˜) = Eη,ν(r, r˜)
(
1 + L
d
|r|d/2
)(
1 + L
d
|r˜|d/2
)
,
(5.29)
which follows from Lemma 2.2 and the dominated convergence theorem.
Finally, the first term on the right-hand side of (5.28) is equal to ν6I(r, r˜), as can be seen by a
time translation of the paths, ωˆ(·) 7→ ωˆ(· − τˆ1). This concludes the proof of (5.19).
Proof of Lemma 5.10. We begin by noting that by Lemma 5.4 and (5.2) we have
f2(〈σ〉) = − 1
ν3
∫
[0,∞)3
dr e
−κ|r|
|r|
∫
[0,ν]3
dτ
∫
dx σ(τ2, x2)σ(τ3, x3)
×
∫
Wr3,0x1,x3(dω3)W
r2,0
x3,x2(dω2)W
r1,0
x2,x1(dω1) e
i 1
ν
∫ ν
0 dt
∫ r1
0 ds σ(t,ω1(s)) . (5.30)
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Hence,
∫
µCη(dσ) f2(〈σ〉)F2(σ) =
∑
r∈(νN)3
1|r|>0 e−κ|r|
|r|
1
ν3
∫
[0,∞)3
dr˜ e
−κ|r˜|
|r˜|
∫
[0,ν]3
dτ
∫
[0,ν]3
dτ˜
∫
dx
∫
dx˜
×
∫
Wτ1+r3,τ3x1,x3 (dω3)W
τ3+r2,τ2
x3,x2 (dω2)W
τ2+r1,τ1
x2,x1 (dω1)W
r˜3,0
x˜1,x˜3(dω˜3)W
r˜2,0
x˜3,x˜2(dω˜2)W
r˜1,0
x˜2,x˜1(dω˜1)
×
∫
µCη(dσ)σ(τ2, x2)σ(τ3, x3)σ(τ˜2, x˜2)σ(τ˜3, x˜3) e
i
∫
ds σ([s]ν ,ω1(s))−i 1ν
∫ ν
0 dt
∫
ds σ(t,ω˜1(s)) . (5.31)
Using Lemma 2.4 with
f(τ, x) =
∫
ds δ(τ−[s]ν) δ(x−ω1(s))− 1
ν
∫
ds˜ δ(x−ω˜1(s˜)) , fa(τ, x) = δ(τ−τa) δ(x−xa) , (5.32)
we conclude that the last line of (5.31) is equal to
e−
1
2
(
Vη,ν(ω1,ω1)+Vη(ω˜1,ω˜1)−2Vη(ω1,ω˜1)
) ∑
Π∈M(A)
∏
{a,b}∈Π
(Vη,ν)τa,τbxa,xb
∏
a∈A\[Π]
i
(
(Vη,ν)τaxa(ω1)− (Vη)τaxa(ω˜1)
)
.
(5.33)
The proof now proceeds similarly as that of Lemma 5.9, and we only outline the main differences.
The first difference is that, instead of (5.24), we use
e−
1
2
(
Vη,ν(ω1,ω1)+Vη(ω˜1,ω˜1)−2Vη(ω1,ω˜1)
)
= e−
1
2
(
Vη(ω1,ω1)+Vη(ω˜1,ω˜1)−2Vη(ω1,ω˜1)
)
+ Eη,ν(ω, ω˜)(1 + r1)2 ,
(5.34)
which follows from Lemma 5.12 (i), by recalling (5.11) and noting that the exponent of the expres-
sion on the left-hand side of (5.34) is nonpositive by (5.32).
The second difference is that for a = (2, 1), (3, 1), we replace (5.27) by
(Vη)ωa(ta)(ωˆ1) = (Vη)ωa(sa)
(
ωˆ|[τˆ1,τˆ1+rˆ1]
)
+ Eη,ν(ω, ω˜)(1 + rˆ1) . (5.35)
We can then integrate this in τa ∈ [0, τ ] and get the same expression as on the right-hand side of
(5.27). We obtain (5.35) from (5.22) and Lemma 5.7. Finally, instead of (5.29), we use∫
dx1
∫
dx˜1
∫
Wτ1+|r|,τ1x1,x1 (dω)W
|r˜|,0
x˜1,x˜1(dω˜) Eη,ν(ω, ω˜) = Eη,ν(r, r˜)
(
1 + L
d
|r|d/2
)(
1 + L
d
|r˜|d/2
)
,
which follows by the same proof.
5.2. Correlation functions. In this subsection we analyse the correlation functions and conclude
the proof of Proposition 5.1. From (3.37), Lemma 3.9, and (3.12), we get
νpΓ̂p,η =
p!
ZηPpQp,η , (5.36)
where
(Qp,η)x,x˜ ..=
∫
µCη(dσ) eF2(σ)
p∏
i=1
(
ν
∑
ri∈νN∗
e−κri
∫
Wri,0xi,x˜i(dωi)
(
ei
∫ ri
0 dt σ([t]ν ,ωi(t)) − 1
))
. (5.37)
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Analogously, from (4.16), writing 1h =
∫∞
0 dr e−rh, and Lemma 2.1, we get
γ̂p,η =
p!
ζη
Ppqp,η ,
where
(qp,η)x,x˜ ..=
∫
µvη(dξ) ef2(ξ)
p∏
i=1
(∫ ∞
0
dri e−κri
∫
Wri,0xi,x˜i(dωi)
(
ei
∫ ri
0 dt ξ(ωi(t)) − 1
))
. (5.38)
Thanks to Proposition 5.3, in order to prove Proposition 5.1 it suffices to prove the following
result.
Proposition 5.13. For any p ∈ N∗ we have, uniformly in η > 0,
lim
ν→0‖Qp,η − qp,η‖L∞ = 0 .
We shall prove Proposition 5.13 in three steps.
Step 1. In (5.37) and (5.38), we truncate the values of ri to lie in some interval [δ, 1/δ].
Step 2. In the resulting truncated expression for q, we replace the integral
∫ δ
1/δ dri [· · · ] with a corre-
sponding Riemann sum ν∑ri∈νN∗ 1δ6ri61/δ[· · · ].
Step 3. We use Lemma 5.2 to replace ξ with 〈σ〉 and compare the resulting approximations of q and
Q.
Step 1. We rewrite (5.37) as
(Qp,η)x,x˜ = νp
∑
r∈(νN∗)p
e−κ|r| Yx,x˜(r) (5.39)
where
Yx,x˜(r) ..=
∫
µCη(dσ) eF2(σ)
p∏
i=1
(∫
Wri,0xi,x˜i(dωi)
(
ei
∫ ri
0 dt σ([t]ν ,ωi(t)) − 1
))
.
By Lemma 3.12 (iv) and Cauchy-Schwarz, we have
|Yx,x˜(r)| 6
∫ p∏
i=1
Wri,0xi,x˜i(dωi)
(∫
µCη(dσ)
p∏
i=1
∣∣∣ei ∫ ri0 dt σ([t]ν ,ωi(t)) − 1∣∣∣2)1/2 (5.40)
We estimate the right-hand side using the following basic algebraic fact.
Lemma 5.14. For each p ∈ N∗ there exists a polynomial Tp with the following properties.
(i) 1 is a root of Tp with multiplicity at least p.
(ii) For any centred Gaussian measure µC with covariance C we have∫
µC(du) |1− ei〈f ,u〉|2p = Tp
(
e−
1
2 〈f ,Cf〉
)
.
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Proof. We define
Tp(x) ..=
p∑
k,l=0
(
p
k
)(
p
l
)
(−1)k+l x(k−l)2 .
Thus, since ∫
µC(du)
∣∣1− ei〈f ,u〉∣∣2p = ∫ µC(du) (1− ei〈f ,u〉)p (1− e−i〈f ,u〉)p
=
p∑
k,l=0
(
p
k
)(
p
l
)
(−1)k+l
∫
µC(du) ei(k−l)〈f ,u〉
=
p∑
k,l=0
(
p
k
)(
p
l
)
(−1)k+l e− 12 (k−l)2〈f ,Cf〉 ,
we find (ii). We establish (i) by considering the one-dimensional Gaussian measure with C = 1.
Writing f =
√
λ for λ > 0, we find
Tp(e−λ/2) =
∫
µ1(du) |1− eiu
√
λ|2p = O(λp) ,
from which we deduce that Tp(x) = O((1− x)p) for 0 < x < 1, and hence (i) follows.
Using Hölder’s inequality and Lemma 5.14 (ii), we get from (5.40)
|Yx,x˜(r)| 6
p∏
i=1
∫
Wri,0xi,x˜i(dωi)
(∫
µCη(dσ)
∣∣∣ei ∫ ri0 dt σ([t]ν ,ωi(t)) − 1∣∣∣2p)1/2p
=
p∏
i=1
∫
Wri,0xi,x˜i(dωi)Tp
(
exp
(
−ν2
∫ ri
0
dt ds δ([t]ν − [s]ν) vη(ωi(t)− ωi(s))
))1/2p
.
Here in the application of Lemma 5.14 (ii) we took f(τ, x) =
∫ ri
0 dt δ(τ − [t]ν)δ(x − ωi(t)). The
exponent is nonpositive and bounded in absolute value by 12‖v‖L∞r2i (by Lemma 5.7 (i)), so that
by 1− e−x 6 x for x > 0, and Lemma 5.14 (i) and Lemma 2.2 we get
|Yx,x˜(r)| 6 ‖v‖p/2L∞
p∏
i=1
∫
Wri,0xi,x˜i(dωi) ri 6 Cp,v,L
p∏
i=1
(
ri + r1−d/2i
)
. (5.41)
Since d 6 3, by a Riemann sum approximation we deduce that the sum (5.39) is bounded, uniformly
in ν, η > 0, and x, x˜, and the following result holds. To state it, we use the notation
[a, b]ν ..= νZ ∩ [a, b] .
Lemma 5.15. For any ε > 0 there exists δ > 0 such that∣∣∣∣(Qp,η)x,x˜ − νp ∑
r∈[δ,1/δ]pν
e−κ|r| Yx,x˜(r)
∣∣∣∣ 6 ε ,
for all ν, η > 0 and x, x˜.
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An almost identical argument yields the follows analogous result. For r, s ∈ Rp satisfying s 6 r
(i.e. 0 6 si 6 ri for all i), define
yx,x˜(r, s) ..=
∫
µvη(dξ) ef2(ξ)
p∏
i=1
(∫
Wri,0xi,x˜i(dωi)
(
ei
∫ si
0 dt ξ(ωi(t)) − 1
))
, (5.42)
where we include the extra argument s for the purposes of Step 2 below.
Lemma 5.16. For any ε > 0 there exists δ > 0 such that∣∣∣∣(qp,η)x,x˜ − ∫[δ,1/δ]p dr e−κ|r| yx,x˜(r, r)
∣∣∣∣ 6 ε ,
for all ν, η > 0 and x, x˜.
Step 2. In the next step, we start from the expression
∫
[δ,1/δ]p dr e−κ|r| yx,x˜(r, r) (see Lemma 5.16)
and replace the integral over r ∈ [δ, 1/δ]p with a Riemann sum over r ∈ [δ, 1/δ]pν . To that end, we
shall have to compare the measures Wri,0xi,x˜i and W
r˜i,0
xi,x˜i
, which have the same spatial arguments but
different time arguments. This can also be regarded as a comparison of the propagators W ri,0xi,x˜i(iξ)
andW r˜i,0xi,x˜i(iξ). The presence of the imaginary interaction field iξ makes a direct comparison difficult.
The corresponding comparison of the free propagators W ri,0xi,x˜i(0) = ψ
ri(xi − x˜i) and W r˜i,0xi,x˜i(0) =
ψr˜i(xi− x˜i) is an elementary estimate of the heat kernel (2.1). The key idea of our comparison is to
use this observation and turn off the interaction field iξ for the times in [si, ri], replacing yx,x˜(r, r)
with yx,x˜(r, s). Thus, recalling Lemma 3.4 (i) we compare W ri,0(iξ) = W ri,si(iξ)W si,0(iξ) with
W ri,si(0)W si,0(iξ), and show that they are close provided ri − si is small enough. Next, we show
that W ri,si(0)W si,0(iξ) and W r˜i,si(0)W si,0(iξ) are close provided that |ri − r˜i| is small enough and
ri − si is large enough, by an elementary estimate of the heat kernel (2.1).
We recall the relation (3.12). For the following estimates, we note that, by (3.12) and Lemma
2.2, for τ > τ˜ + δ we have
|W τ,τ˜x,x˜ (iξ)| 6 ψτ−τ˜ (x− x˜) 6 Cd,L,δ (5.43)
for all x, x˜.
Lemma 5.17. For r ∈ [δ, 1/δ]p and s 6 r we have
|yx,x˜(r, r)− yx,x˜(r, s)| 6 Cp,d,L,δ,v max
i
(ri − si)
for all ν, η > 0 and x, x˜.
Proof. By Proposition 4.1 (ii), telescoping, and using (5.43), we conclude that it suffices to prove∫
µvη(dξ)
∣∣∣∣∫ Wri,0xi,x˜i(dωi) (ei ∫ ri0 dt ξ(ωi(t)) − ei∫ si0 dt ξ(ωi(t)))
∣∣∣∣ 6 CL,δ,v(ri − si) (5.44)
for all i. By Cauchy-Schwarz, the left-hand side of (5.44) is bounded by
∫
Wri,0xi,x˜i(dω)
(∫
µvη(dξ)
∣∣∣ei ∫ risi dt ξ(ω(t)) − 1∣∣∣2)1/2
6 C
∫
Wri,0xi,x˜i(dω)
∣∣∣e− 12 ∫ risi dt ds vη(ω(t)−ω(s)) − 1∣∣∣1/2 6 Cd,L,δ√‖v‖L∞ (ri − si) .
where in the second step we used Lemma 5.14 with p = 1 and f(x) =
∫ ri
si
dt δ(x−ωi(t)), and in the
third step we used (5.43). This concludes the proof.
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Lemma 5.18. Let r, r˜ ∈ [δ, 1/δ]p satisfy |r − r˜| 6 ν, and let s satisfy s 6 r, s 6 r˜. Suppose
moreover that mini si > δ/2 and mini(ri − si) > 2ν. Then∣∣∣e−κ|r| yx,x˜(r, s)− e−κ|r˜| yx,x˜(r˜, s)∣∣∣ 6 Cp,d,L,δ,κ νmini(ri − si) .
Proof. Since by (5.43) we have |yx,x˜(r, s)| 6 Cp,d,L,δ, using that |r− r˜| 6 ν and mini(ri−si) 6 1/δ,
it suffices to prove ∣∣∣yx,x˜(r, s)− yx,x˜(r˜, s)∣∣∣ 6 Cp,d,L,δ,κ νmini(ri − si) . (5.45)
With the notation (3.12), we have
yx,x˜(r, s)− yx,x˜(r˜, s) =
∫
µvη(dξ) ef2(ξ)
[ p∏
i=1
(
W ri,si(0)W si,0(iξ)−W ri,0(0)
)
xi,x˜i
−
p∏
i=1
(
W r˜i,si(0)W si,0(iξ)−W r˜i,0(0)
)
xi,x˜i
]
.
Note that (5.43) generalizes to∣∣(W τ,s(0)W s,τ˜ (iξ))
x,x˜
∣∣ 6 ψτ−τ˜ (x− x˜) 6 Cd,L,δ
for any τ˜ 6 s 6 τ . Thus, by Proposition 4.1 (ii) and telescoping, it suffices to prove
∫
µvη(dξ)
∣∣∣∣(W ri,si(0)W si,0(iξ)−W ri,0(0))
xi,x˜i
−
(
W r˜i,si(0)W si,0(iξ)−W r˜i,0(0)
)
xi,x˜i
∣∣∣∣
6 Cd,L,δ
ν
ri − si . (5.46)
To that end, we estimate∣∣∣∣(W ri,si(0)W si,0(iξ))
xi,x˜i
−
(
W r˜i,si(0)W si,0(iξ)
)
xi,x˜i
∣∣∣∣
6
∫
dy
∣∣∣ψri−si(xi − y)− ψr˜i−si(xi − y)∣∣∣∣∣W si,0y,x˜i (iξ)∣∣
6 Cd,L,δ‖ψri−si − ψr˜i−si‖L1
6 Cd,L,δ
∣∣∣∣log(ri − sir˜i − si
)∣∣∣∣ ,
where in the second step we used that si > δ/2 and (5.43), and in the last step we used, for s 6 t,
‖ψt − ψs‖L1 6
∫ t
s
du ‖∂uψu‖L1 =
∫ t
s
du
∫
Rd
dx
(
d
2u +
|x|2
2u2
)
ψu(x) = d log(t/s) .
An analogous argument yields
∣∣W ri,0xi,x˜i(0)−W r˜i,0xi,x˜i(0)∣∣ 6 Cd,L,δ
∣∣∣∣log(rir˜i
)∣∣∣∣ ,
and hence (5.46) is proved, since by assumption |ri − r˜i| 6 ν and ri − si > 2ν.
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Armed with Lemmas 5.17 and 5.18, we may now compare the integral over r of yx,x˜(r, r) to the
corresponding Riemann sum.
Lemma 5.19. For any δ > 0 we have∣∣∣∣∫[δ,1/δ]p dr e−κ|r| yx,x˜(r, r)− νp ∑r∈[δ,1/δ]pν e
−κ|r| yx,x˜(r, r)
∣∣∣∣ 6 Cp,L,δ,v,κ√ν
for all η > 0, small enough ν > 0, and x, x˜.
Proof. For r > 0 denote by brcν ..= max{u ∈ νN : u 6 r}, and write brcν ..= (bricν)pi=1. Since
|yx,x˜(r, r)| 6 Cp,d,L,δ for r ∈ [δ, 1/δ]p by (5.43), we find
νp
∑
r∈[δ,1/δ]pν
e−κ|r| yx,x˜(r, r) =
∫
[δ,1/δ]p
dr e−κ|brcν | yx,x˜(brcν , brcν) + Cp,d,L,δ O(ν) . (5.47)
The error term contains errors arising from the boundary of the Riemann sum approximation.
Next, for each r ∈ [δ, 1/δ]p choose s ≡ s(r) defined by
si ..= ri −
√
ν .
Hence, for ν small enough (depending on δ), we have for all i,
δ/2 6 si 6 bricν , max
i
(bricν − si) 6 C
√
ν , min
i
(bricν − si) >
√
ν/C ,
where in the third inequality we used that |r− brcν | 6 ν.
Hence, by Lemma 5.17 we have∣∣∣∣∫[δ,1/δ]p dr e−κ|r| yx,x˜(r, r)−
∫
[δ,1/δ]p
dr e−κ|r| yx,x˜(r, s(r))
∣∣∣∣ 6 Cp,L,δ,v√ν , (5.48)∣∣∣∣∫[δ,1/δ]p dr e−κ|brcν | yx,x˜(brcν , brcν)−
∫
[δ,1/δ]p
dr e−κ|brcν | yx,x˜(brcν , s(r))
∣∣∣∣ 6 Cp,L,δ,v√ν , (5.49)
where in the second inequality we used that |r− brcν | 6 ν.
Moreover, by Lemma 5.18 we have∣∣∣∣∫[δ,1/δ]p dr e−κ|r| yx,x˜(r, s(r))−
∫
[δ,1/δ]p
dr e−κ|brcν | yx,x˜(brcν , s(r))
∣∣∣∣ 6 Cp,L,δ,v,κ√ν . (5.50)
Combining (5.47)–(5.50) yields the claim.
Step 3. Using Lemma 5.2 we write
νp
∑
r∈[δ,1/δ]pν
e−κ|r| yx,x˜(r, r)
= νp
∑
r∈[δ,1/δ]pν
e−κ|r|
∫
µCη(dσ) ef2(〈σ〉)
p∏
i=1
(∫
Wri,0xi,x˜i(dωi)
(
ei
∫ ri
0 dt 〈σ〉(ωi(t)) − 1
))
. (5.51)
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We compare the right-hand side of (5.51) with
νp
∑
r∈[δ,1/δ]pν
e−κ|r| Yx,x˜(r)
= νp
∑
r∈[δ,1/δ]pν
e−κ|r|
∫
µCη(dσ) eF2(σ)
p∏
i=1
(∫
Wri,0xi,x˜i(dωi)
(
ei
∫ ri
0 dt σ([t]ν ,ωi(t)) − 1
))
. (5.52)
Recalling Lemmas 5.15, 5.16, and 5.19, as well as Cauchy-Schwarz combined with Proposition
3.12 (iv), Proposition 4.1 (ii), Lemma 5.5, and (5.43), we find that to prove Proposition 5.13 it
suffices to prove the following result.
Lemma 5.20. Fix δ > 0. Then
lim
ν→0
∫ p∏
i=1
Wri,0xi,x˜i(dωi)
(∫
µCη(dσ)
∣∣∣∣∣
p∏
i=1
(
ei
∫ ri
0 dt 〈σ〉(ωi(t)) − 1
)
−
p∏
i=1
(
ei
∫ ri
0 dt σ([t]ν ,ωi(t)) − 1
)∣∣∣∣∣
2)1/2
= 0
uniformly in r ∈ [δ, 1/δ]pν , η > 0, and x, x˜.
Proof. By telescoping and using (5.43), it suffices to prove
lim
ν→0
∫
Wri,0xi,x˜i(dωi)
(∫
µCη(dσ)
∣∣∣ei ∫ ri0 dt 〈σ〉(ωi(t)) − ei∫ ri0 dt σ([t]ν ,ωi(t))∣∣∣2)1/2 = 0
for all i. We write ∣∣∣ei ∫ ri0 dt 〈σ〉(ωi(t)) − ei ∫ ri0 dt σ([t]ν ,ωi(t))∣∣∣ = |ei〈σ ,f〉 − 1|
with
f(τ, x) ..=
∫ ri
0
dt δ(x− ωi(t))
(1
ν
− δ(τ − [t]ν)
)
.
From Lemma 5.14 with p = 1 we therefore get∫
µCη(dσ) |ei〈σ ,f〉 − 1|2 6 C〈f , Cηf〉
= ν
∫ ri
0
dtdt˜ vη(ωi(t)− ωi(t˜))
∫ ν
0
dτ dτ˜ δη,ν(τ − τ˜)
(1
ν
− δ(τ − [t]ν)
)(1
ν
− δ(τ˜ − [t˜]ν)
)
= ν
∫ ri
0
dtdt˜ δη,ν([t]ν − [t˜]ν) vη(ωi(t)− ωi(t˜))−
∫ ri
0
dt dt˜ vη(ωi(t)− ωi(t˜))
= 1
ν
∑
s,s˜∈[0,ri)ν
∫ ν
0
du1 du˜1 du2 du˜2 δη,ν(u1 − u˜1)
×
(
vη
(
ωi(s+ u1)− ωi(s˜+ u˜1)
)− vη(ωi(s+ u2)− ωi(s˜+ u˜2))) ,
where we defined
[a, b)ν ..= [a, b− ν]ν .
By Cauchy-Schwarz and Lemma 5.7 (ii), it suffices to prove that for any α > 0,∫
Wri,0xi,x˜i(dωi)
1
ν
∑
s,s˜∈[0,ri]ν
∫ ν
0
du1 du˜1 du2 du˜2 δη,ν(u1 − u˜1)1|ωi(s+u1)−ωi(s˜+u˜1)−ωi(s+u2)+ωi(s˜+u˜2)|L>2α
(5.53)
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tends to 0 as ν → 0. By the triangle inequality and symmetry of the indices with and without
tilde, we find that (5.53) is bounded by
2
∫
Wri,0xi,x˜i(dωi)
1
ν
∑
s,s˜∈[0,ri)ν
∫ ν
0
du1 du˜1 du2 du˜2 δη,ν(u1 − u˜1)1|ωi(s+u1)−ωi(s+u2)|L>α
6 2ri
ν
∫
Wri,0xi,x˜i(dωi)
∑
s∈[0,ri)ν
∫ ν
0
du1 du2 1|ωi(s+u1)−ωi(s+u2)|L>α
6 2ri
να2
∑
s∈[0,ri)ν
∫ ν
0
du1 du2
∫
Wri,0xi,x˜i(dωi) |ωi(s+ u1)− ωi(s+ u2)|2L
6 Cd,L,δ
1
να2
∑
s∈[0,ri]ν
∫ ν
0
du1 du2 ν
6 Cd,L,δ
ν
α2
,
where in the second step we used Chebyshev’s inequality and in the third step we used Lemma 2.3
together with the observation that ψri(xi − x˜i) 6 Cd,L,δ. This concludes the proof.
The proof of Proposition 5.13 is now complete, and thus also of Proposition 5.1.
6. Proofs of Theorems 1.3, 1.4, and 1.7
In this section we prove our main results – Theorems 1.3, 1.4, and 1.7.
Proof of Theorem 1.7. We estimate
‖νpΓ̂p − γ̂p‖L∞ 6 νp‖Γ̂p − Γ̂p,η‖L∞ + ‖νpΓ̂p,η − γ̂p,η‖L∞ + ‖γ̂p,η − γ̂p‖L∞
From Propositions 3.15, 4.3, and 5.1, we deduce that the right-hand side converges to 0 as ν → 0,
by choosing ν small enough and then sending η → 0.
What remains is to show that Γ̂p is continuous. By Proposition 3.15, it suffices to show that
Γ̂p,η is continuous for any η > 0. This is a simple consequence of the definition (3.37), dominated
convergence, and the fact that for any continuous field σ, the Green function
(
K(−κ+ iσ)−1)0,0
x,x˜
is
continuous in (x, x˜), by Lemma 3.9 and (3.12).
Proof of Theorem 1.3. The convergence of Z/Z0 to ζ follows from Propositions 3.12 (iii), 4.1
(i), and 5.3. To prove the convergence of the reduced density matrices, by Theorem 1.7, the forms
(1.46) and (1.49), and an induction argument in p, it suffices to show that
νpΓ0p
Lr−→ γ0p
as ν → 0, for all p ∈ N∗, with r given in Theorem 1.3. To that end, we recall that by Wick’s rule
and the Wick theorem (Lemma 2.9) we have
γ0p = p!Pp
(1
h
)⊗p
, νpΓ0p = p!Pp
(
ν
eνh − 1
)⊗p
.
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Hence it suffices to show that
ν
eνh − 1
Lr−→ 1
h
(6.1)
as ν → 0. This can be proved using Sobolev embedding. Alternatively, we write
ν
eνh − 1 −
1
h
= ν
∑
n>1
e−νnh −
∫ ∞
0
dt e−th
and estimate ∥∥∥∥ νeνh − 1 − 1h
∥∥∥∥
Lr
6
∫ ∞
0
dt fν(t)
where we defined
fν(t) ..= ‖e−dteνh − e−th‖Lr , dteν ..= min{s ∈ νZ : s > t} .
Since ‖ψt‖L∞ 6 C
( 1
Ld
+ 1
td/2
)
by a simple Riemann sum estimate, we deduce by interpolation that
‖ψt‖Lr 6 C
( 1
Ld
+ 1
td/2
)1−1/r
.
We conclude
fν(t) 6 2‖e−th‖Lr 6 Ce−κt
( 1
Ld
+ 1
td/2
)1−1/r
,
which is integrable by assumption on r. Since limν→0 fν(t) = 0 for all t > 0, we deduce (6.1).
Proof of Theorem 1.4. We use the notations from Definition A.3 below. For I, I˜ ⊂ [p] we define
B(I, I˜) as the set of bijections from I onto I˜ (which is empty unless |I| = |I˜|), and we denote by
B∗(I, I˜) the subset of bijections without fixed points. Using the second identity of (A.2) for Γ and
applying Wick’s theorem, Lemma 2.9, to the factor Γ0xIc ,x˜I˜c , we obtain
Γx,x˜ =
∑
I,I˜⊂[p]
∑
λ∈B(Ic,I˜c)
Γ̂xI ,x˜I˜
∏
j∈Ic
Γ0xj ,x˜λ(j) . (6.2)
Next, we expand the expectation of the product ∏pj=1(a∗(xj)a(xj)− (Γ01)xj ,xj ) and we find that
the correlation function of the quantum Wick-ordered particle densities is
TrF
(
νp :N(x1) : · · · :N(xp) : e
−H
Z
)
= νp
∑
I⊂[p]
(−1)|Ic| ΓxI ,xI
∏
i∈Ic
Γ0xi,xi .
Plugging in (6.2), and interchanging the order of summation, we conclude
TrF
(
νp :N(x1) : · · · :N(xp) : e
−H
Z
)
= νp
∑
I⊂[p]
(−1)|Ic|
∏
i∈Ic
Γ0xi,xi
∑
J,J˜⊂I
∑
λ∈B(I\J,I\J˜)
Γ̂xJ ,xJ˜
∏
j∈I\J
Γ0xi,xλ(i)
= νp
∑
J,J˜⊂I
Γ̂xJ ,xJ˜
∑
J∪J˜⊂I⊂[p]
(−1)|Ic|
∑
λ∈B(I\J,I\J˜)
∏
i∈Ic
Γ0xi,xi
∏
j∈I\J
Γ0xi,xλ(i) .
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Next, we claim that, for any J, J˜ ⊂ [p],∑
J∪J˜⊂I⊂[p]
(−1)|Ic|
∑
λ∈B(I\J,I\J˜)
∏
i∈Ic
Γ0xi,xi
∏
j∈I\J
Γ0xi,xλ(i) =
∑
δ∈B∗(Jc,J˜c)
∏
i∈Jc
Γ0xi,xδ(i) , (6.3)
whose proof we defer to the end of the proof. With (6.3), we obtain
TrF
(
νp :N(x1) : · · · :N(xp) : e
−H
Z
)
=
∑
J,J˜⊂[p]
ν|J |Γ̂xJ ,xJ˜
∑
δ∈B∗(Jc,J˜c)
∏
i∈Jc
νΓ0xi,xδ(i) , (6.4)
which is the key identity of our proof, as it relates the density correlation functions to the Wick-
ordered reduced density matrices, with weights given by off-diagonal elements of the free correlation
functions. The same derivation yields
1
ζ
∫
µh−1(dφ) e−W (φ) :nK(x1) : · · · :nK(xp) : =
∑
J,J˜⊂[p]
ν|J |γ̂KxJ ,xJ˜
∑
δ∈B∗(Jc,J˜c)
∏
i∈Jc
νγK,0xi,xδ(i) , (6.5)
where γK and γK,0 denote the Wick-ordered correlation function and the free correlation func-
tion, respectively, of the truncated field PKφ (recall 1.18). For distinct x1, . . . , xp, we find from
Lemma A.2, from limK→∞(PKh−1)x,y = (h−1)x,y for x 6= y, and a simple approximation argument
analogous to the one from the proof of Proposition 4.4, that
1
ζ
∫
µh−1(dφ) e−W (φ) :n(x1) : · · · :n(xp) : =
∑
J,J˜⊂[p]
γ̂xJ ,xJ˜
∑
δ∈B∗(Jc,J˜c)
∏
i∈Jc
γ0xi,xδ(i) . (6.6)
From (6.4) and (6.6), noting that each off-diagonal free correlation function γ0xi,xδ(i) appears at
most twice in the product (as γ0xi,xj and γ
0
xj ,xi with j = δ(i) and i = δ(j)), using Theorem 1.7, as
well as (6.1), we conclude the proof of Theorem 1.4.
What remains is the proof of (6.3). To this end, we observe that, with every λ ∈ B(I \ J, I \ J˜)
we can associate δ ∈ B(Jc, J˜c) defined by δ(i) ..= λ(i) if i ∈ I \ J , and δ(i) = i if i ∈ Ic. Hence,∏
i∈Ic
Γ0xi,xi
∏
j∈I\J
Γ0xj ,xλ(j) =
∏
i∈Jc
Γ0xi,xδ(i) . (6.7)
This already implies that∑
J∪J˜⊂I⊂[p]
(−1)|Ic|
∑
λ∈B(I\J,I\J˜)
∏
i∈Ic
Γ0xi,xi
∏
j∈I\J
Γ0xi,xλ(i) =
∑
δ∈B(Jc,J˜c)
cδ
∏
i∈Jc
Γ0xi,xδ(i)
for some coefficients cδ ∈ R (in fact, it is already clear that cδ ∈ Z). For the following argument, we
take δ ∈ B(Jc, J˜c) that has n ..= |{i ∈ Jc : δ(i) = i}| fixed points. Note that n 6 p−|J∪J˜ | (because,
by definition, points in J ∪ J˜ cannot be fixed points of δ). We shall count the total contribution of
all terms on the left-hand side of (6.7) to the term associated with δ on its right-hand side.
Suppose first that n > 0. Then the term associated with δ arises from one term with I = [p],
from
(n
1
)
terms with |I| = p− 1, choosing J ∪ J˜ ⊂ I ⊂ [p] (we can take I = [p] \ {i}, for any i ∈ Jc
with δ(i) = i), and in general from
(n
k
)
terms with |I| = p− k, for any 0 6 k 6 n. Thus, we find
cδ =
n∑
k=0
(
n
k
)
(−1)k = 0
If instead n = 0, then the term associated with δ arises from a single term with I = [p]. Therefore,
in this case, cδ = 1. This concludes the proof of (6.3).
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7. Trapping potentials: proof of Theorem 1.12
The proof of Theorem 1.12 is very similar to that of Theorem 1.7, and in this section we explain
the required modifications.
We follow the argument of Sections 3–6, with minor adjustments. Essentially, we replace every
Brownian measure Wτ,τ˜x,x˜(dω) with the weighted Brownian measure
Wτ,τ˜x,x˜(dω) e
−
∫ τ
τ˜
dt U(ω(t)) ,
so that, for instance, (3.1) becomes
(e−Hn)x,x˜ = e−νκn
∫ n∏
i=1
(
Wν,0xi,x˜i(dωi) e
−
∫ ν
0 dt U(ωi(t))
)
e−
λ
2ν
∑n
i,j=1
∫ ν
0 dt v(ωi(t)−ωj(t)) .
Accordingly, we replace the propagator W (−κ + iσ) and the Green function K(−κ + iσ) with
W (−κ− U + iσ) and K(−κ− U + iσ), respectively. The only changes to our argument arise from
the need to obtain sufficient decay in the spatial parameters x, x˜ from such integrals of Brownian
paths, which will in turn allow us to integrate over them and to establish the claimed decay in
x, x˜ in Theorem 1.12. We shall obtain this decay from an analysis of the excursion probabilities of
Brownian bridges.
We shall prove the two following results.
Proposition 7.1. Under the assumptions of Theorem 1.12, for any p ∈ N∗, we have limν→0 νpΓ̂p,ν =
γ̂p locally uniformly.
Proposition 7.2. Under the assumptions of Theorem 1.12, for any p ∈ N∗, there exist constants
C, c > 0, depending on d, v, κ, p, b, θ, such that |νp(Γ̂p)x,x˜| 6 CΥθ,c(x, x˜), where we recall the
definition of Υθ,c from (1.54).
Proof of Theorem 1.12. By Propositions 7.1 and 7.2 we have |(γ̂p)x,x˜| 6 CΥθ,c(x, x˜). Choose
δ > 0. Then choose R ≡ Rδ such that
sup
|x|+|x˜|>R
|νp(Γp)x,x˜ − (γp)x,x˜|
Υθ−ε,c(x, x˜)
6 sup
|x|+|x˜|>R
CΥθ,c(x, x˜)
Υθ−ε,c(x, x˜)
6 CR−ε(2−d/2) 6 δ .
By Proposition 7.1 we have
lim
ν→0 sup|x|+|x˜|6R
|νp(Γp)x,x˜ − (γp)x,x˜|
Υθ−ε,c(x, x˜)
= 0 ,
and the proof is complete.
The rest of this section is devoted to the proofs of Proposition 7.1 and 7.2. Throughout the
following we adopt the notations of Sections 2–5 without further comment, setting L = ∞ there,
and replacing all Brownian measures with their weighted versions.
As for the torus, we use a regularized covariance (3.5), which should ensure that for η > 0 the
field σ is µCη -almost surely smooth and bounded. To that end, we choose use the cutoff function ϕ
from Section 2.4 and define the regularized covariance∫
µCη(dσ)σ(τ, x)σ(τ˜ , x˜) =
λ
ν
δη,ν(τ − τ˜) vη(x, x˜) =.. (Cη)τ,τ˜x,x˜ , (7.1)
where
vη(x, x˜) ..= (v ∗ δη,∞,ϕ)(x− x˜)ϕ(ηx)ϕ(ηx˜) .
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Proof of Proposition 7.1. We repeat the arguments of Sections 3–6 with trivial adjustments.
Since x and x˜ are bounded, the only difference is the need to control the traces and integrations
over spatial variables. For the traces, we use the assumption (1.14) for s = 2. For the integrations
over spatial variables, we use∫
dx
∫
Wt,0x,x(dω) e
−
∫ t
0 dsU(ω(s)) = tr e−th .
Thus, for instance, the proof of Lemma 5.8 is taken care of by the estimate∫
[0,∞)3
dr 1|r|
∫
dx
∫
W|r|,0x,x (dω) e
−
∫ |r|
0 dsU(ω(s)) (1 + r1)4
=
∫
[0,∞)3
dr 1|r| tr e
−|r|h(1 + r1)4 6 C(trh−2 + trh−6) . (7.2)
Finally, to compare the weighted Brownian measure of U to that of U0, we use that
td/2
∫
Wt,0x,x˜(dω)
(
e−
∫ t
0 dsU(ω(s)) − e−
∫ t
0 dsU0(ω(s))
)
→ 0
as ν → 0, uniformly in t > 0 and x, x˜ ∈ Λ, as follows easily from the assumption on the convergence
of U to U0. Replacing U with U0 in expressions like the left-hand side of (7.2) is done using the
assumption U > U0/C and dominated convergence.
In order to prove Proposition 7.2, we shall need the following fundamental estimate on the
kernel of e−τ(−∆/2+U).
Lemma 7.3. Let θ > 2 and b > 0, and suppose that U(x) > b|x|θ. Then∫
Wτ,0x,x˜(dω) e
−
∫ τ
0 dt U(ω(t))
6 Cψτ (x− x˜)
(
1τ6(|x|+|x˜|)−2(θ+1) + e−c(|x|+|x˜|)
θτ + e−c(|x|+|x˜|)1+θ/2 + e−c(
√
τ(|x|+|x˜|)θ+1)2/3
)
(7.3)
for some constants C, c > 0 depending on θ and b.
Proof. By symmetry, we may assume that |x˜| > |x|. Moreover, we may assume that |x˜| > 1, for
otherwise the claim is an immediate consequence of Lemma 2.1.
Under the law Pτ,0x,x˜(dω), the Brownian bridge ω can be written in terms of standard Brownian
motion B(t) = (Bi(t))di=1 in Rd as ω(t) = x˜+B(t)+ tτ (x−x˜−B(τ)), as can be verified by comparing
the finite-dimensional distributions. Denoting by P and E the law of standard Brownian motion
(B(t))t>0 and the associated expectation, we therefore have∫
Pτ,0x,x˜(dω) e
−
∫ τ
0 dt U(ω(t)) 6 E exp
(
−b
∫ τ
0
dt
∣∣∣∣x˜+B(t) + tτ (x− x˜−B(τ))
∣∣∣∣θ
)
.
Next, we define the stopping time
T ..= inf
{
t > 0 : |B(t)| = |x˜|/4} .
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For
0 6 t 6 τ ∧ T ∧ τ |x˜|4|x− x˜−B(τ)|
we have
∣∣x˜+B(t) + tτ (x− x˜−B(τ))∣∣ > |x˜|/2. Thus,∫
Pτ,0x,x˜(dω) e
−
∫ τ
0 dt U(ω(t)) 6 E
[
e−c|x˜|θτ + e−c|x˜|θT + e−c|x˜|
θ τ |x˜|
|x−x˜−B(τ)|
]
,
for some constant c > 0 depending on b and θ. Using that
τ |x˜|
|x− x˜−B(τ)| > c
τ |x˜|
|x− x˜| ∧ c
τ |x˜|
|B(τ)| > cτ ∧ c
τ |x˜|
|B(τ)| ,
we therefore find∫
Pτ,0x,x˜(dω) e
−
∫ τ
0 dt U(ω(t)) 6 e−c|x˜|θτ + Ee−c|x˜|θT + Ee−cτ |x˜|θ+1/|B(τ)| . (7.4)
To analyse the second term of (7.4), for 1 6 i 6 d we introduce the stopping times
Ti,± ..= inf
{
t > 0 : Bi(t) =
±|x˜|
4
√
d
}
,
so that T > mini,± Ti. Thus,
P(T 6 t) 6 P
(
min
i,±
Ti,± 6 t
)
6 2dP(T1,+ 6 t) =
4d√
2pi
∫ ∞
|x˜|/(4√dt)
du e−u2/2 6 Ce−c|x˜|2/t ,
where in the second step we used a union bound and the symmetry of Brownian motion, and
the third step follows from a standard application of the reflection principle for the standard one-
dimensional Brownian motion Bi(t) to compute the law of T1,+. By Fubini’s theorem, we therefore
conclude that
Ee−c|x˜|θT = c|x˜|θ
∫ ∞
0
dt e−c|x˜|θt P(T 6 t) 6 C|x˜|θ
∫ ∞
0
dt e−c|x˜|θt−c|x˜|2/t .
We split the integral into two pieces according to whether t 6 |x˜|1−θ/2. The first piece is
C|x˜|θ
∫ |x˜|1−θ/2
0
dt e−c|x˜|θt−c|x˜|2/t 6 C|x˜|θ
∫ |x˜|1−θ/2
0
dt e−c|x˜|2/t 6 C|x˜|2+θ e−c|x˜|1+θ/2 6 Ce−c|x˜|1+θ/2 ,
where we used Lemma 7.4 below. The second piece is
C|x˜|θ
∫ ∞
|x˜|1−θ/2
dt e−c|x˜|θt−c|x˜|2/t 6 C|x˜|θ
∫ ∞
|x˜|1−θ/2
dt e−c|x˜|θt = Ce−c|x˜|1+θ/2 .
We conclude that
Ee−c|x˜|θT 6 Ce−c|x˜|1+θ/2 . (7.5)
Next, we estimate the third term of (7.4). We consider the cases (i) τ 6 |x˜|−2(θ+1) and (ii)
τ > |x˜|−2(θ+1) separately. In case (i) we estimate the third term of (7.4) by 1. In case (ii),
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we use that the probability density of |B(τ)|2/τ is Cud/2−1e−u/2 (a d-dimensional Chi-squared
distribution), which yields
Ee−cτ |x˜|θ+1/|B(τ)| = C
∫ ∞
0
duud/2−1 e−u/2 e−c
√
τ |x˜|θ+1/√u = C
∫ ∞
0
dt td−1 e−t2/2−c
√
τ |x˜|θ+1/t .
We split the integral into two pieces according to whether t 6 (√τ |x˜|θ+1)1/3. The first piece is
C
∫ (√τ |x˜|θ+1)1/3
0
dt td−1 e−t2/2−c
√
τ |x˜|θ+1/t 6 C
∫ (√τ |x˜|θ+1)1/3
0
dt td−1 e−c
√
τ |x˜|θ+1/t
6 C(
√
τ |x˜|θ+1)de−c(
√
τ |x˜|θ+1)2/3 6 Ce−c(
√
τ |x˜|θ+1)2/3 ,
where in the second step we used Lemma 7.4 and that we are in case (ii). The second piece is
C
∫ ∞
(
√
τ |x˜|θ+1)1/3
dt td−1 e−t2/2 6 Ce−c(
√
τ |x˜|θ+1)2/3 .
Summarizing, we have proved that
Ee−cτ |x˜|θ+1/|B(τ)| 6 1τ6|x˜|−2(θ+1) + Ce−c(
√
τ |x˜|θ+1)2/3 . (7.6)
The claim now follows by plugging (7.5) and (7.6) into (7.4).
Lemma 7.4. If s 6 2 and u > v > 0 then∫ v
0
dt t−se−u/t 6 u1−se−u/v .
Proof of Proposition 7.2. Using (5.36), (5.37), (5.39), and the first estimate of (5.41), and tak-
ing the limit η → 0, we find that
νp|(Γ̂p)x,x˜| 6 Cv max
pi∈Sp
p∏
i=1
(
ν
∑
r∈νN∗
e−κrr
∫
Wr,0xi,x˜pi(i)(dω) e
−
∫ r
0 dt U(ω(t))
)
.
Thus, it suffices to show that
ν
∑
r∈νN∗
e−κr r
∫
Wr,0x,x˜(dω) e
−
∫ r
0 dt U(ω(t)) 6 C(1 + |x|+ |x˜|)−θ(2−d/2) e−c|x−x˜| . (7.7)
Moreover, if |x|, |x˜| 6 1 then (7.7) is obvious. Hence, for the rest of the proof we assume that
|x˜| > |x| (without less of generality) and |x˜| > 1. We have to show that
ν
∑
r∈νN∗
e−κr r
∫
Wr,0x,x˜(dω) e
−
∫ r
0 dt U(ω(t)) 6 C|x˜|−θ(2−d/2) e−c|x−x˜| . (7.8)
We prove (7.8) using Lemma 7.3, so that the left-hand side of (7.8) is bounded by the sum of
four terms arising from the four terms on the right-hand side of (7.3), denoted by (a), (b), (c), (d).
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Term (a). We have
(a) = Cν
∑
r∈νN∗
e−κr r1−d/2 e−|x−x˜|2/2r 1r6C|x˜|−2(θ+1) .
If we estimate e−|x−x˜|2/2r 6 1 we obtain the rough bound
(a) 6 C
∫ C|x˜|−2(θ+1)
0
dr r1−d/2 6 C|x˜|−(4−d)(θ+1) . (7.9)
On the other hand, if |x− x˜||x˜|2(θ+1) > C we use Lemma 7.4 to obtain
(a) 6 C
∫ C|x˜|−2(θ+1)
0
dr r1−d/2 e−|x−x˜|2/2r
6 C|x− x˜|2−d/2 e−c|x−x˜|2|x˜|2(θ+1)
6 C|x˜|−(4−d)(θ+1) e−c|x−x˜|2|x˜|2(θ+1) , (7.10)
and by (7.9) we find that (7.10) holds for all x, x˜. The right-hand side of (7.10) is bounded by the
right-hand side of (7.8).
The strategy for the other three terms is analogous.
Term (b). We have
(b) = Cν
∑
r∈νN∗
e−κr r1−d/2 e−|x−x˜|2/2r e−c|x˜|θr .
We obtain the rough bound
(b) 6 C
∫ ∞
0
dr r1−d/2 e−c|x˜|θr 6 C|x˜|−θ(2−d/2) . (7.11)
For a more precise bound, we estimate
(b) 6 C
∫ |x−x˜||x˜|−θ/2
0
dr r1−d/2 e−|x−x˜|2/2r e−c|x˜|θr + C
∫ ∞
|x−x˜||x˜|−θ/2
dr r1−d/2 e−|x−x˜|2/2r e−c|x˜|θr .
(7.12)
If |x− x˜||x˜|θ/2 > C, the first term of (7.12) is estimated using Lemma 7.4 by
C
∫ |x−x˜||x˜|−θ/2
0
dr r1−d/2 e−|x−x˜|2/2r 6 C|x˜|−θ(2−d/2) e−c|x−x˜||x˜|θ/2 .
The second term of (7.12) is estimated by
C
∫ ∞
|x−x˜||x˜|−θ/2
dr r1−d/2 e−c|x˜|θr 6 C|x˜|−θ(2−d/2) e−c|x−x˜||x˜|θ/2 .
Recalling (7.11), we therefore deduce that
(b) 6 C|x˜|−θ(2−d/2) e−c|x−x˜||x˜|θ/2
for all x, x˜. This is bounded by the right-hand side of (7.8).
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Term (c). By splitting the r integral into the regions r 6 |x − x˜| and r > |x − x˜|, an analogous
argument yields
(c) 6 C
∫ ∞
0
dr e−κr r1−d/2 e−|x−x˜|2/2r e−c|x˜|1+θ/2 6 Ce−c|x˜|1+θ/2 e−c|x−x˜| ,
which is bounded by the right-hand side of (7.8).
Term (d). Finally, an analogous argument yields
(d) 6 C
∫ ∞
0
dr e−κr r1−d/2 e−|x−x˜|2/2r e−c(
√
r|x˜|θ+1)2/3 6 C|x˜|−(4−d)(θ+1) e−c|x−x˜|1/2|x˜|(θ+1)/2 ,
which is bounded by the right-hand side of (7.8).
This concludes the proof of (7.8).
A. Wick-ordered interaction and correlation functions
Lemma A.1. Suppose that v is bounded and that (1.14) holds with s = 2. Let m > 1.
(i) The sequence (W vK)K∈N is a Cauchy sequence in Lm(µh−1), and we denote its limit by W v.
(ii) If v and v˜ are bounded then
‖W v −W v˜‖Lm(µh−1 ) = O(‖v − v˜‖L∞) .
Proof of Lemma A.1. The proof is a routine application of Wick’s rule for the Gaussian measure
µh−1 . The estimates are straightforward because the Green function
(γ01)x,x˜ =
∫
µh−1(dφ) φ¯(x˜)φ(x)
is in L2(Λ2) ≡ S2(H), by Assumption 1.1. A detailed argument is given in [22, Lemma 1.5].
Lemma A.2. Let :nK : be as in (1.39) and suppose that (1.14) holds with s = 2. For any bounded
f and m > 1, the sequence (〈f , :nK :〉)K∈N is a Cauchy sequence in Lm(µh−1), and we denote its
limit by 〈f , :n :〉. Under µh−1, the random variable 〈f , :n :〉 has subexponential tails: there is a
constant C, depending on ‖f‖L∞ and trh−2, such that
∫
dµh−1 〈f , :n :〉m 6 (Cm)m for all m ∈ N∗.
Proof. The proof is a simple consequence of Wick’s rule, analogous to the proof of Lemma A.1.
The following notations are useful when dealing with correlation functions and their Wick-
ordered versions.
Definition A.3. Recall the notation [p] = {1, 2, . . . , p} for p ∈ N∗. For I = {i1 < · · · < ik} ⊂ [p],
we set xI = (xi1 , . . . , xik) and Ic ..= [p] \ I. For I, I˜ ⊂ [p], we use the shorthand
γxI ,x˜I˜
..= 1|I|=|I˜| (γ|I|)xI ,x˜I˜ ,
and similarly for γ̂xI ,x˜I˜ and γ
0
xI ,x˜I˜ , as well as the corresponding reduced density matrices ΓxI ,x˜I˜ ,
Γ̂xI ,x˜I˜ , and Γ
0
xI ,x˜I˜ .
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Lemma A.4. With γ̂ defined as in (1.45), we have
γ̂p =
p∑
k=0
(
p
k
)2
(−1)p−k Pp
(
γk ⊗ γ0p−k
)
Pp , γp =
p∑
k=0
(
p
k
)2
Pp
(
γ̂k ⊗ γ0p−k
)
Pp , (A.1)
or, in terms of kernels,
γ̂x,x˜ =
∑
I,I˜⊂[p]
(−1)|Ic| γxI ,x˜I˜ γ0xIc ,x˜I˜c , γx,x˜ =
∑
I,I˜⊂[p]
γ̂xI ,x˜I˜ γ
0
xIc ,x˜I˜c . (A.2)
Under the definition (1.49), the same relations hold for γ replaced by Γ.
Proof. To begin with, it is easy to check that the first identities of (A.1) and (A.2) are equivalent,
as are the corresponding second identities. Hence, it suffices to prove (A.2). By gauge invariance
φ 7→ αφ, |α| = 1, of µh−1 and W (φ), we deduce that
∫
dµh−1(φ)φ(x)φ(y) = 0. Thus we get from
(1.44) that each pairing has to contain one φ¯ and one φ, which yields
: φ¯(x˜1) · · · φ¯(x˜p)φ(x1) · · ·φ(xp) :
=
∑
I,I˜⊂[p]
|I|=|I˜|
∏
j∈I˜
φ¯(x˜j)
∏
i∈I
φ(xi)
∑
pi∈B(Ic,I˜c)
∏
i∈Ic
(
−
∫
µh−1(dφ) φ¯(x˜pi(i))φ(xi)
)
,
where the sum over pi ranges over all bijections from Ic to I˜c. Integrating with respect to
1
ζµh−1(dφ) e−W (φ) and using Wick’s rule, we obtain the first identity of (A.2).
In order to prove the second identity of (A.2), we proceed in the same way, except that instead
of (1.44) we use
u1 · · ·un =
∑
Π∈M([n])
:
∏
i∈[n]\[Π]
ui :
∏
{i,j}∈Π
(∫
µC(du)uiuj
)
, (A.3)
as follows by applying the Leibniz rule to
u1 · · ·un = ∂
n
∂λ1 . . . ∂λn
[( eλ·u∫
µC(du) eλ·u
)(∫
µC(du) eλ·u
)]∣∣∣∣
λ=0
.
B. Adjusting the chemical potential using the interaction
To explain Remark 1.8 more precisely, let ρ ∈ R, which we should think of as an extra parameter
representing the mean density of the particles and which we can choose as large as we wish. Then
we replace the Hamiltonian (1.3) by
Hn,ρ ..= Hn − ρλvˆ(0)n+ ρ
2λ
2 vˆ(0)|Λ| ,
where vˆ(0) =
∫
dx v(x) and |Λ| ..= ∫ dx . Note that, up to an additive constant, this amounts to a
change in the chemical potential by ρλvˆ(0). This chemical potential could in principle be absorbed
into κ, but it is crucial for our arguments that the κ that we put into the free Hamiltonian is
positive. The possibly very negative potential ρλvˆ(0) will be absorbed into the interaction, without
any major changes to our argument.
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To see how this works, we note that, under the replacement Hn 7→ Hn,ρ, (3.7) becomes, by the
Hubbard-Stratonovich transformation (3.2) with the choice f(t, x) = ∑ni=1 δ(x− ωi(t))− ρ,
(e−Hn,ρ)x,x˜ = e−νκn
∫
µCη(dσ)
∫ n∏
i=1
Wν,0xi,x˜i(dωi)
n∏
i=1
ei
∑
i
∫ ν
0 dt σ(t,ωi(t))−iρ[σ] , (B.1)
where
[σ] ..=
∫ ν
0
dt
∫
dxσ(t, x) .
Thus, the entire argument from Sections 3–7 can be taken over verbatim, provided one adds the
extra phase e−iρ[σ] in the σ-integral, replacing the measure µCη(dσ) with the measure µCη(dσ) e−iρ[σ].
In the formal space-time functional integral formulation of (1.62), (1.63), this modification
amounts to replacing in (1.61) the density |Φ|2 with |Φ|2 − ρ.
C. Proof of Lemma 2.3
Without loss of generality, we can assume τ˜ = 0 and x˜ = 0. We have to estimate
1
ψτ (x)
∫
dx1 dx2 |x1 − x2|2L ψs(x1)ψt−s(x2 − x1)ψτ−t(x− x2) . (C.1)
For x1, x2 ∈ Λ we estimate
|x1 − x2|2L ψt−s(x2 − x1) = (2pi(t− s))−d/2
∑
n∈Zd
|x1 − x2|2L e−|x1−x2−Ln|
2/2(t−s)
6 (2pi(t− s))−d/2
∑
n∈Zd
|x1 − x2 − Ln|2 e−|x1−x2−Ln|2/2(t−s)
= 2(t− s)2 dψ
t−s
dt (x2 − x1) + d(t− s)ψ
t−s(x2 − x1) .
Plugging this into (C.1) yields
1
ψτ (x)
∫
dx1dx2 |x1 − x2|2Lψs(x1)ψt−s(x2 − x1)ψτ−t(x− x2)
6 d(t− s) + 2(t− s)
2
ψτ (x)
∫
dx1dx2 ψs(x1)
dψt−s
dt (x2 − x1)ψ
τ−t(x− x2)
= d(t− s) + 2(t− s)
2
ψτ (x)
d
dt
[∫
dx1dx2 ψs(x1)ψt−s(x2 − x1)ψτ−t(x− x2)
]
− 2(t− s)
2
ψτ (x)
∫
dx1dx2 ψs(x1)ψt−s(x2 − x1)dψ
τ−t
dt (x− x2)
= d(t− s) + 2(t− s)2 dψ
τ (x)/dτ
ψτ (x) .
(C.2)
To estimate
dψτ (x)/dτ
ψτ (x) = −
d
2τ +
1
ψτ (x)
∑
n∈Zd
|x− nL|2
2τ2
e−|x−nL|2/2τ
(2piτ)d/2
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we consider the two cases (i) L/
√
τ 6 1 and (ii) L/√τ > 1. For case (i), we use a Riemann sum
approximation to get the bound
1
ψτ (x)
∑
n∈Zd
|x− nL|2
2τ2
e−|x−nL|2/2τ
(2piτ)d/2
6 C
τ
∫
Rd dy |x/
√
τ − y|2e−|x/
√
τ−y|2/2∫
Rd dy e−|x/
√
τ−y|2/2 =
C
τ
.
For case (ii), we estimate
1
ψτ (x)
∑
n∈Zd
|x− nL|2
2τ2
e−|x−nL|2/2τ
(2piτ)d/2
6 C |x|
2
τ2
+ 1
ψτ (x)
∑
n∈Zd:|n|L>3|x|
|n|2L2
τ2
e−|x−nL|2/2τ
(2piτ)d/2
Estimating ψτ (x) > e−x2/2τ/(2piτ)d/2 and using that |x − nL|2 − |x|2 > |n|2L2/3 for n ∈ Zd with
|n|L > 3|x|, we obtain
1
ψτ (x)
∑
n∈Zd
|x− nL|2
2τ2
e−|x−nL|2/2τ
(2piτ)d/2
6 C |x|
2
τ2
+ C
τ
∑
n∈Zd
e−|n|
2L2/8τ 6 C
[
x2
τ2
+ 1
τ
]
since L2/τ > 1. Recalling (C.2) and using that (t− s) 6 τ , we obtain the claim.
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