The statistical mechanical description of small systems staying in thermal equilibrium with an environment can be achieved by means of the Hamiltonian of mean force. In clear contrast to the reduced density matrix of an open quantum system, or the reduced phase space probability density function of a classical open system, the Hamiltonian of mean force does not only characterize the reduced state but additionally contains the full information about the thermodynamics of the considered open system. The resulting thermodynamic potentials all assume the form as the difference of the potentials for the total system and the bare environment in the absence of the system. In contrast to work as a mechanical notion, one faces several problems with the definition of heat which turns out to be largely ambiguous in many cases. We review the general theory of the thermodynamics of open systems and illustrate it by several examples. The vagueness of heat is discussed in the context of the ambiguities in the definitions of a fluctuating internal energy and other fluctuating thermodynamic potentials. PACS numbers: 05.20.-y, 05.30.-d, 05.40.-a 05.70.Ln, CONTENTS
Thermodynamics was mainly developed in the 19th century (von Laue, 1950) as a phenomenological theory characterizing equilibrium states of macroscopic bodies and their transformations. In spite of the tremendously large number of microscopic degrees of freedom of a macroscopic system, the number of variables characterizing a thermodynamic equilibrium state is extremely small. For a homogeneous system consisting of a single chemical species, the energy, the mole-number and the volume taken by the system uniquely specify the equilibrium state (Callen, 1985) . These variables determine the entropy of the system, which is an extensive function, i.e. a homogeneous function of degree 1, of the variables, provided that gravitation if present at all, can be treated as an external field, but does not play a role as an internal interaction. Self-gravitating and other systems with long range interactions 3 deviate strongly in their behavior from "normal" systems (Kubo, 1965) . For example, the entropy of a self-gravitating systems is no longer everywhere a concave function of the energy (Thirring et al., 2003) .
Statistical mechanics on the other hand provides a (quantum-)mechanical 4 foundation of thermodynamics and yields methods to determine the thermodynamic potentials, such as the entropy, internal and free energy etc. for specific systems. In principle, these potentials depend on the kind of contact between the considered system and its environment, whether the considered system is thermally isolated, or allows an exchange of heat or also of particles. For "normal" systems with internal interactions decaying faster than r −d with the distance r, where d is the dimensionality of the system, the ensembles resulting from different contacts become equivalent in the thermodynamic limit, in which the number of 3 Even though the bare Coulomb potential of an electrical charge decays in the same way as the gravitational potential, the presence of opposite charges leads to screening such that the thermodynamics of in total neutral systems consisting of charged constituents is not different from systems with short range interactions (Lieb and Lebowitz, 1972) . 4 For the sake of simplicity in the Introduction we will mostly refer to classical systems. Mutatis mutandis, all statements made here also apply to quantum systems. A distinction between classical and quantum systems will be made in later sections where it becomes necessary to do so.
particles and the volume diverges at a constant numberdensity (Ruelle, 1969) . Technically speaking, ensemble equivalence is tantamount to the concavity of the entropy as a function of the energy. In particular this property leads to a positive specific heat. Moreover, the transition between different ensembles, say from the microcanonical to the canonical ensemble, is one to one, given by a Laplace transformation of the density of states. In the thermodynamic limit, this Laplace transformation can be calculated using a steepest descent approximation (Ellis, 1985; Fowler, 1936; Touchette, 2009 Touchette, , 2011 relating the internal energy to the free energy in terms of a Legendre transformation.
For isolated, finite systems the familiar relations valid in the thermodynamic limit of systems with short-range interactions need no longer be satisfied. Prevailing finite size corrections depending on the form of the system such as on the presence of corners, surfaces and their curvatures enter the density of states and give rise to deviations from the extensivity of the thermodynamical potentials (Baltes and Hilf, 1976) . For a discussion of the proper thermodynamic description of isolated, i.e. microcanonical, systems with a finite and possibly small number of degrees of freedom, we refer to the literature (Campisi, 2015; Dunkel and Hilbert, 2006; Hänggi et al., 2016; Hilbert et al., 2014; Lustig, 1994; Schlüter, 1948) .
A small, weakly interacting part of a large system in a microcanonical state approaches a Maxwell-Boltzmann distribution in the thermodynamic limit of the total system (Khinchin, 1949) . Also any weakly interacting part of a finite normal system staying in a canonical equilibrium state at some temperature is described by a Maxwell-Boltzmann distribution at the temperature of the total system. It is important to note that under these conditions the only consequence of the presence of the environment is to maintain the equilibrium of the considered small system at a specified temperature. Accordingly, the phase space distribution of the small system is independent of any other properties of the environment than the temperature and gives rise to the standard thermodynamics of a canonical system independently of its size or form. 5 This universality is lost as soon as one considers the total system as a finite microcanonical system at a specific energy even if the interaction between the proper system and its environment is arbitrarily weak (Campisi, 2007) .
In this colloquium we restrict ourselves to open systems that are possibly strongly interacting parts of larger systems with which they stay in canonical equilibrium at a given temperature. Based on the ergodic hypothesis, (Lebowitz and Penrose, 1973) this state of the total system can be realized in different ways, either as an ensemble of microcanonical systems at different energies with an exponential distribution, or as a single open system weakly coupling to a super-bath at the given temperature. Even though, these two scenarios yield identical phase-space distributions of the open system they are not completely equivalent to each other because a cyclic change of a system parameter within a finite time leads to a change of the ensemble representing the total system at large times while, in the second case, the total system will then return to its initial state due to the presence of the super bath (Talkner and Hänggi, 2016b) .
For total systems, which are prepared in either way in a canonical state, the reduced state of the open system may still be written in the form of a Boltzmann distribution at the temperature of the total system with a Hamiltonian of mean force (Campisi et al., 2009a; Hänggi et al., 1990; Jarzynski, 2004; Kirkwood, 1935) replacing the bare Hamiltonian of the system in the limit of weak coupling. In contrast to the bare system Hamiltonian, the Hamiltonian of mean force depends on temperature and also on other parameters determining the microscopic behavior of the environment and its interaction with the open system. While the Hamiltonian of mean force completely specifies the reduced state of the open system, the knowledge of this reduced state in the form of a phase-space probability density function is not sufficient to specify the Hamiltonian of mean force. Therefore, the Hamiltonian of mean force cannot be obtained from a purely system-intrinsic point of view, as discussed in more detail in Section III.A. It has been argued (Aurell, 2018) that with the embedding techniques of non-linear dynamics (Badii et al., 1994; Kantz and Schreiber, 1997) the Hamiltonian of the total system could be inferred from observed trajectories of the open system. Given the enormous number of environmental degrees of freedom together with the large number of data that are required in order to estimate an unknown Hamiltonian of a system with a few degrees of freedom finding the Hamiltonian of the total system in this way presents in practice an impossible task. For quantum systems even a formal procedure corresponding to the embedding technique of classical dynamical systems is missing.
The statistical mechanics of an open system in equilibrium can be specified in the standard way by the Gibbs distribution with the Hamiltonian of mean force, thereby replacing the bare system Hamiltonian. The according partition function of the open system is given by the ratio of the partition functions of the total system and the bare environment (Hänggi and Ingold, 2006) . Consequently, all thermodynamic functions of an open system and their derivatives are specified as differences of the respective quantities of the total system and the bare environment. Further, the resulting thermodynamic potentials are thermodynamically consistent (Seifert, 2016; Talkner and Hänggi, 2016b) in a sense that will be specified later. However, a possible temperature dependence of the Hamiltonian of mean force leads to additional contributions to the statistical mechanical expressions of the internal energy and the thermodynamic entropy, which, in general, does not assume the form of a Shannon or von-Neumann entropy (von Neumann, 1955; Wehrl, 1978) . As a consequence the thermodynamic entropy of an open system need not be a functional of the reduced state of the open system (Seifert, 2016; Talkner and Hänggi, 2016b) ; see below in Eq. (44).
While fluctuations of macroscopic quantities are generally extremely small in macroscopic systems at thermal equilibrium, 6 one may expect that they cannot be neglected in microscopic or mesoscopic systems and hence become an important issue in this context. Because of their time dependence they convey dynamic information about systems in equilibrium. In classical systems one may often identify a set of variables that undergo a Markovian time-evolution (Gardiner, 1985; Hänggi and Thomas, 1982; van Kampen, 2007; Risken, 1989; Stratonovich, 1963) . For the description of the energetics of such systems, fluctuating heat, work and internal energy were introduced as "Stochastic Energetics" (Sekimoto, 2010) . With the definition of stochastic entropy (Seifert, 2012) , and of further fluctuating thermodynamic potentials (Jarzynski, 2017; Seifert, 2016) a "Stochastic Thermodynamics" has been established recently. Already the stochastic energetics suffers from the problem that there exist many random functions, for which the thermal equilibrium averages agree with the correct internal energy of the considered open system. The same flaw also adheres to stochastic thermodynamics because thermodynamic consistency is by far not sufficient to remove this non-uniqueness. Other restrictions on the hypothetical fluctuating thermodynamic potentials are not known (Talkner and Hänggi, 2016b) for systems other than for those weakly coupling to their environments (Talkner, P. and M. Campisi and P. Hänggi, 2009) .
For quantum systems the work performed on an open system in an individual run of a force protocol can in principal be obtained as a fluctuating quantity by means of two projective energy measurements. But even if the experimental techniques to perform projective measurements such as non-demolition measurements (Braginsky et al., 1980; Yang et al., 2019) can be substantially improved, the fact that the work is given by the difference of two often very large numbers is seriously limiting the practical accessibility of fluctuating work by means of the two point projective energy measurement scheme (TPPEMS).
For classical systems, the energy difference may be expressed as an integral of the power supplied to the system, and the power can be determined from an observation of the proper system alone (Liphardt et al., 2001) . But even if the work supplied to a classical open system is known, an unambiguous identification of heat, i.e. of the energy which is exchanged within the same process between the system and its environment, is only possible in the weak coupling limit, in which the system-environment interaction is all but neglected. This ambiguity of fluctuating heat is also inherent in the notion of fluctuating energy as the sum of fluctuating work and heat, according to a corresponding formulation of a first law.
The characterization of heat in quantum systems may in principle be based on a TPPEMS of a conveniently defined energy operator of the heat bath, which, once added to the open system internal energy operator yields, the total system Hamiltonian. In processes with a finite interaction time between system and environment, the total transferred heat can be determined by measurements of the bath Hamiltonian before the interaction with the system sets in and after it has ended (Goold et al., 2014) . In the case of weak coupling, this environmental energy operator coincides with the bare bath Hamiltonian, up to a negligibly small contribution of the system-bath interaction. In all other cases the non-uniqueness of the open system internal energy operator also renders the heat bath energy operator ambiguous. But also with an arbitrary specification of the bath energy operator, a joint measurement of this operator and the total Hamiltonian cannot be achieved because of their non-commutativity. Hence, it is not possible to specify for a quantum process simultaneously work and heat, not even their averages.
II. THERMODYNAMICS OF LARGE NORMAL SYSTEMS
We first summarize the thermodynamics and statistical mechanics of "normal" systems (Kubo, 1965) with the goal to recollect the notions relevant for our main discussion and to introduce the notation.
To start with, we refer to a system consisting of a macroscopically large number of microscopic objects like atoms or molecules as normal if, in the quantum case, the logarithm of the number of states, and in the classical case, the logarithm of phase space volume below a given energy, are homogeneous convex functions of the extensive variables. To satisfy this requirement for a system of classical particles experiencing pairwise interactions in d spatial dimensions, the interaction potential must be repelling at short distances and decay with the distance r faster than r −d (Lieb and Lebowitz, 1972; Ruelle, 1969) . Further, we will assume that the dynamics of an autonomous, isolated normal system approaches, after sufficiently large time, an unique equilibrium state that is in-dependent of the initial state of the system other than its energy. For classical systems this is guaranteed by ergodicity (Khinchin, 1949) , for quantum systems the problem of thermalization as such is known since long (von Neumann, 1929) but is still under active scrutiny (Deutsch, 1991; Goold et al., 2016; Polkovnikov et al., 2011; Rigol and Srednicki, 2012; Srednicki, 1994) . In the present colloquium we shall do not enter this discussion.
A. Isolated systems
The dynamics of an isolated system is governed by a Hamiltonian which is the Hamilton function in case of a classical system and the Hamilton operator for quantum systems. We assume that the gauge of the Hamiltonian is chosen in a way that it yields the energy of the system even if the parameters λ specifying the Hamiltonian depend on time (Goldstein, 2002) . At any fixed set of parameter values the system is supposed to approach an equilibrium state which is completely specified by the energy of the system and hence given by (Bopp, 1953; Münster, 1954) 
(1) For a quantum system ρ presents a density matrix, i.e. a positive operator on the system's Hilbert space with unite trace, and δ denotes the Dirac delta-function. The normalization of the density matrix is guaranteed by the inverse of the density of states, which is given by
where E n (λ) are the eigenvalues of the Hamiltonian H(λ) and d n the corresponding degrees of degeneracy. 7 Because of the disreteness of the energy spectrum a regularized form of the delta function entering the density matrix must be considered, such as a narrow Gaussian function δ (x) = (2π) −1/2 exp − x 2 /(2 ) (Talkner et al., 2008a) . For a classical system ρ(x) presents the probability density function (pdf). It takes the firm as in Eq. (1) 7 The density of states is not defined for energies from the continuous part of the spectrum. Using the spectral representation of the Hamiltonian one obtains with δ E −H(λ) = δ(E −E )dP (E ) formally ω(E, λ) = δ(E − E )TrdP (E ) yielding for an energy belonging to the point spectrum with TrdP (En) = dn the result given in Eq.
(2). Here P (E) denotes the projection operator onto the subspace spanned by all eigenfunctions of H with energies up to E. For an energy from the continuous spectrum the trace expression is formally given by the squared norm of the corresponding eigen-function which diverges.
with H(λ) = H(x, λ) denoting the Hamilton function; then the density of states becomes
with a conveniently defined dimensionless infinitesimal phase space volume dx, which allows for indistinguishable particles if necessary, such as dx = d 3N pd 3N q/(N !h 3N ) with the Planck constant h in the case of N particles in 3 dimensions. The thermodynamics of a system in a microcanonical state (1) is determined by the microcanonical entropy S(E, λ), which is given by (Gibbs, 1902; Hertz, 1910a,b; Hilbert et al., 2014) 
where B is an energy scale which must not depend on the values of E and λ. We note that for quantum systems the phase space volume entropy (4) is a piece-wise constant function of the energy and hence must be smoothed in order to yield a well-defined temperature and, more generally, to serve as a thermodynamic quantity. The necessary interpolation of the entropy for energies that are different from the eigenvalues of the system Hamiltonian though introduces a certain ambiguity.
B. Small subsystem of a big closed system
The energy of a subsystem fluctuates even if the total system has a fixed energy. The energy fluctuations of an open system follow a Boltzmann distribution provided that both the interaction between the considered part and the total system is weak in the sense that the interaction energy is much smaller than the average energy of the subsystem. Additionally, the total system must be much larger than the subsystem 10 . The temperature of the Boltzmann distribution of a small system is determined by the microcanonical Boltzmann temperature 11 calculated at the average value of the energy of the large part that provides the environment of the considered open system . In the thermodynamic limit, this temperature agrees with the microcanonical temperature of the total system provided the latter is normal; i.e. T = T B .
Under these conditions, the state of an open system is given by
where β = (k B T ) −1 is the inverse temperature and H S (λ) is the Hamiltonian operator or function of the isolated quantum or classical subsystem, respectively. For a quantum system ρ(β, λ) denotes the density matrix and for a classical system the function ρ(x, β, λ) specifies the phase space probability density function at the phase space point x. The partition function Z(β, λ) serves for normalization and hence reads 12
With the knowledge of the partition function the connection between statistical mechanics and thermodynamics is established by the relation
defining the free energy F (β, λ). From this point on, any other thermodynamic potentials such as the internal energy U (β, λ) and the entropy S(β, λ) can be obtained in terms of the text book relations (Callen, 1985) U
being connected by
The joint validity of the three relations (12,13,14) constitutes the thermodynamic consistency of the thermodynamic potentials F (β, λ), U (β, λ), S(β, λ) (Seifert, 2016; Talkner and Hänggi, 2016b) . Any two of the three relations imply the remaining third one.
In the case of a weakly coupled open system in thermal equilibrium, the internal energy and the entropy agree with the standard statistical mechanical expressions for systems in canonical equilibrium, i.e.
expressing the internal energy U (β, λ) as the average value of the bare system Hamiltonian H S with respect to the canonical equilibrium state ρ(β, λ) specified in Eq.
(8) and the entropy S(β, λ) as the von-Neumann entropy for quantum systems or the Shannon entropy for classical systems. For classical systems, in the Eqs. (15, 16) the trace is to be replaced by the phase space integral (Tr → dx) and the density matrix by the according phase space pdf.
12 In order that the partition function exists, the Gibbsian operator e −βH S (λ) must be an element of the trace-class (Schatten, 1950) , which is tantamount to the requirement that the Gibbsian operator and consequently also the Hamiltonian have a pure point spectrum but does not contain an absolute or singular continuous part. Moreover, the Hamiltonian must be bounded from below. For classical systems the potential energy must be sufficiently confining in order to prevent the system from escaping to infinity, and also be bounded from below.
III. SUBSYSTEM OF A TOTAL SYSTEM AT EQUILIBRIUM IN A CANONICAL STATE
Any canonical equilibrium state can in principle be realized in two physically different ways. As described above in Sect. II.B, the canonical state may result from the weak contact with another much larger system. The time average of the ever changing state of the open system is then given by the canonical state. The other, more formal way, to consider a canonical state, is to interpret it as an ensemble of microcanonical states the energies of which follow a Boltzmann distribution at the given inverse Boltzmann temperature β. While, in the first interpretation, one considers a single open system, the second scenario consists of many closed systems.
A. Hamiltonian of mean force
The Hamiltonian of mean force (Campisi et al., 2009a) is a fundamental concept in the study of an open system that stays together with its environment in a canonical equilibrium state. It generalizes the notion of the potential of mean force (Hänggi et al., 1990; Kirkwood, 1935; Roux, 1995) and in contrast to the latter, it is not restricted to classical situations but can also be assigned to an open quantum system. We will first present its definition for quantum systems and later specialize to classical ones.
The starting point is the Hamiltonian H tot of the total system which is composed of contributions describing the bare system and the bare environment, H S (λ) and H B , respectively, and an interaction-term H SB . As above, the system Hamiltonian is assumed to depend on a set λ of controllable parameters that must have no influence on the bare environmental Hamiltonian nor on the interaction. 13 The total Hamiltonian is therefore given by
While the canonical thermal equilibrium state of the total system follows with eq. (8) as
the state of the open system is determined by the reduced density matrix ρ S (β, λ) and hence becomes
where Tr B denotes the partial trace over the environmental Hilbert space. The reduced density matrix is proportional to the "renormalized Boltzmannfactor" e −βH * (β,λ) with the Hamiltonian of mean force H * (β, λ). This renormalized system's Boltzmann-factor results from the Boltzmann-factor of the total system by a properly normalized partial trace generating an average over all environmental configurations according to their occurrence in thermal equilibrium, reading
The normalization with the partition function of the bare environment, given by
is uniquely determined by the requirement that for a vanishing system environment-interaction the renormalization yields the obvious result: 
with
Comparing eqs. (19) and (23) one finds that the partition function of the open system is given by the ratio of the partition functions of the total system and the bare environment, i.e.,
where Tr S denotes the trace over the Hilbert space of the system. The requirement that the renormalization procedure must reproduce the bare system Boltzmann factor for a vanishing system bath interaction has been missing in (Gelin and Thoss, 2009 ) leading to the erroneous conclusion that the particular form of the partition function as a ratio is arbitrary. Before we discuss the consequences of this particular structure of the partition function Z S for the thermodynamics of an open system, we want to emphasize the following facts: (i) As already indicated by the notation, and as it will become explicit from specific examples discussed below, the Hamiltonian of mean force does not only depend on the parameters λ entering the bare system Hamiltonian but, in general, also on the temperature of the total system.
(ii) Moreover, the structure of the Hamiltonian of mean force depends on the type of environment and its interaction with the open system. Beyond the case of weak coupling, which will be considered below, one cannot assume the existence of a generic "thermal environment" the details of which were irrelevant. In general, instead, different environments lead to different Hamiltonians of mean force for the same bare system. (iii) Further, we emphasize that the Hamiltonian of mean force does not follow from the reduced state of the open system. From a known, reduced density matrix ρ S (β, λ) with the help of the eqs. (23) and (25) one can determine the sum of the Hamiltonian of mean force and the Helmholtz free energy of the open system as
where we expressed the logarithms of the partition functions in terms of the respective free energies, see eq. (11). If there is no additional knowledge about these free energies, the Hamiltonian of mean force remains undetermined. (iv) Finally, we note that the partition function Z S (β, λ) defined by the eq. (25) remains finite in the thermodynamic limit of the environment, whereby the number of system degrees of freedom is kept fixed. In this limit the partition functions of the total system as well as that of the environment either diverge or vanish with increasing number of environmental degrees of freedom 14 , yet their ratio remains finite. In the theory of stochastic energetics (Sekimoto, 2010) and also in the most recent review on stochastic thermodynamics (Seifert, 2019) coarse-grained, still fluctuating, free energies are introduced without subtraction of the respective bath-contribution. This does not impact free energy differences in an isothermal process, but in general leads to extra contributions to the internal energy and the entropy as will be discussed below in more detail.
The relation (24) specifying the Hamiltonian operator of mean force for a quantum system can immediately be adapted to classical systems by replacing the Hamiltonian operators by the respective Hamiltonian functions, and the partial trace over the environment by an integral over the environment's phase space, yielding
where x and y denote points in the system and the environmental phase space, respectively, dy the dimensionless phase space volume element and
the canonical phase space pdf of the bare environment, i.e. in the absence of the system. Hence, the classical Hamiltonian of mean force can be expressed as
with • B = dy • ρ B (y, β) standing for the average over the canonical state of the bare environment. Note that in the classical case the renormalization is determined by the second term on the right hand side of eq. (29), which is independent of the system parameters λ. For the typical case of a system which solely couples the positions of the system Q and the environment q via the potential V SB (Q, q) only the scalar potential of the system is renormalized. The resulting total potential V * (Q) is then known as the potential of mean force (Hänggi et al., 1990; Kirkwood, 1935) . It is given by
where V (Q) denotes the potential of the bare system. For later use we note the following identity
relating the Hamiltonian of mean force and its inverse temperature derivative to the deviation of the average of the total Hamiltonian conditioned on the state of the system, x, from the average of the bare environmental Hamiltonian (Talkner and Hänggi, 2016b) . The average •|x = dy • w(y|x) is performed with respect to the conditional probability density function (pdf) w(y|x) of finding the environment at the phase space point y once the system is at x. As such it is given by
This conditional pdf characterizes the equilibrium preparation class of open classical systems (Grabert et al., 1977) . It plays a key role in the projection operator formulation of open system's dynamics (Grabert, 1982; Grabert et al., 1980; Zwanzig, 1961) .
In the case of weak coupling (Davies, 1976; Van Hove, 1957 ) the equilibration of the considered system with its environment is achieved by a vanishingly small interaction strength κ → 0 at correspondingly late times t → ∞ with κ 2 t = finite. Accordingly, this weak interaction does not cause a renormalization of the system Hamiltonian and hence the Hamiltonian of mean force coincides with the Hamiltonian of the bare system. For a further discussion of the weak coupling limit see also the Section V.D.
B. Thermodynamics
The thermodynamics of an open system being part of a canonical total system follows from its partition function (25) in the standard way starting with the Helmholtz free energy given by
Likewise, one obtains the internal energy and the entropy of the open system by means of the thermodynamic relations (12) and (13). As a consequence of the open system partition function, being the ratio of the total system's and the bare bath' functions, according to eq. (25), all thermodynamic potentials and also all response functions, result as differences of the respective quantities of the total system and the bare bath, such as
where C Xλ = ∂U X /∂T | λ denotes the specific heat at constant parameters λ of either the open system, the total one, or the environment, X = S, tot, B, respectively, and χ X,i,j = ∂ 2 F X /∂λ i ∂λ j | T,λ k ,k =i,j the susceptibility describing the response of the system quantity M X,i = ∂F X /∂λ i on a variation of the parameter λ j at constant temperature and constant other parameters λ k , k = i, j. The particular difference structure of the potentials immediately guarantees their thermodynamic consistency, as defined at the end of the section II.B. This particular form also ensures the validity of the third law of thermodynamics provided that the individual entropies of the total system and the environment vanish when the temperature approaches the absolute zero point (Hänggi and Ingold, 2006) . As a difference of two quantities, at finite coupling strength, the entropy as well as the specific heat and, at finite coupling, the susceptibilities need not comply with their standard positivity properties: The entropy and the specific heat may become negative in certain parameter regions and also the susceptibility matrix may violate positivity. According examples are given below. Finally, we note that the construction of the thermodynamic potentials of an open system is not restricted to canonical states of the total system but can be extended to pressure or grand canonical ensembles with fluctuating volume or particle number, respectively. For example, with the replacement of the Boltzmann factor e −βHtot(V ) of the total system at fixed volume V by dV e −β Htot(V )+pV , allowing for volume fluctuations controlled by the external pressure p one obtains in an analogous way as above for the Hamiltonian of mean force
and accordingly for the pressure dependent partition function of the open system the expression
A possible dependence on further parameters λ has been suppressed in order not to overburden the notation. All thermodynamic potentials such as the enthalpy and entropy as well as their derivatives are obtained from the system Gibbs free energy given by G S (β, p) = −β −1 ln Z S (β, p). Consequently, they are again determined as the differences of the respective functions of the total system and the bare bath, guaranteeing thermodynamic consistency. 15
C. Statistical mechanical expressions of the thermodynamic potentials
The statistical mechanical expression for the free energy of an open system with strong coupling is of the same formal structure as for weak coupling with the Hamiltonian of mean force replacing the bare Hamiltonian. For the free energy F S (β, λ) hence one finds from eqs. (25) and (33)
When going from the free energy to the internal energy by means of Eqs. (12, 33, 40) one finds
where • S = Tr s • ρ S (β, λ) denotes the average with respect to the equilibrium system density matrix ρ S (β, λ) = Z −1 S e −βH * (β,λ) in the quantum case. In the classical case, the trace must be replaced by the respective phase space integral and the density matrix by the respective phase space pdf. The first term on the right hand side corresponds to the standard expression of the internal energy in terms of the equilibrium average of the system Hamiltonian. The second term, which is specific for open systems interacting with their environments at a non-vanishing strength, is a direct consequence of the temperature dependence of the Hamiltonian of mean force. Expressing the internal system energy with Eqs. (17, 35) as the difference of the internal energies of the total system and the bare bath one obtains an alternative expression of the form (Hänggi and Ingold, 2006; Hänggi et al., 2008) 
Here • tot = Tr SB • ρ tot (β, λ) with the trace over the product Hilbert space of the system and the environment, Tr SB = Tr S Tr B , indicates an average over the canonical state of the total system, and, as defined above,
The last three terms on the right hand side of eq. (42) describe the deviation of the internal energy from the average Hamiltonian of the bare system due to the interaction induced system-environment correlations. They become negligible in the aforementioned weak coupling limit and also in exceptional cases such as for classical open systems with a single degree of freedom in contact with a Caldeira-Leggett-type heat bath (Caldeira and Leggett, 1983; Ford et al., 1965; Hänggi et al., 1990; Zwanzig, 1973) . Note that in spite of the λ-independence of the Hamiltonians H SB and H B their averages with respect to the total equilibrium density matrix ρ tot do in general depend on λ. Neither these terms nor the internal energy of the bare bath must not be neglected, or only partly taken into account, as one may find in the literature (Dou et al., 2018; Hsiang et al., 2018; Jarzynski, 2017; Seifert, 2012; Sekimoto, 1998; Strasberg et al., 2017) .
For the entropy of an open system one finds from Eq. (13) in combination with (25) and (33) the expression
Here S(ρ) denotes the von Neumann entropy of the density matrix ρ, S(ρ) = −k B Trρ ln ρ for quantum systems (von Neumann, 1955) and for classical systems the respective continuous Shannon entropy S(ρ) = −k B dxρ(x) ln ρ(x) of the phase space pdf with respect to a properly defined dimensionless infinitesimal phase space volume dx (Wehrl, 1978 (Wehrl, 1978) S ρ tot (β, λ)||ρ S (β, λ) ⊗ ρ B (β, λ) between the total state ρ tot (β, λ) and the product state ρ S (β, λ) ⊗ ρ B (β, λ) and von Neumann entropies of the system and the environment, reading
Here, the relative entropy of the density matrices (phase space pdfs) ρ and τ is defined as S(ρ||τ ) = Trρ(ln ρ−ln τ ), and the reduced environmental state ρ B (β, λ) is given by
Hence, the contribution to the system entropy in the last line of Eq. (44) comes from the difference of the von Neumann entropies of the reduced and the bare environmental state, ρ B (β, λ) and ρ B (β), resppectively; this difference vanishes in the weak coupling limit. In this latter limit also the relative entropy vanishes and, as expected, the entropy of the open system agrees with the von Neumann entropy.
The open system entropy can also be expressed in terms of the conditional entropy of the system, given the state of the environment,
Similarly one may also express the open system entropy S S (β, λ) in terms of the Bayesian sibling S
In passing, we note that for classical systems the conditional entropy can be written in terms of the conditional pdf w(y|x) characterizing the environmental phase space distribution once the system state x of the open system is specified.
where the conditional pdf w(y|x) is given by Eq. (32). While the von Neumann entropy is always positive, none of the expressions (36), (43) and (46) Similarly, in view of the Eqs. (37) and (38), the specific heat C S as well as the susceptibilities χ S,i may assume negative values without indicating any instability of the considered open system (Campisi et al., 2009b (Campisi et al., , 2010b ; Ingold G.L. and P. ). The specific heat can be equally expressed in terms of the partition function as
Consequently, in view of the possibility of a negative specific heat, the internal system energy U S = ∂ ln Z S /∂β may decrease with increasing temperature.
D. Examples
Before we consider specific examples, we roughly classify those situations in which an open system couples to its environment with a strength beyond the weak coupling limit. As indicated in the Fig. 1 we may distinguish roughly three scenarios. In the first one, sketched in the left panel, a single microscopic object with a few degrees of freedom interacts with its environment; the immediate interaction may be restricted to the close vicinity of this object but may also extend out into more distant parts of the environment. In any case, the weak coupling limit is only reached if, in thermal equilibrium, the interaction energy is negligible compared to the energy of the system degrees of freedom. The second class comprises open systems of mesoscopic, or even macroscopic size which can be distinguished by their shape and physical properties from the surrounding environment. Here the weak coupling regime sets in when the interaction potential is short ranged with a characteristic length that is much shorter than the typical linear dimension of the system. Deviations from weak coupling appear in cases of strong short range interactions but also for relatively weak long range interactions. The third scenario is essential for the theory of solutions (Roux and Simonson, 1999) and can be exemplified by a grain of salt dissolved in a glass of water. As in the second scenario the amount of substance constituting the open system may vary from mesoscopic, say the size of a cluster of a few hundred atoms to macroscopic. However, in contrast to the previous case, many of the physical properties including the spatial extension may change fundamentally. In this scenario the weak coupling limit is hardly ever reached. The solution scenario evidently illustrates the influence of the specific properties of the environment on those of the open system: The same solute may behave quite differently in different solvents. In the upper row, the left panel illustrates a single microscopic entity interacting with the neighborhood of its environment. In the right panel all parts of a mesoscopic system interact with at least a part of the environment. This strong coupling situation persists for a macroscopic system if the interaction forces are long-range. The panel in the lower row illustrates a solute in a solvent such as salt in water. Typically, the dipolar water molecules orention themselves in the vicinity of an ion in a way to shield its charge as sketched by the magnifications.
Damped harmonic oscillator
A damped harmonic oscillator in contact with a heat bath at the inverse temperature β can be described in terms of the Zwanzig-Caldeira-Leggett model (Caldeira and Leggett, 1983; Zwanzig, 1973) where an oscillator of mass M , position Q and momentum P couples to a bath of many other harmonic oscillators mimicking the environment. The Hamiltonian of the total system is given by
where Ω is the frequency of the uncoupled oscillator, while m n , ω n , q n and p n are the mass, frequency, position and momentum of the nth bath oscillator. The parameters C n determine the coupling strength between the system oscillator and the nth bath oscillator. For the behavior of the central oscillator, both with respect to its dynamical and equilibrium properties, it is sufficient to specify the so-called memory kernel (Grabert et al., 1988; Weiss, 2008) 
The partition function Z S (β, Ω) can be expressed in terms of the Laplace transform of the memory kernel,γ(s) = ∞ 0 e −st γ(t), as an infinite product of the form (Weiss, 2008) 
where ν n = 2πn/( β), n = 1, 2, . . . denote the Matsubara frequencies. It is interesting to note that the free energy resulting from Eqs. (33) and (52) agrees with Ford, Lewis and O'Connell's "remarkable formula" (Ford et al., 1985) , expressing F S (β, Ω) as
Here, f (β, ω) = β −1 ln(2 sinh β ω/2) is the free energy of an isolated harmonic oscillator with frequency ω and
] denotes the susceptibility of the damped oscillator. For the Drude model, which is specified by γ(t) = γω D e −ω D t with the Drude-frequency ω D and the static damping constant γ, the partition function of the oscillator can be expressed in closed form (Grabert et al., 1984) as
where Γ(z) denotes the Gamma-function (Abramowitz and Stegun, 1964) , λ i , i = 1, 2, 3 the solutions of the cubic equation λ 3 − ω D λ 2 + (Ω 2 + γω D )λ − ω D Ω 2 = 0, and ν = ν 1 the fundamental Matsubara frequency. The first moments Q and P of position and momentum, respectively, vanish; the second moments can be expressed in terms of logarithmic derivatives of the partition function yielding
Note that the symmetrized position-momentum correlation function P Q + QP vanishes because of the timereversal invariance of the thermal equilibrium state. Because the state of the total system is Gaussian, also the reduced density matrix is of Gaussian form and is hence completely determined by its first two moments (Talkner, 1981) . The reduced density matrix of the damped oscillator then becomes
where Z eff = 2 sinh(β Ω eff /2) and the effective Hamiltonian is quadratic in position and momentum, reading
The renormalized frequency and mass can be expressed as (Grabert et al., 1984 )
Note that the Hamiltonian of mean force does not coincide with H eff despite other claims Philbin and Anders, 2016) because the resulting normalizing effective partition function Z eff = Tr S e −βH eff = [2 sinh(β Ω eff /2)] −1 does not agree with the open system partition function Z S which is given by the Eq. (54). The Hamiltonian of mean force is rather given by
For small temperatures, β Ω eff approaches a finite value, depending on γ/Ω and ω D /Ω, with the consequence that the von Neumann entropy S(ρ S )/k B = β Ω eff /2 coth β Ω eff /2 − 2 ln[2 sinh(β Ω eff /2)] of the oscillator converges in this limit to a value different from zero, indicating the entanglement between the oscillator and its environment (Hörhammer and Büttner, 2008) in the ground state wave-function of the total system. In contrast to the von Neumann entropy S(ρ S ) the thermodynamic entropy vanishes at low temperatures in agreement with the third law of thermodynamics (Hänggi and Ingold, 2006; Hänggi et al., 2008 ; Ingold G.L. and P. ). The classical limit for the damped harmonic oscillator can be performed by letting the dimensionless parameter β Ω approach zero yielding for the partition function Z S the classical value Z cl S = 1/(β Ω) of a bare harmonic oscillator in a canonical state at the inverse temperature β. Likewise the Hamiltonian of mean force approaches in the classical limit the Hamiltonian of the bare oscillator independent of the interaction strength. This though must not be seen as a specifically classical behavior but instead it represents a peculiarity of the Zwanzig-Caldeira-Leggett and related models for all systems with a single degree of freedom. 17 The modeling of the environment according to Ullersma (Ullersma, 1966) differs from the Zwanzig-Caldeira-Leggett model by the absence of the "counter term" k C 2 k /(2m k ω 2 k )Q 2 in the total Hamilto-nian. This term then appears with opposite sign in the classical Hamiltonian of mean force 18 . Another example displaying a non-trivial Hamiltonian of mean force is given by two particles coupling to the same Zwanzig-Caldeira-Leggett type environment. To be specific, we consider a classical system described by the total Hamiltonian
where H S is the Hamiltonian of the isolated system with two degrees of freedom specified by the coordinates Q 1 and Q 2 which both couple to the coordinates q n of N harmonic oscillators with coupling strength C n,k , with k = 1, 2 labeling the system's degrees of freedom. The Hamiltonian of mean force can be calculated by performing Gaussian integrals over the environment degrees of freedom yielding
where the potential renormalization is given by
This potential causes in general environment induced forces, both on the center of mass Q = (M 1 Q 1 + M 2 Q 2 )/(M 1 + M 2 ) and on the relative coordinate x = Q 1 − Q 2 . The force on the center of mass vanishes if the total interaction constants are equal, i.e. for n C n,1 /(2m n ω 2 n ) = n C n,2 /(2m n ω 2 n ). The force acting on the relative coordinate can be both, attractive and repulsive, depending on the parameter values. Because of the temperature independence of the potential of mean force the thermodynamic entropy of the open system S S , as specified in Eq. (43), coincides with the Boltzmann-Shannon entropy S(ρ S ) of the reduced system pdf ρ S = Z S e −βH * . The partition function Z S of the open system coincides with the ratio of the total system and the bare environment in accordance with Eq. (25).
Damped free particle
In a similar way as a damped harmonic oscillator, a damped free particle of mass M can be modeled by means of the Zwanzig-Caldeira-Leggett Hamiltonian (50) by disregarding the parabolic system potential, that is with setting Ω = 0 (Grabert et al., 1988 ). To prevent the particle from escaping to infinity and to guarantee the existence of a normalizable thermodynamic equilibrium state a confining box of large length L is introduced. In spite of its seeming simplicity, an exact expression for the partition function of the total system and consequently also for the free damped free particle is not known. Only for sufficiently high temperatures, for which the Gauss sum representing the partition function Z 0 S = n e −βEgn 2 of the bare system converges to the respective Gaussian integral, 19 the partition function Z S of the damped particle can be approximated by the following expression (Hänggi et al., 2008) :
where
Here E g = π 2 2 /(2M L 2 ) denotes the ground-state energy of the free particle in a box of length L. Based on the approximate expression (66) of the partition function the specific heat of a damped free particle may be expressed as (Hänggi et al., 2008 )
where ψ (z) is the tri-gamma function (Abramowitz and Stegun, 1964) . This expression for the specific heat interpolates the classical value 1/2, (which is reached in the limit of an undamped particle γ → 0 and in the high temperature limit β → 0), with the value C = 0 for β → ∞ in accordance with the third law of thermodynamics. For strong damping, γ/ω D > 1, the slope of the specific heat as a function of temperature at T = 0 becomes negative with the consequence that a region of temperatures exists in which the specific heat is negative. This does not indicate any instability of the system but rather the circumstance that, with raising temperature, the particle may release more energy being stored in the interaction with the environment than it takes to increase its kinetic energy. Using Eq. (66) for the partition function in combination with Eq. (13) one finds an entropy that does not vanish for T → 0. This seeming violation of the third 19 A convergence of the Gauss sum to the classical free particle partition function better than 1% is achieved for βEg = βπ 2 2 /(2M L 2 ) 10 −4 .
law is due to the factorization of the partition function Z S in the classical free particle partition function and an environmental term. This approximation disregards the discreteness of the free particle spectrum, thereby leading to a violation of the third law. An even more complicated behavior of the specific heat is reported in (Spreng et al., 2013) for other spectral densities than those leading to the Drude model. Coming from positive values at higher temperatures, the specific heat becomes negative for lower, then again positive for even lower temperatures, but formally fails to vanish at T = 0. This apparent violation of the third law is again a consequence of a factorization of partition function analogous to Eq. (66).
Jaynes-Cummings-type model
As another exactly solvable model we consider a twolevel system interacting with an environment made up by a single harmonic oscillator. The Hamiltonian of the total system is supposed to read
Here, σ z is the Pauli spin matrix and a and a † are annihilation and creation operators of the oscillator, respectively. The parameters , ω and κ specify the energy difference of the bare two level atom, the frequency of the oscillator and the interaction strength between the two level atom and the oscillator, respectively. Note that in the Hamiltonian (69) the coupling term commutes with the first two terms describing the free evolution of the oscillator and spin, respectively. Hence, in contrast to the common Jaynes-Cummings model (Jaynes and Cummings, 1963) , the interaction is purely dephasing without causing transitions between the eigenstates of the isolated subsystems. In order that the spectrum of the total Hamiltonian, which is given by E n,s = s/2 + ( ω + κs)(n + 1/2), s = ±1, n = 0, 1, 2, . . . , is bounded from below, the inequality ω > κ must hold. The equality sign is excluded because then the spectrum contains a point with infinite degeneracy and therefore the system may not assume a canonical equilibrium. The partition function of the total system is determined to yield (Campisi et al., 2009b )
with the abbreviations
In combination with the partition function of the bare harmonic oscillator Z B = 1/(2 sinh β ω/2), the partition function of the open two level system becomes
differing from the partition function of the bare two level system, Z 0 S = 2 cosh β /2 . The Hamiltonian of mean force is given by
with the renormalized level-distance given by
and the energy-shift γ given by
The change of the level-spacing ∆ = * − and the energy shift γ vanish for κ = 0 and diverge when the absolute value of κ approaches ω, whereby ∆ is an odd and γ an even function of κ.
The entropy S S = k B ln Z S − k B β∂ ln Z S /∂β, given by Eq. (43), and the specific heat C S = k B β 2 ∂ 2 ln Z s /∂β 2 vanish in the limit β → ∞, in agreement with the third law of thermodynamics. If the level-distance of the harmonic oscillator is less than that of the two level atom, ω < , both, the entropy and the specific heat become negative at low temperatures for negative coupling constants κ < 0, see Fig. 2 .
Isotropic XY spin chain
We consider a linear chain of N = N S + N B spins 1/2, of which the first N S spins constitute the system and the remaining N B spins the environment as sketched in Fig. 3 . The chain has free ends and each spin experiences the same magnetic field h and nearest neighbor interaction of strength J. It is characterized by the Hamiltonian
This model is exactly solvable by a Jordan-Wigner transformation (Mikeska and Pesch, 1977) yielding for the partition function
With the first N S spins of this chain as the system and the remaining N B = N − N s spins as the bath one can recast the total Hamiltonian in the form H tot ≡ H N =
The partition function of the system part follows as chains of different lengths for two different on-site magnetic fields h as functions of the temperature. Depending on the strength of the on-site magnetic field and on the length of the open chain, the entropy and the specific heat display regions with negative values. As in the case of negative specific heat observed for a damped particle at low temperatures this does not indicate any instability of the system but rather the capacity of the interaction with the environment to effectively store energy when the temperature is rising. For T → 0, both the entropy and the specific heat vanish in accordance with the third law of thermodynamics. The magnetization M = ∂F S /∂h| β and the susceptibility χ = ∂F/∂M | β following with F S = −β −1 ln Z S from Z S are illustrated for different on-site magnetic fields and chain lengths in Fig. 5 . For chains with large interaction, J > h, the susceptibility assumes negative values at low temperatures.
IV. GOING INTO NONEQUILIBRIUM
There is a wide variety of circumstances that may drive a system out of thermal equilibrium, either temporarily or permanently (Keizer, 1987; Zwanzig, 2001 ). Here we restrict ourselves to time-dependent changes of one or several of the system's parameters λ. The energy change involved in such a process is considered as work done on the system. In order to properly introduce this notion we first restrict ourselves to closed systems and review the pertinent Jarzynski equality (Jarzynski, 1997a) and Crooks relation (Crooks, 1999) .
A. Work in thermally isolated systems
Classical systems
The work performed on an isolated system by a timedependent variation of a system parameter is defined as the resulting change of the systems energy. For a classical system this prescription leads for the work w performed by the variation of a system parameter λ(t) between the t = 0 and t = τ to the expression
where x denotes a point in the phase space of the system and H x, λ(t) the system's Hamiltonian. It is assumed here that this time-dependent Hamiltonian is gauged such that its value coincides with the energy of the system 20 . With X(x, t) denoting the solution of Hamilton's equations of motion starting at X(x, 0) = x the difference of the Hamiltonians at the finally reached point and at the initial point specifies the difference in energy and hence the work. Here we have assumed, following Jarzynski (Jarzynski, 1997a) , that the work is determined by the difference of energies resulting from the full Hamiltonians. This work is known as inclusive, or Gibbsian work. In the works of Bochkov and Kuzovlev (Bochkov and Kuzovlev, 1981a,b) a different definition of work is used. These authors assign as final energy the value of the Hamiltonian at the initial parameter value at the propagated phase space point, yielding
This work definition is also referred to as exclusive work (Jarzynski, 2007) . Here, we will restrict the discussion to the inclusive work as defined in Eq. (83). More details on the exclusive work can be found in Jarzynski, 2007) . Note that the value of the work depends both on the initial phase space point x and on the protocol Λ = {λ(t)|0 ≤ t ≤ τ } according to which the parameter λ(t) changes in time. If the initial point x is randomly chosen say, from the canonical equilibrium pdf, the work becomes a random quantity which itself can be characterized by a pdf. An equivalent formulation of the work as defined in Eq. (83) is obtained by rewriting the difference of the Hamiltonians as an integral of the time derivative over the duration of the protocol. Taking into account that the total time derivative of a Hamiltonian as it evolves along a trajectory coincides with its partial derivative one is lead to the following expression for the classical work:
whereλ(t) denotes the time derivative of λ(t). 21 The value of the integrand at the time t gives the power that is supplied to the system by the parameter variation at this instant. For an initial phase space pdf ρ(x) the resulting pdf p Λ (w) of the work is given by 
Specifying to a canonical initial state at inverse temperature β, one obtains for the average of the exponentiated negative work per thermal energy, βw, the Jarzynski equality (Jarzynski, 1997a) 
21 For a force parameter λ(t) that couples to the system via a (generalized) coordinate Q(x) according to H x, λ(t) = H 0 (x) − Q(x)λ(t) the work expression simplifies to w = − τ 0 dtQ X(x, t) λ (t). Hence, from an experimentally observed trajectory Q X(x, t) , t ∈ [0, τ ] the work can be determined.
where · Λ = dw · p Λ (w) denotes the average with respect to the work pdf (86), and ∆F = F β, λ(τ ) − F β, λ(0) is the free energy difference of the equilibrium states at the final and the initial parameter values, both at the same temperature. In an isothermal process ∆F corresponds to the maximal work that can be done reversibly by the system.
The most remarkable aspect of the Jarzynski equality is that it applies to an arbitrary protocol which is not restricted to be slow. In general, the finally reached state differs from the thermal equilibrium state corresponding to the final parameter value λ(τ ). Note that for the thermally isolated forcing an equilibrium state that might be reached at large times will generally have a temperature differing from the initial one. Only if the system stays in weak contact to a thermal reservoir having the initial temperature, the equilibrium state with the free energy F β, λ(τ ) will be approached for an infinitely slow protocol. For fast protocols an equilibration takes place only after a sufficiently large time subsequent to the terminal protocol time τ . During the equilibration the so-called irreversible work w irr = w Λ − ∆F is taken by the reservoir. With Jensens inequality one obtains from the Jarzynski equality that the average of the irreversible work cannot become negative, in agreement with the second law of thermodynamics, i.e. w Λ ≥ ∆F (88) and consequently w irr Λ ≥ 0. The average irreversible work agrees with the Kulback-Leibler divergence of the actually reached final phase-space pdf ρ(τ ) and the Gibbs state (8), hence, w irr Λ = S(ρ(τ )||ρ(β, λ)) (Kawai et al., 2007) . To any force process running according to a protocol Λ = {λ(t)|0 ≤ t ≤ τ } a reverse force protocol
where it is assumed that the instant Hamiltonians of the forward and the backward processes are related by the time-reversal operation H(q, p, λ) →H(q, p, λ) ≡ H(q, −p, λ λ) where λ comprises all parameters on which the Hamiltonian depends, including those that remain fixed during the force protocol. Here Λ denotes the parity of the parameter λ under time-reversal. For the pair of so-called forward and backward processes, both starting in a canonical equilibrium state at the same inverse temperature β and at the respective parameter values λ(0) and λ(τ ), the work pdfs p Λ (w) and pΛ(w) are connected by the Crooks relation (Crooks, 1999) 
This implies that the occurrence of work smaller than the free energy change ∆F is exponentially small (Jarzynski, 2011) , i.e.
This can be understood as a further specification of the second law of thermodynamics (Jarzynski, 2007 (Jarzynski, , 2011 . In particular, for time-reversal invariant protocols obeying Λ =Λ, the free energy difference vanishes, ∆F = 0 and the work pdfs of the forward and backward processes are identical, p Λ (w) = pΛ(w). According to the Crooks relation, the realization of a process with negative work is exponentially suppressed in comparison the occurrence of the positive work with the same absolute value, i.e., w Λ (w)/w λ (−w) = e βw , (Jarzynski, 2011) .
Multiplying both sides of the Crooks relation (89) by the factor e −βw and integrating over the work one recovers the Jarzynski equality (87).
Quantum systems: The two-point-projective-energy-measurement scheme
At the first glance the translation of the classical work expression to quantum mechanics might seem obvious by simply replacing the Hamiltonian functions in the equivalent classical work definitions (83) and (85) by the corresponding operators. This naive approach fails to lead to a proper work operator for various reasons. While in the classical expression (83) the Hamiltonians are evaluated at specific phase space points that are connected by a trajectory of the Hamiltonian dynamics, the corresponding Hamiltonian operators are independent of the initial and the time-evolved state of the system. For the equivalent classical work expression (85) the phase space trajectory connecting these states has to be known. Due to the lack of a classical trajectories, in the quantum case this expression cannot be directly converted to a work expression for the quantum world. 22 Further, in classical systems the specification of the energy can, in principle, be performed without any perturbation of the system. For a quantum system, gaining information about the system, from which its energy can be inferred, necessitates the interaction with an auxiliary system such as a measurement apparatus which, in turn, causes a backaction on the considered system. Hence, the specific tools employed to identify energies of a system from which the work is determined constitute a relevant part of any operational definition of quantum work.
For the sake of definiteness, we consider the two-pointprojective-energy-measurement scheme (TPPEMS). In this measurement scheme a projective energy measurement is performed on the system in the state ρ 0 immediately before the force protocol Λ starts, i.e., according to our previous convention, at t = 0, and the second one 22 The work calculated along Bohmian trajectories turns out to depend on the particular representation of the initial state in terms of pure states and hence cannot be considered as a measurable quantity.
at t = τ immediately after the protocol is finished (Kurchan, 2000; Tasaki, 2000) . The joint probability to observe the energies E n (0) and E m (τ ) is then given by
Here, P k (t) denotes the operator projecting onto the eigen-space of the Hamiltonian H λ(t) = k E k (t)P k (t) with eigen-energy E k (t). 23 Due to the first measurement the initial density matrix ρ(0) is projected onto the subspace with E n (0) and subsequently propagated by the unitary time-evolution operator
where T denotes the chronological time-ordering operator. The work pdf p Λ (w) follows from Eq. (91) as
Equivalently, the work statistics can be described by the characteristic function G Λ (u) = dwe iuw p Λ (w) which assumes the form )
with the Hamiltonian H H λ(τ ) = U † Λ H λ(τ ) U Λ in the Heisenberg picture; further,ρ(0) = n P n (0)ρ(0)P n (0) is the initial density matrix bereft of its non-diagonal elements with respect to the energy basis (Talkner et al., 2008b) . Here it is worth noting that the projection of the initial state due to the first energy measurement has an impact on the average work w Λ = Tr H H λ(τ ) − H λ(0) ρ(0), which differs from the difference of the average energies at the end and the beginning of the force protocol. This average energy difference is given by ∆ E = Tr H H λ(τ ) − H λ(0) ρ(0), and is also known as the untouched work (Talkner and Hänggi, 2016a) . The difference between these expressions vanishes only if the initial density matrix is diagonal with respect to the energy basis of the initial Hamiltonian. In general, ∆ E − w Λ may be both positive and negative, and hence energy may seemingly be gained or lost in the TPPEMS if compared to the change of the average 23 In this general setting also Hamiltonians with spectra containing accumulation points and continuous parts can be considered. Because of the finite resolution of any measurement apparatus the probability p Λ (m, n) must then be replaced by the probability p Λ (A, B) = TrP A (τ )U Λ P B (0)ρ 0 P B (0)U † Λ where P C (t) projects on all eigen-states with energies E(t) ∈ C, C = A, B being subsets of the spectrum captured by the two measurements. energies. 24 Attempts to interpret the energy mismatch in the spirit of Landauer's principle (Landauer, 1961) as an equivalent of gain of information, proposed e.g. in (Deffner et al., 2016; Kammerlander and Anders, 2016) , however do not explain why only the first energy measurement should be energetically relevant but not the second one. Moreover, to translate information which can be quantified as negative Shannon entropy one needs to make contact with a thermal bath, even though the system is isolated during the whole force protocol. In particular, when the mismatch has a finite value because of a non-thermal initial state there is no natural choice to assign a temperature value and the information gain has no obvious energy equivalent.
Note that the characteristic function of work differs in form from one that specifies the statistics of an observable O. In the latter case it had to take the form G(u) = Tre iuO ρ. Hence, one cannot characterize work by an observable . Yet, the characteristic function of work (94) satisfies the formal sufficient and necessary conditions of being the Fourier transform of a probability density. These are G Λ (0) = 1, |G Λ (u)| ≤ 1 and dudvf * (u)G Λ (u−v)f (v) ≥ 0 for all integrable complex valued functions f (u) (Lukacs, 1970) .
The authors of a recent work (Perarnau-Llobet et al., 2017) demonstrated that no measurement scheme 25 of work exists which is linear in the initial state of the system and for which the following conditions (1) and (2) are simultaneously satisfied: (1) The average work agrees with the difference of the average final and initial energies for any initial state; (2) the resulting work statistics agrees for diagonal initial states (i.e.ρ 0 = ρ 0 ) with the TPPEMS result (93). A series of alternative attempts to define work in quantum systems other than by the TPPEMS was analyzed in view of this no-go theorem in a recent publication (Bäumer et al., 2018) . In passing we note that there exist two point measurement schemes using generalized energy measurements (Watanabe et al., 2014a) as well as generalized work measurements (Talkner and Hänggi, 2016a) for which it is possible to reconstruct the work distribution of the TPPEMS. 24 As a simple example, one may consider a two-level atom whose initial density matrix has diagonal elements p and 1 − p and nondiagonal element q and q * ( * indicates the complex conjugation) with p(1 − p) ≥ |q| 2 when specified in the energy eigenbasis of the initial Hamiltonian H 0 . The force protocol consists in a sudden quench of the Hamiltonian with diagonal elements h 1 , h 2 and nondiagonal elements c and c * , again with respect to the eigen-basis of H 0 . The energy mismatch then becomes ∆ E − w = cq * + c * q, an expression that can take on either sign. 25 We refer to a measurement scheme as a family of completely positive maps specifying the states after a selective measurement together with the probabilities of finding all possible results; for more details see e.g. chapter 2.4 of (Breuer and Petruccione, 2002) For systems initially in a Gibbs state, ρ 0 = ρ β, λ(0) = Z −1 β, λ(0) e −βH λ(0) , the TPPEMS leads to the quantum Jarzynski equality (87). Likewise, the average of the dissipative work can be written as the Kulback-Leibler divergence between the actual final state and the Gibbs state at the initial temperature and final parameter values (Deffner and Lutz, 2010) . Further, the average irreversible work can be subdivided into a part which is due to coherences with respect to the final energy eigen-basis and another part that is caused by deviations of the finally reached populations of the final energy states from those of a canonical distribution with the final Hamiltonian at the initial temperature (Francica et al., 2019) . Moreover, for Hamiltonians transforming under time-reversal asH(λ) ≡ θH(λ)θ † = H( λ λ), also the Crooks relation (89) is obeyed in exactly the same way as for classical systems Tasaki, 2000) . Here, θ denotes the anti-unitary timereversal operator (Messiah, 1962) and λ is the parity of the parameter λ under time-reversal. For initial states differing from Gibbs states no fluctuation relations exist in general. Exceptions are a microcanonical initial state for which a Crooks type relation holds, yet a Jarzynski equality is not known (Talkner et al., 2008b (Talkner et al., , 2013 . For grand canonical initial states both types of fluctuation relations hold. These relations involve both work and exchanged particle numbers together with the difference of the respective grand potential (Yi et al., 2012) .
We note that it is not possible to mutate the classical expression (85) into a quantum mechanical form which is compatible with the fluctuation relations of Crooks and Jarzynski. A projective measurement of the "work operator" W = τ 0 dtP(t) defined in terms of a "power operator" P(t) =λ(t)∂H H λ(t) /∂λ(t) would yield on average the difference of the energy averages at the final and the initial times and, therefore, according to the findings of (Perarnau-Llobet et al., 2017), cannot yield the work statistics of the TPPEMS for an initial state which is diagonal in the energy basis. Even the weaker requirement of satisfying the Jarzynski equality is not fulfilled (Engel and Nolte, 2007) . Also a continuous weak measurement of the power operator P(t) turns out to be incompatible with the fluctuation theorems (Venkatesh et al., 2015) .
Finally we remark that for a two point generalized energy measurement scheme the requirement that the Crooks relation is satisfied already restricts the allowed types of measurements to projective ones for systems with an infinite-dimensional Hilbert space. For systems with finite-dimensional Hilbert spaces slightly more general measurements are possible; the measurements yet need to be error free, meaning that if the state in which the system is measured is an eigenstate belonging to a particular energy value, this energy value must be detected with certainty. For further details and also the re-strictions imposed by the Jarzynski equality we refer to the literature (Ito et al., 2019; Watanabe et al., 2014b) .
B. Work in open systems
The work applied to an open system, which is part of a large closed system described by a Hamiltonian as specified in Eq. (17) , agrees with the work done on the total system if only system parameters are changed which do neither influence the interaction nor the bath Hamiltonian. If the latter condition is not fulfilled, only the work done on the total system can be identified with the change of the total system but a work done on the open system cannot be defined. 26 We start with the discussion of work in open quantum systems and later specialize to the respective classical case.
Work in open quantum systems
The statistics of work performed on an open system upon changing a system parameter λ(t) according to a specified protocol Λ is formally determined by the same expression (93) as in the case of a closed system whereby all quantities refer to the total system (Campisi et al., 2009a) . Specifically, in the Eq. (93), E m (t) indicates the eigenvalue of the total system Hamiltonian H tot λ(t) = H S λ(t) + H B + H SB . Likewise, the time-evolution operator U Λ = T e i τ 0 dtHtot λ(t) / in Eq. (94) is governed by the total Hamiltonian, and the density matrix ρ 0 specifies the total initial state. For a canonical initial state of the total system, e −βHtot λ(0) /Tre −βHtot λ(0) the fluctuation relations of Crooks and Jarzynski follow, with the free energy difference ∆F = ∆F S holding because of F S (β, λ) = F tot (β, λ) − F B (β), see Eq. (34), and the fact that the bare bath free energy is independent of the system parameter λ. 27 Hence, one has
i.e. the fluctuation relations continue to hold for open quantum systems that start in a total canonical equilibrium state independently of the coupling strength between system and bath and also irrespective of the nature of the open system's dynamics, with work and free energy difference both relating to the open system (Campisi et al., 2009a) . This fact has raised doubts whether a work statistic within the TPPEMS contains any quantum aspects at all. These doubts have been removed by several case studies (S. and Lutz, 2008; Talkner et al., 2008a; Yi et al., 2012 Yi et al., , 2011 and also by the identification of quantum coherences generated during a force protocol (Blattmann, 2017; Francica et al., 2019; Miller and Anders, 2018) and by the investigation of quantum mechanically generated deviations of the work statistics from their classical Gaussin form for almost quasi-static isothermal processes (Bäumer et al., 2019) . Yet in an experiment projective measurements of the total system Hamiltonian are to be imposed. Not only that they are difficult to perform, the generally small difference between the much larger energies of the final and the initial state of the total system must be considered a severe practical limitation of the TPPEMS.
Work in open classical systems
The arguments leading to the quantum fluctuation relations for open systems can be repeated almost literally for classical open systems (Jarzynski, 2004) . The dynamics of the classical total system is governed by a Hamiltonian of the form
where z = (x, y) indicates a point in the phase space of the total system with components x and y specifying phase space points of the system and its environment, respectively. Again, only the system Hamiltonian H(x, λ) depends on the parameters λ which are subject to the protocol Λ. In analogy to the Eqs. (83) and (85) the work can be expressed either as the energy difference of the total system, or as an integral of the power, to yield
where Z(z, t) denotes the trajectory in the full phase space starting at z and X(z, t) is the projection of Z(z, t) onto the phase space of the open system. Therefore, for classical open systems measuring the total energy can be circumvented. Instead, the system trajectories during the protocol have to be monitored and used to calculate the supplied power. Hence, as for closed systems, based on the power supplied during the protocol, the work done on an open system can be determined from the sole observation of the system trajectories.
In correspondence to Eq. (86), the work pdf becomes
(100) with the total phase space pdf ρ(z) characterizing the initial state. For total systems initially staying in a canonical state, the Jarzynski and the Crooks relations follow (Jarzynski, 2004) . As in the quantum case, the fluctuation relations hold for open classical systems irrespective of the kind of stochastic dynamics of the open system. For Markovian processes the fluctuation relations have been derived directly from Fokker-Planck equations (Hatano and Sasa, 2001; Hummer and Szabo, 2001; Kurchan, 1998) and master equations (Esposito et al., 2009; Gaspard, 2004; Harris and Schütz, 2007; Jarzynski, 1997b) .
V. FLUCTUATING THERMODYNAMIC POTENTIALS
In this Section we shall first restrict ourselves to the discussion of fluctuating thermodynamic potentials in equilibrium for classical systems and only later comment on quantum mechanics. Inspired by the fact that the work performed on a system is a fluctuating quantity, one may ask whether it would not also be possible and even meaningful to consider fluctuating heat. Assuming the validity of an instantaneous first law one may construct from the fluctuating work and heat a likewise fluctuating internal energy as proposed in stochastic energetics (Sekimoto, 1998 (Sekimoto, , 2010 . Additional fluctuating thermodynamic potentials, in particular fluctuating entropy, are considered in stochastic thermodynamics (Van den Broeck and Esposito, 2015; Seifert, 2005 Seifert, , 2012 .
A. Fluctuating internal energy
For a classical system in contact with its environment a fluctuating internal energy, as it is postulated by stochastic energetics (Sekimoto, 2010) and stochastic thermodynamics (Seifert, 2012) , is supposed to assign to each momentary state x of the open system a uniquely defined energy value. In general though, one might expect that such an assignment also requires some information about the actual state of the environment. 28 In the sequel we 28 The dependence of the energy of an open system on the instantaneous state of the environment can be illustrated by the example of a dipolar molecule in a polar fluid. The magnitude and orientation of the molecule's electrical dipole moment relative to the local electric field determine a contribution to the energy of the molecule. Because in thermal equilibrium the state of the fluid is not static, and hence the orientation and magnitude therefore consider the more general hypothesis that a fluctuating internal energy can be characterized by a function e(z, β, λ) where, as introduced in Section IV.B.2, points in the phase space of the open system are denoted by z = (y, x) with an environmental component y and an open system component x. Because the micro-state y of the environment will not be monitored, the hypothetical fluctuating internal energy e(z, β, λ) has to be considered as a random field, where the random variable y is distributed according to the conditional pdf w(y|x) defined in Eq. (32). A basic requirement for a fluctuating internal energy is that its average with respect to the canonical equilibrium state of the total system must coincide with the internal energy U S of the total system, so that with ρ tot (z, ,l) in Eq. (18)
Combined with the expression (41) for the internal energy one finds that any fluctuating internal energy must be of the form
where h u (z, β, λ) ∈ N β,λ is a random field with vanishing mean value in thermal equilibrium. Accordingly, the set N β,λ = {h(z)| dz h(z)ρ tot (z, β, λ) = 0} consists of all random fields with vanishing equilibrium average. The second line, in which the fluctuating internal energy is expressed as the surplus of the conditional total energy relative to the bare environmental energy superimposed by a fluctuating contribution h u (z, β.λ), is obtained with the help of the identity (31). It is worth noting that with the subtraction of the average bare environment energy one may assign a finite energy to the open system even for large environments in the thermodynamic limit. Without this term, the fluctuating internal energy would depend in a sensitive way on irrelevant details of the environment. Moreover, without it, the average fluctuating energy of the open system would be given by the internal energy of the total system rather than by the internal energy difference of the total system and the bare environment as required by Eq. (35) . 29 We shall come below to more special choices of the function h u (z, β, λ) as introduced in (Talkner and Hänggi, 2016b) .
of the local electrical field produced by the fluid surrounding the molecule fluctuate, an environmentally state-dependent, and therefore random, contribution to the molecule's energy results. 29 At variance to the previous definition of the fluctuating internal energy in (Seifert, 2016 ) that corresponds to the choice with a vanishing random field he(y, x, β, λ) = 0 in Eq. (102), in a recent review of stochastic thermodynamics (Seifert, 2019) the fluctuating internal energy is proposed to agree with the conditional total system energy Htot|x , i.e., without the subtraction of the Once a fluctuating internal energy is assigned to the state of the total system, the momentary energy content g(z, β, λ) of the reservoir can be identified as the difference of the total energy and the fluctuating internal energy, yielding g(z, β, λ) = H tot (z, λ) − e(z, β, λ) .
(103)
With this assignment one may define the heat q exchanged with the environment in the course of a process in which a parameter change from λ to λ leads the total system to move in phase space from the initial point z to the final point z , as
With this definition, a positive heat corresponds to an energy taken from the environment. The work w, which is performed on the open system in the same realization of the process, is, according to Eq. (98), given by the difference of the total Hamiltonians, hence reading
The fluctuating work, heat and internal energy then clearly satisfy the first law-like relation
which though is of little predictive power because both the fluctuating internal energy change and the heat depend on the difference of h u (z, β, λ) and h u (z , β, λ ).
These are values of almost arbitrary functions, which are only restricted by having vanishing equilibrium averages. Therefore, only if both the initial and the final state of a system under the influence of forcing are equilibrium states, the average of heat can be determined from the difference of the final and initial internal energies and the average work done by the force. More can only be done in the weak coupling limit, see Sect. V.D. Even for the calculation of the average heat the Even though, as mentioned in the introductory paragraph of Section III, the properties of the open system, including its dynamics, are identical for a canonical ensemble of large closed systems, and for a single large system that weakly couples to a super-bath at the required temperature, the present definition of heat is restricted to the former situation because otherwise after a sufficiently large time the heat produced in a cyclic process will be finally absorbed by the super-bath (Talkner and Hänggi, 2016b) ; in particular, note footnote [8] therein. bare bath energy. Hence, also small systems acquire the typically large, possibly even diverging energy of the environment. Moreover, the temperature dependence of Htot|x may be governed by details of the environment that are irrelevant for the open system.
B. Fluctuating entropy and free energy
Once a particular fluctuating internal energy is chosen, fluctuating free energies f (z, β, λ) and entropies s(z, β, λ) may be assigned under the constraint that their equilibrium averages coincide with the respective potentials F S (β, λ) and S S (β, λ) of the open system such that
where the pdf ρ tot (z, β, λ is given by Eq. (18) . In order to obtain a thermodynamically consistent description of the open system we require the validity of the relations (12) and (13) between the open system's thermodynamic potentials U S and S S , respectively, and the corresponding free energy F S , yielding 
where the right hand sides contain arbitrary functions h e/s (z; β, λ) ∈ N β,λ . Apparently, the requirement of thermodynamic consistency is not sufficient to assess these functions other than by mere definitions. Making the assumption that the fluctuating thermodynamic potentials do not explicitly depend on the environmental variables y one is left with consistency conditions of the same type as Eqs. (111) and (112) in which the full phase space variable z is replaced by x. Moreover, in both equations the expression in round brackets has to be modified according to H tot (z, λ) − U tot (β, λ) → ∂β[H * (x, β, λ) − F S (β, λ)]/∂β, (Talkner and Hänggi, 2016b) . The unknown functions h u/e/s (z; β, λ) ∈ N β,λ of the total phase space must then be replaced by functions h u/e/s (x; β, λ) with a vanishing average with respect to the reduced equilibrium pdf ρ S (x, β, λ) = dyρ tot (z, β, λ). It might be tempting to choose the functions h e (x; β, λ) and h s (x; β, λ) in such a way that the fluctuating potentials satisfy the same relations as the respective average quantities do, and therefore should be related by (i) e(x, β, λ) = ∂βf (x, β, λ)/∂β and (ii) s(x, β, λ) = β 2 ∂f (x, β, λ)/∂β (Seifert, 2019) . In order to see whether this assumption is compatible with the required relations for the averages, both sides are averaged with respect to the open system equilibrium pdf ρ S (x, β, λ). From the first equation one obtains U S (β, λ) = − dxρ S (x, β, λ)∂βf (x, β, λ)/∂β. Therefrom, together with the thermodynamic consistency Eq. (12) the condition dxf (x, β, λ)∂ρ(x, β, λ)/∂β = 0 follows, which in general, however, does not hold. The second equation yields the same condition on the fluctuating free energy. This implies that the thermodynamic consistency is in general violated by both relations (i) and (ii). In (Strasberg and Esposito, 2017) the same inconsistent relations (i) and (ii) are obtained by an approximate coarse graining procedure of a master equation.
C. Fluctuating work and heat in open quantum systems
According to the detailed discussion in Section IV.B, work can be understood as the difference of the results of two energy measurements of the total system. To obtain an analogous definition of quantum heat, one needs to know a convenient operator g representing the energy content of the environment. Then the difference of the outcomes of two projective measurements of this operator yields the heat, i.e. the energy lost by the environment.
For processes during which the system is alternately coupled to and decoupled from, environments, 30 the environmental energy is determined by the Hamiltonian H B of the bare environment. In other situations with a permanent contact of system and environment one may follow the strategy for classical systems based on a fluctuating internal energy as outlined above in Section V.A. The quantum analogue of a fluctuating internal energy is an internal energy operator e(β, λ) with the property to yield the internal energy U S on average in thermal equilibrium, i.e. U S (β, λ) = Tr tot e(β, λ) ρ tot (β, λ) = Tr tot ∂βH * (β, λ)/∂β ρ tot (β, λ). Like in the classical case, this requirement leaves open a considerable ambiguity for 30 Such situations are realized in heat and particle exchange between reservoirs (Andrieux et al., 2009; Campisi et al., 2011 Campisi et al., , 2010a Jeon et al., 2017) and also in cyclically performing engines (Ding et al., 2018; Kosloff and Rezek, 2017; Zheng et al., 2016) . Possible changes of the energy of the total system due to the time-dependence of the coupling and decoupling are typically neglected.
the choice of an internal free energy operator which can be represented as
where h e (β, λ) is a hermitean operator with vanishing equilibrium average Tr tot h e (β, λ)ρ tot (β, λ) = 0. To any internal energy operator there belongs a corresponding operator g(β, λ) specifying the energy content of the environment withĝ
The heat characterizing a particular process can then be operationally defined in terms of two measurements of this environmental energy operator at the beginning and the end of the respective process. As in the classical case the environmental energy g(β, λ) and consequently the heat enherits the ambiguity of the internal energy operator.
If one is interested in the amount of work and heat that is concurrently supplied to the system and exchanged with the environment in the same process, one faces the problem of having to simultaneously measure the Hamiltonian of the total system and environmental energy operator g(β, λ). These operators do in general not commute with each other in the presence of an interaction between system and environment. Hence, for systems continuously in contact with their environment a process cannot be characterized by a simultaneous specification of work and heat for the same reason as position and momentum cannot be assigned to a quantum particle. The only exception of this rule is realized for a system weakly coupling with its environment as discussed in more detail below. The formulation of a first law for other than weakly interacting quantum systems therefore seems doubtful to the authors, contrary to a widespread opposing opinion (Alicki, 1979; Nieuwenhuizen and Allahverdyan, 2002; Seifert, 2016) .
D. Weak coupling
As already mentioned in Section III.A, in the weak coupling limit (Davies, 1976 ; Van Hove, 1957) one considers an interaction of vanishingly small strength κ between system and environment acting on an increasingly large time scale such that energy may still flow between system and environment and eventually the small system equilibrates without a noticeable renormalization of the system's Hamiltonian. Technically speaking, the internal energy operator of the system then agrees with the bare system Hamiltonian e(β, λ) = H S (λ) and the environmental energy operator with its bare Hamiltonian g(β, λ) = H B (Talkner, P. and M. Campisi and P. Hänggi, 2009 ). Additional small contributions resulting from the interaction can be neglected in any respect other than for the long time dynamics. This results in the exceptional situation in which quantum work and quantum heat can be determined for the same process by simultaneously measuring H tot (λ) = H s (λ) + H B and g(β, λ) yielding
where E m (t) denotes an eigenvalue of the system Hamiltonian H S (λ(t)) and α the eigenvalue of H B emerging in the first measurement and α the corresponding result of the second measurement. The sum of heat and work is given by the difference of eigenvalues of the system Hamiltonian H S , consistent with e(β, λ) = H S (λ). For a force protocol Λ extending over the time span (0, τ ) the joint work and heat pdf p Λ (w, q) becomes (Talkner, P. and M. Campisi and P. Hänggi, 2009) 
Here, p Λ (m , α ; m, α) specifies the joint probability to find the total system at the energy E m (0) and the environment at e α immediately before the force protocol starts and at E m (τ ) and α at the end. It can be written as p Λ (m , α ; m, α) = p Λ (m , α |m, α)p(m, α) in terms of the initial probability distribution of the total system, p(m, α) = TrΠ m (0)Q α ρ tot and the transition probability p Λ (m , α |m, α) = Tr tot Π m (τ )Q α U Λ Π m (0)Q α U † Λ /Tr tot Π n (0). The projection operators onto the eigen-spaces of the Hamiltonians H S (λ(t)) and H B are denoted by Π n (t) and Q α , respectively. The time evolution operator U Λ = T e −i τ 0 dtHtot/ is governed by the full Hamiltonian of the total system, including the interaction. For short processes of duration τ with κ 2 τ 1 the environmental dynamics is unaffected by the interaction and hence, with l = k , the heat typically vanishes. Bath transitions, and, accordingly, the heat transfer become important for long-lasting processes with κ 2 τ 1.
The joint work and heat pdf, Eq. (117), describing a process controlled by the force protocol Λ and starting from a canonical equilibrium state of the total system at the inverse temperature β is linked to the according pdf for the reversed protocolΛ by a Crooks-type relation (Talkner, P. and M. Campisi and P. Hänggi, 2009 ) reading p Λ (w, q) = e −β(∆F S −w) pΛ(−w, −q) .
As an immediate consequence one recovers for the marginal work pdf p Λ (w) = dqp Λ (w, q) the Crooks relation (95) and the Jarzynski equality (96) for open systems. In contrast, the marginal heat pdf p q Λ (q) = dwp Λ (w, q) does not obey a fluctuation relation. We further note that only for the work defined as the energy difference of the total system the two fluctuation theorems hold. In contrast, the joint pdf p ∆e,q Λ (∆e, q) = dwδ(∆e−w −q)p λ (w, q) of the difference of the according internal energy ∆e = E m (τ )−E m (0) and of the heat satisfies a Crooks-type relation of the form p ∆e,q Λ (∆e, q) = e −β(∆F −∆e+q) p ∆e,q Λ (∆ − e, −q) . (119) But because of the presence of the heat in the exponent on the right hand side, one does not obtain a Jarzynski equality in ∆e, other than for sufficiently short protocols for which the heat vanishes but decoherence may already take place (Smith et al., 2018) .
Independent of how strong the interaction between a system and its environment is, the time rate of change of the average bare energy E S (t) = Tr SB H S (t)ρ tot = Tr S H S (t)ρ S (t) can always be split into two contributions according tȯ
This relation can only be considered as a proper formulation of the first law in the weak coupling limit. Only then the internal energy of the open system coincides with the thermal average of the bare system Hamiltonian. The integral of the first term on the right hand side extending over the time span of the force protocol yields the average work done on the system according to the TPPEMS provided that the initial state ρ tot (0) and the initial total Hamiltonian H tot (λ(0)) commute with each other. The integrated, second term however has in general no definite physical meaning. Beyond the weak coupling limit the lack of a uniquely defined fluctuating internal energy makes it impossible even to assign an average internal energy to any other than the according thermal equilibrium state. Because in general, at the end of a force protocol, the system is not in an equilibrium state it is therefore not possible to assign the change of the average internal energy in the respective process. Consequently, also an average heat cannot be specified.
VI. OUTLOOK AND CONCLUSIONS
The central notion in the thermodynamics of open systems staying in strong contact with the environment is given by the Hamiltonian of mean force, which is defined in terms of an average of the Boltzmann factor over the thermally distributed environmental degrees of freedom. It provides at the same time the reduced density matrix of the open system and its thermodynamic equilibrium properties, which, in general, are influenced by the environment in a way that they cannot be inferred from the sole knowledge of the reduced density matrix. Due to the fact that the resulting partition function Z S of the open system is given by the ratio of the partition functions of the total system and the bare environment, the existence of Z S and its independence of irrelevant details of the environment is guaranteed. In particular, remote parts of the environment coupling only weekly to the system do not affect Z S . A further important consequence of this particular structure is the finding that the thermodynamic potentials as well as all its derivatives relating to the open system are determined by differences of the respective quantities referring to the total system and the environment. This guarantees the thermodynamic consistency of the thermodynamic potentials and the validity of the third law. It also may exhibit unusual properties like negative entropy and negative specific heat without, however, indicating any instabilities of the respective systems. In case of a negative entropy it indicates that the interaction between system and environment enforces a state with a higher order than in its absence.
The attempt to represent the thermodynamic internal energy of an open system as an equilibrium average of a fluctuating internal energy in the case of classical systems, or, for quantum systems, as an internal energy operator, leads to a tremendous ambiguity in the choice of these fluctuating or operator-valued internal energy expressions. Other fluctuating potentials like fluctuating entropy and fluctuating free energy, as well as the corresponding quantum mechanical operator valued expressions are also affected by these ambiguities. The interpretation of this inconclusiveness as a kind of gauge freedom (Jarzynski, 2017) seems rather far fetched. Other than in proper gauge theories there is no obvious advantage in considering gauge-dependent quantities in the present context. Also the fact that a fluctuating thermodynamic potential on the one hand plays the role of an observable but on the other hand depends on the Gibbs state of the total system appears as a strange mixture of the two fundamentally distinct categories of states and observables.
Because the specification of heat relies on the division of the internal energy in work and heat, the notion of heat inherits the ambiguity of the fluctuating internal energy. While the work as a fluctuating quantity can be expressed in an experimentally accessible way for classical systems (Collin et al., 2005) , in quantum systems the TPPEMS of the total energy presents a major experimental challenge . For quantum systems the concurrent determination of heat and work is additionally hampered by the fact that it relies on two simultaneous measurements of two energy expressions that do not commute, except for systems weakly coupling to an environment. In the latter case, for systems that couple weakly to their environment the internal energy can be characterized by the bare system Hamiltonian, and the environmental energy is characterized by its respective bare bath Hamiltonian.
Before closing we note that in the present review we did not consider further relations between thermodynamics and information theory (Strasberg et al., 2017; Vinjanampathy and Anders, 2016) other than those between the thermodynamic entropy of an open system and several information-theoretic notions in III.C, nor did we discuss the related recent resource theory approach (Chitambar and Gour, 2019) . In this context we want to stress that the frequently made identification of information entropy, typically given by a Shannon, or von-Neumann entropy with the thermodynamic entropy must be considered with utmost care as it is by no means guaranteed to be correct (Alicki and Horodecki, 2019; Hänggi et al., 2016; Hänggi and Talkner, 2015; Norton, 2013) .
