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ON C-COMPACT ORTHOGONALLY ADDITIVE OPERATORS
MARAT PLIEV and MARTIN R. WEBER
Abstract. We consider C-compact orthogonally additive operators in vector
lattices. After providing some examples of C-compact orthogonally additive
operators on a vector lattice with values in a Banach space we show that the
set of those operators is a projection band in the Dedekind complete vector
lattice of all regular orthogonally additive operators. In the second part of
the article we introduce a new class of vector lattices, called C-complete, and
show that any laterally-to-norm continuous C-compact orthogonally additive
operator from a C-complete vector lattice to a Banach space is narrow, which
generalizes a result of Pliev and Popov.
1. Introduction
Orthogonally additive operators in vector lattices first were investigated in
[12]. Later these results were extended in [1, 2, 6, 7, 8, 20, 22, 23]). Recently,
some connections with problems of the convex geometry were revealed [24, 25].
Orthogonally additive operators in lattice-normed spaces were studied in [3]. In
this paper we continue this line of research. We analyze the notion of C-compact
orthogonally additive operator. In the first part of the article we show that
set of all C-compact orthogonally additive operators from a vector lattice E to
an order continuous Banach lattice F is a projection band in the vector lattice
of all regular orthogonally additive operators from E to F (Theorem 3.9). In
the final part of the paper we introduce a new class of vector lattices which we
call C-complete (the precise definition is given in section 4) and prove that any
laterally-to-norm continuous C-compact orthogonally additive operator from an
atomless C-complete vector lattice E to a Banach space X is narrow (Theorem
4.7). This is a generalization of the result of the article [18, Theorem 3.2].
Note that linear narrow operators in function spaces first appeared in [17].
Nowadays the theory of narrow operators is a well-studied object of functional
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analysis and is presented in many research articles ([9, 11, 14, 15, 18, 23]) and in
the monograph [21].
2. Preliminaries
All necessary information on vector lattices one can find in [4]. In this article
all vector lattices are assumed to be Archimedean.
Two elements x, y of a vector lattice E are called disjoint (written as x ⊥ y),
if |x| ∧ |y| = 0. An element a > 0 of E is an atom if 0 ≤ x ≤ a, 0 ≤ y ≤ a
and x⊥y imply that either x = 0 or y = 0. The equality x =
n⊔
i=1
xi means that
x =
n∑
i=1
xi and xi⊥xj for all i 6= j. In the case of n = 2 we write x = x1 ⊔ x2. An
element y of a vector lattice E is called a fragment (or a component) of x ∈ E, if
y ⊥ (x− y). The notation y ⊑ x means that y is a fragment of x. Two fragments
x1 and x2 of an element x are said to be mutually complemented if x = x1 ⊔ x2.
The set of all fragments of an element x ∈ E is denoted by Fx.
Definition 2.1. Let be E a vector lattice and X a real vector space. An operator
T : E → X is said to be orthogonally additive if T (x + y) = Tx + Ty for any
disjoint elements x, y ∈ E.
It is not hard to check that T (0) = 0. The set of all orthogonally additive
operators from E to X is a real vector space with respect to the natural linear
operations.
Definition 2.2. Let E and F be vector lattices. An orthogonally additive (in
general, nonlinear) operator T : E → F is said to be:
• positive if Tx ≥ 0 for all x ∈ E,
• regular, if T = S1 − S2 for two positive, orthogonally additive operators
S1 and S2 from E to F .
The sets of all positive, regular orthogonally additive operators from E to F are
denoted by OA+(E, F ), OAr(E, F ), respectively, where the order in OAr(E, F )
is introduced as follows: S ≤ T whenever (T−S) ≥ 0. Then OAr(E, F ) becomes
an ordered vector space.
For a Dedekind complete vector lattice F we have the following property of
OAr(E, F ).
Proposition 2.3 ([19, Theorem 3.6]). Let E and F be a vector lattices, and
assume that F is Dedekind complete.Then OAr(E, F ) is a Dedekind complete
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vector lattice. Moreover, for every S, T ∈ OAr(E, F ) and every x ∈ E the
following formulas1 hold
(1) (T ∨ S)(x) = sup{Ty + Sz : x = y ⊔ z};
(2) (T ∧ S)(x) = inf{Ty + Sz : x = y ⊔ z};
(3) T+(x) = sup{Ty : y ⊑ x};
(4) T−(x) = − inf{Ty : y ⊑ x};
(5) |Tx| ≤ |T |(x).
3. The projection band of C-compact orthogonally additive
operators
In this section we show that the set of all C-compact regular orthogonally
additive operators from a vector lattice E to a Banach lattice F with order
continuous norm is a band in the vector lattice of all orthogonally additive regular
operators from E to F .
Consider some examples.
Example 3.1. Assume that (A,Ξ, µ) and (B,Σ, ν) are σ-finite measure spaces.
We say that a map K : A×B ×R→ R is a Carathe´odory function if there hold
the conditions:
(1) K(·, ·, r) is µ× ν-measurable for all r ∈ R;
(2) K(s, t, ·) is continuous on R for µ× ν-almost all (s, t) ∈ A× B.
If additionally there holds K(s, t, ·) = 0 for µ × ν-almost all (s, t) ∈ A × B then
with the function K a nonlinear integral operator: T : Dom(K)→ L0(µ)
(Tf)(s) :=
∫
B
K(s, t, f(t)) dν(t) for µ-almost all s ∈ A
is associated, where
Dom(K) := {f ∈ L0(ν) :
∫
B
|K(s, t, f(t))| dν(t) ∈ L0(µ)}.
Assume that E is a Banach function space in L0(ν) and E ⊆ Dom(K). Then
T defines an orthogonally additive integral operator acting from E to L0(µ). The
operator T is called Urysohn (integral) operator and, the function K is called the
kernel of this operator. If L0(µ) is replaced by R we say that T is an Urysohn
integral functional.
1 In the literature these formulas are known as the Riesz-Kantorovich formulas.
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Example 3.2. Assume that (Ω,Σ, µ) is a measure space. Then the functional
N : L1(µ)→ R defined by
N (f) = ‖f‖L1(µ) :=
∫
Ω
|f(t)| dµ, f ∈ L1(µ)
is positive and orthogonally additive.
Let E be a vector lattice. A linear operator S : E → E is called band preserving
if Sx ∈ {x}⊥⊥ for all x ∈ E. Clearly, every band preserving operators preserves
disjointness.
Example 3.3. Let (Ω,Σ, µ) be a measure space and S : L0(µ)→ L0(µ) be a band
preserving linear operator. Consider the new operator T : L0(µ)→ L0(µ) defined
by
Tf = fS(f), f ∈ L0(µ).
Observe that T can be treated as the multiplication operator by the ”variable”
function. It is not hard to verify that T is an orthogonally additive operator.
Indeed, due to Sf ∈ {f}⊥⊥, for every disjoint f1, f2 ∈ L0(µ) we have
T (f1 + f2) = (f1 + f2)S(f1 + f2) =
f1S(f1 + f2) + f2S(f1 + f2) =
f1Sf1 + f2Sf2 = Tf1 + Tf2.
Definition 3.4. Let (Ω,Σ, µ) be a σ-finite measure space. We say that a function
N : Ω × R → R belongs to the class S (or N is a S-function) if the following
conditions hold:
(1) N(t, 0) = 0 for µ-almost all t ∈ Ω;
(2) N(·, g(·)) is µ-measurable for any g ∈ L0(µ).
If a function N satisfies only the condition (2), then it is called a superpositionally
measurable function or sup-measurable function.
Example 3.5. Let N : Ω × R → R be a S-function. Then with N there is
associated an orthogonally additive operator TN : L0(µ)→ L0(µ) defined by
TN (g)(t) = N(t, g(t)) for µ-almost all t ∈ Ω and g ∈ L0(µ).
This class of operators (sometimes called nonlinear superposition operators or
Nemytskii operators) is widely represented in the literature (see e.g. [5]).
Definition 3.6. Let be E be a vector lattice and Y a normed space. An orthog-
onally additive operator T : E → Y is called
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• AM-compact provided T maps order bounded subsets of E into relatively
compact subsets in Y ,
• C-compact, if T (Fx) is a relatively compact in Y for any x ∈ E.
For a Banach lattice F by COAr(E, F ) is denoted the space of all C-compact
regular orthogonally additive operators from E to F .
Example 3.7. We note that OAr(R,R) is exactly the set of all real-valued func-
tions such that f(0) = 0. Define an orthogonally additive operator T : R → R
by
Tx =


1
x2
, if x 6= 0
0, if x = 0.
Since any element x ∈ R is an atom one has Fx = {0, x} for any x ∈ R. It follows
that T is a C-compact operator. On the other hand T ([0, 1]) is an unbounded set
in R and therefore T is not AM-compact.
Proposition 3.8. Let (B,Σ, ν) be σ-finite measure spaces E be a Banach func-
tion space in L0(ν) and T : E → R be the Urysohn integral functional defined
by
Tf =
∫
B
K(t, f(t)) dν(t), f ∈ E
with the kernel K. Then T is C-compact.
Proof. Take f ∈ E. We note that Ff coincides with the set {f1D : D ∈ Σ}. Now
for every D ∈ Σ we write
Tf1D =
∫
B
K(t, f1D(t)) dν(t) =
∫
D
K(t, f(t)) dν(t) ≤
∫
B
|K(t, f(t))| dν(t) = M.
Hence the set T (Ff) is order bounded in R and therefore the operator T is
C-compact.
We mention that a C-compact order bounded orthogonally additive operator
T : E → F from a Banach lattices E to a σ-Dedekind complete Banach lattice
F is AM-compact if, in addition, T is uniformly continuous on order bounded
subsets of E [13, Theorem 3.4].
The norm in a normed vector lattice is order continuous if xα ↓ 0 implies
‖xα‖ ↓ 0. We point out that a Banach lattice with order continuous norm is
Dedekind complete (see [4, Theorem 12.9]).
Now we are ready to present the first main result of the article.
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Theorem 3.9. Let be E a vector lattice and F a Banach lattice with order contin-
uous norm. Then the set of all C-compact regular orthogonally additive operators
from E to F is a projection band in OAr(E, F ).
In order to prove Theorem 3.9 we need some auxiliary propositions.
Proposition 3.10. [16, Proposition 3.9] Let E be a vector lattice and x, y ∈ E.
Then x ⊑ y if and only if x+ ⊑ y+ and x− ⊑ y−.
Proposition 3.11. Let E be a vector lattice and
n⊔
i=1
xi =
m⊔
k=1
yk for some (xi)
n
i=1
and (yk)
m
k=1 ⊂ E. Then there exist a family of pairwise disjoint elements (zik) ⊂
E, where i ∈ {1, . . . , n} and k ∈ {1, . . . , m} such that
(i) xi =
m⊔
k=1
zik for any i ∈ {1, . . . , n};
(ii) yk =
n⊔
i=1
zik for any k ∈ {1, . . . , m};
(iii)
n⊔
i=1
m⊔
k=1
zik =
n⊔
i=1
xi =
m⊔
k=1
yk.
Proof. Using Proposition 3.10, and applying induction arguments we have
n⊔
i=1
x+i =
( n⊔
i=1
xi
)+
=
( m⊔
k=1
yk
)+
=
m⊔
k=1
y+k ;
n⊔
i=1
x−i =
( n⊔
i=1
xi
)−
=
( m⊔
k=1
yk
)−
=
m⊔
k=1
y−k .
Now, by the Riesz Decomposition property there exist
z+ik, z
−
ik ∈ E+, i ∈ {1, . . . , n} and k ∈ {1, . . . , m}
such that
x+i =
m⊔
k=1
z+ik, x
−
i =
m⊔
k=1
z−ik, i ∈ {1, . . . , n},
y+k =
n⊔
i=1
z+ik, y
−
k =
n⊔
i=1
z−ik, k ∈ {1, . . . , m}.
Set zik = z
+
ik − z
−
ik, i ∈ {1, . . . , n} and k ∈ {1, . . . , m}. Hence
n⊔
i=1
m⊔
k=1
zik =
n⊔
i=1
xi =
m⊔
k=1
yk
and the proof is completed.
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Lemma 3.12. Let E and F be vector lattices with F Dedekind complete, S, T ∈
OAr(E, F ) and x ∈ E. Then the following equalities hold:
(1) (T ∨ S)x = sup
{ n∑
i=1
Txi ∨ Sxi : x =
n⊔
i=1
xi, n ∈ N
}
;
(2) (T ∧ S)x = inf
{ n∑
i=1
Txi ∧ Sxi : x =
n⊔
i=1
xi, n ∈ N
}
;
(3) |T |x = sup
{ n∑
i=1
|Txi| : x =
n⊔
i=1
xi, n ∈ N
}
.
Proof. Since x ∧ y = −(−x) ∨ (−y) and |x| = x ∨ (−x) for proving the lemma it
is sufficient to establish only the equation (1). Put
A(x) :=
{ n∑
i=1
Txi ∨ Sxi : x =
n⊔
i=1
xi, n ∈ N
}
.
We show that A(x) is an upward directed set. Indeed, take two disjoint decompo-
sitions x =
n⊔
i=1
xi and x =
m⊔
k=1
yk of x. By Proposition 3.11 there exists a disjoint
decomposition x =
n⊔
i=1
m⊔
k=1
zik such that
xi =
m⊔
k=1
zik, i ∈ {1, . . . , n},
yk =
n⊔
i=1
zik, k ∈ {1, . . . , m}.
We observe that
Sxi ∨ Txi ≤
m∑
k=1
Tzik ∨ Szik
for any i ∈ {1, . . . , n}. Indeed
Sxi = S
( m⊔
k=1
zik
)
=
m∑
k=1
Szik ≤
m∑
k=1
Tzik ∨ Szik,
Txi = T
( m⊔
k=1
zik
)
=
m∑
k=1
Tzik ≤
m∑
k=1
Tzik ∨ Szik =⇒
Sxi ∨ Txi ≤
m∑
k=1
Tzik ∨ Szik.
Similar arguments show that
Syk ∨ Tyk ≤
n∑
i=1
Tzik ∨ Szik
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for any k ∈ {1, . . . , m}. Now we may write
n∑
i=1
Txi ∨ Sxi ≤
n∑
i=1
m∑
k=1
Tzik ∨ Szik and
m∑
k=1
Tyk ∨ Syk ≤
n∑
i=1
m∑
k=1
Tzik ∨ Szik,
and deduce that A(x) is an upward directed subset of F . By Proposition 2.3
OAr(E, F ) is a Dedekind complete vector lattice and
(T ∨ S)x = sup{Ty + Sz : x = y ⊔ z}.
Clearly Tx ∨ Sx ≤ (T ∨ S)x for any x ∈ E. Thus for any decomposition x =
n⊔
i=1
xi, n ∈ N we have that
n∑
i=1
Txi ∨ Sxi ≤
n∑
i=1
(T ∨ S)xi = (T ∨ S)x
and therefore the set A(x) is upper order bounded. Put fx := supA(x). Then
fx ≤ (T ∨ S)x. On the other hand for any disjoint decomposition x = y ⊔ z we
have
Ty + Sz ≤ sup
{
Ty ∨ Sy + Tz ∨ Sz : x = y ⊔ z
}
≤
sup
{ n∑
i=1
Txi ∨ Sxi : x =
n⊔
i=1
xi, n ∈ N
}
= fx.
Passing to the supremum in the last inequality over all disjoint decompositions
x = y ⊔ z of x, due to formula (1) of Proposition 2.3, we deduce (T ∨ S)x ≤ fx.
It follows (T ∨ S)x = fx which completes the proof.
Below we shall use the following elementary observation. Since
{ n∑
i=1
Sxi ∨ Txi : x =
n⊔
i=1
xi, n ∈ N
}
is an upward downward directed subset of F the set
{ n∑
i=1
Sxi ∧ Txi : x =
n⊔
i=1
xi, n ∈ N
}
is downward directed.
Lemma 3.13. Let be E a vector lattice, F a Banach lattice with order continuous
norm and T ∈ COAr(E, F ). Then FT ⊂ COAr(E, F ).
Proof. We recall that by definition S ∈ FT if |S| ∧ |T − S| = 0. We show that
S(Fx) is a relatively compact set
2 in F for any S ∈ FT and x ∈ E. Indeed, fix
2 Due to the norm-completeness of F this is equivalent to its totally boundedness.
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x ∈ E and ε > 0. Since
{ n∑
i=1
|S|xi∧ |T −S|xi : x =
n⊔
i=1
xi, n ∈ N
}
is a downward
directed subset of F by Lemma 3.12 and the order continuity of the norm in the
Banach lattice F there exists a disjoint decomposition x =
n⊔
i=1
xi of x such that
∥∥∥
n∑
i=1
|S|xi ∧ |T − S|xi
∥∥∥ < ε
4
.
Since T (Fxi) is a relatively compact set for any i ∈ {1, . . . , n} there exists a
finite subset Di ⊂ Fxi such that for any w ∈ Fxi there is u ∈ Di satisfying
‖Tw − Tu‖ <
ε
2n
.
Moreover, by Proposition 3.11 for any y ∈ Fx there exists a disjoint decomposition
y =
n⊔
i=1
yi, where yi ⊑ xi, i.e. yi ∈ Fxi. Hence, for some ui ∈ Di the following
inequality
‖Tyi − Tui‖ <
ε
2n
holds. We remark that for any positive orthogonally additive operator G : E → F
one has3 Gw ≤ Gxi for all w ∈ Fxi. Now, by taking into account the inequality
|x| ≤ |x+ y|+ |x| ∧ |y|, which holds in any vector lattice4 we have
|Syi − Sui| ≤
|Syi − Sui + (T − S)yi − (T − S)ui|+ |Syi − Sui| ∧ |(T − S)yi − (T − S)ui| ≤
|Tyi − Tui|+ (|Syi|+ |Sui|) ∧ (|(T − S)yi|+ |(T − S)ui|) ≤
|Tyi − Tui|+ (|S|yi + |S|ui) ∧ (|T − S|yi + |T − S|ui) ≤
|Tyi − Tui|+ (|S|xi + |S|xi) ∧ (|T − S|xi + |T − S|xi) =
|Tyi − Tui|+ 2
(
|S|xi ∧ |T − S|xi
)
.
Then we may write
n∑
i=1
|Syi − Sui| ≤
n∑
i=1
|Tyi − Tui|+ 2
n∑
i=1
(
|S|xi ∧ |T − S|xi
)
.
3 This immediately follows from |y| ∧ |x− y| = 0, the positivity of G and G(x) = G(y) +
G(x− y) ≥ G(y).
4 Indeed, since (see [26], Theorems 5.1 and 5.5) |x+ y| ≥ ||x| − |y|| ≥ (|x| − |y|)+ we have
|x| − |x| ∧ |y| = |x|+ (−|x|) ∨ (−|y|) = 0 ∨ (|x| − |y|) = (|x| − |y|)+ ≤ |x+ y|.
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Put D := {u =
n⊔
i=1
ui : ui ∈ Di}. Clearly D is a finite subset of Fx. Thus for
any y ∈ Fx and u ∈ D we have
‖Sy − Su‖ =
∥∥∥∣∣S
( n⊔
i=1
yi
)
− S
( n⊔
i=1
ui
)∣∣∥∥∥ =
∥∥∥∣∣
n∑
i=1
Syi − Sui
∣∣∥∥∥ ≤
∥∥∥
n∑
i=1
|Syi − Sui|
∥∥∥ ≤
∥∥∥
n∑
i=1
|Tyi − Tui|
∥∥∥+ 2
∥∥∥
n∑
i=1
(
|S|xi ∧ |T − S|xi
)∥∥∥ ≤
n∑
i=1
‖Tyi − Tui‖+
ε
2
≤ ε.
Hence {Su : u ∈ D} is a finite ε-net for S(Fx), and therefore the proof is com-
pleted.
Let V be a vector lattice and v ∈ V+. The order ideal generated by v is denoted
by Iv, i.e. Iv = {x ∈ V : ∃α > 0 such that |x| ≤ α|v|}. A v-step function is
any vector s ∈ V for which there exist pairwise disjoint fragments v1, . . . , vn of
v with v =
⊔
i=1
vni and real numbers λ1, . . . , λn satisfying s =
n∑
i=1
λivi. The next
proposition is known as the Freudenthal Spectral Theorem ([4], Theorem 2.8).
Proposition 3.14. Let V be a vector lattice with the principal projection property
and let v ∈ V+. Then for every u ∈ Iv there exists a sequence (sn)n∈N of v-step
functions satisfying 0 ≤ u− sn ≤
1
n
v for each n and sn ↑ u. Moreover, 0 ≤ sn if
0 ≤ u.
Now we ready to prove the first main result.
Proof of Theorem 3.9. We prove some properties of COAr(E, F ):
a) Clearly, COAr(E, F ) is a vector subspace of OAr(E, F ).
b) We show that COAr(E, F ) is even a vector sublattice of OAr(E, F ). Take
S, T ∈ COAr(E, F ). Then T − S ∈ COAr(E, F ). By Lemma 3.13 FT ⊂
COAr(E, F ) and therefore T+ ∈ COAr(E, F ). Therefore due to the equalities
S + (T − S)+ = S + (T − S) ∨ 0 = T ∨ S, S ∧ T = −(−S) ∨ (−T )
which are valid in OAr(E, F ) we obtain that COAr(E, F ) is a sublattice of
OAr(E, F ).
c) Now we show that T ∈ COAr(E, F ) if 0 ≤ Tλ ↑ T in OAr(E, F ) and any
Tλ ∈ COAr(E, F ). Indeed, take x ∈ E and ε > 0. Since the Banach lattice F
is order continuous it follows from Tλx ↑ Tx that ‖Tx− Tλ0x‖ <
ε
4
for some λ0.
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Then actually ‖Ty − Tλ0y‖ <
ε
4
for any y ∈ Fx. Indeed, consider x = y ⊔ z for
some z ∈ E. Then
0 ≤ Tx− Tλ0x = T (y ⊔ z)− Tλ0(y ⊔ z) = Ty − Tλ0y + Tz − Tλ0z ≥ Ty − Tλ0y
implies ‖Ty − Tλ0y‖ ≤ ‖Tx − Tλ0x‖. Since Tλ0 ∈ COAr(E, F ) there exists a
finite subset D of Fx with the property that for any y ∈ Fx there exists u ∈ D
satisfying
‖Tλ0u− Tλ0y‖ <
ε
2
.
So we obtain
‖Tu− Ty‖ ≤ ‖Tu− Tλ0u+ Tλ0u− Ty + Tλ0y − Tλ0y‖ ≤
‖Tu− Tλ0u‖+ ‖Ty − Tλ0y‖+ ‖Tλ0u− Tλ0y‖ < ε,
what establishes the relative compactness of T (FT ) in F .
d) Finally we prove that COAr(E, F ) is an order ideal in OAr(E, F ). Let
0 ≤ R ≤ T , where R ∈ OAr(E, F ) and T ∈ COAr(E, F ). Then R ∈ IT
and by Proposition 3.14 there5 exists a sequence (Sn)n∈N in OAr(E, F ) of T -
step-functions with 0 ≤ Sn ↑ R. Taking into account that
6 Sn ∈ COAr(E, F ),
n ∈ N and what has been established in c) we deduce that R ∈ COAr(E, F ). So,
COAr(E, F ) is a band in OAr(E, F ).
e) Due to the Dedekind completeness of OAr(E, F ) it is a projection band.
4. C-compact and narrow orthogonally additive operators
In this section we consider a new class of vector lattices, where the condition of
Dedekind completeness is replaced by a much weaker property. For laterally-to-
norm continuous, C-compact orthogonally additive operators from a C-complete
vector lattice E to a Banach space X we show their narrowness.
Definition 4.1. A vector lattice E is said to be C-complete, if for each x ∈ E+
any subset D ⊂ Fx has a supremum and an infimum.
Clearly, every Dedekind complete vector lattice E is C-complete. The reverse
statement, in general, is not true.
5 This proposition can be applied since by Proposition 2.3 the vector lattice OAr(E,F ) is
Dedekind complete. Any T -step-function S ∈ OAr(E,F ) has the form S =
m∑
i=1
λiTi, where Ti
are disjoint fragments of T such that T =
m⊔
i=1
Ti.
6 This follows from the fact that together with T each fragment Ti of T belongs to
COAr(E,F ).
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Proposition 4.2. The vector lattice E = C[0, 1] of all continuous functions on
the interval [0, 1] is C-complete.
Proof. Fix f ∈ E+. Since the set Sf := {t ∈ [0, 1] : f(t) > 0} is open, by [10,
Chap.2, Theorem 5] there is the decomposition Sf =
∞⋃
i=1
(ai, bi) where (ai, bi) ∩
(aj , bj) = ∅, i 6= j. Take g ∈ Ff . We claim that for every i ∈ N either g(t) = 0 or
g(t) = f(t) for any t ∈ (ai, bi). Indeed, denote by fi and gi the restrictions of f
and g on the closed interval [ai, bi], respectively. It is clear that gi ∈ Ffi. Assume
that there exists a nonzero fragment vi ∈ Ffi such that vi ⊥ gi and fi = gi + vi.
Put Gi := {t ∈ (ai, bi) : g(t) > 0} and Vi = {t ∈ (ai, bi) : v(t) > 0}. Since fi
is strictly positive on (ai, bi) we deduce that (ai, bi) = Gi ⊔ Vi and therefore Gi
and Vi are open-closed subsets of (ai, bi). But the interval [ai, bi] is a connected
set and we come to the contradiction. Thus fi has no fragment 0 < vi < fi and
therefore, either fi(t) = gi(t) or gi(t) = 0 for any t ∈ (ai, bi). With each g ∈ Ff
there is associated the sequence (gi)i∈N, where
gi =


1, if g(t) = f(t)
0, if g(t) = 0
t ∈ (ai, bi).
Clearly, in this way a one-to-one correspondence between Ff and the set of all
0 - 1 sequences is established. Let D be any fixed subset of Ff . Put
D+ := {i ∈ N : ∃ g ∈ D such that gi = 1};
D− := {i ∈ N : such that gi = 1 for ∀ g ∈ D}.
Consider the pair of sequences (ui)i∈N and (vi)i∈N, where
ui =


1, if i ∈ D+
0, otherwise,
vi =


1, if i ∈ D−
0, otherwise.
With (ui)i∈N and (vi)i∈N there is associated the pair {u, v} of fragments of f .
Clearly u = supD and v = infD.
Since the vector lattice C[0, 1] is Archimedean but not Dedekind complete the
previous proposition shows that the set of all C-complete vector lattices is a
new subclass of vector lattices which strictly contains the class of all Dedekind
complete vector lattices. We note that in general a C-complete vector lattice is
ON C-COMPACT OPERATORS 13
Example 4.3. Let E = R2 equipped with the lexicographic order. That is, we
consider E as a vector lattice with the following order7 (x1, x2) ≥ (y1, y2), when-
ever either x1 > y1 or else x1 = y1 and x2 ≥ y2. The vector lattice E is not
Archimedian. On the other hand it is not hard to verify that the Boolean algebra
of all fragments Fx of an arbitrary element x = (x1, x2) ∈ E+ contains only two
elements:
Fx = {(x1, x2), (0, 0)}.
Hence E is C-complete.
We say that a set D ⊂ E is laterally bounded, if there exits x ∈ E such that
D ⊂ Fx. We say that a laterally bounded setD has a lateral supremum (infimum)
if there exists u ∈ E (v ∈ E) such that u = supD (v = infD) with respect to
the partial order ⊑ in Fx. Taking into account Proposition 3.10 we deduce that
a vector lattice E is C-complete if and only if every laterally bounded subset of
E has the lateral supremum and infimum.
Definition 4.4. Let E be a vector lattice and X be a normed space. An or-
thogonally additive operator T : E → X is called narrow, if for any x ∈ E and
ε > 0 there exists a pair x1, x2 of mutually complemented fragments of v, such
that ‖Tx1 − Tx2‖ < ε. In particular, if X = R, we call T a narrow functional.
Observe that the image of an atom under a narrow operator T is zero. Indeed.
The only disjoint fragments of an atom a are 0 and a. So, due to the narrowness
of T , for any ε > 0 one has ‖Tu‖ < ε, what means Tu = 0.
This is the reason for supposing the vector lattice E to be atomless in the Theo-
rems 4.7 and in most of the propositions of the current section.
Example 4.5. Let (Ω,Σ, µ) be a σ-finite measure space. Consider a map N :
L1(µ)→ R defined by
N (f) = ‖f‖L1(µ), f ∈ L1(µ).
In [23] (Proposition 2.5) it was shown that N is a narrow orthogonally additive
functional on L1(µ).
A net (xα)α∈Λ in a vector lattice E laterally converges to x ∈ E if xα ⊑ xβ ⊑ x
for all α ≤ β and xα order converges to x. This is written as xα
lat
−→ x.
7 The cone E+ in this vector lattice consists of the open right half-space {(x1, x2) : x1 > 0}
joint with the half-ray {(x1, x2) : x1 = 0, x2 ≥ 0}.
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Definition 4.6. An orthogonally additive operator T from a vector lattice E
to a normed space X is called laterally-to-norm continuous whenever for each
laterally convergent net (xα)α∈Λ with xα
lat
−→ x the net (Txα)α∈Λ converges with
respect to the norm to in X to Tx.
The following theorem is the second main result of the article.
Theorem 4.7. Let E be an atomless C-complete vector lattice and X be a Banach
space. Then every orthogonally additive laterally-to-norm continuous C-compact
operator T : E → X is narrow.
The next auxiliary proposition is well known (see e.g. [21, Lemma 10.20]).
Proposition 4.8. Let (vi)
n
i=1 be a finite subset of elements in a finite dimensional
normed space V and (λi)
n
i=1 be non-negative numbers such that 0 ≤ λi ≤ 1 for each
i. Then there exists a set (θi)
n
i=1 of numbers such that θi ∈ {0, 1}, i ∈ {1, . . . , n}
and ∥∥∥
n∑
i=1
(λi − θi) vi
∥∥∥ ≤ dim V
2
max
i∈{1,...,n}
‖vi‖.
Proposition 4.9. Let be E an atomless vector lattice, x ∈ E, X a Banach space
and T : E → X an orthogonally additive laterally-to-norm continuous operator.
Then for any ε > 0 there exists a decomposition x = y⊔z, where y, z are nonzero
fragments of x such that ‖Tz‖ < ε.
Proof. Since E is an atomless vector lattice the Boolean algebra A := Fx has
infinite cardinality. We note that the set of all fragments of x is the net (xα)α∈A
laterally converges to x. The laterally-to-norm continuity of T implies the exis-
tence of α0 ∈ A such that ‖Tx − Txα‖ < ε for all α ≥ α0. Consider for α0 the
disjoint decomposition x = (x− xα0) ⊔ xα0 . Then
Tx = T
(
(x− xα0) ⊔ xα0
)
= T (x− xα0) + Txα implies ‖T (x− xα0)‖ < ε.
Assign y := xα0 and z = x − xα0 . Then ‖Tz‖ < ε and x = y ⊔ z is the desirable
disjoint decomposition.
Proposition 4.10. Let be E an atomless vector lattice, x ∈ E, X a Banach space
and T : E → X an orthogonally additive laterally-to-norm continuous operator.
Assume that (yn)n∈N is a sequence of fragments of x such that y1 = x, yn ⊑ ym
for n ≥ m; m,n ∈ N and
⋂
n∈N
Fyn = {0}. Then lim
n→∞
‖Tyn‖ = 0.
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Proof. By definition ym = yn ⊔ (ym − yn) for m,n ∈ N with n ≥ m. For xn :=
x− yn, n ∈ N with yn = ym − (ym − yn) we can write
xn = x− ym + (ym − yn) = x− ym + ((x− yn)− (x− ym)) = xm + (xn − xm).
Clearly xm ⊥ (xn − xm) for n,m ∈ N and n ≥ m and therefore xn ⊥ (x− xn) for
all n ∈ N. Thus x = xn ⊔ (x− xn), n ∈ N and
⋂
n∈N
Fx−xn =
⋂
n∈N
Fyn = {0}. Hence
we deduce that the sequence (xn)n∈N laterally converges
8 to x. Now the relation
xn ⊥ (x− xn) for all n ∈ N implies
Tx = T
(
xn ⊔ (x− xn)
)
= Txn + T (x− xn) and T (x− xn) = Tx− Txn.
Thus by laterally-to-norm continuity of T we have that Txn is norm convergent
to Tx in X and
lim
n→∞
‖Tx− Txn‖ = lim
n→∞
‖Tyn‖ = 0.
Proposition 4.11. Let be E an atomless C-complete vector lattice, X a Banach
space, T : E → X an orthogonally additive laterally-to-norm continuous operator,
x ∈ E and ε > 0. Then for some n ∈ N there exists a decomposition x =
n⊔
i=1
xi,
where xi are nonzero fragments of x such that ‖Txi‖ ≤ ε for any i ∈ {1, . . . , n}.
Proof. By Proposition 4.9 the set
Dx,T,ε := {z ∈ Fx : z 6= 0, ‖Tz‖ ≤ ε}
is not empty. We note that Dx,T,ε is a partially ordered set with respect to the
relation ⊑. Let (uλ)λ∈Λ ⊆ Dx,T,ε be a chain, where Λ is a some linearly ordered
index set. Clearly uµ ⊑ uλ for all µ, λ ∈ Λ, µ ⊑ λ. By the C-completeness of
vector lattice E there exists u = (o)-lim
λ∈Λ
(uλ), where u ∈ Fx. Due to ‖Tuλ‖ ≤ ε
and the laterally-to-norm continuity of T we have that then Tu = lim
λ∈Λ
(Tuλ)
and therefore u ∈ Dx,T,ε. By Zorn’s Lemma, there is a maximal element
9 z ∈
Dx,T,ε with ‖Tz‖ ≤ ε. Put y = x − z. If ‖Ty‖ ≤ ε then we got the required
decomposition of x. Otherwise we apply Proposition 4.9 to y and get y = y1⊔y2,
where y1 is a maximal element in Dy,T,ε with ‖Ty1‖ ≤ ε. In case of necessity,
i.e. if ‖Ty2‖ > ε, by further continuing in the same way with the corresponding
fragments y2, y4, . . . , y2k, . . . of y we construct a sequence of decompositions y2k =
y2k+1 ⊔ y2k+2, where y2k+1 is a maximal element in Dy2k,T,ε and satisfying the
8 Indeed, if some vector 0 6= u is a fragment of each vector x − xn then u ⊑ (x − xn) and
|x− xn| ≤ un for some sequence un ↓ 0 is impossible.
9 The element z is maximal in Dx,T,ε, if ∄u ∈ Dx,T,ε such that z ⊑ u and z 6= u.
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conditions ‖Ty2k+1‖ ≤ ε and ‖Ty2k+2‖ > ε, k ∈ N. We claim that there exists
l ∈ N such that y2l = y2l+1 ⊔ y2l+2 and both ‖Ty2l+1‖, ‖Ty2l+2‖ ≤ ε. Assume the
contrary. Then the sequence (y2k)k∈N of fragments of y is such that ‖Ty2k‖ > ε
for all k ∈ N. Nevertheless we show
⋂
k∈N
Fy2k = {0}. Indeed, assume that there
exists a nonzero element v ∈
⋂
k∈N
Fy2k . Then for the sequence
y′2 = y2 − v, y
′
4 = y4 − v, . . . , y
′
2k = y2k − v, . . .
we have y′2n ⊑ y
′
2m for m,n ∈ N with n ≥ m and
⋂
n∈N
Fy′
2n
= {0}. According to
Proposition 4.10 there exists n0 ∈ N such that ‖Ty′2n0‖ < ε. Thus y2n0 = y
′
2n0
⊔v,
y′2n0 ∈ Dy2n0 ,T,ε and y2n0+1 is a maximal element of Dy2n0 ,T,ε. We have
y2n0 = y2n0+1 ⊔ y2n0+2 = y
′
2n0
⊔ v.
Consider now the two cases:
Fy
2n0+1
∩ Fv = {0} and Fy
2n0+1
∩ Fv 6= {0}.
In the first case, since no non-zero fragment of v is a fragment of y2n0+1, we get
y2n0+1 ⊑ y
′
2n0. Observe that - due to the maximality of y2n0+1 in Dy2n0 ,T,ε - the
relation y2n0+1 ⊑ y
′
2n0 , y2n0+1 6= y
′
2n0 is impossible. Hence y
′
2n0 = y2n0+1, i.e.
y2n0+2 = v and, therefore v is not a fragment of y2n0+4. In the second one there
is a nonzero fragment w ∈ Fy
2n0+1
∩ Fv. Thus v = (v − w) ⊔ w and w ⊑ y2n0+1,
i.e. the non-zero fragment w of v belongs to Fy2n0+1. Therefore the element v can
not be a fragment of y2n0+2.
Hence
⋂
k∈N
Fy2k = {0} and so, again by applying Proposition 4.10, we get
lim
k→∞
‖Ty2k‖ = 0. This is a contradiction and therefore the desirable l ∈ N exists.
Consider the following elements
x1 = y1, x2 = y3, . . . , xl = y2l−1, xl+1 = y2l+1, xl+2 = y2l+2, xl+3 = z.
Then x =
n⊔
i=1
xi with n = l + 3 is the desirable decomposition of x.
Proposition 4.12. Let E be an atomless C-complete vector lattice and V a finite
dimensional Banach space. Then every orthogonally additive laterally-to-norm
continuous operator G : E → V is narrow.
Proof. Fix any x ∈ E and ε > 0. According to Proposition 4.11 there is a disjoint
decomposition x =
n⊔
i=1
xi such that ‖Gxi‖ <
ε
dimV
for any i ∈ {1, . . . , n}. Then by
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using Proposition 4.8 for λi =
1
2
there exist numbers θi ∈ {0, 1} for i ∈ {1, . . . , n}
such that
2
∥∥∥
n∑
i=1
(1
2
− θi
)
Gxi
∥∥∥ ≤ dim V max
i∈{1,...,n}
‖Gxi‖ < ε. (4.1)
Observe that for I0 =
{
i ∈ {1, . . . , n
}
: θi = 0
}
and I1 =
{
i ∈ {1, . . . , n} : θi = 1
}
the vectors yk =
⊔
i∈Ik
xi for k ∈ {0, 1} are mutually complemented fragments of x
and by (4.1),
‖Gy1 −Gy2‖ =
∥∥∥ ∑
i∈I0⊔I1
(1− 2θi)Gxi
∥∥∥ < ε,
hence the operator G is narrow.
Definition 4.13. Let E be a vector lattice and F a vector space. An orthogonally
additive operator T : E → F is called of finite rank if the set T (E) generates a
finite-dimensional subspace in F .
Now we are in the position to prove the second main result (Theorem 4.7).
Before, however, we notice that a Banach space X can be considered as a closed
subspace of the Banach space
W := l∞(BX∗) = {q : BX∗ → R, sup |q(f)| <∞, f ∈ BX∗}
(equipped with the supremum-norm) of all real-valued bounded functions on the
closed unit ball B
X∗
of the dual space X∗ according to
X →֒ X∗∗ →֒ W,
where the notation →֒ means the isometric embedding
X ∋ x 7→ Fx ∈ X
∗∗ given by Fx(f) := f(x), f ∈ BX∗ .
Observe that, if H is a relatively compact subset of the Banach space W and
ε > 0, then there exists a linear finite rank operator R ∈ L(W ) such10 that
‖w − Rw‖ ≤ ε for every w ∈ H [21, Lemma 10.25].
Proof of Theorem 4.7. Fix an arbitrary x ∈ E and ε > 0. Due to the C-
compactness of T the set K = T (Fx) is relatively compact in X and therefore
in W . It follows that there exists a finite rank operator S ∈ L(W ) such that
‖y − Sy‖ ≤ ε
4
for every y ∈ K. Then G = S ◦ T is an orthogonally additive
laterally-to-norm continuous finite rank operator. By Lemma 4.12 G is narrow
10 By L(W ) there is denoted the space of all linear bounded operators on W .
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and consequently, there exist mutually complemented fragments x1, x2 of x such
that ‖Gx1 −Gx2‖ <
ε
2
. Therefore,
‖Tx1 − Tx2‖ =
‖Tx1 − Tx2 + S(Tx1)− S(Tx2)− S(Tx1) + S(Tx2)‖ =
‖Tx1 − Tx2 +Gx1 −Gx2 −Gx1 +Gx2‖ ≤
‖Gx1 −Gx2‖+ ‖Tx1 −Gx1‖+ ‖Tx2 −Gx2‖ <
ε
2
+
ε
2
= ε
since ‖Txi −Gxi‖ <
ε
4
for i ∈ {1, 2}. This completes the proof.
We remark that Theorem 4.7 generalizes the result of the article [18, Theo-
rem 3.2].
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