Guarded repair of dependable systems  by de Meer, Hermann et al.
Theoretical Computer Science 128 (1994) 179-210 
Elsevier 
119 
Guarded repair of dependable 
systems 
Hermann de Meer and Kishor S. Trivedi 
Department of Electrical Engineering, Duke Unitlersity. Durham, NC 27708, USA 
Mario Dal Cin 
Institute of Mathematical Machines and Data Processing III, University of Erlangen-Ntirnberg, 
MartensstraJe. 3, D-91058 Erlangen, Germany 
Abstract 
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Computer Science 128 (1994) 179-210. 
Imperfect coverage and nonnegligible reconfiguration delay are known to have a deleterious effect 
on the dependability and the performance of a multiprocessor system. In particular, increasing the 
number of processor elements does not always increase dependability. An obvious reason for this is 
that the total failure rate increases, generally, linearly with the number of components in the system. 
It is also a well-known fact that the performance gain due to parallelism mostly turns out to be 
sublinear with the number of processors. It is therefore important to optimize the degree of 
parallelism in system design. A related issue is that by deferring repair, it is sometimes possible to 
improve system dependability. In this case decisions have to be made dynamically as to when to 
repair and when not to repair. 
Most of the current research deals with static optimization of the number of processors. No 
systematic approach for dynamic control of dependable systems has been proposed so far. Dynamic, 
i.e. transient, decision of whether or not to repair is the optimization problem considered in this 
paper. We propose extended Markov reward models (EMRM) to capture such questions. EMRM 
are a marriage between performability modeling techniques and Markov decision theory. A numer- 
ical solution procedure is developed to provide optimal solution trajectories for this problem. 
EMRM are a general framework for the dynamic optimization of reconfigurable, dependable 
systems. The optimization is applied on the basis of several performance and dependability 
measures. In particular, we explore availability, capacity-oriented availability, performance-oriented 
unavailability, and performability measures. Furthermore, off-line and on-line repair strategies are 
compared. We show that guarded repair can improve system performance and dependability 
significantly. The control strategies and reward functions differ a lot in each case. Each scenario 
turns out to be of interest in its own right. A time-dependent optimality of dependable, parallel 
configurations can be determined from our results. 
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1. Introduction 
Besides high performance, multiprocessors can also provide increased dependabil- 
ity and the capability for graceful degradation. In order to accrue these benefits, 
however, recovery procedures following an occurrence of a processor fault must be 
carefully designed. The recovery consists of phases such as fault detection, system 
reconfiguration or reboot, and repair. Furthermore, it is possible that the recovery 
may not be successful so that upon the occurrence of a single fault the system is not 
able to recover, even though enough other processors are nonfaulty. Such an event 
has been called the imperfect cooerage. The probability of successful recovery is known 
as the coverage factor or probability. 
It is known that the system dependability is highly sensitive to the coverage factor 
[2,6]. If the number of processors is large enough and the coverage factor small 
enough, the system availability may no longer be monotonic in the number of 
processors. Likewise, the reconfiguration delay also produces a similar effect. Static 
optimization of system availability as a function of the number of processors has been 
considered in [S, 13,14,18]. It has also been observed that deferring repair can 
improve system dependability [17]. Once again, static optimization is considered. 
The purpose of this paper is to consider the deferred repair question in a dynamic 
control setting. Whether or not to repair a processor should depend on the current 
state of the system and the measure to be optimized. Furthermore, if the measure 
being optimized is a transient, rather than a steady-state measure, then the decision 
may depend on the current time as well. This is especially important for dependable 
systems. 
We propose a systematic approach for optimal design and dynamic control of 
dependable systems using Markov decision processes [4,9,11]. A modeling frame- 
work, called extended Markov reward models (EMRM), is presented. It provides 
features which allow the explicit integration of design and control problems into the 
model representation. Transient and stationary control and design strategies may be 
immediately computed with an appropriate input model. 
To keep things simple, we restrict ourselves to ordinary failure/repair processes 
according to which the structure of system may change over time. Therefore, the only 
action we have control on is repair. Failure events are, obviously, random in nature. 
A guarded repair process allows us to optimize system performance. We can defer 
repair of the system, i.e., to add another processor element, if the repair action would 
lead to a less optimal configuration as compared to the current one. 
In Section 2, we present the baseline model, while in Section 3, we briefly introduce 
EMRM. The time-dependent impact of imperfect coverage and reconfiguration delays 
on the optimal degree of parallelism in multiprocessor structures are systematically 
investigated in Section 4. The resulting strategies and value functions are compared 
with respect to several measures of performance and dependability. In particular, we 
explore availability, capacity-oriented availability, performance-oriented unavailabil- 
ity and performability measures. Different values of the coverage factors are chosen. 
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Furthermore, on-line and off-line repair strategies are compared. Concluding remarks 
are provided in Section 5. 
2. The baseline model 
Markov reward models (MRMs) are commonly used in the performability 
modeling, as summarized below [15]. The behavior of a system over time is character- 
ized by a continuous-time Markov chain {Z : R + -+S), where S comprises the finite set 
of all possible states. The stochastic process (Z(t); t30) is often called the structure 
state process. The random variable Z(t) denotes the state of the underlying process at 
time t. Let the transition rate from state j to state i be denoted by qj,i. Thus, the 
holding time in a Markovian state j is negative exponentially distributed with 
parameter Cl= 1 qj, i=qj. The probability of transitions from state j to state i is given 
by Pj, i = qj, i/qj. 
Associating real-valued reward rates with the Markov states leads to the concept of 
Markov reward models. To indicate the instantaneous reward rate at time t and the 
accumulated reward in the interval [0, t), we use the random variables X(t) and Y(t), 
respectively. Z(t), X(t), and Y(t) are nonindependent random variables. X(t) = r(Z(t)), 
where r denotes the reward rate associated with the current state Z(t), and 
Y(t)=J’,X(r)dr. The reward rate X(t) characterizes the time-dependent performance 
of the investigated system. The structure state process, given by the random variable 
Z(t), usually denotes the system dynamics due to failure and repair. P(Y(t),<y) is 
called the performability [12]. We are interested in computing E[Yj(t)], the expected 
accumulated reward conditioned on the initial state j. Later in this paper we will use 
this measure of accomplishment as a criterion of optimization. 
Our baseline model is a modification of a typical failure-repair model of a multi- 
processor system. In Fig. 1 the basic structure is depicted. In states Nj, O<j< i, 
j processor elements are working properly. Other elements, like storage or commu- 
nication components, are not explicitly represented. We include effects like contention 
for resources in a separate performance model. Output measures of the performance 
model provide reward rates for the failure-repair model, Here i denotes the maximum 
degree of parallelism. The processor elements may fail independently with rate 7 each. 
Conditioned on the case that a processor element fails in state Nj, the system may be 
reconfigured successfully to state Njml with probability c. The delay which results 
from reconfiguration is characterized by the rate p. During that period the system is in 
state RCj- 1. With probability 1 -c the system has to be rebooted. In general, this 
implies a severely restricted functionality. Furthermore, a reboot takes much more 
time than a reconfiguration. c( denotes the reboot rate. The corresponding state 
is RBj_l. 
We point out that our modeling approach allows us to combine Markovian states 
and branching states in a unifying way. The addition of branching states to Markov 
models is analogous to the addition of immediate transitions to stochastic Petri nets 
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Fig. 1. A multiprocessor system with guarded repair. 
[l]. The resulting enhancement provides ease of mo&ling and makes models more 
understandable. Certain concepts, such as the imperfect coverage in our example, may 
thus be directly reflected in the structure of the model. Branching states do not extend 
the power of the underlying modeling framework, i.e., Markov models, but are 
a structural extension to it. 
In our example, a single repair person is shared among all the failed processors. 
Processor elements may be repaired with rate 6, but a decision has to be made 
whether a possible repair is actually performed. In state Nj, 0 f j < i, the current next 
upper performance and redundancy level Nj+l is evaluated as a function of the 
underlying performance model and the current time horizon. Whenever the system is 
in state Nj_ 1, 2 <j < i, it is decided according to the concept of guarded repair whether 
repair should be initiated or not. In case of a positive decision the system is recon- 
figured to the corresponding repair state Rj. Rj differs from Nj_ I only in that a repair 
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process has been started in the former. These states do not differ with respect to 
performance. Guarded repair is graphically indicated in Fig. 1 by dotted arcs. 
If in N, or R2 the single processor element fails, no reconfiguration takes place. 
Similarly, in No repair is performed under all circumstances. Given the component 
failure rate y a total failure rate y *j results for the states Nj and Rj+ 1. All stochastic 
assumptions are of Markovian nature. 
Note that EMRM offers the useful feature of the so-called branching states, 
Although no time is spent in such states, a reward may be associated with them. The 
reward is gained instantly by passing through. Branching states are specially useful for 
representing coverage related events. More details of EMRM will be given in the 
following section. 
3. Extended Markov reward models 
3. I. Motivation 
The main features of EMRM are already informally introduced above. We will 
briefly sketch the concept here. EMRM provide a unifying framework for the com- 
bined evaluation and optimization of dependable systems. The method is the result of 
a marriage between Markov decision processes and performability modeling tech- 
niques. This marriage is encouraged by the fact that both fields are based on Markov 
reward models. Both stationary and transient measures and strategies may be com- 
puted. In this paper we restrict ourselves on the discussion of transient results. The 
expected accumulated reward over a finite time horizon is used as the optimization 
criterion. 
The most important feature of EMRM is the optimization abstraction that is 
provided. A potential user does not have to be familiar with the underlying Markov 
decision theory. The concept of dynamic reconfiguration that can be represented and 
optimized by EMRM is fundamental to dependable and adaptive systems. Systems 
have to be dynamically reconfigured to preserve service in the presence of component 
failures, or they may be reconfigured to improve system performance. 
3.2. The fundamental equations 
Recall that we are interested in computing E[Yj(t)], the expected accumulated 
reward conditioned on the initial state j, for EMRM. Later in this paper we will use 
this measure as a criterion of optimization. E[Yj(t)] can be computed for all states 
j by the following system of integral equations. We define E[Yj(O)] -0 for all jeS. 
Markov states 
E[Yj(t)]=r(j)te-‘j’+ :qje-““(r(j)~+ i pj,iE[Yi(t-G)])dQ. 
s i=l 
(1) 
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Here, e-qlt is the probability that the system, started in state j, will not make 
a transition out of that state during [O, r). In this case the total reward gained is 
r(j) x t. This is reflected by the first term of the equation. The integral indicates the 
other event, namely that a state change occurs during the interval [o, o+do], 0~0, 
o+da< t. In this case the mean accumulated reward is composed of two weighted 
parts: the reward gained in the state j,r( j) x 0, plus the mean reward achieved in the 
remaining time, t--o, depending on the successor states of the transition. To be 
complete we point out that qje -q~O is the p.d.f. of the random variable that character- 
izes the negative exponentially distributed holding time of state j with parameter yj. 
Branching states 
E[Yj(t)l=r(j)+ i Pj,iECYi(f)l. 
i=l 
t-9 
No time is spent in a branching state but a constant reward r( .j) is accumulated per 
visit. 
Next we present an overview of the numerical solution method of the system of 
recursive integral equations. 
3.3. The method of computation 
The solution method is based on discretization of the finite time horizon. Since the 
interesting measures are computed backwards in time, we introduce the remaining 
time t*= T-t, where T is the total time and t the elapsed time. The accuracy of the 
algorithm depends on the size of the time step At*. We choose At* so that the 
probability of more than one state transition in At* approaches zero. Since At^ can be 
chosen adaptively, the computational overhead can be reduced to a minimum at each 
step. 
For all time steps and for all states the following basic computations are performed. 
We define the vector E[Yj(t*)] =(E[ Yj(t*)],E1[Yj(F)], . . . , E”[Yj(f)])> where 
Em [ Yj( f)] denotes the mth derivative of E [ Yj( t*)]. For each time step, E [ Yj (t^+ At*)] is 
computed iteratively by using the quotient of differences as an approximation: 
E”[ Yj(f+At*)] ~ 
Em-l[Yj(~+Ar’)]-Em-l[Yj(t*)] 
At^ 
> 
where rn> 1 and E”[Yj(t*)]=EIYj(t*)]. Assume that e[Yj(t^)] has already been 
computed for all jeS and for a certain t*< T, where T denotes the finite time horizon. 
We use Taylor polynomials of order m to approximate the integrand E[Yj(;)] in 
Eq. (1) for a small time interval AL Thus, the recursive integrals of Eq. (1) can be 
rewritten as Eq. (3) below. 
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Markov states 
J* 
Ai 
E[Yj(t*+Af)]=e-qJAi(r(j)At^+E[Yj(t^)])+ qje 
--4,a 
0 
X 
( 
r(j)o+ i pj,iE,,r[Yi(t+Af--a)] do. 
i=l 
We use the Taylor polynomial to define: 
(3) 
E,,~[Yj(t^+t)]=E[Yj(t*)]+E’[Yj(t*)]~+...+E”[Yj(t*)]~“/m!, OGT<A~. 
Having computed E [ Yj(f + AE)] for all Markov states, the branching states remain to 
be evaluated. 
Branching states 
E[Yi(t*+At^)]=(r(j), {O}“)+ i pj,iE[Yi(t*+At*)]. 
i=l 
(4) 
Again m denotes the order of the Taylor polynomial, and (Ojm represents an m-tuple 
with all 0 components. Note that E[ Yi(t*+ At*)] of possible successor states i ofj have 
to be computed first. The recursion terminates when the first Markov state in that row 
is evaluated. 
In our experience, Taylor polynomials of first order, i.e., m = 1, are not only found to 
be efficient but also found to yield sufficient accuracy. The largest models we investi- 
gated with a reasonable computation time were in the order of hundreds of thousands 
of states. A sparse storage technique and an adaptive selection of At* makes the 
computation efficient for both large and stiff models. 
Decision points 
Now let us assume a given state j with optimization options ir, i2, . . . , i,. In other 
words, ir, i,, . . . , i, are all states to which the system can be reconfigured whenever it is 
in state j. Then the optimization is performed by determining the solution tI of Eq. (5) 
at each time step At*: 
E[Y,#+At^)]=max{E[Y,(~+Af)]~y~(j,i,,...,i,}}. (5) 
In [I l] it is shown how the solution of Eq. (5) corresponds to that obtained from the 
theory of Markov decision processes. We avoid the lengthy discussion of this topic 
here. The effect of an optimization decision can be thought of as adding an immediate 
and deterministic transition from state j to state y, i.e., pj,y= 1, if y is found to 
maximize Eq. (5) and ye {i r, . . . , i,,]. If y=j maximizes Eq. (5) the possibilities of 
reconfiguration are simply neglected. Note that by choosing larger time steps the 
interpolation scheme above allows a fast approximate computation of the expected 
accumulated reward and the optimal strategy with a high accuracy. Taylor poly- 
nomials of a higher order may have to be chosen to ensure high enough accuracy in 
this case. 
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4. The results 
4.1. An availability model 
In the following, we apply EMRM to compute guarded repair strategies. These 
strategies can serve as a basis to control dynamically the use of redundancy in 
a systematic way. Due to imperfect coverage and reconfiguration delays, in general, 
there exists an optimal degree of parallelism and redundancy of multiprocessor 
systems. Using the baseline model we can investigate different performance and 
dependability measures by the reward structure which is superimposed. The reward 
rates should characterize the possible accomplishment on each level of our model 
appropriately. 
If we are interested in the availability of a system we have to discriminate between 
those states in which the system is regarded to deliver its service as specified and those 
it is not. Further possible differences of the accomplishment levels are not taken into 
account. 
In our example we assume that the system is up if at least one processor element 
works well. The system is considered to be down if no processor element is working 
properly or the system is being rebooted or reconfigured. We assign the reward rate 
1 to all up states and the reward rate 0 to all down states. The resulting reward 
structure is summarized in Table 1. 
Given this reward structure, the time-averaged accumulated reward (l/t)E[ Yj(t)], 
conditioned on the initial state j, is the interval availability of the system in the period 
[0, t). The higher the degree of redundancy the less likely a system failure occurs due 
to exhaustion of redundancy, i.e., the probability that the system is in state No reduces 
as i increases. However, the higher the degree of redundancy the more likely a com- 
ponent failure occurs. This, again, reduces availability due to recovery delay and 
imperfect coverage. The reward structure in Table 1 together with the baseline model 
in Fig. 1 define an admissible EMRM for the computation of optimal strategies and 
reward functions. 
Table 1 
Reward rates defining an availability 
model. i: maximum capacity, I$ j< i, 
l<k<i-l,Z<l<i. 
State Reward rate 
NO 0 
N, 1 
RCI, 0 
R&i 0 
cov, 0 
R, 1 
remaining time 
800.00 
600.00 
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N9->RlO 
le-08 le.06 le-04 le-02 
Parameter Value 
c 
: 
; 
failure rate T 
0.99 
10 
1O-2 
10-l 
1 
103 
Fig. 2. Guarded repair for the maximization of the interval availability. 
4.1 .I. The guarded repair strategy 
The dynamic control strategy which maximizes the availability is depicted in Fig. 2. 
According to the strategy the interval availability is maximized at every instant of time 
in the evaluated time horizon. The chosen set of parameters is summarized in the 
attached table. 
The curves in the figure represent, for each state, the instants of time where the 
strategy switches with respect to the remaining time horizon. Hence we will call them 
switching curves in what follows. With this interpretation the curve that is labeled, 
‘LNj ~ Rj, 11’, marks the time where the repair strategy switches from do repair in state 
Nj to do not repair in state Nj.l We represent the strategies in a compact way as 
a function of the failure rate and of the current remaining mission time. The optimal 
strategy depends on where the current situation is, with respect to these two para- 
meters, located, “above” or “underneath” the appropriate switching curve. 
We will give an answer to a typical optimization problem using Fig. 2. Should one, 
for example, do repair in state N4 if the processor failure rate is y = 10e6 and the time 
to go is 100 units? The answer to this problem is to be obtained from the figure by 
simply looking up the point (lO-(j, 100) and relate it to the switching curve N4-+R,. 
Since this point is “underneath” the curve, no repair should be performed in this case, 
The interval availability would decrease by repairing from N4 to N5 via R5. 
1 Recall that “do repair in Nj” can be rephrased as “do reconfigure from state N, to R,, 1”. 
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The results have to be evaluated in the context of the chosen time horizon of 
T= 1000. If a switching curve does not cover a certain range of failure rates then this is 
to be interpreted as to neuer repair under this circumstance. The current situation is 
then considered to be located “underneath” the corresponding switching curve. Take, 
for example, N2+R,; if the failure rate is smaller than approximately lo-’ then state 
N2 turns out to be preferred to N3, i.e., no repair is performed from N2 during the 
whole mission’. 
As a numerical example, assume that the mean reconfiguration delay is 10s. We 
choose this as a unit of time in our model. With this assumption it is realistic to expect 
failure rates in a range from 10m4 to 10V7. This corresponds to a processor MTBF 
from approximately 1 day to 3 years, The displayed mission time would cover 2.76 h. 
We conclude from the results that the interval availability is optimized if the system is 
never repaired in the state Nj, 2 <j < i. Hence, the interval availability is maximized 
with a configuration consisting of two processor elements. But the situation changes if 
the failure rate increases. Then the optimal repair strategy will be strongly time 
dependent. This can be seen by a closer look at switching curve N2+R,. Given 
a failure rate of 10V4, repair is only performed if the time to go is more than 1.38 h (500 
units of time). For an assumed failure rate of 10e3, the switching time shrinks further 
to 16min (96.8 units) of the remaining time. With this failure rate the optimal 
configuration is strongly time dependent: If there are more than 360.8 units to go, four 
processor elements are optimal, in the period [360.8, . . . ,96.8] three processors are 
optimal, and after that, till the end of the mission time, two processors are optimal. 
Note that the switching curves which correspond to the range from four to nine 
processor elements are very close together. Only upper and lower bounds are shown 
in Fig. 2. 
As a first conclusion we may summarize that the guarded repair strategy reveals the 
following monotony: if repair is to be performed in states Nj, 1 <j< i- 1, it is also to 
be performed in states Nk, k < j. For “realistic” values of the parameters, the interval 
availability is at its maximum if exactly two processor elements are working properly. 
Of course, no repair is to be done if at least two processor elements are up. The higher 
the value of y x i, the more likely repair is to be performed. In other words, the smaller 
the failure rates the less positive impact of repair with respect to exhaustion of 
resources is to be expected. However, at the same time, for any fixed y the risk of 
reconfiguration and reboot increases, independent of y, linearly with the number of 
active components. 
In Fig. 3 the interval availability is depicted as a function of the failure rate. The 
reward functions are computed assuming the optimal strategy. The same parameter 
values as specified in the table above are used. Two sections of the interval availability 
are shown for the initial states N 1, N,, and N 10. For large failure rates, e.g., y >, lo- 3, 
*The switching curves finish at a certain value of a parameter if for the next sample point no switching 
occurs in the whole mission time. If stationary strategies exist the switching curves might asymptotically 
approach infinity between neighboring sample points. 
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the interval availability decreases sharply. In this relatively unrealistic range, the 
interval availability behaves in a way which might have been anticipated: the higher 
the degree of the redundancy, the higher the availability. But more interesting is the 
case of smaller failure rates. Here the interval availability does not monotonically 
increase with the number of processor elements. This can also be concluded from the 
left part of Fig. 3, where the interval availability of the configuration with two 
elements turns out to be superior to that with 10 processor elements. 
A few comments are in order here. Note that the conclusion which is drawn from 
the results in Fig. 3 comprises only a small fraction of the information which is 
represented in Fig. 2. In particular, the results related to Fig. 3 are only valid for the 
jixed mission time f= T= 1000. No conclusions can be drawn during the later mission 
phase. As opposed to this, the strategies in Fig. 2 cover the whole mission period. Our 
method allows us to capture adaptive systems to respond dynamically to failure 
events, and to model systems that allow time-dependent control. The latter property is 
most important for dependable systems. Configurations can be dynamically control- 
led according to a criterion of optimization, e.g., the interval availability. 
4.1.2. The impact of coverage on strategy und availability 
We will investigate how a less perfect coverage affects the guarded repair process 
and the availability function. All the parameters are kept the same, only the coverage 
factor is varied. Figure 4 compares the guarded repair strategies for two values of the 
coverage factor, c = 0.99 and c = 0.9. As expected, the coverage factor has a significant 
impact on the strategy and on the interval availability. The switching curves which 
correspond to a coverage factor of c=O.9 are all above the corresponding switching 
curves related to c = 0.99. This means that redundancy has to be handled much more 
carefully while c drops. There is much less repair performed if c is smaller, i.e., c = 0.9. 
The processor failure rate needs to be twice as high for a repair to be required for 
c = 0.9 as that for c = 0.99. When y is doubled, the instants of the switching time are 
approximately the same in both cases. A less perfect coverage leads to a more 
conservative usage of redundancy. 
It is interesting to compare the interval availability functions with respect to 
different coverage values. The left part of Fig. 5 emphasizes the interval availability as 
a function of the failure rate from 3 x lop4 to 4 x 10e4. The right part depicts the 
range from 7 x 10 -4 to 2 x lo- 3. The relative bad performance of N 1 o for small failure 
rates and a given coverage factor of c=O.9 is striking. The interval availability is in 
this case eventually even smaller than in the case of a single processor element. As the 
failure rate decreases this first becomes true for the case of c = 0.99, but finally N 1 
outperforms N10 even by assuming the same coverage value of c=O.~~. For smaller 
failure rates, the relative high impact of service interruption due to reconfiguration 
and reboot, as opposed to the effects of exhaustion of resources, is to be seen 
3 This can only be seen by a closer look to the left part of Fig. 5 
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Fig. 4. The impact of the coverage factor on the guarded repair strategy. Legend: the leading digits indicate 
the coverage factor c = 0.9 vs. c = 0.99. 
again. These results emphasize how important a systematically controlled, careful 
usage of redundancy is. 
Finally, we give an example how the guarded repair strategy affects the 
interval availability. In Fig. 6 the mean system up-times in the interval [0, 1000) are 
compared for N2 and N,,, with respect o a guarded vs. a nonguarded repair process4. 
The positive impact of the optimization is obvious. For very high failure rates, 
guarded repair strategies coincide with nonguarded repair strategies. The possible 
improvements due to control drop in this more unrealistic ase. However, in general, 
it is hard to predict the range where the optimization has the highest impact. 
As a summary, we conclude that systems with small failure rates tend to provide the 
highest interval availability if two processor elements are provided. The performance 
decreases if further elements are added. In this range of failure rates it is much more 
useful to invest as much as possible in improving coverage. If the failure rates appear 
to be larger than 10e3 the opposite is true. In this case, as many components as 
possible should be used. Most interesting is the medium range of failure rates. It turns 
out that here guarded repair strategies are quite time dependent. This is also the range 
of failure rates where the interval availability becomes increasingly sensitive to 
a further increase in failure rates. 
4Recall that “nonguarded” means that repair is immediately started if components have failed. 
192 H. de Meer et al. 
-L 
;;: 
d 
1 
Guarded repair of dependable systems 193 
up-time 
995.00 
990.00 
985.00 
980.00 
975.00 
970.00 
965.00 
960.00 
955.00 
950.00 
945.00 
940.00 
935.00 
r gNlo 
“gi;i’ *-- 
- nNl0 
n-- 
_ nN2 
Fig. 6. Guarded vs. 
failure rate 
le-03 1 Se-03 2e-03 
nonguarded repair strategies. Legend: the leading letters indicate the guarded vs. the 
nonguarded case. 
4.2. Capacity-oriented availability 
With pure availability it is not possible to discriminate more accurately between 
different accomplishment levels. Different levels of performance are considered by 
using Beaudry’s measure, i.e., the capacity-oriented interval availability [3]. Here the 
reward rate rj, assigned to state Nj, is simply rj=j, i.e., the number of properly 
working processor elements. This is obviously an upper bound on system perfor- 
mance. It is a well-known fact that the speed-up due to parallelism is, in general, 
sublinear in nature. Nevertheless, this measure plays an important role in dependabil- 
ity and performability modeling, primarily due to its simplicity. More detailed 
performance models will be considered in this study later on. 
4.2.1. Performance functions and guarded repair strategies 
Figure 7 graphs the capacity-oriented interval availability as a function of the 
failure rate. The evaluated time horizon is T= 1000. The appropriate reward rates are 
also attached to the figure. 
In contrast to the pure availability model, the different levels of accomplishment 
have a significant impact on the resulting reward function. As can be seen from Fig. 7, 
the system capacity per unit of time increases monotonically with the number of 
processor elements. This is true for any failure rate. Hence, state NiO turns out to be 
the most valuable one. The guarded repair strategy is accordingly simple: which ever 
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Fig. 7. Capacity-oriented availability and the corresponding reward rates 
state the system is in, and whatever the remaining mission time, repair is to be 
performed in any circumstance. A graphical representation of this strategy is obvi- 
ously unnecessary. The effects of imperfect coverage and reconfiguration delay are not 
as significant under these assumptions. The situation becomes more interesting with 
respect to guarded repair if we compare different repair strategies. 
4.2.2. Off-line versus on-line repair strategies 
In what follows, we do not answer the question of whether to repair or not. We 
rather investigate the problem of how to repair’. Two kinds of strategies are con- 
sidered: ofSine and on-line repair. 
We assume that off-line repair is perfect. Regardless of the state in which off-line 
repair is initiated, it always results in the highest possible level, i.e., N 1O. It is also 
assumed that off-line repair is always successful and no additional failures occur 
during repair. In contrast to on-line repair, no useful work can be accomplished 
during the repair period. The only uncertainty about off-line repair comes into the 
‘Remember that capacity-oriented availability measures always suggest to repair, i.e., to choose the 
highest possible degree of parallelism under realistic parameter assumptions. 
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Fig. 8. A model to investigate guarded off-line vs. guarded on-line repair strategies. 
picture due to the duration of the repair, which is characterized by the off-line repair 
rate ye. It is interesting to investigate the conditions under which it is worthwhile to 
switch the system off for repair, even if on-line repair is possible. 
To this end, we have extended the model in Fig. 1 to the model in Fig. 8. In each 
state Nj, O< j< i, a further option is available, i.e., whether or not and when to initiate 
off-line repair. Since no useful work is accomplished in the off-line repair state &, 
a reward rate of zero is assigned to Ro. The reward rates are summarized in the table 
attached to Fig. 8. 
For the numerical evaluation we have chosen a component failure rate y = 1O-7 and 
a coverage factor c=O.9. All other model parameters have the same meaning and 
value as specified in Figs. 1 and 2. The optimal guarded repair strategy is depicted in 
the left part of Fig. 9. It is to be emphasized that on-line repair is always performed if 
196 H. de Meer et al. 
t 
1;; i 
I 
i 
I t 
. . 
Y 
\ 
t - 
L 
o- L 4- 4x 
A(- 
P’ 
_ -Y 
__-- **-- 
e_- 
b___-- 
. ...-* 
mm-- 
__.....-- 
Guarded repair of dependable systems 197 
no explicit decision for off-line repair has been made. This is important to keep in 
mind for a correct interpretation of the represented results6. Accordingly, the switch- 
ing curves Nj + R0 in Fig. 9 mark the instants of time when the strategy switches from 
o&f&e to on-line repair. 
The results are depicted as a function of the off-line repair rate u]. The on-line repair 
rate is fixed at lo-‘. Off-line repair needs only be performed if 9 > 10d3.’ For smaller 
rates, even in state N1, on-line repair is performed, The higher the level of system 
performance, the less often is the off-line repair done. For example, with ye = 6 = lo-‘, 
off-line repair is preferred if there are at least 237.19 units of time to go and no more 
than five processor elements are working properly. If there is less time left or more 
processors are failure-free, then the system should only be repaired on-line. The 
guarded repair strategy is highly time dependent for all states. This is expected 
because the use of off-line repair is obviously highly related to time. 
On the right part of Fig. 9, again, the capacity-oriented interval availability condi- 
tioned on the initial state is shown as a function of the off-line repair rate. The impact 
of the off-line repair strategy, represented by the state RO, is obvious. If the off-line 
repair rate q is less than 10V3, the system would not benefit from a switch off. 
However, given v = lo-‘, for example, the conditional reward of R0 has already 
outperformed the level of N5.8 
A remark is in order here. The right part of Fig. 9 reveals the initial strategy for 
a single fixed-time horizon, i.e., f= T= 1000, by exhaustive valuation. For any further 
interesting time instant another computation had to be done. To the contrary, the 
computed strategy on the left part of Fig. 9 provides an answer to the control problem 
at every instant of time in the period [IO, 1000). All strategies are summarized in 
a compact way in this figure. 
Finally, we wish to point out that a carefully controlled off-line repair process can 
actually improve system performance. In Fig. 10 the time-averaged reward is depicted 
for the state Nq. Three cases are compared, only off-line, only on-line, and combined 
off-on-line guarded repair strategies. If, according to our guarded repair strategy, 
off-line repair is used in addition to on-line repair, the system performance is signifi- 
cantly better than if only any single kind of strategy is applied. The worst performance 
results when merely an off-line repair strategy is used. 
4.3. Performance-oriented unavailability 
Note that system unavailability U is related to system availability A through the 
relation U = 1 -A. We will capture system performance in an increasingly detailed 
way in our models. Hence, we need a more accurate performance model. As the 
6 Remember the results concluded from Fig. 7. 
’ By definition, smaller values of ‘1 are classified as “underneath” the switching curves, which mark the 
time instants of a strategy switch. 
s Remember the numerical example above. 
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Fig. 10. Capacity-oriented availability using different types of guarded repair strategies. Legend: The 
leading letters indicate whether the availability of the @line, the on-line, or the @on-line combined case is 
represented. 
baseline model we again use the one depicted in Fig. 1. We only investigate on-line 
repair strategies further. 
We assume that in state Nj, j processor elements serve customers independently 
with rate p. Customers arrive to the system according to a Poisson process with rate d. 
The configuration may therefore be considered as a queueing system with unreliable 
servers. We assume that the relation 112 = 0.3 holds. At least four processor elements 
should be up for all the incoming work to be finished. These assumptions are the basis 
for defining our model parameters. 
Arriving customers may be lost if the system is down due to reconfiguration or 
reboot. However, customers are also lost if service capacity is not sufficiently avail- 
able. Since the time scale of the events related to dependability differs by orders of 
magnitude from the time scale of the performance related events, it is admissible to 
assume that customers leave the system in the same structure state as they arrive. We 
characterize the states of our model by the reward rates attached to Fig. 11. The 
numbers can be interpreted as the percentage of lost customers in the corresponding 
state. Hence, rj x A denotes the mean number of losses per unit of time in states where 
j processor elements are up. Note that we assume the system still to be useful up to 
a certain degree, even if less than four servers are up. The reward rates define a cost 
structure in this example. Therefore, the goal of optimization is the minimization of the 
expected accumulated reward in this case. 
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Fig. 11. Guarded repair strategy to minimize performance-oriented unavailability 
In this example we investigate the optimal strategy, that minimizes the expected 
number of lost customers during the mission [0, 1000). A coverage factor of c = 0.9 is 
chosen. The other parameters are the same as summarized in Fig. 2. The resulting 
optimal strategy is depicted in Fig. 11. The similarity of the shape of this strategy with 
the one of the pure availability model in Fig. 2 is obvious. However, now the 
configuration of five properly working processors turns out to be optimal, rather than 
that of two, if failure rate y < 10e4. Again, the strategy is increasingly time dependent 
for larger failure rates. Furthermore, the optimal level of redundancy is gradually 
increasing as the failure rate gets larger. The optimal guarded repair strategy based on 
a performance-oriented unavailability measure turns out to be more similar to the one 
based on the pure availability measure than that based on the capacity-oriented 
availability. Both models show the same structure with respect o the “up-states”. No 
difference in performance accomplishment is made and that is reflected by the strategies. 
Figure 12 shows selected sample paths of the performance-oriented unavailability. 
Two classes of states can be identified. The states Ni, N2, and N3 form the first class, 
the remaining states the other one’. If the failure rates are smaller than 10V4 then 
losses are mainly due to an unsufficient service capacity. For larger failure 
9 Of course, the same holds for the corresponding repair states. 
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rates the failure, repair, and recovery processes have an increasingly dominating 
impact on the losses of customers. From the right part of Fig. 12 it is also evident that 
the relation of the use of redundancy is reversed if the failure rate increases above 
10-4. For small values of y, NiO yields the worst result of all states in the same group. 
If the failure rate is large enough, the opposite holds. 
4.4. Pet-formability models 
If we extend the availability models further, we arrive at the class of performability 
models. The reward structure is more influenced by the actual task handling capabil- 
ity of the system than by the pure hardware structure, as it was the case in the studies 
presented earlier. For each structure state a separate performance analysis is done. 
The resulting performance measures are used to specify the reward structure of the 
structure state model. For performance analysis we use a queueing model. This 
modeling technique is most appropriate and efficient if contention for resources is to 
be considered. This is typically the case for a multiprocessor system. 
4.4. I. Systems with limited response times 
One of the most important task-oriented performance measures of queueing sys- 
tems is the response time percentile. Therefore, the reward structure of our model 
should ideally be specified on the basis of the response time distribution. In general, 
the computation of the distribution is a rather complex problem [7], but if we restrict 
ourselves to simple M/M/m or M/M/m/K queueing systems, closed-form solutions 
are known [8]. 
The complementary response time distributions of a M/M/4 and a M/M/8 queue- 
ing system are shown in Fig. 13. Often, one is interested in the probability that 
a certain maximum response time will not be exceeded. This probability can be 
immediately concluded from the figure. The corresponding probabilities are indicated, 
for example, for a maximum response time of 10 time units. 
In what follows, we not only consider the case, whether or not customers are served 
or lost, but also whether the service is provided in time with a sufficiently high 
probability. It is assumed that each state in our model with j functioning processors is, 
with respect to performance, equivalent to a M/M/j queueing system. Under these 
assumptions, the structure states of the model in Fig. 1 can be evaluated properly. 
We assume that all customers are lost if they are not served in time. The product of 
the arrival rate i and the probability of exceeding response time deadline yields the 
rate of losses in each state. Contrary to the example above, system states in which no 
more than three processor elements are up cannot contribute positively to the 
accomplished work. Arriving customers, on the average, will see an overloaded 
system. Hence, the probability of a timely service approaches zero. While the system is 
in one of the states with insufficient service capacity, all arriving customers are 
considered as lost. The corresponding reward, or loss, rates are ,?. The same is true 
whenever the system is reconfigured or rebooted. In the corresponding states the 
system is not available to customers. 
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DLlO: Deadline of 10 time units, i= 1.0 (arrival rate), ~=0.3 (service rate). 
Table 2 summarizes the reward rates, which denote the state dependent rate of 
customer losses. The values are shown for two different response time limits, 10 and 20 
units of time”. The aim of optimization is the minimization of the total loss in the 
mission [0, 1000). A dual property of processor elements is most evident in this 
example: they may either serve as redundancy for a high availability or as resources 
for high-performance parallel computing. The use of the processors is limited due to 
imperfect coverage, reconfiguration delay, and the actual traffic intensity in the 
system. The imposed service deadlines make the task of optimizing configurations 
even more challenging. This scenario also emphasizes the impact that time has on the 
use of resources. 
Figure 14 shows the total loss as a function of the failure rate in different cases. The 
left part of the figure represents the conditional mean loss for state N4 and the right 
part for N8. The results are depicted for the maximum response times of 10, 20, and 
“co” units of time. Response time E# means that there is no restriction on response 
times at all. The time to serve the customers does not affect the performance in this 
case. We also represent the expected losses of M/M/4 and M/M/8 queueing systems 
with limited response times, which are not subject to failures. 
“(N,_,) denotes the reward rates of the states N,_ 1 in Table 2. 
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Table 2 
Reward rates characterizing the losses due to missing deadlines in M/M/m queueing systems. 
State Reward rate State Reward rate 
NIL7 0.050 * i. 
N, 0.050 * i 
N8 0.050 * i 
N7 0.05 1 * i. 
N6 0.054 * 1 
N5 0.071 * i. 
N4 0.219 *I. 
N3 1.000 * i. 
NZ 1.000 * E. 
N, 1.000*1. 
N0 l.OOO*i 
RC, 1.000 * I 
RB, l.OOO*i 
cov, 0 
R, (N,-,) 
NlO 
IV, 
N8 
N, 
N6 
l<k<9 N5 
2<1<10 N‘Z 
p=o.3 NJ 
i=l.O N, 
N, 
NO 
RG 
R& 
cov, 
RI 
0.002 * i 
0.002 * i. 
0.002 * 7. 
0.003 * /I 
0.003 * i. 
0.004 * i, 
0.034 * i. 
l.OOO*i, 
l.OOO*% 
l.OOO*i 
1.000 * i. 
l.OOO* i. 
1.000 * i. 
0 
W-1) 
Deadline: 10 Deadline: 20 
It is clearly seen from Fig. 14 as to how the impacts of accomplishment capability 
and availability combine with each other to provide the overall performance of the 
system. Given small failure rates, the limits of response time dominate the perfor- 
mance, but if the failure rate exceeds 10e5 then the availability has a significantly 
increasing impact. It is also interesting to note that the conditional loss due to 
deadline violations in N-l of the error prone system is less than that of the failure free 
M/M/4 queueing system. This is true for small failure rates. This effect is due to the 
repair process, which applies only to the system subject to failures. The service 
capacity of the system with only four processors working could obviously be im- 
proved. Note that in the case of eight failure-free processors there is hardly any 
difference under both the assumptions. This supports the conclusion that by adding 
processor elements the mean total loss does not decrease further. Given eight active 
processors, it turns out that the break even point between the impacts of the 
unavailability and of an imposed deadline of 20 time units is reached at a failure rate 
of, approximately, 1.5 x 10m4. Hence, the total loss is doubled. Assuming four active 
processors, a corresponding intersection results at ‘J= 10-3, but in this case, more 
than 6% of the customers, i.e., more than 60 customers in the elapsed time t= 1000 
are lost. 
Even if some properties of the reward functions can be well understood, it will be 
increasingly difficult to provide the right interpretation and to conclude the optimal 
configuration for complex performability models. The reason is twofold: the time 
dependency of the strategies on the one hand and the overlapping effects of depend- 
ability and performance on the other. The latter effects may coincide, as it was the case 
in the above example of four processors in Fig. 14, where an additional element could 
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Fig. 15. Minimization of losses given a deadline of 20 time units. 
improve both characteristics. But additional processor elements could also have an 
opposite effect on these measures. 
In Fig. 15 the guarded repair strategy is depicted for a given response time limit of 
20 units of time. Some comments are in order regarding this strategy. If at least eight 
processors are up then the strategy is similar to those of the availability model. Repair 
is only performed if the failure rate y is sufficiently large. The larger y, the longer repair 
is performed with respect o the current time horizon. 
The strategy is a little more complicated for the states N,, Ng, and Ng. If the picture 
is interpreted according to the flow of time from “right top” to “left down”, then the 
earlier observed monotony is still preserved: first, repair is more likely as y becomes 
larger; second, the likelihood of repair increases as the number of processor elements 
decreases. However, contrary to the availability models, a reuerse effect is observed as 
y decreases further. Since the states N7, Ng, and N5 reveal a nonsufficient accomplish- 
ment level, repair might improve system performance. We have already noted that the 
performance properties dominate the dependability properties increasingly as the 
failure rate decreases. Because of this dominating effect, which comes into the picture 
at a state-dependent threshold, i.e., the break even point, repair is increasingly 
required as the failure rate decreases. This is the reason why the switching curves of 
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the three states do not change monotonously with 7. The overlapping of reversing 
effects of different sources imposes a “hump-type” strategy. 
Inside of a hump no repair is to be done. The corresponding switching curve, which 
is actually composed out of two different switching curves, designates the instants of 
time, when the strategy switches from do repair to do not repair. The switching curves 
have to be interpreted from “outer” side to “inner” side. 
Regarding a larger time horizon, i.e., larger than 200 units of time, the configuration 
consisting of eight processor elements is optimal for smaller failure rates, i.e., rates 
which are smaller than approximately 5 x lo- 4. With increasing failure rates, event- 
ually the configuration which consists of 10 processor elements turns out to be 
superior. To be complete, we finally mention that in state N4 repair is to be performed 
under all circumstances. 
Note that the strategy in Fig. 15 is highly time dependent. It should be clear 
that this kind of strategy cannot be “guessed” purely based on intuition. Too 
many contradictory effects overlap with each other under realistic assumptions. 
The value of an appropriate method to control dynamically such systems is thus 
evident. 
4.4.2. Exceeding response times as a fatal error 
In what follows, we make the tighter assumption that a response time violation is 
fatal. This event is considered to have the same effect as a total system failure. 
A similar modeling assumption has been made earlier in [ 161. A highly increased 
demand of service capacity is to be expected on the basis of this tighter performance 
conditions. However, if a customer is lost due to reconfiguration or reboot then this 
has a similar devastating effect on the system. Performance and availability are 
equally important. 
To capture these assumptions in our approach we have to modify the model in 
Fig. 1 slightly. We assume that the system has failed if less than four processors are 
working properly. In this case the system would be in a fatal error state. Repair is 
considered to be too slow with respect to the traffic intensity, and hence useless in this 
case. We introduce a new state, the fatal error state F, which is an absorbing state, 
but F is also reached if a response time limit is exceeded, or if a new customer 
arrives during reboot or reconfiguration delay. The reward rates which define 
our model in addition to the structure state model in Fig. 1 are summarized in 
Table 3. The transition rates to the newly introduced fatal error state F are also 
shown. 
We assume that the throughput of the system is equal to j. as long as the system has 
not yet failed, The throughput i is equal to the reward rate, which defines the 
accomplishment level of the corresponding state. The transition rates to the fatal 
error state F is derived from the probabilities to violate response time limits. 
The rate is equal to the fraction of customers which are expected to get lost in the 
long run. In states N4 and R5 the total failure rate 4 x y is added to the transition 
rate. 
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Table 3 
Additional parameters completing the response time model with fatal failures 
Initial state Transition rate 
N 
Ni” 
0.002 * I 
0.002 * Jo 
Ns 0.002 * I 
N, 0.003 * 1 
N.5 0.003 * 1 
N5 0.004 * /? 
N‘t o.o34*i+4*y 
RG ,I 
RB, 
cov, ;; 
R, W-I) 
Transitions to fatal error state F 
State 
N, 
RCx 
RBI, 
cov, 
RI 
F 
Reward rate 
i. 
0 
0 
0 
i. 
0 
F: absorbing failure state, y: compo- 
nent failure rate, i: arrival rate 
(throughput), 4Cj<lO, 4<k<9, 
541<10. 
The values of the parameters are chosen as shown in the table attached to Fig. 10. 
As the arrival rate, we choose E.= 1.0. Only on-line repair is considered in this 
example. The throughput is maximized in an evaluated time horizon [0, 1000). The 
results are depicted in Fig. 16. 
It is interesting that the strategy is hardly time dependent. Regarding the states N,, 
N,, Ns, and Ng a relative narrow region of failure rates exists where the strategy 
switches. For N6 this threshold region covers approximately the failure rate range 
between 3 x 10m4 and 6 x 10m4. If the failure rate is larger than 6 x 10e4 then six 
processor elements are considered to be optimal, i.e., no repair is performed in state 
Ng. Given smaller failure rates, first the configuration with seven processors appears 
to be the best one. However, between 6 x 10F5 and 9 x 10P5, which is the next 
threshold range, the strategy switches in a time-dependent manner to the next higher 
level, i.e., eight active processors, and so on. For failure rates which are smaller than 
5 x 10e6, all 10 processors hould be operational. 
It is most striking that an important relation, which had been observed so often, has 
now been totally reversed. The larger the failure rate, the less processor elements are 
added now. Obviously, the response time limitation imposes such a heavy impact on 
system performance, such that processors are eagerly used if the failure rate is 
sufficiently small enough. But, the danger that a service interruption imposes is also 
very obvious. Henceforth, high failure rates lead to a much more conservative use of 
resources. The availability-oriented measures led to strategies which were of reverse 
type with an opposite kind of dependence on the failure rates, but the former 
performability measure led to the “mixed” type strategy in Fig. 15. Hence, we have 
covered a larger range of different kinds of models between two extremes in our 
studies. 
The strategy of our current example is verified by the conditional reward func- 
tions, which are also partially depicted in Fig. 16. The configuration with 10 active 
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processors, for example, offers the best relative performance if the failure rates are 
approximately less than 10m5. For increasing failure rates, iV10 yields the worst 
performance finally. The results hold for an evaluated time horizon t= T= 1000 units 
of time. 
5. Conclusions 
We have investigated the effect of the number of processor elements on various 
dependability and performability measures of a multiprocessor system. Parameters 
such as processor failure rates, imperfect coverages, reconfiguration delay, service 
capacity and response time deadline interplay in a complex manner resulting in an 
optimal number of processors. Furthermore, often, the system dependability improves 
if repair of a failed processor is deferred. 
Allowing for a dynamic control of such repair decisions, we formulated the problem 
as a Markov decision model. We then provided a numerical method for computing 
the time-dependent optimal strategies. The optimal dynamic control strategies ap- 
peared to be very sensitive to the underlying type of dependability or performance 
measure. In particular, the optimal number of processor elements may increase with 
an increasing processor failure rate, or it may decrease with an increasing failure rate. 
Both kinds of dependencies can even overlap with each other, in which case a rather 
complex time-dependent strategy results. 
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