Abstract -This article gives an analytic investigation for a piecewise-linear version of a two-coupled relaxation oscillator. The circuit dynamics is described by a four-dimensional piecewisc-linear differential equation containing two small parameters (et,sa). In the case of (ct,ca) + 0, the phase space of the system is degenerated into four overlapping halfplanes connected by a transitional condition. Then Poincare return map is derived rigorously as a one-dimensional homemorphism of the circle. It has been well explained by the mapping that the actual circuit exhibits various complicated synchronous phenomena and asynchronous phenomena.
I. INTRODUCTION T HERE HAVE BEEN many studies on coupled oscillators [l]- [5] in which mainly fundamental synchronous phenomena have been investigated. For example, a synchronous condition for weakly coupled nearly sinusoidal oscillators was derived by using the averaging method [3] , and an analytical investigation of synchronous dynamics of a two-coupled multivibrator was recently performed [5] . Besides fundamental synchronous phenomena, coupled oscillators should exhibit various interesting phenomena: various complicated synchronous phenomena, asynchronous phenomena, and the chaotic phenomena. However, there have been few analytic works on them. The major reason is that such circuits are described by more than four-dimensional nonlinear differential equations whose analysis is very hard. Taking into account this present condition, this paper gives an analytic approach for various interesting phenomena from a two-coupled oscillator. The major idea is in the analytical approach which combines both the piecewise-linear and the degenerate techniques.
The objective coupled oscillator is given by Fig. 1 . It consists of two negative resistance LC oscillators and a conductor g. In this circuit, Ni and N2 are current controlled nonlinear resistors whose current-voltage characteristics are given by following three segments piecewise-linear functions: Manuscript received January 5, 1987; revised June 9, 1987 . This paper was recommended by Associate Editor R. M. Sirsi.
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where it is assumed that operational amplifiers and zener diodes (V, denotes its zener voltage) are ideal. The circuit dynamics is described by the four-dimensional piecewiselinear differential equation:
C$=-i,-g(u,-u,) L,:=u,-f;(i,)
C%=-i*-g(u,-u,) Lo%=uz-ji(i,).
This system should exhibit various interesting phenomena, however, the analysis is very hard. Then we restrict our attention to the case where L, is small enough. In this case, the circuit is to be a coupled relaxation oscillator and the rigorous analysis is possible. The theoretical explanation for this case is shown in the next section, but first we would like to demonstrate some experimental results. At first, in the case where g is opened and L, is shorted, the circuit is to be comprised of two independent relaxa---tion oscillators which exhibit waveforms as shown in Fig.  2 (a) and (b), where circuit constants are selected as C = 40 nF, r,=lO kO, r,=15 k!J, 7/,=6 V, r=lO kG. The frequency of each oscillator depends on the time constant r,C or r&T. Next, in the case where these two oscillators are coupled by g = 0.025 mS, the circuit is an asynchronous state as shown in Fig. 2 (c) and (d). Moreover, Fig. 3 shows some orbits on the ur-u2 plane with C = 40 nF, rl = r = 10 kQ, V, = 6 V, g = 0.025 mS, and varying rz. As r, = r,, ui and u2 are in a completely synchronous state of Fig.  l(a) . Proportional to increase of r,, the phase of ui is departing from that of u2 (Fig. 3(b) and (c)), and suddenly they fall into an asynchronous state. After this transition, such asynchronous phenomena are observed for almost all values of r2. Corresponding orbits behave "uncorrelating" (Fig. 3(e) and (f)). But some complicated synchronous phenomena are observed. Corresponding orbits are "periodic" (Fig. 3(g) , (i), and (k)). It seems to be a kind of "periodic window [lop'. It is the purpose of this paper to give a theoretical verification for such experimental results.
The following is stated in this paper. In the case where L, is small enough, the four-dimensional phase space of (2) is degenerated into four overlapping halfplanes connected by a transitional condition. It corresponds to the dynamics of the coupled relaxation oscillator. Then Poincare return map is derived rigorously as a one-dimensional mapping which is equivalent to the homeomorphism of the circle (so-called circle map [S] ). This mapping verifies the generation of various phenomena from the coupled oscillator.
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II. IDEAL SYSTEM
If L, is small enough, the circuit is to be comprised of coupled relaxation oscillators. In this section, we will explain it and define the "ideal system" which describes the dynamics of the coupled relaxation oscillator. First, via resealings:
Equation (2) is transformed into the following dimensionless form:
Major parameters are y and u. y relates to the coupling strength and u relates to the detuning. In addition, 0 < u G 1 can be assumed without the loss of the generality. Here, consider the case of (ci, Q) + (0,O). In this case, zi and z2 move far faster than x and y in the phase space, except for solutions in a neighborhood of the manifold:
M= {X,YA zzlx = am Y = h(4) and almost all solutions rapidly approach to the stable part of M (see Fig. 4 ), where "stable part" is the union of following halfplanes: PI= {x,y,zl,z*~x~-l,y~-l, z,=x+2, z2=y+2}
Pz= {x, y,zpz*Ix> -l,y<l, z,=x+2, z2= y-2} P3= {x,y,zi,z21x61,y>-1, zr=x-2, z2=y+2} P&$-{x, y,q,z21xG1,ydl, z,=x-2, z2=y-2)
That is, almost all stationary solutions are constrained on P,, P2, P3, or Pd. And transitions between each halfplane are done by almost infinitesimal time jumps at each edge, holding x = const. and y = const. Therefore, the dynamics (4 Fig. 2 of (4) seems to be described by the "ideal system" defined as below. It corresponds to the coupled relaxation oscillators containing hysteresis resistors [7] as shown in Fig. 5 .
Definition of "Ideal System" (i) Solutions are constrained on P,, P2, P3, or Pd. The dynamics on each halfplane is described by The general solution of (6) and A, B are arbitrary constants.
(ii) A trajectory moves around each halfplane. The transitions between each halfplane are done by infinitisimal time jumps at each edge, holding x = const. and y-const. For example, if a trajectory on P, moves down and if it hits the bottom edge y = -1, then it jumps onto P2, as shown in Fig. 6 . Letting "PI y=-! Pz" denote this transition and so on, all transitions are summarized as below.
In following discussions, we omit zi and z2 because they depend on x and y.
Here we show a formula which describes the relation between an initial value at r = 0 and a value of the peculiar solution at some positive time. It plays an important role for the systematic rigorous formulation of the return map which is defined in next section: Proposition 'I: Let (Vi, Vi) = (Xi, q) be the value of the peculiar solution of (6) at r = ri for an initial value CT,&, yI:) = (0, U,, Vi), then is satisfied.
Proof: For an initial value (7, Xi, q) = (0, U,, v,), arbitrary constants in (7) are determined as A = (RsU, + vv,)/(P -a>, B = (kJ4, -vv,)/(P -a).
(iv> (4 By using (v), (iv), (ii), ri can be eliminated and (9) is derived.
Q.E.D. III. RETURN MAP Since "ideal system" is the two-dimensional piecewise linear system on four .overlapping halfplanes, its poincare return map is rigorously derived as an one-dimensional mapping. We state it in this section. At first, define some symbols.
Top-side of S, ~~~ tx, y~x= -I,-i=~<l,(x,~) ES,>; Left B1= {x,yl-l<x<l, y=-l,(x,y)ES~};Bottom
R4c {x, ylx=1,-1<Yd,(&J') l I) T2= {x, yl-l<x<l, y=l,(X>Y) %) Proof: We show only for (a). On PI, let im, be the maximum value of i for I yl< 1 and let ym, be the maximum value of y for 1x1~ 1. 1,, is given by substituting (x, y) = (-1,l) into (6) and ymax is given by substituting (x, y) = (1, -1) into (6), that is,
Clearly, zi,, < 0 and y&,, < '0 are satisfied for 0 < u d 1, 0 < y < u/2. Analogous manner is applicable to prove (12) For simplicity, we concentrate our attention to O<u<l, o<y<; (13) in following consideration. Proposition 3: All solutions of "ideal system" (6) and (8) eventually enter into the union of St to S,.
Proof: (Refer to Fig. 7 ) We show only for a case where a trajectory started from a point on PI. Since the equilibrium (-2, -2) is at the outside of P, and is stable, such a trajectory hits the left side or the right side of PI. Consider the case where it hits the left side and let (-1, yi) denote this hitting point. Here it is remarkable that i < 0 is satisfied at (-1, yi) since "it hit left side." Therefore, i=-(1+y)x+yy-2<0, for -1 < y G y, (i) is satisfied on P,. (-1, yi) +Z S, is the next case that should be considered. At the hitting moment, it jumps onto the point (-1, y,) on P3. Since 1~ 0 and 3 < 0 on P3, the trajectory enters into S, or it hits the right side of P3 outside S,. The case that should be considered is that it hits the right side of P3 outside S,. Let (1, y2) denote this hitting point. At the hitting moment, it jumps onto (1, y2) on PI. Here, y, < y1 is satisfied since 3 < 0 on P3. And since 3 < 0 and i < 0 are satisfied for 1x1~ 1 and -1 < y < y,, it enters into S, or it hits the leftside of PI outside S,. By repeating this manner, it is clarified that such a trajectory must enter into S, or S,. Analogous manner is applicable to prove remainder cases. Q.E.D.
Proposition 4: Stationary solutions of "ideal system" are trapped in the union of S, to S,. In other words, if a solution once enters into one of S, to S,, it never goes out of S, to s,.
Proof: See Fig. 8 . A trajectory on S, must hit L, or B,, since z? < 0 and 3 < 0 are satisfied. If it hits L, then it jumps onto L,, and if it hits B, then it jumps onto B,. Analogously, a trajectory on S, must hits T2 or L, then jump onto TI or L,, respectively. Also, behaviors of trajectories on S, or S, are symmetric to those on S, or S,, respectively. In other words, "entrance" of S,, S,, S,, or S, is TI U R,, R, U B,, T3 U L,, or L, U B4, respectively and "exit" of S,, S,, S,, or S, is L,U B,, T2U L,, R, U B,, or T4U R, respectively. In addition, the switching from each "exit" onto each "entrance' is done as " --) " shown in Fig. 8 . Also, all solutions eventually enter into U !='=,S,. Hence it follows that stationary solutions are trapped in the union of S, to S 4' Q.E.D. For the actual circuit, these stationary states correspond to that the amplitude of ur or uz is restricted as lull < V,/2 or luzl < Vz/2 respectively, and that two hysteresis resistors infinitely continue switchings at each threshold.
Moreover, the next proposition shows which trajectory hits "comer" of each "exit." 
Here, assume that a trajectory started from a point (D,l) on TI hits (-1, -1) (see Fig. 9 ). In this case, a trajectory started from a point (m,l) E TI with D < m < 1, hits B,. This trajectory must intersect x = y line on S,. At this intersecting moment, dy/dx > 1 is satisfied. It contradicts (iii). Therefore, such an initial point is on R,. Analogous manner is applicable to prove (b)-(d). In addition, it is easy to confirm by using the symmetricity of the system that D, = -D, and D4 = -D,.
Q.E.D. D, and D, are given by using (9). Namely,
Now we turn to define the return map. Noting that all stationary solutions must pass "entrance" of each square, we define four fundamental mappings whose domains consist of "entrances" of four squares. Based on these fundamental mappings, we construct the main mapping. In following discussions, let points on q and Bi (i =l-4) be represented by their x-coordinates and let points on Li and Ri be represented by their y-coordinates.
Consider a trajectory started from a point x0 on TI. Such a trajectory hits L, (let yi denote this hitting point), and at this moment it jumps to the point y, on L,. Next, consider a trajectory started from a point y0 on R,. If D, G y, c 1, it hits Li (let yi denote this point) and it jumps to the point yi on L,. Also, if -1~ y0 < D,, it hits Namely, B, (Let x1 denote this point) and it jumps to the point x1 on B,. Hence it follows that we can define the one / dimensional mapping: f (l-4, for x E Tl fi: (WR,) + (W'B,)~ (x0 E Tl or y, E R,) * ( y, E L, or x1 E B2). (15) Since Z? < 0 and p < 0 are satisfied on S,, fr is the 1: 1 mapping from ( Tl U R,) onto (L, U B2) (homeomorphism). By repeating analogous consideration for trajectories on S,, S,, or S,, following homeomorphisms also can be defined: f2: @,UB*) --+ wJL4) (16) f3: GWJT,) + (B4URl) (17) f4: (L&B,) + (W'R,). 08)
Here it was assumed that the point -1 E L, jumps to -1 E L, and it jumps to -1 E B4, and so on. These are for a convenience and do not disturb the investigation of the actual circuit, though -1 E L, jumps directly to -1 E B4 actually. G(3,y,+2,x,+2,1)=0,forR,+B,,x,=f(y0),-lgyO<D,.
G(x,+p,-l-q,-l+p,y,-q)=O,forB,-*L,, y1=f2(xo)-
G(1+p,yo-q,-1+p,yl-q)=0,forR,-,L4, Y~=~~(Y~),-~<Y~~D~-~G(l+p,y,-q,x,+p,l-q)=O,for
Replacing (x, y) in fr and f2 by (-x, -y), gives f4 and f3 respectively. Namely, f3=hof2C1, f4=hofph-', whereh: (x,y)'-(-x,-y)*.
(20) Thus we have obtained the rigorous implicit forms of mappings f1 to f4. Our next strategy is to define two combined mappings of these four fundamental mappings. For a convenience, fA is defined as a combined homeomorphism of fi and f4, and fB is that of f2 and f3 as follows:
fA: (T,uL,uB,uR,) + (B,uL,uT,uR,) fB: (B,uL,uT,uR,) + (T,uL,uB,uR,) (21)
For a simplicity, we transform the domain of fA onto [O,l) and that of fs onto [1,2). Namely, define the affine transformation: (see Fig. lo ), H: (T,uL,uB,uR,uB,uL,uT,uR,) 
Moreover, the composite of fA and f* is the homeomorphism from the square (Tt U'L, U B4 U R,) onto itself: f: (T,uL,uB,uR,) 
Since there exists a homeomorphism from a square onto a circle, f is equivalent (isomorphic) to a homeomorphism of a circle (so-called circle map [9] ). The normalized f is given by using H:
This is the main mapping. Examples of FA, FB, and F are shown in Fig. 11 , they are calculated by using the result of Theorem 1. Hereby the problem is simplified into the mapping F. Namely, a dynamics of the relaxation oscillators can be explained by investigating sequences {X,} from the iteration: IV. ANALYSIS OF RETURN MAP In this section, we define the rotation number of the Physical meanings of these three propositions are as circle map F and show some numerical results as well as some theoretical results.
We parametrize F by the detuning u and write F, instead of F. For F,, we write F," for the nth iterate of F,. An element k E I = [O,l) is said to be m-periodic point if k = F,"(k) and k # F,'(k) for 1 < I < m. This k is said to be stable if lDFf(k)l<l, where DFOm( k) denotes the differential coefficient of F," at k.
We define the number: below. A rational rotation number corresponds to a periodic motion (synchronous state) from the circuit. If p(F,) = k/m is rational, 2m denotes the number of line-segments of a trajectory on u1 versus uZ plane, because one iteration of F, means twice switching of hysteresis resistors. For example, the rotation number for the trajectory of Fig. 3 k is 2/3 while the number of line segments is 6. Also, an irrational rotation number implies that the motion of the corresponding orbit is aperiodic and is uniquely ergodic. It is the meaning of "asynchronous state." That is, by using the concept of the rotation number, we can distinguish the "asynchronous state" from the " various synchronous state." More detailed information (for example, the frequency of a periodic orbit) is hard to recognize from the mapping F,. This is due to the simplification of the problem.
Here, we show some numerical experimental results for F,. Actual computations are performed by solving (19) and (20), using Newton-Raphson method. Fig. 12 shows some forms of F, which correspond to Fig. 3(a) , (c), (d), (g), (h), or (i), respectively. Also, the rotation number of Fig. 12(c) , (g), or (i) is l/2, 3/5, 5/8, respectively, while the number of line segments of Fig. 3 mental results. Next, Fig. 13 shows the bifurcation diagram and the graph of the rotation numbers for y = 0.25, 0.5 < (I G 1: they correspond to the results of Fig. 3 also. Fig. 13(a) is obtained by plotting the sequence {X,}, 100 < n < 600, for each u and the same sequence is used to calculate the rotation numbers. In Fig. 13(b) , p(PO) is nonincreasing for u and some flat parts on it imply rational rotation numbers. Also, irrational rotation numbers imply that corresponding orbits are aperiodic and are uniquely ergodic. Moreover, Fig. 14 shows the rough bifurcation diagram on u versus y plane, In this figure, each shaded region implies a rational rotation number (a periodic orbit). Each labelled fraction denotes the value of each rational rotation number. The order of these fractions obeys Faray series [8] . Also, these shaded regions correspond to well-known "Arnold tongue" [S] . Here, it is remarkable that the general circle map should have countable infinite stable periodic orbits corresponding to rational number and have uncountable infinite aperiodic orbit corresponding to irrational number [8] . Therefore, these numerical data shows a part of whole phenomena only. However, it is clarified that the dynamics of the coupled relaxation oscillators corresponds to that of the circle map.
Finally, we show two analytical results. For u = 1, it is easy to confirm that D, = 1 and D, = -1, by using (14). Hence it follows that T1 is transformed onto L, by fr, L, is transformed onto B4 by f3, B4 is transformed onto R, by f4, and R, is transformed onto T, by f2. Namely, Therefore, [0,1/4) is transformed onto itself by F,. Also it is easy to confirm that FO*(0) = 0. Moreover,
can be calculated by using (9), then DF,2(0) = 94/9)1+2y<l, forO<y<1/2.
In addition, p( F,) = l/2 is satisfied since F,(O) = l/2 and Fa(1/2) = 0 (see left top of Fig. 12 ). Q.E.D. This result verifies that the circuit is in the completely synchronous state if rl = r,. In addition, the number of line-segments is 4 but two of them are two points in this case. It is a limit case. Consider Case A. Let y. be an initial point on R,. Suppose that y. is transformed to a point y1 E L, and that y, is transformed to a point y2 G R,. Since 3 < 0 is satisfied on S, and S,, y. > y, > y2 is satisfied. Hence it follows that I;, has no fixed point for Case A. Analogous manner is applicable for Case B:
Q.E.D.
Lemma 3:
ul < a2 implies FO,( X) > Foz( X) where the equality is satisfied for X=1/4. Analogous consideration is applicable for trajectories on S,, S,, or S,, and we notice that if ui < u2, then F,,,(X) 2 h,(X),
for XE [O,l) k,(X) 2 f&t X>, for XE [1, 2) where equalities are satisfied for X= l/4, X = 3/4, X = 5/4, and X= 7/4. Also, F,(1/4) = 3/2, F,(3/4) = 1, F,(5/4) = l/2, and F,(7/4) = 0 are satisfied (see Fig. 11 ).
Hence it follows that F,@) ' f&f>,
for X E [O,l). Q.E.D V. CONCLUSION Throughout this article, we have investigated the dynamics of the coupled relaxation oscillators. By using the "Piecewise-linear degenerate technique," we have rigorously derived Poincare return map which is isomorphic to the circle map. By using this mapping, it is clarified that "asynchoronous phenomena" from the circuit correspond to the uniquely ergodic motion with irrational rotation number, and that "various synchronous phenomena" correspond to the periodic motion with rational rotation number or "Arnold tongue. 
