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SOME STEREOLOGICAL PRINCIPLES IN
MORPHOMETRIC CYTOLOGY*
JOEL N. FRANKLINt
Abstract. In this paper several statistical methods are developed that are of use in morphometric
cytology, for the purpose of obtaining three-dimensional information from two-dimensional measure-
ments made on cell sections. An estimator is described for counting Nv, the number of organelles (e.g.,
mitochondria) per unit of cellular volume. Unlike those currently employed, this estimator for Nv
does not depend on the sizes of the organelle bodies. The remainder of the paper discusses the axis
ratios, t, of elliptical cross sections that are the intersections of an ellipsoid with random planes. For
prolate spheroids, an explicit formula is developed for the probability density. For gen.eral ellipsoids, a
numerical method is presented for calculating the distribution function. As one approach toward
deriving information about organelle shape, frequency distributions of derived by these techniques
may be compared with experimental frequency distributions of the axis ratios of organelle cross
sections.
1. Introduction. In studying the organization and dynamics of the various
organelles within the cell (for example, mitochondria), cell biologists often
employ a morphometric analysis of random sections through the structures of
interest. The biological interpretation of the results is greatly facilitated if
three-dimensional information can be derived from the two-dimensional meas-
urements.
One particularly important three-dimensional parameter is Nv, the number
of organelle bodies per unit of cellular volume. Currently used estimators for Nv
depend on a knowledge of the sizes of the bodies. For example, the estimator of
Weibel and Gomez [10] and Knight et al. [6] for spheres is
(i.I) estimated Nv K rr/6) /2NA/2 Vrv1/2
where NA and Vv are found from experiment: NA is the number of bodies
intersected per unit of cellular profile area; Vv AA is the fraction of cellular
profile area occupied by organelle profiles. But
(1.2) K=(D3/D:)3/
where D, is the ruth moment of the size distribution. So the estimator (1.1)
depends on a knowledge of the organelle size distribution. Here, in 2-6, we
shall discuss an estimator for Nv that is size-independent.
Organelle shape is another important type of three-dimensional information.
In 7 and 8, we shall discuss the axis ratios, t, of elliptical cross sections that are
the intersections of an ellipsoid with random planes. If the ellipsoid is a prolate
spheroid, we obtain an explicit formula for the probability density, p(t). If the
ellipsoid is general, we represent the distribution function, P(t), by an integral;
and we show how to calculate P(t) and p(t) by a numerical method. Frequency
distributions of derived by these techniques may be compared with experimental
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frequency distributions of the axis ratios of organelle profiles, as an approach
toward deducing information regarding the shape of the organelles within the cell.
The methods presented in this paper have been employed in a recent study of
the growth and division of mitochondria in human cells.
For a review of the use of stereological principles in cytology, see Weibel 11].
2. Spheres. Suppose there is a single sphere of radius R inside the unit cube.
Make a random section of area 1 inside the cube. The section may or may not cut
the sphere (the probability of cutting the sphere is 2R).
Define a random variable, w, as follows" If the sphere is not cut, set w 0. If
the sphere is cut, let A be the area of the circular cross section, and set w 1/,f.
The random variable w has an expected value, E(w). To evaluate E(w),
suppose x is the distance between the center of the sphere and the random section.
Then
(2.1) E(w) [a (X)J-1/2 dx
R
where A (x) is the area of a circle cut from the sphere by a plane at distance x from
the center of the sphere. Then
(2.2)
and (2.1) gives
A (x) Tr(R-x2)
)]-/:(2.3) E(w) [r(R2-x dx,
R
(2.4) E(w) =.
Note that E(w) is independent of the size of the sphere. This enables us to
estimate the number of spheres in a unit volume by random sectioning.
Suppose there are N spheres in the unit cube. Let their radii be R, R,
, Ru. Take a random section of unit cellular area. Define the random variable
w to be the variable w for the kth sphere:w =0 if the kth sphere is not cut;
wk 1/Vr- if the kth sphere is cut. Then (2.4) implies E(wk)= V, and
(2.5) E(w + w2 + + wu) N.
How can we use this formula? Suppose we have N spheres in the unit cube;
the number N is unknown, and we want to estimate it. We take a random section
of unit area. This cuts out some circular cross sections (or it may cut out no cross
sections if the random slice misses all the spheres). Suppose M circular areas are
cut out: Bx > 0, , Bt > 0.
The observed areas B,..., B,, are just the positive numbers in the set
A,..., Au; in other words, each A is one of the B. if and only if A 0.
Therefore, in the notation of (2.5),
(2.6) WI’t"" "k" WN= !B-1/2 + .Jl- BI
1/2 if M>= 1,
0 ifM= 0.
J. W. Posakony, J. M. England and G. Attardi, Mitochondrial growth and division during the cell
cycle in HeLa cells, submitted for publication.
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Therefore, we may estimate N by
-1/2(B 1/2 /2)(2.7) rr 7 +""" +B41
if M-> 1 or by 0 if M 0. The expected value of this sum equals
(2.8) rr-1/2E(wl +" "+ wv) N.
3. Convex bodies ot the same shape. We can generalize these results as
follows. Suppose K is a convex body with diameter << 1. First place K inside the
unit cube in any way so that the distance of K from all faces of the cube is greater
than . Then fix a point P0 in K, and rotate K about Po at random uniformly with
respect to Haar or kinematic measure over the rotation group. This random
rotation fixes the orientation of K.
Now take a random unit-square slice inside the cube parallel to a face. Define
a random variable, w, as follows" If the body is not cut, set w 0. If the body is cut,
let A be the area of the cross section, and set w 1/,/--. (At most one region can
be cut out, since the body is convex.)
The random variable w has an expected value, E(w), which we can evaluate
as follows" Regard the point Po inK as the origin of a coordinate system. Let u be a
unit vector. Define the support-function
(3.1) H(u) max p. u
for all p in the convex body K. The positive number H(u) is the length of the
orthogonal projection of the body K on the half-line originating at Po and
extending in the direction u. It is also the distance from Po to the plane tangent to
K whose outer normal is u.
Let P1 be any plane with normal u. Let x equal the constant value of the inner
product p. u for all points p on the plane P1. Thos, x may be positive or negative;
x 0 in the plane Pl passes through the origin, Po. The plane cuts the body K in
some positive area if and only if
(3.2) H(- u) < x < H(u).
Let A (x, u) be the value of the area cut out.
For example, if K is the sphere of radius R, and if Po is the center of the
sphere, then H(u)= R for all u. Then (3.2) has the form -R < x < R, and A (x,
u) r(R 2 x 2).
In general, the expected value of w is the average over all directions, u, of the
integral
H(u)
(3.3) I(u)
J-H<-,,)
[A (x, I1)]-1/2 dx.
Thus, if dS is the differential of area on the unit sphere lu] 1, the expectation E(w)
is the average
1 I I(u) dS.(3.4) J -7 1=1
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The number J depends only on the body K. It is unaffected by rigid motions
of K. It is even unaffected by scalings of K: irks’ is any body geometrically similar to
K, then J(K’)= J(K). (For instance’ J for spheres of all sizes.) Since J
depends only on the shape of K and not on its size, we will call J a shape constant
of K. (It is easy to define other shape constants by replacing the integrand in (3.3)
by some other functional of the cross section that has dimension 1/length; for
instance, one could use the perimeter of the cross section divided by the area.)
Suppose there are N convex bodies in the unit cube. Suppose they are all
geometrically similar, though they may have different sizes. We want to estimate
N.
We take a random slice of unit area in the cube. We observeM cross sections
cut from the bodies (soM satisfies 0 =< M-< N). As in (2.6), we form the statistic
/2 B/2)
(3.5) N*=
(B- +...+ ifM>1,
0 ifM= 0,
where J is the common shape constant of the N bodies, and where B1,’’’, Bt
are the areas of the observed cross sections. The statistic N* is an unbiased
estimator of N; as in (2.8), we find
(3.6) EN* J-IE(Wl +" + wu) N.
A note of caution: One can use this technique only for a convex body with
continuous normal on the boundary. Otherwise, the shape constant J may be
infinite. For instance, J eo for all polyhedra (tetrahedron, cube, etc.).
Even for smooth bodies with finite J, the random variable N* defined by (3.5)
has infinite variance. Even so, N* is a usable estimate" given any e >0, if
NI*, , N* are independent samples of N*, the probability that
](NI*+’"+N*)-NI>e
tends to zero as n tends to c. That follows from Khintchine’s form of the law of
large numbers, which does not require a finite variance; see the exposition by W.
Feller [1, pp. 243-248].
4. Convex bodies of different shapes. Suppose there are N smooth convex
bodies in the unit cube. Suppose they have shape constants J1,"" ", Js. (If the
bodies are geometrically similar, the J’s are equal.) We want to estimate N.
We take a random slice of unit area. The slice cuts out M cross sections
(O<=M<=N). If M->_I, let B,... ,BA be the areas cut out. Then form the
estimator
BGa/2)
(4.1) N*
(B71/2 +" "+ ifM> 1,
0 ifM= 0,
where J is the mean shape constant
(4.2) J N-I(J1 "+’" + JN).
MORPHOMETRIC CYTOLOGY 271
ASSERTION. N* is an unbiased estimator ofN:
(4.3) EN* N.
Proof. As before, let wi be the random variable equal to 0 if the body Ki is not
-1/2cut, or wi A i K is cut, where A is the area o intersection. By definition,
the shape constant equals the expected value Ewe. But
-1/2
__/-1/2
o
A +’" +BT/2N
(4.4) , wi--
i=1
By (4.1), Y’. wi JN*. If we take expected values, we find
if M_-> 1,
ifM=O.
N
(4.5) Y. J J E(N*).
i=l
Now Y’. J NJ by (4.2); and the assertion (4.3) follows.
5. Ellipsoids. Now we will evaluate the shape-constant J for the general
ellipsoid. We shall use the notation of 3.
Let the ellipsoid have the semi-axes al -< a2 -< a3. Since J is independent of
scaling, it depends only on two of the axis-ratios, say a2/al and a3/al.
Suppose that the coordinate axes xl, x2, x3 are taken in the directions of the
principal axes, and that the origin P0 is taken at the center of the ellipsoid. Then
the surface of the ellipsoid has the equation.
(5.1) x/a+x/a’+x/a= 1.
Let u (u 1, U2, /’/3) be a unit vector. Then
(5.2) H(u) max (XlUl + x2u2 + XaU3)
for all points x in the ellipsoid. It is easy to see that the maximum is attained for x
on the surface (5.1) (and not for x in the interior). Now calculus gives
2, 2 1/2H(u) (au+au+ a3,, 3
Now to compute A (x, u): Parallel planes cut an ellipsoid in similar ellipses.
When x 0, A (0, u) is the area of the cross section through the origin with normal
u. When x H(u), A (H(u), u)= 0, because H(u) is the distance to the tangent
plane with normal u. For -H(u)=< x =< H(u) analytic geometry yields
(5.3) A (x, u) A (0, u)[1 --x2/n2(ll)].
For example, if the ellipsoid is a sphere of radius R,
A(x, y)= rrR2[1-x2/R2] rr(R2-x2).
Integrating from -H(u) to H(u), we find
H
(’)
A (x, u) dx A (0, u)" H(u).
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But this integral is just the volume of the ellipsoid, which we know equals
H-I(u) and(4rr/3)aaza3. Therefore A(0, u)=rralaza3
(5.4) a(x,u)=craaza3H-l(u)[1-xZ/HZ(u)].
The integral I(u), defined in (3.3), equals
(5.5) A -1/2 dx (rraa2a3)-/2HX/Z(1-x2/H2)-/ dx
H H
where H H(u). But
I_u (1--x2/H2)-1/2 dx rrH.
H
Now (5.2’) and (5.5) give
(5.6) I() rrl/2(aaa2a)-a/2(au +au+au)/4.
The shape-constant J is the average over the unit sphere, I1 1, of the
dimensionless quantity I()"
(5.7) J Average I().
In (5.6) we insert
u (cos q) sin 0, u2 (sin q) sin 0, u cos 0.
Then, since I(u) depends only on the squares of the u, the average (5.7) can be
evaluated in the first octant"
(58) J I() sin 0 dO dq.
"/r 0
Though we cannot evaluate the integral J analytically, we can evaluate it
numerically. We can use a two-dimensional trapezoidal rule, Simpson’s rule, or a
Monte Carlo methodsee Hammersley and Handscomb [3].
6. Inequalities or the shape-constant. Sometimes we need only an approxi-
mate value for the shape-constant J defined by the integral (5.8). Then we can use
these inequalities’
(6.1) J -< /" 1/2(a la2a3)-l/2[1/2(a -t- az + a)]3/4,
(6.2) J >- rr1/2(aa2a3)-1/21/2(a 3/2 + a32/2 + a/2),
(6.3) J >= Tr 1/2.
We will prove these inequalities for all ellipsoids. I confecture that the last
inequality, J >- V, holds for all convex bodies.
Proof of (6.1). H61der’s inequality implies
(6.4) (Y ab//2)3/4 dS <= f Y. a2 u d d
I=1
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But I dS 47r, and I u dS 47r/3. Therefore,
(6.5) ff( aup)3/4 3/4dS<-(.,a) (4)1/4
But (5.6) and (5.7) state
(6.6) J= r/(ala2a3)-/(4r)-[ (Y au)3/4 dS.
I=1
Now (6.5) yields the upper bound (6.1).
Proofof (6.2) and (6.3). Since 3/4 is a concave function of t, the 43--power of a
mean value is => the mean of the -]-power:
(6.7) au >= Y a
if u 1. Integrate this inequality over the sphere lul 1"
(6.8) I ( a/u/2)3/4
_
/3/2dS a.
Now the definition of J, (6.6), yields (6.2).
Now we apply the inequality of the arithmetic and geometric means:
31-(A 1-FA2+A3)>=(AIAeA3) 1/3.
Set Ai a/3/2. Then (6.2) implies J =>,. For a general reference on inequalities,
see Hardy, Littlewood and P61ya [4].
7. Axis-ratios tor prolate spheroids. A prolate spheroid is an ellipsoid of
revolution with one long axis and two equal shorter axes. Suppose a prolate
spheroid is cut by a random plane. An ellipse is cut out; it has some axis-ratio => 1.
We will find the probability density p(t) for the random variable t.
If the coordinates Xl, x2, x3 are chosen along the principal axes, the spheroid
has an equation
(7.1) x/a +x/a+x]/a] 1
with a a2 < a3. Let T a3/a 1.
Then 1 =< =< T. If a section is cut normal to the x3-axis, it is a circle and t 1; if
it’s cut parallel to the x3-axis, T.
Let u be normal to the random section. Let 0 be the angle between u and the
x3-axis. (So 1 if 0 0, and T if 0 7r/2.)
In the notation of (5.2), if a ae 1 and a3 T,
(7.2) H(u) (sine 0 + Te cos 0) 1/2.
This is the half-width of the spheroid in the direction u. The probability of cutting
a section normal to u is directly proportional to H(u).
The axis-ratio, t, of the elliptical section is a function of the angle 0. Analytic
geometry gives
(7.3) t(O) T(sin 0 + T2 cose 0)-1/2.
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So the random variable t is a function of the random variable 0, and we can find the
probability density p(t) if we can find the corresponding density q(O).
Let a random plane have unit normal u. Then u comes from a uniform
distribution on the unit sphere; and the polar angle 0 on the unit sphere lies in the
interval dO with probability 1/2 sin 0 dO. Now suppose we know that the plane has
normal u; then the plane cuts the spheroid with conditional probability propor-
tional to the half-width H(u). So the density q(0) is proportional to sin 0 times
H(u):
q (0) c (sin 0)H(u).
From (7.2), we find
(7.4) q(O) c(sin 0)(sin2 0 + T2 cos2 0) 1/2.
We find the constant c by setting q(O)dO 1. Then, if we set z =cos 0 for
0 <_- 0 -_< rr/2, we get
(7.5) c= 2
-1
(1 +[Tz- 1]z2)/2 dz
Now we can get p(t). As 0 increases from 0 to 7r/2, decreases from T to 1; as
0 increases from 7r/2 to 7r, increases from 1 to Tmnamely, t(0)= t(r-O).
Therefore,
(7.6) p(t) dt 2q(O) dO for 0_-< 0 _-< 7r/2
(the factor 2 appears because corresponds to 0 and to 7r-0).
We compute from (7.3):
dr/dO T(sin 0 + Tz cosz O)-3/Z(Tz- 1)(sin 0) cos 0.
Now (7.4) and (7.6) give
p(t) dt/dO -2c(sin 0)(sin2 0 + r2 COS2 0) 1/2
and so
(7.6’) p(t) 2c[T(T2-1) cos 0]-l(sin2 0 / T2 cos 0)2.
To get this as a function of t, we have to use (7.3). Algebraic substitution gives the
final form:
(7.7) p(t)= k t-a(T2-t2)-1/2 (1-<t_<- T)
where k is the constant
(7.8) k t-3(T
-
tz)-1/z d
8. Axis-ratios for general ellipsoids. Suppose we have an ellipsoid with three
different axes. We cut it with a random plane. An ellipse is cut out, and it has some
axis-ratio ->_ 1. What & the probability density of the random variable t?
For prolate spheroids, the density p(t) appears in (7.7). For general ellipsoids
we do not have an explicit formula for p(t), but we will get an integral representa-
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tion for the distribution function P(t). Then we will derive a numerical methodfor
calculating P(t) and its derivative, p(t).
Suppose the ellipsoid has the equation
(8.1)
where ,t /2
-
’
3 0. (The semi-axes are ai 1/x/-). Let u be some unit vector.
Cut the ellipsoid by a plane through the origin with normal u. An ellipse is cut out.
It has some equation
(8.2) /xy +/x2y 1
where y and Y2 are the coordinates taken in the directions of the axes of the
ellipse. If t/ /-/2, the axis-ratio t equals (1//./2) 1/2, and all parallel elliptical
sections have the same axis-ratio.
The numbers/Xl and z2 are functions of u. If u lies along the x1-axis, then
/2’1 ---/2, /-/’2 -"/3; if u lies along the x2-axis, then/A, --’1, /-/,2 "-/3 In general,
and/-/’2 can be found by solving these equations of analytic geometry:
(8.3)
tz ltZtx u 1t,3 + uA3A +uA1A.
A ormala ior P(a). The random variable lies in the interval 1 _-< t =< T
(A 1/A3)/. If t has probability density p(t), it has distribution function
(8.4) P(t) =- p(s) ds (1 <- t <- T)
P(a) is the probability that t-< a; for example,
P(1) Pr (t_-< 1) 0, P(T) Pr (t_-< T) 1.
We could find (/x//x:) x/: by solving the quadratic system (8.3), but it is
easier to introduce the variable
(8.5) 2’ t h- t-1 (/.t q- 2)(./, 1/./,2)-1/2.
The function z(t) increases strictly as increases from 1. Therefore, if 1 -< a -< T,
(8.6) P(a) Pr (t -< a) Pr (z -< a + a-X).
By (8.5) and (8.3), z =< a + a -1 when u satisfies
1 -[-/-t2
----
(a + a-1)(/.t 1/.t2) 1/2
(8.7)
=< (a + a-i)(uhzA3 + U 22/3/ + U/ 1/2) 1/2.
The inequality (8.7) defines a set U(a) on the unit sphere 1. we have just
shown: t-< a if and only if u lies in U(a). So
(8.8) P(a) Pr (ue U(a)).
a lX-r.a2X 222-t-a3X’-1
O
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This relation will yield a formula for P(a).
The probability that our ellipsoid will be cut by a plane with normal u is
proportional to the width of the ellipsoid in the direction u. As we have seen
before, this width is twice the support function H(u), which is given by (5.2):
(8.9) H(ll)=(a-lu+Alu+alu)1/2.
Now the probability that u lies in the set U(a) is
(8.10) P(a) C-1 fu H(u) dS.U(a
The constant C must be chosen to make P(a)= 1 when U(a) is the whole unit
sphere; therefore,
(8.11) C= Iul=l H(u) dS.
Numerical calculation of P. We have found the formula (8.10) for P(a). This
defines P(a) as a constant times the integral of H(u) over part of the unit
sphere--namely, the set U(a) of points u satisfying the inequality (8.7).
It is natural to calculate this kind of integral by a Monte Carlo method; see
Hammersley and Handscomb [3]. Think of the unit sphere as the surface of the
earth, and think of the set U(a) as a country--Uruguay, for instance. Now think of
H(u) as some kind of surface density--say the number of humans per square mile.
Then the integral
(8.12) fu H(u) dSU(a)
counts the number of humans in Uruguay, and
(8.13) C=I,,1=1 H(u)dS
counts all the humans on earth. Then the quotient P(a) in (8.10) represents the
fraction of humans living in Uruguay.
To evaluate P(a), we create a steady rainfall, uniform on the face of the earth.
Many raindrops fall: ul, u2, u3,’’ ", UM. Some of these drops fall on Uruguay,
some elsewhere. Look at the sum
(8.14) ., H(ui).
i=l,...,M
Part of this sum comes from rain in Uruguay"
(8.15) E H(u).
ui U(a);i 1,...,M
Now the probability, P(a), that a human lives in Uruguay equals the partial sum
(8.15) divided by the total sum (8.14).
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We can use a computer to simulate random raindrops, u. We need a
pseudo-random u (u l, u2, u3) that belongs to the uniform distribution on the
surface lul 1.
The set U(a) is defined by the inequality (8.7), which depends only on the
squares of the three components of u; and H(u) is defined by (8.9), which also
depends only on the squares of the components. Therefore, we may use just the
first octant of the unit sphere; we will generate random points u on the surface of
the first octant.
Most scientific computing centers provide a subroutine for generating
pseudo-random numbers; these are numbers x that simulate samples from the
uniform distribution on the interval 0 < x -< 1. Take three independent samples:
Xl, x2, x3. These numbers may be regarded as the coordinates of a random point x
inside the unit cube in the first octant.
If x 2 + x + x -<_ 1, then x also lies inside the unit sphere Ix _<- 1. If x passes this
test, we accept it; if [xl > 1, we reject it and generate a new x (xl, x2, x3). We keep
this up until we get an x that passes the test x +x/x _-< 1. (The probability that x
passes is r/6.)
We now have an x that is a random sample from the uniform distribution
inside the unit sphere in the positive octant:
(8.16) x+x+x<-_l; Xl>0 X2 > 0, X3>0.
Now it is easy to get a point u on the surface of the sphere: just project x
radially until it hits the surface; u p-ax where O Ixl. This is a sample from the
uniform distribution on the surface
(8.17) u+u+u=l; Ul>O, //2>0, //3>0.
For our computations, we will need only the squares of the components:
(8.18) u=x/(x+x+x) (i= 1,2,3).
Now we are ready to calculate the distribution function P(a). Suppose we
want to calculate P(a) at one or more values aj. Let
(8.19) 1<a1<a2<’’ "<a,,<T=(A1/A3)1/2.
Choose M, which will be the number of random points u; the error in the Monte
Carlo calculation will be of the order M-/2.
For convenience, define a,+ T. We will compute sums Sl, s2, , s,+a and
then compute
(8.20) P(ai) si/s,+ (j 1,..., n).
Initially set all s. 0. The sum si will finally equal the sum of all the random H(n)
for which lies in U(ai).
Repeat the following process M times" Compute a random triple u, u22, u32
according to (8.18). Now pick the smallest am for which u lies in U(a,,); in other
words, let a,, be the smallest of the numbers a <a2 <" "<an+ that satisfy the
inequality (8.7). (Then u lies in all the sets U(am), U(a,,+),..., U(a,+); but
does not lie in any of the sets U(aj) for ] < m.) For ] m, , n + 1, add H(n) to
the current value of the sum s..
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After Miterations of the process, compute P(al), ", P(an) from (8.20). By
this program, for each a aj, we compute P(a) by dividing the partial sum (8.15)
by the total sum (8.14).
The program uses the mathematical fact that a//u on the unit sphere lie in
U(a,/a). Here is the proof: Since the square-root function is concave,
Set a an+l (A 1/,3) 1/2 and multiply the right-hand side of (8.21) by a + a -1", the
result is
U [(/ 1/ 2)1/2 -I" , ]- 1/2 12/2A 3] "+" U 22[/ 3 "t"/, 1] "1- L/32[A 1/ 19./2A -1/2 "1" (, 1A 3)1/2].
Since , ->, 2 -->, 3, this is
But that is the left-hand side of (8.7), so u lies in U(a).
Numerical calculation ot p(t). If we want a graph of the probability density
p(t), we can find it by taking difference-quotients of the distribution function
P(a)"
Let 1 =a0<a <.. "<an/ (1/,3) 1/z. Then the average value of p(t) in
the interval aj_,< < aj is the difference-quotient
P(ai)-P(ai-1)
ai ai-
This is the centered-difference approximation to p(t) at the midpoint t=
(ai-1 + a.).
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