Bayesian methods for reinforcement learning (BRL) allow model uncertainty to be considered explicitly and offer a principled way of dealing with the exploration/exploitation tradeoff. However, for multiagent systems there have been few such approaches, and none of them apply to problems with state uncertainty. In this paper, we fill this gap by proposing a BRL framework for multiagent partially observable Markov decision processes. It considers a team of agents that operates in a centralized fashion, but has uncertainty about both the state and the model of the environment, essentially transforming the learning problem to a planning problem. To deal with the complexity of this planning problem as well as other planning problems with a large number of actions and observations, we propose a novel scalable approach based on sample-based planning and factored value functions that exploits structure present in many multiagent settings. Experimental results show that we are able to provide high quality solutions to large problems even with a large amount of initial model uncertainty. We also show that our approach applies in the (traditional) planning setting, demonstrating significantly more efficient planning in factored settings.
Introduction
One of the main challenges in Reinforcement learning (RL) involves determining the proper balance between exploiting knowledge gained and exploring new possibilities. Bayesian RL (BRL) methods are promising in that, in principle, they provide an optimal exploration/exploitation trade-off with respect to the prior belief. In many real-world situations, the true model may not be known, but a prior can be expressed over a class of possible models. The uncertainty over models can be explicitly considered to choose actions that will maximize expected value over models, reducing uncertainty as needed to improve performance.
In multiagent systems (MASs), BRL has been used in stochastic games (Chalkiadakis and Boutilier 2003) and factored Markov decision processes (MDPs) (Teacy et al. 2012) . Both of these approaches assume the state of the problem is fully observable (or can be decomposed into fully observable components). While this is a common assumption, many real-world problems are only partially observable due to noisy or inadequate sensors. Unfortunately, no approaches have been proposed that can model and solve problems with partial observability. In fact, while planning in partially observable multiagent domains has had some success (e.g., (Becker et al. 2004; Gmytrasiewicz and Doshi 2005; Nair et al. 2005; Oliehoek 2012; Amato et al. 2013) ), very few multiagent RL approaches of any kind consider partially observable domains.
1 A particular difficulty is that under partial observability the usual 'state' is replaced by a state estimate or 'belief state'. In learning settings, however, it is not even possible to compute this belief state. In addition, many advances in exploration strategies, such as R-Max (Brafman and Tennenholtz 2003) , are built on the assumption of a discrete state space, making them incompatible with or difficult to use in partially observable settings. This paper presents a novel approach to BRL in MASs with state uncertainty that addresses these difficult problems. BRL methods, by assuming a prior over models, do allow the calculation of a (more complex) belief, and simultaneously address the problem of exploration. Our approach is based on multiagent partially observable Markov decision processes (MPOMDPs), which assume all agents share the same partially observable view of the world and can coordinate on their actions, but have uncertainty about the underlying environment. To deal with uncertainty about the MPOMDP model, we extend the Bayes-Adaptive POMDP (BA-POMDP) model (Ross, Chaib-draa, and Pineau 2007; Ross et al. 2011) to the multiagent setting. The resulting framework is a Bayesian approach for online learning which represents the initial model using priors and updates probability distributions over possible models as the agents act in the real world. Methods for solving BA-POMDPs have been developed which transform the Bayesian learning problem into a POMDP planning problem where states of the system include possible models of the environment. In theory, these approaches could also be used when learning in MPOMDPs, but current solution methods quickly become intractable as the number of joint actions and observations scales exponentially in the number of agents.
To combat this intractability, this paper also provides a novel sample-based online planning algorithm that exploits structure present in many MASs. Our method, called factored-value partially observable Monte Carlo planning (FV-POMCP), is based on a Monte Carlo tree search (MCTS) variant called POMCP which has shown promise for planning in large POMDPs (Silver and Veness 2010) and BRL in large MDPs (Guez, Silver, and Dayan 2012) . FV-POMCP is the first MCTS method that exploits locality of interaction: in many MASs, agents interact directly with a subset of other agents. This structure enables a decomposition of the value function into a set of overlapping factors, which can be used to produce high quality solutions (Guestrin, Koller, and Parr 2001; Nair et al. 2005; Kok and Vlassis 2006) . We present two variants of FV-POMCP that use different amounts of factorization of the value function thereby mitigating the additional challenges for scalability imposed by the exponential number of joint actions and observations. Because FV-POMCP exploits locality of interaction in MPOMDPs it is applicable in any large planning problem, whether generated from BRL or not. As such we show experimentally that our approach allows both planning and learning to be significantly more efficient in factored settings.
Background
We first provide an overview of the multiagent POMDP model and previous work on BRL for (single-agent) POMDPs (Kaelbling, Littman, and Cassandra 1998) .
Multiagent POMDPs
MPOMDPs form a framework for multiagent planning under uncertainty for a team of agents (Messias, Spaan, and Lima 2011) . At every stage, agents take individual actions and receive individual observations. However, in an MPOMDP, all individual observations are shared via communication, allowing the team of agents to act in a 'centralized manner'. We will restrict ourselves to the setting where such communication is free of noise, costs and delays.
An MPOMDP is a tuple I, S, {A i }, T, R, {Z i }, O, H with: I, a finite set of agents; S, a finite set of states with designated initial state distribution b 0 ; A = × i A i , the set of joint actions, using action sets for each agent, i; T , a set of state transition probabilities: T s as = Pr(s |s, a), the probability of transitioning from state s to s when actions a are taken by the agents; R, a reward function: R(s, a), the immediate reward for being in state s and taking actions a; Z = × i Z i , the set of joint observations, using observation sets for each agent, i; O, a set of observation probabilities: O as z = Pr( z| a, s ), the probability of seeing observations o given actions a were taken and resulting state s ; H, horizon.
An MPOMDP can be reduced to a POMDP with a single centralized controller that takes joint actions and receives joint observations (Pynadath and Tambe 2002) . Therefore, MPOMDPs can be solved with POMDP solution methods. However, such approaches do not exploit the particular structure inherent to many MASs. In Section , we present a first online planning method that overcomes this deficiency. This method also has the potential to overcome the strict requirements on communication that the MPOMDP model poses by limiting communication to a subset of agents.
Monte Carlo Tree Search for POMDPs
Learning in POMDPs is very difficult due to the lack of strong learning signal (i.e., a Markovian state). While there has been progress (Shani, Brafman, and Shimony 2005; Poupart and Vlassis 2008; Vlassis and Toussaint 2009; Cai, Liao, and Carin 2009; Doshi-Velez et al. 2010) , and some amount of success can be achieved with feature-based RL methods (Sutton and Barto 1998) most research has considered the task of planning: given a full specification of the model, determine an optimal policy, π, mapping past observation histories (which can be summarized by distributions b(s) over states called beliefs) to actions. Such an optimal policy can be extracted from an optimal Q-value function, Q(b, a) = s R(s, a) + z P (z|b, a) max a Q(b , a ), by acting greedily, in a way similar to regular MDPs. Computing Q(b, a), however, is complicated by the fact that the space of beliefs is continuous.
A successful recent online planning method, called POMCP (Silver and Veness 2010) , extends Monte Carlo tree search (MCTS) to solve POMDPs. At every stage, the algorithm performs online planning, given the current belief, by incrementally building a lookahead tree that contains (statistics that represent) Q(b, a). The algorithm, however, avoids expensive belief updates by creating nodes not for each belief, but simply for each action-observation history h. In particular, it samples hidden states s only at the root node (called 'root sampling') and uses that state to sample a trajectory that first traverses the lookahead tree and then performs a (random) rollout. The return of this trajectory is used to update the statistics for all visited nodes. Even though the size of this search tree can be enormous, not all parts of it are relevant. In order to direct search to the relevant parts, actions are selected to maximize the 'upper confidence bounds': U (h, a) = Q(h, a) + c log(N + 1)/n. Here, N is the number of times the history has been reached and n is the number of times that action a has been taken in that history. When the exploration constant c is set correctly, POMCP can be shown to converge to an epsilonoptimal value function. Moreover, the method has demonstrated good performance in large domains with a limited numbers of simulations.
BRL for POMDPs
In contrast to what is assumed in planning, for many realworld applications, the model is not (perfectly) known in advance, which means that the agents have to learn about their environment during execution. This is the task considered in (multiagent) reinforcement learning (RL).
BRL methods have become popular because they can provide a principled solution to this exploration/exploitation trade-off (Duff 2002; Engel, Mannor, and Meir 2005; Poupart et al. 2006; . POMCP, discussed above, has been extended (Guez, Silver, and Dayan 2012) to solve Bayes-Adaptive MDPs (BA-MDPs) (Duff 2002), a framework that represents the uncertainty about the transition model using Dirichlet distributions (typically assuming the reward function is known). However, this model does not consider partially observable environments, which is the focus of this paper (nor does it consider multiple agents). Therefore, we build on the framework of BayesAdaptive POMDPs (Ross, Chaib-draa, and Pineau 2007; Ross et al. 2011) , which extends the BA-MDP to partially observable settings. It utilizes Dirichlet distributions to model uncertainty over transitions and observations. Intuitively, if the agent could observe both states and observations, it could maintain vectors φ and ψ of counts for transitions and observations respectively. That is, φ a ss is the transition count representing the number times state s resulted from taking action a in state s and ψ a s z is the observation count representing the number of times observation z was seen after taking action a and transitioning to state s . These counts together then induce a (product of Dirichlets) probability distribution over the possible transition and observation models. Even though the agent cannot observe the states and has uncertainty about the actual count vectors, this uncertainty can be represented using the POMDP formalism. That is, the count vectors are included as part of the hidden state of a special POMDP, called BA-POMDP.
In general, the number of count vectors, thus states, is infinite, making belief updating and solving the BA-POMDP impossible without approximation. While it is possible to make a quality-bounded reduction to a finite state space (Ross et al. 2011) , this finite space is still very large. This necessitates sample-based planning approaches to provide solutions. For example, (Ross et al. 2011 ) use an online planning approach that is similar in spirit to POMCP.
BA-MPOMDPs
We now discuss the extension of the BA-POMDP to the multiagent setting as the Bayes-Adaptive multiagent POMDP (BA-MPOMDP). The BA-MPOMDP model allows a team of agents to learn about its environment while acting in a Bayesian fashion and is applicable in any multiagent RL setting where there is instantaneous communication. Since a BA-MPOMDP can be simply seen as a BA-POMDP where the actions are joint actions and the observations are joint observations, the theoretical results related to BA-POMDPs also apply to the BA-MPOMDP model. This section is necessarily concise, for more details see (Ross et al. 2011 ).
The Model
A BA-MPOMDP can be represented as a tuple
where I, {A i }, {Z i }, h are as before. As mentioned, the state of the BA-MPOMDP includes the Dirichlet parameters (i.e., count vectors): s BM = s, φ, ψ . As such, the set of states is given by S BM = S × T × O where T and O are the spaces of possible transition and observation counts respectively.
To define T BM , O BM , the transition and observation probabilities for the BA-MPOMDP, we use the expected transition and observation probabilities induced by (the count vectors of) a state: T 
Solution Methods
Because BA-MPOMDPs can be solved as POMDPs, the formulation of the optimal value function follows trivially. However, the formalism suffers from an infinite state space since there can be infinitely many count vectors. Fortunately, many pairs of φ, ψ (especially ones with large counts) will lead to very similar distributions over T, O, allowing a finite approximate model to be constructed in the multiagent case (Ross et al. 2011) . That is, it can be shown that: Given any BA-MPOMDP, > 0 and horizon H, it is possible to construct a finite POMDP by removing states with count vectors φ, ψ that have N s,a φ > N S or N as ψ > N Z for suitable thresholds N S , N Z that depend linearly on the number of states and joint observations, respectively. While this result follows from the single-agent setting directly, it is worth noting that while N Z does depend on the number of joint observations, the thresholds do not depend on the number of joint actions. Therefore, for problems with few observations, constructing this approximation might be feasible, even if there are many actions.
In general even a finite approximation of a BA-MPOMDP is intractable to solve optimally. Fortunately, online samplebased planning-the approach that allows solutions to be found in a single-agent setting-in principle applies to this setting too. That is, the team of agents could perform online planning over a small lookahead horizon, perform the resulting joint action and plan again. Since a BA-MPOMDP is a POMDP, it is possible to apply, e.g., the POMCP algorithm to this setting. Doing so means that during online planning, a lookahead tree will be constructed that has nodes corresponding to joint action observation histories h, which each incrementally construct a particle filter, and where statistics are stored that represent the expected values Q( h, a) and upper confidence bounds U ( h, a).
Factored-Value POMCP
The above description reveals a shortcoming of POMCP and MCTS in general: they are not directly suitable for multia- gent problems due to the large number of joint actions and observations, which are exponential in the number of agents.
The large number of joint observations is problematic since it will lead to a lookahead tree with very high branching factor. Even though this is theoretically not a problem in MDPs (it can be shown that sample-based planning is independent of the number of states in such settings (Kearns, Mansour, and Ng 2002) ), in partially observable settings that use particle filters it does lead to severe practical problems. In particular, in order to have a good particle representation at the next real time step, the actual joint observation received must be sampled often enough during planning for the previous stage. If the actual experienced joint observation had not been sampled frequently enough (or not at all), the particle filter will be a bad approximation (or collapse). This results in a need to sample starting from the initial belief again, or alternatively, to fall back to acting using a separate (history independent) policy such as a random one.
The issue of large numbers of joint actions is also problematic: the standard POMCP algorithm will, at each node, maintain separate statistics, and thus separate upper confidence bounds, for each of the exponentially many joint actions. This means that each of the exponentially many joint actions will have to be selected at least a few times to reduce their confidence bounds (i.e., exploration bonus). Clearly this is intractable for all but the smallest problems.
The problem of joint actions is a principled one: in cases where it is truly the case that each combination of individual actions may lead to completely different effects, there may be no better thing to do than try all of them at least a few times. In many cases, however, the effect of a joint action is factorizable as the effects of the action of individual agents or small groups of agents. For instance, consider a team of agents that is tasked with fighting fire at a number of burning houses, as illustrated in Figure 1(a) . In such a setting, the overall transition probabilities can be factored as a product of transition probabilities for each house (Oliehoek et al. 2008) , and the transitions of a particular house may depend only on the amount of water deposited on that house (rather than the exact joint action). While this problem lends itself to a natural factorization, other problems may also be factorized to permit approximation.
We propose to exploit this type of structure inside MCTS for MASs by introducing Factored-Value POMCP (FV-POMCP), which uses factored representations of (the statistics representing) the value function inside POMCP. In particular, we introduce variants of FV-POMCP based on two techniques to overcome exponentially large action and observation spaces. The first technique that we call factored statistics, only addresses the complexity introduced by joint actions. The second technique, factored trees, additionally addresses the problem of many joint observations. FV-POMCP is the first MCTS method to exploit structure in MASs, achieving better sample complexity and improving value function generalization by factorization. FV-POMCP applies to BRL for MPOMDPs, but it also directly applies to planning in MPOMDPs and may be beneficial in other multiagent models and other types of factored POMDPs.
Coordination Graphs
In the multiagent case, we can consider agents' interactions in the form of a coordination graph (Guestrin, Koller, and Parr 2001) . This coordination graph represents interactions between subsets of agents and permits factored linear value functions as an approximation to the joint value function. We follow the cited literature in assuming that a suitable factorization is easily identifiable by the designer, but it may also be learnable. For the moment assuming a stateless problem, an action-value function can be approximated by Q( a) = e Q e ( a e ), where each component e is specified over only a subset of agents (leading to an 'interaction hypergraph' (Nair et al. 2005) ).
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Using a factored representation, the maximization max a e Q e ( a e ) can be performed efficiently via variable elimination (VE) (Guestrin, Koller, and Parr 2001) , or maxsum (Kok and Vlassis 2006) . These algorithms are not exponential in the number of agents, and therefore enable significant speed-ups for larger number of agents. The VE algorithm is still exponential in the induced width of the coordination graph. Max-sum, which is approximate, has been shown to be more effective for densely connected graphs. In order to avoid introducing unnecessary approximations, we focus on using VE in this paper.
Factored Statistics
The first technique we introduce, called Factored Statistics directly applies the idea of coordination graphs inside MCTS. Rather than maintaining one set of statistics in each node representing the expected value for each joint action Q( h, a), we maintain several sets of statistics, each one expressing the value for a set of agents Q e ( h, a e ). The Q-value function is then approximated by Q( h, a) ≈ e Q e ( h, a e ).
However, joint actions are selected according to the maximum upper confidence bound: max a e U e ( h, a e ), which also follows directly from the factored form. Here U e ( h, a e ) = Q e ( h, a e ) + c log(N h + 1)/n ae using the Qvalue and the exploration bonus added for that factor. In order to implement this approach, at each node for a joint history h, we store the count for the full history N h as well as the Q-values, Q e , and the counts for actions, n ae , separately for each edge in the coordination graph e.
This approach allows the value function to generalize across joint actions using the coordination graph, providing speedups in learning and little or no loss in value if the factorization is correct. This approach can be seen as using linear function approximation for the action component only. Since h is Markov (i.e., contains enough information to predict the value of any future policy) and each Q e includes the full h as an argument, the expected return for a ( h, a e )-pair is only affected by the future policy, but not the policy followed up to this point. As such, an inductive argument easily establishes convergence of this method, even though the solution to which it converges may be arbitrarily far from the optimal solution if the action factorization is poor.
Since this method retains fewer statistics and performs joint action selection more efficiently via VE, we expect that it will be more efficient than plain application of POMCP to the BA-MPOMDP. However, the complexity due to joint observations is not directly addressed: because joint histories are used, reuse of nodes and creation of new nodes for all possible histories (including the one that will be realized) may be limited if the number of joint observations is large.
Factored Trees
The second technique, called Factored Trees, additionally tries to overcome the burden of the large number of joint observations. It further decomposes the local Q e 's by splitting joint histories into local histories and distributing them over the factors. In this case, the Q-values are approximated by Q( h, a) ≈ e Q e ( h e , a e ), and action selection is conducted by maximizing over the sum of the upper confidence bounds: max a e U e ( h e , a e ), where U e ( h e , a e ) = Q e ( h e , a e ) + c log(N he + 1)/n ae . We assume that the set of agents with relevant actions and histories for component Q e are the same, but this can be generalized. This approach further reduces the number of statistics maintained and increases the reuse of nodes in MCTS and the chance that nodes in the trees will exist for observations that are seen during execution. As such, it aims to increase performance by utilizing more generalization (also over local histories), as well as producing more robust particle filters.
Because histories for other agents outside the factor are not included, the approximation quality may suffer: where h is Markov, this is not the case for the local history h e . As such, the expected return for such a local history does not only depend on the future policy, but also on the past one (via the distribution over histories of agents not included in e). This means that convergence is no longer guaranteed, similar to using linear function approximation in, e.g., Qlearning (Sutton and Barto 1998) . Still, the latter approach often gives good results in practice, and therefore we expect that if the problem exhibits enough locality, the factored trees approximation may allow good quality policies to be found.
This type of factorization has a major effect on the implementation of the approach: rather than constructing a single tree, we now construct a number of trees in parallel, one for each factor e. A node of the tree for component e now stores the required statistics: N he , the count for the local history, n ae , the counts for actions taken in the local tree and Q e for the tree. Finally, we point out that this decentralization of statistics has a major implication on the communication requirements: where regular MPOMDP methods require full synchronization of the observations of all agents, the FT variant of FV-POMCP only requires the agents to know about the local histories. As such, the method only requires local communication between agents connected in the coordination graph.
Experimental Results
Here we present an empirical evaluation of FV-POMCP. First, we investigate performance on regular MPOMDP online planning tasks. Next, we test on BA-MPOMDPs in order to determine the performance on the considerably harder problem of BRL for MPOMDPs. Experimental Setup. In order to test the empirical performance of the proposed methods, we performed an evaluation on versions of the firefighting problem from Section .
3 Fires are suppressed more quickly if a larger number of agents choose that particular house. Fires also spread to neighbor's houses and can start at any house with a small probability. Each experiment was run for a given number of simulations, the number of samples used at each step to choose an action, and averaged over a number of episodes. We report undiscounted return with error bars corresponding to the standard error. Experiments were run on a single core of a 2.5 GHz machine with 8GB of memory.
MPOMDPs.
Here, we investigate the performance of the factored statistics (FS) and factored tree (FT) versions of FV-POMCP in multiagent planning problems formalized as MPOMDPs. That is, the agents are given the true MPOMDP model of the environment (in the form of a simulator) and use it to plan. For this setting, we compare to two baseline methods: POMCP: regular POMCP applied to the MPOMDP, random: uniform random action selection.
The results for 4-agent and 10-agent instances of the horizon 10 firefighting problem are shown in Figure 2(a) . For the 4-agent problem, POMCP performs poorly with a few simulations, but as the number of simulations increases it outperforms the other methods (presumably converging to an optimal solution). FT is able to provide a high-quality solution with a very small number of simulations, but the resulting value plateaus due to approximation error. FS also provides a high-quality solution with a very small number of simulations, but is then able to converge to a solution that is near POMCP. In the 10-agent problem, we see that POMCP is only able to generate a solution that is slightly better than random (-99.5) while the FV-POMCP methods are able to perform much better. In fact, using FS leads to much better policies using 500 simulations, and improves gradually with more simulations. Moreover, using FT a very good solution is generated using only 100 samples (the steep part of the improvement curves is not visible in 2(a)) and then small improvements are made until the value converges to approximately -66. These results clearly illustrate the benefit of FV-POMCP by exploiting structure for planning in MASs. BA-MPOMDPs. Here we investigate performance in the learning setting, i.e., when the agents are only given the BA-POMDP model. In this setting, at the end of each episode, both the state and count vectors are reset to their initial values. As discussed, learning in partially observable environments is extremely hard, and there may be many equivalence classes of transition and observation models that are indistinguishable when learning. Therefore, it may be necessary to have an estimate of the transition or observation model. In the following we will assume that we have a reasonably good guess of the transitions (e.g., because the designer might have a good idea of the dynamics of the environment), but only a poor estimate of the observation model (because the sensors of an agent may be harder to model).
For the BRL setting, we additionally compare to the following baseline methods: POMCP-T: regular POMCP applied to the true model using 100,000 simulations to provide an upper bound, BA-POMCP: regular POMCP applied to the BA-POMDP, No-learning: like BA-POMCP but never updates the count vectors (which causes it to retain the same uncertain distribution over models). While demonstrating the additional benefit of (approximate) Bayesian exploration would be enlightening, the focus of this paper is on improving Bayesian RL for MPOMDPs. Additionally, other common (non-Bayesian) baseline exploration methods are not applicable in partially observable settings. 4 Results for a four agent instance of fire fighting are shown in Figure 2(b) , for H = 10, 50. The figure illustrates that, in both cases, the FS and FT variants approach the POMCP-T value. For a small number of simulations FT learns very quickly, providing significantly better values than the flat methods and better than the FS method for the increased horizon. Using FS learns more slowly, but the value function is closer to optimal (as seen in the horizon 10 case) as the number of simulations increases due to the use of the full history (rather than the factored history). After more simula-tions in the horizon 10 problem, the performance of the flat model (BA-MPOMDP) improves, but the factored methods still outperform it and this increase is less visible for the longer horizon problem. In both cases, the BA-MPOMDP performance is very similar to the case without learning. This surprisingly strong behavior of no-learning can be explained by realizing that even though it does not update the count vectors, in performing the rollouts and constructing the tree, it still implicitly takes into account the effect of learning.
These experiments show that even in challenging multiagent settings with state uncertainty, BRL methods have the potential to learn, as long as we effectively exploit structure.
Conclusions
We presented the first method to utilize multiagent structure to produce a scalable method for Monte Carlo tree search for POMDPs. This approach formalizes a team of agents as a multiagent POMDP, thus allowing planning and BRL techniques from the POMDP literature to be applied. However, since the number of joint actions and observations grows exponentially with the number of agents, naïve extensions of single agent methods will not generally scale well. To combat this problem, we introduced FV-POMCP, which is an online planner based on POMCP (Silver and Veness 2010) that exploits multiagent structure using two novel techniques-factored statistics and factored trees-to reduce 1) the number of joint actions and 2) the number of joint histories considered. Our empirical results demonstrate that FV-POMCP greatly increases scalability of online planning for MPOMDPs by scaling to problems with 10 agents. Further investigation showed that the increase in performance is large enough to even tackle the more complex learning problem in a four-agent problem.
These approaches may serve as the basis for many future directions in multiagent learning. Further improvements could utilize additional domain or policy assumptions to improve scalability. For instance, with transition and observation independence (Becker et al. 2004) , and other models of locality of interaction, such as ND-POMDPs (Nair et al. 2005) , further factoring of statistics is possible. The methods from this paper could also be used to solve POMDPs and BA-POMDPs with large action and observation spaces
