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 The need for efficient data use grows in machine learning algorithm for dataset with larger 
feature sets. Feature selection is the process of selecting minimum set of features that fully represent 
the learning problem. Transfer learning can motivate in scenario where we train model with the 
common problem and use it to identify important features needed to build model for target problem.   
 In this thesis, we propose transfer learning algorithm combined with or without suggested 
features from experts, to learn from the source dataset and recognize important feature sets needed 
to train models in target dataset. Also, we compared this algorithm with classical machine learning 
algorithm with or without using the suggested features recommended by the experts. In series of 
experiment, it shows that our method is adequate to find the minimum feature sets which also 
outperformed then using only the suggested features by the experts. Furthermore, it also shows that 
the subsequent reduce in number of features in transfer learning method have better or almost same 
performance then using all the features of the dataset. We performed our experiments using heart 
disease, readmission dataset and BMI dataset. 
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CHAPTER I 
INTRODUCTION 
1.1 Introduction 
The field of data mining and machine learning has been widely and successfully used in 
many applications where patterns can be extracted from past information (training data) to predict 
future outcomes [4]. Machine learning has its advantages in all walks of life, with applications 
ranging from autonomous cars [7], stock value prediction [12], heart disease prediction [9] and 
even cancer diagnosis [11, 8]. 
Usually, the data is described by a set of features. We call features unnecessary if they are 
either irrelevant to the current goal or hold redundant information given other features. Many 
machine learning algorithms tend to get overwhelmed when unnecessary data abounds. They 
usually need more samples in the presence of irrelevant features. For example, the number of 
training samples needed for the basic nearest-neighbor classification algorithm to reach a given 
accuracy grows exponentially with the number of irrelevant features [10]. However, the success of 
supervised learning techniques depends on the presence of sufficiently large sets of training data. 
Ideally, these training sets are sampled from the same generating distribution that is expected to be 
present in production. Obtaining useful training sets is most often an arduous and expensive 
process. Transfer learning techniques allow us to reuse knowledge (such as models or examples) 
gained from some learning task (called the source) and apply it to a related task for which enough 
training sets are not yet available (called the target). Effective transfer learning techniques are much 
in need due to the growing demand for machine learning solutions for an ever-increasing number 
of computer applications and the tremendous growth in communicated information. 
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Consider, for example, the problem of automatic heart disease prediction using health 
tracking mobile app. The proportion of heart disease records to legitimate ones is quite small in the 
context of any single mobile app user. Thus, the corresponding learning problem can be viewed as 
binary classification with a tiny minority target class. Consequently, the acquisition of a sufficiently 
large labeled training set may take considerable time. If we already possess an annotated database 
of heart disease patient records from several other users or hospital (‘source’), we could, 
hypothetically, use it for the current challenge (‘target’). 
To address the problem above the transfer learning attempt to utilize whatever source 
information is available, guided by the spares information already acquired for the new target. 
Our work focuses on inductive transfer learning, a setting in which one assumes that both 
source and target tasks share the same features and label spaces. Most work in the inductive transfer 
learning setting has focused on meta-algorithms, algorithms that operate on existing machine 
learning techniques [14, 15, 16, 17, 18, 19, 20, 21, 22]. In contrast, our work takes the popular and 
well-researched approach of decision trees and applies it to the inductive transfer learning problem. 
The rest of this thesis is organized as follows. In Chapter 2, we present the theoretical background 
on machine learning and transfer learning. We also discuss some of the commonly adopted 
algorithms and techniques used in machine learning and transfer learning. In Chapter 3, we discuss 
about the architectures and algorithms followed during the experiments. Later, in Chapter 4, we 
discuss the dataset used to for the experiment. We also provided empirical evidence that shows the 
advantage of our proposed algorithms and comparison between different techniques. Our final 
observations and still open questions are provided with the concluding remarks in Chapter 5. 
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CHAPTER II 
LITERATURE REVIEW 
2.1 Machine Learning  
Machine learning is an artificial intelligence (AI) which gives room for software 
applications to turn out to be more accurate in forecasting. Machine learning is a technique of data 
analysis that utilizes algorithms that acquire information and learn from data and come up with 
definite results without the need to be programmed specifically to do so [86]. The algorithms have 
the ability to analyze data, calculate the frequency of how certain parts of the data are used and 
consequently come up with responses grounded on the calculations and deductions so as to be able 
to automatically interact with the users. 
Machine learning has been employed in many platforms in the world today ranging from 
the generation of the ‘other items you may be interested in’ responses at sites like Amazon to the 
provision of avenues to detect fraud, generation of web search results and the filtration of spam in 
e-mail servers. It is also being used in medicine especially in medical data provision [68]. Machine 
learning offers the users a chance to identify patterns or dependencies which may not be visible to 
a human. 
Object clustering procedures provide room for grouping huge quantity of data by the use 
of wide range of meaningful criteria. Humans cannot operate efficiently with numerous objects 
exceeding hundreds of entities with many structures. On the other hand, machines (computers) are 
able to perform clustering with much efficiency, for instance, customer/ leads qualification, product 
lists segmentation. Recommendation/ preferences/ behavior prediction algorithms offer room for 
more efficiency in the interaction of clients or users by giving them what they require [83]. 
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Recommendation systems have some problems in working in some services but it is expected to 
improve with time. 
2.2 Machine Learning in Medical Data 
The aim of machine learning is to provide methods of computational, varying and revising 
information in intellectual systems and especially in education systems that assist in the induction 
of understanding from cases or data [82]. Methods in machine learning are helpful in situations 
where algorithmic resolutions are not accessible, there is no official representation or the know-
how on the appliance sphere is inadequately defined. 
In a medical application, machine learning gives the processes, procedures, and 
paraphernalia that can give solutions for problem-solving and extrapolative tribulations in an 
assortment of medical areas. Machine learning is employed in the medicine especially in the 
analysis of the significance of medical strictures and of their permutation for prognosis. For 
example, forecasting of infection development for the mining of information in medicine, 
especially for the exploration of outcomes can be done by machine learning. Machine learning is 
also useful in the analysis of data, for example, the detention of data promptness in the facts through 
appropriation dealing with flawed statistics, the elucidation of incessant statistics employed in the 
intensive care unit (ICU) and for intellectual disquieting causing to operative and competent 
observation. With proper implementation, machine learning methods can be employed in easing 
the incorporation of computer-based systems in the healthcare field giving chances to improve the 
medical expert’s job and consequently progress the effectiveness and eminence of medical care. 
Reasoning in medical diagnostic is crucial in the fields of computer-based systems. In this 
field, specialist scheme and the model-based system give room for a device for the coming up with 
theories extracted from patient facts. For instance, regulations are dug up from the information of 
professionals in the specialist scheme. The problem is that on most of the cases the professionals 
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or experts may not have the information or may not be able to come up with the formula of the 
knowledge required in the solving of the problems experienced. By the use of figurative learning 
procedures (for example inductive learning by examples) are employed to enhance education and 
information supervision competencies to specialists’ schemes. For instance, when accorded with a 
set of clinical scenarios as an example, the features that are clinical and uniquely give the traits of 
the clinical situation. This data can be laid out in the shape of uncomplicated regulations or as a 
decision tree. An example of this presentation of the system is KARDIO which was a brainchild to 
give an interpretation of ECGs. 
This kind of approach can be protracted to take care of scenarios where previous experience 
is not available in the understanding and indulgence of medicinal statistics. For instance in the 
drudgery of Hau and Coicera, a system that is intelligent, that can take a concurrent patient 
information extracted through a cardiac bypass surgery and consequently employed in the creation 
of representation of typical and anomalous cardiac functioning for the recognition of vicissitudes 
in the conditions of a patient is portrayed [82]. In addition, in a research setting, these models can 
be employed to provide the initial hypotheses that can build and initiate the need for further 
experimentation. 
In the process of learning from the data obtained from patients faces some difficulties due 
to the fact that in most cases the data sets have attributes of incompleteness (omitted values of some 
parameters) erroneousness (methodical or arbitrary racket in the information), sparseness 
(insufficient and/or non-representable patient accounts accessible) a vagueness (incongruous 
miscellany of bounds for the given task). Machine learning accords the paraphernalia for dealing 
with these traits of the medicinal datasets. Subsymbolic techniques of learning for instance in the 
neural grid are competent of handling the datasets and they are mostly employed due to their 
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matching of designs aptitudes and their possession of human-like physiognomies (simplification 
heftiness to noise) in the feat to advance the health check verdict making criteria.  
Another field where machine learning is functional in medicine is biomedical processing. 
The perception of biological structure is not so much known and it is incomplete but there are 
features and facts concealed in the physiological systems which are not enthusiastically ostensible. 
In other hands, the paraphernalia between various subsystems is not discernible. The 
characterization of the biological signatures is through substantial variability brought about by 
either impulsive mechanisms that are internal or external stimuli [82]. The association between the 
various traits can be much complex to provide any solution using techniques that are conservative. 
Machine learning techniques much depend on these sets of data which can be fashioned easily and 
can bring about assistance in the modeling of non-linear associations that are existent between these 
data and excerpt considerations and features that can be used to progress medical care. 
The PC base medical imaging system involves the use of area giving important support in 
the analysis of medicine.  In many scenarios expansion of the systems is deliberated as an effort to 
contend with the doctor’s proficiency.  This is the proof of identity of malevolent areas in triflingly 
intrusive imaging techniques. For example, there is computed tomography, ultrasonography, 
endoscopy, confocal microscopy, computed radiography or magnetic resonance imaging. The main 
idea is the increase of aptitude of professionals in the field of cancer diagnosis regions while doing 
away with the urge for intrusion and maintenance of the capability for precise analysis. In addition, 
there is the possibility of the examination of bigger areas, the study of living tissues in vivo, most 
probably from a distance and therefore decrease the inadequacies of biopsies like the uneasiness of 
the patients, diagnosis delay and the restricted number of tissue samples. The requirement of 
prompt discovery like those that the computer-aided medical analysis systems aspire to present is 
imminent. 
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In essence, the healthcare industry has evolved to become more and more dependent on 
technology brought about by the increased use of computers. By the application of machine 
learning methods, there is the possibility of provision of helpful aids that can give assistance to 
physicians in numerous occasions. This can also help in doing away with issues and problems 
which are associated with the fatigue of human beings, help in the provision of speedy identification 
of abnormalities and problems and help in the enabling of making a real-time diagnosis of patients. 
2.3 Algorithms of Machine Learning 
Machine learning which is an artificial intelligence that learns on itself through the 
identification of new patterns in data allows scientist and other users to efficiently pinpoint revenue 
opportunities and come up with approaches to advance the experiences of clients by the exploitation 
of the information usually hidden in enormous sets of data.  There are three broad types of machine 
algorithms [84]. They include supervised learning. This type of algorithm entails of an objective 
(reliant variable) that is likely to be forecasted from a certain set of predictors (independent 
variables). By the exploitation of the variables generation of functions that can map inputs to the 
anticipated outcomes. The process of training takes place until the representation attains a sought 
after echelon of accurateness on the instruction data. Examples of supervised learning include 
regression, decision tree, random forest, KNN, and Logistic Regression among others. 
Unsupervised Learning is an algorithm that does not involve any objective or result 
variable to be predicted or estimated. It is employed in the clustering of populations in various 
groups mostly employed in the segmentation of clients into diverse clusters with specific 
interventions. Examples include Apriori algorithm and K-means [77]. 
Reinforcement Learning involves the contraption being taught to create exact conclusions. 
The working of this algorithm involves the machine is open to the elements of a milieu where it 
guides itself recurrently by exploiting trial and error method. The machine mugs up from the 
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proficiencies from the past and it attempts to internment the finest probable information to construct 
precise verdicts [73]. Examples include Markov Decision Process. 
The selection of the right algorithm is an essential key in every part of any machine learning 
project especially with the dozens of algorithms on offer. Understanding weaknesses and strengths 
of the different algorithms in their application is also important. The most common machine 
learning algorithms and their potential use cases include random forest, neural networks, and 
decision trees. 
2.3.1 Decision Tree Classification Algorithm 
Decision trees are powerful and most common tools for the classification and prediction of 
data. Decision trees are used in the representation of rules that are understandable to humans and 
employed in the knowledge systems like the databases. The key requirements of decision tree 
classification algorithm include attribute-value descriptions. These are the objects or cases that 
should be expressed in terms or forms of fixed collection of materials or attributes. For instance, 
there is hot, mild or cold [78]. Another requirement id predefined classes or the target values. These 
target functions contain isolated output values, for example, boolean or multiclass. There is also 
sufficient data which in most cases enough training scenarios should be given and presented in the 
leaning of the given model. 
The decision tree helps in the building of classifications or regressions models that are in 
the form of tree structures. In its working, it breaks down a dataset into minute subsets and in the 
same time, it develops an associated decision tree that is more developed. The expected results of 
the tree have decision nodes and leaf nodes [75]. Decision nodes like the outlook consist of more 
than two branches. The leaf node gives out a classification or decisions. The uppermost decisions 
in the tree correspond to the finest predictor which is referred to as root node. Decision trees are 
attributed with the ability to handle both definite and arithmetical data.  
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The algorithm that is used in the construction of decision tree in this study is the CART. 
The CART algorithm is prearranged as the progression of questions, the respond of whom 
determine what the next question should be [74]. The results derived from these questions are 
structured like trees in which the ends are the terminal nodes in which extra questions are not 
applicable. The major rudiments of CART (and any other decision tree algorithm) include: the laws 
for the splitting of data at a node based on the value of the variable, the stopping rules for choosing 
when a branch is terminal and no more splitting can be done and the prediction for the target 
variable in each of the terminal node.  
Decision tree classifier has a set of parameters with different values that can be modified. 
The first parameter is criterion, which is the function to measure the quality of the split in the tree. 
In scikit-learn it has the default value “gini” for the Gini impurity. Below is the formula of Gini: 
 
Gini: Gini(E)=1− 𝑝"#$"%&  
 
The second parameter is the splitter which is the strategy that is used to choose the split at 
each node, it has the default value “best” to choose the best split. Another parameter is “max_depth” 
which is the maximum depth of the tree. By default, it has the value “None” which means that 
nodes are expand until all leaves are pure. However, in our study we changed the value of the 
maximum depth to be from 1 to 20. Decision tree classifier also has the parameter 
“min_samples_split” which is the minimum number of samples required to split an internal node, 
it has the default value 2. Another parameter is “min_samples_leaf” which is the minimum number 
of samples required to be at a leaf node, it has the default value 1. “Min_weight_fraction_leaf” is 
one of the parameters that means the minimum weighted fraction of the sum total of weights 
required to be at a leaf node, it has the default value 0. When sample_weight is not provided then, 
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samples have equal weight. The number of features to consider when looking for the best split is 
also one of the classifier parameter “max_features”, its default value is “None”. That means the 
maximum number of features is equal to the total number of the features. Another parameter is 
“max_leaf_nodes” which has the default value “None”, it means grow a tree with unlimited number 
of leaf nodes. “Class_weight” is one of the parameter which means the weights associated with the 
classes and it has the default value “None”. Decision tree classifier also has the parameter “presort” 
which is Boolean and by default is false. It is used to presort the data to speed up the finding of best 
splits in fitting. For the settings of a decision tree on a small dataset or a restricted depth, setting 
this to true may speed up the training. On the other hand, when using a large dataset, this may slow 
down the training process [91]. 
 For our experiments, we had created 20 different models of decision tree in two different 
ways.  
• Create models by varying max_depth from 1 to 20. 
• Create models by varying max_depth from 4 to 8 and min_samples_split from 20 
to 50. 
2.3.2 Random Forest Algorithm 
Random forest algorithm is a supervised classification algorithm that creates the forest with 
various trees. The more the number of trees in the forest the more robust the forest is expected to 
look like and the higher then numbers of trees in a given forest the higher the results are accurate. 
The random forests are a mishmash of tree predictors like that individual tree rely on the value of 
a random vector usually tested separately and in the similar allocation for all the trees in the forest.  
In random forest, decision trees use directed graphs to model decision making with each 
node on the graph representing a question concerning the data (“Is income greater than $60,000) 
and the branches which sprout from individual nodes denote the possible clues to the question [71]. 
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The compounding of hundreds or thousands of decisions trees is an ensemble method referred to 
as random forest. 
Random forest classifier has a set of parameters with different values that can be modified. 
The first parameter is the number of trees in the forest “n_estimators”, the default value is 10. The 
second parameter is criterion, which is the function to measure the quality of the split in the tree. 
Same as the decision tree classifier, it has the default value “gini” for the Gini impurity. The number 
of features to consider when looking for the best split is also one of the classifier parameter 
“max_features”, its default value is “auto” that means max_features= sqrt(n_faetures). Another 
parameter is “max_depth” which is the maximum depth of the tree. By default, it has the value 
“None”. Random forest classifier also has the parameter “min_samples_split” which is the 
minimum number of samples required to split an internal node, it has the default value 2. 
“Min_weight_fraction_leaf” is one of the parameters that means the minimum weighted fraction 
of the sum total of weights required to be at a leaf node, it has the default value 0. Another parameter 
is “min_samples_leaf” which is the minimum number of samples required to be at a leaf node, it 
has the default value 1. One of the parameters is “max_leaf_nodes” which has the default value 
“None”, it means grow a tree with unlimited number of leaf nodes. “Bootstrap” is a Boolean 
parameter that has a default value true, that means bootstrap samples are used when building trees. 
Another Boolean parameter is “oob_score”, whether to use out-of-bag samples to estimate the 
generalization accuracy and it has the default value false. The number of jobs to run in parallel for 
both fit and predict can be considered as one of the parameters, it has the default value 1. Another 
parameter is “warm_start”, it is Boolean and its default value is false. When set to false, just fit a 
whole new forest, otherwise, reuse the solution of the previous call to fit and add more estimators 
to the ensemble. “Class_weight” is one of the parameter which means the weights associated with 
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the classes and it has the default value “None”. If the weights are not given, all classes are supposed 
to have weight one [91]. 
 For our experiments, we had created 20 different models of random forest in two different 
ways.  
• Create models by varying max_depth from 1 to 20. 
• Create models by varying max_depth from 4 to 8 and min_samples_split from 20 
to 50. 
2.3.3 MLP Algorithm 
Multi-layer perceptron ‘MLP’ classification algorithm works by the exploitation of hidden 
layers. Each of the nodes in the concealed stratum is a function of the nodes in the previous stratum 
and whatever is put out as the output is a function of the nodes in the hidden layer [85]. The 
perceptron usually computes a single output derived from multiple real-valued inputs by the 
formation of linear combinations depending on the input weights and then probably setting the 
output through various nonlinear activation functions. 
MLP classifier has a set of parameters with different values that can be modified. The first 
parameter is “hidden_layer_size” which is the number of neurons in the ith hidden layer, it has the 
default value equal to 100. The second parameter is the activation function for the hidden layer. It 
can be one of the four functions “identity”, “logistic”, “tanh”, “relu”. We kept the default value 
“relu” the rectified linear unit function, it returns the value f(x) = max(0, x). The third parameter is 
the solver for weight optimization, its default value is “adam” that refers to a stochastic gradient-
based optimizer. The default solver “adam” works better on relatively large datasets in terms of 
both validation score and training time. Another parameter is “alpha”, it has the default value 
0.0001. “batch_size” is also one of the parameters it is auto by default. It represents the Size of 
minibatches for stochastic optimizers. If it sets to “auto”, then batch_size=min(200, n_samples). 
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“Learning_rate_init”, the initial learning rate used, also considered as one of the parameters with 
the default value 0.001. It controls the step-size in updating the weights. Another parameter is the 
learning rate schedule to for weight updates, the default value for it is “constant” which is a constant 
learning rate given by ‘learning_rate_init’.  The maximum number of iteration is also one of the 
parameters of MLP classifier “max_iter” and it has the default value set to 200. However, in our 
experiments we changed the default value to be from 10,000 to 200,000. Another parameter is 
“shuffle”, it is Boolean and the default value set to true, which is to shuffle samples in each iteration 
[91]. 
2.3.4 K-Neighbors Algorithm 
K- Neighbors algorithm is a nonparametric form employed in classification and regression. 
In both scenarios, the input consists of K which is near the training examples in the feature space 
[90]. The output most of the cases depends on whether the K-NN is employed in classification or 
regression. KNN is known to make predictions by employing the training dataset directly. The 
predictions are made through the searching of the whole training set for the K in most common 
cases and the summarizing of the output variable for the K instances.   
K-Neighbors classifier has a set of parameters with different values that can be modified. 
The first parameter is the number of neighbors to use, “n_neighbors” it has the default value 5. 
However, in our experiment we changed the number of neighbors to be from 1 to 20. Another 
parameter is “weights”, weight function used in prediction, and the default value set to “uniform”. 
Uniform weights means that all points in each neighborhood are weighted equally. Another 
parameter of K-neighbors classifier is “algorithm”, which represents the algorithm that is used to 
compute the nearest neighbors. When it set to auto, will attempt to decide the most appropriate 
algorithm based on the values passed to fit method. Leaf size id also one of the parameters with the 
default value equal to 30, this can affect the speed of the construction and query, as well as the 
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memory required to store the tree. Another parameter is “metric” that represents the distance metric 
to use for the tree. The default metric is “minkowski”. “metric_params” is also one of the 
parameters which is additional keyword arguments for the metric function and the default is none. 
The number of parallel jobs to run for neighbors search is one of the parameters, the default is 
“n_jobs=1” [91]. 
2.4 Transfer Learning 
We will now define a transfer learning problem, as well as our inductive transfer setting. 
Definition 2.1.1 (Transfer Learning). Given a source domain DS, and learning task TS, a 
target domain DT and learning task TT, transfer learning aims to help improve the learning of the 
target predictive function fT ( . ) in DT using the knowledge in DS and TS where DS ¹ DT and TS ¹ 
TT. 
Definition 2.1.2 (Inductive Transfer Learning). Given a source domain DS, and learning 
task TS, a target domain DT and learning task TT, inductive transfer learning aims to help improve 
the learning of the target predictive function fT ( . ) in DT using the knowledge in DS and TS where 
TS ¹ TT. 
Definition 2.1.3 (Transductive Transfer Learning). Given a source domain DS, and a 
corresponding learning task TS, a target domain DT and a corresponding learning task TT, 
transductive transfer learning aims to help improve the learning of the target predictive function fT 
( . ) in DT using the knowledge in DS and TS where DS ¹ DT and TS = TT. In addition, some unlabeled 
target domain data must be available at training time. 
2.5 Related Work on Transfer Learning 
Here we discuss general work on transfer learning models and methods, followed by a 
discussion and comparison of inductive and supervised transfer techniques.  
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2.5.1 Transfer Learning 
The basic proposition of transfer learning is that it includes one target task and one or more 
source tasks [65]. It is not a requirement to consider labeled examples, although it is often 
considered. So, even the classic Semi-Supervised Learning [27, 28, 30] can be regarded as an 
inductive transfer learning problem in the cases where source data includes only unlabeled 
examples and the source domain is same as the target domain [48].  
Domain Adaptation (DA) is typically considered within a semi-supervised context where 
there is plenty of unlabeled data available [33, 48]. If we take an example of simple domain 
adaptation problem, a source concept could be to identify blood cell in pictures, while the target 
problem would be to identify the same cells on different angles. However, in DA, we have different 
feature and labeling spaces because of the difference between the domains.  
Multi-task learning (MTL) is a related learning setting whereby the goal is to produce a 
good hypothesis for several related learning problems simultaneously [16]. Typically, the different 
tasks are defined on the same input space but the probability distributions differ.  
Some notable approaches for these settings are based on similarity to a common predictor 
[44, 34, 32, 51], finding a shared representation [26, 50, 63, 38, 45] or a shared subspace [24, 23, 
25,54], as well as probabilistic approaches [52, 64, 69, 29]. 
The semi-supervised transfer is another interesting transfer learning setting, which has 
plenty of target samples in addition to labeled target samples [14, 57, 50, 35, 37, 39, 36, 40].  
For a comprehensive review of these fields, the reader is referred to the works of Pan and 
Yang [3] and Jiang [48]. 
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2.5.2 Inductive and Supervised Transfer Learning 
The generic title “transfer learning” encompasses quite a few different paradigms. As noted 
by Levy and Markovitch [53]. The survey by Pan et al. [3] identifies the following settings, which 
are not mutually exclusive.  
Model Transfer: This inductive transfer setting assumes that a good predictor for the 
source has been learned, resulting in an attempt to adapt the model to the target problem using a 
training set from the target domain. Present model transfer model methods rely on a biased 
regularizer [16, 67, 59, 61], on aggregating multiple source-target predictors [19, 58, 15, 62], 
utilizing model parameter transfer as priors [56, 65, 41], or by feature weight estimation [42, 60].  
Instance Transfer: Working on a supervised inductive transfer learning problem, one 
assumes certain instances of the source data can be used as examples in the target domain. Under 
this assumption, it is better to take some of the source data “as is”, and the problem reduces to 
identifying the relevant instances and ignoring the irrelevant ones, using a process of elimination 
or weighting. Boosting-based instance weighing is common practice in this category [31, 18, 68, 
17], as is instance elimination (and sub-sampling) [49, 22], but other techniques exist for utilizing 
the source information in different ways [67, 32, 63, 46].  
Feature Transfer: Algorithm working in this supervised transfer learning setting attempts 
to learn a feature mapping or weighing if we assume that there exists some partial relation between 
the source and target features. These techniques represent an attempt to find the “common 
denominators” of the learning tasks, matching features, or combinations of features, to identify 
meaning in partial information. Norm optimization [57, 43, 47], manipulating and combining 
features [41, 55, 53] are some of the standard techniques to address this problem. 
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2.6 Evaluation Metrics 
In this thesis, we train each model with training data source and each trained model is tested 
using the test data source. Here we have used accuracy, precision, and recall for evaluating and 
comparing the performance of the trained model with test data source. In our experiments, we have 
used the 5-fold cross validations for evaluating trained models so we have used the mean value of 
accuracy, precision, and recall to record the performance of each model. 
2.6.1 Accuracy 
Accuracy is commonly defined as the statistical measure of the difference between a result 
and an actual value. 
if 𝑦(	is the predicted output of the ith sample and 𝑦( is the corresponding actual value, then 
the accuracy over nsample is defined as: 
 
𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 y, 𝑦 = &
1234567
1 𝑦( = 𝑦(
12345679&
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2.6.2 Precision and Recall 
Before the understanding precision and recall we need to know the meaning of true 
positive, true negative, false positive and false negative. In general, positive is equivalent to 
identified and negative is equivalent to rejected. So 
• True positive = correctly identified  
• False positive = incorrectly identified 
• True negative = correctly rejected 
• False negative = incorrectly rejected. 
For example, while predicting a patient of having heart disease or not it can have following 
output: 
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• True positive: heart disease patient identified as heart disease patient 
• False positive: non-heart disease patient incorrectly identified as heart disease patient 
• True negative: non-heart disease patient identified as non-heart disease patient  
• False negative: heart disease patient identified as non-heart disease patient 
Precision is a measure of the relevancy of the result whereas recall is a measure of how 
many truly relevant results are returned. 
Precision P is defined as the number of true positives (Tp) over the number of true positives 
and the number of false positives (Fp) combined. 
 
P= ;<
;<=><
 
Recall R is defined as the number of true positives (Tp) over the number of true 
positives and the number of false negatives (Fn) combined.  
 
R= ;<
;<=>?
 
We have used the ‘average’ parameter in the calculations. It is required for multiclass/multi 
label targets. Below are the types of averaging that we performed. 
'micro': Calculate metrics globally by counting the total true positives, false negatives and 
false positives. 
'macro': This does not take label imbalance into account. Calculate metrics for each label, 
and also finds their unweighted mean. 
'weighted': This changes the ‘macro’ to account for label imbalance. Calculate metrics for 
each label, and find their average, weighted by the support.  
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2.6.3 Visual Representation of Evaluation 
2.6.3.1 Line Graph 
A line graph is very useful in cases where you want to see the rate of change clearly 
between individual data points. We have plotted line graphs with the model number on the x-axis. 
For each algorithm, we have plotted graphs with accuracy, precision or recall on the y-axis.  
2.6.3.2 Box Chart 
Box plot depicts a group of numerical data using quartiles and the lines extending vertically 
from boxes indicate the variability. We have plotted the graph depicting algorithm on x-axis and 
accuracy/precision/recall on the y-axis.  
2.6.3.3 Roc Chart 
Receiver operating characteristic (ROC) curve is created by plotting the true positive rate 
(also known as sensitivity or recall) vs false positive rate (1-specificity).   
 
TPR= @A
@A=BC
    
And  
 
FPR= BA
BA=@C
    
The area under the ROC curve is a measure of how well a parameter can differentiate the 
two diagnostic groups. 
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CHAPTER III 
METHODOLOGY 
In this chapter, we have mention detail architecture and algorithm followed for performing 
the experiments for this thesis. This architectures and algorithms were followed for all the models 
and datasets during the experiments. 
3.1 Machine Learning Architecture 
This architecture includes the traditional procedure followed during machine learning. In 
this process, we consider all the feature of the dataset for training and testing the model. 
 
 
Figure 3.1. Supervised Machine Learning Architecture 
 
 
To implement the above architecture, we followed the following steps: 
• Pre-processing the data based on following criteria: 
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• If the feature values contains string or alphanumerical characters, perform label 
encoding on the feature data and store label encoder based on the feature name  
• If the feature values are numerical copy as it is  
• Split data randomly into 80% for training dataset and 20% for test dataset. 
• Create 20 different models of Decision Tree, Random Forest, KNN and MLP based on 
max_depth [ 1 to 20 ], n_neighbor [1 to 20] and max_iteration [ 10,000 to 200,000] 
• Repeat following steps for 20 different models of Decision Tree/Random 
Forest/KNN/MLP Algorithms. 
• Train the model with train dataset 
• Predict the evaluation criteria (accuracy, precision, recall) for each model using 
test data set. 
• Find the best model base on evaluation criteria for each algorithm (DT/RF/KNN/MLP) 
3.2 Transfer Learning Architecture 
In this thesis, we introduce a simple algorithm where we applied feature transfer learning. 
Firstly, we identify the feature importance based on the source dataset. Secondly, we use these 
identified features for training model on target dataset and perform a prediction on target test 
dataset.  
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Figure 3.2. Transfer Learning Architecture 
 
 
To implement the above architecture, we followed the following steps:  
• Pre-processing the data based on following criteria: 
• If the feature values contains string or alphanumerical characters, perform label 
encoding on the feature data and store label encoder based on the feature name  
• If the feature value is numerical copy as it is  
• Split data randomly into 80% for training dataset and 20%test data set. 
• Create 20 different models of Decision Tree and Random Forest based on max_depth 
changed from 1 to 20. 
• Repeat following steps for 20 different models of Decision Tree algorithm. 
• Train the model with train dataset 
• Predict the accuracy of model with test dataset 
• Store the feature importance of the trained model in ascending order [ most 
important first] 
• Find top 10 important features of the Decision Tree algorithm. 
• Choose top 10 important features for each model. 
• Calculate the frequency count for each feature from 20 different models. 
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• Choose the top 10 features with highest frequency count. 
• Perform the transfer learning by selecting only top 10 important features data [identified in 
early step] from the pre-processed data. 
• Split data randomly into 80% for training dataset and 20%test data set. 
• Create 20 different models of Decision Tree, Random Forest, KNN and MLP based on 
max_depth [ 1 to 20 ], n_neighbor [1 to 20] and max_iteration [ 10,000 to 200,000] 
• Repeat following steps for 20 different models of Decision Tree/Random 
Forest/KNN/MLP Algorithms. 
• Train the model with train dataset 
• Predict the evaluation criteria (accuracy, precision, recall) for each model using 
test data set. 
• Find the best model base on evaluation criteria for each algorithm (DT/RF/KNN/MLP) 
3.3 Suggested Feature Architecture 
In this thesis, we also got suggested important features from an expert. Asper expert, these 
suggested important features are needed for the identification of the probability of having heart 
disease or probability of getting readmission. So, using that suggested feature, we performed the 
experiment by using following architecture. 
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Figure 3.3. Suggested Feature Machine Learning Architecture 
 
 
To implement the above architecture, we followed the following steps: 
• Create a data, by selecting only suggested features data from the data source. 
• Pre-processing the data based on following criteria: 
• If the feature values contains string or alphanumerical characters, perform label 
encoding on the feature data and store label encoder based on the feature name  
• If the feature values are numerical, copy as it is  
• Split data randomly into 80% for training dataset and 20% for test dataset. 
• Create 20 different models of Decision Tree, Random Forest, KNN and MLP based on 
max_depth [1 to 20], n_neighbor [1 to 20] and max_iteration [10,000 to 200,000] 
• Repeat following steps for 20 different models of Decision Tree/Random 
Forest/KNN/MLP Algorithms. 
• Train the model with train dataset 
• Predict the evaluation criteria (accuracy, precision, recall) for each model using 
test data set. 
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• Find the best model base on evaluation criteria for each algorithm (DT/RF/KNN/MLP) 
The suggested feature for dataset are as follow: 
For Heart disease dataset suggested features are: [ "age_1", "max_glu_serum_1", 
"A1Cresult_1", "diabetesMed_1", "gender_1", "time_in_hospital_1","num_medications_1", 
"readmitted_1", "race_1", "Kidney Problem", "Ulcers, Toe, Foot, Leg æAmputation" ] 
For Readmission dataset suggested features are: [ "age", "max_glu_serum", "A1Cresult", 
"diabetesMed", "gender", "time_in_hospital", "num_medications",  "race" ]  
3.4 Transfer Learning Combined With Suggested Feature Architecture 
Here we combined the important features identified during transfer learning with the 
suggested features from the expert and performed the experiments on the dataset. We used the 
following architecture to perform the experiments. 
 
 
Figure 3.4. Transfer Learning Combined with Suggested Features Architecture 
 
 
Implemented above architecture, using following steps: 
• Pre-processing the data based on following criteria: 
• If the feature values contains string or alphanumerical characters, perform label 
encoding on the feature data and store label encoder based on the feature name  
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• If the feature value is numerical copy as it is  
• Split data randomly into 80% for training dataset and 20%test data set. 
• Create 20 different models of Decision Tree and Random Forest based on max_depth 
changed from 1 to 20. 
• Repeat following steps for 20 different models of Decision Tree algorithm. 
• Train the model with train dataset 
• Predict the accuracy of model with test dataset 
• Store the feature importance of the trained model in ascending order [most 
important first] 
• Find top 10 important features of the Decision Tree algorithm. 
• Choose top 10 important features for each model. 
• Calculate the frequency count for each feature from 20 different models. 
• Choose the top 10 features with highest frequency count. 
• Create important features list by combining the top 10 important features with suggested 
important features. 
• Perform the transfer learning by selecting only important features list from the pre-
processed data. 
• Split data randomly into 80% for training dataset and 20%test data set. 
• Create 20 different models of Decision Tree, Random Forest, KNN and MLP based on 
max_depth [ 1 to 20 ], n_neighbor [1 to 20] and max_iteration [ 10,000 to 200,000] 
• Repeat following steps for 20 different models of Decision Tree/Random 
Forest/KNN/MLP Algorithms.  
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• Train the model with train dataset 
• Predict the evaluation criteria (accuracy, precision, recall) for each model using 
test data set. 
• Find the best model base on evaluation criteria for each algorithm (DT/RF/KNN/MLP) 
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CHAPTER IV 
RESULTS AND FINDINGS 
In this work, the machine learning algorithms that we used showed significant results by 
using several datasets. These results have been compared to observe which algorithm performed 
better in terms of the evaluation criteria [section 2.6]. Also, we found the best model for each 
algorithm. In this chapter, we also showed that the transfer learning technique to train the models 
and then we compared the models with the evaluation criteria. Also, we compared the models with 
transfer learning technique to models without transfer learning for each dataset. 
The dataset that we used in this study is available as a Supplementary Material available 
online at http;//dx.doi.org/10.1155/2014/781670. In presenting the dataset, we used the structure 
that is used in the published paper (“Impact of HbA1c Measurement on Hospital Readmission 
Rates: Analysis of 70,000 Clinical Database Patient Records”, 2014). 
4.1 Result 
As a result of experiments, we compared the evaluation criteria of each model that either 
used or did not use transferring learning technique, which we used for different data sources. For 
these experiments, we had a heart disease dataset and readmission dataset. 
For each data set, first of all we created different models of each algorithm by training 
models that use all the features available with the dataset. Then, we found the best model for each 
algorithm. 
Second of all, we created models for each algorithm using transfer learning technique. Each 
model was trained using only important features identified during the transfer learning technique. 
Then, we again found the best model for each algorithm. 
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We also used the suggested important features identified by the expert to train and test the 
models and we also compared each model using that. Again, new models were created by training 
the models with the features suggested by expert combined with the important features identified 
during the transfer learning technique. For both techniques, best model of each algorithms was 
identified by comparing with evaluation criteria. 
Finally, we compare all the best models of each technique. This comparison also showed 
whether efficiency of the model is impacted by considering only features identified during transfer 
learning or by suggested features. 
4.2 Heart Disease Dataset 
 We did different experiments on the heart disease dataset by considering the 
machine learning algorithms and transfer learning technique. The description of the heart 
disease dataset is explained at appendix A. 
4.3 Results and Finding in Heart Disease Dataset 
In this section, we mention detail results obtained for heart disease dataset by following 
methodologies specified in chapter 3. 
4.3.1 Using All the Features of the Dataset 
In this technique, we created the 20 different models of Decision Tree, Random Forest, K-
Nearest Neighbor and MLP algorithm by modifying the coefficient of the model. Here, we trained 
each model using all the features available in the dataset, and then we estimated each trained model 
performance by calculating evaluation metrics using grid search with 5-fold cross validation. We 
used the different techniques to compare the different models of the different algorithms as shown 
below. 
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4.3.1.1 Line Graph 
Using Grid Search with 5-fold cross validation, we have calculated the evaluation metrics 
for all the models of Decision Tree, Random Forest, K-Nearest Neighbor and MLP algorithm. 
Following line diagrams shows value of evaluation metrics based on varying coefficient of each 
algorithm. 
 
  
Figure 4.1. Line Graph of Decision Tree with Varying Max-Depth for Heart Disease Dataset 
Using All Features 
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Figure 4.2. Line Graph of Decision Tree with Varying Max_Depth and Min_Sample_Split for 
Heart Disease Dataset Using All Features 
 
 
 
Figure 4.3. Line Graph of Random Forest with Varying Max-Depth for Heart Disease Dataset 
Using All Features 
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Figure 4.4. Line Graph of Random Forest with Varying Max_Depth and Min_Sample_Split for 
Heart Disease Dataset Using All Features 
 
 
 
Figure 4.5. Line Graph of KNN with Varying N_Neighbor for Heart Disease Dataset Using All 
Features 
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Figure 4.6. Line Graph of MLP with Varying Max_Iteration for Heart Disease Dataset Using All 
Features 
 
 
4.3.1.2 Box Plot 
Following box plot shows the comparison of the evaluation metrics values for all the 
models created by varying max_depth of Decision Tree, max_depth of Random Forest, n_neighbor 
of K-Nearest Neighbor and max_iteration of MLP algorithms for heart disease dataset using all 
features.   
 
Table 4.1. Accuracy Value for Heart Disease Dataset Using All Features 
Parameter Decision Tree Random Forest KNN MLP 
Min Value 0.891079812 0.852999478 0.937350026 0.909389671 
First Quartile (Q1) 0.996557121 0.921622327 
 
0.940923318 
 
0.915219092 
 
Median Value 0.998043818 0.953390715 0.94504434 0.919353156 
Third 
Quartile(Q3) 
0.998135107 
 
0.967749087 
 
0.948226395 
 
0.920174752 
 
Max Value 0.998435055 0.971465832 0.952164841 0.922222222 
Box 1-hidden 
(Q1) 
0.996557121 
 
0.921622327 
 
0.940923318 
 
0.915219092 
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Parameter Decision Tree Random Forest KNN MLP 
Box 2 (Median -
Q1) 
0.001486698 
 
0.031768388 
 
0.004121022 
 
0.004134064 
 
Box 3 (Q3-
Median) 
9.12885E-05 
 
0.014358372 
 
0.003182055 
 
0.000821596 
 
Whisker Top 
(Max- Q3) 
0.000299948 
 
0.003716745 
 
0.003938445 
 
0.00204747 
 
Whisker Bottom 
(Q1- Min) 
0.105477308 
 
0.068622848 
 
0.003573292 
 
0.005829421 
 
 
 
 
Figure 4.7. Accuracy Box Plot for Heart Disease Dataset Using All Features 
 
 
Table 4.2. Precision Macro Value for Heart Disease Dataset Using All Features 
Parameter Decision Tree Random Forest KNN MLP 
Min Value 0.837102924 0.426499739 0.895611149 0.850541438 
First Quartile (Q1) 0.994177712  
0.948092673 
 
0.904552353 
 
0.867694403 
 
Median Value 0.994901476 0.966035886 0.908844417 0.87942315 
Third 
Quartile(Q3) 0.995275639 0.976302151 0.914618452 0.886819007 
Max Value 0.996739538 0.980816173 0.935128792 0.899345017 
Box 1-hidden 
(Q1) 0.994177712 
0.948092673 
 
0.904552353 
 0.867694403 
Box 2 (Median -
Q1) 
0.000723764 
 
0.017943212 
 
0.004292064 
 
0.011728747 
 
Box 3 (Q3-
Median) 
0.000374162 
 
0.010266265 
 
0.005774035 
 
0.007395857 
 
Whisker Top 
(Max- Q3) 0.0014639 0.004514022 0.02051034 0.01252601 
Whisker Bottom 
(Q1- Min) 
0.157074788 
 0.521592934 0.008941204 0.017152965 
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Figure 4.8. Precision Macro Box Plot for Heart Disease Dataset Using All Features 
 
 
Table 4.3. Precision Micro Value for Heart Disease Dataset Using All Features 
Parameter Decision Tree Random Forest KNN MLP 
Min Value 0.891079812 0.852999478 0.937350026 0.914136672 
First Quartile (Q1) 0.996557121 0.921622327 0.940923318 0.915832029 
Median Value 0.997965571 0.953390715 0.94504434 0.918492436 
Third 
Quartile(Q3) 0.998069901 0.967749087 0.948226395 0.91982264 
Max Value 0.99838289 0.971465832 0.952164841 0.921804903 
Box 1-hidden 
(Q1) 0.996557121 0.921622327 0.940923318 0.915832029 
Box 2 (Median -
Q1) 0.001408451 0.031768388 0.004121022 0.002660407 
Box 3 (Q3-
Median) 0.00010433 0.014358372 0.003182055 0.001330203 
Whisker Top 
(Max- Q3) 0.000312989 0.003716745 0.003938445 0.001982264 
Whisker Bottom 
(Q1- Min) 0.105477308 0.068622848 0.003573292 0.001695357 
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Figure 4.9. Precision Micro Box Plot for Heart Disease Dataset Using All Features 
 
 
Table 4.4 Precision Weighted Value for Heart Disease Dataset Using All Features 
Parameter Decision Tree Random Forest KNN MLP 
Min Value 0.881309714 0.72760812 0.934777559 0.912218646 
First Quartile (Q1) 0.996652962 0.926388327 0.93874975 0.914911471 
Median Value 0.997952558 0.954978744 0.943239351 0.916110954 
Third 
Quartile(Q3) 0.998108034 0.968409705 0.946982708 0.918394008 
Max Value 0.998287292 0.972169671 0.951244556 0.920852791 
Box 1-hidden 
(Q1) 0.996652962 0.926388327 0.93874975 0.914911471 
Box 2 (Median -
Q1) 0.001299596 0.028590417 0.004489601 0.001199483 
Box 3 (Q3-
Median) 0.000155476 0.013430962 0.003743357 0.002283054 
Whisker Top 
(Max- Q3) 0.000179258 0.003759966 0.004261848 0.002458783 
Whisker Bottom 
(Q1- Min) 0.115343248 0.198780207 0.003972191 0.002692824 
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Figure 4.10. Precision Weighted Box Plot for Heart Disease Dataset Using All Features 
 
 
Table 4.5. Recall Macro Value for Heart Disease Dataset Using All Features 
Parameter Decision Tree Random Forest KNN MLP 
Min Value 0.673276336 0.5 0.833447012 0.745708297 
First Quartile (Q1) 0.99066504 0.737312514 0.847023712 0.77004462 
Median Value 0.997060532 0.845712335 0.858288954 0.777728363 
Third 
Quartile(Q3) 0.997260795 0.895066348 0.865620745 0.789971378 
Max Value 0.997467173 0.905284003 0.9009091 0.800657107 
Box 1-hidden 
(Q1) 0.99066504 0.737312514 0.847023712 0.77004462 
Box 2 (Median -
Q1) 0.006395492 0.108399821 0.011265241 0.007683743 
Box 3 (Q3-
Median) 0.000200263 0.049354013 0.007331791 0.012243015 
Whisker Top 
(Max- Q3) 0.000206378 0.010217656 0.035288355 0.010685729 
Whisker Bottom 
(Q1- Min) 0.317388705 0.237312514 0.0135767 0.024336323 
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Figure 4.11. Recall Macro Box Plot for Heart Disease Dataset Using All Features 
 
 
Table 4.6. Recall Micro Value for Heart Disease Dataset Using All Features 
Parameter Decision Tree Random Forest KNN MLP 
Min Value 0.891079812 0.852999478 0.937350026 0.909024517 
First Quartile (Q1) 0.996517997 0.921622327 0.940923318 0.916118936 
Median Value 0.997939489 0.953390715 0.94504434 0.918622848 
Third 
Quartile(Q3) 
0.998148148 0.967749087 0.948226395 0.920187793 
Max Value 0.998435055 0.971465832 0.952164841 0.923682838 
Box 1-hidden 
(Q1) 
0.996517997 0.921622327 0.940923318 0.916118936 
Box 2 (Median -
Q1) 
0.001421492 0.031768388 0.004121022 0.002503912 
Box 3 (Q3-
Median) 
0.000208659 0.014358372 0.003182055 0.001564945 
Whisker Top 
(Max- Q3) 
0.000286907 0.003716745 0.003938445 0.003495044 
Whisker Bottom 
(Q1- Min) 
0.105438185 0.068622848 0.003573292 0.007094418 
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Figure 4.12. Recall Micro Box Plot for Heart Disease Dataset Using All Features 
 
 
Table 4.7. Recall Weighted Value for Heart Disease Dataset Using All Features 
Parameter Decision Tree Random Forest KNN MLP 
Min Value 0.891079812 0.852999478 0.937350026 0.905946792 
First Quartile (Q1) 0.996609285 0.921622327 0.940923318 0.917423057 
Median Value 0.997939489 0.953390715 0.94504434 0.91896192 
Third 
Quartile(Q3) 0.998069901 0.967749087 0.948226395 0.921309338 
Max Value 0.998330725 0.971465832 0.952164841 0.923109025 
Box 1-hidden 
(Q1) 0.996609285 0.921622327 0.940923318 0.917423057 
Box 2 (Median -
Q1) 0.001330203 0.031768388 0.004121022 0.001538863 
Box 3 (Q3-
Median) 0.000130412 0.014358372 0.003182055 0.002347418 
Whisker Top 
(Max- Q3) 0.000260824 0.003716745 0.003938445 0.001799687 
Whisker Bottom 
(Q1- Min) 0.105529473 0.068622848 0.003573292 0.011476265 
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Figure 4.13. Recall Weighted Box Plot for Heart Disease Dataset Using All Features 
 
 
4.3.1.3 Best Model 
The following diagram shows the best model of Decision Tree, Random Forest, K-Nearest 
Neighbor and MLP algorithm for each evaluation metrics. 
 
 
Figure 4.14. Best Models for Heart Disease Dataset Using All Features 
 
 
4.3.1.4 ROC 
Here we compare the ROC curve of the best models of Decision Tree, Random Forest, K-
Nearest Neighbor and MLP algorithm. 
 41  
 
 
Figure 4.15. ROC Curve of Best Models for Heart Disease Dataset Using All Features 
 
 
4.3.2 Using Transfer Learning 
In transfer learning technique, for heart disease dataset we identified the top 10 important 
features during transfer learning using decision tree. And these top 10 features were only used for 
training all the models of Decision Tree, Random Forest, K-Nearest Neighbor and MLP algorithm 
to demonstrate the transfer learning in this experiment. For estimating the evaluation metrics, we 
also used the grid search with 5-fold cross validation and compared the models. 
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4.3.2.1 Line Graph 
The following line graph is used to show the varying evaluation metrics value for all 
models of each algorithm.  
 
 
Figure 4.16. Line Graph of Decision Tree with Varying Max_Depth for Heart Disease Dataset 
Using Transfer Learning 
 
 
 
Figure 4.17. Line Graph of Decision Tree with Varying Max_Depth and Min_Sample_Split for 
Heart Disease Dataset Using Transfer Learning 
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Figure 4.18. Line Graph of Random Forest with Varying Max_Depth for Heart Disease Dataset 
Using Transfer Learning 
 
 
 
Figure 4.19. Line Graph of Random Forest with Varying Max_Depth and Min_Sample_Split for 
Heart Disease Dataset Using Transfer Learning 
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Figure 4.20. Line Graph of KNN with Varying N_Neighbor for Heart Disease Dataset Using 
Transfer Learning 
 
 
 
Figure 4.21. Line Graph of MLP with Varying Max_Iteration for Heart Disease Dataset Using 
Transfer Learning 
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4.3.2.2 Box Plot 
Following box plot shows the comparison of the evaluation metrics values for all the 
models created by varying max_depth of Decision Tree, max_depth of Random Forest, n_neighbor 
of K-Nearest Neighbor and max_iteration of MLP algorithms for heart disease dataset using 
transfer learning.   
 
Table 4.8. Accuracy Value for Heart Disease Dataset Using Transfer Learning 
Parameter Decision Tree Random Forest KNN MLP 
Min Value 0.891079812 0.856703182 0.966405842 0.907929056 
First Quartile (Q1) 0.996961398 0.972652582 0.969261868 0.914345331 
Median Value 0.998904538 0.997600417 0.97370892 0.917214397 
Third 
Quartile(Q3) 0.998969744 0.998187272 0.978651539 0.91918362 
Max Value 0.999113198 0.998539384 0.982994262 0.921178925 
Box 1-hidden 
(Q1) 0.996961398 0.972652582 0.969261868 0.914345331 
Box 2 (Median -
Q1) 0.00194314 0.024947835 0.004447053 0.002869066 
Box 3 (Q3-
Median) 6.52061E-05 0.000586854 0.004942619 0.001969223 
Whisker Top 
(Max- Q3) 0.000143453 0.000352113 0.004342723 0.001995305 
Whisker Bottom 
(Q1- Min) 0.105881586 0.1159494 0.002856025 0.006416275 
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Figure 4.22. Accuracy Box Plot for Heart Disease Dataset Using Transfer Learning 
 
 
Table 4.9. Precision Macro Value for Heart Disease Dataset Using Transfer Learning 
Parameter Decision Tree Random Forest KNN MLP 
Min Value 0.837102924 0.800517941 0.942028023 0.851673438 
First Quartile (Q1) 0.996511645 0.981540284 0.946577899 0.86811231 
Median Value 0.997812904 0.997327251 0.952755779 0.88014405 
Third 
Quartile(Q3) 0.997991179 0.997824805 0.9613363 0.885949516 
Max Value 0.998168142 0.998552782 0.971366674 0.902587897 
Box 1-hidden 
(Q1) 0.996511645 0.981540284 0.946577899 0.86811231 
Box 2 (Median -
Q1) 0.001301259 0.015786966 0.00617788 0.01203174 
Box 3 (Q3-
Median) 0.000178276 0.000497554 0.00858052 0.005805466 
Whisker Top 
(Max- Q3) 0.000176963 0.000727977 0.010030375 0.016638381 
Whisker Bottom 
(Q1- Min) 0.159408721 0.181022343 0.004549877 0.016438872 
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Figure 4.23. Precision Macro Box Plot for Heart Disease Dataset Using Transfer Learning 
 
 
Table 4.10. Precision Micro Value for Heart Disease Dataset Using Transfer Learning 
Parameter Decision Tree Random Forest KNN MLP 
Min Value 0.891079812 0.856703182 0.966405842 0.912936881 
First Quartile (Q1) 0.996961398 0.972652582 0.969261868 0.914906103 
Median Value 0.998956703 0.997600417 0.97370892 0.916927491 
Third 
Quartile(Q3) 0.999008868 0.998187272 0.978651539 0.918518519 
Max Value 0.999061033 0.998539384 0.982994262 0.920918101 
Box 1-hidden 
(Q1) 0.996961398 0.972652582 0.969261868 0.914906103 
Box 2 (Median -
Q1) 0.001995305 0.024947835 0.004447053 0.002021388 
Box 3 (Q3-
Median) 5.21648E-05 0.000586854 0.004942619 0.001591028 
Whisker Top 
(Max- Q3) 5.21648E-05 0.000352113 0.004342723 0.002399583 
Whisker Bottom 
(Q1- Min) 0.105881586 0.1159494 0.002856025 0.001969223 
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Figure 4.24. Precision Micro Box Plot for Heart Disease Dataset Using Transfer Learning 
 
 
Table 4.11. Precision Weighted Value for Heart Disease Dataset Using Transfer Learning 
Parameter Decision Tree Random Forest KNN MLP 
Min Value 0.881309714 0.839906859 0.965824307 0.910897463 
First Quartile (Q1) 0.996979189 0.973349034 0.96890004 0.912606563 
Median Value 0.998959452 0.997605378 0.973513785 0.914109274 
Third 
Quartile(Q3) 0.999011851 0.998188388 0.978451576 0.915924644 
Max Value 0.999115951 0.998539643 0.983024445 0.919562291 
Box 1-hidden 
(Q1) 0.996979189 0.973349034 0.96890004 0.912606563 
Box 2 (Median -
Q1) 0.001980263 0.024256343 0.004613745 0.001502711 
Box 3 (Q3-
Median) 5.23987E-05 0.00058301 0.004937791 0.00181537 
Whisker Top 
(Max- Q3) 0.0001041 0.000351256 0.004572869 0.003637648 
Whisker Bottom 
(Q1- Min) 0.115669475 0.133442176 0.003075733 0.0017091 
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Figure 4.25. Precision Weighted Box Plot for Heart Disease Dataset Using Transfer Learning 
 
 
Table 4.12. Recall Macro Value for Heart Disease Dataset Using Transfer Learning 
Parameter Decision Tree Random Forest KNN MLP 
Min Value 0.673276336 0.513183911 0.919357294 0.760213714 
First Quartile (Q1) 0.990946322 0.909174728 0.929915219 0.765635212 
Median Value 0.998198116 0.992790826 0.941333617 0.770014251 
Third 
Quartile(Q3) 
0.998243978 0.994988066 0.949797825 0.778264013 
Max Value 0.998305135 0.995619396 0.966387175 0.790494144 
Box 1-hidden 
(Q1) 
0.990946322 0.909174728 0.929915219 0.765635212 
Box 2 (Median -
Q1) 
0.007251795 0.083616098 0.011418398 0.00437904 
Box 3 (Q3-
Median) 
4.58612E-05 0.00219724 0.008464208 0.008249762 
Whisker Top 
(Max- Q3) 
6.11577E-05 0.00063133 0.016589351 0.012230131 
Whisker Bottom 
(Q1- Min) 
0.317669986 0.395990817 0.010557925 0.005421498 
 
 50  
 
Figure 4.26. Recall Macro Box Plot for Heart Disease Dataset Using Transfer Learning 
 
 
Table 4.13. Recall Micro Value for Heart Disease Dataset Using Transfer Learning 
Parameter Decision Tree Random Forest KNN MLP 
Min Value 0.891079812 0.856703182 0.965824307 0.911371935 
First Quartile (Q1) 0.996961398 0.972652582 0.96890004 0.91422796 
Median Value 0.998982786 0.997600417 0.973513785 0.916588419 
Third 
Quartile(Q3) 
0.999061033 0.998187272 0.978451576 0.918935837 
Max Value 0.999061033 0.998539384 0.983024445 0.922065728 
Box 1-hidden 
(Q1) 
0.996961398 0.972652582 0.96890004 0.91422796 
Box 2 (Median -
Q1) 
0.002021388 0.024947835 0.004613745 0.002360459 
Box 3 (Q3-
Median) 
7.82473E-05 0.000586854 0.004937791 0.002347418 
Whisker Top 
(Max- Q3) 
0 0.000352113 0.004572869 0.00312989 
Whisker Bottom 
(Q1- Min) 
0.105881586 0.1159494 0.003075733 0.002856025 
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Figure 4.27. Recall Micro Box Plot for Heart Disease Dataset Using Transfer Learning 
 
 
Table 4.14. Recall Weighted Value for Heart Disease Dataset Using Transfer Learning 
Parameter Decision Tree Random Forest KNN MLP 
Min Value 0.891079812 0.856703182 0.966405842 0.91131977 
First Quartile (Q1) 0.996922274 0.972652582 0.969261868 0.914814815 
Median Value 0.998956703 0.997600417 0.97370892 0.916197183 
Third 
Quartile(Q3) 0.999008868 0.998187272 0.978651539 0.917318727 
Max Value 0.999113198 0.998539384 0.982994262 0.920344288 
Box 1-hidden 
(Q1) 0.996922274 0.972652582 0.969261868 0.914814815 
Box 2 (Median -
Q1) 0.002034429 0.024947835 0.004447053 0.001382368 
Box 3 (Q3-
Median) 5.21648E-05 0.000586854 0.004942619 0.001121544 
Whisker Top 
(Max- Q3) 0.00010433 0.000352113 0.004342723 0.003025561 
Whisker Bottom 
(Q1- Min) 0.105842462 0.1159494 0.002856025 0.003495044 
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Figure 4.28. Recall Weighted Box Plot for Heart Disease Dataset Using Transfer Learning 
 
 
4.3.2.3 Best Model 
The following diagram shows the best model of Decision Tree, Random Forest, K-Nearest 
Neighbor and MLP algorithm for each evaluation metrics. 
 
 
Figure 4.29. Best Models for Heart Disease Dataset Using Transfer Learning  
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4.3.2.4 ROC 
Here we compared the ROC curve of the best models of Decision Tree, Random Forest, 
K-Nearest Neighbor and MLP algorithm as follows:  
 
 
 
Figure 4.30. ROC Curve of Best Models for Heart Disease Dataset Using Transfer Learning 
 
 
4.3.3 Using Suggested Features 
For this experiment, experts identified 11 important features out of heart disease dataset as 
shown in section 3.3. We used these identified important features for training all the models of 
Decision Tree, Random Forest, K-Nearest Neighbor and MLP algorithm and estimated the 
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evaluation metrics for each model using grid search 5-fold cross validation. Following sections 
shows the comparison between the models. 
4.3.3.1 Line Graph 
Following line diagram shows the comparison of different models of each algorithm based 
on evaluation metrics. 
 
 
Figure 4.31. Line Graph of Decision Tree with Varying Max_Depth for Heart Disease Dataset 
Using Suggested Features 
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Figure 4.32. Line Graph of Decision Tree with Varying Max_Depth and Min_Sample_Split for 
Heart Disease Dataset Using Suggested Features 
 
 
 
Figure 4.33. Line Graph of Decision Tree with Varying Max_Depth for Heart Disease Dataset 
Using Suggested Features. 
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Figure 4.34. Line Graph of Random Forest with Varying Max_Depth and Min_Sample_Split for 
Heart Disease Dataset Using Suggested Features. 
 
 
 
Figure 4.35. Line Graph of KNN with Varying N_Neighbor for Heart Disease Dataset Using 
Suggested Features 
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Figure 4.36. Line Graph of MLP with Varying Max_Iteration for Heart Disease Dataset Using 
Suggested Features 
 
 
4.3.3.2 Box Plot 
Following box plot shows the comparison of the evaluation metrics values for all 
the models created by varying max_depth of Decision Tree, max_depth of Random Forest, 
n_neighbor of K-Nearest Neighbor and max_iteration of MLP algorithms for heart disease 
dataset using only suggested features. 
 
Table 4.15. Accuracy Weighted Value for Heart Disease Dataset Using Suggested Features 
Parameter Decision Tree Random Forest KNN MLP 
Min Value 0.801877934 0.835837246 0.773291601 0.853834116 
First Quartile (Q1) 0.823878456 0.847548252 0.849308816 0.856442358 
Median Value 0.844522692 0.853781951 0.854512259 0.856781429 
Third 
Quartile(Q3) 
0.855581638 0.856285863 0.856181534 0.857042254 
Max Value 0.858581116 0.8590506 0.85722483 0.857642149 
Box 1-hidden 
(Q1) 
0.823878456 0.847548252 0.849308816 0.856442358 
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Parameter Decision Tree Random Forest KNN MLP 
Box 2 (Median -
Q1) 
0.020644236 0.006233698 0.005203443 0.000339071 
Box 3 (Q3-
Median) 
0.011058946 0.002503912 0.001669275 0.000260824 
Whisker Top 
(Max- Q3) 
0.002999478 0.002764737 0.001043297 0.000599896 
Whisker Bottom 
(Q1- Min) 
0.022000522 0.011711007 0.076017214 0.002608242 
 
 
 
Figure 4.37. Accuracy Box Plot for Heart Disease Dataset Using Suggested Features 
 
 
Table 4.16. Precision Macro Value for Heart Disease Dataset Using Suggested Features 
Parameter Decision Tree Random Forest KNN MLP 
Min Value 0.558728838 0.426499739 0.552827739 0.736792799 
First Quartile (Q1) 0.577150124 0.634896059 0.655364576 0.771711809 
Median Value 0.630733801 0.709333602 0.701272512 0.782239266 
Third 
Quartile(Q3) 0.756240757 0.791830576 0.724351373 0.800412557 
Max Value 0.837718605 0.86990325 0.748469484 0.816266373 
Box 1-hidden 
(Q1) 0.577150124 0.634896059 0.655364576 0.771711809 
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Parameter Decision Tree Random Forest KNN MLP 
Box 2 (Median -
Q1) 0.053583677 0.074437543 0.045907936 0.010527456 
Box 3 (Q3-
Median) 0.125506956 0.082496974 0.023078861 0.018173291 
Whisker Top 
(Max- Q3) 0.081477848 0.078072674 0.024118111 0.015853817 
Whisker Bottom 
(Q1- Min) 0.018421286 0.20839632 0.102536837 0.034919011 
 
 
 
Figure 4.38. Precision Macro Box Plot for Heart Disease Dataset Using Suggested Features 
 
 
Table 4.17. Precision Micro Value for Heart Disease Dataset Using Suggested Features 
Parameter Decision Tree Random Forest KNN MLP 
Min Value 0.80312989 0.835837246 0.773291601 0.855033907 
First Quartile (Q1) 0.824100156 0.847548252 0.849308816 0.856377152 
Median Value 0.844418362 0.853781951 0.854512259 0.856651017 
Third 
Quartile(Q3) 0.855738132 0.856285863 0.856181534 0.857016171 
Max Value 0.858581116 0.8590506 0.85722483 0.857746479 
Box 1-hidden 
(Q1) 0.824100156 0.847548252 0.849308816 0.856377152 
Box 2 (Median -
Q1) 0.020318206 0.006233698 0.005203443 0.000273865 
Box 3 (Q3-
Median) 0.01131977 0.002503912 0.001669275 0.000365154 
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Parameter Decision Tree Random Forest KNN MLP 
Whisker Top 
(Max- Q3) 0.002842984 0.002764737 0.001043297 0.000730308 
Whisker Bottom 
(Q1- Min) 0.020970266 0.011711007 0.076017214 0.001343245 
 
 
 
Figure 4.39. Precision Micro Box Plot for Heart Disease Dataset Using Suggested Features 
 
 
Table 4.18. Precision Weighted Value for Heart Disease Dataset Using Suggested Features 
Parameter Decision Tree Random Forest KNN MLP 
Min Value 0.775145221 0.72760812 0.776143265 0.824905059 
First Quartile (Q1) 0.77855232 0.795869977 0.801699973 0.831141034 
Median Value 0.792295358 0.815996177 0.814758881 0.835691648 
Third 
Quartile(Q3) 0.829560231 0.839812378 0.820681264 0.841087238 
Max Value 0.852828512 0.859760048 0.827417288 0.844376754 
Box 1-hidden 
(Q1) 0.77855232 0.795869977 0.801699973 0.831141034 
Box 2 (Median -
Q1) 0.013743039 0.020126201 0.013058908 0.004550614 
Box 3 (Q3-
Median) 0.037264873 0.0238162 0.005922383 0.005395589 
Whisker Top 
(Max- Q3) 0.02326828 0.01994767 0.006736024 0.003289516 
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Parameter Decision Tree Random Forest KNN MLP 
Whisker Bottom 
(Q1- Min) 0.003407099 0.068261857 0.025556708 0.006235976 
 
 
 
Figure 4.40. Precision Weighted Box Plot for Heart Disease Dataset Using Suggested Features 
 
 
Table 4.19. Recall Macro Value for Heart Disease Dataset Using Suggested Features. 
Parameter Decision Tree Random Forest KNN MLP 
Min Value 0.523699028 0.5 0.528544589 0.51911651 
First Quartile (Q1) 0.527386891 0.525474858 0.530920784 0.52199745 
Median Value 0.529857476 0.528032552 0.533498584 0.523624214 
Third 
Quartile(Q3) 0.538357635 0.531585862 0.537458344 0.525324117 
Max Value 0.543696941 0.548233019 0.554452224 0.52766627 
Box 1-hidden 
(Q1) 0.527386891 0.525474858 0.530920784 0.52199745 
Box 2 (Median -
Q1) 0.002470585 0.002557695 0.0025778 0.001626764 
Box 3 (Q3-
Median) 0.008500159 0.00355331 0.00395976 0.001699904 
Whisker Top 
(Max- Q3) 0.005339306 0.016647157 0.01699388 0.002342153 
Whisker Bottom 
(Q1- Min) 0.003687863 0.025474858 0.002376196 0.00288094 
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Figure 4.41. Recall Macro Box Plot for Heart Disease Dataset Using Suggested Features 
 
 
Table 4.20. Recall Micro Value for Heart Disease Dataset Using Suggested Features 
Parameter Decision Tree Random Forest KNN MLP 
Min Value 0.802034429 0.835837246 0.773291601 0.851017214 
First Quartile (Q1) 0.823004695 0.847548252 0.849308816 0.856664058 
Median Value 0.844653104 0.853781951 0.854512259 0.856833594 
Third 
Quartile(Q3) 0.85571205 0.856285863 0.856181534 0.857133542 
Max Value 0.858581116 0.8590506 0.85722483 0.857850809 
Box 1-hidden 
(Q1) 0.823004695 0.847548252 0.849308816 0.856664058 
Box 2 (Median -
Q1) 0.021648409 0.006233698 0.005203443 0.000169536 
Box 3 (Q3-
Median) 0.011058946 0.002503912 0.001669275 0.000299948 
Whisker Top 
(Max- Q3) 0.002869066 0.002764737 0.001043297 0.000717267 
Whisker Bottom 
(Q1- Min) 0.020970266 0.011711007 0.076017214 0.005646844 
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Figure 4.42. Recall Micro Box Plot for Heart Disease Dataset Using Suggested Features 
 
 
Table 4.21. Recall Weight Value for Heart Disease Dataset Using Suggested Features 
Parameter Decision Tree Random Forest KNN MLP 
Min Value 0.801408451 0.835837246 0.773291601 0.854773083 
First Quartile (Q1) 0.822130934 0.847548252 0.849308816 0.856272822 
Median Value 0.844209703 0.853781951 0.854512259 0.856755347 
Third 
Quartile(Q3) 0.855568597 0.856285863 0.856181534 0.857146583 
Max Value 0.858581116 0.8590506 0.85722483 0.857902973 
Box 1-hidden 
(Q1) 0.822130934 0.847548252 0.849308816 0.856272822 
Box 2 (Median -
Q1) 0.022078769 0.006233698 0.005203443 0.000482525 
Box 3 (Q3-
Median) 0.011358894 0.002503912 0.001669275 0.000391236 
Whisker Top 
(Max- Q3) 0.00301252 0.002764737 0.001043297 0.00075639 
Whisker Bottom 
(Q1- Min) 0.020722483 0.011711007 0.076017214 0.001499739 
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Figure 4.43. Recall Weight Box Plot for Heart Disease Dataset Using Suggested Features 
 
 
4.3.3.3 Best Model 
The following diagram shows the best model of Decision Tree, Random Forest, K-Nearest 
Neighbor and MLP algorithm using suggested features only for each evaluation metrics.  
 
 
Figure 4.44. Best Models for Heart Disease Dataset Using Suggested Features 
 
 
4.3.3.4 ROC Chart 
Here we compared the ROC curve of the best models of Decision Tree, Random 
Forest, K-Nearest Neighbor and MLP algorithm using suggested features only as follows:   
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   Figure 4.45. ROC Curve of Best Models for Heart Disease Dataset Using Suggested Features 
 
 
4.3.4 Using Transfer Learning Combined with Suggested Features 
For this experiment, we combined top 10 feature identified during transfer learning and 
experts suggested important features of heart disease dataset as shown in section 3.3. We used these 
combined features for training all the models of Decision Tree, Random Forest, K-Nearest 
Neighbor and MLP algorithm and estimated the evaluation metrics for each model using grid search 
5-fold cross-validation. Following sections shows the comparison between the models. 
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4.3.4.1 Line Graph 
Following line diagram shows the comparison of different models of each algorithm using 
combined features of transfer learning and expert suggested features. 
 
 
Figure 4.46. Line Graph of Decision Tree with Varying Max_Depth for Heart Disease Dataset 
Using Transfer Learning Combined with Suggested Features 
 
 
 
Figure 4.47. Line Graph of Decision Tree with Varying Max_Depth and Min_Sample_Split for 
Heart Disease Dataset Using Transfer Learning Combined with Suggested Features 
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Figure 4.48. Line Graph of Random Forest with Varying Max_Depth for Heart Disease Dataset 
Using Transfer Learning Combined with Suggested Features 
 
 
 
Figure 4.49. Line Graph of Random Forest with Varying Max_Depth and Min_Sample_Split for 
Heart Disease Dataset Using Transfer Learning Combined with Suggested Features 
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Figure 4.50. Line Graph of KNN with Varying N_Neighbor for Heart Disease Dataset Using 
Transfer Learning Combined with Suggested Features 
 
 
 
Figure 4.51. Line Graph of MLP with Varying Max_Iteration for Heart Disease Dataset Using 
Transfer Learning Combined with Suggested Features 
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4.3.4.2 Box Plot 
Following box plot shows the comparison of the evaluation metrics values for all the 
models created by varying max_depth of Decision Tree, max_depth of Random Forest, n_neighbor 
of K-Nearest Neighbor and max_iteration of MLP algorithms for heart disease dataset using 
combined features of transfer learning and expert suggested features. 
 
Table 4.22. Accuracy Value for Heart Disease Dataset Using Transfer Learning And Expert 
Suggested Features 
Parameter Decision Tree Random Forest KNN MLP 
Min Value 0.891079812 0.854929577 0.965988524 0.913354199 
First Quartile (Q1) 0.996961398 0.935472092 0.968988002 0.918648931 
Median Value 0.998904538 0.988706312 0.97295253 0.919640063 
Third 
Quartile(Q3) 0.998969744 0.994600939 0.977699531 0.922026604 
Max Value 0.999061033 0.995774648 0.983098592 0.924621805 
Box 1-hidden 
(Q1) 0.996961398 0.935472092 0.968988002 0.918648931 
Box 2 (Median -
Q1) 0.00194314 0.05323422 0.003964528 0.000991132 
Box 3 (Q3-
Median) 6.52061E-05 0.005894627 0.004747001 0.002386541 
Whisker Top 
(Max- Q3) 9.12885E-05 0.001173709 0.005399061 0.002595201 
Whisker Bottom 
(Q1- Min) 0.105881586 0.080542514 0.002999478 0.005294731 
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Figure 4.52. Accuracy Box Plot for Heart Disease Dataset Using Transfer Learning Combined 
with Suggested Features. 
 
 
Table 4.23. Precision Macro Value for Heart Disease Dataset Using Transfer Learning And 
Expert Suggested Features 
Parameter Decision Tree Random Forest KNN MLP 
Min Value 0.837102924 0.691384853 0.942542258 0.857540835 
First Quartile (Q1) 0.99637893 0.955890129 0.946240199 0.874726392 
Median Value 0.9976414 0.990777503 0.951952435 0.879196067 
Third 
Quartile(Q3) 0.997853082 0.993249358 0.96031886 0.898390089 
Max Value 0.998345457 0.995000378 0.972378469 0.903664631 
Box 1-hidden 
(Q1) 0.99637893 0.955890129 0.946240199 0.874726392 
Box 2 (Median -
Q1) 0.00126247 0.034887374 0.005712237 0.004469675 
Box 3 (Q3-
Median) 0.000211682 0.002471855 0.008366425 0.019194023 
Whisker Top 
(Max- Q3) 0.000492375 0.00175102 0.012059609 0.005274541 
Whisker Bottom 
(Q1- Min) 0.159276006 0.264505276 0.003697941 0.017185557 
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Figure 4.53. Precision Macro Box Plot for Heart Disease Dataset Using Transfer Learning 
Combined with Suggested Features 
 
 
Table 4.24. Precision Micro Value for Heart Disease Dataset Using Transfer Learning And 
Expert Suggested Features 
Parameter Decision Tree Random Forest KNN MLP 
Min Value 0.891079812 0.854929577 0.965988524 0.91152843 
First Quartile (Q1) 0.997000522 0.935472092 0.968988002 0.918661972 
Median Value 0.998956703 0.988706312 0.97295253 0.919874804 
Third 
Quartile(Q3) 0.999021909 0.994600939 0.977699531 0.922157016 
Max Value 0.999113198 0.995774648 0.983098592 0.923943662 
Box 1-hidden 
(Q1) 0.997000522 0.935472092 0.968988002 0.918661972 
Box 2 (Median -
Q1) 0.001956182 0.05323422 0.003964528 0.001212833 
Box 3 (Q3-
Median) 6.52061E-05 0.005894627 0.004747001 0.002282212 
Whisker Top 
(Max- Q3) 9.12885E-05 0.001173709 0.005399061 0.001786646 
Whisker Bottom 
(Q1- Min) 0.105920709 0.080542514 0.002999478 0.007133542 
 
. 
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Figure 4.54. Precision Micro Box Plot for Heart Disease Dataset Using Transfer Learning 
Combined with Suggested Features 
 
 
Table 4.25. Precision Weighted Value for Heart Disease Dataset Using Transfer Learning And 
Expert Suggested Features 
Parameter Decision Tree Random Forest KNN MLP 
Min Value 0.881309714 0.80677865 0.965387758 0.911269149 
First Quartile (Q1) 0.996979189 0.938320385 0.968600456 0.916106893 
Median Value 0.998909583 0.988797921 0.972722166 0.917398043 
Third 
Quartile(Q3) 
0.999011643 0.994590823 0.977603181 0.918733287 
Max Value 0.999168132 0.995768866 0.983179918 0.920105396 
Box 1-hidden 
(Q1) 
0.996979189 0.938320385 0.968600456 0.916106893 
Box 2 (Median -
Q1) 
0.001930393 0.050477535 0.00412171 0.00129115 
Box 3 (Q3-
Median) 
0.000102061 0.005792902 0.004881015 0.001335244 
Whisker Top 
(Max- Q3) 
0.000156488 0.001178043 0.005576737 0.001372109 
Whisker Bottom 
(Q1- Min) 
0.115669475 0.131541735 0.003212698 0.004837744 
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Figure 4.55. Precision Weighted Box Plot for Heart Disease Dataset Using Transfer Learning 
Combined with Suggested Features 
 
 
Table 4.26. Recall Macro Value for Heart Disease Dataset Using Transfer Learning and Expert 
Suggested Features 
Parameter Decision Tree Random Forest KNN MLP 
Min Value 0.673276336 0.507449099 0.917938033 0.756196078 
First Quartile (Q1) 0.990946322 0.786000781 0.927917871 0.776304338 
Median Value 0.998167541 0.964082678 0.938907164 0.780978741 
Third 
Quartile(Q3) 0.998243997 0.985190309 0.946319003 0.785042891 
Max Value 0.998305143 0.988859848 0.967623898 0.802112184 
Box 1-hidden 
(Q1) 0.990946322 0.786000781 0.927917871 0.776304338 
Box 2 (Median -
Q1) 0.007221219 0.178081897 0.010989293 0.004674403 
Box 3 (Q3-
Median) 7.64564E-05 0.021107632 0.007411839 0.004064151 
Whisker Top 
(Max- Q3) 6.11461E-05 0.003669538 0.021304895 0.017069293 
Whisker Bottom 
(Q1- Min) 0.317669986 0.278551682 0.009979838 0.02010826 
 
 
 74  
 
Figure 4.56. Recall Macro Plot for Heart Disease Dataset Using Transfer Learning Combined 
with Suggested Features 
 
 
Table 4.27. Recall Micro Value for Heart Disease Dataset Using Transfer Learning and Expert 
Suggested Features 
Parameter Decision Tree Random Forest KNN MLP 
Min Value 0.891079812 0.854929577 0.965988524 0.90808555 
First Quartile (Q1) 0.997000522 0.935472092 0.968988002 0.917957746 
Median Value 0.998878456 0.988706312 0.97295253 0.919848722 
Third 
Quartile(Q3) 0.999008868 0.994600939 0.977699531 0.921244131 
Max Value 0.999061033 0.995774648 0.983098592 0.923735003 
Box 1-hidden 
(Q1) 0.997000522 0.935472092 0.968988002 0.917957746 
Box 2 (Median -
Q1) 0.001877934 0.05323422 0.003964528 0.001890975 
Box 3 (Q3-
Median) 0.000130412 0.005894627 0.004747001 0.001395409 
Whisker Top 
(Max- Q3) 5.21648E-05 0.001173709 0.005399061 0.002490871 
Whisker Bottom 
(Q1- Min) 0.105920709 0.080542514 0.002999478 0.009872196 
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Figure 4.57. Recall Micro Box Plot for Heart Disease Dataset Using Transfer Learning Combined 
with Suggested Features 
 
 
Table 4.28. Recall Weighted Value for Heart Disease Dataset Using Transfer Learning and 
Expert Suggested Features 
Parameter Decision Tree Random Forest KNN MLP 
Min Value 0.891079812 0.854929577 0.965988524 0.910745957 
First Quartile (Q1) 0.996922274 0.935472092 0.968988002 0.920357329 
Median Value 0.998878456 0.988706312 0.97295253 0.921961398 
Third 
Quartile(Q3) 
0.999008868 0.994600939 0.977699531 0.922613459 
Max Value 0.999165363 0.995774648 0.983098592 0.925299948 
Box 1-hidden 
(Q1) 
0.996922274 0.935472092 0.968988002 0.920357329 
Box 2 (Median -
Q1) 
0.001956182 0.05323422 0.003964528 0.001604069 
Box 3 (Q3-
Median) 
0.000130412 0.005894627 0.004747001 0.000652061 
Whisker Top 
(Max- Q3) 
0.000156495 0.001173709 0.005399061 0.002686489 
Whisker Bottom 
(Q1- Min) 
0.105842462 0.080542514 0.002999478 0.009611372 
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Figure 4.58. Recall Weighted Box Plot for Heart Disease Dataset Using Transfer Learning 
Combined with Suggested Features 
 
 
4.3.4.3 Best Model 
The following diagram shows the best model of Decision Tree, Random Forest, 
K-Nearest Neighbor and MLP algorithm using combined features of transfer learning and 
expert suggested features for each evaluation metrics. 
 
 
Figure 4.59. Best Models for Heart Disease Dataset Using Transfer Learning Combined with 
Suggested Features 
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4.3.4.4 ROC Chart 
Here we compared the ROC curve of the best models of Decision Tree, Random Forest, 
K-Nearest Neighbor and MLP algorithm using combined features of transfer learning and expert 
suggested features as follows: 
 
 
 
Figure 4.60. ROC Curve of Best Model for Heart Disease Dataset Using Transfer Learning 
Combined with Suggested Features 
 
4.3.5 Methodology and Algorithm Comparison Based on Accuracy for Heart Disease 
Dataset 
In this section, we compare all the 4-methodologies used with heart disease dataset, 
following table shows the comparisons between best models created by modifying one coefficient 
for each methodology and each machine learning algorithms. 
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Table 4.29. Accuracy Based Comparisons of Best Model for each Methodology and each 
Machine Learning Algorithms 
Features Used for 
Training 
Best Model Accuracy with Grid Search Evaluation 
Decision Tree Random 
Forest 
KNN MLP 
All 53 Features 0.998435054773 0.971465832029 0.952164840897 0.922222222222 
Transfer Learning with 
Top 10 Features 
0.999113197705 0.998539384455 0.982994261868 0.921178925404 
With Expert Suggested 
Features 
0.858581116328 0.859050599896 0.857224830464 0.857642149191 
Transfer Learning with 
Top 10 and suggested 
Features 
0.999061032864 0.995774647887 0.983098591549 0.924621804903 
 
 
The table 4 shows, the transfer learning methodology has better or almost same accuracy 
for all the machine learning algorithms comparing to other methodology. Here, it also shows that 
the Decision Tree algorithm outperformed to be the best among all the machine learning algorithms 
for all the methodology. It also shows that the model trained with only expert suggested features 
has the lowest accuracy for each algorithm. It also concludes that if the suggested features are 
combined with transfer learning, it outperformed to be the best among all the methodology. 
4.4 Readmission Dataset 
We did different experiments on the readmission dataset by considering the machine 
learning algorithms and transfer learning technique. The description of the readmission dataset is 
explained at appendix B. 
4.5 Result and Finding with Readmission Dataset 
In this section, we mention detail results obtained for readmission dataset by following 
methodologies specified in chapter 3. 
4.5.1 Using All the Features of Dataset 
In this technique, we created the different models of Decision Tree, Random Forest, K-
Nearest Neighbor and MLP algorithms using all the feature of the dataset. And each trained model 
 79  
performance is estimated by calculation evaluation metrics using grid search with 5-fold cross 
validation. We also compared the different models of the different algorithm as shown below. 
 
4.5.1.1 Line Graph 
Following line diagram shows the comparison of different models of each algorithm based 
on evaluation metrics. 
 
 
Figure 4.61. Line Graph of Decision Tree with Varying Max_Depth for Readmission Dataset 
Using All Features 
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Figure 4.62. Line Graph of Decision Tree with Varying Max_Depth and Min_Sample_Split for 
Readmission Dataset Using All Features 
 
 
 
Figure 4.63. Line Graph of Random Forest with Varying Max_Depth for Readmission Dataset 
Using All Features. 
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Figure 4.64. Line Graph of Random Forest with Varying Max_Depth and Min_Sample_Split for 
Readmission Dataset Using All Features 
 
 
 
Figure 4.65. Line Graph of KNN with Varying N_Neighbor for Readmission Dataset Using All 
Features 
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Figure 4.66. Line Graph of MLP with Varying Max_Iteration for Readmission Dataset Using All 
Features 
 
 
4.5.1.2 Box Plot 
Following box plot shows the comparison of the evaluation metrics values for all the 
models created by varying max_depth of Decision Tree, max_depth of Random Forest, n_neighbor 
of K-Nearest Neighbor and max_iteration of MLP algorithms for readmission dataset using all 
features. 
 
Table 4.30. Accuracy Value for Readmission Dataset Using All Features 
Parameter Decision Tree Random Forest KNN MLP 
Min Value 0.500384627 0.539786407 0.378462891 0.479654735 
First Quartile (Q1) 0.532670809 0.552688892 0.464574363 0.514967981 
Median Value 0.558907859 0.560791033 0.492831953 0.532853132 
Third 
Quartile(Q3) 0.565306653 0.564397534 0.502542534 0.538425228 
Max Value 0.573843372 0.56797906 0.508436816 0.553912705 
Box 1-hidden 
(Q1) 0.532670809 0.552688892 0.464574363 0.514967981 
Box 2 (Median -
Q1) 0.02623705 0.008102141 0.02825759 0.017885151 
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Parameter Decision Tree Random Forest KNN MLP 
Box 3 (Q3-
Median) 0.006398793 0.003606502 0.009710581 0.005572095 
Whisker Top 
(Max- Q3) 0.008536719 0.003581526 0.005894283 0.015487477 
Whisker Bottom 
(Q1- Min) 0.032286182 0.012902485 0.086111472 0.035313246 
 
 
 
Figure 4.67. Accuracy Box Plot for Readmission Dataset Using All Features 
 
 
Table 4.31. Precision Macro Value for Readmission Dataset Using All Features  
Parameter Decision Tree Random Forest KNN MLP 
Min Value 0.353411859 0.179928802 0.348460019 0.415094365 
First Quartile (Q1) 0.391724824 0.368185748 0.355145753 0.439412503 
Median Value 0.41539977 0.436940101 0.358454531 0.44875765 
Third 
Quartile(Q3) 
0.446147512 0.451984185 0.362344689 0.460352895 
Max Value 0.501806474 0.475013144 0.369646216 0.474367028 
Box 1-hidden 
(Q1) 
0.391724824 0.368185748 0.355145753 0.439412503 
Box 2 (Median -
Q1) 
0.023674946 0.068754352 0.003308778 0.009345147 
Box 3 (Q3-
Median) 
0.030747741 0.015044084 0.003890158 0.011595245 
Whisker Top 
(Max- Q3) 
0.055658963 0.02302896 0.007301528 0.014014133 
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Parameter Decision Tree Random Forest KNN MLP 
Whisker Bottom 
(Q1- Min) 
0.038312965 0.188256946 0.006685734 0.024318137 
 
 
 
Figure 4.68. Precision Macro Box Plot for Readmission Dataset Using All Features 
 
 
Table 4.32. Precision Micro Value for Readmission Dataset Using All Features 
Parameter Decision Tree Random Forest KNN MLP 
Min Value 0.499785208 0.539786407 0.378462891 0.429353527 
First Quartile (Q1) 0.532256211 0.552688892 0.464574363 0.524278949 
Median Value 0.558922845 0.560791033 0.492831953 0.535675395 
Third 
Quartile(Q3) 0.565246711 0.564397534 0.502542534 0.543387914 
Max Value 0.573853362 0.56797906 0.508436816 0.550915612 
Box 1-hidden 
(Q1) 0.532256211 0.552688892 0.464574363 0.524278949 
Box 2 (Median -
Q1) 0.026666633 0.008102141 0.02825759 0.011396445 
Box 3 (Q3-
Median) 0.006323866 0.003606502 0.009710581 0.007712519 
Whisker Top 
(Max- Q3) 0.008606652 0.003581526 0.005894283 0.007527698 
Whisker Bottom 
(Q1- Min) 0.032471003 0.012902485 0.086111472 0.094925422 
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Figure 4.69. Precision Micro Box Plot for Readmission Dataset Using All Features 
 
 
Table 4.33. Precision Weighted Value for Readmission Dataset Using All Features 
Parameter Decision Tree Random Forest KNN MLP 
Min Value 0.481312113 0.291369365 0.443030809 0.502406752 
First Quartile 
(Q1) 0.489924537 0.492246838 0.449759361 0.506339407 
Median Value 0.502199878 0.510643638 0.450790012 0.511753291 
Third 
Quartile(Q3) 0.520266294 0.519463763 0.452243777 0.520864211 
Max Value 0.542467919 0.529759957 0.453840202 0.536597265 
Box 1-hidden 
(Q1) 0.489924537 0.492246838 0.449759361 0.506339407 
Box 2 (Median -
Q1) 0.01227534 0.0183968 0.00103065 0.005413884 
Box 3 (Q3-
Median) 0.018066416 0.008820125 0.001453765 0.00911092 
Whisker Top 
(Max- Q3) 0.022201625 0.010296194 0.001596426 0.015733055 
Whisker Bottom 
(Q1- Min) 0.008612424 0.200877472 0.006728552 0.003932655 
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Figure 4.70. Precision Weighted Box Plot for Readmission Dataset Using All Features 
 
 
Table 4.34. Recall Macro Value for Readmission Dataset Using All Features 
Parameter Decision Tree Random Forest KNN MLP 
Min Value 0.374854727 0.333333333 0.34826284 0.365324186 
First Quartile (Q1) 0.390672093 0.371592365 0.351956388 0.372574578 
Median Value 0.395362031 0.386150699 0.35255009 0.374607717 
Third 
Quartile(Q3) 0.397613338 0.38867839 0.353238117 0.378940102 
Max Value 0.399184115 0.390136123 0.354926916 0.389575121 
Box 1-hidden 
(Q1) 0.390672093 0.371592365 0.351956388 0.372574578 
Box 2 (Median -
Q1) 0.004689938 0.014558334 0.000593702 0.002033139 
Box 3 (Q3-
Median) 0.002251307 0.002527692 0.000688026 0.004332386 
Whisker Top 
(Max- Q3) 0.001570778 0.001457733 0.001688799 0.010635019 
Whisker Bottom 
(Q1- Min) 0.015817366 0.038259031 0.003693548 0.007250392 
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Figure 4.71. Recall Macro Box Plot for Readmission Dataset Using All Features 
 
 
Table 4.35. Recall Micro Value for Readmission Dataset Using All Features 
Parameter Decision Tree Random Forest KNN MLP 
Min Value 0.500514501 0.539786407 0.378462891 0.48790673 
First Quartile (Q1) 0.533280218 0.552688892 0.464574363 0.513274624 
Median Value 0.558872893 0.560791033 0.492831953 0.53229867 
Third 
Quartile(Q3) 0.565306653 0.564397534 0.502542534 0.538530126 
Max Value 0.573843372 0.56797906 0.508436816 0.557908828 
Box 1-hidden 
(Q1) 0.533280218 0.552688892 0.464574363 0.513274624 
Box 2 (Median -
Q1) 0.025592675 0.008102141 0.02825759 0.019024047 
Box 3 (Q3-
Median) 0.006433759 0.003606502 0.009710581 0.006231455 
Whisker Top 
(Max- Q3) 0.008536719 0.003581526 0.005894283 0.019378703 
Whisker Bottom 
(Q1- Min) 0.032765717 0.012902485 0.086111472 0.025367893 
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Figure 4.72. Recall Micro Box Plot for Readmission Dataset Using All Features 
 
 
Table 4.36. Recall Weighted Value for Readmission Dataset Using All Features 
Parameter Decision Tree Random Forest KNN MLP 
Min Value 0.498936032 0.539786407 0.378462891 0.51274264 
First Quartile (Q1) 0.533217779 0.552688892 0.464574363 0.522038623 
Median Value 0.558817947 0.560791033 0.492831953 0.526938869 
Third 
Quartile(Q3) 0.565344116 0.564397534 0.502542534 0.536584513 
Max Value 0.573853362 0.56797906 0.508436816 0.551475069 
Box 1-hidden 
(Q1) 0.533217779 0.552688892 0.464574363 0.522038623 
Box 2 (Median -
Q1) 0.025600168 0.008102141 0.02825759 0.004900247 
Box 3 (Q3-
Median) 0.00652617 0.003606502 0.009710581 0.009645644 
Whisker Top 
(Max- Q3) 0.008509246 0.003581526 0.005894283 0.014890556 
Whisker Bottom 
(Q1- Min) 0.034281747 0.012902485 0.086111472 0.009295983 
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Figure 4.73. Recall Weighted Box Plot for Readmission Dataset Using All Features 
 
 
4.5.1.3 Best Model 
The following diagram shows the best model of Decision Tree, Random Forest, K-Nearest 
Neighbor and MLP algorithms using all the features of dataset. 
 
 
Figure 4.74. Best Models for Readmission Dataset Using All Features 
 
 
4.5.2 Using Transfer Learning 
In transfer learning technique, top 10 important features were identified during transfer 
learning using decision tree. And these top 10 features were only used for training all the models 
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of Decision Tree, Random Forest, K-Nearest Neighbor and MLP algorithm to demonstrate the 
transfer learning in this experiment. The following sections shows the comparison between the 
models. 
4.5.2.1 Line Graph 
 Following line diagram shows the comparison of different models of each algorithm based 
on evaluation metrics. 
 
 
Figure 4.75. Line Graph of Decision Tree with Varying Max_Depth for Readmission Dataset 
Using Transfer Learning    
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Figure 4.76. Line Graph of Decision Tree with Varying Max_Depth and Min_Sample_Split for 
Readmission Dataset Using Transfer Learning 
 
 
 
Figure 4.77. Line Graph of Random Forest with Varying Max_Depth for Readmission Dataset 
Using Transfer Learning 
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Figure 4.78. Line Graph of Random Forest with Varying Max_Depth and Min_Sample_Split for 
Readmission Dataset Using Transfer Learning 
 
 
 
Figure 4.79. Line Graph of KNN with Varying N_Neighbor for Readmission Dataset Using 
Transfer Learning 
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Figure 4.80. Line Graph of MLP with Varying Max_Iteration for Readmission Dataset Using 
Transfer Learning. 
 
 
4.5.2.2 Box Plot 
Following box diagram shows the comparison of each algorithm based on grid search with 
5-fold cross validation. 
 
Table 4.37. Accuracy Value for Readmission Dataset Using Transfer Learning 
Parameter Decision Tree Random Forest KNN MLP 
Min Value 0.495069782 0.539786407 0.375875401 0.47433989 
First Quartile (Q1) 0.528941926 0.553048543 0.467881155 0.525877399 
Median Value 0.558313436 0.567574453 0.496403489 0.532378593 
Third 
Quartile(Q3) 0.567874162 0.572374796 0.506543653 0.543720092 
Max Value 0.573733479 0.575461802 0.512183182 0.554671968 
Box 1-hidden 
(Q1) 0.528941926 0.553048543 0.467881155 0.525877399 
Box 2 (Median -
Q1) 0.02937151 0.01452591 0.028522333 0.006501194 
Box 3 (Q3-
Median) 0.009560726 0.004800344 0.010140164 0.011341499 
Whisker Top 
(Max- Q3) 0.005859316 0.003087006 0.00563953 0.010951877 
 94  
Parameter Decision Tree Random Forest KNN MLP 
Whisker Bottom 
(Q1- Min) 0.033872144 0.013262136 0.092005754 0.051537509 
 
 
 
Figure 4.81. Accuracy Box Plot for Readmission Dataset Using Transfer Learning 
 
 
Table 4.38. Precision Macro Value for Readmission Dataset Using Transfer Learning 
Parameter Decision Tree Random Forest KNN MLP 
Min Value 0.353411859 0.179928802 0.347604206 0.425288725 
First Quartile (Q1) 0.389470753 0.364414957 0.357282973 0.451741073 
Median Value 0.410736496 0.441054535 0.362951623 0.461277677 
Third 
Quartile(Q3) 0.443289847 0.461292197 0.366261686 0.472450464 
Max Value 0.527399005 0.477369725 0.370851728 0.501755071 
Box 1-hidden 
(Q1) 0.389470753 0.364414957 0.357282973 0.451741073 
Box 2 (Median -
Q1) 0.021265743 0.076639578 0.00566865 0.009536604 
Box 3 (Q3-
Median) 0.032553351 0.020237662 0.003310063 0.011172787 
Whisker Top 
(Max- Q3) 0.084109159 0.016077528 0.004590042 0.029304607 
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Parameter Decision Tree Random Forest KNN MLP 
Whisker Bottom 
(Q1- Min) 0.036058893 0.184486155 0.009678767 0.026452348 
 
 
 
Figure 4.82. Precision Macro Box Plot for Readmission Dataset Using Transfer Learning 
 
 
Table 4.39. Precision Micro Value for Readmission Dataset Using Transfer Learning 
Parameter Decision Tree Random Forest KNN MLP 
Min Value 0.495389472 0.539786407 0.375875401 0.473490714 
First Quartile 
(Q1) 
0.529608779 0.553048543 0.467881155 0.517100912 
Median Value 0.558263484 0.567574453 0.496403489 0.52840245 
Third 
Quartile(Q3) 
0.567966572 0.572374796 0.506543653 0.543415387 
Max Value 0.573733479 0.575461802 0.512183182 0.550166339 
Box 1-hidden 
(Q1) 
0.529608779 0.553048543 0.467881155 0.517100912 
Box 2 (Median -
Q1) 
0.028654705 0.01452591 0.028522333 0.011301538 
Box 3 (Q3-
Median) 
0.009703088 0.004800344 0.010140164 0.015012937 
Whisker Top 
(Max- Q3) 
0.005766906 0.003087006 0.00563953 0.006750952 
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Parameter Decision Tree Random Forest KNN MLP 
Whisker Bottom 
(Q1- Min) 
0.034219307 0.013262136 0.092005754 0.043610198 
 
 
 
Figure 4.83. Precision Micro Box Plot for Readmission Dataset Using Transfer Learning 
 
 
Table 4.40. Precision Weighted Value for Readmission Dataset Using Transfer Learning 
Parameter Decision Tree Random Forest KNN MLP 
Min Value 0.478093696 0.291369365 0.441252654 0.500029561 
First Quartile (Q1) 0.488720513 0.497107327 0.451355489 0.504884877 
Median Value 0.497296359 0.513304049 0.454360988 0.508306486 
Third 
Quartile(Q3) 0.517572402 0.524913013 0.455516826 0.514515907 
Max Value 0.54720419 0.532668117 0.457151465 0.527490462 
Box 1-hidden 
(Q1) 0.488720513 0.497107327 0.451355489 0.504884877 
Box 2 (Median -
Q1) 0.008575846 0.016196722 0.003005499 0.003421609 
Box 3 (Q3-
Median) 0.020276043 0.011608963 0.001155838 0.006209421 
Whisker Top 
(Max- Q3) 0.029631788 0.007755104 0.001634639 0.012974555 
Whisker Bottom 
(Q1- Min) 0.010626817 0.205737962 0.010102835 0.004855315 
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Figure 4.84. Precision Weighted Box Plot for Readmission Dataset Using Transfer Learning 
 
Table 4.41. Recall Macro Value for Readmission Dataset Using Transfer Learning 
Parameter Decision Tree Random Forest KNN MLP 
Min Value 0.374854727 0.333333333 0.347455826 0.355774615 
First Quartile (Q1) 0.388194396 0.392109373 0.354527354 0.371333938 
Median Value 0.391734105 0.393829159 0.355063449 0.37322024 
Third 
Quartile(Q3) 0.394480788 0.394951492 0.356015554 0.377626216 
Max Value 0.39621497 0.396523041 0.356949399 0.386663989 
Box 1-hidden 
(Q1) 0.388194396 0.392109373 0.354527354 0.371333938 
Box 2 (Median -
Q1) 0.00353971 0.001719786 0.000536095 0.001886302 
Box 3 (Q3-
Median) 0.002746682 0.001122333 0.000952105 0.004405976 
Whisker Top 
(Max- Q3) 0.001734182 0.001571549 0.000933845 0.009037773 
Whisker Bottom 
(Q1- Min) 0.013339669 0.058776039 0.007071528 0.015559324 
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Figure 4.85. Recall Macro Box Plot for Readmission Dataset Using Transfer Learning 
 
 
Table 4.42. Recall Micro Value for Readmission Dataset Using Transfer Learning 
Parameter Decision Tree Random Forest KNN MLP 
Min Value 0.495109744 0.539786407 0.375875401 0.475558708 
First Quartile (Q1) 0.529029342 0.553048543 0.467881155 0.517725306 
Median Value 0.558378373 0.567574453 0.496403489 0.530565352 
Third 
Quartile(Q3) 0.567919118 0.572374796 0.506543653 0.541514731 
Max Value 0.573733479 0.575461802 0.512183182 0.552853732 
Box 1-hidden 
(Q1) 0.529029342 0.553048543 0.467881155 0.517725306 
Box 2 (Median -
Q1) 0.029349031 0.01452591 0.028522333 0.012840045 
Box 3 (Q3-
Median) 0.009540745 0.004800344 0.010140164 0.010949379 
Whisker Top 
(Max- Q3) 0.00581436 0.003087006 0.00563953 0.011339001 
Whisker Bottom 
(Q1- Min) 0.033919598 0.013262136 0.092005754 0.042166598 
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Figure 4.86. Recall Micro Box Plot for Readmission Dataset Using Transfer Learning 
 
 
Table 4.43. Recall Weighted Value for Readmission Dataset Using Transfer Learning 
Parameter Decision Tree Random Forest KNN MLP 
Min Value 0.495689181 0.539786407 0.375875401 0.486248339 
First Quartile (Q1) 0.529306573 0.553048543 0.467881155 0.517375646 
Median Value 0.558333417 0.567574453 0.496403489 0.527922915 
Third 
Quartile(Q3) 0.567919118 0.572374796 0.506543653 0.540490724 
Max Value 0.573733479 0.575461802 0.512183182 0.55603065 
Box 1-hidden 
(Q1) 0.529306573 0.553048543 0.467881155 0.517375646 
Box 2 (Median -
Q1) 0.029026844 0.01452591 0.028522333 0.010547269 
Box 3 (Q3-
Median) 0.009585702 0.004800344 0.010140164 0.012567809 
Whisker Top 
(Max- Q3) 0.00581436 0.003087006 0.00563953 0.015539926 
Whisker Bottom 
(Q1- Min) 0.033617391 0.013262136 0.092005754 0.031127307 
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Figure 4.87. Recall Weighted Box Plot for Readmission Dataset Using Transfer Learning 
 
 
4.5.2.3 Best Model 
The following diagram shows the best model of Decision Tree, Random Forest, K-Nearest 
Neighbor and MLP algorithms using transfer learning. 
 
 
Figure 4.88. Best Models for Readmission Dataset Using Transfer Learning 
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4.5.3 Using Suggested Feature Technique 
In suggested feature technique, all the expert suggested features as specified in section 3.3 
were only used for training all the models of Decision Tree, Random Forest, K-Nearest Neighbor 
and MLP algorithms. The following sections shows the comparison between the models. 
4.5.3.1 Line Graph 
Following line diagram shows the comparison of different models of each algorithm based 
on evaluation metrics. 
 
 
Figure 4.89. Line Graph of Decision Tree with Varying Max_Depth for Readmission Dataset 
Using Suggested Features 
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Figure 4.90. Line Graph of Decision Tree with Varying Max_Depth and Min_Sample_Split for 
Readmission Dataset Using Suggested Features 
 
 
 
Figure 4.91. Line Graph of Random Forest with Varying Max_Depth for Readmission Dataset 
Using Suggested Features 
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Figure 4.92. Line Graph of Random Forest with Varying Max_Depth and Min_Sample_Split for 
Readmission Dataset Using Suggested Features. 
 
 
 
Figure 4.93. Line Graph of KNN with Varying N_Neighbor for Readmission Dataset Using 
Suggested Features 
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Figure 4.94. Line Graph of MLP with Varying Max_Iteration for Readmission Dataset Using 
Suggested Features 
 
 
4.5.3.2 Box Plot 
Following box diagram, shows the comparison of each algorithm based on grid search with 
5-fold cross validation. 
 
Table 4.44. Accuracy Value for Readmission Dataset Using Suggested Features 
Parameter Decision Tree Random Forest KNN MLP 
Min Value 0.4769074 0.493860955 0.363447456 0.521334306 
First Quartile 
(Q1) 0.505050101 0.520744877 0.452925662 0.527043768 
Median Value 0.52776307 0.530944983 0.482861624 0.53197898 
Third 
Quartile(Q3) 0.533475029 0.534376655 0.494622716 0.533779734 
Max Value 0.539786407 0.539786407 0.501653396 0.537698433 
Box 1-hidden 
(Q1) 0.505050101 0.520744877 0.452925662 0.527043768 
Box 2 (Median -
Q1) 0.022712968 0.010200106 0.029935962 0.004935213 
Box 3 (Q3-
Median) 0.005711959 0.003431671 0.011761092 0.001800753 
Whisker Top 
(Max- Q3) 0.006311378 0.005409753 0.00703068 0.003918699 
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Parameter Decision Tree Random Forest KNN MLP 
Whisker Bottom 
(Q1- Min) 0.028142702 0.026883923 0.089478206 0.005709462 
 
 
 
Figure 4.95. Accuracy Box Plot for Readmission Dataset Using Suggested Features 
 
 
Table 4.45. Precision Macro Value for Readmission Dataset Using Suggested Features 
Parameter Decision Tree Random Forest KNN MLP 
Min Value 0.179928802 0.179928802 0.341336542 0.282424114 
First Quartile (Q1) 0.328851758 0.262241117 0.34659749 0.306310095 
Median Value 0.332766206 0.330828429 0.351996591 0.311191827 
Third 
Quartile(Q3) 0.334555954 0.33661305 0.35439623 0.321196042 
Max Value 0.35966497 0.407754946 0.357126197 0.350645358 
Box 1-hidden 
(Q1) 0.328851758 0.262241117 0.34659749 0.306310095 
Box 2 (Median -
Q1) 0.003914449 0.068587313 0.005399101 0.004881732 
Box 3 (Q3-
Median) 0.001789747 0.005784621 0.002399639 0.010004214 
Whisker Top 
(Max- Q3) 0.025109017 0.071141896 0.002729968 0.029449316 
Whisker Bottom 
(Q1- Min) 0.148922955 0.082312314 0.005260947 0.023885981 
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Figure 4.96. Precision Macro Box Plot for Readmission Dataset Using Suggested Features 
 
 
Table 4.46. Precision Micro Value for Readmission Dataset Using Suggested Features 
Parameter Decision Tree Random Forest KNN MLP 
Min Value 0.476038243 0.493860955 0.363447456 0.526369422 
First Quartile (Q1) 0.505189966 0.520744877 0.452925662 0.530677743 
Median Value 0.52745337 0.530944983 0.482861624 0.534111911 
Third 
Quartile(Q3) 0.533475029 0.534376655 0.494622716 0.535130923 
Max Value 0.539786407 0.539786407 0.501653396 0.53859756 
Box 1-hidden 
(Q1) 0.505189966 0.520744877 0.452925662 0.530677743 
Box 2 (Median -
Q1) 0.022263404 0.010200106 0.029935962 0.003434169 
Box 3 (Q3-
Median) 0.006021659 0.003431671 0.011761092 0.001019012 
Whisker Top 
(Max- Q3) 0.006311378 0.005409753 0.00703068 0.003466637 
Whisker Bottom 
(Q1- Min) 0.029151723 0.026883923 0.089478206 0.004308321 
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Figure 4.97. Precision Micro Box Plot for Readmission Dataset Using Suggested Features 
 
 
Table 4.47. Precision Weighted Value for Readmission Dataset Using Suggested Features 
Parameter Decision Tree Random Forest KNN MLP 
Min Value 0.291369365 0.291369365 0.434514215 0.408176626 
First Quartile (Q1) 0.425381437 0.377573899 0.439425579 0.422266921 
Median Value 0.426212772 0.426170801 0.441783 0.430038326 
Third 
Quartile(Q3) 
0.429365844 0.432154358 0.442745252 0.436828617 
Max Value 0.456142085 0.460733371 0.444099773 0.442247236 
Box 1-hidden 
(Q1) 
0.425381437 0.377573899 0.439425579 0.422266921 
Box 2 (Median -
Q1) 
0.000831334 0.048596902 0.002357421 0.007771405 
Box 3 (Q3-
Median) 
0.003153073 0.005983557 0.000962252 0.006790292 
Whisker Top 
(Max- Q3) 
0.026776241 0.028579013 0.001354522 0.005418618 
Whisker Bottom 
(Q1- Min) 
0.134012072 0.086204533 0.004911363 0.014090295 
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Figure 4.98. Precision Weighted Box Plot for Readmission Dataset Using Suggested Features 
 
 
Table 4.48. Recall Macro Value for Readmission Dataset Using Suggested Features 
Parameter Decision Tree Random Forest KNN MLP 
Min Value 0.330866895 0.331497333 0.341458532 0.332315095 
First Quartile (Q1) 0.33233951 0.331838741 0.344507136 0.333664682 
Median Value 0.332533356 0.332254772 0.344939058 0.336145794 
Third 
Quartile(Q3) 0.333256244 0.332686403 0.345227326 0.337054968 
Max Value 0.335560703 0.333334756 0.347103599 0.341938222 
Box 1-hidden 
(Q1) 0.33233951 0.331838741 0.344507136 0.333664682 
Box 2 (Median -
Q1) 0.000193846 0.00041603 0.000431922 0.002481112 
Box 3 (Q3-
Median) 0.000722888 0.000431631 0.000288269 0.000909174 
Whisker Top 
(Max- Q3) 0.002304459 0.000648352 0.001876273 0.004883254 
Whisker Bottom 
(Q1- Min) 0.001472615 0.000341408 0.003048604 0.001349588 
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Figure 4.99. Recall Macro Box Plot for Readmission Dataset Using Suggested Features 
 
 
Table 4.49. Recall Micro Value for Readmission Dataset Using Suggested Features 
Parameter Decision Tree Random Forest KNN MLP 
Min Value 0.476467826 0.493860955 0.363447456 0.508416836 
First Quartile (Q1) 0.504700441 0.520744877 0.452925662 0.527902934 
Median Value 0.527623205 0.530944983 0.482861624 0.530095807 
Third 
Quartile(Q3) 0.533475029 0.534376655 0.494622716 0.533884632 
Max Value 0.539786407 0.539786407 0.501653396 0.537778355 
Box 1-hidden 
(Q1) 0.504700441 0.520744877 0.452925662 0.527902934 
Box 2 (Median -
Q1) 0.022922765 0.010200106 0.029935962 0.002192873 
Box 3 (Q3-
Median) 0.005851824 0.003431671 0.011761092 0.003788825 
Whisker Top 
(Max- Q3) 0.006311378 0.005409753 0.00703068 0.003893723 
Whisker Bottom 
(Q1- Min) 0.028232614 0.026883923 0.089478206 0.019486098 
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Figure 4.100. Recall Micro Box Plot for Readmission Dataset Using Suggested Features 
 
 
Table 4.50. Recall Weighted Value for Readmission Dataset Using Suggested Features 
Parameter Decision Tree Random Forest KNN MLP 
Min Value 0.476417875 0.493860955 0.363447456 0.516069413 
First Quartile (Q1) 0.50507258 0.520744877 0.452925662 0.532830654 
Median Value 0.527388433 0.530944983 0.482861624 0.53471133 
Third 
Quartile(Q3) 0.533475029 0.534376655 0.494622716 0.536207379 
Max Value 0.539786407 0.539786407 0.501653396 0.538867299 
Box 1-hidden 
(Q1) 0.50507258 0.520744877 0.452925662 0.532830654 
Box 2 (Median -
Q1) 0.022315854 0.010200106 0.029935962 0.001880676 
Box 3 (Q3-
Median) 0.006086596 0.003431671 0.011761092 0.001496049 
Whisker Top 
(Max- Q3) 0.006311378 0.005409753 0.00703068 0.00265992 
Whisker Bottom 
(Q1- Min) 0.028654705 0.026883923 0.089478206 0.016761242 
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Figure 4.101. Recall Weighted Box Plot for Readmission Dataset Using Suggested Features 
 
 
4.5.3.3 Best Model 
The following diagram shows the best model of Decision Tree, Random Forest, K-Nearest 
Neighbor and MLP algorithms using suggested features. 
 
 
Figure 4.102. Best Model for Readmission Dataset Using Suggested Features 
 
 
4.5.4 Using Transfer Learning Combined with Suggested Features 
 In this technique, top 10 important features identified during transfer learning are combined 
with all the expert suggested features as specified in section 3.3 were only used for training all the 
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models of Decision Tree, Random Forest, K-Nearest Neighbor and MLP algorithms. The following 
sections shows the comparison between the models. 
4.5.4.1 Line Graph 
Following line diagram shows the comparison of different models of each algorithm based 
on evaluation metrics. 
 
 
Figure 4.103. Line Graph of Decision Tree with Varying Max_Depth for Readmission Dataset 
Using Transfer Learning Combined with Suggested Features 
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Figure 4.104. Line Graph of Decision Tree with Varying Max_Depth and Min_Sample_Split for 
Readmission Dataset Using Transfer Learning Combined with Suggested Features 
 
 
 
Figure 4.105. Line Graph of Random with Varying Max_Depth for Readmission Dataset Using 
Transfer Learning Combined with Suggested Features 
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Figure 4.106. Line Graph of Random Forest with Varying Max_Depth and Min_Sample_Split for 
Readmission Dataset Using Transfer Learning Combined with Suggested Features 
 
 
 
Figure 4.107. Line Graph of KNN with Varying N_Neighbor for Readmission Dataset Using 
Transfer Learning Combined with Suggested Features 
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Figure 4.108. Line Graph of MLP with Varying Max_Iteration for Readmission Dataset Using 
Transfer Learning Combined with Suggested Features 
 
 
4.5.4.2 Box Plot 
Following box diagram, shows the comparison of each algorithm based on grid search 
with 5-fold cross validation. 
 
Table 4.51. Accuracy Value for Readmission Dataset Using Transfer Learning Combined with 
Suggested Features 
Parameter Decision Tree Random Forest KNN MLP 
Min Value 0.499055916 0.539786407 0.375106147 0.464199726 
First Quartile (Q1) 0.530482932 0.553797816 0.46893763 0.513619289 
Median Value 0.558508247 0.563213683 0.496428464 0.527203612 
Third 
Quartile(Q3) 0.567012498 0.569555032 0.505592076 0.537673457 
Max Value 0.571026105 0.572564612 0.511983376 0.550086416 
Box 1-hidden 
(Q1) 0.530482932 0.553797816 0.46893763 0.513619289 
Box 2 (Median -
Q1) 0.028025315 0.009415867 0.027490834 0.013584323 
Box 3 (Q3-
Median) 0.008504251 0.006341349 0.009163611 0.010469844 
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Parameter Decision Tree Random Forest KNN MLP 
Whisker Top 
(Max- Q3) 0.004013607 0.003009581 0.0063913 0.012412959 
Whisker Bottom 
(Q1- Min) 0.031427016 0.014011409 0.093831483 0.049419563 
 
 
 
Figure 4.109. Accuracy Box Plot for Readmission Dataset Using Transfer Learning Combined 
with Suggested Features 
 
 
Table 4.52. Precision Macro Value for Readmission Dataset Using Transfer Learning Combined 
with Suggested Features 
Parameter Decision Tree Random Forest KNN MLP 
Min Value 0.353411859 0.179928802 0.346985021 0.422019359 
First Quartile (Q1) 0.39191337 0.36007723 0.358659192 0.452797222 
Median Value 0.412674852 0.438481329 0.364331625 0.461352284 
Third 
Quartile(Q3) 0.443437898 0.451574215 0.367458477 0.471351092 
Max Value 0.508752218 0.481678106 0.37094636 0.484072169 
Box 1-hidden 
(Q1) 0.39191337 0.36007723 0.358659192 0.452797222 
Box 2 (Median -
Q1) 0.020761482 0.0784041 0.005672433 0.008555061 
Box 3 (Q3-
Median) 0.030763045 0.013092886 0.003126852 0.009998809 
 117  
Parameter Decision Tree Random Forest KNN MLP 
Whisker Top 
(Max- Q3) 0.065314321 0.030103891 0.003487883 0.012721076 
Whisker Bottom 
(Q1- Min) 0.03850151 0.180148427 0.011674171 0.030777864 
 
 
 
Figure 4.110. Precision Macro Box Plot for Readmission Dataset Using Transfer Learning 
Combined with Suggested Features. 
  
 
Table 4.53. Precision Micro Value for Readmission Dataset Using Transfer Learning Combined 
with Suggested Features 
Parameter Decision Tree Random Forest KNN MLP 
Min Value 0.498776187 0.539786407 0.375106147 0.458485269 
First Quartile (Q1) 0.53109234 0.553797816 0.46893763 0.521836319 
Median Value 0.55844331 0.563213683 0.496428464 0.530155749 
Third 
Quartile(Q3) 0.566885121 0.569555032 0.505592076 0.535892684 
Max Value 0.571026105 0.572564612 0.511983376 0.547838597 
Box 1-hidden 
(Q1) 0.53109234 0.553797816 0.46893763 0.521836319 
Box 2 (Median -
Q1) 0.02735097 0.009415867 0.027490834 0.00831943 
Box 3 (Q3-
Median) 0.008441811 0.006341349 0.009163611 0.005736935 
Whisker Top 
(Max- Q3) 0.004140983 0.003009581 0.0063913 0.011945912 
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Parameter Decision Tree Random Forest KNN MLP 
Whisker Bottom 
(Q1- Min) 0.032316153 0.014011409 0.093831483 0.063351049 
 
 
 
Figure 4.111. Precision Micro Box Plot for Readmission Dataset Using Transfer Learning 
Combined with Suggested Features 
 
 
Table 4.54. Precision Weighted Value for Readmission Dataset Using Transfer Learning 
Combined with Suggested Features 
Parameter Decision Tree Random Forest KNN MLP 
Min Value 0.481312591 0.291369365 0.441584148 0.494776808 
First Quartile (Q1) 0.489788255 0.490456965 0.452127895 0.505238469 
Median Value 0.498109111 0.513070354 0.454772809 0.513737591 
Third 
Quartile(Q3) 
0.515311245 0.522053363 0.455644785 0.52209574 
Max Value 0.540476231 0.532518182 0.457267393 0.533138558 
Box 1-hidden 
(Q1) 
0.489788255 0.490456965 0.452127895 0.505238469 
Box 2 (Median -
Q1) 
0.008320856 0.022613389 0.002644914 0.008499122 
Box 3 (Q3-
Median) 
0.017202134 0.008983009 0.000871976 0.008358148 
Whisker Top 
(Max- Q3) 
0.025164986 0.010464819 0.001622608 0.011042819 
Whisker Bottom 
(Q1- Min) 
0.008475664 0.199087599 0.010543747 0.010461661 
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Figure 4.112. Precision Weighted Box Plot for Readmission Dataset Using Transfer Learning 
Combined with Suggested Features 
 
 
Table 4.55. Recall Macro Value for Readmission Dataset Using Transfer Learning Combined 
with Suggested Features 
Parameter Decision Tree Random Forest KNN MLP 
Min Value 0.374854727 0.333333333 0.346901452 0.365132534 
First Quartile (Q1) 0.389217446 0.386354033 0.354197603 0.370204918 
Median Value 0.392457809 0.390722433 0.355126243 0.376467014 
Third 
Quartile(Q3) 
0.394150168 0.391421398 0.355540295 0.379696771 
Max Value 0.396432786 0.393934783 0.357606892 0.382357058 
Box 1-hidden 
(Q1) 
0.389217446 0.386354033 0.354197603 0.370204918 
Box 2 (Median -
Q1) 
0.003240364 0.0043684 0.00092864 0.006262096 
Box 3 (Q3-
Median) 
0.001692358 0.000698965 0.000414052 0.003229756 
Whisker Top 
(Max- Q3) 
0.002282618 0.002513385 0.002066596 0.002660288 
Whisker Bottom 
(Q1- Min) 
0.014362719 0.0530207 0.007296151 0.005072383 
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Figure 4.113. Recall Macro Box Plot for Readmission Dataset Using Transfer Learning 
Combined with Suggested Features 
 
 
Table 4.56. Recall Micro Value for Readmission Dataset Using Transfer Learning Combined 
with Suggested Features 
Parameter Decision Tree Random Forest KNN MLP 
Min Value 0.49885611 0.539786407 0.375106147 0.4937111 
First Quartile (Q1) 0.530700221 0.553797816 0.46893763 0.518367184 
Median Value 0.558458295 0.563213683 0.496428464 0.530520395 
Third 
Quartile(Q3) 
0.567034976 0.569555032 0.505592076 0.536142442 
Max Value 0.571026105 0.572564612 0.511983376 0.549027443 
Box 1-hidden 
(Q1) 
0.530700221 0.553797816 0.46893763 0.518367184 
Box 2 (Median -
Q1) 
0.027758075 0.009415867 0.027490834 0.012153211 
Box 3 (Q3-
Median) 
0.008576681 0.006341349 0.009163611 0.005622047 
Whisker Top 
(Max- Q3) 
0.003991129 0.003009581 0.0063913 0.012885002 
Whisker Bottom 
(Q1- Min) 
0.031844111 0.014011409 0.093831483 0.024656084 
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Figure 4.114. Recall Micro Box Plot for Readmission Dataset Using Transfer Learning Combined 
with Suggested Features 
 
 
Table 4.57. Recall Weighted Value for Readmission Dataset Using Transfer Learning Combined 
with Suggested Features 
Parameter Decision Tree Random Forest KNN MLP 
Min Value 0.499465518 0.539786407 0.375106147 0.482781702 
First Quartile (Q1) 0.530637781 0.553797816 0.46893763 0.51655644 
Median Value 0.558458295 0.563213683 0.496428464 0.529481403 
Third 
Quartile(Q3) 0.566922585 0.569555032 0.505592076 0.536374717 
Max Value 0.571026105 0.572564612 0.511983376 0.553333267 
Box 1-hidden 
(Q1) 0.530637781 0.553797816 0.46893763 0.51655644 
Box 2 (Median -
Q1) 0.027820514 0.009415867 0.027490834 0.012924963 
Box 3 (Q3-
Median) 0.00846429 0.006341349 0.009163611 0.006893313 
Whisker Top 
(Max- Q3) 0.00410352 0.003009581 0.0063913 0.01695855 
Whisker Bottom 
(Q1- Min) 0.031172263 0.014011409 0.093831483 0.033774739 
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Figure 4.115. Recall Weighted Box Plot for Readmission Dataset Using Transfer Learning 
Combined with Suggested Features 
 
 
4.5.4.3 Best Model 
The following diagram shows the best model created varying only one coefficient of 
Decision Tree, Random Forest, K-Nearest Neighbor and MLP algorithms using transfer learning 
combined with suggested features.  
 
 
Figure 4.116. Best Model for Readmission Dataset Using Transfer Learning Combined with 
Suggested Features. 
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4.5.5 Methodology and Algorithm Comparison Based on Accuracy for Readmission Dataset 
In this section, we compare all the 4-methodologies used with readmission dataset, 
following table shows the comparisons between best models for each methodology and each 
machine learning algorithms. 
 
Table 4.58. Accuracy Based Comparisons of Best Model for Readmission Dataset 
Features Used for 
Training 
Best Model Accuracy with Grid Search Evaluation 
Decision Tree Random 
Forest 
KNN MLP 
All 45 features 0.573843371929 0.567979060311 0.508436816288 0.553912704676 
Transfer learning 
with top 10 features 
0.573733478526 0.575461802052 0.512183182 0.554671968191 
With expert 
suggested features 
0.539786407185 0.539786407185 0.501653396206 0.53769843252 
Transfer learning 
combined with 
suggested features 
0.571026104678 0.572564612326 0.511983376125 0.550086416176 
 
 
The table 9 shows, the transfer learning methodology has better or almost same accuracy 
for all the machine learning algorithms comparing to other methodology. Here it also shows that 
the Decision Tree algorithm outperformed to be best among all the machine learning algorithm for 
all the methodology. It also shows that the model trained with only expert suggested features has 
the lowest accuracy for each algorithm. 
4.6 BMI Dataset 
We did different experiments on the BMI dataset by considering the machine learning 
algorithms and transfer learning technique. In this dataset, we have 73781 number of patient records 
with 118 different number of features. 
4.7 Result and Finding with BMI Dataset 
In this section, we mention detail results obtained for BMI dataset by following 
methodologies specified in chapter 3. 
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4.7.1 Using All the Features of Dataset 
In this technique, we created the different models of Decision Tree, Random Forest, K-
Nearest Neighbor and MLP algorithms using all the feature of the BMI dataset. And each trained 
model performance is estimated by calculation evaluation metrics using grid search with 5-fold 
cross validation. We also compared the different models of the different algorithm as shown below. 
4.7.1.1 Line Graph 
Following line diagram shows the comparison of different models of each algorithm based 
on evaluation metrics. 
 
 
Figure 4.117. Line Graph of Decision Tree with Varying Max_Depth for BMI Dataset Using All 
Features 
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Figure 4.118. Line Graph of Random Forest with Varying Max_Depth for BMI Dataset Using All 
Features 
 
 
 
Figure 4.119. Line Graph of KNN with Varying N_Neighbor for BMI Dataset Using All Features 
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Figure 4.120. Line Graph of MLP with Varying Max_Iteration for BMI Dataset Using All 
Features 
 
 
4.7.1.2 Box Plot 
Following box diagram, shows the comparison of each algorithm based on grid search with 
5-fold cross validation. 
 
Table 4.59. Accuracy Value for BMI Dataset Using All Features 
Parameter Decision Tree Random Forest KNN MLP 
Min Value 0.999972893 0.816538133 0.96234803 0.939916781 
First Quartile (Q1) 0.999972893 0.946449628 0.964130332 0.944965506 
Median Value 0.99997967 0.996204985 0.965878749 0.952087936 
Third 
Quartile(Q3) 0.999986446 0.998759843 0.967457747 0.964794459 
Max Value 0.999986446 0.999119014 0.969206164 0.97565769 
Box 1-hidden 
(Q1) 0.999972893 0.946449628 0.964130332 0.944965506 
Box 2 (Median -
Q1) 6.77681E-06 0.049755357 0.001748418 0.00712243 
Box 3 (Q3-
Median) 6.77681E-06 0.002554858 0.001578997 0.012706523 
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Parameter Decision Tree Random Forest KNN MLP 
Whisker Top 
(Max- Q3) 0 0.000359171 0.001748418 0.01086323 
Whisker Bottom 
(Q1- Min) 0 0.129911495 0.001782302 0.005048725 
 
 
 
Figure 4.121. Accuracy Box Plot for BMI Dataset Using All Features 
 
 
Table 4.60. Precision Macro Value for BMI Dataset Using All Features 
Parameter Decision Tree Random Forest KNN MLP 
Min Value 0.999954774 0.408269067 0.949663564 0.900990753 
First Quartile (Q1) 0.999954774 0.96973092 0.954277554 0.920054855 
Median Value 0.999963073 0.997216703 0.956205426 0.937776516 
Third 
Quartile(Q3) 0.999963073 0.998622671 0.959542818 0.951542546 
Max Value 0.999963073 0.999206103 0.963638339 0.975958119 
Box 1-hidden 
(Q1) 0.999954774 0.96973092 0.954277554 0.920054855 
Box 2 (Median -
Q1) 8.29921E-06 0.027485783 0.001927872 0.017721661 
Box 3 (Q3-
Median) 0 0.001405968 0.003337392 0.01376603 
Whisker Top 
(Max- Q3) 0 0.000583432 0.004095521 0.024415573 
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Parameter Decision Tree Random Forest KNN MLP 
Whisker Bottom 
(Q1- Min) 0 0.561461854 0.004613991 0.019064103 
 
 
 
Figure 4.122. Precision Macro Box Plot for BMI Dataset Using All Features 
 
 
Table 4.61. Precision Micro Value for BMI Dataset Using All Features 
Parameter Decision Tree Random Forest KNN MLP 
Min Value 0.999972893 0.816538133 0.96234803 0.935728711 
First Quartile (Q1) 0.999972893 0.946449628 0.964130332 0.952602974 
Median Value 0.99997967 0.996204985 0.965878749 0.956126916 
Third 
Quartile(Q3) 
0.999986446 0.998759843 0.967457747 0.966021062 
Max Value 0.999986446 0.999119014 0.969206164 0.973001179 
Box 1-hidden 
(Q1) 
0.999972893 0.946449628 0.964130332 0.952602974 
Box 2 (Median -
Q1) 
6.77681E-06 0.049755357 0.001748418 0.003523942 
Box 3 (Q3-
Median) 
6.77681E-06 0.002554858 0.001578997 0.009894146 
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Parameter Decision Tree Random Forest KNN MLP 
Whisker Top 
(Max- Q3) 
0 0.000359171 0.001748418 0.006980117 
Whisker Bottom 
(Q1- Min) 
0 0.129911495 0.001782302 0.016874263 
 
 
 
Figure 4.123. Precision Micro Box Plot for BMI Dataset Using All Features 
 
 
Table 4.62. Precision Weighted Value for BMI Dataset Using All Features 
Parameter Decision Tree Random Forest KNN MLP 
Min Value 0.999972899 0.666734523 0.961911581 0.941472628 
First Quartile (Q1) 0.999972899 0.950833312 0.963750706 0.959671722 
Median Value 0.999986451 0.996223931 0.965516946 0.96390086 
Third 
Quartile(Q3) 
0.999986451 0.998759676 0.967093732 0.966892176 
Max Value 0.999986451 0.999119204 0.968880655 0.978893515 
Box 1-hidden 
(Q1) 
0.999972899 0.950833312 0.963750706 0.959671722 
Box 2 (Median -
Q1) 
1.35525E-05 0.045390619 0.00176624 0.004229138 
Box 3 (Q3-
Median) 
0 0.002535744 0.001576787 0.002991316 
Whisker Top 
(Max- Q3) 
0 0.000359529 0.001786923 0.012001339 
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Parameter Decision Tree Random Forest KNN MLP 
Whisker Bottom 
(Q1- Min) 
0 0.284098789 0.001839125 0.018199094 
 
 
 
Figure 4.124. Precision Weighted Box Plot for BMI Dataset Using All Features 
 
 
Table 4.63. Recall Macro Value for BMI Dataset Using All Features 
Parameter Decision Tree Random Forest KNN MLP 
Min Value 0.999954771 0.5 0.910567284 0.879043129 
First Quartile (Q1) 0.999954771 0.854182959 0.921553775 0.912293407 
Median Value 0.999954771 0.990116295 0.924489112 0.93194104 
Third 
Quartile(Q3) 
0.999964003 0.997235822 0.933772824 0.943175786 
Max Value 0.999991701 0.997856778 0.941731289 0.958475168 
Box 1-hidden 
(Q1) 
0.999954771 0.854182959 0.921553775 0.912293407 
Box 2 (Median -
Q1) 
0 0.135933336 0.002935337 0.019647633 
Box 3 (Q3-
Median) 
9.23241E-06 0.007119527 0.009283712 0.011234746 
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Parameter Decision Tree Random Forest KNN MLP 
Whisker Top 
(Max- Q3) 
2.76972E-05 0.000620956 0.007958465 0.015299382 
Whisker Bottom 
(Q1- Min) 
0 0.354182959 0.010986491 0.033250278 
 
 
 
Figure 4.125. Recall Macro Box Plot for BMI Dataset Using All Features 
 
 
Table 4.64. Recall Micro Value for BMI Dataset Using All Features 
Parameter Decision Tree Random Forest KNN MLP 
Min Value 0.999972893 0.816538133 0.96234803 0.93598623 
First Quartile (Q1) 0.999972893 0.946449628 0.964130332 0.949716052 
Median Value 0.999972893 0.996204985 0.965878749 0.959962592 
Third 
Quartile(Q3) 
0.999986446 0.998759843 0.967457747 0.97070384 
Max Value 0.999986446 0.999119014 0.969206164 0.972621678 
Box 1-hidden 
(Q1) 
0.999972893 0.946449628 0.964130332 0.949716052 
Box 2 (Median -
Q1) 
0 0.049755357 0.001748418 0.01024654 
Box 3 (Q3-
Median) 
1.35536E-05 0.002554858 0.001578997 0.010741248 
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Parameter Decision Tree Random Forest KNN MLP 
Whisker Top 
(Max- Q3) 
0 0.000359171 0.001748418 0.001917838 
Whisker Bottom 
(Q1- Min) 
0 0.129911495 0.001782302 0.013729822 
 
 
 
Figure 4.126. Recall Micro Box Plot for BMI Dataset Using All Features 
 
 
Table 4.65. Recall Weighted Value for BMI Dataset Using All Features 
Parameter Decision Tree Random Forest KNN MLP 
Min Value 0.999972893 0.816538133 0.96234803 0.940486033 
First Quartile 
(Q1) 0.999972893 0.946449628 0.964130332 0.950834226 
Median Value 0.99997967 0.996204985 0.965878749 0.959162928 
Third 
Quartile(Q3) 0.999986446 0.998759843 0.967457747 0.966719074 
Max Value 0.999986446 0.999119014 0.969206164 0.976863962 
Box 1-hidden 
(Q1) 0.999972893 0.946449628 0.964130332 0.950834226 
Box 2 (Median -
Q1) 6.77681E-06 0.049755357 0.001748418 0.008328703 
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Parameter Decision Tree Random Forest KNN MLP 
Box 3 (Q3-
Median) 6.77681E-06 0.002554858 0.001578997 0.007556146 
Whisker Top 
(Max- Q3) 0 0.000359171 0.001748418 0.010144888 
Whisker Bottom 
(Q1- Min) 0 0.129911495 0.001782302 0.010348193 
 
 
 
Figure 4.127. Recall Weighted Box Plot for BMI Dataset Using All Features 
 
 
4.7.1.3 Best Model 
The following diagram shows the best model created varying only one coefficient of 
Decision Tree, Random Forest, K-Nearest Neighbor and MLP algorithms using all features for 
BMI dataset. 
 
 134  
 
Figure 4.128. Best Model for BMI Dataset Using All Features 
 
 
4.7.2 Using Transfer Learning 
In transfer learning technique, top 10 important features were identified during transfer 
learning using decision tree. And these top 10 features were only used for training all the models 
of Decision Tree, Random Forest, K-Nearest Neighbor and MLP algorithm to demonstrate the 
transfer learning in this experiment. The following sections shows the comparison between the 
models. 
4.5.2.1 Line Graph 
Following line diagram shows the comparison of different models of each algorithm based 
on evaluation metrics. 
 
 
Figure 4.129. Line Graph of Decision Tree with Varying Max_Depth for BMI Dataset Using 
Transfer Learning 
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Figure 4.130. Line Graph of Random Forest with Varying Max_Depth for BMI Dataset Using 
Transfer Learning 
 
 
 
Figure 4.131. Line Graph of KNN with Varying N_Neighbor for BMI Dataset Using Transfer 
Learning 
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Figure 4.132. Line Graph of MLP with Varying Max_Iteration for BMI Dataset Using Transfer 
Learning 
 
 
4.7.2.2 Box Plot 
Following box diagram, shows the comparison of each algorithm based on grid search with 
5-fold cross validation. 
 
Table 4.66. Accuracy Value for BMI Dataset Using Transfer Learning 
Parameter Decision Tree Random Forest KNN MLP 
Min Value 0.999972893 0.817812174 0.989726352 0.971767799 
First Quartile (Q1) 0.999972893 0.999986446 0.991444274 0.980082948 
Median Value 0.999986446 0.999986446 0.991678074 0.982170206 
Third 
Quartile(Q3) 
0.999986446 0.999986446 0.991918651 0.986683564 
Max Value 0.999986446 0.999986446 0.992003361 0.988994457 
Box 1-hidden 
(Q1) 
0.999972893 0.999986446 0.991444274 0.980082948 
Box 2 (Median -
Q1) 
1.35536E-05 0 0.0002338 0.002087258 
Box 3 (Q3-
Median) 
0 0 0.000240577 0.004513357 
Whisker Top 
(Max- Q3) 
0 0 8.47102E-05 0.002310893 
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Parameter Decision Tree Random Forest KNN MLP 
Whisker Bottom 
(Q1- Min) 
0 0.182174273 0.001717922 0.008315149 
 
 
 
Figure 4.133. Accuracy Box Plot for BMI Dataset Using Transfer Learning 
 
 
Table 4.67. Precision Macro Value for BMI Dataset Using Transfer Learning 
Parameter Decision Tree Random Forest KNN MLP 
Min Value 0.999954774 0.508791204 0.985927001 0.953481475 
First Quartile (Q1) 0.999954774 0.999963073 0.988354806 0.963874182 
Median Value 0.999963073 0.999963073 0.989138384 0.974112251 
Third 
Quartile(Q3) 0.999963073 0.999963073 0.990173181 0.980022375 
Max Value 0.999963073 0.999963073 0.990881232 0.985598784 
Box 1-hidden 
(Q1) 0.999954774 0.999963073 0.988354806 0.963874182 
Box 2 (Median -
Q1) 8.29921E-06 0 0.000783577 0.010238069 
Box 3 (Q3-
Median) 0 0 0.001034797 0.005910124 
Whisker Top 
(Max- Q3) 0 0 0.000708051 0.005576409 
Whisker Bottom 
(Q1- Min) 0 0.491171868 0.002427806 0.010392708 
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Figure 4.134. Precision Macro Box Plot for BMI Dataset Using Transfer Learning 
 
 
Table 4.68. Precision Micro Value for BMI Dataset Using Transfer Learning 
Parameter Decision Tree Random Forest KNN MLP 
Min Value 0.999972893 0.817812174 0.989726352 0.975142652 
First Quartile (Q1) 0.999972893 0.999986446 0.991444274 0.978415852 
Median Value 0.99997967 0.999986446 0.991678074 0.983661105 
Third 
Quartile(Q3) 0.999986446 0.999986446 0.991918651 0.984640355 
Max Value 0.999986446 0.999986446 0.992003361 0.987950827 
Box 1-hidden 
(Q1) 0.999972893 0.999986446 0.991444274 0.978415852 
Box 2 (Median -
Q1) 6.77681E-06 0 0.0002338 0.005245253 
Box 3 (Q3-
Median) 6.77681E-06 0 0.000240577 0.000979249 
Whisker Top 
(Max- Q3) 0 0 8.47102E-05 0.003310473 
Whisker Bottom 
(Q1- Min) 0 0.182174273 0.001717922 0.0032732 
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Figure 4.135. Precision Micro Box Plot for BMI Dataset Using Transfer Learning 
 
 
Table 4.69. Precision Weighted Value for BMI Dataset Using Transfer Learning 
Parameter Decision Tree Random Forest KNN MLP 
Min Value 0.999972899 0.704279102 0.989729743 0.976440803 
First Quartile (Q1) 0.999972899 0.999986451 0.991432003 0.979795493 
Median Value 0.999986451 0.999986451 0.99166216 0.98236196 
Third 
Quartile(Q3) 
0.999986451 0.999986451 0.991901476 0.986901883 
Max Value 0.999986451 0.999986451 0.991986998 0.990028778 
Box 1-hidden 
(Q1) 
0.999972899 0.999986451 0.991432003 0.979795493 
Box 2 (Median -
Q1) 
1.35525E-05 0 0.000230157 0.002566467 
Box 3 (Q3-
Median) 
0 0 0.000239317 0.004539923 
Whisker Top 
(Max- Q3) 
0 0 8.55217E-05 0.003126894 
Whisker Bottom 
(Q1- Min) 
0 0.295707349 0.001702261 0.003354691 
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Figure 4.136. Precision Weighted Box Plot for BMI Dataset Using Transfer Learning 
 
 
Table 4.70. Recall Macro Value for BMI Dataset Using Transfer Learning 
Parameter Decision Tree Random Forest KNN MLP 
Min Value 0.999954771 0.503472432 0.975694967 0.94494752 
First Quartile (Q1) 0.999954771 0.999991701 0.981276093 0.9635125 
Median Value 0.999991701 0.999991701 0.983176102 0.969978638 
Third 
Quartile(Q3) 0.999991701 0.999991701 0.984612366 0.976311201 
Max Value 0.999991701 0.999991701 0.986580829 0.988393853 
Box 1-hidden 
(Q1) 0.999954771 0.999991701 0.981276093 0.9635125 
Box 2 (Median -
Q1) 3.69296E-05 0 0.001900009 0.006466138 
Box 3 (Q3-
Median) 0 0 0.001436265 0.006332563 
Whisker Top 
(Max- Q3) 0 0 0.001968462 0.012082652 
Whisker Bottom 
(Q1- Min) 0 0.496519269 0.005581126 0.01856498 
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Figure 4.137. Recall Macro Box Plot for BMI Dataset Using Transfer Learning 
 
 
Table 4.71. Recall Macro Value for BMI Dataset Using Transfer Learning 
Parameter Decision Tree Random Forest KNN MLP 
Min Value 0.999972893 0.817812174 0.989726352 0.967986338 
First Quartile (Q1) 0.999972893 0.999986446 0.991444274 0.978842792 
Median Value 0.999986446 0.999986446 0.991678074 0.983518792 
Third 
Quartile(Q3) 
0.999986446 0.999986446 0.991918651 0.985423076 
Max Value 0.999986446 0.999986446 0.992003361 0.989536602 
Box 1-hidden 
(Q1) 
0.999972893 0.999986446 0.991444274 0.978842792 
Box 2 (Median -
Q1) 
1.35536E-05 0 0.0002338 0.004676001 
Box 3 (Q3-
Median) 
0 0 0.000240577 0.001904284 
Whisker Top 
(Max- Q3) 
0 0 8.47102E-05 0.004113525 
Whisker Bottom 
(Q1- Min) 
0 0.182174273 0.001717922 0.010856454 
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Figure 4.138. Recall Micro Box Plot for BMI Dataset Using Transfer Learning 
 
 
Table 4.72. Recall Weighted Value for BMI Dataset Using Transfer Learning 
Parameter Decision Tree Random Forest KNN MLP 
Min Value 0.999972893 0.817812174 0.989726352 0.973800843 
First Quartile (Q1) 0.999972893 0.999986446 0.991444274 0.977660238 
Median Value 0.999972893 0.999986446 0.991678074 0.980381128 
Third 
Quartile(Q3) 0.999986446 0.999986446 0.991918651 0.984240523 
Max Value 0.999986446 0.999986446 0.992003361 0.989983871 
Box 1-hidden 
(Q1) 0.999972893 0.999986446 0.991444274 0.977660238 
Box 2 (Median -
Q1) 0 0 0.0002338 0.00272089 
Box 3 (Q3-
Median) 1.35536E-05 0 0.000240577 0.003859395 
Whisker Top 
(Max- Q3) 0 0 8.47102E-05 0.005743349 
Whisker Bottom 
(Q1- Min) 0 0.182174273 0.001717922 0.003859395 
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Figure 4.139. Recall Weighted Box Plot for BMI Dataset Using Transfer Learning 
 
 
4.7.2.3 Best Model 
The following diagram shows the best model created varying only one coefficient of 
Decision Tree, Random Forest, K-Nearest Neighbor and MLP algorithms using transfer learning 
for BMI dataset. 
 
 
Figure 4.140. Best Model for BMI Dataset Using Transfer Learning 
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4.7.3 Methodology and Algorithm Comparison Based on Accuracy for BMI Dataset 
In this section, we compare all the 2-methodologies used with BMI dataset, following table 
shows the comparisons between best models for each methodology and each machine learning 
algorithms. 
 
Table 4.73. Accuracy Based Comparisons of Best Model for BMI Dataset 
Features Used for 
Training 
Best Model Accuracy with Grid Search Evaluation 
Decision Tree Random 
Forest 
KNN MLP 
All 118 features 0.999986446 0.999119014 0.969206164 0.97565769 
Transfer learning  0.999986446 
 
0.999986446 
 
0.992003361 
 
0.988994457 
 
 
 
The table 71 shows that the transfer learning methodology best model has better or almost 
same accuracy then all features methodology.  
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CHAPTER V 
CONCLUSION AND FUTURE WORK 
5.1 Conclusion 
We compared the performance of the Decision Tree, Random Forest, K-Nearest Neighbor 
and Multilayer Perceptron machine learning algorithms for two different datasets, one with heart 
disease dataset and another with readmission dataset. These comparisons were based on the 
technique and number of features used to train the models. In traditional approach where all 
available features of the dataset were used to train the model, the best model of the Decision Tree 
outperformed with an accuracy of 99.84% for heart disease dataset, and followed by Random forest, 
KNN and MLP whereas for readmission dataset and BMI dataset has accuracy of 57.38% and 
99.9986%. 
In the transfer learning technique, the top ten important features were identified out of all 
the other features using Decision Tree, and these important features were used to train the models. 
This technique showed that all algorithms performance was almost the same or the best in some 
cases then the traditional approach [section evaluation diagram]. Here, also the best model of the 
decision tree outperformed with accuracy of 99.91% for heart disease dataset whereas 57.38% and 
99.986% for readmission dataset and BMI dataset. 
We also did experiments with the training models with expert suggested features for heart 
disease dataset and readmission dataset, which showed the performance of the model dropped then 
transfer learning. It had highest accuracy of 85.9% and 53.98%by Random forest algorithm model 
for heart disease dataset and for readmission dataset.  
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We also trained the models, combining the expert suggested features and the top 10 
important features we identified during transfer learning for heart disease dataset and readmission 
dataset. This experiment advocated that the expert suggested missed the features correlated with 
output as the performance of the models increased more than in previous experiment, where we 
used only the suggested features. The best model of the Decision Tree algorithm had the accuracy 
of 99.91% for heart disease dataset whereas the best model of Random forest had the accuracy of 
57.26% for readmission dataset.  
With all these experiments, we concluded that all the features in dataset might not be 
correlated with the outputs.  So, if we know the minimum number of important features that are 
correlated with the output, then it helps in creating the models which have almost the same or better 
performance than when we used all the features. From our experiments, we also concluded that the 
important features identified during transfer learning help in reducing time and complexity in 
training the model, by using only correlated features of output. 
For future work, we would like to find the best model out of different models created by 
modifying all the coefficients of algorithm other than just one. We would also like to find the 
minimal number for important features needed to have the same or better performance than using 
all the features. We think transfer learning technique helps in reducing the time and complexity for 
training the models, and it achieves the same or better performance than traditional machine 
learning techniques. 
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APPENDIX A 
 
HEART DISEASE DATASET 
 
 
The description of heart disease dataset is explained in following tables: 
 
Table A.1. List of Features and their Descriptions in the Heart Problem Data 
Feature name Type Description and values % missing 
Encounter ID Numeric Unique identifier of an encounter 0% 
Patient number Numeric Unique identifier of a patient 0% 
Race Nominal Values: Caucasian, Asian, African American, 
Hispanic, and other 
3% 
Gender Nominal Values: male, female, and unknown/invalid  0% 
Age Nominal Grouped in 10-years intervals: [0,10), [10,20), 
…, [90,100) 
0% 
Weight Numeric Weight in pounds 97.5% 
Admission type Nominal Integer identifier corresponding to 9 distinct 
values, for example, emergency, urgent, 
elective, newborn, and not available 
0% 
Discharge disposition Nominal Integer identifier corresponding to 29 distinct 
values, for example, discharged to home, 
expired, and not available 
0% 
Admission source Nominal Integer identifier corresponding to 21 distinct 
values, for example, physician referral, 
emergency room, and transfer from a hospital 
0% 
Time in hospital Numeric Integer number of days between admission 
and discharge  
0% 
Payer code Nominal Integer identifier corresponding to 23 distinct 
values, for example, Blue Cross\Blue Shield, 
Medicare, and self-pay 
43% 
Medical specialty Nominal Values, for example, cardiology, internal 
medicine, family\general practice, and surgeon 
44.6% 
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Feature name Type Description and values % missing 
Number of lab 
Procedures 
Numeric Number of lab tests performed during the 
encounter 
0% 
Number of procedures  Numeric Number of procedures (other than lab tests) 
performed during the encounter 
0% 
Number of 
medications 
Numeric Number of distinct generic names 
administered during the encounter 
0% 
Number of outpatient 
visits 
Numeric Number of outpatient visits of the patient in 
the year preceding the encounter 
0% 
Number of emergency 
visits 
Numeric Number of emergency visits of the patient in 
the year preceding the encounter 
0% 
Number of inpatient 
visits 
Numeric Number of inpatient visits of the patient in the 
year preceding the encounter 
0% 
Diagnosis 1 Nominal The primary diagnosis(coded as first three 
digits of ICD9); 848 distinct values 
0% 
Diagnosis 2 Nominal secondary diagnosis(coded as first three digits 
of ICD9); 923 distinct values 
0.2% 
Diagnosis 3 Nominal Additional secondary diagnosis(coded as first 
three digits of ICD9); 954 distinct values 
3% 
Number of Diagnoses Numeric Number of diagnoses entered to the system 0% 
Glucose serum test 
result 
Nominal Indicates the range of the result or if the test 
was not taken. Values: “>200,” “>300,” “ 
normal,” and “none” if not measured 
0% 
A1c test result Nominal Indicates the range of the result or if the test 
was not taken. Values: “>8” if the result was 
greater than 8%, “>7” if the result was greater 
than 7% but less than 8%, “normal” if the 
result was less than 7%,  and “none” if not 
measured 
0% 
24 features for 
medications 
Nominal For the generic names : metformin, 
repaglinide, nateglinide, chlorpropamide, 
glimepiride, acetohexamide, glipizide, 
glyburide, tolbutamide, pioglitazone, 
rosiglitazone, acarbose, miglitol, troglitazone, 
0% 
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Feature name Type Description and values % missing 
tolazamide, examide, citoglipton, insulin, 
glyburide-metformin, glipizide-metformin, 
glimepiride-pioglitazone, metformin-
rosiglitazone, and metformin-pioglitazone, the 
feature indicates whether the drug was 
prescribed or there was a change in the 
dosage. Values: “up” if the dosage was 
increased during the encounter, “down” if the 
dosage was decreased, “steady” if the dosage 
did not change, and “no” if the drug was not 
prescribed  
Change of medication  Indicates if there was a change in diabetic 
medications (either dosage or generic name). 
Values: “change” and “no change” 
0% 
Diabetes medications Nominal Indicates if there was any diabetic medication 
prescribed. Values “yes” and “no” 
0% 
Readmitted Nominal 30 day, “>30” if the patient was readmitted in 
more than 30 days, and “No” for no record of 
readmission 
0% 
Diabetes Nominal Values: “1” if patient has diabetes, and “0” if 
patient does not have diabetes  
0% 
Kidney Problem Nominal Values: “1” if patient has kidney problem, and 
“0” if patient does not have kidney problem 
0% 
Ulcers, Toe, Foot, and 
Leg Amputation 
Nominal Values: if yes then “1”, and if no then “0” 0% 
Diabetes and kidney 
problem 
Nominal Values: if yes then “1”, and if no then “0” 0% 
Diabetes and ulcers, 
toe, foot, and leg 
amputation  
Nominal Values: if yes then “1”, and if no then “0” 0% 
Heart problem Nominal Values: “1” if patient has heart problem, and 
“0” if patient does not have heart problem 
0% 
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Table A.2. Values of the Primary Diagnosis in the Used Heart Problem Data Set  
Group Name Icd9 codes Number of 
encounters 
% of 
encounter 
Description 
Circulatory 390-459, 785 5,566 29.03% Disease of the circulatory 
system 
Respiratory 460-519, 786 3,199 16.69% Disease of the respiratory 
system  
Digestive 520-579, 787 1,970 10.27% Disease of the digestive 
system 
Diabetes 250.xx 815 4.25% Diabetes mellitus 
Injury 800-999 931 4.86% Injury and poisoning 
Musculoskeletal 710-739 1,775 9.26% Disease of the 
musculoskeletal system 
and connective tissue  
Genitourinary 580-629, 788 777 4.05% Disease of the 
genitourinary system 
Neoplasms 140-239 727 3.79% Neoplasms 
 780, 781, 784, 790-
799 
465 2.42% Other symptoms, signs, 
and all-defined conditions 
 240-279, without 250 548 2.86 Endocrine, nutritional, and 
metabolic diseases and 
immunity disorders, 
without diabetes 
 680-709, 782 673 3.5% Diseases of the skin and 
subcutaneous tissue 
 001-139 249 1.3% Infectious and parasitic 
disease  
 290-319 592 3.09% Mental disorders 
 E-V 
 
 
133 0.7% External causes of injury 
and supplemental 
classification 
other 280-289 147 0.77% Diseases of the blood and 
blood-forming organs 
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Group Name Icd9 codes Number of 
encounters 
% of 
encounter 
Description 
 320-359 205 1.07% Diseases of the nervous 
system 
 630-679 167 0.87% Complications of 
pregnancy, childbirth, and 
the puerperium 
 360-389 75 0.39% Diseases of the sense 
organs 
 740-759 15 0.08% Congenital anomalies 
  
 
Table A.3. Distribution of Variable Values and Heart Problem  
 
Variable 
 
Number of 
encounters 
 
%of the 
population 
(Heart 
problem) 
Number of 
encounters 
(Heart 
problem) 
% in 
group 
Gender 
    Female 
    Male 
 
10,497 
8,673 
 
54.8% 
45.2% 
 
1,165 
1,653 
 
11.1% 
19.1% 
Race 
   Caucasian  
   AfricanAmerican 
   Hispanic 
   Asian 
   Other 
   Missing 
 
13,828 
3,722 
538 
144 
371 
567 
 
72.1% 
19.4% 
2.8% 
0.7% 
2.0% 
3.0% 
 
2,224 
357 
63 
18 
61 
95 
 
16.1% 
9.6% 
11.7% 
12.5% 
16.4% 
16.8% 
Medical specialty  
   Internal Medicine 
   Emergency/Trauma 
   Family/General Practice 
   Cardiology 
   Surgery 
 
2,932 
1,240 
1,481 
1,084 
775 
 
15.3% 
6.5% 
7.7% 
5.7% 
4.0% 
 
350 
127 
121 
671 
38 
 
11.9% 
10.2% 
8.2% 
61.9% 
4.9% 
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Variable 
 
Number of 
encounters 
 
%of the 
population 
(Heart 
problem) 
Number of 
encounters 
(Heart 
problem) 
% in 
group 
   Other 
   Unknown 
3,104 
8,554 
16.2% 
44.6% 
296  
1215 
9.5% 
14.2 
Glucose serum test result 
   None 
   Norm 
   >200 
   >300 
 
18,188 
500 
268 
214 
 
94.9% 
2.6% 
1.4% 
1.1% 
 
2684 
64 
0 
0 
 
14.8 
12.8 
0.0 
0.0 
Admission type 
   Emergency 
   Urgent 
   Elective 
   Other 
 
9,190 
3,343 
4,429 
2,208 
 
48.0% 
17.4% 
23.1% 
11.5% 
 
1190 
615 
714 
299 
 
12.9 
18.4 
16.1 
13.5 
Discharge disposition 
   Discharged to home 
   Otherwise 
 
13,503 
5,667 
 
70.4% 
29.6% 
 
2111 
707 
 
15.6 
12.5 
Admission source 
   Admitted from emergency room 
   Admitted because of physician/clinic 
referral 
   Otherwise 
 
9,836 
6,886 
2,448 
 
51.3% 
36.0% 
12.8% 
 
1252 
1063 
503 
 
12.7 
15.4 
20.5 
Age 
   30 years old or younger 
   30-60 years old 
   Older than 60 
 
364 
7,376 
11,430 
 
2.0% 
38.5% 
59.6% 
 
1 
1015 
1802 
 
0.3 
13.8 
15.8 
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APPENDIX B  
 
READMISSION DATASET 
 
 
The description of readmission dataset is explained in the following tables: 
 
Table A.4. List of Features and their Descriptions in the Readmission Data 
Feature name Type Description and values % 
missing 
Encounter ID Numeric Unique identifier of an Encounter 0% 
Patient number Numeric Unique identifier of a patient 0% 
Race Nominal Values: Caucasian, Asian, African American, 
Hispanic, and other 
2.2% 
Gender Nominal Values: male, female, and unknown/invalid 0% 
Age Nominal Grouped in 10-year intervals: [0,10), [10,20), 
…, [90,100) 
0% 
Admission type Nominal Integer identifier corresponding to 9 distinct 
values, for example, emergency, urgent, 
elective, newborn, and not available 
0% 
Discharge disposition  Nominal Integer identifier corresponding to 29 distinct 
values, for example, discharged to home, 
expired, and not available 
0% 
Admission Source Nominal Integer identifier corresponding to 21 distinct 
values, for example, physician referral, 
emergency room, and transfer from a hospital 
0% 
Time in hospital Numeric Integer number of days between admission and 
discharge  
0% 
Medical Specialty Nominal Values, for example, cardiology, internal 
medicine, family\general practice, and surgeon 
0% 
Number of lab 
Procedures 
Numeric Number of lab tests performed during the 
encounter 
0% 
Number of procedures  Numeric Number of procedures (other than lab tests) 
performed during the encounter 
0% 
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Feature name Type Description and values % 
missing 
Number of medications Numeric Number of distinct generic names administered 
during the encounter 
0% 
Number of outpatient 
visits 
Numeric Number of outpatient visits of the patient in the 
year preceding the encounter 
0% 
Number of emergency 
visits 
Numeric Number of emergency visits of the patient in 
the year preceding the encounter 
0% 
Number of inpatient 
visits 
Numeric Number of inpatient visits of the patient in the 
year preceding the encounter 
0% 
Diagnosis 1 Nominal The primary diagnosis(coded as first three 
digits of ICD9); 848 distinct values 
0% 
Diagnosis 2 Nominal secondary diagnosis(coded as first three digits 
of ICD9); 923 distinct values 
0.3% 
Diagnosis 3 Nominal Additional secondary diagnosis(coded as first 
three digits of ICD9); 954 distinct values 
1.4% 
Number of Diagnoses Numeric Number of diagnoses entered to the system 0% 
Glucose serum test 
result 
Nominal Indicates the range of the result or if the test 
was not taken. Values: “>200,” “>300,” “ 
normal,” and “none” if not measured 
0% 
A1c test result Nominal Indicates the range of the result or if the test 
was not taken. Values: “>8” if the result was 
greater than 8%, “>7” if the result was greater 
than 7% but less than 8%, “normal” if the 
result was less than 7%,  and “none” if not 
measured 
0% 
Change of medication  Indicates if there was a change in diabetic 
medications (either dosage or generic name). 
Values: “change” and “no change” 
0% 
Diabetes medications Nominal Indicates if there was any diabetic medication 
prescribed. Values “yes” and “no” 
0% 
24 features for 
medications 
Nominal For the generic names : metformin, repaglinide, 
nateglinide, chlorpropamide, glimepiride, 
acetohexamide, glipizide, glyburide, 
0% 
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Feature name Type Description and values % 
missing 
tolbutamide, pioglitazone, rosiglitazone, 
acarbose, miglitol, troglitazone, tolazamide, 
examide, citoglipton, insulin, glyburide-
metformin, glipizide-metformin, glimepiride-
pioglitazone, metformin-rosiglitazone, and 
metformin-pioglitazone, the feature indicates 
whether the drug was prescribed or there was a 
change in the dosage. Values: “up” if the 
dosage was increased during the encounter, 
“down” if the dosage was decreased, “steady” 
if the dosage did not change, and “no” if the 
drug was not prescribed  
Readmitted Nominal 30 day, “>30” if the patient was readmitted in 
more than 30 days, and “No” for no record of 
readmission 
0% 
 
 
Table A.5. Values of the Primary Diagnosis in the Used Readmission Data Set 
Group Name Icd9 codes Number of 
encounters 
% of 
encounter 
Description  
Circulatory 390-459, 785 30,334 30.30% Disease of the circulatory 
system 
Respiratory 460-519, 786 10,406 10.39% Disease of the respiratory 
system  
Digestive 520-579, 787 9,207 9.2% Disease of the digestive 
system 
Diabetes 250.xx 8,756 8.75% Diabetes mellitus 
Injury 800-999   Injury and poisoning 
Genitourinary 580-629, 788 5,079 5.07% Disease of the genitourinary 
system 
Neoplasms 140-239 3,432 3.43% Neoplasms 
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Group Name Icd9 codes Number of 
encounters 
% of 
encounter 
Description  
 240-279, without 250 2,701 2.7% Endocrine, nutritional, and 
metabolic diseases and 
immunity disorders, without 
diabetes 
 001-139 2,767 2.76% Infectious and parasitic 
disease  
 290-319 2,261 2.26% Mental disorders 
 280-289   Diseases of the blood and 
blood-forming organs 
other 320-359 946 0.95% Diseases of the nervous 
system 
 360-389 263 0.26% Diseases of the sense organs 
 360-389 263 0.26% Diseases of the sense organs 
  
 
Table A.6. Distribution of Variable Values and Readmissions  
 
Variable 
 
Number of 
encounters 
 
%of the 
population 
(Readmitted) 
Number of 
encounters 
(Readmitted) 
% in group 
Gender 
    Female 
    Male 
 
53,814 
46,283 
 
53.8% 
46.24% 
 
25,220 
20,846 
 
46.9% 
45.0% 
Race 
   Caucasian  
   AfricanAmerican 
   Hispanic 
   Asian 
   Other 
   Missing 
 
74,745 
18,998 
2,015 
630 
1,477 
2,232 
 
74.7% 
19% 
2% 
0.6% 
1.5% 
2.23% 
 
35,038 
8,679 
843 
219 
575 
712 
 
46.9% 
45.7% 
41.8% 
34.8% 
38.9% 
31.9% 
Medical specialty  
   Internal Medicine 
 
14,422 
 
14.4% 
 
6,248 
 
43.3% 
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   Emergency/Trauma 
   Family/General Practice 
   Cardiology 
   Surgery-General 
   Other 
   Unknown 
7,561 
7,388 
5,310 
3,065 
13,113 
49,238 
 
7.5% 
7.4% 
5.35 
3.1% 
13% 
49% 
3,851 
3,522 
2,266 
1,372 
5,198 
23,609 
50.9% 
47.7% 
42.7% 
44.8% 
39.6% 
47.9% 
Primary diagnosis 
   Circulatory 
   Respiratory 
   Digestive 
   Diabetes 
   Genitourinary 
   Neoplasms 
   Other 
 
 
30,335 
10,407 
9,208 
8,757 
5,080 
3,433 
32,877 
 
 
30% 
10.4% 
9.2% 
8.75% 
5% 
3.4% 
32.8% 
 
14,290 
5,226 
4,229 
4,455 
2,250 
1,146 
9,827 
 
47.1% 
50.2% 
45.9% 
50.9% 
44.3% 
33.4% 
29.9% 
Glucose serum test result 
   None 
   Norm 
   >200 
   >300 
 
94,839 
2,541 
1,464 
1,253 
 
94.75% 
2.5% 
1.5% 
1.3% 
 
43,526 
1,147 
0 
0 
 
45.9% 
45.1% 
0.0% 
0.0% 
Admission type 
   Emergency 
   Urgent 
   Elective 
   Other 
 
53,937 
18,048 
17,870 
10,242 
 
53.89% 
18.0% 
17.9% 
10.2% 
 
25,508 
8,303 
7,228 
5,027 
 
47.3% 
46.0% 
40.4% 
49.1% 
Discharge disposition 
   Discharged to home 
   Otherwise 
 
59,556 
40,541 
 
59.5% 
40.5% 
 
26,780 
19,286 
 
45.0% 
47.6% 
Admission source 
   Admitted from emergency room 
   Admitted because of 
physician/clinic referral 
   Otherwise 
 
57,453 
29,721 
12,923 
 
57.4% 
29.7% 
12.9 
 
28,371 
12,678 
5,017 
 
49.4% 
42.7% 
38.8% 
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Age 
   30 years old or younger 
   30-60 years old 
   Older than 60 
 
2,500 
30,359 
67,238 
 
2.5% 
30.3% 
67.2% 
 
1,030 
13,312 
31,724 
 
41.2% 
43.8% 
47.2% 
 
 
Table A.7. Distribution of Variable Values and Heart Problem  
Variable Number of 
encounters 
%of the 
population 
Number of 
encounters 
% in 
group 
Gender 
    Female 
    Male 
 
10,497 
8,673 
 
54.8% 
45.2% 
 
1,165 
1,653 
 
11.1% 
19.1% 
Race 
   Caucasian  
   AfricanAmerican 
   Hispanic 
   Asian 
   Other 
   Missing 
 
13,828 
3,722 
538 
144 
371 
567 
 
72.1% 
19.4% 
2.8% 
0.7% 
2.0% 
3.0% 
 
2,224 
357 
63 
18 
61 
95 
 
16.1% 
9.6% 
11.7% 
12.5% 
16.4% 
16.8% 
Medical specialty  
   Internal Medicine 
   Emergency/Trauma 
   Family/General Practice 
   Cardiology 
   Surgery 
   Other 
   Unknown 
 
2,932 
1,240 
1,481 
1,084 
775 
3,104 
8,554 
 
15.3% 
6.5% 
7.7% 
5.7% 
4.0% 
16.2% 
44.6% 
 
350 
127 
121 
671 
38 
296 
1215 
 
11.9% 
10.2% 
8.2% 
61.9% 
4.9% 
9.5% 
14.2 
Glucose serum test result 
   None 
   Norm 
   >200 
   >300 
 
18,188 
500 
268 
214 
 
94.9% 
2.6% 
1.4% 
1.1% 
 
2684 
64 
0 
0 
 
14.8 
12.8 
0.0 
0.0 
Admission type 
   Emergency 
 
9,190 
 
48.0% 
 
1190 
 
12.9 
 166  
Variable Number of 
encounters 
%of the 
population 
Number of 
encounters 
% in 
group 
   Urgent 
   Elective 
   Other 
3,343 
4,429 
2,208 
17.4% 
23.1% 
11.5% 
615 
714 
299 
18.4 
16.1 
13.5 
Discharge disposition 
   Discharged to home 
   Otherwise 
 
13,503 
5,667 
 
70.4% 
29.6% 
 
2111 
707 
 
15.6 
12.5 
Admission source 
   Admitted from emergency room 
   Admitted because of physician/clinic 
referral 
   Otherwise 
 
9,836 
6,886 
2,448 
 
 
51.3% 
36.0% 
12.8% 
 
1252 
1063 
503 
 
12.7 
15.4 
20.5 
Age 
   30 years old or younger 
   30-60 years old 
   Older than 60 
 
364 
7,376 
11,430 
 
2.0% 
38.5% 
59.6% 
 
1 
1015 
1802 
 
0.3 
13.8 
15.8 
 
