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ABSTRACT 
The present study was aimed at measuring the scour hole profile at bridge piers under 
clear water scour. Scour tests were performed under both steady state flow and under 
stepped hydrographs. Multiple smaller flood events were run to determine how flood 
history affects scour hole development. Various equilibrium scour depth equations and 
proposed temporal scour models were compared. The similarity of the scour hole profiles 
with time and flow history were evaluated.   
 
 Experiments were conducted in a 14.8 m long, 1.19 m wide, 1.22 m deep rectangular 
flume with a model bridge pier. A uniform sediment bed (   = 1.5 mm) was used 
throughout the study. Scour hole profiles were measured using a light sensor. Three 
steady state flow experiments with a constant flow depth and different bed shear stresses 
and velocities were run. These three flow conditions were later used to model eight 
unique stepped hydrographs. 
 
The order of flood events was found not to effect the scour depth or scour hole shape. 
The scour hole maintained the same non-dimensional, longitudinal similarity regardless 
of flow history or time for both steady and unsteady flows. This finding indicated steady 
state scour evolution models can be used to model scour under stepped hydrographs. 
 
Several equilibrium scour depth equations were evaluated and it was found the CSU 
equation (FHWA, 2001) was just as accurate as several proposed temporal scour models. 
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Best-fit power and logarithmic temporal scour depth equations were obtained from each 
steady state test. These equations along with models proposed by Melville and Chiew 
(1999) and Chang et al. (2004) were found to predict steady state temporal scour 
evolution with reasonable accuracy.  
 
Using the method of superposition, these methods were used to predict scour depths 
under stepped hydrographs. For stepped hydrographs, the scour development for each 
event (or each step) followed the temporal scour evolution under steady flow conditions. 
It was found that the order and frequency of events did not change the scour development 
pattern. It was determined that the power and logarithmic function accurately predicted 
final scour depths (± 10% and ± 12%, respectively) and temporal scour evolution. The 
models proposed by Melville and Chiew (1999) and Chang et al. (2004) were found to 
provide no greater accuracy in predicting final scour depths than the CSU equation 
(FHWA, 2001). More research is needed on temporal scour evolution under steady flow 
conditions in order to predict scour during floods.  
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CHAPTER 1 
INTRODUCTION 
Bridges are important means of providing passage of goods and people. Of the nearly 
600,000 public bridges in the United States approximately 484,500 are over waterways 
(Gee, 2003). Failure of these vital structures can cause death, injury, and severe economic 
hardship on local communities due to high cost of replacement or repairs and increased 
travel times. The 2007 collapse of a bridge on I-35W in Minnesota alone took the lives of 
13, injured 245, and was very costly. The Minnesota Department of Transportation spent 
$234 million to replace this bridge and estimated that the state’s economy lost $60 
million in road-user costs during this time (MnDOT, 2008).   
 
Scour, which is the water-induced erosion of the streambed or bank material, is by far the 
most common cause of bridge failure in the United States. Adverse hydraulic conditions 
accounted for 58% of the 1502 reported bridge failures from 1966 to 2005 (NCHRP, 
2009). Scour related failures include the collapse of 73 bridges in 1995 in Virginia, West 
Virginia, and southwest Pennsylvania; 17 bridges in New York and New England during 
the spring of 1987; the US 51 bridge in Tennessee that took eight lives in 1989; and the 
twin I-5 bridges over the Arroyo Pasejero that killed seven people in 1995 (Morris and 
Pagan-Ortiz, 1997). From 1980 to 1990, 11 bridges in New York failed because of scour. 
Estimates show that more than 5 times as much was lost by local business and industry in 
indirect costs than paid out through highway repair contracts (Rhodes and Trent, 1993).  
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Due to the high cost associated with scour related bridge failures and the civil engineer’s 
ethical code to “hold paramount the safety, health and welfare of the public,” it is 
imperative to accurately predict scour at bridge piers and abutments (ASCE Ethical Code, 
2006). Scouring at bridge piers and abutments is a highly complex process. The flow 
field near these structures is highly turbulent and unsteady vortices form near the erodible 
bed and on the water surface. Inherently, accurate modeling of such site-specific, time-
dependent processes is a challenging task.  
 
The Federal Highway Administration (FHWA) recommends using a single event design 
flood such as a 100-year or 500-year storm to calculate maximum expected scour depth. 
Most laboratory research has been conducted under steady flow states where there is no 
initial scour near the pier. The tests are then run until the scour depth reaches an 
equilibrium state. This equilibrium scour depth is then taken as the maximum expected 
scour depth for a given structure. These tests are based on the assumption that peak 
design flow lasts an infinitely long period of time until maximum scour is developed 
(Totapally, 1998). During natural floods this is an unrealistic assumption as peak flow 
may persist only for a fraction of the total event time. Thus it is imperative to find how 
scour evolves during unsteady flow events to make more accurate scour depth 
predictions. In addition, the effects of flood order and frequency on the scour evolution 
need to be quantified. Current scour equations often over predict maximum scour depths 
in the field (Johnson, 1995) and currently there is no unifying theory of pier scour that 
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allows the designer to have high confidence in scour depth predictions (Raudkivi and 
Ettema, 1983).  
 
In this study, a physical model is used to investigate the temporal variation of clear water 
scour at a circular pier for uniform, non-cohesive sediment. Steady state tests are 
conducted for different bed shear stresses and flow velocities. Equilibrium scour depths 
are recorded upstream of the pier during these tests. Simulated hydrographs, based upon 
the steady state events, are then used to create unsteady flow in the flume. The specific 
objectives of this study are: 
(1) Verify if current single-event design methodologies recommended by the 
FHWA are the best model to predict scour at bridge piers. 
(2) Determine how flood history impacts scour hole development. 
(3)  Determine how the order of flood events affect scour hole geometry shape 
(i.e. 10 yr. flood before 50 yr. or 50 yr. before 10 yr.). 
(4) Compare multiple temporal scour evolution models under steady flow and 
stepped hydrographs. 
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CHAPTER 2 
LITERATURE REVIEW 
Local clear water scour at bridge piers and abutments occurs due to interaction of flow 
with the pier or abutment. The flow interaction with the pier causes a downflow due to a 
downward pressure gradient (Melville, 1975). This downward impinging jet erodes the 
sediment at the base of the structure forming a scour hole which in turn causes horseshoe 
vortices to develop (Melville, 1975). The flow field near these structures can become 
highly turbulent and unsteady vortices will form near the erodible bed and on the water 
surface. The size of the scour hole will depend on the strength of these vortices and the 
bed material properties. The rate of scour under steady flow conditions will be highest 
initially then decrease in a manner best described by a power or logarithmic equation 
(Totapally, 1998). The scouring process will continue until the vortices are not strong 
enough to remove sediment from the scour hole.  
 
Types of Scour 
Scour at bridges is generally classified into three categories: general scour (which 
includes contraction scour), long-term aggradation or degradation, and localized scour 
(FHWA, 2001). General scour includes erosion due to a contraction of a channel or other 
flow conditions such as scour that occurs on the outside of a river bend. This scour may 
be uniform or non-uniform across the channel width depending on local flow and 
sediment conditions. 
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Long-term aggradation and degradation of a riverbed can be caused by man-made or 
natural processes. Aggradation in a river reach will occur when the sediment load is 
higher than the transport capacity. This deposition can be caused by either human 
changes in the river or natural processes such as upstream river bank erosion. 
Degradation is the lowering or erosion of the riverbed and occurs when the sediment load 
is less than the transport capacity (for example, downstream of a dam). 
 
Local scour, which is a highly turbulent, three-dimensional process, consists of erosion 
near man-made structures including abutments, bridge piers, spur dikes, and other flow 
obstructions. When a structure such as a bridge pier is placed within a channel, local 
velocities increase due to a reduction in flow area. In addition, an impinging downward 
jet causes a horseshoe vortex to develop at the upstream base of the structure and erodes 
the bed material. As this material is lifted off the bed it is transported downstream by the 
main flow (Totapally, 1998). A significant amount of this material is often found 
immediately downstream of piers resulting in sediment deposition downstream of the 
structure. The scour process is further complicated by smaller vortices that occur at the 
wake of the structure. These vortices are quasi-periodical and along with accelerated side 
flow cause wake scour (Dargahi, 1990). The primary interest in this research are the 
processes associated with local scour so further review will only discuss this type of 
scour. The horseshoe and wake vortices around a cylindrical pier are shown below in 
Figure 2.1. 
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Figure 2.1: Horseshoe and Wake Vortices around a Cylindrical Element (USGS, 2011) 
 
Classification of Local Scour 
Local scour is classified depending on whether flow is loaded with sediment immediately 
upstream of the structure of interest. When the approach flow is continually carrying 
sediment into the scour hole, i.e. when the flow velocity exceeds a critical velocity for the 
sediment bed (       over the whole river reach, the resultant erosion at a bridge pier or 
abutment is classified as live bed scour. Clear water scour occurs when no sediment 
transport is occurring in the channel, i.e.,       . The maximum clear water local scour 
depth occurs when the flow velocity equals that of the sediment’s critical velocity 
(Melville and Chiew, 1999). 
 
The scour evolution for live bed and clear water scour are different as shown in Figure 
2.2. During live bed scour, maximum scour depth is quickly reached due to high flow 
velocities and fluctuates periodically around an average depth (Melville, 1984). This 
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fluctuation corresponds to the bed forms migration within the scour hole. During clear 
water conditions, the scour depth increases until the vortices are not strong enough to 
remove bed material from the hole. Equilibrium scour depth can take days to develop 
during clear water conditions. Franzetti et al. (1989) found that it occurred after 100 
hours of testing on piers, while Ballio (2000) conducted testing on abutments for several 
hundred hours without an equilibrium state being reached. It was concluded that the time 
scales for equilibrium scour are generally much greater for abutments then piers (Ballio, 
2000). Designs based on predicted equilibrium scour depths can be over conservative as 
peak flows may only last a few hours not days during a natural flood (Melville and 
Chiew, 1999). Since this research is focused on processes related with clear water scour, 
only variables associated with clear water scour will be discussed further. 
 
 
Figure 2.2: Comparison of Clear Water and Live Bed Scour as a Function of Time (after 
Raudkivi and Ettema, 1983) 
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Variables Affecting Clear Water Scour 
Many factors affect scour hole development which are generally broken down into four 
different categories: approach flow, structural geometry and alignment, time variation of 
flow, and sediment characteristics. Many researchers have typically studied these 
variables in laboratory settings by varying the selected parameters of interest. The 
following sections will discuss the various research that has been conducted on the key 
parameters that affect scour hole development at piers. 
 
The hydraulic and fluid properties that affect scour include the flow velocity, flow depth, 
bed shear stress, fluid viscosity, and density. Since testing was conducted in fresh water 
at roughly room temperatures, fluid properties such as the viscosity and density were not 
considered as variables. It is usually assumed that the fluid viscosity has minimal effect 
on scour development (Simmaro, 2007) and the fluid density is incorporated into 
dimensionless parameters such as the critical shear stress of the bed material, which is 
discussed later. In general, as the fluid density is increased scour depths will increase as 
well. 
 
Flow Velocity and Velocity Based Dimensionless Parameters for Steady Flows 
Numerous researchers have studied scour under steady flows and only relatively recently 
have researchers started studying the effect of unsteady flow on scour development 
(Kothyari et al. 1992; Totapally 1998; Chang et al. 2004, Lu et al. 2011). Due to the 
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relatively small amount of research on scour under unsteady flow conditions, the majority 
of the following literature review will be on research under steady flow unless noted 
otherwise. However, since flood events are unsteady in nature the importance of unsteady 
flow cannot be ignored during the scour process. Flow velocity is related to discharge, 
flow depth, and the channel width in rectangular channels, which was used to conduct 
this research. For a constant discharge and channel width as the depth decreases the 
velocity will increase. Velocity for a rectangular channel is calculated from the continuity 
equation below: 
       (2.1) 
Where   is the flow discharge,   is the mean flow velocity,   is the channel width, and   
is the flow depth. If the flow depth and other parameters remain constant any increases in 
flow velocity will generally result in increased scour depth. This is due to the fact that as 
the approach flow velocity increases the strength of vortices will increase, which in turn 
lead to greater scour depths. 
 
Most researchers have incorporated the effect of flow velocity by using dimensionless 
numbers such as the Froude number,   , densimetric Froude number,    , ,and/or critical 
shear velocity,      as scaling parameters. The Froude number is the ratio of a fluid’s 
characteristic velocity to a shallow water wave velocity or more simply the ratio of 
inertial to gravitational forces, and is expressed as  √  ⁄  for a rectangular channel, 
where   is gravitational acceleration. Garde et al. (1961), Zaghloul (1975, 1983), 
Rajartanam and Nwachkwu (1983), Froehlich (1989) have included the Froude number 
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as a scaling parameter to evaluate scour. It should be noted that Garde et al. (1961) found 
that it was not necessary to distinguish between clear water and live bed scour when the 
Froude number was used as a scaling parameter.   
 
Based on the analysis of the field data, Johnson (1995) determined that the Froude 
number had very little correlation with scour depth and other parameters might be of 
more use in predicting scour depth in the field.  Another study conducted by Mueller 
(1996) using United States Geological Survey (USGS) data found that the empirical 
methods, such as Froude number based Colorado State University (CSU) equation, over-
predicted scour depths the majority of the time. Due to scour depth over-predictions by 
the majority of these empirical methods, there has been a general trend in finding other 
methods to predict scour depths with greater accuracy.  
 
Many researchers have started to study the correlation between scour depth and the 
densimetric Froude number, Frd,  defined as: 
 
    
 
√   
 
(2.2) 
Where    is the reduced gravitational acceleration calculated as: 
    ((        )  (        (2.3) 
Where     is the specific gravity of sediment (approximately 2.65 for quartz sand, used 
in this study),   is the density of water, and    is the sediment density. Kohli and Hager 
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(2001) conducted laboratory research on vertical wall abutments in floodplains and found 
the densimetric Froude number had a significant effect on scour depths. 
 
A study by Oliveto and Hager (2002) conducted about 200 laboratory experiments on 
clear water scour in bridge piers and abutments. They used six different types of sediment 
with varying uniformities and sediment specific gravity ranging from 1.42 to 2.65. 
Approach flow depths, velocities, and pier sizes were also systematically varied. It was 
concluded that the densimetric mixture Froude number,      was one of three key 
parameters affecting temporal scour evolution. The densimetric mixture Froude number 
was calculated as         (   
     , where     is the sediment gradation coefficient. 
 
One of the most important and common parameters in analyzing scour is the shear 
velocity and shear stress ratios. It is a fundamental component of the scouring process 
with clear water and live bed scour classified based on these ratios. Shear velocity    is 
calculated as:     (   ⁄  
    , where    is the bed shear stress.  The bed shear stress is 
calculated as:            , where   is the hydraulic radius of the channel and    is the 
friction slope. Due to the difficulties in directly measuring shear stress, although it has 
been done, shear stress is typically calculated from measured velocity profiles. 
 
The time averaged velocity is commonly related to the shear velocity through the 
following equation: 
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  (  
  
 
 
 
  (
 
  
) (2.4) 
Where the variables are defined as follows: 
 (    is the time averaged velocity in the direction of primary flow at a height   above 
the bed 
   is the von Karman constant 
    is the characteristic roughness 
 
Nezu and Rodi (1986) conducted open channel flow experiments and found that this 
equation should only be used within the near-wall region, outside of this region the 
velocity profile deviated from the log law. They found that using a mean value 0.412 for 
the von Karman constant yielded shear velocities similar to those calculated from the 
Reynolds stress distribution. An empirical wake function, (  , originally introduced by 
Coles (1956) was used to account for deviations from the log law. 
 
The shear stress or shear velocity are usually divided by a critical shear stress (    ) or 
critical shear velocity (   ), respectively, obtaining a common dimensionless parameter 
to evaluate sediment transport or scour. The critical shear stress and critical velocity 
correspond to the initiation of sediment transport. As flow velocity increases the depth of 
scour increases as well; reaching a maximum at approximately     . A common 
graphical method for finding the critical shear stress for given flow and sediment 
conditions is the use of the Shields diagram. The Shields diagram relates the critical shear 
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stress as a function of the shear velocity, sediment size, sediment and fluid densities, 
kinematic viscosity, and gravitational acceleration. The Shields function for water is 
expressed as: 
 
   (   (      )
   
  (
   
 
) (2.8) 
Where    is the sediment size, however due to sediment nonuniformity in natural rivers, 
the median sediment size     is often used as the representative particle size, and   is the 
kinematic viscosity of the fluid. 
 
The critical shear stress for sediment transport initiation cannot be found directly from 
the Shields diagram. Various researchers have proposed explicit equations including 
Melville (1997), Hager and Oliveto (2002), and Cao et al. (2006) to predict incipient 
motion. Melville (1997) proposed a simplified method for estimating critical shear 
velocity (m/s) for quartz sediments at 20°C as just a function of sediment size in 
millimeters. The explicit equations are given below: 
                                   
    (2.9) 
                              
               (2.10) 
 
Hager and Del Guidice (2000) estimated shear stress in a more generalized way then 
Melville (1997) by not limiting the equation to just quartz sand at a specific temperature. 
Their research incorporated a dimensionless grain size (  ) and dimensionless critical 
shear stress (   ), defined as: 
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        ( 
   ⁄    ⁄ . (2.11) 
                          
   
 (2.12) 
                      (2.13) 
         ((          (2.14) 
    is the calculated critical shear stress  for the median sediment size (d50 ). 
 
This method was chosen to determine critical shear velocity and results were similar to 
those calculated using Melville’s (1997) approach. The results are shown for both Hager 
and Del Guidice (2000) and Melville’s (1997) methods for the sediment in Table 2.1. 
 
Table 2.1: Critical Shear Velocity Calculations 
       
(  
    
(  
    
(     
(  
⁄  
mm (m/s) (m/s)   
1.5 0.0342 0.0331 103.3% 
Notes: 
   1) Hager and Del Giudice (2000) Method for 22°C fresh water 
2) Melville (1997) Method 
 
 
Flow Depth 
For a constant flow velocity, when the depth is increased, the flow rate will increase as 
well. This will result in a greater scour depth. However, scour depths eventually become 
independent of increases in flow depth/discharge. Raudkivi and Ettema (1983) found that 
as the ratio of flow depth (   to pier width (   increased,       increased as well but 
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eventually became independent of the flow depth for     ratio of greater than 3. Other 
laboratory based research suggest that this ratio may be closer to 2.4 (Melville and 
Sutherland, 1988) but has been found to be much lower for wide (prototype) piers. Jones 
and Sheppard (2000) found this ratio to be around 2. 
 
Flow depth has been found to effect the diameter of the vortex,   , at circular piers, 
which is important to the initiation of scour. As flow depth increases, the primary 
(horseshoe) vortex increases in diameter as well. The increase in vortex area leads to a 
decrease in shear stress at the front of the pier (Hjorth 1975; Melville, 1975), reducing the 
rate at which scour depth increases. Kothyari et al. (1992) proposed the following 
equation to estimate vortex diameter as a function of pier diameter and flow depth. The 
equation could be assumed to be valid for piers in wide channels and was based on his 
experiments and data from Baker (1979), Qadar (1980), and Muzzamil et al. (1989). 
         (  ⁄  
     (2.15) 
 
Structural Alignment and Geometry 
Structural geometry and alignment relative to the flow path are important parameters in 
predicting scour depths. The angle of attack, α, of the approach flow (as shown in Figure 
2.3) is usually incorporated into scour depth equations as an empirically based 
coefficient, such as the Colorado State University (CSU) equation’s coefficient   . 
Laursen and Toch (1956) found that as the angle of attack changed from zero, the 
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location of greatest scour changed as well, moving from the front upstream end of the 
pier to the area exposed to the approach flow. 
 
 
Figure 2.3: Circular and Rectangular Pier Geometry 
 
In the CSU equation (FHWA, 2001),    is defined as follows: 
     (     (         
     (2.16) 
 
The effect of pier geometry is generally incorporated as another empirically based 
coefficient. Conceptually it is apparent that a square nosed pier, as shown in Figure 2.3, 
will have more resistance to flow due to increased form drag then a more streamlined 
structure such as a circular pier, resulting in a greater scour depth. The importance of pier 
geometry in relation to scour depths has been extensively studied and incorporated into 
equations by Breusers (1977) using Laursen and Toch’s (1956) data and in the HEC-18 
recommended CSU equation (FHWA, 2001). The factor    in the CSU equation 
incorporates the shape of the pier nose and values of 1.1, 1.0, 1.0, and 0.9 are used for 
square nosed, round nosed, circular cylinder, and sharp nosed piers, respectively. Laursen 
and Toch (1956) found that the scour decreased as the body became more streamlined 
 
α 
b 
α 
b 
L
: 
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and proposed different empirical coefficients. Since testing in this study was conducted 
using a circular pier, the shape factor can be taken as 1. 
 
Time Variation of Flow 
Until recently scour research has focused on studying the equilibrium scour depths that 
occur under steady flow in laboratory conditions. The Federal Highway Administration 
(FHWA) currently recommends using single event storms to estimate scour depths for 
design of bridge piers and abutments. During natural floods, peak flow may persist only 
for a fraction of the total event time. The determination of the equilibrium scour depth for 
the peak discharge during design flood is inherently flawed. Equilibrium scour depth can 
take days to develop during clear water conditions. Franzetti et al. (1989) found it 
occurred after 100 hours of testing on piers while Ballio (2000) conducted testing on 
abutments for several hundred hours without an equilibrium state being reached. It was 
concluded that the time scales for equilibrium scour are generally much greater for 
abutments then piers (Ballio, 2000). Since equilibrium scour depths can take days to 
develop and the majority of scour occurs in a short period of time, scour in laboratory 
tests is assumed to have reached equilibrium condition when changes in scour depth 
become minimal. 
 
Designs based on equilibrium scour depths can be overly conservative as peak flows may 
only last a few hours not days during a natural flood (Melville and Chiew, 1999). These 
assumptions can lead to inaccurate scour predictions and currently there is no unifying 
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theory of pier scour that allows the designer to have much confidence in scour depth 
predictions (Raudkivi and Ettema, 1983). A study by Shatanawi et al. (2008) on abutment 
scour in South Carolina rivers found that at some sites the observed scour depth was 
greater than 100-year scour depth prediction. However, at these sites there was no 
evidence of a 100-year flood episode after the bridge was built. Shatanawi et al. (2008) 
showed that repeated occurrences of smaller frequency floods might cause scour that was 
greater than the 100-year return periods prediction. 
 
Laboratory experiments conducted by Totapally (1998) on abutment scour, under varying 
hydrographs and flow conditions found that the rate of scour could best be described as a 
logarithmic equation. The correlation coefficient of the logarithmic equation was greater 
than that of a power equation to predict temporal scour depth.  The correlation coefficient 
ranged from 0.94 to 0.99 compared to 0.92 to 0.98 for logarithmic and power equations, 
respectively. The use of the logarithmic function to describe the temporal evolution of 
scour is not uniformly agreed upon by hydraulic researchers. Breusers (1967) and Cunha 
(1975) both used power laws to describe this process. 
 
The rate of scour under steady flow conditions was found to be highest initially then 
decreased in a logarithmic manner until the vortices were not strong enough to remove 
sediment from the scour hole. Melville and Chiew (1999) found that in just 10% of the 
equilibrium time (time it takes to reach equilibrium scour depth) 50% to 80% of the scour 
depth had occurred. Since equilibrium scour can take days or weeks to develop, this is 
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still a significant amount of time. Research conducted by Rouse (1965), Gill (1972), 
Dargahi (1990) and Oliveto and Hager (2002), among others, have also found scour 
depth to vary as a logarithmic function.  
 
Totapally (1998) used the method of superposition for the stepwise hydrographs to mimic 
unsteady flows to calculate abutment scour depths. Varying levels of success was 
achieved in predicting the scour evolution during unsteady flows. Logarithmic equations 
were fitted to the steady state scour evolution data and were used to calculate scour under 
unsteady hydrographs. Totapally (1998) did not formulate a generalized equation to 
predict the equilibrium scour depth or the temporal scour evolution under steady state 
flow. It was found that scour holes were geometrically similar throughout scour hole 
development. Totapally (1998) approximated unsteady flow as a series of steady flows, 
which is common in scour research due to the inherent difficulties in replicating unsteady 
flow in a laboratory. This method is preferable since natural floods may take days to 
reach peak discharge and constant measurements and experimental adjustments would be 
needed to accurately replicate natural hydrographs. Totapally (1998) used method of 
superposition to predict scour evolution under unsteady flows (described in Chapter 5). 
This method was essentially the same as that proposed by Kothyari et al. (1992) for pier 
scour under unsteady flows. 
 
Chang et al. (2004) conducted pier scour experiments using stepwise hydrographs. It was 
observed that scour depths steadily increased during the rising limb of the hydrograph 
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and changed minimally during the lag period. The research used empirical based 
equations from their own data and that of Ettema (1980) and Kothyari (1989) to calculate 
equilibrium scour depths and predict the unsteady and steady state temporal evolution of 
scour. The technique employed to predict scour under unsteady flows was similar to that 
proposed by Kothyari et al. (1992). Lu et. al (2011) conducted experiments to observe 
scour for non-uniform piers (piers with foundations) under unsteady flow. In order to 
predict the temporal evolution of scour under unsteady flows, the method of 
superposition, as discussed above, was used. 
 
The procedure adopted by Chang et al. (2004) to determine the temporal evolution of 
scour for uniform sediments under steady state flow conditions is presented below: 
(1) Calculate critical velocity,    , using the following equation from Chiew (1995), if 
the critical velocity is not known from direct measurements: 
                (     ⁄     (2.17) 
(2) Determine the equilibrium scour depth,    , as follows: 
            ⁄               [    (          ] (2.18) 
Where    and    are adjustment factors for the sediment size and flow depth 
effects on    , respectively. Based on the authors’ criteria, the sediment was fine 
relative to the pier diameter (        ) and the flow depth was large relative 
to the pier diameter (     ). Thus both    and    can be taken as 1. 
(3) A dimensionless time,    , corresponding to a very small initial time period, 
where the scour rate is assumed to be constant, is calculated as follows: 
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     {(       (            }
      (2.19) 
Where    (    ⁄       is an adjustment factor that accounts for the flow 
intensity. 
(4) The time to reach equilibrium scour,    , is calculated in days using a modified 
equation originally from Melville and Chiew (1999): 
 
    (
 
 
)  (
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)
 
 (2.20) 
Where A, m, and k are coefficients from Melville and Chiew (1999) dependent on 
sediment size, pier diameter, and the flow depth. The velocity,  , needs to be in 
units consistent with the pier diameter and in seconds. 
(5) The scour depth at various dimensionless times,   (      ⁄   is then calculated 
using the three following equations: 
                
 
         
      (2.21) 
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      (       
           (2.23) 
 
Kothyari et al. (1992) introduced an algorithm to predict temporal pier scour depths under 
steady and unsteady clear water flows for uniform, non-uniform, and stratified sediments. 
Only the uniform sediment algorithm will be discussed further. For a steady flow, the 
time for a single sediment particle to be removed from the scour hole,   , is calculated 
using the shear velocity at that time,       , and the average probability of particle 
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movement,      , based on relationships developed by Paintal (1971). The scour depth at 
the new time increment is then considered to be the previous scour depth plus the size of 
a sediment particle. This process is repeated until the calculated shear stress at the pier 
nose,      , is lower than the critical shear stress of the bed. At this time, the algorithm is 
stopped and the current depth and time are considered to be equilibrium depth and time. 
The calculation procedure for the method proposed by Kothyari et al. (1992) for temporal 
scour evolution for steady flows with uniform sediment is presented below.  
(1) Calculate the initial primary vortex diameter using equation 2.15 and the cross 
sectional  area of the primary vortex at   = 0 ,    ,  using the following equation: 
        
    (2.24) 
(2) Calculate the shear stress of the approach flow as           or any other 
method. 
(3) The cross sectional area of the primary vortex at any time,   , is taken as the sum 
of the cross sectional area of the scour hole,    and   , with    calculated as: 
       
  (       (2.25) 
Where  is the angle of repose assumed to be 30
ο
 by the authors. 
(4) The shear stress at the pier nose at any time is determined using the relationship 
below: 
           (    ⁄  
   (2.26) 
Where    is equal to 4.0 based on the assumption that the shear stress is 
approximately twice as large before scouring begins and that incipient pier 
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scouring occurs when       ⁄   0.5 with the later statement being reported by 
multiple authors (Chabert and Engeldinger 1956; Hancu 1971; Hjorth 1975; 
Ettema 1980; Kothyari 1989).    is a coefficient equal to 0.57 determined from 
experimental data. 
(5) Average probability of particle movement at any time is found using the 
following equation (Paintal, 1971): 
         
     ⁄                    (     
     ⁄ )
    
 (2.27) 
         
     ⁄                  (2.28) 
(6) The time for a single particle to be removed from the scour hole is then calculated 
as shown: 
           (        ) (2.29) 
With      √     ⁄   and    a coefficient equal to 0.050 determined from 
experimental data. 
(7) The new time is now              and the new scour depth is              
      
(8) Steps 3 to 7 are then repeated until      becomes less than or equal to   . At this 
point, equilibrium scour depth is reached. 
 
Kothyari et al. (1992) found that the computed scour depths compared well with the 
measurements made by Chabert and Engeldinger (1956), Ettema (1980), and Kothyari 
(1989). Generally the computed scour had satisfactory agreement for steady state clear 
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water scour; although multiple runs had differences greater than 20% between observed 
and computed scour. Results from the two unsteady flow tests had good agreement 
between calculated and measured scour. Due to the limited number of tests and short 
hydrograph durations (1 hr and  ≈ 7 hr tests), the method was not verified fully.  
 
Mia and Nago (2003) conducted laboratory experiments to develop a temporal scour 
evolution method for clear water conditions with a uniform sediment bed and a 
cylindrical pier under steady flow conditions. They used their own data from experiments 
in a hydraulic flume and data from Chabert and Engeldinger (1956), Ettema (1980), 
Yanmaz and Atlinbilek (1991) to develop their model. Equilibrium scour under steady 
flow was assumed to have been reached when the scour rate was less than 1 mm per hour 
or no change in scour was observed. 
 
The design method by Mia and Nago (2003) was based on a sediment transport theory by 
Yalin (1977) and incorporated equations by Kothyari et al. (1992) that related the 
strength of the primary horseshoe vortex with changes in the area of the scour hole. The 
shape of the scour hole was assumed to remain the same shape throughout testing and be 
similar to an inverted cone with the sediment’s angle of repose equal to that of a cone’s 
angle of frustum. The bed shear velocity at the pier nose was calculated using equation 
2.26 (Kothyari et al., 1992), however, different values for     and    were used. A value 
of 3.3 for    was used based on research by Chiew (1995) that suggested scouring occurs 
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when        ⁄   0.3.    was determined to be 0.29 from experimental data, which was 
significantly different than the value of 0.57 used by Kothyari et al. (1992). 
 
Mia and Nago (2003) found good agreement between measured and computed temporal 
scour data. Much lower agreement was found between the algorithm proposed by 
Kothyari et al. (1992) and data from Chabert and Engeldinger (1956), Ettema (1980), 
Yanmaz and Atlinbilek (1991), and the authors. The model by Kothyari et al. (1992) 
tended to substantially under predict both equilibrium scour depths and equilibrium scour 
time for steady flows. Comparisons between the model proposed by the authors and 
common empirical formulas by Hancu (1971), Breusers et al. (1977), Melville and 
Sutherland (1988), and the FHWA (1993) were made. The authors’ model was also 
compared with experimental data from Chiew (1995) and Melville and Chiew (1999). 
Empirical formulas by Hancu (1971) and Breusers et al. (1977) underestimated scour 
depths at lower Froude numbers while the FHWA (1993) method had better results 
overall. Data from Chiew (1995) and Melville and Chiew (1999) were considered to have 
good agreement with the authors’ method, as the majority of their data was within ± 25% 
of calculated scour depths.  
 
Melville and Chiew (1999) developed an equation to determine the temporal scour 
development at circular bridge piers for clear water scour under steady flows for uniform 
sediment. Data consisted of their own laboratory measurements and measurements made 
by Graf (1995) and Ettema (1980). Since equilibrium scour might take days to develop, 
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equilibrium scour depth and time was taken as when scour changed less than 5% of the 
pier diameter per 24 hour period. This definition is mathematically defined below as: 
  (    
  
 
     
      
 
(2.30) 
 
It was hypothesized and shown that     and    are functions of the ratio of velocity to 
critical velocity (    ), flow shallowness (  ⁄    and sediment coarseness relative to the 
pier diameter (      . Equilibrium scour depths were computed using a method from 
Melville (1997) that was simplified due to tests being conducted only on circular piers 
and with uniform sediment. The equilibrium scour depth was calculated as a function of 
the flow intensity factor,   , a particle size factor,   , and a flow shallowness 
expression,   . The procedure to calculate equilibrium scour is shown below: 
(1) The flow intensity factor is defined as: 
         ⁄             (2.31) 
         ⁄           (2.32) 
(2) The particle size factor is calculated as a function of pier diameter and particle 
size as: 
                          (          ) (2.33) 
                    (2.34) 
(3) The flow depth to pier diameter factor is then calculated as: 
                       (2.35) 
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           ⁄          (   
    (2.36) 
                    (2.37) 
(4) The equilibrium scour depth is now calculated as the product of the three previous 
factors: 
             (2.38) 
(5) Once equilibrium scour depths are known, the following equations can be used to 
calculate the equilibrium scour time. The velocity,  , needs to be in units 
consistent with the pier diameter and in seconds. 
     ⁄    
  (           
 
 
(
 
  
    ) (2.39) 
     ⁄    
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 (2.40) 
(6) The following temporal scour equation was developed which represented their 
data well, where scour depths can be calculated at any time and vice versa. 
     
   
      {     |
  
 
   (   ⁄  |
   
} 
(2.41) 
Although the authors did not use these formulas to predict scour under stepped 
hydrographs, the method of superposition could theoretically be used with these 
equations. 
 
A recent laboratory based study by Oliveto and Hager (2002) used six different sediments 
of varying size and uniformity, a wide range of flow depths, and various pier and 
abutment geometries under steady flow conditions to calculate local scour. From some 
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200 experiments, a temporal scour equation was developed that incorporated known 
variables that affect scour including sediment characteristics, approach flow, structural 
shape, and time The dimensionless scour depth, for         , was calculated as 
follows: 
                 (   (2.42) 
Where      is the densimetric Froude number that corresponds to incipient local scour,   
is a shape factor calculated as 1 for circular piers,    is the dimensionless scour given by 
    ⁄ ,   is a dimensionless time given by  
    √       ⁄ , and    is given by  
        .  
 
By taking into account a wide range of parameters that affect scour depths including time 
variations, Oliveto and Hager (2002) found this equation to be sufficiently accurate by 
river engineering standards for their laboratory tests and available literature data. These 
equations have limited applicability for natural pier scour as this equation is only valid 
under the following conditions: 
(1) Straight, rectangular channels 
(2) The distribution of roughness is nearly uniform across the channel 
(3) Fluid is water and the sediment is sand or gravel 
(4) Flow is steady state 
(5) The ratio of flow depth to sediment size is large enough to avoid additional 
effects of macroroughness 
(6) Approach flow is perpendicular to pier 
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An independent field verification of this formula has not yet been performed and this 
formula is not currently used or recommended by federal agencies to calculate scour. 
 
Sediment Characteristics 
The most commonly used non-cohesive sediment parameters to model scour are the 
median sediment size       and sediment gradation coefficient     given by: 
    √        (2.43) 
This coefficient is used to measure the uniformity of the sediment and is calculated along 
with     from a particle size distribution. 
 
It has been well documented (Ettema 1980; Raudkivi and Ettema 1983; Melville and 
Sutherland 1988; Kothyari et al. 1992; Oliveto and Hager 2002; Chang et al. 2004) that 
as the sediment bed becomes increasingly non-uniform, scour depths decrease due to bed 
armoring. As the smaller size sediments are transported out of the scour hole, the larger 
sediments shield the smaller sediments from becoming suspended. This process limits the 
transport of sediment out of the scour hole and limits the scour depth. 
 
Various researchers have proposed different methods to incorporate the sediment 
gradation. For example, Oliveto and Hager (2002) introduced the densimetric mixture 
Froude number. Others have simply used a coefficient or correction factor to account for 
armoring by modifying existing equations, such as the Colorado State University (CSU). 
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Raudkivi and Ettema (1983) conducted laboratory experiments and found that the pier 
diameter relative to sediment size (       was important in predicting equilibrium clear 
water scour depths in cohesionless soils. Four significant zones were identified and 
described as follows (in the following the groove refers to the bottom of the scour hole): 
(1) “         ; the sediment is fine relative to pier diameter. The sediment is 
entrained from the groove by the downflow and from the slope by the horseshoe 
vortex until equilibrium is reached. 
(2)              ; the sediment is of an intermediate size. The sediment is 
entrained mainly from the groove with only a limited entrainment under the 
horseshoe vortex. The supply of sediment to the groove is accomplished by sliding 
down the slope. 
(3)           ; the sediment is coarse relative to pier diameter and relative to 
the downflow. A significant proportion of the energy of the downflow is dissipated 
in the coarse bed material at the base of the scour hole. 
(4)        ; the stones are so large that the erosion phase does not develop. The 
scour is mainly due to the entrainment of the flanks of the pier (Raudkivi and 
Ettema, 1983).” 
 
In the field, the       ratio tends to be quite large and the sediment size is of negligible 
importance in pier scour (Breusers and Raudkivi 1991; Raudkivi 1986). The equilibrium 
scour depth relative to pier diameter (    ⁄    reaches a maximum as        
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becomes greater than approximately 25 or 50, as observed by multiple researchers 
(Raudkivi, 1986; Melville, 1997; Lee and Strum, 2009).  
 
Scour Hole Geometry 
The top width of the scour hole for cohesionless sediment, shown in Figure 2.4, from one 
side of a pier can be estimated by the following equation according to HEC-18 guidelines 
(FHWA, 2001): 
     (        (2.44) 
Where   is the top width of the scour hole,   is the bottom width of the scour hole, and 
  is the angle of repose of the sediment which generally varies between 26° to 34° for 
sand in water. 
 
.  
Figure 2.4: Scour Hole in Cross Stream Direction 
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Experimental research conducted by Yanmaz and Altinbilek (1991) on time dependent 
pier scour found that the shape of the scour hole is unchanged with respect to time. The 
increase in scour hole volume,   , decelerates as time elapses. By assuming the side 
slopes to be the angle of repose, the volume of the scour hole at any time around a 
circular pier was computed using equation 2.45. This equation was originally proposed 
by Carstens (1966) and Shen et al. (1969). 
 
  
 
     
(
  
 
    
 
   
  
 
) (2.45) 
This equation assumes that the downstream and upstream ends of the scour hole are 
symmetrical. This assumption may not be valid if substantial amounts of deposition occur 
downstream of the pier. 
 
Review of Equilibrium Scour Depth Equations 
Designs based on predicted equilibrium scour depths can be over conservative as peak 
flows may only last a few hours instead of days during a natural flood (Melville and 
Chiew, 1999). Various equations developed in the laboratory are currently used to 
calculate equilibrium scour. Currently there is no unifying theory of pier scour that allows 
the designer to have high confidence in scour depth predictions (Raudkivi and Ettema, 
1983). This section will discuss some of these equations. The readers should refer to 
Johnson (1995) who compared 7 different commonly used equations with field data for 
more detail.  
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Numerous empirical equations have been developed using the Froude number as a key 
parameter to calculate the equilibrium scour depth. Typical variables for scour prediction 
equations are the flow velocity, pier diameter, and flow depth. HEC – 18 (FHWA, 2001) 
recommends the use of the CSU equation, where scour depth is calculated as: 
                 (
 
 ⁄  
           (2.46) 
Where          , and   are correction factors that take into account the pier nose shape, 
angle of attack, bed condition, and armoring by bed material size, respectively. 
 
Mueller (1996) found that this equation was useful in design purposes as observed scour 
was typically less than calculated based on the United States Geological Survey (USGS) 
field data. Although due to over prediction, this equation does not give the designer a 
high degree of confidence and can make scour prevention measures more expensive than 
needed. Johnson (1995) also concluded that predicted scour depths were substantially 
larger than observed scour in the field for high Froude numbers (   > 0.8) but worked 
well for very low Froude numbers. The analysis by Johnson (1995), however, did not 
incorporate the correction factor    as this was not part of the previous CSU equation in 
HEC-18 (FHWA, 1993). 
 
Jain and Fischer (1979) also developed design equations based on laboratory data that 
included a Froude based parameter. The set of equations are as follows: 
for (                    (         
    (  ⁄  
    (2.47) 
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for (                      
    (  ⁄      (2.48) 
for   (                   (                       (2.49) 
 
Johnson (1995) found that this equation generally over predicted scour for   ⁄  < 1.5 in 
the field. It was determined that the Froude number had very little correlation with 
equilibrium scour depth and other parameters may be of more importance in predicting 
prototype scour. 
 
Neill (1964) developed a simple scour equation based on Laursen and Toch’s (1956) 
design curves and calculated equilibrium scour depth as: 
          
        (2.50) 
A review by Muhamed et al. (2005) using field and laboratory data found that this 
formula produced reasonable results when compared to laboratory data. Johnson (1995) 
using field data found this equation over predicted scour depths for a wide range of 
     ⁄           with greater inaccuracies reported for      < 1.5 and      < 0.9. 
Since      < 1 corresponds to clear water scour, it can be assumed this is not an ideal 
model for predicting equilibrium scour in clear scour conditions. 
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CHAPTER 3 
EXPERIMENTAL SETUP AND PROCEDURES 
Experiments were conducted at the Clemson Hydraulics Laboratory (CHL), Department 
of Civil Engineering at Clemson University, South Carolina. Details of the equipment 
and instruments used, the experimental setup, experiments performed, and procedure are 
outlined in this section. 
 
Experimental Setup 
All experiments were conducted in a 14.8 m long, 1.19 m wide, 1.22 m deep flume with 
clear acrylic sidewalls. The layout of the flume is shown in Figure 3.1. A 2.4 m long, 
1.19 m wide, 0.88 m deep recess was built flush to the flume bed. The downstream end of 
the recess was 2.4 m upstream of the tail weir. All tests were conducted in this region and 
a 77 mm diameter acrylic model pier was placed at the center of this recess, 11.8 m 
downstream of the flume entrance, as shown in Figure 3.2. The clear acrylic side walls 
allowed for viewing of flow phenomena in the recess. A false floor was constructed in the 
recess 0.3 m below the floor of the flume bed.  The location of the false floor was chosen 
to be substantially below the maximum equilibrium scour depths in the experiments. 
Beneath the false floor, a 51 mm diameter drain line was installed. 
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Figure 3.1: General Model Layout (Not to Scale) 
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Figure 3.2: Recess and Model Pier (Not to Scale) 
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Water was recirculated through the system by a 75 KW variable speed pump. The flow 
rate was adjusted using a variable frequency drive (VFD). A 0.2 m supply line provided 
flow to a port diffuser which discharged into the head tank. The head tank had curved 
vertical and horizontal guide walls which allowed a smoother transition into the flume. At 
the flume inlet, a 15 cm long honey-comb shaped flow straightener was installed across 
the flume. Hog-hair mesh was added to both the port diffuser and flow straightener to 
minimize turbulence, dampen waves, and allow for a uniform approach velocity into the 
channel. An 80 cm thick gravel bed was added to the first 1.8 m of the channel 
(immediately downstream of the flow straightener) to avoid bed degradation during the 
boundary layer development. The gravel had a minimum size of 9 mm. This gravel size 
was selected since it had a critical shear velocity substantially larger than the maximum 
shear velocity used during testing. 
 
At the downstream end of the flume, a thin rectangular weir was used to control flow 
depths. The weir was adjusted using an electrical motor. The flow then discharged into a 
21 m
3 
tail tank that was partitioned into three sections which dampened waves before 
flow entered the pump intake.  
 
Discharge measurements were made using a magnetic flow meter installed in a 0.2 m 
supply pipe, 13 m downstream of the pump outlet. The magnetic flow meter outputted a 
pulse with a frequency of 1 KHz to a digital rate meter which converted the pulses into a 
discharge. LabView software was used to analyze the discharge data. All sample times 
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were at least one minute long (1 min = 60,000 samples). The mean discharge was then 
calculated. During each test, this process was repeated multiple times to check discharge 
and potentially make necessary adjustments to the flowrate. The final recorded flow rate 
for each test’s flow condition was the average of several discharge measurements.   
 
Uniform sand was obtained from a local quarry and was used throughout the 
experiments. The sediment bed in the channel was 80 mm thick. A particle size gradation 
curve based on the data provided by the sand supplier is shown in Figure 3.3. Three sieve 
analyses were performed and the results were found to be similar to the supplier’s data. 
Sediment characteristics such as the median sediment size (   ) and sediment gradation 
coefficient (  ) were then obtained from the gradation curve. The median sediment size 
was 1.50 mm and the gradation coefficient was 1.20. The critical shear velocity was 
calculated by the method described by Hager and Del Giudice (2000) based on the 
Shields diagram and shown in Table 3.1. The sediment is considered non-cohesive.  
 
Table 3.1 : Sediment Characteristics 
           
(mm)   (m/s) 
1.50 1.20 0.0342 
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Figure 3.3: Particle Size Distribution 
 
An Acoustic Doppler Velocimeter (ADV) and dye visualizations were used to check that 
the approach flow in the testing region was uniform. The ADV was able to be positioned 
in all three Cartesian directions. The coordinate system used in the experiments is shown 
in Figure 3.4. The   and   coordinates are relative to the upstream center of the pier nose. 
The elevation of the sediment bed before testing was considered to be   = 0. The ADV 
was mounted to a small cart within a larger rolling cart that traveled on rails atop of the 
flume side walls. The larger instrumentation cart could be moved across the entire length 
of the flume ( -direction). A pointer was attached to this cart and the location was 
determined by measuring the distance to a reference location. Lateral ( -direction) 
directions were adjusted by moving the smaller cart. Positions were then determined by 
measuring the distance to the flume side wall using a standard tape. Due to geometric 
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determined not to be of concern as flow near the side walls was outside the region where 
scour occurred. The vertical range ( -direction) was adjusted by rotating a threaded rod 
that was attached to the cart. This location was set by measuring the distance to a fixed 
reference point using a tape. A 10MHz ADV was used during initial calibration of the 
flume. A smaller 16MHz MicroADV was used during scour tests to minimize effects on 
flow conditions and scour. Periodically, neutrally buoyant ADV seeding material was 
added to the water. This allowed for more accurate data by increasing the signal to noise 
ratio (SNR) and correlation of the velocity data. Measurements were limited to at least 53 
mm below the water surface, which corresponded to the distance from the sensor face to 
the MicroADV’s sampling volume. 
 
 
Figure 3.4: Coordinate System 
 
Velocity measurements were taken at various depths for each steady and unsteady test at 
  = 1.18 m and   = 0 (flume centerline.). To assure that the velocity profile was fully 
developed at the pier, measurements were taken along the flume centerline at three 
different locations (  = -1.26 m, -38 mm, and 1.18 m) before scour testing commenced 
(i.e., before the installation of the pier). The flow profiles along the flume centerline and 
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the ADV measurement locations are shown in Figure 3.5 and 3.6, respectively. Shear 
velocities were calculated by fitting a logarithmic equation to the measured velocity data. 
The shear velocity was then determined as the logarithmic slope multiplied by a von 
Karman constant of 0.412 following Nezu and Rodi (1986).  
 
 
Figure 3.5: Flow Profile along Flume Centerline (     = 0.40,   = 255 mm) 
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Figure 3.6: Top View of Measurement Locations (x, y denotes coordinates in meters) 
 
A non-touch fiber optic sensor was used to measure the depth of scour. A similar system 
was tested and verified by Ballio and Radice (2003). The fiber optic sensor (Baumer 
Electric FZAM 18P6460/S14) was connected to a fiber optic cable (Baumer Electric FUE 
100A1011) which was mounted on the large instrumentation cart. The tip of the fiber 
optic cable had a diameter of 3 mm and was mounted to an 8 mm rod that could be 
adjusted linearly in the vertical direction.  Vertical measurements were made using a 
vernier height gauge that could be read to 0.1 mm accuracy. A sensing distance of 28 mm 
in water (measured from the tip of the cable to the sediment bed) was selected and 
verified for accuracy. This sensing distance was chosen to be as small as possible to 
Flow 
 
ADV Flume Calibration 
Measurement  (-1.26, 0) 
Point Gage 
(0.10, -0.14) 
(-0.04, 0) 
 
End of Recess 
 
 
  
 
 
 
 
  
 
   
  
 
 
 
 
 
 
 
 
 
 
 
77 mm Model Pier 
Top View 
Guide Rail  
Start of Recess 
Light Sensor (Typ.) 
ADV Measurement During 
Testing and Calibration (1.18, 0) 
(1 
 
Clear Acrylic Sidewall 
x 
y 
(x, y) denotes the measurement coordinate in meters 
 
44 
 
minimize the diameter of the beam spotlight. Locations in the   and   directions were 
determined by measuring the position from a fixed reference point on the cart with a tape. 
 
Flow depths were measured using standard manual point gages with accuracies of ± 0.1 
mm. All depths were measured at   = 102 mm and   = -137 mm as shown in Figure 3.6. 
This location was chosen as it was close to the pier, easy to access, and did not interfere 
with the scour measurement system. The initial distance to the sediment bed was 
measured along with the distance to the water surface. The difference between the two 
measurements was considered to be the flow depth at the pier. This was a valid 
assumption as the friction slope was relatively small during all tests. A summary of the 
instrumentation used and their respective measured quantity is shown in Table 3.2. 
 
Table 3.2: Summary of Instrumentation Used 
Measured Quantity Instrument(s) Used 
Discharge Magnetic Flow Meter 
Local Velocity 16MHz MicroADV & 10 MHz ADV
(1)
 
Bed Level Light Sensor & Point Gage 
Water Surface Point Gage 
Scour Depth Light Sensor 
Notes:  
 (1) 10MHz ADV only used during flume calibration; 16MHz MicroADV used throughout rest 
of scour testing 
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Initial Calculations and Procedures 
Both steady and unsteady flow experiments were conducted under clear water conditions. 
Testing procedures and initial calculations were the same for both steady state and 
simulated hydrographs. Initial procedures involved adjusting the flow depth, leveling the 
bed, measuring the bed elevation at multiple locations before testing, and determining the 
required pump speed. 
 
The critical shear velocity was calculated from an explicit equation based on the Shields 
diagram provided by Hager and Del Giudice (2000). This value was compared to another 
explicit formulation based on the Shields diagram by Melville (1997) and was found to 
be similar as shown in Table 2.1. The critical velocity was calculated from Melville 
(1997) using the following logarithmic velocity profile equation: 
               (           (3.1) 
 
Since the flow depth, critical shear velocity, and sediment size remained the same 
throughout the testing, the critical velocity was always the same. Using Melville’s (1997) 
equation the critical velocity was calculated as 0.58 m/s, however, preliminary tests 
showed that the observed critical velocity was 30% lower than the calculated value.  
 
Desired discharge was calculated using the known flume geometry, flow depth, and 
desired mean velocities. The pump speed was set from a calibration curve and slight 
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adjustments were made accordingly based on the measured flowrate from the magnetic 
flow meter. 
 
Flow depths were calculated using a point gage at   = 102 mm and   = -137 mm and was 
considered to be the difference between the water surface level and the sediment bed. 
This was considered accurate as the friction slope was very low throughout testing. The 
initial bed measurement was taken before scour testing commenced. 
 
The sediment bed was leveled using a wooden scraper that was manually moved along 
the top of the flume walls. The wooden scraper allowed for a consistent sand bed depth of 
8 cm in the channel. The sand bed depth was 36 cm in the recess. Near the pier (< 15 cm) 
the wooden scraper could not be used due to geometric constraints so the bed was 
carefully leveled by hand using a bubble level and flat piece of wood. After the bed was 
leveled, the flume was slowly filled and ran at a low flowrate to prevent scour prior to 
testing. During this time, multiple bed level measurements were made upstream of the 
pier with the light sensor. The initial elevation of the sediment bed was considered to be 
the average of multiple measurements upstream of the pier. 
 
Experimental Procedures for Steady Flow Conditions 
The experimental procedure was similar for both stepped hydrograph and steady 
experiments. During steady state conditions, the experiment was run continuously until 
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the scour depth changed less than 5% of the pier diameter over 24 hours. In this study 
that corresponded to a rate of 3.8 mm/day. This criterion is originally from Melville and 
Chiew (1999) who used this as a definition of equilibrium scour and is mathematically 
defined in equation 2.30. 
 
The steady state testing plan is shown in Table 3.3. The steady state tests corresponded to 
     = 0.49, 0.57, and 0.65 and were titled as Q1, Q2, and Q3, respectively. Testing 
length ranged from 114 to 211 hours. Flow conditions Q2 and Q3 were run multiple 
times to check the repeatability of the experiments. 
 
Table 3.3: Steady Flow Tests 
Test Name 
Duration Discharge Flow 
Depth 
Velocity V/Vc Shear 
Velocity 
hours m
3
/s mm cm/s   cm/s 
Q1 113.6 0.087 254 0.286 0.49 1.60 
Q2 211.3 0.101 254 0.334 0.57 2.08 
Q3 152.1 0.115 254 0.379 0.65 2.93 
 
While the steady state flow experiments were running the flow depth, flow rate, and 
scour depths were checked at least daily and at a higher frequency during the first several 
hours. Scour profiles were taken, when changes in the scour depth were substantial, with 
the highest frequency during the start of testing. Since measurements could only be taken 
individually, the reported times for scour profiles was the mean time of all the 
measurements taken for each individual profile. The first measurement for each scour 
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profile was always taken immediately in front of the pier. Measurements were then taken 
moving away from the pier in the longitudinal direction (  ). The time to take each 
individual measurement was typically between thirty seconds to one minute. 
 
A velocity profile was measured with an approximate range of 4% to 55% of the flow 
depth once during each test. A total of 15 to 17 measurements at various depths were 
made along the flume centerline (  = 0 m) at   = 1.18 m. 8 to 9 measurements were taken 
at 0.5 cm intervals in the bottom 20% of the flow depth. Shear velocities were calculated 
from the logarithmic velocity distribution from both the larger profile and the bottom 
20% of the flow depth. Similar results were found using either data set as shown in 
Figure 3.4. Both the full velocity profile and bottom 20% profile are shown in Figures 3.7 
and 3.8, respectively. Very high agreement (R
2 
> 0.97) using a computer generated 
logarithmic best fit equation was found except for one smaller profile for flow condition 
Q1, which had slightly lower correlation (R
2 
> 0.92) due to a single outlier. 
 
Table 3.4: Steady Flow Shear Velocities 
Test No. 
All Measured Data Data < 20%   
   (cm/s)      ⁄     (cm/s)      ⁄  
Q1 1.60 47% 1.68 49% 
Q2 2.08 61% 1.85 54% 
Q3 2.93 86% 3.01 88% 
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Figure 3.7: Steady Flow Velocity Profiles (All Measured Data) 
 
 
Figure 3.8: Steady Flow Velocity Profiles (Data < 20%  ) 
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Maximum scour depths were measured at the highest frequency early in the experiments 
when the scour rate was highest and at least daily. Periodically, the scour profile was 
measured along with the undisturbed bed to check if bed aggradation or degradation had 
occurred upstream of the scour hole. The upstream bed did degrade slightly during the 
steady state tests at rates of 0.2, 0.5, and 0.4 mm/day for tests Q1, Q2, and Q3, 
respectively. This degradation was not taken into account in the calculations of scour 
depth as it was considered minimal relative to the equilibrium scour depth. 
 
The naming convention for the unsteady and steady state runs is as follows. The first 
letters denotes the type of discharge, Q for steady and QU for unsteady, the first number 
denotes the test number, and a dash followed by a number indicates the trial number. 
Repeated trials were often done to verify data.   
 
Experimental Procedures for Unsteady Flow Conditions 
Due to the inherent difficulties in measuring and reproducing an unsteady hydrograph, 
simulated stepped hydrographs were used instead where each step corresponded to a 
previously run steady state test. This way comparison could be made between measured 
scour depth evolution and scour equations proposed by various researchers. 
 
The experimental procedures for the unsteady and steady state tests were similar. The 
flow depth, discharge, and scour depths were all calculated in the same way as described 
for the steady state tests. Changes in discharge between steps were made gradually (over 
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an approximately one minute period) to minimize flow acceleration or deceleration. The 
bed was also leveled and checked using the same procedures as described previously. 
Typically, the scour depths and longitudinal scour profiles were measured shortly before 
and after changes in the flood hydrograph occurred. Additional scour depths and scour 
profiles measurements were made periodically within each step. 
 
Velocity profiles were measured and shear velocities calculated in the same manner as 
discussed before. Velocities, however, were only measured in the bottom 20% of the flow 
depth in vertical increments of 0.5 cm, which corresponded to seven to eight data points. 
This was done to allow for more time to be devoted to taking scour measurements. 
During each stepped hydrograph tests, velocity profiles for the bottom 20% of the flow 
depth were measured for each distinct step. 
 
Each step in the hydrograph was run for at least 3 hours. This allowed enough time to 
observe any substantial changes in scour hole geometry and was long enough to produce 
very replicable data. Occasionally longer flow steps were used as in the case of tests 
QU4, QU6, QU7, and QU8. During test number QU4 a base flow of Q1 was run for a 
longer period at the end of the test to determine if a low flow condition could increase the 
scour depth after a high flow episode. Tests QU6, QU7, and QU8 also had a few longer 
time increments for the flows of Q1 and Q2. This was done to check the influence the 
time period may have on the results. Flow Q3 was never run for longer periods since the 
rate of scour would be significant. Eight unsteady tests were conducted. A summary table 
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for each stepped hydrograph test along with accompanying figures is shown below in 
Tables 3.5 to 3.12 and Figures 3.9 to 3.16, respectively. 
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Table 3.5: Hydrograph No. 1 
Step No. Base Flow 
Duration Discharge Flow 
Depth 
Velocity Shear 
Velocity 
(hours) (m
3
/s) (mm) (cm/s) (cm/s) 
1 Q1 3 0.087 254 0.286 2.18 
2 Q2 3 0.101 254 0.332 2.49 
3 Q3 3 0.115 254 0.381 3.12 
4 Q2 3 0.101 254 0.333 2.41 
5 Q1 3 0.087 254 0.287 2.17 
 
 
Figure 3.9: Hydrograph No. 1 
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Table 3.6: Hydrograph No. 2 
Step No. Base Flow 
Duration Discharge Flow 
Depth 
Velocity Shear 
Velocity 
(hours) (m
3
/s) (mm) (cm/s) (cm/s) 
1 Q2 3 0.101 254 0.333 2.65 
2 Q3 3 0.115 254 0.379 2.91 
3 Q1 3 0.087 254 0.287 1.59 
 
 
Figure 3.10: Hydrograph No. 2  
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Table 3.7: Hydrograph No. 3 
Step No. Base Flow 
Duration Discharge Flow 
Depth 
Velocity Shear 
Velocity 
(hours) (m
3
/s) (mm) (cm/s) (cm/s) 
1 Q1 3 0.086 254 0.285 2.02 
2 Q3 3 0.115 254 0.380 3.38 
3 Q2 3 0.101 254 0.334 2.32 
 
  
Figure 3.11: Hydrograph No. 3  
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Table 3.8: Hydrograph No. 4 
Step No. Base Flow 
Duration Discharge Flow 
Depth 
Velocity Shear 
Velocity 
(hours) (m
3
/s) (mm) (cm/s) (cm/s) 
1 Q1 3 0.086 254 0.285 2.00 
2 Q3 3 0.115 254 0.379 2.85 
3 Q1 3 0.087 254 0.286 2.32 
4 Q1 71.6 0.087 254 0.286 N/R 
 
 
Figure 3.12: Hydrograph No. 4  
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Table 3.9: Hydrograph No. 5 
Step No. Base Flow 
Duration Discharge Flow 
Depth 
Velocity Shear 
Velocity 
(hours) (m
3
/s) (mm) (cm/s) (cm/s) 
1 Q2 3 0.101 254 0.332 1.81 
2 Q3 3 0.115 254 0.378 2.98 
3 Q2 3 0.101 254 0.334 N/R 
 
 
Figure 3.13: Hydrograph No. 5  
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Table 3.10: Hydrograph No. 6 
Step No. Base Flow 
Duration Discharge Flow 
Depth 
Velocity Shear 
Velocity 
(hours) (m
3
/s) (mm) (cm/s) (cm/s) 
1 Q3 3 0.115 254 0.380 N/R 
2 Q1 3 0.087 254 0.286 2.19 
3 Q3 3 0.115 254 0.379 3.07 
4 Q1 16 0.086 254 0.285 N/R 
5 Q3 3 0.115 254 0.380 N/R 
6 Q1 3 0.087 254 0.286 2.45 
7 Q3 3 0.115 254 0.379 3.11 
 
 
Figure 3.14: Hydrograph No. 6   
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Table 3.11: Hydrograph No. 7 
Step No. Base Flow 
Duration Discharge Flow 
Depth 
Velocity Shear 
Velocity 
(hours) (m
3
/s) (mm) (cm/s) (cm/s) 
1 Q3 3 0.115 254 0.379 N/R 
2 Q2 3 0.101 254 0.333 2.57 
3 Q3 3 0.115 254 0.379 3.45 
4 Q2 15 0.101 254 0.332 N/R 
5 Q3 3 0.115 254 0.379 N/R 
6 Q2 3 0.101 254 0.334 N/R 
7 Q3 3 0.115 254 0.380 N/R 
 
 
Figure 3.15: Hydrograph No. 7   
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Table 3.12: Hydrograph No. 8 
Step No. Base Flow 
Duration Discharge Flow 
Depth 
Velocity Shear 
Velocity 
(hours) (m
3
/s) (mm) (cm/s) (cm/s) 
1 Q1 3 0.087 254 0.286 2.48 
2 Q2 3 0.101 254 0.333 2.69 
3 Q3 3 0.115 254 0.380 3.18 
4 Q1 15 0.087 254 0.285 N/R 
5 Q2 3 0.101 254 0.333 N/R 
6 Q3 3 0.115 254 0.379 N/R 
7 Q1 3 0.087 254 0.286 N/R 
8 Q2 15 0.101 254 0.332 N/R 
9 Q3 3 0.115 254 0.380 N/R 
 
 
Figure 3.16: Hydrograph No. 8  
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CHAPTER 4 
STEADY FLOW EXPERIMENTS 
In this chapter, the steady state experimental results are discussed in detail. The results 
include the temporal evolution of scour, various equations to predict scour, and the 
similarity of the scour hole with time and flow conditions. Scour depths were compared 
with methods recommended by Kothyari et al. (1992), Totapally (1998), Melville and 
Chiew (1999), FHWA (2001), Oliveto and Hager (2002), and Chang et al. (2004). The 
steady state experiments were conducted using three different flow rates. The flow depth 
was always 254 mm and the critical shear velocity for the sediment size tested was 3.42 
cm/s. A summary table of the flow conditions is shown below in Table 4.1. 
 
Table 4.1: Summary of Steady Flow Tests 
Test No. 
   Discharge 
Flow 
Depth 
Velocity    ⁄         
(hours) (m
3
/s) (mm) (m/s)   (cm/s) (mm) 
Q1 113.6 0.087 254 0.286 0.49 1.60 92.4 
Q2 211.3 0.101 254 0.334 0.57 2.08 140.6 
Q3 152.1 0.115 254 0.379 0.65 2.93 188.4 
 
Temporal Evolution of Scour 
At the initiation of flow, pier scour is rapid with the greatest rate of scour observed 
during the initial stages of testing. This is due to the horseshoe vortex being the strongest 
at this time. As the scour hole develops and expands in three dimensions, vortices are 
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eventually not strong enough to remove sediment. This has been documented in 
numerous local scour studies around bridge piers and abutments, for example, Cunha 
(1975), Franzetti (1989), and Totapally (1998), and this trend was observed in the present 
study as well. The temporal scour evolution for each test is shown in Figure 4.1 along 
with the non-dimensionalized scour evolution in Figure 4.2. Power equations were fitted 
to both Figure 4.1 and 4.2 
 
 
Figure 4.1: Steady Flow Temporal Scour Depth Evolution 
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Figure 4.2: Non-Dimensionalized Steady Flow Temporal Scour Depth Evolution 
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previously documented by Melville and Chiew (1999) and is shown in Figure 4.2. 
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followed a different non-dimensional curve but was similar to a low critical velocity ratio 
test conducted by Melville and Chiew (1999). Currently there is no consensus in whether 
pier scour evolution is a power or logarithmic function with various researchers using 
different functions. Many researchers including Rouse (1965), Gill (1972), Dargahi 
(1990) and Oliveto and Hager (2002) have used a logarithmic function to describe 
temporal scour. Breusers (1967), Cunha (1975), and others used power laws to describe 
the process. The equations used in these experiments to describe each flow condition for 
steady and unsteady flow were the equations with the highest correlation in fitting the 
measured data. For all three flow conditions, power equations were the best fit to predict 
temporal scour evolution. Best-fit power and logarithmic equations and their respective 
correlation coefficients for each flow condition are shown in Table 4.2. 
 
Figures 4.3 to 4.5 demonstrate that either logarithmic or power functions can adequately 
describe steady state pier scour evolution. Both logarithmic and power curves fit the data 
well during the early stages of scour evolution; however the logarithmic curve tended to 
underestimate scour depths during longer flood durations for high flows (Q2 and Q3). For 
Q2 and Q3, the scour evolution was measured multiple times to ensure repeatability. 
Figures 4.4 and 4.5 also showed that the experiments were repeatable. 
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Table 4.2: Comparison of Best-Fit Temporal Scour Equations 
Test 
No. 
Range 
of Data 
Points 
No. of 
Data 
Points 
Logarithmic
(1)
 Equation Power
(2)
 Equation 
              
Q1 All Data 25 14.3 -33.6 0.98 7.4 0.298 0.99 
Q2 All Data 37 13.8 2.8 0.98 33.1 0.152 0.99 
Q3 All Data 40 18.9 9.1 0.98 48.3 0.150 1.00 
Notes:  
        (1)      (      
(2)      
  
  
     (3)   in mm and t in minutes 
      
 
Figure 4.3: Temporal Scour Depth Evolution, Q1 
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Figure 4.4: Temporal Scour Depth Evolution, Q2  
 
 
Figure 4.5: Temporal Scour Depth Evolution, Q3 
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Comparison with Temporal Scour Equations and FHWA (2001) Method 
A comparison of measured equilibrium scour depths with calculated equilibrium scour 
depths from the CSU equation, recommended by the FHWA (2001) in HEC-18, was 
made and shown in Figure 4.6. Measured values were close to the calculated values for 
Q2 and Q3 but equilibrium scour depths were slightly under predicted. For flow 
condition Q1, the scour depth was over predicted by the FHWA equation by 33%. These 
discrepancies of the CSU equation may be attributed to the fact that the original data set 
used       ratios from 96 to 633 (Jones and Sheppard, 2000). This was significantly 
higher than the ratio of 51 used in this study. 
 
Comparisons between the measured and calculated equilibrium scour depth were also 
made using several temporal scour evolution equations. These methods included 
Kothyari et al. (1992), Melville and Chiew (1999), Oliveto and Hager (2002), and Chang 
et al. (2004). The computed versus measured equilibrium scour depths are also shown in 
Figure 4.6.  
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Figure 4.6: Comparison of Equilibrium Scour Depth Predictions 
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shown with an angle of repose of 30º in the figures and tables. Dimensionless temporal 
scour evolution for flow conditions Q1, Q2, and Q3 are shown in Figures 4.7 to 4.9, 
respectively. The equilibrium time and scour depth used is from the measured data. 
During flow condition Q1, no scour was computed based on Kothyari et al. (1992) as the 
0
20
40
60
80
100
120
140
160
180
200
0 20 40 60 80 100 120 140 160 180 200
C
a
lc
u
la
te
d
 E
q
u
il
ib
ri
u
m
 S
co
u
r 
D
ep
th
 (
m
m
)
Measured Equilibrium Scour Depth (mm)
FHWA (2001)
Kothyari et al. (1992)
Melville and Chiew (1999)
Oliveto and Hager (2002)
Chang et al. (2004)
Melville and Chiew (1999)**
Chang et al. (2004)**
**Critical Velocity from Testing Used
69 
 
computed shear stress was lower than their definition of the incipient shear stress to cause 
local scour. Mia and Nago (2003) compared the method by Kothyari et al. (1992) with 
data from Chabert and Engeldinger (1956), Ettema (1980), Yanmaz and Atlinbilek 
(1991), and their own. The authors came to a similar conclusion, that the algorithm under 
predicted both equilibrium scour depth and time.  
 
From preliminary testing the critical velocity was found to be 0.41 m/s. The Melville and 
Chiew’s (1999) method suggested finding the critical velocity using equation 3.1, and a 
value of 0.58 m/s was found. Temporal scour profiles were computed using both 
measured and computed critical velocities. Using the calculated critical velocity of 0.58 
m/s, the method described by Melville and Chiew (1999) predicted equilibrium scour 
depths within ±25% of the measured data for Q1 and Q2. For flow condition Q3, scour 
was under predicted by 37%. The temporal scour depth evolution exhibited similar trends 
with the measured data for Q2 and Q3, as shown in Figures 4.8 and 4.9, respectively. 
Equilibrium scour times were substantially lower than the measurements for all three 
tests. 
 
Using the measured critical velocity of 0.41 m/s, the Melville and Chiew’s (1999) 
method predicted equilibrium scour within ±10% of the measured data for Q2 and Q3. 
For flow condition Q1, equilibrium scour was over predicted by 39%. The measured 
critical velocity provided more accurate equilibrium scour depths at higher flow 
conditions than the computed critical velocity. Using the measured critical velocity, the 
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Melville and Chiew’s (1999) method can be used to predict equilibrium scour depths at 
higher flow conditions.  
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Figure 4.7: Calculated Temporal Scour Evolution, Q1 
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Figure 4.8: Calculated Temporal Scour Evolution, Q2 
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Figure 4.9: Calculated Temporal Scour Evolution, Q3 
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The scour evolution method proposed by Oliveto and Hager (2002) under predicted 
equilibrium scour depths for flow conditions Q2 and Q3 by a large margin (≥ 30%). The 
measured temporal evolution for flow conditions Q2 and Q3 deviated from the 
logarithmic function proposed by Oliveto and Hager (2002) as time increased. However, 
this method accurately predicted (<10%) equilibrium scour for flow condition Q1. Since 
this method did not deploy a time to equilibrium scour, the calculation procedure was 
repeated until the measured equilibrium time was reached. Due to the generally high 
margin of error in predicting steady state temporal scour evolution, this method was 
deemed unsuitable for calculating temporal scour under stepped hydrographs. 
 
For computed critical velocity of 0.58 m/s (based on equation 2.17), the temporal scour 
method proposed by Chang et al. (2004) under predicted equilibrium scour and time for 
all three test conditions. The temporal scour evolution deviated from the measured trends 
as well, with the highest deviations observed at greater times. The predicted equilibrium 
time increased with greater flow intensities. The authors also proposed another procedure 
to correct for errors in the critical velocity calculations. Where, if the equilibrium scour 
depth was known for a flow condition, the critical velocity could be determined using 
equation 2.18. Using this method, the critical velocity was calculated as 0.46, 0.42, and 
0.40 m/s for flow conditions Q1, Q2, and Q3, respectively. Since these calculated critical 
velocities were very similar to the measured value (0.41 m/s), it was determined that the 
critical velocity from preliminary testing was sufficiently accurate and could be used 
instead. 
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Using the measured critical velocity of 0.41 m/s, predicted equilibrium scour depths from 
Chang et al. (2004) were within ± 25% of the measured data for all three flow conditions. 
Equilibrium times were still less than the measured values but were much closer than 
those found using computed critical velocity. The computed temporal scour evolution for 
each test is shown in Figures 4.7 to 4.9. The accuracy of the computed equilibrium scour 
depths improved using the measured critical velocity. The measured equilibrium scour 
depths and time are summarized in Table 4.3 and compared with several other methods. 
 
By comparing multiple temporal scour evolution methods, it was determined that the 
methods proposed by Melville and Chiew (1999) and Chang et al. (2004) using the 
measured critical velocity and the best-fit  power equations were the most accurate in 
predicting temporal scour evolution under steady flows. The logarithmic equations also 
reasonably fit the data but tended to under predict scour as time increased. Procedures 
proposed by Kothyari et al. (1992) and Oliveto and Hager (2002) substantially under 
predicted temporal scour for all three flow conditions and were not used in the following 
chapter to compute temporal scour evolution under stepped hydrographs. Calculated 
equilibrium scour using the CSU equation (FHWA, 2001) also predicted equilibrium 
scour reasonably (±30%) for flow conditions Q2 and Q3 but not as well for Q1. 
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Table 4.3: Comparison of Scour Predictions 
 
Test No. 
 
Q1 Q2 Q3 
 
    
(mm) 
   (min) 
    
(mm) 
   (min) 
    
(mm) 
   
(min) 
Measured 92.4 6818 140.6 12675 188.4 9128 
Kothyari et al. (1992) N/A
(1)
 N/A
(1)
 20.3 24 56.4 24 
Melville & Chiew  
(1999,    = 0.58 m/s) 
90.2 1446 104.9 2349 119.6 3029 
Oliveto & Hager 
(2002) 
77.6 6818
(2)
 94.4 12675
(2)
 105.1 8870
(2)
 
Chang et al. 
 (2004,    = 0.58 m/s) 
55.0 1254 78.1 2037 101.2 2628 
FHWA (2001) 123.1 N/A
(3)
 131.4 N/A
(3)
 139.0 N/A
(3)
 
Melville & Chiew 
 (1999,    = 0.41 m/s) 
128.5 4797 149.5 5699 170.5 6379 
Chang et al.  
(2004,    = 0.41 m/s) 
115.2 4165 148.2 4948 181.1 5538 
Notes: 
      
(1) The shear velocity was less than the critical value of incipient local pier scour defined by 
Kothyari et al. (1992) 
(2) Equilibrium time was from measured data since this is not defined by Oliveto and Hager 
(2002) 
(3) Equilibrium time is not used in FHWA (2001) method 
 
Scour Hole Similarity under Steady Flows 
During steady state testing, the longitudinal scour hole profile was periodically measured 
to determine how the shape of the scour hole changed with time. Most research had 
focused on temporal scour depth evolution and not the scour hole geometry. In order to 
accurately predict scour under various flow conditions, any potential changes in the scour 
hole geometry might be of importance. Yanmaz and Altinbek (1991) studied bridge pier 
scour under steady flows and Totapally (1998) measured abutment scour under steady 
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flows and stepped hydrographs. The scour hole geometry changed with time and flow 
conditions, however, the non-dimensional scour hole geometry was similar. This is 
significant, as steady state scour evolution equations may not be accurate when applied to 
stepped hydrographs if the scour hole geometry is different for various flow conditions.  
 
It was determined that the non-dimensional scour hole geometry remained the same 
regardless of time or steady state flow condition. The slope of the scour hole was always 
approximately 38º. Dimensional and non-dimensional scour hole profiles were plotted at 
various times for each flow condition upstream of the pier. The following six figures 
(Figure 4.10 to 4.15) show the longitudinal scour profiles and the corresponding non-
dimensional scour profile for individual flow conditions Q1, Q2, and Q3, respectively. 
Figure 4.16 shows the non-dimensional scour profiles for all three flow conditions.  
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Figure 4.10: Dimensionalized Scour Hole Similarity, Q1 
 
 
Figure 4.11: Non-Dimensionalized Scour Hole Similarity, Q1 
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Figure 4.12: Dimensionalized Scour Hole Similarity, Q2 
 
 
Figure 4.13: Non-Dimensionalized Scour Hole Similarity, Q2 
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Figure 4.14: Dimensionalized Scour Hole Similarity, Q3  
 
 
Figure 4.15: Non-Dimensionalized Scour Hole Similarity, Q3 
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Figure 4.16: Non-Dimensionalized Scour Hole Similarity, All Tests 
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CHAPTER 5 
UNSTEADY FLOW EXPERIMENTS 
In this chapter, the unsteady state experimental results are discussed in detail. This 
chapter includes the temporal evolution of scour under stepped hydrographs. In addition, 
various equations to predict scour using the method of superposition, the effect of flood 
order on scour, and the similarity of the scour hole under various hydrographs are 
evaluated. Temporal scour evolution is compared with various steady state scour 
equations using the method of superposition. The methods evaluated to predict unsteady 
scour are the best-fit power and logarithmic functions and procedures described by 
Melville and Chiew (1999) and Chang et al. (2004) using the measured critical velocity 
from testing (0.41 m/s). These methods were selected based on their reasonable accuracy 
in predicting the temporal scour evolution under steady state flows (discussed in Chapter 
4).  
 
Eight unsteady tests were conducted using three different flow velocities. The flow depth 
was always 254 mm and the critical shear velocity for the sediment size tested was 3.42 
cm/s. Some tests were repeated to verify data. The unsteady test conditions are shown in 
Tables 3.5 to 3.12 and Figures 3.9 to 3.16. 
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Method of Superposition 
Using the method of superposition, scour depths under stepped hydrographs can be 
predicted using best-fit equations from steady state data or steady state temporal 
evolution models such as those by Melville and Chiew (1999) and Chang et al. (2004). If 
a flood hydrograph is modeled as multiple steady state hydrographs, the scour can be 
predicted using these models if the flow conditions and initial scour depth are known.  
 
The concept behind the method of superposition was the same regardless of the type of 
model used and this was used to predict scour under stepped hydrographs for power, 
logarithmic, and the steady state methods proposed by Melville and Chiew (1999) and 
Chang et al. (2004). This method has been used by multiple researchers including 
Kothyari et al. (1992), Totapally (1998), Chang et al. (2004), and Lu et al. (2011) to 
predict scour under stepped hydrographs. An example of the method of superposition for 
temporal scour using power equations is presented below. This process is adopted from 
Totapally (1998) who used logarithmic equations to calculate temporal scour under 
simulated hydrographs and is visually shown in Figure 5.1. 
(1) Steady state scour depth evolution is estimated as a power equation where   and 
   are coefficients found using a regression analysis from measured data. 
      
  (5.1) 
(2)  The starting scour depth     is measured or calculated from the existing flow 
conditions (Totapally, 1998). 
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(3) The time     to achieve the scour     for the flow condition can be calculated 
from the temporal scour best fit equation and for the power law fit it can be 
calculated as follows: 
 
    (
   
 
)
 
 ⁄
 (5.2) 
(4) The scour depth at the end of the time step,     ,can now be calculated as: 
      (         
  (5.3) 
Where     is the flow duration and           . 
(5) If the flow condition changes at   , the scour evolution will follow the new 
temporal scour curve. The scour depth,    , is the starting scour depth for the new 
flow condition and the process above is repeated (Totapally, 1998). 
(6) If the flow rate in the next time step is lower than the flow rate of the previous 
time, two possibilities exist (   to     in Figure 5.1). The first being where the 
scour hole depth at the end of the previous time step is lower than the equilibrium 
scour depth of the next flow condition. In this case, the same procedure as 
described above is adopted to calculate the scour depth during the next flow 
condition. However, if the scour depth at the end of the previous time step is 
higher than the equilibrium scour depth of the next flow condition, there is no 
change in the scour depth during the next flow condition. 
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Figure 5.1: Method of Superposition (after Totapally, 1998) 
 
Temporal Scour Predictions under Stepped Hydrographs 
Scour depth under stepped hydrographs were predicted using best-fit logarithmic and 
power equations from measured scour data and from scour models proposed by Melville 
and Chiew (1999) and Chang et al. (2004) under steady flow conditions. The methods by 
Melville and Chiew (1999) and Chang et al. (2004) were employed using the measured 
critical velocity (0.41 m/s) instead of the respective authors’ calculated critical velocity 
(0.58 m/s) as discussed in Chapter 4. All methods were adapted to predict scour under 
ds1
0 
ds2
0 
ds3
0 
ds4 
 t2 
 t1 
t2 t1* 
t2* t3 
t4 t3* 
 t3 
t4* 
 
  
 
Time 
M
ax
im
u
m
 S
co
u
r 
D
ep
th
 
M
ax
im
u
m
 S
co
u
r 
d
ep
th
co
u
r 
D
ep
th
 
Q3, h3, u3* 
Q2, h2, u2* 
Q1, h1, u1* 
86 
 
stepped hydrographs using the method of superposition. The scour depth was assumed 
not to change during a flow step when the calculated scour depth was greater than the 
measured (power, logarithmic) or calculated (Melville and Chiew, 1999 and Chang et al., 
2004) equilibrium scour depth for that flow condition. 
 
Power equations were found to predict the scour evolution within ± 10% of the final 
scour depth for all eight unsteady tests. The error in the predicted scour was sometimes 
greater than 15% for the flow condition Q1. The reason being that the scour depth was 
small during the early stages of testing, so slight deviations (≤ 5 mm) from the trend was 
greater than the 15% error range. These deviations did not substantially affect the 
majority of the scour evolution predictions, as scour depths were relatively small 
compared to scour under the higher flow conditions (Q2 and Q3). The final scour depth 
was slightly over predicted for all tests except QU8. The power equations were 
considered to be accurate in predicting scour under stepped hydrographs. 
 
Best-fit logarithmic equations were also found to reasonably predict temporal scour but 
not as accurately as the power equations. All tests were within ± 12% of the final scour 
depth. Slight deviations were sometimes observed during the early stages of testing for 
flow condition Q1. These deviations were due to the scour depth being small; this was 
similar to why data deviated from the power trend during the early stages of testing. 
Generally, the logarithmic equation over predicted scour as time increased.  
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The method proposed by Melville and Chiew (1999) using the measured critical velocity 
(0.41 m/s) over predicted scour evolution substantially for all eight unsteady tests. Final 
scour depths were over predicted by an average of 29%. Scour evolution under flow 
condition Q1 had the poorest relation between measured and predicted scour. This was 
also observed during the steady state tests. These over predictions may be attributed to 
the measured time to reach equilibrium (  ) being substantially higher than the calculated 
value for all three steady state flow conditions. Due to the low calculated    values, the 
predicted scour rate was much higher than the observed rate, especially in the beginning 
part of the test. 
 
The model by Chang et al. (2004) using    = 0.41 m/s (> 30%), significantly over 
predicted scour evolution for all the tests regardless of flow condition. Final scour depths 
were over predicted by an average of 39%. This is likely due to the predicted equilibrium 
times under steady state flow being substantially lower than the measured equilibrium 
times. A comparison of the final scour depth with all four temporal scour methods is 
shown in Table 5.1. In addition, the predicted equilibrium scour depth for flow condition 
Q3 (the highest flow encountered) based on the FHWA (2001) procedure is shown in 
Table 5.1. For QU4, three pulses were used, the first one being Q1 for three hours, the 
second one being Q3 for three hours, and the last pulse of Q1 discharge was sustained for 
about 75 hours. The final scour depth for QU4 is shown at 9 hours after the start of the 
test in the table, as very little change in scour depth was observed after this time.   
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Table 5.1: Comparison of Final Scour Depth Predictions 
Test 
No. 
Final Scour 
Depth  
% Error 
(mm) Logarithmic Power 
Melville 
and Chiew 
(1999) 
Chang et al. 
(2004) 
FHWA 
(2001) 
QU1 102.0 5.6% 9.4% 35.0% 44.7% 36.3% 
QU2 99.3 10.9% 7.2% 35.9% 48.4% 40.0% 
QU3 103.9 5.0% 2.1% 30.0% 41.4% 33.8% 
QU4 
99.2 
(at 9 hrs) 
8.8% 6.0% 33.6% 47.8% 40.2% 
QU5 99.4 12.1% 8.4% 37.9% 48.5% 39.9% 
QU6 125.3 6.8% 3.2% 20.9% 28.1% 10.9% 
QU7 120.5 12.2% 9.8% 27.2% 33.3% 15.3% 
QU8 135.1 -3.0% -5.6% 12.0% 16.8% 2.9% 
Avg. of Absolute Error 8.0% 6.5% 29.1% 38.6% 27.4% 
 
By comparing multiple temporal scour evolution methods, it was determined that the 
best-fit power equations accurately predicted the temporal evolution of scour when the 
initial scour depth and flow conditions are known. The majority of measurements were 
within ± 15% of the predicted scour depth and all final scour depths were within ± 10% 
of the final scour depth. Logarithmic equations also reasonably predicted scour, with all 
tests within ± 12% of the final scour depth. The methods proposed by Melville and 
Chiew (1999) and Chang et al. (2004) did not accurately model temporal scour depths; 
consistently over predicting the final scour depth by an average of 29% and 39%, 
respectively. This is likely due to the measured steady state      being less than the 
calculated values of the respective authors’ models for all steady state flow conditions. 
The adapted models by Melville and Chiew (1999) and Chang et al. (2004) predicted the 
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final scour depth less accurately than the CSU equilibrium scour equation (FHWA, 
2001), using flow condition Q3. This shows that unsteady temporal scour models may 
not give the designer any more confidence in bridge pier scour predictions than simpler 
equilibrium scour equations. 
 
Maximum scour depths for all eight unsteady tests were less than the equilibrium scour 
depth for steady state flow condition Q3. During test QU4, no significant increase in 
maximum scour (0.2 mm over 75 hours) was observed when a low flow condition, Q1, 
was run after a previous flood had exceeded     for the low flood condition. This 
indicates that multiple smaller flood events cannot cause greater scour than larger flood 
events that reach equilibrium. However, more tests need to be conducted to confirm the 
finding. The measured and predicted temporal scour depth evolution is shown in Figures 
5.2 to 5.9. The scour depths at the end of each flow step are shown below in Table 5.2. 
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Table 5.2: Scour Depth at the End of Each Flow Step 
Scour Depth (mm) 
Unsteady Test No. 
Time 
(hours) 
QU1 QU2 QU3 QU4 QU5 QU6 QU7 QU8 
3 36.2 78.7 35.8 42.3 75.9 105.2 94.3 34.5 
6 74.5 105.8 102.5 105.1 94.8
(1)
 103.3 95.3 83.6 
9 98.8 99.3 103.9 99.2 99.4 110.6 101.5 106.0 
12 101.9 N/A N/A N/A N/A N/A N/A N/A 
15 102.0 N/A N/A N/A N/A N/A N/A N/A 
24 N/A N/A N/A N/A N/A N/A 106.0 108.0 
25 N/A N/A N/A N/A N/A 113.1 N/A N/A 
27 N/A N/A N/A N/A N/A N/A 110.3 113.5 
28 N/A N/A N/A N/A N/A 122.2 N/A N/A 
30 N/A N/A N/A N/A N/A N/A 113.0 122.7 
31 N/A N/A N/A N/A N/A 119.6
(2)
 N/A N/A 
33 N/A N/A N/A N/A N/A N/A 120.5 120.1 
34 N/A N/A N/A N/A N/A 125.3 N/A N/A 
48 N/A N/A N/A N/A N/A N/A N/A 131.9 
51 N/A N/A N/A N/A N/A N/A N/A 135.1 
80.6 N/A N/A N/A 105.3 N/A N/A N/A N/A 
Notes: 
        (1) Measurement taken at 5 hrs. 45 minutes 
(2) Measurement taken at 30 hrs. 51 minutes; scour rate was minimal at this time 
 
91 
 
 
 
Figure 5.2: Calculated Temporal Scour Evolution, QU1 
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Figure 5.3: Calculated Temporal Scour Evolution, QU2 
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Figure 5.4: Calculated Temporal Scour Evolution, QU3 
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Figure 5.5: Calculated Temporal Scour Evolution, QU4 
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Figure 5.6: Calculated Temporal Scour Evolution, QU5 
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Figure 5.7: Calculated Temporal Scour Evolution, QU6 
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Figure 5.8: Calculated Temporal Scour Evolution, QU7 
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Figure 5.9: Calculated Temporal Scour Evolution, QU8 
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Scour Hole Similarity under Stepped Hydrographs 
During unsteady flow testing, the longitudinal scour hole profile was periodically 
measured to determine how the shape of the scour hole changed with time and flow 
history. For steady flows, it was found the non-dimensional scour hole was similar 
regardless of the flow condition or time (as discussed in Chapter 4). Totapally (1998) 
measured abutment scour under steady and stepped hydrographs. The author found that 
the scour hole geometry changed with time and flow conditions, however, the non-
dimensional scour hole geometries were similar.  
 
It was determined that the non-dimensional scour hole geometry remained the same 
regardless of time or flow history. The slope of the scour hole was always approximately 
38º. When the hydrograph decreased from a high flow (Q3) to a low flow condition (Q1) 
and the scour depth was greater than the equilibrium scour depth for the low flow, it was 
found that the previously suspended sediment within the groove settled on the bed. This 
decreased the scour depth (≈ 2 to 3   ) in the groove but the rest of the scour hole 
retained the same shape. The dimensional and non-dimensional scour hole profiles were 
plotted at various times for each hydrograph upstream of the pier. The following 16 
figures (Figure 5.10 to 5.25) are the longitudinal profiles for each unsteady test. Figure 
5.26 compares the non-dimensional scour hole similarity for all eight unsteady tests. This 
non-dimensional similarity is of importance as it indicates steady state temporal evolution 
equations can be applied to predict scour depths under stepped hydrographs (as shown 
previously). 
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Figure 5.10: Dimensionalized Unsteady Scour Similarity, QU1 
 
 
Figure 5.11: Non-Dimensionalized Unsteady Scour Similarity, QU1 
0
20
40
60
80
100
120
020406080100120140
d
s
(m
m
)
X (mm) 
3.3 hours
3.8 hours
5.9 hours
6.8 hours
8.8 hours
14.9 hours
0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1.0
00.20.40.60.811.21.4
d
s/
d
s,
m
a
x
X/ds,max
3.3 hours
3.8 hours
5.9 hours
6.8 hours
8.8 hours
14.9 hours
101 
 
 
Figure 5.12: Dimensionalized Unsteady Scour Similarity, QU2 
 
 
Figure 5.13: Non-Dimensionalized Unsteady Scour Similarity, QU2  
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Figure 5.14: Dimensionalized Unsteady Scour Similarity, QU3 
 
 
Figure 5.15: Non-Dimensionalized Unsteady Scour Similarity, QU3  
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Figure 5.16: Dimensionalized Unsteady Scour Similarity, QU4 
 
 
Figure 5.17: Non-Dimensionalized Unsteady Scour Similarity, QU4  
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Figure 5.18: Dimensionalized Unsteady Scour Similarity, QU5 
 
 
Figure 5.19: Non-Dimensionalized Unsteady Scour Similarity, QU5  
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Figure 5.20: Dimensionalized Unsteady Scour Similarity, QU6 
 
 
Figure 5.21: Non-Dimensionalized Unsteady Scour Similarity, QU6  
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Figure 5.22: Dimensionalized Unsteady Scour Similarity, QU7 
 
 
Figure 5.23: Non-Dimensionalized Unsteady Scour Similarity, QU7  
0
20
40
60
80
100
120
140
020406080100120140160
d
s
(m
m
)
X (mm) 
0.3 hours
1.3 hours
3.3 hours
9.3 hours
28.9 hours
32.9 hours
0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1.0
00.20.40.60.811.21.4
d
s/
d
s,
m
a
x
X/ds,max
0.3 hours
1.3 hours
3.3 hours
9.3 hours
28.9 hours
32.9 hours
107 
 
 
Figure 5.24: Dimensionalized Unsteady Scour Similarity, QU8 
 
  
Figure 5.25: Non-Dimensionalized Unsteady Scour Similarity, QU8  
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Figure 5.26: Non-Dimensionalized Unsteady Scour Similarity, All Tests 
 
Effect of Flood Event Order 
The order of floods events (i.e., 10 yr. flood before 50 yr. or 50 yr. before 10 yr.) was 
examined in this study. Multiple tests were run to compare how the order of events 
affected scour hole size and shape. As discussed previously, the non-dimensional scour 
hole shape remained the same regardless of flow history or time. Table 5.3 compares the 
first nine hours of various hydrographs (with 3 hour time intervals) to quantitatively show 
how the flood order affected scour depths.  
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Table 5.3: Effect of Flood Event Order 
 
Time (hours) 
 
0 to 3 3 to 6 6 to 9 6 9 
Test No. Flow Condition ds (mm) ds (mm) 
QU1 Q1 Q2 Q3 74.5 98.8 
QU8 Q1 Q2 Q3 83.6 106.0 
QU2 Q2 Q3 Q1 105.8 99.3 
QU3 Q1 Q3 Q2 102.5 103.9 
QU4 Q1 Q3 Q1 105.1 99.2 
QU6 Q3 Q1 Q3 103.3 110.6 
QU5 Q2 Q3 Q2 94.8
(1)
 99.4 
QU7 Q3 Q2 Q3 95.3 101.5 
Notes: 
     
(1) Measurement taken at 5 hrs. 45 minutes. All other measurements within 5 minutes of stated 
time 
 
When low flow conditions occurred after high flows, sediment that was previously 
suspended in the groove settled on the bed. This occurred if the scour depth was greater 
than the equilibrium scour depth for the low flow condition. The scour depth within the 
groove only decreased by a few grain sizes (≈ 2 to 3   ) and the rest of the scour hole 
retained the same size and shape. Non-dimensional scour hole similarity was preserved 
regardless of the flood order. 
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CHAPTER 6 
CONCLUSIONS AND FUTURE RESEARCH 
In this study, the temporal evolution of clear water scour around a circular bridge pier 
under steady and stepped hydrographs was examined. It was determined that scour hole 
geometry retained the same shape regardless of flow history or time. This indicated that 
the best-fit equations from temporal scour evolution data can theoretically be used to 
model scour under stepped hydrographs. Multiple temporal evolution models and the 
CSU equation recommended by FHWA (2001) were evaluated and compared. Best-fit 
power and logarithmic curves from the steady state data were found to accurately predict 
temporal scour evolution under stepped hydrographs. Recommendations for future 
research and the conclusions for the steady and unsteady flow conditions are presented 
below. 
 
Steady Flow 
(1) Equilibrium scour depth and scour depth rate increased with flow velocity and 
bed shear stress. 
(2) The temporal evolution of scour depth could best be described as a power 
equation (     0.99 to 1.00). Best-fit logarithmic curves (     0.98) also 
adequately described the temporal evolution but tended to underestimate scour as 
time increased for high flow conditions. 
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(3) The non-dimensional (     ⁄  vs.    ⁄ ) temporal scour evolution was similar for 
high flow conditions Q2 and Q3. Flow condition Q1 followed a different trend 
that was comparable to data from Melville and Chiew (1999) at low    ⁄  ratios. 
(4) All three runs reached 50% to 80% of equilibrium scour depth during just 10% of 
the time it took to reach the equilibrium time (0.1  ) as previously documented by 
Melville and Chiew (1999). 
(5) Using the measured critical velocity, methods by Melville and Chiew (1999) and 
Chang et al. (2004) were the best at predicting temporal scour evolution under 
steady state flow. Temporal scour methods proposed by Kothyari et al. (1992) and 
Oliveto and Hager (2002) underestimated scour depths and were found to be less 
accurate than the CSU equilibrium scour depth equation recommended by the 
FHWA (2001).  
(6) Time to reach equilibrium scour was underestimated by all temporal scour models 
(Oliveto and Hager, 2002 did not calculate    .  
(7) The shape of the scour hole was the same regardless of velocity or scour depth. 
This was indicated by the overlap of all non-dimensional scour hole profiles. 
 
Stepped Hydrographs 
(1) Best-fit power and logarithmic equations from steady state tests adequately 
described the temporal scour evolution under stepped hydrographs using the 
method of superposition. The final scour depths were predicted within ±10% and 
±12% of the measured data for all eight unsteady tests, respectively. 
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(2) Temporal scour depth models proposed by Melville and Chiew (1999) and Chang 
et al. (2004) using the measured critical velocity, poorly predicted temporal 
evolution and final scour depths. The final scour depths were over predicted by an 
average of 29% and 39%, respectively. These results were slightly less accurate 
than the CSU equilibrium scour equation (FHWA, 2001), which over predicted 
final scour depths by an average of 27%. 
(3) The scour hole maintained a similar shape regardless of flow history or time as 
shown by the overlap of all non-dimensional scour hole profiles. However, when 
the hydrograph decreased from a high flow (Q3) to a low flow condition (Q1) and 
the scour depth was greater than the equilibrium scour depth for the low flow, it 
was found that the previously suspended sediment within the groove settled on the 
bed. This decreased the scour depth minimally (≈ 2 to 3   ) in the groove but the 
rest of the scour hole retained the same shape. 
(4) Low flow conditions were not able to increase the scour depth after high flows 
caused greater scour than the equilibrium scour depth of the low flow condition. 
(5) Flood order was found to have no substantial effect on scour hole non-
dimensional similarity. 
 
Future Research 
There are multiple possibilities for extension of the research conducted herein. Since 
research was only conducted on a single, uniform size sediment, future research should 
incorporate different sediment sizes. In addition, non-uniform size sediment should be 
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incorporated in the future research, as natural rivers generally consist of non-uniform 
sediment. Predicting temporal scour under stepped hydrographs using best-fit steady state 
scour equations or other models may not be valid if bed armoring occurs. The order of 
floods and shape of hydrograph may be of more importance as non-uniformity increases. 
 
Scour hole similarity may not be valid if the flow history includes both live-bed and clear 
water events. No research has yet been conducted on scour under stepped hydrographs 
with both types of scour. During live-bed scour, the maximum scour depth oscillates 
around an average depth as material is transported into and out of the scour hole. After a 
live-bed event, it would be of interest to see if this sediment would be quickly removed 
from the scour hole by a clear water event.  
 
Due to the relatively limited data on temporal pier scour under stepped hydrographs, 
future research should incorporate a wider range of parameters (flow depth, velocity 
ratios, shear velocities, etc.) for clear water or live bed scour. Currently, temporal scour 
models are not recommended to predict scour in the field and design is still based on 
single equilibrium scour events. Verification of these models with a wide range of field 
data has yet to be conducted. Until more temporal unsteady scour data is collected and 
verified under prototype conditions, scour design will still be based on single equilibrium 
flood events. These equations do not have a high level of accuracy and are antiquated in 
the hydraulic engineering community. 
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