The deregulation of electricity markets increases the financial risk faced by retailers who procure electric energy on the spot market to meet their customers' electricity demand. To hedge against this exposure, retailers often hold a portfolio of electricity derivative contracts. In this paper, we propose a multistage stochastic mean-variance optimisation model for the management of such a portfolio. To reduce computational complexity, we apply two approximations: we aggregate the decision stages and solve the resulting problem in linear decision rules (LDR). The LDR approach consists of restricting the set of recourse decisions to those affine in the history of the random parameters. When applied to mean-variance optimisation models, it leads to convex quadratic programs. Since their size grows typically only polynomially with the number of periods, they can be efficiently solved. Our numerical experiments illustrate the value of adaptivity inherent in the LDR method and its potential for enabling scalability to problems with many periods.
Introduction
Over the recent decades the energy industry has been undergoing liberalisation and deregulation. As a result, state-owned utilities are being privatised, and vertically integrated companies are being replaced by firms specialised in generation, transmission, distribution, or retail sale of energy. In many countries, this deregulation process culminates in the emergence of competitive spot markets, along with forward and derivatives markets.
Under this new setting, firms shift their focus from reliable and cost-efficient energy supply to more profit-oriented goals, competing to provide energy at the price set by the market. Therefore, traditional optimisation methods aimed at minimising expected costs without accounting for risk and market behaviour are now redundant. This has led to a surge in publications attempting to address the need for models adapted to the deregulated environment. The focus of the academic literature has been primarily on the perspective of the producer, specifically on power generation scheduling and bidding problems of generating companies. However, much less attention has been paid to the procurement of electric energy by retailers.
In a deregulated market, utility companies are more exposed to financial risk. Due to the non-storability of electricity and inelastic electricity demand, the electricity spot price is one of the most volatile commodity prices [33] . Under the regulated regime, electricity providers were able to pass external fuel price shocks onto consumers through regulated electricity prices. However, in the deregulated environment, such cost recovery is unlikely. Since the electricity price charged to the final consumer is usually fixed long before consumption occurs, electricity providers who purchase electric energy in the spot market absorb the entire risk of volatile spot prices. Therefore, electricity retailers usually seek protection against this uncertainty by managing a portfolio of financial and/or physical electricity derivative contracts (see [10] for a survey of popular financial instruments), in part to lock in the future price of electric energy.
Portfolio optimisation dates back to the seminal work of Markowitz [30] , who proposes a methodology to construct efficient portfolios based on a trade-off between expected return of a portfolio and its associated risk measured in terms of the portfolio variance. Since this approach is static, that is, rebalancing of the portfolio is not envisaged, it fails to capture two important aspects of portfolio management: the trade-off between short-term and long-term consequences of an investment strategy based on the evolution of the random parameters, and the presence of transactions costs that affect portfolio holdings over time. Hence, this methodology may lead to short-sighted strategies, if applied repeatedly over subsequent periods, as the model does not account for the value of waiting for new information [43] . In contrast, a multistage stochastic programming approach enables the modelling of portfolio rebalancing at multiple future time points, in each case based on the information available up to that particular time point. For a comprehensive overview on multistage stochastic programming, see, e.g., [4, 23, 38] . A review of mean-variance portfolio models is provided in [40] .
The application of portfolio theory to construct multistage stochastic optimisation models for electricity firms is relatively recent. One of the earliest contributions is due to Fleten et al. [14] , who suggest that production planning and financial risk management should be integrated in order to maximise expected profit at some acceptable level of risk. Multistage stochastic models for the electricity procurement of utility companies have been proposed in [13, 18, 22, 25, 35] . These papers consider mean-risk optimisation models (see, e.g., [38, Chapter 6] ), which encompass several ways of procuring electric energy (for instance, via bilateral volume contracts, power derivative contracts, spot contracts and self-production) to satisfy the customers' electricity demand. The trading of futures at intermediate periods is envisaged in [13, 25, 35] , whereas the acquisition of energy derivatives and the signing of bilateral contracts occur at the beginning of the planning horizon only in [18, 22] . To improve model tractability, electricity demand is assumed to be deterministic in [13] . The model presented in [35] imposes limits on the maximum loss per period to hedge against risk, while all other models use some variant of the Conditional Value-at-Risk to quantify risk.
Stochastic programming provides a powerful mechanism for modelling dynamic portfolio selection problems. However, the arising optimisation models are notoriously difficult to solve. Only recently, this common perception has received a theoretical underpinning. Dyer and Stougie prove that two-stage stochastic programming problems are #P-hard [12] . A rather pessimistic verdict is also given by Shapiro and Nemirovski who demonstrate that multistage stochastic programs "generically are computationally intractable already when medium-accuracy solutions are sought" [39] . Complexity results of this type indicate that, for fundamental reasons, generic stochastic programming problems need to undergo some simplification in order to gain computational tractability. Note that analytical solutions are only available for unrealistically simple stochastic programming models.
The classical approach to make stochastic programming models amenable to numerical optimisation algorithms is to replace the underlying process of the random parameters by a discrete stochastic process, which is representable as a finite scenario tree. This tree ramifies at all time points when new random data becomes observable. Scenario tree approaches to stochastic programming have been studied extensively over the past decades (see, e.g., the survey papers [11, 24] and the recent original papers [8, 20, 21, 27, 32] ), and have been successfully employed in a wide range of important application areas (see, e.g., the monograph [41] ). Scenario trees are popular because they support intuition and lead to accurate results when having many branches [32] . Their disadvantage is that the solution time of the underlying optimisation model scales with the size of the tree, while the tree grows exponentially with the number of decision stages.
The recourse decisions associated with a stochastic program represent decision rules, that is, measurable functions of the observable random parameters. Instead of approximating the data process (as is done in tree-based methods), one can alternatively simplify the functional form of the decision rules. Focussing on linear decision rules (LDR), for instance, converts the original stochastic program to a semi-infinite program. Only with the advent of modern robust optimisation techniques in the last few years, it has been recognised that this semiinfinite program is equivalent to a conic optimisation problem that can be solved efficiently, i.e., in polynomial time [3] . The striking advantage of the LDR approximation is that it permits scalability to multistage models: in a linear decision framework, the problem size grows only polynomially with the number of decision stages. The LDR approximation has successfully been used to solve supply chain problems with more than 70 decision stages [2, 28] , network design problems involving hundreds of random variables [1] , or robust control problems involving 12 state variables and 20 time stages [17] .
An application of LDRs to financial portfolio optimisation is due to Calafiore [6, 7] . The author proposes a multiperiod version of the mean-variance Markowitz model, subject to constraints on the expected portfolio composition at each intermediate period. By restricting the form of the portfolio rebalancing decisions to affine functions of the past periods' returns, the problem is then converted into a finite-dimensional convex quadratic program. To the best of our knowledge, the LDR approximation has not yet been applied in the context of electricity portfolio optimisation.
In this paper, we present a multistage mean-variance model for the management of a hedging portfolio of electricity derivatives from the viewpoint of a price-taking retailer that procures electric energy to satisfy its customers' electricity demand. To reduce computational complexity, we aggregate the decision stages (see, e.g., [4, Chapter 11.2] and [27] ) and apply a LDR approximation. Both of these simplifications lead to a conservative approximation of the original problem and thus underestimate the retailer's flexibility. We show that the resulting problem can be reformulated as a tractable convex quadratic program. Since this approximate problem grows only polynomially with the number of periods, it can be solved efficiently. Moreover, it only requires information about the support and the first four moments of the uncertain parameters -a desirable feature considering that the full joint distribution of the random parameters is rarely available. In a series of numerical experiments, we provide insight into the sensitivity of the optimal value to a selection of input parameters and illustrate the value of adaptivity inherent in the LDR approximation. We also evaluate the accuracy of the stage-aggregation approximation and highlight its potential for reducing computational time. To assess the scalability of the LDR approach, we compare it to a sample average approximation (SAA) that consists of constructing a scenario tree via conditional sampling [36] . Our tests indicate that the LDR method offers superior scalability as well as precision. Finally, we evaluated the accuracy of the proposed LDR approach in the context of a simplified portfolio model.
The remainder of the paper is organised as follows. Section 2 specifies the retailer's electricity procurement problem, and Section 3.1 presents the electricity portfolio optimisation model, which is formulated as a multistage stochastic program in Section 3.2. Section 4 approximates the exact problem by a numerically tractable problem via stage-aggregation and LDRs. Section 5 reports on numerical results, and conclusions are drawn in Section 6.
Problem Specification
A price-taking electricity retailer must meet the electricity demand of its customers over a given planning horizon which is subdivided into time intervals indexed by t ∈ T := {1, . . . , T }. Without loss of generality, we assume that interval t starts at time (t − 1)∆, where ∆ represents the interval length. The amount of electric energy demanded at period t is denoted by D t . We assume that the demanded volume D t is consumed at a constant rate within interval t. Assuming that the retailer has no generation capability, it can satisfy this demand by purchasing electric energy for immediate consumption on the spot market, at price S t per unit of energy. Here, S t denotes the average spot price in interval t.
Relying solely on the spot market to satisfy demand is known to be very risky due to occasional spikes in spot prices [33] . In order to hedge against spot price risk the retailer can purchase different types of electricity forward contracts for physical delivery, indexed by i ∈ I := {1, . . . , I}. A forward contract constitutes an obligation to buy (or sell) a prescribed volume of electric energy during a certain delivery period in the future, at a pre-established price per unit of energy. Note that energy derivative prices are typically quoted per unit of energy rather than per contract. The forward contract types differ with respect to their delivery period (e.g., monthly, quarterly, or annual) and their load profile, which specifies the delivery rate during the delivery period. Commonly traded load profiles are base load and peak load. Base load provides a constant delivery rate during every hour of the delivery period, whereas peak load provides a constant delivery rate from 8am to 8pm on any weekday within the delivery period. For forward contracts of type i, let B(i) denote the first interval and E(i) the last interval in the delivery period, and T i the set of time intervals in which electric energy is delivered. The volume of electric energy supplied by a contract of type i during interval t ∈ T i is denoted by v i t , so the total volume of such a contract amounts to v i = t∈T i v i t . The forward price quoted at the start of interval t, which is to be paid for every unit of energy delivered, is denoted by
For ease of exposition, we assume that trading of a forward contract ceases at the start of its delivery period and that payment of the contract is settled at the end of its delivery period.
Apart from entering into forward contracts, the retailer may also acquire different types of European call options, indexed by j ∈ J := {1, . . . , J}. A European call option of type j gives the retailer the right to buy a forward contract of type i(j) ∈ I at maturity time M (j) and at a strike price K j per unit of energy. In exchange for this right, the retailer pays a premium C j t per unit of energy of the underlying forward contract at period t when the call option is negotiated. We assume that options are financially settled, that is, the price difference between the agreed strike price and the market price of the underlying forward contract is settled in cash at the maturity time of the call option.
For the sake of a transparent exposition, it is assumed that no transaction costs are incurred in trading and that discount factors are deterministic. The discount factor in period t is denoted by d t . Note that these assumptions may easily be relaxed at the cost of additional notation.
Our assumptions are inspired by the structure and regulations of real electricity markets such as the European Energy Exchange or Nord Pool. At present, base and peak load forwards, futures, and European-style options are traded in Nord Pool's financial market. Forward contracts are listed for each calendar month, quarter and year, with a delivery rate of 1 MW. Forward contracts are traded until the day before delivery starts and are settled against the spot price throughout the delivery period. The options' underlying instruments are either quarterly or annual forward contracts. Options can only be exercised on the expiry day a few days before the delivery period of the underlying forward contract. Although no physical delivery of power takes place in the Nord Pool derivative market, there are other markets, such as the European Energy Exchange, where this possibility is envisaged. Note that our model formulation in Section 3.1 is, nonetheless, consistent with cash settlement of forward contracts.
Model Formulation

Portfolio Optimisation Model
The retailer aims to determine a cost-efficient mix of electricity derivative contracts, given that the customers' electricity demand must be met uninterruptedly over a medium-term planning horizon. Let x i f,t represent the number of forward contracts of type i bought (if x i f,t ≥ 0) or sold (if x i f,t < 0) by the retailer at the beginning of period t, and let x i F,t denote the retailer's position in type-i forward contracts in interval t after portfolio rebalancing. In addition, let x j c,t denote the number of European call options of type j traded by the retailer at the start of period t, and let x j C,t be the retailer's position in type-j options in interval t after portfolio rebalancing. Note that in order to obtain a tractable optimisation model, we assume that fractional numbers of contracts may be held.
The retailer faces four types of costs in any period t ∈ T , which are related to different financial activities:
Spot Market Transactions: The volume of electric energy received from the forward contracts of type i in period t is v i t x i F,t if t ∈ T i and zero otherwise. Any gap between the energy received from the entire portfolio of forward contracts and the customers' electricity demand D t is covered through transactions in the spot market. Hence, any surplus of electric energy is sold on the spot market at price S t . Conversely, any shortage of energy necessitates spot market purchases. The resulting cash outflow amounts to
Forward Trading: Signing x i f,t forward contracts of type i in period t incurs a total cost of
Adjusting this cost by the discount factor d E(i) /d t , one obtains its present value at period t. The total cost associated with forward trading in period t is thus given by
Call Option Trading:
In exchange for a payment
, the retailer obtains the right to purchase x j c,t forward contracts of type i(j), at the pre-established price K j per unit of energy, at maturity. The total cost associated with option trading in period t amounts to
Exercise of Call Options:
A European call option is exercised only if its strike price is exceeded by the market price of the underlying forward at maturity. Since options are financially settled, the resulting payoff per unit of energy amounts to max(F i(j) M (j) −K j ; 0). Notice that solely options that mature in period t can be exercised. The overall cost from exercising options in interval t is thus given by
The retailer's aim is then to find a policy for the management of a portfolio of forward contracts and European call options that minimises the total discounted cost
The retailer's decisions are subject to the following constraints: Balance Constraints: We impose the following balance restrictions at any t ∈ T .
These constraints guarantee that the position in derivatives of a certain type in interval t equates the respective position in interval t − 1 adjusted by the transactions at the start of period t.
No-short-selling Constraints: We assume that short-selling of forwards and call options is not allowed at any t ∈ T since electricity retailers usually use energy derivatives for hedging and not for speculation.
No-trading Constraints: We impose the following constraints at any t ∈ T to ensure that the trading volume of contracts no longer exchanged in period t is equal to zero.
Note that our model is flexible enough to accommodate additional linear constraints on portfolio adjustments and composition.
Multistage Stochastic Program
For notational convenience, we work henceforth with an abstract formulation of the portfolio optimisation problem described in Section 3.1. We denote by u t ∈ R n the control variable comprising the trading decisions x i f,t , i ∈ I, and x j c,t , j ∈ J , while s t ∈ R n is a state variable that comprises the position variables x i F,t , i ∈ I, and x j C,t , j ∈ J . The cost vectors c t ∈ R, c u,t ∈ R n and c s,t ∈ R n are defined in such a way that c u,t u t = z f,t + z c,t and c t + c s,t s t = z s,t + z e,t hold. The balance, the no-short-selling and the no-trading constraints are equivalent to s t = s t−1 + u t , s t ≥ 0 and G u,t u t = 0, respectively. Here, G u,t denotes a truncation operator that eliminates from u t the components relating to contracts which are still traded in interval t. Stochasticity appears in the portfolio optimisation model in the form of uncertain electricity demands D t , spot prices S t , and derivative prices F i t , i ∈ I : B(i) ≥ t, and C j t , j ∈ J : M (j) ≥ t, which are revealed sequentially at periods t ∈ T . Some of these random parameters, in particular spot and derivative contract prices, are typically highly correlated. Therefore, we assume that it is possible to represent the uncertain parameters revealed in interval t as functions of a smaller set of risk factors ζ t ∈ R kt . In other words, we assume that the variability in all random parameters of period t is completely explained by the variability in the risk factors ζ t . Note that the dependence of the uncertain parameters on the risk factors may be non-linear. For technical reasons related to Section 4.2, we introduce the vector ξ t ∈ R pt which is formed by appending to ζ t enough random parameters perfectly dependent on ζ t to guarantee that c t , c u,t and c s,t are representable as linear functions of ξ t := (ξ 1 , . . . , ξ t ) ∈ R p t , where p t := t s=1 p s . Note that a ξ t with these properties always exists; for instance, we are free to define ξ t := (ζ t , c t , c u,t , c s,t ) . For an example, we refer to Section 5.1. We denote the history of risk factors up to period t by
For technical reasons related to Section 4.2, the support Z t of ζ t is assumed to be representable as a non-empty compact polyhedron and to span R kt . In contrast, the support of ξ t , which contains ζ t as a subvector, is typically non-convex. Without loss of generality, we require that k 1 = 1 and Z 1 = {1}. Thus, ζ 1 is a degenerate random variable governed by a Dirac distribution centered at 1. This specification allows us to represent affine functions of the non-degenerate risk factors (ζ 2 , . . . , ζ t ) in a condensed manner as linear functions of ζ t .
In practice, the decisions u 1 , s 1 , . . . , u T , s T are not pre-committed at the start of the planning horizon. Instead, they are selected sequentially in time and are, therefore, allowed to adapt to the available information. Consequently, u t and s t are interpreted as decision rules, i.e., functions that map the observation history ζ t of the risk factors to decisions u t (ζ t ) and s t (ζ t ), respectively. The space of decision rules X k t ,n is the space of all measurable bounded functions from R k t to R n . Stipulating that decisions depend solely on the history of risk factors is a reasonable assumption since the random parameters can be uniquely explained by the risk factors. Indeed, observing perfectly dependent random variables does not provide any additional information.
Using the notation introduced so far, the portfolio optimisation problem may be formulated abstractly as the following multistage stochastic program
where F is a probability functional (with respect to the distribution P of the random vector ξ) that maps the random overall costs to a real number.
Approximations
The stochastic program SP is a functional optimisation problem over an infinite-dimensional space of decision rules. Thus, it is computationally intractable. LDRs may be used to overcome this obstacle. Once this approximation is applied, the resulting multistage optimisation problem is, in principle, amenable to polynomial-time solution procedures. However, this problem may still contain a large number of decision stages and, consequently, decision variables, possibly leading to unacceptable computation times. In order to set up an approximate portfolio optimisation problem that can be efficiently solved, we thus apply two successive approximations based on stage-aggregation and LDRs.
Stage-Aggregation
To speed up computation, we establish a new optimisation problem with fewer decision stages. The planning horizon T = {1, . . . , T } is subdivided into a number of macroperiods indexed by m ∈ M := {1, . . . , M }. For each m ∈ M, let t m be the first interval belonging to macroperiod m. We always require t 1 = 1. Moreover, for notational convenience, we define t M +1 := T +1. We require that each macroperiod covers one or more normal periods, which implies |M| ≤ |T |. We assume that electricity prices and demand are no longer observed at all intervals t ∈ T but only at periods t ∈T := {t m : m ∈ M}. Thus, decisions taken during macroperiod m only rely on the history of risk factors at the beginning of macroperiods,ζ m := (ζ t 1 , . . . , ζ tm ) ∈ Rk m , wherẽ
There is no incentive to rebalance the portfolio of electricity derivatives if no new information is observed. Hence, we can set u t (ζ m ) = 0 at t ∈ {t m + 1, . . . , t m+1 − 1}. Due to the balance constraints, the positions in the different derivative contracts remain constant at s tm (ζ m ) throughout macroperiod m. Consequently, the no-short-selling restrictions are redundant at t ∈ T \T . It is implicit that any excess (or shortage) of electric energy to meet the customers' demand is sold (or acquired) in the spot market at all periods t ∈ T . Also, call options may be exercised at any t ∈ T , since their maturities do not necessarily coincide with the start dates of the macroperiods.
By suppressing trading at periods t ∈ T \T , the feasible set of problem SP is reduced. In addition, the information that underlies the trading decisions has been limited, since only observations of risk factors at periods t ∈T affect the decisions. For these two reasons, the stage-aggregated optimisation problem constitutes a conservative approximation to SP in the sense that any policy feasible in the approximate problem can be extended to a policy feasible in SP with the same objective value, but the converse is not true.
Expressing the approximate problem in terms of decisions at t ∈T only, we arrive at the following aggregated multistage stochastic program
Problem ASP inherits some useful properties from problem SP. By construction, the cost coefficients may be written as non-anticipative linear functions of the random parameters, that is,c m (
By the assumptions in Section 3.2, the supportZ := × M m=1 Z tm of the risk factorsζ :=ζ M is representable by a non-empty compact polyhedron of the form Z = {ζ ∈ Rk : Wζ ≥ h} for some matrix W ∈ R l×k and a vector h ∈ R l , wherek :=k M . Recall that we assumed that ζ 1 = 1 P-a.s. in Section 3.2. Thus, we require that the inequalities Wζ ≥ h imply ζ 1 = e 1ζ = 1, where e 1 denotes the first standard basis vector in Rk.
Stage aggregation allows us to use a price and demand model with a high temporal resolution. For instance, each period t ∈ T could represent one hour within the planning horizon. Note that a model with an hourly granularity can faithfully capture the important movements of the market. Restricting the derivative trading (but not the spot market transactions) to a sparse set of prescribed time points, e.g., the beginning of each day or week, substantially reduces the complexity of the portfolio model. In Section 5 we will demonstrate that this complexity reduction incurs no significant loss of accuracy.
Linear Decision Rule Approximation
The stage-aggregated problem ASP remains computationally intractable since it constitutes an optimisation problem over an infinite-dimensional function space. To gain numerical tractability, we apply a LDR approximation, that is, we restrict the functional form of the decision rules to those that are representable as
for some matricesŨ m ,S m ∈ R n×k m , m ∈ M. By considering only decision rules of the type (4.1) and taking the linearity of the cost coefficients in the history of the random data into account, one arrives at the following approximate problem.
Here, we used the truncation operators P t , t ∈ T , Q m , m ∈ M, and R m , m ∈ M, defined through
and the fact that e 1 Q M ξ = ζ 1 = 1 P-a.s. Since 
In mainstream stochastic programming the probability functional F is often chosen to be the expected value. A common approach to reflect risk averse preferences in optimisation problems is to let F be a mean-risk functional (see, e.g., [38, Chapter 6] ), which constitutes a weighted average of the expected value and some measure of dispersion that quantifies the uncertainty of the costs. The advantage of this approach is that it allows for a trade-off between minimising the expected costs and their risk. Here, we use the variance as the dispersion measure -a popular choice which was first advocated by Markovitz in the context of financial portfolio optimisation [30] . For a given weight γ ∈ [0, 1] assigned to the variance, we can express the objective function of problem (4.2) in terms of the second order moment matrix Φ := E(ξξ ) and the fourth order moment tensor Ψ := E(ξξ ⊗ ξξ ) of the random vector ξ under the probability measure P.
Here, "tr" denotes the trace operator and "⊗" denotes the Kronecker product. The equalities in the third and fifth rows follow from the the mixed-product property of the Kronecker product.
Substituting (4.3) into (4.2) yields the following tractable convex quadratic program with linear constraints.
The size of (4.4) is polynomial ink, l, M , n and p. Under the reasonable assumption thatk, l, n and p are of the order O(M ) in realistic problem instances, the size of problem (4.4) grows only polynomially with M . Thus, it can be efficiently solved with standard quadratic programming solvers. Furthermore, (4.4) only requires information about the supportZ of the risk factorsζ and the first four moments of the uncertain parameters ξ. Since the full joint distribution of ξ is rarely available, this is an attractive feature of the model. Moreover, the user is free to compute the moments and the support applying his or her favourite estimation technique.
Remark 4.1. When problem SP has a high (e.g., hourly) temporal resolution, then the dimension p of the random vector ξ can be large, e.g., p ∼ O(T ). In this situation, estimating all O(T 4 ) fourth-order moments of ξ can be computationally excruciating. Due to the stage aggregation, however, only aggregated information about Φ and Ψ is needed to solve problem (4.4).
This can be seen by substituting the expression for V into the objective function of (4.4) and then computing the objective function coefficients of the decision variablesŨ m andS m , m ∈ M.
Thus, we only have to compute O(M 4 ) aggregate moments instead of all O(T 4 ) fourth-order moments of ξ.
Numerical Example
To validate the outlined mean-variance model and the underlying approximations, we present the results of a large number of experiments based on the following scenario. A price-taking Scandinavian retailer must meet the electricity demand of its customers over a planning horizon of 28 days, split into daily intervals, indexed by t ∈ T := {1, . . . , 28}. In the electricity markets, three base load forward contracts, indexed by i ∈ I := {1, 2, 3}, with delivery rate of 1 MW are tradable. Their delivery periods start at the beginning of days 2, 11, and 20 and terminate at the end of days 10, 19, and 28, respectively. Each of these forward contracts covers a delivery period of 9 days and has, therefore, a volume of 216 MWh. These base load contracts serve as underlying instruments for one European call option each, indexed by j ∈ J = {1, 2, 3}, which has a strike price of 70 NOK/MWh and matures at the beginning of the delivery period of the underlying forward contract. The retailer is assumed to have no initial holdings in forward and call option contracts. Discounting is carried out at an annual rate of 5%. All optimisation problems were solved using ILOG CPLEX 11.2, on a Linux workstation with dual 2.66 GHz Intel core processors with 4 GB RAM.
Uncertainty Modelling
As the true moments of the uncertain parameters are unknown, they have to be estimated from historical data. Since most electricity markets are relatively immature, long histories of liquid spot and derivatives prices do not exist. Hence, there is a lack of sufficient data for estimating stable multiperiod moments based exclusively on historical data (i.e., estimation errors might be large), especially if the planning horizon covers several periods. Therefore, we estimate a parametric model for the electricity prices and the demand, from which we estimate the support Z and obtain the moments via sampling.
Uncertain Parameters: We assume that the electricity spot price and the electricity demand are the explanatory risk factors in each period t ∈ T , i.e., ζ t = (S t , D t ) . Electricity derivative prices and payoffs are representable as functions of the spot prices. Since the trading of a derivative contract ceases at the start of its delivery period, the dimension of ξ t is non-increasing in t. For example, at day t = 2 we set
whereas at day t = 3, because forwards and options of type 1 are no longer traded,
Spot Price Modelling:
The unique characteristics of electricity, such as its limited storability, grid-bound nature and inelastic demand, distinguish it from other commodities and financial assets [33] . Thus, electricity prices do not follow martingale processes but often exhibit seasonality, mean-reversion, stochastic or time-varying volatility as well as spikes. Following Lucia and Schwartz [29, Section 3.1], we assume that the spot price can be described by an OrnsteinUhlenbeck process with seasonality.
where α s > 0, and W (τ ) is a standard Brownian motion process. The seasonal component f (τ ) is assumed to be completely predictable, while the deseasonalised component of the spot price X(τ ) follows a mean-reverting process with constant mean-reversion rate α s , zero long-run mean and constant volatility σ s .
Derivative Pricing: Hedging derivative contracts with the underlying asset or commodity requires the ability to store the underlying. However, electricity cannot be efficiently stored. Thus, traditional storage-based no-arbitrage methods for valuing derivatives cannot be directly applied. Nonetheless, based on standard arbitrage arguments with derivative assets it is possible to find a risk neutral probability measure Q, under which the current value of any derivative asset is equal to the discounted expected value of its future payoffs [5] . It has been shown in [29, Section 3.1] that the process X(τ ) obeys the stochastic differential equation
whereμ s := −λσ s /α s ,W (τ ) := W (τ ) + λτ is a standard Brownian motion under Q, and λ denotes the market price of risk. For the sake of analytical tractability, λ is assumed to be constant.
Forward Price:
The forward price at time τ for the delivery of 1 MWh at time τ ≥ τ is chosen in such a way that the contract is worthless at time τ . By solving the stochastic differential equation (5.2), it can be shown that this instantaneous-delivery forward price is given by
If delivery spans a finite interval, the price of a zero-cost forward contract depends on the settlement specification. As we assume that settlement takes place at the end of the delivery period, the price of a forward contract with a finite delivery period is equal to the arithmetic average of the instantaneous-delivery forward prices in the delivery period.
European Call Option Premium:
To determine the premium of a European call option at time τ , the risk-neutral distribution of the underlying forward price at the maturity time of the option is required. The prices of the instantaneous-delivery forward contracts are normally distributed under Q since they depend affinely on S(τ ), see (5.3) . Thus, the risk-neutral distribution of the price of a forward contract with a finite delivery period at the maturity time of the corresponding option is an arithmetic average of normal distributions, and, consequently, it is a normal distribution. Therefore, we may price European options on electricity forwards via a Black Scholes-type formula for normally distributed underlyings, see, e.g., [19] .
Electricity Demand Modelling: The electricity demand is modelled in a similar fashion as the stochastic spot price since it typically exhibits mean reversion and seasonality [33] . We assume that the retailer's demand of electricity evolves according to
where
is the seasonal component, and W d (τ ) is a standard Brownian motion process, which is independent of W (τ ). Thus, Y (τ ) follows a stationary mean-reverting process with a zero long-run mean and a speed of adjustment α d . Notice that the electricity demand and the spot price are independent as a consequence of the independence of W d (τ ) and W (τ ). This is justified by the inelasticity of the demand to the spot price and the retailer being a price-taker. Moreover, empirical studies show that the correlation between the spot price and the demand is weak in electricity markets [31] . Moment Estimation: For each t ∈ T , we set the daily average spot price S t := S((t − 1)∆) and the electricity demand D t := D((t − 1)∆), with seasonal components
respectively. To estimate the moments of the random parameters, we generated sample trajectories of the electricity spot price and demand by explicitly solving (5.1) and (5.4), respectively. In addition, we calculated for each sample the corresponding trajectories of the remaining random parameters as afore-described. The estimates of the moments ofξ were then obtained via Monte Carlo sampling. The parameters used in our numerical example are displayed in Support Estimation: From the explicit solution of (5.1) and (5.4) we have that S t and D t follow normal distributions under the real world probability measure P and are thus supported on (−∞, ∞). However, the LDR approximation may be weak if the support of the uncertain parameters is unbounded. In extreme cases, some LDRs can be forced to become constant in order to obey the constraints on the whole support. One way to overcome this problem would be to employ, e.g., piecewise linear decision rules [9] . However, the tractability of the optimisation model deteriorates with the use of more complex decision rules. Thus, we choose to adhere to LDRs but to work with a truncated support that covers most of the mass of the original probability distribution. We assume the supportZ to be the box uncertainty set defined from 99.9% marginal confidence intervals of S t and D t at t ∈T . We remark that the truncation of the support has a negligible impact on the moments.
Sample Size: Based on the estimated moments and support, an approximation of (4.4) is obtained by replacing the real inputs with their estimates. Solving the problem for 100 different independent sample sets, we find that a sample size of 100,000 is sufficient to guarantee a 1.4% precision with a confidence level of approximately 99%. 
Sensitivity Analysis
Unless otherwise indicated, a pure risk minimisation framework (γ = 1) is adopted in this section. Moreover, the duration of each macroperiod is assumed to be two days.
To assess the value of adaptivity, we compare the optimal value of (4.4) with the optimal value of the approximate problem obtained using constant decision rules (CDR), i.e., decision rules that do not depend on the random data. CDRs are appropriate to model a retailer that precommits to a portfolio strategy at the start of the planning horizon and implements the corresponding decisions irrespective of the future market behaviour. Clearly, these inflexible portfolio strategies are outperformed by LDRs, which can adapt to changing market conditions. Since the class of CDRs is covered by the class of LDRs, the CDR approximation constitutes an upper bound to (4.4).
Efficient Frontier
Solving the quadratic program (4.4) for different values of the risk aversion coefficient γ yields a parametric family of optimal portfolio strategies. Plotting the expected value against the standard deviation of the corresponding overall costs for each γ ∈ [0, 1] generates an efficient frontier. . For the same expected overall cost, the risk of the LDR solution is lower than the risk of the CDR solution. This confirms our intuition that incorporating adaptivity into the decision model is beneficial, in particular when the decision maker is risk-averse (γ > 0).
For γ = 0, the expected cost minimisation problem can be solved analytically. A particular forward contract is bought if and only if its cost is smaller than the expected cost (with respect to P) of purchasing electric energy with the same load profile in the spot market during the delivery period of the forward contract. Similarly, to determine the optimal positions in the call options, the retailer compares the option premium with the expected payoff of the option at maturity, under the probability measure P. If there is no risk premium (λ = 0), then both alternatives are equally expensive. The retailer is then indifferent between purchasing forward contracts or buying electric energy in the spot market at the time of delivery, as well as being indifferent between purchasing call options on forward contracts or not. When the electricity market is in contango (λ < 0) the retailer must pay a risk premium to the suppliers for purchasing forward contracts. In this case, the forward contracts are more expensive, in expectation, than buying electric energy with the same load profile in the spot market during their delivery period, so a risk-neutral retailer will not buy any forwards. Similarly, the expected payoff at maturity falls short of the option premium, and, consequently, the retailer will refrain from purchasing any call options. During backwardation (λ > 0) a risk-neutral retailer prefers to buy forwards since, in expectation, they are cheaper than purchasing electric energy in the spot market at the time of delivery. Likewise, the retailer opts to acquire call options since the expected payoff at maturity exceeds the corresponding premia. Ideally, the retailer would buy as many forwards and call options as possible at each macroperiod and later sell the provided energy in the spot market. If no limits on the trading volume of forwards and options are imposed, the retailer can achieve an infinite expected profit through this strategy. In this case, problem (4.4) becomes unbounded -an effect that has been confirmed in our numerical experiments.
In conclusion, for γ = 0 the optimal decisions depend solely on the sign of the market price of risk and can be precommitted at the beginning of the planning horizon. The revelation of new information at later stages will provide no incentive to revise the original decisions. Therefore, no value is added to the decision process through the use of adaptive decision rules. To illustrate this point, we solve problem (4.4) repeatedly for γ ∈ [0, 1], subject to additional portfolio constraints that limit the trading volume of derivative contracts 1 to avoid unboundedness of the optimisation problem. The resulting efficient frontier together with the corresponding CDR frontier are shown in the right chart of Figure 1 . For γ = 0, the optimal solutions of the two approximations coincide. However, as risk aversion increases, the value of adaptivity, that is, the benefit from using LDRs increases, and it is highest when the sole objective is to minimise the risk. Figure 2 shows the impact of the spot price volatility on the optimal objective value. If the price volatility is zero, the retailer can anticipate the prices of spot and electricity derivatives over the entire planning horizon. Hence, the electricity demands are the only uncertain parameters in the portfolio optimisation problem. Under these circumstances, it does not matter how these demands are satisfied if the aim is to minimise the overall risk. If prices are volatile, then rebalancing the hedging portfolio at later periods in light of new information on the risk factors should lead to an increased performance. The higher the volatility σ s , the higher the uncertainty and the more substantial the benefit from using LDRs instead of rigid CDRs that cannot adapt to new information, see Figure 2 . Moreover, we observe that for higher levels of σ s there is a considerable gain from employing LDRs. Figure 3 shows the impact of the market price of risk on the optimal objective value. A change in λ does not impact the optimal objective value when CDRs are employed, but it has a major impact when LDRs are used. The optimal objective value is lower for larger positive or negative market prices of risk. In those cases, the gain from applying LDRs instead of CDRs can be substantial, see Figure 3 . The stochastic program takes into account the discrepancy between the cost of each forward contract and the corresponding expected cost of the same volume of electric energy (with the same load profile) in the spot market during the delivery period of the forward contract. Similarly, it considers the disparity between the premium of each call option and the corresponding expected payoff at maturity. Consequently, the differences between the (co)variances of both alternatives are taken into consideration. For higher (positive or negative) market prices of risk these discrepancies will be larger, making the possibility of revising decisions at later stages to reflect new information even more relevant. Note that differences between the (co)variances exist even if no risk premium is required. For example, spot market transactions occur after their respective forward transactions, so their variance is larger when λ = 0. Figure 4 visualises the optimal value of problem (4.4) as a function of the number of macroperiods. We observe a near-monotonic convergence from above as the number of decision stages increases. This behaviour is consistent with the fact that the stage-aggregation discussed in Section 4.1 provides an upper bound on the optimal objective value. The saturation of the optimal objective value supports our hypothesis that the approximation is accurate. Furthermore, the near-monotonic behaviour reflects our intuition that the approximate portfolio optimisation problem provides an increasingly accurate upper bound on the optimal value of the original problem as the number of macroperiods approaches the number of normal periods of the original problem. Figure 4 indicates that an approximation based on 14 macroperiods is reasonably accurate since the relative improvement in the optimal objective value from adding further decision stages is close to zero. In fact, the optimal value of this approximation overestimates the optimal value with 28 periods by merely 0.9%. However, it reduces the solution time dramatically: the runtime of the original problem is approximately 6 seconds, whereas the solution time of the approximated problem with 14 decision stages lies below 0.3 seconds. As can be seen from Figure 4 , accuracy may be improved by increasing the number of decision stages at the expense of additional runtime.
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Notice that the optimal objective value of the CDR approximation barely changes as the number of effective decision stages increases. Since decisions are fixed at the beginning of the planning horizon, an increased number of effective decision stages will not lead to a noticeable improvement. Consequently, as the number of decision stages increases, so does the benefit from using the LDR as opposed to the CDR approximation.
Comparison with Sample Average Approximation
The standard approach to solve problems of type ASP numerically is to discretise the underlying probability space. The process of selecting a discrete probability distribution that approximates the true distribution of the risk factors well is known as scenario generation. In order to assess the accuracy and the scalability of the decision rule approach advocated in this paper, we compare it to a sample average approximation (SAA) approach that replaces the true distribution of the risk factors with a discrete scenario tree constructed via conditional sampling [36] . Scenario trees branch when new information is observed. Applying the SAA approach to the original problem SP would thus require a scenario tree that branches at each basic interval t ∈ T . To facilitate a fair comparison with the LDR approximation, however, we apply the SAA method to the stage-aggregated problem ASP, which results in a scenario tree that ramifies only at the start of each macroperiod m ∈ M. The number of branches emanating from each tree node (that is, the branching factor) is kept constant throughout the tree, and we assign equal conditional probabilities to each branch. In Table 2 we compare the LDR with the SAA approximation for different choices of the branching factor and the number M of macroperiods. Due to run time restrictions associated to the SAA problems, M is limited to a maximum of 10, while the branching factor is fixed to 2 (SAA2), 3 (SAA3), 4 (SAA4), 6 (SAA6), 11 (SAA11), 35 (SAA35) and 1200 (SAA1200) branches per node. Each SAA problem is solved for 20 statistically independent scenario trees. Table 2 displays the average and the coefficient of variation (CV) of the optimal objective values, where the coefficient of variation is defined as the standard deviation expressed as a percentage of the mean. In addition, the average run times (CPU) are reported. Missing entries (n/a) indicate that the corresponding approximate problems could not be solved in less than one day.
Since the size of the SAA problems grows exponentially with M , the branching factor of problems with more than a few macroperiods must be small enough to guarantee that the corresponding problem instances can be solved in a reasonable time. However, if the number of scenarios is not sufficiently large, the associated tree may not approximate the true probability distribution reliably. Moreover, a lower limit on the branching factor is required to preclude arbitrage from the scenario tree [16, 26] . In particular, in any macroperiod the branching factor should strictly exceed the number of derivative contracts tradable in that period. Otherwise, arbitrage opportunities could lead to biased or even unbounded solutions. Table 2 shows that, for SAA problems with a small branching factor, the dispersion of the optimal objective values around their mean is very high, indicating that these problems provide poor approximations for ASP. Focusing on the case M = 1, the SAA estimator for the optimal objective value achieves a reasonable degree of precision, provided the sample size is very large, say 1200. In the SAA1200 case, it is clear that the SAA method is consistent with the LDR approximation. Conversely, for a low branching factor, the SAA estimator with M = 1 exhibits a very low degree of precision and accuracy, both of which improve as the branching factor rises. These findings are in line with the statistical properties of the SAA estimator for the optimal objective value (see, e.g., [38, Chapter 5] ). This estimator is known to be downward biased, providing a valid statistical lower bound to the true problem. Furthermore, its bias converges to zero as the sample size tends to infinity [42] . In general, we observe that the variability of the optimal value estimates diminishes and the average objective value increases as the branching factor increases. Therefore, we conjecture that, except for SAA problems with a very high branching factor, the SAA estimators with M > 1 are severely downward biased -a statement substantiated by the uncertainty surrounding the estimates of the optimal objective value. Shapiro [37] reports that typically the bias and dispersion of the SAA optimal value estimator grow fast with M , rendering the corresponding statistical lower bounds inaccurate already for a small number of decision stages.
Nonetheless, Table 2 reveals the heavy computational burden of solving larger SAA problems. As the number of decision stages or the branching factor increases, the run time of the SAA problems can rise substantially. Comparing the average run times of both methods, it is evident that the LDR method exhibits superior scalability. While the LDR problem with M = 28 can be solved in merely 6 seconds, a solution to the corresponding SAA problem with M > 10 could not be located in less than a day, even for a branching factor as low as 2. Moreover, to achieve an adequate degree of accuracy, a prohibitive number of scenarios is required for M > 1, leading to SAA problems that could not be solved in less than a day.
Accuracy of the LDR Approximation
Although LDRs are very effective at conferring tractability to multistage models, they may incur a non-negligible loss of optimality. In the context of linear stochastic programming, a systematic method for estimating the approximation quality of LDRs has been proposed in [28] . The method consists of solving both the primal and the dual of the exact stochastic program in LDRs, resulting in upper and lower bounds on the true optimal value, respectively. The gap between these bounds provides an estimate for the loss of optimality incurred by the LDR approximation. This primal-dual LDR approach can be extended to a primal-dual linear-quadratic decision rule approach for quadratic stochastic programs such as the meanvariance optimisation problem ASP, see [34] . However, the arising dual quadratic decision rule problem is computationally tractable only if the conditional moments E(ξξ |ζ m ) are almost surely quadratic in the observation historyζ m for each m ∈ M. This condition is violated by ASP since the dependence of the option prices on the risk factors is nonlinear.
To assess the quality of the LDR approximation, we therefore consider a variant of the electricity portfolio problem without options. In this case (and under the uncertainty model described in Section 5.1) the dual quadratic decision rule problem becomes tractable and is, in fact, equivalent to a semidefinite program of polynomial size [34] . Using the same setup as in Section 5.2.1, we solved the simplified portfolio problem in primal linear and dual quadratic decision rules for λ = 0 (pure cost minimisation) and λ = 1 (pure risk minimisation), respectively, see Figure 5 . We note that the semidefinite program arising from the dual approximation has worse scaling properties than the quadratic program emerging from the primal approximation. Therefore, the approximate problems could only be solved for up to 15 macroperiods. Figure 5 shows that the relative gap between the upper and lower bounds is of the order of 5% (15%) for γ = 0 (γ = 1). The seemingly larger gap in the risk minimsation setting originates from dimensional incompatibilities. Indeed, if risk was reported as the standard deviation of costs, then the optimality gaps for γ = 0 and γ = 1 would both be of the order of 5%. Thus, if the portfolio problem could be solved exactly, one would reduce the mean/standard deviation of costs at most by 5%, in reality probably by less.
We note that, as in scenario tree-based stochastic programming, the approximation quality of the decision rule approximations can principally be improved at the expense of an increased (often prohibitive) computational overhead. Indeed, an approach to solve stochastic programs in piecewise linear decision rules is described in [15] .
Conclusions
In this article, we examine a multistage mean-variance portfolio optimisation model for an electricity retailer. To convert the exact model into a tractable quadratic program, we perform two approximations: we aggregate periods into macroperiods, and we restrict the decision rules to those affine in the history of the risk factors. The resulting approximate problem provides an upper bound on the optimal value of the exact problem. Since the size of the approximate problem grows only polynomially with the number of macroperiods, it is amenable to efficient solution. Moreover, the probability distribution of the random parameters affects this problem only through its first four moments and through the support of the risk factors.
Our numerical experiments support our expectation that the approximation based on stageaggregation is accurate. Moreover, they illustrate the potential for significantly reducing the solution time without sacrificing much accuracy. Our tests indicate that incorporating adaptivity in the form of LDRs into the portfolio optimisation model is beneficial, especially in a risk minimisation framework. Adaptivity appears to be particularly valuable in the presence of high spot price volatility or large (positive or negative) market prices of risk.
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