Abstract: Gene regulatory networks are graphical representations of molecular regulators that interact with each other and with other substances in the cell to govern the gene expression. There are different computational approaches for the reverse engineering of these networks. Most of them require all gene-gene evaluations using different mathematical methods such as Pearson/Spearman correlation, Mutual Information or topology patterns, among others. The Algorithm for the Reconstruction of Accurate Cellular Networks (ARACNe) is one of the most effective and widely used tools to reconstruct gene regulatory networks. However, the high computational cost of ARACNe prevents its use over large biologic datasets. In this work, we present a hybrid MPI/OpenMP parallel implementation of ARACNe to accelerate its execution on multi-core clusters, obtaining a speedup of 430.46 using as input a dataset with 41,100 genes and 108 samples and 32 nodes (each of them with 24 cores).
Introduction
A Gene Regulatory Network (GRN) is a network that has been inferred from gene expression data, explaining how a collection of molecular regulators interact with each other and with other substances in the cell, to govern the gene expression levels and it is crucial for understanding normal cell physiology and complex pathological phenotypes. The importance of this kind of networks can be seen in [1] , where the authors explain the concept of GRNs and its relevance in different fields.
The Algorithm for the Reconstruction of Accurate Cellular Networks (ARACNe) [2] represents one of the most used methods in the scientific community to reconstruct GRNs. It is based on information theory and a network pruning process called Data Processing Inequality (DPI) theorem, which is used to infer direct regulatory relationships among transcriptional factors and their genes. ARACNe has been extensively used for real-data biological works such as the ones shown in [3, 4] . However, its main drawback is its quadratic complexity with the number of genes, resulting in a high computational cost that prevents its use for large datasets.
The aim of this work is to provide biologists a new version of ARACNe faster than the original one which will be able to infer GRNs of large datasets. The approach to decrease the runtime consists in parallelizing the code using MPI routines and OpenMP directives so that the new implementation increases performance in clusters of multi-core nodes, a type of systems that nowadays are widely used by biologists as each day it is easier to have access to them through a supercomputing center.
Parallel ARACNe
The ARACNe framework receives as input a matrix where rows represent genes or variables and columns represent samples. It returns as output an adjacency matrix that indicates gene-gene interactions. In this work, we have developed a hybrid OpenMP/MPI parallel implementation that works with the same input/output formats and guarantees the same results as the original tool but at significantly lower runtime. In our implementation, all MPI processes read the input matrix but the workload to calculate the adjacency matrix is distributed among them. We apply a cyclic distribution by rows. Moreover, our implementation uses a second level of parallelization so that the rows assigned to each process are distributed among the different OpenMP threads following a dynamic scheduling.
Once all processes have finished their work, they use MPI communications to store the whole output matrix in the memory of Process 0 (the only process that writes into the output file). Remark that we also needed to modify the datatype used to represent the output adjacency matrix because that datatype cannot be used for MPI communications.
Results and Conclusions
The performance analysis of the new version of ARACNe was carried out in 32 nodes of the Finis Terrae 2 (FT2) supercomputer, a computational system based on Intel Haswell processors (each node has 24 cores) that is installed in the Centro de Supercomputatión de Galicia (CESGA). We have used three datasets, GDS2767 (14,170 genes and 108 samples), GDS6248 (45,281 genes and 51 samples) and GDS5037 (41,000 genes and 108 samples). All of them have been downloaded from the Geo Expression Omnibus (GEO) Dataset Browser available at the National Center for Biotechnology Information (NCBI) website (https://www.ncbi.nlm.nih.gov/sites/GDSbrowser). Table 1 shows the runtime and speedup (in brackets) for different number of nodes. In all the cases the parallel code was run using one MPI process per node and 24 threads per process, one per core. The tool was run using the default parameters except for the p-value, which was explicitly set to 0.01 to remove non-significant interactions. As can be observed, the performance is high, as the runtime decreases when the number of cores increases. For instance, for the dataset GDS5037 using the original framework the execution time is more than 38 h, while it is reduced to less than 6 minutes using 768 cores (32 processes, each one with 24 threads). 
