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ABSTRACT
The dynamics of disturbances on a theoretically derived In-
tertropical Convergence Zone are studied.
Radiative cooling over a hemisphere is parameterised by a
Newtonian cooling law, relative to a radiative equilibrium temper-
ature which decreases from equator to pole. Release of latent
heat of condensation in the tropics is treated as a function of
convergence in the planetary boundary layer.
The zonally symmetric field of motion which evolves in res-
ponse to these sources of energy shows a concentrated region of
rising motion near, but not at, the equator. The associated low-
level wind field possesses a strong cyclonic shear.
Asymmetric perturbations periodic in longitude are introduced
by means of truncated Fourier series. The wavelengths are chosen
to correspond to maximum instability in the ITCZ, and as such are
too small to permit baroclinic instability in middle latitudes.
In this way, the stability of the low latitude flow is examined
while excluding middle latitude perturbations.
The low-level wind field in the vicinity of the ITCZ is found
to be barotropically unstable, the wavelength of maximum growth
rate being about 2000 km. The corresponding e-folding time is
found to be of the order of two days, depending on the frictional
and heating coefficients.
The perturbations are allowed to grow to finite amplitude.
In the initial stages of growth, the Reynolds stresses supply most
of the perturbation energy. At the mature stage, the energy is
provided mainly by direct conversion of condensationally produced
eddy available potential energy. Further growth is then limited
by frictional dissipation of kinetic energy.
The mature disturbance shows a highly asymmetric cell of
concentrated rising motion, bounded by regions of weak sinking
motion, propagating towards the west at about 13 kts. The dis-
turbance is 'warm-core', having a much larger amplitude at the
lower than at the upper level.
The mean flow is in turn influenced by the disturbance through
the mechanisms of Reynolds stresses, eddy conduction and the modi-
fication of the mean flow condensational heating through boundary-
layer pumping. The influence is seen on the mean temperature and
zonal wind fields, and may extend to latitudes poleward of where
the perturbation amplitude in situ has decreased to zero.
A framework is thus provided for viewing tropical disturbances
as an integral component of the general circulation of the
atmosphere.
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Title: Sloan Professor of Meteorology
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8DEFINITIONS OF SYMBOLS
Variables and Constants - Roman Alphabet
OL = mean radius of the earth
aj = wave number for jth spectral component
A = Austausch coefficient
C = phase speed
C = dimensionless ground friction coefficient for mean flow
C = drag coefficient
C = coefficient of specific heat at constant pressure
= scaling magnitude for the wind
p = characteristic magnitude of w used in 4
Ex. = dimensionless mean kinetic energy
Ex = dimensionless perturbation kinetic energy
Ep = dimensionless eddy conduction of heat
Ep = dimensionless mean potential energy
Ep = dimensionless perturbation potential energy
= Coriolis parameter 2Ssin9)
I Coriolis parameter at central latitude for perturbations
I= smoothing function for condensational heating
Fj(X)= spectral component
Fj = frictional force per unit mass in eastward direction
F, = frictional force per unit mass in northward direction
= acceleration of gravity
= unit vector in eastward direction
it = unit vector in northward direction
3 = number of spectral (sine and cosine) components used in
expansion of perturbation quantities
K = unit vector in vertical direction
Al = internal friction coefficient
K( = dimensionless lateral viscosity coefficient
K = dimensionless internal friction coefficient
K = dimensionless radiational cooling coefficient
K = dimensionless ground friction coefficient for the
perturbations
L = basic linear periodicity at equator
LL = scale length
= angular momentum per unit mass
= pressure
= 1000 mb
= specific humidity
= rate of heat addition per unit mass
GL = dimensionless condensational heating function
= distance from earth's centre
= gas constant for dry air
g = Richardson number
o = Rossby number
= dimensionless difference of Reynolds stresses at upper and
lower levels
~p = dimensionless sum of Reynolds stresses at upper and lower
levels
t = time
= absolute temperature ... also dimensionless temperature
relative to radiative equilibrium value at the equator
T^ = equator to pole difference of radiative equilibrium
temperature
U4 = component-of velocity in eastward direction
L = dimensionless sum of eastward velocities at upper and
lower levels
= representative value of low level wind speed
= component of velocity in the northward direction
V = dimensionless northward velocity at upper level
= component of velocity in the vertical direction
V = dimensionless difference of eastward velocities at upper
and lower levels
= coordinate towards the east
= coordinate towards the north ... also sine of latitude
(transformed coordinate)
= value of sin at central latitude of the perturbation
= value of sinq north of which q decreases rapidly
= value of sine used as reference for the/ 7 variation of
the boundary layer height
= height of an isobaric surface above sea level
Variables and Constants - Greek Alphabet
0( = specific volume ... also, wave number in X direction
= Rossby parameter, 
-
S= dimensionless Rossby parameter
= characteristic magnitude of y in the decrease of north
of U
S= basic periodicity in X of the perturbations
At = time step
= amplitude of jth spectral component in the expansion of
the perturbation condensational heating
= vertical component of the relative vorticity
r = condensational heating function
= condensational heating parameter
E = potential temperature
= static stability parameter
= longitude, measured eastwards
= internal viscosity coefficient ... also, f = dimensionless
static stability parameter
p = density of the air
6 = growth rate for exponentially growing perturbations
"TO = ground stress
P = latitude
S= geopotential
V = geostrophic stream function
j = amplitude of jth spectral component in the expansion of Y
. = non-dimensionalised value of 4
C = pressure velocity,
01t
A. = amplitude of jth spectral component in the expansion of C)
&3 = non-dimensionalised value of
OL = pressure velocity at the top of the boundary layer
CL = non-dimensionalised value of 40L
SUBSCRIPTS AND SUPERSCRIPTS
( ) : the value at the central latitude of the perturbations
( ),: the value at the latitude north of which decreases
rapidly
( )i .: Dimensional value
( )i: the value at the ith grid point in y
S): the value of the jth spectral component
( )L : the value at the top of the boundary layer
( )": the value at the nth time step
( ): the value at the top level, or at the equator, or at
the central latitude of the perturbation
)( : the value at the reference latitude for the/7 variation
of the boundary layer height
( )$: the standard atmospheric value
( )*: the radiative equilibrium value
( the value averaged through the depth of the boundary layer
DIFFERENTIAL OPERATORS
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Chapter 1. Introduction
While the dynamics of middle and high latitude atmospheric
motions have undergone intensive investigation, both observa-
tional and theoretical, during the past quarter century and are
now fairly well understood, the Tropics remain an area of scant
observation, conflicting hypotheses and plain ignorance.
The increasing realisation of the all-important role the
Tropics play in the general circulation of the atmosphere and
the desire to understand the genesis of hurricanes have recently
led increasing numbers of research workers into this area.
With the advent of the meteorological satellite, giving
frequent pictorial coverage of vast stretches of tropical ocean
which were previously outside the network of meteorological ob-
servations, clearer ideas have begun to form regarding the nature
of tropical motions. The outstanding feature shown by the satel-
lite photographs is the presence of one or more bands of cloudi-
ness, roughly parallel to the equator, stretching round the whole
earth. These are especially evident in pictures averaged over
periods of a week or more. They provide visual evidence of what
has become known as the Intertropical Convergence Zone (ITCZ), a
region (or regions) of concentrated rising motion with bands of
cumulonimbus clouds extending to the tropopause. The ITCZ is the
location where most of the enormous quantity of latent heat evapor-
ated from the tropical oceans into the Trade Winds is converted
into sensible heat.
The ITCZ is almost always situated away from the equator,
often as far away as 100 or more. Its mean position varies with
the season, advancing furthest from the equator in the summer
hemisphere. It is most stable in the eastern parts of the oceans,
showing a marked tendency to migrate, break down into isolated
disturbances and reform in the western parts. There are in many
cases two distinct ITCZ's, one in either hemisphere.
In addition to the ITCZ cloud bands, other patterns have been
recognised on the satellite photographs of the Tropics. These
consist of westward moving 'Inverted V's', 'Blobs' and vortices.
In late summer, some of these disturbances amplify into hurricanes
or Typhoons in the western parts of the oceans. In the Atlantic,
the 'Inverted V' patterns can almost always be traced back to
the coast of Africa and are undoubtedly linked with continental
influences. They generally lie to the north of the ITCZ and become
less intense in moving over the ocean (Frank, 1969).
Many tropical disturbances form directly on the ITCZ. It is
a matter of conjecture whether, if the influence of continents
and extratropical disturbances were excluded, all tropical dis-
turbances would be associated with the ITCZ.
On looking into the literature on the synoptic structure of
tropical disturbances, one finds that sufficient data for detailed
analysis are available only in the western parts of the Atlantic
and Pacific. A relatively small number of detailed studies have
been made, based on data from the Caribbean islands and the Marshall
Islands. Various empirical models have been proposed which attempt
to synthesize the synoptic experience gained from these studies.
The best known are the 'Equatorial Wave' model of Palmer (1952),
based on Marshall Island data and the 'Easterly Wave' model of
Riehl (1954), based on data from the Caribbean chain.
That the easterly wave concept has fallen short of universal
acceptance can be gleaned from the title of a talk given at the
National Center for Atmospheric Research in 1966 - "The easterly
wave - the greatest hoax in tropical meteorology" (Sadler, 1966).
Numerous other disagreements of a less irate nature pervade the
literature.
Both Riehl and Palmer agree that the wavelength of tropical
disturbances is about 2000 km. on the average and that they propa-
gate towards the west at about 13 kts. Riehl's model shows the
upward motion and precipitation occurring to the east of the wave
axis, with descending motion ahead of the axis. Yanai and Nitta
(1967) agree with this and state that the maximum upward velocity
is about 4 cm/sec. Palmer, on the other hand, claims that in the
Pacific disturbances heavy cloud and precipitation occur to the
west of the axis.
The maximum amplitude of the Easterly Wave in Riehl's model
lies between the 700 and 500 mb levels. At high levels, distur-
bances with an entirely different wind field may prevail. Riehl
also regards easterly waves as in general having a cold core.
Elsberry (1966) has studied a Caribbean disturbance which
had maximum amplitude at 925 mb and was warm cored. He suggests
that many more disturbances are warm cored than was previously
believed. The assumption that warm core disturbances are inevi-
tably in the process of amplifying is now known to be false -
many warm core disturbances do not amplify beyond the wave stage.
The occurrence of tropical disturbances has a strong seasonal
dependence. Palmer (1952) states that the Marshall Islands area
is affected by stable waves during the greater part of the year,
but from July to September the waves in this area tend to amplify,
while the region in which only stable waves are found moves up-
stream. According to Riehl (1954), well developed easterly waves
seldom occur in winter or early spring in the Atlantic.
Concerning the question of where tropical disturbances get
their energy, there is no general agreement among synoptic
meteorologists.
In theoretical investigations of tropical motions, most suc-
cess has been obtained in the study of hurricanes. The biggest
problem facing theoreticians has been the mechanism of moist con-
vection and its relation to the large scale flow. Unlike the sit-
uation at higher latitudes, the lower half of the tropical at-
mosphere in its mean state is potentially unstable, so that upward
motion which persists for any length of time inevitably leads to
the release of instability in the form of cumulus or cumulonimbus
clouds. Charney and Eliassen (1964) postulated that the heating
due to moist convection is proportional to the large scale con-
vergence of moisture in the atmospheric boundary layer. From this
they derived the theory of 'conditional instability of the second
kind', showing how a circularly symmetric system would amplify
on a scale and at a rate consistent with the observed characteris-
tics of hurricanes.
Nitta (1964) applied the boundary layer convergence mechanism
to the study of a disturbance which is sinusoidal in the east-
west direction. In his theory, the on-off nature of the heating
is neglected by assuming negative condensational heating in regions
of negative boundary layer pumping. The mean flow is assumed
to be zero and the -effect is neglected. With lateral viscosity
included, he shows how disturbances of wavelength up to 1000km
may amplify.
Linear studies of tropical motions have been carried out by
Rosenthal (1965), Matsuno (1966) and Koss (1967). In these studies,
the heating is zero and the mean flow is either zero or constant,
so that it does not provide a source of perturbation energy.
The possibility that tropical motions are forced, the per-
turbation energy being derived from lateral coupling with extra-
tropical motions, has been investigated by Mak (1969). This gives
some interesting results which are in accord with observation,
even though heating by condensation is excluded from the model.
In the case of low level tropospheric motions in the tropics,
however, condensational heating undoubtedly plays an important
role, and it seems unlikely that lateral forcing could be a pre-
dominant mechanism. For one thing, low level perturbations in
the Tropics are most pronounced in summer while forcing from
extratropical perturbations is greatest in winter.
Charney (1963) has presented scale arguments showing that,
in the absence of condensation, tropical motions are uncoupled in
the vertical. Holton (1969) has pointed out, however, that
Charney's analysis applies only to motions whose vertical extent
is of the order of the atmospheric scale height. For motions
having a smaller vertical scale, it is possible to have vertical
propagation and strong coupling.
Barotropic instability as the source of perturbation energy
in the Tropics has been considered by Nitta and Yanai (1969).
Using the barotropic vorticity equation, and with observed zonal
wind profiles from low-level Marshall Island data taken as basic
state, they investigated the growth of barotropic disturbances.
The wavelength of maximum growth rate was found to be 2000km,
with a corresponding e-folding time of 5.2 days. In their study,
no heating or friction was included.
The present thesis is an attempt to investigate theoretically
the dynamics of tropical disturbances from a more fundamental point
of view than has previously been taken. Tropical disturbances
are considered as an element of the general circulation with energy
sources related to the large scale dynamics.
The basis of this study is the zonally symmetric ITCZ theory
of Charney (1968). This was the first theoretical investigation
in which due emphasis was given to the role of the ITCZ in the
general circulation. Charney showed how the baroclinicity on which
middle latitude disturbances depend for their energy is intimately
related to the ITCZ. The main feature distinguishing Charney's
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model from other general circulation models is his parameterizing
of the condensational heating in terms of the pumping of moisture
out of the boundary layer. Mintz (1964), in his numerical model,
uses the temperature lapse rate as the sole criterion determining
whether moist convection will occur. Manabe, Smagorinsky and
Strickler (1965 and 1967) compute the moisture field and allow
convective adjustment to take place when the relative humidity
reaches 100% and the lapse rate exceeds the moist adiabatic lapse
rate. There is a widespread feeling among tropical synoptic
meteorologists, based on day to day observation, that lapse rates
cannot be regarded as the main criteria for moist convection in
the Tropics. An extreme example in support of this point of view
is the hurricane, where convection continues unabated in spite
of the fact that the lapse rate is practically moist adiabatic.
Kasahara and Washington (1967), in the NCAR general circulation
model, allow the release of latent heat whenever there is upward
motion, the amount of heat released being proportional to the ver-
tical velocity in the interior of the atmosphere. When applied
to a potentially unstable atmosphere, this is a questionable
procedure.
As in Charney's study, the model used in this thesis covers
an entire hemisphere, All meridional motions are required to vanish
at the equator. The model uses two levels in the vertical and
a series of grid points to represent variations in the north-
south direction. All perturbations are taken to be periodic in
longitude, the east-west variation being represented by a truncated
Fourier series, The Fourier components interact with each other
and with the mean flow. Longitudinal periodicities which cor-
respond to the observed scales of tropical motions are chosen.
The corresponding wavelengths in middle latitudes are baroclinically
stable. Thus tropical perturbations, which depend on barotropic
and condensational energy sources, can be studied in isolation.
Balance equations are used to calculate the mean flow while
the perturbations are assumed to be quasi-geostrophic. The heating
function consists of condensational and radiational components.
Three kinds of friction are included, surface, internal and lateral.
The details of the mathematical model are described in Chap-
ter 2. Some results derived by linearising the equations are
given in Chapter 3. Chapter 4 describes some preliminary numer-
ical experiments while the main results of the thesis are con-
tained in Chapter 5. A summary and discussion of the results are
given in the final chapter.
Chapter 2. The Mathematical Model
2.1 The Two-Level Model
The primitive equations of atmospheric motion, referred to
spherical coordinates rotating with the earth, and with pressure
as vertical coordinate, can be written in the following form (see
for example, Lorenz, 1967, Chapter 2):
Equations of motion
Ott, - J A (2.1.1)
cLv F, (2.1.2)
Hydrostatic equation
a-3 (2.1.3)
Continuity equation
I L o0 (2.1.4)
Thermodynamic energy equation
d& - (9 (2.1.5)
Equation of state
P = 2 (2.1.6)
where +. D Af- C3*
and 
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For the purposes of the present study, a two-level model in
the vertical is used. (See Fig. 2.1) The equations of motion are
resolved into mean zonal and perturbation components which are
approximated differently, the mean components being reduced to a
set of balanced equations and the perturbation components to a set
of quasi-geostrophic equations. This is done in such a way as to
preserve correct energetic interaction between the mean and per-
turbation components of the flow.
Equations (2.1.1), (2.1.2) and (2.1.4), expressed at levels
1 and 3, give
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The hydrostatic and thermodynamic equations, expressed at
give
(2.1.7)
(2.1.8)
(2.1.9)
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By using the equation of state, X.. is eliminated from (2.1.13),
giving
Hence
The static stability 1p)2 is taken as a constant in this model
and assigned its standard atmospheric value P)S . Two-level
models can be devised in which this parameter is allowed to vary
(Lorenz, 1960), but this would require knowledge of the heating
rates at levels 1 and 3. Since it is not known how condensational
heating due to large convective cells (the predominant mode of
heating in the tropics) is distributed in the vertical, it seems
best to assume uniform heating and to express the thermodynamic
equation simply at level 2. Changes in the static stability will,
however, be indirectly allowed for in the heating term, as will be
seen later (§51).
The presence of a boundary layer has not been explicitly re-
ferred to in the equations so far; the only place it will appear
will be in the parameterization of q2. Anticipating this (see
§2.4), the heating term will be written
( 1 )
Using (2.1.15), the thermodynamic equation then becomes
_t 143 Q
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where
(2.1.17)
(2.1.18)
(A /I
These equations serve as the basis for the description of the mean
and perturbation flow, which will now be discussed separately.
(2.1.16)
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2.2 The Mean Equations
In this study, the variation of all quantities in the longi-
tudinal direction is assumed to be periodic, with basic angular
period L . Thus, there is a basic linear period which varies as
COST.
The mean is defined as
() I L '( )lx
where
Deviations from this mean are designated by a prime, i.e.
) ( )-e- ()
(2.2.1)
(2.2.2)
(2.2.3)
Taking the mean of equations (2.1.7) - (2.1.14) and (2.1.17) gives
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Adding (2.2.8) and (2.2.9), integrating () (os td)
using the fact that
(2.2.7)
(2.2.8)
(2.2.9)
(2.2.10)
and
tij (eV:e)= V,(eE4) C
+ tr3 = O
Using this and the perturbation form of the continuity equations
(2.1.11) and (2.1.12), the equations (2.2.4) - (2.2.7) and (2.2.10)
become
.
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The vertical Reynolds stresses due to synoptic scale motions in
the atmosphere are negligible by comparison with the horizontal
Reynolds stresses, so the terms - ( - in (2.2.12) and (2.2.13)
are dropped, leaving
' "+ U4J" ,Fr'(2.2.17)
The mean zonal flow is assumed to be in a state of balance,
so the zonal equations (2.2.14) and (2.2.15) reduce to
- - (2.2.19)
C f (,2 - -. 2k, -. 0)
This approximation is justified by consideration of the observed
scales of atmospheric motion and, a posteriori, from the results
of numerical integrations with the model.
[The terms are necessary to obtain a correct energy
equation. In numerical integrations, however, they are dropped,
being very small. (see §2.7(c))]
Equations (2.2.8), (2.2.11), (2.2.17), (2.2.18), (2.2.19)
and (2.2.20) are now a complete set of equations governing the
mean flow.
An angular momentum principle can be derived from (2.2.17),
(2.2.18) as follows:
The angular momentum about the earth's axis per unit mass is
given by
S= (Cto4s) ( s oS
with mean and perturbation components
0 "M= ( * -ct Cry) Cer
(2.2.21)
(2.2.22)
(2.2.23)
Therefore
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Integrating gives
L (2.2.24)
i.e. the rate of change of angular momentum within a region
bounded by latitude walls equals the transport into the region
by the mean and eddy flow, plus the integrated torque of the
frictional forces about the earth's axis.
Due to the different physical mechanisms of vertical and lat-
eral diffusion of momentum in the atmosphere, it is desirable to
separate the frictional force (F ,F ) into vertical and hori-
zontal components with separate coefficients.
This is done by writing
F p (2.2.25)
where
in the interior
(2.2.26)
bva) V3  at the ground
The horizontal operator , is obtained by setting
~
in the general expression for 7  in spherical coordinates, giving
1. ___ (2.2.27)
The following expressions, derived from the above, are then used
for the mean frictional force:
(F 1 - t) ((2.2.28)
(rJ,143/ U (2.2.29)
Over the ocean, the drag coefficient CD varies on the average be-
tween .0015 and .0025 (Palmen and Holopainen, 1962). A value of
.002 is used here.
An estimate of k. can be obtained from the value of Bjerknes1
and Venkateswaran (1957) for the internal coefficient of viscosity
of the atmosphere, viz., 3 00 Hence Z e
(. LxD 3~ (3,as well as all other static parameters of the
atmosphere, is taken from Jordan's data (1958).)
No dependable valuables of the Austausch coefficient A are
known; in fact, to represent atmospheric eddy diffusion by a Fick-
ian mechanism at all is to stretch the imagination. Richardson
(1926) suggests a "non-Fickian" diffusion of the form
? t tF,
with F(f) = 0.6,t  cm2/sec for eddies of 1 metre to 10 km in the
atmosphere. Assuming a characteristic eddy scale, , of 50 km
and neglecting , this would give an Austausch coefficient of
5 x 108cm2/sec. Islitzer and Slade (1968) suggest a value of
4 x 108 cm 2/sec, an average of results derived from experiments
with smoke plumes, multiple balloon releases and clouds from nu-
clear detonations. In the present study, values ranging from
4 x 108 to 109 cm2/sec (the value used by Phillips (1956)) are used.
Energy equations for the mean flow are obtained by multi-
plying (2.2.17) by ul, (2.2.18) by u3 , (2.2.16) by ( ,- ), and
integrating.. This gives, making use of (2.2.19), (2.2.20),
3r,
jf ' t o '
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and of symmetry, i.e.
0 0
have been used.
From these equations, the mechanisms by which the perturbations
interact with the mean flow are clearly seen:
(i) The Reynolds stresses act on the horizontal shear of
the mean flow to convert kinetic energy in either direction,
depending on the barotropic stability properties of the mean
flow.
(ii) The eddy conduction acts on the horizontal gradient of
mean temperature (vertical shear of mean wind) to convert
potential energy in either direction, depending on the baro-
clinic stability of the mean flow.
(iii) The perturbations affect the mean flow through the
condensational heating, since (114L) = L. -- This
mechanism is related to "conditional instability of the second
kind" (Charney and Eliassen, 1964).
Some consideration is later given to each of these effects
in isolation (see Chapter 3). In final numerical integrations
with the model, all three are present simultaneously.
M1 1 ti fil N I
2.3 The Perturbation Equations
The quasi-geostrophic system of equations can be written as
follows:
Vorticity equation
. - V3K2
Thermodynamic equation
kt Wv. VC -s DIbt r-)
-:; -5' (2.3.1)
- a (2.3.2)
Hydrostatic equation
where
r-- 93
fz (S. )p~70V- Kxac33if
Z.(C;~ i)I +
(2.3.4)
(2.3.5)
(2.3.6)
These can be derived from the primitive equations (2.1.1) - (2.1.6)
subject to the following conditions (see, for example, Phillips,
1963):
(1) o < I
(2.3.3)
(2) -= (
(3) I
[R = Rossby number, R. Richardson number, L = north-
o 1 y
south scale of the motions under consideration, C = vel-
ocity scale, I = length scale.]
The quasi-geostrophic equations hvae been extensively used
in the study of extratropical motions. At lower latitudes, if
the velocity scale were to remain the same as in middle latitudes,
the Rossby number would become intolerably large due to the de-
crease of and L . The mean zonal winds in the region of tropi-
cal disturbances tend to be small, however, and if the amplitude
of-the disturbances is not too large, the Rossby number is still
reasonably small.
For example, at 1 = 20*, for C = 10 m/sec and I = 500 km
(By comparison, in the westerlies at = 45* and for typical
scales of C = 30 m/sec and L = 1000 km,
The quasi-geostrophic equations can therefore only be expected
to indicate the salient features of the dynamics of tropical dis-
turbances.
Also, at = 200, with IL = 500 km, and using the static
parameters given by Jordan's (1958) data, it is found that
-,-
The third condition, L /-l, and the concomitant feature
of the equations that jo and P must be chosen as constants refering
to a particular latitude (unlike the situation with the mean
equations), mean that attention must be confined to perturbation
motions within a fairly narrow latitude region. Although the model
extends over a whole hemisphere, tropical perturbations may be
studied in isolation by choosing values of 6Xcorresponding to
wavelengths which will grow to finite amplitude in the tropics but
which are baroclinically stable in middle latitudes; hence, the
allowed middle latitude perturbations will decay.
Taking the perturbation form of (2.3.1), expressed at levels
1 and 3, gives
(2.3.7)
I,
(2.3.8)
The perturbation heating function (again anticipating 2.4) is
parameterized as
Then, using the perturbation forms (2.3.9)
Theii, using the perturbation forms of (2.3.2) and (2.3.3) expressed
__YU
at level 2, the perturbation thermodynamic equation is obtained:
-k ) a ~i- ~- - 1 -[ W' -I'--- -. j.=0
*I 7o - (2.3.10)
where
2.
-D= Xv'
(2.3.11)
A, -J (2.3.12)
off " >,'(2.3.13)
and similarly for -13, 1A .
In order that the perturbation equations may have energetics
consistent with the mean equations, the terms and
must be omitted from (2.3.7) and (2.3.8) respectively. This is in
accord with the reduction of the mean meridional equations to the
forms (2.2.19), (2.2.20), and is not a serious approximation, due
to the smallness of U, and U .
In conformity with the expressions (2.2.25), (2.2.26) and
(2.2.27) for the friction, the perturbation friction term at level
1 becomes
- _ vAV'-) ,,vYV)( , (2.3.14)
For simplicity, the perturbation ground friction is linearized,
so that
where I I is a
1l\V1
(2.3.15)
constant, representative of the average value of
The perturbation friction term at level 3 then becomes
I a
a COST
= AV,-(y4 , A'( ) + V >'
where K is dimensionless parameter defined by
-~ '3 c3pIL (2.3.17)
Equations (2.3.7) and (2.3.8) then become
Csy -ZX
(2.3.18)
WdsJ
IPS / -
4 _n" *3-
C4- ZT~
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(2.3.16)
~------
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In order to be consistent with the quasi-geostrophic formu-
lation, the perturbation values of frictional force and heating must
satisfy the following inequalities (Phillips, 1963):
F ,
(Q4i
;- R24C (2.3.20)
(2.3.21)
Applied to each component of the friction separately, (2.2.20)
demands that
A
4a,
(2.3.22)
::~- g: R
(2.3.23)
(2.3.24)A go
The values of the frictional coefficients used are consistent with
these demands.
Applied to each component of the perturbation heating sep-
arately, (2.2.21) demands that
IC (2.3.25)
i. l .
and
(2.3.26)
I
~v K ~~-
C V%( -L
IW' c
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The results of some numerical experiments show that (1G )'
is greater than .5 cm/sec, but is always easily within that order
of magnitude.
In §2.5, the perturbation equations will be resolved into
a series of spectral components; first, the parameterisation of
the heating is discussed.
2.4 Parameterisation of the Heating
The diabatic heating and cooling of the atmosphere is accom-
plished by absorption and emission of long wave heat radiation,
direct absorption of short wave solar radiation, release of latent
heat of condensation and pickup of sensible heat from the surface
of the oceans and continents.
In this model, only the predominant mechanisms of long wave
radiative cooling (which is active at all latitudes) and heating
due to the release of latent heat of condensation (which occurs
mainly in the Intertropical Convergence Zone) are taken into
account.
In parameterising the radiative effect, the earth is re-
garded as being completely covered by a ocean of fixed temper-
ature which varies with latitude according to the formula
T_ T ( ) T,, 3 (2.4.1)
This gives a fair approximation to the observed variation of ocean
temperature.
Calculations of the radiative equilibrium temperature profile
of the atmosphere by Manabe and M8ller (1961), assuming a fixed
temperature at the surface and taking into account the long wave
radiation by water vapour, carbon dioxide and ozone and the ab-
sorption of solar radiation by these three gases, have shown that
the equilibrium profile closely parallels, throughout the tropo-
sphere, the dry adiabat from the surface.
This would give, in the present case, a radiative equilibrium
temperature at level 2 with latitudinal variation described by
t - ( o)- 1 ( (2.4.2)
The greater influence of solar radiation at lower than at higher
latitudes, on the average, would lead to a value of Tm in (2.4.2)
greater than that in (2.4.1).
A Newtonian law of cooling relative to the radiative equil--
ibrium temperature is then assumed for the atmosphere, expressed
by
4 C A (2.4.3)
A rationale for such a mechanism, based on a linearization of the
Boltzmann fourth-power law of heat radiation, has been given by
Charney (1968), who arrives at a value of the radiative relaxation
constant,A.A, given by
CpPi a)4 Z'34 -----
( " = Boltzmann constant).
Using the hydrostatic equation, (2.4.3) can be written
The heating of the atmosphere due to the release of latent
heat of condensation, which, from the global point of view, oc-
curs mainly in the 'hot towers' of the Intertropical Convergence
Zone, will be parameterised in terms of the pumping of moisture
out of the boundary layer. An elaboration of the Charney and
Eliassen (1964) formulation will be used here.
When there is positive pumping of moisture out of the boun-
dary layer, all the latent heat will be assumed to be released
and distributed uniformly in the vertical, giving rise to a con-
densational heating per unit mass
(2.4.6)
For negative pumping, the condensational heating will be zero.
It is 'convenient to define a heating coefficient as
follows:
-- P 
-- (2.4.7)
i.e.
Evaporation from the ocean surface in situ, which supplements
the moisture advected by the large-scale flow, will be allowed
for by increasing the value of q . To remove the discontinuity
in Y in going from a region of positive to one of negative
pumping, a multiplicative factor - is employed, defined by
If "rs/SW is large and positive
while if J'L/Dw is large and negative
The boundary layer specific humidity, , is itself a function
of latitude. According to Ekman theory, the depth of the boundary
layer varies with latitude as I . The air which is in-
jected into the base of the 'hot towers' is then taken from higher
levels as the equator is approached. Assuming a linear decrease
of with height (the actual rhte of decrease is more nearly
exponential), it is appropriate to multiply 7 by a factor/r,
where 5 corresponds to some fixed latitude away from the equator.
In addition to the latitudinal variation of I due to the
change of boundary layer height, there are two other factors whose
influence causes to decrease with increasing latitude. In the
first place, the static stability ~' increases with latitude and
in the second place, is diminished due to decreasing sea surface
temperature going to higher latitudes. Both of these effects will
I
be allowed for by multiplying 2 by a factor j; which
is approximately 1 for 4<cf , and tends to zero for 9p;; .
As seen previously, the static stability in the mean and
perturbation thermodynamic equations (2.2.16) and (2.3.10) is not
allowed to vary with time. The relative effect of the condensational
heating term in these equations decreases as the static stability
increases, however, and it is essential to take this into account
in some way. This is done in an indirect manner by multiplying
by a factor (8),4 O.
The final form of 2 is then
± SA
It remains to arrive at an expression for the boundary layer
pumping, (J.
Charney (1968) 1, in his zonally symmetric ITCZ study, used
1. In the reference quoted, Charney did not give the details of
the derivation of the expression (2.4.10). His derivation is as
follows:
Assuming that the time scale of adjustment in the boundary layer
is small in comparison to that of the flow under consideration,
the zonal momentum equation for the boundary layer on a sphere
may be approximated by
U4t4 C)s
Integration of the above equation and the continuity equation
_+ .0,, (2)
through the boundary layer then gives
+ c e 0 (4)
,CoS -
where the subscripts "L" denote quantities at the top of the boundary
layer, (U) is the weighted average of u in the boundary layer, and
the expression
4 J (2.4.10)
where
[ ( ) denotes the weighted average through the depth of the
boundary layer.]
In this study, where - variations are included, a corres-
ponding expression, which reduces to Charney's when all pertur-
bation quantities are zero, is used, viz.,
Ie' ( I. .1
with
1. Continued
t3 fesT'd is the meridional mass transport in the boundary
layer.
Eliminating FSL&&., the following differential equation in
t3 is obtained:
a'o. q (5)
where = ^ .
Assuming the first term is small, this equation reduces to
In conjunction with (), this leads to the expression (6)
In conjunction with (4), this leads to the expression (2.4.10).
Here, it is assumed that
- I
[Results of numerical integrations show that f. and are small
terms in the denominator of (2.4.11).]
The expressions for t and ? are taken as follows:
62) p~(~ ----)-(-Y ~
tk = fr ii Y(W) (u')
\15 is neglected because of its smallness (verified a posteriori)
and because retaining it would give rise to problems in solving
the equations, as will be seen later (52.7(e)).
2.5 Spectral Resolution of the Perturbation Equations
The -variation of each perturbation quantity, ! , within
the basic period X , will be represented by a truncated Fourier
series:
where
Fj() NL p5 C i) (2.5.2)
{U I O/. (2.5.3)
Note: The convention will be used that whenever two subscripted
quantities appear within curly brackets, the upper will refer to
even values of the subscript, the lower to odd values.
It is easily seen that the functions F. so defined have the
following properties
(a) Zero mean:
(b) Orthonormality:
i.e. " F j"
where Si is the Kronecker delta
(c)
32a.
IuF;
FiFjFk = if (i,j,k) are all even and any one of them
equals the sum or difference of the other two
F.F.Fk if one of (i,j,k) is even, while the other two
are odd, and the even one equals the difference of
the other two
FiFF k = - if one of (i,j,k) is even, while the other
two are odd, and the even one equals the sum of
the others plus 2
F.F.F. = 0 in all other cases.
i k
The quantities l, 0 ). are expanded to give
3.1V--
Jf
T
-;F 4 Xi(v Fj\
From (2.3.12), (2.3.13), it then follows that
J=)
VA1  C*r IS
/vi
(d)
(e)
(2.5.4)
(2.5.5)
(2.5.6)
(2.5.7)
(2.5.8)
(2.5.9)
where
Similarly for (43 1 1 v .
The non-linear terms in the perturbation equations are also
represented by truncated Fourier series:
j!I
WO
_- ( ),) =ret,etc& j \7
d I)
JRL g'Ie FA
(2.5.10)
The interaction coefficients are found by multiplying across by
Fj.), taking the mean and using the orthonormality of the functions
F.(4. Hence
1(0'bC1= _5I?
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With this representation, the averaged non-linear terms
S (VyW) etc., all disappear from the perturbation equations,
as can be seen by taking the means of (2.5.10) and using property
(a) of the functions F..
The perturbation frictional terms are likewise resolved:
Lateral friction
Internal vertical friction
Vi~ '-7 -A: ~s-( )F A) (2.5.12)
Ground friction
J-
The perturbation condensational heating term is represented
as
S-~$~~t)Flh) .,(,'(2.5.13)
where
() (2.5.14)
Since (?1 t) is a highly non-linear function of the perturbation
variables, the coefficients Q are evaluated numerically.
The perturbation vorticity and thermodynamic equations,
(2.3.18), (2.3.19) and (2.3.10),
can now be separated into a set of equations for the spectral coef-
, by equating the coefficients of F (~).fThuicients
Thus
- - a 1.
*13) j
- - i
ajtI eijh
(2.5.15)
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(2.5.16)
Taking the sum and difference of (2.5.15), ( 2 .9. 1 6 )
(2.5.17) to eliminate
(2.5.17)
and using
, i , gives the two prognostic equations
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Examining equations (2.5.15) - (2.5.17), it can be seen that
(1) The lateral friction, ground friction and radiative terms
involve no interaction between different spectral components. The
vertical internal friction involves interaction between corresponding
components at different levels.
(2) The terms involving the mean motion and 06 give interaction
between sine and cosine modes of the same wavelength, i.e., they
cause progression of a wave component.
(3) The non-linear terms Ci, ' give selective
interaction between modes of different wavelength, depending on
whether ~ ~35 is non-vanishing. In order that there be any
non-linear interaction, J must be greater than 2.
(4) The highly non-linear term : gives interaction between all
components, so that no matter what initial conditions are chosen,
every component is excited.
Energy Equations
In order to obtain perturbation energy equations,V, (=,)1
is multiplied by C([~.) , V j) F) is multiplied
by tI' F), and the products are added and integrated
1- ( )OA 641 . Making use of equations (2.5.15) and (2.5.16),
together with the orthogonality property of the F.s and the boundary
contitions
= 0 O j0 (2.5.20)
it is found that
j 
-L9 (t 1 . _
j 2- f (2.5.21)
It is to be noted that the contributions from the non-linear terms
and from the terms have integrated
to zero.
Similarly, on multiplying (2.5.17) by (P~j~Pj ) and
integrating, it is found that
(2.5.22)
Again, the contributions from the non-linear terms have integrated
to zero.
These perturbation energy equations are consistent with the
mean energy equations (2.2.30), (2.2.31).
2.6 The Governing Equations in Dimensionless Form
For convenience in solving the equations and in order to see
what dimensionless parameters are important for the motion, the
mean and perturbation equations are non-dimensionalized. In ad-
dition, a transformation of the latitudinal co-ordinate is effected
by defining
(2.6.1)
A dimensionless time variable, t', and dimensionless dependent
A A A
variables U, W, V, T, j, , ej are defined as follows:
t
aI -UZI V (2.6.2)
employ, (are:L A
Additional dimensionless quantities, which are convenient to
employ , are:
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In all that follows, the prime in t'
Mean Flow Equations
The sum and difference of (2.2.17), (2.2.18) give, on non-
dimensionalization
Lt = -V [ (k)w -w [C' -vV1 -I-
-. ' ,.LA -wl (-LAW)
(2.6.4)
Wt* - -V L VLI 'W*f 1KFV(JV, V/-f [ 12W1
(2.6.5)
The dimensionless thermal wind equation, derived from (2.2.19)
minus (2.2.20), becomes
(2.6.6)
The thermodynamic equation (2.2.16) becomes
- (tJ')VAL *" t;TT
f&$)Fr3
(2.6.7)
is dropped.
+ c rl I U(U- -W I (Lit -W) itm)
- =5 -tdW(1-F-4
Perturbation Equations
The non-dimensional forms of (2.5.18), (2.5.19) and (2.5.17)
can be written
A
( - A)
(2.6.9)
(2.6.10)
(2.6.11)
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The dimensionless forms of the interaction coefficients, derived
from (2.5.11) are
A
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Condensational Heating Term
The non-dimensionalized boundary layer pumping is given by
A
E I(ra(! (2.6.13)3
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where
" .(2.6.14)
- A T I.
J=(
In order to non-dimensionalize the condensational heating factor,
, the static stability factor 402 is expressed as follows:
I+i
,, - TU)6T
- .------
(2.6.15)
Here
T-i.. :,._( j.l,
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The mean and perturbation condensational heating terms are then
(2.6.18)
(2.6.19)
(2.6.10)LJ42, (zAF()
Energy Equations
In dimensionless form, the mean and perturbation energy
equations (2.2.30), (2.2.31), (2.5.21) and (2.5.22) can be written
I-
(2.6.21)ZK-f c c
(2.6.16)
(2.6.17)
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where Ex , , , Ep are, respectively, the mean and per-
turbation kinetic and potential energies, given by
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The notation used here corresponds to that of Phillips (1956),
bracketed terms signifying a transformation of energy from the
first quantity to the second.
In the combined energy equation, obtained by adding all the
components of (2.6.21), the conversion terms (2.6.23) cancel.
The terms (2.6.24) represent the frictional dissipation of
kinetic energy, while the terms (2.6.25) represent the generation
of potential energy due to the diabatic heating and cooling.
2.7 Algorithm for Solving the Equations
In order to study the evolution of the mean and perturbation
flow, the differential equations (2.6.4) - (2.6.7) and (2.6.8)-
(2.6.10) are replaced by finite-difference equivalents which can
be integrated using an electronic computer.
The integration scheme will now be described.
Note: In all that follows, the superscript n will refer to the
time step, while the subscripts i and j will refer respectively to
the grid-point in y and the order of the spectral component.
(a) Calculation of Tn+l
Using V, Tn, Epn and Qn is found from (2.6.7).
Centered space differences are used at all interior points, for-
ward space differences at the equator and backward space differences
at the pole. T is then obtained by forward time stepping:
T "=(2.7.1)
(b) Calculation of Un + l
Using Vn Wn , U n and Rp(n  is found from (2.6.4). Again,
centered space differences are used at all interior points and
forward space differences at the equator. U is set permanently
equal to zero at the pole. Un + l is then obtained by forward time-
stepping
=(2.7.2)
(2.7.2)
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(c) Calculation of Wn+l
For consistence with Charney's (1968) zonally symmetric
ITCZ, equation (2.6.6) is simplified to
Tr= - (2.7.3)
-2
The neglected term is very small since U ,c 5. x 10- 2 . This
equation is then used to give Wn+l directly:
w A (2.7.4)
Centered space differences are used. At the equator, the above
formula becomes indeterminate due to the symmetry of T, neces-
sitating the use of L'Hospital's Rule. This gives
w () =
- r'Z -- = 4& -
&. J 2. w
At the pole, W is set permanently to zero.
- r
(d) Calculation of ,
n n -n A, ,,
Using U, W , and () , the perturbation e-
quations (2.6.9), (2.6.10) are solved forz . 3 l Jl
In order to ensure numerical stability, it was found necessary
to employ a combination of forward, centered and implicit time
differences (the numerical stability analysis is given in the
appendix).
Expressing the t-derivative as
the lateral viscosity term is separated into forward-differenced
and implicitly-differenced parts:
+ I
Hence, (2.6.9) and (2.6.10) can be written
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cont.)
ir
The above quantities are calculated at all interior grid points
using centered space differences. It is assumed that
A
at equator and pole.
Equations (2.7.5) and (2.7.6) are now solved using a method given
by Richtmyer (1957). In finite difference form, these equations
become
- Am Ct,;) (,;,,j)±A (J (,jM ) - . (W iJ)1v (M)= (6;,)
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The boundary conditions at equator and pole are
P(ep,j) = P(Qo,4 ) = o
S0 (2.7.11)The solution is then given by
The solution is then given by
?(111j) = E(#,)J
-Pr(Ij)
(2.7.12)
where
I, (o,j) = , (o,j) = 4 (o,j)
and, at interior points
Ap ( Ij)
(2.7.13)
c:,) ~PI + .(,j
FII~j)
't- - I"
,Ot I
., Pi
A(- (,)j
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(2.7.13,
cont.)F.. (i,j)
The inequalities among the coefficients necessary for a valid so-
lution, viz.,
Ap > o, A3 >o ,
A,>o, 0,>O,
Cp;,o, 3p >Ap+c,
C, > 0
are seen to be satisfied.
The components of the perturbation stream function,
are now stepped forward in time:
',i =. PC= () if
-- i t. / (i#; ) V 2 /o. 
(2.7.14)
From (2.7.14), the Reynolds stress and eddy conduction terms
immediately follow:
1
= IZ 0.1 ,
I
(~fAi
-u, '- U ,') '
2.
a' ?'J;-1--
- ' jI 4 R ij
J"' 'q LrJ j
A AL " 1 P A I
e 1% a,;
jCIC, 4
(2.7.15)
/j, > A..,+ C
E. 'V +6'
(4-ai)T'
(Rp) ",'
, +1
n/+
ze-6t-19 
-j-"*I-at (2.7.15,
cont.)
(e) Calculation of Q , f"
Using U , W , T , ( jJ , the condensational
heating terms ; C are now calculated from (2.6.18),
(2.6.20).
Since Vn + 1 is not known at this stage, the difficulty,
referred to in §2.4, which would be caused by including V3 in
the calculations of C3)L (and hence Q j S ) becomes evident.
(f) Calculation of Vn+l
Taking the t-derivative of (2.7.3) and eliminating Tt and
Wt by means of (2.6.7) and (2.6.5) gives a diagnostic equation
for V:
J VFV I - 2v ro-{ '> =-,
r T~,s~,
- .{- n.4,
-a~w a~I I~wlu-w1 K~-W )
V 5__e (2.7.16)
c3~_~1" ~W)M
where
Using (2.4.2),
03 =  a (2.7.17)
n+ n+1 n+1 n±1 n±1
Using U ,n  W ,n  Q ,n+ E ,n R , equation (2.7.16) is
p m
solved for Vn+1. Again, the method given by Richtmyer (1957)
is suitable.
Expressed in finite difference form, (2.7.16) becomes
wAhU)V(e) V- 3,, ) V ( ) - ( ) '
where
-) i (2.7.18)
c, () -
A it
" 
an41
- c'irnj.l-wJ' (u-wY4 '
At equator and pole, the boundary condition is
0F41
The solution is then given by
V 41
SE &(c) V 1MC  (C , ) V1
where
at equator and pole
and
y (i)
-~ CV(U4(i
Fv (,)
at all interior points.
Again, the coefficients Av, 66,, ) , must satisfy
the inequalities
(2.7.18,
cont.)
(2.7.19)
= O
3V
/& :, ( C) ( ,[i ) fv (- r)+ CV r. 0-0-
Av>o) 6Yv> . CO , - 0) v A --
In order that these may hold, it is necessary that
[ ] > 0 (2.7.20)
or, written in dimensional form,
- -- (2.7.21)
Physically, the interpretation of this requirement is that the
mean of the zonal velocities at the upper and lower levels must
be inertially stable (Eliassen and Kleinschmidt, 1957). This
model is incapable of following the evolution of inettially un-
stable motions. In the computer program, a test for this phen-
omenon was includedgiving a printout whenever it occurred. This
was almost invariably followed by computational blowup within
a small number of iterations.
Chapter 3. Linear Dynamics of the Perturbations
3.1 The Linearized Equations
In order to obtain as much insight as possible into the dy-
namics of the model, the perturbation equations will be linearized
and expressed in Cartesian co-ordinates. Analytical solutions can
then be obtained for some special cases.
Thus simplified, the perturbation equations (2.3.18), (2.3.19)
and (2.3.10) become
1 - 0 -all), -(3. __
(3.1.2)
. ' hi , )+ AV (Vy,,] -.aK V ,'
where
Uf
, (3.1.4)
-, -- -
L4 57iL' a
The parameter f is not necessarily the same as fo, reflecting
the fact that, in the mean equations, f is a variable.
The condensational heating term (.?e))' is simplified by
assigning ? a constant value bo and linearizing equation (2.4.11)
to give
with
()D IL14 u 3I , (3.1.5)
S(3.1.6)
Hence
Taking the sum and difference of (3.1.1), (3.1.2) and using (3.1.3)
to eliminate &O gives
(3.1.8)
-L -~ .m~ v' y
V +1 i~f
9('~~
St,'( -i1) -h; t ,'-w)+ 'VI€(N'-,
S{ 1, '
(3.1.9)
4 -4 N, -"I,') I
These equations are now non-dimensionalized.
Dimensionless independent variables x', y' and dimensionless
stream functions Y, , , are defined by
.r- = a(XI ')
*t? = zt'
Hence, (3.1.8) and (3.1.9) become
(3.1.10)
s'N 0
A 0p ^~' 1 ' ' 4
(3.1.11)
/A4 A
+ +
x511 Dt
(aE3 OxPt (V 3 b
wf.1
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AA7 Kpt9((p~~
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, IIAiElA MIBli illi llilII MI illl llI ,
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OCf ( -_j)
- 41 .,o, ^ ,r,) / Ix h,
.i)
where
A
# K"(, 4 (3.1.12)
. (3.1.13)
Arc~d
- ,7' ( -*)
-D o ,
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The parameters e as defined in (2.6.3).
A A c,tj 
u
3.2 The Baroclinic Case
The purely baroclinic case will first be considered. In this
case, the condensational heating is zero ( 0 = 0) and there is no
lateral shear in the mean wind ( U L,'- 43  O). The only source of
A A
energy then resides in the vertical shear of the mean wind ( U,-4 ),
or equivalently, in the North- South gradient of mean temperature.
The stability of such a flow with respect to wavelike pertur-
bations was first studied by Charney (1947) and by Eady (1949).
The stability properties in the present case are modified by
the presence of the various frictional terms and the factor
Seeking solutions of (3.1.11), (3.1.12) of the form
(3.2.1)
where ok and c are the dimensionless wave numbers and (possibly
complex) phase speed
(3.2.22)
gives
A[ i ) 4i 
-C 
)
)A gCeI'~Y)
+n[-~ - 10
The discriminant gives a quadratic in c:
dC( -.- rz C -t 1 -& - o
i.e. C(3..3)
where
+ I2f0 o ' E ,"A3.2.4)
A I .< - -3 oc £4 '(u I -{ -x ( - i Is?
properties of the flow.
(a) In the special case where
d, L43 U< - , * < C)
the solution reduces to
(3.2.5).A
These non-amplifying values of the phase speed correspond respectively
to the non-divergent and divergent Rossby wave.
At a latitude of 150, with a typical wavelength of 2000 km,
P -,. z: 4.CK I&
(b) In the absence of friction and radiative cooling ( " = = K0),
the solution (3.2.3) reduces to
C M3 .
A( X 21 24* A
i f.'r ot* t1 Ot/'L
If f = f , this reduces to the case discussed by Thompson (1961),
and the flow is baroclinically stable ( A0) for all wavelengths
of perturbation if
where
(3.2.6)
(3.2.7)
- [
tJa
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(3.2.8)
With f > fo, instability can occur for smaller values of the
shear. This is, of course, a peculiarity of the present model
which has no basis in physical reality. It turns out that, in
spite of this, wavelengths of maximum instability in the vicinity
of the ITCZ are still baroclinically stable at higher latitudes.
In addition, since perturbations are confined to latitudes in the
neighbourhood of c, this effect does not introduce any serious
distortion in numerical integrations.
Again, with f = fo, the dominant wavenumber, i.e. that for
which the flow first becomes unstable as the vertical shear is
increased from zero, is given by
O( = 1C(3.2.9)
These formulas will be used,to indicate the baroclinic sta-
bility properties of the flow preliminary to performing numerical
experiments.
3.3 The Case with Condensational Heating
In this case, the mean wind is taken to be zero, so that the
only source of perturbation energy is condensational heating.
Instability associated with this mechanism was first studied
by Charney and Eliassen (1964) for a circularly symmetric system
with friction confined to the boundary layer. It was proposed
that the phenomenon should be known as 'conditional instability
of the second kind'.
In this section, sinusoidal solutions will be examined which
differ from the case of Charney and Eliassen in the additional
sense that negative condensational heating occurs where the boundary
layer pumping is negative.
Seeking solutions of (3.1.11), (3.1.12) of the form (3.2.1)
it is found that
A 13 O C - ( - 9 4e I -ic j
The discriminant then gives
. -= 1. e (3.3.1)
where
R. O(~ P S)
-~ 
JG.(~Ir '
Special Cases
(a) Let
IKn
It is then found that
C =
o( _ ( % i --
(3.3.2)
- 4CL
Hence, a necessary condition for instability is
vO > I+ ~c
If this is satisfied, it is easily seen that
'doc 1) >0o
i.e. the growth rate increases with increasing wavenumber.
For o co
giving a dimensional e-folding time for the instability of
I
(3,3.3)
If ' ')
Z
L
r
a th IYilb
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(b) Let
This case has been studied by Nitta (1964), who shows that the in-
clusion of lateral viscosity shifts the wavelength of maximum growth rate
9 2
to a finite value. For a lateral viscosity of 10 cm /sec, he finds
the wavelength of maximum growth rate to be of the order of 1000 km.
, IYl MillI lI
3.4 A Special Case of Barotropic Instability
In this case, all baroclinic and condensational heating ef-
fects are neglected. The motion is assumed to be horizontal, non-
divergent and barotropic. The only source of perturbation energy
then resides in the horizontal shear of the mean zonal flow.
The stability of such a flow to wavelike disturbances has been
studied by Kuo (1949) and, subsequently, by many other investigators.
A necessary condition for instability is the existence of
critical points where the absolute vorticity has an extreme value,
i.e.
- -- 0 (3.4.1)
must be satisfied somewhere.
Lipps (1962) has studied the barotropic stability of an ideal-
ized wind profile given by
=( A + B (3.4.2)
where A is positive (westerly jet).
The barotropic stability of this profile is quite different
if A is negative (easterly jet). This can be seen immediately by
substituting (3.4.2) in (3.4.1), giving, as the necessary condition
for instability
A >Jp (3.4.3)
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The function L k A^3 K~' attains a maximum value of
1/3 where at '4 cA-'()and a minimum value of (-1) where y=O.
Hence, with A positive, the necessary condition for instability is
(3.4.4)
while, with A negative, the necessary condition is
lx 6 (3.4.5)
where
S 3 (3.4.6)
Thus, the condition for instability is much easier to satisfy for
an easterly jet.
In this study, it was found (see §5-1 ) that the computed mean
zonal wind profile at the lower level in the vicinity of the ITCZ
has a resemblance to a jet of this type. In order to obtain some
additional insight into the barotropic stability properties of the
flow, Lipps' investigation is here extended to cover the case of A
negative.
Under the conditions assumed here, and with all frictional
terms neglected, the vorticity equations, (3.1.1) or (3.1.2), become
d LIL 0 l - 7 0 1 t, )(3.4.7)
lilViMMilNMllMMl I ,
Setting Y(x,,i) 4 j)e x , this becomes
o"- ' • { o (3.4.8)
For ease of comparison of results, this equation is non-dimension-
alized in a manner consistent with Lipps. For this purpose, the
following dimensionless variables are defined
-( A t C - 3
= L '" -' ,A A: _ (3.4.9)
Without asterisks, the non-dimensionalized form of (3.4.8) becomes
r. 0 (3.4.10)
Neutral solutions occur where u - c = 0 (result of Kuo (1949)).
The phase velocities then follow:
44 A- x
where
{ I- (- -'(3.4.11)
In the case of X negative, c2 is not an allowable value of the
phase speed for a neutral wave (because negative c2 would give a
dimensional phase speed outside the velocity limits of the mean
flow). Taking c = cl , Equation (3.4.10) becomes
'P I- 19 + ( U- C .P- o
i.e.
(3.4.12)
Changing the independent variable to 2, where
%.:: r,.
gives
The only solutions to this equation satisfying boundary conditions
$= O c4- C4 - FI (3.4.14)
are
' --I) Q
(3.4.15)
where k is a constant, m = and Pt() are the
Legendre Polynomials of degree 2 and order m.
associated
dc~tl~ gd,+4)lq5=
(3.4.13)
PItv
0 (71 C I
4tf r5.4o3-c x V4>=
m = 1: This gives an antisymmetric solution
' ^ - ;(3.4.16)
m = 2: This gives a symmetric solution
2I2,/ J (3.4.17)
The curves of neutral stability are given in Fig. 3.1, with
Lipps' results for the westerly jet included for comparison.
It is to be noted that
1) As qj increases, the easterly jet first becomes unstable,
the threshold value of [J; being the same for both symmetric and
anti-symmetric disturbances. In the case of the westerly jet, the
threshold value of ~ for symmetric disturbances is less than that
for antisymmetric disturbances.
2) As IJ -* c (B - 0), the stability curves for easterly and
westerly jets tend to the same asymptotes.
3) For the easterly jet, wavelengths less than the neutral
wavelength are stable, wavelengths greater than the neutral wave-
length are unstable.
X -
STABILITY OF EASTERLY AND WESTERLY JETS.FIGURE 3.1
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Chapter 4. Some Preliminary Exneriments
In this chapter, some preliminary experiments with the
model will be described. These involve integrations for the
case of zero condensational heating with a wave perturbation
interacting with the zonal flow, and for the case with conden-
sational heating but with no wave perturbations.
4.1. The Case of Zero Condensational Heating
If the condensational heating is omitted, a radiatively
driven circulation is set up in response to the latitudinal
variation of radiative equilibrium temperature. Such a case,
insofar as the earth's atmosphere is concerned, is purely hypo--
thetical. It fails to correspond to the actual atmosphere in
the basic sense that it gives rise to a broad region in equa-
torial latitudes where the temperature T2 is below the radia-
tive equilibrium value, whereas, in fact, T2 exceeds the radia-
tive equilibrium value. (See, for example, Manabe and M8ller,
1961.)
Nevertheless, this case is of interest in that it provides
a framework within which later results can be viewed.
Starting with the model atmosphere at rest, integrations
were performed for the zonally symmetric case. Taking a ra-
diative equilibrium wind shear
, ( 4..1)
as given by (2.7.17), with k
to evolve to a steady state,
being chosen as follows:
= .04, the circulation was allowed
the values of the other parameters
I
= 4-0
'At
- .x
33x(to
f.LG
b, -
4- J L 2
The zonal winds at levels 1 and 3 when the circulation has become
steady are shown in Figure 4.17. It can be seen that the winds
remain strong up to the vicinity of the pole, decreasing abruptly
to zero at the northernmost gridpoint. As well as being unrealistic,
this is undesirable from the point of view of maintaining compu-
tational stability in the perturbation equations (see equation
A.11 in the appendix).
In order to improve the situation, W was modified so as
to tend to zero near the pole by setting
3 L
= -. (4.1.2)
The corresponding radiative equilibrium temperature is shown in
Figure 4.1, with that corresponding to the unmodified included
for comparison.
The zonally symmetric circulation was again allowed to e-
volve. The zonal winds after a simulated time of 63.65 days,
when a steady state was being approached, are shown in Figure
4.3 (curves (c) and (d)). It can be seen that the winds now
tend to zero much more gradually towards the pole. This was
chosen as a more suitable basic flow on which to study pertur-
bations.
A single-wave perturbation (J = 2) was introduced and al-
lowed to interact with the mean flow, the dominant wavelength
for baroclinic instability being chosen, as given by (2.3.9)
with &= 450. This turns out to be 3250 km, whence
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In order to satisfy the criterion for numerical stability, the
time increment At was reduced to .16.
The perturbation energy grew exponentially with an e-folding
time of 1.7 days. After reaching its first maximum, it oscil-
lated with an irregular period of 5 to 11 days as shown in Figure
4.2. This 'index cycle' type of oscillation was accompanied by
oscillations of the mean zonal kinetic energy, which remained
greater than the perturbation kinetic energy by a factor of at
least 2.
These irregular oscillations are due to the non-linear nature
of the Reynolds-stress and eddy conduction interactions between
the perturbations and the mean zonal flow.
Figure 4.1 shows, in addition to the radiative equilibrium
temperatures, the temperature T2 for the zonally symmetric case
63.65 days after it has started from rest, and T2 for the per-
turbed case 96.5 days after the perturbation is introduced.
For the same times, the vertical velocities are shown in
Figure 4.4. The Reynolds stresses and eddy conduction for the
latter time are given by Figure 4.5.
It can be seen that the temperatures in the zonally symmetric
and the perturbed cases are below radiative equilibrium in equa-
torial latitudes and above radiative equilibrium in polar latitudes,
O
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the cross-over point being in the neighborhood of 30*. The equa-
tor to pole temperature difference is less than the radiative
equilibrium temperature difference in both cases, being less for
the perturbed case than for the zonally symmetric case. This is
a consequence of the poleward transport of heat by the baroclinic
eddies.
The effect of the eddies on the zonal wind field is to in-
crease the maximum westerlies at level 1, giving two separate
maxima. At level 3, the zonally symmetric regime with easterlies
at low latitudes and westerlies in polar latitudes is modified
to give a strong band of westerlies centred around 480, bordered
to north and south by easterlies. The low latitude easterlies
are considerably strengthened over the zonally symmetric case.
The vertical velocity field, which in the zonally symmetric
case consists of a region of rising motion at low latitudes and
a region of sinking motion at high latitudes, gives way in the
perturbed case to three separate regions of rising motion and
three regions of sinking motion.
The contours of the perturbation stream functions y1P and
Y,' (divided by the non-dimensionalising factor J) are shown
in Figures 4.15 and 4.16. It can be seen that the baroclinic
regime has two separate latitudes of maximum development, one
around 30* and the other around 50*. The intensity is greatest
at the upper level and the highs and lows tilt towards the west
with height.
The Reynolds stresses are such as to transfer momentum
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northward except for a small region around 390 and the region
north of the westerly maxima at 480, where the transport is
southward.
Further experiments were performed varying the frictional
parameters K, K', C', and K. With weak friction, the motion
tended to become inertially unstable after the introduction of
the perturbations. The vertical friction parameter K' was
found to be the most critical one in determining whether or not
inertial instability would occur.
This experiment raises the question of whether inertial
instability occurs in the real atmosphere and, if so, of what
kind of motion it gives rise to.
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4.2 The Zonally Symmetric ITCZ
Charney (1968) has investigated the zonally symmetric case
with condensational heating. He finds that the effect of con-
densational heating manifests itself as an instability. For re
less than a certain critical value, a 'weak ITCZ' forms, where the
circulation does not differ markedly from the 'dry' circulation.
As the critical value of Qo is reached, the whole circulation
changes character; a 'strong ITCZ' forms, consisting of a region
of concentrated rising motion at a latitude between the equator and
150, but never at the equator. The width of the region of rising
motion is approximately 300 km, and its location can be varied by
changing the initial conditions.
In this section, a particular case of a zonally symmetric ITCZ
is chosen and presented in detail, its response to changes in a
number of the parameters being noted.
This case will be used as the basic state for the study of
asymmetric perturbations in Chapter 5.
The radiative equilibrium wind shear is taken as a slightly
modified version of (2.7.17) with n = 1, viz.,
W-Aa:: (4.2.1)
The factor in the denominator reduces A to a small value near the
pole. A value of .04 is chosen for k, corresponding to Tm = 600.
The corresponding radiative equilibrium temperature in dimensional
form is shown by the solid curve of Figure 4.7.
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Values chosen for the other parameters are
C' =
and zonal wind fields after 95.5 days are sho in Figures 4.7 toT. JL 2 1
---- - -o21
At first, Lb is set to zero and the 'dry' circulation, without
perturbations, is allowed to evolve and approach a steady state.
The growth curve for the (dimensionless) zonal kinetic energy,
EK , is shown in Figure 4.6. The temperature, vertical motion
and zonal wind fields after 95.5 days are shown in Figures 4.7 to
4.10, while the energetics are given in Figure 4.11.
Condensational heating is then introduced, setting
o= •3x It
;?, = Irol
and increasing 0o in steps to a value of 3.5.
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A 'weak ITCZ' develops. The temperature, vertical motion at
level 2 and zonal wind fields after the circulation has reached
a steady state are again shown in Figures 4.7 to 4.10, while the
energetics are given in Figure 4.11. Figure 4.12 shows the vertical
motion out of the boundary layer and Figure 4.13 the resultant
values of the heating parameter Q.
The value of 1, is then increased to 5. A 'strong ITCZ'
develops and the change in the character of the circulation can be
seen by comparing the curves for this case, after it has reached
a steady state, with the other curves in Figures 4.7 to 4.13.
It can be seen that, in the 'strong ITCZ' case, the field
of vertical motion at the middle level becomes concentrated in
a narrow region centred around 140. The distribution of the
boundary layer pumping, as can be seen from Figure 4.12, is very
similar.
Only in the case of the 'strong ITCZ' does the temperature
field exceed the radiative equilibrium values at low latitudes.
It can be seen that, whereas the equator-to-pole temperature dif-
ference in the case of the dry circulation and of the 'weak ITCZ'
is less than the radiative equilibrium equator-to-pole temperature
difference, the opposite is the case for the 'strong ITCZ'. In
all cases, the temperature gradient at lower latitudes is less
than the gradient of radiative equilibrium temperature.
The wind fields at the upper level show a strengthening of the
westerlies as 10 is increased. At the lower level, the easterlies
and westerlies are considerably stronger for the case of the 'strong
ITCZ' than for the dry circulation or the weak ITCZ. In addition,
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(a)
cE, . = .128x{5r -EP =.128 x1
{Eki }
(Ek g I
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a strong shear in the easterlies is associated with the 'strong
ITCZ'.
The quasi-discontinuous nature of the condensational heating
parameter I in going from a region of positive to one of negative
boundary pumping is clearly shown in Figure 4.13.
Examination of the energetics in Figure 4.11 shows an in-
creasing generation, conversion and dissipation of energy as )
is increased.
To test the effect of changing the lateral viscosity, in-
tegration for the 'strong ITCZ' case is resumed with K increased
from .15 x 10 to .2 x 10-4 . The resultant field of vertical
motion ,after the circulation has reached a steady state is shown
by curve (b) in Figure 4.14, with the original 'strong ITCZ' field
of w2 (curve (a)) included for comparison.
It is seen that the effect of increasing K is to shift the
ITCZ towards the equator while decreasing slightly the value of
the maximum vertical velocity. To the north of the ITCZ, the field
of vertical velocity remains almost identical.
The parameter yd is now increased from .28 to .35 and the
integration is continued until the circulation again reaches a
steady state. The resulting w2 is shown by curve (c) in Figure
4.1. It can be seen that the ITCZ moves away from the equator,
being centred at 17027 ' (y =.3).
Varying all other parameters in turn, it was found that
changes in the position and strength of the ITCZ were slight,
leading to the conclusion that the zonally symmetric ITCZ, once
formed, possesses a high degree of stability.
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Chapter 5. Disturbances on the ITCZ
In this chapter, wave perturbations on the ITCZ will be
studied, taking as basic state the zonally symmetric ITCZ which
has been described in Chapter 4, and whose properties have been
portrayed in Figures 4.7 to 4.13.
First, the idealised case of a single wave disturbance on
the 'strong ITCZ' will be examined, omitting friction and heating
terms from the perturbation equations and allowing the wavelength
of the disturbance to assume a series of values. Friction and
heating will then be introduced in turn and their effects noted.
Finally, non-sinusoidal disturbances will be studied by allowing
several wave components to grow and interact.
A single case of a disturbance on the 'weak ITCZ' will also
be examined.
5.1 Single-Wave Perturbations Without Friction and Condensational
Heating
As a preliminary to performing any numerical integrations,
some idea of the dynamic stability properties of the zonal winds
in the neighbourhood of the ITCZ can be obtained by employing
the results of Chapter 3.
The zonal wind at the lower level in the neighbourhood of
the 'strong ITCZ' is compared in Figure 5.1 with the idealised
wind profile
k = A + i
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discussed in §3.4. Choosing A = -7m/sec, B = -lm/sec, ~ ~ M)
it is seen that the two profiles bear a resemblance, especially
south of 140.
From (3.4.5) and (3.4.6), the necessary condition for baro-
tropic instability of the idealised profile is
Choosin = 2.2 x 0 1 3 cm sec-1 (corresponding to a latitude
of 150) and using the values of A and b given above, it is found
that
so that the necessary condition for instability is easily
satisfied.
The neutral wavelength for symmetric perturbations is given
by (3.4.17), viz.,
Hence
i.e.
Thus, perturbations of wavelength less than 560 km will be baro-
tropically stable, while perturbations of wavelength greater
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than this will be barotropically unstable.
Considering the baroclinic stability properties of the flow,
equations (3.2.6) and (3.2.7) show that a necessary condition for
baroclinic instability is
72.
i.e.
For a given fo, the larger , the smaller is the cut-off wavelength.
Choosing A= 100, . = 150, f = 2A, it is found that
L 5 0 0 fzrv
Thus, the minimum wavelength for baroclinic instability is much
greater than the neutral wavelength for barotropic instability.
Numerical experiments are now performed to test the stability
of the 'strong ITCZ' zonal winds to perturbations of various
wavelengths. All frictional and condensational heating terms
are, for the present, omitted from the perturbation equations.
The initial perturbations are:
i{ 1O 1o
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Friction and heating terms in the perturbation equations are set
to zero. The following values of the parameters are chosen:
all other parameters being the same as in §4.2.
Values of DA corresponding to wavelengths varying from 1000
km (~) = .157) to 3000 km (AX = .472) are then chosen and a
numerical integration is performed for each.
The growth curves of the perturbation kinetic energy are
shown in Figures 5.2 and 5.3. It can be seen from Figure 5.2
that as the wavelength increases from 1000 km to 1750 km, the
growth rate of E* also increases. For a wavelength of 2000 km,
the growth rate is almost indistinguishable from that for 1750
km over most of the range, but eventually the 2000 km case pre-
dominates and reaches a greater amplitude. The e-folding time
for Eii in this case is 1.2 days.
As the wavelength is further increased, Figure 5.3 shows
that the growth rate decreases, so that 2000 km is the dominant
wavelength.
In all cases, the growth of Ex is due to barotropic con-
version by Reynolds stresses from mean to eddy energy. In Table
5.1, the Reynolds stress conversion r'A' and the baroclinic
eddy conversion I~;E at 7.16 days after initialisation are
presented for comparison. It can be seen that Ij'cj outweighs
II , llll ill ,I 
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Wavelength (kmn)
1000
1250
1500
1750
2000
2250
2500
2750
3000
It .Ei
.585x10- 8
.252x10- 7
.538x10-7
.759x10 - 7
.813x10- 7
.709x10 - 7
.537x10 - 7
.375x10-7
.246x10 - 7
-.269x10-10
-.411x10-l0
-. 415x10 - 1
+.933x10 -1 0
-.459x10-1 0
-. 138x10- 9
-. 137x10- 9
-. 907x10-1 0
-.417x10-10
Table 5.1 Comparison of barotropic and baroclinic energy
conversions at 7.16 days after initialisation.
i Ep --at
JM -4*iP~TIY ilillMI i
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{Ep" P~' by more than two orders of magnitude. In all cases
except for the wavelength of 1750 km, the baroclinic conversion
is stabilising.
Examining the 2000 km wavelength case in more detail,
Figures 5.4 and 5.5 show the stream function components at upper
and lower levels at 23.9 days after initialisation, when 'El
has reached its second maximum. It is seen that the perturbations
are confined to tropical latitudes where the mean motion at level
3 is barotropically unstable. As is to be expected, the pertur-
bation amplitudes are much greater at level 3 than at level 1.
The perturbations die away north of 30*, due to the baroclinic
stability of the flow for the wavelength involved. The maximum
amplitude of the perturbation wind at 23.9 days is approximately
7 m/sec.
The effect of the perturbations on the mean flow at 19.1
days (when EKI is at a minimum) and at 23.9 days (when EkI is
at its second maximum) after initialisation is shown in Figures
5.6 to 5.9.
It can be seen from Figure 5.6 that the perturbations have
a strong effect on the field of mean temperature, raising it
several degrees above the zonally symmetricvalues in tropical
latitudes. This effect is exerted mainly through the influence
of the perturbation wind velocity at level 3 on the mean con-
densational heating term (r2 )..
The perturbations also tend to broaden the mean ITCZ, as
can be seen from Figure 5.7, though leaving it centred around
IrnI -uMIMILlii
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approximately the same latitude. This is especially true at
23.9 days, though in this case the magnitude of the vertical
velocity has decreased. At 19.1 days, where less broadening
has taken place, the maximum vertical velocity has increased
greatly. It is to be noted that the perturbations lead to
the disappearance of the weak region of rising motion ('sec-
ondary ITCZ') situated adjacent to the equator.
The perturbations also increase the shear of the mean zonal
wind at level 3 in the neighbourhood of the ITCZ. This is some-
what surprising; it again arises from the effect of the pertur-
bation velocity on the mean condensational heating.
At level 1, the mean zonal winds are changed little in
tropical latitudes but the maximum north of 30* is strengthened.
It is to be noticed that the effect of the perturbations is felt
at latitudes where the actual perturbation amplitude in situ
has decreased to zero.
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5.2 Single-Wave Perturbations With Friction But Without Con-
densational Heating
To test the effect of friction on the perturbations, the
vertical and lateral frictional coefficients K' and K are now
given the same values in the perturbation equations as in the
mean equations, viz.
The perturbation ground friction is linearised as described
in §2.3, the relevant parameter being K , given by
A Z3 Cp, IU
In deriving this, it was assumed that the wind at the surface
is the same as at level 3, which may lead to an overestimate of
the surface frictional dissipation.
Choosing
-3
C = 2,.2. x (o
it is found that
K -03
Taking all other parameters as in §5.1, and omitting con-
densational heating in the perturbation equations, a pertur-
bation of the dominant wavelength for barotropic instability,
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2000 km, was initialised as before and allowed to evolve.
It was found that Ex decayed slowly. At 2.39 days after
initialisation, the eddy dissipation terms had the following
values:
EA I  7Xo10
while the Reynolds stress conversion was
It is evident that the production of eddy kinetic energy by
barotropic conversion is outweighed by the sum of the frictional
dissipations.
Keeping the vertical and lateral friction coefficients as
before (i.e. the same as in the mean equations), the ground
friction coefficient is halved, i.e.
K .o15
and the run is repeated.
The perturbation kinetic energy grows slowly, as shown in
Figure 4.10, curve (b). The e-folding time for FK is 4.8 days.
This is to be compared with an e-folding time of 1.2 days for
the frictionless case. In addition, the final amplitude of
in this case is about an order of magnitude less than in the
frictionless case, as can be seen by comparing curves (a) and (b)
in Figure 5.10.
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From these results, it is seen that, when there is no con-
densational heating of the perturbations, the friction may pre-
vent the barotropic instability of the mean flow from being
released.
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5.3 Single-Wave Perturbations with Friction and Condensational
Heating
Self-heating of the perturbations is now allowed. Referring
to equation (2.5.13), it is seen that for the case of a single-
wave disturbance (J = 2), the perturbation condensational heat-
ing function ( 7O )' is of sinusoidal form. To approximate the
actual 'on-off' nature of the function ( 7&)L ) in going from
a region of positive to one of negative boundary-layer pumping,
a higher number of wave components in the perturbation part would
be required. For the present, attention is confined to the single-
wave case in order to get a first look at self-heating distur-
bances. Later, in §5.4, multiple-wave disturbances, which re-
quire a great increase in computing time, will be considered and
more detailed results presented.
The friction coefficients chosen are those used in the earlier
part of §5.2, viz.,
-4,
K c 4
A
In the numerical evaluation of the heating components £,12 grid
points are used in the east-west direction. With all other
parameters as before, and with the same method of initialisation,
a perturbation of 2000 km wavelength (AA = .314) is allowed to
evolve.
The perturbation kinetic energy grows with an e-folding time
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of 3 days, as shown in Figure 5.10, curve (c). This is inter-
mediate between the growth rate of the free barotropic wave,
where E I had an e-folding time of 1.2 days, and of the wave
which had frictional retardation (with K = .015) but no self-
heating, in which case the e-folding time for t' was 4.8 days.
The energetics of the disturbance in the growing stage
(at 11.95 days) and in the mature stage (at 23.9 days) are shown
in Figure 5.11. It can be seen that, in the case of the growing
disturbance, the kinetic energy comes mainly from the zonal flow
by Reynolds stress conversion, though a considerable amount also
comes by direct conversion from eddy potential energy which is
generated by the perturbation condensational heating. The dis-
sipation is mainly accomplished by surface friction, though at
this stage this is still small by comparison with the Reynolds
stress conversion. When the disturbance has evolved to the mature
stage, the Reynolds stress conversion is small by comparison with
the dissipation terms, which are now balanced mainly by the con-
version from eddy potential energy.
The stream function amplitudes for the growing and mature
disturbance are shown in Figures 5.12 and 5.13. Again, the per-
turbations are confined to latitudes south of 300, having maxi-
mum amplitude at around 130. The amplitudes at level 3 are about
an order of magnitude greater than at level 1. At 23.9 days,
the amplitude of the perturbation wind 1/3 is 2.7 m/sec.
The phase of the level 3 stream function 4 )wF
A A 4 -( *4 ( .1,N )(4.h
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at 130 latitude increases by 11554' from 22.71 to 23.9 days,
showing a westward propagation of the disturbance at 6.2 m/sec.
The vertical velocities K0r and L-JL , the perturbation
temperature T' and the geopotentials 9 and I , all at 23.9
days and at latitude 130, are shown in Figures 5.14 and 5.15.
It can be seen that the maxima of JjIand k coincide with the
low-level trough and that the disturbance is 'warm-core'. A
weak ridge at the upper level lies 420 km to the east of the
low-level trough.
The effect of the perturbations on the mean flow at 47.8
days after initialisation (at which stage fi = .186x10- 5) can
be seen by referring to curve (e) in Figure 5.6 and curves (d)
in Figures 5.7, 5.8 and 5.9. The effect on the mean temperature
field or the zonal winds at level 1 is not as great as in the
case of the free perturbations. The ITCZ is considerably broad-
ened and its maximum strength and the shear across it are reduced.
A further experiment was performed with a different formu-
lation of the perturbation ground friction, all else being exact-
ly as above. Instead of the linearised form described in 2.3
with
A =
and I ) taken as a constant, (~I is now set equal to [ (,i)1,
the actual value of the low-level zonal wind at the point in
question.
The growth rate of perturbation kinetic energy is slightly
ill IY I I iilii i
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greater than previously, having now an e-folding time of 2.43
days. The final amplitude attained is also greater, as can be
seen from Figure 5.16.
The energy conversions for the growing and mature dis-
turbance, with the zonal conversions also included, are shown in
Figure 5.17. The qualitative features of the energetics remain
unchanged.
,l I O MUi llll I i liiinI
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5.4 Multiple-Wave Disturbances with Heating and Friction
Up to this point, all disturbances have been constrained
to be sinusoidal in character. The most serious deficiency of
this procedure lies in the approximation of the perturbation part
of the condensational heating function (7L) by a single sinu-
soidal wave. A higher number of wave components would be required
to represent this function accurately.
All perturbation quantities will now be allowed to assume
a non-sinusoidal form by increasing the number of Fourier com-
ponents in their expansion. In this section, J = 6 is the
value chosen.1
A basic periodicity of 2000 km is again used ( 4)=. 34 ), so
that now a disturbance will consist of interacting components
of wavelength 2000, 1000 and 666.6 km. All components are simi-
larly initialised, after the manner described in4 5.1.
A
In the numerical evaluation of the heating components Zj ,
36 grid points in the east-west direction are now used.
1. The immediate problem to be faced in increasing the value of
J was the rapid increase in computing time required. Using the
fastest computer available, the IBM 360/95 at the NASA Institute
for Space Studies in New York, the time required for 100 iterations,
with J = 6, was 4.28 minutes. In a normal run, the program was
allowed to proceed for up to 2000 iterations.
For J = 12, the computing time increased to 23.2 minutes
per 100 iterations.
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The linearised form of the perturbation ground friction,
with K = .03, is reverted to. The time-step, t, is chosen to
be .063, a value which satisfies all the numerical stability
criteria (see Appendix). All other parameters are the same as
in §5.3.
The interacting set of wave-components is then allowed to
evolve and reach the mature stage. Figure 5.18 shows the growth
of the perturbation kinetic energy, with the corresponding curve
for the case of J = 2 included for comparison.
I
It can be seen that the e-folding time for EK is approxi-
mately the same in both cases, i.e. 3 days. The final amplitude
attained in the case of J = 6, however, is somewhat less than in
the case of J = 2.
A breakdown of the distribution of & between the different
components in the growing stage (10 days) and at the mature stage
(24 days) is shown in Table 5.2. It can be seen that nearly
all of the energy is contained in the longest wavelength (J = 1
and 2).
Figure 5.19 shows the energy conversions at 10 and at 20
days. In the growing stage, the predominant feature is the con-
version of kinetic energy from the zonal flow to the pertur-
bations by the Reynolds stresses. At the mature stage, this is
superceded by the direct conversion of condensationally produced
eddy potential energy to eddy kinetic energy. The dissipation
of the eddy kinetic energy is accomplished mainly by surface
friction.
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TIME = 10 DAYS
1 .559x10-7
2 .136x10- 6
3 .645x10-9
4 .778x10- 9
5 .146x10-1 0
6 .776x10-1 1
TIME = 24 DAYS
1 .663x10- 6
2 .530x10-6
3 .738x10-8
4 .337x10-8
5 .770x10- 8
6 .644x10- 9
IDistribution of
Distribution of Ex among spectral components.Table 5.2
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Figures 5.20 to 5.23 show the effects of the perturbations
on the mean flow. Unlike the case of the free perturbations, the
mean zonal temperatures are now slightly lower than the unper-
turbed values in tropical latitudes. The ITCZ has broadened and
moved closer to the equator, with a diminishment of the vertical
velocity in the ascending region. The shear in the zonal winds
at the lower level has decreased. There is no significant change
in the upper zonal wind profile.
The field of geopotential (mean plus perturbation) at level
3 is shown in Figures 5.24 and 5.25, corresponding to times of
23.5 and 24 days respectively. The variation of the geopotential
at levels 1 and 3 at the latitude of maximum perturbation ampli-
tude, 130, is shown in Figures 5.26 and 5.27. It can be seen
that the amplitude of the perturbation at level 1 is 1/6 that at
level 3. The upper level ridge lies to the east of the surface
trough. The wave propagates towards the west at 6.4 m/sec. The
maximum amplitude of the perturbation wind in the meridional di-
rection at level 3 is 2.65 m/sec. (The mean zonal wind, 4 ,
at 130 is 5.8 m/sec.)
Figure 5.28 shows the field of w 2, with the detailed varia-
tion at 130 shown, in Figure 5.29. It can be seen that the var-
iation is no longer even approximately sinusoidal. The ITCZ has
broken down into a highly asymmetric pattern of rising motion with
a concentrated maximum, surrounded by a broad region of weak sink-
ing motion. For comparison, w2 in the growing stage (at 12 days)
is shown in Figure 5.31. At this stage, the ITCZ has much more
of a zonally symmetric character.
I ii A I mJ  lllmomilll,
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The level 2 temperature field at 24 days is shown in Figure
5.32. The system is seen to be 'warm-core'.
The eddy transports of momentum and energy are shown in
Figure 5.33. The Reynolds stress at the lower level transports
momentum northward to the south of the central latitude of the
perturbation, and southward to the north of this latitude. The
Reynolds stress transport at the upper level could not be repre-
sented on the same scale, being about two orders of magnitude
smaller. The eddy conduction of energy is northward, having its
maximum value near the central latitude of the perturbation. All
eddy processes decay to zero north of 240.
The condensational heating function is now examined to see
if the spectral representation with J = 6 gives a good approxi-
mation to the 'on-off' nature of the function. The condensational
heating is proportional to H, as defined by
Using (2.5.13) and (2.6.3), this becomes
Jul
( - WA
A we'
142
,A
-. 744x10 - 2
.119x10-1
.335x10 - 2
-. 731x10 - 3
.127x10 - 2
-. 784x10- 3
4I sin (2rX/AX)
jr2 cos (2TX/AX)
ri sin (4rX/AX)
/ cos (4rk/AX)
'if sin (6Xf/AX)
f2 cos (67rX/AX)
Table 5.3 Spectral amplitudes of the perturbation condensational
heating function at = 14030 ' and Time = 24 days.
,' IldNII0 1 i l ,
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A
Table 5.3 gives the values of ( at a central latitude for the
perturbations ( = 14030 ') at 24 days, with the accompanying
functions '() . The corresponding value of (WJ J ) is .936.
Both of the quantities (/p3) and 4I are shown in Figure 5.34.
It can be seen that the distribtuion of the heating is non-
sinusoidal, but is still positive, though small, in regions of
negative boundary layer pumping at this particular latitude.
It is obvious that, in order to get a more accurate representation
of the heating, a higher number of spectral components would
be required.
In a posteriori justification of the neglect of the mean
meridional velocity in arriving at the balance equations (2.2.19),
(2.2.20), and the expression for the boundary layer pumping, if
for time 24 days is shown in Figure 5.36. (note: Lt)--U ). It
is seen that 1 , with a maximum value of 0.6 m/sec, is indeed
small by comparison with the mean zonal velocities and the com-
ponents of the perturbation velocity. Its magnitude in other in-
tegrations was similar, justifying the approximations made.
-- i n~eow hM iIIoEIIIoimEI6 W
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5.5 Perturbations on the 'Weak.ITCZ'
Up to this point, the perturbations studied have had as
their basic state the 'strong ITCZ' of Chapter 4. The pertur-
bations have derived their kinetic energy from the barotropi-
cally unstable flow at the lower level, and by direct conversion
of condensationally produced eddy potential energy.
A perturbation similar to that described in 5.3, with va-
riable K (proportional to LU4) ), will now be imposed on the 'weak
ITCZ' circulation of Chapter 4, the only difference being that
now q. has the value 3.5.
It is found that the perturbation energy decays. Neither
Reynolds stress conversion from the mean flow kinetic energy nor
perturbation condensational heating is sufficient to overcome the
dissipative effects of friction. The energy conversions at 4.8
days after initialization of the perturbations are shown in Fig-
ure 5.35. It can' be seen that the Reynolds stresses are stabil-
izing and that f{6E J is much smaller than the dissipation of E
Thus, the high value ofy and the associated strong shear of
43 are necessary to give growing ITCZ disturbances.
A possibility for further useful studies with the model would
be to increase the condensational heating effect in the perturbation
equations, leaving its value in the mean equations unchanged, so
as to retain the weak ITCZ as basic zonal state. This would give
some insight into disturbances which grow due to condensational
heating in a situation where the Reynolds stresses are stabilizing.
I MIwlllA lA ill I, ,
-8 
-7 
-6 
-5 
-4 
-3 
-2 
-1
U
3
m
/sec
FIG
URES'( 
COM
PARISON 
O
F
145
300
200
-
-
 
10 O*
00
O 
I
11-4m
alw
ill 
10 1111
ZO
N
A
L 
W
IN
D
 
PR
O
FIL
E
S.
S (e)
I
%#
%
% I
( I
\ ,
II
-
II
Ii'
- II
- I'l1//III
1. I '
-fl
'I
(0)
(b)
(c)
(d)
(e)
AX = . 157 (L=I000km.)
Ax = .1965 (L=1250 km.)
AX= .236 (L= 1500 km.)
AX =.275 (L=1750 km.)
AX=.314 (L=2000 km.)
TiME (DAYS) --
PERTURBATION KINETIC ENERGY.
146
.Ix10 -4
/
/I
II/
/(c)
.Ix10-5 I
t
EK
.IxIO- 6
.1xIO -7 -I-
FIGURE D" GROWTH OF
.IxIO-4
.1x10 5
t
EK
.1x10 6
.1x10 7
FIGURE" 3 GROWTH OF PERTURBATION KINETIC ENERGY.
147
10 20 30
TIME (DAYS) -+
I.2 x 10
.8x10- 5 H -
.4x10-5 (a)
00 151 300 ' 450 600 900/ 7 /
-.4xIO- 5
-.8xI0-s (b)
-I.2xIO - 5
FIGURE,*4 STREAM FUNCTION COMPONENTS (DIMENSIONLESS) AT LEVEL I FOR THE
CASE AX=.314 AFTER 23.9 DAYS.
4.0x 10"4
3.0x 10- 4
2.0 x10 -4
I.OxIO-4 - / \
^ 09 150 , 300 450 600 900
* 3  0 I I I '
-1.Ox10 -
(0)
-2.0xO1-4
-3.0x10'4
- 4.0 x 10 4 -
FIGURES* STREAM FUNCTION COMPONENTS (DIMENSIONLESS) AT LEVEL 3 FOR THE
CASE AX=.314 AFTER 23.9 DAYS.
900 600 450 3
-- /
//
(d) (e)
150 000o
(a) RADIATIVE EQUILIBRIUM TEMP.
(b) STRONG ITCZ-BASIC STATE
(c) PERTURBED STATE, AX=.314, ZERO
HEATING AND FRICTION IN
PERTURBATION EQUATIONS, 19.1
DAYS AFTER INITIALIZATION
(d) AS (c), 23.9 DAYS AFTER
INITIALIZATION
(e) PERTURBED STATE, AX=.314, WITH
HEATING AND FRICTION, 47.8
DAYS AFTER INITIALIZATION
8
4
0
-4
-8
-12
-16
w
-20 >
-24 -
-28
-32
-36
-40
-44
-48
-52
S-56
-60
FIGURE * MEAN TEMPERATURE AT LEVEL 2, (RELATIVE TO RADIATIVE
EQUILIBRIUM VALUE EQUATOR) SHOWING EFFECTS OF WAVE
PERTURBATIONS
~_ _ __
-4
151
I I I nl
(o) STRONG ITCZ-BASIC STATE
(b) PERTURBED CASE, AX=.314, 3
ZERO HEATING AND FRICTION (b)- 3.0
IN PERTURBATION EQUATIONS, I
19.1 DAYS AFTER INITIALIZATION Ii
(c) AS (b), 23.9 DAYS AFTER (O) - 2.5
INITIALIZATION
(d) PERTURBED CASE, AX=.314,
WITH HEATING AND FRICTIONS, 2.0
47.8 DAYS AFTER INITIALIZATION
(c)--1 'I E
\I 3:
I ' - 1.0
I i (d)
. - 0.5
900 600 450 30 150 0\ 0
.. "-.5
SI I I -1.0
FIGURES-? MEAN VERTICAL VELOCITY AT LEVEL 2, SHOWING EFFECTS OF
WAVE PERTURBATIONS.
152
I/--IJ I
--(b) (o) STRON
/ / \STATE
// \\ ) (b) PERTU
/ \ AX=.3I
\ AND F
S(d) PERTU
, \ EQUATI(
, \ AFTER
' \ (c) AS (b),
S(0)- AFTER
(d) PERTU
AX=.31
AND F
DAYS/
INITIAl
900 600 450 300 5
G ITCZ-BASIC
RBED STATE -
4, ZERO HEATING
RICTION IN -
RBATION
ONS, 19.1 DAYS
INITIALIZATION
23.9 DAYS
INITIALIZATION-
RBED STATE,-
4, WITH HEATING
RICTION, 47.8 --
AFTER
LIZATION
FIGURE 51 MEAN_ZONAL WINDS AT LEVEL I, SHOWING EFFECTS
OF WAVE PERTURBATIONS.
56
52
48
44
40
36
32
28
24 ,
20 E
16 I
12
8
4
0
-4
-8
-12
-16
:i
~--s c
- --
t| II I !
90 60. 450 30
(0)
(b)
(c)
-d)
K
STRONG ITCZ-BASIC STATE.
PERTURBED STATE, AX=.314, ZERO
HEATING AND FRICTION IN PERTURBATION 1
EQUATIONS, 19.1 DAYS AFTER
INITIALIZATION.
AS (b), 23.9 DAYS AFTER INITIALIZATION.
PERTURBED STATE, AX=.314, WITH
HEATING AND FRICTION, 47.8 DAYS
AFTER INITIALIZATION.
FIGURE-4 MEAN ZONAL WINDS AT LEVEL 3 SHOWING
EFFECTS OF WAVE PERTURBATIONS.
150
Ii' ,
ffi- d/ / -
I ,
,i , (c) -
I,I '
Ii
\j 1 -
fti -
'Ip
-s
...
,.,£
____
9
8
7
6
5
4
3
2
U,
O E
-I '~
-2
-3
-4
-5
-6
-7
-8
-9
II i ~ ~~~ I [ -| I
.1 x 10- 4
.I xIO-s
.IxlO -7'
.1x10 7
(O) X=.314, NO FRICTION OR CONDENSATIONA
HEATING IN PERTURBATION EQUATIONS.
A
b)AX=.314, FRICTION (K=.OI5) BUT NO
- CONDENSATIONAL
HEATING IN
PERTURBATION
- EQUATIONS
(c)AX=.314 ALL
- FRICTION AND
HEATING
TERMS
INCLUDED
(c)
/b
/
/
i///- /'
TIME (DAYS) --
FIGURE I0 GROWTH OF PERTURBATION KINETIC ENERGY.
154
la-
----***I
I I I I m I
c
)
I -
*{E.E :.1901x10 - '0 Ek-Ek =.1693x10i- 7
{O0. E'} =.1048x 0 - 7
{o;.E;}: .510x10 -10
TOTAL=.1043x 10- 7
{E;-k,. 301x 1-8
I Ek r} =988x0-8
{E;. A=. 678x 10-
TOTAL = .1967 x IO 7
{E Ej ).178x10- 7
0;. E;}=.114x 10-6
{0,-E}= -.500xIO9
TOTAL=.1135 x I0 6
{E; ki=.221 0 o-'
{ E;-r. 831 ,0-7
{E;k A). 237x-7
TOTAL=.1289x10 - 6
(o) THE GROWING STAGE (II.95DAYS)
(b) THE MATURE STAGE (23.9DAYS)
FIGURE 5- I/ ENERGETICS OF THE DISTURBANCE.
155
IEp-E; =.987x I0
- 9
3.0 x 10- 5
2.0 xt 0I-O iO-5
A
-3.0xI0 - 5
FIGURE - STREAM FUNCTION AMPLITUDES AT LEVEL I.
2.0 x 10"
I.0x10- 4
' 3  0
-I.OxlO - 4
-2.0x10 -4
FIGURE 5I13 STREAM FUNCTION AMPLITUDES AT LEVEL 3.
__ __~~~_i____~ ~qe~~
.25 .5 .75
1aX
Vertical velocities and perturbation temperature.
.12
.08
.04
-4
-.04
-.08
-. 12 -
2.4
2.0
1.6
o
1.2 '
E
0.8 ,
0.4
0.0
-0.4
1.0
Figure 5.14
159
4 x 10 -
3x10 5 -
2x 10 5
1x105
o O
-2x10 5
(b)
SI I
0 25 .5 .75 1.0
Figure 5.15 Perturbation geopotential.
160
.1x100 4
.1xIO- 5
" °- II/
EK
/(a/
(o) CASE WHERE K IS CONSTANT
(b) CASE WHERE K VARIES WITH Ju31
.xo-10 /
10 20 30
TIME (DAYS)
FIGURE 5'16 GROWTH OF PERTURBATION KINETIC ENERGY.
161
{k k ) .230xIO 4
Ek' i)z.01 3 x10-4{E A =.o X.0130-
TOTAL=.252 x10 4
{CE
~ 
}p=.570x10 -3
,r E ,:-.587xO -3
TOTAL=-.17xI0-4
{0 QE, =.433x -7
o{Q;-E-.192x0o-9
TOTAL=.431IO1-7
{Ekki . 103 xIO 7
{E;'-r=.282xO -7
{Ek-A}. I 170x10-7
TOTAL=.555 x 10-
{Ek-ki}=.235x10 -4
SE.)=. }.008x106
TOTAL=.259xO0- 4
{~,c} =).801 O- 3
{Or-EEp=-.611 xo -
(0) THE GROWING STAGE (11.95 DAYS)
(b) THE MATURE STAGE (23.9 DAYS)
FIGURE -7 ENERGETICS OF THE GROWING AND MATURE
A
DISTURBANCE FOR THE CASE OF VARIABLE K.
162
O.IxIO- 4
t I
.U (0)/
0.iIO-6
S(0) =6
/ (b) J = 2
O.IXIO- I I
0 5 10 15 20 25
TIME (DAYS)
FIGURE ' S GROWTH OF PERTURBATION KINETIC ENERGY.
- - klm III , 616
163
{Ek. ki = .232 xO -4
I Ek g} =.01 3xO{ Ek*A =.OO9IO -4
TOTAL= .254 x10-4
{. E,}=.603x 10-'
{,..p -i-.594xIO-3
TOTAL=.9 x I0 - 4
O. -E; =.123xO1-7
o;- Ep =-.618xlO- o
TOTAL=.122 x 10
- 7
OEp =.5722x1IO
- 3
{,.E,)=-.544 63 1
{E;-ki =.035x10 -7
{E -rjz=. I 6xIO-
{E; A }:.077x1
TOTAL= .228 x10
- 7
E k-ki = .222 x10
- 4
k. =.OI3xIo-4
{(kA }.OO7xIO-
TOTAL=.242x I0
- 4
(0) THE GROWING STAGE (10 DAYS)
(b) THE MATURE STAGE (24DAYS)
FIGURE 5'l1 ENERGY CONVERSIONS OFTHE J=6 DISTURBANCE.
Si IiMIlihMUIUM M Il i i,
80
40
0 15 300 450 600 90
-4
°
-8o
-120
S-160
-200 -
-24.
-280
-320
-360
-400
-440 - - ZONALLY SYMMETRIC CASE
-48 - ---- PERTURBED CASE (J=6) AT 24 DAYS
-52.
-580
FIGURE50 MEAN TEMPERATURE AT LEVEL 2 (RELATIVE TO RADIATIVE
EQUILIBRIUM VALUE AT THE EQUATOR).
_ ._.rl _ I_~ EI__ I_~ ~__ ~_ C~__ II
3.0
2.0
0
-1.0
FIGURE ),l VERTICAL VELOCITY AT LEVEL 2.
165
56.0
52.0
48.0
44.0
40.0
36.0
32.0
28.0
24.0
20.0
16.0
12.0
8.0
4.0
0
-4.0
-8.0
-12.0
-16.0
FIGURE "5'-1 ZONAL WIND AT LEVEL I.
jll=_~--~IE---- --~-i~   __ -
9.0 I I
8.0
7.0
6.0
5.0
4.0
3.0
2.0 -
E -1.0
I2. -2. O-
-3.0 -
-4.0-
-5.0\ ZONALLY SYMMETRIC CASE
-6.0 ---- PERTURBED CASE (J=6) AT24 DAYS
-7.0
-8.0 -
-9.0 I
FIGURE - ZONAL WINDS AT LEVEL 3.
- e a ibit ll
168
30 ° ---- 25.0
30.0
MAX
32.9
30.0
20 °
- 25.0
20.0
15.0
t10.0
* /
-0.5
0.0/
/
00 1
0 .25 .5 .7 5 1.0
Figure 5.24 Geopotential at level 3 (meters),
relative to value at equator.
Time = 23.5 days.
I IIi I di r iIi ,M II ll, I Iii. I i 1 I u iloilII I il Il liN
300
200
100
0O1
0 OFigure 5.25
Figure 5.25
.25 .5 .75
Geopotential at level 3 (meters),
relative to value at equator.
Time = 24 days.
169
1.0
.25 .5 .75
Geopotential at level 3 at 13* latitude (meters).
I0.0
9.0
8.0
7.0
6.0
5.0
4.0
3.0
1.0
Figure 5.26
4.6
4.4
4.2
4.0
3.8
3.6
Figure 5.27
.25 .5 .75
Geopotental at l vel 1 at 13latitude(meters)
Geopotential at level 1 at 130 latitude (meters).
1.0
AFigure 5.28 Vertical velocity (cm/sec) at level 2.
Time = 24 days.
172
300
200
1
100
00
2.2
2.0
1,8
1.6
1:4 -
1.2-
I.0-
0.8-
0.6-
0.4-
0.2-
0=
-0.2-
-0.4 0 I.0
Vertical velocity at level 2 at latitude 13*, time = 24 days,
.25 .5 .75
;-II~EPh-IPICPCi s~s~-~_~-------~~-----L--~-----
Figure 5.29
174
.75
Figure -3o Vertical Pumping out of boundary layer (cm/sec).
Time = 24 days.
1 UIl 0I 6 M I "
175
0
MIN
-. 2
p0
I I I
0 .25 .5 .75 1.0
Figure *'3l Vertical velocity (cm/sec) at level 2.
Time = 12 days.
176
300 MIN-.9 -6.0
-5.0
-4.0
-3.0
-2.0
-1.0
S oo
20 -
1.0
2.0
o  MAX
0 -2.1
0!o I I I500 1000 1500 2000
x(km) -- ,
FIGURE 5'3 TEMPERATURE AT LEVEL 2 (RELATIVE TO
RADIATIVE EQUILIBRIUM VALUE AT 6=0).
TIME = 24 days
S50
S\
I
30*
!
- I
(--- -)/2 2 COS
EDDY TRANSPORT OF MOMENTUM AND ENERGY. TIME= 24 DAYS
4, w
14xO "-9
12x10O9
4x10
- 9
2x10 - 9
0.0
IOxIO " 7
5x 10 7 K
5x 10-
0.0
-5xlO -7
-IOx 10" -
-15xf0 -
-20xl0"
45,! 60 900
FIGURE 5-33
I r .
- - -
--
1.0
0.5
0.0
0
FIGURE 5- 34
0.25 0.50 0.75
x/aV x .
DISTRIBUTION OF CONDENSATIONAL
PUMPING AT 140 30'. TIME = 24 DAYS
2.0
1.5
1.0
WL
cm/sec
0.5
0.0
-0.5
HEATING AND BOUNDARY LAYER
(H/pLg)
cm/sec
c *E.Dp = 1292 x'd-3
tOr .Ep -11t30Xld- 3
-4
TOTAL = .162XI0O
-4
[Ek k .158 x104
IEk A 1 003 X10 4
TOTAL = .164 X 10
E'k = -. 219 X 10- ' 0
JE *kil =.241 X 10-10
El'Ig= .549 X 10 10
Ek* A3 = .502 X10
- 10
TOTAL = 1.292 X 10 " 10
Oc.E'p 350X'10
rI E- -. 003X 101
TOTAL = .347 X 10 10
Fig. 5.35. ENERGY CONVERSIONS AT 4.8 DAYS.
90
600
450
- . 0 .1 .2
180
I I i
.3 .4 .5
V, rn/sec
Mean Meridional Velocity
6
Figure 5.36
181
Chapter 6. Summary and Conclusionr
In this thesis, the dynamics of perturbations on a theo-
retically derived ITCZ have been studied. The model has been of
an ocean-covered hemisphere with no asymmetries due to conti-
nental influences included. The driving mechanisms for the cir-
culation have been radiational cooling, which depends on the
temperature at the middle level of the atmosphere, and conden-
sational heating in the Tropics, which depends on the low level
wind field.
In the case where the motion was constrained to be zonally
symmetric, it was seen how an ITCZ developed whose influence ex-
tended well into middle latitudes. As compared with the purely
radiatively driven circulation, the effect of the strong conden-
sational heating was to concentrate the rising motion into a narrow
band near, but not at, the equator. The position of this band
could be varied by changing the frictional and heating parameters
of the model. The basic state which was chosen for the study of
perturbations had the ITCZ at a greater distance from the equator
than is normally observed, corresponding perhaps to an extreme
excursion of the ITCZ into the summer hemisphere. This was de-
sirable since the dynamics of the perturbations were being studied
in the quasi-geostrophic framework.
The effect of the condensational heating on the low level
wind field was to increase both the easterlies at low latitudes
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and the westerlies at higher latitudes. To the south of the
latitude of maximum easterlies, at the northernextremity of the
ITCZ, there was a region of strong cyclonic shear. Observations
show that this shear in the low level wind field across the ITCZ
does indeed exist, though it is usually concentrated into a small
number of mesoscale bands, so that the present model represents
a smoothing.
The ITCZ also causes a considerable strengthening of the upper
level westerlies. This influence is exerted through the temper-
ature field. It was seen that, in contrast to the purely radia-
tively driven case, the temperature is everywhere above the ra-
diative equilibrium value. The equator-to-pole temperature dif-
ference, which in the case of the dry circulation is less than
the radiative equilibrium temperature difference, becomes greater
than the radiative difference with the growth of the ITCZ.
The resulting flow is baroclinically unstable in middle
latitudes. An experiment was performed showing the growth of a
baroclinic wave for the dry case. It grew exponentially to finite
amplitude and its energy then oscillated with an irregular period.
In experiments with the strong ITCZ basic state, the release of
baroclinic instability was prevented by choosing stable wavelengths.
Since all perturbations were assumed to be periodic in longitude,
perodicities could be chosen corresponding to linear wavelengths
which were long enough, both from the viewpoint of observations
and of theory, for tropical perturbations, while at the same time
being baroclinically stable at middle latitudes. Thus, attention
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was confined to perturbations on the ITCZ.
The low level wind field in the vicinity of the ITCZ was found
to be barotropically unstable. The wavelength of maximum growth
rate was about 2000 km, corresponding to the observed average
wavelength of tropical disturbances. With both frictional retard-
ation and self-heating by condensation omitted in the dynamics of
the perturbations, the e-folding time of the perturbation energy
for the dominant wavelength was 1.2 days. Inclusion of the fric-
tional terms slowed down the growth rate and in one case, where
the ground friction parameter was large, actually prevented the
wave from growing.
Inclusion of self-heating counteracted the effects of friction,
as was to be expected. With all terms active, and with reasonable
values of the parameters, an e-folding time for perturbation
energy of 3 days was found.
Increasing the number of wave components, which allowed the
perturbation quantities to assume non-sinusoidal forms and intro-
duced the non-linear interaction between components of different
wavelength, made little qualitative difference to the results.
With 2000 km as the basic periodicity at the equator, nearly all
the energy remained in the longest wavelength.
In the growing stage, the perturbation derived its energy
mainly by Reynolds stress conversion from the mean flow kinetic
energy. After reaching a mature stage, the Reynolds stress con-
version was still in the same direction but the dissipation of
perturbation energy was now balanced mainly by direct conversion
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to kinetic energy of the condensationally produced eddy available
potential energy.
The perturbation amplitude was 6 to 10 times greater at the
lower level than at the upper level and was maximum around the
latitude of the ITCZ. It decreased to zero beyond 300 and also
at the equator. The decrease towards the equator was not too
abrupt, showing that the effect of the wall is not drastic.
The disturbances show a warm core structure with an upper
ridge to the east of the surface trough. The maximum temperature
and vertical motion in the middle troposphere almost coincide
with the position of the surface trough. This corresponds with
the positive nature of the potential to kinetic energy conversion.
The warm core structure is a necessary consequence, hydrostatically,
of the way the amplitude decreases with height.
The field of vertical motion, which at the initialisation of
the perturbation consisted of a zonal pattern with a strong band
of rising motion in the ITCZ, evolved to a highly asymmetric pattern
with strong rising motion surrounded by weak sinking motion. The
maximum value of the rising motion was about 2.2 cm/sec.
This pattern propagated towards the west at about 6.4 m/sec,
corresponding very well with the observed rate of propagation of
tropical disturbances.
The perturbations caused considerable changes in the mean
flow. In the case of the free perturbations (without self-heating
or friction) the effect was to increase the mean temperature in
the Tropics and to increase the shear in the low level wind. In
IIIl millliiIIi l) illi l I i lllliAiiiili i liil il III li lONlliOilili t ,ii,
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the case with all terms included, and with three separate wave-
lengths, the mean temperature decreased somewhat below the un-
perturbed case and the shear in the low level wind was lessened.
With smaller values of the frictional coefficients, it is to be
expected that there would be a closer resemblance to the free
perturbation case.
The picture which emerges is no longer of a strictly zonally
symmetric ITCZ but of a series of wave perturbations having strong
centres of rising motion propagating towards the west. The mean
winds at the lower level, even when the perturbations have reached
finite amplitude, are barotropically unstable. This agrees with
the findings of Nitta and Yanai (1969) who studied the barotropic
stability of mean wind profiles taken from observations in the
Marshall Islands. It had generally been believed (see, for example,
Lorenz 1967, p. 142) that the zonally averaged winds in the at-
mosphere are nearly always baroclinically unstable but barotropically
stable.
The question arises as to what mechanism would cause tropical
perturbations as studied in this thesis to amplify further and
become hurricanes. One possibility is that the boundary layer
humidity could be a function of the wind speed, increasing with the
growth of the perturbation, rather than remaining constant as
assumed here. Garstang (1967), in an observational study in the
low latitude western Atlantic, has found that in disturbed con-
ditions the transfer of latent and sensible heat from the ocean to
the atmosphere increases by an order of magnitude. Allowing
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the boundary layer humidity to increase with the wind speed would
cause an additional tendency to amplification.
The 'ventilation' due to the vertical shear of the wind,
suggested by Gray (1968) as an influence which suppresses the
growth of tropical disturbances, may also be operative here. In
all cases studied, there was a vertical shear, though not a large
one, in the mean zonal wind at the latitude of maximum develop-
ment of the perturbation. The heating due to condensation depends
only on the wind at the lower level while the advection of temper-
ature at the middle level depends on the mean of the upper and lower
level winds. Thus the presence of vertical shear implies that heat
is advected away from the region of condensation, preventing con-
centrated warming of the atmosphere. Continental and seasonal
influences are important in eliminating this vertical shear.
It is to be noted that none of the perturbations studied here
had a cold-core temperature structure, though observations suggest
this is a common phenomenon. The condensational heating mechanism
used in this thesis necessarily leads to a warm core disturbance
with maximum amplitude at the lower levels. Cold core disturbances
are kinetic energy consuming, though it is possible to have dis-
turbances which are cold core at lower levels and warm core at
upper levels and are in an overall sense kinetic energy producing.
With better knowledge of the way in which condensational heating
is distributed in the vertical, and with the cooling due to re-
evaporation taken into account, it is possible that a many-level
model similar to the model here could produce disturbances of this
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nature. At present, observational knowledge is insufficient to
differentiate clearly between the mechanisms giving rise to dis-
turbances which are observed to be warm core and those which are
observed to be cold core.
It is believed that the exclusion of vertically propagating
waves from the present model is not a serious limitation for the
study of tropospheric motions. Such waves lead to propagation of
energy in the vertical as pointed out by Holton (1969) and other
authors, but their presence is more important for motions which
gain their energy from distant sources than for motions caused by
energy production in situ.
A possibility for further useful studies with the model, as
mentioned in § 55, would be to increase the condensational heating
effect in the perturbations while still taking the weak ITCZ as
basic state. In this way, disturbances which grow due to conden-
sational heating against the stabilising effect of Reynolds stresses
could be examined.
The interaction between baroclinic waves at middle latitudes
and the tropical circulation with an ITCZ has not been studied in
this thesis. It would, however, be entirely possible to carry
out such a study also within the framework of the present model.
This would demand a large amount of computing time; indeed, if a
sufficient number of wave components were included to study the
baroclinic regime and the tropical perturbations simultaneously,
the computing time required would be almost prohibitive. A great
deal of experimentation would also be required to overcome the
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problem of inertial instability.
Study of the tropical branch alone indicates the importance
of the ITCZ and gives a rational basis for viewing tropical dis-
turbances as necessary components of the general circulation of
the atmosphere.
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Appendix
Stability of the numerical schemes
In this appendix, numerical stability criteria for in-
dividual terms in the perturbation vorticity equations (2.7.5)
and (2.7.6) are derived by means of a linear stability analysis.
The numerical stability properties of the equation
(A.1)
with respect to forward, centred and implicit differencing are first
examined.
(a) Forward Differencing
(A.1) becomes
Hence
4 2 t (A.2)
Comparing this with the analytic solution of (A.1), viz.,
Se i (A.3)
it can be seen that the numerical solution approximates to the
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analytic solution if
(A
If o(tc<- , the numerical solution becomes oscillatory and
bears no resemblance to the analytic solution.
(b) Centred Differencing
(A.1) now becomes
1+,-
Assuming solutions of the form
S(A,
where
it is found that
.4)
.5)
el
Separating real and imaginary parts gives
(6"
(S't
t - 60i 4+r e
9cAt- r) Cs6At
I (OtCr; t -- f%r; ,o I C I 3 6(,a t- i ,;, I,- a = ,,6
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Hence
1At = o,7T
V 6t ± S C'(oAt)
Thus the solution is
If
(A.7)
Sinh 1 ( Kcht) is real and positive, the first term approximates to
the analytic solution and the parasitic second term decays.
For negative oc however, the parasitic solution soon
predominates. In this case, centred differencing cannot be used.
(c) Implicit differencing
(A.1) now becomes
A t
Hence
This is absolutely stable for negative oe and approximates to the
analytic solution if
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I c<t (A.8)
Individual terms in the vorticity equations (2.7.5),
(2.7.6) will now be examined.
(i) Mean flow vorticity advection
These give
S(u+w) oj C
(U+w)a C
- A -c )
r(3 A - )A/
(c-I) = - (U4W)ojA -t-
+ (u-w) aizJ
- (u-w) a;o
(u-W) Oj 3
where
Av
ir A
Hence
(u+w) oj C
S(u-Jw) °i
- -(+w); A
- (u-w) oj B
W 3
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For the purposes of the analysis, these reduce to the
two coupled equations
(A.9)
(A.10)
where
Assuming solutions of the form
{A A {t
6C ~C I C
it is found that forward differencing is unconditionally unstable.
Examining the case of centred differencing, it is found
that
(;Aut) Ca
( <6
= 0
Ad(e - k
The discriminant gives
f 
-e
Hence, separating real and imaginary parts,
(e ''± e-r ) S ,t = o
(e (irt+ e V j t I Z' 4 t
_glU_
+ ( ceA f
(,"'_ ,'"L)A'
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i.e.
IF =o
The criterion for stability is then seen to be
i.e.
( aWi)4; m < (A.11)
(ii) Lateral friction
This is given by
(A.12)
The first term on the right is unconditionally unstable
for centred differencing (Richtmyer, 1957, p. 94).
Expressing the first two terms on the right by forward
differencing over the interval 2%A , it is found that
7t-
Assuming solutions of the form
; j(A.13)
haM ii
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it follows that
2 afi e -2+
i.e.
= I-(,-( .( aa . z ( 2m~ ) 'a;L ldA 6-.
The stability criterion for the highest order term is seen to be
-- O) (A. 14)
That this also suffices to guarantee the stability of the first
order term can be seen as follows:
eLTIft J
e- L CI-
7-6-1j9- (
.&1 -. .k42
= ' I r~ ~ -3 1Z? 2[ f~2JieI
I- r ;; a f~~ 'ffIi
Cat _6 d[
Z-
Z; k1--
<I
O w I',h
~~_ ; -ha - tei ,.aj '
14- v
'y'"il%) - _ (I_ L -L 1116 J)-
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The last term on the right of (A.12) is also unconditionally
unstable for centred differencing as can be seen by referring to (A.7).
Forward differencing is impractical because, in order to
ensure stability near the pole, (A.4) would demand too small a
time increment.
Implicit differencing is the only feasible possibility,
being absolutely stable in the present case. The truncation error
criterion (A.8) becomes
(A. 15)
(iii) Vertical friction
This gives
S(A (A
Applying (A.4), it is seen that forward differencing is stable
provided
' ' (A.16)
(iv) Surface friction
This gives
pt "
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i.e.
Again applying (A.4), it is seen that forward differencing is
stable provided
1 ( < ati) I (A.17)
(v) Condensational heating
This gives
j;?( A+ 13
C
O
AJ
i.e.
5t
(A.18)
(A.19)
4
- -
where
A
For the purposes of the stability analysis, I is taken
as a constant and the boundary layer pumping O is linearized
as in (3.1.7), giving
A
L~~y 0 LF
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_ K
Hence
A
Applying criterion (A.7) to (A.19), it can then be seen that cen-
tred differencing can be used provided
t K < I (A.20)
With the differencing as expressed in (2.7.5) and (2.7.6),
and with (A.11), (A.14), (A.16), (A.17) and (A.20) satisfied, the
numerical integration was stable.
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