We classify stacky curves in characteristic p > 0 with cyclic stabilizers of order p using higher ramification data. This approach replaces the local root stack structure of a tame stacky curve, similar to the local structure of a complex orbifold curve, with a more sensitive structure called an Artin-Schreier root stack, allowing us to incorporate this ramification data directly into the stack. As an application, we compute dimensions of Riemann-Roch spaces for some examples of stacky curves in positive characteristic and suggest a program for computing spaces of modular forms in this setting.
Introduction
Over the complex numbers, Deligne-Mumford stacks with generically trivial stabilizer can be understood by studying their underlying complex orbifold structure. This approach leads one to the following classification of stacky curves: over C, or indeed any algebraically closed field of characteristic 0, a stacky curve is uniquely determined up to isomorphism by its underlying complex curve and a finite list of numbers corresponding to the orders of the (always cyclic) stabilizer groups of the stacky points of the curve.
Such a concise statement fails in positive characteristic since stabilizer groups may be nonabelian. Even in the case of stacky curves over an algebraically closed field k of characteristic p > 0, there exist infinitely many nonisomorphic stacky curves over k with the same underlying scheme and stacky point with stabilizer group abstractly isomorphic to Z/pZ. Thus any attempt at classifying stacky curves in characteristic p will require finer invariants than the order of the stabilizer group. Our main results, stated below, provide a classification of stacky curves in characteristic p > 0 having nontrivial stabilizers of order p, using higher ramification data at the stacky points.
A new tool called an Artin-Schreier root stack, denoted ℘ −1 m ((L, s, f )/X), will be constructed and studied in Section 6, but it appears in the statements of our main results below so a brief introduction is in order. The object ℘ −1 m ((L, s, f )/X) is defined using the data of a line bundle L on X and two sections s ∈ H 0 (X, L) and f ∈ H 0 (X, L ⊗m ). It replaces the root stack r (L, s)/X from the theory of tame stacky curves. Our main results are the following theorems.
Theorem 1.1 (Theorem 6.11). Suppose ϕ : Y → X is a finite separable Galois cover of curves over k and y ∈ Y is a ramification point with image x ∈ X such that the inertia group I(y | x) is Z/pZ. Thenétale-locally, ϕ factors through an Artin-Schreier root stack ℘ −1 m ((L, s, f )/X). This says that cyclic p-covers of curves Y → X yield quotient stacks that have an Artin-Schreier root stack structure. By Artin-Schreier theory, over an algebraically closed field of characteristic p there are infinitely many non-isomorphic curves Y covering P 1 with Galois group Z/pZ, so the theorem implies we have infinitely many non-isomorphic stacky curves over P 1 with a single stacky point of order p. This is a phenomenon that only arises in positive characteristic.
Next, if a stacky curve has an order p stacky point, then locally about this point the stacky curve is isomorphic to an Artin-Schreier root stack: Theorem 1.2 (Theorem 6.13(1)). Let X be a stacky curve over a field k of characteristic p > 0. If X contains a stacky point x of order p, there is an open substack Z ⊆ X containing x such that Z ∼ = ℘ −1 m ((L, s, f )/Z) where (m, p) = 1, Z is an open subscheme of the coarse space X of X and a triple (L, s, f ) on Z as above.
Moreover, if the coarse space of X is P 1 , then this holds globally: Theorem 1.3 (Theorem 6.13 (2)). Suppose all the nontrivial stabilizers of X are cyclic of order p. If X has coarse space X = P 1 , then X ∼ = ℘ −1 m ((L, s, f )/P 1 ) for some (m, p) = 1 and a triple (L, s, f ) on P 1 .
If the coarse space of X is not P 1 however, then Theorem 1.3 fails in general (see Example 6.16). In fact, anytime the genus of the coarse space is at least 1, there will be restrictions on the sections f that can induce a global Artin-Schreier root stack structure on X .
The paper is organized as follows. In Sections 3 and 4, we recall the definition and basic properties of stacky curves. Many of these results hold only for tame stacky curves, i.e. when the characteristic of the ground field does not divide the order of any stabilizer group. A key feature of tame stacky curves is that they are locally isomorphic to a root stack. We review this construction, originally due to Cadman [Cad] and, independently, to Abramovich-Graber-Vistoli [AGV] , in Section 5. In Section 6, we define Artin-Schreier root stacks, describe their basic properties and use them to prove Theorems 1.1, 1.2 and 1.3. Finally, in Section 7, we compute the canonical divisor and canonical ring of some stacky curves in characteristic p > 0 and in Section 8 we describe a potential application of these computations to the theory of modular forms in positive characteristic.
The explicit definition of Artin-Schreier root stacks arose from email correspondence between the author and David Rydh, based on the latter's work with Andrew Kresch in 2010 on wild ramification in stacks, so the author would like to thank David for these many enlightening conversations. The author would also like to thank the following people for their patient listening/emailing and helpful comments: John Berman, Tom Mark, Andrew Obus, Soumya Shankar, Vaidehee Thatte, John Voight and David Zureick-Brown. 
Connections to Other Works
It is known (cf. [Ols] , 11.3.1) that under some mild hypotheses, a Deligne-Mumford stack isétale-locally a quotient stack by the stabilizer of a point. More generally, the sequence of papers [AOV] , [Alp10] , [Alp13] , [Alp14] , [AHR1] , [AHR2] establish a structure theory for (tame) algebraic stacks which says that a large class of algebraic stacks areétale-locally a quotient stack of the form [Spec A/G x ] where G x is a linearly reductive stabilizer of a point x ∈ |X |. The present article can be regarded as a small first step in the direction of a structure theory for wild stacks.
Our structure theory in Section 6 also parallels the approach to wild ramification in formal orbifolds and parabolic bundles taken in [KP] , [KMa] and [Kum] . There, the authors define a formal orbifold by specifying a smooth projective curve over an algebraically closed field together with a branch data abstractly representing the ramification data present in our construction. This allows one to relate formal orbifolds and, more importantly, a suitable notion of orbifold bundle on a formal orbifold, to the more classical notions of parabolic covers of curves and parabolic bundles (cf. [MS] ). Formal orbifolds admit a Riemann-Hurwitz formula ( [KP] , Thm. 2.20) analogous to Theorem 7.1 and can be studied combinatorially as we did in Section 6. Moreover, they shed light on theétale fundamental group of curves in arbitrary characteristic (cf. [KP], Thm. 2.40; or [Kum] , Thm. 1.1). The perspective we take is more of an "organic" algebro-geometric view of wildly ramified stacky curves which comes naturally out of the classification problem for Deligne-Mumford stacks in dimension 1 discussed in Section 1.
Stacky Curves
Fix a base scheme S and let X be a category fibred in groupoids over Sch S , equipped with a Grothendieck topology (usually theétale topology). Every scheme T ∈ Sch S is canonically identified with its functor of points X → T (X) = Hom S (X, T ) by the Yoneda embedding, which in turn can be identified with a category fibred in groupoids T → Sch S (cf. [Ols] , 3.2.2: "the 2-Yoneda lemma"). We say X is:
• a stack if for every object U ∈ Sch S and every covering {U i → U}, the induced morphism X (U) → X ({U i → U}) is an equivalence of categories;
• an algebraic stack if in addition, the diagonal ∆ : X → X × S X is representable and there is a smooth surjection T → X where T is a scheme;
• a Deligne-Mumford stack if it is algebraic and there exists anétale surjection T → X where T is a scheme;
• in the case when S = Spec k, a tame stack if the orders of its (necessarily finite) stabilizer groups are coprime to char k; otherwise, X is said to be a wild stack;
• a stacky curve if it is a smooth, separated, connected, one-dimensional Deligne-Mumford stack which is generically a scheme, i.e. there exists an open subscheme U of the coarse moduli space X of X such that the induced map X × X U → U is an isomorphism.
In the literature there are equivalent definitions of algebraic stacks in terms of groupoids ( [SP] , Part 4, Def. 74.11.1 and Part 7, Def. 90.12.1) and groupoid fibrations ( [Beh] , Def. 1.148). Further, the definitions of algebraic and Deligne-Mumford stacks only require T to be an algebraic space (cf. [Ols] ), but the distinction will not play a role in the present article.
The set of points of a stack X , denoted |X |, is defined to be the set of equivalence classes of morphisms x : Spec k ֒→ X , where k is a field, and where two points x : Spec k ֒→ X and x ′ : Spec k ′ ֒→ X are equivalent if there exists a field L ⊇ k, k ′ such that the diagram
commutes. Then the stabilizer group of a point x ∈ |X | is taken to be the pullback G x in the following diagram:
As in scheme theory, a geometric point is a pointx : Spec k ֒→ X where k is algebraically closed.
Example 3.1. Let X be a scheme over a field k. Then X is a Deligne-Mumford stack with trivial stabilizers everywhere.
Example 3.2. Suppose G ≤ Aut(X) is a group (a smooth group scheme over k) acting on a smooth scheme X. Define the quotient stack [X/G] to be the category over Sch k whose objects are triples (T, P, π), where T ∈ Sch k , P is a G × k T -torsor for theétale site Té t and π : P → X × k T is a G × k T -equivariant morphism. Morphisms (T ′ , P ′ , π ′ ) → (T, P, π) in [X/G] are given by compatible morphisms of k-schemes ϕ : This says that that every stacky curve is,étale locally, a quotient stack [U/G] for U a scheme and G a finite flat group scheme. Even better, the authors in [AOV] prove that if X is tame, G may be chosen to be linearly reductive. By ramification theory (e.g. [Ser] , Ch. IV), if X is a tame stacky curve then every stabilizer group of X is cyclic. Consequently, a tame stacky curve can be described completely by specifying its coarse moduli space and a finite list of numbers corresponding to the finitely many points with nontrivial stabilizers of those orders. In contrast, if X is wild, it may have higher ramification data and even nonabelian stabilizers. The main goal of this article is to describe how wild stacky curves can still be classified.
Let X be a stacky curve,x : Spec k → X a geometric point with image x and stabilizer G x and let G x → X be the residue gerbe at x, i.e. the unique monomorphism through which x factors. We say x is a stacky point of X if G x = 1. As a subscheme of X , this G x may be regarded as a "fractional point", in the sense that deg G x = 1 |Gx| .
Divisors and Vector Bundles
Let X be a Deligne-Mumford stack with coarse space X. As in scheme theory, we make the following definitions:
• An irreducible divisor on X is an irreducible, closed substack of X of codimension 1.
• The divisor group of X , denoted Div X , is the free abelian on the irreducible divisors of X ; its elements are called divisors on X .
• The degree of a divisor D = Z n Z Z is the formal sum deg(D) = Z n Z deg Z.
• A principal divisor on X is a divisor div(f ) associated to a morphism f : X → P 1 k (equivalently, a rational section f of O X ) given by
• The subgroup of principal divisors in Div X is denoted PDiv X . The Picard group of X is the quotient group Pic X = Div X / PDiv X .
Lemma 4.1. Let X be a stacky curve over k with coarse space morphism π : X → X. Then for any map f :
Proof. Since π is an isomorphism away from the stacky points, it's enough to check coefficients at a stacky point P ∈ X . Set Q = π(P ) and let t Q be a uniformizer of the local ring at Q. By definition, the coefficient of
Hence div(f ) = π * div(f ′ ).
For a scheme X, recall that a rational divisor on X is a formal sum E = Z⊂X r Z Z where r Z ∈ Q for each irreducible divisor Z ⊂ X. Denote the abelian group of rational divisors on X by Q Div X.
Proposition 4.2. Let X be a stacky curve with stacky points P 1 , . . . , P n whose stabilizers have orders m 1 , . . . , m n , respectively, and let X be the coarse space of X . Then there is a one-to-one correspondence between divisors D ∈ Div X and rational divisors E = P r P P ∈ Q Div X such that m i r P i ∈ Z for each 1 ≤ i ≤ n.
Proof. This is [Beh] , Thm. 1.187.
Remark 4.3. In general, a divisor on X need not have integer coefficients or degrees. However, Lemma 4.1 shows that for a morphism f : X → P 1 k , the principal divisor div(f ) always does.
Example 4.4. Let r ≥ 1 and consider the quotient stack X = [A 1 C /µ r ], where µ r is the finite group scheme of rth roots of unity acting on A 1 C by multiplication. Then X has coarse space X = A 1 C /µ r = A 1 C . The differential form dt on X pulls back to d(t r ) = rt r−1 dt on X and thus by Lemma 4.1, the divisor div(dt) = O (the origin) pulls back to div(d(t r )) = (r − 1)O. Proof. This is 5.4.5 in [VZB] .
Lemma 4.6. Let X be a Deligne-Mumford stack and D ∈ Div X . Then there is an isomorphism of sheaves (on X)
where ⌊D⌋ is the floor divisor obtained by rounding down all Q-coefficients of D, considered as an integral divisor on X.
Proof.
For an open set U ⊆ X, define the map
Indeed, by Lemma 4.1, π * div(f ) = div(f • p 2 ) and the floor function does not change effectivity. Moreover, it is clear that f → f • p 2 is injective. For a map g : X × X U → P 1 , there is a map f : U → P 1 making the diagram
For any morphism of Deligne-Mumford stacks f : X → Y, define the sheaf of relative differentials Ω X /Y to be the sheafification of the presheaf
Set Ω X := Ω X / Spec k . 
Then Ω X /Y ∼ = I/I 2 .
Proof. Standard. 
Proof. See either 5.5.3 in [VZB] or IV.2.1 in [Hart] .
Corollary 4.9. Let X be a stacky curve over k.
Then Ω X is a line bundle.
Proof. Let f : U → X be anétale morphism where U is a scheme. Then by Lemma 4.8 there is an exact sequence 0 → f * Ω X → Ω U → Ω U/X → 0 and since f isétale, Ω U/X = 0. This shows f * Ω X is a line bundle. Since Ω X is locally free ( [SP] , Part 4, Lemma 68.7.17) and rank of locally free sheaves is preserved under f * , Ω X pulls back to a locally free sheaf of the same rank, namely f * Ω X . Thus Ω X is itself a line bundle.
As a result, Lemma 4.5 shows that Ω X ∼ = O X (K X ) for some divisor K X ∈ Div X , called a canonical divisor of X . Note that a canonical divisor is unique up to linear equivalence.
Proposition 4.10 (Stacky Riemann-Hurwitz -Tame Case). For a tame stacky curve X with coarse moduli space π : X → X, the formula
Proof. This is 5.5.6 in [VZB] , but the technique will be useful in a later generalization so we paraphrase it here. First assume X has a single stacky point P . By Lemma 3.4, we may assume X is of the form X = [U/µ r ] for a scheme U and µ r the group scheme of rth roots of unity, where r is coprime to char k. Set X = U/µ r and consider theétale cover f : U → [U/µ r ]. By Lemma 4.8, f * Ω X /X ∼ = Ω U/X so the stalk of Ω X /X at the stacky point has length r − 1. In general, since X → X is an isomorphism away from the stacky points, the above calculation at each stacky point implies that the given formula for K X defines a canonical divisor globally.
For a tame stacky curve X , we define its Euler characteristic to be χ(X ) = − deg(K X ) and its genus g(X ) by the equation χ(X ) = 2 − 2g(X ).
Corollary 4.11. For a tame stacky curve X with coarse space X,
where |x| denotes the k-point of X corresponding to x.
Line Bundles, Sections and Root Stacks
Suppose L is a line bundle on a scheme X. A natural question to ask is whether there exists another line bundle, say E, such that E r := E ⊗r = L for a given integer r ≥ 1. The following construction, originally found in [Cad] and [AGV] , produces a stacky version of X called a root stack on which objects like L 1/r live. An important application for our purposes is that every tame stacky curve over an algebraically closed field is a root stack. The authors in [VZB] use this to give a complete description of the canonical ring of tame stacky curve, which will be the subject of Section 7.
Recall that in the category of topological spaces, for any group G there is a principal G-bundle functor
which is represented by a classifying space BG, i.e. there is a natural isomorphism
where [X, BG] denotes the set of homotopy classes of maps X → BG. It turns out that BG is contractible, so we can think of this space as BG = •/G. When X is a scheme, homotopy becomes harder to deal with (although there are ways -primarily, motivic homotopy theory), and in any case it is often desirable to have a classification of all principal G-bundles over X. With that in mind, one defines the classifying stack BG = [•/G], where • = Spec k for a base field k and G is a group scheme over k. (From here on, let BG denote the classifying stack; there should be no confusion with the topological space discussed above.) For a fixed scheme X, the assignment T → Bun G (X)(T ) = {principal G-bundles over T × k X} defines a stack ([SGA I], VIII, Thm. 1.1 and Prop. 1.10), and we have:
where Hom Stacks (−, −) denotes the internal Hom stack in the category of k-stacks.
Proof. Follows from the definition of [Spec k/G] in Example 3.2.
Example 5.2. When G = GL n (k), principal G-bundles are in one-to-one correspondence with rank n vector bundles (locally free sheaves) on X. Any line bundle L → X determines a G m -bundle L 0 = L s 0 (X), where s 0 : X → L is the zero section. (Equivalently, L 0 is the frame bundle of L.) Conversely, a G m -bundle P → X determines a line bundle by the associated bundle construction:
(We will use the convention that a group acts on principal bundles on the right.) One can check that L → L 0 and P → P × Gm A 1 are mutual inverses. In particular, principal G m -bundles are identified with line bundles on X, and this correspondence extends to an isomorphism of stacks Pic(X) ∼ − → Hom Stacks (X, BG m ), where Pic(X) is the Picard stack on X (cf. [SP] , Part 7, Sec. 91.16).
For a scheme X, let Div [1] (X) denote the category whose objects are pairs (L, s), with L → X a line bundle and s ∈ H 0 (X, L) is a global section. A morphism (L, s) → (M, t) in Div [1] (X) is given by a bundle isomorphism L M X ϕ under which ϕ(s) = t. The notation Div [1] (X) is adapted from the notation Div + (X) used in some places in the literature, e.g. [Ols] . We make the change to allow for a generalization in Section 6. By Example 5.2, BG m classifies line bundles, but to classify pairs (L, s), we need to add a little "fuzz" to BG m . The next result shows how to do this with a quotient stack that is a "thickened" version of BG m .
with morphisms given by bundle isomorphisms making the appropriate diagrams commute. By Example 5.2, every line bundle L determines a principal G m -bundle L 0 π − → X. For a section s of L, we construct a map f s : L 0 → A 1 as follows. Take y ∈ L 0 and set x = π(y) ∈ X. Then s(x) is an element of L = L 0 × Gm A 1 and can be written in the form s(x) = [y, λ] for a particular λ ∈ A 1 . Define f s (y) = λ; we must now check that it is G m -equivariant. If g ∈ G m then s(x) can be written s(x) = [y · g, λ ′ ] = [y, gλ ′ ] for some λ ′ ∈ A 1 , so then gλ ′ = λ and we get
as follows. The restriction ψ| L 0 : L 0 ∼ − → M 0 yields an isomorphism of principal bundles, and if y ∈ L 0 with x = π(y) ∈ X and z = ψ(y) ∈ M 0 , then s(x) = [y, λ] and t(x) = [z, µ] for some unique λ, µ ∈ A 1 . Since ψ([y, λ]) = [z, µ], we must have µ = aλ for some a ∈ G m . Set Φ(ψ)(y) = ψ| L 0 (y) · a. Consider the diagram
The left triangle commutes since ψ : L → M makes the corresponding diagram of line bundles commute. For the right triangle, since f and h are equivariant, we have
and set L = P × Gm A 1 as above. We define a section s of L as follows. For x ∈ X, pick some y ∈ π −1 (x) ⊆ P and define s(x) = [y, f (y)] ∈ L. If y ′ is another preimage of x, then y ′ = y · g for some g ∈ G m and since f is equivariant,
Therefore s is well-defined, and it is obviously a section of L. We claim that
Hence the functor Φ is essentially surjective, thus an equivalence of categories. By definition, Div [1] is a category fibred in groupoids (over Sch) and we have constructed an equivalence of categories on each fibre category, so by abstract nonsense (cf. 1.4.34 in [SP] ) this defines an isomorphism of categories fibred in groupoids
Corollary 5.4. Div [1] is an algebraic stack.
Let us now return to the question of when an rth root of a line bundle exists. This can alternatively be phrased in terms of cyclic G-covers (when char k does not divide |G|), and Kummer theory gives a natural answer to the question. Recall that a Kummer extension of fields is a Galois cover L/k with group G = Z/rZ. We will assume (r, p) = 1 when char k = p > 0. Explicitly, every such extension is of the form
when k contains all rth roots of unity, and the general case has a similar form. To understand cyclic extensions in the language of stacks, we have the following construction due independently to [Cad] and [AGV] .
Definition. For r ≥ 1, the universal Kummer stack is the cover of stacks
Definition. For a scheme X, a line bundle L → X with section s and an integer r ≥ 1, the rth root stack of X along (L, s), written r (L, s)/X, is defined to be the pullback
where the bottom row is the morphism corresponding to (L, s) via Proposition 5.3.
Remark 5.5. Explicitly, for a test scheme T , the category r (L, s)/X(T ) consists of tuples
To take iterated roots, we need to extend our definition of Div [1] to Deligne-Mumford stacks. This is implicitly used in the literature but let us carefully spell things out here. For a Deligne-Mumford stack X , let Div [1] (X ) be the collection of pairs (L, s) where L is a line bundle on X and s is a section of L, a term which requires some explanation. By definition (cf. 1.171 in [Beh] ), a vector bundle on a stack X is the data of a representable morphism
is a vector bundle on T . In addition, we require the following naturality condition: for any morphism of schemes ϕ :
(Alternatively, one can define vector bundles using the groupoid definition of stacks.) The sheaf of sections of a vector bundle E → X is given by Γ(X , E) :
. A direct consequence of Proposition 5.3 is the following.
Corollary 5.6. Let X be a Deligne-Mumford stack. There is an equivalence of categories
This extends the definition of a root stack to a stacky base: for a line bundle L → X over a stack X with section s, let r (L, s)/X be the pullback
where the bottom row comes from Corollary 5.6. The following basic results and examples may be found in [Cad] .
Lemma 5.7. For any morphism of stacks h : Y → X and line bundle L → X with section s, there is an isomorphism of root stacks
Proof. Follows easily from either the definition of root stack as a pullback, or from the description of its T -points above (Remark 5.5).
Example 5.8. Let X be the affine line A 1 = Spec k[x]. Then L = O = O X is a line bundle and the coordinate x gives a section of L. Choose r ≥ 1 that is coprime to char k. We claim that r (O, x)/A 1 ∼ = [A 1 /µ r ]. By the comments above, for a test scheme T the category
where M 0 → T is the µ r -bundle obtained by taking rth roots of unity in the fibres of M and h is the map which takes a root of unity ζ in the fibre over q ∈ T to the value ζf (q) ∈ A 1 (so in each fibre, 1 → f (q)). This defines an isomorphism of stacks
Example 5.9. More generally, when X = Spec A and L = O X with any section s, we have
To see this, note that (O X , s) induces a morphism Spec
In general, any root stack r (L, s)/X may be covered by such "affine" root stacks [Spec B/µ r ]:
Proposition 5.10. Let X = r (L, s)/X be an rth root stack of a scheme X along a pair (L, s), with coarse map π : X → X. Then for any pointx : Spec k → X , there is an affiné
Proof. This is an easy consequence of Lemma 5.7 and Example 5.9.
Theorem 5.11. If X is a Deligne-Mumford stack with line bundle L and section s and r is invertible on X , then r (L, s)/X is a Deligne-Mumford stack.
Proof. See 2.3.3 in [Cad] . The technique of this proof will be used to prove an analogous result for Artin-Schreier root stacks (Theorem 6.10).
Example 5.12. If s is a nonvanishing section of a line bundle L → X over a scheme, then r (L, s)/X ∼ = X as stacks. To see this, note that the following statements are equivalent:
(a) s is nonvanishing.
Further, (d) implies that r (L, s)/X → X is an isomorphism, so (a) does as well. So for any pair (L, s), the stacky structure of r (L, s)/X occurs precisely at the vanishing locus of s.
Example 5.13. Let L be a line bundle on a scheme X and consider the pullback:
Here, the bottom row is induced from the line bundle L, using that BG m classifies line bundles. For the zero section 0 of L, we can view the root stack r (L, 0)/X as an infinitesimal thickening of this fibre product X × BGm BG m . To see this explicitly, note that by Proposition 5.10, r (L, 0)/X may be covered by root stacks of the form
Alternatively: X × BGm BG m is the closed substack of r (L, 0)/X whose T -points for a scheme T are given by
In some places in the literature, the notation r L/X is used for the stack X × BGm BG m , in which case r L/X ֒→ r (L, 0)/X is an intuitive notation for this infinitesimal thickening.
Note that if p divides r, the root stack construction of [Cad] and [AGV] is still welldefined, but Theorem 5.11 fails. Thus to be able to study pth order (and more general) stacky structure in characteristic p, we must define a different notion of root stack.
Artin-Schreier Root Stacks
When char k = p > 0 and we want to compute a pth root of a line bundle, the Frobenius immediately presents problems. Specifically, the cover
To remedy this, we can once again rephrase the question in terms of cyclic G-covers. This time, we will make use of Artin-Schreier theory when G = Z/pZ and Artin-Schreier-Witt theory in the general case. Fix G = Z/pZ and recall that an Artin-Schreier extension (of a field k of characteristic p) is a Galois cover L/k with group Z/pZ. These are explicitly of the form
When k is a local field with valuation v, the integer m = −v(a) is coprime to p and is called the ramification jump of L/k. Different ramification jumps yield non-isomorphic Z/pZ-extensions, a phenomenon which certainly doesn't occur in characteristic 0. Moreover, Artin-Schreier extensions of a local field are completely classified up to isomorphism by their ramification jump ( [Ser] , Ch. IV), so this discrete invariant is quite important to understanding Z/pZ-extensions in characteristic p.
Suppose we have a line bundle L → X and a section s ∈ H 0 (X, L) of which we would like to find a pth root, i.e. a pair (E, t) with (E ⊗p , t p ) ∼ = (L, s). By Proposition 5.3, such pairs (L, s) are classified by X-points of the quotient stack [A 1 /G m ]. For our purposes, the algebraic stack [A 1 /G m ] is not sensitive enough to keep track of the extra information present in Artin-Schreier theory, namely the ramification jump.
Instead, let P(1, m) be the weighted projective line for an integer m ≥ 1. Some authors define this as a scheme, in which case it is the projective line with homogeneous coordinates [x, y] corresponding to the graded ring k[x 0 , x 1 ], but with a generator x 0 in degree 1 and a generator x 1 in degree m. However, we view P(1, m) as a stack with a single nontrivial stabilizer group Z/mZ at the point ∞ = [0, 1]. In particular, P(1, m) is a stacky curve and the natural morphism P(1, m) → P 1 given by sending [x, y] → [x, z], where z = y m , is a coarse moduli map. The following shows two explicit constructions of P(1, m) as an algebraic stack.
Lemma 6.1. There are isomorphisms of stacks
where in the first term, G m acts on A 2 {0} by λ · (x, y) = (λx, λ m y), and in the third term, s ∞ is the section at infinity. Furthermore, P(1, m) is a Deligne-Mumford stack.
Proof. The first isomorphism is obvious from the definition of P(1, m) as a weighted projective space, while the second is clear from the structure of P(1, m) on the standard covering by affine opens, along with Proposition 5.10. Finally, Theorem 5.11 and the second isomorphism imply P(1, m) is Deligne-Mumford.
Fix m ≥ 1 and let Div [1,m] (X) be the category consisting of triples (L, s, f ) with L ∈ Pic(X) and sections s ∈ H 0 (X, L) and f ∈ H 0 (X, L m ) that don't vanish simultaneously. Proof. For a scheme X, define a functor 
the left triangle commutes since ψ is a bundle isomorphism and the right triangle commutes since
Further, it is clear that Φ induces an isomorphism of Hom sets
so Φ is fully faithful. To show essential surjectivity, given an object
in P(1, m)(X) we must define a triple (L, s, f ) in Div [1,m] (X). As usual, take L = P × Gm A 1 and for x ∈ X, choose some y ∈ π −1 (x) ⊆ P . Then g(y) = (g 1 (y), g 2 (y)) ∈ A 2 {0} so we can define s(x) = [y, g 1 (y)] ∈ L and f (x) = [y m , g 2 (y)]. If y ′ is another preimage of x, then y ′ = y · a for some a ∈ G m and since g is equivariant,
(g 1 (y · a), g 2 (y · a) = g(y · a) = a −1 g(y) = a −1 (g 1 (y), g 2 (y)) = (a −1 g 1 (y), a −m g 2 (y)).
Therefore g 1 (y · a) = a −1 g 1 (y), g 2 (y · a) = a −m g 2 (y) and we get [y ′ , g 1 (y ′ )] = [y · a, g 1 (y · a)] = [y · a, a −1 g 1 (y)] = [y, g 1 (y)] and [(y ′ ) m , g 2 (y ′ )] = [(y · a) m , g 2 (y · a)] = [y m · a m , a −m g 2 (y)] = [y m , g 2 (y)].
This shows s and f are well-defined sections of L and L m , respectively. Moreover, it is obvious from the construction that Φ((L, s, f )) is isomorphic to our object 
So Φ is essentially surjective and hence an equivalence of categories. As in the proof of Proposition 5.3, we have constructed an equivalence of categories on each fibre category, so 1.4.34 in [SP] guarantees that this extends to an isomorphism of categories fibred in groupoids Div [1,m] ∼ − → P(1, m).
Corollary 6.3. Div [1,m] is a Deligne-Mumford stack.
Remark 6.4. It also follows from Lemma 6.1 and Proposition 6.2 that Div [1,m] is a root stack, namely m (O(1), s ∞ )/P 1 but it will be useful for later arguments to exhibit this isomorphism directly, which we do now. For any scheme X, a functor
can be built in the following way. For an object B = (X ϕ − → P 1 , L, t, L m ∼ − → ϕ * O(1)) of the root stack, the morphism ϕ induces two sections ϕ * s 0 , ϕ * s ∞ ∈ H 0 (X, ϕ * O(1)) and under the isomorphism L m ∼ = ϕ * O(1), ϕ * s ∞ may be identified with t m . Set Υ(B) = (L, s, f ) where s = t = s 1/m ∞ and f = s 0 . Naturality of Υ is clear from the definitions of morphisms in each category. One can check this gives the same isomorphism of stacks as Proposition 6.2 does.
As in Section 5, we extend the definition of Div [1,m] to a stacky base X by taking Div [1,m] (X ) to be the category of triples (L, s, f ) where L is a line bundle on X and s and f are sections on L and L m , respectively, i.e. a choice of section s T ∈ H 0 (T, E T ) for each scheme T → X , compatible with morphisms T ′ → T , and likewise for f . Then Proposition 6.2 implies the following. Corollary 6.5. Let X be a Deligne-Mumford stack. For each m ≥ 1, there is an equivalence of categories Div [1,m] P(1, m) ).
The main feature of P(1, m) that makes it valuable to our program of study is the fact that the cyclic order p isogeny ℘ : G a → G a , α → α p − α extends to a ramified cyclic p-cover P(1, m) → P(1, m) given by [x, y] → [x p , y p − yx m(p−1) ]. It is easy to check this commutes with the action of G a on P(1, m) , so we get an induced morphism on the quotient stack [P(1, m)/G a ]. We now use [P(1, m)/G a ] to construct a characteristic p analogue of the root stack of [Cad] and [AGV] .
Definition. Let m ≥ 1 be coprime to p. The universal Artin-Schreier cover with ramification jump m is the cover of stacks
The following definition is inspired by a short article [Ryd] by D. Rydh and email correspondence between him and the author. The work in [Ryd] ultimately dates back to discussions between Rydh and A. Kresch in October 2010, and the present article might be viewed as a realization of some of the questions about wildly ramified stacks that first arose then.
Definition. For a stack X , a line bundle L → X and sections s of L and f of L m , the Artin-Schreier root stack ℘ −1 m ((L, s, f )/X ) is defined to be the pullback
where the bottom row is the composition of the morphism X → P(1, m), corresponding to (L, s, f ) by Corollary 6.5, and the quotient map
Remark 6.6. Proposition 6.2 showed that for a scheme X, the X-points of P(1, m) are given by triples (L, s, f ) for a line bundle L → X and two non-simultaneously vanishing sections s ∈ H 0 (X, L) and f ∈ H 0 (X, L m ). However, the classifying map used to define an Artin-Schreier root stack construction has target [P(1, m)/G a ] so a global section of L m is not always necessary. In fact, the X-points [P(1, m)/G a ](X) by definition are G a -torsors P → X together with G a -equivariant maps P → P(1, m). Set D = (s), so that L = O X (D), and consider the short exact sequence of sheaves
This induces a long exact sequence in sheaf cohomology:
So one way to produce a G a -torsor on X is to take the image under the connecting homomorphism δ of a section f ∈ H 0 (mD, O X (mD)| mD ). That is, P = δ(f ) where f is a section of the restriction of L m to the divisor m(s). One can show that this is bijective: the X-points of [P(1, m)/G a ] are in one-to-one correspondence with triples (L, s, f ) with (L, s) as usual and f a section of L m supported on the divisor m(s). Now we can give an explicit description of the points of ℘ −1 m ((L, s, f )/X) in the style of Remark 5.5. If X is a scheme, then for a test scheme T the category
where (−) mE denotes the restriction to mE. There is a similar description of ℘ −1 m ((L, s, f )/X )(T ) when X is a stack.
For our purposes, namely when X (resp. X ) is a curve (resp. stacky curve), we will not need this level of control over the sections f . Indeed,étale-locally, H 1 (X, O X ) = 0 so any f ∈ H 0 (mD, L m | mD ) as above lifts to a global section F ∈ H 0 (X, L m ). Likewise,étalelocally the T -points of ℘ −1 m ((L, s, f )/X) are given by (ϕ, M, t, g, ψ) where g ∈ H 0 (T, M m ) and the rest are as above. While some of our results require global sections, most of the computations happen locally so even in a more general setting this technical point is not a significant issue. Lemma 6.7. For any morphism of stacks h : Y → X and line bundle L → X with sections s of L and f of L m , there is an isomorphism of Artin-Schreier root stacks
Proof. As before, this is an immediate consequence of the definition or the explicit description in Remark 6.6.
Example 6.8. Let X = P 1 = Proj k[x 0 , x 1 ] and suppose Y → X is the one-point cover given by the affine Artin-Schreier equation y p − y = 1 x m , with (m, p) = 1. Then Y admits an additive Z/pZ-action such that Y → X is a Galois cover with group Z/pZ. We claim
as stacks. Let T be a test scheme. Then by Remark 6.6, the category
where L → T is the Z/pZ-bundle obtained by taking the Z/pZ-points in each fibre of L -this can be done explicitly by choosing a local trivialization of L and showing that the definition of L is independent of such a choice. Formally,
and extending by the Z/pZ-action on the fibre L t . That is, the entire fibre over t is mapped to the Galois orbit of a corresponding point on Y . One now checks that the resulting morphism
is an isomorphism of stacks. A similar analysis shows that for any F = f g ∈ k(x) ℘(k(x)),
where s restricts to a local parameter at any zero of f and Y F is the p-cover of P 1 corresponding to the equation y p − y = F (x).
In general, every Artin-Schreier root stack ℘ −1 m ((L, s, f )/X) can be covered in theétale topology by "elementary" Artin-Schreier root stacks of the form [Y /(Z/pZ)] as above -this is completely analogous to the Kummer case described by Proposition 5.10 but here is the formal statement. Proposition 6.9. Let X = ℘ −1 m ((L, s, f )/X) be an Artin-Schreier root stack of a scheme X with jump m along a triple (L, s, f ) and let π : X → X be the coarse map. Then for any point
where Y is the p-cover of U given by an affine Artin-Schreier equation y p − y = F (x). Also, we have the following analogue of Theorem 5.11 for Artin-Schreier root stacks: Theorem 6.10. If X is a Deligne-Mumford stack over a field k of characteristic p > 0, m is an integer relatively prime to p and L → X is a line bundle with sections s of L and f of L m , then ℘ −1 m ((L, s, f )/X ) is a Deligne-Mumford stack. Proof. Take anétale map p : U → X such that p * L is trivial on the scheme U. It suffices
Composition with the coarse map P(1, m) → P 1 exhibits U as a ramified cover of P 1 . Shrinking U if necessary, we may assume U → P 1 is a one-point cover branched at ∞, given by affine equation y p −y = 1
x m such that the section x m 1 ∈ H 0 (P 1 , O(m)) pulls back along U → P 1 to p * f . Now by Lemma 6.7,
Then Example 6.8 shows that ℘ −1 m ((O(1), x 0 , x m 1 )/P 1 ) ∼ = [U/(Z/pZ)] and since Z/pZ is ań etale group scheme over U, the quotient stack [U/(Z/pZ)] is Deligne-Mumford (cf. [LMB] 4.6.1). Hence [U/(Z/pZ)] × P 1 U is Deligne-Mumford, so ℘ −1 m ((L, s, f )/X ) × X U is Deligne-Mumford as required.
Next, we give a new characterization of Z/pZ-covers of curves in characteristic p using Artin-Schreier root stacks. Theorem 6.11. Let k be an algebraically closed field of characteristic p > 0 and suppose Y → X is a finite separable Galois cover of curves over k and y ∈ Y is a ramification point with image x ∈ X such that the inertia group I(y | x) is Z/pZ. Then there aré
Proof. Let O Y,y and O X,x be the local rings at y and x, respectively. Passing to completions, it follows from Artin-Schreier theory that the extension also has this form, but since the henselization of a local ring is a direct limit over the finité etale neighborhoods of the ring, there must be finiteétale neighborhoods V 0 = Spec B → Y of y and U 0 = Spec A → X of x such that the corresponding ring extension is of the form
. Furthermore, by results in section 2 of [Harb] , there is anétale neighborhood U of x such that:
(i) U ∼ = P 1 ;
(ii) U 0 ⊆ U corresponds to A 1 ⊆ P 1 ; and (iii) the cover V := U × X Y → U is isomorphic to the one-point cover of P 1 defined by the equation u p − u = t −m .
Then Z/pZ acts (as anétale group scheme) on V via the usual action on this Artin-Schreier extension and by Example 6.8, [V /(Z/pZ)] ∼ = ℘ −1 m ((L, s, f )/U) for some (L, s, f ), so it follows immediately that V → U factors through this Artin-Schreier root stack.
Let U ′ be the open subset of X on which ϕ is defined and set U = U ′ ∪ {x}. Then ϕ extends to a morphism ϕ : U → P(1, m) such that x maps to the stacky point at infinity, where m = ord x m − 1 which is also equal to cond Y /X (x) − 1 (here, cond denotes the conductor). By Proposition 6.2, ϕ may also be defined by specifying a triple (L, s, f ) on U: the pair (L, s) corresponds to the effective divisor x and f is the section of O(mx) = L ⊗m determined by local defining functions for the divisor m.
Let
Then the following diagram may be filled in by the dashed arrow:
Theorem 6.13. Let X be a stacky curve over a field k of characteristic p > 0. Then (2) Suppose all the nontrivial stabilizers of X are cyclic of order p. If X has coarse space X = P 1 , then X ∼ = ℘ −1 m ((L, s, f )/P 1 ) for some (m, p) = 1 and (L, s, f ) ∈ Div [1,m] (P 1 ). Proof.
(1) Let m be the unique positive integer such that for anyétale presentation Y → X and any point y ∈ Y mapping to x, the ramification jump of the induced cover Y → X at y is m. Let Z ⊆ X be a subscheme such that x is the only stacky point of Z := π −1 (Z) ⊆ X , where π : X → X is the coarse map. This determines a triple (L, s, f ) on Z where L = O Z (x), s is the section of L corresponding to the effective divisor x and f is given by local defining functions for a modulus m supported at x, as in the proof of Theorem 6.11. For anyétale map ϕ : T → Z, there is a canonical Artin-Schreier root of the line bundle ϕ * π * O Z (x). Indeed, since π • ϕ : T → Z is a one-point cover with inertia group Z/pZ and ramification jump m at x, Theorem 6.11 applies. Therefore by the universal property of ℘ (2) Let B = {x 1 , . . . , x r } be the finite set of points in P 1 with nontrivial inertia groups in X . Since k(P 1 ) = k(t), we can choose F ∈ k(t) having a pole of any desired order at x i for each 1 ≤ i ≤ r. For instance, if m i is the ramification jump at x i as defined in (1), then we can arrange for ord x i (F ) = −m i for each i. Again by section 2 of [Harb] , there is a proper curve Y → P 1 with affine Artin-Schreier equation y p − y = F (t), corresponding to the function field k[t, y]/(y p − y − F ) as an extension of k(t). We claim X ∼ = [Y /(Z/pZ)], which will prove (2) after applying Example 6.8. We construct a map X → [Y /(Z/pZ)] as follows. Let T be an arbitrary k-scheme. Since both coarse maps X → P 1 and [Y /(Z/pZ)] → P 1 are isomorphisms away from B, it's enough to specify the image of each stacky point Q ∈ X (T ). Note that π(Q) ∈ B, so π(Q) = x i for some 1 ≤ i ≤ r. If T = Spec k, then such a Q is represented by a gerbe B(Z/pZ) ֒→ X , so send Q ∈ X (k) to the point of
where Spec k → B(Z/pZ) is the universal Z/pZ-bundle and g Q has unique image x i ∈ Y . Extending this to any scheme T is easy: replace the above diagram with
This defines an equivalence of categories X (T ) → [Y /(Z/pZ)](T ) for any scheme T . As in the proof of Proposition 6.2, we can invoke 1.4.34 in [SP] to ensure that the fibrewise equivalences we have constructed assemble into an equivalence of categories X
Remark 6.14. As illustrated in in the proof of Theorem 6.13, the ramification data at a stacky Z/pZ-point x ∈ X (i.e. the ramification jump m) can be determined from the stack itself, namely, by whichétale covers are allowed at x. This is unique to the positive characteristic case; in characteristic 0, one only needs to know the order of the stabilizer at every stacky point to understand the entire stacky structure. In contrast, (2) of Theorem 6.13 shows there is a discrete family of nonisomorphic stacky curves with coarse space P 1 and order p stabilizers at any prescribed points.
Remark 6.15. The local structure of a stacky curve in characteristic p is separable since the curve is generically a scheme. Thus around a wildly ramified point, one does not have orbifold structures like [U/µ p ] or [U/α p ] which would be more problematic, but will be interesting to have a description of in the future.
Example 6.16. When the coarse space is not P 1 , Theorem 6.13(2) is false. For example, let k be any field of characteristic p > 0 and let E be an elliptic curve over k with two rational points P and Q. By Riemann-Roch, h 0 (E, O(P + Q)) = 1 so the residues of any section of O(P + Q) have to add up to 0 and we can exploit this limitation to construct a counterexample. Let E be the stacky curve with coarse space E and stacky points of order p at P and Q and ramification jumps m P and m Q , respectively. This can be achieved, for example, through two separate Artin-Schreier root stacks:
Here, we use the shorthand ℘ −1 m (D, X) for the Artin-Schreier root stack ℘ −1 m ((O X (D), s D )/X) where s D is the tautological section of O X (D) for any divisor D on X. Now if E were a global Artin-Schreier root stack of E, then there would be some f ∈ O(m(P + Q)) such that E ∼ = ℘ −1 m ((P + Q, f )/E) but such an f does not exist by the reasoning above, since m P + m Q > 0.
Canonical Rings
Let X be a compact complex manifold and Ω X = Ω X(C) the sheaf of holomorphic differential 1-forms on X. Then in many situations X can be outfitted with the structure of a complex projective variety by explicitly embedding it into projective space using different tensor powers of Ω X . For example, if X is a Riemann surface of genus g ≥ 2 that is not hyperelliptic, the canonical map X → |O X | ∼ = P g−1 is an embedding. More generally, any Riemann surface X can be recovered as Proj R(X) where
is the canonical ring of X. In higher dimensions, the isomorphism X ∼ = Proj R(X) may not hold since Ω X need not be ample, but it is still a useful gadget for studying the algebraic properties of X.
In [VZB] , the authors extend this strategy to tame stacky curves by giving explicit generators and relations for the canonical ring
of a stacky curve X , where Ω X = Ω X /k is the sheaf of differentials defined in Section 4. This has numerous applications, perhaps most importantly to the computation of the ring of modular forms for a given congruence subgroup of SL 2 (Z) (see Section 8), and holds in all characteristics provided the stack X has no wild ramification. However, numerous (stacky) modular curves one would like to study in characteristic p, such as X 0 (N) with p | N, have wild ramification and therefore fall outside the scope of results like Theorem 1.4.1 in [VZB] . In this section, we will show how the Artin-Schreier root stack construction can shed light on the local structure of such curves in characteristic p and how this can be used to study canonical rings. First, we give a generalization of the Riemann-Hurwitz formula (Proposition 4.10) for stacky curves with arbitrary (finite) stabilizers. The upshot is that we can then compute the canonical divisor from knowledge of the canonical divisor on the coarse space and the ramification filtrations at the stacky points of X . Let X be a stacky curve with coarse moduli space X and suppose x ∈ X (k) is a wild stacky point, i.e. a stacky point with stabilizer G x such that p divides |G x |. Let (G x,i ) i≥0 be the higher ramification filtration of G x (for the lower numbering). If x is a tame stacky point of X , it is common to put G x,0 = G x and G x,i = 1 for i > 0, so the Riemann-Hurwitz formula in the tame case is subsumed by the following formula.
Proposition 7.1 (Stacky Riemann-Hurwitz). For a stacky curve X with coarse moduli space π : X → X, the formula
Proof. As before, begin by assuming X has a single stacky point P . The tame case was proven in Proposition 4.10 but this proof subsumes it, so in theory P could have any stabilizer group G. Lemma 3.4 says that X ∼ = [U/G] for a scheme U. If f : U → [U/G] is the quotient map, then Lemma 4.8 implies f * Ω X /X ∼ = Ω U/X so the stalk of Ω X /X at P has length equal to the different of the local ring extension O X ,P / O X,π(P ) . This is precisely ∞ i=0 (|G P,i | − 1) ( [Ser] , Ch. IV, Prop. 4), so the formula defines a canonical divisor on [U/G]. The local argument extends to the general case once again because X → X is an isomorphism away from the stacky locus.
Example 7.2. Consider the Artin-Schreier cover Y → P 1 of Example 6.8 defined by y p −y = f (x), where f is a degree m polynomial. The resulting quotient stack X = [Y /(Z/pZ)] has a single stacky point Q lying above ∞. Let (G i ) i≥0 be the higher ramification filtration of the inertia group at Q. Then the coarse space of X is Y /(Z/pZ) = P 1 , with coarse map π : X → P 1 , and
where H is a hyperplane, i.e. a point, in P 1 which we take to be distinct from ∞. Thus we can take K X = −2H + (m + 1)(p − 1)Q. More generally, if f is a rational function with poles at x 1 , . . . , x r of orders m 1 , . . . , m r , respectively, then
We are in luck though, since there is always a function f 0 on P 1 which 'cancels the poles of f '. By this, we mean f 0 f has a single pole at x 1 of order m = − ord x 1 (f ). Then multiplying by f 0 determines a linear equivalence K X ∼ −2H + (m + 1)(p − 1)Q where Q is the stacky point above x 1 . Therefore we may always take this as the canonical divisor on X = [Y /(Z/pZ)].
As in the tame case, we may define the Euler characteristic χ(X ) = − deg(K X ) and the genus g(X ) via χ(X ) = 2 − 2g(X ).
Corollary 7.3. For a stacky curve X with coarse space X, where m = − ord ∞ (f ). This even makes sense when m = 1, in which case X = [P 1 /(Z/pZ)] has canonical divisor K X = −2H + 2(p − 1)Q and genus g(X ) = p−1 p = 1 − 1 p .
Example 7.5. Let char k = 3 and let E → P 1 be the Artin-Schreier cover defined by the equation y 2 = x 3 − x. In general, the genus of an Artin-Schreier curve in characteristic p with jump m is (p−1)(m−1) 2 so in this case we have g(E) = 1. Thus E is an elliptic curve and it is well-known (and easy to check) that ω = dx 2y is a differential form on E. Since dim Ω 1 [E] = g(E) = 1, ω is, up to multiplication by an element of k × , the only differential form on E.
Meanwhile, the stack X = [E/(Z/3Z)] also has genus g(X ) = (3−1)(2+1) 6 = 1, so we might call it a "stacky elliptic curve". Notice that the group action of Z/3Z on E, which is induced by x → x + 1, leaves ω invariant. Therefore ω generates the vector space of differential forms on X , which is equivalently the space of Z/3Z-invariant differential forms on E. However, the coarse space here is P 1 which has H 0 (P 1 , Ω P 1 ) = 0.
In general, if X has coarse space X and admits a presentation by a scheme f : Y → X , then these three cohomology groups, H 0 (Y, f * Ω X ), H 0 (X , Ω X ) and H 0 (X, Ω X ), need not be the same. The genus may even increase along f , although this is already true in the characteristic 0 case.
Once we have our hands on the canonical divisor, the next step in trying to compute the canonical ring of a stacky curve is to apply a suitable version of Riemann-Roch to K X and count dimensions. When X is a tame stacky curve, we do this as follows. For a divisor D on X , Lemma 4.6 implies that H 0 (X , O X (D)) ∼ = H 0 (X, O X (⌊D⌋) where ⌊D⌋ denotes the floor divisor. Then
(This appears as Corollary 1.189 in [Beh] , for example.)
Example 7.6. Let a and b be relatively prime integers that are not divisible by char k and consider the weighted projective line X = P(a, b). Then X is a stacky P 1 with two stacky points P and Q having cyclic stabilizers Z/aZ and Z/bZ, respectively. Thus ⌊K X ⌋ = K P 1 = −2H so h 0 (X , rK X ) = 0 for all r ≥ 1. In this case the canonical ring is trivial:
This agrees with Example 5.6.9 in [VZB] : P(a, b) is hyperbolic, i.e. deg K X < 0, so R(X ) ∼ = k.
Example 7.7. Assume char k = 2. Let X be a stacky curve with a single stacky point Q of order 2 and with coarse space X of genus 1. Then K X = 0 so K X = 1 2 Q. Thus by Riemann-Roch, for any n ≥ 1 we have h 0 (X , nK X ) = 1, n = 0, 1 n 2 , n ≥ 2.
Example 5.7.1 in [VZB] gives an explicit description of R(X ) in terms of generators and relations, but for now, the dimension count is the essential information.
The subtle point in the examples above is that for a tame stacky curve, ⌊K X −D⌋ = K X − ⌊D⌋. This follows from the tame Riemann-Hurwitz formula (Proposition 4.10) since at any tame stacky point x, the stabilizer group G x is cyclic, so the coefficient of a divisor supported at x is at most |Gx|−1 |Gx| . We have seen that this is not the case in the wild case. For example the stack X = [Y /(Z/pZ)] from Example 7.2 has canonical divisor K X = −2H +(m+1)(p−1)Q, so ⌊K X ⌋ = K P 1 = −2H for most choices of p, m. However, we can still apply Riemann-Roch to obtain new information in the wild case.
Example 7.8. Already for a wild P 1 in characteristic p we have new behavior compared to the tame case (see Example 7.6). Let X be the quotient stack [Y /(Z/pZ)] given by affine Artin-Schreier equation y p − y = 1
x m , as in Example 7.2. We computed K X = −2H + (m + 1)(p − 1)Q, where Q is the single stacky point over ∞ of order p. Then by Lemma 4.6 and Riemann-Roch,
For n = 1, this is already a new formula:
Therefore deg(⌊K X ⌋) = m − m p − 2. This also shows that K P 1 − ⌊K X ⌋ is non-effective when m ≥ 2, so we get
More generally, since k(p−1) p = k − k p − 1, we can compute
So deg(⌊nK X ⌋) = n(m−1)− n(m+1) p −1 and again, when m ≥ 2, K X −⌊K X ⌋ is non-effective. By Riemann-Roch, h 0 (X , nK X ) = max n(m − 1) − n(m + 1) p , 1 .
Future Directions
To close, we describe one application of the computations in Section 7 and preview the author's work in progress generalizing the Artin-Schreier root stack to moduli of pth power roots of line bundles and sections.
Modular Forms in Characteristic p
Modular forms are ubiquitous objects in modern mathematics, appearing in a startling number of places, such as: the study of the Riemann zeta function and more general Lfunctions; the proof of the Modularity Theorem and related results by Wiles, Taylor, et al.; the representation theory of finite groups; sphere packing problems; and quantum gravity in theoretical physics. They are a critical tool in the Langlands Program and in the study of the Birch and Swinnerton-Dyer Conjecture. For an overview of the modern theory, see [BvdGHZ] , and for a longer survey, see [Ono] . A useful feature of modular forms is that they fall into finite dimensional vector spaces and therefore possess linear relations among their coefficients that encode a wealth of number theoretic data.
Recall that for an even integer k, a classical modular form of weight k is a holomorphic function on the complex upper half-plane f : h → C satisfying a holomorphicity condition at the point "∞" (thought of as i∞) and a modular condition:
where Γ is a congruence subgroup of SL 2 (Z) acting on z ∈ h by fractional linear transformations:
The vector space of modular forms of weight k, denoted M k (Γ), can be computed in principle for any Γ and any even k ∈ Z, but the formulas themselves conceal a rich algebro-geometric structure that underpins these vector spaces.
To explain this algebro-geometric structure, we recall the following alternate definition of modular forms. Let Y (Γ) = h/Γ be the orbit space of the action of Γ on the upper half-plane. It is known (cite) that Y (Γ) admits a complex structure making it into an open Riemann surface. One may compactify this Riemann surface by adding orbits corresponding to the cusps of Γ to obtain a proper Riemann surface denoted X(Γ). Then a modular form f of weight k determines a holomorphic differential k/2-form f (z) dz k/2 on X(Γ). More precisely, X(Γ) admits the structure of a complex orbifold, or equivalently, a complex stacky curve when we add the set of cusps to h and take the quotient stack [h ∪ Γ{∞}/Γ]. Then the image of each orbit of cusps is a stacky point of order n, where n is the order of the isotropy subgroup at any cusp in that orbit.
Proposition 8.1. Let D be the Q-divisor of cusps on X = X(Γ). Then
for every even integer k, where Ω 1 X/C is the canonical sheaf on X.
In particular, the results of [VZB] on canonical rings of stacky curves apply here to give an explicit (and in some cases new) description of the ring of modular forms M * (Γ) := k∈2Z M k (Γ) for any congruence subgroup Γ. Over an arbitrary field K, one does not have access to the complex structure of a modular curve like in the complex case. Nevertheless, a suitable notion of modular forms can be defined over K. Following [Kat] , one defines a geometric modular form of weight k over K to be the assignment of an element f (E/A, ω) ∈ A to every K-algebra A, elliptic curve E/K and nonzero differential ω ∈ H 0 (E, Ω 1 E/A ) satisfying a modularity condition f (E/A, αω) = α −k f (E/A, ω) for all α ∈ A × , and naturality conditions with respect to maps of K-algebras A → B and elliptic curves E → E ′ , as well as an analogue of the holomorphicity condition that one can impose formally using the Tate curve (cf. [Kat] , Appendix 1.1). As in the classical case, geometric modular forms of level N can be specified by imposing a torsion structure on elliptic curves over K. Different choices of torsion structure lead to the construction of the modular curves X K (N), X K,0 (N) and X K,1 (N) over K, which are geometric analogues of the complex modular curves X(N), X 0 (N) and X 1 (N).
Question 1. Can one compute the space M k (N; K) of geometric modular forms of weight k and level N over an algebraically closed field K of characteristic p > 0? In particular, can this be done when the corresponding stacky modular curve has wild ramification?
For example, in [Kat] , Katz observes that if A is the Hasse invariant and ∆ is the modular discriminant, then A∆ is a cusp form of weight 13 over F 2 (resp. of weight 14 over F 3 ) but this cannot be the reduction mod 2 (resp. mod 3) of a modular form over Z. More generally, we expect the orbifold structures of X K (N), X K,0 (N) and X K,1 (N) to play a role in the determination of M k (N; K). Now suppose char K = p > 0. Then the covers of curves X K (N) → X K,1 (N) → X K,0 (N) → X K (1) = P 1 K may have points with wild ramification. In fact, one such example is pointed out in [VZB] , Rmk. 5.3.11, which in turn cites an article [BCG] that describes the ramification of the full cover X Fp (ℓ) → X Fp (1) = P 1 Fp for primes ℓ = p. These covers can have nonabelian inertia groups -something that only happens in finite characteristic -and they can then be decomposed and studied more carefully in the tower X Fp (ℓ) → X Fp,1 (ℓ) → X Fp,0 (ℓ) → P 1 Fp . The author plans to bring the results in Section 7 to bear on this problem in the future.
Artin-Schreier-Witt Theory for Stacky Curves
In another direction, Theorems 6.11 and 6.13 essentially give a complete solution to the problem of classifying stacky curves in characteristic p > 0 having 'at worst' Z/pZ automorphism groups. To handle higher order cyclic automorphism groups, one needs the full power of Artin-Schreier-Witt theory, which we briefly review here. Suppose k is a field of characteristic p > 0 and L/k is a Galois extension with group G = Z/p n Z. When n = 1, we know by Artin-Schreier theory that such extensions are all of the form L = k[x]/(x p − x − a) for some a ∈ k, with isomorphism classes of extensions corresponding to the valuation v(a).
For a general cyclic extension of order p n , Artin-Schreier-Witt theory and the arithmetic of Witt vectors encode the automorphism data of the extension in a systematic way. The basic theory can be found in various places, including p.330 of [Lan] , but here is a summary. For a commutative ring A of characteristic p > 0, the ring of Witt vectors W(A) is an object that "lifts" the arithmetic of A to characteristic 0. For example, W(F p ) ∼ = Z p , the ring of p-adic integers. In particular, there is a Frobenius operator F : W(A) → W(A) lifting the pth power operation a → a p to characteristic 0. This allows one to classify cyclic pth power extensions of a field of characteristic p in an analogous way to Kummer theory (for tame cyclic extensions) and Artin-Schreier theory (for Z/pZ-extensions). Specifically, any Z/p n Z-extension can be obtained by adjoining roots of an equation in W(A) of the form F x − x = a.
Let n ≥ 1 and let W n = W n (k) denote the ring of length n Witt vectors. In order to study the geometry of cyclic p n th-order covers of curves in characteristic p, Garuti [Gar] introduced the following geometric version of Artin-Schreier-Witt theory. Define schemes (W n , O Wn (1)) inductively by (W 1 , O W 1 (1)) = (P 1 , O P 1 (1)) and (W n , O W n (1)) = (P(O W n−1 ⊕ O W n−1 (p)), O P (1)) for n ≥ 2, where P(E) denotes the projective bundle of a vector bundle E and O P (1) is the tautological bundle of the projective bundle in that step. These schemes assemble into a tower · · · → W 3 → W 2 → W 1 = P 1 which contains a wealth of information about cyclic covers. For us, the most important features of these W n are:
• Each W n is a projective scheme. In fact, · · · → W 3 → W 2 → W 1 is an example of a Bott tower, so each member is a toric variety. (For more on this topic, see [CS] .)
• For each n, there is an open immersion j n : W n ֒→ W n .
• The action of W n on itself by Witt-vector translation extends to an action of W n on W n . Garuti calls this an equivariant compactification of the ring W n .
• The higher ramification data of a cyclic Z/p n Z-cover of curves can be determined explicitly by intersection theory in W n involving the boundary divisor B n := W n j n (W n ).
At the bottom of the tower, we can view W 1 = P 1 as the starting place for our theory of Artin-Schreier root stacks: we replaced P 1 with the weighted projective line P(1, m), extended the map ℘ = F x − x to the compactification P(1, m) and pulled back along the induced map [P(1, m)/G a ] → [P(1, m)/G a ] to take an Artin-Schreier root. Set W(m) := P(1, m). We can regard this as a stacky compactification of the ring of length 1 Witt vectors W 1 = G a .
The key insight for generalizing this is to use the fact (Lemma 6.1) that P(1, m) is itself a root stack over P 1 . Pulling back the root stack structure along the tower · · · → W 3 → W 2 → W 1 = P 1 defines W n (m, 1, . . . , 1) for each n > 1. Each of these is a root stack over W n with stacky structure at the preimage of the point ∞ ∈ P(1, m). Further weights can be
