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 Abstract — The list decoding algorithm can outperform the 
conventional unique decoding algorithm by producing a list of 
candidate decoded messages. An efficient list decoding algorithm 
for Algebraic-Geometric (AG) codes and Reed-Solomon (RS) 
codes has been developed by Guruswami and Sudan, called the 
Guruswami-Sudan (GS) algorithm. The algorithm includes two 
steps: Interpolation and Factorisation. To implement 
interpolation, Koetter proposed an iterative polynomial 
construction algorithm for RS codes. By redefining a polynomial 
over algebraic function fields, Koetter’s algorithm can also be 
applied to AG codes. To implement factorisation, Roth and 
Ruckenstein proposed an efficient algorithm for RS codes and 
later Wu and Siegel extended it to AG codes. Following on from 
their previous work, we propose a more general factorisation 
algorithm which can be applied to both AG and RS codes. This 
algorithm avoids rational function quotient calculations required 
by Wu and Siegel’s algorithm, making it more efficient to 
implement. As well as employing this algorithm to list decode AG 
and RS codes this paper also presents the first simulation results 
evaluating the list decoding performance comparison between 
AG and RS codes of a similar code rate defined over the same 
finite field. 
 
I. INTRODUCTION 
    Elias [1] and Wozencraft [2] introduced list decoding 
independently in 1950s. It increases a code’s error correction 
capability by giving a list of possible decoded messages 
instead of one decoded message. In 1997, Sudan [3] proposed 
a list decoding algorithm for low rate RS codes, which was 
followed by Shokrollahi and Wasserman [4] who extended it 
to low rate AG codes. Later, Guruswami and Sudan [5] 
improved their previous work and proposed the GS algorithm 
to list decode all rate RS and AG codes. This algorithm can 
outperform the conventional unique decoding algorithm by 
correcting errors beyond the error-correction bound. There are 
two steps in the GS algorithm: interpolation and factorisation. 
Interpolation builds a polynomial Q(z) which has a zero of 
multiplicity m (m>0) over all the required interpolated units. 
For RS codes, Q(z) is a polynomial defined over a univariate 
monomial basis. For AG codes, Q(z) is a polynomial defined 
over algebraic function fields. Based on Q(z), factorisation 
finds all its z roots, which include the intended transmitted 
message.      
    To implement interpolation, Koetter [6] [7] proposed an 
iterative polynomial construction algorithm to list decode RS 
codes. By redefining a polynomial over a Hermitian function 
field, Hoholdt and Nielsen [8] extended Koetter’s algorithm to 
list decode Hermitian codes. In order to improve interpolation 
efficiency, the authors recently proposed a complexity reduced 
scheme [9] which can be applied to both RS and AG codes. To 
implement factorisation, Gao and Shokrollahi [10] proposed 
an algorithm to find roots of polynomials defined over 
function fields of plane curves. To factorise Q(z) defined over 
Hermitian function field [8] transformed the problem into 
factorising the univariate polynomial over a large finite field. 
Roth and Ruckenstein [11] proposed the most efficient root 
finding algorithm to list decode RS codes. Wu and Siegel [12] 
extended [11] to an algebraic function field to list decode AG 
codes. In order to design an efficient list decoder for RS and 
AG codes, the authors have studied both the algorithms in [11] 
and [12], and presented the first list decoding simulation 
results of AG codes in [13]. It is obvious to use [11] to be 
extended to AG codes and [12] is based on this extension. 
However, the algorithm in [12] requires rational function 
quotient calculations, after which all the rational functions 
need to be rearranged according to their pole orders. This is 
rather complicated for implementation. Addressing this 
problem, the authors have designed a more efficient 
factorisation algorithm based on the methodology known as a 
recursive coefficient search applied by [11] and [12]. This 
algorithm avoids rational function quotient calculations and 
can be applied to list decode both RS and AG codes. This 
paper proposes the algorithm along with two worked examples 
involving a Hermitian code and a RS code. Employing the 
algorithm, this paper also presents the first simulation results 
evaluating the list decoding performance comparison between 
similar code rate AG and RS codes defined over the same 
finite field. 
     The paper is organised as follows: in section II, we give 
some prerequisites of the algorithm description; in section III, 
we give an overview of the list decoding system; in section IV, 
we propose our efficient factorisation algorithm with proof of 
its correctness, followed by two worked examples presented in 
section V; in section VI, we present simulation results 
showing the performance comparison between AG and RS 
codes; the conclusion is given in section VII.  
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 II. PREREQUISITES 
AG codes are constructed from an irreducible projective 
curve χ over GF(q). Associated with the curve χ, there are n 
(n≥q) affine points {p0, p1, …, pn-1} and a point at infinity p∞. 
There exists a pole basis which includes all the rational 
functionsφ  with increasing pole order )( 1−
∞
φpv as [14]: 
 
LAG(∞p∞)={φ (x, y) | )()( 111 −+−
∞∞
< ipip vv φφ , i∈ℕ} 
 
This basis is also called the curve’s function field. Its subset is 
defined as: 
 
LAG(Sp∞)={φ i∈LAG(∞p∞) | )( 1−
∞
ipv φ ≤S, S∈ℕ} 
 
where S is a fixed natural number. Fq[x, y] is the ring of 
polynomials defined over the function field LAG(∞p∞), which 
can generally be written as: f(x, y)= ∑
∈Ni
iif φ with 
fi∈GF(q). SqF [x, y] is the ring of polynomials from Fq[x, y] 
with monomials from LAG(Sp∞). 
From an algebraic geometric point of view, RS codes are 
the simplest AG codes as they are constructed from a straight 
line, in which the n affine points are reduced to n (n=q) GF(q) 
elements (x0, x1, …, xn-1). Its pole basis becomes a basis of 
increasing degree univariate monomials: 
 
LRS(∞p∞)={φ (x) | φ i=xi, i∈ℕ} 
 
with subset: 
 
LRS(Sp∞)={φ i∈LRS(∞p∞) | i≤S, S∈ ℕ}  
 
Fq[x] is the ring of polynomials defined over LRS(∞p∞), and 
S
qF [x] is the ring of polynomials from Fq[x] with monomials 
from LRS(Sp∞). 
 
III. OVERVIEW OF THE LIST DECODING SYSTEM 
    In this section, we give an overview of the list decoding 
system using the GS algorithm. 
A. AG and RS Encoder 
The encoding process of an (n, k) AG code can be 
described as evaluating the n affine points over the message 
polynomial f∈ uqF [x, y] (u= )(
1
1
−
−
∞
kpv φ ) as: 
 
AG(n, k)={c0, c1¸…, cn-1}={f(p0), f(p1), …, f(pn-1)} 
 
where 
 
f=f0φ 0+f1φ 1+⋅⋅⋅+fk-1φ k-1 
 
Therefore, k information symbols f0, f1, .., fk-1 are mapped into 
n codeword symbols c0, c1, …, cn-1. Similarly, the encoding 
process of a (n, k) RS code can be described as evaluating n 
GF elements over the message polynomial f∈ uqF [x] as: 
 
RS(n, k)={c0, c1, …, cn-1}={f(x0), f(x1), …, f(xn-1)} 
    B. List Decoder 
    Assume R=(r0, r1, …, rn-1)∈GF(q) is the received word after 
channel corruption. Combined with the respective affine 
points or GF elements used in encoding, there are n 
interpolated units Un. For AG codes: 
 
Un={(p0, r0), (p1, r1), …, (pn-1, rn-1)} 
 
and for RS codes: 
 
Un={(x0, r0), (x1, r1), …, (xn-1, rn-1)} 
 
Interpolation builds a polynomial Q(z) which has a zero of 
multiplicity m over Un. For AG codes, Q(z) is a univariate 
polynomial defined over algebraic function field LAG(∞p∞), 
which can be written as: 
 
Q(z)= ∑
∈Nji
j
iij zQ
,
φ   (1) 
 
where coefficients Qij∈GF(q). For RS codes, Q(z) is a 
univariate polynomial defined over the basis LRS(∞p∞). To 
build Q(z), Koetter proposed an iterative algorithm in which a 
list of polynomials are initialised. They are tested by every 
zero condition and modified by bilinear mapping iteratively [6] 
[7]. At the end, the minimal weight polynomial in the list is 
chosen as Q(z). A detailed tutorial discussion with a 
complexity reduced scheme of this algorithm is given in [9]. 
Factorisation finds the z roots of Q(z). If τm is the GS 
algorithm’s error correction capability then according to the 
factorisation theorem in [5], for AG codes if there exist 
polynomials h∈ uqF [x, y] with |{h(pi)≠ri | i=0, 1, …, n-1}|≤τm, 
h can be found by determining Q(z)’s z roots, or equivalently, 
factorising Q(z) as: 
 
Q(h)=0, or z-h | Q(z)   (2) 
 
Each of the polynomials h has the possibility of being the 
message polynomial f and the one that has the minimal 
distance to R after re-encoding is chosen as f. The GS 
algorithm’s error correction capability τm and the maximal 
number of output list lm grow with multiplicity m as: 
 
21 mm ττ ≤ and 21 mm ll ≤ , if m1<m2   (3) 
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The GS algorithm’s error correction capability upper bound 
τmax is defined as [5]: 
 
τmax=n-  )1( −+ gkn -1      (4) 
 
where g (g≥0) is the genus of curve χ. While applying the 
factorisation theorem to RS codes, the output polynomials are 
h∈ uqF [x]. As a straight line’s genus is g=0, for RS codes, 
τmax=n-  )1( −kn -1. Summarising the above description, the 
list decoding system is shown in Fig. 1. This paper addresses 
the problem of factorisation and proposes an efficient 
implementation algorithm which can be applied to both AG 
and RS codes. 
 
IV. EFFICIENT FACTORISATION 
This section proposes an efficient factorisation algorithm in 
order to find the z roots of the interpolated polynomial Q(z). In 
general, we describe our algorithm with application to AG 
codes. Therefore, we have to state that when we apply this 
algorithm to RS codes, the rational functions in LAG(∞p∞) are 
simplified to univariate monomials in LRS(∞p∞). As a 
consequence polynomials in Fq[x, y] are simplified to 
polynomials in Fq[x]. 
From section III, we know that, those polynomials h∈ uqF [x, 
y] will be in the output list if Q(h)=0. The outcome of the 
factorisation can be written as: 
 



++=
++=
−−
−−
11,00,
11,100,11
kklll
kk
hhh
hhh
φφ
φφ
"
#
"
  (5) 
 
with l≤lm. Rational functionsφ 0, …, φ k-1 are predetermined by 
the decoder, therefore, to find the list of polynomials is 
equivalent to finding their coefficients h1,0, …, h1,k-1; …; 
hl,0, …, hl,k-1 respectively. Substituting h into the interpolated 
polynomial (1), we have: 
 
Q(h)= ∑∑
∈
−−
∈
++=
Nji
j
kkiij
j
i
Nji
ij hhQhQ
,
1100
,
)( φφφφ "    (6) 
 
It is important to notice that: 
 
(φ iφ j) mod χ = ∑
∈Nv
vφ     (7) 
 
whereφ i, φ j, andφ v are rational functions in LAG(∞p∞) which 
is associated with the curve χ. Therefore (6) can be re-written 
as a polynomial in Fq[x, y]: 
 
Q(h)=∑
∈Na
aaQ φ    (8) 
 
where coefficients Qa are equations with unknowns h0, …, hk-1. 
If T=|{Qa | Qa≠0}|, we can rearrange the rational functionsφ a 
with Qa≠0 as Taaa φφφ <<< "21 and (8) can again be written 
as: 
 
Q(h)=
TT aaaaaa QQQ φφφ +++ "2211  (9)  
 
Again, coefficients
21
, aa QQ ,…, and TaQ are equations of 
unknowns h0, …, hk-1. To have Q(h)=0, we need 1aQ = 2aQ = ⋅⋅⋅ 
= 
TaQ =0. Therefore, h0, …, hk-1 can be determined by solving 
the following simultaneous set of equations as: 
 



=
=
=
−
−
−
0),,(
0),,(
0),,(
10
10
10
2
1
ka
ka
ka
hhQ
hhQ
hhQ
T
…
#
…
…
     (10)  
 
In order to solve equation set (10), a recursive coefficient 
search algorithm is applied to determine h0, …, hk-1 [11] [12]. 
Following on, here is to propose a more general and efficient 
factorisation algorithm. Let us denote the following 
polynomials with respect to recursive index s (0≤s≤k-1): 
 
h(s)=h0φ 0+⋅⋅⋅+hk-1-sφ k-1-s   (11) 
 
which is a candidate polynomial with coefficients h0, .., hk-1-s 
undetermined. Update Q(z) recursively as: 
 
Q(s+1)(z)=Q(s)(z+hk-1-sφ k-1-s)  (12) 
 
with Q(0)(z)=Q(z) which is the interpolated polynomial (1). 
Substitute hk-1-sφ k-1-s into Q(s)(z), we have: 
 
)(~ 11
)()(
sksk
ss hQQ
−−−−
= φ             (13) 
 
With )(~ sQ mod χ, it can be transferred into a polynomial in 
Fq[x, y] with coefficients expressed as ∑
∈
−−
Ni
i
skih 1ω where 
ωi∈GF(q). Denote )(
~ sQ ’s leading monomial (LM) with its 
leading coefficient (LC) as: 
 
)(s
Lφ =LM( )(~ sQ )   (14) 
  
Interpolation: 
Build Q(z) 
Factorisation: 
Find z roots of Q(z) 
Q h 
Figure 1. List decoding system 
Un 
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)( 1
)(
sk
s
L hC −− =LC(
)(~ sQ )          (15) 
 
Based on (11), we know that LM(h(s))=φ k-1-s and LC(h(s))=hk-1-s. 
Therefore, for any recursive polynomial Q(s)(z), we have: 
 
LM(Q(s)(h(s)))=LM(Q(s)(hk-1-sφ k-1-s))=LM( )(~ sQ )= )(sLφ  (16) 
 
LC(Q(s)(h(s)))=LC(Q(s)(hk-1-sφ k-1-s))=LC( )(~ sQ )= )( 1)( sksL hC −−  
 (17) 
 
As all the candidate outputs should satisfy Q(h)=0 and from 
the above definitions we know that h=h(0) and Q(0)(z)=Q(z), 
therefore Q(h)=0 is equivalent to Q(0)(h(0))=0. Based on (16) 
and (17), in order to have Q(0)(h(0))=0, we need to find out its 
leading monomial )0(Lφ with leading coefficient )( 1)0( −kL hC and 
determine values of hk-1 that satisfy )( 1
)0(
−kL hC =0. As a result, 
the leading monomial of Q(0)(h(0)) has been eliminated. Based 
on each value of hk-1 and performing the polynomial update 
(12), we have Q(1)(z) in which )0(Lφ has been eliminated. Now, 
Q(h)=0 is equivalent to Q(1)(h(1))=0. Again, to have Q(1)(h(1))=0, 
we need )( 2
)1(
−kL hC =0. Therefore, hk-2 can be determined by 
solving )( 2
)1(
−kL hC =0. Based on each value of hk-2, we can 
trace further to find the rest of the coefficients. In general, 
after coefficients hk-1-s (0≤s<k-1) have been determined from 
solving )( 1
)(
sk
s
L hC −− =0, based on each value of them, perform 
the polynomial update (12) to generate Q(s+1)(z). From Q(s+1)(z), 
we can calculate )1(~ +sQ and hk-1-(s+1) can be determined by 
solving )( )1(1
)1(
+−−
+
sk
s
L hC =0. This process can be illustrated in 
Fig. 2: 
 
From Fig. 2 we can see that there might be an exponential 
number of routes to find coefficients hk-1, …, h0. However, not 
every route will be able to reach h0 as during the recursive 
process there maybe no solution for )( 1
)(
sk
s
L hC −− =0. If h0 is 
produced and Q(k-1)(h0φ 0)=0, we can trace this route to find 
the rest of the coefficients h1, …, hk-1 to construct polynomial 
h which will satisfy Q(h)=0. The correctness of this judgement 
will be proven later. 
    Based on the above description, we summarise the efficient 
factorisation algorithm as: 
Initialisation: Q(0)(z)=Q(z); the recursive index s=0 and output 
candidate index l=1; 
Perform: Recursive coefficient search Algorithm (s) (RCS(s)) 
Recursive coefficient search Algorithm (RCS): 
Input parameter: s (0≤s≤k-1); 
Step 1: Perform (13) to calculate )(~ sQ ; 
Step 2: Find out )(sLφ with its coefficient )( 1)( sksL hC −− ; 
Step 3: Determine hk-1-s by solving )( 1
)(
sk
s
L hC −− =0; 
Step 4: For each value of hk-1-s, do 
{ 
Step 5:  hl,k-1-s=hk-1-s; 
Step 6: if s=k-1, calculate Q(k-1)(h0φ 0) and go to       Step 7; 
else, go to Step 8;   
Step 7:  if Q(k-1)(h0φ 0)=0, trace this route to find coefficients 
hl,k-1, hl,k-2, …, and hl,0 to construct the candidate 
polynomial hl and l=l+1; else, stop this route; 
Step 8: Perform polynomial update (12) to generate Q(s+1)(z); 
Step 9: Perform RCS(s+1);  
}       
This recursive coefficient search algorithm has the priority 
to search deeper coefficients. This means if a number of hk-1-s 
have been determined, the algorithm will be based on one of 
them to determine the rest of the coefficients until all the 
possible routes started from this hk-1-s have been traced. After 
this, it will be based on the other value of hk-1-s and trace 
deeper again. This algorithm will terminate after all the 
possible routes started from hk-1 have been traced. To prove 
the correctness of this algorithm, we need to justify the 
polynomial hl produced in Step 7 satisfies Q(hl)=0. 
Proof: As Q(k-1)(h0φ 0)=0 and h(k-1)=h0φ 0, we have Q(k-1)(h(k-
1))=0. Assuming h1 is the previously found coefficient then 
Q(k-1)(z) is generated by (12) based on it as: Q(k-1)(z)=Q(k-
2)(z+h1φ 1). From Q(k-1)(h(k-1))=0, we have Q(k-2)(h(k-1)+h1φ 1)=0. 
Based on (11), we know that h(k-2)=h0 φ 0+h1 φ 1=h(k-1)+h1 φ 1. 
Therefore, Q(k-2)(h(k-2))=0. Based on the same deduction 
progress, we can deduce further to have Q(k-3)(h(k-3))=0, …, and 
Q(0)(h(0))=0. As Q(0)(z)=Q(z) and h(0)=h0φ 0+h1φ 1+⋅⋅⋅+hk-1φ k-1 
whose coefficients have been traced as the coefficients of the 
output candidate hl, we can conclude that Q(hl)=0. 
 
V. WORKED EXAMPLES 
This section gives two typical worked examples based on 
the above efficient factorisation algorithm – with applications 
to an AG code and a RS code. 
A. Hermitian Code 
The Hermitian curve defined over GF(4) is χ=x3+y2+y. 
There are 8 affine points that satisfy χ=0. Its function field is 
LAG(∞p∞)={1, x, y, x2, xy, y2, x2y, xy2, y3, …}. This is to list 
decode a (8, 4) Hermitian code. As )( 13
−
∞
φpv =4, we have to 
Q updates 
Q(s)(z) Q(s+1)(z) 
hk-1-s 
⋅ 
⋅ 
⋅ 
⋅ 
⋅ 
hk-1-s 
hk-1-(s+1) 
⋅ 
⋅ 
hk-1-(s+1) 
⋅ 
⋅ 
hk-1-(s+1) 
⋅ 
⋅ 
hk-1-(s+1) 
Figure 2. Recursive coefficients search (0≤s<k-1) 
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find out the candidate message polynomials h∈ ],[44 yxF . If α 
is the primitive element in GF(4) satisfying α2+α+1=0, the 
interpolated polynomial is given as: Q(z)=α2y+α2x2+αxy+α2y2+ 
α2x2y+x2y2+xy3+(αx+αxy+αxy2)z+(x+x2)z2. 
Initialisation: Q(0)(z)=Q(z), s=0 and l=1; 
RCS(0):  
)0(~Q =Q(0)(h3x2)=(α2+αh3)y+α2x2+αxy+(α2+h32)y2+(α2+h32)x2y+
(1+h32)x2y2+xy3+(αh3+h32)y4, with )0(Lφ =y4 and )( 3)0( hCL =αh3+ 
h32. Solving )( 3
)0( hCL =0, we have h3=0 or h3=α. 
For h3=0, h1,3=h3=0. As s=0<3, update Q(1)(z)=Q(0)(z+0x2)= 
Q(z), and perform RCS(1)… 
Based on the same progress, we summarise the outcome from 
RCS(1), RCS(2) and RCS(3) in Table I as: 
 
After RCS(2), we have Q(3)(z)=(αx+αxy+αxy2)z+(x+x2)z2. In 
RCS(3), by solving )( 0
)3( hCL =0, we have h0=0. Therefore, 
h1,0=h0=0. As s=3 and Q(3)(h0 φ 0)=Q(3)(0⋅1)=0, we can trace 
this route to construct candidate polynomial h1=αx+α2y, and 
update the candidate index l=l+1=2. 
    Going back to the closest division point (when s=0), we 
have: 
For h3=α, h2,3=h3=α. As s=0<3, update Q(1)(z)=Q(0)(z+αx2)= 
α2x2+αxy+αx2y2+xy3+(αx+αxy+αxy2)z+(x+x2)z2, and perform 
RCS(1)… 
Again, we summarise the outcome of RCS(1), RCS(2) and 
RCS(3) in Table II as: 
 
After RCS(2), we have Q(3)(z)=α2x2+α2xy+α2xy2+(αx+αxy+ 
αxy2)z+(x+x2)z2. In RCS(3), by solving )( 0
)3( hCL =0, we have 
h2,0=h0=α. As s=3 and Q(3)(h0 φ 0)=Q(3)(α⋅1)=0, we can trace 
this route to construct the candidate polynomial h2=α+α2y+αx2. 
As all the possible routes from h0 have been traced, the 
factorisation process terminates and outputs: 
    h1=αx+α2y 
    h2=α+α2y+αx2 
B. RS code 
For the straight line χ=y defined over GF(8), there are 8 
field elements that satisfy χ=0. Its monomial basis is 
LRS(∞p∞)={1, x, x2, x3, …}. This is to list decode a (7, 2) RS 
code. As )( 11
−
∞
φpv =1, we have to find out h∈ ][18 xF . If α is 
the primitive element in GF(8) satisfying α3+α+1=0, the 
interpolated polynomial is given as: Q(z)=αx+α6x2+(α3+α3x)z 
+α2z2. 
Initialisation: Q(0)(z)=Q(z), s=0 and l=1; 
RCS(0): 
)0(~Q =Q(0)(h1x)=(α+α3h1)x+(α6+α3h1+α2h12)x2, with )0(Lφ =x2 
and )( 1
)0( hCL =α
6+α3h1+α2h12. Solving )( 1
)0( hCL =0, we have 
h1=α5 or h1=α6. 
For h1=α5, h1,1=h1=α5. As s=0<1, update Q(1)(z)=Q(0)(z+α5x)= 
(α3+α3x)z+α2z2, and perform RCS(1); 
In RCS(1), following the same progress, we have )1(Lφ =x 
and )( 0
)1( hCL =α
3h0. Solving )( 0
)1( hCL =0, we have h0=0. 
For h0=0, h1,0=h0=0. As s=1 and Q(1)(h0 φ 0)=Q(1)(0⋅1)=0, we 
can trace this route to construct candidate polynomial h1=α5x. 
Update the output candidate index as l=l+1=2; 
    Going back to the closest division point (when s=0), we 
have: 
For h1=α6, h2,1=h1=α6. As s=0<1, update Q(1)(z)=Q(0)(z+α6x)= 
α4x+(α3+α3x)z+α2z2, and perform RCS(1); 
In RCS(1), we have )1(Lφ =x and )( 0)1( hCL =α4+α3h0. Solving 
)( 0
)1( hCL =0, we have h0=α. 
For h0=α, h2,0=h0=α. As s=1 and Q(1)(h0 φ 0)=Q(1)(α⋅1)=0, we 
can trace this route to construct candidate polynomial 
h2=α+α6x. As all the possible routes from h0 have been traced, 
the factorisation process terminates and outputs: 
    h1=α5x 
    h2=α+α6x    
 
VI. LIST DECODING PERFORMANCE OF AG AND RS 
CODES 
Employing the efficient factorisation algorithm in the list 
decoding system presented by section III, we have simulated 
the list decoding performance for AG and RS codes over 
additive white Gaussian noise (AWGN) and Rayleigh fading 
channels. This section gives a list decoding performance 
comparison between AG and RS codes. Both the AG and RS 
codes are defined over GF(64), with code rate at around 0.3, 
which are Hermitian(512, 153) and RS(63, 19). 
In our simulation, QPSK modulation scheme is used. The 
Rayleigh fading channel is frequency nonselective with 
velocity 20 m/s, Doppler frequency 126.67 Hz and data rate 
30 kb/s. An interleaver of size 100 × n is employed to combat 
the fading effect, where n is the length of the code. The 
performance comparisons over the AWGN and Rayleigh 
fading channel are presented in Fig. 3 and Fig. 4 respectively. 
We can see that for individual AG and RS code, the GS 
algorithm can always outperform the conventional unique 
decoding algorithm (Berlekeamp-Massey algorithm for RS 
code and Sakata algorithm for AG code) and the improvement 
TABLE II 
Recursive coefficient search from h3=α 
RCS(s) )(sLφ  )( 1)( sksL hC −−  h2,k-1-s=hk-1-s 
RCS(1) xy3 1+αh2 α2 
RCS(2) x2y2 αh1 0 
RCS(3) xy2 α2+αh0 α 
TABLE I 
Recursive coefficient search from h3=0 
RCS(s) )(sLφ  )( 1)( sksL hC −−  h1,k-1-s=hk-1-s 
RCS(1) xy3 1+αh2 α2 
RCS(2) x2y2 α2+αh1 α 
RCS(3) xy2 αh0 0 
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increases with multiplicity m. The GS algorithm’s optimal 
performance is achieved by assuming the algorithm is able to 
correct errors at the upper bound τmax. Comparing the list 
decoding performance with respect to a certain multiplicity at 
BER=10-5 between AG and RS codes, AG code can always 
outperform RS code. This is because over the same GF, we 
can generate longer AG codes with larger distances, and hence 
better error correction capability. According to Fig. 3, over the 
AWGN channel Hermitian(512, 153) has 0.7 dB, 0.65 dB and 
0.5 dB coding gains over RS (63, 19) with m=1, 2 and optimal 
respectively. According to Fig. 4, the coding gains over 
Rayleigh fading channel is more significant, which are 3.7 dB, 
3.3 dB and 2.9 dB with respect to m=1, 2 and optimal. 
  
VII. CONCLUSION 
     This paper proposes an efficient and general factorisation 
algorithm to list decode AG and RS codes, in which the 
problem of factorisation is solved by determining the 
candidate polynomials’ coefficients recursively. This 
algorithm applies the methodology used in the algorithms 
presented by [11] and [12], but it has a more general 
application than the algorithm in [11] and is more efficient to 
implement than the algorithm in [12]. In order to illustrate the 
algorithm, we give two typical worked examples, with 
application to a Hermitian code and a RS code. Employing 
this algorithm, we can list decode AG and RS codes efficiently 
and have achieved some simulation results showing the list 
decoding performances comparison between these two kinds 
of codes, which are defined over the same finite field and has 
similar code rate. From the comparisons we can see that list 
decoding algorithm can outperform the unique decoding 
algorithm for both of the codes. AG codes can outperform RS 
codes while using both list decoding algorithm and unique 
decoding algorithm, especially over the Rayleigh fading 
channel. 
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Figure 3. List decoding performance over AWGN channel 
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Figure 4. List decoding performance over Rayleigh fading channel
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