Introduction
The fixed-charge capacitated multicommodity network design formulation (CMND) represents a generic model for a wide range of applications in planning the construction, development, improvement, and operation of transportation, logistics, telecommunication, and production systems (Balakrishnan, Magnanti, and Mirchandani 1997 and references therein). In these applications, multiple commodities (goods, data, people, etc.) must be routed between different points of origin and destination over a network of limited capacities. Moreover, other than the routing cost proportional to the number of units of each commodity transported over a network link, a fixed cost must be paid the first time the link is used, representing its construction (opening) or improvement costs. The objective of CMND is to identify the optimal design that is, to select the links to include in the final version of the network in order to minimize the total system cost, computed as the sum of the fixed and routing costs, while satisfying the demand for transportation.
Let G = (N , A) be a network with set of nodes N and set of directed arcs A. Without loss of generality, we assume that all (i, j) ∈ A are design arcs. Let P denote the set of commodities, where each commodity p has a single origin o(p), a single destination s(p), and a flow requirement of w p units between its origin and destination nodes. With this notation, the CMND can be formulated as follows:
where y ij , (i, j) ∈ A, represent the design variables that equal 1 if arc (i, j) is selected in the final design (and 0 otherwise), x p ij stand for the flow distribution decision variables indicating the amount of flow of commodity p ∈ P on arc (i, j), and (2000) proposed a tabu search meta-heuristic for the pathbased formulation of the problem. The method explores the space of the path-flow variables by using pivot-like moves and column generation. Even though the method produced very impressive results, its search efficiency may be limited by the fact that each move considers the impact of changing the flow of one commodity only (a pivot from one path to another). Moreover, one cannot guarantee that all paths will be considered, neither explicitly, nor implicitly.
Ghamlouche, Crainic, and Gendreau (2001) proposed a new class of cycle-based neighborhoods for the CMND and evaluated it within a tabu search method. Numerical experiments have shown this method to display a consistently superior and robust performance. The objective of this work is to explore the application to the CMND of path relinking methodology that makes use of the cycle-based neighbourhoods. The goal is to build a more diversified search, to further improve the quality of solutions obtained, and to reduce the computation time.
Cycle-based Neighbourhoods
The cycle-based neighbourhood structures for the CMND explore the space of the arc design variables by re-directing flow around cycles and closing and opening design arcs accordingly. The neighbourhood defines moves that may explicitly take into account the impact on the total design cost of potential modifications to the flow distribution of several commodities simultaneously. Thus, compared to pathbased neighbourhoods, not only the move evaluations are more comprehensive (since all commodities in a cycle are explicitly considered), but also the range of moves is broader since flow deviations are no longer restricted to paths linking origins and destinations of actual commodities.
The fundamental idea is that one may move from one solution to another by 1) Identifying two points in the network together with two paths connecting these points, thus closing a cycle; 2) Deviating the total flow from one path to another such that at least one currently open arc becomes empty; 3) Closing all previously open arcs in the cycle that are empty following the flow deviation and, symmetrically, opening all previously closed arcs that now have flow. Such neighbourhoods are huge, however, and their explicit and exhaustive exploration is not practical in most situations. Moreover, the complete evaluation of any design modification involves the resolution of a capacitated multicommodity network flow problem, which rapidly becomes extremely computation intensive. Thus, in order to select the best move out of a given solution, the method implements an efficient procedure that 1) avoids the complete evaluation of every examined move and 2) generates a limited number of cycles that include the "good" moves. Note that not all cycles are of equal interest. The method seeks moves that modify the status of several arcs and that lead to a significant modification of the flow distribution. Therefore, moves that close at least one arc and open new paths for a group of commodities appear attractive. To close an arc, one must be able to deviate all its flow. The residual capacity of any cycle that includes that arc must then be at least equal to the total flow on the arc. Consequently, the cycles of interest are those that display a residual capacity equal to one of the values in the set of the total (strictly positive) volumes on the open arcs.
Cycles are thus to be identified on residual networks and the one leading to the network modification that yields the largest improvement (smallest deterioration, eventually) in the design objective function corresponds to the best move. To reduce the computational burden, cycles are identified and evaluated for a set of candidate links C. The "lowest" cost cycle for each candidate link is identified by an optimisation heuristic based on a modification of the shortest path label-correcting algorithm that avoids getting trapped in negative directed cycles. The method thus progressively build a set of good candidate neighbours (cycles) among which the best move is then selected.
To evaluate these concepts, Ghamlouche, Crainic, and Gendreau (2001) developed a simple tabu searchbased local search procedure that integrates two versions of the cycle-based neighbourhood: One that considers the flow of all commodities when determining cycles, and a second one that refines the search by implementing moves resulting from the deviation of the flow of one commodity only at a time.
Following an initialization phase, the tabu search procedure explores the design variables solution space using a simple local search framework: At each iteration, the best non-tabu move is determined and implemented regardless whether it improves the overall solution or not. A short-term tabu memory is used to record characteristics of visited solutions to avoid cycling. When a particularly good solution is encountered, the search is intensified using a particular implementation of cycle-based neighbourhoods that consider the flow distribution of one commodity only. A solution is considered particularly good when it improves the best overall solution or is close to it by at least a pre-defined percentage. The method terminates whenever a predefined stopping criterion (number of iterations, CPU time, etc.) is met. Computational results on a large set of instances, with various characteristics, show that the cycle-based tabu search is powerful. It is in fact the best current heuristic for the CMND.
The Path Relinking Method
Introduced by Glover (see Glover and Laguna, 1997), a path relinking algorithm operates on a set of elite solutions, called reference solutions, and generates paths between these solutions to create improved new ones. Starting from an "initial" solution, the primary goal of the search is to find a path to reach another, "guiding" solution, by performing moves that progressively introduce into the current solution attributes contained in the guiding solution. Thus, the method does not progress by choosing a "best" move from the neighborhood set, but by selecting the "best" move from the restricted set of moves that incorporate some of all of the attributes of the guiding solution. This exploration allows the search to perform moves that may be considered unattractive according to the objective function value but which appear essential in reaching solutions with given characteristics.
A path relinking approach is made up of three steps that are iteratively applied until a given stopping criterion is reached:
• Identification of the reference solutions set.
• Choice of the initial and guiding solutions.
• Identification of the neighborhood structure and the guiding attributes.
What solutions are included in the reference set, how good and how diversified they are, has a major impact on the quality of the new solutions generated by the path relinking method. The path relinking implementation that we present starts with a tabu search phase (using the algorithm of Ghamlouche, Crainic, and Gendreau 2001) that stops when a given number of consecutive moves without improvement is observed. The set of reference solutions is built during this tabu search phased and subsequently enriched during the path relinking search. We study four strategies to create the set of reference solutions.
In the first strategy, (S1), the reference set is build using solutions that during the tabu search phase improved the best value of the objective function . The goal of this strategy is to initiate a return to attractive regions to search them thoroughly.
Strategy (S2) retains the "best" local minima found during the search. This strategy is motivated by the idea that local minimum solutions share characteristics with the optimum solutions. One then hopes that linking such solutions yields improved new ones.
Strategy (S3) selects only those local minima that offer a better evaluation of the objective function than those already in the reference set. The idea is to build paths linking best overall solutions in time, expecting the best overall solution to be encountered on one of these paths.
Strategy (S4) represents a first attempt to allow solutions to be evaluated not only according to the solution value but also according to a dissimilarity criterion. The Hamming distance D where |ref erenceset| denotes the dimension of the reference set. A solution to be included in the reference set is retained only if it exceeds the minimum level of diversity defined by the median position of the solutions in the reference set.
The choice of the initial and guiding solutions is also critical to the quality of the newly created solutions. We investigate the effect of the following criteria: (C1): Guiding and initial solutions are defined as the best and worst solutions, respectively.
(C2): Guiding solution is defined as the best solution in the reference set, while the initial solution is the second best one.
(C3): Guiding solution is defined as the best solution in the reference set, while the initial solution is defined as the solution with maximum Hamming distance from the guiding solution.
(C4): Guiding and initial solutions are chosen randomly from the reference set.
(C5): Guiding and initial solutions are chosen to be the most distant solutions in the reference set.
Before presenting the neighborhood structure used during path relinking, it is important to note that when deviating one commodity around a given cycle, moves are more likely to be obtained by small steps (small variations in the solution structure). Since our aim is to introduce progressively attributes from the guiding solution into the new solutions, we use the second variant of the neighborhood structure that concerns the flow deviation of only one commodity at a time.
To move from the current solution to a neighboring one during path relinking, the search is directed toward the guiding solution. Thus, cycles of interest are those that introduce attributes (i.e, arcs) present in the guiding solution. To apply this aggressive orientation judiciously, the set of the candidate links C is replaced during path relinking by the set C r of all arcs with a different status in the initial 
Moreover, to select among the various possible paths between the two reference solutions, we move from the current solution toward the guiding solution by selecting the "best" move at each step. That is, cycles that include arcs in C r are evaluated and a move is performed toward the "best" one. This neighbor becomes the new current solution, even it is worst than the previous one.
To sum up, the procedure combines a cycle-based tabu search method and a path relinking process.
After an initialization phase, the search proceeds with a sequence of cycle-based tabu search phases to initialize the set of reference solutions, until a predefined number of iterations without improvement of the best overall solution is observed. The method then switches to a path relinking phase. The procedure is repeated until a stopping criterion is met.
