THE SPEED of adjustment of the aggregate price level to demand and supply shocks has long been a leading topic of controversy in macroeconomics. Among the many issues requiring for their resolution solid empirical evidence on the dynamics of price adjustment is the prediction of the output loss that would accompany a strategy of monetary disinflation. Four years ago Arthur M. Okun surveyed a variety of econometric evidence and reached the pessimistic conclusion that the inflation process in the postwar United States is so inertia prone that the cumulative sacrifice of 10 percent of a year's GNP would be required to achieve a permanent 1 percentage point reduction in the inflation rate. ' This paper compares the dynamic response patterns of prices and output that emerge from two quite different approaches to time-series econometrics, the traditional structural framework imbedded in most econometric models, and the more recent nonstructural or atheoretical This research was supported by the National Science Foundation. We appreciate the comments on an early draft of this paper by Jorge Braga de Macedo, Robert B. Litterman, Bennett T. McCallum, and especially Stanley Fischer. We are also indebted to Thomas Doan and members of the Brookings panel for helpful suggestions.
vector autoregressive (VAR) technique. Both approaches reach conclusions by imposing restrictions of different types; by assessing the validity of these restrictions, we are able to compare the merits of each methodology. Of equal importance are new estimates of the speed of price adjustment in the postwar United States, which we summarize in a single number called the sacrifice ratio that measures the output loss required to eliminate permanently one point of inflation. By introducing several channels of monetary influence on the inflation process that are often overlooked, we conclude that the sacrifice ratio is roughly half that suggested by Okun's survey.
Although they are often regarded as radically different, both the traditional and VAR approaches to time-series econometrics essentially carry out the same task of allocating zero restrictions in the face of scarce degrees of freedom. With only 140 quarterly observations available in the postwar U.S. national accounts data for 1947-81, an econometric model containing sixteen endogenous and exogenous variables would have only four degrees of freedom remaining if each variable were entered with eight lagged values on the right-hand side of each equation.2 The traditional approach uses theory to exclude all but a few variables from each equation-for instance, the investment tax credit matters for investment but not for wages-while price control dummies and energy prices matter for prices but not for consumption, and so on. This method of imposing zero restrictions allows econometric models to become very large and, if necessary, to contain more variables than there are sample observations available.
In contrast, the typical small-scale VAR model treats all variables symmetrically by including each on the right-hand side of every equation and by allowing each explanatory variable to enter with the same number of lagged values. This symmetry forces investigators to limit the total number of variables in the model to an arbitrary subset believed to be important for the economy as a whole (interest rate, money, price level, output) and to exclude variables that the traditional approach typically includes in individual equations (investment tax credit, control dummies, energy prices).3 lags that are constant through time.4 By Wold's theorem any such timeseries process, say x, can be decomposed into two components. The first, ,, is linearly deterministic, that is, exactly predictable given a linear combination of its own past values; the second is a moving average, possibly of infinite length, of white noise errors, Et:
(1) 
j=1
In general, N, the lag length of the autoregressive representation in 3, will be infinite, but in practice it is generally truncated to some number that is both small enough to be computationally feasible and large enough to ensure that the equation residuals are approximately white noise. In 4. Covariance stationarity is not an innocuous assumption, but it can often be approximated for macroeconomic time series by defining variables as first differences.
5. White noise errors, like covariance stationary series, have constant autocovariances, but in addition have all covariances identically zero. That is, there are no systematic components that would enable a white noise process to be predicted from its own past.
6. Invertibility of A(L) rules out cases in which x, depends to a greater extent on past innovations than on current ones. For example, if equation 1 were univariate, -q, = 0, and A(L) = 1 -aL, that equation would be x, = Et -aE,-,. Successive substitutions to eliminate the lagged error terms would yield x, + ax, , + a2 Xt-2 + ---+ a'lx,-,, = Et -at" +I E,,,-,.
If a is greater than 1, the last term does not vanish as m increases, so no autoregressive representation exists. In this case, the requirement of invertibility for the polynomial A(L) = 1 -aL is that a is less than 1 in absolute value. this case, 3 is the basic form of a vector autoregression in which each regressor xit, an element of the vector xt, is a linear function of its own lagged values, the lagged values of all other regressors in the system, and a white noise error term. If there are M time-series variables in the model, then the coefficient matrix Bj is of dimension M by NM. As a consequence, every variable in the model is treated as being endogenous, and each has two components-its best linear predictor given information available one period previously, and its linearly unpredictable "innovation. "
An example of the general form of 3 can be seen in a hypothetical VAR model containing only two variables, growth of the money supply, mt, and pt, the GNP deflator:7 The testing of restrictions in a VAR is quite different from standard econometric methodology because it involves considering the impact of a given restriction on the model as a whole, rather than on each individual equation.9 For instance, the test of truncation restrictions has generally 7. Throughout this paper lowercase variables denote rates of growth; uppercase denote levels.
8. Peter Schmidt, Econometrics (Marcel Dekker, 1976), pp. 78-80. 9. Tests of restrictions on the model can be carried out by comparing the determinants of the restricted and unrestricted covariance matrices of the equation errors. The test been to test the joint significance of longer lags (such as eight versus four quarters) on all variables in all equations. Yet this procedure may reject longer lags that are unimportant in all equations except one, the one in which the lags may have a significant explanatory role. This is an example of how substantive economic issues become intertwined with restrictions that are said to be introduced simply to reduce complexity.
SIMULATIONS
All simulations calculated in VAR studies must grapple with the treatment of contemporaneous correlation among innovations. In conventional model building this issue is often suppressed by arbitrary restrictions that constrain the contemporaneous correlation between two variables to be unidirectional. This occurs, for instance, in models in which the money supply is treated as exogenous, and current money changes are included in an equation for price changes. In the VAR framework both prices and money are assumed to be endogenous, and because contemporary right-hand variables are omitted at the estimation stage, any contemporaneous correlation shows up as a correlation between the current innovations in the price and money equations.
Simulations of the effect of an exogenous shock require that some assumption be made about the causal ordering of the relation. Investistatistic a can be computed as a = (T -k)(log IfRI -log IfUI), where T is the number of observations, k is the number of estimated parameters in each equation, and IfRI and Iful denote, respectively, the determinants of the contemporaneous covariance matrix of the residuals of the restricted and unrestricted models. This statistic a is distributed as X2 with r degrees of freedom, where r is the number of restrictions imposed. If the fl matrices are diagonal (implying that residuals are mutually uncorrelated across equations) the relevant determinants are simply the product of the residual sums of squares from each equation and the statistic a clearly interpretable as the deterioration in fit caused by imposing the restrictions. and a symmetric response for mt. In 5 a monetary innovation in period t has no effect on prices until period t + 1, and vice versa for the effect of a price innovation on money. More generally, the estimated system of equations given by 3 can be inverted to compute xt as a moving average of past errors:
If, however, the innovation processes are contemporaneously correlated, investigators must decide how to treat this correlation. In our two-equation example, there are two obvious alternatives. First, the error in the money equation can be decomposed into a portion explained by the price innovation and a remaining independent portion, Una: Now consider introducing a shock, s,,,, into the money equation equal to one sample-period standard deviation of the error, Etn, and comparing this event with another hypothetical situation in which no such shock occurs. The calculated effect of this on prices in the initial period would 10. Note that these two alternatives, and the third choice discussed below, do not exhaust the plausible assumptions about causality between contemporaneous errors. It would also be possible to assume that each error helps to explain the others. Then, however, regression techniques could not be used, and the size of each error's effects on the others would have to be known a priori.
be Apt = 0 under the alternative of 7 and in the second period would be bptnsr. In contrast, if the alternative of 8 were used, the initial-period response of prices would be Cpmsm, and the second period response would be (bpm + bppCpm)sm. Thus it is likely that the simulation of a monetary disinflation using 8 would yield a larger and faster dynamic response of prices than an alternative simulation using 7.
At first glance it might seem preferable to avoid the choice between 7 and 8 by ignoring the contemporaneous correlation, that is, by setting both c,,p and Cpm equal to zero even though they are known to be nonzero. "I This third choice would be tantamount to the selection of 7 for the simulation of a monetary shock, since the price responses in the first two periods would be, respectively, zero and bp7lstn,. And the use of the same criterion for the simulation of the effects of a price innovation would lead investigators into an inconsistency, since in this case they would have switched in midstream from 7 to 8. In short, the third choice is even more arbitrary than the first two. It is both inconsistent and involves throwing out known information.'2
The assumption about causal ordering of contemporaneous errors in a VAR system amounts to a decision about admitting current variables into the estimating equation. To see this, return to the general VAR model in 3 and decompose each error term, Ei,, into a part explained by the other innovations, Ejt, and a remaining component that is orthogonal to them, ut.
Following the analysis given above for the two-variable case, we assume that if jt affects Eit, there is no reverse causality. We order the variables so that a given error affects only errors that are lower in the 12. In general, any linear combination of Cp,n, and C,7,p would be acceptable, since equations 7 and 8 are both unidentified, but in looking at the extremes we are able to examine the full effect of the ordering assumption on the properties of the system. list; that is, Ej, affects Ei, only ifj < i. This ordering is called a triangularization of the system. In matrix notation we can write a set of M regression equations analogous to 7 and 8: 
SPECIFICATION OF THE INFLATION EQUATION
The aggregate supply sector of traditional econometric models has typically included two separate equations describing wage and price behavior, with the former including a variable such as the unemployment rate measuring labor market tightness, and the latter involving a variable such as the rate of capacity utilization measuring product market tightness. Yet in the presence of gradual adjustment of wages and prices that is generally assumed in such econometric research, the relevant theoretical framework is a model without market clearing characterized by spillovers between the product and labor market that imply a high correlation between the unemployment of labor and the utilization of 15. Sims, "Interwar and Postwar." capacity.'6 Indeed, as Okun's law would lead one to expect, the level and change in the ratio of actual to "natural" real GNP (hereafter the output ratio, Q,) can explain changes in both wages and prices as well as variables traditionally identified with particular markets, such as the unemployment rate and ratio of unfilled orders to capacity. '7 The inflation equation developed here is designed to suppress wage changes as both a dependent and independent variable. '8 Wage and price markup equations are specified with restrictions on lags that allow the wage variable to drop out of the model, leaving inflation specified as a function of its own past values, a demand pressure variable, x, and a vector of various supply shift variables, z, that may influence the determination of wages, prices, or both:
Here each L in parenthesis indicates that the set of coefficients is allowed to be a polynomial in the lag operator. Each component of the z vector is defined to equal zero when a particular supply shift is absent, allowing a zero value for the sum of the xt term and the constant term to be interpreted as a "no-shock natural rate" situation compatible with steady inflation (pt = p,_ l)
In the research paper that developed the particular form of the inflation equation used here, the proxy forxt was George Perry's demographically where the y2j are the individual coefficients in the Y2(L) distribution.20 In this paper we simplify the presentation by omitting the unemployment rate and substituting the highly correlated log output ratio, Q,. Because the natural unemployment rate and the natural real GNP levels are defined by the same criterion, the log output ratio is zero in equilibrium, allowing the constant term to be excluded from 13.21 Table 2 21. Natural real GNP, Q*, is set equal to actual real GNP, Q,, in years when the actual weighted unemployment rate was equal to the estimated natural weighted unemployment rate; it is interpolated for intervening years, and is assumed to grow after 1979:1 at an annual rate of 2.75 percent. Our resulting Q* series is $1,520 billion in 1980 and thus is even more pessimistic than the recent $1,546 billion estimate in John A. Tatom The remaining variables are defined as follows: Z2t-the difference between the rate of growth of nonfarm business productivity and a trend that is allowed to decelerate from 2.56 percent a year during 1956-64, to 2.11 percent for 1964-72, to 1.22 percent for 1972-78, and to 0.5 percent for 1978-81; z3,-the rate of growth of the fixed weight personal consumption expenditure deflator minus the growth in the same fixed weight consumption deflator stripped of food and energy; z4,-the difference between the rates of growth of the fixed weight import deflator and the fixed weight GNP deflator; z5,-the change in the index combining the exchange rates between U.S. dollars and seventeen other major currencies with weights derived from the International Monetary Fund's Multilateral Exchange Rate Model; Z6t-the difference between the rate of growth of the statutory minimum wage and average hourly earnings in the nonfarm economy; and z7,-the percentage change in (1/(1 -t)), where t is the ratio of total federal and state and local social security contributions to total wage and salary income. All variables, except for the output ratio and the Nixon control variables, are expressed as rates of change. Quarterly changes are at annual rates.
b. The lagged dependent variable, Pt-i, is the sum of coefficients of a twenty-four quarter lag distribution constrained to lie along a fourth-degree polynomial with a zero end-point constraint (with mean lags in parentheses); Q, and Z3t are the sums of coefficients of an unconstrained lag distribution including the current and four lagged values; Z2, is the sum of coefficients of an unconstrained lag distribution including the current and one lagged value; Z4t, Z6t, and Z7t are the sums of coefficients of an unconstrained lag distribution including four lagged values; and Z5t is the coefficient on one lagged value. ending controls with the cumulative impact of the 1971-74 depreciation of the dollar, the main effect of which was delayed by the controls until 1974.22 The coefficient on the deviation of actual productivity growth from its trend implies that firms base 20 percent of their price-setting decisions on actual productivity changes, and the remaining 80 percent on trend productivity growth.23 Changes in the relative prices of food and energy are defined as the difference between the growth rates of the deflator for personal consumption expenditures, respectively including and excluding expenditures on food and energy. If the dependent variable were the change in the total consumption deflator, and if the other explanatory variables influenced only the consumption deflator net of food and energy with no impact on the difference between the two deflators, the coefficient on this variable in table 2 would be 1.0. The actual coefficient of 0.6 results from some combination of, first, the effect of our choice of the fixed-weight GNP deflator as dependent variable, particularly the exclusion from this variable of oil and other imports; and second, the possible negative correlation between other explanatory variables in table 2, such as the output ratio, and the difference between the deflators with and without food and energy.
Two other variables, changes in the relative price of imports and in the effective exchange rate of the dollar, reflect the sensitivity of U.S. inflation to international events.24 Last, the equation includes two domestic supply-shift variables, changes in the effective minimum wage rate and in the effective social security tax rate. The coefficient on the latter indicates that about one-third of an increase in the combined payroll tax (employee plus employer share) is shifted forward to prices, and the burden of the remainder falls on profits and wages. The endogenous variables are arranged in an order that treats the foodenergy effect and relative price of imports as "most exogenous" and allows the inflation rate and effective exchange rate to be influenced by current innovations in each of the variables listed above them. The variables included in each equation are shown in table 3, which has a format similar to that of table 1. The first two variables listed, the food-energy effect and the relative price of imports, are often treated as exogenous. Here each of the two is allowed to depend on its own lagged values, the lagged values of the other, and the lagged effective exchange rate. Money, nominal GNP, and inflation are excluded from the equations for these two variables because in simulations of future policies we do not want the rate of relative price change to be influenced permanently by changes in the growth rates of nominal money and GNP.25 25. Although the effective exchange rate is also a nominal variable, the equation describing its determination is neutral in the long run with respect to changes in the growth rate of nominal money. Our justification for this specification is given below. The sums of coefficients for these equations and those for the nominal GNP and labor productivity equations are set out in table 4. It can be seen that the relative price of food and energy, Z3, depends most significantly on the foreign exchange rate, Z5. By contrast the relative price of imports, Z4, depends little on the exchange rate directly, but is very strongly influenced by its own lagged value and by the food-energy variable. The high coefficient on current and lagged food and energy prices appears to be due to the unusual and correlated movements of oil prices, import prices, and the exchange rate in the 1970s. In view of the possible spuriousness of this coefficient for long-run simulations, we later examine the sensitivity of the results of our model's simulation to the exclusion of the food-energy and import price equations.
This interpretation is explained in Gordon
Because the model is designed to trace the output and price effects of alternative deterministic monetary growth paths, money growth is treated as an exogenous variable. The growth rates of money and the nominal GNP are adjusted by netting out the growth of natural real GNP mt = m -q* = -q*). This allows us to move back and forth between these nominal growth rates and the output ratio, using the basic identity, the influence of output movements that primarily influence productivity in proportion to the rate of change of the output ratio rather than to its level. The actual coefficients imply that a 1 percent increase in the output ratio would be associated with a transitory 2.4 percent increase in productivity, which is then reversed in the following five quarters. The inflation equation (row 6) is the same as that displayed in the first column of table 2. The specification of changes in the foreign exchange rate is quite unconventional, as it is motivated by a desire to keep interest rates and foreign money and income variables out of the model. Clearly, the exchange rate should appreciate in response to a deceleration in domestic money growth, but a constraint is needed in future simulations to keep the exchange rate from appreciating forever.
The equation summarized in row 7 of table 3 introduces mh,, the deviation of actual money growth from its three-year moving average, where the latter may be considered a proxy for foreign money growth and represents the idea that a monetary deceleration in the United States will be followed in due course by a deceleration in foreign money growth. Finally, we can concede that the structure of the inflation process might change in some unpredictable way after sufficient time, say five years, has passed for a monetary regime shift to be identified; indeed, the twelve year interval between 1981 and 1992 is a long time to look into the future. But a structural change after five years would not alter our conclusion that stopping inflation is costly simply because most of the output cost occurs early in the simulation interval (91 percent of the cost occurs in the first five years along path I in figure 1 below, and 56 percent along path II).
THE SACRIFICE RATIO
Arthur Okun computed the output loss from reducing inflation implied by a number of Phillips curve models and came up with estimates of the output cost of reducing inflation by one percentage point of between 6 and 18 percent of a year's GNP, with a mean of 10 percent.34 Those estimates were based on a ratio between the loss of output, in percent of GNP, and the reduction in inflation, in percentage points, occurring in the first year of a disinflation experiment. This method of calculation does not, however, take into account the possibility of changes in the ratio as the disinflation experiment proceeds.
Here we investigate a disinflationary monetary strategy and calculate the ratio of the present discounted value of the cumulative output loss to the average discounted reduction in inflation. While these might, in principle, be computed for an infinite time horizon, we economize on computation cost by calculating the ratio of terms discounted forty-eight quarters into the future as basis, and the denominator is divided by E (1 + r) -I in order to average the inflation rate, so that, for example, if p -p? were constant at a rate Tr, the denominator would just equal r.
Obviously the choice of discount rates is crucial once we use a procedure that takes account of developments over several years. The analogous procedure to Okun's would be to ignore the relative timing of costs and benefits and simply to divide the cumulative output loss after twelve years by the permanent reduction in inflation. We report results on this basis (r = 0) and also with a positive annual discount rate (r = 3), which provides a better starting point for welfare analysis.
An important issue raised by this set of calculations involves the limitation of the horizon to twelve years. As we show below, our disinflationary monetary strategy overshoots the equilibrium output ratio and inflation rate by varying amounts in the different simulations, and in most cases the economy has not settled down by the end of 1992. This causes an overstatement in our sacrifice ratio by excluding the discounted benefit of lower inflation after 1992, as well as any possible increase in the growth rate of "natural" output, which is assumed below to be exogenous. It also, however, understates the sacrifice ratio by failing to include the post-1992 recession that arises from overshooting, the cost to society of the instability in both output and inflation that is caused by the disinflationary strategy, and any diminution in the capital stock due to low investment during the 1981-85 slump. We assume that the net effect of these distortions is small enough so that our results are not significantly biased. As further justification for a truncated horizon, we feel that it is unwise to give too much weight to the parts of the simulation that are remote in time from the starting date and therefore subject to large forecasting errors.35 35. For a more detailed discussion of the welfare costs of disinflation, see Okun, Prices and Quantities, chaps. 7 and 8. In particular, we follow Okun in treating a positive log output ratio as creating a benefit for society, due to the role of the tax "wedge" that makes labor's marginal product exceed its opportunity cost at a zero log output ratio. It is instructive to consider the implications of a discounted sacrifice ratio of, say, 6. Such a ratio would imply that in order to achieve a long-run reduction in the inflation rate of 5 percentage points, the economy would have to sacrifice output with a present value of 30 percent of a year's natural GNP, roughly $1,000 billion at current prices, or about $4,000 per capita.
However large, the output loss from disinflation does not by itself contain implications for economic policy. An assessment must be made of the welfare cost of lost output and the welfare benefit of lower inflation. Consideration of the value of the leisure time gained by the unemployed reduces the loss of $1,000 billion in domestic output to about $860 billion.36 Lowering inflation would yield benefits to society reflecting the nonneutral impact of financial regulation and the tax system. For example, Stanley Fischer estimates the annual gain from a 5 percentage point reduction of inflation as 0.30 percent of GNP. This reflects reduced distortion in holdings of noninterest-bearing money and interest-bearing assets subject to interest rate ceilings.37 The gain from lower inflation can be boosted to as much as 1 percent of GNP by considering the effects of inflation on saving, although all of this added effect hinges on the assumption that tax reform is infeasible. Were the total annual gain from reducing inflation by 5 points to amount to as much as 1 percent of GNP ($30 billion), the present value of the gain from reducing inflation would be $1,000 billion, exceeding the present value of the output loss of $860 billion. But we do not believe that tax distortions should be treated as unalterable and permanent. An alternative to this comparison of solutions would be the "innovation accounting" approach generally used in the evaluation of VAR models. A downward innovation in MI growth could be introduced in the first quarter of the simulation, equal in size to one sample-period standard deviation, and the subsequent adjustment of the output ratio and inflation rate could be calculated. Because the shock occurs for only one period, the resulting sacrifice ratio would differ from that in the control and Volcker simulations because there would be more time for the overshooting cycles to dampen. These differences are difficult to explain in a compact way, however, and we choose to limit the size and complexity of the paper by presenting simulation results only for the control and Volcker alternatives. To convert from the weighted to the official unemployment rate, the constant is changed from 3.96 to 6.00 percentage points. 40. The plotted undiscounted sacrifice ratio is based on a separate calculation for each period. Thus the plotted value for 1992:4 corresponds to that listed in the fifth column of table 5. simulation reduces the inflation rate not only through the traditional channel of lower output, but also by causing a reduction in the relative price of imports and in the relative price of food and energy, as well as an appreciation in the effective exchange rate. The impact of these channels of monetary influence is demonstrated in table 5. In row 2 the relative import price change variable, Z4, is set at zero during the 1981-92 simulation, in contrast to its endogenous response allowed in row 1. The consequence of imposing exogeneity on the Z4 variable is an increase in the discounted sacrifice ratio from 4.3 to 5.8. In parallel fashion, row 3 treats both the relative import price and food-energy, variables Z4 and Z3, as exogenous, raising the discounted sacrifice ratio to 7.2. Finally, in row 4 all three international feedback variables are made exogenous in the simulation, resulting in a discounted sacrifice ratio of 9.9 that is close to Okun's summary estimate of 10.
Sacrifice Ratios in Alternative Models
Since the endogeneity of the international variables accounts for the more optimistic results in row 1 as compared to row 4, we may ask whether the behavior ofthe international variables in the two simulations, as summarized in the following, is plausible: rate first, the inflation rate next, and so on. This version actually yields a zero discounted sacrifice ratio.
Finally, rows 9 through 11 make a gradual transition to the more conventional VAR models estimated by Sims and others. Row 9 takes the row 7 model and excludes all supply variables except for the relative price of imports (the latter variable is retained because it is used in the six-variable model in Sims' original VAR paper "Macroeconomics and Reality"). This smaller model in row 9 retains the basic properties of row 7, with little change in the discounted sacrifice ratio. But the model of row 9 would never be chosen by a VAR afficionado, since our previous research has been used to introduce the natural output "adjustments" to the mi and Q variables, as well as to state the import price variable in relative rather than nominal form. The last two rows, row 10 in first differences and row 11 in levels, eliminate these adjustments. The model in row 11 seems to us a good example of the folly of the atheoretical VAR approach when it is unencumbered by common sense. The discounted sacrifice ratio is an enormous 34.2, and the implied unemployment rate in the model grows steadily to almost 15 percent by 1992. Why? The specification in levels rather than growth rates mixes up trend and cycle phenomena. It yields a negative coefficient on output and a negligible positive coefficient on money in the price equation, which as a result is little more than an autoregression in which the inflation rate responds very sluggishly to restrictive monetary policy. 43 Overall, we find little to dissuade us from our preference for the basic model. It is based on an inflation equation that is stable over the 1954-80 sample period and in which coefficients have correct signs and are of reasonable size. The auxiliary equations added for the policy simulations yield plausible paths for the endogenous variables, except for the excessive response of the relative price of imports. The version shown in row 2, which restricts the growth rate of the relative import price variable to be zero during the simulation period, omits this implausible import-price pattern and thus seems to us to be the most reliable indication of the consequences of the control and Volcker policies. The VAR models of rows 5 and 6 lack plausibility, since they yield continuous 43. The model shown in the last row of table 5 with variables stated as log levels is the same as that in Sims, "Interwar and Postwar," with his interest rate replaced by our import deflator. long-run drift in real variables many years after the growth rate of MI in our simulations has arrived at its steady-state value. Finally, we find the VAR models of rows 7 through 11 inferior due to the omission of significant variables.
Conclusions
This paper has attempted to provide new measures of the output cost of disinflationary monetary policy using traditional and vector autoregressive techniques and to use this substantive issue as an occasion to provide an assessment of alternative econometric methodologies. Our conclusions are divided between those of methodological interest and those that relate to the estimated sacrifice ratios and their policy implications.
METHODOLOGY
Although to date VAR models have mainly been used for multivariate exogeneity and causality analysis, they also serve in testing the specification of traditional econometric models. Thanks to the discipline imposed by the VAR technique, we have discovered that the relative price of imports, and of food and energy, both usually treated as exogenous, can be partially explained by lagged values of other variables. As a result, the estimated response of inflation to restrictive monetary policy is amplified.
The traditional and VAR approaches can be viewed as selecting different methods of allocating zero restrictions in the face of scarce degrees of freedom. Like any trade-off in economics, the best way to allocate these restrictions should depend on an assessment of benefits and costs. We find that the VAR technique, although a useful tool for checking traditional specifications, has a low benefit-cost ratio. The pursuit of symmetry leads an investigator to omit "special variables" that matter for particular equations such as the effect of the Nixon controls in the inflation equation or the investment tax credit in investment equations. By clinging to published data and eschewing our natural output adjustments, VAR models also tend to mix secular and cyclical effects and to yield biased coefficients for key relations. As an example, the endogenous treatment of food-energy and import prices suggested by the VAR technique yields an implausibly large response of the latter variable in our simulations.
A VAR enthusiast might be willing to admit that a pure VAR model is of limited usefulness for studying our particular substantive question over a long postsample time horizon and to retreat into a defense of VAR models for multivariate exogeneity and causality testing. But, as the example on row 11 of table 5 illustrates, a VAR model not unlike those published in the literature can yield coefficients that are severely biased and imply a Phillips curve with a perverse slope. This is quite likely to influence the results of exogeneity and causality testing.
THE OUTPUT COST OF DISINFLATION
The discounted sacrifice ratio that emerges from our basic model is 4.3 with the relative import price variable included and 5.8 with that variable excluded. The latter estimate, which we prefer, suggests that to achieve by restrictive monetary policy a long-run reduction in the inflation rate of 5 percentage points the nation must choose to give up output having a present value of 29 percent of a year's natural GNP, almost $1,000 billion at current prices.
Disinflationary monetary policy in the United States is likely to create similar conditions abroad. Without estimating separate equations for the rest of the world, we cannot conjecture about the size of the additional output lost elsewhere. To the extent that nominal wages and prices are less sticky in other countries, the adjustment process may be less painful there than in the United States. But there is no doubt that the $1,000 billion figure understates the worldwide output loss imposed by the current official monetary policy of the U.S. government.
The output loss from disinflation, however large, does not by itself contain implications for economic policy. The discounted welfare gain from a permanent reduction of the inflation rate by 5 percentage points is unlikely to approach $1,000 billion unless nonneutral tax distortions and financial regulations are assumed to be permanent. We find such a presumption implausible. Further, we believe that the public aversion to inflation largely reflects a confusion between the effects of inflation itself and the real income loss caused by the oil price shocks and productivity slowdown of the 1970s. Economists have a responsibility to educate the public about the true costs of inflation in a neutral tax and regulatory environment and about the output cost of reducing inflation.
Our paper also has implications for the literature on inflation and Phillips curves. By including the exchange rate and import prices in the U.S. inflation equation, we tie the study of inflation in the United States more closely to the literature on international monetary economics than has traditionally been the case. Just as foreign economists have long recognized, the mix of monetary and fiscal policy, through its effect on the exchange rate, matters for the short-run inflation adjustment process.
Finally, we find the stability of our basic inflation equation before and after 1967 to be encouraging and offer this evidence in rebuttal to those economists who specialize in "sorting through the wreckage" of earlier Phillips curves and prematurely announcing the demise of Keynesian If attempted, economic agents will believe that any higher inflation rate will be accommodated. Fellner concluded that any credible policy must involve a commitment to reduce the rate of inflation. Hence he suggested that the costs of wage and price controls would be a more suitable alternative against which to measure the costs of resolute disinflation. Gordon responded that stabilizing inflation at its current level was a feasible policy as long as authorities made clear their determination not to tolerate any further increases in the rate of inflation, including increases caused by random shocks. Several participants were unconvinced by Gordon and King's attempt to confront the Lucas critique. They reasoned that, in principle at least, the steadfast pursuit of disinflation could convince economic agents that the future would be different from the past and so could reduce the real costs of disinflation.
Christopher Sims asked whether the resolute disinflation policy outlined by the authors was adequately specified. The paper ignores fiscal policy, yet there is some question about whether the resolute disinflation policy pursued by the Federal Reserve, combined with historically high and growing deficits, could result in inflation reductions and output losses consistent with the estimated sacrifice ratios. Sims suggested that the sacrifice ratio of the present policy combination could be much higher than that estimated by Gordon and King.
Sims criticized the authors' comparison between the VAR procedure and the more traditional structural statistical framework. He found the comparison misleading because the VAR models are essentially unre-stricted while the structural equations take advantage of restrictions based on the authors' claimed a priori knowledge. Sims argued that when VAR models are used for making projections, some procedure for damping sampling variation in estimated coefficients is essential to good performance. A meaningful test of the value of the authors' claimed a priori knowledge would have compared projections from their model with projections from a VAR model estimated with a loose Bayesian prior, not based on a claim to a priori knowledge about specific equations. King interpreted this comment as compatible with the paper's negative verdict on unrestricted VAR models of the type that have recently been popular and welcomed Sims's suggestions for an improved formal methodology for introducing such restrictions.
