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The paper is devoted to a model of a mesoscopic system consisting of a pair of par-
allel planar waveguides separated by an infinitely thin semitransparent boundary
modeled by a transverse δ interaction. We develop the Birman-Schwinger theory
for the corresponding generalized Schro¨dinger operator. The spectral properties
become nontrivial if the barrier coupling is not invariant with respect to longitudi-
nal translations, in particular, there are bound states if the barrier is locally more
transparent in the mean and the coupling parameter reaches the same asymptotic
value in both directions along the guide axis. We derive the weak-coupling expan-
sion of the ground-state eigenvalue for the cases when the perturbation is small in
the supremum and the L1-norms. The last named result applies to the situation
when the support of the leaky part shrinks: the obtained asymptotics differs from
that of a double guide divided by a pierced Dirichlet barrier. We also derive an
upper bound on the number of bound states .
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1 Introduction
1.1 Motivation
The recent progress of solid-state physics opened way to testing of quantum
mechanics in hitherto unusual situations. Many of the “mesoscopic” semi-
conductor systems can be regarded as electron waveguides in which wave
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Figure 1: Double waveguide with a δ barrier
properties of the particles play an essential role – we refer to [6, 9] for dis-
cussion of the model assumptions involved and a bibliography.
An interesting class of such systems is represented by a pair of parallel
planar guides with a lateral coupling, which is realized either by a “window”
in a Dirichlet barrier separating the ducts [4, 9] or by a local variation of
the coupling parameter in a leaky, i.e., semitransparent barrier [8]. In the
latter case (sketched in Figure 1) the Hamiltonian is formally given by the
relation (1.1) below, with the barrier supported by the x–axis. The function
α describes the coupling parameter and the outer boundary of the double
strip Ω := R×(−d2, d1) is supposed to be hard, i.e., we impose Dirichlet
boundary conditions there.
Depending on the choice of α, such a model describe a variety of differ-
ent dynamical situations. It is illustrative to consider the case related to
the example of a pierced-hard-wall discussed in Ref. [9]; the comparison be-
ing based on the fact that the δ interaction with a large coupling constant
approximates the Dirichlet barrier. The example of a step-function-shaped
α analyzed in Refs. [8] exhibits indeed for large α close similarities in the
numerically calculated shapes of the eigenfunctions, etc. At the same time,
asymptotic properties of the eigenvalues may be rather different in the two
cases if we exclude here the possibility α = ∞ which expresses formally the
Dirichlet boundary condition – cf. Remarks 5.7.
Systems with a δ potential barrier of the type (1.1) are mathematically
more accessible, since two operators with different functions α have the same
form domain. This observation will make it possible to construct a Birman-
Schwinger-type theory in this case writing down an explicit expression for
the difference between the resolvent of the Hamiltonian (1.1) and that of a
suitable comparison operator. The main consequence of this formula which
we derive in this paper is the weak coupling expansion in the situation when
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α forms a “potential well”, i.e., when the barrier is locally more transparent
(at least in the mean) and the coupling parameter α(x) reaches the same
asymptotic value in both directions along the guide axis.
1.2 Description of the model and contents of the paper
As we have said, the configuration space of our system is a straight planar
strip Ω := R×O with O := O2 ∪ O1 := (−d2, 0) ∪ (0, d1) in which the free
motion is restricted by the outer hard walls and a δ potential barrier at y = 0.
Its coupling strength α ∈ R varies longitudinally, α = α(x), so the particle
Hamiltonian can be formally written as
Hα = −∆ΩD + α(x)δ(y) . (1.1)
There are several equivalent ways to give the right-hand-side of (1.1) a rig-
orous meaning. Following [2, Chap. I.3] this can be done by imposing the
standard boundary conditions [8]. In this paper, however, we use instead
a quadratic-form definition which is much more general. Such generalized
Schro¨dinger operators in Rd with a measure-induced interaction were stud-
ied in [3]. In the next section we shall adapt this theory for the case when the
free Hamiltonian is the Dirichlet Laplacian relative to a subset Ω ⊂ Rd. To
make the paper self-contained, we outline the construction from Sec. 2 of
the mentioned paper with emphasis on the modifications required by the
presence of the Dirichlet boundary. This concerns mostly Lemma 2.2 whose
proof in [3] relies on the explicit form of the free Green’s function.
In Section 3 we shall use this results to formulate the Birman-Schwinger
theory for the operator (1.1). The basic idea is again adopted from [3], how-
ever, it suits to our purpose to express the resolvent difference with respect
to a comparison operator which also has a nonzero α, and to write it in a
symmetric form.
The obtained resolvent formula is then employed to investigate the dis-
crete spectrum of our Hamiltonian which exists if the δ barrier produces a
local attractive interaction. Sections 4 and 5 are devoted the weak-coupling
analysis of our model in two situations: in the first case the interaction is
tuned by means of a coupling constant, in the second one we use instead a
scaling transformation with respect to the longitudinal variable. In both sit-
uations we derive an asymptotic expansion for the ground state eigenvalue.
In the example which involves the scaling the “potential well” given by the
4
shape of the function α may be deep, the weak coupling being achieved by
its narrowness. This makes it possible to compare the asymptotics with the
mentioned Dirichlet case, where the gap is proportional to the fourth power
of the window width. In contrast, for any “soft” barrier the width appears
in the leading term of the asymptotics with the square only.
In the final section we use the Birman-Schwinger technique to derive an
upper bound on the dimension of the discrete s pectrum. A comparison
with the “square well” example of [8] shows that the bound is good for weak
coupling but its semiclassical behavior is not correct as it is the case for the
usual Schro¨dinger operators [14].
2 Singularly supported interactions on
a subset of R
d
Let Ω be an open subset of Rd. Consider a positive Radon measure m on
Ω, i.e. the abstraction of Lebesgue’s outer measure for general topological
spaces [16, Def. 2.3.9], and a Borel measurable function α : Rd → R such
that∫
Ω
|ψ(x)|2 (1 + α(x)2) dm(x) ≤ a ∫
Ω
|∇ψ(x)|2dx+ b
∫
Ω
|ψ(x)|2dx (2.1)
holds for all ψ ∈ C∞0 (Ω) and some positive a < 1 and b. As indicated in the
introduction, we are interested mainly in situation when m is a δ-measure
supported by a planar curve, but the argument presented below does not
need such restrictions on the measure or space dimension; it includes also
the regular potential case, dm(x) = |V (x)|dx.
By definition, C∞0 (Ω) is dense in the local Sobolev spaceW
2,1
0 (Ω) (cf. [17,
Sec. XIII.14]), so there is a unique bounded linear operator
Im : W
2,1
0 (Ω)→ L2(m) := L2(Ω, dm)
such that Imψ = ψ is valid for any ψ ∈ C∞0 (Ω). The last relation means
in fact (Imψ)(x) = ψ(x) for x ∈ suppm; with an abuse of notation we shall
employ the symbol ψ for (i) a continuous function ψ, (ii) the corresponding
L
2(Ω) equivalence class, and finally (iii) for the corresponding L2(Ω, dm)
equivalence class. By density, the inequality (2.1) holds for all ψ ∈W 2,10 (Ω)
provided ψ is replaced by Imψ on the left-hand-side.
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2.1 The Hamiltonian
We introduce the following quadratic form
Eαm(ψ, ϕ) :=
∫
Ω
∇ψ(x).∇ϕ(x)dx+
∫
Ω
α(x) (Imψ¯)(x) (Imϕ)(x) dm(x) (2.2)
with the domain D(Eαm) = W 2,10 (Ω). It is well known [17, Sec. XIII.14] that
the free form E0 is positive and closed on L2(Ω); it gives rise to the Dirichlet
Laplacian −∆ΩD. By the KLMN theorem [17, Thm. X.17] and the extended
version of inequality (2.1), Eαm is lower semibounded and closed on L2(Ω),
and C∞0 (Ω) is a core for it. Hence by the second representation theorem,
there is a unique self-adjoint operator Hαm associated with Eαm; it will the
object of our interest in the following.
The basic assumption (2.1) is satisfied, in particular, for measures m
belonging to the generalized Kato class. By [20] the inequality (2.1) holds
for such m and ψ ∈ S(Rd), and the same is, a fortiori, true for ψ ∈ C∞0 (Ω)
corresponding to an open Ω ⊂ Rd. If d = 2 the Kato condition reads
lim
ε→0+
sup
x∈Ω
∫
B(x,ε)∩Ω
|ln |x− y|| dm(y) = 0 , (2.3)
where B(x, ε) is the ball of radius ε and center x. It is straightforward
to check that the condition is satisfied for the δ measure of our example;
alternatively one can employ Thm. 4.1 of [3].
2.2 Auxiliary results
We will need two lemmas. The first one is abstract and we adopt it from [3]:
Lemma 2.1 Let E be a lower semibounded densely defined closed quadratic
form on a complex Hilbert space H with the inner product (· , ·), and let
H be the unique self-adjoint operator on H associated with E . Finally, let
R : H → D(E) be an arbitrary map and z ∈ C. Then the following statements
are equivalent.
(i) z ∈ ρ(H) and (H − z)−1 = R.
(ii) ∀ψ ∈ H, ϕ ∈ D(E) : E(Rψ, ϕ) = (zRψ + ψ, ϕ).
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Let now C
+
Ω,0 be the set
{
k : Im k > 0 or k2 ∈ [0, inf σ(−∆ΩD))} ⊂ C.
Given k ∈ C+Ω,0 we denote by G0(·, ·; k) the free resolvent kernel for z = k2
corresponding to the Dirichlet Laplacian −∆ΩD. The main difference with
respect to [3] is that for Ω 6= Rd the kernel depends on both arguments, not
just on their difference.
Let µ, ν be positive Radon measures without a discrete component, i.e.
µ({a}) = ν({a}) = 0 for any a ∈ Ω. We denote by Rkµ,ν the integral operator
from L2(µ) := L2(Ω, dµ) to L2(ν) with the kernel G0(·, ·; k). In particular,
we have
(Rkµ,νψ)(x) =
∫
Ω
G0(x, y; k)ψ(y)dµ(y) (2.4)
for all ψ ∈ D(Rkµ,ν) ⊂ L2(µ). Since we agreed to the mentioned abuse of
notation, there is no ν in the definition; we compute the right-hand-side and
interpret it as values of a function in L2(ν). In the following (· , ·) will denote
the inner product on L2(Ω).
Lemma 2.2 Let k ∈ C+Ω,0 and ψ ∈ L2(m). Then Rkm,dxψ ∈W 2,10 (Ω) and
∀ϕ ∈W 2,10 (Ω) : E0(Rkm,dxψ, ϕ)− (k2Rkm,dxψ, ϕ) =
∫
Ω
ψ¯(y)(Imϕ)(y)dm(y)
In particular, Rkm,dx is injective.
Proof: If we prove the above relation, the injectivity will follow by density
of Ran Im in L
2(m). Assume first k2 < 0, i.e., k is purely imaginary. Then
〈ψ, ϕ〉k := E0(ψ, ϕ)− k2(ψ, ϕ) (2.5)
defines an inner product on W 2,10 (Ω) and the corresponding norm is equiv-
alent to the usual Sobolev norm (with k2 =−1). Take a fixed ψ ∈ L2(m).
Using Schwarz inequality and the fact that Im is bounded we infer∣∣∣∣
∫
Ω
ψ¯(y)(Imϕ)(y)dm(y)
∣∣∣∣2 ≤
∫
Ω
|ψ(y)|2dm(y)
∫
Ω
|(Imϕ)(y)|2dm(y)
≤ c 〈ϕ, ϕ〉k
for any ϕ ∈W 2,10 (Ω) and some constant c depending on ψ. Hence the linear
functional
ϕ 7→
∫
Ω
ψ¯(y)(Imϕ)(y)dm(y)
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on the Hilbert space (W 2,10 (Ω), 〈· , ·〉k) is bounded, and by Riesz’s lemma,
there is a unique ψkm ∈W 2,10 (Ω) such that
∀ϕ ∈W 2,10 (Ω) :
〈
ψkm, ϕ
〉
k
=
∫
Ω
ψ¯(y)(Imϕ)(y)dm(y). (2.6)
Consequently, it is sufficient to show that
∀ψ ∈ L2(Ω) : (Rkm,dxψ)(x) ≡
∫
Ω
G0(x, y; k)ψ(y)dm(y) = ψ
k
m(x)
a.e. with respect to the Lebesgue measure dx.
If Ω 6= Rd we have in general no explicit expression for the Green’s func-
tion G0(x, y; k) with a given k
2 < 0. We know, however, that it is positive
for all x, y ∈ Ω, x 6= y [17, App. 1 to Sec. XIII.12], and moreover, that the
kernel is dx-integrable if the other variable is fixed (in fact, exponentially
decaying for a non-compact Ω) and
∀ y ∈ Ω, ϕ ∈W 2,10 (Ω) :
∫
Ω
G0(x, y; k)(−∆ΩD − k2)ϕ(x)dx = ϕ(y).
Functions ϕ := (−∆ΩD − k2)−1η with η ∈ C∞0 (Ω) are bounded C∞ and have
the same decay as the Green’s function for a non-compact Ω.
We shall prove the desired relation in several steps. Suppose first that
ψ ∈ L1(m) ∩ L2(m). For ϕ of the described class we may employ then the
Fubini theorem obtaining∫
Ω
(∫
Ω
G0(x, y; k)ψ(y)dm(y)
)
(−∆ΩD − k2)ϕ(x) dx
=
∫
Ω
ψ¯(y)
(∫
Ω
G0(y, x; k)(−∆ΩD − k2)ϕ(x) dx
)
dm(y)
=
∫
Ω
ψ¯(y)ϕ(y) dm(y) .
We have used here also the fact that G0 is real-valued for k
2 < 0. By (2.6)
and the second representation theorem, we have∫
Ω
ψkm(−∆ΩD − k2)ϕ(x) dx =
〈
ψkm, ϕ
〉
k
=
∫
Ω
ψ¯(y)ϕ(y) dm(y)
for all ϕ ∈ (−∆ΩD − k2)−1C∞0 (Ω).
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In the last equality, we have used the fact that Imϕ = ϕ m − a.e. This
relation is not selfevident because in general ϕ does not belong to C∞0 (Ω).
However, one can approximate it by C∞0 –functions. More specifically, de-
fine ϕn := jnϕ, where jn ∈ C∞0 (Ω) such that 0 ≤ jn(x) ≤ 1 for all x ∈ Ω
and jn(x) = 1 for |x| ≤ n. Since ϕn → ϕ pointwise dx − a.e. as n → ∞
and |ϕn| ≤ |ϕ| ∈W 2,10 (Ω), it follows by the dominated convergence theorem
that ϕn → ϕ inW 2,10 (Ω). From the definition of Im, we get also Imϕn → Imϕ
in L2(m). Since Imϕn ∈ C∞0 (Ω) by construction, we infer that Imϕn = ϕn
holds m− a.e., and therefore Imϕ = ϕ m− a.e. as well.
Since the set (−∆ΩD − k2)−1C∞0 (Ω) is dense in L1(Ω), it follows that
ψkm = R
k
m,dxψ dx−a.e.
Now we can mimick the argument of [3] again: in the next step we consider
a non-negative ψ ∈ L2(m) and use a standard approximation argument
choosing a sequence {ψ˜n}∞n=1 ⊂ L1(m) ∩L2(m) such that
lim
n→∞
ψ˜n = ψ and 0 ≤ ψ˜1 ≤ ψ˜2 ≤ · · · ≤ ψ˜n m−a.e.
Then
∀ϕ ∈W 2,10 (Ω) :
〈
Rkm,dxψ˜n, ϕ
〉
k
=
∫
Ω
ψ˜n(y)(Imϕ)(y) dm(y)
and by the dominated convergence theorem we get
∀ϕ ∈W 2,10 (Ω) :
〈
Rkm,dxψ˜n, ϕ
〉
k
→
∫
Ω
ψ¯(y)(Imϕ)(y) dm(y) =
〈
Rkm,dxψ, ϕ
〉
k
as n → ∞, i.e., the sequence {Rkm,dxψ˜n} converges weakly to Rkm,dxψ in the
Hilbert space (W 2,10 (Ω), 〈· , ·〉k). By the diagonal trick [17, Sec. I.5] we may
thus assume (selecting a subsequence if necessary) that
Rkm,dxψn → Rkm,dxψ as n→∞ (2.7)
strongly in W 2,10 (Ω), where ψn :=
1
n
∑n
j=1 ψ˜j . Since G0(·, ·; k) is nonnegative
and the sequence {ψn} is nondecreasing again, the monotone convergence
theorem implies
∀x ∈ Ω :
∫
Ω
G0(x, y; k)ψ(y) dm(y) = lim
n→∞
(Rkm,dxψn)(x) ≤ ∞.
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The relation (2.7) then gives∫
Ω
G0(·, y; k)ψ(y) dm(y) = Rkm,dxψ dx−a.e.
Finally, by linearity the result extends to any ψ ∈ L2(m).
It remains to establish the sought identity for an arbitrary k ∈ C+Ω,0. To
this aim, we employ the first resolvent relation which gives
Rk˜m,dx = R
k
m,dx + (k˜
2 − k2)Rk˜0Rkm,dx,
where we have denoted Rk0 := R
k
dx,dx. Using repeatedly Lemma 2.1 we find
E0(Rk˜m,dxψ, ϕ)− (k˜2Rk˜m,dxψ, ϕ)
= E0(Rkm,dxψ, ϕ)− (k˜2Rkm,dxψ, ϕ)
+E0((k˜2 − k2)Rk˜0Rkm,dxψ, ϕ)− (k˜2(k˜2 − k2)Rk˜0Rkm,dxψ, ϕ)
= E0(Rkm,dxψ, ϕ)− (k˜2Rkm,dxψ, ϕ) + (k˜2(k˜2 − k2)Rk˜0Rkm,dxψ, ϕ)
+((k˜2 − k2)Rkm,dxψ, ϕ)− (k˜2(k˜2 − k2)Rk˜0Rkm,dxψ, ϕ)
= E0(Rkm,dxψ, ϕ)− (k2Rkm,dxψ, ϕ).
2.3 The resolvent
The above result allows us to write an explicit formula for the resolvent of
Hαm and to derive some properties of it. We could just quote the results
which we shall need in the following, but for the sake of completeness we
sketch also the proofs which are essentially the same as in [3].
Proposition 2.3 Let k ∈ C+Ω,0. Suppose that the operator I + αImRkm,dx is
invertible on L2(m) and the operator
Rk := Rk0 −Rkm,dx(I + αImRkm,dx)−1αImRk0
is defined everywhere in L2(Ω). Then k2 ∈ ρ(Hαm) and (Hαm− k2)−1 = Rk.
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Proof: Take ψ ∈ L2(Ω) and ϕ ∈ W 2,10 (Ω) ≡ D(Eαm). By assumption,
the operator Rk is defined on L2(Ω). The free resolvent maps L2(Ω) into
W
2,1
0 (Ω); the same is true for the second term in view of the assumed invert-
ibility and Lemma 2.2. Thus Rkψ ∈ W 2,10 (Ω), and by Lemma 2.1 we have
to check that
Eαm(Rkψ, ϕ)− (k2Rkψ, ϕ) = (ψ, ϕ)
holds for all ψ, ϕ from the indicated sets. Dividing the left-hand-side into
the “free” and “interaction” parts and denoting
χ := (I + αImR
k
m,dx)
−1αImRk0ψ,
we can rewrite it as
E0(Rk0ψ, ϕ)− (k2Rk0ψ, ϕ)− E0(Rkm,dxχ, ϕ) + (k2Rkm,dxχ, ϕ)
+
∫
Ω
α(x)(ImRkψ)(x)(Imϕ)(x) dm(x)
The first two pair of terms equal (ψ, ϕ) and − ∫
Ω
χ¯(x)(Imϕ)(x) dm(x) by
Lemma 2.1 and Lemma 2.2, respectively. Since the relation should hold for
all ϕ ∈W 2,10 (Ω) we have thus to check that αImRkψ = χ for any ψ ∈ L2(Ω),
which follows by a simple algebraic manipulation,
αImR
kψ = αImR
k
0ψ − αImRkm,dxχ
= (I + αImR
k
m,dxψ) (I + αImR
k
m,dxψ)
−1αImRk0ψ︸ ︷︷ ︸
χ
−αImRkm,dxχ = χ .
As usual the invertibility assumption of the preceding proposition is sat-
isfied for energies large enough negative.
Corollary 2.4 There is κ0 > 0 such that ‖αImRiκm,dx‖ < 1 for κ ≥ κ0.
Proof: In view of our basic assumption (2.1) and the boundedness of the
operator Im we can choose a < 1 and 0 < b <∞ such that
∀ϕ ∈W 2,10 (Ω) :
∫
Ω
|Imϕ(x)|2(1 + α(x)2) dm(x) ≤ a 〈ϕ, ϕ〉iκ0
where κ0 :=
√
b
a
and the inner product at the r.h.s. is defined in the proof
of Lemma 2.2. We denote by Sκ the unit sphere in (W
2,1
0 (Ω), 〈· , ·〉iκ). Given
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κ ≥ κ0 and ψ ∈ L2(m), we deduce from the above inequality∫
Ω
α(x)2|(ImRiκm,dxψ)(x)|2dm(x) ≤ a
〈
Riκm,dxψ,R
iκ
m,dxψ
〉
iκ0
≤ a 〈Riκm,dxψ,Riκm,dxψ〉iκ = a sup
ϕ∈Sκ
∣∣∣〈Riκm,dxψ, ϕ〉iκ∣∣∣2 .
In view of Lemma 2.2, the last expression can be rewritten as
a sup
ϕ∈Sκ
∣∣∣∣
∫
Ω
ψ¯(y)(Imϕ)(y) dm(y)
∣∣∣∣2
≤ a
∫
Ω
|ψ(y)|2dm(y) sup
ϕ∈Sκ
∫
Ω
|(Imϕ)(y)| dm(y)︸ ︷︷ ︸
≤a〈ϕ,ϕ〉iκ
≤ a2
∫
Ω
|ψ(y)|2dm(y)
where we have used Schwarz inequality and the assumption (2.1) again. Con-
sequently, ‖αImRiκm,dx‖ < a holds for all κ ≥ κ0.
The resolvent expression of Proposition 2.3 represents a starting point for
construction of the Birman-Schwinger theory. This will be done in the next
section for our double-waveguide example. A part of the analysis is an ex-
pression for the number of eigenvalues of Hαm which can be derived in the
present general context.
Corollary 2.5 dimKer(Hαm − k2) = dimKer(I + αImRkm,dx) holds for any
k ∈ C+Ω,0.
Proof: Suppose first that ψ ∈ L2(m) satisfies ψ + αImRkm,dxψ = 0. By
Lemma 2.2 we have
Eαm(Rkm,dxψ, ϕ)− (k2Rkm,dxψ, ϕ)
=
∫
Ω
ψ¯(y)(Imϕ)(y) dm(y) +
∫
Ω
α(y)(ImR
k
m,dxψ)(y)(Imϕ)(y) dm(y) = 0
for all ϕ ∈ W 2,10 (Ω) ≡ D(Eαm). By the second representation theorem, it
follows that Rkm,dxψ ∈ D(Hαm) and HαmRkm,dxψ = k2Rkm,dxψ. Since Rkm,dx is
injective by Lemma 2.2, we get
dimKer(I + αImR
k
m,dx) ≤ dimKer(Hαm − k2).
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On the other hand, let ϕ ∈ D(Hαm) with Hαmϕ = k2ϕ. In view of the above
argument, it is sufficient to show that ϕ = Rkm,dxψ for some ψ ∈ L2(m) such
that ψ+αImR
k
m,dxψ = 0. We put ψ := −αImϕ; then by Lemma 2.2, we have
E0(Rkm,dxψ, χ)− (k2Rkm,dxψ, χ) = −
∫
Ω
α(x)(Imϕ¯)(x)(Imχ)(x) dm(x)
for all χ ∈W 2,10 (Ω). Using the second representation theorem again together
with the assumption Hαmϕ = k
2ϕ we get Eαm(ϕ, χ)− (k2ϕ, χ) = 0, so
E0(ϕ, χ)− (k2ϕ, χ)
= Eαm(ϕ, χ)− (k2ϕ, χ)−
∫
Ω
α(x)(Imϕ¯)(x)(Imχ)(x) dm(x)
= −
∫
Ω
α(x)(Imϕ¯)(x)(Imχ)(x) dm(x)
holds for any χ ∈W 2,10 (Ω). Comparing the two expressions, we arrive at the
relation ϕ = Rkm,dxψ which yields ψ + αImR
k
m,dxψ = ψ + αImϕ = 0.
3 BS analysis for the double waveguide
The core of the classical Birman-Schwinger analysis is a resolvent expression
containing at the l.h.s. only the free resolvent. If the Schro¨dinger operator
in question involves a potential defined via a measure, the free resolvent has
to be interpreted as an operator between different L2 spaces. Now we are
going to derive such a formula for the system described in Sec. 1.2.
3.1 The basic lemma
The sought relation is an analogue of [3, Lemma 2.3] valid for Ω = Rd. The
proof of this result employed the explicit form of the resolvent, thus the
argument had to be modified again. We shall consider the operator Hαm of
the previous section in the situation when Ω := R×O and m is supported
by the x-axis. Then we have:
Lemma 3.1 (i) ∀k ∈ C+Ω,0 : ImRkm,dx = Rkm,m and ImRk0 = Rkdx,m.
(ii) I + αRiκm,m has a bounded inverse on L
2(m) for all κ > 0 large enough.
(iii) Assume that I + αRkm,m is invertible for k ∈ C+Ω,0 and the operator
Rk := Rk0 −Rkm,dx(I + αRkm,m)−1αRkdx,m
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on L2(m) is everywhere defined. Then k2 ∈ ρ(Hαm) and (Hαm−k2)−1 = Rk.
(iv) ∀k ∈ C+Ω,0 : dimKer(Hαm − k2) = dimKer(I + αRkm,m).
Proof: Since the assertions (ii)–(iv) are easy consequences of the first
claim and the above corollaries, it is sufficient to check (i). The free Green’s
function for the strip Ω was written down in [7]. In particular, we have
G0(~x, ~x
′; iκ) =
1
D
∞∑
n=1
e−κn|x−x
′|
κn
sin
πn
D
(y + d2) sin
πn
D
(y′ + d2) ;
κn :=
√
κ2 +
(πn
D
)2
for κ > 0, where ~x := (x, y). We know that G0(~x, ~x
′; iκ) > 0, it is smooth in
each argument, exponentially decaying as |x−x′| → ∞ and has a logarithmic
singularity as ~x′ → ~x. As in Ref. [3], we need a smooth approximation to
G0. We employ the fact that
G0(~x, ~x
′; iκ) = − 1
2π
ln |~x− ~x′|+ Γ(~x, ~x′) ,
where Γ is a C∞ function vanishing when y, y′ assume the values d1,−d2.
We take
• a strictly increasingC∞ function ξ : (0,∞)→ [1,∞) such that ξ(0) = 1
and ξ(x) = x for x ≥ 2,
• an increasing sequence {ηn}∞n=1 ⊂ C∞0 (Ω) such that limn→∞ ηn(~x) = 1
for any fixed ~x ∈ Ω
and put
Gn(~x, ~x
′; iκ) :=
[
− 1
2π
ln
ξ(n|~x− ~x′|)
n
+ Γ(~x, ~x′)
]
ηn(~x).
Clearly,
(i) Gn(·, ~x; iκ) ∈ C∞0 (Ω)
(ii) ∀ ~x, ~x′ ∈ Ω : Gn(~x, ~x′; iκ) ≤ Gn+1(~x, ~x′; iκ)
(iii) ∃ c1 > 0 ∀ ~x, ~x′ ∈ Ω, ~x 6= ~x′ : |∇xGn(~x, ~x′; iκ)| ≤ c1|~x− ~x′|
(iv) ∃ c2, c3 > 0 ∀ ~x, ~x′ ∈ Ω, |~x− ~x′| large enough :
|Gn(~x, ~x′; iκ)|+ |∇xGn(~x, ~x′; iκ)| ≤ c2e−c3|x−x′|
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We use the common notation µ for m, dx. Take an arbitrary ψ ∈ L2(µ) and
ϕn := R
n,iκ
µ,dxψ, i.e.
ϕn =
∫
Ω
Gn(~x, ~x
′; iκ)ψ(~x) dµ(~x′).
Each ϕn ∈ W 2,10 (Ω) by definition. Furthermore, by the construction of the
regularized Green’s function, we have also ϕn ∈ C∞0 (Ω). Next we have to
estimate the Sobolev norm of ϕn. In view of (iii) we have∫
Ω
∣∣∣∣∇x
∫
Ω
Gn(~x, ~x
′; iκ)ψ(x′) dµ(x′)
∣∣∣∣2 dx
=
∫
Ω
∣∣∣∣
∫
Ω
∇xGn(~x, ~x′; iκ)ψ(x′) dµ(x′)
∣∣∣∣2 dx
≤
∫
Ω
∣∣∣∣
∫
Ω
c1
|~x− ~x′|ψ(x
′) dµ(x′)
∣∣∣∣2 dx ≤
∫
R
2
∣∣∣∣
∫
R
2
c1
|~x− ~x′|ψ(x
′) dµ(x′)
∣∣∣∣2 dx
where ψ in the last expression means the trivial extension from Ω to R2. The
integral was shown to be finite in the proof of Lemma 2.3 in [3]. As for the
non-derivative part we notice that G0 has a bound as a consequence of the
fact that Riκµ,dxψ ∈W 2,10 (Ω) ⊂ L2(Ω).
Summing the above considerations, we have demonstrated that {ϕn} is a
bounded sequence in the local Sobolev space W 2,10 (Ω). Then we proceed as
above: we construct χn :=
1
n
∑n
j=1 ϕj and use the diagonal trick to show that
(a subsequence of) {χn} converges strongly in W 2,10 (Ω). By the property (ii)
and monotone convergence theorem
∀~x ∈ Ω : lim
n→∞
χn(~x) = (R
iκ
µ,dxψ)(~x),
so χn → Riκµ,dxψ in W 2,10 (Ω) as n→∞. From the definition of Im,
Imχn → ImRiκµ,dxψ in L2(m)
as n→∞. Since Imχn ∈ C∞0 (Ω) by construction, we conclude that Imχn =
χn holds m−a.e., and therefore
ImR
iκ
µ,dxψ = R
iκ
µ,dxψ m−a.e.
This proves the desired relations for k purely imaginary. The result extends to
any k ∈ C+Ω,0 by means of the Hilbert identity as in the proof of Lemma 2.2.
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3.2 The resolvent comparison formula
From the point of view of our model the formula in Lemma 3.1(iii) still suffers
from two defects. First of all, if we consider a semitransparent barrier whose
coupling parameter is varied locally, it is natural to take Hαm with a constant
but generally nonzero α as a comparison operator. Secondly, in analogy with
the classical Birman-Schwinger theory it is useful to arrange the “potential”
symmetrically with respect to the free resolvent in order to be able to use
efficiently its decay properties.
Let α be as above a Borel measurable function R → R and α0 ∈ R;
abusing the notation we shall employ the symbol α0 also for the constant
function R→ R, α0(x) = α0. By the preceding result, we have
Rk(α0) = R
k
0 − Rkm,dx(I + α0Rkm,m)−1α0Rkdx,m,
so for any k ∈ C+Ω,0 with k2 ∈ ρ(Hα0m) ∩ ρ(Hαm):
Rk(α)−Rk(α0) = Rkm,dx
[
(I + α0R
k
m,m)
−1α0 − (I + αRkm,m)−1α
]
Rkdx,m
= Rkm,dx(I + αR
k
m,m)
−1 [α0(I + αRkm,m)− α(I + α0Rkm,m)]
× (I + α0Rkm,m)−1Rkdx,m
= Rkm,dx(I + αR
k
m,m)
−1(α0−α)(I + α0Rkm,m)−1Rkdx,m , (3.1)
where in the second line we have used the fact that α0 is a number and
thus commutes with I + αRkm,m. Next we compute traces of R
k(α0). By
Lemma 3.1, we have
Rkdx,m(α0) = R
k
dx,m − Rkm,m(I + α0Rkm,m)−1α0Rkdx,m
= (I + α0R
k
m,m)
−1Rkdx,m.
On the other hand, (Rkµ,ν)
∗ maps L2(ν) into L2(µ) and (Rkµ,ν)
∗ = Rk¯ν,µ. In
the same way as above, this yields
Rkm,dx(α0) = R
k
m,dx(I + α0R
k
m,m)
−1 ;
applying once more Lemma 3.1 we get also
Rkm,m(α0) = (I + α0R
k
m,m)
−1Rkm,m = R
k
m,m(I + α0R
k
m,m)
−1. (3.2)
We employ these relations to proceed with the calculation of the resolvent
difference (3.1): up to a sign change it equals
Rkm,dx(α0)(I + α0R
k
m,m)(I + αR
k
m,m)
−1(α−α0)Rkdx,m(α0)
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and the central expression can be further rewritten as follows:
(I + α0R
k
m,m)(I + αR
k
m,m)
−1(α−α0)
=
[(
I + α0R
k
m,m + (α−α0)Rkm,m
)
(I + α0R
k
m,m)
−1]−1 (α−α0)
=
[
I + (α−α0)Rkm,m(α0)
]−1
(α−α0)
=
[
I + (α−α0)Rkm,m(α0)
]−1
(α−α0) 12
[
I + |α−α0| 12Rkm,m(α0)(α−α0)
1
2
]
×
[
I + |α−α0| 12Rkm,m(α0)(α−α0)
1
2
]−1
|α−α0| 12
=
[
I + (α−α0)Rkm,m(α0)
]−1 [
I + (α−α0)Rkm,m(α0)
]
(α−α0) 12
×
[
I + |α−α0| 12Rkm,m(α0)(α−α0)
1
2
]−1
|α−α0| 12
= (α−α0) 12
[
I + |α−α0| 12Rkm,m(α0)(α−α0)
1
2
]−1
|α−α0| 12 . (3.3)
We employ here the usual “square-root convention” of the Birman-Schwinger
theory, (α−α0) 12 := |α−α0| 12 sgn(α−α0).
Notice finally that the obtained expression no longer contains Rk0 . Using
once again the Hilbert-identity trick, we can extend its validity to the set
C
+
Ω,α0
:= {k : Im k > 0 or k2 ∈ [0, inf σ(Hα0m))}. Summing up the above
discussion, we get
Theorem 3.2 Under the stated assumptions, the resolvent of Hαm can be
expressed by means of that of the reference operator Hα0m as
Rk(α) = Rk(α0)− Rkm,dx(α0) (α−α0)
1
2
×
[
I + |α−α0| 12 Rkm,m(α0) (α−α0)
1
2
]−1
|α−α0| 12Rkdx,m(α0)
for any k ∈ C+Ω,α0.
Hence the original problem is equivalent to spectral analysis of the integral
operator
Kkα := |α−α0|
1
2 Rkm,m(α0) (α−α0)
1
2 . (3.4)
To be more specific we restrict ourselves to the situation which we shall
discuss below and adopt the following assumptions:
(a1) α(·)−α0 ∈ L1+ε(R, dx) for some ε > 0,
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(a2) α(·)−α0 ∈ L1(R, |x| dx);
notice that as a consequence of (a1), (a2), the function belongs also to
L
1(R, dx).
Corollary 3.3 Under the assumption (a1), (a2),
(i) Kkα is Hilbert-Schmidt for any k ∈ C+Ω,α0,
(ii) I +Kiκα has a bounded inverse on L
2(m) for all κ > 0 large enough,
(iii) ∀k ∈ C+Ω,α0 : dimKer(Hαm − k2) = dimKer
(
I +Kkα
)
,
(iv) Birman-Schwinger principle holds,
∀k ∈ C+Ω,α0 : k2 ∈ σdisc(Hα)⇐⇒ −1 ∈ σdisc(Kkα) .
Proof: The Hilbert-Schmidt property follows by an argument analogous
to the estimate of N10 in Proposition 4.1 below, with the difference that the
summation includes the first transverse mode too and
√
νn − ν1 is replaced
by
√
νn − k2. To prove (ii) one employs the analogue of (4.4) to infer that
‖Kiκα ‖2HS → 0 as κ→∞.
To deal with the rest, notice first that it is sufficient to prove (iii), (iv)
for functions α which are essentially bounded. Indeed, define αN(x) :=
sgnα(x) min{|α(x)|, N}. By absolute continuity of the Lebesgue integral
the values of the quadratic form (2.2) related to αN converge to that of Eαm
as N → ∞ so HαNm → Hαm in the strong resolvent sense by [12, Thm.
VIII.3.6]. Hence the discrete spectrum of Hαm is approximated by that of
HαNm [17, Sec. VIII.7] but the latter has a finite dimension bound uniformly
w.r.t. N as we shall show in Proposition 6.1.
Suppose therefore that ‖α−α0‖∞ < ∞. The operator I +Kkα has by (i)
a purely discrete spectrum, every non-unit eigenvalue being of a finite multi-
plicity. Consequently, if Kkα has the eigenvalue −1, the number k2 belongs to
the spectrum of Hαm with the same multiplicity. On the other hand, if there
is no ψ solving Kkαψ = −ψ, then (I + Kkα)−1 is bounded, and so is Rk(α),
thus k2 ∈ ρ(Hαm).
Remarks 3.4 (i) It is clear from (3.3) that there are other expressions of
the resolvent, e.g.,
Rk(α) = Rk(α0)− Rkm,dx(α0)
[
I + (α−α0)Rkm,m(α0)
]−1
(α−α0)Rkdx,m(α0) .
(3.5)
The advantage of the fully symmetric form is that it allows an optimal use
of the decay properties of α−α0. For instance, in the weak-coupling analysis
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of the next section the relation (3.5) would force us to restrict ourselves to
the compact-support case.
(ii) As usual the BS principle provides an information about the discrete
spectrum. Whether eigenvalues embedded in the essential spectrum may
exist in the present situation remains an interesting open problem.
4 Weak coupling
Now we shall apply the above general results to weak-coupling analysis of
our model represented by the Hamiltonian Hα defined in Section 2.1 (from
now on we will omit the subscript m) which is considered as a perturbation
of an Hα0 with a constant α0. The spectral properties of the latter operator
are found easily; the corresponding analysis was done in [8, Sec. 2.2] where
the reader can find a detailed account.
We have seen that the function α−α0 plays the role of an effective poten-
tial. To introduce a parameter controlling the perturbation, we replace it in
this section by λ(α−α0) with a small λ. Without loss of generality, we may
suppose that the parameter is positive.
We shall concentrate on the case when the “leaky part” is localized in
the sense that α(x)−α0 decays fast enough as |x| → ∞. Using a variational
argument we have shown in [8] that the discrete spectrum is then non-empty.
For a small positive λ there is a unique bound state; our aim here is to
derive an asymptotic expansion of the corresponding eigenvalue. The method
follows the standard argument for one-dimensional Schro¨dinger operators
[5, 19] and its extension to waveguide systems [6, Thm. 4.2.]. We shall
suppose in the following that the assumptions (a1) and (a2) are valid.
4.1 Preliminaries
In the following we denote the ground-state eigenvalue of the weakly coupled
Hamiltonian as k2 and look for the function λ 7→ k2. Since we are interested
in the discrete spectrum, we consider the Green’s function for k2<ν1(α0), the
threshold of the essential spectrum given by the first transverse eigenvalue
of the unperturbed system – cf. [8, Sec. 3].
Kα(x, x
′; k) = |α(x)−α0| 12
∞∑
n=1
|χn(0;α0)|2
2κn
e−κn|x−x
′| (α(x′)−α0) 12 , (4.1)
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where κn :=
√
νn(α0)− k2 and {χn} is the family the corresponding trans-
verse eigenfunctions of the unperturbed system. It is straightforward to check
that limλ→0 k2 = ν1, i.e., κ1→ 0 as λ→ 0.
The key idea of the following argument is that Kkα is well behaved in
the limit k2 → ν1 except for a divergent rank-one part. The singularity is
contained in the first term of the expansion (4.1) and can be singled out by
taking (as in) Kkα = Qα + Pα = Qα +Aα +Nα in analogy with [5, 6], where
Qα(x, x
′) = |α(x)−α0| 12 e−κ1|x| |χ1(0)|
2
2κ1
e−κ1|x
′| (α(x′)−α0) 12
Aα(x, x
′) = |α(x)−α0| 12 |χ1(0)|
2
κ1
e−κ1|x|> sinh κ1|x|< (α(x′)−α0) 12 (4.2)
Nα(x, x
′) = |α(x)−α0| 12
∞∑
n=2
|χn(0)|2
2κn
e−κn|x−x
′| (α(x′)−α0) 12 .
We have introduced here |x|< := max {0,min{|x|, |x′|} sgn(xx′)} and |x|> :=
max{|x|, |x′|}; for the sake of brevity we drop α0 from the argument of χn.
Defining
A0(x, x
′) := |α(x)−α0| 12 |χ1(0)|2 |x|< (α(x′)−α0) 12
Nβ0 (x, x
′) := |α(x)−α0| 12
∞∑
n=2
|χn(0)|2
2
e−β
√
νn−ν1|x−x′|
β
√
νn − ν1 (α(x
′)−α0) 12
with β > 0, we get
Proposition 4.1 Let the assumptions (a1), (a2) be valid, then
lim
κ1→0
‖Aα −A0‖HS = 0 and lim
κ1→0
‖Nα −N10‖HS = 0 . (4.3)
Proof: A0 is Hilbert-Schmidt since
‖A0‖2HS =
∫
R
2
|A0(x, x′)|2 dx dx′
= |χ1(0)|4
∫
R
2
|α(x)−α0| |x|2< |α(x′)−α0| dx dx′
≤ |χ1(0)|4
(∫
R
|x| |α(x)−α0| dx
)2
<∞
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by assumption. We have limκ1→0Aα = A0 and |Aα(x, x′; κ1)| ≤ |A0(x, x′)|.
This allows us to use the dominated convergence theorem which yields im-
mediately the first claim.
N10 has a logarithmic singularity as x
′ → x. Nevertheless, its Hilbert-
Schmidt norm is finite because
‖N10‖2HS =
∞∑
m,n=2
|χn(0)χm(0)|2
4
√
νn − ν1
√
νm − ν1
×
∫
R
2
|α(x)−α0| e−(
√
νn−ν1+
√
νm−ν1)|x−x′| |α(x′)−α0| dx dx′ ,
where the monotone convergence theorem justifies the interchange of summa-
tion and integration, and by Ho¨lder inequality the integral can be estimated
by
‖α−α0‖1+ε
∫
R
dx |α(x)−α0|
×
{
e−(
√
νn−ν1+
√
νm−ν1)x
(∫ x
−∞
e(ε
′)−1(
√
νn−ν1+
√
νm−ν1)x′dx′
)ε′
+ e(
√
νn−ν1+
√
νm−ν1)x
(∫ ∞
x
e−(ε
′)−1(
√
νn−ν1+
√
νm−ν1)x′dx′
)ε′ }
= 2(ε′)ε
′‖α−α0‖1+ε‖α−α0‖1(
√
νn − ν1 +
√
νm − ν1)−ε′,
where ε′ is an abbreviation for ε
1+ε
> 0. The sequence {χn(0)} is uniformly
bounded. To see this one has to employ the explicit expression of the trans-
verse eigenfunctions given by the relations (2.7) and (2.8) of [8]. It implies
the estimate χn(0)
2 ≤ 2h1(u)h2(u), where u := √νn and
hj(u) :=
√
u | sin dju|√
2dju− sin 2dju
for j = 1, 2. These functions are bounded in (0,∞) because they are contin-
uous inside the interval and the limits
lim
u→0+
hj(u) = (2dj)
− 1
2 lim sup
u→∞
hj(u) = (3/(2dj))
− 1
2
are finite. Consequently, it is sufficient to check the convergence of
∞∑
m,n=2
1√
νn − ν1
√
νm − ν1 (
√
νn − ν1 +
√
νm − ν1)ε′ , (4.4)
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however, ν
−1/2
n = o(n−1) as n→∞ – cf. [8, Lemma 2.2]. The assumptions of
the dominated convergence theorem are fulfilled again because limκ1→0Nα =
N10 and |Nα(x, x′; κ1)| ≤ |N10 (x, x′)|.
We will also need the boundedness of Aα and Nα for complex z := κ1. It
follows from the above results, since it is easy to prove
Lemma 4.2 (i) ∀ z∈C, Re z ≥ 0, |z|< pi2 : |Aα(z)| ≤
√
2 |A0|
(ii) ∃C, β > 0 ∀ z∈C, Re z ≥ 0, |z|<√νn − ν1 : |Nα(z)| ≤ C|Nβ0 | .
4.2 Existence of the ground state
Now we want to prove the following basic result:
Theorem 4.3 Assume that the hypotheses (a1), (a2) are valid. Then Hα
has at most one simple eigenvalue E(λ) < ν1 for small enough λ, and this
happens if and only if the equation
κ1 = −λ
2
|χ1(0)|2
(
e−κ1|·| (α−α0) 12 , (I + λPα)−1 e−κ1|·| |α−α0| 12
)
(4.5)
for κ1 :=
√
ν1 − E has a positive solution.
Proof: It is clear from the proof of Proposition 4.1 that ‖Pα‖ ≤ ‖A0‖HS+
‖N0‖HS < ∞, thus ‖λPα‖ < 1 holds for sufficiently small λ. Then I + λPα
is invertible and we may write
(I + λKkα)
−1 =
[
I + (I + λPα)
−1λQα
]−1
(I + λPα)
−1.
It follows that λKα has eigenvalue −1 if and only if the same is true for
(I + λPα)
−1λQα. Since Qα is a rank-one operator by (4.2), we can express
it as (I + λPα)
−1λQα = (ψ, ·)ϕ with ψ := λ |χ1(0)|
2
2κ1
e−κ1|·| (α(·)− α0) 12 and
ϕ := (I+λPα)
−1 e−κ1|·| |α(·)−α0| 12 ; it has just one eigenvalue, namely (ψ, ϕ).
Putting it equal to −1 we get the condition (4.5).
This proves the theorem except for the assertion that (4.5) has at most
one positive solution for λ small and fixed. Since there is a one-to-one corre-
spondence between eigenvalues of Hα and solutions of (4.5) and the number
of eigenvalue cannot decrease after the replacement α−α0 7→ −|α−α0|, we
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need only show that (4.5) has at most one solution when α−α0 ≤ 0. In this
case, (4.5) is equivalent to z = G(z, λ) where
G(z, λ) :=
λ
2
|χ1(0)|2
(
e−z|·| |α−α0| 12 , (I + λPα)−1 e−z|·| |α−α0| 12
)
. (4.6)
To complete the proof, we need several lemmas. The symbols C,Cj in
the following are unspecified constants.
Lemma 4.4 If α−α0 6≡ 0, then |z|−1 ≤ C1λ−1 holds for λ small.
Proof: From (4.6) we see that any solution of z = G(z, λ) for λ small
must obey z = λ
2
|χ1(0)|2
∫
R
|α(x)−α0| dx+O(λ2), which yields the assertion
provided α−α0 is not identically zero.
Lemma 4.5 For sufficiently small z,
∥∥∂Pα
∂z
∥∥ < C2|z|−1.
Proof: Let us choose a circular contour, ϕ : s = z(1 + eit), t ∈ [0, 2π).
The operator-valued fuction Pα(·) is real-analytic in the region Re z > 0 and
has a bounded limit as z → 0+. Hence Cauchy integral formula together
with Lemma 4.2 gives∣∣∣∣∂Pα∂z
∣∣∣∣ =
∣∣∣∣ 12πi
∫ 2pi
0
Pα(s) iz e
itdt
z2 e2it
∣∣∣∣ ≤
√
2|A0|+ C|Nβ0 |
|z| ,
but A0, N
β
0 have finite HS norms.
Lemma 4.6 For any z0 ∈ R there is C3 > 0 such that for all z ∈ [0, z0] we
have ∣∣∣∣
(
e−z|·| |α−α0| 12 ,
[
2 | · |+ ∂Pα
∂z
]
e−z|·| |α−α0| 12
)∣∣∣∣ ≤ C3
Proof: An explicit calculation shows that the partial derivative is finite
and remains bounded as z → 0+. The other contribution to the scalar
product is finite because of the assumption (a2).
Lemma 4.7
∃C4 > 0 :
∣∣∣∣
(
e−z|·| |α−α0| 12 ,
[
| · |Pα + Pα| · |
]
e−z|·| |α−α0| 12
)∣∣∣∣ ≤ C4|z|
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Proof: Since x e−x ≤ e−1 for any x > 0, using Schwarz inequality we infer
that the expression is bounded by e−1|z|−1 ‖α−α0‖1 ‖Pα‖HS.
Now we are able to complete the proof. Using the elementary inequality
(I + λPα)
−1 ≤ C5 (1 − λPα) valid for small λ together with the preceding
lemmas we get for |z−1| ≤ C1λ−1 and all sufficiently small λ:∣∣∣∣∂G∂z
∣∣∣∣ ≤ Cλ .
Suppose that z1, z2 are two solutions of the equation z = G(z, λ). They have
to fulfill
|z1 − z2| =
∣∣∣∣
∫ z2
z1
∂G
∂z
dz
∣∣∣∣ ≤
∣∣∣∣
∫ z2
z1
∣∣∣∣∂G∂z
∣∣∣∣ dz
∣∣∣∣ ≤ Cλ|z1 − z2|,
hence the uniqueness is ensured for λ < C−1.
4.3 Weak-coupling expansion
The results of the previous section make it possible to derive a necessary and
sufficient condition for existence of a weakly coupled state, and also to write
an expansion of the bound-state energy.
Theorem 4.8 Assume (a1), (a2) and α − α0 6≡ 0. Then the operator Hα
has an eigenvalue E(λ) < ν1 for all sufficiently small λ > 0 if and only if∫
R
(α(x)−α0) dx ≤ 0. In such a case, the eigenvalue is unique, simple, and
obeys
√
ν1 −E(λ) = −λ
2
|χ1(0)|2
∫
R
(α(x)−α0) dx
−λ
2
4
{
|χ1(0)|4
∫
R
2
(α(x)−α0) |x− x′| (α(x′)−α0) dx dx′
−|χ1(0)|2
∞∑
n=2
|χn(0)|2
∫
R
2
(α(x)−α0) e
−√νn−ν1|x−x′|
√
νn − ν1 (α(x
′)−α0) dx dx′
}
+O(λ3) . (4.7)
Proof: Using the implicit-function theorem we can check that (4.5) has
a unique solution for small λ, and that it is given by (4.7). It remains to
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prove that such a solution is strictly positive. This is clearly true for small
enough λ if
∫
(α(x)−α0)dx < 0. If the integral is zero, we have to check
that the quadratic term is positive, which can be done by using the Fourier
transformation in the same way as in [6, Thm. 4.2].
5 Narrow-window coupling
5.1 Motivation: squeezing the “leaky” part
If the effective potential is attractive,
∫
(α(x)−α0) dx < 0 the formula (4.7)
can be rephrased as
E(λ) = ν1(α0)− cλ2 +O(λ3) , c := |χ1(0)|
4
4
(∫
R
(α(x)−α0) dx
)2
. (5.1)
Hence the asymptotic behaviour is similar to that of [4, Thm. 1.2.] where a
straight Dirichlet strip with a small protrusion is considered.
However, the supremum norm is not the only mean by which the pertur-
bation weakness can be controlled. To see that recall the example [9] of a
double waveguide separated by a Dirichlet barrier with a window of a width
ℓ. It is very different from the situation considered above, since the Dirich-
let condition corresponds formally to α0 =∞. Nevertheless, it has a weakly
coupled state if the window is narrow, ℓ ≪ d, where d := max{d1, d2}. It
was conjectured in [9] that
E(ℓ) =
(π
d
)2
− c(ν)ℓ4 +O(ℓ5), (5.2)
where the parameter ν describes the waveguide asymmetry,
ν :=
min{d1, d2}
max{d1, d2} .
In [10] the conjecture was supported by proving two-sided bounds by multi-
ples of ℓ4 for the energy gap. Recently Popov [15] proved that the formula
(5.2) is valid with
c(ν) =


(
2pi3
d3
)2
. . . ν = 1(
pi3
d3
+
)2
. . . ν < 1
(5.3)
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where d+ := max{d1, d2}. Recall that a similar quartic behaviour is known
from waveguides with a critical local deformation [11] as well as for slightly
bent or broken tubes [1, 6] where the leading term in the energy gap is
proportional to the fourth power of the bending angle.
While our method does not allow us to include the case of a Dirichlet
barrier, since such a boundary condition changes the form domain of the
Hamiltonian, it is useful to investigate in our setting the situation when
the weak-coupling limit consists of squeezing the “leaky” part while keeping
‖α−α0‖∞ fixed. We will achieve that by by introducing a longitudinal scaling
of the coupling function,
ασ(x) := α
(x
σ
)
, (5.4)
with the scaling parameter σ ∈ (0, 1] and considering the limit σ → 0+.
The argument proceeds in a similar way as above. The main tool is
again Corrolary 3.3(iv) which is not affected by the scaling. However, as Re-
mark 5.7(i) below shows, one cannot apply now the implicit-function theo-
rem to derive an expansion for κ1 analogous to (4.7). To avoid this difficulty,
we employ the simpler decomposition (5.5) inspired by [19]. It requires a
stronger decay, namely
(a2’) α(·)−α0 ∈ L1(R, |x|2 dx) .
Let us show how the above results look like in the changed setting.
5.2 Modified lemmas
First note that limσ→0+ k2 = ν1, i.e., κ1→ 0 as σ → 0+. We put
Kkασ = Lασ + Pασ = Lασ +Mασ +Nασ (5.5)
where the kernels are given by
Lασ(x, x
′) = |ασ(x)−α0| 12 |χ1(0)|
2
2κ1
(ασ(x
′)−α0) 12
Mασ(x, x
′) = |ασ(x)−α0| 12 |χ1(0)|
2
2κ1
(e−κ1|x−x
′| − 1) (ασ(x′)−α0) 12 (5.6)
Nασ(x, x
′) = |ασ(x)−α0| 12
∞∑
n=2
|χn(0)|2
2κn
e−κn|x−x
′| (ασ(x′)−α0) 12 .
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Next we define
M0σ(x, x
′) := −|ασ(x)−α0| 12 |χ1(0)|
2
2
|x− x′| (ασ(x′)−α0) 12
(5.7)
Nβ0σ(x, x
′) := |ασ(x)−α0| 12
∞∑
n=2
|χn(0)|2
2
e−β
√
νn−ν1|x−x′|
β
√
νn − ν1 (ασ(x
′)−α0) 12 .
In analogy with Proposition 4.1 we have
Proposition 5.1 Let the assumptions (a1), (a2’) be valid, then
lim
κ1→0
‖Mασ −M0σ‖HS = 0 and lim
κ1→0
‖Nασ −N10σ‖HS = 0 . (5.8)
Proof: One has to check the first assertion, because the second one in
Proposition 4.1 does not change. The operator M0σ is Hilbert-Schmidt,
‖M0‖2HS ≤ σ4
|χ1(0)|4
4
∫
R
2
|α(x)−α0| (|x|2 + |x′|2) |α(x′)−α0| dx dx′ <∞.
Since limκ1→0Mασ = M0σ and |Mασ(x, x′; κ1)| ≤ |M0σ(x, x′)|, the result fol-
lows by means of the dominated convergence theorem.
It is easy to check that the norms of the operatorsMασ , Nασ can be made
arbitrarily small by choosing σ small enough, because
‖Mασ‖2HS ≤ K1 σ4 and ‖Nασ‖2HS ≤ K2 σ . (5.9)
Lemma 4.2 remains valid without any changes. Since its first claim is ob-
tained by an algebraic manipulation, it holds for the operator Mασ as well.
Finally, it is easy to see that Lemmas 4.4–4.6 modify as follows:
Lemma 5.2 If α−α0 6≡ 0, then |z|−1 ≤ C1σ−1 for σ small.
Lemma 5.3 For sufficiently small z,∥∥∥∥∂Pασ∂z
∥∥∥∥ < C2
√
σ
|z| .
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Lemma 5.4
∀z0 ∈ R ∃C3 > 0 ∀z ∈ [0, z0] :
∣∣∣∣
(
|ασ−α0| 12 , ∂Pασ
∂z
|ασ−α0| 12
)∣∣∣∣ ≤ C3σ2
Proof: Here one has only to show that ∂Mασ/∂z remains bounded as
z → 0+ but this is clear from an elementary inequality, 1− e−x − xe−x ≤ x2
for any x ≥ 0. The rest of the argument follows the proof of Lemma 4.6 with
the rescaled integration variables, (x, x′) 7→ σ(x, x′).
5.3 The results for the scaled case
With these preliminaries we can now formulate and prove a counterpart of
Theorem 4.3.
Theorem 5.5 Let the assumptions (a1), (a2’) be valid. Then Hασ has for σ
small enough at most one simple eigenvalue E(σ) < ν1, and this happens if
and only if
√
ν1 − E ≡ κ1 = −|χ1(0)|
2
2
(
(ασ−α0) 12 , (I + Pασ)−1|ασ−α0|
1
2
)
(5.10)
has a solution κ1 > 0.
Proof: We mimick the proof of Theorem 4.3. Since ‖Pασ‖ < 1 holds for
small enough σ, we may write
(I +Kkασ)
−1 =
[
I + (I + Pασ)
−1Lασ
]−1
(I + Pασ)
−1.
The operator (I + Pασ)
−1Lασ has just one eigenvalue (ψ, ϕ) with
ψ :=
|χ1(0)|2
2κ1
(ασ(·)− α0) 12
ϕ := (I + Pασ)
−1 |ασ(·)− α0| 12 .
Putting it equal to −1 we get the implicit equation (5.10). As above, we can
introduce
G(z, σ) :=
|χ1(0)|2
2
(
|ασ−α0| 12 , (I + Pασ)−1|ασ−α0|
1
2
)
(5.11)
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and derive the estimate ∣∣∣∣∂G∂z
∣∣∣∣ < C σ2 .
which means that the uniqueness is now ensured for σ < C−1/2.
The bound-state criterion and the asymptotic expansion with respect to
the scaling parameter σ look now as follows:
Theorem 5.6 Let α satisfy the assumptions (a1), (a2’) and α−α0 6≡ 0.
Then Hασ has an eigenvalue E(σ) < ν1 for all σ small enough if and only if∫
R
(α(x)−α0) dx ≤ 0. If this condition holds, then the eigenvalue is unique,
simple, and obeys√
ν1 − E(σ) = −σ
2
|χ1(0)|2
∫
R
(α(x)−α0) dx
+
σ2
4
|χ1(0)|2
∞∑
n=2
|χn(0)|2
∫
R
2
(α(x)−α0) e
−σ√νn−ν1|x−x′|
√
νn − ν1 (α(x
′)−α0) dx dx′
+O(σ3) . (5.12)
Proof: Writing
(I + Pασ)
−1 = I − P0σ − (Pασ − P0σ) + P 2ασ(I + Pασ)−1, (5.13)
we see that (5.10) has a unique solution for σ small which is given by (5.12).
It is only important at that to notice that although σ does enter the expan-
sion (5.13) explicitly, it appears after inserting (5.13) into (5.10) because of
the integration. This is also why we know that the last term in (5.13) does
not contribute to the leading term in (5.12).) The rest of the proof concern-
ing the strict positivity of such a solution proceeds in exactly the same way
as in Theorem 4.8.
Remarks 5.7 (i) We cannot expand the exponential in the quadratic term
of (5.12) because the sum may not converge.
(ii) Notice that owing to (5.9), the expansion (5.12) does not contain the
term arising from M0σ . This is a substantial difference from the analogous
expansion (4.7).
(iii) In order to be able to compare the present case with the pierced Dirichlet
barrier mentioned in the opening of this section, one should perform the limit
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α0 → ∞ assuming that α ≡ 0 holds on a small compact. We observe that
χn(0) decays like O(α−10 ) as α0 → ∞, so the first term in (5.12) vanishes
after the limit. To get the behaviour (5.2) one would need to interchange the
limit with the summation in the next term; it is not clear whether this can
be done.
6 A bound on the number of eigenvalues
6.1 A general SKN-type bound
It is known that while a naive application of the Birman-Schwinger technique
fails to yield an estimate on the bound state number in dimensions one
and two, a simple trick invented independently by Seto [18], Klaus [13],
and Newton [14] does the job. In this section we apply the idea to the
measure-induced interaction in a strip to get an upper bound for the number
of eigenvalues of our Hamiltonian below the essential spectrum σess(Hα) =
[ν1(α0),∞). The argument follows closely the considerations of [3, Sec. 3],
hence we put emphasis again on the modifications. Hereafter, we assume
(a1), (a2’) because we shall employ the simpler decomposition (5.5) to single
out the singularity in the kernel of of Kkα.
We denote by γ the negative part of α−α0, i.e., γ := max{0,−(α−α0)},
and put
µ1(λ) := inf{E(α0−λγ)m(ψ, ψ) | ψ ∈W 2,10 (Ω), ‖ψ‖ = 1}
µn(λ) := sup
ϕj∈L2(Ω)
inf
{
E(α0−λγ)m(ψ, ψ) | ψ ∈W 2,10 (Ω), ‖ψ‖ = 1,
(ψ, ϕj) = 0 , j = 1, . . . , n−1
}
for any λ ∈ [0, 1) and all n ∈ N\{0}. We recall that the measure γm is finite
by assumption and belongs to the generalized Kato class (cf. Section 2.1).
In analogy with [3, Lemma 3.3.] we find that λ 7→ µn(λ) is a non-
increasing continuous function on [0, 1) and µn(0) = ν1(α0) for all n ∈ N.
Mimicking further the second part of the proof of Proposition 4.1 one can
show that Kiκα0−λγ is compact for κ large enough, since it has a finite Hilbert-
Schmidt norm. It is useful to introduce the standard family of Schatten
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norms,
‖K‖p :=
(∑
j∈J
sj(K)
p
) 1
p
for all 1 ≤ p <∞, where {sj(K)}j∈J is the family of eigenvalues of |K|; each
eigenvalue is counted according to its multiplicity as an eigenvalue of |K|.
We denote by NE the number of eigenvalues (counting multiplicity) of Hα
which are smaller than E, and by #A the cardinality of the set A.
The crux of the BS method is the recognition that the number NE is equal
to the number of eigenvalues of K
√
E
α that are not less than 1. It immediately
follows from the form version of the minimax principle that NE ≤ N−E , the
number of eigenvalues (counting multiplicity) of Hα0−γ smaller than E. In
analogy with [3, Thm. 3.3.] we therefore have
Proposition 6.1 NE ≤ #{j ∈ J | sj(K
√
E
α0−γ) ≥ 1} holds for E < ν1(α0). In
particular, we have NE ≤ ‖K
√
E
α0−γ‖pp for any 1 ≤ p <∞.
This is the naive application mentioned above. It is not satisfactory
in our situation, since the corresponding Green’s function in Kkα diverges
for k2 → ν1(α0) – cf. (4.1). The SKN-trick is based on the observation
that this singularity does not depend effectively on the spectral parameter
and corresponds therefore to just one bound state which can be taken into
account separately.
Theorem 6.2 Suppose that ‖γ‖1 6= 0. Then the number Nν1(α0) of eigen-
values (counting multiplicity) below the threshold of the essential spectrum of
Hα satisfies the bound
Nν1(α0) − 1 ≤
|χ1(0)|4
4‖γ‖21
∫
R
4
|x1 − x2|
(
|x1 − x2|
+ |x3 − x4| − |x1 − x3| − |x2 − x4|
) 4∏
i=1
γ(xi) dxi
+
1
4‖γ‖21
∞∑
m,n=2
|χm(0)χn(0)|2√
νm − ν1
√
νn − ν1
∫
R
4
e−
√
νm−ν1|x1−x2|
(
e−
√
νn−ν1|x1−x2|
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+e−
√
νn−ν1|x3−x4| − e−
√
νn−ν1|x1−x3| − e−
√
νn−ν1|x2−x4|
) 4∏
i=1
γ(xi) dxi
−|χ1(0)|
2
2‖γ‖21
∞∑
n=2
|χn(0)|2√
νn − ν1
∫
R
4
|x1 − x2|
(
e−
√
νn−ν1|x1−x2|
+e−
√
νn−ν1|x3−x4| − e−
√
νn−ν1|x1−x3| − e−
√
νn−ν1|x2−x4|
) 4∏
i=1
γ(xi) dxi .
Proof: It is an obvious modification of the proofs in [14]. Borrowing the
notation from this article and taking (5.5), (5.6) into account, we can write
Kα0−γ = ξ(ϕ, ·)ϕ+ Pα0−γ
with ξ = − |χ1(0)|2
2κ1
‖γ‖1, ϕ = γ1/2/‖γ‖−1/21 , and Pα0−γ = Mα0−γ +Nα0−γ . We
use the inequality obtained in [14, pp. 123] for ξ →∞,
N−ν1(α0) ≤ 1 + trP 20 − 2(ϕ, P 20ϕ) + (ϕ, P0ϕ)2,
and substitute P0 =M0+N
1
0 , where M0, N
1
0 are given by (5.7); this leads to
the desired result.
6.2 A “rectangular well” example
To illustrate the above result let us apply it to the example analyzed in [8,
Sec. 4] in which α is a steplike function:
α(x) :=


α1 if |x| < a
α0 if |x| ≥ a
for some real α1 < α0. Under the last condition the waveguide has a non-
trivial discrete spectrum. Since γ := α0−α1 is a constant on its support, we
can evaluate the integrals of Theorem 6.2 obtaining
Nν1(α0) ≤ 1 +
8
45
|χ1(0)|4γ2a4
+
γ2a4
2
∞∑
m,n=2
|χm(0)χn(0)|2
κ˜mκ˜n
{
2
a(κ˜m + κ˜n)
+
4
a2κ˜mκ˜n
− 1− e
−2a(κ˜m+κ˜n)
a2(κ˜m + κ˜n)2
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+
(1− e−2aκ˜m)(1− e−2aκ˜n)
a3κ˜mκ˜n(κ˜m + κ˜n)
− 4
[
κ˜m(1− e−2aκ˜n) + κ˜n(1− e−2aκ˜m)
]
a3(κ˜mκ˜n)2
+
2
[
κ˜3m(1− e−2aκ˜n)− κ˜3n(1− e−2aκ˜m)
]
a3(κ˜mκ˜n)2(κ˜2m − κ˜2n)
+
2(1− e−2aκ˜m)(1− e−2aκ˜n)
a4κ˜2mκ˜
2
n
}
− 2|χ1(0)|2γ2a3
∞∑
n=2
|χn(0)|2
κ˜n
(
− 2
3aκ˜n
+
2
a2κ˜2n
− 1− e
−2aκ˜n
3a2κ˜2n
− 2
a3κ˜3n
+
1− e−2aκ˜n
a4κ˜4n
)
(6.14)
where κ˜n abbreviates
√
νn − ν1.
To assess this bound, compare it with the one following from a simple
bracketing argument and the minimax principle [8, Sec. 4.1.] which reads
Nν1(α0) ≤ 1 +
[
2a
π
√
ν1(α0)− ν1(α1)
]
, (6.15)
where [·] denotes the entire part. The r.h.s. is a “linearly increasing” step
function with respect to the wi ndow halfwidth a. In distinction to (6.14),
however, the bracketing argument yields in this example also a tight lower
bound which differ just by one from (6.15). The bound (6.14) is not only
more complicated, but it increases much faster with a; the comparison il-
lustrates once more that while the Birman-Schwinger method is efficient for
weak coupling, it may provide results far from optimal for strongly coupled
systems.
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