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Abstract
After a brief overview of image science and image processing, we concentrate on the topic
of image enhancement, restoration, and reconstruction, and offer three insights:  (i)
Severely degraded images are very hard to enhance.  (ii) The crux of successful image
enhancement lies in the use of appropriate a priori  information.  (iii) Wherever possible,
one should try to get good quality images to start with.  These will be illuminated by
examples.
1 Image Science
In a broad sense Image Science has three interrelated parts:
1. Physics (hardware):  Sensors, displays, storage media, and transmission channels.
2. Information Processing (software):  Algorithms for Enhancement, restoration, and
reconstruction;  Representation and coding (compression); Analysis (measurement,
detection, recognition, understanding); Visualization.
3. Image Quality and Human Visual Performance.
This paper will concentrate on image enhancement, restoration, and reconstruction, which is what
people usually mean when they use the term "Image Processing" in the narrow sense.
2 Image Enhancement, Restoration, and Reconstruction
The general problem is:  The quality of the images obtained from some sensor is not good enough
(for some purpose).  We wish to improve the quality.  The terms "enhancement" and "restoration"
are often used interchangeably.  The rough distinction is as follows.  We use the term "restoration"
when a fairly complete mathematical model of the image degradation is known, and thus our goal
is to compensate for this degradation.  The term "enhancement" is used when the model for the
degradation is less complete. Finally, the term "reconstruction" is usually reserved for the problem
of reconstructing 3D structures from a set of 2D images, such as the cases of CT and MRI imaging.
Image processing has a wide spectrum of applications.  These include:
Medical- CT, MRI, PET, ...
Scientific- Biology, astronomy, chemistry, ...
Commercial- Photography, video, ...
Military- Photo-interpretation, surveillance, monitoring, ...
Security- Finger prints, face recognition, ...
Image processing (i.e., enhancement, restoration, reconstruction) is closely related to the other
tasks of information processing (compression, analysis, visualization).  For example, it is often
advantageous to improve the image quality before compression, analysis, and visualization.  And
after decompression, the image quality may be improved by further processing.
In the following Sections, we offer three insights into image processing.
3 The Gospel Phenomenon
Unto everyone that hath shall be given, and he shall have abundance; but from him that hath not
shall be taken away even that which he hath."
- Matthew, XXV-29.
The quality of slightly degraded images can often be enhanced nicely.  However, enhancing
severely degraded images is notoriously difficult; one tries hard and often further degrades the
image.
We illustrate by the example of noise reduction in images.  Consider snow like noise such as what
we sometimes get in TV images.  One obvious way of reducing noise is to do averaging over a
small neighborhood.  That is, we replace the value of each pixel by the average of the values of the
pixels in a small neighborhood (e.g., 3x3 or 5x5) around that pixel.  This will certainly reduce the
noise; however, unfortunately, it will also reduce the signal, in particular sharp edges in the image
will be blurred.  To reduce the noise but not the edge sharpness, one approach is to use an adaptive
averager:  For a pixel at an edge, we use a small averaging neighborhood (or not averaging at all),
while for a pixel in a relative smooth region we use a lager averaging neighborhood.  But we need
an automatic way of deciding whether a given pixel is at an edge or not.  If the noise is small, this
can be done nicely by calculating the gradient at each pixel.  The magnitude of the gradient will be
a good indication of the "edginess" of the pixel.  Thus, we can make the size of the averaging
neighborhood more or less inversely proportional to the gradient magnitude.  However, if the noise
is large, then the magnitude of the gradradient will be dominated by the noise rather than the
property of the signal part of the image. In conclusion, this adaptive averaging method of reducing
image noise works well when the noise is small, but breaks down when the noise is large.
What can we do to enhance the image if the degradation is large? The next two Insights offer some
suggestions.
4 The Sun-Tze Doctrine
"Know yourself, know your enemy;  and you shall win every battle."
- Sun-Tze, cir. 400 BC
The only hope of being able to enhance severely degraded images seems to lie in the use of  a
priori knowledge about the characteristics of the signal part of the image and the degradation.  The
a priori knowledge can be imposed as constraints in the enhancement, restoration, or
reconstruction algorithms.  If the constraints are powerful enough good results may be obtained.
An important caveat:  If the constraints are not valid, the results cannot be trusted.
We illustrate this by the example of limited-angle CT reconstruction. The most popular method of
CT reconstruction is Filtered Back Projection.  However, better reconstruction’s can be obtained by
using MAP (Maximum A Posteriori Probability) estimator.  Nevertheless, in cases where the
projections are taken over an angle range smaller than the full 180 degrees, the reconstruction
quality can be very bad.  The quality of the reconstruction can be improved drastically by imposing
constraints based on a priori knowledge.  For CT slices of the human body, the image is typically
piecewise smooth,  i.e., the image is composed of regions with sharp boundaries but within each
region the variation is smooth.  This a priori knowledge can be used in the following way.  The
MAP estimation is usually obtained by minimizing the negative of the log of the  a posteriori
probability.  We add to this objective function another term which is a function of the gradient
magnitude of the estimated image.  Let this function be f(x) where x is the gradient magnitude.  If
f(x)=x, we are imposing a smoothness constraint without attempting to preserve sharp boundaries.
To impose a piecewise smooth constraint, we can modify f(x) such that f(x)=x when x is small, but
f(x) bends down and approaches a constant when x becomes larger. This method has yield very
good reconstruction results.
5 The Hubble Lesson
Before the mirror of the Hubble Telescope was fixed, the images taken by it have very poor
quality.  A number of researchers  applied various image enhancement and restoration techniques
to these images with rather disappointing results.  Sending astronauts to the telescope to have the
mirror fixed was a far better solution.
Generally speaking, it is far better to get good images to start with rather than getting poor images
and trying hard to fix them later.  Another prominent example is the technique of adaptive optics
for taking images through the atmosphere.  The wavefront distortions due to atmospheric
turbulence is measured in real time and compensated in real time at the time of imaging.
Multisensor  (e.g., visible and infrared) fusion to get better images can also be considered as an
example.
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