The perception of co-speech gestures, i.e., hand movements that co-occur with speech, has been investigated by several studies. The results show that the perception of co-speech gestures engages a core set of frontal, temporal, and parietal areas.
Introduction
Co-speech gestures are such a pervasive feature of our day-to-day communication that even congenitally blind individuals or people on the phone move their hands when they talk (Iverson & Goldin-Meadow, 1998) . Co-speech gestures have been defined as meaningful hand movements that co-occur with spoken language and do not constitute another form of 'body' language or acts of object manipulation or self-grooming, e.g., scratching (Kendon, 2004; McNeill, 1992) . Their coordination with speech is both temporal-kinetic and semantic (Kita & Özyürek, 2003; Loehr, 2007) and they have been shown to affect learning and memory in the listener as well as the speaker (Goldin-Meadow, 2003; Hostetter, 2011; Marstaller & Burianová, 2013) . Previous neuroimaging studies have found that the observation of co-speech gestures engages superior and middle temporal gyrus, intraparietal sulcus, and inferior frontal gyrus (Dick et al., 2009; Holle et al., 2008 Holle et al., , 2010 Hubbard et al., 2009; Kircher et al., 2009; Skipper et al., 2007 Skipper et al., , 2009 Straube et al., 2011; Willems et al., 2007 Willems et al., , 2009 ). The findings from these studies strongly suggest that during the observation of co-speech gestures, frontal and temporal regions are engaged in semantic processing, whereas frontal and parietal areas are activated for action understanding (Marstaller & Burianová, 2014) .
Previous neuroimaging research has focused primarily on the perception of co-speech gestures; but no study as yet has investigated the neural correlates of cospeech gesture production. Therefore, the first aim of this study was to compare the neural processes underlying the overt production of speech, gesture, and the combination of speech and gesture. An influential model of co-speech gesture production suggests that the speech production process engages regions of motor SPEECH AND GESTURE PRODUCTION 4 cortex during motor imagery, which if not inhibited, trigger hand movements that are expressed as co-speech gestures (Hostetter & Alibali, 2008) . Support for this model comes from behavioral studies revealing the precise semantic and temporal-kinetic coordination of speech and gesture during co-speech gesture production (Kita & Özyürek, 2003; Loehr, 2007) . However, the neural processes that initiate and coordinate speech and gestures during co-speech gesture production are unknown.
Based on perception studies, one would predict that co-speech gesture production activates superior and middle temporal cortex, as well as inferior parietal sulcus. In particular, one would predict that Broca's area, and more specifically the dorsal part of pars opercularis in the inferior frontal gyrus, also known as Brodmann area (BA) 44, might be crucial for the initiation and coordination of speech and gesture (Gentilucci & Dalla Volta, 2008) . This area is known to play an essential role in language production and perception (Grodzinsky & Friederici, 2006) , and lesions here are directly linked to language disorders, such as aphasia (Dronkers et al., 2007) . BA 44 might be crucial for co-speech gesture production because it is engaged in higherlevel word retrieval and speech articulation (Eickhoff et al., 2009; Golfinopoulos et al., 2010; Hickok, 2012; Price et al., 2011) . No less importantly, BA 44 also plays a critical role in hand motor control and has been proposed to be a potential human homologue of area F5 in the macaque brain (Kilner et al., 2009; Petrides, 2005) , which has been found to be engaged in movement control and perception (Rizzolatti et al., 1988) . In addition, BA 44 is part of the putative mirror system and responds to the production and observation of actions (Rizzolatti & Craighero, 2004) . In humans, it has been shown that BA 44 is active during hand movement planning and execution, as well as perception (Binkofski & Buccino, 2004 . Thus, BA 44 seems to be essential to the investigation of the relationship between language and SPEECH AND GESTURE PRODUCTION 5 action and as such is proposed to be central to co-speech gesture. Therefore, the second objective of the current, functional magnetic resonance imaging (fMRI) study was to investigate the role of BA 44 in the initiation and coordination of speech and gesture production by identifying its functional connections (i.e., delineating a functional network or networks) during speech, gesture, and co-speech gesture.
The aims of this study were to investigate (1) the whole-brain patterns and (2) the functional connectivity of BA 44 associated with speech, gesture, and co-speech gesture production. For this purpose, we developed a paradigm that measures overt production of words and hand gestures, as well as the combination thereof. In this paradigm, participants first see a tool noun and then produce either a verb or a hand movement or a combination of both, which is related to the tool. Even though single words and gestures rarely occur in natural discourse, this paradigm provides a realistic approximation of co-speech gesture production because it engages semantic association and initiation, control and coordination of speech and hand movements.
Based on previous findings from studies of co-speech gesture perception, we hypothesized that co-speech gestures would recruit fronto-temporal areas associated with speech and fronto-parietal regions associated with gesture movements and thereby reflect the combination of speech and gesture. Because of its role in language production and action, we further hypothesized that a frontal region, BA 44, would be a part of a functional network that plays a significant role in the coordination of speech and gesture.
Methods

Participants
SPEECH AND GESTURE PRODUCTION 6 16 right-handed, healthy participants (mean age = 30 years; range = 22 -44 years; 8 females), with normal or corrected to normal vision, took part in the experiment after signing an informed consent form under the guidelines of the local ethics committee. All participants acquired English as a primary language before the age of four years and received 12 or more years of formal education.
Stimuli
The stimulus set consisted of 52 nouns and 13 pseudowords. The nouns were chosen from a set of 110 nouns whose eligibility was assessed in a behavioral pilot study, prior to the imaging experiment. 11 native English speakers were presented with each noun and asked to produce a corresponding co-speech gesture, while their verbal responses were recorded. None of the participants who took part in the pilot study participated in the imaging experiment. The stimuli were selected according to three criteria. Firstly, the homogeneity of participants' responses was maximized by including only those nouns that elicited a uniform response in at least 50% of participants, e.g., "keyboard" elicited "type" (6 times), "play" (4 times), and "press" (1 time). Secondly, words that are susceptible to noun-verb homophony were eliminated, such as "iron" (noun), which elicited "iron" (verb). Finally, nouns to which it was difficult or awkward to gesture with one hand, such as "ruler", were eliminated.
In the imaging experiment, the 52 stimuli were randomly split into four sets of 13 stimuli for each participant. Each set of stimuli was presented three times over the entire experiment, once per run for three of the four runs, i.e., each set of stimuli was shown once in each experimental condition and during each run one of the sets was not shown at all. As a consequence, we did not employ a control for standard SPEECH AND GESTURE PRODUCTION 7 psycholinguistic variables, such as age of acquisition, frequency, length, or neighborhood size because any potential impact would affect each condition equally.
In the control condition, 13 pseudowords with a length of 5 to 8 letters from the ARC nonword database were used (Rastle et al., 2002) . Each of the control stimuli was shown once per run.
Procedure
The task involved the production of words or gestures in relation to a linguistic cue. Following the presentation of a noun that referred to a tool, which is commonly used with one's hands (e.g., "scissors"), participants were asked to produce a verb, action gesture, or combination thereof, which was somehow associated with the noun. At the beginning of each trial, participants were presented with an instruction symbol that denoted one of four conditions. A pair of lips was followed by the speech condition, a hand was followed by the gesture condition, a combination of both lips and hand was followed by the co-speech gesture condition, and, finally, crossed-out lips and hand were followed by the control condition. The symbol was presented for 1.75 sec and followed by a tool noun. The tool noun was displayed for 1 sec. Depending on the experimental condition, participants were asked to produce a gesture with their right hand for an action associated with the noun, overtly name an action verb, or produce both at the same time (see Fig 1) . In the control condition, instead of a tool noun participants saw a pseudoword and were asked to silently repeat it. Pseudowords were chosen because they are visually and phonetically similar to English words, and pronounceable, but do not trigger semantic associations. The silent production of pseudowords was selected as a control condition because it engages language production processes that are similar to overt SPEECH AND GESTURE PRODUCTION 8 speech production as well as potential covert verbal labeling of stimuli during gesture production.
There are limitations to this control condition. While we believe that this control condition worked, it might be preferable in future experiments to use overt production of meaningless speech, gesture, and co-speech gesture as a control condition. In this study, we refrained from this option as it would increase the number of conditions from four to six, which might introduce additional problems due to the attention demands related to switching between conditions in a rapid event-related design.
The experiment consisted of four runs of 52 trials each. In each run, four sets of 13 trials of each type (speech, gesture, co-speech gesture, and control) were presented in a randomized manner resulting in a rapid event-related design. Each trial had a duration of 3750 msec with a jittered inter-trial interval of 4500, 5000, 5500, or 6000 msec resulting in an average trial length of 8 sec. Prior to the experiment, participants practiced the task for approximately 20 minutes, using stimuli different from those used in the experiment. Special care was taken to ensure that participants understood that their gestures could cause head movements. They were thus explicitly instructed to only move their right lower arm and hand, and gesture with small, short, and smooth movements.
[Insert Figure 1 here]
fMRI Data Acquisition
Anatomical and functional images were collected using a Siemens 3-T Magnetom Verio scanner with a standard 32-channel radiofrequency head coil. For SPEECH AND GESTURE PRODUCTION 9 each participant a T1-weighted volumetric anatomical MRI was acquired (176 slices sagittal acquisition MP-RAGE; 0.94 x 0.94 x 0.94 mm isotropic volume; TR = 2110 msec; TE = 3.52 msec; flip angle = 9°; FOV = 240 mm). Brain activation was assessed using the blood oxygenation level dependent (BOLD) effect (Ogawa et al., 1990 ) with optimal contrast. Functional images were acquired using a T2*-weighted echo-planar image pulse sequence in ascending interleaved order (40 slices; 2.5 mm slice thickness with 0.5 mm gap; voxel size = 2.0 x 2.0 x 2.5 mm; TR = 3000 msec; TE = 32 msec; FOV = 240 mm; flip angle = 90°).
Visual stimuli were projected onto a screen and viewed through a mirror mounted on the head coil. Verbal responses were recorded using a FOMR-III MRI compatible microphone (Optoacoustics Ltd.) attached to the head coil. Stimuli were presented using Presentation software (Neurobehavioral Systems, Inc.). Gesture responses were video-recorded using a Sony HDR-HC9 camera. Due to technical reasons, we were not able to record the movement onsets of the gestures.
fMRI Data Preprocessing
Images were preprocessed using Statistical Parametric Mapping software (SPM8; http://www.fil.ion.ucl.ac.uk/spm) and analyzed with Partial Least Squares software (PLS; http://www.rotman-baycrest.on.ca/pls). The images were slice-time corrected, realigned to a mean image for head-motion correction, and then spatially normalized into a standard stereotaxic space with voxel size of 2 mm 3 , using the Montreal Neurological Institute (MNI) template. Head movement and rotation in the three dimensions did not exceeded 1 mm and no data set had to be excluded from analysis. Finally, the functional images were spatially smoothed with a 6 mm full width half maximum Gaussian kernel.
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Partial Least Squares (PLS) Analysis
To identify regional activity change as a function of task demands, image data were analyzed with PLS from the onset of the stimulus noun (McIntosh et al., 1996; McIntosh et al., 2004) . This multivariate statistical approach is similar to a principal component analysis (e.g., Friston et al., 1993) and assumes that brain function reflects the coordinated activity of groups of brain regions rather than the independent activity of any single brain region. This makes PLS analysis highly suitable for assessing whole brain networks and their potential overlap. In general, PLS analysis uses singular value decomposition of a data matrix to find a set of latent variables (LVs), which are mutually orthogonal dimensions that reduce the complexity of the data set.
The data matrix includes the time series of all voxels of all participants of all conditions. PLS does not force contrasts but rather decomposes the data matrix to maximize the amount of covariance of a LV with respect to the experimental conditions. Each LV results in a singular image of voxel saliences (i.e., a spatiotemporal pattern of brain activity), a singular profile of task saliences (i.e., a pattern of covariance of the singular image across the experimental conditions), and a singular value (i.e., the amount of covariance accounted for by the singular image).
For each condition in each LV, we calculated summary measures of how strongly each participant expresses the particular pattern of activity seen on the LV. These measures, called brain scores, are the products of the weighted salience of each voxel and BOLD signals summed across the entire brain for each participant in each condition on a given LV. The significance of each LV is determined independently by a permutation test with 500 permutations (McIntosh et al., 1996) . In addition to the permutation test, an independent bootstrap estimation of the standard errors (Efron & SPEECH AND GESTURE PRODUCTION 11 Tibshirani, 1985) is used to determine the reliability of the brain score for each voxel.
Peak voxels with a salience/SE ratio > 3.0 are considered to be reliable, as this approximates p < .005 (Sampson et al., 1989) . Because extraction of the LVs and corresponding brain images is done in a single analytic step across all voxels, no correction for multiple comparisons is required.
In the current study, we first used task PLS to assess the whole-brain activations related to the three experimental conditions, speech, gesture, and cospeech gesture and to identify the seed region for functional connectivity analysis.
The selection of the seed voxel(s) can be either data-driven (i.e., determined by previous analyses of the data) or hypothesis-driven (i.e., determined by theoretical assumptions), or both. In our study, the selection of the seed voxel used in the seed PLS analysis was both hypothesis-and data-driven, as the dorsal part of the left inferior frontal gyrus (i.e., pars opercularis, BA 44) has been shown to mediate motor control during speech production (Eickhoff et al., 2009 ) and arm movement (Bohlhalter et al., 2011) . In our data, the BOLD response, which was extracted from the seed voxel at MNI coordinates -54 10 14, showed a common activation for all three experimental conditions (see Fig 2) .
[Insert Figure 2 here] Second, we used seed PLS to assess functional connectivity, understood as the network of areas whose activity statistically correlates with activity in a seed region or regions (i.e., a seed voxel) across the task conditions (Della-Maggiore et al., 2000; McIntosh, 1999; McIntosh et al., 1997; Schreurs et al., 1997) . Seed PLS analysis is almost identical to task PLS analysis. The only difference is that the singular value SPEECH AND GESTURE PRODUCTION 12 decomposition is not conducted on measured BOLD values but rather on images expressing the degree of correlation with seed activity. The BOLD values from the selected seed were extracted across the 4 time points after each presentation of the cue word. The activity for the seed region was averaged across the peak and adjacent time points, and then the average measure of seed activity was correlated with activity in all other brain voxels, across all participants, within each condition. The correlations were combined into a matrix and analyzed using the same procedure as in the task PLS.
In addition to BOLD responses, we also recorded the words that were produced during the speech and co-speech gesture conditions. Due to technical reasons we were not able to also record the movement onsets.
Results
Behavioral Results
The results show that across the two conditions the group produced 5.06 (SD To assess whether gesture production confounds the speed of speech production in the co-speech gesture condition, we calculated the latencies between the onset of the cue word and the onset of the verbal response in the speech and cospeech gesture conditions. On average, participants were not significantly faster in SPEECH AND GESTURE PRODUCTION 13 word production in the speech condition (mean latency = 1638 ms, SD = 365 ms) than in the co-speech gesture condition (mean latency = 1679 ms, SD = 392 ms). These results show that the speed of linguistic production was not different between the speech and co-speech gesture conditions and consequently linguistic production is comparable between the two conditions. Both behavioral measures suggest that, as a group, participants produced the words at the same speed, irrespective of whether they gestured or not. Analysis of the video data showed no visual signs of differences in the type or speed of the gestures that were produced.
Task PLS Results
The first two LVs from the task PLS analysis were significant at p < .02. LV1
accounted for 77% of covariance in the data and identified regions that are common to the speech and co-speech gesture conditions but different from the gesture condition (see Fig 3 and Table 1 Table 1 here] LV2, which accounted for 23% of covariance in the data, showed areas whose activity differed between the speech and co-speech gesture conditions (see Fig 4 and Table 2). Areas with significant activation during the speech condition were found in occipital regions, including cuneus, lingual, fusiform and inferior occipital gyri, and fronto-temporal regions, including bilateral IFG and left superior temporal sulcus.
Areas that showed increased activation during the co-speech gesture condition included motor, association, and prefrontal cortices. In addition, increased activations were found in the cerebellum, putamen, and right precuneus, as well as superior parietal lobule. This pattern showed remarkable overlap with the pattern related to the gesture condition in LV1 (see also Fig 5c) . In sum, the results show that co-speech gesturing engages two large-scale brain patterns, one related to language processing, and another related to gesture movement.
[Insert Figure 4 here] [Insert Table 2 here]
[Insert Figure 5 here]
Seed PLS Results
The first LV from the seed PLS analysis was significant at p < .001 and accounted for 51% of covariance in the data, identifying regions of a functional network common to all three conditions (see Fig 6 and [Insert Figure 6 here] [Insert Table 3 here]
Discussion
The objectives of our study were to (i) investigate the neural correlates of speech, gesture, and co-speech gesture production, and (ii) delineate the functional network connected to Broca's area (left BA44). Our results were twofold: first, we identified two distinct patterns of whole-brain activity related to the experimental conditions, one associated with language production and the other with gesture production; and second, we delineated a functional network that is common to the overt production of speech, gesture, and co-speech gesture.
The first whole-brain pattern showed that co-speech gesture production engages areas associated with language production, including left inferior frontal gyrus, anterior superior temporal gyrus, bilateral posterior superior temporal sulcus, left hippocampus, parahippocampus, ventral and dorsal premotor areas, and primary motor cortex. These areas overlap with a known, largely left-lateralized language network, consisting of inferior and medial frontal regions, as well as posterior temporal areas (Buckner et al., 1995; Friston et al., 1991; McCarthy et al., 1993; Petersen et al., 1988; Thompson-Schill et al., 1997; Warburton et al., 1996; Wise et SPEECH AND GESTURE PRODUCTION 16 al., 1991;  for review see Binder et al., 2009; Friederici, 2011; Indefrey & Levelt, 2004; Price, 2012) . The language network, together with inferior parietal cortex, is also engaged during sign language production (Emmorey et al., 2007; MacSweeney et al., 2008) . Importantly, the first whole-brain pattern shows fronto-temporal areas that have repeatedly been found in studies of co-speech gesture perception, such as left inferior frontal gyrus and left superior temporal gyrus (Dick et al., 2012; Green et al., 2009; Holle et al., 2008 Holle et al., , 2010 Willems et al., 2007 Willems et al., , 2009 ). In addition, these areas are associated with semantic processes, such as word retrieval (left inferior frontal gyrus: Amunts et al., 2004; de Zubicaray & McMahon, 2009; Thompson-Schill et al., 1999; Tremblay & Gracco, 2006 ; superior temporal gyrus: Graves et al., 2010; Heath et al., 2012; Khader et al., 2010) . This significant overlap of speech and co-speech gesture production is in line with the theoretical frameworks of co-speech gestures that posit that speech determines or initiates co-speech gestures, i.e., that co-speech gesture production is mainly driven by the language network (Hostetter & Alibali, 2008; Kita & Özyürek, 2003; McNeill, 1992 McNeill, , 2005 .
The second distributed brain pattern of activity showed that co-speech gesture production also activates areas known to be involved in the production of tool use gestures, including premotor and primary motor, left posterior parietal, posterior middle temporal, and middle fontal areas. These areas overlap with a known gesture network, consisting of middle frontal, ventral premotor, posterior middle temporal, and posterior parietal areas (Choi et al., 2001; Fridman et al., 2006; Hermsdörfer et al., 2007; Johnson-Frey et al., 2005; Króliczak & Frey, 2009; Moll et al., 2000; Rumiati et al., 2004; Vingerhoets et al., 2011) . Neural damage to these areas results in a compromised ability to produce pantomime gestures on command, imitate or combine pantomime gestures, or use tools appropriately, while basic sensorimotor SPEECH AND GESTURE PRODUCTION 17 processes and general cognitive capacities remain intact, i.e., in different forms of apraxia (Goldenberg, 2009; Johnson-Frey, 2004) . The gesture network, especially inferior posterior parietal and posterior middle temporal cortices, is found to be involved in a variety of processes relating to physical actions, such as object grasping and manipulation (Binkofski et al., 1999; Buxbaum et al., 2006; Péran et al., 2010) , action observation and imitation (Buccino et al., 2001; Chao & Martin, 2000; Mühlau et al., 2005) , as well as action semantics (Chouinard & Goodale, 2010; Kellenbach et al., 2003; Noppeney, 2008; Tettamanti et al., 2005) . It seems reasonable that cospeech gesture production engages the gesture network because it combines conceptual, as well as skill-related aspects of actions that are essential for the meaningful hand movements of co-speech gesturing. Importantly, the second activity pattern includes fronto-parietal areas that are also frequently found in neuroimaging studies of co-speech gesture perception (Dick et al., 2009; Holle et al., 2008; Kircher et al., 2009; Straube et al., 2011; Willems et al., 2007 Willems et al., , 2009 ).
The clear dissociation of the two whole-brain patterns does not support theoretical models of co-speech gesturing that argue that speech and gesture form an integrated system (Hostetter & Alibali, 2008; McNeill, 1992) . Instead, the results indicate that the language and gesture networks show significant dissociations (Emmorey et al., 2011; Papagno et al., 1993) and that these dissociations might be related to differences between lexical retrieval and movement planning. Furthermore, the results provide evidence for the view that language and action are not as closely related on semantic levels (de Zubicaray et al., 2010; Toni et al., 2008) , as has been argued previously (Glenberg & Gallese, 2012; Pulvermüller, 2005) .
However, as speech and gestures are precisely coordinated, some form of neural overlap must necessarily occur. The functional connectivity analysis identified SPEECH AND GESTURE PRODUCTION 18 a functional network common to all three conditions: speech, gesture, and co-speech gesture. This common functional network provides evidence for a motor control system, which processes motor commands, sensory input, and predictions of how motor commands affect the upcoming sensory feedback (Diedrichsen et al., 2010; Franklin & Wolpert, 2011; Todorov & Jordan, 2002) by engaging areas related to movement planning and execution (inferior frontal gyrus, insula, pre-supplementary motor area, basal ganglia, thalamus, cerebellum, primary and pre-motor cortex), as well as primary sensory and sensory association areas responsible for processing sensory input (primary auditory and somatosensory cortex, supramarginal gyrus, and inferior parietal lobule). The functional network might therefore constitute a motor control system that is common to speech, gesture and co-speech gesture. This interpretation is supported by previous studies, which apply the concept of motor control systems to speech production and hand movement (Grafton, 2010; Hickock, 2012; Houde & Nagarajan, 2011; Shadmehr & Krakauer, 2008; Tian & Poeppel, 2012 ). In such a motor control system, left BA 44 would perform the role of mediating sensory and motor signals and hence would be essential to the coordination of speech and gesture (Carota & Sirigiu, 2008; Rauschecker, 2011) . While our paradigm does not allow for dissociation between the initiation and coordination of speech and gesture movements, our results suggest that speech and gestures are related to each other through neural activity in a common motor control system.
Further research is needed, however, to ascertain whether this common motor control system is involved in the initiation of speech and gesture movements.
Conclusions
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Our study shows that co-speech gesture production engages areas of both the language and gesture production networks, which overlap with neural areas activated during co-speech gesture perception. Our results further show that speech articulation and hand movements are coordinated by a network of brain areas functionally connected to Broca's area. This network, whose function might be the control of motor systems for articulation and arm movement, is common to speech and gesture production, as well as to the combination thereof, i.e., co-speech gesture production.
In sum, our results suggest that language and action are closely related on a motoric level and that a common motor control system might be involved in the initiation of gestures during speech production.
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