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Abstract 
The Q2 dependence of  the structure function ratio F S " / l f f  for 0.01 < x < 0.75 and 1 < 
Q2 < 140 GeV 2 is reported. For x < 0.1 the size of  shadowing decreases linearly with l nQ  2 and 
the maximum rate is about 0.04 at x = 0.01. The rate decreases with x and is compatible with 
zero for x / >  0.1. The difference R sn - R c, where R is the ratio of longitudinally to transversely 
polarised virtual photon absorption cross sections, is also given. No dependence on x is seen and 
the average value is 0 .0404-0 .021 (stat.) 4- 0.026 (syst.) at a mean Q2 of  10 GeV 2. 
1. Introduct ion  
I t  is wel l  k n o w n  tha t  the  s t ruc tu re  f u n c t i o n  F2 for  a b o u n d  nuc leon ,  m e a s u r e d  in deep  
ine las t ic  s ca t t e r ing  ( D I S )  o f  l ep tons ,  d i f fers  f r o m  tha t  for  a free nuc l eon  [ 1 - 6 ] .  T h e  
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effect is usually presented in terms of the ratio F~/F2 °,  where F~ and F2 D are structure 
functions per nucleon of nucleus A and the deuteron, respectively. Since the nucleons 
in the deuteron are only weakly bound, F2 ° is taken to be a good approximation for the 
structure function of a free nucleon. 
The dependence of F~/F2 D on the atomic mass A and on the Bjorken scaling variable 
x has a characteristic pattern. For values of x < 0.05, the ratio is smaller than unity 
("shadowing"). In the intermediate x region, 0.05 < x < 0.2, the ratio shows a small 
enhancement over unity. For larger values of x, up to about 0.6, the ratio decreases with 
increasing x. The size of all these effects grows with the atomic mass number A. 
While the A and x dependences of F~/F2 ° are rather sizeable, with the ratio differing 
from unity by up to 30-40% for large A, so far no significant dependence on the 
photon virtuality Q2 has been observed. The experimental results on the Q2 dependence 
of F A / F ~  are often presented in terms of the logarithmic slopes d ( F A / F ~ ) / d ( I n Q 2 ) .  
These slopes have been found to be typically less than 0.05 (for Q2 expressed in GeV 2) 
and consistent with zero [ 1-5]. 
The observed results can be described in the framework of different models [1]. 
For x > 0.1, modifications of the nucleon characteristics inside a nucleus have been 
invoked; among them a reduced effective nucleon mass or an increase of the nucleon 
size. In the small x region, attempts have been made to describe shadowing in terms 
of generalised vector meson dominance or of parton-parton fusion. A small decrease of 
shadowing with increasing Q2 is expected in both approaches; the size of the effect is 
however smaller than the sensitivity of the measurements carried out so far. 
In this paper we present the first observation of a Q2 dependence for the ratio of 
nuclear structure functions. The data were collected using the NMC spectrometer at 
CERN with incident muon energies of 120, 200 and 280 GeV and cover the range 
0.01 < x < 0.75 and 1 < Q2 < 140 GeV 2. The x dependence of the 200 GeV data was 
published in Ref. [6]. As discussed there, the choice of carbon as a reference nucleus 
instead of the deuteron was motivated by the requirement of large target thicknesses. 
We also present the results for the difference AR = R sn - R c of the ratios R = o-L/o'r 
for Sn and C; here o'L and o'7- are the cross sections for absorption of longitudinally and 
transversely polarised virtual photons, respectively. This difference AR was obtained by 
comparing the results found in given x and Q2 bins at different incident energies and 
thus different average virtual photon polarisations. Similar measurements were carried 
out at SLAC [7] for R Fe - R D and R Au - R ° in the range 0.2 < x < 0.5 and 1 < Q2 < 
5 GeV 2 and by NMC [8] at CERN for R ca - R c in the range 0.007 < x < 0.2 and 
1 < Q2 < 20 GeV 2. The results of these experiments are consistent with no variation 
of R with A. Only in this case can the structure function ratio F A t / F  A2 be taken to be 
equal to the corresponding cross section ratio o'a,/o'A2; this assumption will be made 
throughout this paper. A dependence of R on A at small x could indicate nuclear effects 
in the gluon distribution, or different higher twist contributions to R at and R a2. 
In deep inelastic muon scattering from a nucleon, the double differential cross section 
per nucleon for one-photon exchange is given by 
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d2°'h' 4~°12 F2(x'Q2) 1 -  ~--=z-- 2[l_k_R(x, Q2)l (1) 
dx dQ 2 Q4 x 
where F2(x, Q2) is the structure function of the nucleon and R(x, Q2) = o-L/or. The 
variable _Q2 is the four-momentum of the virtual photon squared, E the incident muon 
energy, a the electromagnetic coupling constant and m u the muon mass. The Bjorken 
scaling variable x, and y are defined as x = QZ/2M~, and y = p/E, where u is the 
energy of the virtual photon in the laboratory frame and M the proton mass. The virtual 
photon-proton centre of mass energy will be indicated as W. 
The paper is organised as follows. In Section 2 the features of the experiment relevant 
to the present analysis are described, in Section 3 the analysis is discussed and the 
results are presented in Section 4. 
2. The experimental set-up 
The experiment was performed with the NMC spectrometer at the CERN SPS muon 
beam line M2. Data were taken at incident muon energies of 120, 200 and 280 GeV. A 
detailed description of the spectrometer can be found in Ref. [9]. In the following we 
only give a brief overview of the target set-up and of the trigger conditions. 
To perform accurate measurements of cross section ratios, a complementary target 
set-up was used; similar set-ups were employed in other NMC experiments. Two target 
sets were used, an upstream and a downstream one (cf. Fig. 1 of Ref. [6]) .  Each set 
consisted of two pairs of targets. A pair contained a target of tin and one of carbon, 
simultaneously exposed to the beam, one behind the other along the beam direction. 
The row of four targets simultaneously exposed to the beam was exchanged every 40 
minutes with a complementary one, where the tin targets and the carbon ones were 
interchanged. The targets in a row were exposed to the same beam flux. Furthermore, 
the geometrical detector acceptance for events with a vertex at a given position along 
the beam was independent of the target material. The cross section ratio, o-S"/o -¢, for 
tin and carbon can then be expressed in a way that depends only on the number of 
reconstructed events, N, and on the number of nucleons per unit area, T, in the target 
[9]: 
= ,.=owl...ow2lf ow, ow2 
t, )=o.= (2) 
\ Rowl "Row2  / 
In this way the geometrical acceptance and detector efficiencies cancel, as do the beam 
fluxes. The formula was applied separately to the upstream and downstream target sets. 
The frequent exchange of the target rows substantially reduced the effects of possible 
time dependence of the acceptance and efficiency of the apparatus. The targets had a 
similar number of nucleons/cm 2, providing optimal statistical accuracy for the cross 
section ratio measurement. The carbon targets consisted of 75 cm long cylinders; the tin 
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ones of  several equally spaced slices distributed over a length of  75 cm. The diameter 
of  the targets was 7.5 cm. All targets were of  natural isotopic composition. 
The total target thickness exposed to the beam was about 600 g / c m  2. In order to 
shield the spectrometer from electromagnetic and hadronic background originating in 
such an amount of  material, a calorimetric set-up was used [ 10,6] consisting of  an iron- 
scintillator trigger calorimeter, a concrete-scintillator trigger calorimeter and a passive 
concrete absorber. The iron calorimeter was located between the upstream and down- 
stream target sets; the concrete calorimeter was installed downstream of the targets. This 
arrangement made it possible to detect all hadronic showers emerging with angles of  up 
to 20 ° with respect to the beam direction. In this way, for all events in which a scattered 
muon was seen by the NMC spectrometer, the accompanying hadrons were also mea- 
sured. The passive absorber was designed to contain showers from the calorimeters; it 
consisted of  five massive concrete blocks, separated by scintillator planes. The choice of  
materials and the shape of  the calorimeters and of  the absorber were such as to minimise 
the multiple scattering of  the outgoing muon. 
The iron and concrete calorimeters tagged deep inelastic interactions by the detection 
of  the hadronic shower. The energy resolution for pions was about 25% at 10 GeV and 
16% at 100 GeV. The calorimeter information was used only at the trigger level. 
An energy deposit in the calorimeter above a given threshold was required for an 
event to be triggered. Muon interactions in the absorber did not release energy in the 
calorimeters and were therefore suppressed. A threshold corresponding to an energy 
release of  4 GeV for a hadronic shower gave a trigger efficiency close to 100%. In 
addition to the requirement of  an energy deposit in the calorimeter, the standard "TI"  
trigger conditions described in Ref. [9] were applied, essentially demanding that a 
scattered muon be detected. The trigger was sensitive to muons scattered by more than 
1 ° with respect to the incoming beam direction. A more restrictive angle cut of  ~ 2 ° 
was applied for the so-called "T2" trigger. The TI trigger was prescaled to reduce the 
data acquisition dead time. 
3. Analysis 
Various kinematic cuts were applied to the data; they are summarised in Table 1. 
Events from regions with rapidly changing acceptance (small scattering angle O) and 
poor resolution (small v) were removed. The requirement y < 0.85 excluded kinematic 
regions where radiative corrections are large. A lower limit on the scattered muon 
momentum p '  was imposed, thereby rejecting muons originating from hadron decays. 
Events with poor vertex resolution due to multiple scattering, which is proportional 
to 1 / ( p ' O ) ,  were suppressed by applying the cut x > 0.01, which corresponds to 
p 'O > 1000 GeV. mrad. The number of  remaining events is 8.4 × 106. These data 
cover the kinematic region 0.01 < x < 0.75 and 1 < Q2 < 140 GeV 2. 
The data were corrected on an event by event basis for the trigger efficiency of  the 
target calorimeter, which was parametrised as a function of  W 2 for each individual 
RAPID COMMUNICATION 
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Table 1 
Kinematic cuts applied to the data 
Muon energy 120 GeV 200 GeV 280 GeV 
v [GeV] > 10 > 15 
p' [GeV] > 20 > 28 
W 2 [GeV 2] > 20 
y < 0.85 
x > 0.01 
0 [mrad] > 11 (upstream targets) 
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Fig. 1. Trigger efficiency of the target calorimeter as a function of W 2 for the most upstream (left) and the 
most downstream (right) Sn and C targets. 
target. This efficiency was evaluated by using a sample of data in which the calorimeter 
was not demanded in the trigger. As an example, Fig. 1 shows the target calorimeter 
efficiency as a function of W 2 for Sn and C separately and for the most upstream and 
downstream target sets. For W 2 > 20 GeV 2, the efficiency is larger than 85%. The 
difference of a few per cent between the two targets is due to a different absorption of 
hadronic showers in the two target materials. 
In order to obtain the one-photon exchange cross section ratio (trSn/o-c)lr from the 
measured cross section ratio (Eq. (2) ) ,  the measured yields were corrected for higher- 
order electroweak processes, notably for the radiative tails of coherent scattering from 
nuclei and quasielastic scattering from nucleons, as well as for the inelastic radiative 
tail. The threshold of the target calorimeter was equivalent to the energy release of 
40-45 minimum ionising particles, which corresponded to 4 GeV for hadronic showers, 
as mentioned earlier, and to a somewhat lower energy for electromagnetic showers. For 
coherent and quasielastic events, the v cuts applied (cf. Table 1) require a minimum 
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energy of the radiated photon of several GeV. This means that also these events satisfied 
the trigger, thereby requiring the application of the full coherent and quasielastic radiative 
corrections. 
Each event was weighted with the correction factor r /=  O' ly /O 'meas  , which was com- 
puted according to the scheme of Akhundov et al. [ 11 ]. Multiphoton exchange processes 
in the coherent radiative tail were also taken into account [ 12]; they amounted to less 
than 2% of the total radiative correction in the small x region for tin and were negligible 
for carbon. 
The calculation of the quasielastic radiative tails requires a parametrisation of the 
nucleon form factor which was taken from Ref. [ 13]. The quasielastic suppression 
factor, which takes into account the reduction of the elastic cross section for a bound 
nucleon with respect to a free one, was evaluated using the results of Bernabeu [ 14] for 
carbon and of Whitney et al. [ 15] for tin. For the evaluation of the coherent radiative 
tails, the nuclear elastic form factors are needed. A sum of Gaussians parametrisation 
was used for carbon [ 16] and a three-parameter Gaussian model was taken for tin [ 17]. 
Finally, in order to determine the inelastic tail contribution, the knowledge of R(x, Q2) 
and FA(x, Q2) is needed. The ratio R(x, Q2) was taken from the SLAC parametrisation 
[ 18] and was assumed to be independent of the atomic mass A. The structure functions 
F c (x, Q2) and F sn (x, Qz) were obtained using a parametrisation of F D [ 23 ], the ratio 
FC/F D [4] and the ratio Fsn/FzC: 
F,C 
F2C(x, Q2) = F D (X, Q2) ~22D (x) ,  (3) 
F, Sn 
FSn(x,Q 2) = F2C(x, Q2)~2c (x, Q2), (4) 
where the structure function ratio FzC/F2 ° [4] was assumed to be independent of Q2. 
For the ratio FSn/F2 c, the presently measured cross section ratios as well as those on 
FAg/F c from the SLAC E139 experiment [2] were used. Since the measured ratio is 
needed as an input, an iterative procedure was used in the calculation of the radiative 
corrections. 
The radiative correction factors, 77, for the individual targets may vary over a wide 
range; in the case of tin from r/ ~ 0.3 at small x to ~ 1.1 at large x. The dominant 
contribution to r/ comes from the coherent radiative tail. For the ratio FS"/F2 c the 
resulting largest total correction is 0.4 in the lowest x bin. The size of the correction 
decreases rapidly with increasing x and differs from unity by less than 0.01 for x > 0.05. 
The data were also corrected for the non-isoscalarity of the targets using a parametri- 
sation of the structure function ratio F~/F p [9]. This correction is maximum at large x 
where it is at most 10%; it is negligible at small x. 
As discussed in Ref. [6], the finite resolution of the spectrometer leads to an uncer- 
tainty in the position of the interaction vertex and in the determination of the kinematic 
variables. The dominant source of this smearing is multiple scattering of the muon which 
strongly affects events with small p'O (small x). The effect of this on the cross section 
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Fig. 2. The slopes d(@l/~2)/d(lnQ 2) from a linear fit in lnQ 2 to the beam flux ratios for the two target 
rows, in bins of x. Errors shown are statistical only. 
ratio was estimated by a Monte Carlo simulation. A description of  the latter is given in 
Refs. [6,24,25].  
The Monte  Carlo was used to determine an x and Q2 dependent correction factor for 
the cross section ratio. For x > 0.025 the correction is less than 1% and increases to 
about 7% in the lowest x bin. 
As a check of  the method to calculate the cross section ratio, following the reasoning 
presented in Ref. [9] ,  the ratio of  the beam fluxes for the two target rows was evaluated 
from the measured number o f  events. After  applying all corrections, the flux ratio was 
studied as a function of  all measured kinematic variables and found to be independent 
of  them in the range where the results are presented. As an example, Fig. 2 shows the 
slopes d(@l/@2)/d(lnQ 2) from the linear fit in l nQ  2 to the beam flux ratio q01/q~2 for 
the two target rows, in bins of  x. 
4. The results 
4.1. x and Q2 dependence 
The x dependence of  the structure function ratio Fsn/Fa c, averaged over Q2, is pre- 
sented in Fig. 3 and in Table 2. It was obtained after combining the data taken at the 
three different energies. The mean Q2 and mean y for each x bin is also given in the 
table. The inner error bars in Fig. 3 represent the statistical uncertainties - including 
that of  the smearing correction factor. The outer error bars indicate the size of  the statis- 
tical and systematic uncertainties added in quadrature. The figure also shows the E139 
results for F2Ag/F2 c, obtained from Ref. [2] by dividing the published ratios FAg/F~ 
and FC/F2 °. To calculate the ratio FzAg/F c the errors were treated as uncorrelated and 
no correction for a possible  Q2 dependence was applied. The present result confirms the 
well known x dependence of  nuclear effects in the structure function F2. 
The ratio Fsn/F c in bins of  x and Q2 is given in Table 3. Fig. 4 shows the 
ratios as a function of  Q2 in each x bin. The lines indicate the results of  fits of  the 
NMC Collaboration~Nuclear Physics B 481 (1996) 23-39 31 
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Fig. 3. Structure function ratios as a function of x, averaged over Q2. The inner error bars represent the 
statistical uncertainty, the outer errors the statistical and systematic uncertainties added in quadrature. The 
normalisation error is 0.2% and is not included in the systematic uncertainty. The SLAC-E139 I2l ratios for 
silver and carbon are also plotted (open points). 
Table 2 
The ratio FSn/lff2 as a function of x. The x value, the mean 
normalisation error on the ratio is 0.2% and is not included in the 
Q2 and the mean y are also given. The 
systematic uncertainty 
x (Q2} [GeV 2] (y) FSn/FC24- stat. 4- syst. 
0.0125 3.3 0.72 0.8844-0.0064-0.040 
0.0175 4.3 0.67 0.9194-0.005 4-0.025 
0.025 5.6 0 . 6 1  0.9614-0.0044-0.013 
0.035 7.2 0.54 0.9814-0.004±0.007 
0.045 8.6 0.48 0.9914-0.0044-0.005 
0.055 9.9 0.43 1.0064-0.004±0.005 
0.070 11.4 0.37 1.0073:0.003-t-0.008 
0.090 13.1 0.31 1.011 i0.004+0.005 
0.125 15.2 0.25 1.009±0.003 4-0.004 
0.175 17.9 0 . 2 1  1.0094-0.0044-0.005 
0.25 20.8 0.18 1.0054-0.0034-0.008 
0.35 26.6 0.16 0.9924-0.0054-0.013 
0.45 35.1 0.17 0.9664-0.008 4-0.014 
0.55 44.8 0.18 0.9944-0.0154-0.045 
0.70 65.8 0.22 0.884-0.034-0.03 
function r - s , / r -c  = a + blnQ 2 in each bin. Fig. 5 shows the logarithmic slopes b as a ' 2  / ' 2  
function of  x. The slopes are positive and significantly different from zero in the region 
0.01 < x < 0.05, indicating that the amount of  shadowing decreases with increasing Q2. 
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Table 3 
The ratio FSn/F~2 as a function of x and Q2. The x value and the mean Q2 are also given. The normalisation 
error on the ratio is 0.2% and is not included in the systematic uncertainty 
X Q2 lGeV 2] FSn/F~2 4- stat. 4- syst. 
0.0125 1.3 0.858 -I- 0.017 -4- 0.022 
0.0125 1.8 0.876 4- 0.014 4- 0.034 
0.0125 2.3 0.839 4- 0.019 4- 0.035 
0.0125 2.8 0.881 + 0,019 4- 0.035 
0.0125 3.5 0,890 4- 0.015 4- 0.042 
0.0125 4.5 0,902 4- 0.013 -4- 0.048 
0.0125 5.5 0.925 4- 0.019 4- 0.056 
0.0125 7.0 0.93 4- 0.06 4- 0.07 
0.0175 1.3 0.83 -I- 0.03 4- 0.10 
0.0175 1.8 0,880 4- 0.016 4- 0.023 
0.0175 2.3 0.895 4- 0.015 4- 0,018 
0.0175 2.8 0.920 4- 0.017 4- 0.026 
0.0175 3.5 0.945 + 0.014 4- 0.027 
0.0175 4.5 0.931 4- 0.014 4- 0.028 
0,0175 5.5 0.920 4- 0.013 4- 0.033 
0,0175 7.0 0.939 4- 0.012 4- 0.037 
0.0175 9.0 0.97 4- 0.05 4- 0.06 
0,025 1.8 0.937 4- 0,018 4- 0.027 
0,025 2.3 0.929 4- 0,013 4- 0.020 
0.025 2.8 0.944 4- 0,013 4- 0.013 
0.025 3.5 0.961 4- 0.009 -4- 0.013 
0.025 4.5 0.949 4- 0.010 4- 0.013 
0.025 5.5 0,961 4- 0.012 4- 0.014 
0.025 7.0 0.973 4- 0.008 4- 0.015 
0.025 9.0 0.981 4- 0.010 4- 0,021 
0.025 11.5 0.981 4- 0.016 4- 0,031 
0.035 1.8 0.98 4- 0.03 4- 0.03 
0.035 2.3 0.95 4- 0.02 4- 0.03 
0.035 2.8 0.963 4- 0.017 4- 0,010 
0.035 3.5 0.972 4- 0.011 4- 0.006 
0.035 4.5 0.971 -t- 0.011 4- 0.009 
0.035 5.5 0.963 4- 0.011 4- 0.013 
0.035 7.0 0.980 4- 0,009 -/- 0.006 
0.035 9.0 0.996 4- 0.009 4- 0.015 
0.035 11.5 0.996 4- 0,009 -I- 0.011 
0.035 15.0 0.993 4- 0.014 4- 0.016 
0.035 20.0 0.92 4- 0.10 -t- 0.07 
0.045 1.8 0,96 4- 0.04 4- 0.13 
0.045 2.3 0,97 -4- 0.03 4- 0.03 
0.045 2.8 0.981 4- 0.022 4- 0.019 
0.045 3.5 0.973 4- 0.014 4- 0.022 
0.045 4.5 1.000 + 0.013 4- 0,016 
0.045 5.5 0.979 4- 0.012 4- 0.004 
0.045 7.0 0.971 5:0.009 4- 0.016 
0.045 9.0 1,010 4- 0.011 4- 0.019 
0.045 11.5 1.002 4- 0.009 -/- 0.006 
0.045 15.0 0.993 4- 0.010 4- 0.006 
0.045 20.0 1.010 4- 0.018 4- 0.013 
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Table 3 - -con t inued  
x 02 [GeV 2 ] FSn/lff2 4- stat. ~ syst. 
0.055 2.3 0.97 -4- 0.03 4- 0.04 
0.055 2.8 0.93 4- 0.03 4- 0.04 
0.055 3.5 1.018 4- 0.017 4- 0.008 
0.055 4.5 1.015 4- 0.016 4- 0.028 
0.055 5.5 1.006 4- 0.015 4- 0.007 
0.055 7.0 0.996 4- 0,010 4- 0,022 
0.055 9.0 1.014 4- 0.011 4- 0,013 
0.055 11.5 1.008 4- 0.010 4- 0,004 
0,055 15.0 1,008 4- 0.010 4- 0,004 
0,055 20.0 1.015 4- 0.012 4- 0,007 
0.055 27.0 0.98 4- 0.03 -t- 0.02 
0,070 2.3 0.93 4- 0.03 4- 0.06 
0.070 2.8 0.99 4- 0.02 4- 0.03 
0.070 3.5 1.013 4- 0.015 4- 0.011 
0.070 4.5 1.020 ::k 0.014 4- 0.009 
0.070 5.5 0.992 4- 0,013 4- 0,010 
0.070 7.0 0.993 4- 0.009 4- 0.006 
0.070 9.0 1.013 4- 0.009 4- 0.016 
0,070 11.5 1.010 -I- 0.008 4- 0.007 
0.070 15.0 1.010 4- 0.008 4- 0.004 
0.070 20.0 1.006 -t- 0.008 4- 0.012 
0.070 27.0 1.028 4- 0.012 4- 0.005 
0.070 36.0 0.94 4- 0.04 4- 0.03 
0.090 2.3 0.99 4- 0.04 4- 0.06 
0.090 2.8 0.99 4- 0.03 4- 0.05 
0,090 3.5 1.00 4- 0.02 4- 0.02 
0,090 4.5 0.99 4- 0.02 4- 0.04 
0.090 5.5 1.007 4- 0.016 -4- 0,013 
0,090 7.0 1,013 4- 0.011 4- 0.015 
0,090 9.0 1.025 4- 0.011 4- 0,014 
0,090 11.5 1,011 4- 0.009 :k 0,008 
0,090 15.0 1,01 I 4- 0.008 :k 0.003 
0,090 20.0 1.021 4- 0.009 4- 0.007 
0,090 27.0 0.999 4- 0.011 4- 0.006 
0,090 36.0 1.000 4- 0,017 ~ 0.012 
0,125 2.3 0.80 4- 0.07 4- 0.11 
0,125 2.8 0.98 -t- 0.03 4- 0.04 
0.125 3.5 0.997 4- 0.016 4- 0,011 
0.125 4.5 1.003 4- 0,014 ~ 0,024 
0.125 5.5 1,028 4- 0.014 i 0.020 
0,125 7.0 0.998 4- 0.009 4- 0.007 
0.125 9.0 1.000 4- 0.009 4- 0.005 
0.125 11.5 1.012 4- 0,007 4- 0.003 
0.125 15.0 1,016 4- 0.006 zk 0.006 
0.125 20.0 1.008 4- 0.006 4- 0,014 
0.125 27.0 1.020 4- 0,007 4- 0.003 
0.125 36.0 1.006 4- 0.010 4- 0.016 
0.125 48.0 1,013 -1- 0.015 -4- 0.010 
0.125 65.0 1.03 4- 0.06 4- 0.08 
0.175 3.5 0.96 4- 0.05 4- 0.03 
0,175 4.5 0.96 4- 0.02 4- 0.04 
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Table 3--continued 
x Q2 [GeV 2] FSn/lff2 4- stat. 4- syst. 
0.175 5.5 1.041 4- 0.020 -t- 0.016 
0.175 7.0 1.039 4- 0.013 -I- 0.018 
0.175 9.0 1.005 4- 0.012 4- 0.011 
0.175 11.5 1.026 4- 0.010-4- 0.006 
0.175 15.0 0.996 4- 0.008 4- 0.004 
0.175 20.0 1.006 4- 0.008 4- 0.008 
0.175 27.0 1.009 4- 0.009 4- 0.007 
0.175 36.0 1.018 4- 0.011 4- 0.007 
0.175 48.0 0.990 4- 0.014 4- 0.014 
0.175 65.0 1.00 :k: 0.02 4- 0.05 
0.25 5.5 1.03 :t: 0.04 4- 0.03 
0.25 7.0 0.991:1:0.015 4- 0.014 
0.25 9.0 0.988 4- 0.012 -4- 0.007 
0.25 11.5 1.012 4- 0.010 4- 0.011 
0.25 15.0 1.009 -4- 0.008 4- 0.011 
0.25 20.0 1.002 4- 0.007 4- 0.012 
0.25 27.0 1.001 4- 0.008 4- 0.007 
0.25 36.0 1.013 4- 0.010 4- 0.005 
0.25 48.0 1.000 4- 0.011 q- 0.006 
0.25 65.0 1.020 4- 0.016 4- 0.006 
0.25 110.0 1.04 4- 0.03 4- 0.04 
0.35 9.0 0.92 4- 0.04 4- 0.03 
0.35 11.5 0.98 4- 0.02 4- 0.04 
0.35 15.0 0.998 4- 0.013 4- 0.012 
0.35 20.0 1.006 4- 0.010 4- 0.009 
0.35 27.0 0.988 ± 0.011 4- 0.029 
0.35 36.0 0.977 4- 0.013 4- 0.011 
0.35 48.0 1.015 4- 0.016 4- 0.018 
0.35 65.0 0.990 4- 0.018 4- 0.007 
0.35 110.0 0.98 4- 0.02 4- 0.03 
0.45 15.0 0.96 4- 0.03 4- 0.05 
0.45 20.0 0.991 4- 0.015 -4- 0.025 
0.45 27.0 0.963 4- 0.015 4- 0.022 
0.45 36.0 0.985 4- 0.018 4- 0.012 
0.45 48.0 0.947 4- 0.021 4- 0.022 
0.45 65.0 0.926 4- 0.025 4- 0.019 
0.45 110.0 0.944 4- 0.028 4- 0.012 
0.55 20.0 1.07 4- 0.06 4- 0.06 
0.55 27.0 0.974 4- 0.024 4- 0.019 
0.55 36.0 1.00 4- 0.03 4- 0.06 
0.55 48.0 0.94 4- 0.04 4- 0.05 
0.55 65.0 1.05 4- 0.04 4- 0.03 
0.55 110.0 1.02 4- 0.04 4- 0.06 
0.70 36.0 0.82 -4- 0.06 4- 0.14 
0.70 48.0 0.93 4- 0.05 q- 0.09 
0.70 65.0 0.94 4- 0.05 4- 0.03 
0.70 110.0 0.77 -t- 0.06 4- 0.19 
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Fig. 4. Structure function ratios FSnllff2 as a function of Q2 in different x bins. The error bars give the 
statistical uncertainty. The solid lines represent the result of fits of the function FSn/lff2 = a + b In Q2 in each 
x bin, 
Our results are consistent with those of  previous measurements of  the Q2 dependence of  
F A1 /F  a~, which however had uncertainties larger than the size of  the presently observed 
effect [ 1 -5] .  
The main contributions to the systematic errors at small x are the uncertainties in the 
radiative corrections. These uncertainties were estimated by varying the input parameters 
to the radiative correction program, following the procedure outlined in Ref. [9] .  The 
inputs F~ and F2 c / F  D were varied between their lower and upper limits, including 
statistical and systematic uncertainties, while for the function R we used its systematic 
errors according to the parameterisation of  Ref. [ 18]. An alternative parametrisation of  
the nucleon form factor was taken from Ref. [ 19]. The quasielastic suppression factor 
for carbon was recalculated using the results of  Ref. [ 15], while for tin an uncertainty of  
20% was assumed. Finally, for the nuclear elastic form factors, the Fourier transform of 
the charge distribution was used for carbon [ 20] and for tin a generalised two-parameter 
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Fig. 5. The slopes b from a linear fit in In Q2 in each x bin separately. The error bars represent the statistical 
uncertainty. The band shows the size of the systematic uncertainty. 
Fermi charge distribution was adopted [21].  It was checked that tighter cuts on y do 
not change the results. Altogether, the uncertainties due to the radiative corrections are 
about 4% on the ratio and 0.02 on its slope with respect to In Q2 at the smallest value 
of  x and they decrease with increasing x. 
Other contributions to the systematic error at small x include the uncertainty o f  
the smearing correction. This was estimated by changing the vertex resolution in the 
Monte Carlo by up to 3%, hence effectively modifying the amount of  multiple Coulomb 
scattering. The corresponding variations of  the ratio and of  the slope were at most 
1% and 0.005, respectively. As an estimate of  the systematic uncertainty due to the 
target calorimeter efficiency determination, the latter was parametrised using different 
functional forms; the effect is maximum at large x, where it is less than 1% on the ratio 
and less than 0.02 on the Q2 slope. The uncertainty on the measurement of  incoming 
( S p / p  = 0.2%) and scattered muon momenta ( ~ p ' / p '  = 0.2%) and the uncertainty 
introduced by the isoscalarity correction were also taken into account. They are relevant 
only at large x and are smaller than 1% for the ratio and 0.005 for the slope. 
An additional systematic error of  up to 1% on the ratio and 0.01 on the slope at small 
x was included as an estimate of  the uncertainty of  the complementary target method 
used to extract the ratios. This was estimated by evaluating the x and Q2 dependences 
o f  the ratio with the following two methods: 
(i) The upstream and the downstream target sets were treated separately, effectively 
leading to two independent determinations of  the ratio in each x and Q2 bin. 
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(ii) A fit was used to extract the ratio, in which the cross section ratio, the beam 
flux ratio for the two target rows and the ratios of  the geometric acceptances for 
different target positions were fitted simultaneously, as discussed in Ref. [6] .  
The difference between the results obtained with these two methods and the nominal 
one were summed in quadrature and taken as an estimate of  the uncertainty of  the 
complementary target method. 
All contributions to the systematic uncertainty were summed in quadrature, apart 
from the normalisation uncertainty on the ratios due to the uncertainties in the target 
thicknesses which amounts to 0.2%. The normalisation uncertainty is not included in 
the errors given in the tables and shown in the figures. 
Under the assumption that d F ~ / d  In Q2 is similar for all nuclei, which is compatible 
with equal gluon distributions for Sn and C at small x, it is straightforward to show that 
d ( F S n / F c )  ( Fsn'~ d l n F  c 
b -  d l n Q  2 - 1 - -~-f--~j d l n Q  2. (5) 
In the range 0.01 < x < 0.06, the first factor in Eq. (5) is between 0.1 and 0, whereas 
d In F C / d  In Q2 = (FzD/FzC). d In FD/d  In Q2 is between 0.3 and 0.1 (see Refs. [4,22] ). 
Hence one expects a logarithmic slope b decreasing from about 0.03 at the smallest x 
value to zero at x ~ 0.06. This is consistent with the observed effect. 
Simple leading order perturbative QCD calculations, in which it is assumed that the 
Q2 dependence in the structure function ratio arises solely from the difference in the x 
dependence of  the two structure functions, are also able to approximately account for 
the observed Q2 dependence of  FSn/F c [25].  
4.2. R sn - R c 
1 - Zi A R  ] 
°" c ( E l )  = - -  - -  ( l + R )  ( 1 + ziR) l 
where 
To extract AR = R s" - R c the method described in Ref. [8] was used. We briefly 
recall the main points here. 
The function R is sensitive to the differences in cross sections measured at different 
incident muon energies. For a given (x, Q2) bin the cross section ratio o'Sn/o "c for an 
incident muon energy Ei can be written as 
o -Sn F Sn 1 + R c 1 + zi RSn Fsn F 
FC 1 + R Sn 1 + Zi RC ~ 7--2 C [1 - (6) 
1 
zi = 1 + ½(y2 i + QZ/E2i ) / ( 1  - Yi - Q2/4E2i ) ' (7) 
with Yi = l¢ /E i  and /~ l Sn = ~(R + Rc) ;  the zi coefficients are always smaller than unity 
and mainly depend on Yi. 
For each x bin a parametrisation with the form of  Eq. (6) was fitted simultaneously 
to the data at each incident muon energy for all values of  Q2. The parametrisation had 
four free parameters: the mean value of  AR in the bin, and the three parameters a~, 
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Fig. 6. The measured values of R Sn - R C as a function of x. The error bars represent the statistical uncertainty. 
The band shows the size of the systematic uncertainty. Also shown are the NMC result for the average value 
of R ca - R C 18] (open circle) and the SLAC one for R Au - R Fe [7] (triangle). 
a2 and a3 of the function FSn/F2C = (al  + a2 In Q2)(1 + a3/Q 2) describing the Q2 
dependence of the structure function ratio in this x bin. The quantity R was taken to be 
equal to the SLAC parametrisation [ 18] with artificially large errors. The dependence 
of AR on /~ is weak. The fits describe the data well in all x bins, with a total x2/d.o.f.  
of  276/325.  It was checked that the coefficients a2 were consistent with the values of b 
found in the analysis of the Q2 dependence and that the coefficients a3 were compatible 
with zero. 
The values of AR resulting from the fits are shown in Fig. 6 as a function of x and 
listed in Table 4. They cover the range 0.01 < x < 0.5. Also shown in Fig. 6 are the 
average values of the NMC measurement of AR = R Ca - R C [8] and of AR = R Au - R Fe 
deduced from the measurements of the E l40  experiment at SLAC [7].  
Since no significant x dependence of d R  was observed, we averaged the measurements 
over x and obtained at a mean Q2 of 10 GeV 2 
d R  = R sn - R c = 0.040 + 0.021 (stat.) + 0.026 (syst.).  (8) 
If the measured value of dR is assumed in the analysis of the Q2 dependence of the 
structure function ratios, the logarithmic slopes b change by at most 0.006. 
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Table 4 
The measured values of zlR = R sn - R c as a function of x. Also given is the mean value of Q2 in each x bin 
X (Q2} [GeV 2] AR 4- stat. 4- syst. 
0.0125 3.3 -0 .06 ± 0.21 4- 0.11 
0.0175 4.3 0.10 4- 0.11 4- 0.11 
0.025 5.6 -0.01 4- 0.07 4- 0.08 
0.035 7.2 0.07 4- 0.07 4- 0.05 
0.045 8.6 0.03 4- 0.07 4- 0.04 
0.055 9.9 0.00 4- 0.06 4- 0.06 
0.070 11.4 0.04 4- 0.05 4- 0.02 
0.090 13.1 0.05 4- 0.06 4- 0.02 
0.125 15.2 0.05 4- 0.05 4- 0.04 
0.175 17.9 0.12 4- 0.10 4- 0.06 
0.25 20.8 0.11 =1= 0.10 4- 0.07 
0.35 26.6 0.09 ± 0.17 4- 0.13 
0.45 35.1 -0 .03 4- 0.33 4- 0.18 
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