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Southern Ocean velocity and geostrophic transport fields
estimated by combining Jason altimetry and Argo data
Michael Kosempa1 and Don P. Chambers1
1

College of Marine Science, University of South Florida, St. Petersburg, Florida, USA

Abstract Zonal geostrophic velocity ﬁelds above 1975 dbar have been estimated for the Southern
Ocean from 2004 into 2011 based on sea surface topography observed by Jason altimetry and temperature/salinity measured by Argo autonomous ﬂoats. The velocity at 1000 dbar estimated with the method
has been compared to Argo drift trajectory at the same pressure level available from the Asia Paciﬁc Data
Research Center (APDRC). The inferred velocities agree with those from the Argo drift within the estimated
sampling error of the latter, but have fewer gaps in space and time. The velocity has also been integrated
from depth to surface to determine the mean and time-variable zonal geostrophic transport in the Southern
Ocean between 29.5 S and 58.5 S, primarily in the South Atlantic and South Indian Ocean basins, due to
limitations in coverage of Argo. Analysis shows errors can be reduced by >70% by averaging gridded
results over wide areas. Zonal transport averaged over the entire Indian Ocean basin shows a signiﬁcant correlation with the Antarctic Oscillation (AAO) at low frequencies: transport is higher than normal during a
positive phase of the AAO, and lower during the negative phase.

1. Introduction
There has been considerable discussion in recent literature about the effect of climate change on winds
and transport in the Southern Ocean. Large-scale climate models predict a poleward movement and
strengthening of the westerly winds over the Southern Ocean in a warming world plus depletion of polar
stratospheric ozone [e.g., Fyfe and Saenko, 2006]. Both effects have been shown to lead to increased transport and a southward shift of the Antarctic Circumpolar Current (ACC) in climate models [e.g., Fyfe and
Saenko, 2006]. However, experiments with eddy-resolving models ﬁnd increased westerlies in the Southern
Ocean, leading to more energetic eddy variability with no signiﬁcant trends in transport through the Drake
Passage [e.g., Hallberg and Gnanadesikan, 2006]. Observations of ACC transport also suggest that the longterm trends in transport are much smaller than what large-scale models predict, and there is no observatio€ning et al., 2008; Cunningham et al., 2003; Rintoul and
nal evidence for a signiﬁcant trend [Gille, 2008; Bo
Sokolov, 2001; Rintoul et al., 2002]. The lack of an apparent trend may be due to the limited number of
observations, drift in the models, the current having reached the ‘‘eddy saturation limit’’ [Hallberg and Gnanadesikan, 2001], or from a compensating signal caused by freshwater and/or heat ﬂuxes south of the ACC
[e.g., Marshall and Radko, 2003].
Thus, there is still a signiﬁcant need to understand the time-variable transport of the Southern Ocean.
Although most of the transport has been shown to be geostrophic [Whitworth and Peterson, 1985], observations are challenging because it is not measured directly and uncertainties are often underestimated [Cunningham et al., 2003]. Integrating currents over the water column and along a transect allows one to
compute the transport across a plane, e.g., through the Drake Passage [e.g., Cunningham et al., 2003], or the
choke point south of Tasmania [Rintoul and Sokolov, 2001; Rintoul et al., 2002]. Other estimates are based on
€ning et al., 2008], or using data colcombinations of transects across the Southern Ocean [e.g., Gille, 2008; Bo
lected from moorings present over a short period of time, typically no longer than a year [e.g., Whitworth,
1983; Whitworth and Peterson, 1985; Chereskin et al., 2009]. Velocity proﬁles are traditionally inferred from
CTD casts, where the temperature/salinity is converted to density via an equation of state, allowing one to
compute relative geostrophic currents between each cast location.
The major limitation of this method is that these velocity proﬁles are relative to a reference current that is
often unknown. Signiﬁcant error can be introduced by not knowing the reference current at any level. The
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current at the deepest common level (DCL) is typically assumed to be zero, which is an invalid assumption
in the ACC. The currents in the deepest layers of the ACC are not zero and are sometimes ﬂowing in the
opposite direction based on calculations from lowered acoustic Doppler current proﬁlers (LADCPs) made
along with CTD casts [Cunningham et al., 2003; Renault et al., 2011], shipboard ADCP data closer to the surface [Donohue et al., 2001], or with Current and Pressure Recording Inverted Echo Sounders [Chereskin et al.,
2009]. Estimated near-bottom velocities range from 10 to 20 cm s21 [Cunningham et al., 2003], and to as
high as 60 cm s21 during cyclogenesis events [Chereskin et al., 2009].
The sensitivity of the volume transport calculation to the reference velocity can be illustrated by a change in
the current at 3000 m depth of only 1 cm s21 per year across the width of the ACC (10 of latitude), which
amounts to a transport trend of 30 Sv yr21 (1 Sv 5 106 m3 s21). Ignoring the reference current by setting the
value to zero limits observational accuracy of ACC transport, leading to biases of nearly 20% of a commonly
accepted value of 135 Sv [e.g., Cunningham et al., 2003]. Thus, the current at some reference level at the time
the temperature/salinity measurements are made is vital to quantifying changes in transport.
More than 30 years ago, Wunsch and Gaposchkin [1980] proposed a method (hereafter WG80) to resolve
this problem by combining hydrographic data with satellite-obtained sea surface height (SSH) data that has
been combined with a geoid. They contended that currents estimated from SSH measured by satellite
altimeters relative to a geoid determined from a satellite gravity mission could serve as the reference to
compute velocity proﬁles at depth. This choice of reference is optimal since a geoid is deﬁned as a level of
no motion in a gravitational sense. WG80 proposed that the mean and variable transports of the geostrophically balanced systems could be measured on large scales for the ﬁrst time and on an ongoing basis using
this reference current along with accurate temperature/salinity measurements from hydrographic sections.
When originally proposed, the uncertainties of both SSH and the geoid were too high to perform better
than assuming zero current at some reference level. There were no ongoing satellite altimeter missions and
no dedicated satellite gravity mission to improve the geoid. Although the accuracy of SSH improved dramatically as part of the TOPEX/Poseidon prelaunch and postlaunch activities [e.g., Chelton et al., 2001], the
accuracy of the geoid was not sufﬁcient to recover surface geostrophic currents with any accuracy [Stammer
and Wunsch, 1994; Tapley et al., 1994; Ganachaud et al., 1997]. The SSH was, however, accurate enough to
estimate time-variable surface geostrophic currents on both the large scale [e.g., Fu and Chelton, 2001] and
mesoscale [Le Traon and Morrow, 2001], so research focused on evaluating only the variable surface currents
and transports.
Geoid models have improved by an order of magnitude in the last decade with the launch of the Gravity
Recovery and Climate Experiment (GRACE) in 2002 and the Gravity ﬁeld and steady state Ocean Circulation
Experiment (GOCE) in 2009. Tapley et al. [2003] used a preliminary GRACE geoid based on only 100 days of
observations to recover zonal surface currents with an accuracy of better than 5 cm s21 RMS over length
scales longer than 500 km, compared to accuracies of order 10 cm s21 RMS or larger using previous geoids.
Subsequent improvements in geoids have led to even smaller uncertainties over smaller spatial scales
(approaching 100 km) using preliminary releases of GRACE/GOCE combination geoids [Bingham et al., 2011;
Knudsen et al., 2011] or geoids that combine GRACE with terrestrial gravity measurements [Pavlis et al.,
2012].
The ﬁrst effort to use this method was by Cadden et al. [2009]. Their study applied WG80 to three point locations in the equatorial Indian Ocean and compared results to absolute velocity measured by acoustic Doppler current proﬁlers (ADCP). They combined TOPEX/Poseidon (T/P) and Jason-1 altimetry with the GGM02
geoid model based on GRACE data [Tapley et al., 2005]. Their use of monthly climatological proﬁles of T/S
from the World Ocean Atlas 2005 (WOA05) [Antonov et al., 2006; Locarnini et al., 2006] introduced sampling
inconsistency as the ADCP and altimetry products were averaged over 10 day periods and the T/S data at
depth were based on mapped climatologies, so did not contain any interannual ﬂuctuations, only the mean
seasonal variation. Cadden et al. [2009] identiﬁed the leading causes of error as incompatibility of temporal
and spatial resolution between the observations and computing geostrophic currents near the equator
where geostrophy breaks down. Their experiment did ﬁnd qualitative agreement between the calculated
and measured velocities at depth despite these limitations.
More recent studies have explored the technique using subsurface density from either model state estimates or estimated from projections from surface data. Griesel et al. [2012] compared four mean dynamic
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ocean topography products combined with a climatology and density from the Southern Ocean State Estimate (SOSE) model to investigate mean transport in the Southern Ocean. They found altimetry and geoid
only versions of mean dynamic ocean topography outperformed combined ‘‘hybrid’’ versions of topography
when compared to transport from the SOSE model. The version based on the Earth Gravitational Model 08
(EGM08) [Pavlis et al., 2012] performed the best. However, the transport calculated with all mean dynamic
topography models tested (EGM08, CNES-CLS09, GGM02C, and MN05) still all had large mass discontinuities
(i.e., substantial differences in integrated transport) between basins.
Mulet et al. [2012] created subsurface T/S data by regressing SSH and sea surface temperature anomalies
against Argo T/S data to 1500 m depth and then constructed velocity ﬁelds using the WG80 method. They
used the data to study variations in the Atlantic Meridional Overturning Circulation (AMOC) and validated
results against Argo ﬂoat displacements at 1000 m depth. They found a mean standard deviation of the differences in currents at 1000 m in the Atlantic of 5.9 cm s21 for the zonal component and 5.8 cm s21 for the
meridional, with no signiﬁcant bias.
There have been similar investigations with projections of surface altimetry anomalies onto static modes
determined from historical in situ observations. The method follows the work of Sun and Watts [2001], who
projected historical CTD data onto baroclinc stream functions to determine three-dimensional modes parameterized by pressure, geopotential height, and longitude, called Gravest Empirical Modes (GEMs). GEMs
are computed as mean, time-invariant modes. Meijers et al. [2010] determined Gravest Empirical Modes to
establish static ACC subsurface modes using WOCE and Argo data. They then projected SSH anomalies
onto the static modes to determine time-variable subsurface density. They derived velocity ﬁelds using the
WG80 method from the surface to 2000 dbar using mapped SSH anomalies from AVISO [Ducet et al., 2000]
and the Rio05 mean dynamic topography map [Rio and Hernandez, 2004]. Their ﬁelds were compared by
spatially interpolating to Argo drift velocity estimates, with favorable results. Their RMS between velocity
products ranged from 4.8 to 14.8 cm s21 within the subantarctic front.
While these studies have shown promise in deriving subsurface currents from a combination of surface
altimetry, a geoid, and subsurface density ﬁelds, all have noted potential issues. One issue is the use of a
static mode for projection. Another potential issue is the assumption the sea level variations are dominantly
steric [Meijers et al., 2010]. Although the later assumption is generally true in the midlatitudes and tropics,
there have been numerous studies showing that barotropic signals in the high latitudes (particularly the
Southern Ocean) form a signiﬁcant fraction of sea level variability, on time scales ranging from a few days
to several years [e.g., Vivier et al., 2005; Bonin and Chambers, 2011; Quinn and Ponte, 2012; Piecuch et al.,
2013]. Other noted potential issues are the difference in smoothing between the mean dynamic topography, the SSH anomalies, and subsurface density data [Meijers et al., 2010; Mulet et al., 2012; Griesel et al.,
2012], and large excursions in the upper ocean, due primarily to projecting surface data with signals from
eddies into the subsurface using static modes or regressions that do not fully capture the vertical structure
of eddies [e.g., Meijers et al., 2010; Mulet et al., 2012].
To address several of these issues, we compute the velocity ﬁeld using coherently mapped surface altimetry, mean dynamic topography, and Argo T/S data rather than projecting higher resolution altimetry onto
static vertical modes and lower resolution mean dynamic topography. Although our mapping will not be as
high a resolution as some other studies due to the limitation of Argo data, it will be more consistent, and
we demonstrate it will reduce the signal of surface mesoscale eddies on subsurface velocity data and lead
to lower uncertainty of velocity estimates at 1000 dbar.
We focus our initial experiments on computing the zonal geostrophic velocity ﬁeld in the Southern Ocean,
where velocities at depth are large. We compare the currents estimated at 1000 dbar (the parking depth of
Argo ﬂoats) to estimates derived from the drift of Argo ﬂoats reported at the Asia Paciﬁc Data Research Center (APDRC) [Lebedev et al., 2007]. We expand the results of Meijers et al. [2010] and Griesel et al. [2012] to
compute time series of transport variability at two choke points in the Southern Ocean and across the South
Indian Ocean.
Section 2 describes the method to combine SSH from altimetry, a geoid, and T/S proﬁles to derive currents
at depth and to compute the volume transport, along with the data sets used. Section 3 describes comparisons with Argo drifts, section 4 describes evaluation of mean and time-variable transport at several locations in the Southern Ocean from the velocity ﬁelds along with an uncertainty analysis, and section 5
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concludes with an assessment of the method and future work. Unless otherwise stated, when transport is
referred to in this paper, zonal geostrophic transport is meant. Ekman transport, which is primarily meridional in the Southern Ocean, is not considered.

2. Methods and Data
WG80 computes subsurface geostrophic velocity by manipulating two surface velocity calculations. One
surface velocity is determined from an absolute dynamic topography (gabsolute), from satellite altimetry sea
surface height (SSH) data and a geoid (N). The other surface velocity is determined from a relative dynamic
topography (grelative) based on T/S data at standard pressure levels (P1, P2, P3, . . ., Pn),
gabsolute ðx; y; tÞ5SSH ðx; y; tÞ2 Nðx; yÞ;
1
grelative ðx; y; z; tÞ5
gðyÞ

Psurface
ð 50

(1)

dP
;
qðT; S; PÞ

Pz

where x is zonal position (i.e., longitude), y is the meridional position (i.e., latitude), z is depth, t is time, g is
acceleration due to gravity (varying by latitude due to the oblateness of the Earth), P is pressure, T is temperature, S is salinity, and q is density. Note that the relative topography is dependent on the reference
depth (pressure) the integration starts at. Density is computed from temperature, salinity, and pressure via
the thermodynamic Equation of Seawater (TEOS-2010) from the Gibbs Seawater Oceanography Toolbox
[McDougall and Barker, 2011]. N is the time-averaged geoid.
The geostrophic velocity components at the surface are then determined from the gradient of absolute topography
usurface 52

gðyÞ dgabsolute ðx; y; tÞ
;
f
dy

(2)

gðyÞ dgabsolute ðx; y; tÞ
vsurface 5
;
f
dx

where f is the Coriolis parameter, u is the zonal (east-west) current, positive eastward, and v is the meridional (north-south) current, positive northward.
Alternatively, one needs to know the current at the reference level to compute the surface current from the
gradient of relative topography:
usurface 52

gðy Þ dgrelative ðx; y; z; tÞ
1 uðzÞ;
f
dy

(3)

gðyÞ dgrelative ðx; y; z; tÞ
1 vðzÞ:
vsurface 5
f
dx

Substitution and rearrangement of equations (2) and (3) allows one to calculate the zonal and meridional
velocity at depth corresponding to the starting depth in the integral of equation (1):
uðzÞ52
vðzÞ5

gðy Þ dgabsolute ðx; y; tÞ dgrelative ðx; y; z; t Þ
ð
2
Þ;
f
dy
dy

(4)

gðy Þ dgabsolute ðx; y; t Þ dgrelative ðx; y; z; tÞ
ð
2
Þ:
f
dx
dx

Thus, utilizing equation (4) and a combination of Argo-inferred relative velocity ﬁelds and Jason-observed
absolute velocity, one can compute the geostrophic zonal velocity ﬁeld as a function of depth, using an
integral (equation (1)) over variable depths. In this study, these velocities will be denoted ujason-argo(z). One
can also assume the velocity at depth is zero, then solve for the surface current from equation (3). This is
denoted uargo(0). Finally, if any independent measure of the current at z is known (utrajectory(z)), this can be
used as a reference velocity in equation (3) to obtain a surface current, uargo1trajectory(0).
Gradients in equations (2) and (3) are computed using a center difference. Integrating velocity proﬁles meridionally (ysouth to ynorth) and vertically (z) determines the zonal volume transport (T) above the deepest
measured level at a particular transect at any time by
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(5)

ysouth zreference

In practice, gabsolute is computed in terms of a time-variable topography (Dgabsolute) relative to a static mean
sea surface (MSS) and a time-mean dynamic topography (g absolute ) so that
Dgabsolute ðx; y; t Þ5 SSH ðx; y; t Þ2MSS ðx; y Þ;

g absolute ðx; y Þ5 MSS ðx; y Þ2N ðx; yÞ;

(6)

g absolute ðx; y Þ1Dgabsolute ðx; y; tÞ:
gabsolute ðx; y; tÞ5 

The 1 Hz along-track sea surface height data from Jason-1 and Jason-2 geophysical data records (GDR), Version C [Picot et al., 2012] are used to compute sea level anomalies (SLAs); the SSH data are corrected for all
recommended geophysical and atmospheric corrections. A high-resolution MSS computed by the Danish
National Space Center [Andersen and Knudsen, 2009] has been utilized instead of the model on the GDR to
compute SLAs and the mean dynamic topography; the GDR MSS was last updated in 2001. The geoid used
is constructed from the Earth Gravity Model 2008 (EGM08) [Pavlis et al., 2012], which optimally combines
long-wavelength gravity information from GRACE with high-resolution surface gravity data from altimetry,
as well as airborne and in situ gravimeters. A mean absolute topography is constructed by differencing the
geoid from the MSS (equation (6)), which has a resolution of less than 5 km at the equator. By using the
same MSS to compute SLAs and the mean dynamic topography, no residual biases from different timeaveraging periods of MSS models will be present.
We utilize temperature and salinity products based on Argo T/S observations that were optimally interpolated to 1 grids [Roemmich and Gilson, 2009]. These products are readily available at monthly intervals from
2004. The gridded Argo data are restricted to north of 60 S, so the present products preclude study of
important areas such as the Drake Passage and the southern extent of the ACC in the Paciﬁc Ocean, where
strong fronts exist poleward of 60 S. All grids presented herein are shown for the zonal band between
29.5 S and 58.5 S, unless otherwise noted. The Argo data are provided with 58 pressure levels, spanning
2.5–1975 dbar. We utilize maps from January 2004 through June 2011 (90 months).
To best match the Argo gridded data, the SLAs and high-resolution mean absolute topography are mapped
using the same optimal interpolation method and covariance function (C(dist)) as Roemmich and Gilson [2009]:


C ðdist Þ 5 0:77  exp 2ðdist=140:0Þ2 1 0:23  expð2dist=1111:0Þ;
(7)
where dist 5 sqrt(dx2 1 dy2), dx is the zonal distance in km between the grid center and observation, and dy
is the meridional distance. A noise-to-signal variance ratio of 0.15 was used on the diagonal to account for
random noise. After mapping the monthly SLAs and mean topography separately, results are then combined as described in equation (6).
Figure 1 shows representative (July 2010) relative and absolute dynamic ocean topography (DOT). The two
images have different coverage in various regions. The Argo maps do not cover marginal seas or close to
coastlines. The important chokepoint of the Indonesian Throughﬂow, for example, is absent, and half the
Drake Passage has no interpolated values. The Jason products, alternatively, have missing areas in the south
that have been ﬂagged for various quality control reasons (e.g., ice cover). Both products are missing large
areas of the Southern Ocean near the Antarctic continent, although the altimeter products are interpolated
to 65 S. One cannot compute integrated transport from the Antarctic continent with this product, only
between latitude bands equatorward of 59 S.
The problem with ignoring currents at depth in the relative topography calculation appears in Figure 1. The
gradient of the absolute topography in the Southern Ocean is much steeper than that determined from the
relative topography, differing by roughly 0.5 m between 60 S and 30 S. From equation (4), one concludes a
signiﬁcant current exists at the reference depth to resolve this disparity. Similarly, more subtle differences can
be observed in the Gulf Stream and Kuroshio regions, suggesting currents at depth in those regions, as well.
Validating the calculation requires an independent measurement of the velocity at depth. We utilize velocity products derived from drifter trajectory at Argo’s parking depth [Lebedev et al., 2007]. Estimated
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Figure 1. Dynamic ocean topography for July 2010 inferred from (a) Argo hydrographic data with a zero reference velocity at 1000 dbar, (b) with a zero velocity at 1975 dbar, and
(c) from SSH relative to EGM08. Anomaly determined relative to 60 month mean between 2006 and 2011.

sampling error (one standard deviation) for this data is between 3 and 4 cm s21 in most parts of Southern
Ocean, although it can be as large as 8 cm s21 in regions of high mesoscale variability [Katsumata and Yoshinari, 2010]. The highest uncertainty is in the South Paciﬁc between 180 E and 270 E, with estimates of
more than 8 cm s21 [Katsumata and Yoshinari, 2010, Figure 13]. As the authors state, this is likely due to a
combination of sparse coverage of Argo ﬂoats in this region and energetic eddy variability. Trajectory estimates are available at annual and 3 month seasonal binned averages from 2004 onward. The Argo drift
products have not been interpolated for this analysis, merely binned into the same 1 grids used for the
altimetry and Argo optimally interpolated data. This velocity product is only used here at the 1000 dbar
level and is denoted utrajectory(1000).
Figure 2 shows the sampling events of utrajectory(1000) over 5 years, indicating limited coverage in many
regions. Drift estimates are more numerous in areas of low velocity at depth and low mesoscale eddy activity; this emphasizes the difﬁculty in reconstructing a velocity based solely on position differences in a
dynamic current ﬁeld. The majority of drift estimates are located north of the ACC where deep currents are
signiﬁcantly slower than along the fronts of the ACC. There are typically fewer than 12 observations south
of 45 S during the 5 year period. Many areas have as few as 6–8, while most of the area poleward of 58 S
has less than four total trajectory ﬁxes per 1 bin over the time period.
Figure 2 shows observations are available south of 60 S, implying the potential to remap Argo temperature
and salinity data for further Southern Ocean studies in the future. Note that many more Argo T/S proﬁles
are available over this time for mapping than are used in the drift trajectory, due to editing and the requirement to have two proﬁles within a certain time to establish a velocity.
Output from the Southern Ocean State Estimation (SOSE) [Mazloff et al., 2010] is also used to quantify the
uncertainty associated with mapping data, which will smooth currents along fronts over a larger area. SOSE
produces zonal velocity products at 1/6 spatial resolution at 5 day time steps. Six months of SOSE data,
spanning the ﬁrst half of 2008, were utilized by integrating zonal velocity to produce transport ﬁelds at 5
day resolution. The SOSE output was also mapped to 1 grids using a Gaussian weighted average with a
150 km roll-off (see section 4.2).

Figure 2. Number of velocity observations in each 1 3 1 bin determined from Argo ﬂoat trajectories used to generate utrajectory(1000)
between 2006 and 2011.
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Figure 3. (a) ujason-argo and (b) utrajectory (2006–2011) average zonal currents at 1000 dbar. Velocity is positive in the eastern direction.

3. Comparison of Currents at 1000 dbar
Five year means (2006–2010) of ujason-argo(1000) compared to utrajectory(1000) show comparable currents at
similar locations, indicating qualitative agreement (Figure 3). As examples, the Brazil-Malvinas Conﬂuence
region and frontal positions in the southeastern Atlantic basin are apparent in both ujason-argo(1000) and utrajectory(1000). The magnitudes are consistent with previous studies that have found strong mean currents of
order 10–20 cm s21 at 1000 dbar in the Drake Passage along the major fronts, based on shipboard ADCPs
[Firing et al., 2011].
The mean of common points between products is 1.9 cm s21 for ujason-argo(1000) and 2.3 cm s21 for utrajec21
, with ujason-argo(1000) being lower than utrajectory(1000). The
tory(1000), suggesting a bias of 20.4 cm s
21
standard error of the mean is 0.04 cm s for ujason-argo(1000) and 0.06 cm s21 for utrajectory(1000), signifying
this is a signiﬁcant bias (uncertainty 60.07 cm s21 based on RSS of standard errors). The standard deviation
of the difference is 3.9 cm s21. This value of 3.9 cm s21 is an upper bound for the error in the mean currents
obtained by the WG80 method over the region. If one uses an average sampling error for utrajectory(1000) of
3.0 cm s21 [Katsumata and Yoshinari, 2010], this suggests the error in our mean currents estimated by the
WG80 method over the region is likely 2.5 cm s21.
For a different comparison, two coordinates with high temporal coverage by utrajectory(1000) are compared
(Figure 4). There are 17 utrajectory(1000) values over 20 seasons at both coordinates. ‘‘Coordinate 1’’ (138 E,
40 S) is south of Australia, north of the ACC. ‘‘Coordinate 2’’ (148 E, 51 S) is closer to the ACC, located south
of Tasmania. Note that these two points represent locations of very different mean currents. ‘‘Point 1’’ is
north of the subtropical front, where currents are low, whereas ‘‘Point 2’’ is closer to the polar front, where
mean currents are high.

Figure 4. Velocity time series from (a) ujason-argo(1000) and (b) utrajectory(1000) at two coordinates. (left) 138 E, 40 S. (right) 148 E, 51 S.
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Table 1. Velocity (cm s21) Time Series Statistics From Coordinates 1 (138 E, 40 S) and 2 (148 E, 51 S) ujason-argo and utrajectory
ujason-argo Coordinate 1

utrajectory Coordinate 1

ujason-argo Coordinate 2

utrajectory Coordinate 2

20.48
1.83
2.11
0.19

0.00
2.40

7.41
6.25
7.51
0.66

7.87
7.79

Mean velocity
Standard deviation
Standard deviation difference
Standard error of mean

0.58

1.91

Both time series display an extreme velocity in utrajectory(1000) relative to ujason-argo(1000), using a criteria of
a difference larger than 10 cm s21. Sampling deﬁciencies of utrajectory(1000) are also apparent; several periods have no drift estimates, unlike ujason-argo(1000), which has monthly data availability. The mean velocities
in both regions agree to within 0.5 cm s21, although the standard error for the time series using altimetry
and Argo T/S proﬁles is lower due to having more observations (Table 1). These results are in close agreement with the grid-level validation. The mean and standard deviations are higher for both ujason-argo(1000)
and utrajectory(1000) for the grid located in the ACC, as one would expect.
Figures 5 and 6 show the standard deviation of the differences and correlation coefﬁcient, respectively,
between ujason-argo(1000) and utrajectory(1000) for 5 grids using the 5 years of trajectory data. The standard
deviation is up to 6 cm s21 in some regions of the ACC, but these are isolated to a few grids; in general, the
standard deviation is between 2 and 4 cm s21. The products (ujason-argo(1000) and utrajectory(1000)) are significantly correlated over much of the basin, with values as high as 0.7–0.8. Correlations between products
remain signiﬁcant even in areas of high variability such as the Agulhas region. This is a similar result to that
of Meijers et al. [2010], who used drifts at multiple depth levels. An area of signiﬁcant difference is west of
the Prime Meridian, where the present study has found signiﬁcant correlation between ujason-argo(1000) and
utrajectory(1000), whereas Meijers et al. [2010, Figure 16] do not.
These analyses indicate that subsurface currents computed from a combination of altimetry and Argo T/S
proﬁles are at least as accurate as those computed from Argo drift trajectories. Moreover, the method can
be used to better estimate velocity proﬁles at monthly intervals from the surface to 1975 dbar and the estimated uncertainty is slightly lower than that based on the trajectory method.

4. Estimates of Transport
The following sections will describe estimates of the mean and time-variable transport computed from the
velocity data discussed in section 3. Section 4.1 will describe the method used to deﬁne boundaries for integration, section 4.2 will estimate error bars based on uncertainty in the reference velocity, mapping error,
and uncertainty in currents at each level, and section 4.3 will discuss estimates of mean transport. Finally,
section 4.4 will examine time-variable transport in the Indian Ocean sector of the ACC, in particular, the relationship to variability of the Southern Annual Mode (SAM), or the Antarctic Oscillation (AAO).

4.1. Defining Boundaries of Integration
Before integrating to obtain transport, it is useful to consider the boundaries that deﬁne the persistent eastward ﬂow. Persistence is a natural deﬁning characteristic of the northern and southern boundaries of the

Figure 5. Standard deviation of seasonal (3 month averages) ujason-argo(1000) minus utrajectory(1000) over 5 year period (20 seasons) based
on data in 5 grids.
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Figure 6. Correlation between seasonally averaged ujason-argo(1000) and utrajectory(1000) over 5 year period (20 seasons) in 5 grids. Squares
below 95% conﬁdence have been masked.

ACC, much like using gradients of dynamic topography or density from hydrographic data [e.g., Orsi et al.,
1995].
Persistence can be easily computed by summing the grid cells computed in section 3 that have eastward
ﬂow at each longitude, latitude, depth, and time, and then dividing by the total available. This has been
done with the ujason-argo(z) data to create a histogram to identify regions of persistent eastward ﬂow above
1975 dbar (Figure 7).
There are alternating bands of high and low persistence north of the ACC (Figure 7), such as those between
Australia and New Zealand or in the South Paciﬁc. These features are consistent with what have been
referred to as zonal jets [Galperin et al., 2004] in the circulation that have been observed in other in situ and
satellite data [e.g., Maximenko et al., 2009], but are much weaker in persistence than the stronger ACC
circulation.
Because the subtropical front is more variable both in time and location [Graham et al., 2012] and has lower
persistence than the fronts to the south, an algorithm was developed to identify the location of persistent
transport deﬁning the ACC south of the subtropical front based on the persistence over 90 months
(Figure 7). The algorithm allows one to systematically isolate the plateaus of persistence, i.e., the transition
from low persistence to high persistence consistent with the eastward zonal geostrophic currents at all
depths of the ACC. The algorithm deﬁnes the ACC as contiguous latitudes at or above 60% persistence and
requiring at least one of these latitudes to be at least 94.5%. The minimum value of 94.5% was required
(instead of 95%) to include all meridians. The 60% was chosen somewhat arbitrarily, but is necessary to
identify the transition. Tightening the deﬁnition to minimum value of 70% versus 60% will not make a
noticeable change to the spatial identiﬁcation.
4.2. Transport Uncertainty
High-resolution model output from SOSE (section 2) has been used to investigate the effect of smoothing
in the mapping of altimetry and T/S ﬁelds on the integrated volume transport. This was done to better
understand the impact of moving from mesoscale processes to the large-scale background ﬂow under
investigation.
A Gaussian smoother with a 150 km roll-off was used to remap the output of the SOSE model to a 1 grid
because the optimal interpolation (OI) is computationally slow with large amounts of data. This Gaussian
smoother best matches the OI, based on an analysis of the residuals over a small region south of Africa
where eddy kinetic energy is the highest. Residuals of the original data relative to the mapped data tended

Figure 7. Persistence of eastward current determined from ujason-argo(z) using 58 depth levels and 90 months.
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Table 2. Bias, Standard Deviation (r), and Correlation (q) Between Gaussian-Smoothed and Original SOSE Cumulative Transport, for
Three Regions of Differing Eddy Kinetic Energy and With Three Zonal Averaging Areas
1
Zonal Averaging Region

Bias (Sv)

Low EKE (345 E)
Med EKE (149 E)
High EKE (21 E)

23.4
22.4
23.3

11

r (Sv)

q

3.6
5.0
8.4

0.97
0.95
0.76

Bias (Sv)
21.2
1.2
24.6

21

r (Sv)

q

1.4
1.5
2.8

0.99
0.99
0.97

Bias (Sv)
20.7
22.0
21.1

r (Sv)

q

1.2
1.2
1.9

0.99
0.99
0.98

to be mostly random with the smallest spatial lag-1 autocorrelation at 150 km roll-off, which is close to the
mesoscale portion of the covariance function used in the OI (equation (7)).
The transport was integrated over the full-depth water column and across the ACC deﬁned using the algorithm described in section 4.1. This integration produced time series of both the raw SOSE grids and the 1
mapped grids. The cumulative transports at three locations were compared. The locations were selected
based on the level of eddy kinetic energy (EKE) derived from mapped altimetry [e.g., Ducet et al., 2000].
These were at the African chokepoint (21 E) for high EKE, 345 E for low EKE, and 149 E for moderate EKE.
Statistics were computed using differing levels of averaging over longitude widths centered at these meridians, ranging from no averaging to 21 in longitude (Table 2).
The Gaussian smoothed transport is biased differently at each region, with values as high as 22 Sv in the
region deemed moderate EKE (Table 2). Along a single 1 transect the standard deviations of the residuals
range from 3.6 to 8.4 Sv, with the smallest residuals occurring where EKE is low, and the largest where EKE
is high (Table 2). With averaging over longitude bands, however, the mapping error is reduced, approximately by 1/sqrt(n), where n is the number of 1 transects averaged, which indicates more or less random
errors from one transect to the next. After averaging over 21 of longitude, biases are of the order of 2 Sv
and standard deviations range from 1.2 to 1.9 Sv (Table 2). Although high EKE regions still have slightly
higher mapping errors, they are not substantially higher. The high correlations suggest that the mapped
transport can reproduce the time-variable integrated transport reasonably well. The standard deviations
provide representative error estimates attributed to mapping of 5 Sv for a calculation along a 1 meridian,
1.5 Sv when averaged over 11 of longitude, and 1.2 Sv when averaged 21 , using the medium EKE values,
which is consistent with the level of EKE in the Indian Ocean where future time-variable transport calculations are conducted (section 4.4).
There are two other sources of uncertainty that must be considered. The ﬁrst is larger and arises from the
uncertainty in the reference velocity multiplied by the full depth to 1975 dbar. Using uncertainties of 2.5
and 3.0 cm s21 in the reference velocities (section 3) of ujason-argo(1000) and utrajectory(1000) yields error estimates of 30.1 and 36.1 Sv, respectively, across a 30 latitude width, or 17.4 and 20.8 Sv for 10 , the average
width of the ACC. This assumes no correlation of errors from one grid cell to the next, and is the uncertainty
for a single 1 transect.
The second source of error is from the geostrophic shear at each level. Since the reference velocity ujasonhas an estimated uncertainty of 2.5 cm s21 and includes the errors in both the shear computed
from altimetry and the density from Argo, we use this as the estimate of uncertainty for each level. Assuming no correlated errors between depths, the uncertainty attributed to velocity shear uncertainty is 5.0 Sv
for integrated transport over 30 of latitude, or 2.9 Sv for 10 of latitude. Thus, the uncertainty in the measurement of the reference velocity dominates both the mapping error and uncertainty in currents at each
level. Assuming the uncertainties in velocity shear, mapping, and reference current are uncorrelated, the
uncertainty for transport integrated over 30 of latitude is 30.8 Sv for transport calculated relative to ujason
argo(1000) and 36.7 Sv for utrajectory(1000) for a single 1 transect.

argo(1000)

Reducing the north-south extent of the integration reduces the absolute uncertainty for that segment. The
full ACC is observable south of Africa, and has a lateral extent of approximately 13 . The ACC south of Tasmania is not fully observable with the current products, limiting the lateral extent to just under 8 . The
uncertainties across the reduced spans are again dominated by the uncertainty in the reference velocity,
and are 21.9 Sv for the section of the ACC south of Africa and 15.5 Sv for the section south of Tasmania,
including the uncertainty in mapping and geostrophic shear.
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Figure 8. (a) Mean Tjason-argo, Targo1trajectory, and Targo across each longitude integrated from 1975 dbar to the surface and between 30 S
and 59 S. All are total transport above 1975 dbar, using different reference currents at 1000 dbar. Error bars include uncertainty in reference velocity, geostrophic shear at each level, and mapping error as described in section 4.2. Standard deviation of Tjason-argo also shown.
(b) Tjason-argo 60 month mean of volume transport from a depth of 1975 dbar to the surface for each 1 cell.

When transports are spatially averaged across longitudes, we assume the uncertainty is reduced by a factor
of 1/sqrt(n), where n is the number of meridians averaged. This is consistent with the mapping error results
(Table 2).
4.3. Mean Transport
Three different velocity ﬁelds have been produced based on a different reference velocity; zero (i.e., assuming a zero reference current at 1000 dbar), ujason-argo(1000), and uargo1trajectory(1000). The distinct ﬁelds are
integrated from 1975 dbar to the surface for each month and at each coordinate to compute zonal transport for each 1 cell according to equation (5). The transport from integrating uargo(z) (assuming a zero reference current at 1000 dbar) is denoted Targo, likewise Tjason-argo assumes the ujason-argo(1000) values
estimated in this study as a reference, while and Targo1trajectory uses the value of utrajectory(1000) as a reference. The vertically integrated transport for each coordinate was also integrated from 60 S to 30 S to compute the total geostrophic transport across each longitude between those latitudes (Figure 8).
There are several important differences between Targo, Tjason-argo, and Targo1trajectory. The need for a reference velocity is evident in the fact that Targo is of order 50–100 Sv smaller than Tjason-argo or Targo1trajectory.
The systematically larger transports of Targo1trajectory, however, reﬂect the bias in the reference current at
1000 dbar previously noted: utrajectory(1000) is 0.4 6 0.07 cm s21 higher than ujason-argo(1000) (section 3).
Converted into transport across 30 of latitude and 2000 m of depth, this is equivalent to nearly 34 Sv. Considering that the commonly accepted value for mean transport across the full-depth chokepoint south of
Tasmania is 147 6 10 Sv [Rintoul and Sokolov, 2001], Targo1trajectory appears to be biased too high, with a
mean value of 165 Sv for only the upper 1975 dbar. This further suggests that utrajectory(1000) is biased high.
The total geostrophic transports above 1975 dbar vary substantially by longitude, more so for Targo1trajectory
than for Tjason-argo. The difference over larger sections (e.g., the decreasing values from 30 E to 150 E) is
due mainly to including areas of westward transport north of the subtropical front and also missing areas
where there is eastward transport at the southern boundary that cannot be observed due to the limitation
of the Argo data. The large differences between neighboring longitudes in Targo1trajectory, however, is
caused by the large variation in the reference velocity from utrajectory(1000). Near 1 E both Targo1trajectory and
Tjason-argo have a similar transport near 150 Sv. A few degrees to the east, however, Targo1trajectory leaps to
over 200 Sv, while Targo1trajectory remains stable. Tjason-argo and Targo1trajectory differ by up to 100 Sv west of
the tip of Africa, where the Argo drift velocity has little continuity across longitude bands. These discontinuities result from the tendency of the drift velocities to be more biased by energetic local transports associated with eddies due to the low number of observations [Katsumata and Yoshinari, 2010]. One should note
that the meridian-to-meridian changes in mean transport from Targo1trajectory exceed the one standard error
estimate in numerous places, whereas the differences in Tjason-argo across the basins are all within the
estimated standard error. There are also several places where the differences between Targo1trajectory and
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Tjason-argo differ by more than the expected error (Figure 8). Some of the differences across longitudes are
undoubtedly from the nonuniform biases introduced by mapping (section 4.2).
4.4. Time-Variable Transport
As demonstrated in the section 4.2, while attenuation and smoothing of higher-resolution transport along
fronts of the ACC from mapping causes biases in the calculation of total transport, variations of integrated
transport can still be calculated accurately, especially when averaged over longitude (Table 2).
The persistence and volume transport for the chokepoints south of Africa (21 E meridian) and Tasmania
(148 E meridian) are shown as examples of the time-variable transport that can be constructed from the ujason-argo(z) velocity ﬁelds along a single transect (Figure 9). The persistence of each transect shows agreement
in structure between chokepoints, with eastward ﬂow occupying a narrower band and shifted south at the
Tasmanian transect relative to the African transect. The location of the subtropical, subantarctic, and polar
fronts [Orsi et al., 1995] are indicated along the top. Note that the location of the subtropical front deﬁned
by Orsi et al. [1995] is substantially south of the front location deﬁned by eastward velocity persistence
south of Africa, but at the Tasmanian transect they are roughly consistent. This likely is due to the problems
of deﬁning a front south of Africa due to large variability (Figure 9).
The time series of transport for the full transect is shown along with that of the ACC alone (Figure 9). The
isolation of the ACC has a dramatic impact on the African time series and a somewhat muted impact on the
Tasmanian time series. Principally, the area south of Africa has major mesoscale eddy activity, caused by the
interaction of the strong westward Agulhas ﬂow and the eastward ﬂow of the ACC fronts. This is evidenced
by the highly variable transport that can be isolated based on the persistence measure.
However, when the transport anomalies are compared (Figure 10), there is no signiﬁcant correlation
between time series of transport anomalies south of Tasmania and Africa; all values are under 0.18 (which
is not signiﬁcant at p < 0.1), even when data are averaged over 21 of longitude. Thus, the results are
unphysical as they imply a lack of mass continuity in the Indian Basin, although differences are within the
expected uncertainty. This suggests that even with 21 of zonal averaging, the uncertainty in the calculation is too high to study transport variability accurately. However, part of the problem may also be due to
the time-invariant boundaries used in the analysis; northward or southward migration of the frontal
boundaries from the mean over time could reduce correlation. The region south of Africa will likely have
a more variable northern boundary as evidenced by the difference in our estimate and that of Orsi et al.
[1995] (Figure 9).
Further averaging to obtain the mean zonal transport variability in the ACC across the Indian Ocean may be
more accurate. For a 128 average (21 E–148 E), the uncertainty should drop to 2 Sv assuming random
error from one transect to another. To test whether the variations in the transport anomalies averaged over
the South Indian Ocean are realistic, we compare to the Antarctic Oscillation (AAO) Index [Mo, 2000], which
is also known as the Southern Annual Mode [Thompson and Wallace, 2000; Marshall, 2003]. The AAO reﬂects
low-frequency variations in the mean zonal winds over the Southern Ocean, and transport through the
Drake Passage is signiﬁcantly correlated with it [Meredith et al., 2004; Bergmann and Dobslaw, 2012].
The AAO index is constructed by projecting the daily 700 mb height anomalies poleward of 20 S from the
NCEP reanalysis model onto the leading Empirical Orthogonal Function, after removing seasonal variations
[Mo, 2000]. There is a small and signiﬁcant seasonal variation in the transport variability, but it is estimated
and removed using a harmonic analysis before comparing to the AAO index (Figure 11). Although the correlation between the estimated nonseasonal transport is low at 0.29, this is signiﬁcant with p < 0.01. However,
much of the differences are associated with the high-frequency variability. When a 6 month low-pass ﬁlter
is applied to both time series (Figure 11), the correlation increases to 0.51 (p < 0.05, accounting for the
reduction in the degrees of freedom from ﬁltering). The transport is higher than normal in 2006, 2008, and
2010, consistent with positive phases of the AAO index, and lower than normal in 2007 and 2009, consistent
with the negative phase of the AAO. There is poorer agreement before 2006, possibly due the smaller number of Argo ﬂoats in the Southern Ocean before this period.
It should be noted that none of the transport time series calculated over smaller averaging areas (Figure 10)
are signiﬁcantly correlated with the AAO, which again suggests more spatial averaging is necessary to
extract meaningful low-frequency transport variability estimates.
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Figure 9. (left) Eastward persistence and (right) 90 month time series of zonal volume transport anomaly across the (top) African (21 E)
and (bottom) Tasmanian (148 E) chokepoints. Subtropical, subantarctic, and polar (left to right) frontsfrom Orsi et al. [1995] are indicated
along the top of persistent ﬁgures as black diamonds.

Figure 10. ACC transport anomaly time series for (a) a single 1 meridian, (b) the average of 11 meridians (65 ), and (c) the mean of 21
meridians (610 ). Error bars include uncertainty in reference velocity, geostrophic shear at each level, and mapping error as described in
section 4.2, and have been reduced by 1/sqrt(n) to account for averaging, where n is the number of transects averaged.
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5. Discussion and
Future Work
Zonal geostrophic velocity
ﬁelds above 1975 dbar were
calculated for the Southern
Ocean from 2004 into 2011
using the 30 year old method
proposed by Wunsch and
Gaposchkin [1980]. Although
other studies have performed
similar calculations based on
either subsurface T/S from a
state estimate or climatology
[Cadden et al., 2009; Griesel
Figure 11. ACC transport anomaly time series averaged over the Indian Ocean (21 E–148 E)
et al., 2012] or from projections
(blue) and the AAO index (red). The normalized AAO index (http://www.cpc.ncep.noaa.gov/
of surface data onto ﬁxed
products/precip/CWlink/daily_ao_index/aao/aao.shtml) has been scaled to match the variance of the transport time series. Dashed lines are monthly averages. Solid lines are after
empirical modes or regressions
applying a 6 month low-pass ﬁlter based on a Gaussian weighted average.
with historical data [Meijers
et al., 2010; Mulet et al., 2012],
this study uses coincident mapped T/S proﬁles from Argo in the calculation. Two potential issues with the
Griesel et al. [2012] analysis are their use of truncated spherical harmonics for their geoid and smoothed
dynamic topography models that were inconsistent with their higher-resolution density ﬁeld, and the time
periods of the mean dynamic topography were substantially different than those for the density measurements at depth. We have used similar mapping functions for all data sets to reduce problems with different
resolutions, especially in the reference mean dynamic topography, and have also used the highestresolution geoid in our processing, unlike other studies [Cadden et al., 2009; Griesel et al., 2012; Meijers et al.,
2010].
Velocity grids from combining satellite altimetry, a geoid, and T/S proﬁles from the Argo program compare
favorably to estimated currents at 1000 dbar based on Argo ﬂoat trajectories. The standard deviation
between 5 year mean velocities at 1000 dbar from our estimate and those from Argo trajectories was
3.9 cm s21, which is only slightly larger than the sampling error estimated for the drift calculation. This suggests a standard error of approximately 2.5 cm s21 on our subsurface velocity estimates. Similar results
were found by grouping data into 5 grids. One signiﬁcant issue with using the Argo trajectories to compute reference velocities is missing data in space and time; this is minimized by combining surface currents
from altimetry and gridded T/S products from Argo.
The mean transport computed from a combination of altimetry and Argo T/S data shows better mass conservation between longitudes than using Argo drift, although as Griesel et al. [2012] have pointed out, the
conservation of mass is still poor and unrealistic. The mean transports from a combination of altimetry and
Argo T/S between Africa and Tasmania data are also closer to accepted values of ACC baroclinic transport
above the deepest common level of 147 Sv [Rintoul and Sokolov, 2001], which suggests the Argo drifts are
biased. However, although the mean transport ﬁelds are qualitatively good, they are likely biased from
region to region due to the mapping required by up to 20 Sv. This can be expected to be largest in regions
of high meridional property gradients and eddy kinetic energy.
The method presented here has been shown to be unable to reproduce the mean or variable transport
across a single transect with any accuracy (Table 2 and Figure 10). Analysis shows the error can be reduced
by >70% by averaging the gridded results over a wider zonal area, thereby increasing the conﬁdence in
both mean and time-variable transport. When averaged over 21 of longitude, there are still signiﬁcant differences between the transport variations at the African and Tasmanian chokepoints, implying a failure to
conserve mass. This may be attributed to inadequate isolation of the ACC using the persistence measure,
incomplete data coverage on the southern side of the Tasmanian transects, contribution of signal from the
subtropical front to the north, failure to consider the meridional transport component (i.e., not all the transport is zonal), or failure to cover the full chokepoint width. However, transport averaged over the entire
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Indian basin (21 E–148 E) is signiﬁcantly correlated with the Antarctic Oscillation at low frequencies, consistent with previous observations at the Drake Passage. This suggests that by averaging over an entire
basin, one can compute realistic time-variable zonal transport with this method.
Quantifying the full uncertainty of the method will require better understanding the error introduced by
sampling of eddies by the altimeters and by Argo. To do this, one can use a high-resolution model such as
SOSE and sample data to altimeter and Argo ﬂoat positions, then map and compare to the original model.
Full understanding of uncertainties and biases is required for the continuation of the transport time series
to include other hydrographic observations back to 1992, the start of altimetry records. Combining hydrographic proﬁles that predate Argo with the 20 year altimetry record is a key element for observing lower frequency transport in the Southern Ocean.
There are several ways to potentially improve this technique. Argo data have been mapped with a global
covariance function that also includes longer-scale correlations from the tropics. Future work using this
technique for the Southern Ocean should use a covariance function computed only over the region to be
mapped. The covariance function should be computed for different levels, as the upper ocean temperature
and salinity likely have different decorrelation scales than those for the deeper ocean. This should improve
the interpolation technique to better reﬂect the unique covariance structure of the ACC. Remapping T/S
data from Argo will also allow getting closer to the maximum latitude of Jason-1 and Jason-2 altimetry (66 )
to cover the Drake Passage. Finally, using the velocity at 1000 dbar inferred from the combination of altimetry and gridded Argo T/S data may be useful in improving the estimated trajectories, both in checking for
outliers and as a ﬁrst guess in a mapping procedure. Future work will address all of these issues.
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