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Re´sume´
Les re´seaux de neurones artificiels sont constitue´s d’une couche d’entre´es,
de couches cache´es et d’une couche de sortie. Des signaux sont perc¸us par les
neurones de la couche d’entre´es. Le re´seaux fournit ensuite une re´ponse par les
neurones de la couche de sortie en fonction des connexions avec les neurones
interme´diaires.
Un re´seau de neurones artificiels peut avoir une structure modulaire. Cela
signifie que les neurones qui le composent peuvent eˆtre divise´s en commu-
naute´s. Dans ces re´seaux les connexions inter-communautaires sont peu nom-
breuses tandis que celles intra-communautaires sont denses. Afin de quantifier
cette notion, la mesure de Newman et Girvan est utilise´e.
Dans ce me´moire, les re´seaux de neurones sont e´volue´s a` l’aide d’un algo-
rithme ge´ne´tique afin d’atteindre une taˆche d’apprentissage. Cette taˆche est la
reconnaissance de motifs provenant d’une re´tine gauche et d’une re´tine droite.
Les re´seaux de neurones et les algorithmes ge´ne´tiques sont tout d’abord e´tudie´s
de manie`re ge´ne´rale. Apre`s cela, une description du proble`me e´tudie´ est donne´e
et les diffe´rents concepts, tels que les re´seaux de neurones et les algorithmes
ge´ne´tiques, sont applique´s au proble`me. Une imple´mentation du proble`me est
ensuite expe´rimente´e. Les diffe´rents parame`tres utilise´s pour l’imple´mentation
de l’algorithme ge´ne´tique ainsi que la repre´sentation des re´seaux de neurones
sont tire´s de l’article de N. Kashtan et U. Alon [1]. Lors de l’expe´rimentation,
les re´seaux sont, dans un premier temps e´volue´s dans le but d’atteindre une
taˆche fixe. Dans un second temps, ils sont e´volue´s en intervertissant entre deux
objectifs qui sont une combinaison diffe´rente de meˆmes sous-buts. La modula-
rite´ des diffe´rents re´seaux obtenus est ensuite calcule´e avant d’eˆtre compare´e
avec les re´sultats de l’article.
Mots cle´s : re´seaux de neurones artificiels, modularite´, algorithme ge´ne´tique,
mutation, croisement, reconnaissance de motifs.
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Abstract
Artificial Neural Networks are formed of an entry layer, hidden layers and
an output layer. Signals are picked up by neurons from the entry layer. Then
networks provide an answer through neurons from the output layer depending
of the connections with the intermediate neurons.
An artificial neural network can have a modular structure. This means
that neurons constituting this network can be split into communities. Within
these networks, the quantity of inter-community connections is limited while
the density of intra-community connections is high. To quantify this concept,
a measure based on the approach of Newman and Girvan is used.
In this master’s essay, neural networks are evolved by means of a genetic
algorithm to reach a learning task. This task is the recognition of shapes coming
from a right retina and from a left retina. At first, neural networks and genetic
algorithms are globally studied. After that, the problem to be analyzed is
described and the different concepts like the neural networks and the genetic
algorithms are applied to solve the problem. An implementation of the problem
is then tested out. The different parameters used for the genetic algorithm and
the representation of the neural networks are drawn from N. Kashtan and U.
Alon’s article [1]. During the experiment, networks are first evolved to obtain
a set task. In a second step, networks are evaluated by switching between two
goals, each made of a different combination of subgoals. The modularity of the
different networks obtained is computed and compared with the results of the
article.
Keywords : artificial neural networks, modularity, genetic algorithm, muta-
tion, crossover, pattern recognition.
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Introduction
Chez l’eˆtre humain, le cerveau est compose´ de neurones. Ces derniers in-
teragissent eˆtre eux et forment un re´seau de communication complexe. Selon
la the´orie de Hebb [2], lorsque nous voyons une image, un visage,... ou en-
core lorsque nous re´pe´tons un mouvement, cela stimule un groupe de neurones
de´pendant du stimulus initial. Plus ce stimulus est important et re´pe´ter, plus
les connexions dans ce groupe de neurones sont renforce´es et importantes. De
tel groupes sont appele´s communaute´s ou modules. Les connexions dans ces
communaute´s sont donc importantes tandis que celles entre ces groupes sont
moindres. Les re´seaux pre´sentant une telle structure sont dits modulaires.
Les re´seaux de neurones artificiels s’inspirent de ces re´seaux biologiques
dans le but, par exemple, de reconnaˆıtre des sche´mas. Mais actuellement,
cette structure modulaire n’est pas, ou tre`s peu, pre´sente dans les mode`les
de l’e´volution biologique. La plupart de ces mode`les font e´voluer les re´seaux
afin d’atteindre un but bien de´fini et ne pre´sentent pas de structure divise´e
en modules. Cela est duˆ au fait que cette structure est ge´ne´ralement moins
optimale. Ainsi, meˆme si une solution est initialement modulaire, elle va rapi-
dement e´voluer vers une solution qui ne l’est pas.
Dans l’article [1] de N. Kashtan et U. Alon, les auteurs donnent une ex-
plication possible de l’origine de la modularite´ dans les re´seaux de neurones
biologiques. Pour ce faire, ils font e´voluer leurs re´seaux dans un environnement
qui change au cours du temps. En effet, cet environnement se modifie afin d’at-
teindre deux taˆches d’apprentissage. Ces taˆches ont pour caracte´ristique d’eˆtre
des combinaisons diffe´rentes de meˆmes sous-buts. Par exemple, une taˆche pour-
rait eˆtre d’atteindre l’objectif A et B et une autre, A ou B.
Dans ce me´moire, nous nous concentrerons sur une expe´rience de recon-
naissance de sche´mas. Pour ce faire, nous utiliserons des re´seaux de neurones
artificiels. L’objectif est ainsi d’essayer de reproduire les re´sultats de l’article.
Afin de faciliter la compre´hension du proble`me, nous commencerons par de´finir
diffe´rents outils, a` savoir les re´seaux de neurones, les algorithmes ge´ne´tiques
(graˆce auxquels nous ferons e´voluer notre re´seau) et la modularite´. Ensuite,
nous appliquerons ces notions a` notre proble`me et nous analyserons et discu-




Dans ce chapitre, nous allons poser les bases biologiques d’un re´seau de neu-
rones afin de pouvoir ensuite le mode´liser. Pour ce faire, nous de´velopperons,
a` l’aide du livre du Dr A. Roberts [3] ce qu’est un neurone et ses diffe´rentes
caracte´ristiques du point de vue de la biologie. Nous de´velopperons ensuite la
notion de neurones et re´seaux artificiels, ainsi que celle de modularite´ d’un
re´seau.
1.1 Neurones biologiques
Le corps humain est constitue´ de millions de millions de cellules posse´dant
des fonctionnalite´s diffe´rentes. Mais malgre´ leur diversite´, certains attributs
peuvent ressortir de leur structure. En effet toute cellule posse`de un centre
de commandement, appele´ noyau, dans lequel se trouve son ADN, une mem-
brane plasmique maintenant sa forme et controˆlant les entre´es et sorties, et des
mitochondries apportant l’e´nergie ne´cessaire au fonctionnement de la cellule.
Le syste`me nerveux comporte, quant a` lui, des milliards de cellules qui com-
muniquent entre elles. Ces dernie`res sont appele´es cellules nerveuses ou bien
encore neurones et comptent parmi les plus spe´cialise´es du corps humain.
Il existe diffe´rents types et structures de neurones. Mais ils peuvent, de
manie`re ge´ne´rale, eˆtre repre´sente´s tel qu’a` la figure 1.1. Les filaments e´mergeant
du corps cellulaire sont appele´s dendrites. Ce sont elles qui rec¸oivent les charges
e´lectriques. Le corps cellulaire combine ensuite tous ces signaux pour envoyer
son propre signal a` d’autres cellules. Pour ce faire, cet influx est propage´, a`
partir du corps cellulaire jusqu’aux synapses, par un autre filament plus fin et
plus long que les dendrites (pouvant aller jusqu’a` 1 m de long), appele´ axone.
Un tel neurone peut communiquer avec des centaines d’autres cellules ner-
veuses et ainsi cre´er un formidable re´seau de communication.
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Figure 1.1: Repre´sentation d’un neurone biologique. Source : [4]
Pour revenir aux influx nerveux, ceux-ci sont des signaux e´lectriques. En
effet, a` l’exte´rieur et l’inte´rieur de la cellule se trouvent des liquides organiques
qui sont e´lectriquement neutres. Dans ces liquides, des mine´raux tels que le
sodium et le potassium passent a` l’e´tat d’ions, leur mouvement provoquant les
impulsions e´lectriques ou potentiel d’action des signaux. Les deux faces de la
membrane ont des charges polarisantes, ce qui cre´e un potentiel de repos. Mais
lorsque les ions traversent la membrane, cela provoque un de´placement des
charges e´lectriques et de´clenche une impulsion comme illustre´ a` la figure 1.2.
Ces influx sont de diffe´rents types. Certains sont excitateurs (de´polarisants)
tandis que d’autres sont inhibiteurs (hyperpolarisants). Les premiers contri-
buent donc a` la transmission du message alors que les derniers empeˆchent la
formation de signal dans le re´cepteur. L’influx nerveux de´clenchera un poten-
tiel d’action si la somme des influx excitateurs et inhibiteurs de´passe un certain
seuil.
De plus, une faculte´ extraordinaire que posse`de un neurone est d’e´tablir
de nouvelles connexions avec d’autres neurones. Cela porte le nom de plasti-
cite´ neuronale. En effet, l’apprentissage et la me´morisation cre´ent de nouvelles
connexions entre neurones. Ainsi lorsqu’un stimulus excite un neurone, celui-ci
envoie une se´rie d’impulsions au neurone suivant. Lorsque le stimulus revient
re´gulie`rement, cela renforce cette connexion initiale et peut e´ventuellement mo-
biliser des neurones supple´mentaires. Par ailleurs, l’usage re´gulier du stimulus
va maintenir l’existence et renforcer le signal de la connexion qui peut ainsi
perdurer des semaines, des mois voir meˆme des anne´es. Dans le cas contraire,
le lien va tendre a` disparaˆıtre.
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Cela a pour conse´quence qu’un re´seau de neurones biologique e´volue dans le
temps. Ce phe´nome`ne de plasticite´ neuronale est pre´sent de`s le de´veloppement
embryonnaire, puis lors de l’enfance et de l’aˆge adulte. Cependant, plus une
personne est jeune plus ce phe´nome`ne est important. Il est toujours possible a`
l’aˆge adulte mais beaucoup moins fortement.
Figure 1.2: Potentiel d’action. Les ions entrent et sortent par des canaux
ioniques de la membrane axonale, ge´ne´rant ainsi un potentiel d’action qui
change le voltage de la cellule. Source : [3]
1.2 Neurones artificiels
Sur base de la re´fe´rence [5] et de ce que nous avons vu a` la section pre´ce´dente,
c’est-a`-dire les diffe´rentes caracte´ristiques et composantes d’un neurone bio-
logique, nous allons maintenant de´finir les neurones artificiels a` l’aide d’un
mode`le appele´ mode`le du perceptron. Pour ce faire, nous retiendrons des neu-
rones biologiques les quatre composantes suivantes :
• les dendrites,
• le corps du neurone,
• l’axone,
• les synapses.
Une premie`re mode´lisation d’un neurone artificiel est illustre´ a` la figure
1.3 (a). Ce neurone posse´de n canaux d’entre´es x1, ..., xn et sa re´ponse est
repre´sente´e comme fonction f de ces n entre´es. Cependant, en ge´ne´ral, la fonc-
tion d’e´valuation, ou fonction d’activation, f ne prend qu’un seul argument.
Nous introduisons donc une autre fonction g re´duisant les n entre´es en une
seule. De plus, afin de repre´senter les diffe´rentes intensite´s des signaux perc¸us
par un neurone, des poids sont associe´s aux entre´es de ce neurone. Ces deux

















Figure 1.3: (a)Repre´sentation ge´ne´rale d’un neurone, (b) Repre´sentation d’un
neurone ou` les n entre´es sont re´duites a` une seule graˆce a` la fonction g.
Dans la section sur les neurones biologiques, nous avons e´galement vu qu’un
neurone pouvait de´clenche´ un potentiel d’action lorsque les diffe´rents influx se
propageant le long de l’axone atteignent un certain seuil. Il est appele´ seuil d’ac-
tivation et peut eˆtre mode´liser a` l’aide d’une somme ponde´re´e. Cette somme
repre´sente ainsi un choix possible pour la fonction g. Ainsi, nous dirons qu’un
neurone artificiel sera active´ lorsque la relation
n∑
i=1






− b ≥ 0
est ve´rifie´e et ou` b repre´sente le seuil d’activation. Lorsqu’un neurone est ac-
tive´, nous dirons que sa sortie vaut 1 et dans le cas contraire, elle prendra la
valeur 0. Cette sortie correspond donc a` la fonction d’activation et est appele´e
fonction de Heaviside. Il existe bien d’autres exemples de fonction d’activation.




∀ x ∈ R, f(x) =
{









1.3 Re´seau de neurones artificiels
La mode´lisation de fonction a` l’aide de neurones artificiels peut diffe´rer
d’une fonction a` l’autre. En effet, certaines ne ne´cessitent qu’un seul neu-
rone tandis que d’autres en requie`rent plusieurs formant ainsi un re´seau. Ces
re´seaux sont constitue´s de plusieurs couches, une couche d’entre´e, une ou plu-
sieurs couches interme´diaires, appele´es couches cache´es et une couche de sortie.
A` titre d’exemple, tire´ du me´moire de Piazza [13] et de l’article de Rojas
[5], les fonctions logiques AND et OR peuvent eˆtre mode´lise´es par un seul
neurone, cependant ce n’est pas le cas de la fonction XOR. En 2 dimensions,
ces fonctions prennent en entre´e deux valeurs (x1, x2), ou` xi peut valoir soit
faux, de´note´ par la valeur 0, soit vrai, de´note´ par 1. De ce fait, le re´sultat de la
fonction vaudra alors soit 0 (faux), soit 1 (vrai). Ces re´sultats et entre´es sont
repre´sente´s a` la table 1.1 (1) pour chaque fonction. Sur base de cette table,
nous pouvons repre´senter ge´ome´triquement ces trois fonctions. Pour ce faire,
nous trac¸ons dans un graphe les 4 points (x1, x2) de la table. Ces points sont
de couleur rouge si la sortie correspondante vaut 0 et de couleur verte dans
le cas contraire, comme illustre´ a` la figure 1.4. De cette figure, nous pouvons
remarquer que pour les deux premie`res fonctions, AND et OR, les points verts
peuvent eˆtre se´pare´s par une droite des points rouges. Cette droite a pour
e´quation, w1x1 + w2x2 = b ou` b correspond au seuil d’activation du neurone.
Nous avons donc bien que le neurone est active´ si g(w1x1, w2x2) ≥ b et que
sa sortie f(g(w1x1, w2x2)) vaut 1 dans ce cas. Par contre, en ce qui concerne
la fonction XOR, il est impossible de se´parer ces points avec une seule droite.
Cela vient du fait qu’il y a une contradiction dans les conditions d’activation
du neurone, repre´sente´es dans la table 1.1 (2). En effet, si nous prenons les
deuxie`me et troisie`me conditions de cette table, nous avons que w2 ≥ b et
w1 ≥ b et de ce fait w1 +w2 ≥ b. Cette dernie`re ine´galite´ contredit la dernie`re
condition dans la table, a` savoir w1 + w2 < b. La fonction XOR ne peut donc
pas eˆtre mode´lise´e avec un seul neurone.
Cette notion est la se´parabilite´ line´aire. Deux ensembles X et Y dans
un espace a` n dimensions sont line´airement se´parables s’il existe des re´els
w1, . . . , wn+1 tels que pour tout (x1, . . . , xn) ∈ X et pour tout (y1, . . . , yn) ∈ Y ,
n∑
i=1




Cela permet e´galement de de´finir la notion de fonction line´airement se´parable.
Une fonction sera line´airement se´parable si ses entre´es peuvent former des en-
sembles line´airement se´parables. De ce fait, si nous appliquons cette notion aux
re´seaux de neurones artificiels, un re´seau constitue´ uniquement d’un neurone
ne peut mode´liser que des fonctions line´airement se´parables.
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(1) (2)
x1 x2 AND OR XOR
0 0 0 0 0
0 1 0 1 1
1 0 0 1 1
1 1 1 1 0
x1 x2 XOR Condition sur g
0 0 0 g = 0 < b
0 1 1 g = w2 ≥ b
1 0 1 g = w1 ≥ b
1 1 0 g = w1 + w2 < b
Table 1.1: Table de ve´rite´ des fonctions logiques AND, OR et XOR (1). Ainsi
que le tableau repre´sentant les sorties attendues de la fonction logique XOR
et les conditions sur g = g(w1x1, w2x2) pour que ces sorties soient respecte´es
selon le seuil d’activation b (2).
x1
x2 AND








(0, 1) (1, 1)
(1, 0)(0, 0)
Figure 1.4: Repre´sentations ge´ome´triques des fonctions logiques AND, OR et
XOR.
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Une autre caracte´ristique des re´seaux de neurones re´side dans la manie`re
dont l’information est propage´e. En effet, certains re´seaux sont dits feedfor-
ward tandis que d’autres sont appele´s re´currents. Dans le premier, le flux va
strictement des neurones en entre´e vers les neurones de sortie sans revenir en
arrie`re, contrairement au second dans lequel il existe des connexions de retour,
comme illustre´ a` la figure 1.5.
(1) (2)
Figure 1.5: Exemples de re´seaux feedforward (1) et re´current (2).
1.4 Modularite´
Comme dit pre´ce´demment dans la section 1.1, chez l’eˆtre humain, un re´seau
de neurones e´volue dans le temps. En effet, nous avions dit que lorsque un sti-
mulus est re´pe´te´ re´gulie`rement, cela va maintenir la connexion entre un groupe
de neurones, tandis qu’elle va tendre a` disparaˆıtre dans le cas contraire. Afin de
mode´liser cette notion de groupe de neurones, nous allons introduire la notion
de modularite´.
La notion de modularite´ traduit une structure divise´e en communaute´ dans
un re´seau ou un graphe. Ainsi, les nœuds d’un re´seau, c’est-a`-dire les neurones
dans notre cas, sont divise´s en groupes dans lesquels les connexions sont tre`s
nombreuses au sein de ceux-ci mais pauvres entre eux. Si nous prenons un
re´seau quelconque (hors du contexte des re´seaux de neurones), nous pouvons
illustre´ cette structure telle qu’a` la figure 1.6. Dans ce graphe, le re´seau est
divise´ en trois communaute´s.
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Figure 1.6: Exemple de graphe divise´ en communaute´. Source : [7]
L’e´tude de cette structure modulaire dans les re´seaux est lie´e a` celle du
partitionnement en the´orie des graphes. Il consiste a` diviser un graphe en par-
titions tout en minimisant certains crite`res. Dans notre cas, cela reviendrait
a` minimiser le nombre de connexions entre les diffe´rentes communaute´s. Mal-
heureusement, dans la plupart des cas, le partitionnement exact de graphe est
un proble`me NP-complet. Cependant, diffe´rents algorithmes heuristiques ont
e´te´ de´veloppe´s et donnent des re´sultats satisfaisants.
Une de ces me´thodes est celle de Newman et Girvan ([7], [8], [9], [10]) et elle
est base´e sur la mesure de centralite´ des connexions. Cette mesure peut eˆtre
de´finie de diffe´rentes manie`res. Cependant, elle doit avoir la particularite´ d’eˆtre
une mesure qui favorise les connexions entre les communaute´s et au contraire
de´favorise celles intra-communautaire. Un moyen de la calculer est la me´thode
de Freeman [11]. La mesure de centralite´ d’un sommet i est alors donne´e par
le nombre de plus courts chemins entre deux autres sommets passants par ce
sommet i. Ge´ne´ralement, l’algorithme de plus courts chemins utilise´ est celui
appele´ parcours en largeurs (ou encore Breadt First Search ou BFS en anglais) :
1. Assigner au sommet initial j une distance dj = 0 ainsi qu’un poids
wj = 1.
2. A chaque sommet k adjacent a` j, assigner dk = dj + 1 et wk = wj = 1.
3. Pour chaque sommet h adjacent a` un des sommets k, effectuer une des
trois possibilite´s suivantes :
? Si aucune distance n’a e´te´ assigne´e au sommet h, mettre dh = dk +1
et wh = wk.
? Sinon si dh = dk + 1, augmenter le poids de wk, c’est-a`-dire
wh = wh + wk.
? Sinon si dh < dk + 1, ne rien faire.
4. Re´pe´ter a` partir de l’e´tape 3 jusqu’a` ce qu’il n’y ait plus de sommet
sans distance.
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Pour revenir a` la mesure de centralite´, celle-ci peut-eˆtre donne´e par l’algo-
rithme suivant :
1. Calculer les plus courts chemins jusqu’au sommet i a` partir de chacun
des autres sommets k.
2. Assigner bik = 1 a` chacun des sommets.
3. Parcourir chacun des sommets k, du plus e´loigne´ au plus proche du
sommet i et ajouter bik a` bih, ou` h est le sommet pre´ce´dent k. Dans ce
cas,
bih = bih + bik. Si le sommet k posse`de plus d’un pre´de´cesseur, bik est
divise´ de manie`re e´gale entre chacun d’eux.
4. Une fois l’e´tape 3 termine´e bik repre´sente le nombre de plus courts che-
min passant par k jusqu’au sommet i. Il faut ensuite re´pe´ter le processus
a` partir de l’e´tape 1 pour chacun des sommets du re´seaux.
Si n est le nombre de neurones dans le graphe, la mesure de centralite´ du




Cette somme repre´sente le nombre de plus court chemin passant par le sommet
j. Plus sa valeur est e´leve´e, plus cela signifie que ce sommet est un sommet
interme´diaire et fait donc partie d’une connexion entre deux modules.
L’algorithme de Newman et Girvan permettant de trouver une partition
du re´seau est ainsi donne´ par ces quatre e´tapes :
1. Calculer une mesure de centralite´ pour toutes les connexions du re´seau.
2. Identifier celle avec la mesure la plus e´leve´e et la supprimer du re´seau.
3. Recalculer cette mesure pour toutes les connexions restantes
4. Recommencer a` l’e´tape 2.
Maintenant que nous avons cet algorithme, une question se pose : comment
savoir si les communaute´s qui ont e´te´ identifie´es par l’algorithme sont bonnes ?
Pour y re´pondre, nous allons de´finir une mesure qui quantifie la qualite´ d’une
division particulie`re du re´seau.
Pour ce faire, Newman et Girvan conside`rent une division du re´seau en k
communaute´s. Ensuite, ils construisent une matrice E syme´trique et de dimen-
sion k × k. L’e´le´ment eij de celle-ci est de´fini comme le rapport de toutes les
connexions du re´seau qui relient les nœuds de la communaute´ i a` la commu-
naute´ j. De ce fait, les e´le´ments diagonaux correspondent au rapport des coˆte´s
qui connectent les sommets dans une meˆme communaute´.
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Si la partition du re´seau est bonne, la trace de cette matrice sera e´leve´e.
Cependant, cette dernie`re n’est pas a` elle seule un bon indicateur. En effet, si
nous conside´rons, par exemple, tous les nœuds dans une seule communaute´,
la trace vaudra 1, valeur la plus e´leve´e qu’elle peut prendre, mais elle ne nous
donne aucune information sur la structure du re´seau. Pour reme´dier a` cela,
les auteurs ont introduit l’e´le´ment ai =
∑
j eij, c’est-a`-dire le rapport des
connexions dont une des extre´mite´s est lie´e a` un nœuds de la communaute´
i. Dans un re´seau avec les meˆmes communaute´s mais ou` les connexions entre
les sommets sont ale´atoires, nous avons que eij = aiaj. De`s lors, la mesure de




(eii − a2i ).
De manie`re e´quivalente, en posant k le nombre de modules dans le re´seau, L
le nombre de connexions, li le nombre de connexions dans le module i et di la
somme des degre´s des nœuds dans le module i, nous pouvons e´galement de´finir













Cette mesure peut prendre des valeurs comprises dans l’intervalle [−1, 1].
Si le nombre de coˆte´s dans les communaute´s correspond aux communaute´s
ale´atoires alors elle va tendre vers 0. Elle sera positive si le nombre de connexions
est meilleur que ce qu’on pourrait atteindre ale´atoirement et la valeur maxi-
male, Q = 1, indique un re´seau dont la structure est fortement communautaire.
Voyons maintenant une autre me´tode permettant e´galement d’identifier des
communaute´s, la me´thode de Louvain [12]. Cet algorithme est divise´ en deux
phases qui sont ensuite re´pe´te´es. Initialement, une communaute´ est affecte´e
a` chacun des noeuds du re´seau. Il y a donc autant de communaute´s que de
sommets. Ensuite, pour chaque noeuds i, il faut conside´rer les noeuds voisins j
et e´valuer le gain de modularite´ lorsque le sommet i est place´ dans la commu-
naute´ du noeud voisin j. Le sommet i sera ensuite place´ dans la communaute´
correspondant au gain maximal si celui-ci est positif. Dans le cas contraire,
il restera dans sa communaute´. Ce processus est ensuite ite´re´ sur chacun des
noeuds jusqu’a` ce que plus aucune ame´lioration ne soit possible. Cela constitue
la premie`re phase de l’algorithme. En ce qui concerne la seconde phase, elle
consiste a` cre´er un nouveau re´seau. Dans celui-ci, les communaute´s du re´seau
initial sont conside´re´es comme les noeuds du nouveau. La premie`re phase peut
ensuite eˆtre applique´e a` ce nouveau re´seau.
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Avant d’appliquer ces me´thodes a` des exemples, nous allons de´finir la
matrice d’adjacence d’un graphe. Supposons dans un premier temps que les
connexions entre les sommets n’aient pas de poids et ne soient pas oriente´es,
c’est-a`-dire que lorsqu’il y a une connexion entre le sommet i et j, elle est aussi
bien dirige´e de i vers j qu’inverse´ment. Ainsi, lorsqu’il existe une connexion
entre le sommet i et j, un 1 est inscrit a` l’intersection de la ligne i et la co-
lonne j (et inverse´ment) de la matrice d’adjacence, comme illustre´ a` la figure
1.7. Dans le cas contraire, nous mettrons 0. Cette matrice est donc carre´e et
syme´trique. Par contre, si nous conside´rons maintentant un graphe oriente´, la
matrice ne sera plus syme´trique. Si la connexion va du sommet i vers j, le 1
ne sera inscrit qu’a` l’intersection de la ligne i et la colonne j. De plus, si les








Figure 1.7: Explication de la matrice d’adjacence d’un re´seau.
Conside´rons maintenant les deux exemples a` la figure 1.8. Leurs matrices
d’adjacence sont donne´es a` la figure 1.9. Visuellement, nous pouvons identifier
deux communaute´s dans le premier cas tandis que le second semble forme´
un seul module. De ce fait, selon la de´finition de la modularite´ a` l’e´quation
1, Q = 0. Nous pouvons e´galement calculer ce que vaut Q dans le premier
exemple. Pour ce faire, nous conside´rons la partitionnement dont la premie`re
communaute´ est compose´e des noeuds 1 a` 6 et la seconde des noeuds restants.
Le nombre total de connexions dans le re´seau est de 27 tandis qu’il y en a
respectivement 12 et 14 dans chacun des modules. De plus, le somme des
degre´s des sommets de la premie`re communaute´ est de 25 et de 29 pour la



















Ve´rifions maintenant si nous obtenons le meˆme re´sultats avec les deux
me´thodes explique´es pre´ce´demment. Pour ce faire, nous utilisons le code Mat-
lab de´veloppe´ par le M.I.T pour la me´thode de Newman et Girvan (annexe
A) et par Mika Rubinov (annexe B) pour la me´tode de Louvain. Tout comme
nous l’avons calcule´, ces deux me´thodes nous donnent une modularite´ d’ap-
proximativement 0.4602 et identifient le meˆme partitionnement que celui que
nous avons conside´re´ pour l’exemple 1. En ce qui concerne l’exemple 2, les
deux me´thodes distinguent deux communaute´s, une compose´e des noeuds 1,
2 et 5 et l’autre des noeuds restants. Cependant la modularite´ d’un tel parti-
tionnement n’est que d’environ 0.04545.
Pour chacun des exemples, nous allons maintenant calculer une mesure Q de
re´fe´rence. Pour ce faire, nous prenons 1000 re´seaux ale´atoires dont le nombre
de noeuds et de connexions correspondent au re´seau initial. Nous calculons
ensuite la mesure Q de ces re´seaux et nous de´finissons le Q de re´fe´rence comme
la moyenne de toutes ces valeurs. Pour le premier exemple, nous obtenons
Qref = 0.216 ± 0.033 et pour le second Qref = 0.035 ± 0.018. Dans le second
cas, nous pouvons voir que la mesure de modularite´ n’est pas meilleur que celle
de re´fe´rence, nous pouvons dire que cet exemple ne posse`de pas une structure
modulaire. Par contre, en ce qui concerne le premier exemple, nous avons une




Figure 1.8: Exemples de re´seaux avec (1) et sans communaute´s (2).
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
0 0 0 1 1 1 0 0 0 0 0 0 0
0 0 1 1 1 1 0 0 0 0 0 0 0
0 1 0 0 1 1 0 0 0 0 1 0 0
1 1 0 0 1 1 0 0 0 0 0 0 0
1 1 1 1 0 1 0 0 0 0 0 0 0
1 1 1 1 1 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 1 1 1 0 1 1
0 0 0 0 0 0 1 0 1 0 0 1 0
0 0 0 0 0 0 1 1 0 1 1 0 1
0 0 0 0 0 0 1 0 1 0 0 0 1
0 0 1 0 0 0 0 0 1 0 0 1 1
0 0 0 0 0 0 1 1 0 0 1 0 1




0 1 1 0 1 0
1 0 1 0 1 1
1 1 0 1 0 1
0 0 1 0 1 1
1 1 0 1 0 1
0 1 1 1 1 0

.
Figure 1.9: Matrices d’adjacence respectivement de l’exemple 1 et 2.
1.5 Conclusion
Dans ce chapitre, nous avons vu diffe´rentes caracte´ristiques d’un neurone
biologique. Afin de construire nos neurones artificiels, nous en avons garde´
quelques-unes dont des e´le´ments de leur structure, a` savoir les dendrites, le
corps cellulaire, l’axone et les synapses. Nous avons e´galement mode´lise´ le fait
que, pour qu’un neurone soit active´, son excitation doit de´passer un certain
seuil. Nous avons e´galement de´fini diffe´rents types de re´seaux, tels que les
re´seaux constitue´s d’un seul neurone et les multi-couches, les re´seaux feedfor-
ward et les re´currents. Nous avons ensuite introduit la notion de modularite´ et
introduit deux algorithmes permettant d’identifier des partitionnements dans





Dans le chapitre pre´ce´dent, nous avons vu qu’un re´seau de neurones biolo-
giques pouvait e´voluer dans le temps graˆce a` l’apprentissage. Il existe plusieurs
me´thodes permettant de mode´liser ce phe´nome`ne. Une d’entre elles est une
me´thode d’optimisation, appele´e algorithme ge´ne´tique. L’objectif de ce cha-
pitre, est introduire ce concept. Pour ce faire, nous nous baserons sur le cours
donne´ par Pr. Pierre Collet [14] pour de´crire la me´thode et sur le me´moire de
Salvino Piazza [13] pour l’appliquer au re´seaux de neurones.
2.1 Concepts de base
2.1.1 Mise en place du vocabulaire
Tout comme les re´seaux de neurones, les algorithmes ge´ne´tiques s’inspirent
d’un principe biologique. Le monde, tel que nous le connaissons aujourd’hui,
est le re´sultat d’un long me´chanisme d’e´volution des espe`ces vivantes. Dans
ce me´chanisme intervient le principe de la the´orie de l’e´volution de Darwin.
Cela consiste en la se´lection des individus les mieux adapte´s a` leur environ-
nement, appele´e se´lection naturelle. De plus, interviennent e´galement dans ce
me´canisme de l’e´volution, la reproduction des espe`ces et leurs mutations. Les
algorithmes ge´ne´tiques ont e´te´ construits sur ce meˆme sche´ma. Les diffe´rents
e´le´ments constituant ces algorithmes sont repre´sente´s par des termes prove-
nant de la biologie. Nous allons de´finir ces e´le´ments sur base du me´moire de
Romain Hendrickx [15].
Ge`ne :
En biologie, les ge`nes sont des se´quences d’ADN. Ce sont les informa-
tions contenues dans ces se´quences qui nous caracte´risent. Ainsi, c’est




”Se dit d’une variante d’un ge`ne, re´sultant d’une mutation et he´re´ditaire,
assurant la meˆme fonction que le geˆne initial mais selon ses modalite´s
propres” (Petit Larousse [16]). Par exemple, si nous reprenons le ge`ne
qui contribue a` la couleur de nos yeux, les diffe´rents alle`les de ce ge`nes
sont les diffe´rentes couleurs que peuvent avoir nos yeux.
Chromosome :
Les chromosomes sont de longs filaments d’ADN fortement condense´s
et qui sont compose´s de ge`nes. Il peuvent eˆtre mode´lise´ tel qu’a` la figure
2.1
Figure 2.1: Repre´sentation sche´matique d’un chromosome.
Individu et population :
Un individu est constitue´ d’un ou plusieurs chromosomes tandis qu’un
ensemble d’individus forme une population.
Ge´notype :
”Ensemble des ge`nes d’un individu, du point de vue des caracte´ristiques
de leurs alle`les”, de´finition du Petit Larousse [16].
Phe´notype :
”Ensemble des caracte`res apparents (morphologiques, chimiques, ...)
d’un organisme, d’une cellule, re´sultant de l’expression du ge´notype et
de l’influence du milieu”, de´finition du Petit Larousse [16].
Fitness :
La fitness est une mesure de l’adaptabilite´ d’un individu a` son environ-
nement et de´termine sa chance de procre´er selon l’hypothe`se de Darwin.
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2.1.2 Me´thode
Comme introduit en de´but de chapitre, les algorithmes ge´ne´tiques sont
des me´thodes d’optimisation. Pareillement a` toutes ces me´thodes, l’objectif
est de trouver une solution optimale minimisant une fonction objectif f , qui
correspond a` la fonction de fitness. Nous verrons dans le chapitre suivant en
quoi cette me´thode nous inte´ressent et a` quoi se rapporte la fitness dans notre
proble`me.
Quelque soit le proble`me a` optimiser, il est important de mettre en place
l’algorithme. Pour ce faire, il faut de´finir une repre´sentation de la solution du
proble`me (par exemple, repre´senter la hauteur d’un maˆt a` l’aide d’un vecteur
de re´els) et une manie`re d’e´valuer cette solution, c’est-a`-dire de´finir la fonction
de fitness. Supposons ces e´le´ments pose´s, nous pouvons maintenant de´crire les
diffe´rentes e´tapes de l’algorithme tel qu’il est illustre´ a` la figure 2.2.
Figure 2.2: Sche´ma ge´ne´ral des algorithmes ge´ne´tiques. Source :[14]
1. Initialisation de la population
Le principe de l’algorithme consiste a se´lectionner les individus les
mieux adapter. Il est donc ne´cessaire de cre´er une population d’indi-
vidus a` l’aide de la meˆme repre´sentation que celle choisie pour la solu-
tion. Afin de pre´server la diversite´, ces individus sont ge´ne´re´s de manie`re
ale´atoire. Il est, en effet, important de la pre´server car elle nous permet
d’obtenir des solutions auxquelles nous n’aurions pas force´ment pense´.
Une fois la population initialise´e, chacun des individus est ensuite e´value´
a` l’aide de la fonction de fitness.
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2. Ve´rification des crite`res d’arreˆts
Nous ve´rifions si un des individus correspond aux crite`res d’arreˆts. Ces
crite`res sont par exemple un nombre maximal d’ite´rations, l’algorithme
qui ne parvient pas a` trouver une meilleure solution apre`s un nombre
de´termine´ d’ite´ration, ... . Si nous trouvons un tel individu, l’algorithme
est alors arreˆte´ et notre solution est le meilleur individu qui correspond
a` ces crite`res.
3. Cre´ation d’individus enfants
Si l’algorithme n’est pas arreˆte´, nous cre´ons des enfants. Pour chaque
enfant a` cre´er, nous se´lectionnons n parents auxquels nous appliquons
des ope´rations de variation, que nous de´velopperons par la suite. Nous
e´valuons ensuite les nouveaux individus et les ajoutons a` notre popula-
tion.
4. Re´duction de la population
Dans cette phase, nous re´duisons notre population avant de recommen-
cer le processus a` l’e´tape 2. Cette e´tape est importante. En effet, si nous
ne passons pas par cette phase, notre population va croˆıtre de plus en
plus. Cela aurait pour conse´quence ne´gative d’augmenter le temps de
calcul de la solution, voir meˆme de le faire exploser.
Dans cette me´thode, nous avons parle´ de se´lection de n parents, de re´duction
de la population et d’ope´rations de se´lection. Nous allons maintenant appro-
fondir ces diffe´rentes notions.
Se´lection
Le terme ”se´lection” englobe aussi bien la se´lection des n parents que la
re´duction. En effet, cette re´duction consiste a` se´lectionner un certain nombre
d’individus de notre population parents et enfants afin d’en faire une nouvelle
population de parents. Une des diffe´rences entre ces deux se´lections est que
pour la cre´ation d’un individu, un parent peut eˆtre se´lectionne´ a` plusieurs re-
pises (nous parlons ainsi de se´lection avec remise) tandis que pour la re´duction,
un individus ne pourra eˆtre tire´ qu’une et une seule fois.
Comme tout algorithme d’optimisation, les algorithmes ge´ne´tiques peuvent
converger de manie`re pre´mature´e et, de ce fait, tomber dans un minimum lo-
cale. Afin de lutter contre ce phe´nome`ne, il est important d’afficher la courbe
de convergence du meilleur individu, tel qu’illustre´ a` la figure 2.3.
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Supposons que nous disposions de 2h de temps de calcul. Si nous regardons
la courbe bleue, nous pouvons remarquer qu’elle de´croit trop lentement. En
effet, nous voyons qu’au bout de 2h, elle est toujours occupe´e a` de´croitre et
que nous n’avons pas de convergence. Dans ce cas, nous parlons de pression
de se´lection trop faible. Il faudrait donc un ope´rateur de se´lection plus fort qui
permette a` l’algorithme de converger plus rapidement. Mais il faut alors faire
attention a` ne pas tomber dans le cas oppose´ et converger trop rapidement,
comme illustre´ par la courbe jaune. Dans ce cas, nous perdons du temps de cal-
cul car durant un grand laps de temps, la solution n’a pas ou trop peu e´volue´.
Nous parlons de pression de se´lection trop forte. Par contre, la courbe verte
repre´sente une bonne convergence. La pression de se´lection est bien maitrise´e.
Mais il est important de noter que cela de´pend fortement du temps de cal-
cul dont nous disposons. En effet, supposons maintenant que nous posse`dions
15 minutes de temps de calcul. La courbe bleue pre´sente toujours une pression
de se´lection trop faible tandis que la courbe verte correspond maintenant a`
une pression de se´lection trop forte.
Revenons maintenant a` la se´lection des individus. Il existe diffe´rentes me´tho-
des de se´lection. Nous allons en de´crire quelques unes, a` savoir la se´lection par
roulette, le tournoi et l’e´litisme.
1. Roulette
Cet ope´rateur est l’ope´rateur historique des algorithmes ge´ne´tiques. Il
se base sur le principe du jeu de la roulette au casino. Dans ce jeu,
la roulette est divise´e en case de meˆme proportion. Ainsi lorsque nous
faisons tourner une bille dans cette roulette, la probabilite´ qu’elle a de
tomber dans une case est la meˆme pour toutes. Le principe est le meˆme
pour cet ope´rateur mais avec des proportions diffe´rentes comme illustre´
a` la figure 2.4.
Chaque case correspond a` un individu de la population et la probabilite´
pi de se´lectionner une case i, est proportionnelle a` sa fitness. Elle est







ou` xi correspond au i-e`me individu d’une population de taille m.
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Ce processus assez simple comporte toutefois des inconve´nients. En ef-
fet, il de´pend de la variance de la fitness. Ainsi si la variance est trop
petite cela reviendrait a` se´lectionner les individus de manie`re prati-
quement ale´atoire. A` l’oppose´, avec une variance trop grande, nous
se´lectionnerions de manie`re trop importante les meilleurs individus et
cela provoquerait une perte de la diversite´ de la population. Un autre
inconve´nient de cette me´thode est qu’elle est tre`s couteuse car elle de-
mande de connaitre les e´valuations de tous les individus de la popula-
tion.
2. Tournoi
Il existe diffe´rents types de se´lection par tournoi. Le premier consiste
en un tournoi de´terministe. Son principe est de choisir n individus de
manie`re uniforme et de prendre ensuite le meilleur. Ainsi si nous pre-
nons n e´gal a` la taille de la population, cela revient a` prendre le meilleur
individu de la population et correspond a` une se´lection comple`tement
de´terministe. Au contraire, si n vaut 1, on a une se´lection comple`tement
ale´atoire. En pratique, il est conseille´ de prendre n entre 2 et 7. Aug-
menter, le nombre d’individus tire´s permet d’augmenter la pression de
se´lection et ainsi de faire converger l’algorithme plus rapidement. Au
contraire, si cette pression est trop grande et que notre algorithme
converge trop rapidement, il suffit de diminuer n. L’avantage de cette
me´thode est qu’elle posse`de un couˆt tre`s faible. En effet, elle ne demande
pas de connaitre tous les individus de la population. Nous se´lectionnons
uniquement n individus de manie`re ale´atoire et il n’est pas ne´cessaire de
connaitre leur e´valuation pour les se´lectionner, seulement pour trouver
ensuite le meilleur. Cependant cela entraine e´galement un inconve´nient,
nous risquons d’e´valuer plusieurs fois le meˆme individu et d’ainsi perdre
du temps. Un autre inconve´nient est que nous ne pourrons jamais
se´lectionner les n− 1 pires individus de la population.
Dans le cas d’un tournoi entre 2 individus ou` la pression de se´lection
est trop forte, il faudrait pouvoir diminuer cette se´lection. Mais prendre
n e´gal a` 1 n’est pas une solution, car cela revient a` une se´lection
comple`tement ale´atoire. Ainsi l’ide´e est de re´aliser un tournoi non plus
de´terministe mais stochastique. Celui-ci consiste a` choisir uniforme´ment
2 individus et a` prendre le meilleur avec une probabilite´ t entre 0.5 et
1. Ainsi, si t vaut 0.5, cela revient a` une se´lection ale´atoire tandis que si
t vaut 1, cela correspond simplement a` un tournoi de´terministe entre 2
individus. Si t vaut par exemple 0.7, nous avons la possiblite´ de choisir
l’individu qui n’est pas le meilleur des deux individus se´lectionne´s. Cela




Il faut savoir que l’e´litisme n’est pas une se´lection a` proprement parler.
Il faut toujours la combiner avec un ope´rateur de se´lection. La notion
d’e´litisme consiste a` se´lectionner les x meilleurs individus de la popula-
tion et a` les garder tel quel dans la population d’enfants. Lorsque x = 1,
cela est appele´ e´litisme fort. Pour fabriquer les autres enfants, les pa-
rents sont alors se´lectionne´s avec une autre me´thode comme celles vues
pre´ce´demment.
Figure 2.3: Exemples de courbe de convergence du meilleur individu.
Source :[14]
Figure 2.4: Repre´sentation de la se´lection par roulette.
Une fois les parents se´lectionne´s, nous cre´ons de nouveaux individus, ap-
pele´s enfants, a` l’aide d’ope´rateurs de variation. Nous allons donc voir plus
pre´cise´ment en quoi consiste ces ope´rateurs.
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Ope´rateurs de variation
Les ope´rateurs de variation permettent de produire de nouveaux individus
a` l’aide d’individus parents. Cela consiste a` modifier les ge`nes parents afin de
cre´er des enfants. Nous allons voir en particulier, les ope´rations de croisement,
aussi appele´ crossover, et de mutation.
1. Crossover
Le crossover consiste a` me´langer les ge`nes des parents. Pour ce faire, il
existe diffe´rentes me´thodes tel que le crossover monopoint, multipoint
et uniforme.
Comme son nom l’indique le crossover monopoint se´lectionne de manie`re
ale´atoire un point du chromosome. Il e´change ensuite la fin des chro-
mosomes, tel qu’illustre´ a` la figure 2.5 (1). De manie`re similaire au
monopoint, le crossover multipoint e´change plusieurs parties des chro-
mosomes, comme nous pouvons le voir a` la figure 2.5 (2). Dans le cas du
croisement uniforme, pour chaque ge`ne, nous choisissons ale´atoirement
le ge`ne correspondant chez le premier ou le second parent. Mais il faut
faire attention a` ne pas se´parer des ge`nes qui sont tre`s corre´le´s. Il faut
e´galement prendre en compte que l’efficacite´ du croisement diminue au
fil des ge´ne´rations. En effet, les individus vont de plus en plus se res-
sembler, et e´changer des ge`nes entres individus qui se ressemble de´ja` a
tre`s peu d’influence.
2. Mutation
Contrairement au crossover, la mutation est un ope´rateur unaire. Elle
modifie le code ge´ne´tique d’un individu sans utiliser d’autres individus.
Tout comme pour l’ope´rateur pre´ce´dent, il existe diffe´rentes mutations.
La mutations monopoint va se´lectionner un ge`ne ale´atoirement et le
remplacer par une autre valeur, elle aussi choisie au hasard, comme
repre´sente´ a` la figure 2.6 (1). A la figure 2.6 (2) est repre´sente´ la muta-
tion multipoint, elle consiste en la meˆme me´thode que celle du mono-
point. Elle choisit au hasard non plus un ge`ne mais plusieurs. Il existe
e´galement une mutation qui modifie totalement tous les ge`nes d’un in-
dividu en les remplac¸ant par des valeurs choisies ale´atoirement.
L’impact de la mutation est tre`s faible au de´but. En effet, la population
e´tant initialise´e ale´atoirement, modifier quelques ge`nes ne change pas
grand chose. Cependant a` la fin du processus, l’impact devient tre`s
nuisible. Nos individus e´tant tre`s bons, il est donc difficile de trouver
mieux en modifiant des ge`nes au hasard.
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A chacun de ces ope´rateurs est associe´ un taux. En re`gle ge´ne´rale, le taux
de crossover indique la probabilite´ que deux individus soient croise´s. Ainsi s’il
y a un croisement, les individus enfants sont compose´s des ge`nes de chacun
de leurs parents. Dans le cas contraire, ils sont une copie de ces derniers. En
ce qui concerne le taux de mutation, il repre´sente la probabilite´ qu’un ge`ne
d’un individu soit mute´. Le taux de croisement est ge´ne´ralement assez e´leve´,
c’est-a`-dire compris entre environ 0.5 et 0.9, tandis que celui concernant la
mutation est faible, entre 0.001 et 0.01. En effet, si celui-ci e´tait trop e´leve´,
l’algorithme tendrait vers une recherche ale´atoire de la solution.
(1)
(2)
Figure 2.5: Ope´ration de crossover monopoint (1) et multipoint (2).
(1)
(2)
Figure 2.6: Ope´ration de mutation monopoint (1) et multipoint (2).
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2.2 Application aux re´seaux de neurones
Les algorithmes ge´ne´tiques applique´s aux re´seaux de neurones peuvent ser-
vir a` atteindre diffe´rents buts. Ci-dessous, nous avons une liste non-exhaustive
de ces diffe´rents objectifs.
• Apprendre les poids d’un re´seau pour une architecture fixe´e.
• Trouver l’architecture optimale d’un re´seau, incluant la recherche du
nombre de neurones ainsi que les connexions optimales entre les neu-
rones.
• Trouver une bonne re`gle d’apprentissage. L’apprentissage consiste a` as-
similer ou ame´liorer des connaissances. De ce fait, cela revient a` dire de
trouver une bonne re`gle afin d’effectuer une taˆche.
• Diminuer le nombre d’entre´es afin de garder uniquement les plus perti-
nentes.
• Se´lectionner les meilleurs e´le´ments des groupes d’apprentissage.
Afin d’obtenir des ope´rations de variation efficaces, ces ope´rations sont ef-
fectue´es sur le ge´notype, qui correspond au codage du re´seau de neurones,
plutoˆt que sur le phe´notype, le re´seau lui-meˆme. Il existe plusieurs manie`res
de coder un re´seaux de neurones. Nous allons maintenant de´crire quelques unes
de ce me´thodes.
Direct :
Dans le cas de ce codage, le re´seau est directement encode´ dans le chro-
mosome. La transformation du ge´notype en phe´notype est assez trivial.
Un exemple de cet encodage est la matrice des connexions. Pour cet
exemple, un crossover choisirait de manie`re ale´atoire une des colonnes
de la matrice et e´changerait les colonnes correspondantes des individus
parents. L’ope´rateur de mutation, quant a` lui, changerait ale´atoirement
la valeur des e´le´ments dans la matrice.
Parame´trique :
Le re´seau est encode´ a` l’aide de parame`tres, ce qui permet de dimi-
nuer la longueur des chromosomes dans le cas des re´seaux de grandes
tailles. Par exemple, les parame`tres encode´s sont le nombre de neu-
rones, le nombre de couches et la mesure de le centralite´ de chacun des
neurones. Ainsi, ajouter un neurone modifie un parame`tre plutoˆt que
d’augmenter la taille du chromosome.
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Grammaire :
Le codage de grammaire consiste a` encoder diffrentes re`gles qui per-
mettent de de´velopper le re´seau. Dans ce cas, pour passer du ge´notype
au phe´notype, cela demande un effort important.
2.3 Conclusion
Dans ce chapitre, nous avons de´fini le vocabulaire des diffe´rents e´le´ments
qui constituent les algorithmes ge´ne´tiques. Nous avons ensuite de´veloppe´ la
me´thode et nous avons vu des ope´rateurs de se´lection ainsi que ceux de va-
riation, le crossover et la mutation. Nous avons, par la suite, applique´ les




Dans les chapitres pre´ce´dents, nous avons vu les diffe´rents outils ne´cessaires
a` la compre´hension de notre proble`me. Nous allons maintenant les appliquer
a` celui-ci.
3.1 Description
Comme annonce´ pre´ce´demment, l’e´tude porte sur un mode`le qui a pour
taˆche la reconnaissance de sche´mas. Ceux-ci sont constitue´s de 8 pixels, for-
mant un rectangle de 4 pixels sur 2, chacun ayant une valeur de 0 ou 1. La
moitie´ gauche correspond au motif perc¸u par le coˆte´ gauche d’une re´tine tandis
que celle de droite est celui perc¸u par le coˆte´ droit. L’objectif est de reconnaˆıtre
des objets qui proviennent du coˆte´ gauche et du coˆte´ droit de la re´tine. Pour
chaque coˆte´ de la re´tine, un objet existe si les quatre pixels correspondants
co¨ıncident avec un des sche´mas d’un ensemble pre´de´fini. A` la figure 3.1, nous
pouvons voir une repre´sentation du proble`me. Nous avons donc une re´tine
compose´e des 8 pixels et pour chaque moitie´ de la re´tine un ensemble d’objets
est de´fini.
Nous avions e´galement annonce´ qu’afin d’expliquer l’origine de la modu-
larite´ dans les re´seaux de neurones, N. Kashtan et U. Alon faisaient e´voluer
leur environnement dans le temps dans le but d’atteindre deux taˆches d’ap-
prentissages. De plus, ces dernie`res sont des combinaisons diffe´rentes de meˆme
sous-but. Ainsi, dans notre cas, nous avons deux sous-buts, reconnaˆıtre la
re´tine gauche L et reconnaˆıtre la re´tine droite R. De ce fait, la premie`re taˆche
correspond a` reconnaitre la re´tine gauche et la droite, L et R, et la seconde a`
reconnaitre l’une ou l’autre, L ou R.
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Figure 3.1: Repre´sentation du proble`me.
3.2 Re´seau de neurones artificiels
3.2.1 Re´seau
En ce qui concerne le re´seau de neurones, il est multicouche et de type
feed-forward. Il ne contient donc pas de connexions de retour.
Ce re´seau prend en entre´e un motif provenant d’une re´tine. Comme explique´
dans la description du proble`me, ce motif est constitue´ d’un total de 8 pixels.
Ceux-ci peuvent eˆtre conside´re´s comme des neurones sensitifs se connectant a`
la premie`re couche du re´seaux, compose´e de 8 neurones. Le re´seau sera ensuite
constitue´ de deux couches cache´es, chacune comprenant respectivement 4 et
2 neurones. Enfin, la couche de sortie comporte, quant a` elle, 1 neurone et sa
sortie vaut 1 si le motif a e´te´ reconnu et 0 dans le cas contraire.
Les connexions entre les neurones se font uniquement entre les neurones ap-
partenant a` des couches successives. Dans l’article de re´fe´rence [1], le nombre
d’entre´es maximales pour chaque neurone est de´fini a` 3 pour tous les neurones
appartenant aux trois premie`res couches et a` deux pour celui de la dernie`re.
Cependant apre`s analyse de la me´thode pre´sente´e, nous avons de´cide´ de fixer le
nombre d’entre´es a` la valeur maximale. A` chaque connexion, un poids de -1 ou
1 est e´galement associe´. De plus, si deux entre´es proviennent d’un meˆme neu-
rone alors le poids de la connexion vaut la somme des poids de ces deux entre´es.
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Chaque neurone posse`de e´galement un seuil d’activation. Il est de´fini comme
une valeur entie`re appartenant a` l’intervalle [−2i−1, 2i−1−1] ou` i est le nombre
d’entre´es maximales pour le neurone conside´re´. De plus, le neurone est active´
si la relation 1 ci-dessous est respecte´e, ou` b repre´sente le seuil d’activation, xi
une valeur d’entre´e (0 ou 1), wi le poids de la connexion de cette entre´e et n
le nombre d’entre´es du neurone.
n∑
i
wixi ≥ b. (1)
3.2.2 Mesure de la modularite´
Afin de quantifier la modularite´ d’un re´seau, nous utilisons la mesure de
Newman et Girvan que nous avons de´finie dans le premier chapitre. Pour rap-
pel, cette mesure est caracte´rise´e par le rapport des connexions dans un mo-
dule moins la valeur attendue dans un re´seau avec les meˆmes modules mais













ou` k est le nombre de modules, L est le nombre de connexions dans le re´seau,
li est le nombre de connexions dans le module i et di est la somme des degre´s
des nœuds dans le module i.
Toutefois, la mesure utilise´e dans l’article est une mesure normalise´e de Q.
Cette nouvelle quantite´ Qm est donne´e par :
Qm = (Qreal −Qrand)/(Qmax −Qrand).
Afin de calculer Qm, Qreal est tout d’abord e´value´ sur le vrai re´seau. Toute-
fois, ce re´seau est modifie´ en un graphe non-dirige´. Ensuite, Qrand est la valeur
moyenne Q de 1000 re´seaux ale´atoires. Ces re´seaux ale´atoires sont ge´ne´re´s de
telle sorte qu’ils pre´servent la se´quence de degre´ du vrai re´seau. En ce qui
concerne l’e´valuation de Qmax, nous utilisons le meˆme algorithme ge´ne´tique
que pour l’apprentissage de nos re´seaux. De ce fait ils posse`dent les meˆmes
parame`tres (la taille du re´seau et les parame`tres d’e´volution). Seul la mesure
de la fitness est diffe´rente. Dans ce cas-ci, l’objectif est de maximiser la me-
sure de la modularite´ Q. Qmax est ensuite estime´ comme la moyenne sur 100
simulations du meilleur re´seau e´volue´.
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3.3 Algorithmes ge´ne´tiques
Afin de faire e´voluer le re´seau de neurones, nous utilisons un algorithme
ge´ne´tique. Mais avant d’entrer plus en de´tail, de´finissons la fonction fitness
afin de pouvoir e´valuer un individu, c’est-a`-dire un re´seaux de neurones. Celui-
ci e´volue dans un environnement compose´s de 100 motifs choisis de manie`re
ale´atoire. La fitness est, de ce fait, le pourcentage de motifs dans cet environne-
ment que le re´seau a identifie´ correctement. Cependant, nous avions e´galement
parle´ de deux taˆches d’apprentissage. Ainsi, dans un premier temps nous al-
lons faire e´voluer nos re´seaux afin qu’il atteignent une objectif fixe, soit L et
R, soit L ou R. Dans un second temps, toutes les 20 ge´ne´rations, nous ferons
varier la taˆche d’apprentissage entre ces deux objectifs. De plus, pour tout
individu constitue´ de plus de 13 neurones, une pe´nalite´ de 0.01 est applique´e
pour chaque neurone additionnel.
Nous allons maintenant nous attacher a` de´finir la repre´sentation d’un indi-
vidu. Dans ce proble`me, un individu correspond donc a` un re´seau de neurones
artificiels. Ce re´seau, en ge´ne´tique, est appele´ ge´nome et est constitue´ de plu-
sieurs ge`nes. Ces derniers, quant a` eux, sont les neurones et sont compose´s
d’un seuil et d’entre´es, elles-meˆmes caracte´rise´es par l’adresse et le poids de la
connexion. Ces divers e´le´ments sont illustre´s a` la figure 3.4. En ce qui concerne
le seuil, le poids d’une connexion et l’adresse d’une entre´e, ils sont transforme´s
en objet binaire. Les tables 3.1, 3.2, 3.3 et 3.4 reprennent ces diffe´rentes conver-
sions. Un re´seau de neurones sera donc un vecteur constitue´ d’une succession
de 0 et de 1.
Maintenant que la fitness et la repre´sentation d’un re´seaux sont bien de´finies,
nous allons expliquer pourquoi nous utilisons un algorithme ge´ne´tique. La fit-
ness d’un re´seau que nous avons de´finie mesure les performances de celui-ci a` re-
connaˆıtre le sche´ma d’une re´tine. Nous ne pouvons donc pas calculer le gradient
d’une telle fonction. Il n’est de`s lors pas possible d’utiliser des me´thodes d’op-
timisation tel que la descente du gradient. De plus, les algorithmes ge´ne´tiques
sont bien adapte´s pour les proble`mes dont la repre´sentation de la solution est
plus complexe que, par exemple, un simple vecteur de re´els.
L’algorithme ge´ne´tique utilise´ est un algorithme standard tel que nous
l’avons de´crit au chapitre 2. Nous utilisons les ope´rateurs de variation cros-
sover et mutation combine´ a` une strate´gie e´lite. La population initiale est
ge´ne´re´e ale´atoirement. Pour chaque ge´ne´ration, l’ope´rateur de crossover est
applique´ entre 2 re´seaux choisis avec une probabilite´ Pc = 0.5. De plus, une
connexion, un poids ou un seuil d’activation dans chaque re´seau de la popula-
tion est change´ avec une probabilite´ Pm = 0.5. En ce qui concerne la strate´gie
e´lite, les L meilleurs individus passent inchange´ dans la ge´ne´ration suivante
remplac¸ant les L plus mauvais ou` L = 150. De plus, la taille de la population
est fixe´e a` S = 600.
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Figure 3.2: Repre´sentation d’un re´seau de neurones artificiels.














Table 3.1: Seuil des neurones des trois premie`res couches dans la table de
gauche et de la quatrie`me couche dans celle de droite.
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Code de l’adresse Adresse physique
000 Re´tine - pixel 1
001 Re´tine - pixel 2
010 Re´tine - pixel 3
011 Re´tine - pixel 4
100 Re´tine - pixel 5
101 Re´tine - pixel 6
110 Re´tine - pixel 7
111 Re´tine - pixel 8









Table 3.2: Adresses des entre´es des neurones de la premie`re couche dans la
premie`re table et de la deuxie`me dans la seconde.





Code adresse Adresse physique
0 Neurone 13
1 Neurone 14
Table 3.3: Adresses des entre´es des neurones de la troisie`me couche dans la
premie`re table et de la dernie`re dans la seconde.
Code du poids Poids de la connexion
0 −1
1 1
Table 3.4: Poids des connexions.
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3.4 Re´sultats
Pour chacune des taˆches d’apprentissage, qu’elle soit fixe ou non, 24 simu-
lations d’e´volution ont e´te´ re´alise´es. Lorsque nous faisons e´voluer les re´seaux
de neurones que ce soit pour atteindre une taˆche d’apprentissage fixe ou non,
apre`s 35 000 ite´rations (pouvant varier entre 30 000 et 50 000), la solution a
une fitness moyenne de 0.91 (±0.03). Cela signifie qu’elle est capable de re-
connaˆıtre 91% des sche´mas de l’environnement. A la figure 3.3, nous pouvons
voir l’e´volution de la solution en termes de ge´ne´ration lorsque le re´seau e´volue
sous le but fixe L et R, les re´sultats sont similaire pour l’e´volution sous des
buts variables.
En ce qui concerne la mesure de la modularite´, nous pouvons remarquer
dans la table 3.5 qu’il n’y a pas de diffe´rence entre les re´seaux e´volue´s dans le
but d’atteindre une taˆche fixe et ceux dont la taˆche d’apprentissage est chan-
geante. Nous pouvons e´galement remarquer que le mesure normalise´e Qm est
ne´gative. Cela est duˆ en fait que la valeur moyenne des vrais re´seaux de neu-
rones est infe´rieure a` la valeur moyenne des re´seaux ale´atoires. Nous pouvons
donc conclure que dans les deux cas nos re´seaux, n’ont pas de structure modu-
laire. Ces diffe´rentes mesures ont e´te´ calcule´es a` l’aide de l’imple´mentation de
la me´thode de Louvain par Mika Rubinov (annexe B). En effet, cette me´thode
a e´te´ adapte´e afin de pouvoir e´valuer la mesure de modularite´ d’un graphe
avec des poids ne´gatifs.
Cependant, les re´sultats observe´s dans l’article ne sont pas tout a` fait les
meˆmes. En effet, nous pouvons remarquer dans la table 3.6 que les re´seaux
e´voluant sous des buts changeants posse`dent une structure plus modulaire que
dans l’autre cas. Ces re´seaux sont divise´s en deux modules, un module per-
mettant de reconnaˆıtre le sche´mas dans la re´tine de gauche et un autre pour
la re´tine droite, le neurone de sortie combine ensuite ces deux modules afin de
fournir une re´ponse. Un tel re´seau est illustre´ a` la figure 3.4 (b). Dans le cas
ou` le re´seau doit atteindre la taˆche fixe L et R, sa structure est tel qu’illustre´e
a` la figure 3.4 (a). En ce qui concerne nos re´sultats, les re´seaux e´voluant sous
le but fixe L et R posse`dent une structure similaire a` celle de l’article.
Nous pouvons remarquer que la mesure Qrand dans nos re´sultats est plus
e´leve´es que celle dans l’article. Nous avons donc imple´mente´ une autre manie`re
de l’e´valuer. Elle correspond toujours a` la valeur moyenne Q de 1000 re´seaux
ale´atoires. Cependant, ceux-ci sont maintenant ge´ne´re´s de manie`re a` ce qu’ils
pre´servent le nombre de noeuds, de connexions ainsi que les poids de ces
connexions. En proce´dant de cette fac¸on, nous avons que Qrand = 0.038± 0.04
et qu’ainsi Qm = 0.07 ± 0.04. En ce qui concerne la diffe´rence de modularite´
dans les re´seaux e´volue´s sous des buts changeants, cela pourrait eˆtre duˆ a` une
diffe´rence ou encore une erreur d’imple´mentation.
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Figure 3.3: Evolution de la fitness en termes de ge´ne´rations pour la taˆche L
et R.
PPPPPPPPP
Qreal ± SE Qrand ± SE Qmax ± SE Qm ± SE
Buts fixes 0.40± 0.03 0.41± 0.05 0.69± 0.01 −0.04± 0.09
Buts variants 0.40± 0.03 0.41± 0.05 0.69± 0.01 −0.04± 0.09
Table 3.5: Mesure de modularite´ des re´seaux e´volue´s sous un but fixe ou
variant.
PPPPPPPPP
Qreal ± SE Qrand ± SE Qmax ± SE Qm ± SE
Buts fixes 0.40± 0.01 0.36± 0.00 0.62± 0.01 0.15± 0.02
Buts variants 0.45± 0.00 0.36± 0.00 0.62± 0.01 0.35± 0.02
Table 3.6: Mesure de modularite´ des re´seaux e´volue´s sous un but fixe ou
variant de l’article de re´fe´rence [1].
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Figure 3.4: Repre´sentation d’un re´seau e´volue´ sous un but fixe (a) et sous
des buts variants (b). Les fle`ches noirs (ou rouge) repre´sentent des connexions
avec des poids positifs (resp. ne´gatifs). Les fle`ches plus e´paisses signifie une
double connexion. n est le nombre de neurones dans le re´seau et T est le seuil
de ces neurones. Source :[1]
3.5 Conclusion
Dans ce chapitre, nous avons donne´ une description du proble`me qui nous
concernait. Nous avons e´galement applique´ diffe´rentes notions que nous avons
de´veloppe´es dans les chapitres pre´ce´dents, a` savoir les re´seaux de neurones
artificiels, la mesure de modularite´ et les algorithmes ge´ne´tiques. De plus,
nous avons aussi analyse´ les re´sultats que nous avons obtenus. Nous avons
conclu que contrairement aux re´sultats de l’article, faire e´voluer les re´seaux de
neurones sous un but fixe ou changeant n’avait pas impacter la structure des
re´seaux, les uns ne sont pas plus modulaire que les autres.
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Discussion
En biologie, il ressort de la plupart des avis que les organismes posse`dent
une organisation modulaire. Cependant, en e´volution artificielle, il est difficile
de maintenir et d’e´voluer vers une telle structure. Cela est duˆ en partie au
fait qu’il est difficile d’expliquer son origine. La modularite´ est une notion abs-
traite qui n’interagit pas directement avec son environnement. Il n’est donc
pas e´vident de donner une explication de l’e´volution de la modularite´.
Nous avons vu que N. Kashtan et U. Alon donnent comme explication
possible que la modularite´ apparait lorsque l’e´volution se fait sous un envi-
ronnement changeant au cours du temps. Cette ide´e vient du fait que plus un
organisme est modulaire, plus il serait capable de s’adapter et de survivre dans
un environnement changeant. Malheureusement nous n’avons pas obtenu les
meˆmes re´sultats que dans l’article.
D’autres proce´de´s ont e´galement e´te´ mis en place afin de faire apparaˆıtre
la modularite´. L’une d’elles (tire´e de l’article de Wagner, Pavlicev et Cheve-
rud [17]) est la me´thode de duplication-diffe´rentiation. Cette me´thode consiste
a` dupliquer un noeud du re´seau. Ce nouveau noeud he´rite e´galement des
connexions de son noeud parent. Il est ensuite possible que le noeud perde
une connexion ou au contraire en obtienne une nouvelle. Les seuls parame`tres
que contiennent cette me´thode sont donc le taux de suppression et d’ajout de
connexion. La modularite´ n’apparait que pour une petite gamme possible de
ces parame`tres. Dans ce proce´de´, l’origine de la modularite´ est favorise´e par la
mutation mais le processus de se´lection est e´galement ne´cessaire.
Aujourd’hui encore, l’e´volution de la modularite´ est un processus qui n’est
pas encore bien compris. De nombreuses e´tudes sont re´alise´es afin d’essayer
d’expliquer l’e´volution de la modularite´.
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Annexe A
Me´thode de Newman et Girvan
% Newman−Girvan community f i n d i n g a l gor i thm
% source : Newman, M.E. J . , Girvan , M. , ” Finding and
% e v a l u a t i n g community s t r u c t u r e in networks ”
% Algorithm idea :
% 1. C a l c u l a t e betweenness s c o r e s f o r a l l edges in the
% network .
% 2. Find the edge wi th the h i g h e s t score and remove i t
% from the network .
% 3. R e c a l c u l a t e betweenness f o r a l l remaining edges .
% 4. Repeat from s t e p 2 .
% INPUTs : adjacency matrix ( adj ) , number o f modules ( k )
% OUTPUTs: modules ( components ) and modules h i s t o r y −
% each ” curren t ” module , Q − modular i ty metr ic
% Other r o u t i n e s used : edge be tweenness .m, subgraph .m,
% numedges .m
% GB, Apr i l 17 , 2006 , computing modulari ty ,
% added Apr i l 28 , 2011
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function [ modules , module hist ,Q] = newmangirvan ( adj , k )
n=s ize ( adj , 1 ) ;
module h i s t {1} = [ 1 : n ] ; % current component
modules {1}=[1:n ] ;
curr mod =1;
adj temp=adj ;
while length ( modules )<k
w=edge betweenness ( adj temp ) ;
% need to remove e l ( indmax , : )
[wmax, indmax]=max(w( : , 3 ) ) ;
adj temp (w( indmax , 1 ) ,w( indmax , 2 ) ) =0;
% symmetrize
adj temp (w( indmax , 2 ) ,w( indmax , 1 ) ) =0;
% keep on removing edges
i f i s connec t ed ( adj temp ) ; cont inue ; end
comp mat = find conn comp ( adj temp ) ;
for c=1: length ( comp mat )
modules{ length ( modules )+1}=modules{curr mod }(
comp mat{c }) ;
end
% remove ”now” d i sconnec ted component ( curr mod )
from modules
modules{curr mod}=modules {1} ;
modules=modules ( 2 : length ( modules ) ) ;
modL= [ ] ;
for j =1: length ( modules )
modL( j )=length ( modules{ j })
end
[ maxL , indL]=max(modL) ;
curr mod=indL ;
module h i s t { length ( module h i s t )+1}=modules{ indL } ;
adj temp=subgraph ( adj , modules{ indL }) ;
end % end o f w h i l e loop
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% Computing the modu lar i ty f o r the f i n a l module break−
% down .
% Defined as : Q=sum over modu les i ( e i i−a i ˆ2) ( eq 5) in
% Newman and Girvan .
% e i j = f r a c t i o n o f edges t h a t connect community i to
% community j
% ai=sum j ( e i j )
% compute the t o t a l number o f edges
nedges=numedges ( adj ) ;
Q = 0 ;
for m=1: length ( modules )
module=modules{m} ;
adj m=subgraph ( adj , module ) ;
e mm=numedges ( adj m ) / nedges ;
a m=sum(sum( adj ( module , : ) ) ) /(2∗ nedges ) ;




% Edge betweenness rout ine , based on s h o r t e s t pa ths
% INPUTs : e d g e l i s t , mx3 , m − number o f edges
% OUTPUTs: w − betweenness per edge
% Note : Val id f o r u n d i r e c t e d graphs on ly
% Source : Newman, Girvan , ” Finding and e v a l u a t i n g
% community s t r u c t u r e in networks ”
% Other r o u t i n e s used : adj2edgeL .m, numnodes .m,
% numedges .m, k n e i g h b o r s .m
% Last modi f i ed : November 14 , 2009
function ew = edge betweenness ( adj )
e l=adj2edgeL ( adj ) ; % the corresponding e d g e l i s t
n = numnodes ( adj ) ; % number o f nodes
m = numedges ( adj ) ; % number o f edges
ew = zeros ( s ize ( e l , 1 ) , 3 ) ; % edge betweenness − output
for s =1:n % across a l l ( source ) nodes
% compute the d i s t a n c e s and w e i g h t s s t a r t i n g at
% source node i
d=i n f (n , 1 ) ; w=i n f (n , 1 ) ;
d ( s ) =0; w( s ) =1; % source node d i s t a n c e and weigh t
queue=[ s ] ; % add to queue
v i s i t e d = [ ] ;
while not ( isempty ( queue ) )
j=queue (1 ) ; % pop f i r s t member
v i s i t e d =[ v i s i t e d j ] ;
% f i n d a l l ad jacen t nodes , 1 s t e p away
neigh=kne ighbors ( adj , j , 1 ) ;
for x=1: length ( ne igh )
% add to queue i f u n v i s i t e d
ne i=neigh ( x ) ;
i f isempty ( find ( v i s i t e d==ne i ) ) & isempty (
find ( queue==ne i ) )




for x=1: length ( ne igh )
ne i=neigh ( x ) ;
i f d( ne i )==i n f % not a s s i g n e d y e t
d( ne i )=1+d( j ) ;
w( ne i )=w( j ) ;
e l s e i f d( ne i )< i n f & d( ne i )==d( j )+1
% a s s i g n e d a lready , add the new path
w( ne i )=w( ne i )+w( j ) ;
e l s e i f d( ne i )< i n f & d( ne i )<d( j )+1
’ do nothing ’ ;
end
end
% remove the f i r s t e lement
queue=queue ( 2 : length ( queue ) ) ;
end
% edge betweenness f o r every source node ( i t e r a t i o n )
eww = zeros ( s ize ( e l , 1 ) , 3 ) ;
% f i n d every l e a f − no path from ” s ” to o ther
% v e r t i c e s goes through the l e a f
% f a r t h e s t away from source
l e a v e s = find (d==max(d) ) ;
for l =1: length ( l e a v e s )
l e a f=l e a v e s ( l ) ;
ne igh=kne ighbors ( adj , l e a f , 1 ) ;
nei2rem = [ ] ;
for x=1: length ( ne igh )
i f isempty ( find ( l e a v e s==neigh ( x ) ) )
nei2rem =[ nei2rem neigh ( x ) ]
end
end
% remove o ther l e a v e s among the n e i g h b o r s
neigh=nei2rem ;
for x=1: length ( ne igh )
i n d i=find ( e l ( : , 1 )==neigh ( x ) ) ;
i n d j=find ( e l ( : , 2 )==l e a f ) ;
% shou ld be on ly one element at the
% i n t e r s e c t i o n
i n d i j=i n t e r s e c t ( ind i , i n d j ) ;




dsor t=unique (d) ;
% r e v e r s e s o r t o f unique d i s t a n c e v a l u e s
dsor t=−sort(−dsor t ) ;
for x=1: length ( dso r t )
l e a v e s=find (d==dsor t ( x ) ) ;
for l =1: length ( l e a v e s )
l e a f=l e a v e s ( l ) ;
ne igh=kne ighbors ( adj , l e a f , 1 ) ;
up neigh = [ ] ; down neigh = [ ] ;
for x=1: length ( ne igh )
i f d( neigh ( x ) )<d( l e a f )
up neigh =[ up neigh neigh ( x ) ] ;
e l s e i f d( neigh ( x ) )>d( l e a f )
down neigh=[down neigh neigh ( x ) ] ;
end
end
sum down edges =0;
for x=1: length ( down neigh )
i n d i=find ( e l ( : , 1 )==l e a f ) ;
i n d j=find ( e l ( : , 2 )==down neigh ( x ) ) ;
i n d i j=i n t e r s e c t ( ind i , i n d j ) ;
sum down edges=sum down edges+eww( i n d i j
, 3 ) ;
end
for x=1: length ( up neigh )
i n d i=find ( e l ( : , 1 )==up neigh ( x ) ) ;
i n d j=find ( e l ( : , 2 )==l e a f ) ;
i n d i j=i n t e r s e c t ( ind i , i n d j ) ;
eww( i n d i j , 3 )=w( up neigh ( x ) ) /w( l e a f )∗(1+




for e=1: s ize (ew , 1 ) ; ew( e , 3 )=ew( e , 3 )+eww( e , 3 ) ; end
end
for e=1: s ize (ew , 1 )
ew( e , 1 )=e l ( e , 1 ) ;
ew( e , 2 )=e l ( e , 2 ) ;
ew( e , 3 )=ew( e , 3 ) /n/(n−1) ; % normal ize by the t o t a l





function [M,Q]= community louvain (W,gamma,M0,B)
% COMMUNITY LOUVAIN Optimal community s t r u c t u r e
%
% M = community louvain (W) ;
% [M,Q] = community louvain (W,gamma) ;
% [M,Q] = community louvain (W, gamma,M0) ;
% [M,Q] = community louvain (W, gamma,M0, ’ p o t t s ’ ) ;
% [M,Q] = community louvain (W, gamma,M0, ’ negat ive asym ’ ) ;
% [M,Q] = community louvain (W, [ ] , [ ] , B) ;
%
% The opt imal community s t r u c t u r e i s a s u b d i v i s i o n o f
% the network i n t o nonover lapping groups o f nodes which
% maximizes the number o f wi th in−group edges , and
% minimizes the number o f between−group edges .
%
% This f u n c t i o n i s a f a s t and accura te mult i−i t e r a t i v e
% g e n e r a l i z a t i o n o f the Louvain community d e t e c t i o n
% a lgor i thm . This f u n c t i o n subsumes and improves upon ,
% m o d u l a r i t y l o u v a i n u n d .m, m o d u l a r i t y f i n e t u n e u n d .m,
% m o d u l a r i t y l o u v a i n d i r .m, m o d u l a r i t y f i n e t u n e d i r .m,
% m o d u l a r i t y l o u v a i n u n d s i g n .m
% and a d d i t i o n a l l y a l l o w s to op t imize o ther o b j e c t i v e
% f u n c t i o n s ( i n c l u d e s b u i l t−in Potts−model Hamiltonian ,




% d i r e c t e d / u n d i r e c t e d weigh ted / b inary connect ion
% matrix wi th p o s i t i v e and p o s s i b l y n e g a t i v e
% w e i g h t s .
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% gamma,
% r e s o l u t i o n parameter ( o p t i o n a l )
% gamma>1, d e t e c t s s m a l l e r modules
% 0<=gamma<1, d e t e c t s l a r g e r modules
% gamma=1, c l a s s i c modu lar i ty ( d e f a u l t )
% M0,
% i n i t i a l community a f f i l i a t i o n v e c t o r ( o p t i o n a l )
% B,
% o b j e c t i v e−f u n c t i o n type or custom o b j e c t i v e
% matrix ( o p t i o n a l )
% ’ modulari ty ’ , modu lar i ty ( d e f a u l t )
% ’ p o t t s ’ , Potts−model Hamiltonian ( f o r
% binary networks )
% ’ negat ive sym ’ , symmetric treatment o f
% n e g a t i v e w e i g h t s
% ’ negat ive asym ’ , asymmetric treatment o f
% n e g a t i v e w e i g h t s
% B, custom o b j e c t i v e−f u n c t i o n
% matrix
%
% Note : see Rubinov and Sporns (2011) f o r a
% d i s c u s s i o n o f symmetric vs . asymmetric




% community a f f i l i a t i o n v e c t o r
% Q,
% opt imized community−s t r u c t u r e s t a t i s t i c
% ( modular i ty by d e f a u l t )
%
% Example :
% % I t e r a t i v e community f i n e t u n i n g .
% % W i s the input connect ion matrix .
% n = s i z e (W, 1 ) ; % number o f nodes
% M = 1: n ; % i n i t i a l community
% a f f i l i a t i o n s
% Q0 = −1; Q1 = 0; % i n i t i a l i z e modu lar i ty
% v a l u e s
% w h i l e Q1−Q0>1e−5; % w h i l e modu lar i ty
% i n c r e a s e s
% Q0 = Q1; % perform community
% d e t e c t i o n





% Blonde l e t a l . (2008) J . S t a t . Mech . P10008 .
% Reichardt and Bornholdt (2006) Phys . Rev . E 74 ,
% 016110.
% Ronhovde and Nussinov (2008) Phys . Rev . E 80 ,
% 016109
% Sun e t a l . (2008) Europhysics L e t t 86 , 28004.
% Rubinov and Sporns (2011) Neuroimage 56:2068−79.
%
% Mika Rubinov , U Cambridge 2015−2016
% M o d i f i c a t i o n h i s t o r y
% 2015: O r i g i n a l
% 2016: Inc luded g e n e r a l i z a t i o n f o r n e g a t i v e w e i g h t s .
% Enforced b inary network input f o r Potts−model
% Hamiltonian .
% Streaml ined code and expanded documentation .
W=double (W) ; % conver t to doub le format
n=length (W) ; % g e t number o f nodes
s=sum(sum(W) ) ; % g e t sum of edges
i f ˜ exist ( ’B ’ , ’ var ’ ) | | isempty (B)
type B = ’ modular ity ’ ;
e l s e i f i s c h a r (B)
type B = B;
else
type B = 0 ;
i f exist ( ’gamma ’ , ’ var ’ ) && ˜isempty (gamma)
warning ( ’ Value o f gamma i s ignored in
g e n e r a l i z e d mode . ’ )
end
end
i f ˜ exist ( ’gamma ’ , ’ var ’ ) | | isempty (gamma)
gamma = 1 ;
end
i f strcmp ( type B , ’ negat ive sym ’ ) | | strcmp ( type B , ’
negat ive asym ’ )
W0 = W. ∗ (W>0) ; % p o s i t i v e w e i g h t s matrix
s0 = sum(sum(W0) ) ; % weigh t o f p o s i t i v e l i n k s
B0 = W0−gamma∗(sum(W0, 2 ) ∗sum(W0, 1 ) ) / s0 ;
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% p o s i t i v e modu lar i ty
W1 =−W. ∗ (W<0) ; % n e g a t i v e w e i g h t s matrix
s1 = sum(sum(W1) ) ; % weigh t o f n e g a t i v e l i n k s
i f s1 % n e g a t i v e modu lar i ty
B1 = W1−gamma∗(sum(W1, 2 ) ∗sum(W1, 1 ) ) / s1 ;
else
B1 = 0 ;
end
e l s e i f min(min(W) )<−1e−10
e r r s t r i n g = [
’The input connect ion matrix conta in s negat ive
weights .\ nSpec i fy ’ . . .
’ ’ ’ negat ive sym ’ ’ or ’ ’ negat ive asym ’ ’ ob j e c t i v e
−f unc t i on types . ’ ] ;
error ( sprintf ( e r r s t r i n g ) ) %ok<SPERR>
end
i f strcmp ( type B , ’ pot t s ’ ) && any(any(W ˜= l o g i c a l (W) ) )
error ( ’ Potts−model Hamiltonian r e q u i r e s a binary W. ’
)
end
i f type B
switch type B
case ’ modular ity ’ ;
B = (W−gamma∗(sum(W, 2 ) ∗sum(W, 1 ) ) / s ) / s ;
case ’ pot t s ’ ;
B = W−gamma∗(˜W) ;
case ’ negat ive sym ’ ;
B = B0/( s0+s1 ) − B1/( s0+s1 ) ;
case ’ negat ive asym ’ ;
B = B0/ s0 − B1/( s0+s1 ) ;
o the rw i s e ;
error ( ’Unknown o b j e c t i v e func t i on . ’ ) ;
end
else % custom o b j e c t i v e f u n c t i o n matrix as input
B = double (B) ;
i f ˜ i s e q u a l ( s ize (W) , s ize (B) )
error ( ’W and B must have the same s i z e . ’ )
end
end
i f ˜ exist ( ’M0 ’ , ’ var ’ ) | | isempty (M0)
M0=1:n ;
e l s e i f numel (M0)˜=n
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error ( ’M0 must conta in n e lements . ’ )
end
[ ˜ , ˜ ,Mb] = unique (M0) ;
M = Mb;
B = (B+B. ’ ) /2 ; % symmetrize modu lar i ty matrix
Hnm=zeros (n , n) ; % node−to−module degree
for m=1:max(Mb) % loop over modules
Hnm( : ,m)=sum(B( : ,Mb==m) ,2) ;
end
Q0 = − i n f ;
% compute modu lar i ty
Q = sum(B( bsxfun (@eq ,M0,M0. ’ ) ) ) ;
f i r s t i t e r a t i o n = true ;
while Q−Q0>1e−10
% f l a g f o r wi th in−h i e r a r c h y search
f lag = true ;
while f lag ;
f lag = f a l s e ;
% loop over a l l nodes in random order
for u=randperm(n)
% current module o f u
ma = Mb(u) ;
dQ = Hnm(u , : ) − Hnm(u ,ma) + B(u , u) ;
% ( l i n e above ) a l gor i thm c o n d i t i o n
dQ(ma) = 0 ;
% maximal i n c r e a s e in modu lar i ty and
corresponding module
[ max dQ ,mb] = max(dQ) ;
% i f maximal i n c r e a s e i s p o s i t i v e
i f max dQ>1e−10;
f lag = true ;
% r e a s s i g n module
Mb(u) = mb;
% change node−to−module s t r e n g t h s
Hnm( : ,mb) = Hnm( : ,mb)+B( : , u ) ;





% new module ass ignments
[ ˜ , ˜ ,Mb] = unique (Mb) ;
M0 = M;
i f f i r s t i t e r a t i o n
M=Mb;
f i r s t i t e r a t i o n=f a l s e ;
else
% loop through i n i t i a l module ass ignments
for u=1:n




n=max(Mb) ; % new number o f modules
B1=zeros (n) ; % new weigh ted matrix
for u=1:n
for v=u : n
% poo l w e i g h t s o f nodes in same module
bm=sum(sum(B(Mb==u ,Mb==v ) ) ) ;





Mb=1:n ; % i n i t i a l module ass ignments
Hnm=B; % node−to−module s t r e n g t h
Q0=Q;
Q=trace (B) ; % compute modu lar i ty
end
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