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Abstract While the neuronal activity of the cerebral cortex is strongly modu-
lated by sensory inputs, the cortex also exhibits rich spontaneous dynamics. Ex-
perimental evidence suggests that sensory stimulation may shape the spontaneous
activity of the cortex, which in turn can influence its responses to further exter-
nal stimulation. However, we still do not understand how sensory stimuli affect
the underlying neural circuitry. Here we study whether spike-timing-dependent
plasticity (STDP) can mediate sensory-induced modifications in the spontaneous
dynamics of a new large-scale model of layers II, III and IV of the rodent barrel
cortex. A central feature of our model is its level of physiological detail, includ-
ing the types of neurons present, the probabilities and delays of connections, and
the STDP profiles at each excitatory synapse. We stimulated the neuronal net-
work with a protocol of repeated sensory inputs, resembling those generated by
the protraction-retraction motion of whiskers when rodents explore their environ-
ment, and studied the changes in network dynamics. By applying dimensionality
reduction techniques to the synaptic weight space, we show that the trajecto-
ries converge to an initial spontaneous attractor state, which is modified by each
repetition of the stimulus. This reverberation of the sensory experience induces
long-term modifications in the synaptic weight space. The post-stimulus sponta-
neous state encodes a unique memory of the stimulus presented, since a different
dynamical response is observed when the network is presented with shuﬄed stim-
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uli. These results suggest that repeated exposure to the same sensory experience
could induce long-term circuitry modifications via ‘Hebbian’ STDP plasticity.
Keywords barrel cortex · spontaneous dynamics · STDP · large-scale model
1 Introduction
A linear systems view has informed much of the way we think about sensory
information processing in the cortex. Substantial advances were made based on
the concept of receptive field to characterise the information processing operation
performed by a neuron (Hartline 1938, Hubel & Wiesel 1968), a concept that has
been mathematically formalised with the development of linear-nonlinear cascade
models of sensory information processing (Wu et al. 2006, Saleem et al. 2008, Pillow
et al. 2008). However, cortical neurons are spontaneously active (Creutzfeldt et al.
1966, J. 1976, Kenet et al. 2003, Mao et al. 2001, Luczak et al. 2007, Sakata &
Harris 2009) due to both network and internally generated activity (Le Bon-Jego
& Yuste 2007) and the linear systems view of cortical information processing does
not take into account a functional role for this spontaneous activity.
Spontaneous activity consumes a large fraction of the metabolic budget of
the brain (Sokoloff et al. 1955, Raichle & Mintun 2006). It would thus appear
likely that spontaneous activity should have a functional role, which is yet to
be understood. An increasing body of experimental evidence has led to the no-
tion that neuronal responses are affected by the intrinsic spontaneous state of
the system (Petersen et al. 2003, Tsodyks et al. 1999, Fiser et al. 2004, Fere-
zou et al. 2007). For example, cortical neuronal responses to repeated applica-
tion of the same stimulus have a high degree of trial-to-trial variability (Arieli
et al. 1996, Azouz & Gray 1999, Fox et al. 2007), much of which is due to spon-
taneous membrane potential fluctuations (reflecting the spontaneous activity of
the network incipient to a neuron). Furthermore, the spontaneous fluctuations
in the membrane potential, the UP and DOWN states, were shown to affect the
responsiveness of cortical neurons to whisker stimulation (Hasenstaub et al. 2007).
Complementary, as shown in voltage-sensitive dye imaging experiments, spa-
tiotemporal patterns of activity do not merely reflect stochastic network fluctua-
tions or internal noise sources, but can also be affected by the recent history of
sensory experience (Kenet et al. 2003, Han et al. 2008, Yao et al. 2007). Similar
results were obtained from human BOLD fMRI data, which showed a robust and
specific learning-related modulation of spontaneous activity (Lewis et al. 2009).
Along similar lines, Alenda et al. (2010) showed that an ongoing stimulus can mod-
ulate spontaneous membrane potential fluctuations throughout its duration. As a
result, it was suggested that the cortex behaves somewhat like a central pattern
generator, a system with rich spontaneous dynamics that is strongly modulated
by, and responsive to, sensory inputs (Yuste et al. 2005).
While experimental evidence suggests that the spontaneous activity of the cor-
tex may be shaped by sensory stimulation and can influence brain responses to
external stimulation, we lack information on how sensory stimuli affect the under-
lying network circuitry. For example: Are the underlying spontaneous dynamics
modified by sensory stimulation? Can repetitive sensory stimulation induce long-
lasting modifications in the neuronal connections? Could the neuronal network
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create new memory traces within the cortex by shifting the spontaneous state of
the system? And if so, what mechanisms could account for such an effect?
Here we address these questions through computer simulations of the so-
matosensory (barrel) cortex. We specifically examine whether STDP can account
for sensory-induced long-term modifications of the synaptic dynamics. The bar-
rel cortex is a system whose well-defined anatomical structure has facilitated a
thorough experimental examination of its inter- and intra-layer connectivity over
the past years. Sensory inputs arrive in the barrel cortex via mainly the posterior
thalamic nucleus (VPm) and the thalamic axons branch extensively within layer
IV of the cortex (Cruikshank et al. 2009, Killackey & Ebner 1973). More than
90% of connections of excitatory layer IV cells are made within layer IV and lay-
ers II/III (Lu¨bke et al. 2000). We thus developed a large-scale model of layers II,
III and IV of a barrel cortical column. The model is based on the physiological
literature (e.g. Lefort et al. 2009), including both the numbers and proportions of
neurons of each class, their connectivity probabilities and delays. Model parame-
ters are tuned to achieve essential physiological features such as firing rates and
stationarity. In addition, the synaptic strengths in the model evolve according to
STDP rules with distinct dynamical profiles for the different synapses. Through
the adoption of this mechanism for network dynamics, we investigate the role of
Hebbian spike pairing in the modification of ongoing dynamics by sensory stimu-
lation and how such a mechanism could underlie long-term plasticity effects driven
by sensory inputs.
The evolution of the spontaneous state of the network was evaluated by con-
sidering a reduced dimensionality representation of the neuronal synaptic weight
dynamics. When the system is stimulated with repeated instances of the same
structured input, the pre-stimulus synaptic spontaneous attractor state shifts to
new post-stimulus spontaneous synaptic state. The analysis of the dynamics in
this reduced dimensionality space identifies a direction related to excitability (i.e.,
the short-term response to the stimulus) and a direction corresponding to net-
work training (along which the long-term modification of the spontaneous state
occurs). We show that the final post-stimulus attractor state exhibits distinct net-
work synaptic activity trajectory in response to the structured input as compared
to randomly shuﬄed inputs. This behaviour indicates that the final post-evoked
spontaneous synaptic state of the network captures unique features of the pre-
sented sensory stimulus that affect the network response to sensory inputs.
2 Model of layers II, III and IV of a barrel cortical column
Our model is based on the known microanatomy of the barrel cortex and on infor-
mation available in the literature about the types of neurons and their connectivity
pattern. The model is divided into three laminae with different patterns of affer-
ent, efferent and local connectivities. These laminae represent the supragranular
layers (II and III) and layer IV of the barrel cortex. Electrophysiological record-
ings of layer II/III barrel neurons have identified three main cell types based on
spike waveform and cell morphology: excitatory pyramidal (pII/III) regular spiking
(RS) neurons, and two main types of inhibitory neurons, the basket (bII/III) fast
spiking (FS) and the non-basket (nbII/III) low threshold spiking (LTS) interneu-
rons (McCormick et al. 1985, Kawaguchi 1995, Gibson et al. 1999). In layer IV,
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the primary targets of thalamic afferents are the excitatory spiny stellates (ssIV),
which are regular spiking neurons (Feldmeyer et al. 1999), and the inhibitory bas-
ket (bIV) fast spiking and non-basket (nbIV) low threshold spiking interneurons.
Our model contains 3717 spiking neurons (layer II: 546 pII, 55 bII, 55 nbII; layer
III: 1145 pIII, 60 bIII, 60 nbIII; and layer IV: 1656 ssIV, 70 bIV, 70 nbIV (Lefort
et al. 2009)). The proportion of excitatory to inhibitory neurons in layers II/III
is approximately 9:1. The model includes intralaminar connections, vertical inter-
laminal connections, as well as thalamocortical connections for a total of 2,142,572
synaptic connections.
The neuronal connectivity pattern is shown in Figure 1A. All neuron types in
the network are connected to all other neuronal types with probabilities given in
Section 2.2, with the exception that supragranular interneurons do not connect to
layer IV interneurons, because of weak experimental support. The spatial locations
of the neurons were set at random and for vizualization purposes a 3D schematic
is shown in Figure 1C. The delays of horizontal connections (in the same layer) for
each neuron type were not significantly different between the different synapses,
whereas the delays of the vertical connections were set to reflect the spatial distance
of one layer from the other (see Section 2.2).
2.1 Model dynamics
The dynamics of each neuron in the network is modelled as described by Izhike-
vich & Edelman (2008). Depending on the values of the parameters a, b, c and d,
this model reproduces the spiking dynamics of each of the three neuronal types:
RS, FS and LTS (Izhikevich & Edelman 2008). The values of a, b, c, d, vr, vt,
vpeak, C and k used in this study are shown in Table 1. Heterogeneity in the
model was introduced by jittering some of the parameters around a mean value
as shown in Table 1, where r is a random deviate in the range [−1, 1]. The devia-
tions from the mean for parameters vr and C were determined from experimental
data that suggest a 7% (Beierlein et al. 2003, Zhu & Connors 1999, McCormick
et al. 1985, Halabisky et al. 2006, Chagnac-Amitai et al. 1990) and 5% (Gentet
et al. 2000) magnitude standard deviation, respectively. For each neuron, K, its
input current, IK at each time step was modelled as the combined synaptic input:
IK =
∑
L∈C wKL, where wKL is the weight of the synapse from neuron K to
neuron L and C is the set of neurons with synapses terminating at K. The weight
between neurons K and L changes according to the spike-pairing rules described
in Section 2.3.
2.2 Connection probabilities and delays
The probabilities of synaptic connections between any two neurons, as well as the
propagation delays for signal transmission between neurons, were derived from the
literature. The values used for the neuronal connectivity probabilities are listed in
Table 2. Where available, the table entries were taken from the literature and as
above, the entries with asterisks denote values taken from Lefort et al. (2009).
Previous studies have investigated the relationship between the probability of
connections and the distance between neurons. Specifically, Holmgren et al. (2003)
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Table 1 Model parameters for each neuron type according to Izhikevich & Edelman (2008).
The entries with asterisks are taken from Lefort et al. (2009).
Morphology Cell Type a b c d vr vt vpeak C k
pII RS 0.01 5 -60 300+100r -72+0.3r
∗ -50 50 100+5r 3
bII FS 0.15 8 -55 200+100r -55+3.9r -40 25 20+r 1
nbII LTS 0.03 8 -50 14+2r -56+3.9r -42 40 100+5r 1
pIII RS 0.01 5 -60 300+100r -71.4+0.4r
∗ -50 50 100+5r 3
bIII FS 0.15 8 -55 200+100r -55+3.9r -40 25 20+r 1
nbIII LTS 0.03 8 -50 18+2r -56+3.9r -42 40 100+5r 1
ssIV RS 0.01 5 -60 300+100r -66+0.3r
∗ -50 50 100+5r 3
bIV FS 0.15 8 -55 200+100r -55+3.9r -40 25 20+r 1
nbIV LTS 0.03 8 -50 18+2r -56+3.9r -42 40 100+5r 1
Table 2 Probabilities of connections between neuron types (in percentage).
Pre-synaptic
Neuron pII bII nbII pIII bIII nbIII ssIV bIV nbIV
P
o
st
-s
y
n
a
p
ti
c
pII 9.3
∗ 45a 15b 12∗ 45a 15 b 12 ∗ 50b 50b
bII 50
a,b 30 b,c 25b,c 50a,b 30b,c 25b,c 8d 8 8
nbII 20
a,b 25 b 15b 20a,b 25b 15b 8d 8 8
pIII 5.5
∗ 45a,b 15a,b 18.7∗ 45a,b 15a,b 14.5∗ 50b 50b
bIII 50
a,b 30 b,c 25b,c 50a,b 30b,c 25b,c 8d 8 8
nbIII 20
a,b 25 b 15b 20a,b 25b 15b 8d 8 8
ssIV 0.96
∗ 0.5 0.5 2.4∗ 0.5 0.5 24.3 ∗ 52e 52e
bIV 8 NA NA 8 NA NA 40
e,f 62e 53e
nbIV 8 NA NA 8 NA NA 40
e,f 34e 15e
a Holmgren et al. (2003) (rat), b Thomson et al. (2002) (rat), c Galarreta et al. (2008) (mouse),
dHelmstaedter et al. (2008) (rat), eGibson et al. (1999) (rat), fLu¨bke et al. (2000) (rat), ∗
Lefort et al. (2009) (mouse)
reported a decrease from 9% probability of two cells within ± 25 µm of each
other being connected, to 1% at distances > 100 µm for pII/III–pII/III synapses in
visual and somatosensory cortex. However, Song et al. (2005) reported that the
probability of connection does not depend systematically on the distance in the
same neuronal type in the visual cortex. In support of the latter, Lefort et al.
(2009) found no significant drop in connectivity over the distances explored in
a single mouse barrel. As a result, there is not sufficient evidence to suggest a
significant decrease in connection probability with distance within the same barrel
and, consequently, we have not incorporated such dependence in our model.
The delays of signal propagation for connections between and within the dif-
ferent cell types were set according to experimental findings, as listed in Table 3.
As above, r is a random deviate in the range [-1 1]. Where available, the table
entries were taken from the literature and the rest of the entries are estimates
(based on known values from the literature within or between the layers). There
is no evidence to suggest an increase of synaptic delays with the distance between
neurons within a layer of barrel cortex. For example, Mason et al. (1991) found no
correlation between latency and the separation of recording sites, ranging from 50
to 350 µm, in visual cortex using in vitro electrophysiology. Thus, we have set the
delays between neurons confined within a layer to be determined by the mean and
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Fig. 1 Representation of the model of barrel cortical circuitry of layers II, III and IV. (a) All
neuronal types in the network are connected to all other neuronal types, except supragranular
interneurons to layer IV interneurons. The model contains 3717 spiking neurons whose synaptic
connections, along with the delays between neurons, were based on the physiological literature.
It includes 6 neuronal types: in layers II and III, excitatory pyramidal (pII/III) and inhibitory
basket (bII/III) and non-basket (nbII/III) interneurons; in layer IV, spiny stellates (ssIV) and
inhibitory basket (bIV) and non-basket (nbIV). The thalamocortical (TC) spiketrain inputs
are calculated by convolving thalamic STAs with external stimuli (top inset) (b) The different
STDP dynamic profiles for the excitatory synapses are shown in this simplified wiring diagram.
The neurons in layers II and III share the same STDP profiles—hence depicted as one layer
(layer II/III) in this diagram. Most synaptic modifications follow a symmetric plasticity rule
(e.g., the pII/III–pII/III synapses). The plasticity rules were modified when additional infor-
mation was available from the current literature (e.g., the pII/III - nbII/III synapses). (c) A
visualisation of the full network of 3717 neurons and 2.2 million synapses in layers II, III and
IV. The depicted 3D structure of the network is for demonstration purposes only. A movie
animation of the dynamics in this network can be found in the Supplementary Material.
standard deviation as shown in Table 3 and the delays between far layers were
set to be larger than the delays within or to neighbouring layers. The laminar
structure of the model is achieved by adjusting the synaptic delays between layers
to be higher than the intralaminar delays since larger delays are expected between
rather than within layers.
2.3 Spike-timing dependent plasticity
The dynamics of the excitatory synapses in our model evolve under STDP, i.e.,
long-term synaptic modification induced by pairing of pre- and postsynaptic action
potentials as a function of their relative timing. We take into account the fact that
different synapses display different profiles of STDP. We did not include STDP
in the inhibitory synapses due to insufficient experimental support. The STDP
introduced in the model is based on a NonLinear Temporal Asymmetric Hebbian
(NLTAH) learning rule, which allows continuous interpolation between additive
and mulitplicative models, as proposed by Gu¨tig et al. (2003).
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Table 4 STDP parameters.
Synapse λ α µ+ µ− τ+ (ms) τ− (ms)
Default a 0.06 1.0 0.5 0.5 20.0 20.0
pII/III–bII/III
b 0.001 1.0 0.5 0.5 39.1 39.9
pII/III–nbII/III
b 0.25 0.6 0.5 0.5 20.0 20.0
pII/III/ssIV–bIV 0.03 1.0 0.5 0.5 20.0 20.0
ssIV–pII/III
c 0.13 0.5 0.5 0.5 6.0 40.0
ssIV–bII/III 0.02 1.0 0.5 0.5 20.0 20.0
ssIV–ssIV
d 0.0011 1.0 0.5 0.5 20.0 20.0
aMarkram et al. (1997) (rat), bLu et al. (2007) (rat)
cFeldman (2000) (rat), dEgger et al. (1999) (rat)
Unless otherwise stated, the synaptic modifications follow a symmetric plas-
ticity rule with a classic anti-symmetrical exponential profile, which we denote
as ‘default STDP’. However, experimental evidence exists in support of different
STDP profiles in some synapses. For example, the pII/III–bII/III and ssIV–ssIV,
follow a symmetric profile as depicted in Figure 1B. The parameters for the de-
fault STDP as well as for the synapses which follow different STDP plasticity
rules are listed in Table 4. λ denotes the learning rate, α > 0 denotes a possible
asymmetry between potentiation and depression, µ determines the range of the
boundary effects on the changes of the synaptic weights and the time constant,
τ , determines the temporal extent of the learning window (Gu¨tig et al. 2003).
Note that for the ssIV–ssIV and pII/III–bII/III STDP rules, λ is set to a value
which is two or three orders of magnitude lower than the rest of the STDP rules.
This is because the weights of these synapses are depressed independently of the
presynaptic/postsynaptic spike-time order (Egger et al. 1999, Lu et al. 2007). In
addition, for the ssIV -bIV/bII/III and pII/III-bIV STDP rules, λ was set to lower
values than those in the default STDP, in order to prevent rapid decay of these
connections. The corresponding profiles for each of the synapses are illustrated in
Figure 1B.
2.4 Synaptic release
Two problems frequently encountered with large-scale neural simulations are insta-
bility and non-stationarity. In particular, spontaneous activity is often found to die
out over time (Izhikevich & Edelman 2008) - i.e. it is unstable. One physiologically
inspired solution to this is to introduce spontaneous synaptic release (del Castillo
& Katz 1954). In order to maintain the activity of the neurons of the network at
constant levels, miniature (low-amplitude) excitatory potentials (synaptic release)
were introduced at all synapses and modelled as Poisson noise. The amount of
noise introduced was synapse-specific and the values are shown in Table 5. The
amount of noise together with the synaptic weight values were used to adjust the
neuronal firing rates and to prevent the spontaneous activity from dying off.
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Table 5 Synaptic release for each type of synapse (Hz ).
Pre-synaptic
Neuron pII bII nbII pIII bIII nbIII ssIV bIV nbIV
P
o
st
-s
y
n
a
p
ti
c
pII 470 230 230 470 230 165 250 230 230
bII 140 240 240 140 240 240 200 240 240
nbII 40 40 40 35 40 40 25 40 40
pIII 410 230 230 410 230 165 250 230 230
bIII 120 210 210 120 210 210 170 210 210
nbIII 40 40 40 25 40 40 25 40 40
ssIV 200 115 115 200 115 115 210 115 115
bIV 0.2 NA NA 0.2 NA NA 0.2 380 380
nbIV 20 NA NA 20 NA NA 20 30 115
Table 6 Averaged weights reached after equilibration at 30 seconds of simulated realtime.
Pre-synaptic
Neuron pII bII nbII pIII bIII nbIII sIV bIV nbIV
P
o
st
-s
y
n
a
p
ti
c
pII 23.2 -70 -53 21.8 -70 -52.5 11.9 -66 -65.7
bII 0.4 -8.8 -53 0.42 -9.6 -52.5 25 -8.4 -10.5
nbII 68.4 -175 -263 67.6 -175 -262.5 47.8 -42 -42
pIII 22.8 -70 -53 21.9 -70 -52.5 9.7 -65.7 -65.7
bIII 0.89 -8.8 -70 0.9 -10.5 -70 27.8 -8.4 -12.6
nbIII 72.2 -175 -263 71.9 -175 -262.5 49.2 -63 -63
sIV 54.8 -158 -158 54.5 -158 -158 1.4 -16.8 -16.8
bIV 60.3 NA NA 59.6 NA NA 53.4 -2.1 -2.1
nbIV 50.6 NA NA 49.1 NA NA 47.3 -126 -126
2.5 Connection strengths and neuronal firing rates at stationarity
The weights of the synapses, in combination with the synaptic release, were ad-
justed to produce firing rates similar to those recorded in vivo (Zhu & Connors
1999, Margrie et al. 2002, Armstrong-James & Fox 1987) as well as maintaining the
stability of the spontaneous activity of the network. The initial excitatory weights
were allowed to evolve with time (governed by the STDP rules described above)
until the dynamics had equilibrated, i.e., the initial transient of the dynamics had
died off (see Figure 2A). The value of the weights reached after 30 seconds of
simulated realtime for all the neuronal types are summarised in Table 6. Similarly,
the average firing rates of all neuronal types reached after 30 seconds of simulated
realtime are summarised in Table 7.
2.6 Sensory stimulation
We present the network with a repeated structured stimulus that is built to re-
semble the sensory input that results from the motion of the vibrissae when swept
across an object of detailed texture. During active exploration of their environ-
ment, rodents rhythmically sweep their whiskers over objects at a frequency of
5-25 Hz (Carvell & Simons 1990, Lee & Woolsey 1975, Jin et al. 2004, Brecht
et al. 2006). In order to mimic the protraction/retraction motion of the whiskers
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Table 7 Firing rates reached after equilibration (after 30 seconds of simulated realtime).
Neuron Firing rate (Hz )
pII 1.5
bII 29.3
nbII 62.5
pIII 8.7
bIII 24.2
nbIII 44.1
ssIV 0.4
bIV 64.6
nbIV 67.7
during an exploration event, we consider an external stimulus that consists of
blocks with 10 repetitions per second of the same pattern of white noise appended
to its mirror image (Figure 2B lower panel, light and dark grey). The ‘back-and-
forth’ patterns are repeated 10 times per second to mimic the 10 Hz vibrations of
the whiskers during exploration. The duration of each stimulus block is 5 seconds
and the stimulation protocol consisted in the repetition of this 5-minute block
input 4 times (Figure 2B).
The sensory signals from the vibrissae reach the barrel cortex via mainly the
ventroposterior medial nucleus (VPm) of the thalamus (Montemuro et al. 2007).
The thalamic afferents project to layer IV neurons: onto spiny stellate neurons with
37% probability and onto inhibitory interneurons with 63% probability (Bruno &
Simons 2002) (see Figure 1A diagram). Similarly to Kyriazi & Simons (1993), we
modelled thalamocortical (TC) synaptic inputs using data recorded from the tha-
lamus while stimulating the whiskers (Figure 1A). We specifically used thalamic
transfer functions, spike-triggered averages (STAs), calculated by recording VPm
responses while stimulating the vibrissae with approximately white noise. 14 dif-
ferent STAs were kindly provided to us by R. Petersen (Montemuro et al. 2007).
For an example of an STA, see Figure 1A, top inset. The delays of TC projections
were set to 1 ms and these synapses were not plastic.
The thalamic component in our model, was present both during spontaneous
activity and sensory experience. In order to produce the thalamic spiketrains dur-
ing sensory experience, each of 14 STAs were convolved with the external stimulus
described in the preceding paragraph and a non-linear input-output function was
used to produce an inhomogeneous Poisson spike train of time-averaged rate ∼30
Hz. To model the thalamic component of ongoing spontaneous activity, the STA
was convolved with a low amplitude white gaussian noise (unrelated to the sensory
stimulus) and the modeled spike train was chosen to fire at approximately 5 Hz.
The choice of white noise stimulus is justified by the fact that white noise has
a flat power spectrum and, hence, neuron responses are sampled equally over a
wide range of stimulus frequencies with equal weight (Marmarelis & Naka 1972).
The resulting spike-trains were used as synaptic input to layer IV neurons. The
convolution and the non-linear input-output procedure was repeated for each of
the 4 blocks, to ensure the variability in the thalamic spiketrains fed into the cor-
tex, which is likely to occur with different whisks on the same object. Although
the 5-second stimulus was perfectly repeated 4 times, the thalamic spiketrains fed
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into the cortex were not perfectly repeated. Therefore, each block of 50 repetitions
approximates one exposure to a detailed object.
The shuﬄed stimuli were produced by randomly permuting the 5-second stim-
ulus and thus no repetitions are expected in their structure. Each of the shuﬄed
stimuli were convolved with each of the 14 STAs and passed through a non-linear
input-output function.
3 Computer Implementation
The network was simulated using the Neural Simulation Tool (NEST) (Gewaltig
& Diesmann 2007) on the Imperial College High Performance Computing (HPC)
system. The number of dynamical variables implemented in the model was ap-
proximately 1.8 million. Several modifications were implemented on the NEST
simulation environment, including: the modification of the Message Passing Inter-
face (MPI) implementation of NEST to include the Izhikevich neuron model; the
generation of spontaneous synaptic activity (synaptic release); saving and restor-
ing of model state for multi-part simulation; and efficient recording of data to
allow the state of every neuron and synapse in the model to be sampled at 100 ms
intervals. A simulation of 120 seconds of the model required approximately 442
minutes when run over 12 processors of the HPC system, generating 35 gigabytes
of data. Processing of the resulting data set was carried out with a custom library
of C and Python scripts, before final analysis in MATLAB (The MathWorks Inc.).
Post-processing of the data corresponding to a 120 second simulation required an
additional 1980 minutes of computation. Additional visualization of the results
was carried out using the Java Processing visualization library.
4 Analysis Methodology
4.1 Multidimensional Scaling
The state of the system is defined by a high-dimensional vector containing the
value of all synaptic weights at each point in time. In order to study dynamic
changes of the network due to sensory stimulation, we use Multidimensional Scal-
ing (MDS) to find a reduced dimensionality representation that encapsulates the
essential intrinsic properties of the data (Kruskal 1964). MDS reduces the dimen-
sionality of the problem following a geometric heuristic: it considers X objects in
the high-dimensional space and projects them down to a reduced dimensional space
attempting to preserve the inter-point geometric distances and, hence, introduc-
ing minimal distortion. Given a dij distance between the original measurements i
and j, MDS finds a geometric representation dˆij in a lower-dimensional space by
minimizing a cost function defined, for instance, as :
stress =
√√√√∑i<j(dij − dˆij)2∑
i<j d
2
ij
(1)
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(Kruskal 1964) or
s− stress =
√√√√∑i<j(d2ij − dˆ2ij)2∑
i<j d
4
ij
(2)
(Takane et al. 1977).
Inter-point distances can be seen to correspond to dissimilarities between the
original X objects and MDS works by assuming that dissimilarity between data is
monotonically related to a notion of distance (Kruskal 1964). As a result, similar
measurements in the original data remain close in the reduced representation and
dissimilar measurements are kept apart in the geometric representation. There are
also non-metric versions of MDS, in which the dissimilarities of the data are based
on the rank order of entries in the data matrix and a configuration of points is
found such that their distances reflect as closely as possible the rank order of the
data.
In order to identify the correct dimension to represent the data accurately, the
stress should be calculated for a range of increasing dimensions. If an ‘elbow’ in the
stress-dimension plot appears at a dimension D, and the value of the stress is low,
this provides an indication for an appropriate reduced dimensionality for the data.
MDS has been previously used to vizualise high-dimensional data in a variety of
disciplines, including neuroscience (Kruskal & Wish 1978, Cox & Cox 2001, Luczak
et al. 2009).
Our original synaptic weight vector consists of approximately 1,700,000 excita-
tory synapses evolving over 120,000 time points (ms). Firstly, we reduced the di-
mensions of the vector from 1,700,000 to 2983 by coarse-graining (block-averaging
over every 600 synapses but ensuring that we preserved the original proportion of
neuronal types). In addition, we subsampled every 100 ms, thus reducing the time
dimension to 1200. Note that in our analysis we used only time points after station-
arity was reached, i.e., above 30,000 ms. Hence, the resulting coarse-grained matrix
used for the analysis of the weight dynamics has dimensions [WxT]: [2983x901].
In order to study the time evolution of the neuronal ensemble, we used MDS to
reduce this high-dimensional [W x T] matrix of weights to a [D x T] matrix, where
D is the reduced dimension. We used the non-metric s-stress given in Eq. (2) for
minimization of the error between the original and the projected space distances.
4.2 Gaussian Process Regression
To test whether the post-stimulus state attractor of the network, which emerges af-
ter several repetitions of the same block sensory stimulus, is unique to the stimulus
presented, we tested the response of the network to shuﬄed stimuli. We presented
the network with N instances of shuﬄed stimuli and we evaluated whether the tra-
jectory induced by the structured input can be obtained by chance, i.e., whether
the structured response falls into the distribution of trajectories induced by the
shuﬄed stimuli. To do so, we represented the trajectories following the shuﬄed
stimuli by a multivariate Gaussian process and tested whether the trajectory in-
duced by the structured input can be predicted by its distribution.
The set of shuﬄed trajectories consists of N trajectories of length u, si =
[s1, s2, ..., su] (dependent variables) sampled at ti = [t1, t2, ..., tu] (independent
variables) where i = 1, . . . , N . All the trajectories are appended to form a Nu× 1
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vector s = [s1 . . . sN ] and, similarly, all the observation times are compiled into the
Nu× 1 vector t = [t1 . . . tN ]. Our training set is thus given by the pair of Nu× 1
vectors: (t, s). This set will be compared to a ‘test’ trajectory (t∗, s∗), where both
vectors are u× 1.
The function that maps t into s can be estimated through the use of non-
parametric probabilistic Gaussian Process Regression (Rasmussen & Nickisch 2010).
A Gaussian process (GP) is a collection of random variables with a joint multi-
variate Gaussian distribution defined by a mean and the covariance function (or
kernel) k(tp, tq). A common choice for k(tp, tq) is the squared exponential covari-
ance function (Rasmussen & Nickisch 2010):
k(tp, tq) = σ
2
f exp
[
− 1
2l2
(tp − tq)2
]
+ σ2n δpq, (3)
where δpq is a Kronecker delta. The hyperparameters of the kernel function Θ =
[σf , l, σn] are estimated as those that maximize the marginal likelihood of the data.
Once the hyperparameters are estimated, we can obtain GPshuﬄed, the Gaus-
sian process that describes the shuﬄed data, which is given by the following mul-
tivariate Gaussian (Rasmussen & Nickisch 2010):
GPshuﬄed ∼ N (µ,Σ)
with µ = K(t∗, t)K(t, t)−1s (4)
and Σ = K(t∗, t∗)−K(t∗, t)K(t, t)−1K(t, t∗). (5)
Here K(t∗, t) denotes the u×Nu covariance matrix evaluated at all pairs of test
and training time points and, similarly, the other covariance matrices are: K(t, t)
(with dimensions Nu×Nu), K(t∗, t∗) (with dimensions u×u) and K(t, t∗) (with
dimensions Nu × u). This multivariate Gaussian is the predictive distribution
p(s∗|t∗, s), i.e., the distribution of observing the test-induced trajectory s∗ at times
t∗ given the observed shuﬄed data set s. The Gaussian is fully described by its
time-varying mean µ and covariance Σ.
We estimated the GPshuﬄed using 19 shuﬄed trajectories and used a 20
th shuf-
fled trajectory to cross-validate the predictive performance of the model and to
compare it to a trajectory from the structured input. This allowed us to test
whether the trajectory induced by the structured input belongs in GPshuﬄed.
The analysis was performed with the Gaussian Processes for Machine Learning
(GPML) Toolbox (Rasmussen & Nickisch 2010) and we used the squared expo-
nential covariance function given in Eq. (3).
5 Results
We developed a model of the supragranular layers (II and III) and layer IV of a
cortical column in the rodent barrel cortex, based on available information from
the literature as detailed in Section 2. In summary, the model contains 3717 spik-
ing neurons modeled as Izhikevich spiking neurons (Izhikevich & Edelman 2008).
The model contains pyramidal and spiny stellate excitatory cells, together with
basket and non-basket interneurons. The modeled neuronal circuit is depicted in
Figure 1A. All neuronal types are connected to each other, with the exception
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of supragranular interneurons to layer IV interneurons. Our model contains ap-
proximately 2.2 million synapses. The probability of connections and delays in
the connections are specific to the types of neurons and based on the experimen-
tal literature. The excitatory synapses have specific profiles for their spike-pairing
dependent plasticity in accordance with the available literature, as illustrated in
Figure 1B. Therefore, our model has approximately 1.8 million dynamical vari-
ables. Our simulations were carried out on the Imperial College HPC.
5.1 Dynamics and response of the model to inputs
The model accounts for the dynamical activity in the neuronal population (Sec-
tion 2.5) and we use it to ask whether sensory stimulation affects the spontaneous
dynamics of the network. Specifically, can sensory stimulation, via STDP, induce
sustained modification in the underlying network weights? Does the network create
a dynamical memory of the presented sensory inputs?
Figure 2A shows the average network firing rate over the whole duration of
the simulation. The average firing rate drops considerably at the beginning of the
simulation until it reaches equilibration at approximately 30 seconds of simulated
realtime. The sensory inputs are presented to the network every 10 seconds, start-
ing at simulated realtime 40 seconds (i.e., 10 seconds after the network has reached
equilibration) until 70 seconds, and have a 5-second duration (Figure 2B, upper
panel). This specific protocol was chosen to allow a relaxation time of the same
duration as the duration of the stimulus.
Each 5-second long stimulus block contains 50 repetitions (10 repetitions per
second) of the same pattern (Figure 2B, middle panel). This pattern has two parts:
a random first half followed by a second half which is the specular image of the
first (Figure 2B, lower panel, light and dark grey). This ‘back-and-forth’ pattern
approximates the protraction-retraction motion of the whiskers when rodents ex-
plore their environment. The patterns of activity of each neuronal type are shown
in Figure 2C as raster plots. The spike times of a representative proportion of each
neuronal type and of all the thalamic (VPm) inputs to the network (colour coding
as in Figure 1) are shown for a few milliseconds prior and following the start of
the sensory input block at 60 seconds. The main drivers of the network dynamics
are the recipients of the thalamic input (i.e., the spiny stellates, ssIV , and the
basket, bIV and non-basket, nbIV interneurons). The activity spreads from those
to the neurons in layers II and III. To aid the visualisation of the network fir-
ing during spontaneous and sensory-driven regimes, a movie can be found in the
Supplementary Material.
5.2 Network attractor state modification induced by sensory stimulation
The dynamics of this complex neuronal network is described by its internal vari-
ables, i.e., the synaptic weight variables. As explained in Section 2, the parameters
and internal noise sources were chosen to guarantee the stability of the network, its
compatibility with externally observed firing rates as reported in the literature, as
well as being based on published physiological parameters. Given these constraints
and the types of inputs, the dynamics of the network is restricted to a particular
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Fig. 2 The stimulation protocol and the response of the model to the stimulus. (a) The
average firing rate of the network drops considerably at the beginning of the simulation until it
reaches equilibration at approximately 30 seconds of simulated realtime. In order to maintain
neuronal activity at constant levels, miniature excitatory potentials were introduced at all
synapses as Poisson noise and the weights of the synapses were adjusted to produce firing
rates close to those recorded in vivo. The STDP rules introduced in the excitatory synapses
allow for network plasticity. The 5-second stimulus is presented 4 times: every 10 seconds from
time 40 to 70 seconds. The stimulus produces increased firing rates in the network but the
firing rates return to baseline quickly when the stimulus ceases. (b) Each of the four repetitions
of the stimulus (upper panel) consists of 10 repetitions of a back-and-forth pattern of white
noise: two blocks of white noise, one being the mirror image of the other, in order to mimic the
protraction-retraction motion of the whiskers during exploration (light and dark grey, lower
panel). The pattern also mimics the 10 Hz vibrations of the whiskers when exploring the
environment. (c) The spiking patterns for each neuronal type (color-coding as in Figure 1) are
shown in the raster plot. The spike times are taken from a representative proportion of each
neuronal type and from all thalamic (VPm) inputs to the network for a few milliseconds prior
and following the start of the sensory input at 60 seconds.
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region of the high-dimensional dynamical space, which we aim to capture through
dimensionality reduction.
The average synaptic weight of the coarse-grained system is shown in Figure 3A
and the epochs which correspond to the sensory inputs are marked in grey. We wish
to investigate whether the pre-stimulus (Figure 3A, dark red) and post-stimulus
states of the system (Figure 3A, bright red) are different following consecutive
repetitions of the same stimulus. As shown by Figure 3A, there are no differences
purely based on the average weights—this is too coarse a measure. Similarly, the
firing rates return to baseline after the end of the stimulation protocol and show
no significant differences following the epochs (Figure 2A).
The differences induced by the stimulation protocol can however be detected
through the analysis of the full dynamical state vector of the network W (t) =
[w1(t), w2(t), ..., wM (t)], where the wi(t) are the weights of M individual synapses
i. In order to disentangle the complex dynamics of such a large and complex net-
work with very many coupled elements, we opted to study the time evolution of
its state space trajectories in a reduced space obtained as follows. First, we obtain
a coarse-grained representation of the dynamics, ensuring that we maintain the
initial proportions of each neuronal type in the original model: from the approx-
imately 1,700,000 excitatory synapses in the original model, we reduce our state
vector to 2983 by averaging over blocks of 600 weights.
To allow visualisation of this high-dimensional state vector, we projected onto
a reduced dimensional space using MDS with the s-stress criterion for minimiza-
tion of the error between the original and the projected space distances (see Sec-
tion 4). We applied MDS up to 12 dimensions and plotted the corresponding
stress-dimension plot (Figure 3B). An ‘elbow’ appeared at dimension 2 and the
stress decreased very slowly thereafter, indicating a good dimensionality reduction
for D = 2 or D = 3 (Kruskal & Wish 1978). We therefore decided to project the
state vector onto 3 dimensions for ease of visualisation.
Each point in the resulting plot (Figure 3C) gives a 3-dimensional represen-
tation of the synaptic weight of the whole neuronal ensemble at a given time.
Figure 3 shows how, after equilibration, the state vector of the network settles
onto a pre-stimulus spontaneous attractor region in the 3-dimensional reduced
space (Figure 3C, dark red), with small fluctuations about the attractor due to
network intrinsic noise.
We hypothesised that “training” the network with repeated sensory inputs
could induce long-term, sustained changes in the synaptic weights that would
translate into a modified post-evoked spontaneous state for the system. The fun-
damental mechanism underlying this modification of the spontaneous state of the
network is the synaptic plasticity introduced in our model through the STDP
profiles. In general, the synaptic weights increase (decrease) between pre- and
post-synaptic neurons if they fire at closely correlated (uncorrelated) times. In
turn, increased (decreased) synaptic weights increase (decrease) the probability
with which a pre-synaptic neuron induces a spike in the post-synaptic one.
We followed the system state trajectory during the time epochs (color coded in
Figure 3A). The first sensory input (Figure 3C, evoked-1, grey) induces a substan-
tial deviation of the spontaneous state, causing the neuronal ensemble to diverge
from the initial spontaneous attractor. Each of the subsequent sensory inputs (Fig-
ure 3C, evoked-2 and evoked-3, grey) caused the ensuing spontaneous trajectories
(Figure 3C, post-2 and post-3, brightening red) to progressively deviate from the
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pre-stimulus spontaneous state attractor. Eventually, the sensory-evoked states
appear closer in space indicating that the system has adapted to the input. Af-
ter four instances of external sensory inputs, the spontaneous state attractor is
shifted from its initial pre-stimulus state to a new post-stimulus spontaneous state
(Figure 3C, bright red). The post-stimulus spontaneous state remains stable until
the end of the simulation (45 seconds later) and represents the final state of the
network following repetitive sensory stimulation of the same input (see also movie
in Supplementary Material).
5.3 The modification of the spontaneous state is specific to the stimulus presented
The repetition of sensory inputs (Figure 3, grey) presented to the network caused
the successive post-stimulus states (Figure 3, shades of brightening red) to move
further away from its initial state (Figure 3, pre-stimulus attractor, dark red). In
order to assess if the network is trained through repetitive application of the same
stimulus to encode the structure of the stimulus in the weights of the network,
we examined if the new, post-stimulus spontaneous state can affect the future
responses of the network to stimuli. If the post-stimulus state encodes significant
features of the sensory input presented so far (i.e., it represents the formation
of a memory specific to the previous inputs), then a ‘previously unseen’ input of
random structure should cause no further shifts in the post-stimulus state. On
the other hand, another presentation of the same structured input should cause
further learning in the network and the post-stimulus spontaneous state to be
shifted consistently further away from its initial state.
We compared the response of the network to the presentation of a fifth rep-
etition of the same stimulus to the response to an ensemble of random shuﬄes.
The fifth sensory input (‘test’) was presented at the time when the trajectory of
the network had reached the post-stimulus spontaneous state, i.e., ∼80 seconds of
simulated realtime (Figure 3A, marked ‘S’) and we recorded the post-test sponta-
neous activity for a further 15 seconds. The test sensory input (Figure 4A, black
squares) caused the post-test spontaneous trajectory (Figure 4B, orange squares)
to move further away from its preceding state and hence, even further away from
its initial pre-stimulus attractor in a manner consistent with the previous training.
We next presented the network with a shuﬄed stimulus of the same duration
(5 seconds) and repeated the procedure another 18 times always starting from
the same initial point marked ‘S’ in Figure 4A-B. The shuﬄed stimuli induced
excitability and caused the trajectories to move away from the stable attractor
(Figure 4B, evoked trajectories, grey dots), but the post-shuﬄed spontaneous tra-
jectories (Figure 4B, brown dots) returned to their baseline state.
These results suggest that repetitive applications of the same stimulus, train
the network to encode features of the stimulus in the underlying weights. Repetitive
applications of the structured stimulus shifts the pre-stimulus synaptic state into
a new state that is distinct to that induced by randomly shuﬄed inputs.
To study whether the trajectory induced by the test input can be predicted
by chance, we tested whether it belongs to the distribution described by the
shuﬄed inputs by applying Gaussian Process Regression (GPR) (Rasmussen &
Nickisch 2010). The estimated GP for the shuﬄed trajectories is fully specified
by a mean vector and a kernel matrix (see Section 4). The probabilistic nature of
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Fig. 3 The pre-stimulus spontaneous attractor state is modified by repetitive sensory stimu-
lation. (a) STDP allows plasticity of the synaptic weights. Stimulation arriving at 40, 50, 60
and 70 seconds (marked in grey) induces modifications of the average synaptic weight. The
pre-stimulus spontaneous state after the network reached equilibration is marked with dark
red and each inter-stimulus spontaneous epoch is represented by progressively brighter shades
of red. The final post-stimulus spontaneous state of the system is represented by bright red.
(b) An ‘elbow’ in the s-stress plot at dimension D = 2 indicates that a good dimensionality
reduction occurs for all D = 2 or D = 3. (c) The time evolution of the state vector of the
network on the 3-dimensional reduced space (dark red). The first sensory input (evoked-1,
grey) induces a substantial deviation of the spontaneous trajectory causing the neuronal en-
semble to diverge from the stable spontaneous attractor. Each of the subsequent sensory inputs
(evoked-2 to evoked-4, grey) cause further deviations from the pre-stimulus spontaneous state
attractor indicating that the system adapts to the input. After four external inputs the spon-
taneous state attractor is shifted from its initial stable state to a post-stimulus spontaneous
state (bright red).
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GPR provides us with a framework to compute the likelihood of the test trajec-
tory, s∗ over times t∗ given the shuﬄed data set, s i.e. p(s∗|t∗, s) and at each time
step, p(s∗(i)|t∗(i), s).
As a first step, we identified the axes of maximum variance in the trajectories.
To do so, we performed principal component analysis (PCA) on the MDS tra-
jectories induced by the shuﬄed and test inputs. The axes of maximum variance
identified by PCA are shown in Figure 4B (PC1 and PC2, top right). When con-
sidered in terms of the time-evolution of the network, the first principal component
(PC1) can be seen to correspond to the dynamics of excitation from spontaneous
(Figure 4B, red/orange markers) to evoked (Figure 4B, grey/black markers) and
vice-versa. In other words, the first principal component corresponds to the ‘ex-
citability’ of the network. The second principal component (PC2) reflects the shift
of the spontaneous state following the series of repeated sensory-evoked stimula-
tions. Hence, the second principal component corresponds to the ‘sensory-induced
learning’ or ‘network training’ that occurs in the system.
Since both the test and shuﬄed inputs increase the neuronal activity in the
network, we expect only small differences in the trajectories along the ‘excitability’
axis, as seen in the plot of the excitability of the sensory-evoked and post-stimulus
spontaneous trajectories (from 80 to 100 seconds corresponding to the 5-second
stimulation and 15-second post-stimulus spontaneous activity) for both the test
and shuﬄed inputs (Figure 5A, upper panel). However, the dynamics along the
‘training’ axis shows that the post-test spontaneous trajectory (Figure 5A, lower
panel, orange squares) follows a different path when compared to the post-shuﬄed
spontaneous cloud (Figure 5A, lower panel, brown).
The above observations can be quantified calculating the likelihood with which
the post-test trajectory can be predicted by the post-shuﬄed trajectories at every
time point. As explained in Section 4.2, we used 19 out of the 20 trajectories gen-
erated by the shuﬄed inputs to estimate the GPshuﬄed, which we cross-validated
against the 20th shuﬄed input trajectory. The GPshuﬄed can be used to calculate
the mean (Figure 5A, lower panel, black line) and the 95% confidence interval
(Figure 5A, lower panel, dotted lines) of a representative shuﬄed trajectory from
80 to 100 seconds.
This process can be used to estimate the likelihood with which each time
point of the 20th shuﬄed input and the test structured input (both new to the
GP estimator) can be predicted by this GPshuﬄed. We found that the post-test
spontaneous trajectory (Figure 5B, upper panel, orange squares) is distinguishable
from the cloud of shuﬄed trajectories: the likelihood with which the test values
are predicted by the GPshuﬄed is very small when compared to the likelihood
with which the 20th post-shuﬄed spontaneous trajectory values can be predicted
(Figure 5B, upper panel, brown). It is worth noting that the evoked trajectories
of the test and shuﬄed inputs only significantly separate towards the end of the
stimulus presentation, at approximately 84 seconds. At this time point and for the
remaining 1 second of stimulation time, the likelihood of the evoked-test trajec-
tory targets (Figure 5B, black squares) to be predicted by the shuﬄed GPshuﬄed
remains at low values. In order to compare the likelihoods of shuﬄed and struc-
tured trajectories, we calculated the ratio of the likelihoods of the structured to
the shuﬄed trajectory. If the two trajectories belonged to the same Gaussian pro-
cess, their likelihood ratio at all times should be close to 1. We found that the
structured:shuﬄed likelihood ratio does not differ from 1 at all time points for
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Fig. 4 The network attractor state modification is unique to the stimulus presented. (a) A new
repetition of the same input (test, black squares) presented to the system at the post-stimulus
spontaneous state (starting point ‘S’ corresponding to time 80 seconds) caused the post-test
spontaneous trajectory (orange squares) to move further away from its preceding state. (b)
The shuﬄed stimuli evoked trajectories (grey dots) caused no learning in the network since the
post-shuﬄed spontaneous trajectories (brown dots) return to their baseline state. The applica-
tion of PCA to the evoked-shuﬄed, post-shuﬄed spontaneous, test and post-test spontaneous
trajectories identified two axes of maximum variance (PC1 and PC2, top right). Analysed in
terms of the time-evolution of the network, the first principal component (PC1) corresponds
to the ‘excitability’ of the network, i.e., the evolution of the network from spontaneous to
evoked states and vice-versa. The second principal component (PC2) corresponds to ‘network
training’, i.e., the shift of the spontaneous states as a result of the repeated application of the
same sensory stimulation.
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the first 4 seconds of the stimulus presentation. However, towards the end of the
stimulus presentation (at approximately 84 seconds) the likelihood ratio drops to
zero and remains at values smaller than 1 until the end of the spontaneous epoch
at 120 seconds of simulated realtime (Figure 5B, lower panel).
In conclusion, repetitive presentation of a structured input to a neuronal net-
work of layers II, III and IV of a barrel cortical column causes training in the
network. STDP present at the excitatory synapses allows the synaptic weights to
be modified by stimulation and the network to be trained to the specific features
of the structured stimulus. The state of the weights of the network shifts to a post-
stimulus spontaneous state, which differs significantly from a random modification.
In contrast with the repeated exposition to the structured stimulus, presentation
of shuﬄed inputs to the network cause no training and the post-shuﬄed spon-
taneous trajectories return to baseline. Thus, repetitive application of structured
stimuli gives rise to a post-stimulus state in the weight space, which is unique to
the stimulus presented.
6 Discussion
In this study, we report the development of a large-scale physiologically-inspired
model of barrel cortical layers II, III and IV. Our model incorporates a large
amount of published experimental findings on the barrel cortical column, from the
types of neurons present and the types of STDP in the excitatory synapses to the
probabilities of connections and delays of action potential transmission between
neurons. We use this computational model to study the interplay between sensory
experience and ongoing spontaneous activity.
6.1 Interplay between spontaneous and sensory-evoked states
At rest, the spontaneous activity converges to a stable state in our model and it is
susceptible to learning via sensory experience. Repetitive exposure to the stimuli
cause progressive adaptation in the network with the evoked states appearing
closer together in the synaptic space and the learned spontaneous state having a
stronger dynamical link to the evoked states. In agreement with these results, a
recent study in a neural network model reports that in the absence of an input,
the neural dynamics itinerate over several states corresponding to each of the
memorised patterns after many targets have been learned (Kurikawa & Kaneko
2011).
Additionally, each time our network is exposed to sensory experience, the sub-
sequent spontaneous synaptic state shifts further away from the initial pre-stimulus
attractor. The fact that the sensory-evoked states appear closer in the projected
space suggests that the network is trained and progressively learns features of the
detailed structure of the stimulus. Learning manifests in the shift of the sponta-
neous synaptic state of the system. Consecutive repetitions of the same external
sensory input induce long-term modifications of the synaptic weights and a new
‘learned’ (post-stimulus) spontaneous state is created. The modulation of the sys-
tem occurs through the physiological ‘Hebbian’ spike-pairing synaptic evolution,
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Fig. 5 The structured input induced trajectory is distinguishable from a random response.
(a) (Top panel) The ‘excitability’ of the network (PC1, defined in Figure 4B) during a new
sensory input (sensory-evoked and post-stimulus spontaneous trajectories from 80 to 100 sec-
onds) is indistinguishable for a new repetition of the structured input (test, squares) and for
an ensemble of shuﬄed inputs (lines). (Bottom panel) The ‘network training’ (PC2, defined
in Figure 4B) for the structured test and shuﬄed inputs shows significant differences. The
post-test spontaneous trajectory (orange squares) follows a different path to the post-shuﬄed
spontaneous cloud (brown points). The evoked test- (black squares) and shuﬄed- (light grey
points) induced trajectories only significantly separate towards the end of the stimulus pre-
sentation at approximately 84 seconds. A representative trajectory from 80 to 100 seconds is
predicted by the GPshuﬄed with a mean (black line) and 95% confidence interval (black dot-
ted line). (b) The trajectory induced by the test stimulus can be predicted by GPshuﬄed with
very small likelihood for most of the time (black-red squares). Meanwhile, a different (unused)
input from the same shuﬄed ensemble can be predicted with high likelihood (grey-brown line).
The likelihood ratio between the structured and shuﬄed trajectories is consistently below 1
indicating that the test trajectory is significantly different to the cloud of shuﬄed trajectories,
specifically after approximately 84 seconds until the end of the simulation.
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which modifies the strength of the connection between pre- and post-synaptic neu-
rons depending on whether they fire at closely correlated times. Therefore, spike-
pairing could be a possible mechanism for long-term sensory-induced modification
of the spontaneous cortical dynamics. Our results indicate that physiological STDP
profiles present in the excitatory synapses are enough to induce unsupervised long-
term synaptic modifications induced by sensory experience. The stimulus induces,
via STDP, long-lasting modification in the synaptic weights.
6.2 Spontaneous state of the network
The average spontaneous firing rates of the network increase during sensory ex-
perience but return to baseline levels thereafter, indicating that the average firing
rates may be an inadequate description of the effect of sensory experience on the
spontaneous activity in our model. The neuronal firing rates in our model were set
by adjusting the synaptic release and weights at the synapses. Possibly because
of the symmetric STDP profile at layer IV synapses, the neuronal firing rates in
this layer were constrained to values below the physiological norm. Further work
needs to shed light on the mechanism, which keeps layer IV synapses stable and
neuronal firing rates at higher values. Although this limitation, our model cap-
tures the synaptic modifications induced by sensory experience. We show that
sensory experience reverberates into the following spontaneous state dynamics via
modification of the synaptic weights of the network. In the absence of sensory
experience, the synaptic vector converges to an initial spontaneous state. Sponta-
neous activity has been extensively studied in the framework of attractor neural
networks, and it is reported that a prerequisite for stable spontaneous activity is
the interplay between excitation and inhibition (since the spontaneous activity is
unstable when all neurons are excitatory) (Amit & Brunel 1997). Here, we report
stable spontaneous activity in a complex network of ∼4000 barrel cortical neurons
in the presence of constant background noise, modelled as ‘minis’ in the network.
Our findings suggest that the state of the brain in the absence of sensory stimu-
lation could contribute to its response to subsequent sensory experience. It was pre-
viously shown that the state of the brain at the time of the stimulation influences
the activity of visual cortex during stimulation (Arieli et al. 1996, Ringach 2003).
Would sensory inputs presented to the pre-stimulus state produce the same trajec-
tory as the ones presented to the ‘learned’ state? Here, we presented the ‘learned’
state of the network with two types of stimuli: another repetition of the structured
stimulus presented before and ‘unseen’ shuﬄed stimuli. When the shuﬄed stim-
uli are presented, the network is excited by the stimulation but the post-shuﬄed
spontaneous trajectories return to the baseline ‘learned’ state, indicating that these
inputs do not induce further learning in the state of the system. On the other hand,
when the previously used stimulus is presented again, the trajectory of the network
further deviates from its baseline state. As a result, sensory experience reverber-
ates into the succeeding spontaneous state of the system, and repetitive sensory
presentation of the same stimulus shifts the attractor of the system. These results
suggest a functional role for spontaneous activity. In agreement with a study of
spontaneous activity in a probabilistic Bayesian framework (Berkes et al. 2011),
the spontaneous activity of the brain can be seen as the prior upon which future
responses are dependent. In this sense, the network favours sensory inputs it has
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already ‘seen’, suggesting that the learned spontaneous state contains features of
the sensory experience encoded in the underlying weights of the network.
6.3 Comparison with other models
Our model is able to distinguish between structured and shuﬄed stimuli possibly
because it encodes the spatiotemporal structure of the stimuli in the underly-
ing (internal) state of the network. Simple models, such as the perceptron and
multi-layer perceptron are able to classify complex spatial patterns but unlike our
model, there is no representation of time (Buonomano & Maass 2009). Spiking
models of the sensory cortex account for the ability of cortical neurons to develop
spatial properties such as retinotopy, somatotopy and orientation selectivity, but
they don’t account for the spatiotemporal structure of natural stimuli (Song &
Abott 2001, Somers et al. 1995, Buonomano & Maass 2009). Unlike these initial
models, our large-scale model incorporates time by including spiking-model units
and spike-pairing plasticity in the excitatory synapses. At each time point the re-
sponse of the neuronal population is dependent not only on the synapses that are
directly activated by the input, but also on the ongoing activity in the network
(Buonomano & Maass 2009). As a result, the evolution of the network trajectory
with time depends both on the active units and also on the time-dependent plas-
ticity rules present in the synapses. Thus, for a neuronal population to be able to
distinguish between spatiotemporal rich stimuli, both of these should be present.
The spike-pairing introduced at the synapses is part of the internal properties
of the network and thus, are important for decoding stimuli. An advantage of our
model, over other models, is the use of different STDP rules in different synapses,
such that the learning temporal windows and symmetry of the STDP profiles differ
from synapse-to-synapse. Most of the available spiking neuron models with STDP
assume a default symmetric profile at all synapses with the same learning windows
(e.g. Kitano & Fukai 2004, Rao & Sejnowski 2001, Van Rosssum et al. 2000).
Given that STDP learning rules can modify sensory processing, for example modify
receptive fields and orientation preferences in adult cats (Yao & Dan 2001, Fu
et al. 2002), it is likely that the temporal window of learning plays an important
role.
Other forms of plasticity such as short-term plasticity were excluded from our
model. Short-term synaptic plasticity can provide a memory of the recent stimulus
history of the network and may continue to change the internal state of the system
following stimulus cessation for hundreds of milliseconds (Buonomano & Maass
2009). Thus, the internal state of the network determined by both the ongoing
activity and time-dependent changes in synaptic and cellular state (Buonomano
& Maass 2009) is likely to be dependent on the form of time-dependent neuronal
properties present. STDP accounts for the long-term modifications observed in the
synapses in our model; whether short-term plasticity will converge or diverge the
trajectories induced by the structured or shuﬄed stimuli remains to be examined.
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