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Abstract—Rain removal in images is an important task in
computer vision filed and attracting attentions of more and more
people. In this paper, we address a non-trivial issue of removing
visual effect of rain streak from a single image. Differing from
existing work, our method combines various semantic constraint
task in a proposed multi-task regression model for rain removal.
These tasks reinforce the model’s capabilities from the content,
edge-aware, and local texture similarity respectively. To further
improve the performance of multi-task learning, we also present
two simple but powerful dynamic weighting algorithms. The
proposed multi-task enhanced network (MENET) is a powerful
convolutional neural network based on U-Net for rain removal
research, with a specific focus on utilize multiple tasks constraints
and exploit the synergy among them to facilitate the model’s rain
removal capacity. It is noteworthy that the adaptive weighting
scheme has further resulted in improved network capability. We
conduct several experiments on synthetic and real rain images,
and achieve superior rain removal performance over several
selected state-of-the-art (SOTA) approaches. The overall effect
of our method is impressive, even in the decomposition of heavy
rain and rain streak accumulation. The source code and some
results will be released at: https://github.com/SumiHui/MENET.
Index Terms—De-raining, Multi-task learning, Convolutional
neural networks, Image rain removal, Perceptual loss.
I. INTRODUCTION
IMAGES of outdoor scenes are sometimes accompaniedby rain streak. With the interference of rain, the content
and color of images are often drastically altered or degraded.
The undesirable corruption may have negative impact on most
outdoor vision systems, such as surveillance and autonomous
navigation.
Typically, research progress depends on better assumptions
and priors about low-level features such as HoG, patch-based
priors, and sparseness. But they may fail miserably if the
defined features are interfered with environmental factors such
as atmospheric veils and strong light. Note that rain streak
may appear anywhere with different intensity, brightness and
directions. There is a complex interaction of rain streak and in-
terfering factors. So robust features have remained stubbornly
difficult to develop. As a result, some methods [13], [18], [21]
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Fig. 1. Comparing the state of the art by DDN [4], JORDER-E [29] and
RESCAN [17] with the sharper, perceptually more plausible result produced
by MENET-LB on an image from Rain100H.
have difficulty in coping with these adverse factors in real
rain images. This issue is even more salient for many existing
methods if they work on local image patches or a limited
spatial range without sufficient spatial contextual information.
One appealing solution is convolutional neural networks
(CNNs) that can provide non-linear transformations of the
extracted features with spatial contextual information. With
hundreds of feature maps detected automatically in multiple
layers, CNNs have demonstrated a massive impact on per-
formance of computer vision such as object detection [7],
[23] and semantic segmentation [2] because they perform non-
linear transformations of the extracted features with spatial
contextual information. Also a few CNN methods [4], [16],
[17], [28] have been developed for rain streak removal and
empirically tested to work in a limited range of settings.
However, some existing methods are slightly inadequate in
terms of edge sharpening and texture detail recovery, see Fig.
1. Most recently a widely used machine learning technique—
Multi-task learning (MTL) [1] has been incorporated into
variants of CNNs (e.g. [2], [7], [23], [30]), and significant
progresses have achieved on object detection (e.g. [19], [23])
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2and semantic segmentation (e.g. [2], [20]). Such studies are
unique in that they typically exploit the synergy among the
tasks that operate on the extracted features and boost up their
individual performances. In doing so, some techniques on
object detection treat multiple tasks as outputs (e.g. object type
and location etc.), while other techniques use auxiliary tasks to
train one major task instead of maximizing the performance of
all tasks. To deal with the de-raining problem, the researchers
[28], [29], [31] are also considering increasing constraints
related to image quality descriptions. However, few papers
have looked at developing better mechanisms for MTL in
CNN-based single image de-raining.
The aim of the present paper is to validate multi-task
enhanced CNN specially designed for rain removal research,
with a specific focus on how to learn more complex inter-
actions between tasks to ensure the de-raining performance.
We note that CNN-based rain removal methods often operate
on the extracted features at two different semantic levels:
perceptual level [12] and pixel level. The former is used to
restore the image background based on differences between
image features extracted from transform domain, while the
latter is used to separate the rain-free image based on dif-
ferences between pixel information. In our framework, we
designed two semantic level task constraints and one pixel
level task constraints. And two dynamic weighting algorithms
are proposed to exploit the synergy among them to build a
powerful de-raining system.
Our contributions can be summarized as follows:
(1) We introduce de-subpixel and channel attention to get
a powerful model for the deep image representation.
And also show that our de-raining network are powerful
enough to be useful for exploit the synergy among multi-
tasks, although we need to further explore how to design
appreciate task constraints and handle multiple tasks better
for this goal.
(2) The main difference in constructing a loss network is that
we use specific weights instead of pre-trained weights.
We employ a set of isotropic image gradient operators as
the filter kernels to construct a perceptual level loss, it
forces the de-raining network to perform edge detection
as a joint task in image reconstruction and facilitates the
edge preservation for de-rained results.
(3) Based on local texture similarity, we proposed a novel loss
function to remove the rain streaks from the photograph.
This constraints can not only successfully removes most
rain streaks but also preserving most original image de-
tails. The experimental results have shown that proposed
has good quality in rain removal.
(4) Another change is that we apply an adaptive approach
to build a powerful network to stabilize the visualization
quality. We make progress on the challenges of weight
problems in multi-task learning by designing an appro-
priate dynamic task weighting framework, potentially ap-
plicable to other image tasks. Designing an appropriate
objective function that handles the uncertainty of the de-
raining problem.
The rest of the paper is organized as follows. In section
2, we review parallel, recent work that have state-of-the art
results in de-raining task. In section 3, we present details
of the proposed multi-task regression model and network
architecture. In section 4, comprehensive experiments are
presented. At last, we conclude our work in the section 5.
II. RELATED WORK
In this section, we give a brief review on the most related
work on rainy image processing. To improve the visibility of
images, there have been a few approaches [4], [13], [17], [18],
[21], [28], [29], [31] proposed to remove rain streak from
individual image.
Kang et al. [13] proposed a rain removal framework (ID)
based on a morphological component analysis. They firstly de-
composed an image into the low-frequency and high-frequency
parts using a bilateral filter. Then an attempt was made
to separate the high-frequency part by using the dictionary
learning algorithm with HoG [3] features. However, the overall
framework in [13] is complex and performs poorly on images
with complex structures.
Luo et al. [21] proposed a dictionary learning based al-
gorithm (DSC) to recover a clean image from a rainy image.
Their method sparsely approximated the patches of image and
rain layers by very high discriminative codes over a dictionary
learning, but it is not easy to learn such a dictionary with
strong mutual exclusivity property.
Besides dictionary learning based algorithm, an adaptive
nonlocal means filter algorithm (ANLMF) [14] was proposed
to remove rain from a single image by assuming that rain
streak has elongated elliptical shapes. They used a kernel
regression method to determine the locations of the rain streak
regions, and then restore the rain streak regions using the non-
local means filter. Experiments of ANLMF [14] demonstrated
better results than that of ID [13].
Recently, Yu et al. [18] proposed a method (LP) based on
Gaussian mixture models in which patch-based priors were
used for both a clean layer and a rain layer. The authors
showed how multiple orientations and scales of rain streak
can be accounted for by such pre-trained Gaussian mixture
models. Despite that it works for some cases, some relevant
spatial information about rain streak may be lost in general.
In recent research, to handle nonlinear input-output rela-
tionship for the rain detection and removal, deep learning
based methods [4] and [28] have recently been emerged as
an appealing solution.
Inspired by the deep residual network (ResNet) [9], Fu et
al. [4] proposed a deep detail network (DDN) architecture for
removing rain streak from individual image. The basic idea
behind ID [13], DSC [21] and DDN [4] is to exploit the highly
frequent information such as rain streak and object structures,
remained only in the high-frequency detail layer, yet spare.
But they differ from the treatment of such information; ID
[13] and DSC [21] are not connectionist, whereas DDN [4]
is a neural-network based approach that exploits the high
frequency detail layer more thoroughly. Based on residual
learning experience, shrinking solution space can improve the
network performance. Putting them together, they introduced
3guided filtering [8] as a low-pass filter to split the rainy image
into base and detail layers, and then trained a novel ResNet on
the high frequency detail layer. DDN showed that combining
the high frequency detail layer content of an image and
regressing on the negative residual information have benefits
for de-rain performance.
It is worth noting that JORDER [28] is a method which
combined rain mask, rain streak, and background. Based on
a region-dependent model, Yang W. et al. [28] introduced
Multi-task Network Cascades (MTNC) [2] into a recurrent rain
detection and removal neural network. The MTNC features
mask layer to locate objects, while JORDER uses it to identify
regions with rains. JORDER has been proved very effective for
removing rains and rain accumulation, and also for removing
mist surrounding rain streak if combining with haze removal
method.In a follow-up study, the authors further proposed an
enhanced version??JORDER-E [29], in which an extra detail
preserving step is introduced.
Following Yang et al. [28] and Fu et al. [4], many methods
based on deep CNNs [15], [17], [31], [32] are proposed, by
employing more advanced network architectures or injecting
new rain-related priors. Instead of relying on image decom-
position framework like [4], Zhang et al. [32] proposed a
conditional generative adversarial networks (GAN) for single
image de-raining which incorporated quantitative, visual, and
discriminative performance into objective function. Since a
single network may not learn all patterns in training samples,
the authors [31] further presented a density-aware image de-
raining method using a multi-stream dense network (DID-
MDN). By integrating a residual-aware classifier process,
DID-MDN can adaptively determine the rain-density informa-
tion (heavy/medium/light).
Similar to Yang et al. [28], Li et al. [17] proposed a recur-
rent squeeze-and-excitation based context aggregation network
(RESCAN) for single image rain removal, where squeeze-and-
excitation block assigned different alpha-values to various rain
streak layers and context aggregation network acquired large
receptive field and better fit the rain removal task.
Unlike existing deep learning methods, which typically
uses only local information on the previous layer at each
layer, Li et al. [15] proposed a non-locally enhanced encoder-
decoder network to efficiently learn increasingly abstract fea-
ture representation for more accurate rain streaks and then
finely preserve image details, but the consumption of hardware
resources and computations is too large.
III. OUR METHOD
In this section, we will present the proposed de-rain system
which features a multi-task regression model that includes one
reconstruction task for rain removal and multiple auxiliary
tasks to further optimize the model predictions. Also we will
show the simple yet powerful CNN architecture for de-rain
task. We predict results that are closer to the ground truth
through multiple task constraints. In addition, we re-weight
the loss at training time to emphasize the balance of the task?s
impact.
Fig. 2. Schematic of ill-posed. (a) shows the rain-free image, (b-d) are rainy
images with different conditions. The rain streak in (d) is too dense to clear
the connection with (a).
A. Problem formulation
Like the commonly used rain model [18], [21], we can
characterize the observed rainy image O ∈ RC×H×W as a
linear superimposition of the desired background layer and
the rain streak layer:
O = B+R, (1)
such that B ∈ RC×H×W and R ∈ RC×H×W are the desired
background layer and the rain streak layer, respectively, where
H ×W is the spatial dimension and C represents the number
of channels.
We can assume that the desired background layer B is
independent of the rain streak layer R. Albeit simple, this
formulation can appropriately represent a general peculiarity
of rain streak. So the ultimate goal of our task is to separate
the rain-free background layer B and the rain layer R from a
given rainy image O. Obviously, this is an ill-posed problem as
shown in Fig. 2. In many ways, rain streaks superimpose their
visual effects onto the same background image, depending
on their sizes and velocities and angles. The causal link may
become more ambiguous if the rain streak is denser, because
fine details of the rainy image may have little or no hints on
its rain-free version.
B. Loss function
To address this ambiguity well, we propose a multi-task
regression model to advance the de-raining network. We
consider features at two semantic levels, on which we design
a series of tasks. The main task is to reconstruct background
layer from rainy image, while a set of auxiliary tasks incor-
porate other favorable elements to facilitate the learning of
model. The total loss can be expressed as
Ltotal =
∑
i
wiLi (2)
Where Li denotes the losses of a task, wi is non-negative
coefficients to determine the importance of the corresponding
task, and i ∈ {p, e, t}. The Loss Function is used to measure
the discrepancy between the model’s predictable value and the
true value from all aspects. Our goal is to minimize the loss
function and bring the model’s predictions as close as possible
to the ground truth.
4a) Reconstruction loss: A per-pixel loss function is the
easiest way to measure the difference between expected result
y and actual output yˆ of neural network. The popular empirical
training criteria is mean square error (MSE) which produces
normalized Euclidean distance as follows:
`pixel(y, yˆ) =
‖y − yˆ‖2F
CHW
, (3)
where ‖·‖F represents the Frobenius norm, we denote predic-
tions with a •ˆ symbol and ground truth without, yˆ is the output
image and y is the target, and both have shape C ×H ×W .
Based on Eq. (2), the the reconstruction loss of our model can
be characterized as:
Lp = `pixel(B,b), (4)
where b represents the approximation to the background.
Pixel-wise L2 distance can be used as the single loss
function, and all the local areas are processed equally. The
Downside is without considering image regular structures. To
solve this issue, we further introduced two novel loss functions
(named as edge-aware loss and texture matching loss) by
constraining the edge distortion and texture similarity. This is
because deep learning allows us to easily incorporate problem
specific constraints (or priors if we prefer) directly into the
model to reduce prediction errors.
b) edge-aware loss: It guarantees the similarity between
the predicted image and the target image in edge feature
expression. It aims to produce images with sharp edge. Similar
to perceptual loss [12], we also let edge-aware loss defined as
the Euclidean distance between multiple feature maps of a
specific layer in a network:
`φedge-aware(y, yˆ) =
‖φ(y)− φ(yˆ)‖2F
CHW
(5)
where φ represents a neural network with fixed model param-
eters. In perceptual loss, this network is usually a pre-trained
VGG16/19 network on the ImageNet classification dataset.
As we know, edge is one of the most important aspect of
the human visual assessment, and human observers are always
sensitive to edge distortions. However, traditional reconstruc-
tion methods treated all the pixels equally and failed to recover
the sharp edges in an effective way. To encode the edge texture
information and force the de-raining network to perform edge
detection in rainy image reconstruction, the loss network φ
we utilize is a shallow feed-forward neural network, whose
kernels are determined by the Sobel filters. In this case, we also
refer to perceptual loss as edge-aware loss. By integrating edge
texture information to the training of our backbone network,
we can let the model pay more attention on the edge details.
It is worth noting that edge-aware loss also has the ability to
constrain area smoothing, because edge-aware loss magnifies
this difference if the model predicts the original smoothed
region to be unsmooth.
Based on Eq.(5), the perceptual loss of our model can be
computed as:
Le = `
φ
edge-aware(B,b) (6)
c) Texture matching loss: Johnson et al. [12] and Gatys
et al. [5], [6] demonstrate how style reconstruction loss can be
used to create high quality textures. In image style transfers,
Gram Matrix loss is able to migrate textures. So we are
motivated to use it on image recovery tasks for the purpose of
texture-preserving. To ensure faithful texture generation and
the overall perceptual quality of the images, we specifically
define the texture matching loss which extends style recon-
struction loss. By exploiting the local self-similarity of the
image to emphasize the texture influence. Formally, the texture
matching loss is the squared Frobenius norm of the difference
between the Gram matrices of the output patches and target
patches:
`texture(y, yˆ) = ‖G ((y)p)−G ((yˆ)p)‖22 (7)
With Gram matrix G(F ) = FFT ∈ Rn×n. Where (•)p ∈
RCK2×M denotes patch operation with patch size K ×K are
used, and M = (HW )/K2 . In this paper, we set K = 4 .
Based on Eq.(7), our texture matching loss expressed as:
Lt = `texture(B,b) (8)
We compute the texture matching loss `texture patch-wise
during training to enforce locally self-similar textures between
b and B. The network therefore learns to produce images that
have the same local textures as the rain-free images during
training. For further details on the implementation, we refer
the reader to the code.
C. Network architecture
As shown in Fig. 3, our network architecture is composed
of two modules: a de-rain network fw and an edge-aware loss
network φ. The de-raining network is built with 8 residual
blocks, which transforms input rainy image O into output
image b, characterized by the mapping fw : O → b.Skip
connection [9], [10] is used to ease the training of de-raining
network. For loss network, it takes B and b as inputs and
outputs their feature maps. Then Eq.(6) is used to figure out the
distance between φ(B) and φ(b). Specifically, our framework
does not ship with a pretrained VGG network, instead we use
a shallow feed forward network.
a) De-raining network: In image recovery tasks, down-
sampling is typically applied to the network to speed up the
forward propagation of the network. However, Downsampling
generally leads to loss of information which is more severe
when performed early in the network.
Considering the speed of forward propagation and the pro-
vision of sufficient information for the following convolutional
layers, we introduce desubpixel [26] instead of common pool-
ing structures and strided convolutions for downsampling, and
use the corresponding upsampling operation called subpixel
[25] to restore the resolution. Desubpixel is a reversible
downsampling module and its input can be recovered by the
subpixel [25] as shown in Fig. 4. In desubpixel, the spatial
features are systematically rearranged into channels to reduce
spatial dimensions without losing information, keeping the
5Fig. 3. Overview the pipeline of proposed MENET system. The proposed MENET precedes as follows: First, it down samples and encodes the input into
a feature map, extracts local features via a series of convolution layer. Then it up-samples the result to produce the full-resolution multi-channel residual
information, and takes it to recover the full-resolution de-raining image. In order to improve the prediction accuracy, it also incorporate the loss network to
provide higher performance. Note that loss network is not trainable. We train the end-to-end network to learn R from image pairs {O,B} with three loss
components {Lp, Le, Lt}. Arrows represent the main data flow of feed-forward.
Fig. 4. Subpixel upsampling and desubpixel downsampling. Figure from
[26]
feature values intact, hence providing sufficient information
for the following convolutional layers.
A concatenation of operation based on subpixel-upsampling
and desubpixel-downsampling will lead to the identity trans-
form such that:
U(D(X)) = X (9)
where U and D respectively denote subpixel-upsampling and
desubpixel-downsampling function.
Based on U-Net [24], we propose to use two desubpixel
with 2x ratio for the downsampling features extraction and
following with several residual blocks, which allows easier to
optimize and can gain better performance from considerably
increased depth, as shown in Fig. 5.
Fig. 5. Detail architecture of the proposed de-raining network.
On the one hand Channel Attention (CA) Module enables
the model to focus on useful features, on the other hand, it
reduces the overfitting of features. CA is essentially a feature
weight that learns the correlation sympathies and weighting
relationships between features, which often provide global
guidance.
So we propose to use CA for global feature extraction, and
use residual blocks with a 3x3 kernel size for local feature
extraction.
Fig. 6. Detail of Channel Attention (CA) Module architecture. The module
computes corresponding attention map through the down-sampling branches.
The size of receptive fields which is helpful for the contextual information
aggregation at the master branch. ”+” denotes element-wise addition, σ
denotes sigmoid activation function, and ”×” denotes element-wise product.
Attention mask is obtained after it is activated by σ. Then the short circuit
occurs after the channel attention is applied.
In this experiment, we designed the de-rain model structure
as shown in above. Note that, the number of residual module
layers can be freely adjusted according to the task needs.
Typically, in order to improve the prediction accuracy, the
network can be designed as deep as possible, because deeper
networks tend to provide higher performance than shallow
networks. But time consumption also increases as the network
deepens.
b) Loss network: The rain streak is the higher frequency
information relative to surrounding background. Therefore as
shown in Fig.7, the edge information of rain streak in fail
output of the de-raining network can be spotlighted by loss
network and cause larger feature reconstruction loss.
In addition, as mentioned in [8], there are mainly two
cases in image: high variance areas and flat patches. The
6Fig. 7. comparison between spatial domain and gradient domain. (a) and (b)
are the RGB images with and without rain respectively. (1) to (6) are their
corresponding gradient maps along vertical/horizontal direction (y/x axis).
flat patches with small variance between pixels are usually
smooth and the interior of an object. The image changes a
lot within the high variance regions, where the gradients are
larger, relatively. Typically, there are rich details and textures
in the high variance areas. So in the process of training, edge-
aware loss is considered to be penalty for outputs which fail
to maintain texture details of targets.
Fig. 7 has shown that certain feature learning architectures
also yield useful features for image rain removal task even
with untrained, specific weights.
c) Learning Tasks-Constrained DCNN: The effective-
ness of learning the DCNN by stochastic gradient descent has
been proven when a single task is present [32]. However, it is
non-trivial to optimize multiple tasks simultaneously using the
same method. The reason is that different tasks have different
loss functions and learning difficulties, and thus with different
convergence rates. In multi-task learning (MTL), how to set
appropriate loss weights for each task has always been a
problem to be solved. At present, Existing methods [8], [9]
involving multi-tasking often manually set a fixed coefficient
to each task. They often need time and effort to find a suitable
set of coefficients. In order to solve the tedious search of
coefficients, we propose a dynamic weighting scheme from
the perspective of gradient balance and loss balance.
Unbalanced gradient norms on different tasks will lead to
sub-optimal multi-task network training effects. In Algorithm
1, we describe the process of training network models based
on the gradient-balanced dynamic weighting (denoted as GB)
algorithm. This scheme gets rid of the control of artificial
hyper-parameters, and it can achieve the gradient balance in
the training process without any additional manual intervention
settings. Gradient balance adjusts the loss by calculating a
brand new gradient value (by normalizing the gradient size
during the backpropagation training process of the network
itself). Weights are to resolve imbalances in the gradient norm.
The coefficients for each task are in fact to balance the
impact of the loss of each task on the training process, and
to avoid loss values that are too large by some order of
magnitude to mask the role of other tasks in promoting the
learning process. Loss balance (denoted as LB) is used to
adjust the magnitude gap between task losses by calculating
new weighted loss values.
From the description of Algorithm 1, we can see that
GB algorithm has the following characteristics: 1. Dynamic
Algorithm 1 Gradient-Balanced Task Weighting Algorithm, GB
Input: the losses set of T tasks `
Output: The re-weighting loss λi ∗ `i for each task under
constraints.
Step 1. Initialize: initialize neural network weights W;
Step 2. Evolution: Find optimal solutions
1. for each epoch i do
2. for each batch of data B do
3. Get the loss on each task t: `(B,t) ∈ RT ;
4. Get the gradient norm of each task to the shared
convolution layer: g(B,t) ∈ RT ;
5. Store the total gradient norm values: gB ∈ RT ;
6. for each task t do
7. Calculate the task weight: wt = 1 −
g(B,t)/gB ;
8. Update the weighted loss of the current
task: `(B,t) = `(B,t) × wt;
9. end for
10. end for
11. end for
Step 4. Get New total loss: Store the sum of each re-weighted
task loss value: `B ∈ RT according to problem (2);
Step 4. Back propagation: Update W with respect to `B .
Algorithm 2 Loss-Balanced Task Weighting Algorithm, LB
Input: the losses set of T tasks `
Output: The re-weighting loss λi ∗ `i for each task under
constraints.
Step 1. Initialize: initialize neural network weights W;
Step 2. Evolution: Find optimal solutions
1. for each epoch i do
2. for each batch of data B do
3. Get the loss on each task t: `(B,t) ∈ RT ;
4. Get the current batch total loss as: `B ∈ RT ;
5. for each task t do
6. Calculate current task weight: wt = 1 −
`(B,t)/`B ;
7. Update the weighted loss of the current
task: `(B,t) = `(B,t) × wt;
8. end for
9. end for
10. end for
Step 4. Get New total loss: Store the sum of each re-weighted
task loss value: `B ∈ RT according to problem (2);
Step 4. Back propagation: Update W with respect to `B .
task weight 2. Cross-task provides information to balance the
training process. 3. The gradient ratio determines the task
weight. The loss-balance based dynamic weighting (denoted
as LB) algorithm is similar to the GB algorithm. The only
difference is the calculation of task weights. We describe the
LB algorithm in Algorithm 2.
It should be noted that in theory, a dynamic weighting
scheme based on gradient balance should be the best choice,
because the loss value is reflected in the model in a gradient
manner, and the learning process of the model is implemented
7according to the gradient descent (rise) method, but this still
requires further observation in the experiment. No matter what
kind of scheme, our core idea is to adaptively adjust the
weights of multiple tasks, and use these weights to control
the real-time gradient of each task, and then back-propagate
and update, so as to result in the better balance of multiple
tasks in multi-task learning.
IV. EXPERIMENTS
Next we provide the qualitative and quantitative evaluations
of proposed method are given. We use two evaluation criteria
in terms of the difference between each pair of rain-free
image and de-rain result. Apart from the widely used structural
similarity (SSIM) [27] index, we also use an additional evalu-
ation index, namely peak signal-to-noise ratio (PSNR) [11]. A
higher SSIM indicates the result is closer to the ground truth
in terms of image structure properties (SSIM equals 1 for the
ground truth). And the higher PSNR is, the better reconstruc-
tion is. For quantitative evaluation, we use distribution (mean)
PSNR, SSIM to compare the efforts of each component in
our methods, and compare our approaches with the techniques
proposed by other researchers. For qualitative evaluation, the
de-raining results are shown directly. Both two evaluations are
on Rain100H/Rain100L test set.
A. Dataset
Since the pairs of rain and rain-free images of natural
scenes are not massively available, here we utilize the synthetic
dataset denoted RainH/RainL provided by Yang et al. [28].
Synthetic Data. RainL is selected from BSD200 [22] with
only one type of rain streaks, which consists of 200 rainy/clean
image pairs for training (denoted RainTrainL) and 100 image
pairs for testing (denoted Rain100L). Compared with RainL,
RainH with five types of streak directions is more challenging,
which contains 1800 rainy/clean image pairs for training
(denoted RainTrainH) and 100 image pairs for testing (denoted
Rain100H). During data pre-processing, we crop an Image into
four corners and the central crop plus the flipped version of
these. Consequently, there are 18000 pairs of rain and rain-
free patches in our RainTrainH training dataset. 2000 pairs in
RainTrainL dataset.
Real-World Data. Majority of real-world rainy images
in our evaluation are from selected SOTA de-raining works.
Others are downloaded from google. Anyway they provide
diverse contents, including landscapes, cities, faces and so on.
B. Implementation Details
Comprehensive experiments are performed on synthetic and
real rainy images. The optimization method used in our model
is the Adam optimizer, with initial learning rate of 1e-3,
dividing it by 10 at the 40th epoch, and terminate training
at the 100th epoch. The implementation of the proposed de-
raining model is conducted on Python3.6, TensorFlow1.8,
GeForce GTX TITAN X with 12GB RAM.
C. Ablation Experiments
To see how the model components we present affects
performance, we carefully design ablation experiments on the
same datasets. Since loss function, weighting algorithm and
network are certain tricks we used to get the proposed de-rain
system to work, experiments in this study mainly focus on
them to have a systematic examination.
We conduct a systematic ablation study on every compo-
nents while regarding the model trained only by reconstruction
error Lp (namely MSE) as baseline. Table I compares the
difference of individual component and that of their assembly
when running against the same testing data. We note that the
proposed method considerably outperforms baseline method in
terms of both PSNR and SSIM. Compared with the baseline
trained only by Lp, other combination strategies have achieved
better performance as shown in Table I. To have a close look at
the winning combination strategies, we start from comparing
the Le+Fixed, the Le+GB and the Le+LB combination.
The test results indicate that the model trained by the GB is
significantly better than that by the fixed weighting. The fact
that the Le+Fixed is defeated reveals that adaptive weighting
GB (or LB) is preferable for both Rain100L and Rain100H.
When further extending with texture matching loss, the winner
is the LeLt + GB combination. In particular, the SSIM
indicator can achieve more that 2% increase when using the
proposed GB algorithm. It can be concluded that the proposed
adaptive weighting algorithm has definite advantages.
Further we combine the CA component and analyze its role
in our de-raining network. We can see that the CA extension
leads to more improvement over the network without CA.
This reveals that the model?s predictive capability can be
further enhanced by carefully-designed deep network, as will
be testified again in Tabel II. Comparing the LeLt+GB+CA
and the LeLt+LB+CA strategy, we find that the GB results
in the maximal SSIM and the maximal PSNR for the Rain100L
dataset while LB outperforms on the Rain100H dataset.
The results of the present ablation study signify that the
combination of four components results in a dramatically
improved model while individual component also has a certain
positive effect.
To see how well the results hold up, it is appropriate to
examine the distributions of performance in case of random
errors. To have an intuitive understanding of how well we
control for random errors, we also plot the histogram of per-
image PSNR and the boxplot of per-image SSIM for individual
component and their combination running against the same
dataset Rain100H. For PSNR, Fig.8 starts from the same
baseline Lp and demonstrates two cases with different exten-
sions: one case is the extension through more loss functions
without/with GB or CA, the other extends into more loss func-
tions without/with LB or CA. In the first case, the extension
from Lp, Le, LpLe + Fixed, LpLe + GB,LpLeLt + GB to
LpLeLt+GB+CA, leads to the right shift of the distribution
curve, especially the distribution of LpLeLt + GB + CA
ensures a steady increase compared to others. The same
conclusion also holds for the second case (with LB and
CA). So we can conclude that the histograms of all four
8TABLE I
ABLATION STUDY. AVERAGE SSIM AND PSNR VALUES ON SYNTHETIC BENCHMARK DATASETS. WHERE FIXED INDICATES THAT THE TASK WEIGHT IS
MANUALLY SPECIFIED AND DO NOT CHANGE DURING TRAINING. OTHERWISE THEY ARE ADJUSTED EITHER BY LB OR GB, WHICH RESPECTIVELY
REFERS TO THE LOSS BALANCE WEIGHTING AND GRADIENT BALANCE WEIGHTING ALGORITHM. THESE RESULTS VALIDATE THE EFFECTIVENESS OF
THE COMBINATION OF LOSS FUNCTIONS AND WITH SPECIFIED WEIGHTING STRATEGY.
Combination of Components Rain100L R100H
Lp Le Lt Fixed GB LB CA SSIM PSNR SSIM PSNR√
0.9506 33.5484 0.8146 27.5016√ √ √
0.9508 33.5116 0.8200 27.6132√ √ √
0.9527 33.7361 0.8457 27.8344√ √ √
0.9524 33.6634 0.8393 27.9586√ √ √ √
0.9526 33.6836 0.8472 27.7668√ √ √ √
0.9512 33.5885 0.8465 27.7977√ √ √ √ √
0.9554 34.1852 0.8524 28.1457√ √ √ √ √
0.9548 34.0846 0.8534 28.1572
Fig. 8. Histogram of per-image PSNR for each combination against Rain100H.
Fig. 9. Boxplot of per-image SSIM for each combination against Rain100H.
extensions have similar shape and evolve in a positive direction
with continued increasing performance. When it comes to
the SSIM, Fig.9 draws the boxplots of two extensions which
resembles Fig.8. As revealed by Fig.9, we can conclude that
the median of all four extensions for each case increases in
a positive direction, and the proposed method has made a
significant improvement in the similarity of image structure.
Putting them together, the distribution of SSIM/PSNR and
the mean SSIM/PSNR shows that the combination of loss
functions and adaptive weighting and feed-forward network
can bring an overall increase of performance and they have a
positive role on de-raining network that figures out the clean
images near to ground truth.
In addition to quantitative evaluation, we also presents
ablation study results directly that demonstrate the effect of
various components in the loss function directly. Comparing
the 2nd, 3rd, 4th and 5th images in the Fig. 10, we can
observe more and more clear details in the result by constantly
strengthening the loss constraint and improving the de-raining
network structure.
To quantitatively assess these methods more fairly, we also
trained the selected SOTA methods on the same training
9Fig. 10. Ablation study that demonstrates the effectiveness of each component (Lp, Le, Lt, CA), image from RainTrainH. Final result contains more details,
distinct contrast, and more natural color.
TABLE II
QUANTITATIVE COMPARISON BETWEEN OUR METHOD AND OTHER FOUR SELECTED SOTA WORKS ON SYNTHESIZED RAINY IMAGES. THE NUMBERS WE
PRESENT HERE IS AVERAGE SSIM/PSNR. EXCEPT FOR THE DSC THAT DOES NOT REQUIRE TRAINING, THE OTHER MODELS ARE RE-TRAINED ON THE
CORRESPONDING TRAINING DATASET.
Datasets Rain100L Rain100H
Metrics SSIM PSNR SSIM PSNR
MENET-GB 0.9554 34.1852 0.8524 28.1457
MENET-LB 0.9548 34.0846 0.8534 28.1572
MENET-GB-deep 0.9559 34.2239 0.8610 28.7399
MENET-LB-deep 0.9556 34.1839 0.8591 28.7167
DSC 0.8275 25.4473 0.5530 20.2846
DDN 0.9082 30.1555 0.7400 24.2562
JORDER-E 0.9792 37.3676 0.8555 27.7527
RESCAN 0.9672 35.5393 0.8572 28.2138
TABLE III
COMPARISON OF RUNNING TIME (SECONDS/IMAGE). CPU (INTER PENTIUM CPU G645 @2.9GHZ, RAM 6.00GB)/GPU (GEFORCE GTX TITAN X)
Image size Ours DSC DDN JORDER-E RESCAN
224x224 0.6578/0.0030 70.4289 / - 1.8226/0.0084 27.6392/0.0151 4.2296/0.0403
dataset, and the results are shown in Table II. For convenience,
we record LpLeLt +GB +CA and LpLeLt + LB +CA as
MENET-GB and MENET-LB respectively. We can see that
our method produces the competitive performance. We used
GB/LB tags to distinguish which weighting algorithm our
method used for training, and it is important to note that, in
order to illustrate the proposed method has ability to achieve
or exceed the performance of the SOTA methods, we have
showed additional test results for increase in the depth of the
de-raining network (increasing the number of residual blocks
to 16, and marked with Deep).
As observed in Fig. 11, there is rain streak obviously
remained in the output of DSC. JORDER-E tends to over-
smooth the image content. DDN occasionally fails to capture
the rain streak. It can be seen that our results are closer to the
ground truth as indicated by SSIM and PSNR in Table II. The
indices in Table II support the competitive advantage of our
methods.
Compare with other non-deep methods, ours proposed ap-
proach can process new images very efficiently. Table III
shows the average running time of processing a test image for
224x224 image sizes, each averaged over 1000 testing images.
DDN, JORDER-E and RESCAN are implemented using both
CPUs and GPUs according to the provided source code, while
our method is tested on both CPUs and GPUs. Since method
(DSC) is based on dictionary learning, complex optimizations
are still required to de-raining test images, which accounts
for the slower computation time. RESCAN is not very fast
because it contains multiple stages of cycle. DDN gets faster
speed due to small convolution channels. As observed from
results, ours method is remarkably faster than any other
methods listed in Table III, this is due to our downsampling
operation reducing the spatial dimension of the feature.
It is worth mentioning that VGG as loss network requires
more physical resources (more than twice as much as the edge-
aware loss network), in addition, its FLOPs (floating point
operations) is much larger than the edge-aware loss network,
resulting in a much higher training time than the Edge-aware
loss network. In our works, application of edge-aware loss
network considered to be time efficient, effective and simple.
So we simply report the behavior of untrained edge-aware loss
networks and off-the-shelf VGG19 loss network, the results
are presented in Table IV. Although we can see from Table
IV that VGG19 is slightly more advantageous than edge as
loss network, in our works, application of edge-aware loss
network considered to be time efficient, effective and simple.
Results. As shown in Table I, our model achieves the
superior result. From these comparison, we can see the key
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TABLE IV
COMPARISON OF VGG19 LOSS NETWORK AND EDGE-AWARE LOSS NETWORK. WE USE THE FEATURE MAPS OBTAINED BY THE FORTH CONVOLUTION
BEFORE THE THIRD MAX-POOLING LAYER OF VGG19.
Rain100L Rain100H
Components Coefficients SSIM PSNR SSIM PSNR
MSE (Baseline) / 0.9506 33.5484 0.8146 27.5016
Fixed, MSE, VGG 1e-3 0.9550 33.8075 0.8210 27.6265
Fixed, MSE, Edge 1e-2 0.9508 33.5116 0.8200 27.6132
roles of edge-aware loss and texture matching loss. Owing to
taking advantage of the synergy learning and well-designed
network, our methods performs competitive performants with
others.
D. Results on real-world rainy images
In this section, we will directly demonstrate the effects
of several selected methods(DSC [21], DDN [4], JORDER-
E [29], RESCAN [17]) and proposed method (note that, we
only chose to show the results of MENET-LB) on real rainy
images.
Compared with synthesized images, rainy images from nat-
ural scenes are more complex. To present the comprehensive
rain removal ability of all methods, we choose several real
rainy images. Most of these images are kindly provided by
previous de-raining work. According to different types of rain
streak, we divide these real rainy images into four groups.
Light rain (Drizzle). In the first group, the shape of rain
streak is thin. As shown in Fig. 12, we can notice that
all methods are successful in removing the majority of rain
streak except that JORDER-E tends to slightly over-smooth
the background texture. And the proposed method deals with
this case, as well as, if not better than, RESCAN.
Moderate rain. When the speed of falling rain is slow, short
rain streak can be captured by camera. The characteristics of
those rain streak are short, bold and sparse. In Fig. 13, we
Fig. 11. Visual comparison of MENET with other methods on synthetic data.
11
Fig. 12. Light rain, left to right, top to down are rainy image, DSC, DDN, JORDER-E, RESCAN and MENET-LB.
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Fig. 13. Moderate rain, left to right, top to down are rainy image, DSC, DDN, JORDER-E, RESCAN and MENET-LB.
13
Fig. 14. Heavy rain, in this case rainy image usually with light fog. left to right, top to down are rainy image, DSC, DDN, JORDER-E, RESCAN and
MENET-LB.
14
Fig. 15. Strong light example, left to right, top to down are rainy image, DSC, DDN, JORDER-E, RESCAN and MENET-LB.
Fig. 16. Example of failure, left to right, top to down are rainy image, DSC, DDN, JORDER-E, RESCAN and MENET-LB.
compare all methods in clearing moderate rain streak, and our
method and RESCAN get better performance.
Heavy rain. Because of the rainy accumulation, it is hard
to remove rain streak when rain is heavy, as shown in Fig. 14.
Regardless of the interference with such accumulation, our
method gets satisfactory results.
Strong light. Rainy images sometimes are accompanied
by strong light, which has a negative impact on the de-
raining methods. In Fig. 15, we show the results processed
by all methods. Despite that several rain streak in halation
are too indiscernible to be detected, the proposed method gets
satisfactory result.
Example of failure. These methods progressively achieve
better results in both quantitative and qualitative metrics.
However, due to the limitation of their learning paradigm,
namely training on synthetic rain and rain-free ground truth
images, they might fail when dealing with some conditions of
real rain streaks that have never been seen during training.
As above contrasts illustrate, it has been well supported that
our method significantly competitive others and is successful
in removing the majority of rain streak. Because DSC only
capture low level image features, they leave significant rain
streak and rain artifacts in some rainy images. JORDER-E
tends to result in drastically altered content and degraded
texture, so that image details are lost or hardly visible. DDN
uses high-level features to remove rain streak, but is limited
by single task and smaller receptive field, so its results are
not as good as ours. RESCAN achieves better results in most
cases because of its effective use of context. It worthy note that
the recommended method is no worse than RESCAN, if not
much better than it. Namely, similar to RESCAN, our method
significantly improves the visual effect of processed images
also.
V. CONCLUSION
Rain removal in images is an important task in computer
vision filed and attracting attentions of more and more people.
The ultimate goal of this paper is to reduce the effect of
rain streak so that the recovered image can be closer to the
real images. Our basic model is followed by U-Net. We take
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advantage of multiple image characteristics and propose a
multi-constraint framework for reconstruction of rainy images,
especially for the images with heavy rain. We carefully design
a multi-constraint loss function by incorporating the recon-
struction loss, edge-aware loss and texture matching loss, at
the same time designed two adaptive weighting algorithms
to explore the further release of the model’s potential. By
minimizing the proposed multi-constraint loss function, the
proposed MENET can obtain a more perceptually pleasing
reconstruction with abundant textures and sharp edges. Al-
though the recommended method does not have an absolute
advantage in the evaluation indexes, the proposed method has
visible improvement on perceptual result and SSIM/PSNR.
And making the plausible images more reasonable and closer
to ground truth.
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