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Abst rac t - - In  this paper, two methods of the estimation of the kernels of a nonlinear model are 
considered. One is based on the orthogonalisation f the Gaussian input, the other one uses the 
moment hierarchy. Numerical examples are added to demonstrate the usefulness of both methods. 
1. INTRODUCTION 
Wiener was one of the first workers to consider the identification of nonlinear systems, when he 
extended his earlier work [1,2] on the continuous time case of the linear, univariate, time invariant, 
optimal mean square filter problem required by statistical communication theory. Wiener showed 
in this work that the optimal filter was characterized by it's impulse response, and from this work 
Wiener developed two distinct approaches for the identification of nonlinear systems. 
In the first of these approaches, Wiener applied [2] an idea from Cameron and Martin [3] of 
representing each functional term by a Fourier-Hermite series. For the Fourier or memory portion 
of this expansion Wiener used Laguerre polynomials, which form a complete orthonormal set. 
Using these functions, the previous Gaussian white noise input values can be represented by a 
set of coefficients. A Hermite expansion in these Laguerre coefficients yields the system output. 
The coefficients of the Hermite expansion are determined by computing the time average of 
the product of the system output and all the Hermite expansion terms. Although Wiener does 
not explicitly mention Volterra's work, Barrett [4] has shown that Wiener's characterization is 
directly related to the Volterra series. Barrett showed that for a Ganssian white noise input 
case the Volterra kernels are equivalent o the Hermite polynomials, and that the statistical 
moments of the output data are equivalent to the norms of the Hermite polynomials. Although 
this formulation is theoretically very elegant, it is impractical and difficult to apply because of 
the excessive number of coefficients required to characterize the system. 
The second approach developed by Wiener [2] is a modification of a method based on mul- 
tivariate Hermite functionals and kernel functions representing the system functional. Thus, if 
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Gaussian white noise input is used, then these kernel functions can be determined very easily 
and the method can be generalized tocolored Gaussian inputs, however the resulting set of equa- 
tions is extremely difficult to solve. Wiener used a Gram-Schmidt orthogonalisation procedure 
to construct a new functional series, where the functionals are orthogonal to Gaussian white 
noise stimulus. In this approach the n th order Wiener functional is not homogeneous, and so for 
example the first order Wiener kernel does not represent the entire linear component of the sys- 
tem. Hence, in general the Wiener kernels are not equal to the equivalent order Volterra kernel. 
Unfortunately this approach also suffers from the same excessive amount of computational effort 
problem, as that associated with the first Wiener method. 
The method of the orthogonalisation f the input data is developed in Section 2 for Gaussian 
case. In Section 3, the Volterra kernel estimation is constructed for the case when the expansion 
contains orthogonal terms. The method of moment hierarchy is considered in Section 4. The 
relationship between the kernels in case of orthogonal and nonorthogonal expansion is given 
explicitly by Section 5. Finally, the two methods are compared by numerical examples. 
2. ORTHOGONAL ISAT ION OF  THE INPUT DATA 
The stationary input data sequence x( t )  can be thought of as a T-dimensional vector. It 
is required to find the set of vectors en( t -  0-1, . . .  , t -  0-,) such that their inner products are 
orthogonal, that is 
(e (t - 0 -1 , . - . ,  t - - r l , . . . ,  t - r , ) )  
= O(m = n) (e , , ( t  - 0 -1 , . . .  , t  - 0 -m)e , ( t  - , t  - 
for 0 < a l ,  . . . ,o - re ,T1, . . .  , Tn ~ T - 1, 
where C o) is the mean value of the sample. A suitable orthogonalisation can be achieved by a 
modified Gram-Schmidt procedure. The first order orthogonal series, e l ( t -  a l )  is determined by 
the mapping 
e1($ -- 0-1) ---~ X( t  --  o"1) --  (x(~; --  0-1)). (2 .1 )  
It can trivially be observed that e l ( t )  is orthogonal to any constant value, as (e l ( t ) )  = O. 
The second order orthogonal series, e2(t -0 - I ,  t - a2), is given by 
e2( t  --  01 ,4  --  02)  ---- e l ( t  - -  0 -1 )e l ( t  - ~2)  --  (e l ( t  - -  O l )e l  ( t  - -  0-2)) 
-- E a21(jl'0-1'0-2)el(t-- jl)" (2.2) 
j l=0  
The coefficients a21 (jx, 0-1,0-2) are determined from the orthogonality relation between e2( t -  
0-I, t -- 0-2) and e l ( t ) ,  by multiplying equation (2.2) by e1(t - kl) and applying the expectation 
operator, we obtain 
(e l ( t  - k l )e l ( t  - 0 -1 )e l ( t  - 0-2)) - -  E a21( j l ' ° ' l ' ° '2 ) (e l ( t  - k l )e l ( t  - j l ) ) ,  
jlffiO 
(2.3) 
where this equation has been simplified by using the knowledge that (e l ( t ) )  = 0 and  (e l ( t  - 
k l )e2( t  - al, t - (72)) = 0. This relates the third order moments (e l ( t  - k l )e l ( t  - a l )e l  (t - a2)) to 
the second order moments (el ( t -  kl)el (t - j l ) )  by the the unknown coefficients a21 (jl, 0-1,0-2). As 
the values of the delays 0-1 and a2 are fixed, then the coefficients a21 (jl, 0-1,0-2) can be determined 
from equation (2.3), which can be solved using standard matrix methods. 
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The third order orthogonal series, ea(t - a l ,  t - 002, t - 003), is given by 
e3( t  -- a l , t  -- 002,t --  003) ---- e l ( t  --  001)el ( t  -- 002)e1(t  -- 003) 
- -  (e l ( t  -- 001)el(t -- 0-2)e1(t -- 0-3)) 
/~ tt 
- E E a32( j1 , j2 ,0 -1 ,002 ,0 -a )e2( t  - j l , t  - j2) 
j l~0  j2m0 
tt 
- -  E a31( j l ,001 ,0 -2 ,003)e l ( t  -- J l )-  (2.4) 
j l  =0  
The coefficients a32 (jx, j2,001, a2,003) and a31 (Jx, 0-1,002,0-3) are determined from the orthogonal i ty 
relationships between the different orders of the orthogonal series. For instance the coefficients 
a31 ( j l ,  0-1,002, 0-3) are determined from the orthogonal ity relation between e3( t  - 001, t - 0-2, t - 0-3) 
and el(t) ,  by mult iplying equation (2.4) by el (t - kl) and applying the expectat ion operator,  we 
obtain 
/t 
(e l ( t  - k l )e l ( t  - 001)e l ( t  - a2)e l ( t  - 03)) = E a31( j l ,001 ,0 -2 ,  a3) (e l ( t  - k l )e l ( t  - j l ) ) ,  (2.5) 
jl =0 
where this equation has been simplified by using the knowledge that  (el(t)) = 0 and (e l ( t  - 
k)e3(t - 001,t - a2 , t  - 003)) = 0. As the values of the delays al  and a2 are fixed, then the 
coefficients a3t ( j l ,001 ,002,0 -a )  can be determined from equation (2.5), which can be solved using 
standard matr ix  methods. Similarly the coefficients aa2 ( j l ,  j2 ,001,  a2 ,  o-a) can be determined using 
the orthogonal i ty relation between ea( t  -0 -1 ,  t -0 -2 , t -  0-3) and e2( t  - 0-1, t -002) .  
In general, the n th order orthogonal series, en( t  - a l , . . . ,  t - o-n), is given by 
en( t -0 -1 , . . . , t -00 ,~)= [ Ie l ( t -0 -d -  e l ( t -a i )  
i=1 i=1  
n- -1  ~u # 
- E " (2. 1 
i=1  j l=0  j~=0 
where the coefficients an(n- i ) ( j l , . . .  , jn ,  a l , . . . ,  an)  can be determined using the fact that  en( t -  
001,..., t - 00n) is orthogonal to e~_ i ( t  - J l , . . . ,  t - jn -~) .  
I t  is worthwhile to consider this process of orthogonalisation for Ganssian stat ionary input x( t )  
because in that  ease the vectors e,~(t - 0 -1 , . . . ,  t - an)  are the Hermite polynomials of order n 
and defined by the covariances coy (x (t + s) ,  x (t)) = c(s )  of the input. The following recursion 
formula is valid 
e l ( t  - gr l )  = x( t  - 001) - (x ( t  - o '1 ) ) ,  e 0 = 1, 
en( t  - a l , .  . . , t  - as )  = en-y ( t  - 001 . . . . .  t - 00~-1)e1( t  - 00~) 
n- -1  
- ~ c (0-n - 00k) e~_2( t  - 0 -1 , . . .  t - 00k-1,  t - 00k+1, . . . ,  t - 0 -~-2) .  
k=l  
In part icular 
e2( t  - gx,t  - g2) = e l ( t  - e l )e l ( t  - g2) - C(gl - g2),  and 
ea( t  - a l ,  t - g2, t - ga) = e l ( t  - g l )e l ( t  - e2)el(t  - aa) - c (el - 0-2) cx( t  - ga) 
- -  C (0" 1 - -  0-3) el( l~ - -  0°2) --  C (003 - -  0-2') e l ( t  - -  001), 
and so on. Further simplification can be achieved for white noise input because its covariance 
structure is always zero but at zero shift c(0) = var(z (t)). 
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3. VOLTERRA KERNEL  EST IMATION 
BY  ORTHOGONAL ISAT ION 
The basic idea is to represent the Volterra kernels in terms of an orthogonal basis, a Hilbert 
space, and then to determine the coefficients of the orthogonal expansion. Consider the orthogonal 
representation [6,7] 
N tt tt 
y( t )=~+E E""  E Hue-(Tl ' ' ' ' 'rn)en(t--Tl ' ' ' ' ' t--rn)'  
n=l  r l=0 rn=0 
(3.1) 
where N is the order and # is the length of the finite memory of the system, n is a constant 
(= (y(t))), and the vectors {en(t-  T1,... ,t -7"n) } denotes a polynomial of order n in {x( t -  
T1),..., x(t --Tn)} , such that the polynomials of different orders are orthogonal, that is 
(em(t - c r l , . . . ,  t - C rm)en( t  - T I , . . . ,  t - -  Tn) )  
= O(m = n)(em(t- a l , . . . , t -  (rm)en(t- T l , . . . , t -  rn)), 
for 0 _< a l  . . . .  , ( rm,T1 , . . .  ,7" n < T - 1. 
The advantage ofthe orthogonal representation is that the time series moments between {em(t- 
T1,..., t--Tin)} mad {y(t)} directly give the unknown orthogonal response functions, Hue.. (T1, • • •, 
rm). This is achieved by the solution of the set of equations formed by multiplying equation (3.1) 
by em(t- al , . . . ,  t -  am) and applying the expectation operator to obtain a time average, so that 
- , t  - o , , , ) (y ( t ) -  < y ( t ) ) ) )  
N tt tt 
= E E "'" E Hue~(Tl' ' ' ' 'rn)(em(t--al' ' ' ' 't--t:rm)en(t--rl ' ' ' ' 't--rn)}" 
n----I ~'1=0 vn=O 
Using the orthogonality properties of the time series data, it can be seen that 
(em(t  - -  c r l ,  • • • ,  t - o . , ) (y ( t ) -  < y ( t ) ) ) )  
/~ tt 
E "" E Huem(rl""'Tm)(em(t-- a l , . . . , t - -  am)era(t-- r l , . . . , t - -  Tin)). 
T 1 ~-0 7"n,L ~0 
Thus, for a given m, a set of simultaneous equations, equal in number to the number of the 
unknown response function values Hyem(vl,... ,Tin), can be formed. These equations can be 
written in matrix form, and solved, for the unknown response function values, using standard 
matrix methods. These will not be directly equal to the response functions, hux, (T1,..., Tn) of 
the basic Volterra representation, but there is a relationship connecting these two sets of response 
functions. 
The disadvantage of this representation is that the orthogonalisation process must be performed 
over the input data set {x(t)}, before the response functions can be calculated, and this process 
is a time-consuming one. 
Note that for stationary Gaussian input 
(e rn( t - -U l , . . . , t - -Um)em(t - -T l , . . . , t - -Tm))  : EC(O ' I  - -T j l ) . . .C (O"  1 - -T im) ,  
m! 
where the summation is taken all over the permutations of rl . . . . .  ~-m- In particular, if all the 
shifts are the same then 
(era(t- a , . . . , t -  a)em(t- T,. . . , t - -  T)) = m!c m (a-- r). 
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4. VOLTERRA KERNEL  EST IMATION 
BY  MOMENT H IERARCHY 
In this section, we briefly describe a technique, recently developed by the authors [8], to 
simultaneously algebraically estimate the Volterra impulse response functions from a mixed order 
system, without recourse to the orthogonalisation approach described above. The starting point 
is again the Volterra series, which states, in general discrete form, 
N /.t D n 
Y(t)-~ E E "'" E hyxn(T1 ..... ")  I]~(t--~')+n(t) ' 
n=l  rx=O 'rn=O i=1 
where N is the order of the system, and n(t) is an additive noise term that is uncorrelated 
with x(t). When x(t) and y(t) are drawn from stochastic sequences, for which the 2 * N th order 
moment exists, we need to consider the statistical properties of the data rather than the data 
itself. If first we consider the second order cross moment between x(t) and y(t) we have that, 
( z ( t  - 
= ~,  ~_~ "" ~ hy~(,1 .... ,r,~) x ( t -a l )  z ( t - r i )  +(x(t -a l )n(t )},  
n=l  "rl =0 "rn=O i=1 
where (. . . /  is the expectation or averaging operator which is performed over time. It can be 
observed that the (x(t - al)n(t)) term is zero for all al if n(t) is uncorrelated with x(t), this will 
also be true for all higher order equations and so this term will be ignored from now. 
Similarly we may consider the third order cross moment between x(t) and y(t), we have that 
- o )x(t - 
= E "'" E hy~(T1,...,rn) x(t--al)x(t--a2) x(t--ri) , 
n=l  7"1=0 "rn=O i=1 
And hence, by inspection, we may write the (r + 1) th order term as, 
( x ( t  - . . . - 
= ~ "" h~(r l , . . . , rn )  x ( t -a l ) . . . x ( t -a~)  x(t-r~) . 
n=l  r l=O -r~=O i= I  
These equations, up to (N + 1) order form a set of simultaneous equations as ai varies between 0
and #, from which we can estimate the unknown Volterra impulse response function values, 
hyx~ (T I , . . . ,  Tn). If we now explicitly consider the third order case of the Volterra series, we have 
that, 
y(t) : E hyx(T1)X(t-- T1) + E E hYX2(TI'T2)X(t-- T1)x(t-- T2) 
, r l=0  .r'l ~0  ,,r2 =0 
tt p, tt 
-~ E E E hYX3(TI'T2'T3)X(t-- T1)X(~;-- T2)X(t-- T3)" 
- r l=0  r2=0 r3~0 
We have, using the formalism [8] briefly described in this section, a set of simultaneous moment 
equations which when solved, using standard matrix methods, yield the unknown Volterra kernel 
CAI'f~A 33:4-B 
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wlues. 
(x(t  - a l )y ( t ) )  = E hux(r l )<x(t  - a l )x ( t  - T1)) 
t t  t t  
+ ~ ~ h~,(~l,-2)<=(t - ~l)~(t - ~)~( t  - ~1> 
~'i=0 "r2----O 
-~- E E E hYza(TI'T2'T3)<x(t -- f f l )X ( t  --  T1)x(t -- T2)X(t -- T3)) ,  
7"1=0 v2=O r3----O 
<X(t --  f f l )X ( t  --  O '2)y(t ) )  = E h~=(T1)(x(t - al)x(t - au)x(t - T1)) 
r l=O 
D 
+ ~ ~ h~, (~l ,  ~21<~(t - a l l~(t  - o~)~(t - ~,)=(t - ~1) 
~'1=0 r2~0 
tt tt tt 
-t- E E E hY xa(~'l'~-2'T3)(x(t - Crl )X(t  - a2)x ( t  - T1)x(t -- T2)x( t  -- T3)) ,  
r l=O T2----O ~'3=0 
(x(t  - a l )x ( t  - a2)x( t  - a3)y( t ) )  = E hyx(r l )<x(t  - a l )x ( t  - a2)x( t  - a3)x( t  - T1)) 
T1 =0 
D lz 
-~- E E hY z2(r l '  r2) (x( t  - al)x(t  - a2)x( t  - aa)x(t - T1)x(t -- T2)) 
r l  =0 T2 =0 
t t t t t~ 
-~- E E E hY xa(Tl'r2'T3)<x(t - ( r l )X ( t  - ~72)x(t  - c3)x ( t  - T1)x(t - T2)x(t -- T3)). 
r l=0  ~-2=0 ~-a=0 
Thus, we have a set of simultaneous equations in the unknown response function values, which 
can be solved using standard matrix methods. 
5. RELATIONSHIP  BETWEEN RESPONSE FUNCTIONS 
As the orthogonalised Volterra series expansion is given by 
N I.L ~ 
y(t) = c+ ~ ~ ... ~ It~.(rl,...,r, Oe,Jt-rl,...,t-rn), 
n=l  "~=0 r.=O 
where c is a constant and is equal to the mean value of the output series {y(t)} and the orthog- 
onalised input series given by 
en( t -a l , . . . , t  -~)  = e l ( t  - ai) - e l ( t  -a i )  
i= l  
n - -1  ~ I~ 
-- E E "" E an(n-i)(jl,...,jn, oh,...,an)en-i(t-- j i , . . . , t  -- jn-i), 
i=1 j l=O j .=O 
where e l ( t  - al)  = x( t  - al)  - (x(t  - al)} and the usual form of the Volterra series expansion is 
N ~ ~ n 
E E E ,.o) II 
n=l  "rl=O 'r.=O i=l  
then it is clear that the two forms of the N th order Volterra kernel functions are related by 
HyeN (V l , . . . ,  TN ) = h~xN (T1,. . . ,  TN). 
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However, for lower order orthogonalised Volterra kernel functions there will be a contribution from 
the higher order orthogonalised Volterra kernels in the relationship connecting the orthogonalised 
and nonorthogonalised Volterra kernels. Substituting for en( t -a l , . . . ,  t -an)  from equation (2.6) 
in equation (3.1) gives 
y(t) = c + ~ "'" Hyen (T1 , . . . ,  "In) e l ( t  -- gri) -- e I (t -- (7i) 
n=l  rl=O r~=0 i=1 
n -1  /~ Iz \ 
-- ~ ~-~' ' "  ~ an(n - i ) ( J l , ' " , Jn ,• l ,  ' ' ' , f fn )en- i ( t - j i , . . . , t - jn - i ) ) .  
i=1 j l=0  jn=O 
Replacing the em(t - j l , . . .  ,t - jm) terms in this equation with terms in I-Ii~__l z(t  - ri), we can 
then compare the coefficients of equivalent powers of I-I~__~ x(t - r~). Consider specifically the 
third order case (i.e., the N = 3 case) then we have that 
hy~(n ,  r2, ra) = Hyes(Tl, r2, v3), 
lz D P 
k i=0 k2=0 ka=0 
Iz Iz 
hyx(rl) = H~(r l )  - ~ ~ a2~(n,k~,k2)Hy~,(kl,k2) 
kl----O k2=O 
-E  Z 
k l=0 k2=0 ks=0 
E E Z 
j~=O j~=O ka=O k~=O ka=O 
These relationships will be used to demonstrate that the two forms of the Volterra kernel esti- 
mated in the numerical examples ection of this paper are equivalent, and hence, the advantages 
of the nonorthogonalised approach over the orthogonalised approach will be discussed. 
6. NUMERICAL  EXAMPLES 
In this section, the results from both approaches, that is the approaches using the original 
generated and the orthogonalised time series data, from two numerical experiments, where the 
properties of the system are known, are presented. These numerical experiments are used to 
demonstrate that both approaches are able to estimate the Volterra kernels of a mixed first, 
second, and third order system, in the presence of additive noise to a high degree of accuracy. A 
numerical experiment is used so that the accuracy and range of appropriate use of each of the 
approaches the estimation of the impulse response functions of a nonlinear system can be assessed, 
through the comparison of the estimated and known response functions. This comparison will 
be performed on the basis of two statistical metrics, the root mean square and absolute mean 
differences between the known and estimated impulse response functions, where the root mean 
square difference, for the n th order response function, is given by, 
rmsn = (# + 1) n .." ~ (hyx~ ( r l , . . . ,  T,~) -- gVx~ (rl . . . .  , r~)) 2 , (6.1) 
rl ~0 To ~0 
and the absolute mean difference by, 
abs diffn - (#+ 1)~ ~ ...  ~ Ih~(~l , . . . , '~) -g~( ' l , . . . ,~n) l .  (6.2) 
T1 ~0 T n ~0 
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These two statistical metrics will demonstrate, whether or not, the approaches can correctly 
estimate the known response functions to a high degree of accuracy. From this we may also state 
whether the use of an orthogonalisation procedure is necessary in the estimation of the impulse 
response functions of a mixed order nonlinear system. 
In the first example, the known first, second, and third order impulse response functions are 
given by, 
g~(rl) = e -0"4r l ,  
g~(rl, r2) = 5.0 * e -°'3n * e -°'3~'2 , (6.3) 
gyxxx( r l ,  T2, 7"3) = e-O. l r l  , e--0.1r2 , e -0.1r3 " 
The input to this system in the two numerical experiments are, in the first case, drawn from a 
white noise sequence, while in the second, a white noise sequence was convolved with a known 
function, to generate a nonwhite noise distribution, before being used as the input data. The 
output data was generated using equation (1), with this input data and the known response 
functions given by equation (6.3), and the addition of a zero mean white noise sequence with an 
absolute mean of approximately 1% of the convolved signal, to represent either the effect of an 
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Figure 1. A sample of the white noise input data. 
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Figure 2. A sample  of the  output  t ime series. 
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The analysis is performed using 1000 points of time series data, and a maximum time delay 
of 10, i.e., # = 10. [Note the area/volume under the n th order response function is given by 
~--]~r,=0 " "" Y':~, =o hyx- ( r l , . . . ,  rn)]. 
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Figure 1 shows a sample of the white noise employed as the input data in the first numerical 
experiment. Figure 2 shows the corresponding sequence of the generated output data. Table 1 
presents the results of the analyses employing the two approaches described. 
Table 1. Results from the numerical experiment using white noise input data 
Order 
Ist 
2nd 
3rd 
Estimated 
Area/Vol. 
Theoretical 
Area/Vol. 
RMS 
difference 
Absolute mean 
difference 
Approach 
Moment 2.992 2.996 1.751 × 10 -3 1.362 × 10 -3 
Orthogonal 3.061 7.874 x 10 -3 5.922 × 10 -3 
Moment 69.052 69.042 8.380 x 10 -a  6.539 x 10 -4 
Orthogonal 68.102 8.598 x 10 -3 -7.771 x 10 -3 
Moment -344.524 -344.532 1.334 x 10 -3 9.201 × 10 -4 
Orthogonal -344.527 1.328 x 10 -3 4.111 × 10 -6 
The RMS and absolute mean differences of the order of 10 -3 demonstrate the ability and 
accuracy of both approaches to correctly estimate the response functions of third order nonlinear 
system in the presence of additive noise, with white noise input data. 
In the second numerical experiment, he input data, a sample is shown in Figure 3, was drawn 
from a nonwhite noise distribution, which was generated from a white noise sequence {r(t)} where 
x( t )  = r ( t )  + 0.9 * r(t - 1) + 0.75. r ( t  - 2) + 0.5.  r ( t  - 3) + 0.25 * r ( t  - 4) 
- 0.2.  r ( t  - 5) - 0.1 * r ( t  - 6) - 0 .5.  r ( t  - 7) + 0.05. r ( t  - 8). 
1.2 
0.8 
0.0 
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-0.8 
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1 i ] 
400 450 500 550 
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Figure 3. A sample of the nonwhite noise input data. 
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Figure 4 shows the corresponding sequence of the generated output data. Table 2 presents the 
results of the analyses employing the two approaches described. 
Table 2. Results from the numerical experiment using nonwhite noise input data 
Order 
ISt 
2 nd 
3rd 
Approach 
Moment 
Orthogonal 
Estimated 
Area/Vol. 
2.994 
3.241 
Moment 69.042 
Orthogonal 65.570 
Moment -344.527 
Orthogonal -344.522 
Theoretical 
Area/Vol. 
2.996 
RMS 
difference 
1.307 × 10 -3 
2.929 x 10 -2 
Absolute mean 
difference 
1.000 x 10 -3 
2.231 x 10 -2 
69.042 1.537 x 10 -3 1.239 x 10 -3 
3.159 x 10 -2 -2.870 × 10 -2 
--344.532 2.893 x 10 -3 2.041 x 10 -3 
1.434 x 10 -2 7.893 x 10 -6 
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Figure 4. A sample of the output ime series. 
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Again, the RMS and absolute mean differences of the order of 10 -3 demonstrate he abil ity and 
accuracy of both approaches to correctly estimate the response functions of third order nonl inear 
system in the presence of additive noise, with nonwhite noise input  data. 
Tables 1 and 2 demonstrate hat  the use of an orthogonalisation procedure to separate out the 
varying orders of response function is unnecessary in this case. 
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