Abstract. First, we present a method to obtain upper bounds on covering numbers. As applications of this method, we reprove and generalize results of Rogers on economically covering Euclidean n-space (resp. the sphere) with translates (resp. rotated copies) of a (spherically) convex body, or more generally, any measurable set. Using the same method, we sharpen an estimate by Artstein-Avidan and Slomka on covering a bounded set by translates of another.
Introduction
Given two sets K and L in R n (resp. S n ), and we want to cover K by as few translates (resp. rotated copies) of L as possible. Upper bounds for these kind of covering problems are often obtained by probabilistic methods, ie., by taking randomly chosen copies of L. We present a method that relies on an algorithmic result of Lovász, and yields proofs that are simple, non-probabilistic and quite uniform through different geometric settings.
Next, we consider the illumination problem: covering a convex body by translates of its interior. We show that arbitrarily close to the Euclidean ball, there is a centrally symmetric convex body of illumination number exponentially large in the dimension. We use a probabilistic argument to obtain this body. Note that lower bounds for the illumination problem have not been obtained by probabilistic arguments in the past.
In the first part of the paper, we will use a theorem of Lovász (Lemma 3.2) to obtain upper bounds for covering numbers in certain geometric settings.
For two Borel measurable sets K and L in R n , let N (K, L) denote the translative covering number of K by L ie. the minimum number of translates of L that cover K. Definition 1.1. Let K and L be bounded Borel measurable sets in R n . A fractional covering of K by translates of L is a Borel measure µ on R n with µ(x − L) ≥ 1 for all x ∈ K. The fractional covering number of K by translates of L is N * (K, L) = inf {µ(R n ) : µ is a fractional covering of K by translates of L} .
Theorem 1.2. Let K and L be bounded Borel measurable sets in R n and let Λ ⊂ R n be a finite δ-net of K with respect to L (ie. K ⊆ δL + Λ). Then If Λ ⊂ K then we have
For a set K ⊂ R n and δ > 0, we denote the δ-inner parallel body of K by K −δ = {x ∈ K : B(x, δ) ⊆ K}, where B(x, δ) denotes the Euclidean ball of radius δ centered at x. As an application of Theorem 1.2, we will obtain Theorem 1.3. Let K ⊆ R n be a bounded measurable set. Then there is a covering of R n by translated copies of K of density at most
The δ-inner parallel body could be defined with respect to a norm that is distinct from the Euclidean. As is easily seen from the proof, the theorem would still hold. Now, we turn to coverings on the sphere. We denote the Haar probability measure on S n ⊂ R n+1 by σ, the closed spherical cap of spherical radius ϕ centered at u ∈ S n by C(u, ϕ), and its measure by Ω(ϕ) = σ(C(u, ϕ)). For a set K ⊂ S n and δ > 0, we denote the δ-inner parallel body of K by
A set K ⊂ S n is called spherically convex, if it is contained in an open hemisphere and for any two of its points, it contains the shorter great circular arc connecting them.
The spherical circumradius of a subset of an open hemisphere of S n is the spherical radius of the smallest spherical cap (the circum-cap) that contains the set. Theorem 1.4. Let K ⊆ S n be a measurable set. Then there is a covering of S n by rotated copies of K of density at most
Corollary 1.5. Let K ⊆ S n be a spherically convex set of spherical circumradius ρ. Then there is a covering of S n by rotated copies of K of density at most
We prove these results in section 4.
In the second part of the paper, we consider a specific covering problemillumination-and prove a lower bound. Let K be a convex body in R n . A direction u ∈ S n−1 is said to illuminate K at a boundary point b ∈ bd K if the ray {b + λu : λ > 0} intersects the interior of K. The illumination number, i(K), of K is defined as the minimum number of directions that illuminate each boundary point of K. It is known that i(K) = N (K, int K). It is also know that any smooth convex body (ie. a convex body with a unique support hyperplane at each boundary point) in R n is illuminated by n + 1 directions. For more background on the illumination problem, see [Bez06, Bez10, BMP05, MS99] . Theorem 1.6. Let D > 1 be given. Then there is a c > 1 such that for any dimension n, there is an o-symmetric convex body K in R n , at Banach-Mazur distance at most D from the Euclidean ball, with illumination number
In the case when α := arcsin(1/D) > 1, we can take c n = 1 36Ω(α) . By considering estimates on Ω (see Lemma 3.3), we notice that c is approximately D when D is close to one. The following result shows that this estimate for c is sharp.
where α = arcsin(1/D).
The illumination parameter, introduced by K. Bezdek [Bez06] is
The vertex index of an origin-symmetric convex body K, introduced by K. Bezdek and Litvak [BL07] is defined as
Clearly, ill(K) ≥ vein(K) for any centrally symmetric body K, and they are equal for smooth bodies. It is shown in [BL07] that vein(B(o, 1)) is of order n 3/2 (see also [GL12] ). Our K is at a constant Banach-Mazur distance from B(o, 1), and thus we have that vein(K) is of order n 3/2 , while ill(K) ≥ i(K) is exponentially large. Thus, Theorem 1.6 implies that ill(K) and vein(K) are very far from each other for some K.
We prove Theorems 1.6 and 1.7 in Seciton 5.
History
An important point in the theory of coverings in geometry is the following theorem of Rogers [Rog57] . For a definition of the covering density, cf. [Rog64] .
Theorem 2.1 (Rogers, [Rog57] ). Let K be a bounded convex set in R n with nonempty interior. Then the covering density of K is at most
Earlier, exponential upper bounds for the covering density were obtained by Rogers, Bambah and Roth, and for the special case of the Euclidean ball by Davenport and Watson (cf. [Rog57] for references). The current best bound is due to G. Fejes Tóth [FT09] , who replaced the last term 5n by n + o(n).
We will obtain Theorem 2.1 as a corollary to our more general Theorem 1.3. Another classical example of a geometric covering problem is the following. Estimate the minimum number of spherical caps of radius ϕ needed to cover the sphere S n in R n+1 .
Theorem 2.2 (Böröczky Jr. and Wintsche, [BW03] ). Let 0 < ϕ < π 2 . Then there is a covering of S n by spherical caps of radius ϕ with density at most n ln n + n ln ln n + 5n.
This estimate was proved in [BW03] improving an earlier result of Rogers [Rog63] . The current best bound is better when ϕ < π 3 : Dumer [Dum07] gave a covering in this case of density at most n ln n 2 . We will obtain Theorem 2.2 as a corollary to our more general Theorem 1.4. The fractional version of N (K, int K) (see Definition 3.1) first appeared in [Nas09] and in general for N (K, L) in [AAR11] and [AAS13] .
A result very similar to our Theorem 1.2 appeared as Theorem 1.6 in the paper [AAS13] by Artstein-Avidan and Slomka. The main differences are the following. Quantitatively, our result is somewhat stronger by having max card(. . . ) in the logarithm as opposed to card Λ. This allows us to obtain Theorems 2.1 and 1.3 as corollaries to Theorem 1.2. Furthermore, we have no minor term of order ln(card Λ)(N * + 1). The method of the proof in [AAS13] consist of two parts. One is to reduce the problem to a finite covering problem by replacing K by a sufficiently dense finite set (a δ-net). Next, a probabilistic argument is used to solve the finite covering problem. A similar route is followed in [FK08] where a variant of Theorem 2.1 (previously obtained in [ER61] ) is proved (using Lovász's Local Lemma) according to which such low density covering of R n by translates of K exists with the additional requirement that no point is covered too many times. An even earlier appearance of this method in the context of illumination (see definition bellow) can be found in [Sch88] . A major contribution of [AAS13] is that they used this method to bridge the gap between N and N * , that is, they noticed that the method works with any measure, not just the volume.
We also use the first part of the method (taking a δ-net), but then replace the second (probabilistic) part by a simple application of Lemma 3.2.
Preliminaries
We start with introducing some combinatorial notions.
Definition 3.1. Let Y be a set, F a family of subsets of Y and X ⊆ Y . A covering of X by F is a subset of F whose union contains X. The covering number τ (X, F ) of X by F is the minimum cardinality of its coverings by F .
A fractional covering of X by F is a measure µ on F with
The fractional covering number of F is τ * (X, F ) = inf {µ(F ) : µ is a fractional covering of X by F } .
When a group G acts on Y and F is the set {g(A) : g ∈ G} for some fixed subset A of Y , we will identify F ∈ F with {g ∈ G : g(A) = F } ⊆ G and thus, we will call a measure µ on G a fractional covering of X by G if
For more on (fractional) coverings, cf. [Für88] in the abstract (combinatorial) setting and [Mat02] in the geometric setting.
The gap between τ and τ * is bounded in the case of finite set families (hypergraphs) by the following result of Lovász [Lov75] .
Lemma 3.2 (Lovász, [Lov75] ). For any finite Λ and H ⊆ 2 Λ we have
Furthermore, the greedy algorithm (always picking the set that covers the most number of uncovered points) yields a covering of cardinality less than the right hand side in (5).
We will rely heavily on the following estimates of Ω by Böröczky and Wintsche [BW03] .
The following is known as Jordan's inequality:
Proofs of the upper bounds
All of our upper bounds on covering numbers/density rely on the following straightforward corollary to Lemma 3.2. 
4.1. Proof of the covering results in R n . We present these proofs in the order of their difficulty. In this way, ideas and technicalities are -perhaps-easier to separate.
Proof of Theorem 1.2. The proof is simply a substitution into (10). We take
One can take U = K − δL as any member of Λ not in K − δL could be dropped from Λ and Λ would still remain a δ-net of K with respect to L. That proves (1). To prove (2), we notice that in the case when Λ ⊂ K, one can take U = K.
Proof of Theorem 1.3. Let C denote the cube C = [−a, a] n , where a > 0 is large. Our goal is to cover C by translates of K economically. Fix δ > 0, and let Λ ⊂ R n be a finite set such that Λ+B(o, δ/2) is a saturated (ie. maximal) packing of B(o, δ/2) in C + B(o, δ/2). Thus, by the maximality, we have that Λ is a δ-net of C with respect to the Euclidean distance, ie. Λ + B(o, δ) ⊇ C.
By considering volume, for any x ∈ R n we have
.
Let ε > 0 be fixed. Clearly, if a is sufficiently large then
By (1), (11) and (12) we have
Finally, θ(K) ≤ N (C, K) vol(K)/ vol(C) yields the promised bound.
Proof of Theorem 2.1. Let C denote the cube C = [−a, a] n , where a > 0 is large. Our goal is to cover C by translates of K economically. First, consider the case when K = −K. Let δ > 0 be fixed (to be chosen later) and let Λ ⊂ R n be a finite set such that Λ + δ 2 K is a saturated (ie. maximal) packing of δ 2 K in C − δ 2 K. Thus, by the maximality, we have that Λ is a δ-net of C with respect to K, ie. Λ + δK ⊇ C. By considering volume, for any x ∈ R n we have
By (1), (14) and (15) we have
On the other hand,
We choose δ = 1 2n ln n , and the following standard computation
yields the desired bound (as ε can be taken arbitrarily close to 0).
Next, consider the general case, that is when K is not necessarily symmetric about the origin. We need to make the following modifications. By [Ste56] , by replacing K with a proper translate of itself, we may assume that vol(K ∩ −K) ≥ vol K 2 n . We define Λ as a saturated packing of translates of (14), we now have
for any x ∈ R n . Rolling this change through the proof, at the end in place of (17), we obtain
which, however, is still less than (1+ε) (n ln n + n ln ln n + 5n) with the same choice of δ = 1 2n ln n . 4.2. Proof of the spherical results.
Proof of Theorem 1.4. Let Λ be the set of centers of a saturated (ie. maximal) packing of caps of radius δ/2. Clearly, Λ is a δ-net of S n , and thus, if we cover Λ by rotated copies of radius K −δ , then the same rotations yield a covering of S n by copies of K.
Letσ denote the probability Haar measure on SO(n + 1). Let H ⊂ S n be a measurable set, and denote the family of rotated copies of H by F (H) = {AH : A ∈ SO(n + 1)}. Recall that for any fixed u ∈ S n we havē σ({A ∈ SO(n + 1) : u ∈ AH}) =σ({A ∈ SO(n + 1) :
It follows that the measureσ σ(H) on SO(n + 1) is a fractional cover of S n by F (H) and thus, τ Thus by (10) , we obtain the following for the density of a covering by rotated images of K:
Since it holds for any δ > 0, the theorem follows.
Proof of Theorem 2.2. We will apply Theorem 1.4 with K being a cap of spherical radius ϕ. We set δ = ηϕ, where η will be specified later. By Theorem 1.4 and (8), we obtain for the density of a covering of S n by caps of radius ϕ:
We choose η = 1 2n ln n , and the same computation as in (18) yields the desired bound.
Proof of Corollary 1.5. We set δ = κρ. First, observe that the measure of the beltlike region K \ K −δ at the boundary of K is at most as large as the measure of the belt-like region C(v, ρ) \ C(c, ρ − δ) at the boundary of the circum-cap C(v, ρ) of K.
Next, combine ln
with (8) and (9) to obtain the statement.
Construction of a Spiky Ball
Proof of Theorem 1.6. We work in R n+1 instead of R n to obtain slightly simpler formulas. We describe a probabilistic construction of K ⊂ R n+1 which is close to the Euclidean ball and has a large illumination number.
We use the standard notation [N ] for the set {1, . . . , N }. Let N be a fixed integer, to be given later. We pick N points, X 1 , . . . , X N independently and uniformly with respect to the Haar probability measure σ on the Euclidean unit sphere S n of R n+1 . Let
Clearly, K is o-symmetric and is D-close to the Euclidean ball in the BanachMazur distance. We may assume that 1 < D < √ 2. Let
We define two 'bad' events, E 1 and E 2 . Let E 1 be the event that there are i = j ∈ [N ] with ∢(X i , X j ) < π − 2α or ∢(−X i , X j ) < π − 2α. We observe that if E 1 does not occur then for all i ∈ [N ] we have (24) the set of directions that illuminate K at X i is the spherical cap centered at −X i of spherical radius α. We want to prove that with non-zero probability, no point of S n belongs to too many of these caps. Thus, to illuminate K at each of the X i s, we will need many directions.
Let T ∈ Z + be fixed, to be specified later. Let E 2 be the event that there is a direction u ∈ S n with card C(u, α)
Observe that if neither E 1 nor E 2 occur then i(K) ≥ 2N/T . However, it is difficult to bound the probability of E 2 . Thus, we will replace E 2 by a "more finite" condition E ′ 2 as follows. We fix a δ > 0, and choose a δ-net Λ of S n . Denote 2Ω(α + δ) by p. Let Θ > 1 be fixed, and set T = N Θp. We define the event E ′ 2 as follows: there is a direction v ∈ Λ with card C(v, α + δ) ∩ {±X i : i ∈ [N ]} > N Θp. Clearly, if E 2 occurs then so does E ′ 2 . Thus, we have (25) (not(E 1 ) and not(E ′ 2 )) implies i(K) ≥ 2/(Θp). Now, we need to set our parameters such that the event (not(E 1 ) and not(E ′ 2 )) is of positive probability and 2/(Θp) is exponentially large in the dimension.
Clearly,
By Theorem 2.2, there is a δ-net Λ of S n of cardinality at most card Λ ≤ n 2 / sin n (δ). For a fixed v ∈ Λ, the probability that v is contained in more than N Θp caps of the form C(±X i , α + δ) (ie. the number of ±X i s that C(v, α + δ) contains is more than N Θp) is P(ξ > N Θp) where ξ is a binomial random variable of distribution Binom(N, p); we recall that p = 2Ω(α + δ). Thus,
By a Chernoff-type inequality, (cf. p. 64 of [MU05] ),
provided that Θ ≥ 6. Combining (25) , (26), (27) and (28), we obtain the following. If there is a c > 1 (independent of n) such that there are N ∈ Z + , δ > 0 and Θ ≥ 6 (all three depending on n) such that for all sufficiently large n we have
, and (29)
then there is a K ⊂ R n+1 o-symmetric convex body with i(K) ≥ 2c n . In fact, in this case our construction yields such a K with probability at least a half. Now, (30) holds if ΘN p > 2n log 2 1 sin δ . Thus, such integer N exists if
That is, by (31), we need .
By (9) we can replace (32) by the following stronger inequality:
(34) c n ≤ 1 24n(Ω(π − 2α)) 1/2 log 2 (1/δ) , .
This finishes the proof of Theorem 1.6.
Remark 5.1. The body K is not a polytope. However, the construction can easily be modified to obtain a polytope. One simply replaces the ball of radius 1/D by a sufficiently dense finite subset A of this ball in the definition of K: K = conv({±X i : i ∈ [N ]} ∪ A).
Remark 5.2. We proved that the construction yields a desired body with probability at least half. As it is often the case with probabilistic constructions, by slightly decreasing c, we can obtain probability that tends to 1 exponentially in the dimension. That is, by taking a c ′ < c, we get that there is a κ < 1 such that the construction yields a body of illumination number at least c ′n with probability at least 1 − κ n .
Proof of Theorem 1.7. The theorem follows form Theorem 2.2 and [BK09] , but for the sake of completeness, we sketch a proof here. Since B(o, 1) ⊂ K ⊂ DB(o, 1), it follows that for any boundary point b of K, the set of directions (as a subset of S n−1 ) that illuminate K at b contains a spherical cap of radius α. Thus, if we find a subset A of S n−1 that pierces each such cap, then A illuminates K. However, finding such A is equivalent to finding a covering of S n−1 by caps of radius α. Such a covering of the desired cardinality exists by Theorem 2.2.
