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ABSTRACT 
One of the major impediments in the way of the 
realization of hydrogen economy is the storage of hydrogen 
gas. This involves both the storage for stationary 
applications as well as that of storage onboard vehicles 
for transportation applications. For obvious reasons, the 
system targets for the automotive applications are more 
stringent. There are many approaches which are still being 
researched for the storage of hydrogen for vehicular 
applications. Among them are the high pressure storage of 
hydrogen gas and the storing of liquid hydrogen in super 
insulated cryogenic cylinders. While both of them have been 
demonstrated practically, the high stakes of their 
respective shortcomings is hindering the wide spread 
application of these methods. Thus different solid state 
storage materials are being looked upon as promising 
solutions. Metal hydrides are a class of solid state 
hydrogen storage materials which are formed by the reaction 
of metals or their alloys with hydrogen. These materials 
have very good gravimetric storage densities, but are very 
iii 
iv 
stable thermodynamically to desorp hydrogen at room 
temperatures. Research is going on to improve the 
thermodynamics and the reaction kinetics of different metal 
hydrides. 
This dissertation tries to address the problem of high 
thermodynamic stability of the existing metal hydrides in 
two ways. First, a novel carbon based lithium material is 
proposed as a viable storage option based on its promising 
thermodynamic heat of formation. Pure beryllium (Be) 
clusters and the carbon-beryllium (C-Be) clusters are 
studied in detail using the Density Functional Theory (DFT) 
computational methods. Their interactions with hydrogen 
molecule are further studied. The results of these 
calculations indicate that hydrogen is more strongly 
physisorbed to the beryllium atom in the C-Be cluster, 
rather than to a carbon atom. After these initial studies, 
we calculated the geometries and the energies of more than 
100 different carbon based lithium materials with varying 
amounts of hydrogen. A detailed analysis of the heats of 
reactions of these materials using different reaction 
schemes is performed and based on the promising 
thermodynamic and gravimetric storage density, LiC4Be2Hs is 
divulged as a promising novel carbon based lithium 
material. 
V 
In the later part, this dissertation performs a 
detailed study on the effect of carbon when it is used as a 
dopant in four different well known complex hydrides, 
lithium beryllium hydride (Li2BeH4) , lithium borohydride 
(LiBH4) , lithium aluminum hydride (LiAlH4) and sodium 
borohydride (NaBH4) . Initially, the unit cells of the 
crystal structure are fully resolved using the plane-wave 
pseudopotential implementation of DFT. The supercells of 
each of these are then constructed and optimized. Varying 
amounts of carbon is introduced as impurity in these 
crystals in different sites such as the top, subsurface and 
the bulk of the crystal lattice. Using the electronic 
structure calculations, it is established that (i) C-Be-H, 
C-B-H or C-Al-H compounds are formed respectively in the 
cases of Li2BeH4, LiBH4 and LiAlH4 when carbon is doped in 
them (ii) and carbon dopant causes a decrease in the bond 
strengths of Be-H, B-H and Al-H in respective cases. This 
reduction in the bond strengths combined with the fact that 
there is a decrease in the ionic interaction between the 
cation and the anionic hydride units of these complex 
hydrides causes a destabilization effect. 
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CHAPTER 1 
INTRODUCTION 
Hydrogen is believed to be a fuel that could resolve 
all of the issues that we are struggling with due to the 
present layout of the energy demand and consumption 
associated with the fossil fuel based economy [1-3]. One of 
the reasons for this inclination towards Hydrogen, as 
senator Tom Harkin mentions in his foreword for Peter 
Hoffman's book on Hydrogen energy, is that "solar, wind and 
most other renewable energy sources are intermittent and 
regional." [4] The other reason for a prejudice towards 
hydrogen among the alternative sources of energy is that it 
is "arguably the most commercially viable option."[3] Thus 
the interest among the experts in an economy which is 
driven by hydrogen as a primary energy carrier, rather than 
oil has been on a constant rise in the last couple of 
decades. In this introductory chapter we talk about this 
alternative approach to the generation of energy. We 
present the definition and the details of hydrogen economy. 
We discuss the problems posed by the storage of hydrogen 
1 
2 
onboard vehicles so that it can be used as a fuel for the 
transportation applications. The subsequent sections in 
this chapter are arranged as follows. Section 1.1 presents 
the definition of the hydrogen economy. Section 1.1.1 
describes the merits of hydrogen as a fuel and presents the 
problems involved in its real world application. Section 
1.1.2 and its subsections, in considerable detail broach 
upon one of the problems involved with the hydrogen 
economy, which is its storage on board vehicles for 
automotive applications. This is the main application 
targeted by this work. Sections 1.1.2.1 and 1.1.2.2 discuss 
briefly the gaseous and liquid storage of hydrogen. Section 
1.1.2.3 and its subsections discuss the various solid state 
storage techniques being researched. Section 1.2 addresses 
the need for the use of atomistic calculations in the 
design of novel storage materials. Section 1.3 discusses 
the organization of remaining chapters in this 
dissertation. 
1.1 Hydrogen Economy 
Hydrogen economy [1-25] is defined as "the industrial 
system in which one of the universal energy carriers is 
hydrogen." [5] It has to be clearly assimilated at this 
point, that hydrogen is merely an energy carrier [6] (and 
3 
not an energy source) just like electricity is a carrier of 
energy and not a source [3] . One obvious implication of 
hydrogen being an energy carrier (and not source) is the 
fact that it needs to be produced from other energy 
sources. Hydrogen can be produced from a range of different 
alternative sources like gasoline, natural gas, methane, 
solar, etc. Thus the usage of hydrogen as energy carrier is 
expected to be only as clean (environmentally) as the 
source used to produce it. 
As with any other fuel, even hydrogen fuel has 
combustible properties and it has to be handled with due 
care. But in comparison with contemporary fuels like 
natural gas, gasoline and methane, in some respects 
hydrogen is safer [7]. Physicist Amory Lovins, cofounder 
and CEO of Rocky Mountain Institute, in his report on 
twenty hydrogen myths [8] says while talking about the 
myths about the hydrogen safety that "hydrogen is generally 
as safe as natural gas or LPG, and is arguably inherently 
safer than gasoline." [8] This is demonstrated by the fact 
that, due to its extremely buoyant properties (hydrogen is 
14.4 times lighter than air and natural gas is only 1.7 
times lighter than air), hydrogen diffuses quickly and it 
is rather difficult to build up sufficient concentration of 
hydrogen for it to be flammable. Hydrogen is quite 
4 
difficult to detonate in air and even when hydrogen gas is 
leaked, it is far more likely to burn than to explode [8] . 
It is worthy here to note the 1994 study conducted by the 
researchers at the Sandia National Laboratories on the 
hydrogen vehicle safety report that states "there is 
abundant evidence that hydrogen can be handled safely, if 
its unique properties - sometimes better, sometimes worse 
and sometimes just different from other fuels - are 
respected."[7] 
1.1.1 Hydrogen as a Fuel 
Hydrogen is the first and the lightest element of the 
periodic table. It is a colorless, odorless gas and in 
terms of the abundance of availability, it is the most 
abundantly available element in nature [3,9] and it 
accounts for around 75% of the universe mass [1,10]. Most 
of this hydrogen does not occur freely in the nature, but 
it is found in combination with other elements like carbon, 
oxygen and nitrogen. To be able to use hydrogen as a fuel, 
it needs to be split from these other elements. The 
calorific value of a fuel is the yardstick used to measure 
the efficiency of a fuel. This is defined as the amount of 
heat produced by the combustion of fuel at the standard 
condition of temperature and pressure (STP) which are in 
IUPAC's standards, a temperature of 0°C and an absolute 
5 
pressure of 100 kPa. Hydrogen gas has the highest calorific 
value of 150 kJ/g among all the fuels (compared to the 
values of 33 kJ/g for charcoal, 50 kJ/g for petrol, 55 kJ/g 
for methane) [11]. The way in which hydrogen is envisaged 
to be used as a fuel, particularly for transportation 
applications is, by employing an internal combustion engine 
which can burn hydrogen directly [12] or a hydrogen fuel 
cell [3,13]. Of these two alternatives, a clear bent of 
experts is towards the generation of electricity using a 
hydrogen fuel cell. Fuel cell is an electrochemical device 
that in principle operates like a battery. It combines 
hydrogen with oxygen to form water (as a byproduct) and in 
this process creates usable electricity power. Therefore, 
it would not be inappropriate to say that hydrogen when 
used as a fuel is perfectly clean on environment as it only 
produces completely unharmful water as the byproduct. 
1.1.2 Hydrogen Storage 
Storage of hydrogen is the primary subject that is 
attempted to be addressed in this dissertation. This is a 
highly vibrant research field with innovative ideas and 
techniques being proposed by different researchers at 
regular intervals. The applications in which hydrogen can 
be used as a fuel and which might require the need for its 
storage can be very broadly classified into a stationary 
6 
application or a transportation/non-stationary application 
[14]. The instances for the stationary type of applications 
are the cooling and heating of our houses and the examples 
of non stationary applications are the driving of our cars, 
trucks and vehicles. These applications have completely 
different sets of requirements with a much more rigorous 
set of demands for the transportation applications. This 
can be expected because for transportation, the hydrogen 
storage must comply within particular size limits, operate 
near room temperature and pressure conditions, and supply 
hydrogen for a drive range of 300 miles [14]. The term 
^hydrogen storage' in this project and whenever mentioned 
subsequently in this report is used to imply the meaning 
^hydrogen storage for transportation applications'. The 
United States Department of Energy (DOE) [14] has set 
certain criterion, known as ^system targets' to be 
satisfied within different time frames for the successful 
storage material. These are summarized in the Table 1.1-A. 
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Storage system cost 
Refueling rate 
2010 
0.060 kg H2/kg 
0.045 kg H2/liter 
$4 /kWh energy 
1.5 kg H2/minute 
2015 
0.090 kg H2/kg 
0.081 kg H2/liter 
$2 /kWh energy 
2.0 kg H2/minute 
The vividness of these storage requirements can be 
clearly delineated in one's perception only when one 
clearly comes to terms with the following facts about 
hydrogen gas at STP. At room temperature and pressure 
conditions, 1 gram of hydrogen occupies a volume of 11 
liters. This fact in conjunction with the reality that 1 kg 
of hydrogen is required to provide the same chemical energy 
as 1 gallon of gas [12] illustrates the difficulty for the 
storage of pure hydrogen for vehicular applications. A tank 
to store enough hydrogen for a drive range of 300 miles 
[14] has to be of the size of many football fields. By the 
same token, a storage tank of comparative size of present 
cars with that amount of hydrogen is an enormous challenge 
in terms of the gravimetric and volumetric storage 
densities. Figure 1.1-1 shows the broad classification of 
the various hydrogen storage methods and techniques 
available at present. None of these materials completely 
satisfy the requirements outlined above and dynamic 
research is going on to improve the performance 
characteristics of all these methods. The different 
techniques can be divided broadly into three types 
depending on whether the stored hydrogen is in the form of 
a gas, liquid and solid. The solid state storage materials 
can be further classified into different categories. 
Sections 1.1.2.3.1 through 1.1.2.3.3 briefly address each 
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Figure 1.1-1 Classification of various hydrogen storage 
materials. 
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1.1.2.1 High pressure gas tank 
As mentioned earlier, at atmospheric pressure of 1 atm 
and ambient temperature of 298 K, it requires a volume of 
60 m3 to store 5 kg of H2 [15]. Contrary to this, the same 
amount of gas at the same temperature occupies a volume of 
mere 0.2 m3 when it is pressurized into a 35 MPa composite 
tank. Thus, due to its conceptual simplicity and technical 
viability high-pressure tank is the most commonly available 
storage method presently [12,16]. Very strong and Ultra-
light composite materials are now being developed to store 
hydrogen up to pressures as high as 80 MPa [16] . Even when 
this technique has been practically demonstrated for 
transportation applications in projects such as Clean Urban 
Transport for Europe (CUTE) [17] and Daimler-Benz NECAR II 
[18], safety concerns are limiting the extensive usage of 
this technology. Also under such high pressures, the 
gravimetric density is very low. Another facet to consider 
in this method is the amount of work necessary for the 
compression of hydrogen gas which is of the order of 2.21 
kWh per kg of gas when it is compressed from 0.1 MPa to 80 
MPa [16]. 
1.1.2.2 Liquid hydrogen 
The boiling temperature of hydrogen is -253 °C. 
Hydrogen occurs as a liquid below this temperature. This 
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liquid hydrogen has higher energy density than its gaseous 
form. Super insulated cryogenic tanks, known as cryostats 
can be used to store liquid hydrogen. This technique has 
also been demonstrated practically both in the road 
transport (BMW limited series of cars) [14,17] and the 
space travel [18,19]. Even this method could have been 
accepted as the staple method for storage of hydrogen 
onboard vehicles lest it has some inherent drawbacks 
associated with it. Safety of this kind of tanks in 
practical usage is a concern that this technique shares in 
common with high pressure gas storage tanks. Two other 
issues characteristic of liquid storage are (i) tremendous 
amount of energy required in the liquefaction of hydrogen 
gas, which is listed as almost one-third of the energy 
value of stored hydrogen [14]. This drastically reduces the 
efficiency of this method and (ii) continuos evaporation of 
the liquid, despite being stored in exotic super insulated 
cryogenic tanks, which is referred to as boil-off. Liquid 
hydrogen storage cannot be expected to gain a status of 
most reliable storage method until these two disadvantages 
are effectively tackled. 
1.1.2.3 Solid state storage 
The above two methods (high pressure gas storage and 
liquid hydrogen storage) discussed in Sections 1.1.2.1 and 
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1.1.2.2 respectively have already been demonstrated 
prototypically in the industry. But the built-in hindrances 
of each of these techniques have motivated the study of 
different types of solid state storage techniques. There 
are different ways of storing hydrogen using a solid state 
storage material including metal and complex hydrides [20], 
carbon nanostructures like fullerenes and nanotubes [16] , 
and many more novel ideas that have been recently proposed 
and investigated, like metal organic frameworks [21]. These 
solid state storage materials are anticipated to be easily 
implementable in the fuel cell vehicles and be safer than 
the two methods in the preceded discussion [22] . Each of 
this material and their storage properties as well as the 
latest state-of-the art in each of these highly vigorous 
research fields is discussed in Sections 1.1.2.3.1 through 
1.1.2.3.3. 
1.1.2.3.1 Carbon nanostructures 
The discovery of unique carbon based materials like 
fullerenes in 1985 [23] and nanotubes in 1991 [24] has 
ignited interests in a diverse range of technological 
applications [25,26]. Among the major of these is the 
onboard hydrogen storage application. This is due to the 
high surface area and porosity of these materials [27]. The 
phenomenon called physisorption, the basis of which lies in 
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the Van der Waals interaction between gases and solids is 
the reason for the storage of hydrogen in carbon based 
materials. Dillon et al. [28] were the first group that 
initiated the study of hydrogen storage in these materials. 
The interest in these materials started with a highly 
optimistic tone with the initial reports like Rodriguez et 
al. [29] reporting even upto 67 wt% storage capacities in 
graphitic nanofibres. These results could never be re-
affirmed by any other group, but they succeeded in sparking 
an active concern in the carbon materials for storage 
applications. Since then different carbon nanostructures 
like single wall carbon nanotubes SWNTs, multi wall 
nanotubes MWNTs, fullerenes, graphene, activated carbons, 
graphitic nanofibers, nanohorns, etc. have been proposed as 
prospective storage materials. Over the last five years, 
chemical activators in these materials known as heteroatoms 
are used, rather than pure carbon materials to enhance the 
adsorption capacity [30-32] . A 2006 review by Strobel et 
al. [22] presents a nice summary of the research done till 
date in this field. A brief reading of this review reveals 
a number of obvious conclusions, some of which are 
discussed below. First, a lot of efforts have already been 
committed into the investigation of various types of carbon 
nanomaterials. Second, the storage capacities reported for 
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a wide range of temperatures and pressures is devoid of 
consistency. Third, a set of results reported by a group 
could never be reproduced by any other group. Finally, a 
broad range of heteroatoms are also experimented with, 
without any promise of approaching the DOE targets. One of 
the reasons that have been cited for such diversity in the 
reported results for hydrogen storage is the differences in 
the purity of the samples used by the different groups. 
Also, from Strobel et al. [22] review, it is heartening to 
see that majority of the results paint a less hopeful 
picture with respect to carbon materials as an envisioned 
onboard hydrogen storage material. 
1.1.2.3.2 Metal hydrides 
Hydrogen is a highly reactive element [33]. When it is 
passed over metals and alloys, a solid hydride solution is 
formed [33]. These are called the metal hydrides. During 
the process of formation of hydrides, molecular hydrogen 
breaks into its atomic form and these atoms get trapped in 
the host metal lattice. This hydrogen can be retrieved back 
under favorable conditions of temperature and pressure. 
Hence this is considered a reversible storage method. Metal 
Hydrides can be broadly divided into two categories. They 
are (i) the conventional metal hydrides [14] and (ii) the 
complex metal hydrides [16]. The conventional metal 
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hydrides are very well characterized and are in the form of 
MHX, where M is a transition metal or an intermetallic alloy 
of the form of AB, AB2, AB5 or A2B [14] . An example of the 
application of these types of hydrides is demonstrated by 
Daimler-Benz which, in early 1980s used a hydride tank of 
Fe-Ti alloy to fuel a car [34] . The problem in the wide 
spread practical usage of this technique is the low 
gravimetric storage capacity due to heavy weight of the 
tank of this hydride [35]. The other types of hydrides are 
the complex hydrides [16]. The difference between both 
these classes is that in complex hydrides, there "is the 
transition to an ionic or covalent compound of the metals 
upon hydrogen absorption."[16] The examples of these types 
of hydrides are the well known classes like alanates formed 
by the anionic group [A1H4]~ and borates formed by other 
anionic group [BH4]~. In the last few years a new class of 
hydrides called amides/amines is proposed. These can be 
categorized into a separate class altogether because of the 
immense amount of interest in them in a relatively short 
time. A more thorough review of all these materials is 
attempted in Chapter 2 on related research in metal 
hydrides. 
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1.1.2.3.3 Novel ideas 
Due to a host of reasons like (i) increase in the 
detrimental environmental effects and the immediate outcry 
to curb them and (ii) the growth of funding from 
governmental agencies in the recent past, a formidable 
growth in the proposal and research of different innovative 
materials for hydrogen storage is seen. A few important 
among these are discussed in this section. 
Metal organic frameworks [21,36-39] or MOFs for short 
are quickly gaining ground as a reliable hydrogen storage 
material. MOFs, which are formed as a "result of the 
polymerization of metal ions with organic connectors" [38] 
are light weight, stable microporous solid materials which 
due to their high porosity and surface area, are expected 
to exhibit high H2 sorption behavior. Many different sites 
like, organic linker site [38], open metal site [39] etc. 
are the adsorption sites for hydrogen in a MOF. There can 
also be ways to modify the adsorption sites so as to 
enhance the hydrogen uptake capacity of a MOF in general. 
According to the results published by Rowsell et al. [37] 
they use inelastic neutron scattering experiments to prove 
that there are specific sites in MOFs where hydrogen gets 
adsorbed. The two most common sites are the top site and 
the edge site of the organic linker molecule. The edge site 
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for the adsorption of hydrogen is considered to be 
particularly weak, and therefore if the physisorption of H2 
near the edge site is improved by some means, the total 
uptake capacity of hydrogen can be improved so that it 
achieves the DOE requirements. Buda et al. [38] study the 
different models like ''one ring model' (benzene) , *two ring 
models' (naphthalene) and extended models (C6H4 (COOH) 2) for 
the adsorption of hydrogen at different sites like top site 
and the edge site. They found out that the hydrogen 
molecule gets adsorbed on the top site with its axis toward 
the center of the plane. This site was found relatively to 
be the stronger binding site by 2 kJ/mol. Sagara et al. 
[36] report the results of quantum chemistry calculations 
on H2 binding by the MOF-5. MOF-5 is the crystal MOF that 
consist of Zn40 cluster connected by 1,4-
benzenedicarboxylate (BDC) linker. Density Functional 
Theory is used to calculate the atomic positions, charges 
and lattice constant. This group also used the ab initio 
techniques to study the binding energy of H2 to benzene and 
H2-BDC-H2. They have estimated the binding energies of 4.77 
kJ/mol for benzene and 5.27 kJ/mol for BDC. They have also 
performed the Monte Carlo simulations at high temperatures 
and have observed many binding sites in MOF-5 at 300 K. 
Thus even though MOFs are quickly gaining prominence among 
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the researchers, a lot of ground needs to be covered before 
they can be implemented in the practical usage of the fuel 
cell vehicles. 
Porous Walled - Hollow Glass Microspheres (PW-HGM) 
[40] are also contending materials for the storage of 
hydrogen on board vehicles. HGMs are porous microballoons 
with a diameter smaller than that of a human hair. The wall 
permeability of these glass spheres is increased by heating 
them. If a flow of hydrogen is introduced at this instance, 
the hydrogen molecules diffuse through the thin and porous 
walls of microspheres. After this, the spheres are cooled 
so that the gas gets trapped inside these balloons. The 
hydrogen is released whenever it is needed by reheating 
these spheres. However, this approach also has its share of 
limitations. One of these limitations is the poor thermal 
conductivity of a packed bed of glass spheres. This poor 
conduction of heat translates to unsuitably low release 
rates of hydrogen gas [41]. 
1.2 Importance of Atomistic 
Simulation and Study of 
Clusters to Propose New 
Materials 
As has been discussed in Section 1.1 and its 
subsections, a successful hydrogen storage material needs 
to gratify a host of extremely challenging demands. It is 
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indeed an ambitious asking. The successful design of such a 
material calls for a symbiosis of both theory and 
experimentation. Theoretical computation in the present age 
is not just applied to understand experimental results, but 
also to guide them. The recent advances in theory and their 
implementation in the recent years have lent to the vistas 
in the approaches towards the design of new hydrogen 
storage materials. 
One of the advantages of using the computational 
approaches to address a problem is that, unlike 
experiments, these help by shedding light on the physics 
and chemistry of the interactions at a broad range of 
different size scales from nano level to microscopic to 
bulk. Computational modeling provides a clearer perception 
into the interdependence of the size and the surface 
interactions of nanostructured materials such as clusters. 
This gives us more information into hydrogen bonding nature 
and the hydrogen binding energies thereby aiding us to 
tailor and test novel materials for hydrogen storage. By 
this we mean that theory provides us ways to delineate 
between ionic and covalent bonding between hydrogen and 
different types of materials such as carbon nanostructures 
or complex metal hydrides. Also this type of information 
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helps in the control of the thermodynamics and kinetics of 
the release of hydrogen from the storage material. 
Design of novel storage materials is only possible by 
a detailed bottom-up analysis and this, in return, calls 
for a detailed study of the atomic clusters of the involved 
systems. In the recent past there has been a shift of the 
researchers towards meeting this requirement. Kiran et al. 
[42] have very recently studied aluminum-hydrogen clusters 
AlnHn, using the electronic shell closure criteria and 
formulated a rule of selection, known as the 'magic rule' 
[43]. According to these authors, this rule provides 
criteria for the search of AlnHm clusters with magic 
properties that might have great potential in applications 
like hydrogen storage and high energy-density materials. 
Due to the prominence of looking into clusters for 
better understanding the storage properties, Watari et al. 
[44] had earlier performed a detailed theoretical study on 
the storage of hydrogen in palladium clusters. They 
calculated the conf igurational entropy change for a to (3 
transition in bulk PdHo.6 by assuming the different hydrogen 
configurations of Pdi3Hs. Also there is a patent filed 
titled "Nanostructured materials for hydrogen storage," 
[45] where the inventors design clusters of the type XH and 
XH2 where X=C, Si, Ge. Thus looking at the chemistry and the 
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stability of the constituent clusters is among the 
primaries on the road to a better understanding and the 
development of hydrogen storage materials. 
1. 3 Organization of Remaining 
Chapters 
All efforts have been put in this dissertation so that 
its content is presented in a way that should be completely 
clear and self explanatory to the readers. Chapter 1 is an 
introduction to the work performed in this project. Given 
the immense gravity of the presently in-vogue fossil fuel 
economy, it discusses hydrogen economy that can be employed 
to defuse the looming ill consequences of their continual 
usage. It also discusses some challenges such as the 
storage of hydrogen that are impediments to the practical 
implementation of hydrogen economy. And also, chapter 1 
discusses the validity of the usage of atomistic 
simulations to design novel storage materials. Chapter 2 
presents a literature review on metal hydrides, which are 
the materials that are being researched in this work. 
This dissertation is a modeling and simulation work 
and Chapter 3 discusses the computational tools and 
techniques that are used to perform them. Chapter 4 
presents the results on pure beryllium atomic clusters we 
have studied. We first discuss the stability and the 
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electronic properties of pure beryllium clusters Ben from n 
= 1 to 17. In Chapter 5, we then move on to discuss the 
clusters of the type BenCm (n=l-10; m=l, 2, ..., to 11-n) . We 
present the results on the stability of these clusters and 
also the electronic properties like HOMO-LUMO gap, vertical 
ionization potential. These are discussed in terms of the 
possible ^magic clusters'. These clusters are further 
studied in the presence of hydrogen molecule in Chapter 6. 
Then we study the different possible lithium-beryllium-
carbon hydrogen storage materials depending upon their 
heats of formation. In Chapter 7, we present the detailed 
results of the ab initio calculations on introducing the 
carbon dopant in the known light metal hydride Li2BeH4. In 
Chapter 8, we extend the type of calculations we performed 
on Li2BeH4 to three other complex hydrides lithium 
borohydride LiBH4, sodium borohydride NaBH4, lithium 
aluminum hydride LiAlH4 and also look into the 
thermodynamics of these metal hydrides. 
Finally, in Chapter 9 we present the conclusions that 
come out of this work and also discuss the future work that 
can be performed in this direction. 
CHAPTER 2 
METAL HYDRIDES 
Among the solid state hydrogen storage materials 
discussed in the previous chapter, metal hydrides are an 
integral part. In fact, one of the most intensively studied 
materials for this application are the metal hydrides [20]. 
Hydrogen is a highly reactive element and it generally 
reacts with metals, intermetallic compounds, alloys and 
forms solid solutions of metal hydrides. Hydrogen atoms in 
these (interstitial) metal hydrides [16] are trapped at the 
interstitial sites inside the metal host lattice, similar 
to lattice defects. Under favorable conditions of 
temperatures and pressures, these hydrogen atoms can be 
retrieved back and hence the metal hydrides are considered 
as good reversible storage options. There are two possible 
ways of hydriding a metal. These are direct dissociative 
chemisorption and electrochemical splitting of water with 





M + — H0 <-» Mtf , (2.1) 
2 
M + — if.0 + — e" <-> ME, + — OH~, (2.2) 
2 2 2 
where M represents the metal. 
2.1 Formation and Thermo-
dynamics of Metal 
Hydrides 
There are generally two phases in the formation of 
metal hydrides. a-phase is the phase when only some 
hydrogen is absorbed by the metal host and [3-phase is the 
one at which hydride is fully formed. When starting from 
the metal, the external hydrogen pressure can be gradually 
increased to load the sample with hydrogen. In the diluted 
solution a-phase, a large pressure increase is needed to 
induce higher hydrogen content. At certain equilibrium 
hydrogen pressures the two phases coexist and the (3-phase 
will grow at the cost of a-phase. Again after the complete 
formation of the hydride, a large increase in the pressure 
is needed to induce higher hydrogen content. The pressure 
at which this phase transition takes place at a given 
temperature is called as plateau pressure of equilibrium 
between two phases. Figure 2.1-1 shows a pressure-
concentration-isotherm plot for hydrogen absorbent and also 
a Van't Hoff plot in the right. This equilibrium pressure P 
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as a function of temperature is related to the changes in 
entropy AS° and enthalpy AH° by Van't Hoff equation given in 
eq. 2.3 
AG0 = -RT In K = RT In 
ey 
= AH0 - TAS°, (2.3) 
where P0 is the reference pressure which is typically taken 
as 1 bar or 105 Pa. The slope of Van't Hoff plot is a 
measure of the sorption enthalpy, which is directly related 
to the equilibrium sorption temperature at a given 
pressure. To achieve a hydrogen equilibrium desorption 
temperature in the range of 373-473 K at 105 Pa hydrogen 
pressure, the corresponding desorption enthalpy should be 
in the range of 48-61 kJ per mole of H2 [46]. 












-..- V 1 
on p 
C[%H23-> 
ln(P/P(j = Afl°>W- AS°/R 
1/T [l/K]-> 
Figure 2.1-1 Pressure-Concentration-Isotherm/Temperature 
(PCT) and Van't Hoff plot for a hydrogen absorbent. Figure 
adapted from reference [4 6] . 
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2.2 Types of Metal Hydrides 
Metal hydrides can be broadly divided into two main 
classes. They are (i) conventional metal hydrides and (ii) 
complex metal hydrides. 
2.2.1 Conventional Metal Hydrides 
Conventional hydrides can be further divided into 
binary or ternary hydrides. The binary metal hydride 
compounds of the type MHX, are generally formed by 
electropositive transition metals and their alloys [16] . 
The metallic hydrides of intermetallic compounds (the 
simplest of them being ternary hydrides of the type ABnHx) 
are especially interesting because the variation of the 
elements allows tailoring of the properties of the 
hydrides. The element A is usually a rare earth or an 
alkaline earth metal and element B is often a transition 
metal. The examples of these type of hydrides are LaNiH6, 
ZrV2H5.5, CeNi3H4, Mg2NiH4, etc [16] . One of the features of 
these materials that are an important reason for such high 
amount of interest in them is their extremely high 
volumetric density. LaNi5H6 [47-51], for example, reaches a 
volumetric density of 115 kg rrf3. Most of these conventional 
metallic hydrides absorb hydrogen up to a hydrogen to metal 
ratio of H/M=2. Greater H/M ratios of up to 4.5 (e.g. BaReH9 
[52] ) have been tried, however all hydrides with a H/M 
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ratio of >2 are ionic or covalent compounds and belong to 
the class of complex hydrides (see Section 2.2.2). Most of 
the transition metals and their intermetallic alloys 
provide a very efficient way for storing large amounts of 
hydrogen in a safe and compact way. However due to the 
heavy weight of these transition metals and their 
intermetallic compounds, they have a very limited 
gravimetric density of <3 wt% H2. 
2.2.2 Complex Metal Hydrides 
The other class of metal hydrides is the complex 
hydrides [16,53-55]. These are the metal-hydrogen complexes 
formed by the first, second and third group light elements 
such as lithium, sodium, beryllium, boron, etc. The main 
contrasting factor of complex hydrides from the above 
mentioned metallic hydrides is their transition to an ionic 
or covalent compound of the metals upon hydrogen 
absorption. Over the last decade or so, there has been an 
enormous growth in the research of these materials. The 
reason for this is that these represent a good compromise 
between gravimetric hydrogen content (due to the light 
weight of these metals), desorption temperature and 
reaction enthalpy [56]. Complex hydrides were previously 
studied only in the context of releasing the hydrogen via 
hydrolysis. Although hydrolysis reaction of a complex 
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hydride increases the amount of released, it essentially 
transforms thee hydride into an unusable and irreversible 
byproduct. This is not an acceptable situation for a 
hydrogen storage material. One of the reasons for a recent 
surge in the study of these complex hydride systems is the 
proposal of a number of catalysts by different research 
groups that facilitate the reversible release of hydrogen 
from them. 
2.2.2.1 Alanates 
The well known examples of complex hydride systems are 
the classes of alanates or the tetrahydroaluminates M(A1H4), 
boranes (also known as borohydrides or tetrahydroborates) 
M(BH4), amides M(NH2), where M is a group one, two or three 
light elements such as Li, Mg, Na, etc. In these hydrides 
the hydrogen content reaches a maximum of 18.5 wt% for 
LiBH4, which is highly favorable for onboard hydrogen 
storage applications in terms of gravimetric requirements 
for such applications. However the practical usage of these 
systems is hampered because of both kinetic and 
thermodynamic limitations in these [20]. Different 
catalysts were then doped into these which proved to be 
two-fold facilitators for the complex hydride systems. 
First is that the use of catalysts made the use of these 
complex hydrides affordable as reversible materials as 
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opposed to their previous mode of application - hydrolysis 
which rendered them completely irreversible [57] . The other 
grounds on which catalysts proved beneficial were that they 
reduced the thermodynamic stability and also improved their 
kinetics in ways that the practical application of these 
systems seemed to be within reach. For instance, Bogdanovic 
and Schwickardi [58,59] evidenced that upon doping sodium 
aluminum hydride NaAlH4 with Ti02, its dehydriding kinetics 
enhanced and the stability reduced with the temperature for 
decomposition getting lowered. A more detailed study [60] 
on these catalyzed systems by the same group reported that 
the decomposition of NaAlH4 takes place in two reactions as 
shown in eqs. 2.4 and 2.5 at a hydrogen pressure of 2 bar 
and temperature of 60 °C (dissociation enthalpy and the 
amount of hydrogen released reversibly is shown for each 
reaction in the parentheses). 
1 2 
NaAlH4 <-» - Na3AlH6 + - Al + H2; 
3 3 ( 2 . 4 ) 
(AH = 37kJ.mol~1, 3.7wt%H) 
3 
Na3AlH6 <-> 3NaH + Al + - H2; 
2
 (2.5) 
(AH = 47kJ.mol~1, 1.9wt%H) . 
These results led the way to a wave of further studies 
on transition metals as dopants [61-66]. Perhaps the 
greatest amount of efforts by different groups 
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internationally has been spent on transition metal doped 
alanates and both encouraging as well as otherwise results 
were reported. For instance, Sandrock et al. [61] 
investigated the dry-doping of TiCl3 as catalyst in sodium 
alanates and reported an increase in both the hydriding and 
rehydriding rates. Under similar conditions, they showed 
that the amount of hydrogen evolved from the Ti-doped NaAlH4 
is about 50 times as much as that of the undoped NaAlH4. As 
for the rationale that induces the improvement of 
thermodynamic stability and the enhancement of dehydriding 
kinetics in the complex hydrides, there are differing 
opinions. Sun et al. [62] attributed such improvements to 
dopant induced lattice distortions rather than the 
catalytic effect. Gross et al. [63] differed with them and 
proposed the catalytic effects of doping materials in the 
enhancements kinetics of NaAlH4. Another view [64] on the 
exact nature of the titanium catalyst action is the 
reduction of the dopant to a zerovalent state as formulated 
in the reaction shown in eq. 2.6. 
TiCl3 + 3NaAlH4 -» Ti + 3A1 + 3NaCl + 6H2 . (2.6) 
This view further obtains the support from detailed X-
Ray Diffraction (XRD) and Extended X-Ray Absorption Fine 
Structure (EXAFS) studies on the mixtures of titanium 
halides and light metal hydrides [65-67]. However Al-Ti 
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alloy formation is yet another view. Al3Ti or AITi is 
reported to have been observed by doping TiCl3 in LiAlH4 
[68], TiCl4 in LiAlH4 [69] or TiCl3 in NaAlH4 [70]. Gross et 
al. [71] have suggested the formation of Ti-Al phases as an 
important step in the dehydriding of these systems. Ti-Al-
H compound formation has been also confirmed by the Density 
Functional Theory (DFT) calculations in our group by 
Dathara and Mainardi [72]. There have also been disputes in 
the scientific community over the more favorable dopant 
sites in the NaAlH4 lattice. L0vvik et al. [73] used DFT 
calculations and suggested native Al sites in the lattice 
to be favorable for Ti substitutions. Vegge's [74] DFT 
calculations also complement their results. Prior to this, 
Iniguez et al. [75] performed combined neutron inelastic 
scattering studies with first principles calculations and 
suggested that the substitution of Ti at native Na sites is 
more energetically favorable. Dathara and Mainardi's [72] 
DFT studies suggest almost equal probability energetically 
for Ti substitutions both at lattice and interstitial 
sites. 
2.2.2.2 Amides 
Recently Li-N-H complex hydride systems such as 
lithium imide (Li2NH) and lithium amide (LiNH2) have 
attracted consistent attention as hydrogen storage 
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materials due to their enticing properties like high 
gravimetric densities of hydrogen [76-87]. The reversible 
hydriding and dehydriding reactions are shown in eg. 2.7. 
Li3N + 2H2 <-» Li2NH + LiH + H2 <r> LiNH2 + 2LiH. (2.7) 
The formation enthalpies for the two steps are 
reported to be -165 to -116 and -45 kJ/mol respectively for 
each step. The second step in the two-step reaction above 
is promising for H2 storage due to its relatively small 
formation enthalpy and a large amount (6.5 wt%) of hydrogen 
[86]. However, this dehydriding reaction begins at 
approximately 423-473 K in vacuum and at approximately 550 
K in argon [87]. One way proposed for lowering this 
temperature is by partial cation (Li+) substitution by 
different valence cations with larger electro-negativities 
(such as Mg+) [81,83-86]. The beginning and ending 
temperatures for the hydrogen desorption reaction from LiNH2 
are lowered by about 50 K by the partial substitution of Li 
by Mg [80,87,88]. Zhang et al. [86] in their electronic 
structure calculations have partially substituted Li by Mg, 
a more electronegative element and also K, a more 
electropositive element and report that Mg substitution is 
more effective in destabilization of NH2 in LiNH2. TiCl3 
catalyst was also used by Ichikawa et al. [79] during ball-
milling of the LiNH2 and LiH mixture. They reported 5.5 wt% 
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storage and also a high reaction rate with positive effect 
on kinetics. They also report that addition of TiCl3 in 
these compounds can help to completely prevent the 
formation of ammonia which is one of the major concerns in 
the practical usage of N-based storage materials. Even a 
small amount of ammonia, if it is formed would poison the 
polyelectrolyte membrane of the conventional PEM fuel cells 
that are being used these days [55]. 
2 . 3 Thermodynamic Destabilization 
of Complex Hydrides 
As we have seen in the discussion on complex metal 
hydrides in Section 2.2 and its subsections, thermodynamic 
restrictions levied by the light weight complex hydrides is 
one of the main handicaps that prevent their implementation 
in the transportation applications. One of the approaches 
applied to address this issue is due to the work of Reilly 
and Wiswall [89,90] in late 1960's. They showed that it is 
possible to modify the thermodynamics of hydrogenation and 
dehydrogenation reactions by using additives to form new 
compounds or alloys during dehydrogenation that are 
energetically favorable respective to the products of the 
reaction without additives [91]. Researchers have named 
this technique as destabilization. The enthalpy diagram for 
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Figure 2.3-1 Generalized enthalpy diagram illustrating 
destabilization through alloy formation upon 
dehydrogenation. 
Vajo and co-workers first applied this concept 
experimentally in their work on light metal hydrides like 
MgH2 and LiH [92] . They showed that these two hydrides can 
be destabilized by the reaction with Si and the 
dehydrogenation temperatures reduced. Li2.35Si and Mg2Si 
alloys were reported to be formed during this process 
respectively for LiH/Si and MgH2/Si systems [92]. Another 
study came out later from the same group where they showed 
that upon using MgH2 as an additive, the hydrogenation and 
dehydrogenation enthalpy of LiBH4 reduced by 25 kJ/mol of 
H2 [93]. Pinkerton et al. [94], Aoki et al. [95] and 
Noritake et al. [96] then tried to destabilize LiBH4 with 
LiNH2. Leng et al. [84] synthesized magnesium amide Mg(NH2)2 
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and then studied its destabilization reaction with LiH. The 
same reaction was further studied by other groups [97-99] . 
Ichikawa et al. [97] report that the ball-milled mixture of 
Mg(NH2)2 with LiH stores 7 mass% of hydrogen reversibly at 
the temperatures of 140 to 220 °C. There have been further 
experimental studies by different groups on various systems 
in very recent past which report considerable decrease in 
the thermodynamic stability of hydride system and therefore 
hydrogenation/dehydrogenation enthalpies [100] . LiBH4 was 
destabilized by MgH2, MgF2, MgS, MgSe by Vajo et al. [101] 
recently. They report that for the LiBH4/MgH2 system, the 
reversible storage of around 10 wt% is attained with an 
equilibrium hydrogen pressure approximately 10 times 
greater than the pressure for pure LiBH4 [101]. A ternary 
mixture comprising of LiNH2 + LiBH4 + MgH2 is studied and a 
set of novel hydrogen storage reactions proposed by Yang et 
al. [102] . This group shows that by starting with this 
ternary mixture rather than other binary mixtures, 
Mg(NH2) 2+2LiH <-» Li2Mg (NH) 2+2H2, a reaction previously known 
can proceed at lower temperatures and improved kinetics 
with improved reversibility. While there is a marked 
improvement in the thermodynamics of destabilized 
reactions, the problem of slow hydrogen sorption kinetics 
is addressed by Barison et al. [103] in their report on 
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LiNH2/MgH2 destabilized system by introducing catalysts such 
as Nb205, TiCl3 and graphite. Vajo et al. in their work on 
destabilized LiBH4/MgH2 system, used various catalytic 
additives such as TiCl2, TiF3, CrCl3, NdCl5, VC13 [101]. They 
report that best results in terms of kinetics are observed 
by the use of 3% TiCl3. Lim et al. [104] in their 
investigation on dehydrogenation behavior of LiBH4/CaH2 
system with small amount of NbF5 as catalyst report the 
equilibrium dehydrogenation temperature under a hydrogen 
pressure of 1 bar to be 309 °C with a reaction enthalpy 
change of 56.5 kJ/mol of H2. Pinkerton and Meyer [105] 
report the same system LiBH4/CaH2 with a small amount of 
TiCl3 to store 9.1 wt% hydrogen and an estimated reaction 
enthalpy of 59 kJ/mol of H2. 
There is also no dearth of theoretical works reported 
on the concept of destabilization. Alapati et al. [91] have 
used first principles Density Functional Theory (DFT) 
calculations to predict the reaction enthalpies for more 
than 100 different destabilization schemes and have 
identified a number of reactions that have very promising 
properties in terms of both their reaction enthalpies and 
their hydrogen storage capacity. In their preceding study 
[106], they have used the phonon frequency calculations 
with in DFT to calculate the vibrational entropy 
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contributions in the free energy change [AG) for the 
reactions which show promise in their earlier work [91]. In 
another study by the same group, they use DFT to report 
that mixtures of ScH2+LiBH4 releases 8.9 wt% H2 at an 
equilibrium hydrogen pressure of 1 bar at around 330 K. 
Velikokhatnyi et al. [107] have performed ab initio DFT 
study on the reaction Mg(NH2)2 + 2LiH «• Li2Mg(NH)2 + 2H2 and 
compared it to the experimental study. Cho et al. [108] 
have in their work used the CALPHAD approach to 
thermodynamically evaluate the possibility of destabilizing 
the high temperature binary ionic hydrides and ternary 
complex hydrides by reacting them with other light elements 
or other hydrides. They observe significant decrease in the 
decomposition temperatures for MgH2 + Si, LiBH4 + MgH2, LiBH4 
+ Al and LiH + Si systems with not so significant decrease 
in the decomposition temperatures for MgH2 + Al and NaBH4 + 
Al systems [108]. 
2 .4 Role of Carbon and Its 
Related Materials in 
Hydrogen Storage by 
Metal Hydrides 
Carbon and its related compounds, as discussed in the 
previous chapter, are another class of materials that are 
very widely researched solid state hydrogen storage 
materials. The interest in these compounds initiated with a 
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report on hydrogen storage in single wall carbon nanotubes 
(SWNT) by Dillon et al. [28] who stated that the hydrogen 
molecules get physisorbed on the carbon related compounds 
due to the high surface area and the porosity of these 
materials [27] . Even before the research in the line of 
this field started, Imamura and group had proposed the 
application of nano-composites obtained by ball milling of 
graphitic form of carbon and magnesium with organic 
additives such as benzene, cyclohexane and tetrahydrofuran 
as hydrogen storage materials [109-115]. Based on this 
group's observation that co-milling graphite with magnesium 
improves its hydrogen absorption kinetics, Dal Toe et al. 
[116] for the first time employed carbon/graphite for the 
first time as a catalyst with MgH2 and analyzed the phase 
analysis by XRD and also measured its desorption behavior. 
They observed that the milling of MgH2 with graphite 
improved its desorption rate kinetics. Ritter's group then 
used graphite as a co-dopant in titanium doped NaAlH4 and 
measured the dehydrogenation and hydrogenation kinetics 
with temperature programmed desorption [117]. They found 
that co-doping of 2 mol% Ti-doped NaAlH4 with 10wt% graphite 
improved the kinetics of both the dehydriding reaction of 
NaAlH4 by lowering the dehydrogenation temperature over the 
range of 90 °C - 150 °C by as much as 15 °C [117]. Dehouche 
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et al. [118] studied the hydrogen charge and discharge 
characteristics and the stability of Ti/Zr-doped NaAlH4 
composites ball milled with carbon additives such as 
activated carbon, graphite and single wall carbon nanotubes 
SWNts. They observed that carbon additives are good 
catalysts which can improve the hydrogen absorption and 
desorption properties. Their results show that, in 
comparison with Ti/Zr-doped NaAlH4 without carbon additives, 
the hydriding and dehydriding kinetics of SWNT/catalyzed 
NaAlH4 are enhanced by a factor of four [118]. Pukazhselvan 
et al. [119] have also investigated the hydrogen storage 
behavior of NaAlH4 doped with different molar percentages of 
CNTs and have noted that NaAlH4 with 8 mol% CNTs is the 
optimum material which has 3.3 wt% storage capacity and it 
exhibits desorption characteristics at 160 °C [119]. 
CHAPTER 3 
METHODOLOGY 
In Chapter 3, we discuss the various methods and 
techniques applied in the work related to this 
dissertation. This project being a computer simulation 
work, the computational physics and chemistry theories 
underlying the procedures employed to obtain these results 
are briefly addressed. Solid state systems like crystals 
are a major part of this work and thus an attempt is made 
here for an abbreviated address to the ways of dealing 
these kind of systems computationally. While trying to 
discuss these theories in considerable clarity, it is 
intended to keep the usage of mathematical equations to a 
minimum. 
An overwhelmingly high percentage of this work is 
performed using a technique known as the Density Functional 
Theory (DFT). Before the details of DFT are presented, it 
is intended to begin with a brief discussion of quantum 
chemistry since DFT is strongly rooted in the theory of 
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quantum mechanical or chemical methods which describe the 
electronic structure in detail. 
3.1 Quantum Chemical Methods 
3.1.1 Schrodinger's Equation for 
a Many-Body Problem 
There is no alternative to quantum mechanics if it is 
intended to study the electronic structure and distribution 
in a system [120]. The aim of quantum mechanics, in 
contrast to classical mechanics [121] is to study very 
light particles like electrons. The basis of non-
relativistic quantum mechanics revolves around solving what 
is known as Schrodinger's equation which, for molecules and 
solids with multiple nuclei and electrons is given in eq. 
3.1 
H Ti('ri/- . . . , Tn, Rz. • • r RN) = ^tot* i(rir • ' ' r r"r R±' • • r RN ) r (3.1) 
A 
where H is called the Hamiltonian operator for this system, 
Wjr^ . . . , rn, Rx. . . . f RN) is the wave function of the i'th 
state of the system (which depends on the 3n spatial 
coordinates, the n spin coordinates of the electrons and 
the 3N spatial coordinates of the nuclei) for which this 
equation is solved, and Etot is the total energy of the 
system. The wave function vPi contains all the information 
that can be known about the quantum system which is being 
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studied. It is worth mentioning here that the description 
of an electron, since it is a fermion, can be complete only 
with the specification of its spin coordinate which can 
only acquire the values of ± y2 . 
A 
The Hamiltonian H in the above equation is a 
differential operator representing the total energy of the 
system. This total energy is the sum of different kinetic 
and potential energy terms as shown in the eq. 3.2. 
*• i = l z A = l i V A i = l A = l LiA i = l J>i Zij 
(3 .2 ) 
N N ly <y 
A = l B>A ^AB 
In the sum above, A and B run over the N nuclei, while 
i and j denote the n electrons in the system. The first two 
terms are the kinetic energy terms of electrons and nuclei 
respectively, where V2 is the Laplacian operator. 
The remaining three terms in eq. 3.2 are the potential 
energy terms representing the electron-nuclei attractions, 
the electron-electron repulsions and the nucleus-nucleus 
interactions respectively. The energy of the electron whose 
wave function, is vFi , is given by its expectation value of 
A 
this Hamiltonian, H. In the famous Dirac's bra-ket notation 
this is written as shown in eq. 3.3. 
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E. = /T, H 4 M . (3.3) 
For all practical purposes, it can be assumed to a 
very good approximation that the electrons move in the 
electrostatic field of fixed nuclei. The rationale for this 
approximation is the difference between the masses of 
nuclei and electrons. A typical carbon nucleus weighs more 
than 20,000 times its electron [122]. This famous 
approximation is known as the Born-Oppenheimer or adiabatic 
approximation. The complete Hamiltonian in eq. 3.2 is 
reduced to the so-called electronic Hamiltonian shown in 
eq. 3.4 after the invocation of the Born-Oppernheimer 
approximation. 
A 7 n n N rp n n i 
fl.- = 4 2 v J - S E 7 i + ZS7-- (3.4) 
^ i = i 1 = 1 A = l xiA 1 = 1 j>i Zij 
The solution of the Schrodinger's eq. 3.1 with the 
electronic Hamiltonian of eq. 3.4 above gives the 
electronic wave function ^^^ and the electronic energy Eeiec 
for a particular relative orientation of the N nuclei. The 
total energy of the system is then given as the sum of this 
Eeiec and the constant nuclear repulsion term that came out 
of the Hamiltonian as a part of the Born-Oppenheimer 
approximation. Therefore, the electronic Schrodinger's 
equation is reduced to as shown in eq. 3.5. 
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A 
H elect elec — Eelecxelec • ( 3 • D ) 
The total energy of the system is obtained using eq. 
3.6. The Enuc term in eq. 3.6 is defined below. 
Etot ~ Eelec ~h Enuc
 r { O • b ) 
N N n y 
where £nuc = J] E V ^ 
3.1.2 Variational Principle and 
the Matrix Formulation 
The Schrodinger' s eq. 3.1 can be written in a 
shorthand operator form as shown in eq. 3.7 
H V = £¥ . (3.7) 
Or, in terms of Dirac notation this can be written as shown 
in eq. 3.8 
H]^) = E|¥). (3.8) 
From the definition of the Hamiltonian discussed in 
the Section 3.1.1, we know that the eq. 3.8 consists of 
analytic derivatives and integrals which are not the most 
convenient ways to express, so that they may be attempted 
to be solved by a computer. Thus the two fundamental 
concepts that facilitate all the electronic structure 
calculations are the matrix reformulation of this 
Schrodinger's equation and its transformation in the 
variational principle form, which makes it algorithmic or 
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computer friendly. These two concepts are discussed in this 
section briefly. 
We consider the wave function as the amplitude field 
all over space which can be approximated as a linear 
combination of a finite number of well defined functions 
known as the basis functions. This is similar to the 
expansion of well behaved functions in Fourier analysis in 
terms of sines and cosines. Using the Dirac notation, this 
can be written as shown in eq 3.9 
I*) = I Cnk)' (3-9) 
n=l,k 
where Cn are the constant coefficients and the {\ (pn)j are the 
k orthogonal basis functions. With this approximation, our 
problem reduces to the finding of these finite numbers of 
the coefficients of basis functions. Both the sides of 
Schrodinger' s eq. 3.8 are now multiplied with the complex 
conjugate of a basis function (pm* and integrated all over 
the space. This now becomes eq. 3.10 
<(pjH|T) = 25 (9. | *) • (3.10) 
Substituting eq. 3.9 in eq. 3.10, we get eq. 3.11 
Z C, (<P, I £ I <pn) = ECm. (3.11) 
n=l,k 
The right hand side of eq. 3.11 is obtained by using 
the fact in our hypothesis that the basis functions are 
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ortho-normal. This implies that their product is zero for 
all the terms except when m=n and then it is one. Thus the 
right hand product just remains as ECm. Equation 3.11 can 
now be written as eq. 3.12 
E E C = ECm , (3.12) 
where, Hmn is a matrix, Cnis a coefficient matrix that needs 
to be found. Equation 3.12 written in its matrix form is 











Equation 3.13 is derived as the matrix reformulation 
of the Schrodinger's eq. 3.7 or 3.1. Hmn are the Hamiltonian 
matrix elements over the two basis (pmand cpn which are just 
numbers. This matrix algebra problem is now very easily 
solvable by a computer algorithm. Thus the solutions of the 
Schrodinger's equation are reduced to the eigen vector Cn. 
One other very powerful concept utilized in all the 
computational electronic structure calculations is the 
variational principle [122]. This is the recipe to 
systematically address the Schrodinger's equation so that 
we obtain the ground state wave function that delivers the 
lowest energy. We know that the expectation value of the 
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Hamiltonian operator H using the wave function gives the 
energy of the system. The variational principle states that 
there is a functional E of any arbitrary function which is 
defined as shown in eq. 3.14 and is always greater than or 
equal to the ground state energy E0. 




 < * J V " E° 4) 
The numerator in the eq. 3.14 is the expectation value 
of the Hamiltonian operator and the denominator is the 
normalization factor. If E [O] = E0 then Ois the ground 
state wave function. Thus, for complex potential systems, 
the ground state wave function is obtained by trying a 
family of different wave functions, and the one which gives 
the lowest expectation value is divulged as the ground 
state with the lowest energy Eo. 
3.1.3 Hartree-Fock Model and 
the Self-Consistent 
Field (SCF) Theory 
The exact solution of the Schrodinger's equation is 
not mathematically possible except for few trivial 
molecular systems like the Hydrogen atom or a He+ ion which 
consist of only one electron [123] . As Dirac put it "The 
underlying physical laws necessary for the mathematical 
theory of a large part of physics and the whole of 
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chemistry are thus completely known, and the difficulty is 
only that the exact application of these laws leads to 
equations much too complicated to be soluble."[123] The 
most difficult part in exactly solving this many-body 
problem is the two-body term of the Hamiltonian, which is 
n n -J 
^ ^ — . This is the electron-electron interaction term and 
i=l j>i rij 
it depends on the simultaneous position of two bodies. Thus 
systematic approximations are introduced at this point to 
obtain the solutions. A significant simplification is 
obtained by introducing independent-particle models, 
according to which the interactions between the particles 
is approximated, either by neglecting all the interactions 
except the most important one, or by taking all 
interactions in an average fashion. In the Hartree model, 
each electron moves in an effective potential representing 
the attraction of the nuclei and the average effect of the 
repulsive interactions of the other electrons. This average 
repulsion is the electrostatic repulsion of the average 
charge density of all other electrons. 
In this model, each electron is described by an 
orbital, and the total wave function is given as a product 
of orbitals as shown in eq. 3.15 
y(rlf ...,rj = (p/f^Cfj?; • • -VjrJ . (3.15) 
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Thus we have n number of integro-dif ferential 
equations representing each of the orbital wave functions 
in the eq. 3.15 and can be expressed as shown in eq. 3.16 
i v / + £i + sih!Mdf, 
2 A = l r i A 0*1 ru 
cp.Cf;; = scp.ff,;. (3.16) 
The third term in the Hamiltonian of eq. 3.16 
represents the electrostatic potential felt by the electron 
in the average field of all other electrons. This each one 
electron wave function (the Hamiltonian of which involves 
the average electron charge density of all the other 
electrons) is solved individually. Thus this leads to the 
concept of self consistency. That is, to be able to solve 
the Schrodinger's equation for an electron, we should have 
the information about all the other electrons, and to be 
able to solve each of these, in turn requires us to have 
the solution of the former electron. The solution to this 
is achieved iteratively. An initial guess at all the 
orbitals is made which allows the construction of all the 
operators in equation 3.16 above. Thus the solution of the 
single-particle pseudo-Schrodinger equations is obtained. 
With this new set of orbitals, the new Hartree operators 
are formed and this iterative procedure is continued until 
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the results are converged. This procedure is known as 
"Self-Consistent Field (SCF)' theory. 
The result obtained by the Hartree model of eq. 3.15 
has two inherent shortcomings in it. The first one is that 
it does not take into consideration electron correlation. 
This corresponds to the fact that, since electrons are 
moving at a high speed, they repel each other and this 
repulsion is only included as an average effect. Due to 
this the energy obtained by this model is always higher 
than the ground state energy. The second deficiency of this 
model is that it neglects one of the most fundamental 
requirements of the electronic wave functions, which is its 
antisymmetric nature. According to this requirement, 
electrons, being fermions (have half-integer spin), the 
wave function of a set of identical electrons should be 
antisymmetric by the interchange of their spatial 
coordinates. 
This basic requirement of antisymmetry is over come by 
taking what is known as the Slater's determinant, shown in 
eq. 3.17, of the individual orbitals rather than just a 






The columns in the determinant of eq. 3.17 are single-
electron wave functions, orbitals, and the electron 
coordinates are along the rows. Thus interchange of the 
coordinates is synonymous to the interchange of two rows, 
which leads to the same determinant, but with opposite 
signs. Also this determinant establishes the basic 
principle which is due to Pauli. Pauli's exclusion 
principle states that two electrons cannot have all quantum 
numbers equal. We know that the determinant vanishes when 
either two rows or columns are identical. Each element in 
this determinant is given by the Hartree-Fock eqs. 3.18 
\y(rlf. . . ,rj = \Slater\ , 
. - • 
7 N 7 
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The wave function generated by the Hartree-Fock (HF) 
model discussed above is now antisymmetric, but it still 
does not include all of the electron correlation effects. 
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That is, on an average, electrons are further apart due to 
their repulsions than described by the HF wave function. As 
mentioned above this leads to an energy which is higher 
than the ground state energy. This difference of energy 
between the HF energy and the lowest possible ground state 
energy is called the ^electron correlation' energy. 
Hartree-Fock model forms the fundamental basis of the 
modern computational electronic structure calculation 
methods, based on which a lot of post HF methods are 
formulated. The examples of such methods are Mesller-Plesset 
Perturbation theories, Configuration interaction (CI) 
methods and others. These methods also include a systematic 
way of including the electron correlation energies. There 
is also a separate class of methods called the Semi-
empirical methods (such as NDDO, INDO, MINDO, etc) which 
start from the HF method, but as the name suggests, replace 
certain multi-center integrals with experimental data to 
simplify the computation. 
There is a completely different class of electronic 
structure methods which are very similar to the Hartree-
Fock model in their architecture, but they start from a 
completely different premise than these ab initio methods. 
These are called the Density Functional Theory (DFT) 
methods. These are based on the assumption that the energy 
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and consequently all other properties of a molecular system 
is a function of their electron charge density, rather than 
their wave functions. These methods are discussed in the 
Section 3.1.4. 
3.1.4 Density Functional 
Theory (DFT) Methods 
Density Functional Theory (DFT) methods root from the 
two theorems that were proved by Hohenberg and Kohn [124] 
in 1964. According to these theorems "there exist a 
universal functional of the electron charge density, such 
that the correct ground-state energy can be associated with 
it." [124] The difference between this approach and the 
wave function based methods discussed in the Section 3.1.3 
is emphasized by the fact that a wave function for an N 
electron system has 4N variable coordinates (three spatial 
and one spin for each electron) , where as electron density 
is the square of the wave function integrated over N-l 
electron coordinates. This translates into a significant 
reduction of the computational burden in applying these 
methods. 
Prior to the 1964 theorems, the idea of finding energy 
as a function of electron density dates back to the Thomas-
Fermi approach of the late 1920s and the early 1930s. In 
this approach of formulating the energy in terms of the 
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density, the most difficult part of the energy expression, 
which is the kinetic energy density is taken to be 
corresponding to the kinetic energy density of the 
homogeneous electron gas (HEG) . This is known as the Local 
Density Approximation (LDA). Thus the expression for energy 
in terms of Thomas-Fermi approach is given by eq. 3.19 
ETh-Fe[p] = A\p~3(r)dr + \p(r)vext(f)dr + - \\ ^ ^ ^ drxdr2. (3.19) 
2 r12 
The first term in the summation of eq. 3.19 
corresponds to the kinetic energy. But this rather 
unrefined functional for energy is not theoretically 
justified. It is just a heuristic derivation. Anyhow, this 
idea of focusing on the charge density rather than the 
complex electronic wave function for detailed electronic 
structural analysis led to the basis of Hohenberg-Kohn 
theorems of 1960s. 
DFT, based on Hohenberg-Kohn theorems, in contrast to 
Thomas-Fermi approach is an exact theory, at least in 
principle, that starts with proved theorems and then lists 
the conditions that the charge density needs to satisfy in 
order to completely solve the problem. The complete quantum 
problem is defined, as we have seen in the Section 3.1.3, 
by the external potential uext and the number of electrons N. 
All system properties, including its energy and the charge 
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density are derived from the wave functions obtained by the 
Schrodinger's equation formed by the external potential and 
the electron coordinates. Hohenberg-Kohn in their two 
theorems in 1964 proved that even the opposite is true. 
In exact terms, the first of the two Hohenberg-Kohn 
theorems states that "The external potential uextr and hence 
the total energy, is a unique functional of the electron 
density p(r)." [124] The energy functional referred to in 
this first theorem is given by eq. 3.20 
E[p(f) ] = J p(r)uext(r)dr + F[p(f) ] , (3.20) 
where F[p(r) ] is an unknown functional (called Universal 
functional') which depends only on the charge density, p(r) . 
The second theorem states that "the ground state energy can 
be obtained variationally: the density that minimizes the 
total energy is the exact ground state density." [124] This 
second theorem is writing out the conceptual equivalent of 
the Schrodinger equation for the charge density. The 
universal functional F[p] is defined as shown in eq. 3.21 
F[P] = <T|T+ Ve-e |T), (3.21) 
where T is the ground state wave function of the external 
potential uext corresponding to the charge densitypffj . The 
concept of *F discussed here with respect to p(f)is still in 
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principle and not yet determined. Therefore, according to 
the second Hohenberg-Kohn theorem we obtain eq. 3.22 
Ejp '(f)] = F[p ' (f) ] + J p ' (f )vext(r)dr > E0 . (3.22) 
Till here, this is still a conceptual approach, 
although a powerful one, which is not yet practically 
implementable due to the unknown universal functional 
F[p(r)] . After an year of the Hohenberg Kohn theorems, Kohn 
and Sham [125] devised a way similar to Hartree-Fock 
methods in structure, to implement this methodology. In 
this formulation, linear combination of basis functions is 
used to express electron density, very similar in form to 
HF orbitals [126] . A determinant is then formed from these 
functions known as Kohn-Sham orbitals. 
Kohn and Sham introduced a reference system consisting 
of pseudo-electrons known as the Kohn-Sham electrons. These 
electrons do not interact with each other and live in an 
external potential, known as the Kohn-Sham potential 
u^ jfpffj ], such that their ground-state charge density p(f) 
is identical to the charge density of the interacting 
system [127]. The Kohn-Sham (Schrodinger-like) equations 
are then written as eq. 3.23. 
| V2 + »KS[p(r) ] (pjf) = e^Jf) (3.23! 
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Here tyjr) are the wave functions of Kohn-Sham electrons. 
The electron density in terms of these wave functions is 
defined by eq. 3.24 
occ 2 
pff; = XkifrVl . (3.24) 
i 
The Kohn-Sham potential vKS[p(r) ] is further defined as 
the sum of the external potential which is generated by the 
nuclei, the Hartree term and an unknown functional called 
the exchange-correlation potential. This sum is shown in 
eq. 3.25 
»KS[p(r) ] = »ext(r) + oHartree/p(f; 7 + uxc[p(r) ; . (3 .25) 
Each of the components of uKS is evaluated separately. 
The external potential vext is typically a sum of nuclear 
potentials. The next term in the sum of eq. 3.25 is the 
Hartree potential, which is defined as 
J
 r - rx 
Finally the unknown exchange-correlation functional 
has been defined in perhaps, more than a hundred ways over 
the past 30 years. A note with considerable detail about 
these is made in Section 3.1.4.1 on exchange and 
correlation functionals. The first and the simplest 
definition was called the Local Density Approximation 
(LDA) , similar to the one put forth in the section on 
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Thomas-Fermi approach of 1920s. It can be written as shown 
in eq. 3.26 
Exc = d r s (p)\ ; vxc (r) = — s (p)\ , (3.26) c
 J 'p=pfr; *c dn lp=pfr; 
where e^ fp,) stands for the xc energy per unit volume of the 
homogeneous electron gas (HEG) of constant density p. In 
1980, Ceperley and Alder [128] used Monte Carlo methods and 
tabulated the energies of the HEG at several densities. 
Now that all the terms to define the Kohn-Sham 
potential are available, the Kohn-Sham equations in eq. 
3.23 can be solved. Due to the functional dependence on the 
density, these equations form a set of nonlinear coupled 
equations. These are solved using the iterative procedure 
until self-consistency is achieved. The schematic in Figure 
3.1-1, inspired by the chapter by Nogueira et al. [129] in 
the book on DFT [130], shows this iterative procedure. 
This self-consistency cycle is continued until some 
convergence criterion is reached. The most common 
convergence criterions are based on the difference of total 
energies or densities from the iteration step i and i-1. 
Energy is calculated using the formula in eq. 3.27 
E 
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Figure 3.1-1 Schematic showing the self-consistent 
iterative procedure of a Kohn-Sham calculation. 
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3.1.4.1 Exchange and correlation 
functionals 
The Kohn-Sham potential vKS discussed in Section 3.1.4 
has in it a term called the exchange-correlation potential 
u^ . The formal definition of this is that it is the 
functional derivative of the exchange-correlation (XC) 
energy, Exc. A lot of research has been focused over the 
last few decades to form different parameterizations for 
this function. The LDA functional defined in the Section 
3.1.4 is the most simple of all of them. The XC energy Exc 
can be separated into two parts, a pure exchange Ex, and a 
correlation part Ecas shown in eq. 3.28 
Exc[p] = Ex[p] + Ec[ p]. (3.28) 
Early works in formulating a functional for EXc focused 
only on one of these components at a time and then 
subsequently combined them, while the current trend is to 
construct both the parts in a combined fashion. In 1980, 
Vosko, Wilk and Nusair [131] used the Monte-Carlo results 
to form their correlation functional Ec^'. In 1981, Perdew 
and Zunger proposed their functional PZ81 [132] . After the 
concept of LDA, Generalized Gradient Approximation (GGA) 
functionals were introduced, where the functional has a 
very similar form, but now the energy s does not depend 
solely on the density p, but also on its gradient Vp. The 
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density gradient was introduced so as to preserve the 
analytic, symmetry and scaling features of the unknown XC 
functional. The most successful attempt to formulating the 
gradient corrected exchange functional is due to Becke who 
proposed his functional B88 in 1988 [133]. The development 
of correlation functionals proceeded much more slowly than 
that of the exchange functionals. In the same year, Lee, 
Yang, and Parr proposed their very famous LYP correlation 
functional [134] . Although B88 and LYP perform very well, 
they fail to show some scaling and limiting features that 
the unknown exact exchange-correlation functional should 
possess [135]. Keeping these in mind, Perdew et al. [136] 
proposed their PW91 correlation functional, with some 
correction in the theoretical weaknesses of B88. PBE 
(Perdew-Burke-Ernzerhof) [137] is yet another form of 
gradient corrected functionals proposed later. 
A new generation of density functionals known as the 
^hybrid' or ^adiabatic connection' methods is introduced 
and used lately. The idea behind this class of functionals 
is to weigh in a certain amount of non-local Hartree-Fock 
exchange. Becke's three parameter functional (B3) [138] is 
an example of such hybrid models. This in combination with 
PW91 and LYP correlation functionals form the popular 
61 
B3PW91 and B3LYP [139] methods respectively. These are 
defined as shown in eq. 3.29 
E B3-M91/LYP = ( 1 _ a)ELSDA + . - e x a c t + ^ B B B + (]_ _ ^LSDA 
+cE/w91/LYP, 
(3.29) 
where, a, b and c are the three parameters that depend on 
the chosen forms for EXGGA and ECGGA. B3PW91 functional is 
extensively used in this dissertation work related to 
clusters' work. 
3.1.5 Plane-Wave Pseudopotential 
Implementation of DFT 
This section describes the plane wave implementation 
of the Kohn-Sham DFT used in this work to perform 
calculations on the solid state systems and crystal 
lattices. This * Total-Energy Pseudopotential Approach' has 
been developed to study solid systems consisting of 
extended matter, rather than atoms and molecules. In 
infinite periodic systems, such as crystals, there are an 
infinite number of interacting electrons, each of whose 
wave functions needs to be determined, and also the basis 
sets required to expand these wave functions need to be 
infinite. These two difficulties are overcome by (i) by 
using Bloch's Theorem [140] and (ii) by expanding the wave 
functions in plane wave basis sets. According to Bloch's 
A 
Theorem, the one-particle effective Hamiltonian H within a 
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periodic lattice commutes with the lattice-translation 
A A 
operator TR . Thus the Hamiltonian H of a solid is 
periodically invariant. This leads to the expression of the 
wave function as a product of two functions, a periodic 
part and other a plane wave type function. This is 
expressed mathematically in eq. 3.30 
A A 
H, TR = 0 => *¥nk = unk(r)eikrr , (3 .30) 
where the subscripts n and k are the quantum numbers used 
to denote the band index and the crystal momentum (a 
continuous wave vector that is confined to the first 
Brillouin zone of the reciprocal lattice [140]), 
respectively. In eq. 3.30 for *F above, the function unk(r)is 
periodic and it has the same periodicity as the direct 
lattice. It is expanded in terms of discrete plane-wave 
basis set with wavevectors G that are reciprocal lattice 
vectors. Mathematically, eq. 3.31 represents the definition 
of this function. 
u
nt<*) = Z CJ exP (i^-f)' (3.31) 
where CnjEG are the plane wave coefficients and G^a^ = 2iz5i:j, 
where a^ are the crystal lattice vectors. Thus, substituting 
eq. 3.31 in eq. 3.30, we get the equations for the wave 
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functions as the linear combinations of the plane waves as 
shown in eq. 3.32 
Vni = Z Cm8 exP (^ + k).r). (3 . 32) 
5 
Another approximation used in the solid state DFT 
calculations is the use of pseudopotentials [141-143]. The 
electrons in the solid are divided into two groups: valence 
and core electrons. The electrons in the inner shells of 
an atom are very strongly bound to the nucleus and do not 
play any substantial role in their chemical bonding. Thus 
they form an almost inert core. A plane wave basis set is 
not suited to describe all the electrons because an all-
electron plane wave calculation would require an impossibly 
large number (proportionally increasing the computational 
burden) of them to describe accurately the oscillations in 
the core regions which maintain orthogonality between 
valence and core electrons. This difficulty is overcome by 
introducing the concept of pseudopotentials [141-143]. 
The strong ionic potential in the core region is 
replaced by the weaker pseudopotential by this 
approximation. The wave functions corresponding to this 
pseudopotential are identical to the all-electron wave 
functions outside a chosen cutoff radius and therefore 
exhibit the same scattering properties. 
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The main requirement of a pseudo potential approach is 
that it reproduces the valence charge density associated 
with the chemical bonds. For pseudo and all-electron wave 
functions to be identical beyond the core radius, it is 
necessary for the integrals of the square amplitudes of the 
two functions to be the same [14 4] . This is tantamount to 
requiring 'norm-conservation' from pseudo wave functions. 
That is each of them should carry exactly one electron. 
This condition ensures that the scattering properties of 
the pseudopotential are reproduced correctly. These types 
of pseudopotentials are known as 'norm-conserving 
pseudopotentials' . An important factor in the 
pseudopotential applications is the degree of the 
'hardness' of the pseudopotential. This depends on the 
number of Fourier components that pseudopotentials require 
for its accurate representation. Pseudopotential is 
considered 'soft' when it requires lesser number of Fourier 
components and is considered yhard' if it requires more of 
them. Norm-conserving pseudopotentials for first row 
elements and transition metals turn out to be extremely 
hard [145,146]. More recently Vanderbilt [147] suggested 
a radical approach to improve the norm-conserving 
pseudopotentials where the pseudo wave functions in the 
core region are allowed to be as soft as possible. These 
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new class of pseudopotentials are known as 'ultra-soft 
pseudopotentials' . These tend to be much less expensive 
because the ultra-soft pseudo wave functions are smoother 
and so they can be described by smaller basis set. A major 
portion of calculations on the extended systems in this 
dissertation are performed using the ultra-soft 
pseudopotentials. 
3.2 Classical Molecular 
Dynamics 
Unlike the techniques that have been discussed so far, 
Molecular Dynamics (MD) follow the principles of classical 
mechanics [121] rather than quantum mechanics. The 
technique of MD simulations forms a major part of the total 
suite of computational chemistry tools. Statistical 
mechanics [148] provides a means for determining physical 
properties of macroscopic sample of bulk liquid and solid, 
rather than just a single molecule at a single geometry. 
These results are obtained as the net result of the 
properties of many molecules in many conformations and many 
energy states. Practically, this difficult task of 
obtaining information of possible energy states and 
structural conformations is obtained using Molecular 
Dynamics [126]. Alder and Wainwright carried out the first 
Molecular Dynamics simulation in 1957 on a hard-sphere 
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fluid [149]. The first fluid with soft interactions was 
simulated by Rahman in 1964 [150] and the first complex 
fluid (water) was simulated by Rahman and Stillinger in 
1971 [151] . Anees Rahman is famously known as the ^father' 
of MD [152]. 
Either Newtonian deterministic dynamics or a Langevin-
type stochastic dynamics is used as a foundation to emulate 
the motion of the individual atoms within an assembly of N 
atoms. In a MD simulation, these N atoms are confined in a 
simulation cell of volume V. This cell is replicated in all 
spatial dimensions generating its own periodic images as 
those of the original N atoms. These periodic boundary 
conditions (PBC) are necessary in order to recompense the 
unwanted effects of the artificial surfaces associated with 
the finite size of the simulated system. The energetics and 
dynamics of the atoms in a MD simulation are obtained from 
a two-body or a many-body inter-atomic potential, HI(r±j), 
and the simulation involves the computation of forces 
experienced by each atom at each simulation time step from 
these according to eq. 3.33 
where r±j is the separation distance between two atoms i and 
j. During a MD simulation, initial positions of the atoms 
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are chosen with a set of initial velocities. These 
velocities are usually chosen to obey Maxwell-Boltzmann or 
Gaussian distribution at a given temperature, which gives 
the probability that an atom i has a velocity vx in the x-
direction at a temperature T [153] This is expressed in eq. 
3.34 
P(viJ = 
( m, ^ 
y2nkBTj exp 2kBT 
(3.34) 
These velocities are then normalized such that the net 
momentum for the entire system is zero (that is, the system 
is not flowing) . The forces on each atom are then computed 
using the energy/force expression (eq. 3.33) which depends 
on the many-body inter-atomic potential, Hx(r±j). The atomic 
positions after a short time step dt are calculated using a 
scheme for the numerical integration of the Newton's 
equations of motions. One very famous integration scheme is 
the velocity verlet algorithm [153]. According to this, the 
positions, r±, and velocities, v±, of the atoms of mass mi 
are updated at each simulation time step, dt, according to 
the rules set in eq. 3.35. 
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rx(t + dt) = r±(t) + v±(t)dt + - dt2 J^-
^ 
v, I t + - dt 
2 m. 
FJt) 
= vJtJdt + - dt-±-t-, (3.35; 
2 m, 
i ^  F i ^ + dt^ f 2 \^ 1
vi (t + dt) = vi t + - dt + - dt 
V 2 ) 2 m. 
This iteration of obtaining the new velocities and 
accelerations of the atoms is repeated until the 
equilibrium is obtained. In this case of a MD simulation, 
equilibrium is not the lowest energy conformation, but it 
is a configuration that is reasonable for the system with 
the given amount of energy [126] . Once the system 
equilibrium is reached, the atomic coordinates at an 
interval of every few iterations are saved and this list of 
coordinates over time is known as the trajectory. The 
trajectory of the system is then analyzed to obtain 
information about the system. This is determined by 
computing the radial distribution functions, diffusion 
coefficients, vibrational motions or any other property 
computable by this information. 
3 .3 Ab Initio Molecular Dynamics 
The main premise for the classical MD simulation to 
result in reliable answers, as has been discussed in the 
Section 3.2, is the ability of the many-body inter-atomic 
potential or the ''force-field' that is used to describe the 
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interactions of the involved atoms. Although the field of 
classical MD simulations has had an overwhelming success in 
the fields of condensed matter physics and materials 
modeling, this methodology has got some inherent 
limitations in it. They are (i) systems that consist of 
several different types of atoms in it require a large set 
of inter-atomic potential energy parameters to be 
parameterized, (ii) systems involving chemical events like 
the bond breaking and bond forming cannot be fully 
described by this ^force-field' technology, (iii) most 
force-fields do not include electronic polarization 
effects. 
The technique known as Ab Initio Molecular Dynamics 
(AIMD) [154] overcomes these limitations [155,156]. AIMD is 
a rapidly growing technique, in which finite-temperature 
dynamical trajectories are generated by using forces 
obtained directly from electronic structure calculations 
performed Aon the fly'. A very common electronic structure 
method most commonly in the modern AIMD calculation is the 
Kohn-Sham formulation of density functional theory. 
As discussed in Section 3.1.4, in the Kohn-Sham DFT 
the energy functional is expressed in terms of a set of n 
occupied single-particle orbitals yx(r), v|/2(r,) /••••/• Wjr) a nd 
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the N nuc l ea r p o s i t i o n s Rlf . . ., RN . I t t ake s t h e form of eq. 
3.36 
E
 [ M , {*}] = - ~0 Z J d r v / f r ^ v / r ; + 
9 J , „ +
 E
*c(P) (3-36) 
2 J \r - r '| 
+ $ drp(r)Vext(r, R), 
where Vext(r, R) is the total external columbic attraction 
between one electron and the nuclei and the density 
p(r) related to the orbitals by pfrj = ^  IVif-^l • 
i = l 
A possible strategy of accommodating the electronic 
structure calculations in the MD scheme of things is: (i) 
to minimize the energy functional in the eq. 3.36 for a 
given set of initial nuclear positions Rir . . . , RN to obtain 
the ground state density pjr) and the corresponding 
orbitals \\r°(r) , \\i2°(r) , . . . , \\fn°(r) . (ii) Once these quantities 
are obtained, the forces between the nuclei are obtained by 




E [{xj/°} , {R}] . ( 3 . 3 7 ) 
These forces are then fed into a numerical integration 
scheme together with a set of initial velocities for the 
nuclei, and a step of molecular dynamics is carried out 
which results in a new set of velocities and nuclear 
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positions. For these new positions and the velocities, the 
ground state density and therefore the orbitals are 
obtained minimizing the energy functional given by eq. 
3.36, the forces are obtained using eq. 3.37 and are again 
given to a integration scheme like velocity verlet 
algorithm. This process is continued until a total 
trajectory is obtained. This scheme of implementation is 
known as Born-Oppenhiemer Molecular Dynamics (BOMD). As can 
be seen, this is a rather computationally intensive 
technique since it involves the solving of Kohn-Sham 
orbitals at each and every step of MD. 
An alternative approach to this is suggested by Car-
Parrinello [157], where rather than minimizing the energy 
functional in eq. 3.36 at each and every step of MD and 
obtaining the corresponding orbitals, a fictitious time 
dependence is introduced into the Kohn-Sham orbitals, i.e., 
yjr) —> \\f±(r, t), and a dynamics is introduced that 
propagates an initially fully minimized set of orbitals to 
subsequent minima corresponding to each new nuclear 
configuration [155]. The complete motion of the system 
including both the fictitious orbital dynamics and real 
nuclear dynamics is given by the Car-Parrinello (CP) 
Lagrangian and this Lagrangian yields the CP equations of 
motion which are shown in eq. 3.38. 
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Mj Rl(t) =
 " a*7t; £ ^ ^ ' ^ r t ; ^ 
(3 .38 ) 
\i yjr, t) = - E [{y(t)} , {R (t)}] + £ KjVjr, t), 
5i|/
 ±(r, t) ] 
where AXj are a set of Lagrange multipliers ^ is a 
fictitious kinetic energy parameter. 
Calculations reported in the Section 7.3.4 of Chapter 
7 and Section 8.3.2 of Chapter 8 are performed using the Ab 
Initio Molecular Dynamics method. 
3.4 Monte Carlo Techniques 
Monte Carlo (MC) techniques, introduced by Metropolis 
et al. in 1953 [158], are based on the use of probabilistic 
concepts. These methods have applications in diverse fields 
of computational sciences such as catalysis, polymer 
science, nuclear physics etc. The name "Monte Carlo" was 
coined by Metropolis, because of the similarity of 
statistical simulation to games of chance, and because the 
capital of Monaco was a center for gambling [159,160]. 
In this method, a system composed of N interacting 
atoms is given a set of initial coordinates. The emergence 
of this initial configuration is then generated by 
successive random displacements of the atoms. However, not 
all configurations generated by these displacements are 
accepted, and there is certain criterion for the acceptance 
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of the move. In a typical Metropolis algorithm [158], the 
following steps are followed. 
• A unique random value is generated for each of 3N 
coordinates (rN) . 
• The energy of the new configuration is calculated and 
compared to the value of the old one. 
o If the energy is lower, the new configuration is 
accepted, 
o If the energy is larger, Boltzmann factor of the 
new configuration exp(-V(rN)/kBT) is compared to 
the random number between 0 and 1 
• If the random number is lower than the 
Boltzmann factor, the new configuration is 
accepted 
• In other case, configuration is rejected. 
The result reported in the Section 6.3.2 of Chapter 6 
on novel Li-C-Be materials for hydrogen storage is obtained 
using the Monte Carlo technigues. 
CHAPTER 4 
STRUCTURE AND ENERGETICS OF NEUTRAL 
BEN (N=l-17) CLUSTERS: A DENSITY 
FUNCTIONAL THEORY STUDY 
One of the roles that is expected of theory and 
computation to play in the development of hydrogen storage 
materials is to help clearly understand the physics and 
chemistry of the fundamental interactions of hydrogen with 
them at various size scales [14]. Atomic clusters fall 
under an interesting class of size because they form the 
intermediate phase of matter between a single atom and the 
bulk material. The properties of such clusters are of great 
importance because they are size and composition specific 
and here every atom and electron counts [42]. The emergence 
of new research areas like nanoscience and nanotechnology 
and their promise of different possible technological 
applications have further fueled the interest in cluster 





The interest in the physics and chemistry of atomic 
clusters is ever growing among the scientific community 
[161,162]. Since an atomic cluster represents an 
intermediate phase of matter between a single atom and the 
bulk material, the convergence of the clusters properties 
towards the corresponding macroscopic characteristics of 
the material has been a matter of great interest. Divalent-
metal clusters (e.g., Ben, Mg^, Hgn) are particularly 
interesting in this respect, due to their s2 closed shell 
atomic configuration and considerably large sp excitation 
energy [163] . Due to weak Van der Waals forces in small 
divalent metal clusters, such clusters are expected to 
behave like insulators. As the divalent cluster size 
increases towards the bulk, the s and p bands overlap 
giving the material strongly metallic characteristics 
[164]. This implies that there is a transition affecting 
the nature of the chemical bond from weak Van der Waals to 
strong metallic bonds somewhere as a function of increased 
cluster size. 
Of all the divalent metals, beryllium has attracted a 
lot of attention lately due to its relevance in 
astrophysics [165,166] and importance as a component in 
hydrogen storage materials such as Li2BeH4 [167]. Moreover, 
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the value of studying beryllium clusters theoretically 
increases due to the scarcity of experimental studies 
[168,169] on these clusters due to their toxic nature 
[170]. Beryllium does not form a diatomic molecule because 
such a molecule would have two electrons in the as bonding 
orbital and two electrons in the a* antibonding orbital, 
and therefore the total number of bonding electrons would 
then be zero. The Be2 dimer is therefore considered to be 
one of the most demanding computational chemistry problems 
which reguire careful selection of electronic structure 
methods [171-174]. A brief review of the current state of 
knowledge on Be2 is presented here. 
Be2 was experimentally generated by Bondybey [168,169] 
in supercooled vapor produced by laser vaporization of the 
metal. The experimental Be-Be bond length reported by these 
authors is 4.72a0 or 2.497 A (a0=0.529 A) with a 
corresponding binding energy of (790130) cm-1 or 
(0.098±0.004) eV [168]. There has been considerable 
theoretical work [164,170,171,173,175-185] on Be2 previously 
which spans across a wide range of different methods 
including both ab initio and DFT methods. Harrison et al. 
[173] performed CI calculations and reported the binding 
energies of a Be dimer as 1.86 kcal/mol (0.0806 eV) . 
MP4(SDTQ) study of Be2 by Kaplan et al. [181] resulted in a 
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Be-Be bond length of 2.56 A and a binding energy of 1.83 
kcal/mol (0.08 eV) . A complete active space/configuration 
interaction (CASSCF/CI) study by Morrison and Handy [175] 
predicted a bond length of 2.50 A and a binding energy of 
1.86 Kcal/mol (0.08 eV) . Klopper et al. [180] employ a MP2-
R12 method to study the one-particle basis set limit of 
second-order correlation energies on small Ben clusters and 
report a bond length of 2.65 A and a binding energy of 0.06 
eV. Basis sets of different complexities in conjunction 
with different density functionals are used to address this 
interesting problem of Be2 dimer. Sudha et al. [177] 
employed BPW91, BP86 with 63111/3111(3df) basis set and 
reported the values of 2.44 A and 0.36 eV each for bond 
length and binding energies respectively. The same authors 
also used the basis set 631/31 with BPW91, BP86, B3LYP 
methods and reported the values set of (2.47 A, 0.36 eV) , 
(2.48 A, 0.36 eV) and (2.54 A, 0.18 eV) ' respectively for 
the (bond length, binding energy) pair. Beyer et al. [177] 
use 63111/3111(3df) basis set with B3LYP functional and 
find that Be-Be equilibrium bond length is 2.48 A and the 
binding energy is 0.20 eV. Murray et al. [182] used 
8s5p2dlf basis set with the functionals BLYP, BP86, SVWN 
and report the values of (2.43 A, 0.26 eV) , (2.45 A, 0.35 
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eV), (2.40 A, 0.56 eV) respectively for (bond length, 
binding energy) pair. 
Early work conducted on other Be clusters focused on 
the calculation of equilibrium geometries and binding 
energies, using ab initio techniques such as the wave-
function based methods like Configuration Interaction (CI) 
[186] and QCISD; which account for the single and double 
excited states in the QuadraticCI [187]. MultiReferenced 
Configuration Interactions (MRCI) in conjunction with 
extended basis sets was employed by Lee et al. [171] to 
study Be3_5 cluster binding energies and reported 24 (Be3) , 
83 (Be4) and 110 (Be5) Kcal/mol respectively. The second, 
third and fourth orders of the Moller Plesset Perturbation 
Theory [188] were also used by several authors to study Be 
clusters [180,181,189]. Pamidighantam et al. [189] studied 
the bonding properties of Be3_7 clusters using the more ab 
initio methods like the coupled cluster [190] and 
perturbation theories [188] at different orders until MP4 
and reported the binding energy per atom for Be3, Be4, Be5, 
Be6 and Be7 clusters to be 7.2, 20.9, 24.4, 22.8 and 26.3 
Kcal/mol respectively. Klopper et al. [180] combined 
CCSD(T) and MRCI calculations on Be3 and Be4 and reported 
their binding energies as 27 and 88 kcal/mol respectively. 
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Most of the early DFT work [170,185] on Be clusters 
were performed on the platform of the local spin density 
approximation (LSDA) [124,125]. Estela et al. [185] 
developed a many body potential for beryllium by performing 
LSDA calculations on the Ben clusters from n=3-5 and they 
exercised these parameters for the bulk structure 
properties of beryllium. A comparative study was performed 
by Oritz et al. [191] using various density functional 
approximations and they concluded that the gradient 
corrections were noteworthy in ascertaining the ground 
state properties of such divalent metal dimers [164], There 
were also gradient corrected calculations reported on the 
Ben clusters [164,176-178,191], but there were more 
variations rather than the similarities in the results. 
Cerowski et al. [178] more recently used this many body 
potential and symbiotic Genetic Algorithm (SGA) methods of 
Molecular Dynamics to find the local minima of the Ben 
clusters until n=41. They then used these initial 
geometries and calculated the energies of these structures 
at an ab initio method, self-consistent-field (SCF) Linear 
Combination of Atomic Orbital (LCAO) - Molecular-Orbital 
(MO) method. 
Many ab initio and DFT (both LDA and GGA) results were 
published [170,171,176,179-181,183-185,189,192]; however 
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(i) the geometry was calculated at a level of theory lower 
than the energy calculations resulting in errors (ii) the 
higher level calculations were performed only for smaller 
beryllium clusters. The aim of this work is to carry out 
the higher level DFT calculations on a more extended set of 
Ben clusters until n=17, obtain their equilibrium 
geometries, bond lengths, energies. The stability of these 
clusters is discussed in terms of the Binding energies per 
atom and the second difference of energies [43,193,194]. 
Electronic structure properties like the energy gap between 
the highest occupied molecular orbital (HOMO) and the 
lowest unoccupied molecular orbital (LUMO), the ionization 
potentials and the electron affinities have been used to 
obtain further insights into the stability of these 
clusters. The variation of these electronic properties as a 
function of the number of atoms in these clusters is 
discussed. 
Remaining of the chapter is arranged in the following 
hierarchy. Section 4.2 discusses the computational methods 
we have used in this work. Section 4.3 presents the results 
and the discussion. In results, Section 4.3.1 is dedicated 
to the structure of the different clusters. Section 4.3.2 
discusses the stability of these clusters in the 
perspective of different electronic structure properties 
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like Binding energies, Second difference of energies A2E, 
HOMO-LUMO Gaps (HLG), and vertical Ionization Potentials. 
Section 4.4 addresses the conclusions based on the results 
in this work. 
4.2 Methods 
Density Functional Theory (DFT) calculations of Be^ 
n=l-17, neutral (zero total charge) clusters are performed 
using the Gaussian 03 program, Revision C.02 [195]. A large 
variety of possible geometrical arrangements of these 
clusters are investigated, including three-dimensional (3-
D) , cyclic, and linear configurations. The density 
functional employed in these calculations is the B3PW91, 
one of the most successful hybrid functionals [196], that 
includes an exchange description constituted by 
contributions of local, nonlocal (Becke 3-parameter) and 
Hartree-Fock exchange terms, and correlation given by the 
1991 Perdew and Wang (PW91) nonlocal GGA functional [120]. 
This DFT method is used in combination with the 6-31+G* 
basis set, which is a split-valence double-zeta that 
considers d-like polarization functions on heavy atoms and 
a set of diffuse s- and p-like functions on heavy atoms 
[120] . 
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The B3PW91 method is known to perform very well on the 
structure and stability of pure Be [197,198] clusters. For 
instance, Zhao et al. [198] studied the structure and 
stability of Be6, Be6+, and Be6~ clusters using B3PW91, 
B3LYP, MP2 levels in combination with the 6-311G* and 6-
311+G* basis sets. They have also used CCSD(T)/6-311+G* to 
check the reliability of the results when the calculations 
at the aforementioned levels contradicted each other. In 
particular, these authors correctly predicted using the 
B3PW91, MP2, and CCSD(T) methods that the ground state 
configuration of Be6 is a £>2h structure, also well predicted 
by Pacchioni and Koutecky' [199] using pseudopotential 
configuration interaction (CI). At the B3LYP level of 
theory, however, Zhao et al. found that the D2h structure is 
a transitional state instead of a local minimum, and that 
the most stable configuration of Be6 is wrongly predicted to 
be a D3d structure, which was also reported by Beyer et 
al. [176] at the B3LYP/6-311++G (3df) level as the most 
stable one for Be6. Similar conclusions are drawn by the 
same authors for Bes in terms of the comparable performance 
of the B3PW91, MP2, and CCSD (T) methods. Hence, B3PW91/6-
31+G* theory level is further used in this work for the 
prediction of accurate geometric and reliable energetics of 
Ben clusters for which electron correlation effects are very 
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important. When this theory level is used, errors in 
calculated bond lengths (A) and absolute energies (Ha) are 
expected to be in the third and fifth decimal respectively 
[122] . 
Geometry optimizations and harmonic vibrational 
frequency calculations for all the 17 Ben n=l-17, ground 
state clusters, different spin multiplicity (2S+1) state 
clusters, and isomers are performed to ensure that 
stationary points on the Potential Energy Surface of the 
clusters are in fact local minima. These calculations were 
run for different spin multiplicity states of each cluster 
and the structure with a particular spin multiplicity state 
and the least energy is divulged as the most stable 
configuration and the other higher energy structures are 
considered as their higher-energy isomers. All the clusters 
reported here are neutral structures i.e., the total charge 
of the initial structures was taken as zero. Zero-point 
corrected absolute energies are used for further 
calculation of binding energies and second differences in 
energy. A particular structure with a particular spin 
multiplicity is reported as a ground state only after 
running several single point calculations of that geometric 
structure with different multiplicities. 
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4.3 Results 
At the B3PW91/6-31+G* DFT level, the calculated 
absolute electronic energy corresponding to the 2S2 1S 
(singlet) ground state and the lowest triplet state 2P 3P° 
state of atomic beryllium are -14.65607 and -14.57203 
Hartrees respectively. From this energetic information the 
calculated excitation energy of the triplet state of the 
beryllium atom is 18445.5 cm"1 (2.29 eV) ; which 
underestimates the experimental value of 2.73 eV [200] by 
0.44 eV. Tozer et al. [201] used the time-dependant form of 
DFT, TDDFT which is better at calculating the excitation 
energies and predict a difference of 0.23 eV between their 
excitation energy value of 2.50 eV and the experimental 
value. They also observe that this difference of 0.23 eV is 
acceptable [201]. Table 4.3-A lists the energies (in 
Hartrees) and the spin multiplicity states of the observed 
ground states in our calculations. Ground state structures 
of Ben neutral clusters are shown in Figures 4.3-1 (n=2-ll) 
and 2 (n=12-17) along with selective bond lengths. 
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Table 4.3-A Total energies and their spin multiplicity 
states for Ben clusters (n=l to 17). 
C l u s t e r , 
Ben 





















































G r o u n d s t a t e 
Ene rgy (Ha) 
- 1 4 . 6 5 6 0 7 
- 2 9 . 3 2 0 7 6 
- 4 4 . 0 2 2 5 7 
- 5 8 . 7 8 4 8 5 
- 7 3 . 4 9 9 1 1 
- 8 8 . 2 0 9 4 9 
- 1 0 2 . 9 4 8 5 2 
- 1 1 7 . 7 0 6 7 2 
- 1 3 2 . 4 7 9 2 6 
- 1 4 7 . 2 4 7 9 9 
-161 .99484 
-176 .72874 
- 1 9 1 . 4 8 1 2 3 
- 2 0 6 . 2 3 0 3 2 
- 2 2 0 . 9 7 7 8 0 
- 2 3 5 . 7 3 4 5 3 





Figure 4.3-1 Ground state structures of Ben (n=2-ll) 
clusters with important bond lengths in angstroms. 
87 
w » 
Figure 4.3-2 Ground state structures of Ben (n=12-17) 
clusters with important bond lengths in angstroms. 
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Section 4.3.1 and its subsections describe the 
geometries of the ground states of Ben (n=l-17) clusters. 
4.3.1 Structure of Ben (n=2-17) 
Clusters 
4.3.1.1 Ben (n=2-4) clusters 
At the B3PW91/6-31+G* theory level used in this work, 
Be2 (Figure 4.3-la) is a spin singlet with a Be-Be bond 
length of 2.499 A (only overestimated by 0.002 A). The 
triplet multiplicity state of a Be dimer has a bond length 
of 2.02 A. This structure is 0.58 eV higher in energy than 
the ground state. 
The structure of Be3 ground state in our calculations 
is an equilateral triangle with bonds of 2.187 A (Figure 
4.3-2b). Comparisons with the previous published results 
[164,176,177,189] on Be3 show that DFT is predicting a 
smaller bond length for these systems when compared with 
other ah initio methods. The Be3 system has an isomer 0.34 
eV higher than the ground state, which is a spin triplet 
isosceles triangle of bond lengths 2x2.13 A and 1.94 A. We 
also studied the singlet and the triplet states of Be3 
linear system, which have not been examined in previous 
studies. These linear chains of beryllium atoms are 
considerably higher in energy (1.36 eV, triplet and 1.64 
eV, singlet) than the equilateral triangle ground state. 
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The ground state structure of Be4 (Figure 4.3-lc) 
observed in the B3PW91 results of our calculation is of the 
shape of a regular tetrahedron with all the sides having a 
length of 2.055 A. This system, like the previous ground 
states, also has a spin singlet multiplicity. Among the 
many other Be4 structures studied in this work, a stable 
isomer for Be4, which has a spin multiplicity 3 is 0.99 eV 
higher in energy than the ground state. It has a distorted 
tetrahedral shape with bond lengths Be2-Be3 = 2.189 A and 
Be2-Be4 = 2.192 A while all the other bond lengths are 
equal to 2.012 A. One other isomer of Be4 is observed in our 
study. We observe that this Y-shaped isomer is a singlet 
state and is 2.41 eV higher in energy than Be4 singlet 
ground state. The bond lengths of the two top branches of 
this Y structure are each 2.17 A and the bottom branch is 
2.21 A. We observe that quintet state of this structure is 
not a stable one with two imaginary frequencies. The four 
Be atoms linear chain (both singlet and triplets) are 
considerably higher in energy than the ground state. One 
other isomer is a square of side 2.037 A with a Be atom at 
its each vertex. This is a triplet in its multiplicity. 
4.3.1.2 Ben (n=5-10) clusters 
Bes ground state according to our calculations is a 
spin singlet tilted trigonal bipyramid (Figure 4.3-ld) with 
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the length of the equilateral triangular base (Be2-Be3-Be5) 
as 2.011 A. Two other beryllium atoms (Bel and Be4), one 
above this triangular plane and one below this triangular 
plane form two tilted tetrahedrons with the triangular 
base. The upper tetrahedron has the bond lengths of Bel-Be5 
= 2.070 A, Bel-Be2 = 2.066 A and Bel-Be3 as 2.064 A. The 
lower tetrahedron has the bond lengths of Be4-Be5 = Be4-Be3 
= 2.063 A and Be4-Be2 = 2.068 A. 
The ground state of the Be6 cluster obtained in our 
calculations, with the corresponding bond lengths is shown 
in Figure 4.3-le. The shape of this structure can be seen 
as a bicapped tetrahedron. This ground state has a spin 
multiplicity of m=3. The bond lengths of the base of this 
tetrahedron are Bel-B2 = Bel-Be6 = 2.06 A and Be2-Be3 = 
Be3-Be6 = 2.07 A. Two sides of this bicapped tetrahedron in 
Figure 4.3-le have the bond lengths of Bel-Be5 = 1.987 A 
and Be3-Be4 = 1.976 A. The bond lengths of the four 
diagonals of this system are Be2-Be5 = 2.075 A, Be2-Be4 = 
2.091 A, Be6-Be5 = 2.082 A and Be6-Be4 = 2.098 A. This Be6 
cluster has five stable isomers. Another octahedron shaped 
structure with multiplicity 3 is observed to be 0.18 eV 
higher in energy than the ground state. The other stable 
isomers for Be6 observed in our calculation are with quintet 
spin multiplicity and 0.16 eV less stable than the ground 
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state, other with m=l and 0.63eV less stable, one with m=5 
and 1.20 eV less stable, one with m=3 and 1.84 eV less 
stable, and one of m=l and 1.91 eV less stable than the 
ground state. 
The ground state Be7 is observed as a tilted pentagonal 
bipyramid with spin multiplicity of 1. This is shown in 
Figure 4.3-lf. Four stable isomers are found. Another 
structure with a similar structural confirmation is 
observed 0.0002 eV higher in energy than the ground state 
ground state. The other isomers observed for Be7 are the 
regular hexagon shaped systems with six beryllium atoms at 
the six corners of a hexagon and a seventh atom at the 
center of the hexagon. The system with this shape and a 
multiplicity of m=3 is 0.84 eV higher in energy than the 
ground state. Two similar structures with the 
multiplicities of 1 and 5 are 0.86 eV and 1.29 eV higher in 
energy than the ground state. Another structure of a shape 
of a planar heptagon is also observed in our calculations 
which is 2.65 eV higher in energy than the ground state. 
The Be8 ground state observed in our calculations is a 
spin quintet (Figure 4.3-lg). The shape of this ground 
state can be seen as a distorted crown shape with a 
triangular base (formed by Bel, Be2, Be7) and a tetrahedron 
(formed by Be8, Be3, Be5, Be6 and Be4, Be4 being the apex 
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of the tetrahedron) on top of that. Our calculations also 
reveal 5 higher energy isomers for Bes. One isomer is a spin 
triplet with 0.14 eV higher in energy than the ground 
state. The shape of this isomer is more like a distorted 
pentagonal bipyramid. Another isomer with a spin singlet is 
seen which is 0.75 eV less stable than the ground state. 
The shape of this isomer is a 3-dimensional structure with 
a base of pentagon and three other beryllium atoms in a 
plane above that plane of the base. Another structure with 
a confirmation very similar to this isomer but with a 
multiplicity of a quintet is also seen which is 0.86 eV 
less stable. A structure very similar in the shape to the 
ground state but having a septet spin multiplicity is 
observed as 0.99 eV less stable than the ground state. 
The ground state of Be9 ground state has triplet 
multiplicity state. This structure is shown in the Figure 
4.3-lh. The shape of this system has a four sided square 
base (formed by the atoms Be3, Be4, Be8 and Be7) with the 
bond length of 2.06 A and a square pyramid on top of that 
(formed by the atoms, Bel, Be2, Be5, Be6, Be9, the apex of 
this square pyramid being the atom Bel). Two higher energy 
isomers for this Be9 cluster are observed with shapes very 
similar to that of the ground state confirmation. One of 
them is a spin singlet which is higher in energy than the 
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ground state by an amount of 0.19 eV. The other one is a 
spin quintet and this is 1.33 eV less stable than the 
ground state. 
4.3.1.3 Ben (n=10-17) clusters 
The ground state of Beio is shown in Figure 4.3-li with 
the important bond lengths highlighted. It is a spin 
singlet. The icosahedral shape of the pure Be clusters 
observed previously continues even in this cluster. The 
rectangular base of this cluster (formed by the atoms, Be5, 
Be7, Be8 and Be9 as shown in Figure 4.3-li) has the bond 
length of 2.09 A approximately. At the height of 
approximately 2.01 A above this rectangular base is a 
pentagonal prism formed by the atoms Bel, Be2, Be3, Be4, 
BelO and Be5 (ref Figure 4.3-li). The first four atoms in 
this list form the irregular pentagon with the bond lengths 
of approximately 2.01 A. The Be6 atom (Figure 4.3-li) is 
the apex of this prism which is at the height around 2.065 
A from the pentagonal prism base. We have searched for the 
higher energy isomers for this cluster by making the spin 
multiplicity of the structure as a variable. We observe 
that it has a spin triplet isomer which is 0.45 eV less 
stable than its singlet ground state. This isomer is the 
same as its ground state but has higher average bond 
length. For instance, the bond lengths of the rectangular 
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base of this isomer are 2.15 A and 2.09 A. The pentagonal 
base of the prism which also has a bond length of 2.04 A in 
this structure is at the height of 2.04 A above the 
rectangular base. The apex of this structure is at 
approximately 2.14 A above the pentagonal base. 
Figure 4.3-lj shows the ground state of Ben which is 
also a spin singlet. Icosahedral shape is again obvious in 
this ground state also. The structure of this cluster is 
also very similar to the one observed for the Beio cluster, 
but the extra atom goes to the base forming a pentagonal 
base rather than a rectangular one. Therefore this 
structure can be viewed as two layers of pentagonal bases 
one above another with an apex for the top pentagon forming 
a pentagonal prism at the top. The bond lengths of the 
bottom pentagon are nearer to the value of 2.08 A. The top 
pentagonal layer is at a height of 2.035 A above the bottom 
layer. The apex of this top prism is at a diagonal length 
of around 2.16 A from its bottom. As with the other Be 
clusters, we have searched for the higher energy isomers of 
this cluster as well and we see that the spin triplet 
multiplicity of this structure is 0.7 eV higher in energy 
than the ground state. The base pentagonal average bond 
lengths of this isomer are 0.1 A larger than the ground 
state. The height of the top irregular pentagon is 1.95 A 
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above the bottom base in the higher energy triplet, which 
is around 0.8 A shorter than the singlet ground state. The 
diagonal height of the apex of this cluster is 2.22 A which 
is 0.06A higher than its corresponding bond length in the 
ground state. 
The ground state of Bei2 cluster is shown Figure 4.3-
2a. The multiplicity of this ground state is also 1. The 
average nearest neighbor bond length in this icosahedral 
structure is slightly larger than that in the Ben cluster. 
This shape can be viewed more as a hexagonal prism above a 
pentagonal base. The bond lengths of the base vary from 
2.04 A to 2.33 A. The hexagonal base of the irregular 
hexagonal prism in this structure is 1.98 A above the 
pentagonal base of the structure. The diagonal heights of 
the apex of this hexagonal prism (Figure 4.3-2a) are 2.33 A 
(Bel2-Be4) and 2.20 A (Bel-Be4). The higher spin state 
(triplet) of this structure is 0.20 eV less stable than the 
ground state. The average nearest neighbor bond length of 
this isomer is also higher than its ground state. 
The ground state structure of a Bei3 cluster is that of 
a tri-capped hexagonal prism over a rectangular base. It is 
a spin singlet in its multiplicity and is shown in Figure 
4.3-2b. The figure also shows some of the bond, lengths of 
this ground state. The nearest neighbor bond lengths of the 
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rectangular base (Figure 4.3-2b) formed by atoms Be2-Be3-
Be8-Be7 are Be2-Be3= Be7-Be8= 2.1 A and Be3-Be8= 2.25A, 
Be2-Be7= 2.09 A. The diagonal heights of the hexagonal 
prism above this plane are Be8-Bel2= 1.96 A and Be2-Bel= 
2.06 A. The three apexes in the tri-capped hexagonal prism 
are the atoms Be5, Be6 and Bel3. The distance of these 
apexes above the hexagonal base (middle layer of the whole 
structure) are Bel-Bel3= 2.03 A and Bel2-Be5= 2.28 A. The 
distance between the top apex are of the order of Be5-Bel3= 
2.12 A. The triplet state isomer of this structure is 0.30 
eV less stable than the ground state. The trend of higher 
energy isomers having a larger average nearest distance 
neighbor is seen in this higher energy state also. 
The ground state of Bei4 is a spin singlet and is shown 
in Figure 4.3-2c. This ground state is a closed structure 
formed by the two hexagons with an atom each in the middle 
of those hexagons very slightly above or below their 
planes. The bond length of each side of this hexagon is 
2.13 A and the diagonal distance between the two hexagonal 
planes are of the order of Be6-Bel3= Be2-Bel0= Be7-Bel4= 
2.01 A. The distance between the atoms on the vertices of 
the hexagon (for both the hexagons) and the one in the 
center is in the range of 2.14-2.15A. This ground state 
also has an isomer of multiplicity 3, which is 0.18 eV less 
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stable. The isomer has average bond length higher than the 
ground state. 
The structure of the spin singlet Bei5 ground state is 
shown in Figure 4.3-2d. It is a more closely packed 
icosahedral structure. Despite several attempts to study 
the triplet state of this system we observe that the higher 
state of this ground state is unstable. 
The ground state of Bei6 and Bei7 clusters is shown in 
Figures 4.3-2e and 4.3-2f. The icosahedral growth of 
beryllium clusters is continued in these clusters as well. 
In our calculations we see that the ground state of Bei6 is 
a spin triplet unlike the previous singlets. The singlet 
state and the quintet states of this structure are O.lleV 
and 0.02 eV higher in energy than the ground state. Our 
calculations did not yield any higher energy isomers for 
Bei7 cluster. 
4.3.2 Stability of Ground State 
Beryllium Clusters 
In this section, binding energies per atom, Eh, second 
difference of energies, A2-E, vibrational frequencies, HOMO-
LUMO gaps (HLGs), and vertical ionization potentials (IPv's) 
for ground state pure beryllium clusters are presented and 
discussed. 
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4.3.2.1 Binding energy and second 
difference in energy 
The binding energy per atom for the neutral beryllium 
clusters is calculated according to the eq. 4.1. 
nE(Be) - E(BeJ „ „ , 
Eb = - - — . (4.1) 
n 
The calculated binding energy per atom Eb is plotted as 
a function of the cluster size n, in Figure 4.3-3. It is 
interesting to note from this plot that the binding 
energies per atom of pure beryllium Ben clusters, increase 
rapidly up to n=4 atoms and then there is a gradual 
increase for n=4-6 atoms. One other part of this plot which 
shows rapid increase in Eb is from n=6-10. For clusters 
greater than the size of 10 atoms, the increase in Eb is 
more regular. This trend in the binding energies of Be 
clusters is in complete agreement with the previous 
published theoretical results by Wang et al. [164] and 
Kawai et al. [183]. Wang et al. [164] contributed the first 
sharp increase of the binding energies due to the 
significant decrease in the average bond length and the 
second rapid increase to the appearance of more highly 
coordinated structures. The binding energy per atom of the 
largest cluster studied here (n=17) is still lower than the 
bulk beryllium cohesive energy of 3.32 eV [163] or 3.36 eV 
[183] per atom. 
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Figure 4.3-3 Plot for binding energy per atom (Eb/atom) 
versus the cluster size n for Ben clusters, n=2-17. 
The relative stabilities of the clusters are examined 
using the second difference of energy A2E which is 
calculated using the eq. 4.2. 
A2E = ZfBen.jj + E(Ben+1) - 2E(Ben) (4.2) 
Figure 4.3-4 shows the plot of the second order finite 
difference of the calculated total energies plotted against 
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Figure 4.3-4 Plot for second difference of energies versus 
the cluster size for Ben clusters, n=2-17. 
The quantity A2E can be related to the abundance of 
clusters measured in the experiments [202] . Within the 
jellium model, the maxima in these kinds of plots are 
associated with closure of electronic shells. These maxima 
are often used as indicators of enhanced local stability. 
From the figure 4.3-4 we can see that these maxima are 
observed at n=4, 10 suggesting their enhanced stability. 
The 4-atom and 10-atom cluster correspond having eight-
electron closed shell which is exactly predicted by the 
electronic shell model. This result of the enhanced 
stability of Be4 and Bei0 clusters is in perfect agreement 
with the results of the previous authors. 
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4.3.2.2 HOMO-LUMO gaps, 
vertical IPs, EAs 
The HLG/band gap is the energy difference between the 
highest occupied (HOMO) and the lowest unoccupied (LUMO) 
molecular orbitals. A large HLG for a particular system is 
symbolic of a closed shell electronic structure with its 
low reactivity and a higher stability of the system. Few of 
the reports in the past (by Wang et al.[164] and Cerowski 
et al.[178]) have discussed the variation of the HLG for 
pure Beryllium clusters. Ge et al. [203] theoretically 
studied the structure and electronic properties of the 
Magnesium doped Be clusters MgBen (n=2-12) in which they 
reported the HOMO-LUMO gaps of the Ben+i clusters. An 
interesting point they note is that the magnesium impurity, 
which is itself a divalent metal atom reduces the HOMO-LUMO 
gap of pure Be clusters, thereby decreasing the chemical 
activation of Be cluster. Figure 4.3-5 shows the variation 
of HLG as a function of the cluster size, n for pure 
Beryllium clusters as obtained in our calculations. The 
values that our calculations predict for the band gaps are 
larger than the values reported by Wang et al. [164] but 
the general trend we have observed is in complete agreement 
with what has been reported. The peaks in the HLG plot of 
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Figure 4.3-5 can be seen for the n values of 2, 4, 10 and 
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Figure 4.3-5 Plot of H0M0-LUM0 gaps versus the cluster size 
for Ben clusters, n=2-17. 
These large values of HLG are indicative of the 
enhanced stability of these clusters. The particular 
stability of these clusters can be associated with the 
electronic shell model and the magic numbers of total 
valence electrons of 8, 20 and 34 for Be2, Be4, and Bei7 
clusters respectively. The appearance of the electron shell 
model in the Ben clusters with only a few atoms already 
demonstrates some metallic-like features in the pure Be 
clusters. 
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The ionization potential is defined as the energy-
needed for the removal of an electron from the cluster, 
yielding valuable information on the electronic structure 
of the cluster [43] . The vertical ionization potential is 
the ^first order' ionization potential and is calculated 
using the eq. 4.3 
IPV = E(Ben)+ - E(Ben) , (4.3) 
where E(Ben)+ is the energy corresponding to the singly 
positively charged ionic clusters at the neutral Ben 
cluster's geometry. 
Figure 4.3-6 shows the vertical Ionization potential 
of the pure Be clusters as functions of the cluster size, 
respectively. The ionization potentials IPs, decrease with 
the increase in size of the clusters. In general a higher 
value for IP is indicative of the stability of the cluster. 
The IPV values for the pure beryllium clusters are 
consistent with the electronic shell model with significant 
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Figure 4.3-6 Plot of vertical ionization potentials versus 
the cluster size for Ben clusters, n=l-17. 
4.4 Conclusions 
In conclusion, the geometrical and electronic 
properties of pure beryllium clusters have been studied by 
using a B3PW91 density functional. Singlet multiplicity 
states are favored for Ben with n= 1-5, 7 and 10-17, and Ben 
with n= 6, 9 have multiplicity 3 whereas Be8 has quintet 
multiplicity. We observe that, while the beryllium dimer is 
a weakly bound structure with a low binding energy value of 
0.11 eV per atom, the binding energies rapidly increase 
with the cluster size. The binding energy per atom of the 
largest cluster we have studied, that is Bei? is still 
105 
considerably smaller than the cohesive energy of bulk 
beryllium. The second-order difference in the energies, the 
HOMO-LUMO gaps and also the vertical ionization potentials 
are also calculated in our study. We see that Ben with n= 4 
and 10 have a maxima in the A2E plot which is very 
consistent with the electronic shell model. This, as well 
as the trends in IPV and the HLG plots, show enhanced 
stabilities for Ben (n=4, 10, 17) clusters. 
CHAPTER 5 
GEOMETRY AND STABILITY OF B E J A , (tf=l-10; 
A£=l, 2, ..., TO 11-N) CLUSTERS 
Most of the content of this chapter has been published 
as a full paper. For a complete report on these results, 
the reader is pointed towards the reference: Mohammed M. 
Ghouri, Lakshmi Yareeda, and Daniela S. Mainardi, Geometry 
and Stability of BenCm (n=l-10; m=l, 2, ..., to 11-n) 
Clusters, J. Phys. Chem. A, 2007, 111 (50), pp 13133-13147. 
5.1 Introduction 
Over the last decade, a lot of emphasis has been paid 
to the study of the physical and the chemical properties of 
atomic clusters [162,204,205], which are aggregates of 
atoms containing from few to a few thousand atoms [206] . 
These clusters are known to exhibit strong size-dependent 
effects and display properties which are significantly 
different from those of their bulk structures due to a 
quite large surface-to-volume ratio [206]. The emergence of 
new research areas like nanoscience and nanotechnology and 
their promise of different possible technological 
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applications have further fueled the interest in cluster 
systems. Main issues in cluster science focus on 
determining their size-evolutionary patterns based on the 
clusters unique conformations and stabilities in terms of 
their energy-related properties. For instance, shell models 
relate to the formation of xmagic clusters' corresponding 
to closure of electronic or nuclear shells in clusters, 
which correlates with enhanced energetic stability 
[43,194,206,207]. The discovery of clusters with special 
geometry and stability formed by ^magic' number of atoms is 
one of the goals of cluster science, since those 
interesting units can be used to further assemble more 
complex materials. Extensive theoretical calculations have 
been conducted to examine structure, energetics and 
stability of small clusters [208-213] and to explore the 
potential to assemble crystals from them [214-222]. 
Experimental determinations of the ground state and 
isomeric conformations of clusters are currently subtle 
issues mainly due to practical difficulties in applying 
structure determination techniques such as Photoelectron 
Spectroscopy (PES) to such systems. PES provides 
information about the electronic structure and excitation 
energies of atomic clusters; however, a difficulty in 
applying PES to cluster systems is the need for size-
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selectivity due to size resolution issues [223]. Hence, 
many studies on the electronic structure of clusters have 
been focused on size-selected neutral clusters [224], such 
as AS2, AS4 and P4 [225] , and the photo-detachment of 
negatively-charged clusters [226,227]. Theoretical studies, 
on the other hand, allow detailed investigation of ground 
states and their higher energy isomers that may appear to 
be the preferred stable structures at particular operating 
conditions. A comparison of experimental PES data with 
theoretical calculations has become a valuable means to 
determine the structures and low-lying isomers for a 
variety of clusters. Thus, theoretical and experimental 
studies of clusters are very useful for the understanding 
of electronic, chemical, and physical properties and 
prediction of the cluster local chemistry [228]. In 
particular, theoretical methods [120] based on solutions to 
the Schrodinger equation provide accurate characterization 
of cluster structures [229,230]. 
Many studies have been performed on small pure carbon 
clusters [231-238] and carbon-containing clusters [208,239-
242] . Moreover, since they form the basic structural units 
of new materials with potential applications, for instance 
in astrochemistry/physics [243], heteroatom-doped carbon 
clusters have been a topic of many theoretical 
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investigations [243,244]. Recently, much attention has been 
paid to the study of beryllium-doped carbon clusters since 
the addition of beryllium provides a means to stabilize the 
highly reactive linear carbon chains for applications in 
astrophysics [165,166,245,246]. This particular interest 
yielded to the extensive theoretical investigations of 
heteroatom-doped carbon clusters of the form CnBe2~ (n=4-14) 
[165], BeC2n2~ (n=2-6) [245], and BeCn" (n=l-8) [166], since 
these species were particularly observed experimentally 
[246]. Chen et al. [165] performed DFT calculations on 
CnBe2~ (n=4-14) using the B3LYP Density Functional theory 
(DFT) method in combination with the 6-31G* basis set, and 
found that the ground state structures of the clusters are 
linear chains with the beryllium atom located inside the Cn 
chain. Zhang [245] studied BeC2n2~ (n=2-6) at the hybrid 
B3LYP functional and 6-311+G(2df) theory level and reported 
that linear chains correspond to the ground states of 
metastable C2BeC22~, and highly stable C2BeC42~, C4BeC42~, 
C4BeC62~, C6BeC62" clusters. In a more recent study, Chen et 
al. [166] investigated BeCn~ (n=l-8) clusters using B3LYP/6-
311+GV/B3LYP/6-31G* theory levels and found that these 
clusters with even n are more stable than the ones with odd 
n. They attribute such an even/odd alternation in the 
stabilities of these systems to trends observed in the 
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local positive charge of the Be atom, electron affinity, 
variations in bond lengths, incremental binding energy and 
dissociation channels [166]. 
Not only ionic carbon-heteroatom cluster systems were 
worth of extensive research. With the discovery of the 
Metallocarbohedrenes (Metcars) of the form MmCn where M is 
any metal (mostly a transition metal) by Castleman et al. 
[247-249], carbon-metal and also carbon- non-metal neutral 
systems have been investigated comprehensively. In 
particular, studies with different carbon-'non-metals' 
clusters such as carbon-nitrogen [240] and carbon-silicon 
[208,250] have been the focus of attention for applications 
in astrophysics [242,251] and electronics [208] 
respectively. Belbruno et al. [240] studied the structural 
stability and the energetics of up to 12-atom clusters of 
C-N using the density functional B3LYP in combination with 
the cc-PVTZ basis set. These authors confirmed at that 
theory level that linear carbon chains with the nitrogen 
atoms at the terminal positions are the global minima 
(ground states) of C-N structures with one or two nitrogen 
atoms. They predicted that this is the case for up to a 
total number of 13 carbon atoms and contrasted this with 
the pure carbon clusters, where the cyclic rings are 
energetically favorable when the cluster size is 9 or 
I l l 
greater [234]. Pradhan et al. [208] studied the electronic 
properties and the geometrical structures of small carbon-
silicon clusters of the form SiroCn (1 ^ m, n ^ 4; n ^ m) . 
Using DFT Local Density Approximation (LDA) in conjunction 
with the 6-311++G** basis set, these authors reported that 
the Si3C3 cluster is candidate for a ^magic cluster' with a 
very high stability based on their reported electronic 
properties such as, the HOMO-LUMO Gaps, vertical Ionization 
Potentials (IPV) and the vertical Electron Affinities (EAV) . 
They also reported that the clusters with equal number of 
silicon and carbon atoms tend to be particularly stable 
[208] . 
The discovery of carbon nanotubes [24] and other 
carbon-related nanostructures such as fullerenes [252] has 
taken the interest in carbon and its related clusters even 
further. Of particular importance is the potential hydrogen 
storage capacity of carbon-based nanostructures [253]. For 
instance, fullerenes have a limited capacity to hold 
certain number of endohedral substituents depending on 
their sizes. However, in some cases, the insertion of 
dopants such as lithium [254] or beryllium [255] have shown 
promise of enhanced hydrogen storage capacity of carbon-
doped nanostructures. Hence, alkali metal-doped [256,257] 
and alkaline earth metal-doped [258], especially beryllium-
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doped carbon nanostructures [255,259] are considered to be 
likely candidates for hydrogen storage materials. Metal 
hydrides are also being considered for hydrogen storage 
applications [16]. In particular, lithium beryllium 
hydrides are the lightest reversible complex metal hydrides 
with promising gravimetric hydrogen storage capacities 
(more than 8 wt.%) [260]; however, the high temperature 
needed for hydrogen desorption (~150°C) is a major drawback 
[260]. The possibility of using carbon as dopant in such 
hydrides might reduce the temperature for hydrogen 
desorption, as it clearly happens in the case of magnesium 
hydrides [115,116], making the Li-Be-C hydrides attractive 
complex metal hydrides for hydrogen storage applications. 
The interest of this study is therefore, to advance the 
knowledge of structure and energetics of Be-C neutral 
clusters for the prediction of highly stable ^magic 
clusters' with potential use in diverse technological 
applications such as hydrogen storage. Therefore, it is of 
fundamental importance to study the size dependence of 
electronic and geometric structures of Be-C clusters as 
functions of both particle size and composition. In this 
paper, a systematic study on the neutral beryllium-carbon 
clusters of the form BejAn (n=l-10; m=l, 2,..., to 11-n) is 
performed. According to this notation, for each n value, 1 
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^ n ^ 10, m can take the values 1, 2,..., up to 11-n. The 
fundamental work presented in this chapter has served us 
with a better understanding of the carbon doped beryllium-
based light metal hydrides such as Li2BeH4, and therefore 
aid in tailoring novel materials for such aforementioned 
applications. 
5.2 Methodology 
Density Functional Theory (DFT) calculations of BenCm 
n=l-10, m=l, 2, ..., to 11-n neutral (zero total charge) 
clusters are performed using the Gaussian 03 program, 
Revision C.02 [228]. A large variety of possible 
geometrical arrangements of these clusters are 
investigated, including three-dimensional (3-D) , cyclic, 
and linear configurations where n beryllium and m carbon 
atoms are placed in different ways they can group. The 
density functional employed in these calculations is the 
B3PW91, one of the most successful hybrid functionals 
[196], that includes an exchange description constituted by 
contributions of local, nonlocal (Becke 3-parameter) and 
Hartree-Fock exchange terms, and correlation given by the 
1991 Perdew and Wang (PW91) nonlocal GGA functional [120], 
This DFT method is used in combination with the 6-31+G* 
basis set, which is a split-valence double-zeta that 
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considers d-like polarization functions on heavy atoms and 
a set of diffuse s- and p-like functions on heavy atoms 
[120] . 
Geometry optimizations and harmonic vibrational 
frequency calculations for all the 55 BenCm n=l-10, m=l, 2, 
..., to 11-n neutral ground state clusters, 38 different spin 
multiplicity (2S+1) state clusters, and 113 isomers are 
performed to ensure that stationary points on the potential 
energy surface of the clusters are in fact local minima. 
Spin multiplicity states are checked in all calculations 
and ground state geometries as well as stable higher-energy 
isomers are presented. Zero-point corrected absolute 
energies are used for further calculation of binding 
energies and second differences in energy. 
5.3 Results and Discussion 
5.3.1 Ground State Conformations 
and Isomers 
To preserve the clarity of this dissertation, the 
extraneous details of the geometric structures and the bond 
lengths of all the 55 BenCm n=l-10, m=l, 2, ..., to 11-n 
neutral ground state clusters, 38 different spin 
multiplicity (2S+1) state clusters, and 113 isomers are 
avoided here. However, these can be found in considerable 
detail in our published report [261]. 
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5.3.2 Stability of Ground 
State Clusters 
In this section, binding energies per atom, Eb, second 
differences in energies, A2E(m), HOMO-LUMO gaps, HLG, and 
vertical ionization potentials (IPV) and electron affinities 
(EAV) for ground state BenCm cluster (n=l-10, m=l, 2, ..., to 
11-n) clusters are presented and discussed. Table 5.3-A 
summarizes the calculated values of Eb, HLG, IPV, AEV, and 
A2E{m)/n for this clusters, which are ordered according to 
Eb from the most to the least stable for decreasing N {=n+m) 
value. All these energy-related properties are then used 
for the identification of magic BenCm clusters. 
5.3.2.1 Binding energy and second 
difference in energy 
The binding energy per atom for the neutral clusters 
is calculated according to eq. 5.1 
„ _ mE(C) + nE(Be) - E(BeBCJ ,__. 
N 
where E(C) is the energy of a single carbon atom, E{Be) is 
the energy of a single Be atom, E{BenCm) is the energy of 
the BenCm cluster (n=l-10, m=l, 2, ..., to 11-n), and N is the 
total number of atoms in the cluster (N=n+m). 
The calculated binding energy per atom Eb is plotted as 
a function of the cluster size, N, in Figure 5.3-1. It is 
interesting to notice that BeCra (m=l-9) show the highest 
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binding energy per atom for 2 ^ N ^ 9 and N=ll, while Be2Cs 
shows a slightly higher binding energy per atom (5.34 eV) 
than BeC9 (5.30 eV) for N=10 (Table 5.3-A). Hence, it is 
reasonable to conclude that BenCm clusters containing 1 Be 
atom seem to be the most stable ones. On the other hand, 
the lowest Eb value is always reached by the highest 
possible value of n in each BenCm cluster (Figure 5.3-1, 
Table 5.3-A). It is also observed that the clusters with 
odd number of beryllium atoms, n, (Figure 5.3-1, filled 
symbols) show comparatively higher binding energies than 
the clusters containing even number of beryllium atoms 



















n = 1 
n = 3 
n = 5 
n = 7 
n = 9 
niynesi • 
/ «•*' 























































0 1 2 3 4 5 6 7 8 9 10 11 12 
N 
Figure 5.3-1 Binding energy per atom as a function of the 
cluster size N {=n+m) for BenCffl (n=l-10; m=l, 2, ..., to 11-n) 
clusters. 
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Table 5.3-A Calculated A2E(m), homo-lumo gap (Gap), IPV, and 
AEV for BenCm (n=l-10; m=l, 2, ...to ll-n) clusters. 
Clusters are ordered according to A2E(jn) from the most 
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In Figure 5.3-1 the minimum (dotted line) binding 
energy trend curve shows a clear change of behavior at N=7, 
value after which this curve increases almost linearly with 
N, possibly indicating an intrinsic change in the behavior 
of small BeC clusters. In order to elucidate this point, 
the relative stabilities of the clusters upon the addition 
or elimination of a carbon atom are calculated using the 
second difference of energy A2E (m), which is calculated as 
shown in eq. 5.2 
A2E(m) = E(BenCm^) + E(BenCm+1) - 2E(BenCJ , (5.2) 
where E(BenCm-i) , E(BenCm+1) , and E(BenCm), are the energies of 
the n-beryllium BenCffl-i, BenCm+i, and BenCm clusters (n=l-10, 
m=l, 2, ..., to 11-n) respectively. As mentioned in the 
Chapter 4 on pure beryllium clusters, in cluster physics 
[194,262], the second difference in energy can be used to 
search for 'magic clusters'. This quantity represents the 
relative stability of a pure cluster with respect to its 
two immediate neighbors and can be compared directly to the 
experimental abundance [194]. Since this study does not 
consider pure clusters, i.e. formed by only one type of 
element, two equations for the second difference in energy 
can be written, one at constant n, A2E{m), and the other at 
constant m, A2E{n). Both possibilities were explored, but 
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A2E{m) is presented here due to its clearer trends and ease 
to follow the organization of this chapter. 
Equation 5.2 for A2E(m) can be rewritten as the sum of 
two differeces as shown in eq. 5.3 
[EiBefi^) - E(BenCJ] + [E(BenCm+1) - E(BenCJ ] . (5.3) 
The first difference in the above equations is the 
relative stability of BenCm with respect to the addition of 
a carbon atom to the BenCffl_i cluster, and the second 
difference is the relative stability of BenCm with respect 
to the elimination of a carbon atom from the BenCm+i cluster. 
Hence, if BenCm is indeed more stable than its neighbors, 
then both differences and therefore A2E (m) are positive. In 
order to "normalize" A2E{m) and get rid of relative 
comparisons between all ground state clusters, the quantity 
A2E(m)/n, where n is the number of Be atoms in the cluster, 
is considered instead. Hence, A2E{m)/n provides a 
qualitative measure of absolute BenCm cluster stability upon 
the addition and removal of one carbon atom to the 
clusters. 
In Figure 5.3-2 the n value that gives the highest and 
the lowest A2E{m)/n per each N is plotted as a function of 
N. According to this Figure, it is evident that the 
highest A2E(m)/n is always achieved by n=l for odd m and n=2 
for even m, and that the lowest A2E(m)/n is achieved by n=2 
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for odd m in BenCffl r e s p e c t i v e l y and i r r e s p e c t i v e of the 
c l u s t e r s i z e N. However, when N i s even and N>6, a 
d i f f e r e n t behavior i s observed s ince the lowest A2E{m)/n 
values a re ob ta ined by n=3. Therefore , i t i s concluded t h a t 
the h ighes t BenCffl c l u s t e r s t a b i l i t y with r e s p e c t t o the 
a d d i t i o n or removal of a carbon atom i s achieved by BeCm 
(odd m) and Be2Cm (even m) i r r e s p e c t i v e of the t o t a l number 
of atoms in the c l u s t e r . Moreover, Be2Cffl (odd m) , BeCra (m=4 
and 6) and Be3Cm (odd m=8 and 10) c l u s t e r s a re the l e a s t 
s t a b l e with r e s p e c t t o the a d d i t i o n or removal of a carbon 
atom (Figure 5 . 3 - 2 ) . 
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Figure 5.3-2 n v s . N for t h e h ighes t and lowest A2E(m)/n 
accord ing t o Table 5.3-A. 
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Thus, two different trends are observed from Figure 
5.3-2 for N<7 and N>7 with respect to the number of 
beryllium atoms that minimize A2E(m)/n per each N, 
explaining the intrinsic change in the behavior of small 
BeC clusters at N=7 in the minimum binding energy trend 
curve of Figure 5.3-1. 
Figures 5.3-3 and 5.3-4 show the behavior of A2E(m)/n 
as a function of n for odd and even total number of atoms, 
N=n+m, in the BenCm clusters, respectively. It can be noted 
that there is an even-odd alternation in these A2E{m)/n 
values with n. This figure clearly shows that clusters with 
odd n and N (Figure 5.3-3), and clusters with even n and N 

















Figure 5.3-3 Second difference in energy per beryllium 
atom, A2E(m)/n, vs. number of beryllium atoms, n, for odd 
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Figure 5.3-4 Same as Figure 5.3-3 for even total number of 
atoms in the cluster. 
5.3.2.2 HOMO-LUMO gap, vertical 
IPs and EAs 
The HOMO-LUMO gap (HLG)/ band gap is the energy 
difference between the highest occupied (HOMO) and the 
lowest unoccupied (LUMO) molecular orbitals. Figure 5.3-5 
shows the variation of HLG as a function of the cluster 
size N. It is interesting to notice that the highest HLG is 
observed when n-1, n=2, and n=3 for N=3, 4-8, and 9-11 
respectively. Similarly, the lowest HLG is observed when 
n=2r 1, 3, 3, 5, 6, 7, 8, and 6 for N=3-ll respectively. 
Overall, the highest and lowest HLG is reached by Be2C2 and 




1 2 3 4 5 6 7 8 9 10 11 12 
N 
Figure 5.3-5 HOMO-LUMO gaps as a function of number of 
atoms in the cluster (N=n+m) for BenCm (n=l-10; m=l, 2, ..., 
to 11-n) neutral clusters. 
The ionization potential and the electron affinity are 
defined as the energy needed for the removal of an electron 
from the cluster, and the energy released when an extra 
electron is added to the neutral atom respectively, 
yielding valuable information on the electronic structure 
of the cluster [43]. The vertical ionization potential, IPV, 
and vertical electron affinity, EAV, are ,first order' 
ionization potentials and electron affinities respectively, 
and are calculated using the eqs. 5.4 and 5.5 
IPV = E[BenCm]+ - E[BenCm]f 




where E[BenCm] + and E[BenCm]" are the energies corresponding 
to singly positively and negatively charged cluster at the 
neutral cluster's geometry, respectively. 
Figures 5.3-6 and 5.3-7 show the IPV and EAV as 
functions of the cluster size respectively. The solid and 
dotted lines in Figures 5.3-6 and 5.3-7 join the highest 
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Figure 5.3-6 Vertical ionization potential, IPV, as 
functions of N (=n+m) for all the BenCm (n=l-10; m=l, 2, ..., 
to 11-n) neutral ground state clusters. 
It is interesting to notice that IPV is maximum at n=l, 
n=2, and n=3 for N=3-5, and 7, N=6, 8 and 10, and N=9 and 
11 respectively. The IPV minimum is found when n= 2, 3, 4, 
5, 5, 6, 7, 9, and 7 for N=3-ll respectively (Figure 5.3-
6) . On the other hand, EAV is maximum at n= 1, 1, 1, 3, 2, 
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1, 4, 1, and 7 for N=3-ll, and it is minimum when n=2, 2, 
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Figure 5.3-7 Vertical electron affinity, EAV, as functions 
of N [=n+m) for all the BenCm (n=l-10; m=l, 2, ..., to 11-n) 
neutral ground state clusters. 
5.3.2.3 Magic numbers 
The stability of BenCm (n=l-10; m=l, 2, ..., to 11-n) 
clusters can be discussed on the basis of the binding 
energy per atom, Eb, the HOMO-LUMO gap, HLG, the vertical 
ionization potential, IPV, the vertical electron affinity, 
EAV, and the second difference in energy per beryllium atom, 
A2E(m)/n. In Table 5.3-A Eb, HLG, IPV, EAV, and A2E{m)/n of 
the BenCm ground state structures are reported, where 
clusters are ordered per each N from the most to the least 
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stable (in terms of Eb) for decreased N. Hence, the most and 
least stable clusters correspond to the cases for which Eb 
are the highest and lowest respectively per N. In Table 
5.3-A the highest Eb, HLG, IPV and lowest EAV are in bold 
for clear visualization of clusters with particular 
stability. In addition, when a cluster has any of those 
quantities highlighted, A2E{m)/n is also highlighted when 
positive. Note that for clusters containing a total of 11 
atoms, no value for A2E{m)/n is reported since their 
calculations required information about clusters containing 
12 atoms, which were not studied in this work. 
Table 5.3-A clearly shows that BeCm (m=l-9) clusters 
have the highest binding energy per atom for 2 ^ N ^ 9 and 
N=ll, while Be2C8 shows a slightly higher binding energy per 
atom (5.34 eV) than BeC9 (5.30 eV) for N=10 as discussed 
previously. The most stable 5-, 7- and 10-atom clusters are 
the ones that exhibit the highest Eb, IPV and A2E(m) /n. The 
most stable 4-atom cluster is the one that exhibit the 
highest Eb and IPV. The most stable 6-, 8- and 11-atom 
clusters are the ones that exhibit the highest Eb. The most 
stable 9-atom cluster is the one that exhibits the highest 
Eb and A2E(m)/n. Finally, the most stable 3-atom cluster is 
the one that exhibits the highest Eb, HLG, IPV, and 
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A2E{m)/n. No correlation has been found between EAV and 
cluster stability. 
According to Table 5.3-A, at particular values of n 
and m certain BenCm clusters show particular stability and 
are expected to have higher abundance than their 
neighboring clusters. Clusters having two or more 
properties highlighted and a positive A2E{m)/n in Table 5.3-
A are considered particularly stable. These clusters (Be2C8, 
Be3C6, Be2C6, BeC6, Be2C4, BeC4, Be2C2, and BeC2) are then 
referred to as clusters of 'magic numbers', indicating that 
the clusters with these values of n are more stable than 
their neighboring clusters. The particularly high stability 
of BeC2, BeC4, BeC6, can be understood in view of the magic 
numbers of total valence electrons of 10, 18, and 26 
respectively. On the other hand, the particularly high 
stability of Be2C2, Be2C4, Be2C6, Be2C8, and Be3C6 clusters 
containing 12, 20, 28, 36, and 30 total valence electrons 
respectively, may be due to atomic structure effects. 
5.4 Conclusions 
Structure and stability of BenCn, (n=l-10; m=l, 2, ..., to 
11-n) clusters have been carried at the B3PW91/6-31+G* 
Density Functional Theory level. The most stable planar 
cyclic conformations always show at least a set of two 
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carbon atoms between two beryllium atoms, while structures 
where beryllium atoms cluster together, or allow the 
intercalation of one carbon atoms between two of them 
generally seem to be the least stable ones. The stability 
of BenCm ground clusters is discussed on the basis of their 
binding energy per atom, HOMO-LUMO gap, vertical ionization 
potential, vertical electron affinity, and second 
difference in energy per beryllium atom. Be2Cs, Be3C6, Be2C6, 
BeC6, Be2C4, BeCj, Be2C2, and BeC2 are identified as clusters 
of ^magic numbers', and may be further considered in the 
assembly of more complex structures with unique properties 
for technological applications. 
CHAPTER 6 
THE INTERACTIONS OF C-BE CLUSTERS 
WITH HYDROGEN AND NOVEL C-BE 
BASED LITHIUM METAL HYDRIDES 
In Chapters 4 and 5, we studied the pure beryllium and 
carbon-beryllium clusters respectively. After having got 
the information about their ground state geometries and the 
higher energy isomers at a relatively better level of 
theory (DFT, B3PW91) in those chapters, we employed the 
same level of theory to investigate into the stability of 
these clusters by looking at the electronic properties such 
as the binding energy per atom, second order difference in 
the energies, HOMO-LUMO gaps, vertical ionization 
potentials and the electron affinities. 
In Chapter 6 we extend the results from the last two 
chapters to study the interactions of hydrogen molecule 
with the C-Be clusters studied in Chapter 5. Initially we 
look at the chemistry of the hydrogen molecule when it is 
placed at different sites of C-Be clusters like the 'on-top 
C site' and 'on-top Be site' . We look at the binding 
energies of hydrogen at different sites. In Section 6.3.2 
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we look a host of possible lithium based light metal 
hydrides and their thermodynamics are evaluated using their 
heats of formations. The crystal structure of a possible 
material with favorable thermodynamics is deduced and is 
proposed as a novel hydrogen storage material. 
6.1 Introduction 
It has been emphasized enough until now, the 
importance of studying clusters and their chemistry with 
hydrogen to evaluate their scope in the application for 
hydrogen storage. In this chapter, we study the behavior of 
the ground state C-Be clusters divulged in the previous 
chapter upon their interaction with hydrogen molecule. The 
hydrogen molecule is introduced at different positions like 
(i) 'on-top beryllium' with the hydrogen axis parallel to 
the plane of the cluster and (ii) 'on-top beryllium' with 
the hydrogen axis perpendicular to the plane of the cluster 
were examined and their binding energies on each of these 
positions is evaluated. There was also a third type of 
adsorption site 'on-top carbon' that we studied. We look 
into the isodensity surfaces of each of these clusters to 
see if there is any stronger physical bond formed by the 
hydrogen molecule with the C-Be cluster. 
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In the later part of this report, we study the lithium 
based C-Be metal hydrides. We focus on lithium based 
materials due to the advantage it has because of its low 
weight. It is well known that the gravimetric 
specifications are important DOE requirements for storage 
materials other than their thermodynamic requirement. That 
is the reason we keep to only light metal hydrides through 
out this project. We consider the heats of formation of 
these materials to look into thermodynamic stability. The 
chemical reaction between metal and hydrogen leads to the 
formation of a metal hydride. The energy released during 
this chemical reaction is called the formation enthalpy or 
the heat of formation (AHf) of the metal hydride. The larger 
the heat of formation of a metal hydride, more stable it 
is, and higher is the temperature needed to desorp hydrogen 
from it. For a hydrogen storage material to be practically 
used, it must show promising thermodynamic properties and 
have sufficiently rapid kinetics of hydrogen charging and 
discharging. According to Alapati et al. [91] the AHf of a 
metal hydride should be between -30 and -60 kJ/Mol of H2, 
for it to be useful as a hydrogen storage medium. A AH less 
than -30 kJ/Mol will result in the hydride being not very 
easily reversible and a AH greater than -60 kJ/Mol will 
lead to an extraordinary stability of the metal hydride, 
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which implies higher desorption temperatures. We have 
looked into the heats of formation of these novel carbon 
based metal hydrides. 
6.2 Methodology 
All the calculations reported here are conducted using 
DFT at the B3PW91/6-31+g** theory level on CnBen-x n = 1 to 
11, x = 0 to (n-1) using the G03 program [228] . Cluster 
equilibrium geometries, energies and Mulliken charge 
distribution are obtained for these clusters. Here, the 
clusters' behavior upon molecular hydrogen adsorption is 
explored. On each cluster, hydrogen molecule's behaviors on 
different cluster sites were studied. The electronic ground 
state energies of these structures are obtained and the H2 
Binding Energy in these clusters is calculated along with 
their atomization energies. Isodensity surfaces were 
calculated using the visualization program gaussview. The 
binding energy of hydrogen molecule with each of these 
clusters is calculated using the equation below: 
B.E. / H atom( (Cn_xBeJ - H2) = - (E[c_BeJ_H2 - E ^ ^ - EBj) / 2. 
Then the different carbon based lithium materials of 
the type LiCnBeyHx where yn' varies from 0 to 3 for every yy' 
that varies from 1 to 3 are studied using the same theory 
level. Their heats of formation are calculated based on 
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their formation (or decomposition) reactions. The 
decomposition reaction for a metal hydride LiCnBeyHx is taken 
as LiH + CnBey + Hx_1 -» LiCnBeyHx as studied by Alapati et al. 
[91] . For each system, the normalized form of the above 
reaction is taken so as to obtain the heat of formation of 
1 mol of H2. The enthalpy of the above reaction is 
calculated as AH = V E - ^ E where E is the total 
products reac tan ts 
energy of each product/reactant as calculated using the 
same density functional B3PW91 and the basis set 6-31++G**. 
The ground state geometry of each of these systems is also 
calculated at this level of theory. 
Then Polymorph module of materials studio® [263] suite 
of programs from accelrys [263] is then used to define the 
crystal structure of the material that showed promise in 
our thermodynamic calculations. Polymorph uses a Monte 
Carlo simulated annealing algorithm to search the lattice 
energy hyper-surface for probable crystal packing 
alternatives and thus selects the ground state among 
possibly thousands of different possible structures. 
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6.3 Results and Discussion 
6.3.1 Interaction of Hydrogen 
Molecule with C-Be 
Clusters 
The strongest adsorption of hydrogen molecule on these 
clusters in terms of the binding energy was observed 'on-
top beryllium' with hydrogen molecule axis parallel to the 
plane of the CBe cluster. Instead of showing the all the 
clusters we studied, we show only one case which is 
symbolic of all the similar results. Figure 6.3-1 shows two 
cases when hydrogen is placed Aon-top beryllium' versus 
^on-top carbon' . From this figure it is clearly seen that 
when hydrogen is nearer to beryllium there is only one 
isosurface which is indicative that there is a formation of 
physical bond between hydrogen molecule and C3Be cluster. 
Whereas when hydrogen molecule is in the vicinity of 
carbon, there are two isosurfaces to show that there is no 
physical bond formation. This clearly shows that it is 
easier thermodynamically to desorp hydrogen from the 
vicinity of carbon than it is from the vicinity of 
beryllium. This result points to the hypothesis that, a 
metal hydride which consists of beryllium can be 
destabilized thermodynamically by introducing carbon in it 




Figure 6.3-1 The behavior of hydrogen when it is placed on 
top of C (above) vs when it is placed on top of Be (below). 
Bond lengths are in Angstorms. Mulliken charge and 
Isodensity surfaces of each are also depicted. 
6.3.2 Novel Li-C-Be Materials 
for Hydrogen Storage 
After studying the C-Be + H2 systems, we study the 
carbon-based lithium hydrides in search of the novel 
material for hydrogen storage. The procedure that is 
adopted here is to obtain the ground state configuration 
and the energetics of these systems with varying amounts of 
carbon and beryllium in them and their heats of formation 
calculated to get an understanding of the thermodynamics. 
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Figure 6.3-2 shows the ground states of some of the 
lithium-based materials studied. 
LiC3BeH3 
LiC2BeH3 LiC2BeH5 
Figure 6.3-2 Ground states of some of the lithium based 
materials studied. 
Once the ground state structures of all these 
structures is obtained, the heats of formation for 
different reaction schemes are calculated and are 
tabulated. The weight percentage of hydrogen in each of 
these metal hydrides is calculated according to the formula 
below: 
Wt% of H2 in LiCnBeyHx = 
x * (At.Wt)n 
(At.Wt)Li + n * (At.Wt)c + y * (At.Wt)Be + x * (At.Wt)n 
* 100 
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As mentioned earlier, a large number of metal hydrides 
of the type LiCnBeyHx where yn' varies from 0 to 3 for every 
xy' that varies from 1 to 3 are studied. Their heats of 
formation are calculated based on their formation (or 
decomposition) reactions. Different reaction schemes were 
examined in the pursuit of the most favorable reaction 
scheme. The heats of formations are finally calculated 
using the equation 
AH
 = £ E - X E > 
products reac tan ts 
according to the scheme LiH + CnBe„ + Hv , -> LiCBeHv . Table 
6.3-A lists some of the equations that we have studied. 
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We studied more than 45 different reactions and have 
calculated the heats of reactions. In our search for the 
material with favorable thermodynamics, the following 
reaction shows some promise due to its heat of formation 
being within the acceptable range for metal hydrides. 
LiH + H2 + C4Be2H4 > LiC4Be2H7. AH= -64.6 kJ/mol H2. 
On taking a closer look at the exact system involved 
in this reaction we find that it is, LiC4Be2Hs. Therefore, 
we have used the Monte Carlo simulated annealing program to 
come up with a crystal structure for it. Polymorph software 
uses the simulated annealing approach to search for a 
possible crystal structure among more than 14,000 different 
structures. This derived crystal structure is shown below 
in Figure 6.3-3. We find a monoclinic structure for this 
crystal with it lattice parameters as a=16.205 A, b=4.409A, 
c= 9.188 A, a= 90°, (3=129.66°, Y=90°. 
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Figure 6.3-3 Crystal structure of LiC4Be2H5 structure. 
Interestingly, the C-Be cluster unit present in this 
material, promising for hydrogen storage is the C4Be2 which 
was found to be one among the 'magic clusters' when we 
looked into the C-Be clusters in Chapter 4. 
6.4 Conclusions 
In Chapter 6, we looked into the interactions of 
hydrogen molecule with C-Be clusters. We have looked at the 
binding energies of hydrogen molecule with C-Be clusters at 
different sites. We see that hydrogen binds tightly to the 
vicinity of beryllium than to the vicinity of carbon. 
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Therefore it can be speculated that the carbon atoms 
present in the Be containing metal hydride, might be a 
cause for the easier extraction of hydrogen from it, or in 
other terms might be a good destabilizing agent. 
The other conclusion we derive is that, our exhaustive 
study of more than 45 different reaction schemes leads to 
LiC4Be2H5 as a promising material for hydrogen storage. C4Be2 
unit observed inside this system is one among the C-Be 
''magic clusters' we found while studying C-Be clusters. The 
lattice parameters of the crystal structure deduced for 
this system is a= 16.205 A, b= 4.409 A, c= 9.188 A, a= 90°, 
p= 129.66°, Y= 90°-
CHAPTER 7 
DESTABILIZATION OF LI2BEH4 COMPLEX 
HYDRIDE BY CARBON DOPING 
In Chapters 5 and 6 we studied the carbon-beryllium 
clusters, and looked into a novel class of lithium based C-
Be hydrides depending upon their heats of formations 
respectively. In Chapters 7 and 8 we proceed with a more 
common approach of using carbon with metal hydrides. We use 
carbon as a dopant on the extended crystal systems and 
study the dehydriding thermodynamics of these modified 
systems. 
7.1 Introduction 
The targets for storage materials set by DOE [14] puts 
forth basically two major types of handicaps in the 
proposed alternatives. One of them is that the material has 
to store at least 9 wt% of hydrogen and the other is that 
it should be able to release the stored hydrogen at the 
room temperature and pressure conditions (2015 US DOE 
targets). The former condition can in a way be addressed by 
using light metal hydrides as the choice of the storage 
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material which has high potential gravimetric storage 
capacities that outperform the DOE requirements [264]. 
However, their high dissociation temperatures associated 
with their slow hydriding/dehydriding kinetics act as a 
limiting factor in their practical application. Various 
destabilization techniques [91] for metal hydrides are 
proposed that reduce their dehydrogenation temperatures. 
Among them, introducing dopant species such as titanium 
[265] and other transition metals [266] is well researched. 
After Bogdanovic et al. [265] first reported the titanium 
doped alkali metal aluminum hydrides as potential novel 
reversible hydrogen storage materials in 1997, many 
[61,62,267-271] studies were performed on the doping of 
different transition metal in sodium and other alanates. 
Recently emphasis has shifted towards using graphite [272] 
as a dopant in light metal hydrides so as to reduce their 
dehyriding temperature and improve their kinetics. Graphite 
was also used as a co-dopant in Ti-doped sodium aluminum 
hydride by Wang et al. [117] to see its synergistic effects 
on their dehydrogenation and hydrogenation kinetics. They 
used the temperature programmed desorption curves to show 
that the dehydrogenation temperature decreased by as much 
as 15 °C for NaAlH4 co-doped with 10 wt% graphite. Single-
wall carbon nanotubes were also studied as catalysts for 
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improving the hydrogen absorption and desorption properties 
of Ti/Zr-doped NaAlH4 by Dehouche et al. [118].' They 
reported that the sorption kinetics were enhanced by a 
factor of four for SWNT-NaAlH4 and also the absorption and 
desorption kinetics of sodium alanate catalyzed by 
activated carbons and graphite showed improvement. Dal Toe 
et al. [116] used X-ray diffraction to study the H2 
desorption/absorption kinetics of the magnesium hydride-
graphite nanocomposites and reported that there is a clear 
improvement in the MgH2 ball-milled with graphite. Similar 
observations were made by Imamura et al. [110], much before 
all these later studies were performed. 
Keeping in view the gravimetric prerequisites of the 
storage material, it can be asserted that graphite/carbon, 
rather than transition metals is a more adept dopant and 
that too in light metal hydrides. Among the class of 
complex metal hydrides [57], lithium-beryllium hydrides are 
the lightest reversible hydrides [260]. There have been 
several attempts [273,274] in the past aimed at solving the 
crystal structure of lithium beryllium hydride Li2BeH4 which 
resulted in a rather poor quality X-ray diffraction data 
set. Theoretical calculations [275-277] performed based on 
these disputable data also resulted in superficial results 
to the extent that superconductivity was predicted for them 
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even at room temperatures [275]. More recently Bulychev et 
al. [278] synthesized the deuteride Li2BeD4 by a high-
pressure high-temperature technique and solved its crystal 
structure from X-Ray and neutron powder diffraction data. 
They established this crystal structure to belong to the 
space group P2i/c space group with the lattice parameters of 
a=7.06228 A, b= 8.3378 A, c=8.3465 A, (3=93.577°. Inside the 
Li2BeD4 crystal lattice, they predicted the presence of 
isolated BeD4 tetrahedra and Li atoms situated in the 
interstitial spaces. They used the Electron Localization 
Function (ELF) distribution analysis to decipher the 
electronic bonding character in this crystal. They 
suggested a covalent Be-H bonding inside the [BeH4]2~ anions 
and an ionic bond between Li+--[BeH4] 2~ ions. They found no 
evidence of Li-H interactions. There was no theoretical 
calculation after this that could either establish or 
contradict these results. Prior to this study, lithium-
beryllium hydrides and their hydrogen storage abilities 
were independently studied experimentally by Zaluska et al. 
[260] . These authors demonstrated the synthesis of lithium 
- beryllium hydrides by an approach employing mechanical 
alloying by ball milling. These authors also predicted that 
beryllium-hydrogen tetrahedra with covalent Be-H bond 
character are the main building blocks in these Be-based 
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hydrides. And they also commented that since lithium and 
beryllium are the lightest hydride forming metals, the 
reversible hydrogen capacity of these hydrides should 
exceed any other known hydride and reach almost 9 wt%. 
Their X-Ray diffraction results indicated that the 
hydrogenation/dehydrogenation in these hydrides proceeds 
according to the reversible reaction 
nLiH + mBe + mH2 <-» LinBemHn+2m . 
Among the different n:m ratios that were examined, a 
ratio of 3:2 resulted in the maximum hydrogen capacity. 
Further thermodynamic study into these hydrides using Van't 
Hoff plot resulted in a value of -40 kJ/mol of H2 for their 
enthalpy of formation (AH) . It is very well known that for 
a metal hydride to be practically useful as a hydrogen 
storage material, its formation enthalpy (AH) should fall 
between the values of 30 kJ/mol and 60 kJ/mol [91]. This 
value of its AH implies that the metal hydride could be 
used at temperatures as low as 150 °C. These hydrides also 
showed rather slow reaction kinetics which were emphasized 
by the authors to be in the need of improvement. 
In Chapter 7 we attempt to address the question of 
high desorption temperature of lithium beryllium hydride 
Li2BeH4. We investigate the destabilization effect that 
carbon dopant has on Li2BeH4 crystalline system. We perform 
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a detailed analysis of the local electronic structures in 
the presence of carbon impurity. In Section 7.3.1, we 
present the density functional theory optimized geometry of 
the metal hydride Li2BeH4 and we compare it to the 
experimental results published earlier [260,278]. We 
present the total and the partial density of states plots 
for every species of atoms and complement them with the 
electron density maps of a unit cell to discuss the bonding 
nature in these hydrides. In Section 7.3.2, we present the 
results when a single carbon dopant atom is introduced in 
the 2*2*1 super cell of this metal hydride lattice. 
Different sites are explored for this dopant and energy 
cost involved in these processes is presented. In Section 
7.3.3, dopant studies are further continued with the 
introduction of one more dopant atom in the lattice (two 
impurity atoms, in total). In Section 7.3.4, ah initio MD 
calculations on these metal hydrides, with and without the 
carbon dopant are discussed. We present the properties such 
as the bond populations at different time steps and compare 
these for systems with and without carbon impurity and 
discuss why the presence of impurity helps lower the 
desorption temperature. 
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7 .2 Methodo logy 
7.2.1 Theory Level 
All the calculations presented in this chapter are 
performed using the plane wave pseudo potential 
implementation of Density Functional Theory (DFT) as 
applied in the program CASTEP®[279] module of the Materials 
Studio® suite from Accelrys [263]. Vanderbilt ultrasoft 
pseudopotentials [280] are used to represent the valence 
electrons. Generalized Gradient Approximation (GGA) within 
DFT as formulated by the Perdew and Wang (PW91) [136] 
correlation functional and the plane wave basis set is 
employed for all the calculations presented here. 
7.2.2 Calculation Parameters 
An energy cutoff of 1000 eV is used in these 
calculations of unit cells and an energy cutoff of 330 eV 
is used for super cell calculations. A convergence 
tolerance of 1.0*10~5 eV/atom is set with a k-point 
separation of 0.04 A"1 for all the calculations. Both the 
super cell and the unit cell calculations performed here 
are spin unpolarized. Cell optimization is done using the 
Broyden-Fletcher-Goldfarb-Shanno (BFGS) minimizer with 
fixed basis set quality. 
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7.2.3 Rb Initio MP parameters 
In order to further study the local environment around 
the C dopant in the Li2BeH4 crystal and also to investigate 
the time-evolution of this doped metal hydride crystal, Ab-
initio Molecular Dynamics (DFT-MD) calculations as 
implemented in CASTEP® are performed at the temperatures of 
373 K and 423 K on both the doped and pristine crystals. A 
time step of 1 femto second is employed for a total 
simulation time of 0.5 pico second. NPT ensemble (with a 
thermostat to maintain constant temperature and a barostat 
to maintain constant pressure) is used in all of these 
calculations. 
7.2.4 Bond Nature 
Electron density maps, in conjunction with the total 
(TDOS) and the partial density of states (PDOS) are used to 
analyze the bonding nature of these compounds. DOS 
calculations are based on Mulliken population analysis 
[281] which allows us to calculate the contribution from 
each energy band to a given atomic orbital. TDOS plots show 
the sum of all the contributions from the participating 
atomic species and the PDOS plots show the individual 
atomic contributions to the sum. 
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7.2.5 Bond Population Analysis 
Bond population analysis are implemented in CASTEP® as 
described in the references by Segall et al. [282,283]. Due 
to the delocalized nature of the plane wave basis set 
states, a disadvantage of performing a plane wave 
calculation is that it provides no insight into the 
localization of the electrons in the system. Linear 
Combination of Atomic Orbitals (LCAO) basis sets, in 
contrast to these, provide a more natural way of specifying 
quantities such as atomic charges and bond populations. In 
CASTEP® population analysis is performed by applying the 
Mulliken formalism to the projected states obtained from 
the projection of the plane wave states onto a localized 
basis using a technique defined by Sanchez-Portal et al. 
[284]. This technique leads to the population analysis 
results comparable to those obtained by using localized 
LCAO basis sets. The bond population values reported on a 
scale from -1 to 1 represent an anti-bonding state for 
negative values and a bonding state for positive values 
with the bond strength and its degree of covalence 
proportional to the magnitude closer to 1. Even though the 
magnitude of these populations might not be of much 
physical significance, but the relative overlap population 
between two atoms in different compounds, under the 
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condition that a consistent basis set is used in their 
calculation, can yield useful information [282,283,285]. 
7 . 3 Results and Discussion 
7.3.1 Crystal Structure of 
Pristine Li2BeH4 
As mentioned earlier, Bulychev et al. [278] used x-ray 
and neutron powder diffraction to experimentally resolve 
the crystal structure of lithium beryllium deuteride, 
Li2BeD4. Their P2i/c experimental crystal structure is 
initially used to construct the lithium beryllium hydride 
Li2BeH4 unit cell. This crystal structure is further 
optimized using the density functional theory and the 
energy minimized conformation is obtained. The calculated 
and the reported experimental lattice parameters together 
with the structure of the optimized crystal and the 
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Figure 7.3-1 2x2x1 supercell of Li2BeH4, its calculated 
lattice parameters compared to the reported experimental 
parameters for Li2BeD4 [278]. Purple atoms in the lattice 
structure are Li, solid green structures are BeH4 tetrahedra 
with H atoms in white at the ends. 
The calculated lattice parameters for Li2BeH4, a= 6.970 
A, b= 8.259 A, c= 8.368 A and a=y= 90°, (3= 93.598° are 
reasonable in comparison to the reported experimental 
lattice parameters of a= 7.062 A, b= 8.338 A, c= 8.346 A, 
and cx=y= 90°/ 3= 93.577° reported for Li2BeD4. The 
calculated crystal structure of Li2BeH4 contains the 
isolated BeH4 tetrahedra (beryllium atom at the center, and 
each hydrogen atom at four different corners of the 
tetrahedra) and lithium atoms are contained in the 
interstitial spaces. All the BeH4 tetrahedra are close to 
regular with the Be-H bond length in the range of 1.450 A. 
Total (TDOS) and partial (PDOS) density of states 
(Figure 7.3-2a) as well as the electron density maps 
(Figure 7.3-2b) are used to determine the nature of various 
153 
chemical bonds in this system. Since there is little 
contribution from the Li orbitals to the occupied states, 
it is likely that Li atom is ionized as a Li+ cation. The 
occupied states consist of s orbitals of beryllium and s 
orbitals of hydrogen and also form sharp peaks. This 
indicates that they are strongly localized around [BeH4] 
complex. This localized electron distribution around the 
BeH4 complex can also be looked at from the electron density 
maps (Figure 7.3-2b). A detailed study on the bond orders 
using the Mtilliken population analysis technique [281] is 
also performed. These studies reveal a Be-H bond population 
value ranging between 0.89-0.97, thus confirming the 
covalent Be-H bonding inside the [BeH4] complex. The bonding 
between the Li atoms and the [BeH4] complexes is established 
as ionic by looking at the effective charges on them which 
are balanced by (-1.91e) on [BeH4]2~ and ( + 1.91e) on their 




Figure 7.3-2 (a) Total and Partial DOS of Li2BeH4 (b) 
Electron density maps of Li2BeH4. 
7.3.2 Modified Li2BeH4 with a 
Single Carbon Dopant 
After the unit cell of this lattice structure is 
calculated, a 2x2x1 super cell of this structure containing 
56 atoms, 8* (Li2BeH4) , is constructed and optimized. The 
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(001) surface of this bulk structure is cleaved and a 
vacuum slab of around 10 A is constructed on top of this. 
The purpose of this vacuum slab is to exclude the effects 
due to the periodic boundary conditions on the surface 
interactions at the top of this crystal structure. The 
effect of carbon as a dopant is studied by introducing it 
as an impurity on the different sites like the interstitial 
site and the native Li site of the crystal system. The 
energy required for dopant at different sites is calculated 
using the equations below. 
Energy required for dopant at Native Li: 
[E (Li^CBe^J - E (Li^Be^) - E (c)] / N . 
Energy required for dopant at interstitial site: 
[E (LinCBenH4n) - E {LinBenH4n) - E (c)] / N . 
In the above equations, N is the total number of 
atoms. The energy cost required for introducing the carbon 
dopant as obtained from our calculations is -0.18 eV for 
native Li site and -0.15 eV for interstitial site. Since 
dopant introduction at interstitial site is energetically 
more favorable, further studies are continued with the 
dopant at interstitial site. Also the interstitial sites in 
the different layers of this metal hydride, for example, 
top, sub-surface and bulk layers are used for the 
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introduction of the carbon dopant. Substitution energies 
per atom for introducing a single dopant carbon atom in 
different layers are calculated using the above equation 
and are tabulated in Table 7.3-A. 










In the presence of a carbon atom (Figure 7.3-3) in the 
top surface of this lattice, the two nearest neighboring 
tetrahedra to the carbon atom are seen to be distorted in 
such a way that the two Be-H bonds in each tetrahedra 
(previously in the range of 1.39 A to 1.45 A) are elongated 
in the range of 2.58 A to 4.31 A. 
Similar kind of changes in the Be-H bonds in the [Be-
H4] tetrahedra which are nearest to the dopant atom are seen 
when the carbon dopant is placed in the other layers like 
the subsurface and the bulk of the lattice. The 
configurations which depict the changes in the crystal when 
the carbon atom is placed in the sub-surface and the bulk 
of the lattice are not shown here for brevity. 
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Figure 7.3-3 Li2BeH4 crystal structure when carbon atom is 
placed in the top surface of the crystal. Distorted 
tetrahedra near the bulky brown atom show the elongation in 
the Be-H bond. 
Table 7.3-B lists the different bond lengths in the 
native lattice (without carbon) and compares them to the 
bond lengths when carbon is placed at different sites. It 
is also seen that when the carbon dopant is placed in the 
subsurface layer, both the Be-H bonds that are elongated 
are from the same BeH4 tetrahedra. Irrespective of whether 
they are from the same BeH4 unit or not (in case of other 
dopant layers), in each case, one carbon atom is seen to 
affect at least two nearest hydrogen atoms. 
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Table 7.3-B Different bond lengths when the carbon atom is 
in different layers in the 8*(Li2BeH4) supercell lattice. 
Bonds 
Be - H 
(Nearest 
Neighbors) 
Li - Be 
Be - H 
Native Super 
Cell (A) 
1.425 - 1.45 
2.68 - 2.78 
1.425 - 1.45 
C in Surface 
(A) 
2.58 - 4.31 
2.41 - 2.42 
1.45 - 1.61 
C in Subsurface 
(A) 
2.4 - 2.81 
2.6 - 2.8 
1.43 - 1.58 
C in Bulk 
(A) 
2.44 - 2.52 
2.28 
1.48 - 1.65 
From Table 7.3-B it can be observed that the change in 
the Be-H bond lengths of the nearest neighboring [Be-H4] 
unit when carbon atom is in the subsurface and the bulk of 
the crystal lattice, is not as prominent as it is when the 
dopant (carbon) is in the surface layer. Nevertheless, 
there is a considerable difference of the order of 1.0-1.5 
A in the bond lengths, suggesting a considerable decrease 
in their bond strengths. Also, the Be-H bond lengths of the 
[BeH4] tetrahedra other than the nearest neighbors show an 
increase in their lengths not as significant as the nearest 
neighbors. 
On a closer look at the region of interest near the 
dopant atom in the trajectory file of these simulations 
(Figure 7.3-4), it can be seen that these Be-H bonds which 
are seen to be elongated by 1 to 3 A are not only elongated 
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but these bonds are broken in the presence of carbon and a 
C-Be-H complex (Figure 7.3-4b) is seen to form. 
(a) (b) 
Figure 7.3-4 Region of interest in the crystal lattice of 
Figure 7.3-2 (a) before and (b) after the simulation. 
In order to confirm the formation of any type of 
complexes and also to look further into the chemistry that 
is taking place in the lattice upon doping with carbon, we 
have performed the analysis on the electronic density of 
states. These total and partial density plots are shown in 
Figure 7.3-5. From this figure and comparing it to the DOS 
plots in Figure 7.3-2a which show density of states without 
any impurity, we see that there is an extra peak (denoted 
by peak I) in TDOS with carbon dopant. On the analysis of 
the contributions to this peak it is observed that it 
mainly comprises of p-orbitals of carbon and s-orbitals of 
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beryllium and hydrogen. Thus this analysis proves that 
there is indeed the formation of C-Be-H complexes in the 
local environment of the dopant atom. 
Figure 7.3-5 Total and partial DOS when carbon is doped in 
the top layer of Li2BeH4 lattice. 
Similar peaks are observed in the DOS plots of the 
subsurface and top doped lattices which are not shown here. 
The strengths of different bonds are analyzed by 
calculating overlap population in the bonds in C-Be-H 
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compounds. The bond populations of various notable bonds 
with their bond lengths are given in Table 7.3-C. From this 
table it can be seen that the Be-C and C-H bond strengths 
of nearest neighbors to dopant have a comparatively strong 
physical bond which again points to the formation of the C-
Be-H complex. 
Table 7.3-C Overlap bond populations and bond lengths of 



















Another very interesting point to note in the 
presence of the carbon dopant is that bond strength of the 
Be-H bonds in the non neighboring Be-H complexes of the 
crystal (last two rows of Table 7.3-C) have considerably 
reduced even though their lengths appear to have remained 
constant. This decrease in the bond strength is highly 
indicative of the decrease in the temperature required for 
the release of hydrogen from this crystal in the presence 
of carbon impurity. The decrease in the Be-H bond strength 
of [BeH4]2~ units causes a destabilization effect and this 
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will help in a reduction of the desorption temperature. A 
similar Al-H bond weakening was measured in computational 
studies by Iniguez et al. [75] for the Ti doped NaAlH4 
system. 
7.3.3 Li2BeH4 with Two Carbon 
Dopant Atoms 
To further investigate into the role of carbon 
impurity and also to see if the quantity of dopant 
introduced has any effect, we introduced two carbon dopant 
atoms simultaneously placed in the three different 
combinations of surface/subsurface, surface/bulk and 
subsurface/bulk of the Li2BeH4 crystal Lattice. We computed 
the energy cost involved in the inducement of second 
impurity at different sites by using the equation 
[E( (Li2BeH4)nC2) - E( (Li2BeH4)nC) - E(C) ] 
N 
where N is the total number of atoms. We find that this 
value is approximately the same for all the different sites 
studied and that is equal to 0.13 eV. 
Figure 7.3-6 shows a scheme of the corresponding 
crystal lattices when the dopant is in these sites. It can 
be seen from this figure that each of the two dopant carbon 
atoms helps up to two hydrogen atoms in ^getting released' 
from the strongly bound [BeH4] units. 
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(a) 0>) (0 
Figure 7.3-6 Carbon in the (a) surface/subsurface, (b) 
subsurface/bulk, and (c) surface/bulk in the Li2BeH4 crystal 
Lattice. Distorted tetrahedra represent BeH4 units with 
elongated Be-H bonds. 
7.3.4 Ah Initio Molecular Dynamics 
In order to further study the local environment around 
the C dopant in the Li2BeH4 crystal and also to investigate 
the time-evolution of this doped metal hydride crystal, ab 
initio Molecular Dynamics (DFT-MD) calculation is performed 
at the temperatures of 373 K and 423 K on both the doped 
and pristine crystals. A time step of 1 femto second is 
employed for a total simulation time of 0.5 pico second. 
NPT ensemble is used in these calculations. There are two 
main conclusions obtained in these studies. 
(a) The fact that C-Be-H compounds are observed even 
after a time of 0.5 ps confirms that these compounds are 
indeed formed and are stable. 
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(b) By calculating the DOS and the bond populations, 
at different time steps (0.125 ps, 0.25 ps, 0.375 ps and 
0.5 ps) it is observed that there is a decrease in the non 
neighboring Be-H bond strengths which translates into a 
clear reduction of the stability and the resulting decrease 
in the desertion temperature of these modified metal 
hydrides. Also this study reveals that there is a reduction 
in the ionic interactions of Li2+ and [BeH4]2" which might 
also have a reducing effect on the stability of these 
compounds. 
7.4 Conclusions 
After studying the beryllium and C-Be clusters in 
considerable detail, and looking into a possible novel 
light metal hydride based on these complexes in the 
Chapters 4, 5 and 6 respectively, here we have looked into 
a more common approach to the use of carbon with metal 
hydrides. As has been discussed in Chapter 2 on related 
work in metal hydrides, carbon based materials such as 
graphite or carbon nanotubes have been used as a dopant 
with different metal hydrides to produce a ''destabilizing' 
effect on them and thereby reducing the desorption 
temperatures. Despite there being experimental work on the 
doping of graphite in metal hydrides like sodium alanate, 
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there are no first principles calculations on them that 
could aid in understanding the internal chemistry upon 
doping with C. Here, we have studied the carbon doping in 
the lightest complex metal hydride, which is lithium 
beryllium hydride, Li2BeH4 in considerable detail. 
After deciding the crystal structure of pristine 
Li2BeH4 which is in considerable agreement with the 
experimental results, we have introduced the carbon 
impurities in different quantities. The energy cost for the 
impurity in interstitial is lesser than on native Li, and 
that is the reason why further calculations are performed 
with dopant in interstitial sites. Upon the introduction of 
carbon dopant, we see that in the vicinity of the dopant C-
Be-H complexes are being formed. Each carbon atom 
influences upto two nearest hydrogen atoms. This effects 
into the weakening of non neighboring Be-H bonds, which 
results in the decrease of the desorption temperature. A 
further study of the bonding character performed also 
reveals that the reduction in the ionic interaction of Li+ 
ions with [BeR^]2', together with the earlier mentioned 
factor may be the reasons behind the destabilization of the 
hydride and the reduction of desorption temperatures. 
CHAPTER 8 
DESTABILIZATION OF OTHER COMPLEX 
HYDRIDES BY CARBON DOPING AND 




The main difference between general metal hydrides and 
the complex metal hydrides is that complex metal hydrides 
typically contain more than one type of metal or metalloid 
[286]. The bonding scheme in them is such that they exhibit 
ionic bonding between the positive metal ion and the 
negative molecular anion complex. These molecular anion 
complexes contain the hydrides with significant covalent 
bonding between the hydrogen atom at the corners of a 
tetrahedron and the second metal or metalloid atom. In 
general, complex metal hydrides have the formula MxNyHnr 
where M is an alkali metal cation or cation complex and N 
is a metal or metalloid. These are light-weight storage 
materials that, typify a good compromise between hydrogen 
content, desorption temperature and reaction enthalpy 
[287] . The noted examples of complex metal hydrides are the 
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'Alanates, M-A1H/, the ^Borohydrides, M-BH4', the ^amides 
M-NH2' etc., classes of hydrides. The lithium beryllium 
hydrides Li2BeH4 studied in Chapter 7 are also complex 
hydrides. In Chapter 8, the concept of carbon doping is 
extended to three more famous complex metal hydrides - two 
borohydrides (of lithium, LiBH4 and of sodium, NaBH4) and an 
alanate (of lithium, LiAlH4) . 
Complex metal hydrides were previously referred to as 
classical metal hydrides [288] . These are also known as 
'one-pass' hydrogen storage systems which means that 
hydrogen evolves upon their contact with water [20] . The 
reason for a special interest in alanates and borates is 
their light weight and their large capacity of hydrogen 
atoms per metal atom [20]. Despite these appealing 
characteristics, the factors that keep them from their 
practical implementation are the thermodynamic stability 
and unfavorable kinetics. 
As discussed in Section 7.1, alanates, especially 
sodium alanate, NaAlH4 is one of the most researched and 
documented materials for hydrogen storage. The facts that 
are in favor of sodium aluminum hydride are theoretical 
reversible hydrogen storage capacity of 5.6 wt%, low cost 
and its availability in bulk [20] . However, they are not 
considered as rechargeable hydrogen carriers due to their 
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irreversibility and poor kinetics. Bogdanovic and 
Schwickardi [289] demonstrated that upon doping with proper 
titanium compounds, the dehydriding of aluminum hydrides 
could be kinetically enhanced. This report triggered a lot 
[61,62,266,268-271] of work on this titanium modified 
alanates and related studies. Here we study lithium alanate 
modified with carbon doping. Lithium alanate's theoretical 
hydrogen capacity is 10.5 wt%. Unfortunately, it has an 
extremely high eguilibrium pressure of hydrogen, even at 
room temperature [20] . In the past, there have been both 
experimental [69,290-294} and theoretical [91] studies on 
LiAlH4. The detailed crystal structure of LiAlH4 is well 
known. It crystallizes in the monoclinic <x-LiAlH4-type 
structure with space group P2\/c and four formula units per 
unit cell [291]. The desorption of LiAlH4 proceeds in two 
steps [20]: 
3LiAlH4 -> Li3AlH6 + 2A1 + 3H2, 
Li3AlH6 -> 3LiH + Al + 3/2H2. 
Titanium doping, as in the case of other alanates is 
performed also in the case of lithium aluminum hydrides 
[292-295]. When LiAlH4 is ball milled with titanium 
compounds, part of the hydrogen is released already under 
the conditions of ball milling [55]. The reversible storage 
169 
up to 1.8 wt% has been reported for titanium catalyzed 
LiAlH4 [294]. 
The importance of boron and its compounds in the 
context of hydrogen storage systems is documented [296]. 
LiBH4, first synthesized by Schlesinger and Brown [297], has 
the highest gravimetric storage capacity among all the 
complex metal hydrides with a value of 18.4 wt% [55]. The 
temperature range for major decomposition of LiBH4 is 400-
600 °C with the start being at 320 °C [55]. There have been 
different studies reported which suggest different 
additives to be used that reduce the desorption 
temperatures of LiBH4. Zuttel et al. use Si02 powder as an 
additive in LiBH4 and report that it reduces the 
decomposition onset temperature and that 9 wt% of hydrogen 
is released below 400 °C [298,299]. Vajo et al. report that 
LiBH4 can reversibly store 8-10 wt% hydrogen at temperatures 
of 315-400°C by addition of MgH2 including 2-3 mol% TiCl3 
[93]. Cho et al. [108] have used the CALPHAD thermodynamic 
analysis approach and report that the decomposition 
temperature of LiBH4 goes down from 400°C to 170°C upon 
reaction with MgH2- In the same reference, they also report 
that another reaction with the same borohydride, LiBH4+Al 
also shows a significant decrease in the decomposition 
temperature. However, their study shows that the decrease 
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in the decomposition temperature for NaBH4+Al is not as 
significant as that for the previous reaction. Another 
interesting study of LiBH4 related compounds is performed 
recently by Wang et al. [300], where they study the effect 
of single wall carbon nanotubes on the reversible hydrogen 
storage properties of LiBH4-MgH2 composite. They report that 
the mechanical milling of 10 wt% purified SWNTs additive 
with LiBH4-MgH2 composite helps release 10 wt% hydrogen 
within 20 minutes at 450 °C. This dehydriding rate is 
reported [300] to be over twice faster than that of neat 
LiBH4-MgH2 composite. Other than unfavorable desorption 
thermodynamics, other factors that hinder the use of LiBH4 
are (i) despite attempts being made to synthesize it from 
its elements even up to elevated temperatures up to 650 °C 
and pressure of 150 bar H2, they have failed till date [299] 
and (ii) it is an expensive compound [301]. The same 
considerations valid for LiBH4 are also applicable to NaBH4. 
It was Aiello et al. [302] that showed LiBH4 and NaBH4 have 
the potential to store hydrogen. Millenium Cell has already 
commercialized NaBH4 in the Hydrogen on Demand™ process. 
Amendola et al. [303,304] and Aiello et al. [302] 
demonstrated the possibility of NaBH4 for a safe and 
portable hydrogen gas generator. In its unmodified form, 
the thermodynamic properties are definitely not favorable 
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for reversible storage with a heat of formation value of 
-123.9 kJ/mol at 298 K [55]. 
In Chapter 8 we extend the concept of carbon doping 
studied in the case of Li2BeH4 in the previous chapter to an 
extended set of complex hydride materials from the classes 
of alanates and borates. In particular we study lithium and 
sodium borohydrides, lithium alanate. We show here that the 
doping of these complex hydrides has effects very similar 
to the ones described in Chapter 7 on lithium beryllium 
hydrides. We present here that carbon doping can be used as 
a destabilizing scheme for these complex hydrides and 
discuss what effect it has on the bond lengths and 
strengths of [BH4]- and [AIH4]" respectively. As in Chapter 
7, we first use DFT to establish the crystal structures of 
pristine LiBH4, NaBH4 and LiAlH4 respectively starting from 
their experimental structures. The bonding nature of each 
metal hydride is discussed with the help of the total and 
partial density of states plots and the electron density 
maps. These are presented in Section 8.3.1. After this, one 
and two carbon atom dopants are studied in the super cells 
each of these hydrides in the respective Sections 8.3.2 and 
8.3.3. The energy requirement in introducing the dopant at 
different sites and different layers is examined. In 
Section 8.3.4 we move forward from the chemistry of the 
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dopant inside the lattice and what effect it has in terms 
of electronic structure, to look into the exact 
thermodynamic effect that this dopant produces in the 
destabilized reactions. We plot the Van't Hoff plots for 
the destabilized reactions and deduce the AH of these 
systems. This leads the way further into the establishment 
of desorption temperatures of each of these modified 
hydrides at equilibrium pressure which generally is 
accepted as 1 bar. 
8.2 Methodology 
All the calculations presented in Chapter 8 are 
performed using the plane wave pseudopotential 
implementation of DFT as implemented in the CASTEP® [279] 
module of the Materials Studio® suite from Accelrys [263]. 
Vanderbilt ultrasoft pseudopotentials [280] are used to 
represent the valence electrons. Generalized Gradient 
Approximation (GGA) within DFT as formulated by the Perdew 
and Wang (PW91) [136] correlation functional and the plane 
wave basis set is employed for all the calculations 
presented here. A detailed description of the calculation 
methodology and its parameters are discussed in Chapter 7. 
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8. 3 Results and Discussion 
8.3.1 Pristine Crystal 
Structures 
The published experimental information on each of the 
complex hydrides, LiBH4, NaBH4, and LiAlH4 are used to 
construct their respective initial unit cells. These are 
further optimized using the DFT at the GGA functional PW91 
level of theory using very strong convergence criterions. 
Thus the theoretical minimum energy conformation is 
obtained. The crystal structure and the involved bonding 
nature in its constituent atoms are deciphered using the 
total and partial density of states (TDOS and PDOS). 
Sections 8.3.1.1 through 8.3.1.4 describe the results of 
each complex hydride crystal. 
8.3.1.1 LiBH4 structure 
The experimental crystal structure parameters and the 
atomic positions for a-phase of lithium borohydride are 
taken from the work by Soulie' et al. [305]. These authors 
have used the synchrotron X-Ray powder diffraction to look 
into the lattice parameters of this structure. At room 
temperature, they established LiBH4 to be of orthorhombic 
symmetry with space group Pnma and the lattice parameters, 
a=7.17858(4) A, b=4.43686(2) A, c=6.80321(4) A [305]. This 
data is used in the present work for the construction of 
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the initial structure. The ground state LiBH4 is then 
calculated using DFT. The calculated structural parameters 
and bond lengths are well in agreement with the values 
reported by Soulie- et al. [305]. The calculated lattice 
parameters together with the experimental data (from ref 
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Figure 8.3-1 Unit cell of LiBH4, its calculated lattice 
parameters compared to the experimental parameters. 
The total and the partial DOS and the electron density 
maps of LiBH4 are shown in Figures 8.3-2a and b 
respectively. These are used further to determine the 
bonding nature in this crystal system. From the DOS plots 
in Figure 8.3-2a, it can be seen that the valence band of 
LiBH4 is mainly contributed by the s orbitals of hydrogen 
and the s and p orbitals of boron. The electronic states 
with peaks containing the s orbitals of lithium are in the 
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conduction band. This suggests the existence of the 
electronic states strongly localized around [BH4]~ anion 
complex and the Li+ cations being dispersed in the 
interstitial of the crystal. This fact is further 
established by the highly localized electron distribution 
around the [BH4]~ complex, which can be looked at from the 
electron density maps (Figure 8.3-2b). 
(a) (b) 
Figure 8.3-2 (a) Total/Partial DOS of LiBH4 (b) Electron 
density Maps for LiBH4. 
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A detailed bond order study using the Miilliken 
population analysis technique [281] is also performed. 
These results show that a high bond population of around 1 
is found between B-H bonds. This corroborates the fact that 
the B-H bonding in [BH4]~ anion complex is covalent. 
The bonding between the Li atoms and the [BH4] 
complexes is established as ionic by looking at the 
effective charges on them which are balanced by (-1.04e) on 
[BH4]~ and (+1.06e) on their associated Li+ cations. 
8.3.1.2 NaBH4 structure 
The experimental data from the work by Fischer et al. 
[306] has been used for the initial building of the sodium 
borohydride crystal structure. With their neutron 
diffraction experiments, they resolved the crystal 
structures of both the lower and higher temperature 
structures of NaBD4. The DFT calculated parameters are in 
good agreement with the reported results. They are both 
listed in Figure 8.3-3 together with the picture of the 
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Figure 8.3-3 Unit cell of NaBH4, its calculated lattice 
parameters compared to the reported experimental 
parameters. 
As in the previous case, the total and partial density 
of states, the electron density maps, Mtilliken bond 
population analysis together with the effective charges are 
used to decipher the bonding nature between different types 
of atoms in the crystal. Due to the similarity in the 
results of this system with the previous twice mentioned 
results (once in the case of Li2BeH4, the other in the case 
of LiBH4) , we do not repeat them again here to preserve the 
clarity and brevity. It is sufficient here to mention that 
we observe the ionic interactions between Na+ ion and the 
[BH4]~ ions with covalent interactions within the latter 
units. 
8.3.1.3 LiAlH4 structure 
The experimental data from the work by Fischer et 
al.[306] have been used for the initial building of the 
sodium borohydride crystal structure. With their neutron 
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diffraction experiments, they resolved the crystal 
structures of both the lower and higher temperature 
structures of NaBD4. The DFT calculated parameters are very 
well in agreement with the reported results. They are both 
listed in Figure 8.3-4 together with the picture of the 
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Figure 8.3-4 Unit cell of L1AIH4, its calculated lattice 
parameters compared to the reported experimental 
parameters. 
8.3.2 Modified Hydrides with a 
Single Carbon Dopant 
After the unit cell of this lattice structure is 
calculated, a 2x2x1 super cell of this structure containing 
48 atoms, Li8B8H32, is constructed and optimized. The (001) 
surface of this bulk structure is cleaved and a vacuum slab 
of around 10 A is constructed on top of this. The purpose 
of this vacuum slab is to exclude the effects due to the 
periodic boundary conditions on the surface interactions at 
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the top of this crystal structure. The effect of carbon as 
a dopant is studied by introducing it as an impurity in 
different sites like the interstitial site and the native 
Li site of the crystal system. The energy required for 
dopant at different sites is calculated using the equations 
below. 
Energy required for dopant at native Li 
[E {Lin_£BnH4n) - E (Lin^BnH4n) - E(C) ] ^  
N 
Energy required for dopant at interstitial site 
[E (LinCBnH4n) - E (LinBnH4n) - E(C) ] 
N 
In the above equations, N is the total number of 
atoms. The energy cost required for introducing the carbon 
dopant in the Native Li site and also introducing dopant in 
interstitial site as obtained from our calculations is -
0.20 eV each. 
Since dopant introduction at both the interstitial 
site and native site is equally probable, further studies 
are continued with only the dopant at interstitial site. 
Also the interstitial sites in the different layers of this 
metal hydride, for example, top, subsurface and bulk layers 
are used for the introduction of the carbon dopant. 
Substitution energies per atom for introducing a single 
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dopant carbon atom in different layers are calculated using 
the equation below and are tabulated in Table 8.3-A. 
[E (Li BH4)n C - E (LiBH4)n - E(C) ] 
N 
It can be seen from Table 8.3-A that the dopant 
introduction is almost equally likely, in terms of energy, 
in the interstitial sites of all three layers. DFT 
optimization of this metal hydride crystal with the 
presence of a carbon atom (Figure 8.3-5) in the top layer 
of this lattice reveals that the two nearest neighboring BH4 
tetrahedra to the carbon impurity atom are distorted in 
such a way that the two B-H bonds in each tetrahedra 
(previously in the range of 1.21 A to 1.45 A) are elongated 
to the range of 1.24 A to 2.21 A. 
Table 8.3-A Substitution energy required in different 









Similar kinds of elongations in the Be-H bond lengths 
are observed when the dopant is in subsurface or the bulk 
layer. Table 8.3-B lists the different bond lengths in the 
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doped and undoped crystal. This elongation of the nearest 
neighbor Be-H bonds due to the presence of carbon suggests 
a decrease in these bond strengths, thereby reducing the 
desorbing temperatures. 
Figure 8.3-5 LiBH4 crystal structure when carbon atom is 
placed in the top surface of the crystal. Purple atoms are 
Li, solid green structures are BH4 tetrahedra with H atoms 
in white at the ends, carbon atom is the bulky brown atom. 
Elongated B-H bonds are highlighted. 
Table 8.3-B Different bond lengths when the carbon atom is 
in different sites in the (LiBH4)*8 lattice. 
Bonds 
B - H 
(Nearest 
Neighbors) 
Li - B 























Similar types of elongations are observed when carbon 
is doped in NaBH4 and LiAlH4. They are not shown here in 
order to avoid redundancy. 
8.3.3 Thermodynamics of Destabilized 
Reactions 
The general decomposition reactions proposed in the 
literature for the systems LiBH4 and NaBH4 are following. 
3 
LlBH, -> LlH + B + - H„ 
2 
LiBH4 -+ Li + B + 2H2, 
and 
3 
NaBH, -> NaH + B + — H9, 
2 
NaBH4 -+ Na + B + 2H2. 
The systems LiBH4 and NaBH4 can decompose according to 
any of the reactions above. In light of the information 
obtained so far, the following destabilized reactions are 
proposed for LiBH4 and NaBH4 respectively. 
4LiBH4 + C -+ 4LiH + Bf + 6H2, 
and 
4NaBH4 + C -> 4NaH + Bf + 6H2 . 
For these destabilized reactions and also for the 
decomposition reactions already mentioned, Van't Hoff plots 
have been calculated to study the thermodynamics of these 
systems. For the compounds which were not calculated using 
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the DFT methods, thermodynamic data from the JANAF tables 
[307] was used. These are shown in the Figures 8.3-6 (for 
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Figure 8.3-7 Van't Hoff Plots for destabilized NaBH4 system. 
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From these Van't Hoff plots we deduce the desorption 
temperatures required in each case, that is with and 
without the dopant and list them in the tables 8.3-C (for 
LiBH4) and 8.3-D (NaBH4) below. 
Table 8.3-C AH values and the desorption temperatures at 
equilibrium pressure of 1 bar for LiBH4, with and without 
carbon dopant. 
Reaction 
LiBH4 = L i + B + 2H2 
LiBH4 = LiH + B + 3/2H2 
4LiBH4 + C =4LiH + B4C + 6H2 
AH ( k J / m o l 
H2) 
9 6 . 9 6 
6 8 . 2 1 
5 7 . 8 3 




Table 8.3-D AH values and the desorption temperatures at 
equilibrium pressure of 1 bar for NaBH4, with and without 
carbon dopant. 
Reaction 
NaBH4 = Na + B + 2H2 
NaBH4 = NaH + B + 3/2H2 
4NaBH4 + C =4NaH + B4C + 6H2 
AH ( k J / m o l 
H2) 
97 . 52 
9 2 . 7 6 
8 2 . 3 9 




As we can see from the desorption temperatures of both 
the destabilized LiBH4 and NaBH4, we see that there is 
marked decrease in the carbon-destabilized LiBH4 of almost 
100 °C. The decomposition of pure LiBH4 takes place at 
around 400 °C, where as the presence of C improves it to 
300 °C. Anyway, the difference in the case of NaBH4 is not 
185 
so pronounced. We still observe a reduction of around 
100 °C in the desorption temperature for NaBH4, but the 
difference is not sufficient enough to be able to make the 
use of this hydride possible in the room temperature. This 
is not so surprising in the case of NaBH4, due to its very-
well known stability [308]. 
8.4 Conclusions 
In this chapter we have extended the type of 
calculations performed on lithium beryllium hydrides in 
Chapter 7 to three more complex hydrides namely lithium 
borohydride, sodium borohydride and lithium aluminum 
hydride. In all these cases we observe similar kind of 
results when they are doped with carbon. There is an 
elongation in the B-H or Al-H bond lengths respectively of 
both the neighboring and the non-neighboring units of 
dopant atom. We have constructed the Van't Hoff plots for 
the cases of the destabilized reactions of LiBH4 and NaBH4 
and we observe that, in each case there is a decrease of a 
maximum of 100°C in the desorption temperatures of both the 
cases. One observatory point that needs to be clarified 
here is that, in our calculations of Van't Hoff plots we 
have not taken into consideration the vibrational 
corrections to the entropy. 
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In any case, it is well known that, the desorption 
temperatures values obtained without taking vibrational 
corrections are not very much inaccurate compared to the 
values with the corrections. 
CHAPTER 9 
CONCLUSIONS AND FUTURE WORK 
9.1 Conclusions 
In this dissertation ab initio computational modeling 
techniques are used to test the viability of employing 
carbon doped light metal hydrides as a suitable storage 
method for hydrogen gas onboard transportation vehicles. 
The calculations suggest that carbon, which is a 
comparatively light weight material, is a good option as a 
dopant which can thermodynamically destabilize hydrides so 
as to reduce the decomposition temperatures. 
The present study is initially started with the study 
of clusters due to the importance of the understanding of 
clusters needed to design novel materials for hydrogen 
storage. The geometrical and electronic properties of pure 
beryllium clusters have been studied by using a B3PW91 
density functional. With the aid of analysis of electronic 
properties like the second-order difference in the 
energies, the HOMO-LUMO gaps and also the vertical 
ionization potentials, it is seen that Ben with n=4 and 10 
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exhibit extra stability. This is established also by the 
closed electronic shell theory. The BenCm type clusters' 
studies are then performed in an exhaustive way. All the 
electronic as well as structural properties of these 
systems are reported. Thus the role of carbon in the 
stability of pure Be clusters is looked into. The ^magic 
clusters' of BenCm type are deduced. The interactions of 
hydrogen molecule with these C-Be ground state clusters are 
then studied. The binding energies of these clusters to 
hydrogen are calculated and it is observed that hydrogen is 
bound stronger to the vicinity of beryllium than to the 
vicinity of carbon when it is in the C-Be system. This 
leads to the hypothesis that carbon can be doped into metal 
hydrides that have beryllium in it so as to reduce the 
desorption temperatures of these hydrides. 
A lot of different reaction schemes are then looked 
into and their heats of reactions measured. With these 
studies, it is established that LiC4Be2H5 might be a novel 
material which can have a reasonable release temperature 
with a decent amount of hydrogen in it. 
The extended system calculations are performed on the 
doping of carbon in the crystal systems of Li2BeH4, LiBH4, 
NaBH4, and LiAlH4. The results imply that there is a clear 
destabilizing effect due to the carbon doping in all these 
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complex hydrides. Ab Initio MD calculations are also 
performed to see what types of complexes are formed. An 
investigation into the chemistry of the destabilizing 
effect suggest that the cause for this is not just the 
weakening of the Be-H or B-H bonds after doping, but also 
the decrease in the ionic interactions between Li-B or Li-
Be. Van't Hoff plots of the destabilized reactions show the 
reduction of desorption temperature at least by 100°C in 
the case of LiBH4 and NaBH4. 
9.2 Future Work 
One issue that needs to be addressed is the 
vibrational corrections to the zero point energies so that 
they are incorporated in the correct manner in the 
construction of Van't Hoff plots. In any case, it is known 
that these will not change the final result of the 
desorption temperature significantly. 
Even though these systems were destabilized, they 
still do not seem to reach to a point where hydrogen is 
released from them at room temperatures. This issue needs 
to be examined further. Carbon as a destabilizing agent 
could perhaps be used with some other dopant so as to 
further reduce the temperatures down to room temperature. 
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The present study performs a detailed analysis of the 
thermodynamics of these destabilized systems, but it still 
needs to be determined if they exhibit favorable kinetics. 
It will be good to see if the hydrogen can be released from 
these systems fast enough. 
The novel material LiC4Be2H5 that we looked into 
theoretically, and for which, developed the crystal 
structure needs to be synthesized experimentally to see if 
it is practically feasible. 
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