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Abstract
We establish the global asymptotic equivalence between a pure jumps Lévy process {Xt} on the time interval [0, T ]
with unknown Lévy measure ν belonging to a non-parametric class and the observation of 2m2 Poisson independent
random variables with parameters linked with the Lévy measure ν. The equivalence result is asymptotic as m tends
to infinity. The time T is kept fixed and the sample path is continuously observed. This result justifies the idea that,
from a statistical point of view, knowing how many jumps fall into a grid of intervals gives asymptotically the same
amount of information as observing {Xt}.
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1. Introduction
In recent years, the Le Cam theory on the asymptotic equivalence between statistical models has aroused great
interest and a large number of works has been published on this subject. Roughly speaking, asymptotic equivalence
means that any statistical inference procedure can be transferred from one experiment to the other in such a way that
the asymptotic risk remains the same, at least for bounded loss functions. One can use this property in order to obtain
asymptotic results working in a simpler but equivalent setting. For the basic concepts and a detailed description of the
notion of asymptotic equivalence, we refer to [2, 3]. A short review on this topic will be given in Section 2.1.
The main result of this paper states that the observation of a pure jumps Lévy process on the time interval [0, T ]
with unknown Lévy measure ν belonging to a non-parametric class M is asymptotically equivalent to observe cer-
tain independent Poisson random variables whose parameters are related to the jump measure ν. More precisely,
in Theorem 2.3 we prove that, under some conditions on the class of admissible Lévy measures ν, the two follow-
ing experiments are equivalent. The first one consists on observing the 2m2 independent Poisson random variables
R±∞ = P(Tν(J±∞)), R j,k = P(Tν(J j,k)), where
J−∞ =
]
−∞,−m
]
, J j,k =
]
k + j − 1
m
, k + j
m
]
, J∞ =
]
m,∞
[
, (1)
for j = 1, . . . ,m, k = −m, . . . ,m − 1, ( j, k) , (1, 0), (m,−1). The second one is obtained by continuously observing a
trajectory {xt} of a pure jumps Lévy process with Lévy measure ν and finite variation ην :=
∫
yν(dy) < ∞, i.e. with
characteristic function given by
E
[
eiuxt
]
= exp
(
t
∫
R
(
eiuy − 1)ν(dy)), ∀u ∈ R.
In fact, we can relax the hypothesis of finite variation as we show in Theorem 2.3.
We already know that, in a probabilistic sense, the full jump structure of a Lévy process {Xt} is described by the
random measure associated with its jumps, i.e.
µX(ω, ·) =
∑
t≥0
δ(t,∆Xt(ω)).
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In this work, via the Le Cam theory, we formalize the idea that the amount of information contained in ν is, from a
statistical point of view, asymptotically equivalent to knowing how many jumps fall into the 2m2 intervals of the form
{J j,k} (see Corollary 2.5).
Our proof is based on the construction, for any given Lévy measure ν in the parameter space M , of an adequate
“discrete” approximation ν¯m of ν. In this sense, the scheme of the proof is similar to that in Brown and Low [1], but
with the significant technical difference that, instead of a Girsanov type change of measure, we make use of an Esscher
type change of measure. This adds further complications, which we bypass by considering as a discrete counterpart
ν¯m a measure with constant density on J j,k and such that ν¯m(J j,k) = ν(J j,k).
The paper is organized as follows. Sections 2.1 to 2.3 fix assumptions and notations while the main results are
given in Section 2.4. Some examples can be found in Section 3. The proofs are postponed to Section 4 and, in part, to
the Appendix.
2. Statement of the main results
2.1. Some properties of the Le Cam ∆-distance
The concept of asymptotic equivalence that we shall adopt in this paper is tightly related to the Le Cam ∆-distance
between statistical experiments. A statistical model is a triplet P j = (X j,A j, {P j,θ; θ ∈ Θ}) where {P j,θ; θ ∈ Θ}
is a family of probability distributions all defined on the same σ-field A j over the sample space X j and Θ is the
parameter space. The deficiency δ(P1,P2) of P1 with respect to P2 quantifies “how much information we lose”
by using P1 instead of P2 and is defined as δ(P1,P2) = infK supθ∈Θ ||KP1,θ − P2,θ||TV , where TV stands for “total
variation” and the infimum is taken over all “transitions” K (see [2], page 18). In our setting, however, the general
notion of “transitions” can be replaced with the notion of Markov kernels. Indeed, when the model P1 is dominated
and the sample space (X2,A2) of the experiment P2 is a Polish space, the infimum appearing on the definition of the
deficiency δ can be taken over all Markov kernels K on X1 ×A2 (see [4], Proposition 10.2), i.e.
δ(P1,P2) = inf
K
sup
θ∈Θ
sup
A∈A2
∣∣∣∣∣
∫
X1
K(x, A)P1,θ(dx) − P2,θ(A)
∣∣∣∣∣.
Closely associated with the notion of deficiency is the so called ∆-distance, i.e. the pseudo metric defined by:
∆(P1,P2) := max(δ(P1,P2), δ(P2,P1)).
Two sequences of statistical models (Pn1 )n∈N and (Pn2 )n∈N are called asymptotically equivalent if ∆(Pn1 ,Pn2 ) tends
to zero as n goes to infinity. There are various techniques to bound the ∆-distance. In our context we will use the
following two well-known properties (see [2]):
Property 2.1. Let Pi = (X ,A , {Pi,θ, θ ∈ Θ}), i = 1, 2, be two dominated statistical models with the same sample
space X and parameter space Θ. Let ξ be a common dominating measure and gi,θ = dPi,θdξ . Define
L1(P1,P2) = sup
θ∈Θ
∫
X
|g1,θ(x) − g2,θ(x)|ξ(dx).
Then, ∆(P1,P2) ≤ L1(P1,P2).
Property 2.2. Let Pi = (Xi,Ai, {Pi,θ, θ ∈ Θ}), i = 1, 2, be two statistical models and let (X1,A1) be a Polish
space. Let S : X1 → X2 be a sufficient statistics such that the distribution of S under P1,θ is equal to P2,θ. Then
∆(P1,P2) = 0.
2.2. The parameter space
In order to state our results we need some regularity assumptions on the elements ν belonging to the parameter
space M . We will require that:
(M1) There exists a Lévy measure ν˜ such that ν ≪ ν˜ for all ν in M (we will write ρν for the density dνdν˜ ).
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(M2)
∫
R
( √ρν(y) − 1)2ν˜(dy) < ∞, for all ν in M .
Moreover, following the same principle as in [1], we introduce a discretization of the measure ν. To that aim define
ρ¯νm(y) =
ν(J±∞)
ν˜(J±∞) in J±∞, ρ¯
ν
m(y) =
ν(J j,k)
ν˜(J j,k) in J j,k if J j,k *
]
− 1
m
,
1
m
]
and ρ¯νm(y) = 1 in
]
− 1
m
,
1
m
]
, (2)
where, for j = 1, . . . ,m and k = −m, . . . ,m − 1, J j,k are defined as in (1). Define one more condition as:
(M3) lim
m→∞
sup
ν∈M
∫
R
|ρν(y) − ρ¯νm(y)|ν˜(dy) = 0,
where we have denoted by ν¯m the measure having ρ¯νm in (2) as a density with respect to ν˜. For brevity’s sake, in the
sequel we will omit the symbol ν simply writing ρ = ρν or ρ¯n = ρ¯νn, when this causes no confusion.
In the following, we will denote by Mν˜ a class of Lévy measures which we will always assume to satisfy (M1)–
(M3). We will use the notation M ′ν˜ for a class of Lévy measures which also satisfy condition (M4):
(M4) sup
ν∈Mν˜
∫
|y|≤1 |y|ν(dy) < ∞ and
∫
|y|≤1 |y|ν˜(dy) < ∞.
2.3. Definition of the experiments
In the following, let D = D([0, T ],R) be the space of mappings ω from [0, T ] intoR that are right-continuous with
left limits. Define the canonical process x : D → D by ∀ω ∈ D, xt(ω) = ωt, ∀t ∈ [0, T ]. Let D be the smallest
σ-algebra of parts of D that makes xs, s in [0, T ], measurable. Further, for any t ∈ [0, T ], let Dt be the smallest
σ-algebra that makes xs, s in [0, t], measurable. Let {Xt} be a Lévy process defined on (Ω,A ,P) having characteristic
triplet (γ, 0, ν), i.e.
EP
[
eiuXt
]
= exp
(
tiuγ + t
∫
R
(
eiuy − 1 − (iuyI|y|≤1))ν(dy)
)
, ∀u ∈ R, ∀t ≥ 0.
It is well known that it induces a probability measure P(γ,0,ν) on (D,D) such that {xt} defined on (D,D , P(γ,0,ν)) is
a Lévy process identical in law with ({Xt},P). In the sequel we will denote by ({xt}, P(γ,0,ν)) such a Lévy process,
stressing the probability measure.
In the case where
∫
|y|≤1 |y|ν(dy) < ∞, we set ην :=
∫
yν(dy). Let us remark that ({xt}, P(ην,0,ν)) is a pure jumps Lévy
process. Moreover, if ν is a finite Lévy measure, then the process ({xt}, P(ην,0,ν)) is a compound Poisson process.
Let us now introduce the class of experiments that we shall consider. Recall from the introduction that we have
defined 2m2 independent observations of the form (denoting P(·) the Poisson distribution)
R−∞ ∼ P
(
Tν
(] − ∞,−m])), R j,k ∼ P
(
Tν
(]k + j − 1
m
, k + j
m
]))
, R∞ ∼ P
(
Tν
(]
m,∞[)).
Let Qm,Rν be the law of R = (R−∞, . . . ,R j,k, . . . ,R∞). Then, the first pair of statistical experiments is described by
P
(γν,0,ν)
=
(
D,D ,
{
P(γ
ν,0,ν); ν ∈ Mν˜
}) (3)
Q
R
m =
(
N2m
2
,P(N2m2 ), {Qm,Rν ; ν ∈ Mν˜}), (4)
where γν :=
∫
|y|≤1 y(ν(dy) − ν˜(dy)). Remark that this quantity is finite thanks to Assumption (M2) (See [5], Remark
33.3).
Recall that we denote by M ′ν˜ := {ν ∈ Mν˜ : ν satisfies (M4)}. Then, the second pair of statistical models we shall
consider is
P
′(ην,0,ν) =
(
D,D ,
{
P(ην,0,ν); ν ∈ M ′ν˜
}) (5)
Q
′R
m =
(
N2m
2
,P(N2m2 ), {Qm,Rν ; ν ∈ M ′ν˜ }). (6)
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2.4. Main result
Notations will be kept as in Section 2.3.
Theorem 2.3. The experiments P (γν ,0,ν) and QRm are asymptotically equivalent, that is
lim
m→∞
∆
(
P
(γν,0,ν),QRm
)
= 0. (7)
We also have:
lim
m→∞
∆
(
P
′(ην ,0,ν),Q
′R
m
)
= 0. (8)
Remark 2.4. The asymptotic equivalence in (8) involves the parameter space M ′ν˜ which is smaller than that in (7), but
this allows us to treat the model P ′(ην,0,ν), that is, the case of pure jumps Lévy processes.
Loosely speaking, the main interest in the Le Cam’s asymptotic decision theory lies in the approximation of
general statistical experiments by simpler ones. Adopting this point of view, we can reformulate Theorem 2.3 as
follows.
Corollary 2.5. So far as the study of ν is concerned, observing a Lévy process {Xt} of characteristic triplet (γν, 0, ν)
(or (ην, 0, ν)) asymptotically gives the same amount of information as the a priori coarser process {∑t≤T IA(∆Xt)}A∈A m ,
where A m is the set defined by A m =
{
J±∞, J j,k; k = −m, . . . ,m − 1, j = 1, . . . ,m, ( j, k) , (1, 0), (m,−1)
}
.
Remark 2.6. Ideally, one would like to push the equivalence of Theorem 2.3 one step further, to reduce to a Gaussian
white noise experiment; in this way, one would have at hand a minimax estimator which could be carried over to
the jumps model without loss of information. However, even though the R j,k variables are independent, they are
not identically distributed, so that results such as [4] do not apply directly. A possible solution could be to use
the proximity, in the Le Cam sense, between independent Poisson random variables non identically distributed and
gaussian variables with fixed variance equal to 1. This will be the object of a future work.
3. Examples
We now propose three different examples fitting in the hypotheses of Theorem 2.3. The first one is a case where
the class of Lévy measures M ′ν˜ consists of finite measures. Specifically, it treats the class of compound Poisson
processes with bounded intensities and uniformly Liptschtiz continuous densities. The last two examples concern
infinite Lévy measures. In the second one condition (M4) fails while the third one treats a class of tempered stable
processes verifying (M4). Proofs can be found in Appendix A.2.
Example 3.1. Let ν˜ be a known finite Lévy measure and L, K be fixed finite positive real numbers. Consider
M
′L,K
ν˜
=
{
ν Lévy measure : ρ = dνdν˜ exists, differentiable ν˜-a.e., L-Liptschtiz and |ρ(0)| ≤ K
}
.
Remark that the stated conditions on ν˜ and ρ imply in particular that ν must be finite, i.e. ν(R) < ∞.
Example 3.2. Let M and ε be fixed positive real numbers. Consider the class of Lévy measures, defined by:
M
M,ε
=
{
ν Lévy measure : its density with respect to Lebesgue is g(y) = e−λy2 y−2 where ε ≤ λ ≤ M
}
.
Example 3.3. Let α, ε,C1,C2 be known positive real numbers such that α < 1 and let M be a positive number.
Consider the class of the tempered stable Lévy measures, that is
M
′α,C1 ,C2,M,ε =
{
ν Lévy measure : its density is g(y) = C1|y|1+α e
−λ1 |y|Iy<0 +
C2
y1+α
e−λ2yIy≥0 where ε ≤ λ j ≤ M, j = 1, 2
}
.
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4. Proofs
4.1. Proof of Theorem 2.3
One important ingredient of the proof is an Esscher type change of measure. Denote by P|Dt the restriction of the
probability P to Dt and write ν ≈ ν˜ to indicate that the measure ν and ν˜ are equivalent. The following result will be
used in our proof.
Theorem 4.1 (See [5], Theorems 33.1–33.2). Let ({xt}, P(0,0,ν˜)) and ({xt}, P(γν,0,ν)) be two Lévy processes on R, where
γν :=
∫
|y|≤1
y(ν − ν˜)(dy) (9)
is supposed to be finite. Then P(γν,0,ν) is locally equivalent to P(0,0,ν˜) if and only if ν ≈ ν˜ and the density dνdν˜ = ρ satisfies∫
(
√
ρ(y) − 1)2ν˜(dy) < ∞. (10)
When P(γν ,0,ν) is locally equivalent to P(0,0,ν˜), the density is dP(γ
ν,0,ν)
dP(0,0,ν˜)
∣∣∣∣
Dt
(x) = exp(Uρt (x)), with
Uρt (x) = lim
ε→0
(∑
r≤t
ln ρ(∆xr)I|∆xr |>ε −
∫
|y|>ε
t(ρ(y) − 1)ν˜(dy)
)
, P(0,0,ν˜)-a.s. (11)
The convergence in (11) is uniform in t on any bounded interval, P(0,0,ν˜)-a.s. Besides, Uρ(x) defined by (11) is a Lévy
process satisfying EP(0,0,ν˜) [eU
ρ
t (x)] = 1, ∀t ∈ [0, T ].
Remark that the finiteness in (10) implies that in (9) (see [5], Remark 33.3). The proof of Theorem 2.3 is divided
in three steps.
STEP 1. The task is to prove that: lim
m→∞
∆
(
P (γ
ν ,0,ν),P (γ
ν¯m ,0,ν¯m)) = 0.
Recall that ν¯m is the Lévy measure defined in Section 2.2 and observe that γν¯m is finite thanks to Hypothesis (10) and
the definition of ρ¯m. We know, by Theorem 4.1, that the L1 distance between P(γ
ν,0,ν) and P(γν¯m ,0,ν¯m) is given by
L1
(
P(γ
ν ,0,ν), P(γ
ν¯m ,0,ν¯m)
)
= EP(0,0,ν˜)
[∣∣∣∣dP(γ
ν,0,ν)
dP(0,0,ν˜)
(x) − dP
(γν¯m ,0,ν¯m)
dP(0,0,ν˜)
(x)
∣∣∣∣
]
= EP(γν,0,ν)
[∣∣∣1 − exp (U ρ¯mT (x) − UρT (x))
∣∣∣],
with UρT (x) defined as in (11). Introduce the quantity RmT (x) := exp
(
U ρ¯mT (x) − UρT (x)
)
and observe that, by definition,
RmT (x) = exp
(
limε→0
(∑
r≤T ln dν¯mdν (∆xr)I|∆xr |>ε−T
∫
|y|>ε
( dν¯m
dν (y)−1
)
ν(dy)
))
, P(γν,0,ν)-a.s. By Lemma Appendix A.1, we
get: L1
(
P(γν ,0,ν), P(γν¯m ,0,ν¯m)
)
≤ 2 sinh
(
T
∫
R
|ρ(y)−ρ¯m(y)|ν˜(dy)
)
. Thus, thanks to Assumption (M3), we have limm→∞ supν∈Mν˜ L1
(
P(γν,0,ν), P(γν¯m ,0,ν¯m)
)
=
0. By Property 2.1, we conclude that the models P (γν,0,ν) and P (γν¯m ,0,ν¯m) are asymptotically equivalent as m goes to
infinity.
STEP 2. The goal is to prove that: ∆(P (γν¯m ,0,ν¯m),QRm) = 0 for all m.
Consider the statistics S : (D,D) → ( ¯N2m2+2,P( ¯N2m2+2)) defined by
S (x) =
(
Nx;−∞T , N
x; 1,−m
T , . . . , N
x; m,m−1
T , N
x;∞
T
)
with Nx;±∞T =
∑
r≤T
IJ±∞ (∆xr), Nx; j,kT =
∑
r≤T
IJ j,k (∆xr).
Applying Theorem 4.1 to
({xt}, P(γν¯m ,0,ν¯m)) and ({xt}, P(0,0,ν˜)), we obtain that
dP(γν¯m ,0,ν¯m)
dP(0,0,ν˜)
(x) = eUρ¯mT (x) = exp
(
ln ν(J−∞)
ν˜(J−∞) N
x;−∞
T + ln
ν(J∞)
ν˜(J∞) N
x;∞
T +
∑
j=1,...,m
k=−m,...,m−1
( j,k),(1,0),(m,−1)
ln
ν(J j,k)
ν˜(J j,k) N
x; j,k
T +T
∫
R
(ρ¯m(y)−1)ν˜(dy)
)
.
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Hence, by means of the Fisher factorization theorem, we conclude that S is a sufficient statistics for {P(γν¯m ,0,ν¯m); ν ∈
Mν˜}. Furthermore, under P(γν¯m ,0,ν¯m), the random variables Nx; j,kT (resp. Nx;−∞T and Nx;∞T ) have Poisson distributions
with parameters T ν¯m
(
J j,k
) (resp. T ν¯m(J−∞) and T ν¯m(J∞)), which, by the definition of ν¯m, is equal to Tν(J j,k) (resp.
Tν
(
J−∞
)
, Tν
(
J∞
)). Moreover, since the J’s intervals are disjoint, the random variables Nx,·T are independent. It follows
that the law of S under P(γν¯m ,0,ν¯m) is Qm,Rν . Then, by means of Property 2.2, we get ∆(P (γν¯m ,0,ν¯m),QRm) = 0, for all m.
STEP 3. The purpose is to prove that: if ν belongs to M ′ν˜ then, ∆(P (γ
ν ,0,ν),P
′(ην ,0,ν)) = 0. To that aim, consider
the Markov kernels pi1, pi2 defined as follows
pi1(x, A) = IA(xd), pi2(x, A) = IA(x − ·ην˜), ∀x ∈ D, A ∈ D ,
where we have denoted by xd the discontinuous part of the trajectory x, i.e. ∆xr = xr − lims↑r xs, xdt =
∑
r≤t ∆xr and
by x − ·ην˜ the trajectory xt − tην˜, t ∈ [0, T ]. On the one hand we have:
pi1P(γ
ν,0,ν)(A) =
∫
D
pi1(x, A)P(γν,0,ν)(dx) =
∫
D
IA(xd)P(γν,0,ν)(dx) = P(ην,0,ν)(A),
where in the last equality we have used the fact that, under P(γν ,0,ν), {xdt } is a Lévy process with characteristic triplet
(ην, 0, ν) (see [5], Theorem 19.3). On the other hand:
pi2P(ην,0,ν)(A) =
∫
D
pi2(x, A)P(ην,0,ν)(dx) =
∫
D
IA(x − ·ην˜)P(ην,0,ν)(dx) = P(γν,0,ν)(A),
since, by definition, γν is equal to ην − ην˜. The conclusion follows by the definition of the ∆-distance.
Proof of Corollary 2.5. It is enough to note that, for all A in A m, the random variable ∑t≤T IA(∆xt) has a Poisson
distribution of parameter Tν(A) under both P(γν,0,ν) and P(ην,0,ν). The independence follows since the elements of A m
are disjoint.
Appendix A. Appendix
Appendix A.1. A technical lemma
Lemma Appendix A.1. The following limit
RmT (x) := lim
ε→0
(
exp
(∑
r≤T
ln ρ¯m
ρ
(∆xr)I|∆xr |>ε − T
∫
|y|>ε
(ν¯m − ν)(dy)
))
, (A.1)
with ρ, ρ¯m, γν and ν¯m as in Section 2, exists uniformly in t in any bounded interval, P(γν,0,ν)-a.s. and
EP(γν,0,ν)
[∣∣∣1 − RmT (x)∣∣∣] ≤ 2 sinh
(
T
∫
R
|ρ(y) − ρ¯m(y)|ν˜(dy)
)
. (A.2)
Proof. To prove the existence of the limit in (A.1) we want to apply Theorem 4.1. To that aim just note that Assump-
tion (M2) implies the finiteness of the integral
∫
R
(√
dν¯m
dν (y)− 1
)2
ν(dy). Indeed, integrating the last quantity separately
over the intervals
[ − 1
m
, 1
m
]
,
] 1
m
,∞[ and ] −∞,− 1
m
[
, we obtain
∫
R
(√dν¯m
dν (y) − 1
)2
ν(dy) =
∫ 1
m
− 1
m
(
1 −
√
ρ(y))2ν˜(dy) +
∫ ∞
1
m
( √
ρ¯m(y) −
√
ρ(y))2ν˜(dy) +
∫ − 1
m
−∞
( √
ρ¯m(y) −
√
ρ(y))2ν˜(dy)
≤
∫ 1
m
− 1
m
(
1 −
√
ρ(y))2ν˜(dy) + 4ν(] 1
m
,∞
[
∪
]
−∞,− 1
m
[)
,
6
that is finite thanks to Assumption (M2) and the fact that ν is a Lévy measure (in the last inequality we have used the
elementary inequality: for a, b ≥ 0, (√a − √b)2 ≤ 2a + 2b). In order to simplify the notations let us write
A±(x) := lim
ε→0
(∑
r≤T
ln f ±(∆xr)I|∆(xr )|>ε − T
∫
|y|>ε
( f ∓(y) − 1)ν(dy)
)
with f + =
( ρ¯m
ρ
)Iρ¯m≥ρ
and f − =
( ρ¯m
ρ
)Iρ>ρ¯m
,
so that RmT (x) = exp(A+(x)+A−(x)). Remark that, for all x, y in R we have: |1− ex+y| ≤ 1+e
x
2 |1− ey|+ 1+e
y
2 |1− ex|. Then,
using A+(x) ≥ 0 and A−(x) ≤ 0 we get:
EP(γν,0,ν)
[|1 − RmT (x)|] = EP(γν,0,ν) ∣∣∣1 − exp(A+(x) + A−(x))∣∣∣ ≤ EP(γν,0,ν)
[1 + eA+(x)
2
∣∣∣∣1 − eA−(x)
∣∣∣∣ + 1 + eA
−(x)
2
∣∣∣∣1 − eA+(x)
∣∣∣∣
]
= EP(γν,0,ν)
[
eA
+(x) − eA−(x)
]
.
In order to compute the last quantity we apply Theorem 4.1 and the fact that both A+(x) and A−(x) have the same law
under P(γν ,0,ν) and P(0,0,ν):
EP(γν,0,ν)
[
eA
+(x) − eA−(x)
]
= exp
(
T
∫
R
( f +(y) − f −(y))ν(dy)
)
− exp
(
T
∫
R
( f −(y) − f +(y))ν(dy)
)
= 2 sinh
(
T
∫
R
( f +(y) − f −(y)ν(dy)
)
= 2 sinh
(
T
∫
R
|ρ(y) − ρ¯m(y)|ν˜(dy)
)
.
Appendix A.2. Proofs of the examples
Proof of example 3.1. Assumption (M1) is obvious by construction, Assumptions (M2) and (M4) follow from the
finiteness of the measures ν and ν˜ plus the inequality (√ρ − 1)2 ≤ ρ + 1. Prior to considering Assumption (M3), we
claim that:
|ρ(y) − ρ¯m(y)| ≤ 1
m
∥∥∥∥∥dρ(y)dy
∥∥∥∥∥∞ ∀y ∈
]
− m,− 1
m
]
∪
] 1
m
,m
]
. (A.3)
In order to prove (A.3), fix an interval J j,k, j = 1, . . . ,m and k = −m, . . . ,m − 1 and note that, by construction of
ρ¯m, there always exist y1, y2 verifying ρ¯m(y) ≤ ρ(y1) and ρ¯m(y) ≥ ρ(y2) ∀y ∈ J j,k. Thus, by the continuity of ρ,
we conclude that, for all y in J j,k, there exists yˆ such that ρ¯m(y) = ρ(yˆ). Then we apply the mean value theorem to
bound |ρ(y) − ρ¯m(y)|. Now, Assumption (M3) is a straightforward consequence of the inequality (A.3). Indeed, since∥∥∥∥ dρ(y)dy
∥∥∥∥∞ ≤ L and |ρ(0)| ≤ K, we have∫
R
|ρ(y) − ρ¯m(y)|ν˜(dy) =
∫
1
m
≤|y|<m
|ρ(y) − ρ¯m(y)|ν˜(dy) +
∫
|y|≥m
|ρ(y) − ρ¯m(y)|ν˜(dy) +
∫
|y|< 1
m
|ρ(y) − 1|ν˜(dy)
≤ L
m
ν˜
(]
− m,− 1
m
]
∪
] 1
m
,m
])
+ 2
∫
|y|≥m
(K + L|y|)ν˜(dy) +
∫
|y|< 1
m
(K + L|y| + 1)ν˜(dy).
This quantity tends to zero, uniformly on ν, as m goes to infinity, since ν˜ is a finite Lévy measure such that
∫
|y|≤1 |y|ν˜(dy) <
∞.
Proof of example 3.2. Consider ν in M M,ε and define a Lévy measure ν˜, absolutely continuous with respect to
Lebesgue, whose density is y−2. Consequently, ρ(y) = dνdν˜ (y) = e−λy
2
. Condition (M2) writes
∫
R
(
√
ρ(y) − 1)2ν˜(dy) = 2
∫ ∞
0
(
e
−λy2
2 − 1)2y−2dy ≤ 2λ2
∫ 1
0
y2
4
dy + 4(e− λ2 + 1)
∫ ∞
1
dy
y2
< ∞.
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To verify condition (M3), treat separately the integral
∫ ∞
0 |ρ(y) − ρ¯m(y)|ν˜(dy) over the intervals
[
0, 1
m
]
,
]
1
m
,C
]
, ]C,m],
]m,∞[, where C =
√
1
3ε is chosen so that ρ
′ is strictly decreasing in the interval
]
1
m
,
⌈Cm⌉
m
]
for m big enough:
∫ 1
m
0
|ρ(y) − 1|y−2dy ≤ λ
∫ 1
m
0
y2
y2
dy ≤ M
m
,
∫ C
1
m
|ρ(y) − ρ¯m(y)|y−2dy ≤
⌈Cm⌉
m∑
j=2
∫ j
m
j−1
m
|ρ(y) − ρ¯m(y)|
y2
dy ≤
⌈Cm⌉
m∑
j=2
|ρ′( j/m)|
m
∫ j
m
j−1
m
dy
y2
≤ 2MC
m
(
1 − m⌈Cm⌉
)
, using (A.3)
∫ m
C
|ρ(y) − ρ¯m(y)|y−2dy ≤
√
2Me−1/2
m
( 1
C −
1
m
)
, using (A.3)
∫ ∞
m
|ρ(y) − ρ¯m(y)|ν˜(dy) ≤
∫ ∞
m
(ρ(y) + ρ¯m(y))ν˜(dy) = 2ν˜([m,∞)).
Since the quantities above tend to zero, uniformly in ν, as m goes to infinity, we conclude that Assumption (M3) is
satisfied. Finally, condition (M4) fails since
∫
|y|≤1 |y|ν˜(dy) = 2
∫ 1
0 y
−1dy = ∞.
Proof of Example 3.3. Let ν belong to M ′α,C1 ,C2,M,ε and define a Lévy measure ν˜ having Lévy density (with respect
to Lebesgue) given by C1 e−ε|y||y|1+α Iy<0 + C2 e
−εy
y1+α Iy>0. Hence, ρ(y) = dνdν˜ (y) = e−|y|(λ1−ε)Iy<0 + e−y(λ2−ε)Iy>0. Condition (M2)
writes:
C1
∫ 0
−∞
(
e
y
2 (λ1−ε) − 1)2 eεy(−y)1+α dy +C2
∫ ∞
0
(
e
y
2 (ε−λ2) − 1)2 e−εy
y1+α
dy < ∞,
which is true since, near zero, the integrands are equivalent to 1|y|α−1 and are integrable for α < 1. To verify condition
(M3) treat again separately the integral
∫ ∞
0 |ρ(y) − ρ¯m(y)|ν˜(dy) over the intervals ±
[
0, 1
m
]
, ±
]
1
m
,m
]
, ±]m,∞[. The
integrals between 1
m
and m and between −m and − 1
m
are bounded by max{C1,C2}(M − ε)(mα−1α − 1αmα+1 ), hence tend
to zero. Analogously, the integrals between − 1
m
and 1
m
tend to zero thanks to the integrability of y−α in this interval.
Finally, condition (M4) follows from the integrability of |y|−α in [−1, 1].
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