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A widely accepted method for addressing digital privacy concerns is the use of informed
consent: asking users to agree to privacy policies and consent to the use of their
personal data. This approach has come under strain with the emergence of “big data”
in which large datasets are collected and analysed. This paper argues that since
individuals do not understand or even read the privacy policies they agree to, informed
consent ultimately fails to protect privacy. Following the work of Solon Barocas and
Helen Nissenbaum, this paper proposes an updated definition of informed consent and
argues that the responsibility of protecting privacy should be shifted from individuals
to organisations.
Science ⇒ Policy
Informed consent currently consists in agreeing to long privacy policies which few
people read, and even fewer understand. To ensure the privacy of individuals is
respected, it is necessary to rethink our conception of informed consent. The burden
of guaranteeing privacy should be shifted from individuals to organisations.
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Introduction
Big data refers to the collection and analysis of
large datasets for the purposes of finding patterns
or otherwise extracting value from them [1, 2].
For example, private corporations collect data
about their users to generate tailored product
recommendations or to provide targeted adver-
tisements [3, 4]. Big data is a promising avenue to
improve many aspects of our lives, from increasing
our scientific and social knowledge, helping im-
prove our healthcare systems, and developing our
public decision-making processes. However, when
making use of personal information, big data can
conflict with the privacy rights of individuals.
One method for addressing privacy concerns is
the use of informed consent; asking individuals to
consent to the collection and use of their personal
information. In this way, individuals may waive
their privacy rights and allow for their personal
information to be used under certain specified con-
Rethinking Informed Consent in the Context of Big Data
ditions. Following the work of Solon Barocas and
Helen Nissenbaum this paper argues that, as cur-
rently conceived, informed consent is problematic
and does not succeed in protecting individuals’
privacy [5].
Informed Consent in the Con-
text of Social Norms
Informed consent typically takes the form of ask-
ing users to agree to privacy policies which specify
what information will be recorded and in what
ways it will be used. These privacy policies are
long documents which exhaustively list all the
ways in which the personal data might be used.
The problem with this “notice and consent” ap-
proach to privacy lies in the fact that very few
people read privacy statements. Furthermore,
there is abundant evidence that even the few
people who do read privacy policies do not un-
derstand them [6]. Ticking boxes under long and
incomprehensible privacy policies does not con-
stitute informed consent.
The think tank Brookings points out that while
“the shortcomings of consent are often acknowl-
edged, the response is often a push for more and
better consent” [7]. Clearly, longer and more thor-
ough privacy policies are not the answer. One
of the most widely discussed alternatives to the
“notice and consent” approach is shifting the focus
from the collection of personal data to its usage
[8]. This puts the burden on companies, rather
than individuals, to protect privacy. Brookings
argues that companies should be restricted to
using user data for “legitimate purposes [...] con-
sistent with reasonable expectations formed in
their relationships with [users].” However, for uses
of personal data outside of these reasonable expec-
tations, informed consent is still required. The
question then becomes, ‘which actions require
informed consent, and which do not?’
Addressing this issue in the context of healthcare,
bioethicists Neil Manson and Onora O’Neill [9] ar-
gue that informed consent should be understood
with reference to a background of social norms,
ethical standards and legal obligations. In this
way, consent is only relevant to cases which de-
part from these norms. Barocas and Nissenbaum
argue that this idea helps to explain why our cur-
rent approach to consent fails. By asking users
to consent to an exhaustive list of all the dif-
ferent ways their personal data might be used,
the real privacy issues at stake are drowned out
by irrelevant detail. For example, consider the
following excerpts from the privacy policies of
Facebook, Google, and Snap (formerly Snapchat)
Inc. respectively:
“[...] when you use Messenger or Instagram to
communicate with people or businesses, those
people and businesses can see the content you
send” [10]
“[...] if you contact Google, we’ll keep a record of
your request in order to help solve any issues you
might be facing.” [11]
“When you interact with our services, we collect
information that you provide to us.” [12]
The listing of such details leads to lengthy privacy
policies that are difficult to understand, even for
users who are intent on reading them. By fol-
lowing the principle described by Manson and
O’Neill, that consent only applies to uses of infor-
mation that deviate from expected social norms,
privacy policies would be drastically shortened
and would focus on the real issues that individuals
are consenting to.
This leaves open the question of specifying what
the norms are. This paper argues that the gov-
ernment should determine and specify the norms
of information usage. In the UK, the Information
Commissioner’s Office (ICO, an independent pub-
lic body sponsored by the Department for Digital,
Culture, Media & Sport) is tasked with offering
guidance, advice and promoting good practice
for data protection. They could compile a list of
social norms and expected behaviours to serve
as a standard against which privacy policies can
be formulated. The UK government already uses
this approach within the context of healthcare –
the National Data Guardian (sponsored by the
Department of Health and Social Care) provides
guidelines as to what constitutes a “reasonable
expectation” when sharing healthcare data [13].
These guidelines can be extended into other do-
mains relevant to privacy. The burden then lies
with each company or organisation seeking the
consent of its users to explain the ways in which
their use of personal information deviates from
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the guidelines set out by these public bodies. This
will alleviate the problem of long and incompre-
hensible privacy policies while ensuring that users
are informed and are able to give consent. Al-
though the line between reasonable and unrea-
sonable cannot be sharply defined, an attempt
must be made. Disagreements that arise from
this (necessarily) vague definition can be solved
through the justice system.
Finally, this paper considers a possible objection:
by having a public body compile a list of privacy
norms, the problem of lengthy and incomprehensi-
ble privacy policies is simply shifted from private
companies to the government. This objection
fails for three reasons: first, the list compiled by
the government is aimed at organisations rather
than individuals. Its purpose is to serve as a refer-
ence against which privacy policies can be drafted.
Organisations have more resources to devote to
understanding lengthy policies and furthermore,
they only have their own policy to consider. On
the other hand, individuals can be asked to agree
to different privacy policies on a near daily basis,
so it makes sense to put the burden on organi-
sations. Second, the government’s list of privacy
norms should be in line with the reasonable ex-
pectations of the wider public. This could be
ensured by polling public opinion; for example,
the ICO makes use of a “citizen reference panel”
to gain insight into people’s attitudes to informa-
tion rights issues [14]. Third, a government list
would represent a single source of information,
applicable to all organisations and individuals.
This would be a significant improvement to the
current situation where each company compiles
its own lengthy privacy policy.
Conclusion
With the advent of the digital age and big data
comes new challenges to protect the privacy of
individuals. In particular, informed consent has
been misused and overused by organisations by
asking users to agree to lengthy privacy policies
which most do not understand or read. This arti-
cle has argued that the focus of privacy should
be shifted from the collection of information to
its usage, putting the burden on organisations
rather than individuals to protect privacy rights.
Organisations handling personal data should be
required to comply with a set of norms and “rea-
sonable expectations” set out by a government
agency like the Information Commissioner’s Of-
fice (ICO) in the UK. It is then the responsibility
of organisations to follow these guidelines where
possible, and otherwise seek the consent of users
when the usage of their personal data goes beyond
reasonable expectation. This will result in shorter
privacy policies, focused on the real privacy issues
at stake so that users are able to make informed
decisions about their personal and private data.
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