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9Avant-propos et organisation de la the`se
Depuis une trentaine d’anne´es, le de´veloppement des techniques informatiques - et en particulier
l’augmentation spectaculaire de la puissance de l’ordinateur comme instrument de simulation -
a fortement modifie´ le paysage de la recherche en mathe´matique, notamment dans les domaines
qui nous concernent des probabilite´s et statistiques (ou` il est possible de simuler l’ale´a). L’image
caricaturale ou fantasme´e(1) du mathe´maticien travaillant dans un monde de´tache´ du noˆtre muni
uniquement d’un crayon et de papier, est doucement en train de s’effriter. Avec elle s’effondre aussi
la repre´sentation de la Mathe´matique pre´sente´e comme une branche scientifique a` part : une disci-
pline fonde´e uniquement sur des concepts abstraits, qui serait un simple (mais ne´anmoins puissant
et sophistique´) outil au service des sciences empiristes et expe´rimentales classiques, ce qui la si-
tuerait en conse´quence quelque part au-dessus de celles-ci. Le de´bat sur le caracte`re scientifique
de la Mathe´matique a ainsi souvent e´te´ tranche´ comme suit : oui, elle rele`ve de la Science ne fuˆt-ce
que parce qu’elle est ne´cessaire a` la formalisation des autres disciplines (pas de Science sans elle) ;
non, ce ne peut eˆtre une science comme les autres car la partie observation et expe´rimentation y
est totalement absente. De´cider si les mathe´matiques satisfont aux crite`res de re´futabilite´ de Karl
Popper(2) est un autre point qui fait l’objet de nombreux de´bats. Si la Mathe´matique peut eˆtre
re´futable au sens ou` une hypothe`se peut eˆtre rejete´e (par exemple au moyen d’un raisonnement par
l’absurde), sa nature abstraite impliquerait qu’elle ne peut satisfaire ces crite`res.
Selon la philosophe des sciences Isabelle Stengers(3), le chercheur en mathe´matique ne vise
plus une Ve´rite´ absolue qui ferait taire les fictions, mais s’e´vertue plutoˆt a` construire pour tout
phe´nome`ne la fiction mathe´matique qui le reproduit. Selon elle, la simulation modifie la hie´rarchie
entre phe´nome`ne purifie´ et complications anecdotiques. Elle met en effet sur un meˆme plan ce
qu’elle prend en compte : les “lois” deviennent des contraintes dont les effets n’ont aucun inte´reˆt
inde´pendamment des circonstances qui font de chaque simulation un nouveau cas. L’art du simu-
lateur est alors de de´finir la manie`re dont une multiplicite´ disparate d’e´le´ments jouent ensemble,
pour ensuite suivre les histoires qu’est susceptible d’engendrer cette matrice narrative. Ce sont
ces histoires qui font de la simulation une expe´rimentation sur nos e´nonce´s : elles les mettent en
acte, sans nous donner la possibilite´ d’intervenir, d’infle´chir dans le sens de ce que nous de´sirons
ou jugeons plausible. L’explication d’un processus peut re´ve´ler qu’elle impliquait certes ce qu’elle
visait mais peut-eˆtre tout aussi bien, dans des circonstances le´ge`rement diffe´rentes, un processus
tre`s diffe´rent(4).
(1)notamment par l’auteur de ces lignes, au de´but de ses e´tudes universitaires.
(2)qui peuvent, grossie`rement, se re´sumer par sa ce´le`bre phrase “Une the´orie qui n’est re´futable par aucun e´ve´nement
qui se puisse concevoir est de´pourvue de caracte`re scientifique.” (Conjectures et re´futations, ch.1, section 1). Ainsi, selon
son principe de “falsification”, la de´marche du savant doit consister non pas a` prouver le bien-fonde´ d’une the´orie mais
a` essayer de la de´molir, de multiplier les expe´riences susceptibles de de´montrer qu’elle est fausse. Ce n’est que si la
the´orie re´siste a` ces tests qu’elle peut eˆtre conside´re´e comme scientifiquement vraie - du moins jusqu’a` la prochaine
the´orie, plus ge´ne´rale encore, qui la remplacera dans la succession des mises a` l’e´preuve.
(3)Les extraits qui suivent sont tire´s de son livre L’invention des sciences modernes, Paris, La De´couverte, 1993.
(4)Elle ajoute au passage que ce changement de paradigme engendre ine´vitablement de nombreuses questions au-
quel doit se soumettre le scientifique - que veut dire l’e´nonce´ “l’expe´rience montre que” lorsqu’il ne s’agit plus d’un
e´ve´nement, lien conquis entre les mots et les choses, mais d’une sce`ne qui est de´finie toute entie`re en termes de
repre´sentations ? - et ne´cessite une e´thique de la simulation (car la manie`re dont un programme “trafique” les lois,
en ne´gocie la porte´e au lieu d’en traduire le pouvoir, met en question le mode d’engagement mutuel entre de´marche,
ve´rite´ et re´alite´).
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Cette the`se peut se lire comme un argument supple´mentaire visant a` inte´grer pleinement la
Mathe´matique dans la grande famille des sciences qui suivent une de´marche the´orico-expe´rimentale.
Les diffe´rents chapitres du manuscrit constituent en effet autant de va-et-vient entre the´orie et
expe´rience, et par conse´quent autant d’illustrations de cette de´marche. Nous ne soutenons pas
qu’elle est strictement e´gale aux autres(5) mais qu’elle fonctionne effectivement selon le meˆme mo-
dus operandi. La Partie I illustre (en quelque sorte) le crite`re de re´futabilite´ de Popper puisque nous
“testons” la solidite´ d’une the´orie, l’heuristique de pente, dans un cadre plus large que celui pour
lequel elle a e´te´ initialement formule´e(6). Comme dans les sciences expe´rimentales, on partira par-
fois d’un travail purement the´orique pour ensuite regarder en pratique si les simulations confirment
les the´ore`mes e´nonce´s (Partie II). A` l’inverse, on proposera une proce´dure qui semble prometteuse
en pratique, pour ensuite expliquer son comportement par des preuves mathe´matiques (Partie III).
Enfin, certaines simulations dans la Conclusion peuvent motiver de nouvelles proce´dures qui soient
algorithmiquement moins couˆteuses, cre´ant ainsi un appel a` de nouvelles recherches fondamen-
tales pour les garantir the´oriquement. Ce processus de recherche met en e´vidence de grandes dispa-
rite´s entre the´orie et pratique : d’une part de solides re´sultats the´oriques peuvent afficher certaines
limites en pratique, d’autre part des proce´dures ple´biscite´es par les praticiens manquent d’une base
the´orique solide.
Cette the`se porte sur le proble`me de la se´lection d’estimateur dans le cadre de l’estimation
d’une densite´, traite´ d’une part sans re´e´chantillonnage (Partie I) et d’autre part en utilisant celui-ci
(la Partie II avec la perte des moindres carre´s et la Partie III avec la perte Hellinger). L’objectif
principal est de proposer des proce´dures de se´lection optimales, par pe´nalisation ou validation
croise´e, pour ce proble`me. Nous cherchons e´galement a` comparer de telles proce´dures, e´tudions le
roˆle du parame`tre V dans les proce´dures de validation croise´e V -fold (VCVF) ainsi que la validite´
de l’heuristique de pente dans ce cadre. Chaque partie doit pouvoir se lire inde´pendamment du
reste, excepte´ la Conclusion qui ne´cessite les notions et notations pre´sente´es dans l’Introduction et
le Chapitre 6.
• Le premier chapitre est une introduction ge´ne´rale qui sert de pre´sentation des proce´dures de
validation croise´e et de pe´nalisation qui sont conside´re´es dans cette the`se.
• La Partie I ne contient qu’un seul chapitre, le Chapitre 2, qui traite de la se´lection opti-
male d’estimateurs par pe´nalisation, de la pre´sence d’une pe´nalite´ minimale ainsi que de
l’heuristique de pente.
• La Partie II concerne des proce´dures re´e´chantillonne´es (pe´nalite´ re´e´chantillonne´e, pe´nalite´
V -fold, leave-p-out, VCVF) reposant sur l’estimation sans biais du risque dans le cadre des
moindres carre´s. Le Chapitre 3 e´tudie l’optimalite´ au premier ordre de ces proce´dures. Le
Chapitre 4 est un travail en cours qui vise a` les comparer du point de vue the´orique afin de
mieux les utiliser en pratique.
(5)Par exemple lorsqu’un the´ore`me mathe´matique est rigoureusement de´montre´ rien ne peut plus le remettre en
question. Ainsi, a` l’inverse de la Physique ou de la Chimie, aucune expe´rience ne pourra venir de´molir une the´orie.
(6)Celle-ci re´siste n’est plus vraie telle qu’elle : ceci ne de´molit pas ce qui pre´ce`de mais montre qu’une ge´ne´ralisation
ne´cessitera une re-formulation.
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• La Partie III concerne le cadre Hellinger. Elle pre´sente une alternative aux pre´ce´dentes
proce´dures, par re´e´chantillonnage e´galement, qui repose sur des tests robustes. Le Cha-
pitre 5 propose un algorithme pratique pour imple´menter cette proce´dure dans le cas de la
validation simple. Le Chapitre 6 est un travail en cours dans lequel nous e´tudions, du point
de vue the´orique et pratique, la proce´dure de type V -fold qui en est le prolongement naturel.
• Le dernier chapitre rappelle les principales conclusions de cette the`se et sugge`re, a` partir
d’arguments the´oriques, une nouvelle proce´dure qui jouisse des avantages des diffe´rents
crite`res. Il pre´sente enfin une se´rie de questions ouvertes qui constituent autant de recherches
a` mener pour rapprocher davantage the´orie et pratique.
Un re´sume´ figure a` la toute fin du manuscrit.
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16 INTRODUCTION
Le postulat de base, quand on fait de la Statistique, consiste a` supposer que ce que l’on observe
est le re´sultat d’une expe´rience ale´atoire. Le but est alors de de´terminer quelle est la loi (par nature
inconnue) qui re´git les observations.
Une strate´gie d’estimation s’est de´veloppe´e de fac¸on intense ces dernie`res de´cennies tant pour
la souplesse qu’elle offre pour la mode´lisation que pour la varie´te´ d’algorithmes efficaces qui
peuvent eˆtre de´ploye´s pour sa mise en œuvre. Elle consiste a` construire, dans un premier temps,
des estimateurs de la loi et de se´lectionner, ensuite, un candidat selon une proce´dure bien de´finie.
Deux grandes tendances existent pour cette strate´gie ge´ne´rale. L’une, conside´re´e dans la Partie I,
utilise “en bloc” toutes les donne´es pour les deux e´tapes. L’autre, que nous suivrons dans les
Parties II et III, consiste a` segmenter l’e´chantillon et a` ite´rer successivement les deux e´tapes sur
deux sous-e´chantillons distincts.
Dans cette the`se nous allons essentiellement e´tudier, du point de vue the´orique et pratique,
des proce´dures – par pe´nalisation ou par validation croise´e V -fold – dont l’objectif commun est
de se´lectionner un candidat dans une famille donne´e de me´thodes d’estimation. Nous examine-
rons deux approches sensiblement diffe´rentes pour e´valuer la qualite´ de chacun des concurrents a`
l’e´tape de se´lection. L’une vise a` estimer leurs risques, l’autre a` leur attribuer un indice de plausi-
bilite´ en les comparant paire par paire au moyen de tests robustes.
Ce chapitre est de´die´ a` l’introduction du sujet de the`se et aux de´finitions de ces diffe´rentes
notions en partant du cadre ge´ne´ral de l’estimation d’une densite´ (Section 1.1.1) pour se diriger
vers le proble`me pre´cis qui nous inte´resse, celui de la se´lection d’une me´thode d’estimation, expose´
en de´tail en Section 1.1.3. La Section 1.2 pre´sente les proce´dures qui seront analyse´es dans cette
the`se pour re´soudre ce proble`me, et rappelle de fac¸on succincte la bibliographie les concernant.
Enfin, le chercheur en Statistique de´ja` coutumier du domaine pourra directement se re´fe´rer a` la
Section 1.3 qui pre´sente les principaux re´sultats ainsi que les recherches originales de cette the`se.
1.1 Cadre et proble`mes de se´lection
1.1.1 Cadre statistique : estimation de la densite´
Dans toute la suite, on dispose d’un e´chantillon X = {X1, . . . , Xn} de variables ale´atoires Xi,
a` valeurs dans un espace mesurable (Ξ,Z), inde´pendantes et identiquement distribue´es selon une
loi P que l’on cherche a` estimer. Lorsque P est absolument continue par rapport a` une mesure µ
sur Ξ, nous notons s = dP/dµ la densite´ et supposons qu’elle appartient a` un sous-ensemble S
de L1(µ).
Re´pondre au proble`me de l’estimation d’une densite´ consiste a` proposer, a` partir des obser-
vations, un estimateur ŝ = ŝ(X) dans S qui soit “le plus proche” possible de s. La qualite´ d’un
candidat t ∈ S pour approcher s est juge´e au moyen d’une fonction de perte(7) ` : S → R, t 7→
`(s, t), qui est suppose´e minimale pour t = s. Comme l’estimateur ŝ est ale´atoire, car il de´pend
des donne´es, sa perte `(s, ŝ) l’est aussi. Pour mesurer la qualite´ d’un estimateur par une quantite´
de´terministe, on de´finit son risque EP [`(s, ŝ) ], ou` EP de´signe l’espe´rance mathe´matique par rap-
port a` la loi de probabilite´ P⊗n de l’e´chantillon X (dans la suite nous noterons de fac¸on abusive
E [`(s, ŝ) ]). Dans l’absolu le but est donc de construire un estimateur avec la plus petite perte, ou
(7)En apprentissage statistique, on l’appelle perte relative.
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le plus petit risque, “possible”. Le proble`me qui nous inte´resse particulie`rement dans ce travail est
celui de la se´lection du meilleur estimateur possible dans une collection donne´e de candidats. Un
autre objectif, secondaire dans ce manuscrit, est la construction d’un estimateur qui ait le plus petit
risque possible pour une famille donne´e de lois. Afin de restreindre un peu la pre´sentation, nous
allons adopter une approche qui pre´sente deux caracte´ristiques principales.
• Elle est non-asymptotique : le nombre d’observations n est a` prendre pour ce qu’il est ! Notre
objectif est principalement d’obtenir des re´sultats the´oriques avec un nombre d’observations
ne tendant pas vers l’infini, de sorte que tous les parame`tres du proble`me conside´re´ appa-
raissent explicitement dans les bornes obtenues, ce qui permet en ge´ne´ral une compre´hension
plus fine de leurs roˆles en pratique(8).
• Elle est non-parame´trique adaptative : on ne fait pas d’hypothe`ses a priori sur P . En particu-
lier, on ne suppose pas que P appartient a` une famille (Pβ)β∈B parame´tre´e par un ensemble
B ⊂ Rd. Toutefois, il est fre´quent de supposer, a posteriori, que la densite´ posse`de une cer-
taine re´gularite´, ou appartient a` un espace fonctionnel (de dimension infinie) par exemple.
On cherche ainsi a` construire un estimateur qui s’adapte aux caracte´ristiques de la loi.
1.1.2 Une histoire de perte
Diffe´rentes pertes peuvent eˆtre utilise´es en estimation de densite´ : selon le gouˆt et les pre´fe´rences
du statisticien mais aussi selon des conside´rations plus mathe´matiques. Un point crucial est le
suivant. Si P et Pŝ sont absolument continues par rapport a` µ, que devient la perte de l’estimateur
ŝ = dPŝ/dµ de s lorsqu’on modifie la mesure dominante ?
Selon la re´ponse apporte´e a` cette question, on trouve deux groupes de perte dans la litte´rature.
Le premier concerne les pertes de´finies sur P , l’espace des lois de probabilite´s sur Ξ, donc qui
ne de´pendent pas de la mesure dominante. Le second contient les distances classiques entre les
fonctions de S, et sont sensibles a` tout changement de mesure dominante.
En outre, l’hypothe`se d’absolue continuite´ de la loi P par rapport a` la mesure µ peut ne pas
eˆtre satisfaite dans la re´alite´ – auquel cas il est possible qu’il n’existe pas de densite´ qui re´gisse
les observations. Si nous acceptons que cette hypothe`se puisse eˆtre fausse, ce qui paraıˆt le plus
raisonnable, alors nous utilisons une perte sur P . Si nous conside´rons cette hypothe`se comme un
fait alors nous nous focalisons uniquement sur la fonction s et les pertes sur S peuvent e´galement
eˆtre conside´re´es. Nous mentionnons dans cette section les fonctions de perte les plus e´tudie´es.
Commenc¸ons par les distances de´finies sur P . Soient P,Q ∈ P et dP et dQ les densite´s de P
et Q par rapport a` n’importe quelle mesure dominante.





|dP − dQ| = sup
A∈Z
|P (A)−Q(A)| .
(8)Seule la Section 2.4 fait exception a` la re`gle.
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L’affinite´ de Hellinger(9) se de´finit simplement par ρ(P,Q) = 1− h2(P,Q) = ∫ √dPdQ.








dP si P << Q (KL(P,Q) = +∞ autrement) .
Cette perte est plus contraignante a` utiliser puisqu’elle ne´cessite une hypothe`se de domina-
tion, au contraire de la distance en variation et la distance de Hellinger.
Le deuxie`me groupe contient les distances entre des fonctions de S . Toute puissance ` = dp d’une
distance d de´finie sur S avec p ≥ 1 peut eˆtre envisage´e comme perte.
• Si S = L∞(µ)∩L1(µ), on peut conside´rer la perte ponctuelle de´finie pour tout x0 ∈ Ξ par
`(s, t) = |t(x0)− s(x0)|. Dans cette optique, certains auteurs (Korostelev & Nussbaum,
1999; Gine´ & Nickl, 2009, 2010; Gach et al., 2013) pre´fe`rent la distance L∞ : `(s, t) =
‖s− t‖∞ = ess supx∈Ξ |s(x)− t(x)|.
• Soit p > 1 un indice quelconque et S = Lp(µ)∩L1(µ). Dans ce cas, on de´finit naturellement
la perte associe´e a` la norme Lp :
`(s, t) = ‖s− t‖pp =
∫
Ξ
|s(x)− t(x)|p dµ(x) .
En particulier la perte L2 est appele´e la perte des moindres carre´s et le risque correspondant
risque quadratique inte´gre´(10).
• Les distances de´finies auparavant sur P peuvent e´galement servir si S est l’ensemble des

















(9)Analyste, Hellinger a introduit dans la continuite´ de ses travaux de the`se une nouvelle inte´grale (Hellinger, 1909),
qu’on appelle aujourd’hui l’inte´grale de Hellinger. Celle-ci a e´te´ utilise´e vraisemblablement pour la premie`re fois dans
le domaine des probabilite´s par Kakutani (1948) qui se pose la question de l’e´quivalence de deux mesures produits
µ =
∏
µn et ν =
∏
νn. Son principal the´ore`me affirme que les mesures sont e´quivalentes ou orthogonales selon
qu’un certain produit
∏
ρ(µn, νn) soit positif ou nul. Cette fonction ρ se de´finit par une inte´grale de Hellinger et
deviendra plus tard l’affinite´ de Hellinger (dans son article, Kakutani remercie von Neumann d’avoir fait le lien avec
l’inte´grale de Hellinger : c’est ce dernier qui de´finit alors la distance de Hellinger – sans la nommer – par la relation
donne´e en (1.1)). Le nom de distance de Hellinger apparaıˆt semble-t-il pour la premie`re fois dans la the`se de Kraft
(1955). Selon Le Cam (Le Cam & Yang, 2000, Chapter 3) une distance similaire e´tait utilise´e auparavant en me´canique
quantique - il apparaıˆt en effet que les probabilite´s dans ce domaine sont donne´es par la racine carre´e de fonctions
d’onde. Ainsi, il semble quasi certain que Hellinger lui-meˆme n’ait jamais conside´re´ cette distance (surtout qu’il ne
pouvait pas connaıˆtre le the´ore`me de Radon-Nikodym) et que l’on doit au processus de la recherche mathe´matique,
l’utilisation par des statisticiens (et les physiciens !) 40 ans apre`s sa de´finition d’un outil initialement pense´ et de´veloppe´
pour l’analyse spectrale.
(10)en anglais, M.I.S.E. : Mean Integrated Squared Error.
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En raison de son agre´ment lie´ a` la structure hilbertienne de l’espace L2(µ), de nombreux
travaux en estimation de densite´ font usage de la perte quadratique. En effet, on peut facile-
ment de´composer le risque quadratique d’un estimateur ŝm = ŝm(X) de s, en notant sm(x) =










Dans (1.2), le premier terme est le terme de biais, ou erreur d’approximation, que l’on commet
en estimant sm plutoˆt que s. Cette erreur est inconnue, puisque la densite´ est inconnue, et son
traitement ne´cessite ge´ne´ralement des hypothe`ses supple´mentaires sur s. Le second est le terme de
variance, ou erreur d’estimation, et repre´sente le prix a` payer pour avoir remplace´ sm par ŝm. Ces
deux termes e´voluent en ge´ne´ral en sens oppose´ comme nous le verrons en Section 1.1.4. Lorsque
nous avons une collection d’estimateurs (ŝm)m∈M dans L2, il est donc ne´cessaire, pour minimiser
leurs erreurs quadratiques, de trouver un e´quilibre entre ces deux termes, connu sous le nom de
compromis biais-variance.
Il convient toutefois de relativiser les conclusions qui pourraient eˆtre tire´es des performances
statistiques d’un estimateur relatif a` cette perte en raison, pre´cise´ment, de son caracte`re non-
intrinse`que. Sans rentrer dans les de´tails(11), on peut rappeler que cette perte varie selon la mesure
dominante (le fait meˆme de savoir si dP/dµ ∈ L2(µ) de´pend de µ) et perd son sens si P n’est pas
absolument continue par rapport a` µ. De plus, il est souvent indispensable, pour controˆler le risque
quadratique d’un estimateur donne´, de rajouter des conditions supple´mentaires sur la norme L∞
de s (voir la Proposition 4 de Birge´ (2006b) et la Proposition 3 de Birge´ (2014)). Enfin, on peut
ajouter qu’elle n’est pas invariante par des transformations monotones des axes de coordonne´es
(Devroye & Gyo¨rfi, 1985).
Il existe un autre point de vue, relie´ aux deux pre´ce´dents, qui est fort re´pandu dans la the´orie
statistique de l’apprentissage. On de´finit, suivant (Birge´ & Massart, 1993, Definition 1), une fonc-
tion de contraste γ comme une application de S×Ξ dans R telle que la fonction t 7→ E [γ(t,X) ]
(ou` la variable ale´atoire X est de loi P ) soit minimale en s. Dans ce cas, une perte ` en t peut eˆtre
de´finie par
`(s, t) = E [γ(t,X)− γ(s,X) ] > 0 pour tout t ∈ S . (1.3)
La perte L2 se de´duit du choix S = L2(µ)∩L1(µ) et γ(t, x) = ‖t‖22−2t(x). La perte de Kullback-
Leibler provient de la fonction de contraste γ(t, x) = − log(t(x)) ou` S est l’ensemble des densite´s
de probabilite´ par rapport a` µ. De nombreux liens existent entre ces diffe´rentes solutions : on
renvoie le lecteur inte´resse´ aux travaux de Le Cam (1973, 1986) ainsi qu’au premier chapitre de
Devroye (1987) pour une discussion plus pousse´e sur les relations entre celles-ci.
Puisque la perte de re´fe´rence modifie le cadre du proble`me auquel on s’attaque, la the`se est
subdivise´e selon son choix : les deux premie`res parties se font dans le cadre des moindres carre´s
alors que la troisie`me partie se situe dans le cadre Hellinger.
(11)on pourra consulter, par exemple, la Section 6.5 dans (Devroye & Lugosi, 2001), “L2-distances are to be avoided”,
la Section 5.4.1 de Birge´ (2006b), “Problems connected with the use of the L2-distance in density estimation”, et la
Section 1.3 de (Birge´, 2014), “Some negative results for the L2-loss”.
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1.1.3 Proble`me du choix d’une me´thode d’estimation
En plus de l’e´chantillon X, nous supposerons avoir a` notre disposition des “me´thodes d’estima-
tion” capables de construire des candidats a` l’estimation de s a` l’aide des donne´es. Celles-ci sont
parfois appele´es algorithmes statistiques (Arlot & Celisse, 2010), mais nous e´vitons cette dernie`re
appellation pour ne pas cre´er de confusion avec les algorithmes (au sens classique) que nous in-
troduirons dans la the`se.
De´finition 1.1. Une me´thode d’estimation de´signe toute application mesurable A : ⋃k>1 Ξk →
S qui associe a` tout e´chantillon ale´atoire Yk ∈ Ξk un estimateur ŝ = A(Yk) de s.
Nous mesurons naturellement la qualite´ d’une me´thode d’estimationA par la perte `(s,A(X))
(resp. le risque E [`(s,A(X)) ]) de l’estimateur qu’elle construit avec toutes les donne´es dispo-
nibles. Comme auparavant, plus petite est la perte (resp. le risque) meilleure est la me´thode d’es-
timation.
Ine´galite´s d’oracle. Soit (Am)m∈M une collection finie ou de´nombrable de me´thodes d’esti-
mation. On note {ŝm = Am(X),m ∈ M} l’ensemble des estimateurs obtenus en allouant toutes
les observations aux me´thodes (Am)m∈M. Le but est de choisir m̂ = m̂(X) ∈ M, a` partir de
l’e´chantillon X, de sorte que l’estimateur correspondant soit, parmi tous les candidats, le plus
proche de s. Ainsi, pour une perte ` donne´e, le meilleur choix possible consiste a` se´lectionner
l’oracle(12) m∗ ∈M qui ve´rifie `(s, ŝm∗) = infm∈M `(s, ŝm). Malheureusement, comme la loi P
est inconnue, la perte `(s, ŝm) l’est e´galement et on ne peut se´lectionner la me´thode d’estimation
oracle Am∗ . On voudrait que le choix m̂ me`ne a` un estimateur qui fasse aussi bien que l’oracle, a`
constante pre`s. Autrement dit on voudrait que ŝm̂ satisfasse, avec grande probabilite´, une ine´galite´
oracle trajectorielle
`(s, ŝm̂) 6 Cn inf
m∈M
{`(s, ŝm)}+Rn , (1.4)
ou` Cn ≥ 1 est la constante dominante (inde´pendante de P ) et Rn ≥ 0 est le terme de reste.
Ces quantite´s de´terministes doivent eˆtre de taille raisonnable (par exemple Cn plus petit qu’une
puissance de log n, et Rn petit par rapport a` infm∈M `(s, ŝm)) pour s’assurer que la perte de ŝm̂
soit aussi petite que celle de l’oracle. Ainsi, une ine´galite´ oracle pre´sente de facto un caracte`re
non-asymptotique au sens ou` elle permet de comparer les performances d’un choix m̂ ∈ M a` un
estimateur ide´al, et ce, quelque soit le nombre d’observations. Ce point de vue non-asymptotique
permet e´galement d’observer le comportement du risque de l’estimateur pour n → ∞. En ef-
fet, si on trouve, dans ce cas, que Rn est ne´gligeable devant la perte oracle infm∈M `(s, ŝm) et
Cn → 1(13) uniforme´ment par rapport a` P , alors on peut en de´duire une ine´galite´ oracle asympto-
tiquement optimale, ou ine´galite´ oracle optimale au premier ordre.
L’oracle peut aussi eˆtre de´fini comme le meilleur estimateur choisi de manie`re de´terministe,
c’est-a`-dire argminm∈M E [`(s, ŝm) ]. Dans ce cas, on souhaite montrer une ine´galite´ oracle en
espe´rance pour ŝm̂, c’est-a`-dire
E [`(s, ŝm̂) ] 6 Cn inf
m∈M
{E [`(s, ŝm) ]}+Rn . (1.5)
(12)appellation d’origine controˆle´e, introduite par Donoho & Johnstone (1994).
(13)le plus souvent on cherche a` e´crire Cn = 1 + δn, avec δn → 0 quand n→∞.
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Celle-ci est plus faible que la pre´ce´dente puisque (1.4) implique (1.5) de`s que la perte est borne´e.
Ajoutons, pour eˆtre complet, que dans un cadre asymptotique on peut montrer l’optimalite´ asymp-
totique de l’estimateur ŝm̂ en prouvant que
P
(
` (s, ŝm̂ )





Dans le cas le plus ge´ne´ral, les me´thodes d’estimation sont inconnues (cas des “boıˆtes noi-
res”) et nous pouvons les juger uniquement en observant ce qu’elles fabriquent (en “output”) avec
des sous-e´chantillons de X (en “input”). Dans cette the`se, nous allons nous restreindre a` un type
particulier de me´thodes d’estimation.
De´finition 1.2. Une me´thode d’estimation a` noyau associe a` tout e´chantillon Yk ∈ Ξk un esti-










K(x,Xi) pour tout x ∈ Ξ (1.6)
pour une fonction K : Ξ× Ξ 7→ R syme´trique, qu’on appellera noyau dans la suite.
Me´thode d’estimation ou estimateur, quelle diffe´rence ? Par cette hypothe`se, nous disposons
donc du “secret de fabrication” des me´thodes, puisque nous savons quel type d’estimateur elles
construisent. Dans notre cadre, choisir une me´thode d’estimation a` noyau dans (Am)m∈M revient
exactement a` choisir un noyau dans (Km)m∈M, ou encore un estimateur line´aire dans (ŝm)m∈M
(puisque tout estimateur line´aire est de´fini par son noyau uniquement). Ainsi, le proble`me du choix
d’un candidat m̂ ∈M dans chacune de ces familles constitue un seul et meˆme proble`me dont une
solution me`ne dans tous les cas a` un estimateur ŝm̂ de s de la forme (1.6).
La distinction que nous faisons se situe dans l’utilisation de techniques de re´e´chantillonnage
de l’e´chantillon X qui permettent de construire de nouveaux e´chantillons a` partir de X (de meˆme
taille, ou de taille plus petite). Comme nous le mettrons en e´vidence en Section 1.2, la proprie´te´
qui nous inte´resse particulie`rement dans la de´finition d’une me´thode d’estimation est la suivante :
a` chaque sous-e´chantillon de X la me´thode d’estimation nous renvoie un estimateur de s, auquel
nous avons acce`s. Nous pouvons de`s lors allouer une partie des donne´es afin de construire un
estimateur, pour ensuite le juger sur de nouvelles donne´es. Cette nuance est subtile mais elle a
son importance : nous ne sommes pas contraints a` re´utiliser les meˆmes donne´es pour construire
un estimateur et e´valuer sa qualite´. En re´sume´, la notion de me´thode d’estimation apporte une
souplesse et une pre´cision sur l’utilisation des donne´es par le statisticien. Voici la re`gle que nous
respecterons concernant la terminologie.
• Si nous n’utilisons pas le re´e´chantillonnage, alors la notion de me´thode d’estimation est
obsole`te et nous parlons du proble`me de la se´lection d’un estimateur.
• Si nous utilisons le re´e´chantillonnage, nous parlons du proble`me du choix d’une me´thode
d’estimation.
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• Enfin, le proble`me du choix du noyau se rame`ne a` l’un des deux cas pre´ce´dents (toujours
selon que l’on utilise ou pas le re´e´chantillonnage).
1.1.4 Estimateurs line´aires
Nous rappelons ici les de´finitions des estimateurs line´aires les plus connus, que nous rencontrerons
dans chaque chapitre, et qui serviront a` illustrer nos re´sultats the´oriques sur des simulations : les es-
timateurs par projection et les estimateurs de Parzen-Rosenblatt. Il existe une litte´rature abondante
sur ces estimateurs qui font, a` notre connaissance, leur premie`re apparition sous cette forme dans
Whittle (1958). Pour la perte des moindres carre´s, les premiers re´sultats the´oriques sur leurs pro-
prie´te´s asymptotiques ont e´te´ prouve´s par Watson & Leadbetter (1964a,b), suivis de Winter (1975)
et Walter & Blum (1979) (ceux-ci les nomment “delta-sequence estimators”) qui ont e´tabli des
vitesses d’estimation. Ils ont e´te´ introduits dans le contexte de la validation croise´e par Rudemo
(1982) et utilise´s par Marron (1987) pour comparer ce type de techniques. Dans leur livre de´die´
a` l’estimation d’une densite´ avec la distance en variation, Devroye & Lugosi (2001) conside`rent
ce meˆme type d’estimateurs (ils les nomment estimateurs additifs). Enfin, le terme “estimateur
line´aire” que nous adoptons apparaıˆt, sous cette meˆme forme, dans (Goldenshluger & Lepski,
2011, Section 2.6).
Estimateur de Parzen-Rosenblatt. Conside´rons ici la perte ` = D, l’espace Ξ = R muni
de la tribu Z de l’ensemble des bore´liens sur R(14) et µ la mesure de Lebesgue(15). Si on note
Pn := n
−1∑n
i=1 δXi la mesure empirique de l’e´chantillon, nous avons pour toute loi P de densite´
s par rapport a` µ, D(P, Pn) = 1, de sorte qu’une densite´ ne peut eˆtre approche´e dans L1 par la
mesure empirique. Il est donc ne´cessaire que l’approximation de la vraie loi posse`de e´galement
une densite´, c’est l’ide´e de l’estimateur de Parzen-Rosenblatt (du nom des mathe´maticiens qui
l’ont introduit : Rosenblatt (1956) et Parzen (1962)). E´tant donne´ m = (k, h), ou` k est une
fonction syme´trique, inte´grable sur R(16), et h > 0 une feneˆtre, on note pour tout x ∈ R,
kh(x) := h
−1k(x/h). La famille (kh)h>0 forme une approximation de l’unite´ pour le produit
de convolution et nous avons le re´sultat suivant (Devroye & Lugosi, 2001, Theorem 9.1)
lim
h→0
∫ ∣∣∣∣s ? kh − s∫ k∣∣∣∣ = 0 ,
ou` kh ? s(x) :=
∫
R kh(x − y)s(y)dy = E [kh(x−X) ]. Si on suppose
∫
k = 1, on peut donc
approcher s par kh ? s dans L1(17). L’estimateur de Parzen-Rosenblatt de la densite´ s estime sans
(14)le cas Rd se traite de la meˆme fac¸on.
(15)Soulignons que cet estimateur est spe´cifique a` cette mesure au sens ou` son traitement ne´cessite que l’on conside`re
des densite´s par rapport a` celle-ci.
(16)Celle-ci est souvent appele´e noyau dans la litte´rature. Nous e´vitons cette terminologie pour ne pas cre´er de confu-
sion avec les me´thodes d’estimation a` noyau.
(17)en particulier, kh ? s converge vers s, quand h tend vers 0 en norme L1 et d’autant plus rapidement que s est
re´gulie`re.
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C’est donc un estimateur line´aire ou` le noyau d’approximation Km = K(k,h) est de´fini pour tout
x, y ∈ R par K(k,h)(x, y) = kh(x− y).
Pour la perte quadratique, des travaux de nature asymptotique ont montre´ que, parmi les fonc-
tions k positive, la fonction k(x) = max(3/4(1 − x2), 0)(18) est optimale dans R (Watson &
Leadbetter, 1963) et k(x) = max(1, (1 − ‖x‖2)d) dans Rd (Deheuvels, 1977). Aussi la plupart
des auteurs fixent la fonction k (dans ce cas nous notons m = h) pour se concentrer sur un seul
hyperparame`tre, la feneˆtre (“bandwidth” en anglais), dont le choix est crucial pour assurer la qua-
lite´ de ŝm̂ = ŝĥ. Voir la Section 1.2.4 de Tsybakov (2009) pour une discussion sur le choix de
k.
Estimateur par projection. La me´thode d’estimation par projection repose fortement sur l’hy-
pothe`se selon laquelle la fonction s appartient a` L2. Dans ce cadre on notera, pour toute fonction
f : Ξ → R, Pn(f) = n−1
∑n
i=1 f(Xi) et P (f) = E [f(X) ]. On pose S = L2(µ) ∩ L1(µ) et on
se donne comme mode`le S un sous-espace line´aire de S (par exemple un sous-espace vectoriel de
dimensionD > 0 finie). Le candidat le plus proche de s dans S, ici la projection de s sur S, s’e´crit
pour une base orthonorme´e (ψλ)λ∈Λ de S, sS =
∑
λ∈Λ P (ψλ )ψλ.












Cette ide´e peut se traduire en utilisant une fonction de contraste. Il suit en effet de la de´finition de
la perte L2 par la relation (1.3) que minimiser `(s, t) pour t ∈ S revient a` chercher le minimum
de t 7→ E [γ(t,X) ] sur S. Puisque cette quantite´ est inconnue, on la remplace par sa version
empirique sans biais, le contraste empirique des moindres carre´s γn(t) := ‖t‖22− 2Pn(t) de sorte
que ŝS = argmint∈S{γn(t)}. Celui-ci est l’estimateur line´aire associe´ au noyau de projection
Km = KS , de´fini pour tout (x, y) ∈ Ξ2 par KS(x, y) =
∑
λ∈Λ ψλ(x)ψλ(y). En particulier
l’estimateur histogramme est e´galement un estimateur line´aire si on prend S l’espace des fonctions
constantes par morceau sur une partition donne´e {Iλ, λ ∈ Λ} de Ξ. Dans ce cas, l’ensemble
{ψλ = (µ(Iλ))−1/21Iλ , λ ∈ Λ} est une base orthonorme´e de S etKS est le noyau histogramme.
Il existe une ge´ne´ralisation des estimateurs par projection, les estimateurs par projection avec
poids. On pose, pour tout n ∈ N? = N\{0}, [n] := {1, . . . , n}. Soit (ϕj)j∈[p] un syste`me ortho-















L’estimateur par projection se retrouve naturellement en posant wi = 1 pour tout i ∈ [p]. Un
exemple moins trivial de ce type d’estimateur est l’estimateur de Pinsker (1980)(19) qui posse`de
de bonnes proprie´te´s pour estimer des fonctions dans les classes de Sobolev (Dalelane, 2005a,b).
C’est donc un estimateur line´aire, ou` le noyau Km = Kw est le noyau de projection avec poids
w qui s’e´crit pour tout (x, y) ∈ Ξ2, Kw(x, y) =
∑p
i=1wiϕi(x)ϕi(y).
Enfin, les estimateurs par se´rie orthogonale (Walter & Blum, 1979) sont aussi des estimateurs
line´aires. E´tant donne´e une fonction de poids positive w et un ensemble de fonctions {ψλ, λ ∈ Λ}




les estimateurs par se´rie orthogonale sont de´finis en posant, pour tout (x, y) ∈ Ξ2, K(x, y) =∑
λ∈Λ ψλ(x)ψλ(y)w(x). Cet exemple inclut les fonctions trigonome´triques, les polynoˆmes de
Legendre et les fonctions Hermitiennes.
Retour au compromis biais-variance. Afin de comprendre les enjeux de la se´lection d’un
noyau, revenons au compromis biais-variance et e´tudions le risque quadratique des estimateurs
par projection et de Parzen-Rosenblatt (pour k fixe´). Par le The´ore`me de Pythagore, et en utilisant














= ‖s− kh ? s‖22 + E
[
‖ŝh − kh ? s‖22
]
. (1.11)
Les deux termes dans (1.10) e´voluent de fac¸on oppose´e en fonction de la taille du mode`le. Plus
le mode`le est gros, mieux s est approche´e par sa projection sS et le biais de´croıˆt. Mais, dans le
meˆme temps, le terme de variance augmente car il devient difficile d’estimer correctement sS dans
un mode`le de grande dimension a` cause du grand nombre de parame`tres qui doivent eˆtre estime´s.
Le constat est identique pour l’estimateur de Parzen-Rosenblatt avec k fixe´. Dans (1.11), le terme
de biais est d’autant plus petit que la feneˆtre h est petite (puisque kh ? s tend vers s en norme L2
quand h tend vers 0) et le terme de variance est, a` l’oppose´, croissant quand h tend vers 0(20). Une
bonne proce´dure de se´lection d’estimateurs m̂ doit donc re´aliser le meilleur compromis entre ces
deux termes. Nous reviendrons sur cette difficulte´ en Section 1.2.2.
(19)Celui-ci a d’abord e´te´ introduit dans le cadre de la re´gression gaussienne, pour eˆtre ensuite conside´re´ dans le cadre
de l’estimation d’une densite´ par Efroı˘movich (1985). On peut trouver une vue d’ensemble de cette the´orie dite de
“Pinsker-Efromovich” dans une se´rie d’articles plus re´cents Efromovich (2000, 2005, 2008).
(20)Si on met en paralle`le (1.10) et (1.11), on observe que la feneˆtre 1/h joue pour les estimateurs de Parzen-Rosenblatt
le roˆle de la dimension du mode`le qui sert a` de´finir les estimateurs par projection.
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1.1.5 Liens avec d’autres proble`mes statistiques
Le principal but de cette the`se est donc de construire, a` partir des observations, une proce´dure




alors l’estimateur ŝm̂(C) ve´rifie une ine´galite´ oracle (si possible optimale au premier ordre). Nous
utilisons syste´matiquement la meˆme terminologie, de sorte qu’une proce´dure de´signe uniquement
une manie`re de choisir une me´thode d’estimation (ou un estimateur).
Relions a` pre´sent notre cadre a` quelques proble`mes statistiques connus, selon que nous utili-
sons le re´e´chantillonnage des donne´es ou pas. Le proble`me du choix du noyau est utilise´ comme
terme ge´ne´rique lorsque nous voulons de´signer le proble`me ge´ne´ral sans pre´ciser la contrainte
d’acce`s aux donne´es (voir la synthe`se dans la Table 1.1). Certains proble`mes sont commente´s dans
le texte ci-dessous. Nous rappelons aussi dans cette section d’autres proble`mes proches ou relie´s
au noˆtre, l’agre´gation et l’estimation adaptative.
Re´e´chantillonnage
Avec Sans
Pas de noyau (I) Me´thode d’estimation Estimateur
Noyau quelconque (II) Me´thode d’estimation a` noyau Estimateur line´aire
Noyau d’approximation (III) Me´thode d’estimation a` noyau
d’approximation
Estimateur de Parzen-Rosenblatt
Noyau de projection (IV) Me´thode d’estimation a` noyau de
projection
Estimateur par projection
Noyau histogramme (V) Me´thode d’estimation a` noyau his-
togramme
Estimateur histogramme
TABLE 1.1 – Connexions avec d’autres proble`mes de se´lection.
Les Proble`mes (III), (IV) et (V) se rame`nent tous a` la se´lection d’un hyperparame`tre (feneˆtre,
mode`le et partition). Ce sont des cas particuliers du Proble`me (II) qui provient lui-meˆme du
Proble`me (I).
• (I) Cadre le plus ge´ne´ral ou` aucune hypothe`se n’est faite a priori sur la nature des estima-
teurs. La se´lection d’un estimateur (voir par exemple Baraud (2011)) est l’e´quivalent du
proble`me ge´ne´ral du choix d’une me´thode d’estimation pre´sente´ en Section 1.1.3, en n’uti-
lisant pas de re´e´chantillonnage. L’objectif est de construire a` partir des meˆmes donne´es une
proce´dure qui se´lectionne un candidat dans la collection d’estimateurs (ŝm(X))m∈M qui
ve´rifie une ine´galite´ oracle (comme (1.4) ou (1.5)).
• (II) Choix du noyau : c’est le principal proble`me conside´re´ dans cette the`se. Nous traiterons
les deux cas correspondants, se´lection d’un estimateur line´aire (Goldenshluger & Lepski,
2011, Section 2.6) et se´lection d’une me´thode d’estimation a` noyau (Rudemo, 1982).
26 INTRODUCTION
• (III) C’est l’e´quivalent du proble`me de la se´lection de la feneˆtre (voir le livre de Tsybakov
(2009)). Soit H = {hm,m ∈ M} une collection finie de feneˆtres hm. On fixe k et on
associe, graˆce au noyau d’approximation, a` chaque feneˆtre dans H l’estimateur Parzen-
Rosenblatt correspondant. Le proble`me consiste alors a` choisir la “meilleure” feneˆtre dans
H, c’est-a`-dire celle qui re´alise le meilleur compromis biais-variance.
• (IV) C’est l’e´quivalent de la se´lection de mode`les(21) (voir le livre de Massart (2007)). Si on
dispose d’une collection de mode`les (Sm)m∈M dans S, on peut associer a` chacun d’eux,
graˆce au noyau de projection, un estimateur par projection. Le proble`me de la se´lection
de mode`les consiste donc a` se´lectionner a` partir des observations le “meilleur mode`le”(22)
dans la famille. Nous verrons a` la Section 1.2 que la grande difficulte´ d’un tel choix, encore
illustre´e par le compromis biais-variance, peut eˆtre affronte´e par diffe´rentes techniques selon
la fac¸on dont les donne´es sont utilise´es.
• (V) C’est l’e´quivalent du proble`me de la se´lection d’une partition. C’est un cas particulier
du Proble`me (IV), ou` les mode`les sont des espaces de fonctions constantes par morceau.
La plupart des auteurs (Rudemo, 1982; Daly, 1988; Hall, 1990; Wand, 1997) s’attaquent
a` ce proble`me en utilisant l’ide´e de re´e´chantillonnage. D’autres (Castellan, 2000; Birge´ &
Rozenholc, 2006) sugge`rent des solutions sans diviser les donne´es.
Agre´gation. Il existe d’autres proce´dures pour estimer s a` partir d’une collection d’estimateurs
(ŝm(X))m∈M. Plutoˆt que de se´lectionner un candidat, on peut aussi agre´ger les estimateurs en
leur donnant plus ou moins d’importance graˆce a` une suite de poids (wm = wm(X))m∈M de
somme 1 que le statisticien de´termine a` partir des donne´es. Cette proce´dure s’appelle l’agre´gation
(une bonne re´fe´rence ge´ne´rale sur le sujet est le livre de Nemirovski (2000)) et me`ne a` l’estima-
teur final s˜ =
∑
m∈Mwmŝm. L’objectif est sensiblement diffe´rent puisqu’il s’agit de construire
un estimateur dont le risque soit similaire a` la meilleure combinaison (convexe ou line´aire) des
estimateurs. Des questions similaires a` celles pre´ce´demment e´voque´es se posent alors : comment
construire une ine´galite´ oracle avec constanteCn proche de 1, quelles sont les vitesses d’agre´gation
optimales (voir Tsybakov (2003)), etc. Il faut eˆtre tre`s pre´cautionneux avec le ve´ritable sens de la
constante Cn dans ce cadre. Ainsi, certains auteurs (Rigollet & Tsybakov, 2007; Lecue´, 2007)
obtiennent la constante 1 pour de nombreuses proce´dures d’agre´gation. Cependant, celles-ci sup-
posent que les estimateurs sont construits sur un e´chantillon inde´pendant de sorte que l’estimateur
final (construit, lui, avec toutes les donne´es) est compare´ a` l’oracle sur les estimateurs qui reposent
sur une partie des donne´es uniquement. De manie`re ge´ne´rale, rien ne garantit que ces proce´dures
avec Cn = 1 sont pre´fe´rables aux autres en pratique.
Il existe une litte´rature riche sur les diffe´rents types d’agre´gation (convexe, line´aire ou de type
se´lection de mode`les). En densite´, voir notamment Catoni (1999), Yang (2000), Devroye & Lugosi
(21)introduite par Akaike (1973) et Mallows (1973), ensuite formalise´e par Birge´ & Massart (1997) et Barron et al.
(1999).
(22)Nous avons, depuis le de´part, comme objectif la pre´diction. On peut aussi supposer que s ∈ ⋃m∈M Sm et vouloir
identifier le vrai mode`le mident : le but est alors de proposer une proce´dure m̂ telle que la probabilite´ P (m̂ = mident )
soit maximale.
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(2001), Birge´ (2006a), Rigollet & Tsybakov (2007), Samarov & Tsybakov (2004) et Bunea et al.
(2010).
Ine´galite´ oracle et adaptation. Lorsque l’oracle posse`de des proprie´te´s statistiques inte´ressantes,
l’ine´galite´ oracle permet de les transmettre a` l’estimateur se´lectionne´. En particulier elle peut ser-
vir a` construire un estimateur adaptatif a` la re´gularite´ de la densite´, c’est-a`-dire un estimateur qui
approche la densite´ “aussi bien” qu’un estimateur qui connaitrait la vraie re´gularite´ de s (Birge´ &
Massart, 1997; Barron et al., 1999).





E [` (s, s˜) ] ,
ou` l’infimum est pris sur tous les estimateurs(23). Un estimateur minimax pour F est simplement
un estimateur ŝ tel que E [`(s, ŝ) ] ≤ LRminimax(F) pour une constante L <∞ inde´pendante de
n. Ce risque mesure donc le pire cas possible pour la classe F , de sorte qu’un estimateur minimax
pour une tre`s grande classe F n’est pas force´ment un “bon” estimateur de s.
Souvent, on suppose que la densite´ s posse`de une certaine re´gularite´ α (inconnue) et on e´crit
s ∈ Fα. Les exemples de re´fe´rence classiquement utilise´s sont les espaces de Besov, de Ho¨lder, de
Sobolev ou encore de Nikol’ski (voir leurs de´finitions dans DeVore & Lorentz (1993) ou Tsybakov
(2009)). Des estimateurs minimax sont “connus” pour une grande diversite´ de fonctions de perte et
de classes de fonctions(24). Cependant, la plupart du temps, ces estimateurs de´pendent pre´cise´ment
du parame`tre α et s’ave`rent inutilisables en pratique. On suppose alors que s appartient a` une classe
de fonctions F = ⋃α∈ℵFα pour un ensemble ℵ donne´, c’est-a`-dire qu’il existe un α0 ∈ ℵ tel que
s ∈ Fα0 . Le but de l’adaptativite´ est de construire un estimateur ŝ qui n’utilise pas la connaissance
de α0 et qui soit aussi bon que tout estimateur qui connaitrait α0. Un estimateur est adaptatif au
sens du minimax pour F s’il est simultane´ment minimax sur chaque Fα, c’est-a`-dire que pour
tout α ∈ ℵ il existe une constante Cα inde´pendante de P telle que
sup
P∈Fα
E [` (s, ŝ) ] ≤ CαRminimax(Fα) .
En se´lection de mode`les, Birge´ & Massart (1997) ont montre´ que si on dispose d’un estimateur
ŝm̂ qui satisfait une ine´galite´ oracle du type (1.5), on peut prouver qu’il est adaptatif au parame`tre
α en choisissant une famille de mode`les {Sm,m ∈ M} de sorte que chaque Fα puisse eˆtre bien
approche´ par un mode`le dans la famille. De manie`re ge´ne´rale, les ine´galite´s d’oracle permettent
de construire des estimateurs adaptatifs (voir par exemple la Section 3.3 dans l’Introduction de
la the`se de Rigollet (2006b)). Ainsi, de nombreuses proce´dures e´nonce´es ci-dessus permettent
d’obtenir des estimateurs adaptatifs, notamment les proce´dures de se´lection de mode`les et les
proce´dures d’agre´gation d’estimateurs. Citons aussi les me´thodes dites de Efroimovich-Pinsker
(23)Le plus souvent on suppose que F est une famille domine´e par la mesure µ. Ainsi, le risque minimax est de´fini
pour la classe de fonctions associe´es, les estimateurs appartiennent a` S et l’infimum est pris sur les estimateurs s˜ de s.
(24)Par exemple, les estimateurs par projection et les estimateurs Parzen-Rosenblatt sont minimax pour les classes de
Ho¨lder et de Nikol’ski, l’estimateur de Pinsker est minimax pour la classe de Sobolev, etc.
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(initialement pre´sente´e dans Efroı˘movich & Pinsker (1984) et actualise´e dans Efromovich (2008)),
de Lepski (dont l’originale est pre´sente´e dans les papiers (Lepskiı˘, 1991, 1992a,b)) et ses variantes
(voir par exemple Goldenshluger & Lepski (2014) pour le proble`me de l’adaptation en densite´ et
les re´sultats connus sur les vitesses de convergence pour la norme Lp dans les espace de Besov)
et le seuillage de coefficients en base d’ondelettes (voir Donoho & Johnstone (1994), Donoho
et al. (1995) ou Reynaud-Bouret et al. (2011)). Notons que la plupart de ces re´sultats adaptatifs
concernent la perte quadratique. Enfin, il est parfois ne´cessaire de payer un prix dans la borne de
droite pour l’adaptation (par exemple, une puissance de log n pour la norme L∞).
Remarque. Si nous nous focalisons sur l’adaptation a` la re´gularite´ de la densite´, ce terme peut
prendre diverses significations et mener a` des objectifs bien diffe´rents dans d’autres cadres statis-
tiques (par exemple l’adaptation au niveau de bruit dans un cadre de re´gression he´te´rosce´dastique
ou a` la condition de marge en classification).
1.1.6 Comparaison de proce´dures
Le deuxie`me objectif de cette the`se, qui occupe une place nettement moins importante dans ce
manuscrit, consiste a` franchir un pas supple´mentaire dans la comparaison de proce´dures(25) de
se´lection d’estimateurs.
Au vu de ce qui pre´ce`de, les ine´galite´s d’oracle de´montrent (au moins) un double inte´reˆt :
elles garantissent que le candidat se´lectionne´ est le meilleur possible dans une famille donne´e, a`
constante et terme de reste pre`s, et constituent un outil pratique pour obtenir des re´sultats adapta-
tifs. Elles forment par conse´quent un graal a` atteindre pour toute proce´dure en queˆte de le´gitimite´.
Vu le nombre croissant(26) de proce´dures satisfaisant de telles ine´galite´s, une question primor-
diale s’impose sur la garantie effective qu’offrent celles-ci : avoir une ine´galite´ oracle the´orique
implique-t-il force´ment une bonne proce´dure pratique ? De plus, parmi deux proce´dures optimales,
sait-on dire the´oriquement laquelle est la meilleure ?
Supposons que nous faisons face a` un des proble`mes de la Table 1.1 et que nous ayons pu
prouver pour deux proce´dures distinctes C1 et C2 des ine´galite´s d’oracle avec grande probabilite´.
Supposons aussi que ces deux proce´dures reposent sur une estimation du risque de chaque me´thode
d’estimation(27). Comment savoir laquelle des deux proce´dures est la meilleure ? La comparaison
des bornes obtenues sur Fn(m̂(C1)) et Fn(m̂(C2)), ou`
Fn(m̂) :=
` (s, ŝm̂ )
infm∈M ` (s, ŝm )
,
ne suffit pas a` de´terminer un gagnant. D’abord parce que ce ne sont que des majorants, ensuite
parce que les constantes Cn (parfois gigantesques) qui apparaissent ne refle`tent pas la re´alite´. Par
ailleurs, la limite limn→∞ Fn(m̂(C1))/Fn(m̂(C2)) de´pend dans certains cas du biais de C1(m) et
C2(m) comme estimateurs de E [`(s, ŝm) ], de sorte qu’on ne peut en tirer aucune information si
les proce´dures ont meˆme biais (ce qui est le cas pour beaucoup de proce´dures re´e´chantillonne´es
(25)plus spe´cifiquement des proce´dures par re´e´chantillonnage.
(26)en densite´, voir par exemple Rigollet (2006a), Massart (2007), Bunea et al. (2010), Goldenshluger & Lepski
(2011) et Birge´ (2014).
(27)Cette situation est tre`s fre´quente, mais d’autres possibilite´s existent comme nous le verrons dans la Section 1.2.1.
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comme nous le verrons en Section 1.2.4). Ainsi, alors que l’on s’e´vertue a` prouver des ine´galite´s
d’oracle pour toutes les proce´dures connues, on est encore loin de pouvoir dire au praticien laquelle
est la meilleure. Pire, il semblerait que certaines proce´dures dites “optimales” du point de vue de
l’oracle, ne fonctionnent pas bien en pratique ! En partant de ces constats, et pour tenter de re´pondre
(partiellement) a` cette question, Arlot & Lerasle (2014) proposent une heuristique pour aller au-
dela` du premier ordre, c’est-a`-dire de l’objectif d’obtenir des ine´galite´s d’oracle, pour s’assurer de
la qualite´ d’une proce´dure. Nous la de´crivons tre`s brie`vement ici.
Leur point de de´part est le suivant. Si on pose m = argminm∈M E [`(s, ŝm) ], alors plus la
loi de m̂(C) est concentre´e autour de m, meilleur est l’estimateur ŝm̂(C). Ce qui signifie qu’une
proce´dure C est bonne si la probabilite´ P (m = m̂(C)) est petite pour tout m 6= m. Ils soulignent
que ceci paraıˆt en tout cas souhaitable pour les m ∈ M dont le risque E [`(s, ŝm) ] est beaucoup
plus grand que E [`(s, ŝm) ]. En effet, la performance de m̂(C) est juge´e mauvaise si un tel candidat
est choisi, alors qu’elle n’est pas trop de´te´riore´e si un m ∈M proche de m en terme de risque est
se´lectionne´.
Ils de´finissent ensuite pour tout m,m′ ∈ M, ∆C(m,m′) = C(m) − C(m′) et font l’approxi-
mation(28) suivante. Pour tout m ∈M, on a





et 1 − ϕ(t) = P (N (0, 1) ≤ t) est la fonction de re´partition d’une variable gaussienne centre´e
re´duite. Ceci les me`ne a` e´crire l’implication suivante
si SNRC1(m) > SNRC2(m) ∀m 6= m, alors C1 est meilleure que C2 . (1.13)
Arlot & Lerasle (2014) montrent empiriquement que cette heuristique est ve´rifie´e pour des
proce´dures de re´e´chantillonnage (qui seront pre´sente´es dans la suite) sur une collection d’esti-
mateurs histogrammes. Du point de vue the´orique, ils mettent en e´vidence le roˆle cle´ que joue
Var [∆C(m,m′) ] pour comparer des proce´dures ayant meˆme biais. Leur travail est un premier
pas dans la comparaison de proce´dures qui appelle a` de´passer la “simple” recherche d’ine´galite´s
d’oracle et jette un nouveau regard sur l’e´valuation d’une proce´dure de se´lection d’estimateurs.
Nous e´tudierons dans le Chapitre 4 le comportement de Var [∆C(m,m′) ] pour des proce´dures
optimales au premier ordre et validerons empiriquement cette heuristique pour le Proble`me (III).
1.2 Re´e´chantillonnage et pe´nalisation
Nous pre´sentons dans cette section les proce´dures C = C(X) qui seront e´tudie´es et compare´es dans
cette the`se comme solutions au proble`me qui nous inte´resse, celui de la se´lection d’un noyau. Pour
rappel celui-ci se de´cline, selon que l’on re´e´chantillonne ou pas les donne´es, en se´lection d’une
me´thode d’estimation a` noyau ou se´lection d’un estimateur line´aire (voir Proble`me (II) dans la
Table 1.1). Nous verrons deux philosophies tre`s diffe´rentes qui servent a` de´finir ces proce´dures.
L’une, plus connue, repose sur le principe d’estimation sans biais du risque des estimateurs.
(28)ils n’affirment pas que ces quantite´s sont proches, mais qu’elles se comportent de la meˆme fac¸on par rapport a` C.
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L’autre, illustre´e par la T-estimation, e´value la qualite´ des estimateurs en les comparant deux a`
deux par des tests robustes. Elle confirme, si ne´cessaire, qu’il faut distinguer estimation du risque
et se´lection d’un estimateur (Breiman & Spector, 1992).
Ainsi, il existe quatre types de proce´dure que l’on peut envisager pour s’attaquer aux proble`mes




Estimation sans biais Proce´dure C(i) Proce´dure C(ii)
Choix par T-estimation Proce´dure C(iii) Proce´dure C(iv)
TABLE 1.2 – Types de proce´dures e´tudie´es dans cette the`se.
Dans cette the`se, nous e´tudions uniquement des proce´dures de type C(ii) (Partie I), C(i) (Par-
tie II), et C(iii) (Partie III).
1.2.1 Choisir dans un ensemble de candidats de´terministes
Nous allons illustrer, dans un cas simple, deux fac¸ons de choisir une densite´ dans un ensemble
de candidats de´terministes. Soit S l’ensemble des densite´s de probabilite´ par rapport a` µ muni de
la perte Hellinger ` = h2 ou de la perte de Kullback-Leibler de´finie par le contraste γ(t, x) =
− log(t(x)). On se donne un mode`le fini {Pt, t ∈ S} de lois de probabilite´ qu’on suppose do-
mine´es par la mesure µ, et on note la perte d’un candidat dans le mode`le `(s, t) = `(P, Pt). On
estime alors P a` partir de Pŝ, ou encore s par ŝ ∈ S. La question que l’on se pose est la sui-
vante : comment choisir, a` partir de l’e´chantillonX un point dans S dont la perte soit la plus petite
possible ?
Estimation sans biais de la perte
Chercher le point t ∈ S qui minimise `(s, t) = KL(s, t), revient a` chercher le point t ∈ S qui
maximise
∫
Ξ log(t(x))s(x)dµ(x) = P (log(t)). L’ide´e naturelle est d’estimer, pour tout t ∈ S,
cette fonction par l’estimateur sans biais correspondant Pn(log(t)). La perte `(s, t) de chaque
candidat t ∈ S est alors “estime´e” par Lt = P (log(s)) − Pn(log(t)). Enfin, on se´lectionne le
point correspondant a` la plus petite valeur dans (Lt)t∈S . Ceci me`ne naturellement a` l’estimateur







log ( t(Xi)) .
Cet estimateur peut aussi se de´finir comme le vainqueur des tests de rapport de vraisemblance
successifs entre les points de S.
Remarque. En Section 1.1.4 nous avons utilise´ le meˆme raisonnement, remplacer la fonction de
contraste par le contraste empirique, pour de´finir l’estimateur par projection a` l’aide du contraste
des moindres carre´s.
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T-estimation
Un autre estimateur peut eˆtre construit en comparant les diffe´rents candidats dans S a` partir de
tests : le T-estimateur (T pour “test”)(29). Celui-ci a e´te´ propose´ par Birge´ (1983) (alors appele´ “d-
estimateur”) a` la suite des travaux de Le Cam (1973, 1975) faisant le lien entre test et estimation.
Rappelons d’abord sa construction suivant une version actualise´e (Birge´, 2006a). Pour toute paire
de densite´s (t, u) ∈ S2, avec t 6= u, soit ψt,u = ψu,t un test syme´trique qui choisit entre t et u
(ψt,u = t signifie que le test accepte t). L’ide´e est d’utiliser l’e´chantillon X pour tester les points
deux par deux. Pour tout t ∈ S, on note Rt l’ensemble des points pre´fe´re´s a` t par ce test, c’est-a`-




h(t, u) (on pose D(t) = 0 si Rt = ∅) . (1.14)
Si on note, pour r > 0 et t ∈ S, B(t, r) = {v ∈ S t.q. h(t, v) ≤ r}, on remarque imme´diatement
queRt ⊂ S
⋂B(t,D(t)), puisque
u ∈ Rt =⇒ h(u, t) ≤ D(t) . (1.15)
L’ide´e qui me`ne a` ce crite`re est la suivante. Supposons que le test soit “bien construit”, au sens ou`
si la vraie densite´ est plus proche de l’un des deux points il choisit le plus e´loigne´, donc se trompe,
avec faible probabilite´. Dans ce cas, siD(t) est grand, alors il existe un point u e´loigne´ de t qui est
pre´fe´re´ a` t par le test ψt,u(X), ce qui sugge`re que u est un meilleur candidat que t pour estimer s. A
l’inverse, siD(t) est petit, tous les points appartenant a`Rt sont force´ment proches de t, par (1.15),
ce qui indique que ce point ne devrait pas eˆtre pire que les autres. Ainsi D(t) apparaıˆt comme un
bon indicateur pour jauger de la qualite´ de t comme estimation de s et le T-estimateur se de´finit
simplement comme un point ŝ ∈ S qui minimise D (comme S est un ensemble fini, il existe au
moins un tel minimiseur). En particulier, on a pour tout t, u ∈ S, h(t, u) ≤ max(D(t),D(u)) et
on trouve que le T-estimateur ve´rifie h(ŝ, s) ≤ inft∈S(h(s, t) + D(t)). Il faut a` pre´sent expliquer
pre´cise´ment ce que l’on entend par test “robuste”, ou “bien construit”, l’ingre´dient fondamental
dans la de´finition d’un T-estimateur.
Robustesse. Si la signification du terme “robuste” varie selon l’objet e´tudie´ et le point de vue
de l’auteur, elle se re´fe`re en ge´ne´ral au fait qu’une petite perturbation des hypothe`ses initiales
ne change pas le comportement ge´ne´ral d’un phe´nome`ne. Une question importante pose´e en ce
sens concerne le cas parame´trique. Si nous avons suppose´, pour construire un estimateur, qu’il
existe un s ∈ S tel que P = Ps, comment re´agit-il si cette hypothe`se s’ave`re eˆtre fausse (meˆme
tre`s le´ge`rement) ? Ceci a motive´ de nombreuses recherches a` la fin des anne´es 70 et au de´but des
anne´es 80 (voir par exemple les travaux de Beran (Beran, 1977, 1978, 1980, 1981b,a) ou le livre de
Bickel (1981)). En ce qui concerne la T-estimation, et la robustesse d’un test, nous suivons Huber
(1965) qui propose de dire qu’une proce´dure est “robuste” si ses performances se de´gradent peu
(29)La proce´dure dite “de Lepski” utilise aussi la comparaison entre les candidats pour majorer le terme de variance.
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lorsque les hypothe`ses du mode`le the´orique ide´al ne sont pas exactement satisfaites mais que l’on
s’en e´loigne peu.
Nous ne conside´rerons que des tests qui s’e´crivent pour une statistique de test Tt,u(X) et un
re´el z sous la forme
ψt,u(X) =
{
t si Tt,u(X) > z ;
u si Tt,u(X) < z .
(1.16)
Le test fait un choix arbitraire lorsque Tt,u(X) = z. La proprie´te´ de robustesse requise pour le test
ψt,u entre les densite´s t et u est re´sume´e par l’hypothe`se suivante.
Hypothe`se (TEST). Soit θ ∈ (0, 1/2) et a > 0. Il existe ψt,u(X) qui de´pend de t, u et X tel que
sup
{P∈P |h(s,t)≤θh(t,u)}
P (ψt,u(X) = u) ≤ exp




P (ψt,u(X) = t) ≤ exp
[−n (ah2(t, u)− z )] . (1.18)
Le but est de s’assurer que si la vraie loi P appartient a` l’une des boules de Hellinger, B(t, r)
ou B(u, r) avec r = θh(t, u), la probabilite´ que le test se trompe (choisisse u alors que h(t, s) <
h(u, s)) diminue de fac¸on proportionnelle a` la distance entre les deux centres des boules. Cette
proprie´te´, qui semble pourtant essentielle, n’est pas ve´rifie´e par le test de rapport de vraisemblance
(Birge´, 2006a, Section 3.2).
Pour conclure, mettons en e´vidence la proprie´te´ de robustesse de cet estimateur en conside´rant
un mode`le parame´trique S = {sη, η ∈ Υ}, pour un sous-ensemble Υ ⊂ R sur lequel on trouve
un lien entre la distance euclidienne et la distance de Hellinger au sens ou` il existe des constantes
c1, c2 et κ telles que
c1
∣∣η − η′∣∣κ ≤ h2(sη, sη′) ≤ c2 ∣∣η − η′∣∣κ ∀η, η′ ∈ Υ .





] ≤ C ( inf
η∈Υ
h2 (s, sη ) +
max
(





En particulier, si s ∈ S alors on trouve la vitesse, attendue dans le cas parame´trique, en n−1
(Le Cam, 1973). Plus inte´ressant, si la densite´ s n’est pas exactement dans S mais est tout de
meˆme proche du mode`le au sens ou` infη∈Υ h2(s, sη) ≤ n−1, la borne ne change pas et reste
en n−1. C’est pre´cise´ment la proprie´te´ de robustesse que n’a pas l’estimateur par maximum de
vraisemblance ŝMV (connu pour avoir de tre`s bonnes proprie´te´s sous des hypothe`ses fortes, mais
dont la qualite´ peut s’ave´rer catastrophique si la vraie loi n’appartient pas au mode`le, meˆme si elle
en est tre`s proche).
Dans le cadre de l’estimation d’une densite´, des proce´dures de type C(iv) dans la Table 1.2,
c’est-a`-dire par T-estimation et sans re´e´chantillonnage, ont e´te´ essentiellement e´tudie´es par Birge´
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(2006a, 2014); Baraud (2011) et Sart (2013) dans un cadre parame´trique. Re´cemment, Baraud
et al. (2014) ont propose´ une nouvelle approche, appele´e ρ-estimation, qui s’inscrit dans la ligne´e
des proce´dures base´es sur des tests. Tout comme le T-estimateur, le ρ-estimateur posse`de de tre`s
bonnes proprie´te´s sous des hypothe`ses tre`s faibles(30). Il existe ne´anmoins plusieurs diffe´rences
entre ρ et T-estimation. En particulier le risque du ρ-estimateur peut se controˆler sur des mode`les de
dimension me´trique non-borne´e (et e´ventuellement non-compact). Notons enfin que les proce´dures
d’estimation de Sart (2013) et Baraud et al. (2014) coı¨ncident avec le maximum de vraisemblance
lorsque le mode`le est parame´trique, contient la densite´ et est suffisamment re´gulier. Nous ren-
voyons le lecteur a` ces articles pour plus d’informations sur ce sujet.
Remarque. En utilisant la perte Hellinger nous pouvons e´galement exhiber un compromis biais-
variance pour les T-estimateurs. Pour un mode`le S de dimension me´trique (voir Birge´ (2006a) pour
une de´finition pre´cise) borne´e par D, il est en effet possible de majorer son risque par la somme
de h2(s, S), qui repre´sente l’erreur de mode´lisation (terme de biais), avec le terme de complexite´
D/n, qui e´quivaut a` l’erreur d’estimation (terme de variance). La discussion est par conse´quent
sensiblement la meˆme que pour les estimateurs line´aires.
1.2.2 Choisir dans un ensemble de candidats ale´atoires
Le proble`me auquel nous faisons face est plus complexe que le pre´ce´dent puisqu’il s’agit de choi-
sir, a` partir de l’e´chantillonX, entre des candidats ale´atoires et non plus de´terministes. Nous allons
voir que ces deux fac¸ons de faire peuvent eˆtre encore utilise´es, mais que des ame´nagements sont
ne´cessaires. Pour chacune d’elle, il existe, selon la perte sous-jacente au proble`me, une proce´dure
ide´ale (mais inconnue) Cid qu’il est tentant de vouloir imiter.
• Si l’on conside`re une perte de´finie a` partir d’une fonction de contraste (1.3), le risque d’une
me´thode d’estimation Am s’e´crit E [`(s, ŝm) ] = Pγ(ŝm)− Pγ(s). Le crite`re ide´al dans ce
cadre statistique est donc donne´ par Cid : m 7→ Pγ(ŝm). Le principe d’estimation sans biais
du risque cherche alors a` construire une proce´dure C tel que E [C(m) ] = E [Cid(m) ].
• Soit ` = h2 la perte Hellinger et ρ l’affinite´ de Hellinger. Notons pour les densite´s t, u et







s(x)dµ(x) + (ρ ( t, r )− ρ (u, r ))
)
.
Pour de´cider qui de t et u est plus proche de s, on sait par Baraud (2011) que





Le test ψt,u qui choisit t quand Tt,u(P ) > 0 n’est pas “ide´al” au sens strict (ce dernier don-
nerait h2(s, t) < h2(s, u) si t est choisi et l’ine´galite´ inverse autrement), mais conside´rons-
le comme tel. Cette statistique est inconnue et Baraud l’estime par l’estimateur sans biais
(30)a` notre connaissance il s’agit de la solution qui s’approche au plus pre`s du souhait de Le Cam d’obtenir un
estimateur “universel” pour remplacer l’estimateur par maximum de vraisemblance.
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correspondant. Ainsi, pour choisir entre deux estimateurs ŝl et ŝm, un test ide´al pour la T-
estimation est donne´ par Tŝl,ŝm(P ). Le crite`re ide´al correspondant serait Cid(m) = D(ŝm)
ou` la fonction D est donne´e par (1.14) avec le test robuste ψŝl,ŝm de´fini au travers de
Tŝl,ŝm(P ).
Un proble`me important (connu au moins depuis les anne´es 30 (Larson, 1931)) lorsqu’on a
affaire a` des candidats ale´atoires est le suivant : utiliser les meˆmes donne´es pour construire les
estimateurs (ŝm(X))m∈M et e´valuer leurs qualite´s me`ne a` un re´sultat trop optimiste, au sens
ou` l’estimateur qui “colle” le plus aux donne´es sera favorise´. Ceci peut se voir facilement sur
l’exemple de se´lection de mode`les suivant. Soit ` la perte des moindres carre´s et (ŝm(X))m∈M
une collection d’estimateurs par projection ou` chaque ŝm est de´fini sur un mode`le Sm de dimen-
sion Dm. Supposons aussi que les mode`les sont emboıˆte´s au sens ou`, pour tout m,m′ ∈ M, on
a Sm ⊂ Sm′ si Dm < Dm′ . Comme le choix ide´al est Cid(m) = Pγ(ŝm), on pourrait eˆtre tente´
de proce´der comme en Section 1.2.1, c’est-a`-dire estimer une nouvelle fois P par Pn et proposer
C(m) = Pnγ(ŝm). Mais dans ce cas, le crite`re C sera toujours minimal pour le plus grand mode`le
e´tant donne´ que Pnγ(ŝm1) < Pnγ(ŝm2) si Dm1 > Dm2 . On parle alors de sur-apprentissage, en
opposition au sous-apprentissage qui touche au cas ou` le mode`le est trop petit et l’erreur d’ap-
proximation trop grande. Le meˆme proble`me surgit si on utilise le test Tŝl,ŝm(Pn) pour faire un
choix entre deux estimateurs.
Nous voyons que les difficulte´s apparaissent quand on estime une fonctionnelle L(P, Pn)(31)
qui de´pend de la vraie loi P et de la mesure empirique Pn par L(Pn, Pn). Discutons a` pre´sent
une solution ge´ne´rale qui nous vient du re´e´chantillonnage (sans rentrer dans les de´tails par souci
de clarte´) avant de de´crire dans les deux sous-sections qui suivent, les deux types de proce´dures
que l’on conside`re dans cette the`se, la se´lection par pe´nalisation et la me´thode dite de validation
croise´e, ainsi que les liens entre celles-ci.
Re´e´chantillonnage et bootstrap. L’objectif du re´e´chantillonnage (voir Arlot (2007) dont nous
nous inspirons) est de construire de nouveaux e´chantillons a` partir de X. On peut par exemple
ge´ne´rer un n-e´chantillonX∗ en tirant ale´atoirement des donne´es dansX. Cette technique s’appelle
le bootstrap et consiste a` construire un cadre statistique, miroir du monde re´el, dans lequel tout est
connu : la loi P est remplace´e par Pn alors que Pn est elle-meˆme remplace´e par une loi ale´atoire
P ∗n . Les processus d’e´chantillonnage et de re´e´chantillonnage sont identiques, ce qui implique que
les donne´es re´e´chantillonne´es X∗ = (X∗1 , . . . , X∗n)(32) sont i.i.d. de loi Pn conditionnellement
a` X. On estime alors, selon l’heuristique d’Efron (Efron, 1979), la fonctionnelle L(P, Pn) par
E∗ [L(Pn, P ∗n) ], ou` E∗ de´signe l’espe´rance conditionnelle a` X.
Il existe un nombre important de possibilite´s pour de´finir P ∗n . Dans le bootstrap a` poids (Mason
& Newton, 1992; Præstgaard & Wellner, 1993), on de´finit P ∗n en se donnant un vecteur W =
(W1, . . . ,Wn) de poids ale´atoires, inde´pendants deX et tels que E [Wi ] = 1 pour tout i ∈ [n]. La
mesure qui remplace Pn dans le monde bootstrap est alors de´finie par








(31)dans les exemples cite´s ici, cette fonctionnelle L(P, Pn) est Pγ(ŝm) ou Tŝl,ŝm(P ).
(32)ces donne´es ne sont pas “nouvelles”, elles proviennent de ce qu’on a, c’est a` dire de l’e´chantillon X.
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La quantite´ L(P, Pn) est alors estime´e par CWEW
[L(Pn, PWn )], ou` CW est une constante qui
ne de´pend que de la variabilite´ des poids et EW repre´sente l’espe´rance par rapport a` l’ale´a du
re´e´chantillon uniquement. Il est courant de supposer en plus que les coordonne´es du vecteur W
sont e´changeables au sens ou` pour toute permutation τ de [n], le vecteur W a meˆme loi que
(Wτ(1), . . . ,Wτ(n)).
1.2.3 Validation croise´e
Lorsque nous disposons de me´thodes d’estimation, une solution pour e´viter cette sous-estimation
du risque consiste a` allouer une partie seulement des observations pour construire des estimateurs
et juger de leurs qualite´s sur les donne´es restantes (par exemple selon une des deux manie`res
pre´sente´es a` la Section 1.2.1). C’est l’ide´e sur laquelle repose la validation croise´e (VC). Pour tout
ensemble fini A, on note |A| son cardinal. De plus, pour tout sous-ensemble A ⊂ [n], on pose
Ac := [n]\A et











Hold-Out. La proce´dure hold-out (HO) ou de validation simple (VS) correspond au sche´ma le
plus simple de validation croise´e. Elle peut se de´crire dans le cadre ge´ne´ral comme suit. Pour un
sous-ensemble E ⊂ [n− 1] donne´, on divise l’e´chantillon X en deux sous-e´chantillons disjoints,
X(E) etX(−E) = X\X(E), qu’on appelle respectivement e´chantillon d’entraıˆnement et de valida-
tion. L’e´chantillon X(E) est d’abord utilise´ pour construire l’ensemble {ŝ(E)m := Am(X(E)),m ∈
M} ⊂ S d’estimateurs pre´liminaires(33). Ensuite la qualite´ de chaque me´thode Am est e´value´e a`
l’aide d’un crite`re crit(−E) : S → R qui ne repose que sur les donne´es appartenant a` l’e´chantillon
de validation. Le crite`re final, lui, de´pend de toutes les donne´es et s’e´crit en toute ge´ne´ralite´





Pour un sous-ensemble E, la proce´dure hold-out se de´duit de ce crite`re en se´lectionnant
m̂ = m̂(CVSE ). Selon les auteurs, l’estimateur final peut eˆtre Am̂(X(E)) (comme dans Devroye
& Lugosi (2001),Blanchard & Massart (2006)) ou Am̂(X) (comme dans Arlot & Lerasle (2014)).
Donnons les de´finitions des deux HO qui se de´duisent de l’estimation sans biais du risque et de la
T-estimation.
• Si l’on veut estimer le crite`re Cid(m) = Pγ(ŝm), le crite`re HO classique(34) s’e´crit














• Pour la perte Hellinger, Birge´ (2006a) propose, comme application possible de la construc-
tion ge´ne´rale des T-estimateurs, le crite`re T-hold-out (THO dans la suite). Il de´finit une
(33)dans notre cadre ils s’e´crivent ŝ(E)m (x) = 1|E|
∑
i∈E Km(Xi, x).
(34)nous appellerons HO le crite`re classique lie´ au cadre ou` la perte s’e´crit via une fonction de contraste.
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collection de poids (∆m)m∈M, associe´e a` la famille de me´thodes d’estimation (Am)m∈M,
telle que
∆m > 0 pour tout m ∈M, et Γ =
∑
m∈M
exp(−∆m) <∞ . (1.22)
Le crite`re s’e´crit alors a` l’aide des notations introduites a` la Section 1.2.1 et en posant z =
∆l −∆m dans (1.16)













ou`Rm = {ŝ(E)l , l 6= m | ψŝ(E)l ,ŝ(E)m (X
(−E)) = l}.
La proce´dure de la validation simple, d’apparence tre`s naı¨ve, a e´te´ abondamment e´tudie´e du
point de vue the´orique, essentiellement parce qu’elle pre´sente l’avantage de pouvoir conside´rer
les estimateurs comme “gele´s”, e´tant donne´ qu’ils sont construits sur un e´chantillon inde´pendant.
Parmi les travaux the´oriques de´die´s au HO dans le cadre de la densite´(35), nous pouvons mention-
ner (Arlot & Lerasle, 2014, Section 8.1) (pour les estimateurs par projection), Devroye & Lugosi
(2001) (pour les estimateurs de Parzen-Rosenblatt) et Birge´ (2006a) (pour les T-estimateurs). En-
fin, notons que les proce´dures d’agre´gation (Section 1.1.5) reposent e´galement sur l’ide´e du hold-
out et cherchent a` de´finir la meilleure fac¸on crit(−E) d’agre´ger les estimateurs {ŝ(E)m ,m ∈ M}
avec l’e´chantillon de validation X(−E). Ceci soule`ve le proble`me du choix du de´coupage optimal
pour celles-ci.
Validation croise´e V -fold. Malgre´ sa simplicite´ et ses proprie´te´s the´oriques enviables en appa-
rence, le HO n’est pas utilise´ par les praticiens car il souffre d’une trop grande variabilite´ qui vient
du choix arbitraire du sous-ensemble E. Pour l’ame´liorer, on peut conside´rer diffe´rentes partitions
dans l’espoir d’obtenir une e´valuation plus pre´cise de la qualite´ de chaque me´thode d’estima-
tion. Toute proce´dure de VC peut se de´duire du HO de`s lors qu’on se donne une collection E
d’e´chantillons d’entraıˆnement. En effet, le crite`re de validation croise´e est la moyenne des crite`res






CVSE (m) . (1.24)
Il existe deux grandes tendances selon que l’on souhaite (ou non) l’exploitation exhaustive des
donne´es, c’est-a`-dire de tous les de´coupages possibles pour un e´chantillon d’entraıˆnement d’une
certaine taille donne´e. Parmi les proce´dures de VC les plus connues, le leave-p-out (LPO) consiste
a` allouer, pour chaque partition, p ∈ [n−1] donne´es a` l’e´chantillon de validation(36), ce qui revient
a` conside´rer Ep = {E ⊂ [n− 1] t.q. |E| = n− p}. Dans le cas classique, quand CHOE est donne´
(35)pour eˆtre complet, citons aussi les travaux en classification (Bartlett et al., 2002; Blanchard & Massart, 2006), et
en re´gression (Lugosi & Nobel, 1999; Juditsky & Nemirovski, 2000; Wegkamp, 2003).
(36)ceci explique le “p-out” en anglais.
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par (1.21), on peut e´crire pour tout p ∈ [n− 1]










Le ce´le`bre crite`re du leave-one-out (LOO) est le cas particulier ou` p = 1 (Stone, 1974; Rudemo,
1982). Nous conseillons l’article de survol de Arlot & Celisse (2010) pour avoir un aperc¸u complet
des diffe´rentes proce´dures de VC et l’article de Celisse & Robin (2008) pour le LPO.
Dans cette the`se nous allons principalement nous focaliser sur une exploration non-exhaustive
des donne´es. Soit V ∈ {2, . . . , n} tel que n/V ∈ N, et (B1, . . . , BV ) une partition de [n] en sous-
ensembles disjoints(37) de meˆme taille n/V (38). Pour chaque de´coupage j ∈ [V ], l’e´chantillon







alors que l’e´chantillon de validation correspondant X(Bj) est de´die´ a` la fabrication du crite`re
d’e´valuation crit(j) des me´thodes Am.





revient a` dire que l’estimateur construit avec toutes les observations est exactement la combinaison
convexe des V estimateurs partiels.
Si on pose EB[V ] = {Bc1, . . . , BcV }, l’estimateur obtenu par validation croise´e V -fold (Geisser,
1975) vient du choix m̂(CVF) ou`















Ainsi, il existe autant de proce´dures de VCVF qu’il y a de fac¸on de de´finir crit(j), c’est-a`-dire
qu’il y a de manie`res d’e´valuer la qualite´ d’un estimateur dans une collection donne´e. Dans le
cadre classique, lorsque la perte est de´finie par (1.3), le crite`re VF a e´te´ introduit par Breiman















Nous de´signons par CLSVFV et CKLVFV (39) les proce´dures de´finies respectivement par les contrastes
des moindres carre´s et du maximum de vraisemblance. Ainsi, nous avons une collection d’estima-
tion des risques des me´thodes {CVFCVV (m),m ∈M} et l’estimateur se´lectionne´ est naturellement
celui dont le risque estime´ est le plus petit. Voyons ce que vaut le biais de CVFCVV comme estima-
(37)de sorte que X =
⋃V
j=1X
(Bj) avec les sous-e´chantillons de validation X(Bj) qui sont inde´pendants.
(38)Aussi, il faudrait plutoˆt parler de sous-e´chantillonnage car l’e´chantillon re´sultant n’est plus de taille n.
(39)pour “Least-Squares V -fold” et “Kullback-Leibler V -fold” en anglais.
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ou` ŝ(E)m est un estimateur construit avec n − n/V donne´es. Ainsi, le biais s’e´crit comme la
diffe´rence des risques de la me´thode Am utilisant respectivement n − n/V et n donne´es de sorte
que la VCVF estime le risque d’un estimateur construit avec n(V − 1)/V donne´es au lieu de n.
Cette quantite´ est souvent positive et de´croıˆt quand V augmente, ce qui signifie que l’estimateur
est biaise´ mais asymptotiquement sans biais. Burman (1989) a propose´ de corriger ce de´faut(40) et
introduit le crite`re de correction suivant










Les proce´dures CLPOp , CVFCVV et Ccorr,VFCVV sont toutes du type C(i) dans la Table 1.2. Le tableau
suivant re´capitule les diffe´rentes proce´dures de re´e´chantillonnage qui reposent sur un contraste.
Notons que les e´quivalents de type validation croise´e (en particulier VF ou LPO) de CTHOE n’existent





VS −→ VC LPO VCVF −→ Burman
CVSE −→ CVCE CLPOp CVFCVV −→ Ccorr,VFCVV
De´finition (1.20) −→ (1.24) (1.25) (1.26) −→ (1.27)
TABLE 1.3 – Proce´dures de validation croise´e mentionne´es dans cette section.
Remarque. Si on revient au proble`me initial, celui de l’estimation d’une certaine fonctionnelle





n sont respectivement les mesures empiriques des e´chantillons X(−E) et XE . En
toute ge´ne´ralite´, nous pouvons donc re´sumer l’heuristique de la VC et de la VCVF comme suit :





















ou` P (j)n et P
(−j)
n sont les mesures empiriques des e´chantillons X(Bj) et X(−Bj).
(40)initialement dans le cadre de la re´gression.
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Quelles garanties the´oriques pour la VC ? Le principal avantage de la validation croise´e, outre
le fait que sa de´finition semble tre`s intuitive, est qu’elle ne requiert que l’inde´pendance des obser-
vations. Ce caracte`re universel en fait une me´thode particulie`rement appre´cie´e par les chercheurs.
Une bre`ve recherche des mots cle´s “cross-validation” sur certains sites spe´cialise´s permet de se
faire une ide´e de l’utilisation massive(41) de techniques de validation croise´e dans bien des do-
maines : en mathe´matiques, en inge´nierie mais aussi en biologie, en physique et meˆme en sciences
sociales. Ce succe`s conside´rable aupre`s de la communaute´ scientifique (dans son ensemble, donc)
contraste avec le faible nombre de garanties the´oriques non-asymptotiques qui existent dans la
litte´rature(42). De nombreuses modifications du crite`re (1.26) ont e´te´ sugge´re´es, pour corriger cer-
tains inconve´nients et ame´liorer son application en pratique, menant a` une ribambelle de nouvelles
proce´dures(43) dont personne ne peut dire laquelle est la plus performante puisqu’elles reposent
essentiellement sur des conside´rations empiriques dont on ne peut tirer de conclusions de´finitives.
Ainsi, de nombreux paradoxes existent. Un exemple re´ve´lateur concerne la proce´dure hold-
out. Alors qu’elle est rejete´e par les utilisateurs car juge´e trop instable, celle-ci a e´te´ tre`s e´tudie´e
the´oriquement et de nombreuses ine´galite´s d’oracle ont pu eˆtre obtenues dans divers cadres statis-
tiques(44). La VCVF, a` l’inverse, semble eˆtre nettement plus appre´cie´e par les praticiens alors que
les garanties the´oriques font de´faut. Depuis quelques anne´es, des ine´galite´s de type oracle ont e´te´
prouve´es (pour des estimateurs line´aires particuliers) en re´gression pour la VCVF (Arlot, 2007) et
en densite´ pour la VCVF (Arlot & Lerasle, 2014) et pour le LPO (Celisse & Robin, 2008; Celisse,
2014). Le proble`me de comparaison des proce´dures e´voque´ en Section 1.1.6 s’ave`re de`s lors parti-
culie`rement pertinent. Il cherche, entre autre, a` re´pondre the´oriquement a` cette question : pourquoi
est-il pre´fe´rable de de´couper l’e´chantillon en plusieurs blocs plutoˆt que d’utiliser le HO ? Le travail
de Arlot & Lerasle (2014) vise ainsi a` aider, graˆce a` des arguments the´oriques non-asymptotiques
(notamment l’heuristique (1.13)), le praticien a` comparer deux proce´dures par re´e´chantillonnage
et a` les calibrer (choisir V , dans le cas de la VCVF).
1.2.4 Pe´nalisation
Revenons au cadre ou` la perte se de´finit a` partir d’une fonction de contraste et a` l’ide´e de l’esti-
mation sans biais du risque, e´voque´e en Section 1.2.1. Nous allons de´finir des proce´dures de type
C(ii) et C(i) (voir la Table 1.2) qui seront e´tudie´es dans le de´tail respectivement dans la Partie I et
II de cette the`se.
Au vu du proble`me de se´lection de mode`les expose´ en Section 1.2.2, une ide´e naturelle pour
e´viter le sur-apprentissage consiste a` pe´naliser les mode`les en fonction de leur dimension, ce qui
le´gitime l’introduction de la fonction pe´nalite´ pen : M → R. On de´finit la proce´dure pe´nalise´e
Cpen par
Cpen(m) := Pnγ(ŝm) + pen(m) . (1.29)
(41)743 000 re´sultats sur Google Scholar, contre 130 000 recense´s en 2007 (Arlot, 2007, p.20).
(42)Il existe ne´anmoins des travaux de nature asymptotique sur la consistance et les vitesses de convergence des
estimateurs se´lectionne´s, voir par exemple Hall (1983); Stone (1984); Hall (1987); Hall & Marron (1987); Scott &
Terrell (1987).
(43)et autant de pre´fixes devant ‘CV’ : ‘trimmed CV’ (Feluch & Koronacki, 1992), ‘modified CV’ (Stute, 1992),
‘indirect CV’ (Savchuk et al., 2010), ‘biased CV’ (Scott & Terrell, 1987).
(44)Il “suffit” pour cela de conside´rer un e´chantillon d’entraıˆnement de taille |E| = n(1− 1/ log(n)), voir Blanchard
& Massart (2006) et van der Laan & Dudoit (2003).
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Ceci me`ne a` l’estimateur par minimum de contraste pe´nalise´. Il existe autant de proce´dures
pe´nalise´es que de de´finitions pour pen, dont le choix s’ave`re eˆtre crucial pour obtenir un bon
estimateur final ŝm̂(Cpen). La pe´nalite´ ide´ale
(45) dans ce contexte est donne´e par
penid(m,X) := (P − Pn)γ (Am(X)) , (1.30)




) ≤ ` (s, ŝm ) + (pen(m)− penid(m,X))
− (pen(m̂(Cpen))− penid(m̂(Cpen),X)) . (1.31)
De nombreuses propositions (de´terministes ou ale´atoires) pour pen ont e´te´ introduites afin de
ge´rer les fluctuations de pen−penid pour obtenir une ine´galite´ oracle en partant de (1.31). Dans
les anne´es 70, Akaike (1973) et Mallows (1973) sugge`rent, selon le principe d’estimation sans
biais du risque, qu’une bonne pe´nalite´ pen doit ve´rifier
E [pen(m) ] = E [penid(m,X) ] pour tout m ∈M .
Dans cette optique, la connaissance de l’espe´rance de la pe´nalite´ ide´ale apparaıˆt eˆtre un atout
important pour calibrer pen. Or on peut souvent(46) e´crire,
E [penid(m,X) ] = E [ (P − Pn)γ (Am(X)) ] =
1
|X|f(m) , (1.32)
pour une certaine fonction f : M → R. Par exemple, pour le contraste des moindres carre´s et
pour un estimateur line´aire quelconque de´fini par (1.6), on peut montrer que
f(m) = 2 (E [Km(X,X) ]− E [Km(X,Y ) ] ) .
Des proce´dures du type C(i) = Cpen(i) et C(ii) = Cpen(ii) peuvent eˆtre propose´es pour estimer








= E [penid(m,X) ]. Dans un
cas une solution est propose´e par l’heuristique de pente, dans l’autre le bootstrap a` poids donne de
nombreuses possibilite´s.
Heuristique de pente
Jusque dans les anne´es 90, seuls des re´sultats asymptotiques (Shibata, 1981) donnent des garanties
the´oriques sur les choix de Akaike et Mallows. Les outils ne´cessaires a` un traitement ge´ne´ral et
non-asymptotique des proce´dures pe´nalise´es, les ine´galite´s de concentration et en particulier celles
pour les suprema de processus empiriques, sont apparus dans les anne´es 90 a` la suite des travaux
de Ledoux et Talagrand (voir notamment Ledoux & Talagrand (1991); Talagrand (1996); Ledoux
(2001)) sur le phe´nome`ne de concentration de la mesure. Ainsi, dans le sillage des travaux de Birge´
et Massart (Birge´ & Massart, 1997; Barron et al., 1999), des principes ge´ne´raux sont apparus sur la
(45)Le pe´nalite´ qui me`ne au crite`re ide´al Cid(m) = Pγ(ŝm).
(46)en densite´ mais aussi en re´gression.
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calibration de la pe´nalite´ dans diffe´rents cadres statistiques. Outre la mise en e´vidence du roˆle que
joue la complexite´ de la collectionM dans le choix de la pe´nalite´, ils ont prouve´ qu’il peut eˆtre
de´sastreux de sous-pe´naliser (voir Proposition 4.3 et Theorem 7.10 dans Massart (2007)), alors
que le´ge`rement sur-pe´naliser peut eˆtre avantageux. De plus, lorsque la famille est trop grande, par
exemple exponentielle(47) ou avec beaucoup de mode`les de meˆme dimension, Birge´ & Massart
(2007) montrent que le principe d’estimation sans biais du risque ne fonctionne plus. Il faut alors
prendre une pe´nalite´ pen telle que E [pen(m) ] ≥ E [penid(m,X) ] pour compenser les fluctua-
tions de pen−penid uniforme´ment en m ∈M.
C’est a` la suite de tous ces travaux qu’est ne´e l’heuristique de pente qui sert a` calibrer de fac¸on
optimale la pe´nalite´. Dans le cadre de la re´gression gaussienne homosce´dastique avec des mode`les
line´aires Sm de dimension finie, Birge´ & Massart (2007) ont montre´ qu’il existe une pe´nalite´
minimale penmin et une pe´nalite´ optimale penopt telles que :
• si pour un ε > 0 on choisit pen(m) ≤ (1− ε) penmin(m) pour tout m ∈M, alors m̂(Cpen)
est de grande dimension et son risque est bien plus grand que celui de l’oracle.
• si pour un ε > 0 on a pen(m) ≥ (1 + ε) penmin(m) pour tout m ∈ M, alors m̂(Cpen) est
de dimension bien moindre et il est possible d’obtenir une ine´galite´ oracle avec constante
Cn > 1.
• 2 penmin(m) est la pe´nalite´ optimale au sens ou` si pen(m) ≈ 2 penmin(m) pour tout m ∈
M, alors Cpen me`ne a` une ine´galite´ oracle avec constante Cn presque 1.
Le “saut” de dimension qui se fait autour de la pe´nalite´ minimale est un phe´nome`ne de tran-
sition de phase. La recherche d’une ge´ne´ralisation de cette heuristique a` d’autres cadres statis-
tiques a provoque´ un inte´reˆt qui est toujours d’actualite´ comme l’attestent les re´cents articles pu-
blie´s sur le sujet(48). Arlot (2007) a e´tendu leurs re´sultats et montre´ que la pe´nalite´ optimale peut
s’e´crire 2 × penmin quelle que soit la forme de la pe´nalite´ minimale dans un cadre de re´gression
he´te´rosce´dastique. Plus tard, Arlot & Massart (2009) ont propose´ un algorithme qui sert a` calibrer
la pe´nalite´ optimale dans un contexte plus ge´ne´ral en cherchant d’abord a` de´terminer quand se
produit la transition de phase et en multipliant ensuite la valeur de la constante devant la pe´nalite´
minimale par 2. Cet algorithme a ensuite e´te´ utilise´ dans divers contextes (surtout dans un cadre
gaussien) notamment la de´tection de ruptures (Lebarbier, 2005), la ge´ne´tique (Villers, 2007), l’es-
timation de mode`les graphiques (Verzelen, 2010), les mode`les de me´langes (Maugis & Michel,
2011a,b), et la classification non-supervise´e (Baudry, 2009). Pour l’estimation d’une densite´, Le-
rasle (2012) (pour des estimateurs par projection avec contraste des moindres carre´s) et Saumard
(2010) (pour des histogrammes avec contraste du maximum de vraisemblance) ont e´galement
obtenu des garanties the´oriques pour cette heuristique. Mais, a` notre connaissance, aucun re´sultat
n’existe pour les estimateurs line´aires en ge´ne´ral. Ainsi l’existence d’une transition de phase autour
d’une pe´nalite´ minimale semble se ve´rifier dans divers cadres statistiques. Toutefois, le fait que la
pe´nalite´ optimale soit e´gale a` deux fois la pe´nalite´ minimale n’est pas valable en toute ge´ne´ralite´
comme l’ont montre´ Arlot & Bach (2009) pour se´lectionner parmi des estimateurs line´aires en
(47)c’est-a`-dire plus grande qu’un nombre polynomial cnκ pour toutes constantes c, κ > 0.
(48)Voir une bibliographie exhaustive dans les articles de survol (Baudry et al., 2012; Arlot, 2015) de´die´s a` ce sujet.
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re´gression. L’algorithme d’heuristique de pente applique´ tel quel ne fonctionne pas, mais des mo-
difications permettent de le rectifier.
Pe´nalite´s re´e´chantillonne´es
Une alternative a` l’heuristique de pente nous vient des pe´nalite´s re´e´chantillonne´es (Efron, 1983;
Arlot, 2009). Le principe est simple : comme la pe´nalite´ ide´ale (1.30) s’e´crit comme une fonc-
tionnelle L(P, Pn), on peut l’estimer via l’heuristique d’Efron et le bootstrap a` poids. Soit W =
(W1, . . . ,Wn) un n-e´chantillon inde´pendant de X, tel que E [Wi ] = 1 pour tout i, et PWn la me-
sure empirique correspondante donne´e par (1.19). On de´finit alors la pe´nalite´ re´e´chantillonne´e
associe´e a` W (Arlot, 2007, Chapter 6) par
penW (m) :=
1









ou` ŝWm (x) = n
−1∑n
i=1WiKm(Xi, x). Ainsi, lorsque la perte s’e´crit au travers d’un contraste γ,
le crite`re pe´nalise´ correspondant est de´fini pour une constante z > 0 par
CW,z(m) := Pnγ ( ŝm ) +zpenW (m) .
Outre la constante z, dont le roˆle est de permettre une certaine sur-pe´nalisation en pratique,
c’est donc le vecteur W qui de´finit toute proce´dure pe´nalise´e de ce type. Une fois encore, il
existe un nombre important de possibilite´s pour de´finir ce vecteur (dont on peut voir un bel
aperc¸u dans l’introduction de Arlot (2007)). Un exemple important est lie´ au V -fold. On conside`re
(B1, . . . , BV ) une partition de [n] en V sous-ensembles de meˆme taille et J ∼ U({1, . . . , V })
une variable ale´atoire inde´pendante de X. Dans ce cas, Arlot (2008) de´finit la pe´nalite´ V -fold
penVF(m,V ) := penW (VF)(m) en posant pour tout i ∈ [n], W (VF)i := V/(V − 1)1i/∈BJ . Ces








= 1/(V − 1). On peut














Cette pe´nalite´ a l’avantage d’estimer sans biais la quantite´ E [penid(m,X) ] lorsque celle-ci
s’e´crit comme (1.32). En effet, on a Pn − P (−j)n = V −1(P (j)n − P (−j)n ), pour tout j ∈ [V ]. Et, par
inde´pendance des sous-e´chantillons X(Bj) et X(−Bj), et par (1.32), on trouve
















































1∣∣X(−B1)∣∣f(m) = E [penid(m,X) ] . (1.34)
Dans la suite, nous conside´rons la perte des moindres carre´s et posons, pour tout i, j ∈ [n],
ρWi,j :=
E [ (Wi − 1)(Wj − 1) ]
E [ (W1 − 1)2 ] .











Voici deux cas particuliers qui sont au cœur des travaux de cette the`se.













ou` si i ∈ Bk et j ∈ Bk′ , ρ(VF)i,j := ρW
(VF)
i,j = 1 − VV−11k 6=k′ . Le crite`re V -fold pe´nalise´ est
de´fini pour une constante z > 0 par
CpenV,z(m) := Pnγ ( ŝm ) +zpenVF(m,V ) .
• En supposant que les poids sont e´changeables, on peut facilement montrer que ρWi,j =













Ceci implique en particulier que toutes les pe´nalite´s re´e´chantillonne´es de´finies a` partir d’un
vecteur a` poids e´changeables sont e´quivalentes (Lerasle, 2012). Notons que les poidsW (VF)
sont e´changeables si et seulement si V = n. Ainsi toute pe´nalite´ re´e´chantillonne´e de´finie
pour un vecteur a` poids e´changeables est e´gale, a` constante multiplicative pre`s, a` la pe´nalite´
n-fold. La pe´nalite´ leave-p-out, note´e penLPO(m, p), provient du choix du poids leave-p-
out W pi =
n
n−p1i∈B , ou` p ∈ [n − 1] et B est un ensemble choisi ale´atoirement selon la loi
uniforme dans Ep.
Le tableau suivant re´capitule les diffe´rentes pe´nalite´s re´e´chantillonne´es via un vecteur W de
poids.
Validation croise´e et pe´nalite´s re´e´chantillonne´es : une meˆme histoire ? Toute proce´dure (et
en particulier toute proce´dure re´e´chantillonne´e) C peut s’e´crire comme Cpen avec pen(m) =
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Poids W quelconque W e´changeable −→W p W (VF)
Pe´nalite´ (1.35) (1.37) (1.36)
Proce´dure C(i) CW,z(m) CW,z(m) −→ Cpenp,z(m) CpenV,z(m)
TABLE 1.4 – Pe´nalite´s re´e´chantillonne´es mentionne´es dans cette section.
C(m) − Pnγ(ŝm). Des liens plus explicites existent entre les proce´dures de validation croise´e
de la Table 1.3 et les pe´nalite´s VF de la Table 1.4. Ainsi, pour une partition re´gulie`re de [n] en V
sous-e´chantillons de taille n/V , Arlot (2007) a montre´ que la relation suivante est vraie quel que
soit le contraste et l’estimateur conside´re´
Ccorr,VFCVV (m) = CpenV,1 (m) . (1.38)
Pour les estimateurs par projection, d’autres relations ont e´te´ prouve´es (Arlot & Lerasle, 2014,
Lemme 1)
CLSVFV (m) = Pnγ ( ŝm ) +
2V − 1





CLPOp (m) = Pnγ ( ŝm ) +
2n/p− 1






Ainsi, Arlot & Lerasle (2014) parviennent a` e´tudier simultane´ment la VCVF classique, le
LPO et les pe´nalite´s re´e´chantillonne´es en e´tudiant uniquement le crite`re CpenV,z. La force de ces re-
lations re´side dans l’utilisation des techniques de preuve de´veloppe´es pour la se´lection de mode`les
par pe´nalisation au profit de l’analyse de crite`res de validation croise´e. Ceci est un atout ma-
jeur puisque des re´sultats fins (comme des ine´galite´s d’oracle optimales) ont e´te´ prouve´s pour les
premie`res, alors que les secondes, malgre´ leur usage massif en pratique, n’ont jamais pu eˆtre ana-
lyse´es de manie`re ge´ne´rale du point de vue non-asymptotique. En outre, ceci permet de voir un
crite`re de VC comme un “tout” et non plus comme une moyenne sur diffe´rents de´coupages. Ceci
e´vite le pie`ge(49) qui consiste a` analyser d’abord ce qui se passe sur seule partition (ce qui est
“facile” puisque les deux sous-e´chantillons sont inde´pendants) avant de s’essayer a` dire quelque
chose sur la moyenne (ce qui est nettement plus ardu car l’inde´pendance se perd, et avec elle
l’avantage suppose´ de la VC sur le HO). Nous reviendrons plus longuement sur ces relations dans
la prochaine section.
1.3 Principaux travaux et re´sultats
Au vu de ce qui pre´ce`de, reprenons quelques remarques (de´ja` e´mises dans les sections pre´ce´dentes)
qui structureront la pre´sentation des re´sultats de the`se ainsi que les chapitres du manuscrit.
• Pour l’estimation d’une densite´, la qualite´ des proce´dures de re´e´chantillonnage qui estiment
sans biais le risque n’est assure´e que pour des cas particuliers (histogrammes ou estimateurs
par projection). Les garanties the´oriques manquent pour une classe plus large de candidats.
(49)dans lequel nous sommes tombe´s (voir le Chapitre 6).
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• Il existe dans les faits un e´cart important entre compre´hension the´orique et utilisation pra-
tique qu’illustre bien le passage du hold-out a` la validation croise´e. De manie`re ge´ne´rale, la
question se pose de la comparaison the´orique de deux proce´dures quelconques. Dans cette
optique, les ine´galite´s d’oracle sont insuffisantes et il paraıˆt ne´cessaire d’aller au-dela` du
premier ordre.
• En densite´, l’heuristique de pente gagnerait a` eˆtre e´tudie´e dans un cadre ge´ne´ral afin de
servir a` la re´solution de nouveaux proble`mes (par exemple le choix d’une feneˆtre dans une
famille donne´e).
• La T-estimation n’est pas utilise´e en pratique pour la se´lection d’un estimateur line´aire en
densite´, alors qu’elle repose sur la perte Hellinger qui jouit de nombreux avantages par
rapport a` la perte L2.
• Mise a` part le cas simple du THO, il n’existe pas de proce´dure re´e´chantillonne´e du type
C(iii), c’est-a`-dire qui utilise la comparaison des candidats pour les juger et qui soit une
alternative aux proce´dures fonde´es sur l’estimation du risque.
Deux grandes motivations distinctes apparaissent.
• E´tudier les deux grandes solutions (de type C(i) et C(ii)) a` la se´lection d’une me´thode d’es-
timation qui reposent sur le principe d’estimation sans biais du risque, les proce´dures de va-
lidation croise´e et les proce´dures pe´nalise´es, avec pour objectif d’avoir une compre´hension
fine de leurs qualite´s du point de vue the´orique afin de garantir (et si possible d’optimiser)
leur utilisation en pratique(50).
• De´velopper une proce´dure re´e´chantillonne´e, dans le cadre de la perte Hellinger (qui est
intrinse`que au proble`me de l’estimation d’une densite´), qui ne repose pas sur l’estimation
sans biais du risque (de type C(iii), donc) et qui soit imple´mentable en pratique.
1.3.1 Vue d’ensemble
E´tude des proce´dures d’estimation sans biais du risque dans le cadre des moindres carre´s.
Dans la Partie I, nous conside´rons la proce´dure Cpen et proposons une proce´dure du type C(ii) =
Cpenopt (donc sans re´e´chantillonnage) qui est optimale pour se´lectionner un estimateur line´aire. De
plus, nous e´tudions l’heuristique de pente, prouvons l’existence d’une pe´nalite´ minimale penmin
et infirmons la re`gle “penopt = 2× penmin” en ge´ne´ral.
La Partie II est de´die´e a` l’e´tude de proce´dures du type C(i) : CLSVFV , CpenV,z (et par conse´quent
Ccorr,LSVFV ) et CLPOp . Nous obtenons pour celles-ci des ine´galite´s d’oracle optimales au premier
ordre, pour une collection quelconque de me´thodes d’estimation a` noyau. On en de´duit un re´sultat
d’adaptation aux classes de Sobolev qui n’a, a` notre connaissance, pu eˆtre prouve´ autrement que
par la me´thode par blocs de Stein. C’est l’objet du Chapitre 3.
Mais les ine´galite´s d’oracle ne suffisent pas a` de´cider du choix de V pour les me´thodes de
VCVF ou a` comparer deux proce´dures du point de vue the´orique (Arlot & Lerasle, 2014, Section
(50)nous nous plac¸ons ainsi dans la droite ligne´e des travaux de Sylvain Arlot, qui sont le point de de´part de cette
the`se.
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4). Nous donnons dans le Chapitre 4 les calcul des variances des incre´ments Var [∆C(m,m′) ]
pour chacune de ces proce´dures C(i), c’est-a`-dire la diffe´rence entre les valeurs qu’elle prend en
deux estimateurs quelconques, et e´tudions l’heuristique (1.13) ainsi que le roˆle de V lorsqu’on
utilise la VFCV pour choisir une feneˆtre.
Si la plupart du temps nous ge´ne´ralisons de re´cents travaux aux me´thodes d’estimation a` noyau
(c’est-a`-dire aux estimateurs line´aires), l’une des valeurs ajoute´es de la ge´ne´ralite´ de notre ap-
proche est qu’elle permet de traiter le proble`me tre`s connu de la se´lection de la feneˆtre pour un
estimateur de Parzen-Rosenblatt par des techniques de re´e´chantillonnage et par pe´nalisation.
De´veloppement d’une VCVF pour le cadre Hellinger. La Partie III se place dans un contexte
qui semble plus approprie´ a` l’estimation d’une densite´, puisque la perte utilise´e est la perte Hellin-
ger qui est intrinse`quement lie´e a` ce cadre. Il faut restreindre ici le type d’estimateurs conside´re´s,
puisqu’il faut supposer que les me´thodes d’estimation a` noyau produisent des estimateurs line´aires
qui soient des densite´s. Ainsi de nombreux estimateurs par projection sont a priori(51) exclus de
ce cadre.
Nous proposons des proce´dures du type C(iii), c’est-a`-dire re´e´chantillonne´es et qui reposent
sur la comparaison des candidats, qui soient imple´mentables en pratique. Dans le Chapitre 5 nous
de´veloppons un algorithme qui permet d’imple´menter la proce´dure CTHO, introduite par Birge´
(2006a), avec un couˆt algorithmique raisonnable (la condition sine qua non pour e´valuer les per-
formances de cette proce´dure en pratique).
L’e´tape suivante consiste a` introduire et e´tudier la proce´dure VF (que nous notons CTVFV ) qui se
de´duit de la proce´dure CTHO selon l’heuristique (1.28). Nous de´veloppons un nouvel algorithme
qui calcule exactement l’estimateur final en e´vitant un couˆt exorbitant qui semblait condamner
l’imple´mentation de la proce´dure en pratique. La vise´e du Chapitre 6 est donc triple. L’e´tude
est similaire a` celle entreprise pour le cas des moindres carre´s : recherche d’ine´galite´s d’oracle,
compre´hension du roˆle de V du point de vue the´orique et pratique, comparaison aux autres VF.
• Le Chapitre 2 est un papier e´crit en collaboration avec Matthieu Lerasle et Patricia Reynaud-
Bouret. Il ge´ne´ralise une analyse entame´e par Lerasle (2012). Nous l’avons soumis au “Pro-
ceedings of the High Dimensional Probability VII meeting”.
• Les Chapitre 3 et Chapitre 4 re´sultent d’un travail en cours avec Sylvain Arlot et Matthieu
Lerasle. Ils e´tendent les ide´es de Arlot & Lerasle (2014) aux estimateurs line´aires (nous
retrouvons en effet leurs re´sultats, concernant les estimateurs par projection, comme cas
particuliers des noˆtres).
• Le Chapitre 5 est le fruit d’un travail mene´ entre septembre 2012 et le de´but de l’anne´e 2014
avec Yves Rozenholc. Pendant cette pe´riode nous avons e´galement de´veloppe´ un package
R(52) qui imple´mente notre algorithme. Cet article a e´te´ soumis au “Journal of the American
Statistical Association” en fe´vrier 2015.
(51)On peut toutefois espe´rer les inclure dans notre analyse en utilisant une technique de troncature et en se restreignant
a` la partie positive.
(52)donc disponible en libre acce`s sur le site http://cran.r-project.org/web/packages/Density.
T.HoldOut/index.html.
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• Le Chapitre 6 est un travail en cours avec Lucien Birge´ et Pascal Massart.
• Nous concluons la the`se par un travail de recherche personnel, comple`tement ouvert, qui
nous incite a` ne pas conclure ! Au cours de la re´daction de ce manuscrit, il est apparu en effet
qu’on peut lier les deux dernie`res parties de cette the`se et s’appuyer sur les diffe´rentes heu-
ristiques ainsi que sur les forces de chaque chapitre pour introduire une nouvelle proce´dure
re´e´chantillonne´e qui puisse jouir des avantages de chacun. Celle-ci est pre´sente´e dans la
conclusion de ce manuscrit et illustre´e par une e´tude empirique.
1.3.2 Cadre des moindres carre´s (Partie I et Partie II)
Le cadre est le meˆme dans les trois chapitres que contiennent les deux parties. Nous rappelons que
`(s, t) = ‖t− s‖22 et S = L2(µ)∩L1(µ). Nous disposons d’une famille (Km)m∈M de noyaux a` la-
quelle est naturellement associe´e, par la relation (1.6), la famille d’estimateurs line´aires (ŝm)m∈M.
Dans la premie`re partie il faut re´utiliser le meˆme e´chantillon pour se´lectionner un estimateur, alors
que dans l’autre on peut profiter des techniques de re´e´chantillonnage (i.e. proposer respectivement
des proce´dures du type C(ii) et C(i) selon la Table 1.2). Dans tous les cas, nous faisons les meˆmes
hypothe`ses sur les noyaux (voir Section 2.3.1), la principale e´tant qu’il existe une constante Γ ≥ 1





Km(x, y)2dµ(y) ∨ sup
(x,y)∈Ξ2
|Km(x, y)| ≤ Γn .
Cette condition est plus forte que celle utilise´e par Devroye & Lugosi (2001) dont les estimateurs
(dits additifs re´guliers) ve´rifient, pour tout x ∈ Ξ, E [ |Km(x,X)| ] <∞.
Au vu de (1.31), nous devons controˆler les de´viations de pen(m)−penid(m,X) pour diffe´rentes
pe´nalite´s pen(53), uniforme´ment sur tous les m ∈ M. Nous n’utilisons pour ce faire que deux
ine´galite´s de concentration : une variante de l’ine´galite´ de Bernstein et une ine´galite´ de concentra-
tion pour les U-statistiques d’ordre deux (voir Section 2.2.3). Notons pour tout m ∈M, pour tout




Km(x, z)Km(z, y)dµ(z), et Θm(x) := Am(x, x) .
Se´lection optimale et pe´nalite´ minimale
Le premier chapitre de la the`se est le seul qui soit consacre´ au proble`me de la se´lection d’estima-
teurs (et non pas a` une me´thode d’estimation) et par conse´quent le seul ou` n’apparaıˆt pas l’ide´e du
de´coupage des donne´es pour mieux e´valuer la qualite´ des estimateurs. Nous e´tudions la proce´dure
Cpen, telle qu’elle a e´te´ de´finie en (1.29), pour se´lectionner parmi une famille finie d’estimateurs
line´aires. L’objectif du travail est double. D’une part, donner un choix de pe´nalite´ optimale, c’est-
a`-dire qui me`ne a` une ine´galite´ oracle optimale au premier ordre. D’autre part, montrer l’existence
d’une pe´nalite´ minimale en mettant en lumie`re un phe´nome`ne de transition de phase autour d’une
(53)notamment les pe´nalite´s penVF(m,V ) donne´es en (1.36) ainsi que pen
LSVF
V (m) = CLSVFV (m) − Pnγ(ŝm), et
penLPOp (m) = CLPOp (m)− Pnγ(ŝm).
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Km(y, x)s(y)dµ(y), et χm(x) := Km(x, x) .
Notre analyse repose sur une compre´hension fine du comportement de la pe´nalite´ ide´ale dont on







Comme le terme inconnu Psm/n s’ave`re, sous une hypothe`se assez faible, eˆtre ne´gligeable, notre




me`ne a` une proce´dure de pe´nalisation optimale. Notons qu’il peut toujours eˆtre estime´ par l’esti-
mateur sans biais pen(m) = 2Pnχm/n mais qu’il est explicite dans les cas les plus connus.
Le deuxie`me the´ore`me majeur (The´ore`me 2.2) concerne l’existence de la pe´nalite´ minimale
penmin(m) = (2Pχm − PΘm)/n pour la se´lection d’estimateurs line´aires. Toute la difficulte´
re´side dans la signification d’un tel re´sultat dans un cadre aussi ge´ne´ral. Dans leurs travaux en
se´lection de mode`les, Birge´ & Massart (2007) (en re´gression) et Lerasle (2012) (en densite´) ont
montre´ un “saut” de la dimension pour exhiber une transition de phase et faire apparaıˆtre la pe´nalite´
minimale. Mais ceci est spe´cifique au cas des estimateurs par projection. Que devient la dimension
(aussi appele´e complexite´) en toute ge´ne´ralite´ ? Qui fait ce “saut” dans notre cadre ? Un premier
re´sultat (Proposition 2.6) nous garantit que la de´composition biais-variance mentionne´e a` la Sec-
tion 1.1.2 reste vraie avec grande probabilite´ en ge´ne´ral. Comme explique´ auparavant, le terme
‖s− sm‖22 est le terme de biais et nous sugge´rons de voir PΘm/n comme le terme de variance.
Nous justifions ce choix par le fait que dans les exemples des estimateurs par projection et de
Parzen-Rosenblatt, PΘm/n est une mesure naturelle de la complexite´. Pour des estimateurs histo-
grammes ce terme correspond a` la dimension de l’espace conside´re´, alors que pour les estimateurs
du type Parzen-Rosenblatt, il est proportionnel a` l’inverse de la feneˆtre conside´re´e. On voit que
cette interpre´tation est cohe´rente avec l’explication classique donne´e en Section 1.1.4.
Ainsi, le but est de prouver que la valeur de PΘm̂ est sensiblement modifie´e lorsque la pe´nalite´
passe de (1 − ε) penmin(m) a` (1 + ε) penmin(m) pour un ε > 0. Pour cela il nous faut supposer
qu’il existe au moins un estimateur avec un biais petit. En effet il apparaıˆt que si tous les biais sont
pre´ponde´rants sur les parties variance correspondantes, l’estimateur ŝm̂(Cpen) ve´rifie force´ment
une ine´galite´ oracle asymptotiquement optimale (Corollaire 2.1) et il ne peut y avoir de pe´nalite´
minimale. Nous montrons que cette hypothe`se est ve´rifie´e sur les deux exemples que nous suivons
depuis le de´but. Les conclusions les concernant peuvent se re´sumer comme suit.
• Pour les estimateurs par projection, nous avons Am(x, y) = Km(x, y) pour tout x, y ∈ Ξ.
En particulier Θm = χm et 2Pχm−PΘm = Pχm de sorte que nous validons l’heuristique
penopt = 2× penmin.
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• Pour les estimateurs de Parzen-Rosenblatt on a, pour tout x ∈ Ξ, χm(x) = k(0)/hm et
Θm(x) = ‖k‖22 /hm. Ainsi la pe´nalite´ optimale 2Pχm/n = 2k(0)/(nhm) est connue, et la
pe´nalite´ minimale (2k(0)− ‖k‖22)/(nhm) peut eˆtre ne´gative si ‖k‖22 > 2k(0). Dans ce cas,
tout m̂ qui minimise le risque empirique Pnγ(ŝm) satisfait une ine´galite´ oracle et il n’est
plus ne´cessaire de pe´naliser ! L’heuristique de pente n’est donc plus vraie telle quelle.
LSVF et pe´nalisation V -fold
La Partie III peut se voir comme l’extension du papier de Arlot & Lerasle (2014) au cas des
estimateurs line´aires. L’inconve´nient de notre ge´ne´ralisation est que nous ne pouvons plus analyser
simultane´ment le LSVF, les pe´nalite´s V -fold et les pe´nalite´s re´e´chantillonne´es. Autrement dit, si
le lien Ccorr,LSVFV = CpenV,1 est toujours vrai, nous n’avons plus l’e´quivalent des formules (1.39) et
(1.40). Cependant, on prouve (voir Lemme 3.1) les relations suivantes pour les pe´nalite´s issues des
crite`res CLSVFV et CLPOp























Afin de concentrer uniforme´ment pen−penid pour ces trois pe´nalite´s, nous utilisons encore des
ine´galite´s de concentration, notamment pour controˆler les U-statistiques d’ordre deux (voir Propo-
sition 2.2) qui se de´duisent de∑
16i 6=j6n
Bi,j Km(Xi, Xj) et
∑
16i 6=j6n
B′i,j Am(Xi, Xj) ,
ou` diffe´rentsBi,j etB′i,j peuvent apparaıˆtre selon la proce´dure conside´re´e. Nous obtenons ainsi des
ine´galite´s d’oracle du type (1.4) pour chacune de ces proce´dures (The´ore`me 3.1 et The´ore`me 3.2).
Nous pouvons faire ici quelques commentaires sur ces re´sultats(54).
D’abord on remarque que, dans tous les cas, le terme de reste Rn peut eˆtre facilement majore´
en utilisant une collection polynomiale d’estimateurs, c’est-a`-dire en supposant qu’il existe une
constante a′ > 0 telle que pour tout n ∈ N?, on a |M| = |Mn| 6 na′ . Concernant la constante
multiplicative Cn, la discussion est plus de´licate.
• Pour la proce´dure CpenV,z, on trouve Cn = (1 + (δm̂)+)/(1 − (δm)−) + o(1), avec δm =
2(z−1)γm et γm := E [Km(X,X) ] /PΘm, de sorte que le comportement au premier ordre
de la majoration de la perte s’explique par la quantite´ δm qui de´pend de m en ge´ne´ral(55).
Un re´sultat asymptotiquement optimal n’est donc possible que si δm = o(1). Le crite`re de
(54)Lorsqu’on se restreint aux noyaux par projection, on aKm = Am de sorte que le Lemme 3.1 implique les formules
de Arlot & Lerasle (2014) pour les estimateurs par projection et il n’y a plus qu’une seule U-statistique a` traiter. Nous
retrouvons par conse´quent l’inte´gralite´ de leurs re´sultats comme cas particulier de notre analyse.
(55)pour les estimateurs par projection et pour les estimateurs avec noyau k fixe´, γm ne de´pend pas de m : on trouve
respectivement γS = 1 et γh = k(0)/ ‖k‖22.
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Burman, qui est le cas particulier ou`z = 1 et δm = 0, satisfait par conse´quent une ine´galite´
oracle non-asymptotique optimale au premier ordre (pour une collection polynomiale par
exemple).
• Les proce´dures CLSVFV et CLPOp sont toujours biaise´es de sorte que le terme γm doit eˆtre
controˆle´ au cas par cas. Si une majoration est possible sur maxm∈M γm, alors on peut
de´duire une ine´galite´ oracle asymptotiquement optimale quand V = Vn →∞ pour ŝm̂(CLSVF)
et quand p = pn ve´rifie pn/(n− pn)→∞ pour ŝm̂(CLPO).
Nous illustrons l’attrait de l’ine´galite´ oracle optimale obtenue pour la proce´dure CpenV,1 en
prouvant des re´sultats adaptatifs pour l’estimateur qu’elle se´lectionne. Nous supposons, comme
premie`re application, que la vraie densite´ appartient a` une classe de SobolevFα0 ou` α0 = (β0, Q0)
appartient a` un ensemble ℵ = (1/2, an) × (0, bn), avec an et bn qui de´pendent uniquement de n.
Nous rappelons d’abord (Proposition 3.2) que pour tout α = (β,Q) dans ℵ, l’estimateur de Pinsker
ŝα est minimax pour Fα. Celui-ci de´pend des parame`tres inconnus β et Q et ne peut eˆtre utilise´
en pratique. Nous de´finissons ensuite M en discre´tisant les intervalles (1/2, an) et (0, bn) pour
que l’estimateur ŝm̂ soit bien minimax pour Fα0 . La proce´dure CpenV,1 sert finalement a` se´lectionner
les parame`tres (β,Q) dans la grille (βj , Qk)(j,k)∈M et re´sulte en un estimateur adaptatif (Corol-
laire 3.1) sur les classes de Sobolev
⋃
α∈ℵFα. Comme deuxie`me application, nous conside´rons
une famille d’estimateurs par projection a` poids et montrons que l’estimateur se´lectionne´ est adap-
tatif sur un ensemble de´fini par des poids de´croissants (voir Corollaire 3.2). Si ces re´sultats sont
le´ge`rement moins forts que ceux obtenus par Rigollet (2006a), ils n’avaient a` notre connaissance
pu eˆtre prouve´s a` l’aide de proce´dures de se´lection d’estimateurs par re´e´chantillonnage.
Enfin, nous effectuons une e´tude de simulations (Section 3.6) afin d’analyser la qualite´ des
diffe´rentes proce´dures VF pour le proble`me du choix de la feneˆtre ainsi que pour le choix d’un
estimateur dans une famille d’estimateurs line´aires provenant de noyaux d’approximation et par
projection. Nous donnons, au passage, des formules exactes pour les pe´nalite´s leave-one-out pour
les estimateurs histogrammes et de Parzen-Rosenblatt avec noyau gaussien.
Malheureusement, ces ine´galite´s d’oracle nous donnent uniquement une information au pre-
mier ordre (Arlot & Lerasle, 2014) et s’ave`rent inutiles lorsqu’on veut comparer deux proce´dures






[Cpenid(m)] , pour tout m ∈M .
Ainsi, nous avons prouve´ que les proce´dures Cpen2,1 et Cpenn,1 sont optimales mais nous ne pouvons
les distinguer au premier ordre puisqu’elles ont meˆme biais. Le Chapitre 4 cherche a` comprendre,
a` partir des travaux de Arlot et Lerasle, pourquoi et a` quel point Cpenn,1 est meilleur que Cpen2,1 , et plus
ge´ne´ralement quel V il faut choisir pour optimiser la qualite´ de CpenV,1 .
Si on suppose que C1 et C2 ont meˆme biais, et
m = argmin
m∈M
E [C1(m) ] = argmin
m∈M
E [C2(m) ] ,
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] ∀m 6= m′, alors C1 est meilleure que C2 . (1.41)
Dans cette optique, le but du Chapitre 4 est de donner les expressions exactes (voir The´ore`me 4.3
et The´ore`me 4.1) des variances de ∆C pour C = CpenV,z, Ccorr,LSVFV et CLSVFV . En particulier nous
retrouvons le The´ore`me 2 de Arlot & Lerasle (2014) qui concerne les estimateurs par projection.
Dans le cas des histogrammes re´guliers ils montrent que pour les m,m′ qui “comptent”(56), on
a, pour C = CpenV,1 et C = CLSVFV , Var [∆C(m,m′) ] ' (1 + 4/(V − 1) − 1/n)κ1 + κ2 ou`
κ1, κ2 ne de´pend pas de V . Ainsi, si augmenter V ame´liore les performances du crite`re CpenV,1 , cette
ame´lioration se limite au gain d’une constante multiplicative dans la variance. Dans un cadre aussi
ge´ne´ral que celui des estimateurs line´aires, il est plus difficile d’interpre´ter l’ordre de grandeur des
diffe´rents termes qui apparaissent dans l’expression des variances. Ne´anmoins, il est remarquable
que pour le crite`re CpenV,z (The´ore`me 4.3) l’influence du facteur V ne de´pende que du signe de
Var [Km(X,Y )−Km′(X,Y ) ]− 2 Cov [Km(X,Y )−Km′(X,Y ),Km(Y,Z)−Km′(Y,Z) ] ,
qui s’ave`re eˆtre toujours positif (voir Lemme 4.1). Ainsi la variance Var [∆V,1(m,m′) ] est une
fonction de´croissante en V ce qui garantit que la performance du crite`re de Burman s’ame´liore
avec V . De plus, comme pour les estimateurs par projection, l’ame´lioration ne se fait qu’au second
ordre dans la variance. En ce qui concerne la proce´dure CLSVFV , on trouve le meˆme type de conclu-
sion (sous des conditions techniques qui imposent que le premier terme dans le The´ore`me 4.1
soit bien le terme dominant) : asymptotiquement le biais et la variance diminuent avec V . Nous
retrouvons e´galement les calculs de variance de Celisse (2014) pour la proce´dure CLPOp (voir
The´ore`me 4.2).
Nous illustrons nos calculs (Section 4.4) sur une collection d’estimateurs de Parzen-Rosenblatt
en remplac¸ant la dimension Dm d’un mode`le par la feneˆtre h−1m . Les conclusions de notre e´tude
confirment l’heuristique (1.41) pour ces estimateurs et affirment une fois de plus qu’il n’est pas
ne´cessaire de prendre V supe´rieur a` 10 pour avoir une bonne proce´dure V -fold.
Une compre´hension fine des diffe´rents termes qui apparaissent dans les the´ore`mes constitue la
prochaine e´tape de ce travail. Des simulations supple´mentaires seront ne´cessaires pour comprendre
le roˆle de V . Au moins deux sce´narios prennent forme : soit l’analyse de Arlot & Lerasle (2014)
peut se ge´ne´raliser, et on pourra garantir a` l’utilisateur que dans tous les cas les proce´dures VF
s’ame´liorent quand V augmente, soit on trouvera un cadre particulier dans lequel la variance des
incre´ments augmente avec V , ce qui poussera a` affiner davantage la the´orie.
1.3.3 Cadre Hellinger (Partie III)
Dans cette sous-section, la perte ` = h2 est donne´e par (1.1) et S est l’ensemble des densite´s
de probabilite´ par rapport a` la mesure µ. Ce cadre a initialement e´te´ choisi afin d’observer la
diffe´rence, en pratique, entre le T-estimateur et l’estimateur par maximum de vraisemblance qui
n’est pas robuste (car le test de rapport de vraisemblance ne l’est pas, voir Birge´ (2006a)). Voici
(56)les paires importantes sont les (m,m′) = (m,m) avec E [ `(s, ŝm)− `(s, ŝm) ] qui soit ni trop grand ni trop
petit.
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les deux statistiques de test que nous conside´rons dans ce travail pour choisir entre deux densite´s
par le test (1.16).
• Test de boule. Le test de boule est apparu a` la suite des travaux de Huber (1965) et Le Cam
(1973) qui ont montre´ qu’il est possible d’obtenir un test robuste pour tester deux ensembles
convexes disjoints dans P (et en particulier, deux boules) en effectuant un test entre la paire
de points la moins favorable qui est la paire de probabilite´s la plus proche entre ces deux
ensembles (intuitivement la plus difficile a` tester). Pour tester B(t, r) contre B(u, r), Birge´






sin(ω(1− θ))√t(Xi) + sin(ωθ)
√
u(Xi)




ou` ω = arccos ρ(t, u) .
(1.42)
Le cas θ = 0 correspond ainsi au test de rapport de vraisemblance entre t et u.
• Formulation variationnelle. Soient t, u ∈ S et r = 1/2(t+ u). En partant d’une formula-























La preuve de la proprie´te´ de robustesse du test de boule (c’est-a`-dire le fait qu’il ve´rifie (1.17) et
(1.18)) se trouve dans Birge´ (1984b) ainsi que dans le Corollaire 1 de Birge´ (2014). Le test de
Baraud satisfait aussi ces ine´galite´s (a` condition toutefois que θ et a soient petits). Ce re´sultat,
prouve´ par Baraud et Sart, n’a jamais e´te´ publie´ dans le cadre de la densite´ (une ine´galite´ similaire
a toutefois e´te´ prouve´e par Sart (2011) dans un cadre poissonien).
Il nous faut ajouter une hypothe`se supple´mentaire sur les me´thodes d’estimation a` noyau pour
utiliser les tests robustes. Effectivement ceux-ci sont de´finis pour des densite´s uniquement et ne
peuvent eˆtre utilise´s pour des estimateurs pouvant prendre des valeurs ne´gatives ou ne s’inte´grant
pas a` un. Nous avons donc suppose´ que pour tout m ∈M, ŝm est un estimateur du type (1.6) avec
Km(x, y) ≥ 0 ∀x, y ∈ Ξ et
∫
Ξ
Km(x, y)dµ(x) = 1 ∀y ∈ Ξ . (1.44)
Ceci est une restriction relativement importante e´tant donne´ que de nombreux estimateurs par pro-
jection ne sont pas positifs. Ne´anmoins les histogrammes et les estimateurs de Parzen-Rosenblatt
avec k ≥ 0 peuvent encore eˆtre conside´re´s dans la collection initiale. Devroye & Gyo¨rfi (1985)
font la meˆme hypothe`se(57), ainsi que Goldenshluger & Lepski (2011), lorsqu’ils ge´ne´ralisent leur
proce´dure aux estimateurs line´aires en ge´ne´ral.
(57)on peut lire au tout de´but de leur livre “we believe that a density should be estimated by a density”.
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Imple´mentation de la proce´dure THO
La motivation premie`re du Chapitre 5 est de se faire une ide´e des performances re´elles de proce´dures
du type T-estimation en pratique(58). Malheureusement, le calcul des T-estimateurs en un temps
raisonnable paraıˆt utopique lorsqu’on se place dans le cadre ge´ne´ral de la se´lection de mode`les. Il
faut en effet discre´tiser des espaces (potentiellement tre`s “gros”), calibrer le pas de discre´tisation
ainsi que le parame`tre z dans (1.16), pour ensuite tester deux par deux les points des re´seaux et
se´lectionner l’estimateur ayant le plus petit crite`re (1.14). C’est pourquoi nous avons de´cide´ de
nous focaliser sur la mise en pratique du cas le plus simple : la proce´dure CTHO. Comme c’est
souvent le cas pour le HO, cette proce´dure posse`de de bonnes garanties the´oriques. Ainsi, le Co-
rollaire 9 de Birge´ (2006a) prouve que l’estimateur provenant de m̂(CTHO) satisfait une ine´galite´
oracle dans un cadre tre`s ge´ne´ral qui couvre l’estimation d’une densite´. Cependant, meˆme dans
cette situation tre`s simple, le couˆt algorithmique reste proble´matique. En effet, pour une collection
S = {ŝ(E)m ,m ∈M} de M = |M| estimateurs, il faut potentiellement effectuer de l’ordre de M2
tests alors que les proce´dures CHO demandent au pire M ope´rations(59).
Le premier re´sultat est l’imple´mentation, pour tout sous-ensemble d’entraıˆnementE ⊂ [n−1],
de la proce´dure CTHOE de´crite par (1.23). L’ide´e de notre algorithme (voir Figure 5.1) est tre`s
simple. En partant de (1.15), nous en de´duisons que le T-estimateur ve´rifie la proprie´te´ suivante :













l , CTHOE (l))
))
,
ou` B(ŝ(E)l , r) = {t ∈ S t.q. h(t, ŝ(E)l ) ≤ r}. Ainsi, l’algorithme intersecte des boules de Hel-
linger B(ŝ(E)l , CTHOE (l))) jusqu’a` ce qu’il n’y ait plus qu’un seul point dans l’intersection, le T-
estimateur. En proce´dant de la meˆme fac¸on, celui-ci pourrait, en the´orie, eˆtre applique´ a` la T-
estimation en ge´ne´ral(60). Nous n’avons pu de´montrer rigoureusement que le nombre de tests cal-
cule´s est sous-quadratique, mais il ressort de nos milliers de simulations que c’est tre`s nettement
le cas (voir Section 5.6).
Par ailleurs, nous avons effectue´ une e´tude empirique approfondie de la proce´dure CTHO, en
proposant de comprendre l’influence de diffe´rents parame`tres sur le risque Hellinger. La taille de
l’e´chantillon d’entraıˆnement (Section 5.5.3), le roˆle du parame`tre θ ∈ (0, 1/2) (Section 5.5.1)
sur l’estimateur provenant du test (1.42), ainsi que l’influence du test (Section 5.5.2) lui-meˆme (a`
savoir s’il existe une diffe´rence dans la qualite´ de la proce´dure lorsqu’on utilise le test (1.43) plutoˆt
que le test (1.42)). Le meilleur choix pour θ semble se situer autour de 3/8 mais la diffe´rence est
faible avec θ = 1/4 ou 7/16. Le test de Baraud paraıˆt eˆtre le´ge`rement meilleur et moins couteux
que celui de Birge´ lorsqu’on regarde le nombre de tests calcule´s. Toutefois, il faut remarquer que
(58)Lorsque nous avons commence´ ce projet, aucune e´tude pratique n’avait encore e´te´ mene´e. Depuis, Sart (2013,
2014) a imple´mente´ des proce´dures similaires dans d’autres cadres statistiques.
(59)Dans notre cadre, nous partons du principe que le couˆt pour construire les estimateurs dans S est le meˆme pour
toutes les proce´dures HO de sorte que nous n’en tenons pas compte. Il faut remarquer que ceci n’est pas force´ment le
cas dans le cadre des moindres carre´s ou` il est possible de construire les estimateurs et e´valuer leur qualite´ de fac¸on
dynamique, voire la discussion dans Arlot & Lerasle (2014).
(60)de`s que l’on a affaire a` des points, c’est-a`-dire si la discre´tisation des mode`les a de´ja` e´te´ effectue´e.
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ce dernier ne´cessite le calcul d’une inte´grale supple´mentaire que celui de Birge´ et me`ne donc a`
une proce´dure plus lente.
Nous avons enfin compare´ (Section 5.5.4) la proce´dure CTHO par rapport a` des proce´dures
spe´cifiques a` certains proble`mes de se´lection et a` CHO (avec les deux fonctions de contraste clas-
sique), en calculant les risques Hellinger, L1 et L2 des estimateurs correspondants pour 18 densite´s
et diffe´rentes collections d’estimateurs. On peut observer que le THO est meilleur que les autres
candidats, quelle que soit la perte, et que la diffe´rence s’accentue lorsqu’on “me´lange” diffe´rents
types de noyau dans S.
Une proce´dure de VCVF a` partir de tests robustes
Le Chapitre 6 vise a` ame´liorer la proce´dure CTHO, qui souffre des meˆmes maux que le HO clas-
sique, notamment d’une trop grande variabilite´ cause´e par l’unique de´coupage des donne´es. En
suivant l’itine´raire emprunte´ a` la Section 1.2.3, on peut, de`s lors que l’on se donne une collection
E d’e´chantillons d’entraıˆnement, de´finir toutes les proce´dures de VC via l’heuristique (1.28) et
plus pre´cise´ment la formule (1.24). En particulier nous pouvons de´finir les proce´dures alternatives
a` la VCVF et aux LPO et LOO de la Table 1.3 a` partir de tests. Puisque l’exploitation exhaus-
tive des donne´es me`nerait a` un couˆt algorithmique trop important, nous nous focalisons sur le
prolongement V -fold uniquement.
Comme pour le THO, on associe a` la famille de me´thodes d’estimation (Am)m∈M une collec-
tion de poids (∆m)m∈M qui satisfait (1.22). En reprenant les notations de la Section 1.2.3, la seule
fonction a` de´finir s’ave`re eˆtre crit(j) qui e´value la qualite´ des estimateurs au de´coupage j ∈ [V ].















entre les densite´s ŝ(−j)l et ŝ
(−j)
m , en posant z = ∆l − ∆m dans (1.16). Nous utilisons ensuite




















Ce crite`re est fondamentalement diffe´rent du crite`re classique du fait qu’il n’estime pas le risque
d’une me´thodeAm, mais fournit un indice de plausibilite´ qui repose sur des comparaisons entre les
diffe´rents candidats dans la famille initiale. A notre connaissance il s’agit de la premie`re proce´dure
VF qui repose sur la distance de Hellinger.
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Pour e´tudier the´oriquement cette proce´dure nous sommes partis de la proprie´te´ remarquable











Par conse´quent, pour tout V ∈ {2, . . . , n}, le risque Hellinger d’une me´thode d’estimation a` noyau
construit avec n observations est plus petit que celui construit avec n(V − 1)/V donne´es. Ceci
nous a pousse´ a` d’abord travailler sur un de´coupage j ∈ [V ] fixe´, pour lequel nous prouvons une
ine´galite´ de de´viation pour Dj(m) (Proposition 6.2) pour en de´duire, dans un deuxie`me temps, un
re´sultat sur la moyenne des espe´rances. Nous ne parvenons pas, en revanche, a` prouver un re´sultat
de concentration pour CTVFV (m) a` cause de proble`mes de de´pendance entre les crite`res pour les
diffe´rents de´coupages et par conse´quent de “montrer” clairement le gain suppose´ de la moyenne
sur V de´coupages(61).
Nous obtenons toutefois une ine´galite´ oracle qui offre une garantie sur le risque Hellinger sans
d’autre hypothe`se (voir le The´ore`me 6.1). Cette borne montre qu’il y a un certain compromis a`
faire entre deux termes pour de´cider du choix du nombre optimal V . Nous illustrons ce re´sultat
pour les estimateurs histogrammes (Section 6.2.5) pour lesquels l’estimateur choisi atteint la borne
oracle (qui est la somme d’un terme de biais h2(s, sm) et d’un terme de variance) a` constante pre`s.
Dans ce cas, nous conside´ronsM = {1, . . . , n} et 1 ≤ 2Γ ≤ exp(3∆m − 1) pour tout m ∈ M,





ou` m0 = argmin
m∈M
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La plupart du temps cette valeur optimale de´pend de la valeur de m0 qui est inconnue puisque le
terme de biais est inconnu. Une densite´ qui est difficile a` estimer par un histogramme avec peu de
cases me`ne a` une grande valeur de m0 et donc une grande valeur optimale pour V , alors qu’une
densite´ simple pour laquellem0 est plutoˆt petit (m0 = 1 pour la loi uniforme sur [0, 1]) est estime´e
avec plus de pre´cision pour une petite valeur de V .
Mais, a` l’inverse du Chapitre 3, les risques des deux coˆte´s de l’ine´galite´ ne sont pas du meˆme
type : on compare le risque de ŝm̂(CTVFV ), donc construit avec tout l’e´chantillon, au meilleur esti-
mateur construit avec n(V − 1)/V observations. De plus, notre analyse se fait au premier ordre et
nous sommes incapables de dire the´oriquement a` quel point la qualite´ s’ame´liore ou se de´te´riore
quand V augmente et encore moins de comparer deux proce´dures CTVF pour deux V diffe´rents.
Du point de vue pratique, nous effectuons d’abord des simulations (Section 6.3.2) pour com-
prendre l’influence du parame`tre θ quand on utilise le test (1.42). Les observations sont sensible-
ment les meˆmes que celles pre´sente´es pour la proce´dure CTHO. Nos simulations, pour des familles
d’histogrammes re´guliers et d’estimateurs de Parzen-Rosenblatt, confirment l’interpre´tation du
the´ore`me principal quant au roˆle de V (Section 6.3.3). Elles confirment que dans le cas ou` Dm0
est petit V = 2 peut constituer le meilleur choix (c’est le cas pour l’uniforme puisque l’histo-
(61)c’est le gros avantage d’eˆtre passe´, dans le Chapitre 3, de l’e´tude d’un crite`re VF, souvent difficile a` manier, a` un
crite`re pe´nalise´ plus commun a` traiter.
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gramme avec une seule case appartient a` la famille). Autrement la situation paraıˆt s’ame´liorer
quand V augmente, mais le gain devient infime lorsque V de´passe 10. Comme dans le chapitre
pre´ce´dent, nous comparons (Section 6.3.4) les proce´dures CTVF, CLSVF et CKLVF pour les pertes
Hellinger, L1 et L2. En ge´ne´ral la proce´dure qui repose sur les tests est nettement plus lente mais
pre´sente de meilleurs re´sultats en termes de risque.
Nous proposons un algorithme (Section 6.4) qui acce´le`re le calcul naı¨f de l’estimateur final qui
a un couˆt prohibitif. En effet, alors que les proce´dures VF usuelles demandent, au pire, V × |M|
ope´rations, la proce´dure CTVF ne´cessiterait de tester pour chaque j ∈ [V ] tous les estimateurs
(ŝ
(−j)
m )m∈M entre eux, ce qui me`nerait a` un nombre de tests de l’ordre de V ×|M|2. Comme dans
le Chapitre 5, il permet au mieux (modulo le temps de calcul d’une inte´grale) de se rapprocher du
couˆt des me´thodes classiques, en ne re´alisant “que” V × |M| tests.
1.3.4 Perspectives de recherche
Dans cette the`se, nous avons pre´sente´ et e´tudie´ diffe´rentes proce´dures reposant sur deux pertes
diffe´rentes, qui ne peuvent eˆtre compare´es que sur des simulations. Nous trouvons encore une fois
un gouffre entre la the´orie et la pratique. Il ressort en effet des diffe´rentes e´tudes empiriques que
le crite`re pe´nalise´ CpenV,1 , the´oriquement bien compris et pour lequel nous savons que la situation
s’ame´liore quand V augmente, est sensiblement moins bon (du moins tant qu’on ne sur-pe´nalise
pas) que la proce´dure CTVFV . Alors que nous n’avons pas pu prouver une ine´galite´ oracle optimale
pour celle-ci, elle semble eˆtre la meilleure proce´dure a` condition de ne pas eˆtre regardant sur le
couˆt algorithmique ! Effectivement, bien que nous ayons re´duit le couˆt calculatoire graˆce a` notre
algorithme, le TVF reste une proce´dure bien plus gourmande que les VF classiques(62).
La Conclusion de ce manuscrit invite.. a` ne pas conclure le travail. En effet, alors que la
re´daction de ce manuscrit avanc¸ait, il est apparu qu’on pouvait combiner les diffe´rentes ide´es
phares pour construire une nouvelle proce´dure qui garderait la qualite´ du TVF tout en e´tant plus
rapide en temps de calcul. Celle-ci est une proce´dure du type C(iii) dans la Table 1.2 et constitue
une alternative a` CTVFV et a` la proce´dure (du type C(iv)) de se´lection d’estimateurs propose´e dans
Baraud (2011).
Nous de´veloppons notre ide´e en utilisant quelques points pre´sente´s pre´ce´demment dans la
the`se. D’abord, l’existence d’un test ide´al dans la proce´dure de se´lection d’estimateurs par T-
estimation. Ensuite l’heuristique de VCVF ainsi que celle d’Efron via le bootstrap avec poids V -
fold. Enfin, afin de la mettre en pratique, l’algorithme pour le calcul d’un T-estimateur introduit au
Chapitre 5. Plac¸ons nous dans le cadre Hellinger avec S l’ensemble des densite´s de probabilite´ par
rapport a` la mesure µ et supposons que nous disposons d’une collection de me´thodes d’estimation a`
noyau {Am,m ∈M} qui fournit la collection d’estimateurs line´aires {ŝm,m ∈M} qui satisfont
a` (1.44). Nous avons vu a` la Section 1.2.2 que le test ide´al pour choisir entre deux estimateurs ŝl
et ŝm, pouvait s’e´crire Tŝl,ŝm(P ). Le crite`re “ide´al” donne´ par la T-estimation s’e´crit alors comme
une fonctionnelle L(P, Pn) qui de´pend de P et Pn, plus pre´cise´ment
sup
l∈Rm
h2(ŝl, ŝm) ou` Rm = {l ∈M, l 6= m | Tŝl,ŝm(P ) > 0} .
(62)Si on prend en compte cette contrainte, le conseil que l’on donnerait au praticien serait d’effectuer un 5-fold
le´ge`rement sur-pe´nalise´, voir Chapitre 3.
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La proce´dure CTVFV , telle qu’elle est de´finie en (1.45), vise pre´cise´ment a` estimer ce crite`re
L(P, Pn) en moyennant sur V de´coupages les crite`res L(P (j)n , P (−j)n ) selon l’heuristique de la
validation croise´e V -fold pre´sente´e en (1.28). Le couˆt algorithmique de cette moyenne est mal-
heureusement e´leve´ a` cause de la moyenne sur les crite`res qui nous oblige a` tester, pour chaque
nouveau j, tous les estimateurs entre eux. Afin de diminuer ce couˆt, une ide´e naturelle est d’ap-
procher le test plutoˆt que le crite`re, puisque ce dernier est “ide´al” parce que le test l’est. Ceci
permet de se ramener a` une proce´dure du type T-estimation (avec un test diffe´rent de ceux de Ba-
raud et Birge´) et par conse´quent d’utiliser l’algorithme du Chapitre 5. Nous allons mettre a` profit
les heuristiques de re´e´chantillonnage et proposer deux manie`res d’estimer le test ide´al Tŝl,ŝm(P ).
D’abord, en appliquant directement l’heuristique (1.28) sur le test, ensuite en utilisant l’heuristique
d’Efron. La proce´dure avec test re´e´chantillonne´ se de´finit naturellement par
Cres.test(m) := sup
l∈Rm
h2 ( ŝl, ŝm ) (1.46)
ou` le test Tl,m(Pn) dans l’ensemble Rm = {l ∈ M, l 6= m | Tl,m(Pn) > 0} est un test
re´e´chantillonne´ selon l’une des deux alternatives pour estimer le test ide´al. On peut noter que nous
profitons a` nouveau du fait que nous disposons de me´thodes d’estimation et non pas d’estimateurs
fige´s. Cette proce´dure peut se voir comme une proce´dure de T-estimation avec “test V -fold”, ou
comme une nouvelle proce´dure de se´lection d’estimateurs avec test re´e´chantillonne´ via des poids
VF.
Dans le chapitre de conclusion, nous proposons de l’e´tudier avec les deux tests et de la com-
parer empiriquement, graˆce a` l’algorithme de la Section 5.3.1, aux proce´dures e´tudie´es dans cette
the`se. Du point de vue pratique, les deux tests re´e´chantillonne´s pre´sentent des performances si-
milaires en termes de risque. Ils donnent des re´sultats le´ge`rement moins bons que ceux de la
proce´dure CTVF mais restent sensiblement plus performants que les proce´dures VF classiques.
De manie`re ge´ne´rale, la proce´dure Cres.test diminue drastiquement le couˆt algorithmique du TVF
(Section 7.1.4) et pre´sente un couˆt similaire (en nombre de tests calcule´s) a` celui du THO.
Des re´sultats the´oriques devraient eˆtre prouve´s pour mieux comprendre les simulations et
rendre encore plus attrayante cette utilisation du re´e´chantillonnage sur le test. Il nous semble que
les outils the´oriques de´veloppe´s par Baraud (2011); Baraud et al. (2014) pourraient mener a` un
re´sultat similaire a` celui obtenu pour la proce´dure TVF. Mais ceci pourrait ne pas suffire pour
obtenir une compre´hension fine du roˆle de V dans la proce´dure.
Enfin, nous pre´sentons dans la Section 7.2 quelques de´fis et proble`mes ouverts pour toutes
les proble´matiques e´voque´es dans cette the`se. Ceux-ci constituent autant de travaux de recherche








Optimal kernel selection in density
estimation
Abstract. We provide new general kernel selection rules thanks to penalized least-squares crite-
ria. We derive optimal oracle inequalities using adequate concentration tools. We also investigate
the problem of minimal penalty as described in Birge´ & Massart (2007). This simple approach
provides sharp results in a very general setting.
NOTA: Ce chapitre est une version le´ge`rement modifie´e d’un travail en collaboration avec Matthieu
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2.1 Introduction
Concentration inequalities are central tools in adaptive nonparametric statistics. They allow to
build sharp penalized criteria for model selection (Massart, 2007), to select bandwidths and even
approximation kernels in high dimension (Goldenshluger & Lepski, 2011), to aggregate estimates
(Rigollet & Tsybakov, 2007) and to properly calibrate threshold estimators (Donoho et al., 1996).
In the present work, we use similar tools to select a general kernel estimate in the least-squares
density estimation framework. Similar problems for L1-loss have been considered by Devroye &
Lugosi (2001), leading to estimators that are difficult to compute in practice. Here we propose
least-squares penalized criteria leading to easily computable estimates. Sharp concentration in-
equalities for U -statistics (Gine´ et al., 2000; Adamczak, 2006; Houdre´ & Reynaud-Bouret, 2003)
help us to control the variance term of the kernel estimates, a term which has already been very
carefully controlled in an asymptotic way for instance in Mason & Swanepoel (2011) or Deheuvels
& Ouadah (2013). We derive from these bounds (see Proposition 2.6) a penalization method to se-
lect a kernel which satisfies an asymptotically optimal oracle inequality, i.e. with leading constant
asymptotically equal to 1.
In the spirit of Gine´ & Nickl (2009), we use an extended definition of kernels that allows to deal
simultaneously with classical collections of linear estimators as projection estimators, weighted
projection estimators, or classical kernel estimators. This method can be used for example to select
an optimal model in model selection (in accordance with Massart (2007)) or to select an optimal
bandwidth together with an optimal approximation kernel among a finite collection. In this sense,
our method in particular deals with the same problem as that of Goldenshluger & Lepski (2011)
and we prove in this framework that a leading constant 1 in the oracle inequality is indeed possible.
In addition, there is a sharp phase transition in the dimension of the selected models allowing
an estimate of the optimal penalty in their case (which is known up to a multiplicative constant).
Indeed, starting from the idea that in many models the optimal penalty is twice the minimal one
(this is the slope heuristic), Arlot & Massart (2009) propose to detect the minimal penalty by the
phase transition and to apply the rule “×2” (this is the slope algorithm). They prove that this
algorithm works at least in some regression settings.
In the present work, we also show that minimal penalties exist in the density estimation setting.
In particular, we exhibit a sharp “phase transition” of the behavior of the selected estimator around
this minimal penalty.
The analysis of this last result is not standard here. First, the “slope heuristic” of Birge´ &
Massart (2007) only holds in particular cases as the selection of projection estimators, see also
Lerasle (2012). As in the selection of a linear estimator in a regression setting (Arlot & Bach,
2009), the heuristic can sometimes be corrected, for example, for the selection of a bandwidth
when the approximation kernel is fixed. In general though there is no simple relation between
the minimal penalty and the optimal one and the slope algorithm of Arlot & Massart (2009) shall
therefore only be carefully used for kernel selection.
Surprisingly our work reveals that the minimal penalty can be negative; in this case minimizing
an unpenalized criterion leads to oracle estimators. Up to our knowledge, such phenomenon has
only been noted once in a very particular classification setting (Fromont & Tuleau, 2006). We
illustrate all these different behaviors in a simulation study.
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After giving the main notation, providing some examples and defining the framework, we ex-
plain our goal, detail what oracle inequality means and give the precise exponential inequalities
that we need in Section 2.2. Then we provide optimal penalties in Section 2.3 and study the prob-
lem of minimal penalties in Section 2.4, all those results being illustrated in three main examples
: projection kernels, approximation kernels and weighted projection kernels. In Section 2.5, some
simulations are performed in the approximation kernel case. The main proofs are in Section 2.6
and the technical results are discussed in the appendix.
2.2 Kernel selection for least-squares density estimation
2.2.1 Settings
LetX,Y,X1, . . . , Xn denote i.i.d. random variables taking values in the measured space (Ξ,Z, µ),
with common distribution P . Assume P has density s with respect to µ and s is uniformly
bounded. Hence, s belongs to L2, where, for any p ≥ 1,
Lp :=
{





Moreover, ‖·‖ = ‖·‖ 2 and 〈·, ·〉 denote respectively the L2-norm and the associated inner product
and ‖·‖∞ is the infinite norm. We systematically use x∨ y and x∧ y for max(x, y) and min(x, y)
respectively, and denote |A| the cardinality of the set A. Recall that x+ = x ∨ 0 and, for any
y ∈ R+, byc = sup{n ∈ N s.t. n ≤ y}.





Km(x, y)2dµ(y) ∨ sup
(x,y)∈Ξ2
|Km(x, y)| <∞ .
A function Km satisfying these assumptions is called kernel, in the sequel. Any kernel Km is







Our aim is to select a “good” estimator ŝm̂ in the family {ŝm,m ∈M}. Our results are expressed





Km(x, y)2dµ(y) ∨ sup
(x,y)∈Ξ2
|Km(x, y)| ≤ Γn . (2.1)
This condition plays the same role as the milder condition
∫ |Km(x, y)|s(y)dµ(y) < ∞ used in
Devroye & Lugosi (2001) when working with L1-loss. Before describing the method, let us give
three examples of those estimators, repeatedly used for density estimation, and see how they can
naturally be associated to some kernels (see Section 2.7 in the appendix for the evaluation of the
corresponding Γ’s).
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Example 1: Projection estimators. Projection estimators are among the most classical density











Let S be a family of linear subspaces S of L2. For any S ∈ S, let (ϕ`)`∈IS denote an orthonormal












It is therefore easy to see that it is the estimator associated to the projection kernel KS defined for





Notice that KS actually depends on the basis (ϕ`)`∈IS even if ŝS does not. In the sequel, we
always assume that some orthonormal basis (ϕ`)`∈IS is given with S. Given a finite collection S
of linear subspaces of L2, one can choose the following constant Γ (see (2.1)) for the collection
(KS)S∈S







Example 2: Approximation kernel estimators. Another important family of density estimators
is derived from approximation kernels. Given a bounded symmetric integrable function k : R→ R
such that
∫
R k(u)du = 1, k(0) > 0 and a bandwidth h > 0, the approximation kernel estimator is












It can also naturally be seen as a linear estimator, associated to the approximation kernel K(k,h)










Given a finite collection of couples m = (k, h) ∈M = H, one can choose (see (2.1)) Γ = 1 if,
h ≥ ‖k‖∞ ‖k‖1
n
for any (k, h) ∈ H . (2.3)
Example 3: Weighted projection estimators. Let (ϕi)i=1,...,p denote an orthonormal system
in L2 and let w = (wi)i=1,...,p denote real numbers in [0, 1]. The associated weighted kernel
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These estimators are used to prove very sharp adaptive results. In particular, Pinsker’s estimators
are weighted kernel projection estimators (see for example Rigollet (2006a)). When w ∈ {0, 1}p,
we recover a classical projection estimator. A weighted projection estimator is associated to the





Given any finite collectionW of weights, one can choose (see (2.1))












2.2.2 Oracle inequalities and penalized criterion
The goal is to estimate s in the best possible way using a finite collection of linear estimators
(ŝm)m∈M. In other words, the purpose is to select among (ŝm)m∈M an estimate ŝm̂ from the data
such that ‖ŝm̂ − s‖2 is as close as possible to infm∈M ‖ŝm − s‖2. More precisely our aim is to
select m̂ such that, with large probability,
‖ŝm̂ − s‖2 ≤ Cn inf
m∈M
‖ŝm − s‖2 +Rn , (2.5)
where Cn > 1 and Rn > 0. In this case, ŝm̂ is said to satisfy an oracle inequality, as long as Rn is
small compared to infm∈M ‖ŝm − s‖2 andCn does not explode, that isCn is smaller than a power
of log n. This means that the selected estimate does as well as the best estimate in the family up
to some multiplicative constant. The best case one can expect is to get Cn close to 1. This is
why, when Cn →n→∞ 1, the corresponding oracle inequality is called asymptotically optimal. To
do so, we study minimizers of penalized least-squares criteria. Note that in our three examples
choosing m̂ amounts to choose the smoothing parameter, that is respectively Ŝ, (k̂, ĥ) or ŵ.







For any t ∈ L2, let also
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The least-squares contrast is defined, for any t ∈ L2, by
γ(t) := ‖t‖2 − 2t .
Then for any given function pen :M→ R, the least-squares penalized criterion is defined by
Cpen(m) := Pnγ(ŝm) + pen(m) . (2.6)




As Pγ(t) = ‖t− s‖2 − ‖s‖2, it is equivalent to minimize ‖ŝm − s‖2 or Pγ(ŝm). As our goal
is to select ŝm̂ satisfying an oracle inequality, an ideal penalty penid should satisfy Cpenid(m) =
Pγ(ŝm), i.e. criterion (2.6) with
penid(m) := (P − Pn)γ(ŝm) = 2(Pn − P )(ŝm) .
To identify the main quantities of interest, let us introduce some notation and develop penid(m).









(Km(Xi, Xj)− sm(Xi)− sm(Xj) + E [Km(X,Y ) ] ) .
Because those quantities will be fundamental in the sequel, let us also define Θm(x) = Am(x, x)




Km(x, z)Km(z, y)dµ(z) . (2.8)
Denoting χm(x) = Km(x, x), the ideal penalty is then equal to
















(Pn − P )sm
)
. (2.9)
The main point is that by using concentration inequalities (Bernstein and concentration of the
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The term Psm/n depends on s which is unknown. Fortunately, it can be easily controlled as




is convenient. In general, this choice still depends on the unknown density s but it can be easily





The goal of Section 2.3 is to prove this heuristic and to show that 2Pχm/n and 2Pnχm/n are
optimal choices for the penalty, that is, they lead to an asymptotically optimal oracle inequality.
2.2.3 Concentration tools
To derive sharp oracle inequalities, we only need two fundamental concentration tools, namely
weak Bernstein’s inequality and the concentration bounds for degenerate U -statistics of order two.
We cite them here under their most suitable form for our purpose.
Weak Bernstein’s inequality.
Proposition 2.1. For any bounded real valued function f and any X1, . . . , Xn i.i.d. with distri-
bution P , for any u > 0,
P
(









The proof is straightforward and can be derived from either Bennett’s or Bernstein’s inequality
(Boucheron et al., 2013).
Concentration of degenerate U -statistics of order 2.
Proposition 2.2. Let X,X1, . . . Xn be i.i.d. random variables defined on a Polish space Ξ
equipped with its Borelian σ-algebra and let (fi,j )16i 6=j≤n denote bounded real valued symmetric
measurable functions defined on Ξ2, such that for any i 6= j, fi,j = fj,i and
∀ i, j s.t. 1 6 i 6= j ≤ n, E [fi,j(x,X) ] = 0 for a.e. x in Ξ . (2.10)
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. Then for any u >






















This inequality dates back from Gine´, Latala and Zinn (Gine´ et al., 2000). Exact constants have
been provided in Houdre´ & Reynaud-Bouret (2003) but the result therein has been stated only for
real variables. This result has been further generalized by Adamczak to U -statistics of any order
(Adamczak, 2006), though the constants are not explicit. We provide a more ready-to-use result
for arbitrary space, which basically follows the proof of Houdre´ & Reynaud-Bouret (2003) with
updated constants, thanks to the improvement of Talagrand’s inequality for empirical processes
(Talagrand, 1996) by Rio (2012). The complete proof can be found in Section 2.9.
2.3 Optimal penalties for kernel selection
The main objective of this section is to show that 2Pχm/n is a theoretical optimal penalty for
kernel selection, which means that if we choose pen(m) close to 2Pχm/n, the selected kernel
Km̂ satisfies an asymptotically optimal oracle inequality.
2.3.1 Main assumptions
To express our results in a simple form, a positive constant Υ is assumed to control all the following
quantities.
(Γ(1 + ‖s‖∞)) ∨ sup
m∈M
‖sm‖2 ≤ Υ , (2.11)
∀m ∈M, P (χ2m ) ≤ ΥnPΘm , (2.12)
∀(m,m′) ∈M2, ‖sm − sm′‖∞ ≤ Υ ∨
√
Υn ‖sm − sm′‖ , (2.13)







] ≤ Υn , (2.15)
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∀m ∈M, v2m := sup
t∈Bm
Pt2 ≤ Υ ∨
√
ΥPΘm , (2.16)
where Bm is the set of functions t that can be written t(x) =
∫
a(z)Km(z, x)dµ(z) for some
a ∈ L2 with ‖a‖ ≤ 1.
These assumptions may seem very intricate. They are actually fulfilled by our three main
examples under very mild conditions (see Section 2.3.3).
2.3.2 The optimal penalty theorem
In the following,  denotes a positive absolute constant whose value may change from line to line
and if there are indices such as θ, it means that this is a positive function of θ and only θ whose
value may change from line to line.
Theorem 2.1. If Assumptions (2.11), (2.12), (2.13), (2.14) (2.15), (2.16) hold, then, for any x ≥ 1,
with probability larger than 1−|M|2e−x, for any θ ∈ (0, 1), any minimizer m̂ of the penalized
criterion (2.6) satisfies the following inequality














Assume moreover that there exists C > 0, δ′ > δ > 0 and r ≥ 0 such that for any x ≥ 1, with
probability larger than 1− Ce−x













Then for all θ ∈ (0, 1) and all x ≥ 1, with probability at least 1−(C + |M|2)e−x,
(δ ∧ 1)− 5θ












Let us make some remarks.
• First, this is an oracle inequality (see (2.5)) with leading constant
Cn =
(δ′ ∨ 1) + (4 + δ′)θ









– θ is small enough for Cn to be positive,
– x is large enough for the probability to be large and
– n is large enough for Rn to be negligible.
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Typically, r, δ, δ′, θ and Υ are constant w.r.t. n and x has to be of the order of log(|M| ∨ n)
for the remainder to be negligible. In particular,M may grow with n as long as log(|M| ∨
n)2 remains negligible with respect to n and Υ does not depend on n.
• If pen(m) = 2Pχm/n, that is if δ = δ′ = 1 and r = C = 0 in (2.18), the estimator ŝm̂
satisfies an asymptotically optimal oracle inequality i.e. Cn →n→∞ 1 since θ can be chosen
as close to 0 as desired. Take for instance, θ = (log n)−1.
• In general Pχm depends on the unknown s and this last penalty cannot be used in practice.
Fortunately, its empirical counterpart pen(m) = 2Pnχm/n satisfies (2.18) with δ = 1− θ,
δ′ = 1 + θ, r = 1/θ and C = 2|M| for any θ ∈ (0, 1) and in particular θ = (log n)−1 (see
(2.34) in Proposition 2.7). Hence, the estimator ŝm̂ selected with this choice of penalty also
satisfies an asymptotically optimal oracle inequality, by the same argument.
• Finally, we only get an oracle inequality when δ > 0, that is when pen(m) is larger than
(2Pχm − PΘm)/n up to some residual term. We discuss the necessity of this condition in
Section 2.4.
2.3.3 Main examples
This section shows that Theorem 2.1 can be applied in the examples. In addition, it provides the
computation of 2Pχm/n in some specific cases of special interest.
Example 1 (continued).
Proposition 2.3. Let {KS , S ∈ S} be a collection of projection kernels. Assumptions (2.11),
(2.12), (2.14), (2.15) and (2.16) hold for any Υ ≥ Γ(1 + ‖s‖∞), where Γ is given by (2.2). In
addition, Assumption (2.13) is satisfied under either of the following classical assumptions (see
(Massart, 2007, Chapter 7)):
∀S, S′ ∈ S, either S ⊂ S′ or S′ ⊂ S , (2.19)
or















ϕi(z)ϕj(z)dµ(z) = KS(x, y) .




i and 2PχS − PΘS = PχS .
Moreover, it appears that the function ΘS is constant in some examples of linear spaces S of
interest (see Lerasle (2012) for more details). Let us mention one particular case studied further
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on in the sequel. Suppose S is a collection of regular histogram spaces S on Ξ, that is, any S ∈ S
is a space of piecewise constant functions on a partition IS of Ξ such that µ(i) = 1/DS for any
i in IS . Assumption (2.20) is satisfied for this collection as soon as Υ ≥ 2 ‖s‖∞. The family
(ϕi)i∈IS , where ϕi =
√




ϕ2i = DS .
Hence, PχS = DS and 2DS/n can actually be used as a penalty to ensure that the selected
estimator satisfies an asymptotically optimal oracle inequality. Moreover, in this example it is
actually necessary to choose a penalty larger than DS/n to get an oracle inequality (see Lerasle
(2012) or Section 2.4 for more details).
Example 2 (continued).
Proposition 2.4. Let
{K(k,h), (k, h) ∈ H} be a collection of approximation kernels. Assump-







1 + 2 ‖s‖∞ ‖k‖21
)}
,
as soon as (2.3) is satisfied.
These approximation kernels satisfy, for all x ∈ R,


















Therefore, the optimal penalty 2Pχ(k,h)/n = 2k(0)/(nh) can be computed in practice and
yields an asymptotically optimal selection criterion. Surprisingly, the lower bound 2Pχ(k,h)/n−
PΘ(k,h)/n = (2k(0)− ‖k‖2)/(nh) can be negative if ‖k‖2 > 2k(0). In this case, a minimizer of
(2.6) satisfies an oracle inequality, even if this criterion is not penalized. This remarkable fact is
illustrated in the simulation study in Section 2.5.
Example 3 (continued).
Proposition 2.5. Let {Kw, w ∈ W} be a collection of weighted projection kernels. Assump-
tion (2.11) is valid for Υ ≥ Γ(1 + ‖s‖∞), where Γ is given by (2.4). Moreover (2.11) and (2.1)
imply (2.12), (2.13), (2.14), (2.15) and (2.16).






















2 ≤ χw(x) .
In this case, the optimal penalty 2Pχw/n has to be estimated in general. However, in the following
example it can still be directly computed.
Let Ξ = [0, 1], let µ be the Lebesgue measure. Let ϕ0 ≡ 1 and, for any j ≥ 1,
ϕ2j−1(x) =
√
2 cos(2pijx), ϕ2j(x) =
√
2 sin(2pijx) .
Consider some odd p and a family of weightsW = {wi, i = 0, . . . , p} such that, for any w ∈ W
and any i = 1, . . . , p/2, w2i−1 = w2i = τi. In this case, the values of the functions of interest do
not depend on x
χw = w0 +
p/2∑
j=1






In particular, this family includes Pinsker’s and Tikhonov’s weights.
2.4 Minimal penalties for kernel selection
The purpose of this section is to see whether the lower bound penmin(m) := (2Pχm − PΘm)/n
is sharp in Theorem 2.1. To do so we first need the following result which links ‖s− ŝm‖ to
deterministic quantities, thanks to concentration tools.
2.4.1 Bias-Variance decomposition with large probability
Proposition 2.6. Assume {Km }m∈M is a finite collection of kernels satisfying Assumptions (2.11),
(2.12), (2.13), (2.14) (2.15) and (2.16). For all x > 1, for all η in (0, 1], with probability larger
than 1−|M|e−x












Moreover, for all x > 1 and for all η in (0, 1), with probability larger than 1−|M|e−x, for
all m ∈M, each of the following inequalities hold
‖s− ŝm‖2 6 (1 + η)
(







‖s− sm‖2 + PΘm
n




This means that not only in expectation but also with high probability can the term ‖s− ŝm‖2
be decomposed in a bias term ‖s− sm‖2 and a “variance” term PΘm/n. The bias term measures
the capacity of the kernel Km to approximate s whereas PΘm/n is the price to pay for replacing
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sm by its empirical version ŝm. In this sense, PΘm/n measures the complexity of the kernel Km
in a way which is completely adapted to our problem of density estimation. Even if it does not
seem like a natural measure of complexity at first glance, note that in the previous examples, it
is indeed always linked to a natural complexity. When dealing with regular histograms defined
on [0, 1], PΘS is the dimension of the considered space S, whereas for approximation kernels
PΘ(k,h) is proportional to the inverse of the considered bandwidth h.
2.4.2 Some general results about the minimal penalty
In this section, we assume that we are in the asymptotic regime where the number of observations
n→∞. In particular, the asymptotic notations refer to this regime.
From now on, the familyM =Mn may depend on n as long as both Γ and Υ remain absolute
constants that do not depend on it. Indeed, on the previous examples, this seem a reasonable
regime. SinceMn now depends on n, our selected m̂ = m̂n also depends on n.
To prove that the lower bound penmin(m) is sharp, we need to show that the estimate chosen
by minimizing (2.6) with a penalty smaller than penmin does not satisfy an oracle inequality.
Intuitively, this is only possible if the ‖s− ŝm‖2’s are not of the same order and if they are larger
than the remainder term (r + θ−3)Υx2/n. From an asymptotic point of view, we rewrite this
thanks to Proposition 2.6 as for all n ≥ 1, there exist m0,n and m1,n inMn such that









where an >> bn means that bn/an →n→∞ 0. More explicitly, denoting by o(1) a sequence only
depending on n and tending to 0 as n tends to infinity and whose value may change from line to
line, one assumes that there exists cs and cR positive constants such that for all n ≥ 1, there exist
m0,n and m1,n inMn such that
∥∥s− sm0,n∥∥2 + PΘm0,nn 6 cs o(1)






(∥∥s− sm0,n∥∥2 + PΘm0,nn
)
. (2.23)
We put a log-cube factor in the remainder term to allow some choices of θ = θn →n→∞ 0 and
r = rn →n→∞ +∞.
But (2.22) and (2.23) (or (2.21)) are not sufficient. Indeed, the following result explain what
happens when the bias terms are always the leading terms.
Corollary 2.1. Let (Mn)n>1 be a sequence of finite collections of kernels Km satisfying Assump-









for some positive constant cb.
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Assume that there exist real numbers of any sign δ′ ≥ δ and a sequence (rn)n>1 of nonnegative




−δ,δ′,Υ rn log(n ∨ |Mn|)
2
n





rn log(n ∨ |Mn|)2
n
.
Then, with probability larger than 1−/n2,
‖s− ŝm̂n‖2 ≤ (1 +δ,δ′,Υ,cb o(1)) inf
m∈Mn




The proof easily follows by taking θ = (log n)−1 in (2.17), η = 2 for instance in Proposi-
tion 2.6 and by using Assumption (2.24) and the bounds on pen(m). This result shows that the
estimator ŝm̂n satisfies an asymptotically optimal oracle inequality when condition (2.24) holds,
whatever the values of δ and δ′ even when they are negative. This proves that the lower bound
penmin is not sharp in this case.
Therefore, we have to assume that at least one bias ‖s− sm‖2 is negligible with respect to
PΘm/n. Actually, to conclude, we assume that this happens for m1,n in (2.21).
Theorem 2.2. Let (Mn)n>1 be a sequence of finite collections of kernels satisfying Assump-
tions (2.11), (2.12), (2.13), (2.14) (2.15), (2.16), with Υ not depending on n. The sequence is also
assumed to satisfy (2.22) and (2.23) such that the kernel m1,n ∈Mn in (2.22) satisfies
∥∥s− sm1,n∥∥2 6 c o(1)PΘm1,nn , (2.25)
for some fixed positive constant c. Suppose that there exist δ > δ′ > 0 and a sequence (rn)n>1
of nonnegative real numbers such that rn 6  log(|Mn| ∨ n) and such that for all n ≥ 1, with














rn log(|Mn| ∨ n)2
n
. (2.26)















∥∥s− ŝm0,n∥∥2 ≥ inf
m∈Mn
‖s− ŝm‖2 . (2.28)
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By (2.28), under the conditions of Theorem 2.2, the estimator ŝm̂n cannot satisfy an oracle
inequality, hence, the lower bound (2Pχm − PΘm)/n in Theorem 2.1 is sharp. This shows









the complexity PΘm̂n presents a sharp phase transition when κ becomes positive. Indeed, when
κ < 0 it follows from (2.27) that the complexity PΘm̂n is asymptotically larger than PΘm1,n .















∥∥s− sm1,n∥∥2 + PΘm1,n ) ≤ κPΘm1,n .
2.4.3 Examples
Example 1 (continued). Let S = Sn be the collection of spaces of regular histograms on [0, 1]
with dimensions {1, . . . , n} and let Ŝ = Ŝn be the selected space thanks to the penalized criterion.
Recall that, for any S ∈ Sn, the orthonormal basis is defined by ϕi =
√
DS1i and PΘS = DS .
Assume that s is α-Ho¨lderian, with α ∈ (0, 1] with α-Ho¨lderian norm L. It is well known (see for
instance Section 1.3.3. of Birge´ (2006b)) that the bias is upper bounded by
‖s− sS‖2 ≤ LD−2αS .
In particular, if DS1 = n,



























Hence, (2.21) holds with m0,n = S0 and m1,n = S1. Therefore, Theorem 2.2 and Theorem 2.1
apply in this example. If pen(S) = (1 − δ)DS/n, the dimension DŜn ≥ δn and ŝŜn is not









<< DS1 = n
and ŝ
Ŝn
satisfies an oracle inequality which implies that, with probability larger than 1−/n2,∥∥∥s− ŝŜn∥∥∥2 ≤ α,L,δn−2α/(2α+1) ,
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by taking DS ' n1/(2α+1). It achieves the minimax rate of convergence over the class of α-
Ho¨lderian functions.
From Theorem 2.1, the penalty pen(S) = 2DS/n provides an estimator ŝŜn that achieves
an asymptotically optimal oracle inequality. Therefore the optimal penalty is equal to 2 times the
minimal one. In particular, the slope heuristics of Birge´ & Massart (2007) holds in this example,
as already noticed in Lerasle (2012).
Finally to illustrate Corollary 2.1, let us take s(x) = 2x and the collection of regular his-
tograms with dimension in {1, . . . , bnβc}, with β < 1/3. Simple calculations show that
‖s− sS‖2
DS
> D−3S > n−3β >> n−1.
Hence (2.24) applies and the penalized estimator with penalty satisfying pen(S) ' δDSn always
satisfies an oracle inequality even if δ = 0 or δ < 0. This was actually expected since it is likely
to choose the largest dimension which is also the oracle choice in this case.





/ i = 1, . . . , n
}
and let ĥ = ĥn be the selected bandwidth. Assume as before that s is a density on [0, 1] that belongs
to the Nikol’ski classN (α,L) with α ∈ (0, 1] and L > 0. By Proposition 1.5 in Tsybakov (2009),
if k satisfies
∫ |u|α |k(u)| du <∞∥∥s− s(k,h)∥∥2 ≤ α,k,Lh2α .
In particular, when h1 = ‖k‖∞ ‖k‖1 /n,
∥∥s− s(k,h1)∥∥2 ≤ α,k,Ln−2α << PΘ(k,h1)n = ‖k‖2‖k‖∞ ‖k‖1 .
On the other hand, for h0 = ‖k‖∞ ‖k‖1 / b
√
nc,
(log n ∨ |Hn|)2
n
<<










∥∥s− s(k,h1)∥∥2 + PΘ(k,h1)n .
Hence, (2.21) and (2.25) hold with kernels m0,n = (k, h0) and m1,n = (k, h1). Therefore,
Theorem 2.2 and Theorem 2.1 apply in this example. If for some δ > 0 we set pen(k, h) =
(2k(0) − ‖k‖2 − δ ‖k‖2)/(nh), then ĥn ≤ δ,kn−1 and ŝ(k,ĥn) is not consistent and does not
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and ŝ
(k,ĥn)
satisfies an oracle inequality which implies that, with probability larger than 1−/n2,
∥∥∥s− ŝ(k,ĥn)∥∥∥2 ≤ α,k,L,δn−2α/(2α+1) ,




. In particular it achieves the minimax rate of convergence over
the classN (α,L). Finally, if pen(k, h) = 2k(0)/(nh), ŝ
(k,ĥn)
achieves an asymptotically optimal
oracle inequality, thanks to Theorem 2.1.





In this case, the optimal penalty penopt(k, h) = 2k(0)/(nh) derived from Theorem 2.1 is not
twice the minimal one, but one still has, if 2k(0) 6= ‖k‖2,
penopt(k, h) =
2k(0)
2k(0)− ‖k‖2 penmin(k, h) ,
even if they can be of opposite sign depending on k. This type of nontrivial relationship between
optimal and minimal penalty has already been underlined in Arlot & Bach (2009) in regression
framework for selecting linear estimators.
Note that if one allows two kernel functions k1 and k2 in the family of kernels such that






then there is no absolute constant factor linking the minimal penalty and the optimal one.
2.5 Short simulation study
In this section we illustrate on synthetic data Theorem 2.1 and Theorem 2.2. We focus on approx-
imation kernels only since projection kernels have been already discussed in Lerasle (2012).
We observe an n = 100 i.i.d. sample of standard Gaussian distribution. For a fixed parameter













, i = 1, . . . , 50
}
,
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Figure 2.1: Selected approximation kernel estimators when the penalty is the optimal one i.e. 2ka(0)nh .
















Thus, depending on the value of a, the minimal penalty (2ka(0)− ‖ka‖2)/(nh) may be negative.
We study the behavior of the penalized criterion Cpen (ka, h) = Pnγ(ŝ(ka,h)) + pen(ka, h) with
penalties of the form







for different values of κ (κ = −1, 0, 1) and a (a = 0, 1.5, 2, 3). On Figure 2.1 are represented
the selected estimates by the optimal penalty 2ka(0)/(nh) for the different values of a and on
Figure 2.2 one sees the evolution of the different penalized criteria as a function of 1/h.
The contrast curves for a = 0 are classical on Figure 2.2. Without penalization, the criterion
decreases and leads to the selection of the smallest bandwidth. At the minimal penalty, the curve
is flat and at the optimal penalty one selects a meaningful bandwidth as shown on Figure 2.1.
When a > 0, despite the choice of those unusual kernels, the reconstructions on Figure 2.1 for
the optimal penalty are also meaningful. However when a = 2 or a = 3, the criterion with minimal
penalty is smaller than the unpenalized criterion, meaning that minimizing the latter criterion leads
by Theorem 2.1 to an oracle inequality. On the presented simulation, when a = 3, the curves for
the optimal criterion and the unpenalized one are so close that the same estimator is selected by
both methods.
Finally Figure 2.3 shows that there is indeed in all cases a sharp phase transition around κ = 0
i.e. at the minimal penalty for the complexity of the selected estimate.
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Figure 2.2: Behavior of Pnγ(ŝ(ka,h)) (blue line) and Cpen (ka, h ) as a function of 1/h, which is propor-
tional to the complexity PΘ(ka,h).




















































Figure 2.3: Behavior of 1/ĥ, which is proportional to the complexity PΘ(ka,ĥ), for the estimate selected
by the criterion whose penalty is given by (2.29), as a function of κ.
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2.6 Main Proofs
2.6.1 Proof of Theorem 2.1
The starting point to prove the oracle inequality is to notice that any minimizer m̂ of Cpen satisfies
‖s− ŝm̂‖2 ≤ ‖s− ŝm‖2 + (pen(m)− penid(m))− (pen (m̂)− penid (m̂)) .
Using the expression of the ideal penalty (2.9) we find


















(Pn − P )(sm̂ − sm)
+ 2






By Proposition 2.7 (see the appendix), for all x > 1, for all θ in (0, 1), with probability larger
than 1− (7.4|M|+ 2|M|2)e−x,


































































This bound holds using (2.11), (2.12) and (2.13) only. Now by Proposition 2.6 applied with
η = 1, we have for all x > 1, for all θ ∈ (0, 1), with probability larger than 1 − (16.8|M| +
2|M|2)e−x,














This gives the first part of the theorem.
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For the second part, by the condition (2.18) on the penalty, we find for all x > 1, for all θ in
(0, 1), with probability larger than 1− (C + 16.8|M|+ 2|M|2)e−x,













By Proposition 2.6 applied with η = θ, we have with probability larger than 1−(C+26.2|M|+
2|M|2)e−x,
(1− 4θ) ‖s− ŝm̂‖2 ≤ (1 + 4θ) ‖s− ŝm‖2 + (δ′ − 1)+(1 + θ) ‖s− ŝm‖2










((δ ∧ 1)− θ(4 + (1− δ)+)) ‖s− ŝm̂‖2






Hence, because 1 6 [(δ′∨ 1) + (4 + (δ′− 1)+)θ] 6 (δ′∨ 1) + (4 + δ′)θ, we obtain for all m ∈M
(δ ∧ 1)− 5θ
(δ′ ∨ 1) + (4 + δ′)θ ‖s− ŝm̂‖









2.6.2 Proof of Proposition 2.6
Proof: First, let us denote for all x ∈ Ξ
FA,m(x) := E [Am(X,x) ] , ζm(x) :=
∫





(Am(Xi, Xj)− FA,m(Xi)− FA,m(Xj) + E [Am(X,Y ) ] ) .
Some easy computations then provide the following useful equality






We concentrate both terms on the right-hand side thanks to the probability tools of Sec-
tion 2.2.3. Using Proposition 2.1, we get, for any x ≥ 1, with probability larger than 1−2 |M| e−x,
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One can then check the following link between ζm and Θm
Pζm =
∫
(Km(y, x)− sm(x))2 s(y)dµ(x)dµ(y) = PΘm − ‖sm‖2 .




(Km(y, x)− E [Km(X,x) ] )2 dµ(x) ≤ 4 sup
y∈Ξ
∫
Km(y, x)2dµ(x) ≤ 4Υn .
In particular, since ζm ≥ 0,
Pζ2m ≤ ‖ζm‖∞ Pζm ≤ 4ΥnPΘm .
It follows from these computations and from (2.11) that there exists an absolute constant  such
that, for any x ≥ 1, with probability larger than 1− 2 |M| e−x, for any θ ∈ (0, 1),
|Pnζm − PΘm| ≤ θPΘm +Υx
θ
.
We pursue the proof with the control of UA,m. From Proposition 2.2, for any x ≥ 1, with











By (2.1), (2.11) and Cauchy-Schwarz inequality,
A = 4 sup
(x,y)∈Ξ2
∫
Km(x, z)Km(y, z)dµ(z) ≤ 4 sup
x∈Ξ
∫
Km(x, z)2dµ(z) ≤ 4Υn .
In addition, by (2.15),






] ≤ 16Υn .













] ≤ n2ΥPΘm .
Finally, using Cauchy-Schwarz inequality and proceeding as for C2, the quantity used to define D







 ≤ n√E [Am(X,Y )2 ] ≤ n√ΥPΘm .
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Therefore, for all θ ∈ (0, 1),∣∣∣∣‖ŝm − sm‖2 − PΘmn
∣∣∣∣ ≤ 2θPΘmn +Υx2θn ,
and the first part of the result follows by choosing θ = η/2.
Concerning the two remainder inequalities appearing in the proposition, we begin by develop-
ing the loss. For all m ∈M
‖ŝm − s‖2 = ‖ŝm − sm‖2 + ‖sm − s‖2 + 2〈ŝm − sm, sm − s〉 .















(sm(z)− s(z))Km(z, x)dµ(z) .
Moreover, since PFA,m = ‖sm‖2, we find
〈ŝm − sm, sm − s〉 =
∫













(FA,m(Xi)− sm(Xi)) + P (sm − FA,m)
= (Pn − P )(FA,m − sm) .
This expression motivates us to apply again Proposition 2.1 to concentrate this term. We find by
(2.1), (2.11) and Cauchy-Schwarz inequality
sup
x∈Ξ
|FA,m(x)− sm(x)| ≤ ‖s− sm‖ sup
x∈Ξ
∫ |s(z)− sm(z)|










P (FA,m − sm )2 ≤ ‖s− sm‖2 P
(∫ |s(z)− sm(z)|
‖s− sm‖ Km(., z)dµ(z)
)2
≤ ‖s− sm‖2 v2m .
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Thus by (2.16), for any θ, u > 0,√
2P (FA,m − sm )2 x
n



















Hence, for any θ ∈ (0, 1) and x ≥ 1, taking u = θ2√











By Proposition 2.1 we have for all θ in (0, 1) , for all x > 0 with probability larger than 1 −
2|M|e−x,
2 |〈ŝm − sm, sm − s〉| 6 2
√
2P (FA,m − sm )2 x
n














Putting together all of the above, one concludes that for all θ in (0, 1), for all x > 1, with
probability larger than 1− 9.4|M|e−x






‖ŝm − s‖2 − ‖sm − s‖2 ≥ −3θ
(









Choosing, θ = η/4 leads to the second part of the result.
2.6.3 Proof of Theorem 2.2
It comes from (2.17) (applied with θ = (log n)−1 and x =  log(n ∨ |Mn|)) and Assump-
tion (2.26) that with probability larger than 1−n−2 we have for any m ∈M and any n > 2


























Applying this inequality with m = m1,n and using Proposition 2.6 with η = (log n)−1/3 and
x =  log(|Mn| ∨ n) as a lower bound for ‖ŝm̂n − s‖2 and as an upper bound for
∥∥ŝm1,n − s∥∥2,
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we asymptotically obtain that with probability larger than 1−n−2,
− δ(1 +δ o(1))PΘm̂
n
6 (1 + o(1))






∥∥sm1,n − s∥∥2 6 c o(1)PΘm1,nn and by (2.22),







In addition, starting with the event where (2.31) holds and using again Proposition 2.6, we
finally also have with probability larger than 1−n−2,





)∥∥ŝm1,n − s∥∥2 − (1 + δ′)PΘm1,nn





∥∥ŝm1,n − s∥∥2 ' PΘm1,nn ,
(−δ +δ o(1)) ‖ŝm̂ − s‖2 6 −(δ′ +δ′,c o(1))
∥∥ŝm1,n − s∥∥2 +δ,δ′,Υ log(|Mn| ∨ n)3n .
This leads to (2.28) by (2.21).
2.7 Proofs for the examples
2.7.1 Computation of the constant Γ for the three examples
We have to show for each family {Km }m∈M (see (2.8) and (2.1)) that there exists a constant
Γ ≥ 1 such that for all m ∈M
sup
x∈Ξ
|Θm(x)| ≤ Γn, and sup
(x,y)∈Ξ2
|Km(x, y)| ≤ Γn .
Example 1: Projection kernels. First, remark that from Cauchy-Schwarz inequality we have
for all (x, y) ∈ Ξ2 |KS(x, y)| ≤
√









ϕi(y)ϕj(y)dµ(y) = KS(x, x′) .
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In particular, for any x ∈ Ξ, ΘS(x) = χS(x). Hence, projection kernels satisfy (2.1) for Γ =





















Example 2: Approximation kernels. First,
sup
(x,y)∈Ξ2
∣∣K(k,h)(x, y)∣∣ ≤ ‖k‖∞h .



















k(u)du = 1 implies ‖k‖1 ≥ 1, hence (2.1) holds with Γ = 1 if one assumes that h ≥
‖k‖∞ ‖k‖1 /n.


















We thus find that Kw verifies (2.1) with Γ ≥ 1 ∨ n−1 supw∈W ‖Θw‖∞. Since wi ≤ 1 we find the
announced result which is independent ofW .
2.7.2 Proof of Proposition 2.3
Since ‖sS‖2 ≤ ‖s‖2 ≤ ‖s‖∞, we find that (2.11) only requires Υ ≥ Γ(1 + ‖s‖∞). Assump-





] ≤ ‖χS‖∞ PχS ≤ ΓnPΘS .
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= ‖s‖∞ PΘS ≤ ΥPΘS .
In the same way, Assumption (2.15) follows from ‖s‖∞ Γ ≤ Υ. Suppose (2.19) holds with













6 ‖sS − sS′‖ ‖χS‖1/2∞ 6 ‖sS − sS′‖
√
Γn .
Hence, (2.13) holds in this case. Assuming (2.20) implies that (2.13) holds since
‖sS − sS′‖∞ 6 ‖sS‖∞ + ‖sS′‖∞ 6 Υ .





〈a, ϕi〉ϕi(y) = ΠS(a) .
is the orthogonal projection of a onto S. Therefore, BS is the unit ball in S for the L2-norm and,





6 ‖s‖∞ ‖t‖2 6 ‖s‖∞ .
2.7.3 Proof of Proposition 2.4









































dxdz ≤ ‖s‖∞ ‖k‖21 .
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so it is sufficient to have Υ ≥ k(0)/ ‖k‖2 (since K(0) 6 ‖K‖∞) to ensure (2.12). Moreover, for















s(x+ zh)k(z)dz 6 ‖s‖∞ ‖k‖1 .














∣∣∣∣k( x− yh − u
)
k (u)
∣∣∣∣ du ≤ ‖k‖2h ∧ ‖k‖∞ ‖k‖1h ≤ PΘ(k,h) ∧ n .






































] ≤ ‖s‖∞ ‖k‖21 PΘ(k,h) .
Hence Assumption (2.14) and (2.15) hold when Υ ≥ ‖s‖∞ ‖k‖21. Finally let us prove that
























Thus for any t ∈ B(k,h)
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1 + 2 ‖s‖∞ ‖k‖21
)
.
2.7.4 Proof of Proposition 2.5
Let us define for convenience Φ(x) :=
∑p
i=1 ϕi(x)
2, so Γ ≥ 1 ∨ n−1 ‖Φ‖∞. Then we have for
these kernels: Φ(x) ≥ χw(x) ≥ Θw(x) for all x ∈ Ξ. Moreover, denoting by Πs the orthogonal





2 ≤ ‖Πs‖2 ≤ ‖s‖2 ≤ ‖s‖∞ .
Assumption (2.11) holds for this family if Υ ≥ Γ(1 + ‖s‖∞). We prove in what follows that all
the remainder assumptions are valid using only (2.1) and (2.11).
First, it comes from Cauchy-Schwarz inequality that for any x ∈ Ξ, χw(x)2 ≤ Φ(x)Θw(x).





] ≤ ‖Φ‖∞ PΘw ≤ ΓnPΘw .




wi(Pϕi)ϕi, sw − sw′ =
p∑
i=1
(wi − w′i) (Pϕi )ϕi ,
hence
‖sw − sw′‖2 =
p∑
i=1
(wi − w′i)2 (Pϕi )2
and, by Cauchy-Schwarz inequality, for any x ∈ Ξ,
|sw(x)− sw′(x)| ≤ ‖sw − sw′‖
√
Φ(x) ≤ ‖sw − sw′‖
√
Γn .
Assumption (2.13) follows using (2.11).
Concerning Assumptions (2.14) and (2.15), let us first notice that by orthonormality we have




































2 ≤ ‖s‖∞Φ(x) ≤ ‖s‖∞ Γn .























≤ ‖s‖∞ PΘw .

























i ≤ 1. If we set a =
∑p
i=1 tiϕi, we immediately observe that
‖a‖2 = ∑pi=1 t2i ≤ 1, and 〈a, ϕi〉 = ti, meaning that t ∈ Bw. Conversely, for t ∈ Bw, there
exists some function a ∈ L2 such that ‖a‖2 ≤ 1, and t =
∑p
i=1wi〈a, ϕi〉ϕi. Since (ϕi)i=1,...,p is
an orthonormal system, one can take a =
∑p
i=1〈a, ϕi〉ϕi. Setting ti = 〈a, ϕi〉, we find ‖a‖2 =∑p
i=1 t
2















6 ‖s‖∞ ‖t‖2 ≤ ‖s‖∞ .
2.8 Concentration of the residual terms
The following proposition gathered the concentration bounds of the remainder terms appearing in
(2.30).
Proposition 2.7. Let {Km }m∈M denote a finite collection of kernels satisfying (2.1) and suppose
that Assumptions (2.11), (2.12) and (2.13) hold. Then
∀θ ∈ (0, 1), 2P (sm̂ − sm)
n
≤ θ ‖s− sm̂‖2 + θ ‖s− sm‖2 + 2Υ
θn
. (2.32)
For any x ≥ 1, with probability larger than 1− 2 |M|2 e−x, for any (m,m′) ∈M2,
∀θ ∈ (0, 1), |2(Pn − P )(sm − sm′)| ≤ θ
(
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For any x ≥ 1, with probability larger than 1− 2 |M| e−x, for any m ∈M,
∀θ ∈ (0, 1), |2(Pn − P )χm| ≤ θPΘm +Υx
θ
. (2.34)
For any x ≥ 1, with probability larger than 1− 5.4 |M| e−x, for any m ∈M,









First for (2.32), notice that, by (2.13), for any θ ∈ (0, 1)
2
P (sm̂ − sm)
n














‖sm − sm̂‖2 + 2Υ
θn
≤ θ ‖s− sm̂‖2 + θ ‖s− sm‖2 + 2Υ
θn
.
Then, by Proposition 2.1, with probability larger than 1− |M|2 e−x, for any (m,m′) ∈M2,
(Pn − P )(sm − sm′) ≤
√
2P (sm − sm′ )2 x
n
+




P (sm − sm′ )2 ≤ ‖s‖∞ ‖sm − sm′‖2 ≤ Υ ‖sm − sm′‖2 ,
we deduce that √
















Hence, for x ≥ 1, with probability larger than 1− |M|2 e−x
(Pn − P )(sm − sm′) ≤ θ
2












Now, using again Proposition 2.1, with probability larger than 1− |M| e−x, for any m ∈M,
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By (2.1) and (2.11) we find for any m ∈M,
‖χm‖∞ ≤ sup
(x,y)∈Ξ2
|Km(x, y)| ≤ Γn ≤ Υn .
Concerning (2.34), we get by (2.12), Pχ2m ≤ ΥnPΘm, hence, for any x ≥ 1 we have with
probability larger than 1− |M| e−x









For (2.35), we apply Proposition 2.2 to obtain with probability larger than 1 − 2.7 |M| e−x,











whereA,B,C,D are defined accordingly to Proposition 2.2. Let us evaluate all these terms. First,
A ≤ 4 sup(x,y)∈Ξ2 |Km(x, y)| ≤ 4Υn by (2.1) and (2.11). Next,
C2 ≤ n2E [Km(X,Y )2 ] ≤ n2 ‖s‖∞ PΘm ≤ n2ΥPΘm .
Using (2.1), we find




Km(x, y)2s(y)dµ(y) 6 4n ‖s‖∞ Γ.
By (2.11), we consequently have B2 ≤ 4Υn. Finally, using Cauchy-Schwarz inequality and







 ≤ n√E [Km(X,Y )2 ] ≤ n√ΥPΘm .
Hence, D ≤ n√ΥPΘm which gives (2.35).
2.9 Proof of Proposition 2.2












fi,k(Xi, Xk) = Uk − Uk−1 ,
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with the convention
∑0
j=1 aj = 0. Note that U in Proposition 2.2 satisfies U = 2Un. Assump-
tion (2.10) and the independence of the data Xi ensures that, for any k ≥ 2,
E [Zk | Fk−1 ] = 0 ,












∣∣∣ Fi−1 ] ,
is a supermartingale. In particular
E [An ] ≤ 1 = E [A0 ] .
2.9.1 Evaluation of the ∆j = ∆nj












































































Remark that we cannot apply directly Bousquet (2002) since the f`(X`)’s are not i.i.d. but
we can apply Lemma 2.2 which is an easy consequence of Rio (2012). However, to apply this
lemma we need to take the supremum over a finite set. To do so, we need Gj to be separable.
But by (Bogachev, 2007, Volume II, Chapter 6, p.17), the borelian σ-algebra of a polish space is
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countably generated. Therefore by (Billingsley, 1995, Theorem 19.2, p.243), this implies that L1
is separable and all the functions ai’s are in L1. Hence Gj is separable. Hence by taking the limit


























, bj = sup
(f1,...,fn−1)∈Gj ,`=1,...,n−1
‖f`‖∞ .
Summing over j and applying a union bound, we get
P
(














As 1 is an obvious upper bound, the above probability is upper bounded by
∑
j≥2
e−ju ∧ 1 = e−2u 1








Now as eu is nondecreasing and 1/(eu − 1) is nonincreasing, eu ∧ 1eu−1 is maximized for u such








2 ) = 0 and the maximum is then
equal to ℵ = 1+
√
5
2 . We have obtained that
P
(



















]1/j ≤ (B2Aj−2 )1/j .






























E [fi,`(Xi, X`)b`(X`) | Xi ]
)j1/j
≤ (Bj−2D2)1/j .
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(1 + ε−1)b ,

































≤ (1 + ε)2j−1E [Hj ]









Denote by τ = inf
{



































It is straightforward that τ is a stopping time and the previous computations show P (τ > n) ≤
ℵe−u. The stopped martingale U τn has brackets ∆j upper bounded by w(n)j by definition, therefore


















































[2(1 + ε−1)]j−1κ(ε)jB2Aj−2 (ju)j . (2.38)
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[2(1 + ε−1)]j−1κ(ε)jB2Aj−2 (ju)j ≤ 2δ(ε)
2B2u2λ2
1− 2δ(ε)Auλ ,
for any λ < 1/(2δ(ε)Au), where δ(ε) = eκ(ε)(1 + ε−1). The term (2.37) is upper bounded using










for any λ < 1/(η(ε)B
√
u), where η(ε) = 4(1 + ε−1). Now remark that the right-hand side term





















∣∣∣ Fi−1 ]− 1− µE [ |Ci| | Fi−1 ]] ,
where µ = λ(1 + ε)2, Ci =
∑i−1






















∣∣ Xi ]+ E [e−µCi ∣∣ Xi ]− 2] .






























































1− λ(1 + ε)2A/3− λ2(1 + ε)4B2/4
≤ C
2(1 + ε)3λ2/2
1− λ(1 + ε)2(A/3 +B/2) ,
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U τn > 2W
√
u+ cu







) ≤ P (U τn > 2W√u+ cu)+ P (τ > n) ≤ (ℵ+ 1)e−u ≤ 2.7e−u .
To conclude, let us say that the bound only makes sense when u ≥ log(C + 1) and, when u ≥

















u+ 4(1 + ε−1)1/2Du+ [(1 + ε)2 + 12(1 + ε−1)2](Bu3/2 +Au2) .
2.9.2 Technical Lemmas
Lemma 2.1. Let Yn be real valued bounded martingale with respect to a filtration Fn, then, for















E [An | Fn−1 ] = E
[
eλ(Yn−Yn−1)
∣∣∣ Fn−1 ] eλYn−1−∑k≥2 λkk! ∆n,k .











(Yn − Yn−1 )k
∣∣∣ Fn−1 ] ≤ e∑k≥2 λkk! (∆n,k−∆n−1,k ) .
Lemma 2.2. Let X1, . . . , Xn be independent variables with values in some polish space Ξ and
let F be a countable class of measurable functions from Ξ into [−b, b]n for some b > 0. For
f = (f1, . . . , fn) in F , let
Sn(f) = f1(X1) + . . .+ fn(Xn), Z = sup
f∈F
|Sn(f)| and v = sup
f∈F
Var [Sn(f) ] .
Then for all x, ε > 0,
P
(
Z > (1 + ε)E [Z ] +
√
2vx+ (1/3 + ε−1)bx
)
6 e−x .
Proof: Without loss of generality and thanks to renormalization, one can assume that b = 1.
We apply Theorem 1 of Rio (2012) to Z reinterpreted with the independent family Y1, . . . , Yn
where Yi = (Y 1i , . . . , Y
n
i ) = (0, . . . , 0, Xi, 0, . . . , 0), i.e. its only nonzero coordinate is its ith
coordinate. We consider the family
G = {g s.t. g(Y ) = f1(Y 1) + . . .+ fn(Y n) for f = (f1, . . . , fn) ∈ F } .
Because of the particular vectors Yi with only one nonzero coordinate, on which the g’s act, they
actually take values in [−1, 1]. Therefore denoting E = E [Z ] /n and V = v+ 2E −E2, one has
that for all x > 0
P (Z − E [Z ] > nx) 6 exp(−nV (1− E)−2h(x(1− E)/V )) ,
with h(u) = (1 + u) log(1 + u) − u. But by classical results on Bennett’s inequality, it is well





Inverting the resulting formula, one obtains for all z > 0
P
(
Z > E [Z ] +
√




This leads for all ε, z > 0 to
P
(











Since E > 0 this leads to the desired inequality.
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Part II
V-fold and risk estimation

Chapter 3
Kernel selection via V-fold penalization
Abstract. This chapter studies V -fold cross-validation, V -fold penalization and leave-p-out pro-
cedures for selecting a linear estimator in least-squares density estimation. Thanks to concentration
inequalities, we first prove nonasymptotic oracle inequalities for these procedures. In particular,
this result implies V -fold penalization is asymptotically optimal for bandwidth selection. Then,
we derive from our results some adaptive estimators on Sobolev classes and sets of functions with
nonincreasing weights.
NOTA: Ce chapitre est une version le´ge`rement modifie´e d’un travail en collaboration avec Sylvain
Arlot(1) et Matthieu Lerasle(2).
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3.1 Introduction
Having at hand a random sample from a distribution with some density function, one is often
interested in estimating it. The most commonly used nonparametric estimator to solve this problem
is the kernel density estimator (k.d.e.) which was introduced fifty years ago by Rosenblatt (1956)
and Parzen (1962). Since then, its properties (stability of the kernel estimate, consistency, rates of
convergence,..) were studied and commented in depth by many statisticians considering different
frameworks and different losses (mainly the L1, L2 and Kullback loss).
The major issue when one handles with a family of k.d.e. is to select the bandwidth in an
optimal way from the data. This problem was attacked by many authors from both theoretical
(see among other references the book of Devroye & Lugosi (2001) for the L1-loss, and Wegkamp
(1999); Tsybakov (2009) for theL2-loss) and practical point of view (we refer to Silverman (1986);
Wand & Jones (1995); Jones et al. (1996); Chiu (1996) for an overview of practical data-driven
methods to select the bandwidth). Dealing with the L2-loss, the two most widely used procedures
are least squares cross-validation (LSCV), proposed independently by Rudemo (1982) and Bow-
man (1984), and the plug-in method (Sheather & Jones, 1991). Even if plug-in procedures seem
more popular from a practical point of view, CV requires fewer assumptions and works well when
the density is difficult to estimate (Loader, 1999).
The quality of CV to select a bandwidth quickly became an important subject. The consistency
of the minimizer of the CV criterion as an estimate of the optimal bandwidth was first proved
(Hall, 1983; Stone, 1984), followed by the asymptotic normality of the bandwidth estimate (Hall
& Marron, 1987) and some rates of convergence (Scott & Terrell, 1987). Despite the large number
of papers, all these techniques rely on asymptotic considerations and up to our knowledge no
nonasymptotic results (such as oracle inequalities) were ever proved for these procedures. Several
modifications of LSCV have been proposed in an attempt to improve its performance. Among
others, these include the biased cross-validation method (Scott & Terrell, 1987), the corrected V -
fold cross-validation (Burman, 1989), the trimmed cross-validation (Feluch & Koronacki, 1992),
the modified cross-validation (Stute, 1992), the indirect cross-validation (Savchuk et al., 2010),
etc.
The development of k.d.e. have rapidly led to many extensions of their definition. A classical
generalization is to consider a collection of linear estimator (sometimes called “delta-sequence
estimator” (Walter & Blum, 1979) or “additive estimator” (Devroye & Lugosi, 2001)) which in-
clude projection and weighted projection estimators leading in particular to histogram and Pinsker
estimators. The problem is then to select an hyperparameter (other than the bandwidth one can
cite the choice of the partition, the weight function, etc.) in an optimal way from the data. The
universality of CV permits one to deal with this problem (see Rudemo (1982) and Marron (1987))
whereas plug-in methods fail in such a general treatment.
The main goal of this work is to provide nonasymptotic analysis and first-order optimal results
for different widely used data-driven procedures: the V -fold cross-validation (VFCV), the cor-
rected VFCV, the penalized V -fold (penVF) and the leave-p-out (LPO) procedure. In particular,
this extends the results obtained by Arlot & Lerasle (2014) for projection estimators. To do so,
we take advantage of V -fold penalties (Arlot, 2008; Arlot & Lerasle, 2014) and a concentration
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inequality for U -statistics of order two (Lerasle et al., 2015). It is indeed possible to prove that
V -fold penalization is related to these procedures through some U -statistics.
In addition, we show that CV can be a powerful tool to get an estimator which is adaptive
to the unknown regularity of the density. Indeed, we deduce from our asymptotically optimal
oracle inequalities some sharp adaptive results on Sobolev classes and functions with nonincreas-
ing weights. Up to our knowledge, apart from Dalelane (2005a,b), such results have never been
reached using CV procedures.
We finally provide simulation experiments on two different families of estimators (Parzen esti-
mators, to deal with the bandwidth selection problem, and a mix of these together with histograms)
to illustrate our oracle inequalities and to study the behavior of V -fold penalization with respect
to V .
Notations
For any finite set A, |A| denote its cardinal. For any integer n, let [n] = {1, . . . , n} and for any
a < b ∈ N∗, let Ja, bK = {a, . . . , b}. For any sequence (xi)i∈I and any subset A ⊂ I, xA denotes
(xi)i∈A. For any real numbers x and y, x ∨ y = max(x, y), x ∧ y = min(x, y), x+ = x ∨ 0 and
x− = (−x) ∨ 0.
3.2 Kernel selection for density estimation
3.2.1 Setup
Let X be a random variable taking values in a Polish space Ξ endowed with its Borel σ-algebra
Z with distribution P . We assume that P has density s with respect to some known measure µ
on (Ξ,Z), and aim at estimating s from a sample X = (X1, . . . , Xn) of independent copies of
X . For any p ∈ R+, let Lp denote the space of measurable functions f : Ξ → R such that
‖f‖pp =
∫
Ξ |f |p dµ < ∞. Let ‖·‖ = ‖·‖ 2 and 〈·, ·〉 denote respectively the L2-norm and the
associated inner product. Let L∞ denote the space of bounded functions and let ‖·‖∞ denote
the associated sup-norm. All along the paper, the unknown density s ∈ L∞, which implies that
s ∈ L2. The quadratic loss of any estimator t is equal to ‖s− t‖2. Let (Km)m∈M denote a finite
collection of bounded functions Km : Ξ2 → R such that Km(x, y) = Km(y, x) and, such that for





Km(x, y)2dµ(y) ∨ sup
(x,y)∈Ξ2
|Km(x, y)| 6 Γn . (3.1)
We also define χm(x) := Km(x, x) for all x ∈ Ξ. HereafterKm is called a kernel. To anyKm, we
associate the linear estimator ŝm and the kernel regularization function sm, respectively defined











Km(x, y)s(y)dµ(y) = E [Km(x,X) ] .
3.2.2 Example of kernels
Let us present three examples of estimators that have been widely studied in the literature on
density estimation. Each one can be naturally associated to a kernel.
Example 1 (Projection estimators). For any m ∈ M, let Sm denote a linear subspace of L2. The











Classical algebra shows that, given any orthonormal basis (ψλ)λ∈Λm of Sm, ŝm is equal to











Projection estimators can therefore be associated to the projection kernel Km defined for the basis
(ψλ)λ∈Λm by




The kernel Km actually depends on the orthonormal basis (ψλ)λ∈Λm even if ŝm does not. This is









is the orthogonal projection of s onto Sm. Hence, sm does not depend on (ψλ)λ∈Λm either. For
projection kernels, we can choose, see Lerasle et al. (2015)







Example 2 (Weighted projection estimators). Projection estimators have been generalized in the
following way. Let p ∈ N∗ ∪ {∞}, let m = m[p] ∈ [0, 1]p with
∑p
i=1mi > 0, let (ϕj)j∈[p] be an
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For these kernels, one can choose Γ = 1 ∨ n−1 ∥∥∑pi=1 ϕ2i ∥∥∞, see Lerasle et al. (2015). It is clear
that projection estimators correspond to the particular choices mi ∈ {0, 1} for any i = 1, . . . , p.
Another popular example of weighted estimators is given by Pinsker’s estimators. Pinsker (1980)
worked on Gaussian sequences but Efroimovich (Efroı˘movich, 1985; Efromovich, 2000, 2005)
adapted Pinsker’s construction to density estimation and derive estimators adaptive to Sobolev
classes up to the constant. They are defined for the Fourier basis (ϕk)k≥0 where ϕ0 = 1[0,1] and,
for any k ≥ 1,
∀x ∈ [0, 1], ϕ2k−1(x) =
√
2 sin(2kpix), ϕ2k(x) =
√
2 cos(2kpix) . (3.3)
Pinsker’s weights mβ,Q = (mβ,Qk )k≥0 are defined for fixed parameters β > 0 and Q > 0 by

















and for any u ∈ R, u+ = u ∨ 0.
Example 3 (Parzen’s estimators). Let Ξ ⊂ Rd and let µ denote the Lebesgue measure on Ξ. Let
m ∈ M denote a collection of couples m = (k, h) where k is a bounded function in L1, such
that k(0) > 0 and k(x) = k(−x), and h = (h1, . . . , hd) ∈ (R∗+)d is vector of regularization














where by definition x−Xih is the vector ofR
d with coordinates (xj−(Xi)j)/hj . Parzen’s estimators
are associated to the approximation kernels








For these kernels, one can choose Γ = 1 if h ≥ (‖k‖∞ ∨ ‖k‖2)/n for all m = (k, h) ∈ M, see
Lerasle et al. (2015). As examples of functions k, let us mention the Epanechnikov kE and the












3.2. KERNEL SELECTION FOR DENSITY ESTIMATION 109
Remark. When β ∈ N∗, Pinsker estimators can also be defined as Parzen’s estimators. Actually,







(β − j)!xj+1 ,










Let (Km)m∈M denote a collection of kernels, and (ŝm)m∈M be the corresponding collection of
linear estimators. Our purpose is to select from data some m̂ = m̂(X) such that the risk of s˜ = ŝm̂
is as small as possible.
More precisely, the goal is to prove s˜ satisfies with a large probability an oracle inequality, that
is, an inequality of the form
‖s˜− s‖2 6 Cn inf
m∈M
‖ŝm − s‖2 +Rn . (3.5)
The constantCn above is called the leading constant of the oracle inequality, andRn is a remainder
term, assumed to be negligible in front of the oracle loss infm∈M ‖ŝm − s‖2. Clearly, Cn ≥ 1 and
the best one can expect is to get Cn as close to 1 as possible. This is why, when Cn → 1 as n goes
to infinity, the oracle inequality is called first-order optimal. As the goal is to find a minimizer of
the L2-loss, an ideal way to proceed would be to minimize the ideal criterion
Cid(m) := ‖ŝm − s‖2 − ‖s‖2 = ‖ŝm‖2 − 2E [ ŝm(X)|X1, . . . , Xn ] .
As the measure P is unknown, a natural idea is to estimate Cid(m) by a data-driven procedure
C(m), for example using cross-validation, see Section 3.3, or penalization




ŝm(Xi) + pen(m) .
Concerning the latter one, one notices that the ideal criterion can be rewritten as a penalized
criterion




ŝm(Xi) + penid(m) ,







ŝm(Xi)− E [ ŝm(X)|X1, . . . , Xn ]
)
.
In order to calibrate the penalty pen, the idea is then to estimate the ideal one.
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3.3 Cross-validation and resampling methods




where C is some data-dependent criterion based on cross-validation or resampling ideas. The goal
is to prove that these procedures lead to estimators that satisfy first-order optimal oracle inequality.
This section describes more precisely the criteria C considered in the following.
3.3.1 Cross-validation







and for any nonempty subset A ⊂ [n], let Ac := [n]\A,






For any t ∈ L2(µ), let
Pt = E [ t(X) ] .
Let also γ denote the least-squares contrast defined, for any function t ∈ L2(µ) and any x ∈ Ξ,
by
γ(t, x) = ‖t‖2 − 2t(x) .







i∈T Km(Xi, x), the remaining data are used to estimate the ideal criterion and











These criteria depend on a particular choice for T that makes them unstable. To reduce this vari-





We are interested in two particular collections of training sets. The first one is the collection Ep
of all subsets of [n] with cardinality n− p, for some p ∈ [n− 1]. The associated cross-validation







CHOT (m) . (3.7)
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To define the second one, let V ∈ [n] and let B[V ] = (B1, . . . , BV ) denote a regular partition of
[n], that is a partition satisfying the following assumption
V divides n and ∀k ∈ [V ] , |Bk| = n
V
. (Reg)
The second collection of training sets that we consider is the collection EB[V ] = {Bc1, . . . , BcV }.
The associated cross-validation criterion is the V -fold cross-validation (VFCV) criterion of Breiman
























Since the VFCV criterion is known to be a biased estimator of Cid, a bias-corrected VFCV criterion
was introduced by Burman (1989) in the regression setting. In our framework, it can be written as













A general alternative to cross-validation is resampling penalization (Efron, 1983; Arlot, 2009). Its
principle is to select m̂ by minimizing a penalized criterion
C(m) = Pnγ ( ŝm ) + pen(m)
where pen(m) estimates the expectation of the ideal penalty penid(m) thanks to Efron’s resam-
pling heuristic. More precisely, let W[n] = (W1, . . . ,Wn) be a collection of nonnegative random
variables independent of X such that
∑n
i=1Wi = n and all the marginals Wi have the same dis-
tribution. The distribution of W[n] is called a resampling scheme and the corresponding estimator
is denoted ŝWm = n
−1∑n
i=1WiKm(Xi, x). Let PWn = n−1
∑n
i=1WiδXi denote the resampling
empirical distribution, the associated resampling penalty is defined by
penW (m) =
2







where EW [ · ] denotes the expectation with respect to the resampling randomness. The correspond-
ing penalized criterion is written, for any constant z > 0,
Cz,W (m) := Pnγ ( ŝm ) +zpenW (m) .
If we note for all i, j ∈ [n]
ρWi,j :=
E [ (Wi − 1)(Wj − 1) ]
E [ (W1 − 1)2 ] ,












A classical assumption on the weights W[n] is their exchangeability, i.e. the fact that the distribu-
tion of W[n] is the same as the one of (Wpi(1), . . . ,Wpi(n)) for any permutation pi. Under this extra



















In particular, all resampling penalties built with an exchangeable resampling scheme are equal,
and they can be computed efficiently according to (3.11). Famous exchangeable weights include
leave-p-out weights defined by WLPOi =
n
n−p1i∈B where p is an integer 1 ≤ p ≤ n− 1 and B is
a random set uniformly chosen among Ep, the collection subsets of [n] with cardinality n− p. The
associated penalty is sometimes called leave-p-out penalty penLPOp (m) (Celisse, 2014).
3.3.3 V -fold penalization
Resampling penalties can also be defined with non-exchangeable weights W[n]. For instance, the
V -fold penalty (Arlot, 2008; Arlot & Lerasle, 2014) has been introduced as a resampling penalty
using some V -fold subsampling weights, and it was shown to include Burman’s criterion as a
particular case (Arlot, 2008) (forz = 1). More precisely, let B[V ] be a regular partition of [n] into
V ∈ [n] subsets, satisfying (Reg), and let I denote a random variable independent ofX uniformly
distributed over [V ]. Then, the V -fold penalty associated with B[V ] is defined by (3.9) where
for any i ∈ [n], W (VF)i = n|BcI |1i∈BcI =
V
















i,j = 1− (V/(V − 1))1k 6=k′ . Hence, it comes from (3.10)












Notice that W (VF)[n] are exchangeable if and only if V = n. In particular, as already discussed,
any resampling penalty defined with an exchangeable resampling scheme is equal to the n-fold
penalty. The V-fold penalized criteria are defined for any z > 0 by
CpenV,z(m) := Pnγ ( ŝm ) +zpenVF(m,V ) . (3.13)
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for any divisor V ≥ 2 of n and z > 0. As already discussed this allows to study simultaneously
any corrected V -fold criteria and any empirical criterion penalized by a resampling penalty with
exchangeable weights.
3.3.4 Links
The following lemma makes the link between the criteria defined in the previous subsections. The
proof is left to Section 3.7.1.
Lemma 3.1. In the setting of Section 3.2, if B[V ] satisfies (Reg), we have
Ccorr,VFCVV (m) = CpenV,1 (m)
and














∀(x, x′) ∈ Ξ2, Am(x, x′) :=
∫
Ξ
Km(x, y)Km(x′, y)dµ(y) .
Finally,


















= 1i,j belong to the same block − 1
V − 11i,j belong to different blocks ,
therefore, from (3.12), the differences CVFCVV (m) − CpenV,1 (m) and CLPOp (m) − Cpenn,1 (m) have the
same structure as penVF(m,V ), but Km is replaced by Am. Moreover, when considering projec-
tion kernels (Example 1), it holds,
∀(x, x′) ∈ Ξ2, Am(x, x′) = Km(x, x′) ,
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so that (3.15) becomes
CVFCVV (m)− Ccorr,VFCVV (m) =
1
2(V − 1) penVF(m,V ) ,
and we recover Equation (7) in Lemma 1 of Arlot & Lerasle (2014).
3.4 Oracle inequalities
3.4.1 Notation and assumption




Km(x, y)2s(x)dµ(x)dµ(y) = E [Am(X,X) ] , (3.17)







s(x)dµ(x) ≤ Γn . (3.18)
We shall work with similar assumptions as in Lerasle et al. (2015). We assume that Υ is a
constant such that the following hypotheses hold:
sup
m∈M
‖sm‖2 ∨ [Γ(1 + ‖s‖∞) ] ≤ Υ , (H1)
∀m ∈M, E [χm(X)2 ] 6 ΥnDm , (H2)
∀(m,m′) ∈M2, ‖sm − sm′‖∞ 6 Υ ∨
(√
Υn ‖sm − sm′‖
)
, (H3)







] ≤ Υn , (H5)
∀m ∈M, v2m 6 Υ ∨
√
ΥDm , (H6)
where v2m = supt∈Bm Var [ t(X) ] and Bm is the set of functions t such that there exists a ∈ L2
with ‖a‖ ≤ 1 and t(x) = ∫Ξ a(y)Km(y, x)dµ(y). These assumptions are discussed in Lerasle
et al. (2015) and recalled below for the examples of kernels given in Section 3.2.2.
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3.4.2 Oracle inequality for V -fold penalization and resampling penalties
The following theorem describes the oracle properties of the estimators selected by a V -fold
penalty. As the parameter V and the leading constant z are left free in the following theorem,
it is easy to deduce the oracle inequalities satisfied by the estimators minimizing the corrected
V -fold cross-validation criterion or an empirical contrast penalized using an exchangeable resam-
pling scheme.
Theorem 3.1. Let (ŝm)m∈M denote a collection of linear estimators. Let
s˜penV,z = ŝm̂penV,z
,
where m̂penV,z is defined in (3.14) with 0 < z ≤ 1 + n/4, assuming (Reg) holds true. Let Υ be any
constant such that Assumptions (H1), (H2), (H3), (H4), (H5) and (H6) hold. Let (wm)m∈M be a
collection of positive real numbers such that
∑
m∈M e
−wm 6 1. There exists an absolute constant
κ such that, for any ε > 0 and any x ≥ log(19.8), with probability larger than 1 − e−x, for any
m ∈M,
1− 2(z− 1)−γm̂penV,z − ε
1 + 2(z− 1)+γm + ε
∥∥∥s˜penV,z − s∥∥∥2
≤ ‖ŝm − s‖2 + κΥ(z2 ∨ 1)
(wm ∨ wm̂penV,z + x)2
nε3
. (3.19)
Taking ε > 0 small enough in Theorem 3.1 proves V -fold penalized procedures satisfy an
oracle inequality with large probability. The remainder term can be asymptotically bounded under
the following classical assumption:
∃a′ > 0 , ∀n ∈ N?, |M| = |Mn| 6 na′ . (A3)
Under (A3) and choosingz smaller than some absolute constant, the remainder term in Eq. (3.19)
is bounded by L(log n+ x)2/(ε3n) for some L > 0.
The leading constant in the oracle inequality (3.19) is (1 + (δm̂)+)/(1 − (δm)−) + o(1), where
δm = 2(z − 1)γm, by choosing ε = o(1), so the first-order behavior of the upper bound on the
loss is driven by the δm. These quantities depend on m in general. However, for any projection
kernel (Example 1), γm = 1, hence, δm is independent of m. Actually, this result extends the




for any m = (k, h). Hence, if we are interested in the selection of h, γm does not depend on
m either. An asymptotic optimality result can be derived from Eq. (3.19) only if δm = o(1).
The meaning of 2(z − 1) is the amount of bias of the V -fold penalization criterion, as shown
in Arlot & Lerasle (2014). Given this interpretation, the model selection literature suggests no
asymptotic optimality result can be obtained in general when δm 6= o(1), see for instance Shao
(1997). Therefore, even if the leading constant (1 + (δm̂)+)/(1− (δm)−) is only an upper bound,
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we conjecture it cannot be taken as small as 1+o(1) unless δm = o(1); such a result can be proved
in our setting using similar arguments and assumptions as in Arlot (2008) for instance.
For bias-corrected V -fold cross-validation is obtained when z = 1, which implies δm = 0. The-
orem 3.1 shows a first-order optimal nonasymptotic oracle inequality, since the leading constant
(1 + ε)/(1 − ε) can be taken equal to 1 + o(1), and the remainder term is small enough under
assumption (A3), for instance. Such a result valid with no upper bound on V was only obtained
for projection estimators in Arlot & Lerasle (2014).
Assuming z 6 1 + n/4 is necessary in the proof but is not constraining in practice since we
usually use a constant z ≤ 2.
The sup-norm of s appears in the oracle inequality since Υ ≥ ‖s‖∞. This is not a fundamental
problem since, as discussed in Birge´ (2014), this sup-norm cannot in general be avoided to control
the L2-risks of the ŝm by a deterministic universal bound.
3.4.3 Oracle inequality for cross-validation criteria
The result is the following.
Theorem 3.2. Let (ŝm)m∈M denote a collection of linear estimators. Let
s˜VFCV = ŝm̂VFCV , s˜
LPO = ŝm̂LPO ,
where m̂VFCV = argminm∈M CVFCVV (m), m̂LPO = argminm∈M CLPOp (m). Let Υ be the small-
est constant such that Assumptions (H1), (H2), (H3), (H4), (H5) and (H6) hold. Let (wm)m∈M
be a collection of positive real numbers such that
∑
m∈M e
−wm 6 1. There exists an absolute
constant κ such that for any x ≥ log(19.8), with probability larger than 1 − 19.8e−x, for any
ε ≥ 1/n
1− 2γm̂VFCVV−1 − ε
1 + 2γmV−1 + ε
∥∥s˜VFCV − s∥∥2 ≤ ‖ŝm − s‖2 + κΥ
n
(wm ∨ wm̂VFCV + x)2
(ε ∧ 1)3 .
1− 2pγm̂LPOn−p − ε
1 + 2pγmn−p + ε
∥∥s˜LPO − s∥∥2 ≤ ‖ŝm − s‖2 + κΥ
n
(wm ∨ wm̂LPO + x)2
(ε ∧ 1)3 .
Remark. Theorem 3.2 analyzes the performances of the estimators obtained by minimization of
classical cross-validation criteria. The discussion following Theorem 3.1 applies for a large part
here also, and the performances are essentially similar. The most important difference is that
these estimators are always biased, hence, the terms γm have to be controlled to derive meaningful
results from the oracle inequalities. As already discussed, these γm are for example controlled
in two important examples. For projection kernels, γm = 1 and, for Parzen’s kernels, γm =
k(0)
‖k‖2 . When a bound on maxm∈M γm is available, we can derive an asymptotically optimal oracle
inequality from Theorem 3.2 when V = Vn →∞ for s˜VFCV and when p = pn satisfies pn/(n−
pn) → 0 for s˜LPO. This is consistent with the results of Arlot & Lerasle (2014) for s˜VFCV and
those of Celisse (2014) for s˜LPO. On the other hand, as in the discussion of Theorem 3.1, this
suggests no asymptotically optimal oracle inequalities can be obtained if these assumptions are
not satisfied.
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Discussion of the assumptions. The examples of kernels given in Section 3.2.2 satisfy these
assumptions as shown in Lerasle et al. (2015) and recalled by the following proposition.
Proposition 3.1. Assumptions (H1), (H2), (H3), (H4), (H5) and (H6) hold in the examples of
Section 3.2.2 under the following lower bound on Υ.
• For projection kernels, if for all m ∈M, ‖sm‖∞ 6 Υ/2 or
∀(m,m′) ∈M2, Sm + Sm′ ⊂ {Sm, Sm′ } ,
(see (Massart, 2007, Chapter 7)) then all assumptions are satisfied once Υ ≥ Γ(1 + ‖s‖∞).
• For weighted projection kernels, is it needed to suppose Υ ≥ Γ(1 + ‖s‖∞).







1 + 2 ‖s‖∞ ‖k‖21
)}
.
3.5 Sharp minimax adaptivity
It is well-known that oracle inequalities are powerful tools to prove adaptivity in the minimax
sense (see among others Barron et al. (1999); Massart (2007); Goldenshluger & Lepski (2014)).
Consider some class of functions F = ⋃σ∈ΣFσ. The minimax risk over each Fσ is defined by









the infimum being taken over the set of all estimators ŝ. A minimax estimator s˜ over Fσ is such







≤ KnRminimax (Fσ ) .
The estimator s˜ is said to be adaptive to σ if it is simultaneously minimax over all classes Fσ,







≤ KnRminimax (Fσ ) .
It is clear that each Kn ≥ 1. When Kn → 1, the estimator s˜ is said to be sharp adaptive up to
the constant to σ. In this section, we show that the oracle inequality obtained for corrected V -fold
criteria can be used to derive some estimators adaptive up to the constant. In the sequel, Ξ = [0, 1],
µ is the Lebesgue measure on Ξ and (ϕj)j≥0 is the Fourier basis defined by (3.3). The estimators
(ŝm)m∈M are weighted projection estimators as in Example 2. The weights m = (mj)j≥0 are
sequences of real numbers such that m0 = 1 and m2j−1 = m2j =: τj ∈ [0, 1] for all j ≥ 1. Any
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estimator in this collection is thus written
∀x ∈ [0, 1], ŝm(x) = 1 +
+∞∑
j=1
τj ((Pnϕ2j−1)ϕ2j−1(x) + (Pnϕ2j)ϕ2j(x)) . (3.20)
Hereafter, we emphasize the dependence to τ and denote the estimators ŝτ . Since the unknown
density s belongs to L2, it can be developed on the Fourier basis. For any j ≥ 0, Pϕj is the
Fourier coefficient of s, hence
























where, from now on, θ2j = (Pϕ2j−1)
2 + (Pϕ2j)
2 for all j ≥ 1.
We provide two different applications based on this collection. First we consider Pinsker esti-
mators and suppose that s belongs to some Sobolev class with parameters β andQ. Since Pinsker’s
estimators are minimax over Sobolev classes, we deduce from our oracle inequality the sharp min-
imax adaptivity to the unknown parameters β and Q of the estimator selected by the corrected
V -fold criterion. Then we look at the more general class of estimators with nonincreasing weights
in order to get the optimal minimax rate for all smooth densities (until some degree). The proofs
of both results are left to the Appendix.
3.5.1 Adaptivity over Sobolev ellipsoids and Pinsker’s estimators
Consider the collection of Pinsker’s estimators, defined by (3.20) with weights τβ,Q = (τβ,Qj )j≥1
given by (3.4). The goal is to derive from Theorem 3.1 that the selected estimator by Burman’s
criterion (3.8) is sharp adaptive over Sobolev ellipsoids. Recall that the class of Sobolev functions
S(β, L) is defined for any L > 0, β ∈ N∗ by
S(β, L) :=
{
f : [0, 1] 7→ R+ s.t. f ∈ Cβ and
∥∥∥f (β)∥∥∥2 ≤ L2} .
Now, letQ > 0 and a = (an)n≥1 be a nondecreasing sequence of real numbers such that an →∞
as n→∞. The ellipsoid Ea,Q is defined as the set
Ea,Q =






It is well-known (see (Tsybakov, 2009, Proposition 1.14)) that for any function f ∈ S(β, L)
the sequence (〈f, ϕj〉)j≥1 belongs to the Sobolev ellipsoid Ea,Q defined for Q = L2/(2pi)2β and
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a = (an)n≥1 such that
∀n ∈ N∗, a2n−1 = a2n = nβ .
The definition of Sobolev classes is then extended to any β > 0. We note S ′(β,Q) the space of
functions f such that (〈f, ϕj〉)j≥1 belongs to the Sobolev ellipsoid Ea,Q. For all β > 1/2 the
functions belonging to S ′(β,Q) are continuous. Moreover, we have monotonicity with respect to
inclusion, that is for 0 < β < β′, S ′(β′, Q) ⊂ S ′(β,Q).
The first step to prove minimax adaptivity is to show that Pinsker’s estimators are minimax over
Sobolev classes. The following classical result is proved in the Appendix for sake of completeness.
Proposition 3.2. For each β > 1/2, Q > 0 Pinsker’s estimator ŝτβ,Q is sharp minimax over














(S ′(β,Q)) n→∞ .
Unfortunately, the optimal value of the parameters β and Q is unknown in practice. We pro-
pose to use the corrected V -fold criterion to select these parameters. To apply our method, we
have to discretize the set of parameters. First, we assume that β ∈ (1/2, n) and Q ∈ (0, (log n)2).
Then, we discretize these sets using grids with steps equal to 1/n. Let us call s˜ the estimator
selected by Burman’s criterion over this set of linear estimators. The following corollary shows
that it is asymptotically minimax adaptive (up to the constant) over the Sobolev classes S ′(β,Q).
















where C˜β,Q is Pinsker’s constant
C˜β,Q := Q
1









Remark. We could have obtained the bound for any (β,Q) ∈ (1/2, np)× (0, (log n)q) changing
in a straightforward way the collection of models, replacing the constant CQ by a constant CQ,p,q
and the exponent of the logarithm by some function κp,q.
To the best of our knowledge, all adaptive results over Sobolev classes were obtained using
blockwise Stein construction, see for example Cavalier & Tsybakov (2002) in the inverse prob-
lem or Rigollet (2006a) for density estimation or some aggregation procedures, see Rigollet &
Tsybakov (2007). We are not aware of other model selection procedures achieving this goal. In
these papers, the authors considered the strongest problem of adaptivity over the class of weighted
projection kernels with nonincreasing weights. Actually, Pinsker’s estimators belong to this class
of estimators. Other famous examples are discussed in Cavalier & Tsybakov (2002) for example.
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3.5.2 Adaptivity over nonincreasing weights
In this section, we derive adaptive estimators over a large class of nonincreasing weights via cor-




τ ∈ `2 (N∗ ) s.t. 1 ≥ τ1 ≥ τ2 ≥ . . . ≥ 0
}
.




which is always well-defined since R is continuous and strictly convex. The following corollary
shows the existence of a family of kernels such that the estimator selected by V -fold criteria is
adaptive to the nonincreasing weights. This family of kernels is built using blockwise Stein’s
construction of Cavalier & Tsybakov (2002) or Rigollet (2006a).





)2. Then there exist some subset
SdB,I ⊂ Sni and a collection of weighted projection estimators {ŝτ , τ ∈ SdB,I} such that the
L2-risk of s˜ = ŝτpenV,1 , where
τpenV,1 ∈ argmin
τ∈SdB,I




















for some absolute constant κ > 0 and any n larger than some absolute constant n0.
This result is not as strong as the one in Rigollet (2006a) where the remainder term has the form
κ/n. In particular, Corollary 3.2 does not show optimal adaptivity of the selected estimator over
classes of super-smooth functions, where the rate R(τSni) is log n/n. Nevertheless, it shows that
V -fold criteria select adaptive over classes of polynomially decreasing rates.
3.6 Simulation experiments
3.6.1 Simulation protocol
In this section Ξ = R. Since simulations were already made for histograms in Arlot & Lerasle
(2014), we decided to focus on two different families of estimators. First, Parzen’s kernel density
estimators in order to deal with the famous bandwidth selection problem with a model selection
strategy. Second, a mix of those estimators together with regular histograms to see if the penalized
criterion is adaptive to the best collection, i.e. if it selects the best candidate between regular or
Parzen estimator when one collection is worse than the other one.
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Figure 3.1: All the densities that we consider in this section.
• “Par” corresponds to the collection (ŝm)m∈MP of approximation Gaussian kernels with a
“geometrical” grid of bandwidths, that is with
























• “Mix” corresponds to (ŝm)m∈M = (ŝm)m∈MP ∪ (ŝm)m∈MR , where (ŝm)m∈MR is a fam-
ily of regular histogram estimators with
MR =
{






More precisely, for each m ∈ MR, let (Iλ)λ∈Λm be a regular partition of Ξ with m bins.
Then the corresponding projection kernel comes from the orthonormal family (ψλ)λ∈Λm
with ψλ(x) = |Iλ|−1/21Iλ(x).
We considered in our study a total of 14 densities(3). For sake of clarity, we only show the
results for some of them that are plotted in Figure 3.1. Note that s11 is the standard Gaussian
density N (0, 1).
All the simulations were carried out with n = 100, 500, 1000. We computed the classical
least-squares V-fold criteria together with some penalized V-fold criteria with
• V ∈ {2, 5, 10, n}, the choice V = n representing the leave-one-out;
• z ∈ {1, 5/4, 3/2, 7/4, 2, 5/2, 3}, the choice z = 1 representing Burman’s criterion.
For the LOO and the penalized LOO criteria, we used closed formulas which allow to speed
up the computations. Concerning the classical LOO criterion, they appear explicitly in Celisse
(2014) for histograms and Parzen estimators with Gaussian kernel. For the penalized LOO, they
can be deduced from (3.12). Indeed, when V = n we get ρ(VF)i,j = −1/(n − 1) for all i 6= j.
(3)from the R-package ’benchden’, that implements the benchmark distributions of Berlinet & Devroye (1994) in
density estimation.
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for Parzen estimators with kernel Gaussian and bandwidth hm > 0. For regular histogram estima-







 , where Nλ := n∑
i=1
1Xi∈Iλ .
All procedures are compared on N = 10000 independent synthetic data sets of size n. To
measure the quality of some procedure C, we estimate, as in (Arlot & Lerasle, 2014),
Cor(C) := E
[ ∥∥ŝm̂C − s∥∥2
infm∈M ‖ŝm − s‖2
]
(3.25)
which represents the constant that would appear in front of an oracle inequality.
3.6.2 Simulation results
For sake of clarity we only show here the results for n = 500 and z = 1. The concerned reader
should go to Section 3.11 for a more complete picture of our empirical study. The main question
when considering VF type procedures is maybe “which V is optimal?” or, more generally, “what
is the influence of V on the quality of the VF procedure?”. In the tables below we provide the
value of the following quantity




for different procedures C.
The conclusion of this empirical study about the influence of V seems to be similar as the one
drawn for the penalized V -fold criterion for projection estimators (Arlot & Lerasle, 2014, Section
5). We notice indeed from Table 3.1 and Table 3.2 that in every setting the quality of the estimation
increases with V . The most significant gain appears between V = 2 and V = 5, then the quality
keeps improving but with very little difference between V = 10 and V = n. This table suggests
that the larger the value of V , the better the accuracy of the penVF procedure.
The purpose of Table 3.3 is to show that at least the best VF procedure selects the optimal
estimator when one collection is well-designed to a particular density. For instance for s24 it
chooses a Parzen-Rosenblatt estimator since these are better than histograms, whereas it selects an
histogram for s13 for the opposite reason.
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procedure C s3 s11 s16 s17
pen2F 2.29± 0.04 3.08± 0.08 2.59± 0.04 2.34± 0.03
pen5F 1.75± 0.02 2.27± 0.05 1.96± 0.02 1.78± 0.02
pen10F 1.66± 0.02 2.14± 0.06 1.82± 0.02 1.67± 0.02
penLOO 1.54± 0.01 1.82± 0.02 1.68± 0.01 1.57± 0.01
LS2F 1.62± 0.01 1.87± 0.02 1.76± 0.01 1.70± 0.01
LS5F 1.52± 0.01 1.79± 0.02 1.69± 0.01 1.56± 0.01
LS10F 1.52± 0.01 1.81± 0.02 1.69± 0.01 1.56± 0.01
LOO 1.51± 0.01 1.81± 0.02 1.67± 0.01 1.53± 0.01
Epenid 1.62± 0.03 2.16± 0.07 1.69± 0.01 1.58± 0.01
Table 3.1: Values of ξ(C) for several procedures for collection FK with n = 500. See the text.
procedure C s3 s11 s13 s16 s17 s22
LS2F 3.66± 0.04 4.81± 0.08 1.54± 0.009 3.95± 0.05 3.40± 0.035 2.82± 0.03
LS5F 3.40± 0.04 4.38± 0.09 1.49± 0.009 3.73± 0.05 3.10± 0.037 2.54± 0.03
LS10F 3.36± 0.04 4.30± 0.09 1.49± 0.010 3.72± 0.05 3.06± 0.038 2.49± 0.03
LOO 3.39± 0.04 4.37± 0.09 1.50± 0.010 3.78± 0.05 3.23± 0.040 2.46± 0.03
pen2F 6.87± 0.07 9.57± 0.15 1.91± 0.017 7.77± 0.09 6.88± 0.076 4.72± 0.04
pen5F 4.47± 0.06 6.17± 0.12 1.69± 0.014 4.88± 0.07 4.13± 0.053 3.20± 0.04
pen10F 3.88± 0.05 5.28± 0.11 1.63± 0.014 4.26± 0.06 3.57± 0.046 2.81± 0.03
penLOO 3.36± 0.04 4.39± 0.09 1.50± 0.010 3.68± 0.05 3.07± 0.039 2.47± 0.03
Epenid 3.26± 0.06 4.93± 0.12 1.59± 0.014 3.28± 0.05 2.52± 0.037 2.64± 0.04
Table 3.2: Values of ξ(C) for several procedures for collection FKR with n = 500. See the text.
density Best(FK) Oracle(FK) Best(FR) Oracle(FR) Best(FKR) Oracle(FKR)
s3 3.84±0.02 3±0.02 13.8±0.05 7.67±0.02 4.58±0.04 3±0.02
s11 2.1±0.01 1.6±0.01 8.36±0.03 4.61±0.01 2.72±0.03 1.6±0.01
s13 16.6±0.03 15.5±0.03 14.1±0.09 11±0.05 13.8±0.08 10.3±0.04
s16 5.3±0.03 4.03±0.02 19.5±0.06 11.3±0.03 6.31±0.04 4.03±0.02
s17 9.24±0.05 7.24±0.04 35.2±0.1 20.3±0.06 10.1±0.06 7.24±0.04
s22 3.72±0.02 3.08±0.02 10±0.03 5.96±0.02 5.18±0.03 3.08±0.01
s24 16.2±0.03 15.2±0.03 26.8±0.05 20±0.03 18.3±0.05 15.2±0.03
Table 3.3: L2-risk multiplied by 1000 n = 500. See the text.
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3.7 Main proofs
3.7.1 Proof of Lemma 3.1
The first relation has already been proved in Arlot (2008) and can be found again in Lemma 1 of
Arlot & Lerasle (2014). It does not depend on the particular estimators but relies only on the fact
that, for regular partitions, (V − 1)(Pn − P (B
c
k)
n ) = P
(Bk)
n − Pn.


























































(V − 1)− 1k 6=k′
)
Am(Xi, Xj) ,
which allows to conclude, since
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Let us turn to the leave-p-out criterion. Recall that Ep denotes the set of all subsets T ⊂ [n]













P (T )n , with q = n− p .






















































































































































that is, by (3.12) with V = n,












A common technique for proving oracle inequalities for penalized criteria (see for instance Arlot
& Lerasle (2014)) requires concentration inequalities for the loss ‖ŝm − s‖2 and the difference
zpenVF(m,V ) − penid(m), uniformly with respect to m ∈ M. It follows from (3.12) and the
definition of penid that
















(zρ(VF)i,j − 1)Km(Xi, Xj) .
The two means Pnχm and Pnsm will concentrate around their corresponding expectations thanks
to Bernstein’s inequality. The last term appearing in this expression is somewhat more complicated









i,j − 1) = −(n + z − 1), therefore the Hoeffding’s































(Pn − P )(sm) . (3.26)
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Since we are actually interested in the differencezpenVF(m,V )−penid(m)−(zpenVF(m′, V )−
penid(m
′)) for allm,m′ ∈M, let us introduce δ(m,m′) = (Pn−P )(χm−χm′) and δ∗(m,m′) =
(Pn − P )(sm − sm′).
Concentration of U (K)m
Proposition 3.3. There exists an absolute constant κ > 0 such that for any x > log(5.4), for any
m ∈M, with probability larger than 1− 5.4e−x, we have for any ε > 0∣∣∣∣∣2U (K)mn2
∣∣∣∣∣ ≤ εDmn + κΥ(z+ 1)2x2n(ε ∧ 1) .
Proof: Let g be the function defined for all (x, y) ∈ Ξ2 by
g(x, y) = Km(x, y)− E [Km(x,X) ]− E [Km(y,X) ] + E [Km(X,Y ) ] .
Let fi,j(x, y) = (zρ
(VF)
i,j − 1)g(x, y) so that U (K)m =
∑
16i 6=j6n fi,j(Xi, Xj). For any x ∈ Ξ,
∀1 6 i 6= j ≤ n, E [fi,j(x,X) ] = 0 a.s. .
Hence, Theorem 3.4 applies to the U -statistic U (K)m . By definition,
max
1≤i,j≤n























< n2(z+ 1)2 .





|fi,j(x, y)| ≤ 4(z+ 1) sup
(x,y)∈Ξ2
|Km(x, y)| ,











(Km(x, Z)− E [Km(x,X) ]− E [Km(Z,X) | Z ] + E [Km(X,Y ) ] )2
]
= Var [Km(x, Z)− E [Km(Z,X) | Z ] ]
≤ E
[





[Km(x, Z)2 ]+ E [(E [Km(Z,X) | Z ] )2 ]) .
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Now, Jensen’s inequality implies
E
[
(E [Km(Z,X) | Z ] )2
]




Hence, B2 ≤ 4n(z+ 1)2 supx∈Ξ E
[Km(x,X)2 ].
Concerning the termC, we obtain from the definitionC2 ≤ n2(z+1)2E [g(X,Y )2 ]. Setting







(W − E [W | X ] )2
]
= E [Var [W | X ] ] .
Then, by the definition of Var [W ] = Var [E [W | Y ] ]+E [Var [W | Y ] ] = Var [E [W | X ] ]+










(W + E [Km(Y,Z) | Y ] )2
∣∣∣ Y ]] = E [Km(X,Y )2 ] .
Hence, C2 ≤ n2(z+ 1)2E [Km(X,Y )2 ] .








E [g(X,Y )ai(X)bj(Y ) ] ,
where A =
{












. Let (a, b) ∈ A,
since E
[Km(X,Y )2 ] ≤ ‖s‖∞Dm ≤ ΥDm, from Cauchy-Schwarz inequality,
E [ai(X)bj(Y )g(X,Y ) ] ≤
√
E [ai(X)2 ]E [bj(Y )2 ]E [Km(X,Y )2 ]
≤
√

















E [bj(Y )2 ] .
Remark by (3.1)
E




Km(z, y)2dµ(y) ≤ ‖s‖∞ Γn ≤ Υn . (3.27)
Hence, by (3.18) and (H1),
A ≤ 4(z+ 1)Υn, B2 ≤ n2(z+ 1)2Υ, C2 ≤ n2(z+ 1)2ΥDm, D ≤ n(z+ 1)
√
ΥDm .
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Thus, Theorem 3.4 gives, for any x > log(5.4), with probability larger than 1− 5.4e−x,∣∣∣∣∣U (K)m2
∣∣∣∣∣ ≤ (2)5/2n(z+ 1)√ΥDmx+ 8n(z+ 1)√ΥDmx
+ 108(
√
Υn(z+ 1)x3/2 + 4Υn(z+ 1)x2) .
Since x2 ≥ x3/2 and x ≥ √x, we conclude the proof observing that ∀ε > 0
14n(z+ 1)
√





We prove here the concentration of δ(m,m′) = (Pn − P )(χm − χm′), and δ∗(m,m′) = (Pn −
P )(sm − sm′) for all m,m′ ∈M.
Lemma 3.2. Suppose that Assumption (H3) holds and Υ ≥ ‖s‖∞. There exists an absolute
constant κ such that for any x > log(2), for any m,m′ ∈M, we have ∀ε > 0,
P





Var [(sm − sm′ ) (X) ] 6 ‖s‖∞ ‖sm − sm′‖2 .
Hence, we deduce from Bernstein’s inequality that for any x > log(2), we have
P
(∣∣δ∗(m,m′)∣∣ > ‖sm − sm′‖√2 ‖s‖∞ x
n
+




Using Assumption (H3), we have for any ε > 0

























‖sm − sm′‖2 + Υx
nε
.
The proof follows plugging these bounds together and from x2 ≥ x, since x ≥ log(2).
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Lemma 3.3. Assume thatKm satisfies (3.1) and suppose that Assumption (H2) holds. There exists
an absolute constant κ such that for any x > 0, for any m,m′ ∈M, we have ∀ε > 0,
P
(









2Var [χm(X)− χm′(X) ]x
n
+





‖χm − χm′‖∞ ≤ ‖χm‖∞ + ‖χm′‖∞ ≤ 2Υn ,
and using Assumption (H2)




≤ 2 (E [χm(X)2 ]+ E [χm′(X)2 ])
≤ 2Υn (Dm +Dm′ ) .
We finally notice that for every ε > 0
2
√
Υ (Dm +Dm′ )x+ 2Υx
3
≤ ε (Dm +Dm′ ) + 5Υx
3(ε ∧ 1) .




(E [Am(Xi, X)|Xi ]− E [Am(X,Y ) ] ) .
Assume that Km satisfies (3.1) and suppose that Assumption (H4) holds. There exists an absolute
constant κ such that for any x > log(2), for any m ∈M, we have
P
(∣∣∣S(A)m ∣∣∣ > κΥnx) 6 2e−x .
Proof: From Cauchy-Schwarz inequality,
∀(x, x′) ∈ Ξ2, Am(x, x′)2 ≤ Am(x, x)Am(x′, x′) .
In particular, using (3.1)
sup
x∈Ξ













] ≤ ΥDm .
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Since Km satisfies (3.1), we can bound Dm ≤ Υn. Therefore, from Bernstein’s bound, we have







Concentration properties of the loss
In this section, we are interested in the L2-loss of the estimator ŝm. The goal is to prove the
following result.
Proposition 3.4. Assume that Km satisfies (3.1) and Assumptions (H4), (H5) and (H6) hold.
Then, there exists an absolute constant κ such that, for any x > log(11.4), for any m ∈ M, and
∀ε ∈ (0, 1],
P










‖ŝm − s‖2 = ‖ŝm − sm‖2 + ‖sm − s‖2 + 2〈ŝm − sm, sm − s〉 .









+ ‖sm − s‖2




Var [Km(X,x) ] dµ(x)









It follows that we are interested in











































Am(Xi, Xj)− E [Am(Xi, Xj)|Xi ]
− E [Am(Xi, Xj)|Xj ] + E [Am(X,Y ) ]
)
.






∣∣∣S(A)m ∣∣∣ > κΥxn
)
6 2e−x .








∣∣∣∣∣ > εDmn + κΥxn(ε ∧ 1)
)
≤ 2e−x .
By Proposition 3.6, for any x > log(5.4),
P
(
∃ε > 0, 1
n2
∣∣∣U (A)m ∣∣∣ > εDmn + κΥx2n(ε ∧ 1)
)
≤ 5.4e−x .
Hence, for any x > log(9.4), for any m ∈ M, with probability larger than 1 − 9.4e−x, for any






In order to complete the concentration of the risk, from (3.28), it remains to concentrate the term
〈ŝm − sm, sm − s〉. Setting ξm(y) =
∫
ΞKm(y, x)(sm(x)− s(x))dµ(x), this term can be written
〈ŝm − sm, sm − s〉 = (Pn − P )ξm .
By Assumption (H6), since ξm/ ‖sm − s‖ ∈ Bm,














Km(y, x) |sm(x)− s(x)|‖sm − s‖ dµ(x)






Km(y, x)2dµ(x) ≤ ‖sm − s‖
√
Υn .
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and for any θ1, θ2 > 0

























Hence, it comes from Bernstein’s inequality that, for some constant κ > 0,
P
(







Combining this inequality with (3.29) concludes the proof.
Concentration results for the risk and the classical V -fold criterion










i,j Am(Xi, Xj) .
We begin by the concentration of the empirical mean n−1
∑n
i=1Am(Xi, Xi).








∣∣∣∣∣ > εDm + Γxε ∧ 1
)
≤ 2e−x .
Proof: Remark that Dm = E [Am(X,X) ], hence, Bernstein’s bound gives ∀x > log(2), with












Now, by definition of Γ, 0 ≤ Am(y, y) =
∫
ΞKm(y, z)2dµ(z) ≤ Γn and










Var [Am(X,X) ]x ≤ εDm + Γx
2ε
.
Proposition 3.6. Assume thatKm satisfies (3.1) and Assumptions (H4) and (H5) hold. Then, there
exists an absolute constant κ such that, for any x > log(7.4), for any m ∈ M, with probability
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∣∣∣U (A)m ∣∣∣ > n(εDm + κΥx2ε ∧ 1
))
≤ 5.4e−x .
Proof: The proof follows the same lines as the one of Proposition 3.3, with Km being replaced by






i,j (Am(Xi, Xj)− E [Am(Xi, X)|Xi ]
− E [Am(X,Xj)|Xj ] + E [Am(X,Y ) ]) . (3.30)




i,j Am(Xi, Xj) = U
(A,ρ)
m − 2S(A)m − n ‖sm‖2 .
From Lemma 3.4 we have with probability larger than 1− 2e−x,
∣∣∣S(A)m ∣∣∣ ≤ κΥnx.
Concerning the U -statistics, we first write ∀1 6 i 6= j ≤ n, ∀(x, y) ∈ Ξ2, let fi,j(x, y) =
ρ
(VF)
i,j g(x, y), where
g(x, y) = Am(x, y)− E [Am(x,X) ]− E [Am(y,X) ] + E [Am(X,Y ) ] .
Let us find upper bounds for the different terms involved in Theorem 3.4. Using the notations
A,B,C,D (respectively Aρ, Bρ, Cρ, Dρ) of this theorem, for U (A) (respectively U (A,ρ)),
A ∨Aρ ≤ 4 sup
(x,y)∈Ξ2
|Am(x, y)| = 4 sup
x∈Ξ
|Am(x, x)| ≤ 4Γn . (3.31)
The last equality comes from Am(x, y) ≤
√




2 = n/(V − 1), by (H5),






] ≤ Υn, (Bρ)2 ≤ n


















n(n− V + 1)
V − 1 .











)2 ≤ n(n− V + 1)
V − 1 ΥDm . (3.33)













] ≤ 1 .
From Cauchy-Schwarz inequality, Assumption (H4) and using in addition that

























D ∨Dρ ≤ n
√
ΥDm . (3.34)
Plugging (3.31), (3.32), (3.33) and (3.34) in Theorem 3.4 implies that one can find an absolute
constant κ > 0 such that, for any x > 1, with probability larger than 1 − 5.4e−x, each of these
inequalities holds : for any ε > 0∣∣∣U (A)m ∣∣∣ ≤ n(εDm + κΥx2ε ∧ 1
)
,




Proof of Theorem 3.1
To simplify the notation we note s˜ = s˜penV,z and m̂ = m̂
pen
V,z in this proof. It follows from (3.13) and
classical computations that
‖s˜− s‖2 ≤ ‖ŝm − s‖2 + (zpenVF(m,V )− penid(m))
− (zpenVF(m̂, V )− penid(m̂)) . (3.35)
Now, remark that (H3) ensures
|E [Km(X,Y ) ]− E [Km′(X,Y ) ]| ≤ Υ .
Thus, we obtain from (3.35) and (3.26), for any m ∈M,
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Let (wm)m∈M denote a set of real numbers larger than 1 such that
∑
m∈M e
−wm 6 1. Let







































A union bound in Lemma 3.2, Lemma 3.3, Proposition 3.3 and Proposition 3.4 gives that there









1 − e−x, P (Ωδ,ε(x)) > 1 − e−x, P (Ωδ∗,ε(x)) ≥ 1 − e−x and P (Ωr,ε(x)) ≥ 1 − e−x. Let us
denote by
Ωgood,ε(x) = Ωδ,ε(x) ∩ Ωδ∗,ε(x) ∩ ΩU(K)m ,ε(x) ∩ Ωr,ε(x) .
A union bound gives that there exists an absolute constant κ such that for any ε > 0 and x ≥
log(19.8), P (Ωgood,ε(x)) ≥ 1− e−x. Moreover, on Ωgood,ε(x) it comes from (3.36) that, for any
m ∈M,










(2(z− 1)+γm + (2z− 1)+ε) + Dm̂
n
(2(1−z)+γm̂ + (2z− 1)+ε)
+
(
2 + (z+ 1)2 + 4(z− 1)+ + 4(z− 1)+
n
)
κΥ(wm ∨ wm̂ + x)2
n(ε ∧ 1) .
Now, we notice that
‖sm − sm̂‖2 ≤ 2
(










Hence, we deduce from the inequality above and from Proposition 3.4 that there exists an absolute
constante κ > 0 such that for any x ≥ log(19.8), with probability larger than 1−19.8e−x, for any
ε > 0
(1− 2(z− 1)−γm̂ − ε) ‖s˜− s‖2
3.8. ADAPTATION OVER SOBOLEV ELLIPSOIDS 137




Proof of Theorem 3.2
From Lemma 3.1,















We deduce that, on the event Ωgood,ε(x) considered in the proof of Theorem 3.1,∣∣∣∣CVFCVV (m)− C1,V (m)− Dmn(V − 1)









The proof then follows the same lines as the one of Theorem 3.1. We proceed in the same way to
get the result on the leave-p-out estimator.
3.8 Adaptation over Sobolev ellipsoids
In this section, we remind that Ξ = [0, 1] and µ is the Lesbegue measure.
3.8.1 Proof of Proposition 3.2
To prove this result we first remind the lower bound from Golubev (1992) proved in Dalelane
(2005a).












where C˜β,Q is Pinsker’s constant and the infimum is taken over all estimators of s.
We show here the upper bound, that essentially prove Pinsker estimators are sharp minimax
over Sobolev classes.







≤ n −2β2β+1 C˜β,Q(1 + o(1)) n→∞ .










, and Nr,β →∞ .
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6 C˜β,Q (1 + O(n−1/(1+2β)))n
−2β
2β+1 .
3.8.2 Proof of Corollary 3.1
Let us assume n ≥ 6(log n)2 and s ∈ S ′(β∗, Q∗) for some β∗ ∈ (1/2, n) and Q∗ ∈ (0, (log n)2).
Let us consider the following set of weights
M =
{
τβj ,Qk , (j, k) ∈ A
}
with A = (1, . . . , n2)× (1, . . . , n(log n)2) ,
with βj = 1/2 + j/n and Qk = k/n. First let us notice since β > 1/2 and Q ≤ (log n)2
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Nβ,Q = Nrβ,Q,β =
⌈(











2 ≤ n, hence Γ = 1 .
We want to verify all the assumptions of Section 3.4.1, so we need to compute a constant Υ such
that
Υ ≥ 1 + ‖s‖∞ .
Let us bound the sup-norm of s. For any x ∈ [0, 1],


































≤ 2 log n .
The last inequality holds since n ≥ 4 implies
1 +
√
3/2 log n ≤ 2 log n .
Hence, Υ = 3 log n is large enough. For any τ ∈ M, choose wτ = log(|A|) ≤ 4 log n and let
z = 1. From Theorem 3.1, there exists an absolute constant κ such that, for any ε > 0 and any
x ≥ log(17.8), with probability larger than 1− e−x, for all τ ∈M
1− ε
1 + ε
‖s˜− s‖2 ≤ ‖ŝτ − s‖2 + κ log n(log n+ x)
3
n(ε ∧ 1)3 .





≤ 1 + ε
1− ε R(τ) +
κ(log n)4
n(ε ∧ 1)3 .
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≤ 1 + ε
1− ε n
−2β
2β+1 C˜β,Q(1 + O(1/n
1/(2β+1))) +
κ(log n)4
n(ε ∧ 1)3 .














Since s ∈ S ′(β∗, Q∗), there exists a pair (j, k) ∈ A such that βj ≤ β∗ < βj+1 and Qk ≤ Q∗ <
Qk+1. Therefore S ′(βj+1, Qk) ⊂ S ′(β∗, Q∗) ⊂ S ′(βj , Qk+1). In particular, s also belongs to

































































= 1 + O(1/n) .





is nondecreasing, we conclude
C˜βj ,Qk+1 ≤ C˜β∗,Q∗(1 + O(1/n)). Finally, since 0 ≤ β∗ − βj ≤ 1/n, we also have
Cn(β
∗, βj) ≤ elogn/(2n) = 1 + O(log n/n) .
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3.9 Proof of Corollary 3.2
The link between estimator (or model) selection and adaptive estimation is made through approx-
imation theory. We shall therefore approximate the risk R(τSni) thanks to two successive subsets
of Sni. Let B = (Bj)j≥0 be the sequence of intervals Bj = [uj , vj ] with uj , vj ∈ N∗, u0 = 1 and
uj+1 = vj + 1. Moreover for n ≥ 10 and η = (log n)−1/2, we assume that the lengths of the Bj
satisfy |B0| = 1 + d2 log ne and for any j ≥ 0
|Bj+1| = b(1 + η)|Bj |c .
Furthermore, let I ∈ N∗ denote the smallest integer such that vI−1 ≥ n(log n)2. Let SB,I ⊂ Sni
denote the subset of sequences constant on each Bj , i.e.
SB,I :={
τ ∈ Sni s.t. ∀j ∈ [0, I − 1], ∀k 6= k′ ∈ Bj , τk = τk′ , and ∀k > vI−1, τk = 0
}
.
The following lemma gathers useful results borrowed from Rigollet (2006a).
Lemma 3.5. Let η = (log n)−1/2 and n ≥ 10. For any τ ∈ Sni, there exists τ ∈ SB,I such that





















) ≤ (1 + η)R (τSni )+ |B0|+ η ‖s‖2
n
.









Proof: Let τ ∈ Sni, for any i ∈ J0, I − 1K and k ∈ Bi, let τk = τui and for any k > vI−1, let
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Moreover, for any i ∈ J0, I − 2K, j ∈ Bi and k ∈ Bi+1,
τ2j ≥ τ2vi ≥ τ2vi+1 = τ2ui+1 = τk2 ,
hence for any i ∈ J0, I − 2K∑
k∈Bi+1
τk































Overall, we get that



























































In particular, for τ = τSni , there exists some τ ∈ SB,I such that
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it suffices to prove
∞∑
j=uI
















If τSniuI ≤ 1 − 1/
√
1 + η, then by definition τSnij ≤ 1 − 1/
√
1 + η for all j ≥ uI , hence, for

































Now, assume that ‖s‖2 = ∑j≥1 θ2j ≤ L2 and, for any u ∈ (0, 1], denote by HSniu = {j ≥
1 s.t. τSnij ≥ u}. Clearly
∣∣HSniu ∣∣ is nonincreasing when u increases. Introducing the sequence τ0
identically equal to zero, Rigollet (2006a) remarked that for any u ∈ (0, 1]

















∣∣HSniu ∣∣ ≤ (n+ 1)(L/u)2 for any u ∈ (0, 1]. In particular, for

















and L = (1 +
√
log n)/3, we get
∣∣HSniu ∣∣ ≤ 49(n+ 1)(1 +√log n)4 ≤ n(log n)2 ≤ vI−1 ,
where the inequality before the last one holds for n ≥ 4 ∗ 108 for example.
Now, for any j ∈ [0, I − 1] let εj = (I|Bj |)−1/2. Let SdB,I ⊂ SB,I denote the subset of
sequences τ ∈ SB,I such that, for any i ∈ [0, I − 1],
∀j ∈ Bi, τj = τi, where τi ∈ {kεi, 0 ≤ k ≤ 1/εi } .
We need another approximation result.
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Lemma 3.6. Let ε = (ε0, . . . , εI−1) ∈ [0, 1]I be such that εi = 1/
√
I|Bi|. Let τ, τ ε ∈ SB,I be
such that there exist τ , τ ε ∈ [0, 1]I such that for all i ∈ [0, I − 1]
0 ≤ τ εi − τi ≤ εi, and ∀k ∈ Bi τk = τi and τ εk = τ εi .
Then, for any u > 0,





























)k ≥ (1 + η
2
)I+1 − 1 .
Thus, vk ≥ n(log n)2 for any k ≥ log(1+n(logn)
2)
log(1+η/2) , hence, for example,
I ≤ 20(log n)2 .





I (1 + η )i/2
)
≤ e I2 log(I)+ I
2
4
log(1+η) ≤ e120(logn)3 .
Hence we observe that the collection (ŝτ )τ∈SdB,I is a collection of weighted projection estimators
defined for the Fourier basis (ϕi)i=1,...2p, with p = vI ≤ 2n(log n)2 so
2p∑
i=1
ϕ2i (x) = p ≤ 2n(log n)2
and this collection of kernels satisfies (3.1) with Γ = 2(log n)2. Let wτ = log |SdB,I | for any




















‖s‖ ≤ 13(1 +
√
log n). We have then Υ ≤ (log n)3 and therefore, for any s such that ‖s‖∞ ≤

























Theorem 3.3 (Bernstein’s inequality). Let X = (X1, . . . , Xn ) be an i.i.d. sample of random
variables with values in a Polish space (Ξ,Z), and let u be a measurable real valued function.














≤ 2e−x . (3.38)
The following updated version of the concentration inequality of Houdre´ & Reynaud-Bouret
(2003) is proved in Lerasle et al. (2015).
Theorem 3.4. Let X,X1, . . . Xn be i.i.d. random variables defined on a Polish space Ξ and let
(fi,j)16i 6=j≤n denote bounded real valued symmetric measurable functions defined on Ξ2, such
that for any i 6= j, fi,j = fj,i and
∀1 6 i 6= j ≤ n, E [fi,j(x,X) ] = 0 for a.e. x ∈ Ξ .






















































. Then for any u >
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3.11 Additional Simulations
procedure C s3 s11 s16 s17
LS2F 2.42 ± 0.035 2.65 ± 0.05 2.73 ± 0.04 2.74 ± 0.03
LS5F 2.27 ± 0.037 2.59 ± 0.06 2.58 ± 0.05 2.51 ± 0.04
LS10F 2.30 ± 0.040 2.63 ± 0.06 2.60 ± 0.05 2.53 ± 0.04
LOO 2.27 ± 0.041 2.67 ± 0.07 2.57 ± 0.05 2.54 ± 0.04
pen2FC1 4.15 ± 0.106 4.81 ± 0.13 4.55 ± 0.11 4.70 ± 0.11
pen2FC1.25 2.48 ± 0.040 2.92 ± 0.07 2.84 ± 0.05 2.86 ± 0.05
pen2FC1.5 2.14 ± 0.028 2.32 ± 0.04 2.39 ± 0.03 2.35 ± 0.03
pen2FC1.75 2.06 ± 0.021 2.16 ± 0.03 2.26 ± 0.03 2.24 ± 0.02
pen2FC2 2.06 ± 0.018 2.09 ± 0.02 2.23 ± 0.02 2.20 ± 0.02
pen2FC2.5 2.20 ± 0.017 2.12 ± 0.02 2.29 ± 0.02 2.29 ± 0.02
pen2FC3 2.38 ± 0.019 2.20 ± 0.02 2.47 ± 0.02 2.44 ± 0.02
pen5FC1 2.71 ± 0.052 3.17 ± 0.09 3.09 ± 0.06 3.02 ± 0.05
pen5FC1.25 1.90 ± 0.022 2.14 ± 0.04 2.12 ± 0.03 2.10 ± 0.03
pen5FC1.5 1.78 ± 0.014 1.88 ± 0.02 1.92 ± 0.02 1.94 ± 0.02
pen5FC1.75 1.80 ± 0.012 1.85 ± 0.02 1.90 ± 0.01 1.95 ± 0.01
pen5FC2 1.89 ± 0.011 1.90 ± 0.01 1.96 ± 0.01 2.02 ± 0.01
pen5FC2.5 2.11 ± 0.013 2.10 ± 0.01 2.14 ± 0.01 2.23 ± 0.01
pen5FC3 2.35 ± 0.015 2.30 ± 0.02 2.37 ± 0.02 2.44 ± 0.02
pen10FC1 2.50 ± 0.047 2.90 ± 0.07 2.87 ± 0.06 2.75 ± 0.05
pen10FC1.25 1.80 ± 0.020 2.02 ± 0.04 1.97 ± 0.02 1.97 ± 0.02
pen10FC1.5 1.72 ± 0.012 1.82 ± 0.02 1.84 ± 0.02 1.85 ± 0.01
pen10FC1.75 1.77 ± 0.011 1.81 ± 0.01 1.85 ± 0.01 1.89 ± 0.01
pen10FC2 1.85 ± 0.010 1.88 ± 0.01 1.92 ± 0.01 1.98 ± 0.01
pen10FC2.5 2.09 ± 0.012 2.10 ± 0.01 2.12 ± 0.01 2.22 ± 0.01
pen10FC3 2.34 ± 0.014 2.32 ± 0.02 2.36 ± 0.02 2.45 ± 0.02
penLOOC1 2.29 ± 0.041 2.70 ± 0.07 2.59 ± 0.05 2.50 ± 0.04
penLOOC1.25 1.74 ± 0.018 1.93 ± 0.03 1.90 ± 0.02 1.88 ± 0.02
penLOOC1.5 1.71 ± 0.011 1.80 ± 0.02 1.82 ± 0.01 1.85 ± 0.01
penLOOC1.75 1.80 ± 0.010 1.84 ± 0.01 1.88 ± 0.01 1.93 ± 0.01
penLOOC2 1.91 ± 0.010 1.94 ± 0.01 1.99 ± 0.01 2.05 ± 0.01
penLOOC2.5 2.16 ± 0.011 2.28 ± 0.02 2.25 ± 0.01 2.34 ± 0.01
penLOOC3 2.48 ± 0.015 2.62 ± 0.02 2.54 ± 0.01 2.65 ± 0.02
EpenidC1 2.32 ± 0.042 2.72 ± 0.07 2.59 ± 0.05 2.54 ± 0.04
EpenidC1.25 1.70 ± 0.018 1.91 ± 0.03 1.83 ± 0.02 1.84 ± 0.02
EpenidC1.5 1.65 ± 0.010 1.74 ± 0.02 1.73 ± 0.01 1.78 ± 0.01
EpenidC1.75 1.72 ± 0.009 1.75 ± 0.01 1.76 ± 0.01 1.82 ± 0.01
EpenidC2 1.82 ± 0.009 1.81 ± 0.01 1.84 ± 0.01 1.91 ± 0.01
EpenidC2.5 2.02 ± 0.010 2.07 ± 0.01 2.06 ± 0.01 2.14 ± 0.01
EpenidC3 2.27 ± 0.012 2.42 ± 0.02 2.26 ± 0.01 2.41 ± 0.02
Table 3.4: Values of ξ(C) for several procedures for collection FK with n = 100 (see the text Section 3.6).
The best procedure are bolded for each density.
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procedure C s3 s11 s16 s17
LS2F 1.62± 0.011 1.87± 0.026 1.76± 0.015 1.70± 0.011
LS5F 1.52± 0.012 1.79± 0.024 1.69± 0.016 1.56± 0.012
LS10F 1.52± 0.014 1.81± 0.025 1.69± 0.019 1.56± 0.013
LOO 1.51± 0.015 1.81± 0.026 1.67± 0.017 1.53± 0.014
pen2FC1 2.29± 0.043 3.08± 0.088 2.59± 0.041 2.34± 0.038
pen2FC1.25 1.66± 0.015 1.97± 0.030 1.80± 0.017 1.69± 0.013
pen2FC1.5 1.56± 0.010 1.74± 0.019 1.66± 0.012 1.60± 0.009
pen2FC1.75 1.58± 0.008 1.73± 0.014 1.66± 0.010 1.64± 0.009
pen2FC2 1.66± 0.009 1.79± 0.013 1.72± 0.010 1.71± 0.010
pen2FC2.5 1.86± 0.011 1.99± 0.014 1.91± 0.012 1.91± 0.012
pen2FC3 2.07± 0.013 2.22± 0.017 2.12± 0.014 2.12± 0.014
pen5FC1 1.75± 0.029 2.27± 0.058 1.96± 0.028 1.78± 0.027
pen5FC1.25 1.41± 0.010 1.57± 0.017 1.51± 0.010 1.44± 0.008
pen5FC1.5 1.41± 0.006 1.51± 0.013 1.48± 0.007 1.44± 0.006
pen5FC1.75 1.48± 0.006 1.55± 0.009 1.54± 0.007 1.53± 0.007
pen5FC2 1.57± 0.007 1.65± 0.009 1.63± 0.008 1.63± 0.008
pen5FC2.5 1.80± 0.008 1.90± 0.010 1.84± 0.009 1.86± 0.009
pen5FC3 2.03± 0.010 2.15± 0.012 2.09± 0.011 2.08± 0.011
pen10FC1 1.66± 0.027 2.14± 0.062 1.82± 0.024 1.67± 0.020
pen10FC1.25 1.38± 0.010 1.52± 0.015 1.45± 0.009 1.39± 0.007
pen10FC1.5 1.38± 0.005 1.46± 0.011 1.45± 0.007 1.42± 0.006
pen10FC1.75 1.45± 0.005 1.50± 0.008 1.52± 0.006 1.51± 0.006
pen10FC2 1.55± 0.006 1.62± 0.008 1.61± 0.007 1.62± 0.007
pen10FC2.5 1.80± 0.008 1.91± 0.010 1.83± 0.009 1.85± 0.009
pen10FC3 2.03± 0.009 2.15± 0.011 2.08± 0.011 2.08± 0.010
penLOOC1 1.54± 0.016 1.82± 0.026 1.68± 0.017 1.57± 0.014
penLOOC1.25 1.35 ± 0.009 1.48± 0.013 1.41 ± 0.008 1.36 ± 0.006
penLOOC1.5 1.38± 0.005 1.42 ± 0.008 1.44± 0.006 1.39± 0.005
penLOOC1.75 1.44± 0.005 1.44± 0.006 1.53± 0.006 1.49± 0.006
penLOOC2 1.53± 0.006 1.58± 0.008 1.61± 0.006 1.63± 0.007
penLOOC2.5 1.84± 0.009 2.00± 0.011 1.80± 0.007 1.88± 0.008
penLOOC3 2.09± 0.009 2.22± 0.010 2.07± 0.010 2.05± 0.009
EpenidC1 1.62± 0.037 2.16± 0.075 1.69± 0.017 1.58± 0.017
EpenidC1.25 1.36± 0.009 1.49± 0.015 1.41± 0.008 1.36± 0.006
EpenidC1.5 1.38± 0.005 1.42± 0.011 1.43± 0.006 1.38± 0.005
EpenidC1.75 1.44± 0.005 1.42± 0.006 1.52± 0.006 1.48± 0.006
EpenidC2 1.52± 0.006 1.53± 0.007 1.60± 0.006 1.61± 0.007
EpenidC2.5 1.84± 0.009 1.94± 0.010 1.77± 0.007 1.86± 0.008
EpenidC3 2.09± 0.009 2.20± 0.010 2.04± 0.010 2.02± 0.009
Table 3.5: Values of ξ(C) for several procedures for collection FK with n = 500 (see the text Section 3.6).
The best procedure are bolded for each density.
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procedure C s3 s11 s13 s16 s17 s22
LS2F 3.66± 0.04 4.81± 0.08 1.54± 0.009 3.95± 0.05 3.40± 0.035 2.82± 0.03
LS5F 3.40± 0.04 4.38± 0.09 1.49± 0.009 3.73± 0.05 3.10± 0.037 2.54± 0.03
LS10F 3.36± 0.04 4.30± 0.09 1.49± 0.010 3.72± 0.05 3.06± 0.038 2.49± 0.03
LOO 3.39± 0.04 4.37± 0.09 1.50± 0.010 3.78± 0.05 3.23± 0.040 2.46± 0.03
pen2FC1 6.87± 0.07 9.57± 0.15 1.91± 0.017 7.77± 0.09 6.88± 0.076 4.72± 0.04
pen2FC1.25 5.10± 0.05 6.71± 0.10 1.64± 0.011 5.55± 0.06 4.75± 0.048 3.70± 0.03
pen2FC1.5 4.21± 0.04 5.51± 0.09 1.55± 0.009 4.54± 0.05 3.87± 0.037 3.32± 0.03
pen2FC1.75 3.77± 0.03 4.91± 0.08 1.53± 0.009 4.03± 0.05 3.44± 0.032 3.15± 0.02
pen2FC2 3.53± 0.03 4.50± 0.07 1.53± 0.009 3.73± 0.04 3.19± 0.028 3.11± 0.02
pen2FC2.5 3.36± 0.03 4.26± 0.06 1.59± 0.010 3.53± 0.04 3.02± 0.025 3.19± 0.02
pen2FC3 3.37± 0.03 4.24± 0.06 1.68± 0.012 3.51± 0.04 3.02± 0.024 3.35± 0.02
pen5FC1 4.47± 0.06 6.17± 0.12 1.69± 0.014 4.88± 0.07 4.13± 0.053 3.20± 0.04
pen5FC1.25 3.10± 0.04 3.90± 0.08 1.45± 0.009 3.40± 0.05 2.78± 0.032 2.51± 0.02
pen5FC1.5 2.57± 0.03 3.13± 0.05 1.39± 0.008 2.81± 0.04 2.28± 0.024 2.31± 0.02
pen5FC1.75 2.36± 0.02 2.78± 0.04 1.39± 0.008 2.52± 0.03 2.11± 0.020 2.28± 0.02
pen5FC2 2.25± 0.02 2.66± 0.04 1.41± 0.008 2.41± 0.03 2.06± 0.017 2.31± 0.02
pen5FC2.5 2.26± 0.02 2.64± 0.04 1.50± 0.009 2.37± 0.02 2.09± 0.014 2.49± 0.02
pen5FC3 2.36± 0.02 2.75± 0.03 1.63± 0.011 2.50± 0.02 2.24± 0.014 2.71± 0.02
pen10FC1 3.88± 0.05 5.28± 0.11 1.63± 0.014 4.26± 0.06 3.57± 0.046 2.81± 0.03
pen10FC1.25 2.67± 0.03 3.29± 0.07 1.41± 0.009 2.92± 0.04 2.38± 0.028 2.22± 0.02
pen10FC1.5 2.24± 0.02 2.66± 0.04 1.36± 0.007 2.42± 0.03 1.97± 0.020 2.07± 0.02
pen10FC1.75 2.03± 0.02 2.39± 0.04 1.36± 0.007 2.21± 0.03 1.86± 0.016 2.07± 0.02
pen10FC2 1.99± 0.02 2.30± 0.03 1.38± 0.008 2.14± 0.02 1.87± 0.014 2.12± 0.02
pen10FC2.5 2.05± 0.01 2.35± 0.03 1.46± 0.009 2.16± 0.02 1.97± 0.012 2.32± 0.02
pen10FC3 2.20± 0.01 2.48± 0.03 1.60± 0.010 2.31± 0.02 2.15± 0.012 2.53± 0.02
penLOOC1 3.36± 0.04 4.39± 0.09 1.50± 0.010 3.68± 0.05 3.07± 0.039 2.47± 0.03
penLOOC1.25 2.31± 0.03 2.91± 0.07 1.36± 0.007 2.60± 0.04 2.05± 0.024 2.02± 0.02
penLOOC1.5 1.98± 0.02 2.28± 0.04 1.33 ± 0.007 2.20± 0.03 1.76± 0.017 1.90 ± 0.02
penLOOC1.75 1.82± 0.02 2.09± 0.03 1.33 ± 0.007 2.06± 0.02 1.70 ± 0.014 1.90 ± 0.02
penLOOC2 1.80 ± 0.01 2.05 ± 0.03 1.36± 0.007 1.97 ± 0.02 1.75± 0.012 1.97± 0.02
penLOOC2.5 1.98± 0.01 2.28± 0.02 1.44± 0.008 1.99± 0.02 1.92± 0.010 2.17± 0.02
penLOOC3 2.17± 0.01 2.41± 0.02 1.56± 0.010 2.20± 0.02 2.07± 0.010 2.42± 0.02
EpenidC1 3.26± 0.06 4.93± 0.12 1.59± 0.014 3.28± 0.05 2.52± 0.037 2.64± 0.04
EpenidC1.25 2.05± 0.03 2.93± 0.07 1.36± 0.008 2.20± 0.03 1.66± 0.018 2.03± 0.02
EpenidC1.5 1.75± 0.02 2.31± 0.05 1.32± 0.007 1.86± 0.02 1.50± 0.012 1.89± 0.02
EpenidC1.75 1.64± 0.01 2.01± 0.03 1.32± 0.007 1.77± 0.02 1.52± 0.009 1.87± 0.02
EpenidC2 1.64± 0.01 1.96± 0.03 1.34± 0.007 1.76± 0.01 1.62± 0.008 1.90± 0.02
EpenidC2.5 1.88± 0.01 2.19± 0.02 1.42± 0.008 1.82± 0.01 1.86± 0.008 2.05± 0.01
EpenidC3 2.11± 0.01 2.34± 0.02 1.53± 0.009 2.06± 0.01 2.02± 0.009 2.25± 0.01
Table 3.6: Values of ξ(C) for several procedures for collection FKR with n = 500 (see the text Sec-
tion 3.6). The best procedure are bolded for each density.
Chapter 4
Variance computations for V-fold
criteria
Abstract. We compute the variance of the resampling procedures of Chapter 3 together with
the variance of key quantities for model selection performance. We show these variances are
nonincreasing with V (at least in some particular cases), suggesting the performance increases
with V . We recover all the results, and the subsequent discussions, of Arlot & Lerasle (2014) for
projection estimators. Our computations are illustrated by numerical experiments for the problem
of bandwidth selection and suggest, again, that the performance increases much from V = 2 to
V = 5 or 10, and then is almost constant.
NOTA: Ce chapitre refle`te les avance´es d’une recherche en cours, mene´e en collaboration avec
Sylvain Arlot(1) et Matthieu Lerasle(2).
Contents
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 150
4.2 Why the variance? . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 151
4.3 Variance computations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 154
4.3.1 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 154
4.3.2 Interpretation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 156
4.4 Simulation experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 158
4.4.1 Simulation protocol . . . . . . . . . . . . . . . . . . . . . . . . . . . . 158
4.4.2 Simulation results . . . . . . . . . . . . . . . . . . . . . . . . . . . . 159
4.5 Proofs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 159
4.5.1 Main Lemma . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 160
4.5.2 Weights . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 163
4.5.3 Proofs of the theorems . . . . . . . . . . . . . . . . . . . . . . . . . . 165
4.5.4 Proof of Lemma 4.1 . . . . . . . . . . . . . . . . . . . . . . . . . . . 168
4.6 Supplementary material . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 169
4.6.1 Variance of normalized increments . . . . . . . . . . . . . . . . . . . . 169
4.6.2 Variance of the criteria . . . . . . . . . . . . . . . . . . . . . . . . . . 174
4.6.3 More figures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 175
(1)E´cole Normale Supe´rieure, Paris
(2)Universite´ Nice Sophia Antipolis
150 CHAPTER 4. VARIANCE COMPUTATIONS FOR V-FOLD CRITERIA
4.1 Introduction
The search of (first-order optimal) oracle inequalities for selection procedures has been one of the
biggest challenge in modern nonparametric statistics. As explained in the previous chapter, many
of them have been proved in density estimation for a large number of procedures. Among others
references in the least-squares framework one can cite Rigollet (2006a), Massart (2007), Bunea
et al. (2010), Goldenshluger & Lepski (2011) and Birge´ (2014). In this context, we proved in
Section 3.4 of Chapter 3 that the resampling procedures CpenV,z (thus Ccorr,LSVFV ), CLSVFV and CLPOp
are also optimal (up to some multiplicative constant) for selecting a linear estimator.
Nevertheless, practitioners have pointed out an important gap between theory and practice
which can be illustrated by the relation between hold-out (HO) and cross-validation (CV). Both
methods are quite popular among statisticians since their “universality” allows to use them to attack
several types of problem (Arlot & Celisse, 2010). There are two opposite conclusions concerning
their practical and theoretical performances. On the one hand, while CV techniques present rather
good performances and are widely used in practice, it is well-known that HO does not work well
due to its large variability. On the other hand, there are some impressive theoretical results for HO
–it can be shown that HO with a training set of size n(1− 1/ log n) is asymptotically optimal and
satisfies oracle inequalities (van der Laan & Dudoit, 2003; Blanchard & Massart, 2006)– whereas
CV procedures were not well studied from a nonasymptotic point of view (this was true at least
before the work of Arlot (2008) and Arlot & Lerasle (2014)). Moreover, even if one finds very
precise oracle inequalities for CV procedures, something we were able to do in Section 3.4, it will
be not sufficient to prove properly that HO is worse than CV.
The main general question that arises from these observations is how to compare “effectively”
two given procedures from a theoretical point of view. Ideally, one would like to quantify the
difference in their performances in terms of risk, that is, in the example we have in mind, to
be able to evaluate the improvement of CV regarding to HO. This led some authors to focus on
variance computations of CV criteria (see Section 5.2 of Arlot & Celisse (2010)) hoping to prove
the common intuition that the “variance” of HO is larger than the “variance” of a CV procedure.
Unfortunately, most of these results were asymptotic and did not show clearly the influence of the
parameter V which appears in second-order terms. These works were therefore useless to help
effectively the practitioners to calibrate their procedures.
In a recent paper Arlot & Lerasle (2014) have made some remarkable progress in this direction.
Starting from these empirical observations they first suggest that one should go beyond first-order
comparisons based only on oracle inequalities. Second, they provide a general heuristic to quantify
the quality of any given procedure (not only resampling procedures). It permits one to decide be-
tween two procedures having same bias by comparing the variance of their increments and not the
variance of the criteria. In particular, they validate experimentally their heuristic with histogram
estimators showing that the quality of CpenV,1 improves with V but the improvement mainly appears
between V = 2 and V = 5 and tends to vanish when V goes from 10 to n. This empirical study
justifies the classical advice for VFCV (at least when taking computational considerations into
account), that is “V = 5 is enough”.
The goal of this chapter is twofold: first to extend the nonasymptotic variance computations
for V -fold criteria, made by Arlot & Lerasle (2014) for projection estimators, to linear estimators
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in general. Second, to proceed an empirical study on synthetic data that validates the heuristic and
confirms that V = 5 is enough to guarantee the quality of CpenV,1 . We believe these calculations will
be an important tool to understand precisely how the model selection performances of VFCV and
VF penalization depend on V . In particular this is a first step in order to help the practitioners to
deal with the famous bandwidth selection problem (which is not covered by the paper of Arlot and
Lerasle) using resampling methods. As explained in Chapter 3, this problem was massively treated
(since the eighties) with a CV approach without strong nonasymptotic theoretical guarantees.
We remind in Section 4.2 the heuristic of Arlot & Lerasle (2014) in order to emphasize the
quantity of interest. In Section 4.3 we provide the main theorems for linear estimators and give
some interpretation for projection and approximation kernels. Section 4.4 is dedicated to a small
empirical study that confirms the heuristic for the bandwidth selection problem. All the proofs are
in Section 4.5 and some additional theorems and figures can be found in Section 4.6.
4.2 Why the variance?
This chapter is dependent from Chapter 3. In particular, we consider again the least-squares
density estimation setting and we shall therefore use the same notations. Suppose we have at
hand a family (Km)m∈M of symmetric kernels from which one derives the associated family
(ŝm = Am(X))m∈M of linear estimators of the type (3.2). Moreover, we consider model selec-
tion procedures of the form C :M→ R and set m̂(C) ∈ argminm∈M C(m).
The ideal procedure in this framework is thus given by Cid(m) = Pγ(ŝm), where γ(ŝm) =
‖ŝm‖2 − 2 ŝm. When one considers penalized procedures of the type Cpen(m) := Pnγ(ŝm) +
pen(m), the ideal penalty is written penid(m,X) = 2(Pn − P )Am(X). A classical approach to
choose the penalty is given by the so-called “unbiased risk estimation principle” which says that a
good penalty should satisfy
E [pen(m) ] = E [penid(m,X) ] for all m ∈M .
Interestingly, one can prove the following explicit expression for the previous expectation (it can
be deduced from (2.9) in Section 2.2.2)
E [penid(m,X) ] = E [ (P − Pn)γ (Am(X)) ] =
1
|X|f(m) , (4.1)
with f(m) = 2(Pχm − Psm).
In Chapter 3 we mainly considered V -fold penalization (see the general definition in Sec-
tion 3.3.3)
CpenV,z(m) = Pnγ ( ŝm ) +zpenVF(m,V ) ,
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Hence, the penalty penVF is satisfactory since we have for any m ∈M and V ∈ {2, . . . , n}















































1∣∣X(−B1)∣∣f(m) = E [penid(m,X) ] , (4.2)





= E [Cid(m) ] for all m ∈M, whatever the value of V ∈ {2, . . . , n}.
The main general question is the following. Having at hand a collection (Cα)α∈Γ of proce-
dures that are known to satisfy an oracle inequality such as (3.5), how can we compare them?
Let us consider the simplest case and imagine there are only two procedures (say, C1 and C2) to
compare. Since the goal is estimation, we should say that C1 is better than C2 if we have (with
large probability) for some δn > 0∥∥ŝm̂(C1) − s∥∥2 ≤ (1− δn) ∥∥ŝm̂(C2) − s∥∥2 .
Unfortunately proving this kind of inequality is very tricky since it requires a very precise analysis
of both procedures, including lower bounds on their losses. Up to our knowledge, such a result
was only made once by Arlot (2008) in a very particular case that seems difficult to generalize.
Let us instead understand how one should proceed by summarizing the main steps that lead to the









• One must go beyond the first-order comparison. Take for instance C1 = Cpen2,1 and C2 =
Cpenn,1 . In this case the leave-one-out generally outperforms the 2-fold procedure in practice,
apparently because it reduces drastically the variability. Nevertheless, these procedures are
at first-order theoretically identical since from (4.2) one has E [C1(m) ] = E [C2(m) ] for





be indistinguishable when analyzing the corresponding oracle inequalities which are only
upper bounds, even if one is known to be much better than the other one in practice!
• A natural hypothesis would be then to study the variance of the criteria. But second-order
analysis has also to be made carefully. Indeed, while the selected model m̂(C) is unchanged
when C(m) is translated by any random quantity, it is clear that such a translation does
change the value of Var [C(m) ] and can make it as large as desired. This fact also underlines
the difference between risk estimation and estimator selection (Breiman & Spector, 1992).
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• Their idea is the following. They start by saying that for a procedure C, the smaller is
P (m̂(C) = m) for all m 6= m, the better should be the performance of ŝm̂(C). Hence, their
goal is to find a “proxy” for P (m̂(C) = m), that is a quantity that should behave similarly






their heuristic says that for every m ∈M



























= ϕ (SNRC(m)) ,
where for some standard Gaussian variable ξ, ϕ(t) = P(ξ > t). Hence
C1 is better than C2 ⇐⇒ ∀m 6= m SNRC1(m) > SNRC2(m) .
Now, assuming that
E [C1(m) ] = E [C2(m) ] ∀m ∈M, and m = argmin
m∈M
E [C1(m) ] = argmin
m∈M
E [C2(m) ] ,
we find Arlot and Lerasle’s heuristic (see a discussion about the previous assumption in (Arlot &
Lerasle, 2014, Section 4))
“ if ∀m 6= m′ Var [∆C1(m,m′)] < Var [∆C2(m,m′)] , then C1 is better than C2 ” .
They also enlighten that all pairs (m,m′) do not matter equally for explaining a quantitative dif-
ference in the performance of a procedure C. In particular we can fix m′ = m since the strongest
candidate against any m 6= m is m. This explains why we consider Var [∆C(m,m) ] in Sec-
tion 4.4.
Remark. In particular, one can apply this heuristic to resampling procedures. It allows for instance
to compare HO with any CV procedure with same bias (such as the LPO with same training set
size). In addition, having two VFCV procedures one can hope to have a precise idea of their
quality with respect to V . Nevertheless, this is still insufficient to quantify the difference between
two procedures. Imagine we “prove” with this heuristic that leave-one-out is better than 10-fold,
how much gain do we have by taking V = n instead of V = 10 ?
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Remark. Finally, one can note that the central quantity in the above analysis, ∆C(m,m′), has
some link with relative bounds (Audibert, 2004; Catoni, 2007) which were mainly used in a statis-
tical learning setting.
4.3 Variance computations
We provide here the main results of this chapter in the general setting of Chapter 3. The proofs are
to be found in Section 4.5. Let us fix m and m′ ∈ M and let X,Y, Z denote independent copies
of X1. For x, y ∈ Ξ we note ∆s(x) = sm(x)− sm′(x) and
∆K(x, y) = Km(x, y)−Km′(x, y), ∆A(x, y) = Am(x, y)−Am′(x, y) .
4.3.1 Results
Classical resampling procedures
Resampling procedures such as LPO and LSVF are widely used for risk estimation and model
selection. We therefore provide the relevant computations for the variance of their increments in
the following theorems and for the variance of these criteria in Section 4.6.2.
Theorem 4.1. For any V ∈ {2, . . . , n}, we set ∆LSVFV (m,m′) = ∆CLSVFV (m,m
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Theorem 4.2. For any p ∈ [n − 1], we set q = n − p and ∆LPOp (m,m′) = ∆CLPOp (m,m′), so



















∆A(X,Y )− 2∆K(X,Y )
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Penalized V -fold procedures
It is well-known that classical V -fold procedures are biased and therefore cannot achieve asymp-
totically optimal oracle inequalities in many frameworks (see the discussion of Theorem 3.2).
Penalized V -fold procedures (Arlot, 2008) were introduced as an alternative to correct this draw-
back.
Theorem 4.3. For any V ∈ {2, . . . , n} and z > 0 we set ∆V,z(m,m′) = ∆CpenV,z(m,m′), so that





























































∆K(X,Y ),∆A(X,Y ) + 2(n− 2)∆A(Y, Z)] .







































∆K(X,Y ), 2n∆K(Y,Z)−∆A(X,X)−∆A(X,Y )− 2(n− 2)∆A(Y,Z)] .
Ideal procedures
For sake of completeness, we provide the computations for the ideal procedure Cid and the penal-
ized procedure with the ideal deterministic penalty E [penid(m) ] which serves as benchmark for
comparison.
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∆A(X,Y ), (n− 2)∆A(Y, Z) + ∆A(X,X)− 2n∆s(X)] .





























∆A(X,Y )− 2∆K(X,Y ),∆A(Y, Z)− 2∆K(Y,Z)] .
4.3.2 Interpretation
Albeit the theorems involve many terms and seem therefore very hard to interpret we can underline
some remarkable facts in general. Concerning VF procedures, as we focus on the influence of V ,
we observe that both the first term in Theorem 4.1 and the only term in Theorem 4.3 with a factor




]− 2 Cov [∆K(X,Y ),∆K(Y,Z)] .
Interestingly this quantity is nonnegative for symmetric kernels as it is shown by the following
result.
Lemma 4.1. Let X,Y, Z be independent copies of X1. Then, for any symmetric application K
Var [K(X,Y ) ] ≥ 2 Cov [K(X,Y ),K(Y,Z) ] . (4.3)
This implies that Var [∆V,1(m,m′) ] depends on V as 8V/(V − 1) (plus some additive terms
which are independent of V ), that is a nonincreasing function of V . Hence, the heuristic of Arlot
and Lerasle suggests that the performance of the penalized V -fold criterion improves when V
increases but the improvement is at most in a second order term when V is large (since V/(V −
1) = 1 + 1/(V − 1)), whatever the order of magnitude of the additive terms. Since the second
term in Theorem 4.1 is also a nonincreasing function of V , the same commentary holds for ∆LSVFV
if the first two terms are truly the dominant terms in the right-hand side of the theorem. In this
situation, the performance of the classical LSVF procedure should also improve with V (at least
asymptotically, that is with n → ∞ and V → ∞) since both the bias and the variance get better
when V increases.
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Projection kernels
Let us focus on the projection kernel Km which was presented in Section 3.2.2 (see Example 1).
Let Sm denote a linear subspace of L2. Given any orthonormal basis (ψλ)λ∈Λm of Sm, the projec-
tion kernel Km is defined for all (x, y) ∈ Ξ2 as Km(x, y) =
∑
λ∈Λm ψλ(x)ψλ(y). In this case we
have Am(x, y) = Km(x, y), hence ∆A(x, y) = ∆K(x, y). Using the notations of Arlot & Lerasle
(2014), let us note
B(m,m′) = β (Λm,Λm ) + β (Λm′ ,Λm′ )− 2β (Λm,Λm′ ) ,
with
β (Λm,Λm′ ) =
∑
λ∈Λm,λ′∈Λm′























= Var [∆s(X) ] .








































































Thus, when using the expectation of the ideal penalty instead of a V -fold penalty the factor ap-
pearing in front of the first term becomes 1 + 4/(V − 1) − 1/n. Assuming that the heuristics of
Arlot & Lerasle (2014) is true, this proves that the penLOO behaves like the expectation of the
ideal penalty. Together with Theorem 4.7 that gives the variance computations of the criteria (see
Section 4.6.2 below), we recover Theorem 2 of Arlot & Lerasle (2014). As a consequence all their
remarks and specific computations (in particular their discussion on the case of regular histograms)
can be deduced from our result.
Approximation kernels
Let Ξ ⊂ R and let µ denote the Lebesgue measure on Ξ. Let k denote a bounded symmetric
function in L1, such that k(0) > 0. We remind that for any hm > 0, the approximation kernel
associated to k and hm is defined for any (x, y) ∈ Ξ2 by Km(x, y) = h−1m k((x− y)/hm). In this
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case one can notice that some important terms have no randomness



























































16(n(V − 1)− V )








∆K(X,Y ),∆A(X,Y ) + 2(n− 2)∆A(Y, Z)] .
4.4 Simulation experiments
4.4.1 Simulation protocol
As some experiments were already made for projection estimators in Arlot & Lerasle (2014) we fo-
cus only on approximation kernels (or, equivalently, kernel density estimators) with fixed Gaussian
function k defined on Ξ = R. In the sequence ( ŝm )m∈MP denote a collection of approximation
Gaussian kernels with a “geometrical” grid of bandwidths, that is with



























We considered 10 densities coming from the R-package benchden(3) which are illustrated in
the Figure 4.2 in the supplementary material below. We study hereafter the behavior of the vari-
ance term Var [∆C(m,m) ] as a function of 1/hm which measures the “complexity” of the kernel
Km exactly as the dimension Dm of Sm represents the complexity of a projection kernel (see Sec-
tion 4.1 in Lerasle et al. (2015)). We consider unbiased procedures C = CpenV,z with z = 1 and
(3)that implements the benchmark distributions of Berlinet & Devroye (1994).
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V ∈ {2, 5, 10, n} (V = n being the leave-one-out penalty) together with the ideal deterministic
penalty that is E [penid(m) ]. All procedures are compared on N = 10000 independent synthetic
data sets of size n = 100.
4.4.2 Simulation results
Figure 4.1 shows the values of Var [∆C(m,m) ] for two well-known densities, the standard Gaus-
sian (on the left) and the isosceles triangular density(4) (on the right). It should be noticed that
these densities are no exceptions, we obtain indeed the same kind of picture for other densities
in Section 4.6.3. Similar results were obtained for n = 500 but we restrict the presentation to
































































Figure 4.1: Illustration of the variance heuristic: Var [∆C(m,m) ] as a function of 1/hm for five different
C with n = 100.
with respect to V as in Arlot & Lerasle (2014). First, the biggest difference appears between
V = 2 and V = 5. Second, the improvement is very small for V ≥ 10. Third, the leave-one-out
penalty (denoted penLOO) is nearly indistinguishable from the choice pen(m) = E [penid(m) ].
Finally, let us mention that similar results were obtained for n = 500.
4.5 Proofs
Let us develop all the terms appearing in the different criteria of interest. As in Chapter 3 let us
note for i, j ∈ [n], Ki,Kj ∈ [V ] such that i ∈ Ki, j ∈ Kj , and define ρ(VF)i,j = 1− VV−11Ki 6=Kj .
Since in our setting there is no direct relation between penalized VF and VFCV as it is the case
for projection estimators, we have two possible type of weight ωi,j (instead of one in their case),
defined for i, j ∈ [n] by
ωVFi,j = 2(zρ
(VF)
i,j − 1) and ωVFCVi,j =
(
1− 1
V − 11Ki 6=Kj
)
.
(4)The isosceles triangular density is given by s(x) = (1− |x|)+ for x ∈ [−1, 1].




















































Am(Xi, Xj) . (4.5)
From Lemma 3.1 in Chapter 3 one easily finds





























ωVFCVi,j (Am(Xi, Xj) + 2(V − 1)Km(Xi, Xj)) . (4.6)
and






































for some functions f , U1 and U2. The key tool to prove both theorems of Section 4.3 is the
following lemma.
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Lemma 4.2. Let (ωi,j)1≤i,j≤n be a symmetric matrix and let U1, U2 be symmetric functions. Let







C′ = Pnf ′ +
∑
16i 6=j6n














+ 2n(n− 1) Cov [U1(X,Y ), U ′1(X,Y )]
+ 4n(n− 1)(n− 2) Cov [U1(X,Y ), U ′1(Y, Z)]


















Cov [U2(X,Y ), 1
n










Var [C ] = 1
n




Var [U2(X,Y ) ]













Cov [U2(X,Y ), 1
n
f(X) + U1(X,Y ) + 2(n− 2)U1(Y,Z)
]
.
Proof: We develop the covariance to get, by independence and equidistribution of the variables,
Cov



























































































= 2(n− 1) Cov [f(X), U ′1(X,Y )] .










































































Let us now compute the quantities appearing in Lemma 4.2 for the following weights
ωVFi,j = 2(zρ
(VF)
i,j − 1) and ωVFCVi,j =
(
1− 1







































V − 1 + 2(z− 1) + n− 1
)
.




























V − 1 − n . (4.9)
















































i,k + 8zn(n− 2) + 4n(n− 1)(n− 2) .


















































































+ n− ( n2











































































































































































































































4.5.3 Proofs of the theorems
Proof of Theorem 4.3
From (4.4), we see that ∆V,z(m,m′) has the form of a function defined in Lemma 4.2 above with












∆A(y, y) + 2(z− 1)∆K(y, y)) .
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∆K(X,Y ),∆A(X,Y ) + 2(n− 2)∆A(Y, Z)] .








































































∆K(X,Y ),∆A(X,Y ) + 2(n− 2)∆A(Y, Z)] .
Proof of Theorem 4.1
From (4.6), we see that ∆LSVFV (m,m
′) has the form of a function defined in Lemma 4.2 above




A(x, x), U1(x, y) = −2V
n2
∆K(x, y) ,




∆A(x, y) + 2(V − 1)∆K(x, y)) .


















































































Cov [∆A(X,Y ),∆A(X,X)− 2(V − 1)∆K(X,Y )] .
We conclude using Lemma 4.4 and some easy computationsn(n− 1)− 2 ∑
16i 6=j6n
ωVFCVi,j









n2(V − 1) −
4V 2





















ωVFCVi,j − n(n− 1)
 = −8V


















(V − 1)(V − n)
V




168 CHAPTER 4. VARIANCE COMPUTATIONS FOR V-FOLD CRITERIA
V 2
n2










 = n− V
V − 1 .
Proof of Theorem 4.2











∆A(x, y)− 2∆K(x, y)
)
.
Proof of Theorem 4.4




∆A(y, y)− 2∆s(y), U1(x, y) = 1
n2























∆A(X,Y ), (n− 2)∆A(Y, Z) + ∆A(X,X)− 2n∆s(X)] .
Moreover, up to an additive constant term ∆id,det(m,m′) has the form of a function defined in





∆A(x, y)− 2∆K(x, y)) and f(y) = 1
n
(




























∆A(X,Y )− 2∆K(X,Y ),∆A(Y,Z)− 2∆K(Y, Z)] .
4.5.4 Proof of Lemma 4.1
Proof: We remember that Var [X | Y ] := E [(X − E [X | Y ])2 ∣∣ Y ].
• Let us prove that for any symmetric function K
Var [K(X,Y ) ]− 2 Cov [K(X,Y ),K(Y, Z) ]
= E [Var [K(X,Y ) | Y ] ]−Var [E [K(X,Y ) | Y ] ] .
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This equality comes from some easy computations. First, we remind the classic relation
Var [K(X,Y ) ] = E [Var [K(X,Y ) | Y ] ] + Var [E [K(X,Y ) | Y ] ] ,
second, denoting E = E [K(X,Y ) ], we find that
Cov [K(X,Y ),K(Y, Z) ] = E [ (K(X,Y )− E [K(X,Y ) ] ) (K(Z, Y )− E [K(Z, Y ) ] ) ]
= E [E [ (K(X,Y )− E ) (K(Z, Y )− E ) | Y ] ]
= E
[








(E [K(X,Y ) | Y ]− E [E [K(X,Y ) | Y ] ] )2
]
= Var [E [K(X,Y ) | Y ] ] .
• Now, since X and Y are independent, we can write
E [K(X,Y ) ] = E [E [K(X,Y ) | X ] | Y ] .
Thus using Jensen’s inequality one gets
Var [E [K(X,Y ) | Y ] ] = E
[
















(K(X,Y )− E [K(X,Y ) | X ] )2
∣∣∣ X ]]
= E [Var [K(X,Y ) | X ] ] = E [Var [K(X,Y ) | Y ] ] .
4.6 Supplementary material
4.6.1 Variance of normalized increments





(C(m)− Cid(m)− (C(m′)− Cid(m′))) . (4.10)
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Theorem 4.5. For C = CpenV,z, setting ∆V,zid (m,m′) = ∆
CpenV,z
id (m,m





















































































ωVFi,j Km(Xi, Xj) ,
we see from (4.10) that ∆V,zid (m,m
′)/
√
n has the form of a function defined in Lemma 4.2 above








We then easily derive the result from Lemma 4.2 and Lemma 4.3.
Theorem 4.6. For C = CLSVFV , setting ∆LSVF,Vid (m,m′) = ∆
CLSVFV
id (m,m

















]− 2 Cov [∆K(X,Y ),∆K(Y,Z)])
+
8
n(V − 1)2 Cov
[
∆K(X,Y ),∆A(X,Y ) + 2(V − 2)∆A(Y, Z)]
+
4
n(V − 1) Cov
[
∆A(X,X),∆s(X)− 2∆K(X,Y )]− 8
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+
2 (n− (V − 1))
n2(V − 1)3 Var
[
∆A(X,Y )
]− 4 (n− 2(V − 1))





Proof: First, let us write



















ωVFCVi,j (Am(Xi, Xj) + 2(V − 1)Km(Xi, Xj)) .
Now, from (4.10) we notice that ∆LSVF,Vid (m,m
′)/
√
n has the form of a function defined in




A(y, y) + 2∆s(y), U1(x, y) = − 1
n2
(








∆A(x, y) + 2(V − 1)∆K(x, y)) .


















Var [U2(X,Y ) ]






















Cov [U2(X,Y ), f(X) + nU1(X,Y ) + 2n(n− 2)U1(Y,Z) ] .
Then, we develop the three variance terms to obtain
Var [f(X) ] =
1




+ 4Var [∆s(X) ] +
4
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n4(V − 1)2
V 2




+ 4(V − 1)2Var [∆K(X,Y )]+ 4(V − 1) Cov [∆A(X,Y ),∆K(X,Y )] .
Now, we develop the covariance terms




















+ 4(V − 1) Cov [∆K(X,Y ),∆A(Y, Z)]+ Cov [∆A(X,Y ),∆A(Y, Z)] ,
− n2 Cov [f(X), U1(X,Y ) ] = 2V










































−Var [∆A(X,Y )]− 2(2V − 1) Cov [∆K(X,Y ),∆A(X,Y )] ,
n4(V − 1)
V




− Cov [∆A(X,Y ),∆A(Y,Z)]− 2(2V − 1) Cov [∆K(X,Y ),∆A(Y, Z)] .
Thus, we find



















n(V − 1) .
• Terms in front of Var [∆A(X,Y )]

























nV (V 2 + 3− 3V )− n(V − 1)3





2 (n− (V − 1))
n2(V − 1)3 .












• Terms in front of Cov [∆K(X,Y ),∆A(X,X)]
−8V (n− 1)










n(V − 1) .
• Terms in front of Cov [∆A(X,Y ),∆s(X)]
8
n(V − 1) (n(V − 1)− V − (n− 1)(V − 1)) = −
8
n(V − 1) .
• Terms in front of Cov [∆A(X,X),∆A(X,Y )]
4
n2(V − 1)2 (n(V − 1)− V − (n− 1)(V − 1)) =
−4
n2(V − 1)2 .




















16 (nV − n− V ))
n(V − 1) .






V − 1 − V
+ (n− 1)(V − 1) + (2V − 1)
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n(V − 1)2 .
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+ (n− 1)(n− 2)(V − 1) + (n− 2)(2V − 1)
(




16 (V − 2)
n(V − 1)2 .




(n− 1)(n− 2)(V − 1)2 + n2(V − 1)2 − 2V 2n+ nV − nV (V − 2)
2
V − 1
+ 2V 2 − 2n(n− 2)(V − 1)2 + 2V (n− 2)(V − 1)
)
=
4 (2(V − 1)− n)
n2(V − 1)3 .
Putting all these terms in the calculation above provides the result.
4.6.2 Variance of the criteria
For sake of completeness we provide here the variance computations for all the previous criteria.
We find the results by replacing ∆A and ∆K respectively by Am and Km in all the theorems of
Section 4.3.








Var [Am(X,X) + 2(z− 1)Km(X,X) ] + 2(n− 1)
n3



















































Cov [Km(X,Y ), Am(Y,Z) ] .
Second,
Var
[CLSVFV (m)] = V 2n3(V − 1)2 Var [Am(X,X) ]
+
8V







Cov [Km(X,Y ),Km(Y,Z) ]
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− 8V
n2(V − 1) Cov [Am(X,X),Km(X,Y ) ]−
8V (V − 2)



















2 − 7V + 5









(V − 1)(V − n)
V












Cov [Am(X,Y ), Am(X,X) ] .
Finally, setting q = n− p,
Var


























One can prove that the formulas obtained in Celisse & Robin (2008); Celisse (2014) for pro-
jection and approximation kernels are a particular result of the latter computation.
4.6.3 More figures
Figure 4.2 shows the 10 densities we considered in our empirical study.















































































































Figure 4.2: All densities considered in the paper.




































































































































Figure 4.3: Illustration of the variance heuristic: Var [∆C(m,m) ] as a function of 1/hm for five different
C with n = 100.





































































































































Figure 4.4: Illustration of the variance heuristic: Var [∆C(m,m) ] as a function of 1/hm for five different
C with n = 100.
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Part III
V-fold and robust tests

Chapter 5
Towards practical robust resampling
procedures: the T-Hold-Out
Abstract. Cross-validation and data splitting techniques are widely used methods to proceed es-
timator selection while trying to avoid both underfitting and overfitting. The simplest case being
the hold-out, which consists in splitting the sample into two subsamples: one is used to build a
family of estimators, the other is dedicated to select among them. As an alternative to procedures
based on the risk estimation principle, Birge´ (2006a, Section 9) proposed to use robust tests be-
tween the preliminary estimators to select the final candidate, leading to an apparent quadratic
cost. We introduce an efficient and exact algorithm, together with a faster but approximate ver-
sion, which implements with a sub-quadratic complexity this robust hold-out. We study empiri-
cally their performance in the context of density estimation considering well-known competitors
(hold-out derived from least-squares or Kullback-Leibler divergence, model selection procedures,
etc.) and classical problems including histogram or bandwidth selection. We expect this algorithm
to be the necessary key step in the construction of more general robust resampling methods. Our
algorithms are available on the CRAN in a companion R-package in connexion with a companion
website on RunMyCode to help transparency and reproducibility.
NOTA: Ce chapitre, fruit d’un travail effectue´ avec Yves Rozenholc(1), a e´te´ soumis au “Journal
of the American Statistical Association” en fe´vrier 2015.
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5.1 Introduction
Suppose we have at hand a sample of independent and identically distributed (i.i.d.) random
variables from some unknown density s with respect to some dominating measure µ and that we
want to estimate s from the sample.
Many papers have been published about the solution of this estimation problem with as little
prior information on s as possible. A widely used strategy consists in starting from a family of
preliminary estimators (for instance kernel or histogram estimators) with some varying smoothing
parameter (the bandwidth or the partition) and selecting one candidate using the sample. Never-
theless, since the 30’s (Larson, 1931) it has been known that building estimators and evaluating
their quality with the same data yields an overoptimistic result. Many possibilities exist to treat
this problem. Among others, cross-validation (and data splitting techniques in general) presents a
popular and useful solution since it only requires an i.i.d. sample to be performed. The simplest
procedure of this type - called hold-out or simple validation - consists in splitting the sample into
two subsamples, building a family of estimators using the first subsample (which we shall call the
training sample) and making the selection using the second subsample (which we shall call the
validation sample).
Concerning the selection part, Birge´ (2006a, Section 9) proposed a procedure - called T-hold-
out hereafter - based on robust tests between the preliminary estimators. The procedure can be
derived from Birge´’s construction of T-estimators(2) oriented to model selection. The definition
of these estimators is introduced in the same paper but relies on old ideas arising from Le Cam
(1973); Birge´ (1983, 1984b,a). Indeed, conditionally to the training sample, all the estimators are
deterministic so that the models are reduced to points and the problem amounts to select one point
from the validation sample. Whereas classical cross-validation procedures aim at estimating the
risk of the preliminary estimators, this solution presents a rather different strategy since it asso-
ciates to each estimator a plausibility index by doing a pairwise comparison between the candidates
through robust tests. The –apparently– “too high computational complexity” of this construction
led most authors –including its initiator– to consider it only as a theoretical tool, as pointed out
in Birge´ (2006a), Birge´ (2007, p.45) and Baraud & Birge´ (2009, p.241). However, through the
simple T-hold-out procedure, we show hereafter that it is not true and that such approaches may
indeed be implemented while controlling the computational cost, this being the necessary step for
further extensions and generalization of the use of T-estimation based procedures.
The purpose of this paper is to provide an efficient algorithm that implements the T-hold-out,
made available in our R-package called Density.T.HoldOut on the CRAN(3). Our motivations are
twofold. First, when we started this research in the summer of 2012 there was no practical ap-
plication of T-estimation using the idea of data splitting(4). We thought it would be of interest
to compare empirically, in this simple setting, T-estimation with classical resampling and penal-
ization procedures which are motivated by risk estimation. Second, since most cross-validation
(2)“T” refers to test.
(3)http://cran.r-project.org/web/packages/Density.T.HoldOut/index.html
(4)it should be noticed that Sart has recently applied a procedure based on robust tests in the special cases of dyadic
partition selection (Sart, 2014) and parameter selection (Sart, 2013).
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procedures, like V -fold cross-validation, consist in averaging Hold-Out criteria on different data
splits, we believe this work to be the necessary first step towards a practical implementation of
resampling procedures with robust tests.
In our empirical study, we considered several finite collections of preliminary estimators.
These included histogram or kernel collections - leading to some well-known estimation prob-
lems: number of bin selection, partition selection, bandwidth selection, but also more complex
collections mixing histograms and kernel estimators potentially completed with some parametric
ones. The scripts, developed for this paper using our R-package, are available on the RunMyCode
website(5) to increase transparency and reproducibility. These simulations show that T-Hold-Out
represents a strong alternative to classical procedures in density estimation. Moreover, the en-
couraging results of this section are a source of motivation for future works on implementation of
resampling procedures based on robust tests.
Hold-out is not specific to the density framework. Indeed, in all cases where we have at hand
two independent random samples Xt and Xv, one can build a collection of estimators using the
training sample Xt and proceed to the selection with the validation sample Xv. In density es-
timation, hold-out has been investigated theoretically for projection estimators (Arlot & Lerasle,
2014, Section 8.1) and kernel density estimates (Devroye & Lugosi, 2001) among other examples.
Searching for the best linear (or convex) combination of the preliminary estimators in the valida-
tion step leads to the linear (or convex) aggregation problem (see Rigollet & Tsybakov (2007)).
Moreover, theoretical properties of the hold-out have also been studied in classification (Bartlett
et al., 2002; Blanchard & Massart, 2006) and in regression -by Lugosi & Nobel (1999); Juditsky
& Nemirovski (2000); Nemirovski (2000); Wegkamp (2003), among others.
5.1.1 Framework
Let us consider a sample X = {X1, . . . , Xn } of i.i.d. random variables Xi with values in the
measured space (Ξ,Z, µ). We suppose that the distribution of Xi admits a density s with respect
to µ and aim to estimate s. We turn the set S of all probability densities with respect to µ into a










The quality of an approximation t ∈ S of the function s is measured by `(s, t), where `
is a loss function (typically some power of a distance, as the Lq-distances - derived from Lq-
norms denoted ‖·‖ q). The risk of an estimator s˜ = s˜(X) of the function s is defined through this
loss function by Rs(s˜, `) := Es[`(s, s˜)], where Es denotes the expectation when s obtains. The
Hellinger risk Rs(s˜, h2) comes from the loss ` = h2. The loss can also be defined as `(s, t) =
Es[γ(t,X)− γ(s,X)], where γ : S × Ξ 7→ [0,∞) is a contrast function for which s appears as a
minimizer of Es[γ(t,X)] when t ∈ S (Birge´ & Massart, 1993, Definition 1). In this context, the
L2-loss (resp. the Kullback-Leibler loss) is defined via the contrast function γ(t, x) = ‖t‖22−2t(x)
(resp. γ(t, x) = − log(t(x))) for any t ∈ S, x ∈ Ξ.
(5)http://www.runmycode.org/companion/view/589
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5.1.2 About the Hold-Out
Formally, the hold-out (HO) is a two-steps estimation procedure which relies on a split of X into
two nonempty complementary subsamples, Xt and Xv.
• Step one: Using the training sample Xt, we build a finite set S = {ŝm[Xt],m ∈ M} of
preliminary estimators.
• Step two: The validation sample Xv is dedicated to the selection of one point m̂ inM.
The final estimator is either ŝm̂[Xt] or ŝm̂[X] depending on the authors. The goal is generally to
select m̂ ∈M such that
Rs(ŝm̂[Xt], `) ∼ inf
m∈M
Rs(ŝm[Xt], `) or Rs(ŝm̂[X], `) ∼ inf
m∈M
Rs(ŝm[X], `) ,
where ` is the relevant loss function and the symbol ∼ means that quantities on both sides are of
the same order.
Usually, after performing Step one, one defines some random criterion crit(m) for each m
and selects the m̂ ∈ M that minimizes crit. In the classical hold-out, when the loss ` is defined
through a contrast function, this criterion is an estimation of the risk, made using the empirical







where |A| denotes the cardinality of the set A. In this context one naturally selects the estimator




We shall denote in what follows m̂LS and m̂KL for the estimators selected by the classical pro-
cedure using the contrast functions γ(t, x) = ‖t‖22−2t(x) and γ(t, x) = − log(t(x)) respectively.
We call least-squares hold-out (LSHO) and Kullback-Leibler hold-out (KLHO) the corresponding
HO procedures. Few theoretical results exist concerning this classical HO in the density frame-
work. Nevertheless, considering projection estimators together with the least-squares contrast,
Arlot & Lerasle (2014) have shown that the LSHO criterion can be written as a penalization cri-
terion with some resampling-based penalty. They also proved an oracle inequality and provided
variances computations for this criterion (see Theorem 3 and Section S.2. in the supplementary
material in Arlot & Lerasle (2014)).
5.1.3 Overview of the paper
In practice the selection problem of Step two amounts to select one estimator in a given collection
of |M| initial candidates. While the classical HO relies on the optimization of an empirical contrast
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function and thus requires at most |M| computations, T-estimation involves pairwise comparisons
based on robust tests leading to a quadratic number O(|M|2) of tests.
The first goal of this paper is to provide an algorithm in the general framework of T-estimation
which allows an efficient and exact implementation of T-estimation in the HO context. This al-
gorithm breaks this quadratic bound. The second goal is to compare the risk performance of this
T-hold-out for three losses, a large set of densities and several sample sizes. We shall make a
comparison against two types of procedures: those which select one point in a given family using
the validation sample and those which estimate the density from the full sample.
Moreover, we provide a faster, albeit approximate, version of this exact algorithm. We shall
study both algorithms from a computational complexity point of view as well as the risk perfor-
mance of the resulting estimators.
The paper is organized as follows. In Section 2 we revisit the definition of the T-hold-out
(THO) in a general framework. We introduce in Section 3 our exact and efficient algorithm which
implements exact T-estimation and one approximate version derived from it. Section 4 presents the
simulation protocol of our empirical study together with a short description of the main function
of the companion R-package Density.T.HoldOut. Section 5 is dedicated to the study of the quality
of the two possible T-hold-out in terms of risk. We also provide comparisons with other hold-
out procedures, direct estimation procedures –penalized estimators or Lepski’s method– and some
bandwidth estimators obtained using asymptotic derivation of the risk. Section 6 is devoted to the
empirical study of the complexity of the exact algorithm. Section 7 provides a comparison of exact
and approximate algorithms both in terms of risk and complexity.
5.2 T-Hold-Out
Let us recall the T-hold-out procedure in a general framework where robust tests exist. We have at
hand two independent samples, Xt and Xv, and want to estimate some target s belonging to the
metric space (S, d). Suppose that a family S = { ŝm[Xt],m ∈M} of estimators of s has been
built from Xt, and we want to proceed to the selection step with Xv. For m1,m2 ∈ M, we write
d(m1,m2) instead of d ( ŝm1 [Xt], ŝm2 [Xt] ). Let us assume that ψm1,m2 is a statistical test that
decides between m1 and m2 which, conditionally to the knowledge of S, is based only on Xv.









To the best of our knowledge it is the first HO based on the Hellinger distance. There are sev-
eral theoretical differences with classical HO methods. The criterion critTHO(m,Xt,Xv) does
not estimate the risk but appears instead as a plausibility index. Its value is computed through ro-
bust tests between estimators, while the classical HO criterion is computed independently for each
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estimator and thus does not take the geometrical structure of S into account. The key assumption
in the construction is the existence of some test having the following robustness property.
Assumption A There exist two constants a > 0, θ ∈ (0, 1/2), such that, for anym1 andm2 ∈M,
there exists a test ψm1,m2 = ψm2,m1 which chooses between m1 and m2, and satisfies:
sup
{ s∈S|d(s,m1)6θd(m1,m2)}




Ps [ψm1,m2 = m1 ] 6 exp
(−a|Xv|d2(m1,m2)) . (5.4)
Considering two densities ŝi[Xt] and ŝj [Xt], the test is defined by
ψi,j =

i if Ti,j 6 0
j otherwise .
(5.5)
In the density framework, Assumption A is fulfilled with d = h using one of the following test
statistic Ti,j :



















and showed that a = (1− 2θ)2.
• setting r̂i,j [Xt] = ( ŝi[Xt] + ŝj [Xt] ) /2, Baraud (2011, Section 2) considered
Ti,j = h










leading to a different value of a. This unpublished result of Sart (private communication)
follows idea of Sart (2011, Section 6) developed in an other framework.
The Hellinger risk of ŝm̂THO [Xt] is controlled by the following result.
Theorem 5.1. Let |M| = M , and let Ti,j be the test statistic given by (5.6). Then the estimator
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The proof of Theorem 5.1 may be found in Section 5.9, it follows idea of Birge´ (2006a, Corol-
lary 9) tuned to our context to obtained a more precise bound. Similar bound holds for the L2-risk
(see (Birge´, 2014, Corollary 1)) although under stronger assumptions.
5.3 Efficient algorithms for T-estimation
In this section, we describe our algorithms which are at the core of the Density.T.HoldOut package
to implement THO. Both algorithms may be useful in a general framework of T-estimation as they
allow one to reduce the combinatorial complexity. While our first algorithm computes the true
T-estimator, the second implements a lossy approach which reduces the complexity further when
the family S is very large, while maintaining good performance in terms of Hellinger risk. In
both cases, we assume that Step one has already been performed, hence our aim is only to select
m̂ among the finite collection S of preliminary estimators using Xv, as described in Section 5.2.
Since M is finite, we assume without loss of generality that M = [M ]. Since the estimators
ŝm[Xt] are built from a sample independent of Xv, they are, conditionally to Xt, deterministic
points in S. From now on we denote them sm - or m when no confusion is possible - and the THO
criterion critTHO(m,Xt,Xv) is denoted D(m) = maxi∈Rm d(i,m), where we recall that Rm
consists of the j ∈ [M ]\{m} which are chosen againstm by the robust tests. Finally let us denote
B¯(m, r) = { l ∈ [M ] : d(m, l) 6 r} the intersection ofM with the closed ball with center m and
radius r > 0. From a purely combinatorial point of view, the computation of m̂ minimizing the
plausibility indexD(m) requires the computation of O(M2) tests with a “naive” algorithm, which
is prohibitive as compared to the O(M) operations needed to compute the classical HO estimator.
5.3.1 Exact T-Hold-Out
The T-estimator search can be realized with a non-quadratic number of tests, thanks to a simple
argument which is summarized by the following lemma and its corollary.












Figure 5.1: Illustration of our exact search for T-estimation. Along the three first iterations, the estimators
mi, i = 0, 1, 2 are considered with associated radii D(mi) and the T-estimator belongs successively to Ji
where J0 is B¯(m0,D(m0)), J1 is the dotted and J2 the hatched area.
Lemma 5.1. For any point m0 ∈ [M ], the T-estimator m̂ belongs to B¯(m0,D(m0)).
Proof: Suppose that there exists one pointm0 ∈ [M ] such that m̂ does not belong to the closed ball
of radiusD(m0) centered atm0. Then it does not belong toRm0 , and it follows that ψm0,m̂ = m0.
Hencem0 belongs toRm̂ leading toD(m̂) > d(m̂,m0) > D(m0) which provides a contradiction
with D(m̂) = minm∈[M ]D(m).
Corollary 5.1. For any subset J ⊂ [M ], the T-estimator m̂ belongs to⋂
m∈J
B¯(m,D(m)) .
Proof: The proof, illustrated by 5.1, is straightforward using similar arguments as in Lemma 5.1.
It follows that, starting from m0, only a point inside B¯(m0,D(m0)) may be the T-estimator.
If any point m1 in this first ball satisfies D(m1) < D(m0), by Corollary 5.1, the T-estimator will
belong to B¯(m0,D(m0))
⋂ B¯(m1,D(m1)). Again, criterion D needs to be computed only for
points inside this intersection. We keep intersecting balls B¯(m,D(m)) until there are no more
points with a value of D smaller than its running value. This approach provides an exact compu-
tation of the T-estimator.
At each step of the recursion, the current best point is denoted m with associated value D(m)
denoted by D. The running intersection which contains the potentially better points than m is
denoted J (this set does not contain m). The recursion stops when J is empty. At a given step of
the recursion, a point j in J is better than m - and thus replaces it - if D(j) < D. In all cases, j
is removed from the set J . During the iteration, |J | and D decrease ensuring that the algorithm
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stops. The last running m is the T-estimator. The pseudo-code implementing the efficient and
exact search of the T-estimator is provided by Algorithm 1.
Algorithm 1: Efficient and exact T-Hold-Out
Input: m ∈ J = [M ]
1 for (j 6= m) do compute ψm,j(Xv)
2 Compute D = D(m) and set J = B¯(m,D) \ {m}
3 while (|J | > 0) do
4 Set Dtmp = 0, select j ∈ J and set J = J \ {j}
5 for (k 6= j) do
6 Compute ψk,j(Xv) // if it has not been done yet
7 if (ψk,j(Xv) == k) then // k ∈ Rj
8 Set Dtmp = max(Dtmp, d(j, k))
9 if (Dtmp > D) then break // break the for loop
10 Set m = j, D = Dtmp and J = J ⋂ B¯(m,D)
Return: m // the T-estimator
Comments: This algorithm works for all the statistical frameworks of T-estimation, and does not
depend on the considered robust test. The “for” loop is realized on all k 6= j, as D(k) depends on
all points and not only on those in J . If there areN points in the first ball, the number of computed
tests is at most O(N ∗M). Moreover, if the first ball is empty, i.e. if D(m) = 0, the algorithm
stops immediately, returningm for m̂. In this case, the complexity of our algorithm is O(M). Any
preliminary estimator (maximum likelihood, least-squares, L1-minimizer, etc.) may be a starting
point of our algorithm. We hope that by beginning from a good preliminary estimator, there will be
only few points in the first ball, resulting in less computations. The computation requires O(M2)








5.3.2 Fast algorithm for approximate T-Hold-Out
Assumption A ensures that as soon as the Hellinger distance between two estimators of S is large
enough, the probability that the robust test does not choose the best estimator is small. However,
as shown in Lemma 1 of Le Cam (1973), when this distance is smaller than c n−1/2, where c is a
small positive constant, the two corresponding probabilities cannot be separated by a test built on
n observations anymore. From this remark, we derive a lossy version from our efficient and exact
algorithm. The main difference consists in ignoring points in S as soon as their Hellinger distance
to a previously considered one is smaller than a given threshold δn > 0.
We introduce this distance control at two steps of our efficient and exact algorithm. As the
interior points of B¯(m, δn) cannot be properly distinguished fromm by any test, the set J becomes,
at lines 2 and 10 of Algorithm 1, the intersection of rings instead of balls, obtained by removing
from the original ball B¯(m,D(m)) the ball B¯(m, δn). In the same spirit, at line 5 of Algorithm
1, the current k, in the for loop, is considered if and only if its distance to Tj is larger than δn,
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where Tj is made of the running j and the further points which have been tested against j. The









Figure 5.2: Illustration of the approximate T-estimation search: J0 is a ring around m0. The point
following m0 has changed with respect to 5.1 as the previously selected m1 is now inside B¯(m0, δn). J1
(in grey) appears as the intersection of two rings.
Algorithm 2: Approximate T-Hold-Out
Input: m ∈ J = [M ]; δn > 0
1 for (j 6= m) do compute ψm,j(Xv)
2 Compute D = D(m) and set J = B¯(m,D) \ B¯(m, δn)
3 while (|J | > 0) do
4 Set Dtmp = 0, select j ∈ J and set J = J \ {j}
5 Define Tj = {j}
6 for (k 6= j) do
7 if (d(j, Tj) 6 δn) then next k // next k if distance is too small
8 Set Tj = Tj ∪ {k}
9 Compute ψk,j(Xv) // if it has not been done yet
10 if (ψk,j(Xv) == k) then // k ∈ Rj
11 Set Dtmp = max(Dtmp, d(j, k))
12 if (Dtmp > D) then break // break the for loop
13 Set m = j, D = Dtmp and J = J ⋂[B¯(m,D) \ B¯(m, δn)]
Return: m // the approximate T-estimator
5.4 Simulation protocol
In our simulations, we consider only the density estimation framework. This is motivated by the
fact that likelihood ratio tests are not robust in this context, and we hoped to observe differences
in terms of risk.
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We considered X = {X1, . . . , Xn } i.i.d. random variables from an unknown density s
with respect to the Lebesgue measure on Ξ = R and, for a given proportion p in (0, 1), we
divide randomly X into Xt = {X1, . . . , Xn1 } and Xv = {Xn1+1, . . . , Xn }, with n1 = bpnc
where bxc is the integer part of x. Simulations were carried out with four sample sizes (n =
100, 250, 500, 1000) and three different proportions (p = 1/2, 2/3, 3/4) using the two different
robust tests (5.6) and (5.7). Our test functions s vary in a subset L made of the densities s1,. . . ,
s28 of the R-package benchden(6) which are in L1 ∩L2 - to ensure that risks are computable. This
set L is made of the densities si for
i ∈ {1, . . . , 5, 7, 11, 12, 13, 16, 17, 21, . . . , 27} .
We considered several estimator collections:
• SR made of regular histograms with bin number varying from 1 to dn1/ log(n1)e as de-
scribed in Birge´ & Rozenholc (2006);
• SI made of the maximum likelihood irregular histograms when the bin number only varies
from 1 to min(100, dn1/ log(n1)e as described in Rozenholc et al. (2010);
• SK made of Gaussian kernel estimators with the varying bandwidths chosen as
(max[Xt]−min[Xt])/2j for j = 1, . . . , dn1/ log(n1)e .
• SP made of parametric estimates obtained by moment’s method for the Gaussian, expo-
nential, log-normal, chi-square, gamma and beta distributions together with a maximum
likelihood estimate of the uniform distribution;
• SC = SR ∪ SI
• S1 = SR ∪ SI ∪ SK ;
• S2 = SR ∪ SI ∪ SK ∪ SP .
The estimation accuracy of a given procedure s˜ has been evaluated using an empirical version of
the risk Rs(s˜, `) = Es[`(s, s˜)], obtained by generating 100 n-samples X(j), 1 6 j 6 100, of
density s:










where `(t, u) is either h2(t, u) or ‖t− u‖qq, for q = 1, 2.
(6)Benchden (see Mildenberger & Weinert (2012)) implements the benchmark distributions of Berlinet & Devroye
(1994). Available on the CRAN http://cran.r-project.org/web/packages/benchden/index.
html.
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) = log2 R¯1/rs ( t˜1, `)− log2 R¯1/rs ( t˜2, `) ,
where r is equal to q for Lq losses and 2 for the Hellinger loss. The aim of the normalization by r
is to provide an easier comparison of Ws when the loss changes. In our empirical study, procedure
t˜2 is thus considered better in terms of risk than t˜1 for a given loss function ` if the values of
Ws(t˜1, t˜2) are positive when the density s varies.
We compared the four hold-out methods described above: T-estimation with the tests given
by (5.6) and (5.7), LS and KL. We first computed ŝm[Xt] for all m ∈ M, and then selected
m̂ minimizing the respective HO criterion resulting in m̂T1, m̂T2, m̂LS and m̂KL, providing s˜
as either ŝm̂[Xt] or ŝm̂[X]. As m̂ depends on the chosen proportion p, in order to explicitly
specify the dependency of m̂ with respect to this parameter, we will use the following notations
ŝm̂[p][Xt] or ŝm̂[p][X] when needed. In Algorithms 1 and 2, the input m has been set to m̂LS and
j = argmaxk∈J d(k,m), at line 4. In Algorithm 2, we fixed δn = 1/
√|Xv| as a lower bound for
the Hellinger distance between distinguishable probabilities, following Le Cam (1973).
Moreover, we also considered some calibrated estimation procedures which choosem in some
particular families. These are not direct competitors with the T-estimation as they cannot deal with
general families S but provide a good benchmark in terms of risk:
• for SR, SI , SC , the penalized maximum likelihood estimators, denoted s˜pen introduced in
Birge´ & Rozenholc (2006); Rozenholc et al. (2010) and implemented in the R-package(7)
histogram,
• for SK , the L1-version of the procedure introduced in Goldenshluger & Lepski (2011),
denoted s˜GL.
For fairness, we applied these calibrated estimation procedures in their original setting which use
the full sample replacing n1 by n in the definition of SR and SK .
Finally, for the family SK , we considered some bandwidth selectors (namely nrd, ucv, bcv, SJ)
implemented in the density generic function available in R , providing some well-known estima-
tors s˜nrd, s˜bcv, s˜ucv, s˜SJ of the density which are not chosen in S (Silverman, 1986; Sheather &
Jones, 1991; Scott, 1992).
The R-package(8) Density.T.HoldOut is a ready-to-use software that implements our algorithms
in the density framework. The main function - called DensityTestim - receives as input a sam-
pleX and a family of estimators and returns the selected estimator. The previously described fami-
lies are available and can be extended or adapted by the user (default family is S2). Other important
(7)available on the CRAN http://cran.r-project.org/web/packages/histogram/index.html.
(8)available on the CRAN http://cran.r-project.org/web/packages/Density.T.HoldOut/
index.html
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input arguments are parameters p, θ and the starting point (default values are p = 1/2 , θ = 1/4
and m̂LS). This function implements the exact and lossy algorithms, through the numeric csqrt
(default value 1) which controls δn = csqrt/
√|Xv| in Algorithm 2. The robust test might be
the one defined by (5.6) setting test=’birge’ (default), or by (5.7) setting test=’baraud’. The
resulting estimator is either built with Xt (last=’training’) or X (last=’full’, default).
5.5 Simulation results
This section, made using Algorithm 1, is devoted to the study of the quality of the T-hold-out. We
illustrate our results showing boxplots of Ws(t˜1, t˜2) for all 18 densities s ∈ L, various choices
of estimators t˜1 and t˜2 and for different collections of estimators S, as described in the previous
section. We begin by investigating how parameter θ influences the THO procedure deduced from
(5.6). Then we show that the two robust procedures derived from (5.6) and (5.7) have similar
behavior in terms of risk, and therefore pursue using the first one only. After studying how p
influences the quality of estimation, we provide two main comparison types. First we look at HO
methods which select among a family of points using the validation sample. Then we compare
the THO against some density estimation methods, which are not necessarily selection procedures
anymore. In this subsection, we divide the presentation between calibrated selection procedures
build directly on the full sample and some selectors of the bandwidth obtained using asymptotic
derivation of the risk for some specific loss.
5.5.1 Influence of θ
The robustness of the procedure build using (5.6) is controlled through the parameter θ < 1/2
(see Eq. 5.6), the KLHO corresponding to θ = 0 (no robustness). We computed the empirical risk
using the THO procedure with θ = 1/16, 1/8, 1/4, 3/8, 7/16, and n = 100, 250, 500, 1000. We
observed that θ has little influence in terms of risk (θ = 1/16 being slightly worse) and decided to
pursue the empirical study with θ = 1/4.
5.5.2 Influence of the robust test
As we dispose of two robust tests to proceed the THO, we compare the two corresponding strate-
gies in 5.3 using t˜1 = ŝm̂T1[p][Xt] and t˜2 = ŝm̂T2[p][Xt] for p = 1/2, 2/3 and 3/4 (each value
corresponding to one subfigure below). For a fixed n, there are 18 × 6 ratios obtained when both
the density and the collection of estimators vary.
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Figure 5.3: From left to right, normalized log2-ratio of the empirical risks Ws(ŝm̂T1[p][Xt], ŝm̂T2[p][Xt])
for the Hellinger loss for p = 1/2, 2/3 and 3/4. Each subfigure shows the boxplot for n equals 100, 250,
500 and 1000. The horizontal red dotted line provides the reference value 0.
Surprisingly the two procedures behave very similarly in all settings, and only few differences
can be observed in terms of Hellinger risk (generally less than 2%). We therefore pursue our
empirical study with the procedure derived from (5.6), and from now on we denote m̂T instead of
m̂T1, when no confusion is possible.
5.5.3 Influence of p
We examine the dependence of the THO with respect to p, the proportion of the initial sample



















































































































































































































Figure 5.4: From left to right, normalized log2-ratio of the empirical risks
Ws(ŝm̂T [2/3][Xt], ŝm̂T [1/2][Xt]) (upper line) and Ws(ŝm̂T [3/4][Xt], ŝm̂T [1/2][Xt]) (bottom line) for
the Hellinger loss, using collections SR, SI , SC , SK , S1 and S2. Each subfigure shows the boxplot for n
equals 100, 250, 500 and 1000. The horizontal red dotted line provides the reference value 0.
5.4 is built using t˜1 = ŝm̂T [p][Xt] for p equals 2/3 (upper line), 3/4 (bottom line) and t˜2 =
ŝm̂T [1/2][Xt]. We observe two different behaviors for families SR, SI , SC and SK on the one hand
and for S1 and S2 on the other hand. For the first families p = 2/3 or 3/4 is better than p = 1/2.
For the second ones p = 2/3 seems equivalent to p = 1/2 but p = 3/4 is worst than p = 1/2.
Hence we consider preferable to use p = 2/3, which makes the best compromise for all families.
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5.5.4 Comparing Hold-Out methods
Hold-out procedures are universal since they do not depend on the choice of family S. They can be
seen as methods that choose among some family of fixed points. Setting p = 2/3, we compare the
THO to the KLHO and LSHO introduced in Section 5.1.2 using each of the 6 estimator collections
described in Section 5.4.

































































































































































Figure 5.5: From left to right, normalized log2-ratio of the empirical risks Ws(ŝm̂KL [Xt], ŝm̂T [Xt]) for
p = 2/3, using collections SR, SI , SC , SK , S1 and S2. Upper line, using Hellinger loss, bottom line using
L1 loss. See 5.4 for more details.
5.5 is built using t˜1 = ŝm̂KL [Xt] and t˜2 = ŝm̂T [Xt] considering Hellinger (upper line) and L1
(bottom line) losses. In all cases, the median and most of the distribution are positive, meaning
that the THO outperforms the KLHO estimator. For collections SI and SK , empirical risks for
both losses are similar, with Ws(ŝm̂KL [Xt], ŝm̂T [Xt]) being respectively larger than -0.01 (except
for the uniform density) for SI , and -0.2 for SK . When n grows, while for SI and SK the ratio
remains stable, it increases for all other families in favor of the THO. Moreover when going from
collection S1 to S2, that is adding the parametric collection SP , we observe that the already good
performance of the THO improves. We therefore suspect that the THO chooses the parametric
estimator more often than KLHO when facing the corresponding densities.
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Figure 5.6: From left to right, normalized log2-ratio of the empirical risks Ws(ŝm̂LS [Xt], ŝm̂T [Xt]) for
p = 2/3, using collections SR, SI , SC , SK , S1 and S2. Upper line, using Hellinger loss, bottom line using
L2 loss. See 5.4 for more details.
5.6 is built using t˜1 = ŝm̂LS [Xt] and t˜2 = ŝm̂T [Xt] considering Hellinger (upper line) and L2
(bottom line) losses. The THO performs better than the LSHO estimator for all collections except
for the collection SI when n = 100. For the larger collections S1 and S2, the THO outperforms
the LSHO. However, as n grows, we observe that the relative quality of the two procedures remain
stable.
5.5.5 Comparing final strategies for T-Hold-Out
Here, we investigate whether ŝm̂T [Xt] or ŝm̂T [X] performs better. For this purpose, we study the
Hellinger risk of ŝm̂T [X] when p varies. 5.7 is built using t˜1 = ŝm̂T [p][X] for p equals 2/3 (upper
line), 3/4 (bottom line) and t˜2 = ŝm̂T [1/2][X]. We observe that against p = 2/3 or p = 3/4, the
value p = 1/2 provides better results for the large families S1 and S2 while for the small families
the results are more balanced. Hence we consider preferable to make use of this strategy with
p = 1/2.

























































































































































Figure 5.7: From left to right, normalized log2-ratio of the empirical risks Ws(ŝm̂T [2/3][X], ŝm̂T [1/2][X])
(upper line) and Ws(ŝm̂T [3/4][X], ŝm̂T [1/2][X]) (bottom line) for the Hellinger loss, using collections SR,
SI , SC , SK , S1 and S2. See 5.4 for more details.
We now compare the Hellinger risks of ŝm̂T [2/3][Xt] - which appeared as the best competitor
in Section 5.5.3 - and ŝm̂T [1/2][X]. 5.8 is built using t˜1 = ŝm̂T [1/2][X] and t˜2 = ŝm̂T [2/3][Xt].
We observe that the strategy ŝm̂T [1/2][X] is preferable, since its median (and even most of its
distribution) is negative in all considered settings. It should be noticed that our simulations show




























































































































Figure 5.8: From left to right, normalized log2-ratio of the empirical risksWs(ŝm̂T [1/2][X], ŝm̂T [2/3][Xt])
for Hellinger loss, using collections SR, SI , SC , SK , S1 and S2. See 5.4 for more details.
5.5.6 T-Hold-Out against dedicated estimation procedures
We now compare the THO competitor ŝm̂T [1/2][X] against the so-called dedicated methods. 5.9
is built using t˜1 = s˜[X] (s˜ being either s˜pen or s˜GL) and t˜2 = ŝm̂T [1/2][X] considering Hellinger
(upper line) and L1 (bottom line) losses. We observe that the THO is slightly worse than a well-
calibrated procedure for histograms but outperforms the L1-version of the Goldenshluger-Lepski
procedure.
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0 SK − GL
Figure 5.9: From left to right, normalized log2-ratio of the empirical risks Ws(s˜[X], ŝm̂T [1/2][X]) using
collections SR, SI , SC and SK with Hellinger (upper line) and L1 (bottom line) losses. For the 3 first
collections s˜ is s˜pen and s˜GL for SK . Each subfigure shows the boxplot for n equals 100, 250, 500 and





































































































3 SK − SJ
Figure 5.10: From left to right, normalized log2-ratio of the empirical risks Ws(s˜[X], ŝm̂T [1/2][X]) for
collection SK . The 3 first competitors s˜ are the kernel estimators with respective bandwidth provided by
the bandwidth selectors nrd, bcv, ucv and SJ as defined in the function density of the stats package of R.
Upper line, using Hellinger loss, bottom line using L1 loss. See 5.4 for more details.
For the sake of completeness, we also provide in 5.10 the comparison between the THO and
well-known estimators of the density derived from bandwidth selectors available in the density
generic function of R. We observe that s˜ucv and s˜SJ perform well (particularly for the L1-loss),
whereas the THO outperforms s˜nrd and s˜bcv.
5.6 Empirical complexity of the exact algorithm
To evaluate the complexity of our algorithms let us denote by N the number of tests needed in the
computation of the THO for each generated sample of our simulations. As N is between M − 1
and M(M − 1)/2, we define the so-called “THO complexity” as the ratio of N −M + 1 over its
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maximal value, that is
2(N −M + 1)
(M − 1)(M − 2) . (5.8)
For any run, this ratio belongs to [0, 1] by construction. For each fixed n, we get a global sample
of size 10800 corresponding to “18 densities” times “6 families” times “100 simulations”. 5.11
shows the empirical cumulative distribution function (CDF) of the latter sample with the quantiles
0.75, 0.9 and 0.95, for both tests (5.6) and (5.7). We observe from this figure that in both cases the
complexity of our algorithm tends to improve with n. Moreover, 75% of the THO complexities
are smaller than 0.1 for n equals 250, 500 and 1000 and 95% are smaller than 0.4 for all values of
n. The THO complexity using (5.7) is slightly smaller. However the comparison of two estimators
in (5.7) requires the computation of one integral to compute the difference of squared Hellinger
distances involving the middle point. From a practical point of view, we indeed observed that using
the test (5.7) is more CPU time-consuming. Since both strategies have similar THO complexity,
we pursue our study again using the procedure derived from (5.6) only.
























































Figure 5.11: From left to right, the CDF for n = 100, 250, 500 and 1000 of the THO complexity using
Algorithm 1 in plain line: procedure derived from (5.6) in blue and from (5.7) in red. The horizontal black
dotted lines provide the values 0.75, 0.9 and 0.95 and the vertical dotted lines their respective quantiles
using the respective colors.
In order to complete this study of the complexity we focused on the two collections SR and
SK for which the number of estimators depends on n as M = dn1/ log(n1)e. Having in mind
that N is not smaller than M − 1 and not larger than M(M − 1)/2, we assumed N to be of order
(M − 1)β with β in [1, 2]. For each density and each value of n, we compute the average of
log(N) over the 100 runs. In 5.12 these average values are drawn versus log(M − 1) for the two
collections and for each density.
SR














Figure 5.12: Graphs of log(N) versus log(M − 1) for each density when using the collections SR (left)
and SK (right).
As 5.12 exhibits mostly linear behaviors, we computed the slope in the linear model of log(N)
versus log(M−1) as an estimator of β when n1 varies. We observe that this estimator concentrates
5.7. STUDY OF THE APPROXIMATE T-HOLD-OUT 201
around respectively 1.2 and 1.4 for the collections SR and SK providing a good indicator that our
algorithm is typically sub-quadratic. The larger value of β for the collection SK may be explained
by the fact that, for our set of bandwidths, the kernel estimators may be very similar, inducing a
slow decrease of the running intersection J in Algorithm 1.
5.7 Study of the approximate T-Hold-Out
We provide a comparison of the estimators selected using Algorithms 1 and 2 respectively, that
is the exact T-estimator and its approximate version (denoted here by m̂gT ) computed with δn =
c/






































































































































































Figure 5.13: From left to right, normalized log2-ratio of the empirical risks Ws(ŝm̂T [Xt], ŝm̂gT [Xt])
(upper line) and Ws(ŝm̂T [X], ŝm̂gT [X]) using c = 1 (bottom line) for the Hellinger loss, using collections
SR, SI , SC , SK , S1 and S2. See 5.4 for more details.
5.13 is built using t˜1 = ŝm̂T [Xt] and t˜2 = ŝm̂gT [Xt] with p = 2/3 on the upper line and using
t˜1 = ŝm̂T [X] and t˜2 = ŝm̂gT [X] with p = 1/2 on the bottom line. As expected, the exact THO is
better in terms of risk. For histogram families, the degradation of the Hellinger risk is negligible.
For families SK , S1 and S2, we observe that the risk increases not more than 20% in most of
the cases (y-axis reference value equals to -0.13). The empirical cumulative distribution function
(CDF) of the complexity ratio defined in (5.8) is shown in 5.14, for both tests, for comparison with
5.11. Clearly the CDFs of the lossy version are more concentrated around 0, showing a significant
gain in terms of complexity when using Algorithm 2 (quantiles are divided by more than 2.5).
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Figure 5.14: From left to right, the CDF for n = 100, 250, 500 and 1000 of the THO complexity in plain
line using Algorithm 2 with c = 1. See 5.11 for more details.
A further study, using c = 2 in the approximate algorithm, shows that the risk increases up to
75% in most of the cases and does not offer a good trade-off between complexity and accuracy.
5.8 Conclusion
We introduce an efficient and exact algorithm, together with an approximate version, to implement
T-estimation in the context of hold-out. We study the performances of this T-hold-out in the
density framework using two different robust tests. Calibration study shows that, when building
the final estimate only with the training sample, a good choice of the ratio between training and
validation sample sizes is p = 2/3. However, risks can be improved using the full sample to
build the final estimate when using p = 1/2. Our procedure is competitive compared to classical
hold-out derived from Kullback-Leibler or least-squares contrasts. It still behaves well against
model selection procedures derived from a calibrated penalized contrast for histogram selection,
and against most of the bandwidth selectors for kernel estimators. Empirically, we observe that
this algorithm improves clearly the combinatorial complexity. Moreover, it can be speeded up
thanks to our proposed lossy version, which offers the expected trade-off between complexity and
estimation quality. Finally, the two THO strategies are very similar in terms of Hellinger risk and
THO complexity, but we recommend to proceed the THO procedure based on (5.6) since it is less
time-consuming. This work is very encouraging in view of developing more complex resampling
procedures based on robust tests. We believe that more complex data splitting scheme (such as V -
fold cross-validation or leave-p-out) will provide even better results in terms of risk. However, the
construction of fast algorithms together with theoretical guarantees will be unavoidable in order to
provide a complete alternative to risk estimation procedures.
5.9 Proof of Theorem 5.1
Let us first set m¯ =argminm∈M h(s, ŝm[Xt]), h¯ = h(s, ŝm¯[Xt]) andD(m) = critTHO(m,Xt,Xv)
for all m ∈M. We have by definition of (5.1), for all m,m′ ∈M,
h ( ŝm′ [Xt], ŝm[Xt] ) 6 max
(D(m),D(m′)) .




) ≤ h ( ŝm¯[Xt], s) +D(m¯) . (5.9)
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Let us now focus on the random variable D(m¯). For y ≥ θ−1h(ŝm¯[Xt], s)










≤M exp [−p(1− 2θ)2y2 ] ,
where we successively used the fact that y ≥ θ−1h(s, ŝm¯[Xt]), equation (5.3) and |Xv| = p.
Since D(m) ≤ 1 for all m ∈M, we get
Es [D(m¯) | Xt ] =
∫ 1
0







[−p(1− 2θ)2y2 ] dy . (5.10)






































) ∣∣ Xt ] ≤ H
θ
(


























) ∣∣ Xt ] ≤ H
θ
(




























204 CHAPTER 5. TOWARDS PRACTICAL ROBUST RESAMPLING PROCEDURES: THE T-HOLD-OUT
Chapter 6
A V-fold procedure based on robust
tests
Abstract. We define a general V-fold cross-validation type procedure based on robust tests,
which is an extension of the hold-out defined by Birge´ (2006a). We give some theoretical results
showing that, under some weak assumptions on the considered statistical methods, our selected
estimator satisfies an oracle type inequality. We also introduce a fast algorithm that implements in
practice our procedure. Moreover we show in our simulations that this V-fold performs generally
well for estimating a density for different sample sizes, and can handle well-known problems, such
as histogram or bandwidth selection. We finally provide a comparison with other classical V-fold
procedures and study empirically the influence of the value of V in terms of risk.
NOTA: Ce chapitre est issu d’un travail en cours avec Lucien Birge´(1) et Pascal Massart(2).
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6.1 Introduction
The purpose of this paper is to offer a new procedure to solve the following problem. Suppose we
are given i.i.d. observations from an unknown distribution Ps to be estimated. This distribution is
often assumed to have a density s with respect to some given measure µ, hence our notation, but
we shall also consider the case where Ps is not absolutely continuous with respect to µ, keeping
the same notation Ps for the true distribution, in which case the subscript s just indicates that Ps
is the distribution of the observations.
We also have at hand a family of statistical methods or algorithms {Am,m ∈ M} that can be
applied to the observations in order to derive estimators of Ps. How can we use our data in order
to choose one potentially optimal algorithm in the family, provided that a criterion of quality for
the estimators has been chosen? Let us now be somewhat more precise.
6.1.1 The problem of statistical method choice
We observe an n-sampleX = {X1, . . . , Xn} of random variables Xi with values in the measured
space (Ξ,Z) and we assume (temporarily) that the distribution Ps = s · µ of the Xi admits a
density s with respect to some given positive measure µ on Ξ and that s belongs to some given
subset S of L1(µ). The purpose here is to use the observations in order to design an estimator
ŝ = ŝ(X) of s.
There is a huge amount of strategies for solving this estimation problem, depending on the
additional assumptions one makes about s. We shall use the notion of statistical method (method
for short), also denoted statistical algorithm in what follows, in order to properly formalize these
strategies. Following Arlot & Celisse (2010), we define a statistical method or algorithm as any
measurable mapping A from ⋃q>1 Ξq to S. Such a statistical method associates to any random
sample Yq ∈ Ξq an estimator ŝq = A(Yq) ∈ L1(µ) of s. A classical criterion from decision
theory used to measure the quality of a methodA based on an i.i.d. sample of size q when s obtains
is its risk: Es [`(s,A(Yq)) ], where ` is some given loss function and Es denotes the expectation
when s obtains, i.e. when the distribution ofYq is P
⊗q
s . The smaller the risk, the better the method
A.
To define the risk of an estimator one can consider various loss functions. Some popular ones
are derived from a contrast function γ (Birge´ & Massart, 1993, Definition 1) which is a mapping
from S × Ξ to R such that s minimizes over S the function t 7→ Es [γ(t,X) ]. The loss ` at t is
then defined as
`(s, t) = Es [γ(t,X)− γ(s,X) ] > 0 for all t ∈ S , (6.1)
hence `(s, s) = 0. The L2-loss derives from the choice S = L2(µ) ∩ L1(µ) and γ(t, x) = ‖t‖2 −
2t(x), where ‖t‖ = [∫Ξ t2dµ]1/2 denotes the L2-norm. The Kullback-Leibler loss corresponds to
the contrast function γ(t, x) = − log(t(x)) with S being the set of all probability densities with
respect to µ.
In this paper, we consider the problem of statistical method selection. Let (Am)m∈M denote
a collection of candidate statistical methods. Our goal is to choose from the observations X one
of these methods, that is some m̂(X) ∈ M, in order to have the most accurate estimation of s.
If we apply all these methods to the sample X we get the corresponding collection of estimators
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{ŝm = Am(X), m ∈ M}. Given a loss `, the best possible choice for m would be to select
m∗ ∈M such that
Es [` (s, ŝm∗(X)) ] = inf
m∈M
Es [` (s, ŝm(X)) ] .
Unfortunately, since s is unknown, all the risks Es [`(s, ŝm) ] are unknown as well and we cannot
select the so-called oracle algorithm Am∗ . One can only hope to choose m̂ = m̂(X) in such a
way that Es [`(s, ŝm̂) ] is close to Es [`(s, ŝm∗) ].
To make this presentation more explicit, let us mention some classical estimation problems
that naturally fit into it:
• Bandwidth selection (see (Devroye & Lugosi, 2001, Chapter 11)). Let Ξ = R, µ be the
Lebesgue measure, k : R → R a given nonnegative function satisfying ∫Ξ k(x) dx = 1
and H = {hm,m ∈ M} be a finite or countable set of positive bandwidths. We define the
approximation statistical algorithm Am as the method that produces from any sample Yq










for all x ∈ R .
The problem of choosing among {ŝm, m ∈ M} amounts to select a “best” bandwidth in
H, that is the one that minimizes the risk Es [`(s, ŝm) ] with respect to m.
• Model selection (see Massart (2007)). We recall that a model S for s is any subset of
S. It follows from (6.1) that minimizing, for t in S, the loss `(s, t) derived from the
contrast function γ amounts to minimizing t 7→ Es [γ(t,X) ] over S. Since s is un-
known, this is impossible but if we replace Es [γ(t,X) ] by its unbiased empirical version:
γn(t) = n
−1∑n
i=1 γ(t,Xi) we can derive an estimator with values in S by minimizing
γn(t) instead. This method AS is a minimum contrast algorithm that provides a minimum
contrast estimator ŝS(X) ∈ argmint∈S γn(t) on S. Using for instance, the Kullback-
Leibler contrast on a set S of densities leads to the so-called “maximum likelihood esti-
mator” on S.
If we have at hand some finite or countable collection of models (Sm)m∈M and a suitable
contrast function γ we may associate in this way to each model Sm a minimum contrast
algorithm Am and the corresponding minimum contrast estimator ŝm(X). The problem of
“model selection” is to select from the data a “best model” (one with the minimal risk) in
the family, leading to a “best” possible minimum contrast estimator.
An alternative choice for the loss function ` is the squared Hellinger distance. We recall that
the Hellinger distance h and the Hellinger affinity ρ between two probabilities P and Q defined











dPdQ = 1− h2(P,Q) , (6.2)
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where dP and dQ denote the densities of P and Q with respect to any dominating measure (the
result being independent of this choice). One advantage of this loss function lies in the fact that
h is a distance on the set P of all probabilities on Ξ and therefore does not require that Ps be
absolutely continuous with respect to µ, which is one of the reasons why we shall use it in the
sequel. In this case we take for S a set of probability densities with respect to µ and we set, for all
t in S and Pt = t · µ, `(s, t) = h2(Ps, Pt) which we shall write h2(s, t) for simplicity. We shall
also write ρ(t, u) for ρ(Pt, Pu). This loss then leads to the quadratic Hellinger risk.
6.1.2 Cross-validation
The biggest difficulty for selecting a method in a given family {Am, m ∈ M} comes from the
fact that we use the same data X to build the estimators ŝm(X) and to evaluate their quality. It
is indeed well-known that evaluating the statistical performance of a method with the same data
that have been used for the construction of the corresponding estimator leads to an overoptimistic
result. One solution to avoid this drawback is to save a fraction of the initial sample to test the
output of the methods Am on it. This is the basic idea behind cross-validation (CV) which relies
on data splitting.
The simplest CV method is the hold-out (HO) which corresponds to a single split of the data.
The set X is divided once and for all into two nonempty proper subsets Xt and Xv = X \ Xt
to be called respectively the training and the validation sample. First, with the training sample
Xt, we construct a set {Am(Xt), m ∈ M} of preliminary estimators. Then, using the validation
sample Xv, we choose a criterion in order to evaluate the quality of each method Am from the
observation of Am(Xt). Finally, we select m̂(Xv) minimizing this criterion overM. Depending
on the author, the final estimator might be either Am̂(Xt) (as in Devroye & Lugosi (2001)) or
Am̂(X) (as in Arlot & Lerasle (2014)). All CV methods are deduced from the HO: instead of
using one single partition of our sample, we use different partitions, compute the HO criterion
for each one and finally define the CV criterion by averaging all the HO criteria. The goal, by
considering several partitions instead of one, is to reduce the variability with the hope that the CV
criterion will lead to a more accurate evaluation of the quality of each method.
We shall focus here on V-fold cross-validation (VFCV) which corresponds to a particular set
of data splits(3). One divides the sample X into V ≥ 2 disjointed and therefore independent
subsamples Xj , j = 1, . . . , V , of the same size p = n/V (assuming, for simplicity, that p is an
integer) so that X =
⋃V
j=1Xj . For each split j ∈ {1, . . . , V }, one uses Xcj to build the family
of “partial estimators” {ŝ(−j)m = Am(Xcj), m ∈ M} and the corresponding validation sample Xj
to define an evaluation criterion critj(m) = critj(m)(Xj) of the method Am corresponding to










(3)The concerned reader should have a look at the survey of Arlot & Celisse (2010) to get a complete overview of
other CV methods.
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There are as many V-fold procedures as there are different ways to define critj(m). If we
work with a loss of the type (6.1), the best estimator in the family {ŝ(−j)m , m ∈ M} is the one






(withX being independent ofXcj).
A natural idea for evaluating this quantity, that we cannot compute since we do not know s, is to












In this classical context, we naturally select the statistical method with the lowest estimated aver-
age loss crit(m). The choice γ(t, x) = − log(t(x)) leads to the Kullback-Leibler V-fold (KLVF)
whereas γ(t, x) = ‖t‖2 − 2t(x) provides the Least-Squares V-fold (LSVF). The chosen estima-
tors will be respectively denoted m̂KLVF and m̂LSVF, and the relevant classical criterion will be
denoted critVFCV in what follows.
6.1.3 An alternative criterion
When the chosen loss function that we use is the squared Hellinger distance, an alternative empir-
ical criterion to evaluate the quality of an estimator has been proposed by Birge´ (1983) following
ideas of Le Cam (1973, 1975) then also used by Baraud (2011) to process estimator selection. An
HO strategy based on this criterion was first proposed by Birge´ (2006a), this latter procedure being
recently implemented in Magalha˜es & Rozenholc (2014). The idea behind the construction is as
follows. Suppose we have at hand a set T of densities with respect to µ and, for each pair (t, u),
t 6= u, of points of T , a test ψt,u between t and u (ψt,u = ψu,t = t meaning accepting t). Given a
sample X we may perform all the tests ψt,u(X) and consider the criterion D(t) defined on T by
D(t) = sup
u∈T , u 6=t
h(t, u) 1{ψt,u(X)=u} . (6.3)
It immediately follows from this definition that
h(t, u) ≤ max{D(t),D(u)} for all t, u ∈ T . (6.4)
This definition means that D(t) is large when there exists some u which is far from t and
which is preferred to t by the test ψt,u(X), suggesting that t is likely to be far from s, at least if
s does belong to T . In order that this be actually true even if Ps does not belong to {Pt, t ∈ T },
it is necessary to design suitable tests. It has been shown in Birge´ (1983) that one can build a
special test ψt,u between the two Hellinger balls B(t, r) and B(u, r) with r < h(t, u)/2 (where
B(t, r) denotes the closed ball of center t and radius r in the metric space (P, h)) which posesses
the required properties. With this special choice of tests ψt,u for all pairs (t, u), D(t) becomes
indeed a good indicator of the quality of t as an estimator of s (the smaller D(t), the better t) and,
more generally, of Pt as an estimator of Ps even if Ps is not absolutely continuous with respect
to µ. This property of D suggests to define the following criterion on which to base a new VFCV
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procedure. Starting from the family of preliminary density estimators{
ŝ(−j)m = Am(Xcj), m ∈M, 1 ≤ j ≤ V
}
,






(Xj), hereafter denoted for simplicity byψl,m(Xj),
between the densities ŝ(−j)l and ŝ
(−j)
m for l,m ∈ M, l 6= m. Then, for each j and m, we define
the criterion critj(m) by











We then naturally define our test-based V-fold criterion as





D2j (m) for all m ∈M .
Up to our knowledge, this is the first V-fold type procedure based on the Hellinger distance. Note
that this construction requires that the estimators ŝm,j be genuine probability densities with respect
to µ which we shall assume from now on.
6.1.4 Organization of the paper
Our goal is to study our new VFCV procedure from both a theoretical and a practical point of
view. Section 6.2 is dedicated to the theoretical study. We prove some oracle type result thanks
to concentration inequalities concerning the V-fold criterion that we use and discuss in details the
implications of the resulting risk bounds to the case of histogram estimators. Section 6.3 con-
tains an empirical study of the influence of the value of V on the performance of our procedure in
terms of Hellinger risk and also comparisons with classical V-fold and calibrated procedures. Sec-
tion 6.4 describes the fast algorithm that we have designed and implemented in order to compute
the selected estimator efficiently. We also provide additional simulations in Section 6.5.
6.2 T-V-fold
As already mentioned, the method proposed in Birge´ (2006a) is based on tests and it results in
what Birge´ called T-estimators (T for “test”). We shall therefore call our cross-validation method
based on the same tests T-V-fold cross-validation (TVF for short).
6.2.1 Tests between Hellinger balls
The tests that are needed for our procedure have to satisfy the following assumption, which ensures
their robustness. We recall that S is the set of all probability densities with respect to µ.
Assumption (TEST). Let θ ∈ (0, 1/2) be given. For all t and u in S, z ∈ R and r = θh(t, u)
there exists some test statistic Tt,u,θ(X) depending on t, u, θ and X with the following properties.
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The test ψt,u between t and u defined by
ψt,u(X) =
{
t if Tt,u,θ(X) > z;
u if Tt,u,θ(X) < z,
(6.6)
with an arbitrary choice when t = u, satisfies
sup
{Ps∈P |h(s,t)≤r }
Ps [ψt,u(X) = u ] ≤ exp




Ps [ψt,u(X) = t ] ≤ exp
[−n(1− 2θ)2h2(t, u)− z ] , (6.8)
where Ps denotes the probability that gives X the distribution P⊗ns .
Any test satisfying (6.7) and (6.8) will be suitable for our needs.
Tests between balls In order to define tests between two Hellinger balls B(t, r) and B(u, r) with






sin(ω(1− θ))√t(Xi) + sin(ωθ)
√
u(Xi)




with ω = arccos ρ(t, u) .
(6.9)
We should notice that for θ = 0, the test given by (6.9) is exactly the likelihood ratio test between t
and u. The fact that Assumption (TEST) holds for this test whatever θ ∈ (0, 1/2) has been proven
in Birge´ (1984a) and a more uptodate version is to be found in Birge´ (2013) (see Corollary 1).
6.2.2 TVF estimators
Let (∆m)m∈M denote some collection of positive numbers satisfying





exp(−∆m) <∞ . (6.10)
Starting from the family of estimators ŝm,j defined in Section 6.1.3, we consider the corresponding
tests ψl,m(Xj) = ψŝ(−j)l ,ŝ
(−j)
m
(Xj) with t = ŝ
(−j)
l , u = ŝ
(−j)
m and z = ∆l − ∆m in (6.6). This









D2j (m) . (6.11)
6.2.3 Assumption on the family of methods
The idea of V-fold relies on the heuristic that, for each method Am, the observation of V partial
estimators ŝ(−j)m , 1 ≤ j ≤ V based on samples of size n − p with p = n/V allows to predict the
behavior of an estimator ŝm based on an n-sample. This requires that there exists a link between
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the loss of ŝm and the losses of the ŝ
(−j)
m . We shall need the following assumption on the collection
of methods we consider.
Assumption (LOSS). For all methods Am with m ∈M, the loss at s satisfies










This implies in particular that R(Am, n, s) ≤ R(Am, n− p, s), where




denotes the risk at s of the method A based on a sample of size q. Assumption (LOSS) is in
particular satisfied by the “additive estimators” (Devroye & Lugosi, 2001, Chapter 10).
Definition 6.1. An additive estimator ŝ = ŝ(X) derived from a sampleX of size n is an estimator






K(x,Xi) for all x ∈ Ξ , (6.12)
where K is a symmetric and real valued function from Ξ× Ξ to R.
There is a huge amount of literature about these estimators which already appeared in an early
version in Whittle (1958). The first results about their asymptotic properties in general were made
by Watson & Leadbetter (1964b), followed by Winter (1975) and Walter & Blum (1979) who
established rates (the latter authors called them delta sequence density estimators). They were
introduced in the context of CV by Rudemo (1982) and used by Marron (1987) for comparison
of CV techniques. As shown in Walter & Blum (1979) and Devroye & Lugosi (2001), additive
estimators include in particular:
• Histogram estimators. Given a partition {Iλ, λ ∈ Λ} of Ξ with µ(Iλ) > 0 for all λ one























nonnegative kernel k with
∫
R k(x) dx = 1 and a positive bandwidth h. This leads to a
density estimator with respect to the Lebesgue measure on R.
It is straightforward to check that if the method Am results in additive estimators, the follow-
ing relationship which says that the estimator built with the whole sample is exactly the convex
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As a consequence, we get the following elementary property:
Proposition 6.1. Any statistical method Am which results in additive estimators does satisfy As-
sumption (LOSS).
Proof: It follows from (6.14) and the concavity of the square root function that















which is exactly Assumption (LOSS) in view of (6.2).
6.2.4 The main result
Proposition 6.1 ensures that, for the methods that we consider, the loss of some estimator is
bounded by the mean of the losses of the partial estimators. This motivates us to work sepa-
rately on each split j ∈ {1, . . . , V } and then to deduce a risk bound for the estimator built with the
whole sample. It is therefore natural to study for each j the deviations of random variable Dj(·).
A deviation inequality for D has been proven in Theorem 9 in Birge´ (2006a). Let us now recall it
and provide a proof for the sake of completeness.

















Then, for all m ∈M, and j ∈ {1, . . . , V },
Ps
[Dj(m) > y ∣∣Xcj ] ≤ Γ exp [−2Ay2 + ∆m ] for y > ym,j .
Proof: Let us fix some m ∈ M and j ∈ {1, . . . , V } and work conditionally to the training
sample Xcj so that the collection of estimators (ŝ
(−j)
l )l∈M is “frozen”. We perform the robust test
ψl,m(Xj) with z = ∆l −∆m in (6.7). Then
Ps

























− (∆l −∆m )
]
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≤ exp [−2Ay2 + ∆m ] ∑
l∈M
exp(−∆l) ≤ Γ exp
[−2Ay2 + ∆m ] ,
where we successively used the fact that y ≥ ym,j ≥ θ−1h(s, ŝ(−j)m ) and (6.10).
For each fixed j, that is conditionally to eachXcj , we deal with some “fixed geometrical config-
uration” since the points (ŝ(−j)m )m∈M are “frozen”. On this configuration, Proposition 6.2 controls
the deviations of D2j (m) which allows us to bound the expectation of D(m). This results in the
following theorem.
Theorem 6.1. Under Assumption (LOSS), the estimator ŝm̂TVF = Am̂TVF(X) with m̂TVF mini-






































































































for all m ∈M. Using Assumption (LOSS) and taking expectations, we derive that
Es
[













≤ 2R(Am, n− p, s) + 4Es
[D(m)] , (6.16)
since the risk of ŝ(−j)m is the same for all j and equal to R(Am, n− p, s).
Let now m and j be fixed. Integrating the bound for Ps
[
D2j (m) > y
∣∣∣ Xcj ] provided by
Proposition 6.2 with respect to y leads to
Es
[D2j (m) ∣∣ Xcj ] ≤ y2m,j + Γe∆m ∫ 1
y2m,j






and, since Ay2m,j ≥ ∆m,
Es
[D2j (m)] ≤ Es [y2m,j ]+ ΓA−1 exp(−∆m) ≤ 1θ2Es [h2 (s, ŝ(−j)m )]+ ∆m + Γe−∆mA .
Finally
Es
[Dm ] ≤ 1
θ2




One should then observe that changing ∆m into ∆m+B withB ≥ 0 does not change the procedure
since the tests only depend on differences ∆m −∆l. Since the new weights ∆m + B also satisfy
(6.10) with Γ changed to Γe−B , the previous bound remains valid for the new weights leading to
Es
[Dm ] ≤ 1
θ2




An optimization with respect to B (taking into account the fact that Γ ≥ 1/2) together with (6.16)
leads to our conclusion.
It is often the case that M is finite and that we use equal weights ∆m = ∆ ≤ log(2|M|)





















If we assume, to be specific and for simplicity, that θ = 1/4 and that log(2Γ) + 1 ≤ 3∆m for




































V (∆m + log(2Γ) + 1)
n
}
if we replace Assumption (TEST) by the following.
Assumption (TEST’). Let θ ∈ (0, 1/2) and a > 0 be given. For all t and u in S, z ∈ R and
r = θh(t, u) there exists some test statistic Tt,u,θ(X) depending on t, u, θ andX with the following
properties. The test ψt,u between t and u defined by
ψt,u(X) =
{
t if Tt,u,θ(X) > z;
u if Tt,u,θ(X) < z,
with an arbitrary choice when t = u, satisfies
sup
{Ps∈P |h(s,t)≤r }
Ps [ψt,u(X) = u ] ≤ exp
[−nah2(t, u) + z ]




Ps [ψt,u(X) = t ] ≤ exp
[−nah2(t, u)− z ] .
In particular Baraud (2011) introduced the following test statistic that relies on a variational























The corresponding test ψt,u actually satisfies Assumption (TEST’) for small enough constants
θ and a. This follows from Baraud (2008, unpublished manuscript). Therefore the test ψ(t, u)
derived from Baraud’s statistic could be used instead of the tests between balls. Some simulations
based on this alternative test will be provided in Section 6.5.
6.2.5 The case of regular histograms
Although our risk bound (6.15) is certainly not optimal it is nevertheless already enlightening as
shown by the following example. Let us consider the problem of estimating an unknown density
with respect to the Lebesgue measure on [0, 1]. We consider, for each positive integer m, the
histogram estimator ŝm based on the partition Im of [0, 1] into m intervals of length m−1. It is
known (Birge´ & Rozenholc, 2006, Theorem 1) that the risk at s of an histogram estimator ŝm built
on Im from n i.i.d. observations is bounded by
Es
[
h2 (s, ŝm )
] ≤ h2 (s, sm ) + m− 1
2n
(6.19)
where sm is the L2-projection of s onto the m-dimensional linear space of piecewise constant
functions on the partition Im. It is also shown in this theorem that this bound is asymptotically
optimal, up to a factor 4, since the asymptotic risk (when n tends to infinity) is of the form
Es
[
h2 (s, ŝm )
]







In view of (6.20), the bound in (6.19) can be considered as optimal, up to a constant factor.
It follows from (6.19) that
R
(




6 h2 (s, sm )+
(m− 1)V
2n(V − 1) = h











h2 (s, ŝm )










where this last bound can be considered as a benchmark for the risk of any selection procedure
applied to our family of histograms. Since the Hellinger distance is bounded by 1, it clearly appears
that one should restrict to values of m that are smaller than 2n.
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Setting θ = 1/4 and assuming thatM = {1, . . . , n} and
1 ≤ 2Γ ≤ exp(3∆m − 1) for all m ∈M , (6.23)
















































with m∗ defined by (6.22). We see from (6.25) that, up to the multiplicative constant 66, we have
to optimize with respect to m a bound for the risk of ŝm plus a residual term which depends in
a non-monotonous way of V . The bound (6.26) shows that, up to a constant factor, we actually
recover our benchmark (6.22) plus an error term which writes











Clearly, g(x) is minimum for x = x0 =
√
(m∗ − 1)/(2∆m∗). It follows that the optimal value
of V is two if m∗ − 1 ≤ 2∆m∗ . This occurs in particular if m∗ = 1, for instance when Ps is
the uniform distribution on [0, 1] or close enough to it. It also occurs if ∆m ≥ (m − 1)/2 for all
m ≥ 2. Let us now consider the situation for which m∗ − 1 > 2∆m∗ so that x0 > 1 and the
optimal value of V belongs to (x0−1, x0 + 1). If (m−1)/∆m is an increasing function of m, the
optimal value of V will be a nondecreasing function of m∗ which depends on the true unknown
value of s, large values of m∗ leading to large values for V and vice-versa. For instance, the
choice of equal weights, ∆m = log n for m ∈ M leads to Γ = 1 which satisfies (6.23) and to an
optimal V of order
√
(m∗ − 1)/(2 log n). But this choice of ∆m is certainly not optimal in view
of (6.24). A better one would be ∆m = 1+2 logm which also satisfies (6.23) but improves (6.24)
substantially. Then the optimal value of V is of order
√
(m∗ − 1)/(2 + 4 logm∗), still depending
on the true unknown s. Only larger values of ∆m of the form ∆m = a(m − 1) for m ≥ 2, that
deteriorate the bound (6.24) and therefore should not be recommended, lead to an optimal value
of V which is independent of m∗, hence of s.
This dependence of the optimal value of V with respect to the true density s will actually be
confirmed by our simulations below. A density which is difficult to estimate by a histogram with a
few bins will lead to a large value of m∗ hence a large optimal V while a simple density, for which
m∗ is rather small is better estimated by a V-fold with a small V .
6.3 Empirical study
The theoretical bounds that we have derived, for instance (6.17), are quite pessimistic because of
the large constants that are present in our risk bounds. It is therefore crucial to know whether
218 CHAPTER 6. A V-FOLD PROCEDURE BASED ON ROBUST TESTS
such large values are only artifacts or really enter the risk. In order to check the real quality of
our selection procedure and evaluate the influence of the various parameters involved in it, we
performed an extensive set of simulations the results of which are described below.
6.3.1 Simulation protocol
We have studied the performances of the TVF procedure on 18 out of the 28 densities described
in the benchden (4) R-package (Mildenberger & Weinert, 2012) which provides a full implemen-
tation of the distributions introduced in Berlinet & Devroye (1994) as benchmarks for nonpara-
metric density estimation. We only show our simulations for the eleven densities in the subset
L = {si, i = 1, 2, 3, 4, 5, 7, 12, 13, 22, 23, 24} which can be viewed in Figure 6.1, except for the
uniform density s1 on [0, 1].











































































Figure 6.1: All densities mentioned in the paper.
For a given loss ` = h2, d1 or d22 (namely the Hellinger, L1 and L2-loss), we decide to judge
the accuracy of some estimator s˜ = ŝm̂ by estimating its risk R(s˜, s, `) = Es [`(s, s˜) ]. To do so,
we generate 1000 pseudo-random samples Xi = {Xi1, . . . , Xin}, 1 6 i 6 1000, of size n and
density s and we approximate R(s˜, s, `) by its empirical version:










As in Magalha˜es & Rozenholc (2014), we have considered several families of estimators. In
particular, we present here our simulations for the well-known problems of bandwidth selection
for kernel estimators and number of bin selection for regular histograms. For this purpose, we
used regular histograms and Gaussian kernel estimators:
• FR is the set of regular histograms with bin number varying from 1 to dn/ log(n)e as de-
scribed in Birge´ & Rozenholc (2006),









, for m = 1, . . . , ( log(n))2 ,
(4)Available on the CRAN http://cran.r-project.org.
6.3. EMPIRICAL STUDY 219
• FKR = FK ∪ FR.
Besides the classical VF methods, we have considered two alternative estimation methods that are
known to perform well in practice in order to have an idea of the performance of the T-V-fold
as compared to some especially calibrated procedures. When studying the problem of bandwidth
selection, we compared the TVF with the unbiased cross-validation selector, implemented in the
density generic function available in R, which provides an estimator which does not belong to the
set {ŝm, m ∈M}. When dealing with the partition problem we also implemented the penalization
procedure of Birge´ and Rozenholc (described in Birge´ & Rozenholc (2006)) which selects a regular
histogram in FR. These two competitors will be denoted “UCV” and “BR” in the study below.
To implement the TVF and process our simulations we used an algorithm which is described in
Section 6.4 with the tests defined in (6.9) with constant weights ∆m = ∆ = 0 for all m ∈M.
We made thousands of simulations (varying the sample size n, the density, the family of es-
timators, the number of split V , etc.) but since the results were very similar, we only show the
conclusion for n = 500, V = 2, 5, 10 and 20.
6.3.2 Influence of θ
As in Section 5.1 of Magalha˜es & Rozenholc (2014), we have studied the influence of the parame-
ter θ, used in equation (6.9), on the TVF procedure. It influences the test theoretically and thus the
entire procedure. Since on the one hand θ = 0 corresponds to the KLVF and on the other hand θ
must be less than 1/2, we have made comparisons between versions of s˜TVF deduced from the test
with θ ∈ Θ = {1/16, 1/8, 1/4, 3/8, 7/16}. For the sake of clarity and to emphasize the stability



















which gives the largest difference in terms of risk among the densities in L. The closer it is to 1,
the more stable the procedure is when θ varies for all densities.
family V = 2 V = 5 V = 10 V = 20
FR 92,95 94,87 96,39 96,96
FK 91,31 92,94 94,79 96,44
FKR 87,81 94,36 97,48 95,15
Table 6.1: Ratios multiplied by 100 for n = 500 and families FR and FK, see the text.
From this picture we conclude that θ has little influence on the quality of the resulting estimator
for families FK and FR, even if we did observe that θ = 1/16 is in general slightly worse than
the other values (in particular for the family FR). The behaviour is different when considering
the family FKR. In this case the Hellinger risk decreases when θ increases so that θ = 1/16 and
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θ = 7/16 are always respectively the worst and the best candidate. We also noticed some stability
between θ = 3/8 and θ = 7/16.
6.3.3 Influence of V
The main question when considering VF type procedures is maybe “which V is optimal?” or,
more generally, “what is the influence of V on the quality of the VF procedure?”. According to
our theoretical study in Section 6.2.5 the optimal value of V depends on the optimal value m∗ of
m. In the case of equal weights the best V seems to be an increasing function of the variance term
in the risk of ŝm∗ . In the case of histograms, if the best one has many bins, one should take a large
value of V and the same would hold for a kernel estimator with a small bandwidth. To understand
what actually happens in practice, we study here how the risk of the chosen estimator behaves
when V varies.
Since θ has little influence, we made the simulations with θ = 1/4. We also implemented the
calibrated procedures described in Section 6.3.1 to have a benchmark for the risk for families FR
and FK.
family V s1 s2 s3 s4 s5 s7 s12 s13 s22 s23 s24
FR
2 2,9 10,4 9,29 13,8 10,9 11,4 17,9 14,5 10,5 20,8 27,5
5 4,31 9,9 8,75 12,7 10 10,6 17,3 13,5 9,56 18,4 25,2
10 6,18 9,81 8,64 12,3 9,77 10,6 17,2 13,7 9,51 17,8 24,8
20 9,39 9,65 8,54 12,2 9,59 10,4 17,3 14,1 9,28 17,9 24,8
BR 2,20 9,94 9,27 12,98 10,53 11,14 17,85 14,63 10,37 17,98 25,15
FK
2 15,4 29,9 5,67 5,1 3,56 4,26 28,5 20 3,96 10,6 18,1
5 12,7 25,5 5,06 4,95 3,61 3,98 23,4 18,1 3,86 9,28 16,2
10 12,4 24,3 4,94 5,01 3,96 4,04 21,8 17,7 3,91 9,08 15,8
20 12,2 23,5 4,97 5,41 4,9 4,27 20,9 17,6 4,11 9,05 15,7
UCV 15,86 22,20 5,57 6,16 3,74 4,10 18,80 17,16 3,88 9,52 15,91
FKR
2 2,88 10,4 8,32 6,35 5,81 6,57 18,5 14,4 7,3 12,8 20
5 4 9,91 7,86 5,64 5,11 6,06 17,7 13,2 5,76 9,66 16,7
10 4,34 9,95 7,66 5,64 5,4 6,18 17,6 13,7 5,82 9,12 16
20 4,34 9,86 7,49 5,91 5,81 6,5 17,5 14,5 5,88 9,08 15,7
Table 6.2: Hellinger risks multiplied by 1000 of the TVF procedure based on Birge´’s test.
The empirical results summarized in Table 6.2 actually confirm what we derived above from
our theoretical bound (6.26). The quality of the estimation increases with V when the true density
is difficult to estimate which corresponds to an optimal estimator ŝm∗ with a large value of m∗ in
(6.26). For a simple density like the uniform s1 which is better estimated by an histogram with
few bins, the best choice of V is 2 for the families FR and FKR which include histograms. On the
contrary, when dealing with the family FK for which s1 is not easy to estimate, we need to use a
larger value of V . A similar situation occurs with densities s4, s5, s7 and s22 which appears to be
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easily estimated by a kernel estimator with a large bandwidth but poorly by histograms. It seems
that, apart from the exceptional situation of s1, the best value of V is not 2 and the most significant
gain appears between V = 2 and V = 5, then the quality sometimes keeps improving from V = 5
to V = 20, but with very little difference between V = 10 and V = 20.
The complexity of the TVF procedure is quite important in practice so that a large value of V
should be avoided because of too large computation time. In particular the Leave-one-out (V = n)
should be excluded since it is typically impossible to compute it in a reasonable amount of time.
Of course, since the optimal value of V , as we have seen, depends of unknown properties of the
methods with respect to the true density (like DAm∗ ) it is impossible to define an optimal choice
of V but, from our empirical study, we would rather recommend the user to process the TVF
procedure with V = 5.
Interestingly, we also observe that when using the mixed collection FKR the TVF procedure
shows a good adaptation behaviour since it selects the best family in all settings. For instance
for s5 it chooses a kernel estimator since these are better than histograms, whereas it selects an
histogram for s2 for the opposite reason.
6.3.4 Comparison with others VF
The goal of this section is to compare the TVF procedure to VF based one the unbiased risk
estimation principle derived from a contrast function (that is LSVF and KLVF). It is hard to find
a simple way to summarize this comparison since the best solution would be to present for each
family, all risks for all densities and all procedures with different choices of V . In order to compare



























Hence, for a given density s, t˜2 is a better estimator than t˜1 if c > 0. In our empirical study, a
selection procedure t˜2 is thus considered better in terms of risk than t˜1 for a given loss function `
if the values of W s(t˜1, t˜2, `) are positive when the density s varies in L. We illustrate our results
showing boxplots of {W s(t˜1, t˜2, `), s ∈ L} with the discriminating value zero emphasized in red.
We actually observed similar results and behaviours for all losses and all sample sizes but present
here only the results for ` = h2 and n = 500 for the sake of simplicity. Figure 6.2 is built using
t˜1 = ŝm̂LSVF (upper line) or ŝm̂KLVF (bottom line), and t˜2 = ŝm̂TVF with θ = 1/4, ` = h
2 and
n = 500. Similar results and behaviors were observed for other sample sizes and losses.
In nearly all cases, the median and most of the distribution are positive, meaning that the TVF
outperforms LSVF (average gain of about 20% for each family) and KLVF. For collection FK we
observe that empirical risks are similar comparing to KLVF, the boxplot ofW s(ŝm̂KLVF , ŝm̂TVF , h
2)
being concentrated around zero. There is a huge difference between TVF and KLVF procedures
for families FR and FKR (average gain of respectively about 100% and 180%). For the uniform
density estimated with regular histograms, the estimator derived from our procedure is worse since
we found, for both classical VF, W s1(s˜, ŝm̂TVF , h
2) < 0 (with an increasing difference with V for





























































































Figure 6.2: From left to right, the boxplot W s(s˜, ŝm̂TVF , h2), using families FK,FR,FKR (up for s˜ =
ŝm̂LSVF , down for s˜ = ŝm̂KLVF ). Each subfigure shows the boxplot for V = 2, 5, 10 and 20. The horizontal
red dotted line provides the reference value 0.
FR). Finally, let us notice that the difference between TVF and classical VF does not change much
with V .
6.4 Our computational algorithm
For the practical computation of the TVF as well as any other VF procedure, we assume thatM
is finite with |M| = M .
Let us compare the complexity of a classical V -fold against ours. Since for every VF method
the construction of all partial estimators (ŝ(−j)m )16j6V,16m6M is required, we only have to focus
on the “validation part” which requires to compute all D2j (m) for 1 ≤ j ≤ V and m ∈ M and
therefore perform all tests ψl,m(Xj) for 1 ≤ j ≤ V and l,m ∈ M with l 6= m. This means
performing V ∗M ∗ (M − 1)/2 tests leading to a computational cost of order O(V ∗M2) that
can then be prohibitive as compared to the one of either LSVF or KLVF which have a maximum
complexity of order O(V ∗M) (since in this case less than M calculations are needed for each
split). For instance, a 10-fold with 100 different methods would require at most 1000 evaluations
for a classical version of the VF whereas we would need the computation of 49500 tests for the





m ), each one requiring the evaluation of an integral. Therefore a “naive” algorithm
based on the computation of all the V ∗M D2j (m) would be very slow.
Fortunately, there is a smarter way to determine which m̂ minimizes D′(·) over M. Our
algorithm is inspired in some way by the one described in Section 3 of Magalha˜es & Rozenholc
(2014). In order to explain how this “fast” algorithm works, it will be convenient to single an
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element ofM, that we shall denote by “ms”, to serve as a starting point for our algorithm, therefore
starting with the computation of D′(ms). We shall store in R the minimal value of those D′(m)
that have already been computed and in opt the corresponding optimal value of m starting with
opt = ms and R = D′(ms). We update them after each computation of a D′(m) such that
D′(m) < R, then setting opt := m and R := D′(opt) so that R can only decrease during the
computational procedure.
Let us first observe that minimizing our criterion D(m) with respect to m ∈ M is actually
equivalent to minimizing D′(m) = VD(m) = ∑Vj=1D2j (m). Since










1{ψl,m(X)=l} with Mm =M\ {m} ,











when ψl,m(Xj) = l for l ∈Mm .
If ψl,m(Xj) = m we can instead update Lj(l) by Lj(l) := max(Lj(l), h2(ŝ(−j)l , ŝ(−j)m )) using the
result of the test ψl,m(Xj) for the calculation of both D2j (m) and D2j (l). Our algorithm proceeds
in this way, with a set of M V -dimensional vectors L·(m), m ∈ M, initially set to zero. The
updating procedure of Lj(m) stops when all updates, with l ∈ Mm, have been done (which
means that the present value of Lj(m) is D2j (m)) and we finally set D′(m) =
∑V
j=1 Lj(m).
We also use another trick in order to shorten our computations. Since Lj(m) can only in-
crease during the updating procedure,
∑V
j=1 Lj(m) is, at any time, a lower bound for D′(m),
whatever m ∈ M. Therefore it is useless to go on with the computation of the vector L·(m) if∑V
j=1 Lj(m) > R since thenD′(m) ≥
∑V
j=1 Lj(m) cannot minimize the functionD′(·) overM.
Taking this fact into account, we denote by G ⊂ M the set of all methods which are potentially
“better” than the current optimal one stored in opt. This means that we store in G all m ∈ M
for which we do not yet know whether D′(m) < R or not and each time we find m such that∑V
j=1 Lj(m) > R, we remove it from G. We also remove m from G once we have computed
D′(m) with m ∈ G and then proceed with the computation of some new vector L·(l) for l ∈ G
until G is empty and the algorithm stops with the final value m̂ = opt.
Some important remarks
• The algorithm is designed to work with a test procedure ψ which satisfies Assumption
(TEST) or, more generally Assumption (TEST’), like the procedures based on the statis-
tics (6.9) or (6.18).
• It is important to notice that, at any step, we cannot “delete” once and for all the methods
which do not belong to the set G! Even if we do not compute the value of D′ for these
methods, we still need to test them against the remaining methods in G.
• We hoped that by starting from a good estimator, only a few methods would be in the first
set G, resulting in just a few tests. In the simulations we always started from ms = m̂LSVF.
If D′(m̂LSVF) = 0 at the first step the algorithm stops immediately and the chosen method
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is m̂ = m̂LSVF. In this special case, the complexity of our algorithm is the same as the one
of the classical approach.
• Clearly, the choice of m at line 17 of the algorithm, as well as the choice of the starting
method, have no influence on the final estimator. To avoid a quadratic complexity, we need
to ensure that we don’t “jump” to the worst method inside the set G at each iteration. In our
simulations, we chose to jump to the statistical method k ∈ G with the lowest temporary
criterion among the methods in G, that is k = argminl∈G
∑V
j=1 Lj(l). We also tried two al-
ternative options: jumping to k = argmaxl∈G
∑V
j=1 Lj(l) and to the most chosen statistical
method k in G against m. Both options lead of course to the same final estimator but were
definitely slower.
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Algorithm 3: Selection of the TVF estimator
Initialization:
1 Set G =Mms and opt = ms
2 for (l ∈M) do
3 for (j = 1, . . . , V ) do




7 for (l ∈ G) do
8 Compute ψms,l(Xj)
9 if (ψms,l(Xj) = ms) then
10 Lj(l) = h2(ŝ(−j)l , ŝ(−j)ms )
11 else
12 Lj(ms) = max(Lj(ms), h2(ŝ(−j)l , ŝ(−j)ms ))
13 end
14 end
15 Set R =
∑V
j=1 Lj(ms) and G = G \ {l ∈ G :
∑V
j=1 Lj(l) > R}
Next steps:
16 while (|G| > 0) do
17 Choose m ∈ G and set G = G \ {m}
18 for (j = 1, . . . , V ) do
19 for (l ∈Mm) do
20 Compute ψm,l(Xj) // if it has not been done yet
21 if (ψm,l(Xj) = m and l ∈ G) then
22 Lj(l) = max(Lj(l), h2(ŝ(−j)l , ŝ(−j)m ))
23 if (
∑V
i=1 Li(l) > R) then
24 G = G \ {l}
25 end
26 end
27 if (ψm,l(Xj) = l) then
28 Lj(m) = max(Lj(m), h2(ŝ(−j)l , ŝ(−j)m ))
29 if (
∑V
i=1 Li(m) > R) then







j=1 Lj(m) < R) then
36 Set opt = m, R =
∑V
j=1 Lj(m) and G = G \ {l ∈ G :
∑V





We provide here additional simulations concerning the test designed by Baraud (2011) which is
given in (6.18). As in Section 6.3, we study the influence of V and we compare the TVF based
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on this test against classical VF procedures. Moreover, we compare the squared Hellinger risk of
both our TVF procedures.
Influence of V
family V s1 s2 s3 s4 s5 s7 s12 s13 s22 s23 s24
FR
2 2,89 9,97 9,07 13,2 10,5 11 17,5 14,7 10,3 19,9 26,9
5 4,33 9,68 8,61 12,4 9,87 10,4 17,1 13,4 9,37 17,8 24,7
10 6,13 9,65 8,56 12,1 9,65 10,4 17 13,7 9,36 17,5 24,3
20 9,28 9,47 8,4 12 9,36 10,3 16,9 14,2 9,17 17,4 24,6
BR 2,20 9,94 9,27 12,98 10,53 11,14 17,85 14,63 10,37 17,98 25,15
FK
2 15,6 29,4 5,69 5,07 3,55 4,24 27,2 20 3,97 10,3 18
5 13,2 25,7 5,1 4,94 3,58 3,97 23 18,1 3,85 9,18 16,2
10 12,9 24,8 5 5,02 3,86 4,01 22,2 17,7 3,87 9,04 15,8
20 12,7 24,4 4,98 5,28 4,54 4,1 21,6 17,6 3,98 8,98 15,8
UCV 15,86 22,20 5,57 6,16 3,74 4,10 18,80 17,16 3,88 9,52 15,91
FKR
2 2,87 10 7,47 5,88 5,04 5,6 18,9 14,7 6,38 11,6 19,1
5 3,68 9,77 6,81 5,48 4,64 5,19 17,7 13,3 5,01 9,3 16,4
10 3,58 9,84 6,71 5,53 4,99 5,26 17,6 13,7 5,11 9,04 15,9
20 3,79 9,84 6,45 5,65 5,31 5,83 17,6 14,6 5,22 9,01 15,7
Table 6.3: Hellinger risks multiplied by 1000 for the TVF procedure based on Baraud’s test.
Comparison with others VF
Influence of the test on the TVF
We compare here the performances of the best TVF procedure (among the five values of θ de-
scribed above) derived from Birge´’s test (6.9) against the one deduced from Baraud’s test (6.18)
(denoted ŝm̂TVF). We show the conclusion of our study for the families FR, FK and FKR,
n = 500, V = 2, 5, 10 and 20. The results were very similar for other values of n. For the
sake of clarity and to emphasize the similarity of both procedures in terms of Hellinger risk, we
















If infs∈LΥ(s) ≥ 1 the TVF using Baraud’s test behaves in a better way than the one using Birge´’s
test for all densities in L while if sups∈LΥ(s) ≤ 1 the opposite holds. The closer the two values,
the more similar the quality of both procedures.
We see from this table that Baraud’s and Birge´’s test are very similar to proceed the TVF
procedure for families FR and FK. There is indeed no noticeable difference for these families, the
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, using families FK,FR,FKR (up for s˜ =
ŝm̂LSVF , down for s˜ = ŝm̂KLVF ). Each subfigure shows the boxplot for V = 2, 5, 10 and 20. The horizontal
red dotted line provides the reference value 0.
family Υ(s) V = 2 V = 5 V = 10 V = 20
FR
sups 103,68 102,59 101,72 102,27
infs 98,16 100,07 99,59 99,13
FK
sups 102,78 100,80 100,92 105,10
infs 99,58 98,72 97,45 96,13
FKR
sups 116,71 115,80 116,79 116,73
infs 96,70 98,84 99,08 99,30
Table 6.4: Supremum and infimum of the ratio multiplied by 100, see the text.
largest gain (for a density in L) being of 5% only. The procedure based on Baraud’s test becomes
much better for the family FKR. We observe indeed that a potential gain of 15% appears (since
the sups is close to 115%) while the loss is negligible (since the infs is close to 99%). Moreover,
the ratios are quite similar when V increases. Finally, let us recall that the TVF procedure based
on (6.9) is less time-consuming since it requires to compute only one integral instead of two for
(6.18).
228 CHAPTER 6. A V-FOLD PROCEDURE BASED ON ROBUST TESTS
Ne pas conclure !
En guise de conclusion, nous proposons une nouvelle proce´dure de se´lection d’estimateurs qui
repose uniquement sur les ide´es et heuristiques pre´sente´es dans l’Introduction. Nous proposons
quelques pistes pour prouver sa pertinence du point de vue the´orique et e´tudions sa qualite´ sur
des donne´es simule´es en la comparant aux proce´dures de´finies dans cette the`se. Nous formulons
e´galement quelques questions ouvertes qui forment un panorama non-exhaustif de perspectives de
recherche qui peuvent eˆtre mene´es a` partir des diffe´rents travaux que contiennent ce manuscrit.
Aussi, ces deux sous-sections nous invitent a` ne pas conclure cette recherche puisque les progre`s a`
re´aliser, notamment pour avoir une re´elle compre´hension the´orique de ce qui se passe en pratique,
semblent nettement plus importants que le travail qui a de´ja` pu eˆtre effectue´.
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7.1 Se´lection d’estimateurs par test re´e´chantillonne´
Nous avons pre´sente´ dans ce travail diffe´rentes proce´dures VF reposant sur deux pertes distinctes
qui ne peuvent eˆtre compare´es qu’en pratique. La premie`re remarque ge´ne´rale sur cette the`se est
qu’elle met en lumie`re, si cela e´tait encore ne´cessaire, un e´cart entre la the´orie et la pratique
qu’il nous semble important de combler. Il ressort en effet des diffe´rentes e´tudes empiriques que le
crite`re pe´nalise´, the´oriquement bien compris et pour lequel nous savons que la situation s’ame´liore
quand V augmente, est sensiblement moins bon (du moins tant qu’on ne sur-pe´nalise pas) que la
plupart des proce´dures de la Partie III. A l’inverse, la proce´dure CTVFV introduite au Chapitre 6,
pour laquelle nous n’avons pas pu prouver une ine´galite´ oracle fine, semble eˆtre la meilleure
proce´dure a` condition de ne pas eˆtre regardant sur le couˆt algorithmique ! Effectivement, bien
que nous ayons re´duit le couˆt calculatoire graˆce a` notre algorithme, le TVF reste une proce´dure
plus gourmande que les VF classiques(5). Alors que la re´daction de ce manuscrit avanc¸ait, il est
apparu qu’on pouvait combiner certaines ide´es phares pour construire une nouvelle proce´dure qui
garderait la qualite´ du TVF tout en e´tant significativement plus rapide en temps de calcul. Celle-
ci est une alternative au TVF et a` la proce´dure de se´lection d’estimateurs propose´e dans Baraud
(2011).
7.1.1 Combiner les avantages ?
Nous allons de´velopper notre heuristique en utilisant successivement les points suivants pre´sente´s
pre´ce´demment dans la the`se.
• Existence d’un test ide´al dans la proce´dure de se´lection d’estimateurs par T-estimation.
• Heuristique d’Efron et bootstrap avec poids V -fold.
• Algorithme pour le calcul d’un T-estimateur a` partir d’une famille finie.
Nous nous plac¸ons dans le cadre du Chapitre 6, avec ` = h2 la perte de Hellinger et S l’ensemble
des densite´s par rapport a` la mesure µ sur Ξ. De´marrons de la collection de me´thodes d’estimation







Km(x,Xi) pour tout x ∈ Ξ
avec
Km(x, y) ≥ 0 ∀x, y ∈ Ξ et
∫
Ξ
Km(x, y)dµ(x) = 1 ∀y ∈ Ξ .
Nous avons vu a` la Section 1.2.2 que le test ide´al pour choisir entre deux estimateurs ŝl et ŝm,





















(5)Si on prend en compte cette contrainte, le conseil que l’on donnerait au praticien serait d’effectuer un 5-fold
le´ge`rement sur-pe´nalise´, voir Chapitre 3.
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Baraud (2011, Corollary 1) montre en effet l’implication suivante





Le crite`re “ide´al” donne´ par la T-estimation s’e´crit alors comme une fonctionnelle L(P, Pn), qui
de´pend de P et Pn, donne´e par
sup
l∈Rm
h2 ( ŝl, ŝm ) ou` Rm =
{
l ∈M, l 6= m | Tŝl,ŝm(P ) > 0
}
.
Pour rappel, l’ide´e de la proce´dure CTVFV est d’approcher ce crite`re L(P, Pn) en moyennant
sur V de´coupages les crite`res L(P (j)n , P (−j)n ) selon l’heuristique de la validation croise´e V -fold
pre´sente´e en (1.28). Comme explique´ au Chapitre 6, le couˆt algorithmique de cette moyenne est
malheureusement important puisque nous sommes oblige´s de calculer tous les crite`res Dj (autre-
ment dit de tester pour chaque nouveau j, tous les estimateurs entre eux) pour effectuer la se´lection
de l’estimateur final. Meˆme si l’algorithme pre´sente´ en Section 6.4 e´chappe a` ce couˆt exorbitant, on
comprend qu’il serait pre´fe´rable pour le praticien d’avoir une proce´dure ou` on e´vite cette moyenne
sur le crite`re. E´tant donne´ que le crite`re est “ide´al” parce que le test sur lequel il repose l’est, nous
allons estimer celui-ci uniquement. Ainsi, nous n’allons plus moyenner V crite`res pour approcher
le crite`re ide´al (ce qui nous oblige a` tester V fois les me´thodes entre elles) mais faire la moyenne
sur les tests pour approcher le test ide´al (ce qui permet de tester une seule fois les me´thodes entre
elles) !
De la meˆme fac¸on qu’il faut e´viter de re´utiliser les meˆmes donne´es pour construire et e´valuer
la qualite´ d’un estimateur, on peut penser qu’il peut eˆtre catastrophique d’estimer Tŝl,ŝm(P ) par
Tŝl,ŝm(Pn). Baraud (2011) propose ainsi d’introduire une pe´nalite´ pen, de´finie sur les mode`les
auxquels appartiennent les estimateurs, menant au test suivant :
Tŝl,ŝm(Pn) = Tŝl,ŝm(Pn) + pen ( ŝl )− pen ( ŝm ) . (7.27)
Pour e´viter ce proble`me, nous allons mettre a` profit les heuristiques de re´e´chantillonnage et propo-
ser deux manie`res d’estimer le test ide´al. D’abord, en appliquant directement l’heuristique (1.28)
sur le test, ensuite en utilisant l’heuristique d’Efron. E´tant donne´ que celle-ci ne fournit pas de
bonnes performances au premier ordre(6) nous allons l’utiliser au second ordre (Efron, 1983, Sec-
tion 8).
7.1.2 Test re´e´chantillonne´
Nous effectuons la partition de X = {X1, . . . , Xn} en V sous-e´chantillons de meˆme taille, et
utilisons les meˆmes notations qu’a` la Section 1.2.3. En reprenant l’ide´e du bootstrap a` poids nous
estimons












(6)C’est la raison pour laquelle nous estimons la pe´nalite´ ide´ale (P −Pn)γ(ŝm), plutoˆt que d’estimer le crite`re ide´al
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 ou` rW = ŝWl + ŝWm
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.



















 ou` r̂(−j) = ŝ(−j)l + ŝ(−j)m
2
.
En utilisant le fait que pour une partition re´gulie`re de X on a (V − 1)(Pn − P (−j)n ) = P (j)n − Pn



















Ainsi nous proposons les estimateurs suivants du test ide´al Tŝl,ŝm(P ).
• Le test V -fold















• Pour une constante C > 0, le test Efron avec poids V -fold

















En conside´rant ce dernier test, on effectue la proce´dure de se´lection d’estimateurs de Baraud
(2011), en remplac¸ant la quantite´ pen(ŝl)− pen(ŝm) dans (7.27) par TW (l,m).
La proce´dure avec test re´e´chantillonne´ se de´finit naturellement par
Cres.test(m) := sup
l∈Rm
h2(ŝl, ŝm) avec Rm =
{
l ∈M, l 6= m | T resl,m(Pn) > 0
}
, (7.28)
ou` le test T resl,m est donne´ par T (V F )l,m ou T V,Cl,m . L’estimateur final est naturellement ŝm̂(Cres.test). On
peut noter que nous profitons a` nouveau du fait que nous disposons de me´thodes d’estimation et
non pas d’estimateurs fige´s puisque pour tester deux estimateurs, nous utilisons les estimateurs
(7)de´fini pour tout i par W (VF)i =
V





= (V − 1)−1 et PWn = P (−J)n .
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construits successivement avec un nouveau sous-e´chantillon. Cette strate´gie peut se voir comme
une proce´dure de T-estimation avec “test V -fold”, ou comme une nouvelle proce´dure de se´lection
d’estimateurs avec test re´e´chantillonne´.
Premiers pas the´oriques. Il nous semble que l’analyse des deux proce´dures commence de la
meˆme fac¸on que pour Baraud. Pour m ∈M et κ > 0 fixe´s, on a




h2 ( ŝm, ŝm̂ )
6 (1 + κ)h2 (s, ŝm ) +
(
1 + κ−1
) (Cres.test(m̂) ∨ Cres.test(m))




Pour tout l,m ∈M, nous de´finissons le processus qui mesure l’erreur que nous faisons en utilisant
un test re´e´chantillonne´ plutoˆt que le test ide´al Z(ŝl, ŝm) par
Z(ŝl, ŝm) = T resl,m(Pn)− Tl,m(P ) .
On trouve alors pour tout l ∈ Rm (c’est-a`-dire pour lequel T resl,m(Pn) > 0)
h2(s, ŝl)− h2(s, ŝm) = ρ(s, ŝm)− ρ(s, ŝl)




h2(s, ŝl) + h
2(s, ŝm)
)
















Z(ŝl, ŝm) . (7.29)
On en de´duit pour tout α > 0
Cres.test(m) = sup
l∈Rm




















A partir de ces calculs, il apparaıˆt clairement qu’il est ne´cessaire de controˆler le processusZ(ŝl, ŝm)
pour tout l,m ∈ M. Il nous semble que les outils the´oriques de´veloppe´s par Baraud (2011); Ba-
raud et al. (2014) pourraient nous aider en ce sens et mener a` un re´sultat similaire a` celui obtenu
pour la proce´dure CTVFV (voir The´ore`me 6.1). Mais ceux-ci risquent de ne pas suffire pour obtenir
une compre´hension fine du roˆle de V dans la proce´dure.
7.1.3 Comparaison empirique avec les autres VF
Nous proposons de l’e´tudier avec les deux tests et de la comparer empiriquement a` celles e´tudie´es
dans cette the`se. Nous notons respectivement Cres.testV si T resl,m = T (V F )l,m et Cres.testV,C si T resl,m = T V,Cl,m .
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Nous avons effectue´ le meˆme type de simulations que dans les Sections 3.6 et 6.3 avec N =
100 e´chantillons de taille n = 500. Les deux familles(8) de me´thode d’estimation conside´re´es
proviennent de noyaux d’approximation Gaussien (note´e FK) et d’histogrammes re´guliers (note´e
FR) de sorte que tous les estimateurs sont effectivement des densite´s. Nous avons calcule´ pour
12 densite´s le risque Hellinger, L1 et L2 des proce´dures CLSVFV , CpenV,z, CTVF,BarV (avec le test de
Baraud, donne´ par (1.43)), CTVF,BirV (avec le test de Birge´, donne´ par (1.42)), Cres.testV et Cres.testV,C
pour V = 2, 5, 10, 20 et C = z = 1, 5/4, 3/2, 7/4, 2. Nous pre´sentons d’abord un aperc¸u du
risque Hellinger pour C = z = 1 au travers de 5 densite´s.
Chapitre 3 et Chapitre 4 Chapitre 6 Conclusion
densite´ V CLSVFV CpenV,1 CTVF,BirV CTVF,BarV Cres.testV Cres.testV,1
2 9,37 10,73 9,21 9,10 8,97 9,77
s3 5 9,13 9,82 8,75 8,89 8,97 9,23
10 9,27 9,33 8,82 8,80 9,10 9,10
20 9,06 9,14 8,48 8,58 8,97 8,95
2 9,20 11,84 9,39 9,06 8,94 9,75
s11 5 9,17 9,71 8,35 8,16 8,74 9,02
10 9,05 9,58 8,29 8,27 8,76 8,79
20 9,28 9,30 8,33 8,04 8,79 8,87
2 15,36 18,71 14,44 15,15 14,90 13,67
s13 5 15,76 16,35 13,18 13,23 13,37 13,21
10 15,87 16,42 13,42 13,58 12,96 13,04
20 16,10 16,45 14,16 13,81 12,85 12,85
2 8,25 9,18 7,64 7,65 7,25 7,48
s16 5 7,63 7,63 7,33 7,20 7,36 7,50
10 7,58 7,88 7,20 7,28 7,30 7,44
20 7,51 7,97 7,43 7,40 7,41 7,50
2 19,19 21,21 21,07 19,67 19,15 19,27
s23 5 19,76 20,92 18,44 18,01 18,73 18,77
10 19,99 20,52 18,01 17,80 18,57 18,87
20 20,11 20,23 18,17 17,57 18,83 18,88
TABLE 7.5 – Risques Hellinger multiplie´s par 1000 pour la famille FR.
Premie`rement, on observe sur les Tables 7.5 et 7.6 que les quatre dernie`res proce´dures sont plus
pre´cises que les deux premie`res qui sont construites pour la perte des moindres carre´s. Ensuite,
on voit que les deux proce´dures introduites dans ce chapitre sont aussi bonnes voire meilleures
que les proce´dures CTVFV . Pour celles-ci, le risque diminue dans presque toutes les configurations
quand V augmente(9). Concernant la proce´dure Cres.testV,C , nous avons remarque´ que le meilleur
choix pour la constante C est 1, ce qui va a` l’inverse de ce qu’on observe pour la proce´dure CpenV,z
(pour laquelle il est clairement pre´fe´rable de sur-pe´naliser avec une constante z = 3/2 ou 2 par
exemple). Lorsqu’on s’autorise de prendre cette dernie`re proce´dure pour le meilleur choix de z,
on se rapproche des risques des proce´dures qui reposent sur les tests robustes.
(8)Ces deux familles sont de´finies dans la Section 3.6.
(9)Il arrive que l’on observe une certaine stabilite´ ou une le´ge`re augmentation qui peut eˆtre due au faible nombre de
pseudo-e´chantillons ge´ne´re´s et a` l’erreur de pre´cision lie´e aux calculs d’inte´grale.
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Chapitre 3 et Chapitre 4 Chapitre 6 Conclusion
densite´ V CLSVFV CpenV,1 CTVF,BirV CTVF,BarV Cres.testV Cres.testV,1
2 6,86 6,69 5,65 5,75 5,64 5,13
s3 5 6,23 6,07 4,95 5,01 5,07 4,93
10 5,90 5,84 5,00 5,02 4,92 4,92
20 5,80 5,76 5,02 4,99 4,86 4,87
2 3,36 4,04 2,90 2,89 2,92 3,16
s11 5 3,07 3,24 2,76 2,81 2,77 2,89
10 3,05 3,17 2,99 2,99 2,80 2,84
20 3,04 3,05 3,41 3,22 2,76 2,77
2 18,06 21,00 20,11 20,07 19,89 17,99
s13 5 18,56 20,04 18,21 18,25 18,18 17,69
10 18,59 19,73 17,74 17,86 17,85 17,63
20 18,68 19,56 17,76 17,68 17,69 17,62
2 4,52 4,21 3,65 3,65 3,48 3,30
s16 5 3,84 3,71 3,16 3,18 3,14 3,13
10 3,84 3,75 3,11 3,22 3,07 3,07
20 3,79 3,78 3,21 3,27 3,03 3,04
2 9,41 10,47 10,35 10,06 10,18 9,05
s23 5 9,39 9,80 9,17 9,08 9,16 8,99
10 9,41 9,61 9,02 8,95 9,06 9,03
20 9,45 9,53 9,01 8,80 8,96 8,91
TABLE 7.6 – Risques Hellinger multiplie´s par 1000 pour la famille FK.
7.1.4 Couˆt algorithmique
Du point de vue pratique les proce´dures Cres.test diminuent sensiblement le couˆt algorithmique de
CTVFV et semble avoir un couˆt similaire a` celui de CTHO, c’est-a`-dire que nous atteignons a` peine
plus de |M| tests calcule´s. Pour illustrer cette faible complexite´, nous avons calcule´ la moyenne,
sur les 12 densite´s, des tests effectue´s pour les proce´dures CTVF,BarV , CTVF,BirV , Cres.testV et Cres.testV,1 .
Dans la Table 7.7, nous conside´rons la famille FK qui contient |M| = 38 me´thodes d’estimation.
Toutefois, si le nombre de tests calcule´s est proche de celui que l’on obtient avec la proce´dure
CTHO, le nombre d’ope´rations des proce´dures introduites ici est supe´rieur et de´pend, lui, du pa-
rame`tre V . Ainsi les proce´dures Cres.testV et Cres.testV,1 montrent une aussi bonne pre´cision que CTVFV
mais avec un couˆt algorithmique nettement infe´rieur ce qui leur donne un avantage certain sur cette
dernie`re.
Famille V CTVF,BirV CTVF,BarV Cres.testV Cres.testV,1
2 216 214 104 101
FK 5 770 753 55 100
10 2067 2025 44 102
20 5573 5429 40 103
TABLE 7.7 – Moyenne sur 12 densite´s du nombre de tests effectue´s par les diffe´rentes proce´dures.
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7.2 Questions ouvertes
Nous dressons ici une liste non-exhaustive de questions que soule`vent les diffe´rents chapitres de
cette the`se.
7.2.1 Concernant la Partie I
Nous avons prouve´ que l’heuristique de pente formule´e par Birge´ & Massart (2007) n’est plus
vraie pour les estimateurs line´aires en ge´ne´ral. Elle peut cependant eˆtre modifie´e dans certains cas,
comme pour les estimateurs provenant d’un noyau d’approximation de sorte que la pe´nalite´ opti-
male et minimale sont connues pour se´lectionner la feneˆtre d’un estimateur a` noyau. De manie`re
ge´ne´rale, la recherche d’une me´thode automatique construite a` partir des donne´es, et qui soit
fonde´e sur des preuves mathe´matiques, pour calibrer la pe´nalite´ est un objectif a` garder en teˆte
pour aider les praticiens.
• Existe-t-il un algorithme de pente, semblable a` celui introduit par Arlot & Bach (2009) en
re´gression, liant pe´nalite´ minimale et pe´nalite´ optimale dans le cadre ge´ne´ral ?
• Comme explique´ au Chapitre 2, l’ine´galite´ oracle du Theorem 2.1 reste optimale tant que
log(|M| ∨ n)2 est ne´gligeable par rapport a` n. Ceci convient en particulier pour les fa-
milles polynomiales au sens ou` |M| ≤ Lnα pour des constantes nume´riques L,α > 0. Des
re´sultats nume´riques (Lebarbier, 2005) semblent indiquer que l’heuristique de pente reste
vraie pour des grandes collections d’estimateurs. De`s lors, peut-on prouver des re´sultats
similaires aux noˆtres pour des grandes familles de mode`le(10) ?
• Que signifie la “complexite´” PΘm, mis en lumie`re dans la Section 2.4, pour un estimateur
line´aire quelconque ? Existe-t-il une alternative pour de´signer celle-ci en ge´ne´ral ?
7.2.2 Concernant la Partie II
Nous avons obtenu une ge´ne´ralisation aux estimateurs line´aires de l’analyse minutieuse de Arlot
& Lerasle (2014) (restreinte aux estimateurs par projection) notamment au travers d’ine´galite´s
oracles optimales au premier ordre. De plus, nous avons e´galement e´tendu leurs calculs de variance
sans toutefois pouvoir interpre´ter les nombreux termes en ge´ne´ral.
• Pourquoi la performance des proce´dures de se´lection semble meilleure lorsque C est un esti-
mateur biaise´ du risque ? En particulier, pourquoi est-il bon de sur-pe´naliser par un facteurz
e´gal a` 3/2 ou 2 dans la proce´dure CpenV,z (comme on l’observe, par exemple, dans le mate´riel
supple´mentaire du Chapitre 3) ? Peut-on de´terminer a` l’aide des donne´es le bon niveau de
sur-pe´nalisation ?
• Peut-on formaliser l’heuristique de Arlot & Lerasle (2014) sur laquelle repose le Chapitre 4 ?
Cette heuristique peut-elle mener a` une comparaison quantitative des proce´dures(11) ?
(10)Par exemple dans des contextes tels que la se´lection comple`te de variables ou la de´tection de ruptures multiples.
(11)L’ide´al serait de pouvoir quantifier pre´cise´ment a` quel point une proce´dure de se´lection d’estimateurs VF est
meilleure qu’une autre pour les estimateurs line´aires (par exemple le LOO est meilleur que le 5-fold).
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• Un re´sultat important qui fait toujours de´faut est la preuve the´orique que la validation croise´e
V -fold est strictement meilleure que le hold-out pour la se´lection d’estimateurs.
• Arlot & Lerasle (2014) ont re´ussi a` interpre´ter avec pre´cision les diffe´rents termes dans
les calculs de variance pour les histogrammes. De la meˆme fac¸on, que pouvons-nous dire
sur les quantite´s qui apparaissent pour les noyaux par approximation ? Un tel re´sultat, s’il
est assez pre´cis, aurait un impact important puisqu’il constituerait un pas important dans la
compre´hension d’un proble`me abondamment traite´, la se´lection d’une feneˆtre par validation
croise´e V -fold.
• Peut-on utiliser les calculs de variance pour comprendre d’autres proce´dures de validation
croise´e utilise´es en pratique, comme par exemple le “Repeated Learning-Testing” (Breiman
et al., 1984; Burman, 1989; Zhang, 1993) qui consiste a` faire une validation croise´e en
choisissant, au hasard, sans remplacement et inde´pendamment des donne´es, des e´chantillons
de validation de taille fixe´e ?
• Peut-on ge´ne´raliser l’analyse de la Partie II au contraste du maximum de vraisemblance
(avec pour perte de re´fe´rence ` = KL) ?
7.2.3 Concernant la Partie III
Concernant la proce´dure CTVFV , notre analyse the´orique n’est pas satisfaisante puisque le principal
re´sultat (le Theorem 6.1) est insuffisant pour expliquer les expe´riences empiriques convaincantes.
De plus, nous ne sommes pas en mesure d’expliquer l’influence du parame`tre V sur les perfor-
mances de la proce´dure autrement que par nos simulations. Le plus gros de´faut de cette proce´dure
reste son couˆt algorithmique qui retire tout son attrait pour le praticien qui pre´fe´rera sans doute
une proce´dure le´ge`rement moins pre´cise mais nettement plus rapide.
• Peut-on ame´liorer l’ine´galite´ oracle (6.17) en adoptant une autre strate´gie de preuve que
celle du Chapitre 6 ?
• Est-il possible de comprendre the´oriquement le roˆle de V au travers de l’heuristique de Arlot
& Lerasle (2014) ?
• Existe-t-il un algorithme qui calcule tre`s rapidement cette proce´dure, au moins dans des cas
particuliers ?
• Peut-on obtenir une ine´galite´ oracle pour la proce´dure Cres.test ? Nous pensons qu’il est
possible d’obtenir un re´sultat semblable au Theorem 6.1 sans trop de difficulte´. L’e´tape
suivante serait alors la meˆme que pour la proce´dure CTVFV . Comprendre l’influence de V du
point de vue the´orique est un autre de´fi important.
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Validation croise´e et pe´nalisation pour l’estimation de densite´
Re´sume´. Cette the`se s’inscrit dans le cadre de l’estimation d’une densite´, conside´re´ du point de
vue non-parame´trique et non-asymptotique. Elle traite du proble`me de la se´lection d’une me´thode
d’estimation a` noyau. Celui-ci est une ge´ne´ralisation, entre autre, du proble`me de la se´lection de
mode`le et de la se´lection d’une feneˆtre. Nous e´tudions des proce´dures classiques, par pe´nalisation
et par re´e´chantillonnage (en particulier la validation croise´e V -fold), qui e´valuent la qualite´ d’une
me´thode en estimant son risque. Nous proposons, graˆce a` des ine´galite´s de concentration, une
me´thode pour calibrer la pe´nalite´ de fac¸on optimale pour se´lectionner un estimateur line´aire et
prouvons des ine´galite´s d’oracle et des proprie´te´s d’adaptation pour ces proce´dures. De plus, une
nouvelle proce´dure re´e´chantillonne´e, reposant sur la comparaison entre estimateurs par des tests
robustes, est propose´e comme alternative aux proce´dures base´es sur le principe d’estimation sans
biais du risque.
Un second objectif est la comparaison de toutes ces proce´dures du point de vue the´orique et
l’analyse du roˆle du parame`tre V pour les pe´nalite´s V -fold. Nous validons les re´sultats the´oriques
par des e´tudes de simulations.
Mots-cle´s : Statistiques non-parame´triques, estimation de densite´, se´lection d’estimateur, se´lection
d’une me´thode d’estimation, validation croise´e V -fold, pe´nalisation, T-estimation, ine´galite´s d’oracle,
heuristique de pente, estimation adaptative, perte Hellinger.
Cross-validation and penalization in density estimation
Abstract. This thesis takes place in the density estimation setting from a nonparametric and
nonasymptotic point of view. It concerns the statistical algorithm selection problem which gene-
ralizes, among others, the problem of model and bandwidth selection. We study classical proce-
dures, such as penalization or resampling procedures (in particular V -fold cross-validation), which
evaluate an algorithm by estimating its risk. We provide, thanks to concentration inequalities, an
optimal penalty for selecting a linear estimator and we prove oracle inequalities and adaptative
properties for resampling procedures. Moreover, new resampling procedure, based on estimator
comparison by the mean of robust tests, is introduced as an alternative to procedures relying on
the unbiased risk estimation principle.
A second goal of this work is to compare these procedures from a theoretical point of view
and to understand the role of V for V -fold penalization. We validate these theoretical results on
empirical studies.
Keywords : Non-parametric statistics, density estimation, estimator selection, statistical algo-
rithm selection, linear estimators, V -fold cross-validation, penalization, T-estimation, oracle in-
equalities, slope heuristics, adaptive estimation, Hellinger loss.
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