Abstract-This paper proposes new bounds for Marcum Q-function, which prove extremely tight and outperform all the bounds previously proposed in the literature. What is more, the proposed bounds are good and stable both for large values and small values of the parameters of the Marcum Q-function, where the previously introduced bounds are bad and even useless under some conditions. The new bounds are derived by refined approximations for the 0 th order modified Bessel function in the integration region of the Marcum Q-function. They should be useful since they are always tight no matter the parameters are large or small.
I. INTRODUCTION
arcum Q-function was first used to deal with radar communications about almost half a century ago [1] . Since then, it has found many other applications, in particular the evaluation of error probability associated with communication systems [2, 3] . Currently Marcum Q-function is used to estimate various error probabilities. However, one popular expression of Marcum Q-function (1) is the generalized integration and its integrand involves 0 th order modified Bessel function, which render the difficulty for computation. For numerical computations and theoretical analyses, it is worth researching on the bounds of Marcum Q-function. 
Computing bounds of Marcum Q-function is always a challenging direction. In [3] the author proposed exponential-type bounds that have simple expression but are quite loose. In [4, 5] the alternative integral expressions are used to obtain new bounds which are both tighter than [1] . In [6] the author got the tighter bounds with simple expressions via a Geometric Approach. Up to now, the tightest bounds were proposed in [7] , which fully utilized the characters of 0 th order modified Bessel function and inequality approach techniques. This paper mainly focuses on the tightness and robustness of bounds of Marcum Q-function. Thus, comparison to the bounds in [7] is a must. The bounds in [7] are extremely tight in most cases; however, it can be testified that the bounds in [7] are quite loose and even unbounded when arguments are getting smaller. Also the bounds get loose when arguments are large enough. This paper overcomes all these weaknesses and proposes new bounds in different cases by finding refined approximations for the 0 th order modified Bessel function.
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In the case b>a, the integrand is monotonic decreasing in the region x>b apparently; thus we can find the upper and lower bounds of the integrand to approximate the integral (1). In case b<a, the integrand is firstly increasing and is then decreasing in the region x>b, but instead we can evaluate 1-Q(a,b), which is monotonic increasing in [0, b] and thus make the problem easier to solve.
In section two, the theoretical analysis is provided to derive the new bounds. Then the comparisons between the new bounds and previously proposed bounds in the literature are made in section three.
II. MARCUM Q-FUNCTION BOUNDS

A. Case b≥a
Note that the bounds are in the interval [0, 1] that is in the case of the upper bounds one should consider min{1, upper bound}while in the case of the lower bounds one should consider max{0, lower bound}. It is common for computing bounds in the literature.
1) Upper bounds:
As for the function f(x) below, it is easy to prove that f(x) is monotonic decreasing.
we can consider the function below.
Obviously, g(x) is negative in the region x>0 from Fig. 1 . So I can conclude that the f(x) (2) is monotonic decreasing in x>0, obtaining In [7] the author used the following approximation [7, eq.(6) 
With regard to (7), a new upper bound can be derived and is tighter than the bound proposed in [7] . From (1) and (7), the new upper bound is as follows:
Denote the new upper bound as UB1JP. In tableⅠ, the expression of UB1JP is shown, together with typical upper bounds that previously proposed in literature. The bound indicated as UB1A is proposed in [7] , the bound UB1B is proposed in [4] , the bound UB1C is proposed in [5] and the bound UB1D is proposed in [6] .
2) Lower Bounds:
The function f(x) below is monotonic increasing in x>0, which can be easily proved with numerical computation from From (2) (10), a new lower bound can be proposed as follows:
Denote the new lower bound as LB1JP.
In [7] , the author used the inequality below to approach the 0 th order modified Bessel function [7, eq.( 
Accordingly, we can obtain that exp( ) exp( ) exp( ) , exp( ) exp( ) exp( ) 
That indicates that the newly proposed lower bound is tighter than the bound proposed in [7] . In table Ⅱ, the bound LB1A is proposed in [7] , the bound LB1B is in [4] , LB1C is in [5] and LB1D is in [6] .
B. Case b<a
As mentioned in the introduction, since the integrand in (1) is not monotonic, we can focus on 
1) Upper Bounds:
To compute upper bound, from equation (15) we can try to derive the lower bound of second term of (15). From (4), we can get the inequality below.
With (2) (16), a new upper bound is obtained:
Denote this new upper bound as UB2JP. In [7] the author used the approximation for 0 th order modified Bessel function as follows:
It is easy to prove that exp( ) 3 exp( ) ,
Thus, the following inequality is satisfied 
From (20), it demonstrates that the new bound UB2JP is tighter than the bound in [7] .
In table Ⅲ, the bound UB2A is proposed in [7] , UB2D is in [6] . Note that there are no proposed upper bound in case b<a in [4, 5] .
2) Lower Bounds:
Similarly, we can work out the upper bound of 0 th order modified Bessel function in [0, b] instead.
It is worth remarking that in case b<a, the author of [7] took power function as the approximation for 0 th order modified Bessel [7, eq. (13)] instead of the inequality below. 
To make comparison with the approximation function proposed in [7] , I can operate as follows:
Rice P.D.F is below:
Inequality (22) Fig.3 . What is more, the advantage of inequality (25) will be more obvious with the increase of arguments. Accordingly, a tighter lower bound can be derived as follows:
(27) Denote this new lower bound as LB2JP. In table Ⅳ, the bound LB2A is in [7] , LB2B is in [4] , LB2C is in [5] and LB2D is in [6] .
Up to now, this paper has fully proposed all the upper bounds and lower bounds in case b>a and b<a. From the theoretical analysis, I can prove that the newly proposed bounds are tighter than the bounds in [7] . Since the bounds proposed in [7] prove tighter than the previously provided bounds, it indicates that the bounds in this paper are tighter than the all the bounds in the literature. Furthermore, based on the following simulation and comparison, the newly proposed bounds in this paper are quite stable even when the argument a and b are relatively small or large. Thus it makes the new bounds more meaningful both for theory analysis and practical application.
III. COMPARISON
Here, I first compare the new bounds with the bounds proposed in [4, 5, 6] which are denoted as B, C and D for simple recognition. Then the special comparisons of the new bounds and the bounds in [7] are made by numerical computation with error tables.
The first comparisons are given in case a=1, 10 with respect to a>b and a≤b. In this way, the robustness of the bounds can be observed in respect to the increase of argument a. 
The second comparison between new bounds and the bounds in [7] is special because the bounds in [7] are very tight overall. To make comparison, it will set relatively small and large arguments.
Denote the new bounds as JP and the bounds in [7] as A.
A. JP V.S. B&C&D
From Fig. 4-7 , it is clear that the new bounds are much tighter than the bounds proposed in [4] [5] [6] in all kinds of cases. Furthermore, with the increase of argument a and b, the B bounds get so loose that they cannot estimate Marcum Q-function to some extent. The C bounds are even useless Fig. 3 . The Rice probability distribution function value in [7, 8] .
a=10, b=8. Red solid curve is the exact curve of Rice p.d.f. Blue dashed : the function in (25) proposed in this paper, Green dash dotted line: the function in (26) proposed in [7] when a is a little larger. The D bounds are tight in the case b<a, but quite loose in the case b>a. So they are not stable enough. The bounds proposed in this paper denoted as JP are extremely tight in all cases and not getting loose with the increase or decrease of argument a and b.
B. JP V.S A
This section focuses on the comparison of the new bounds (denoted as JP) and the tightest bounds (denoted as A) in the literature.
From Fig.8 , when a is relatively small, the bounds proposed in [7] get loose even unbounded when b is close to a. In contrast, the new bounds in this paper are still quite tight in the same condition.
From Fig. 9 , in the case b<a, the new lower bound is much tighter than LB2A proposed in [7] .
From Fig. 10 , in the case b<a, when a is relatively small, the new upper bound is much tighter than the bound in [7] . In table 5-8 present the error data of the new bounds UB1JP, LB1JP, UB2JP, LB2JP and the bounds in [7] UB1A，LB1A, UB2A, LB2A.
From Table5-8, it is clear that the new bounds in this paper outperform the bounds proposed in [7] and thus become the tightest bounds up to now. The stability is a significant factor that makes the new bounds quite robust and applicable.
IV. CONCLUSION AND DISCUSSION
Apart from tightness, another good character of the new bounds in this paper is robustness since they are not sensitive to the increase and decrease of argument a and b. The key techniques lie in the refined approach function for 0 th order modified Bessel function. All the bounds previously proposed seem not stable and tight enough and even become useless under some conditions. Though the bounds in [7] are quite tight in most cases, but they get unbounded when the argument is small, which make them not perfect enough. The highlight of this paper results from the stability of the new bounds. In some practical application where the robustness and tightness are significant, the new bounds in my paper may be quite useful. 
