ABSTRACT. We compare performances of well-known numerical time-stepping methods that are widely used to compute solutions of the doubly-infinite Fermi-Pasta-Ulam-Tsingou (FPUT) lattice equations. The methods are benchmarked according to (1) their accuracy in capturing the soliton peaks and (2) in capturing highly-oscillatory parts of the solutions of the Toda lattice resulting from a variety of initial data. The numerical inverse scattering transform method is used to compute a reference solution with high accuracy. We find that benchmarking a numerical method on puresoliton initial data can lead one to overestimate the accuracy of the method.
INTRODUCTION
q n (t): displacement of the n th particle from its equilibrium position Consider the classical problem of one-dimensional infinite chain of particles on a line with nearest-neighbor interactions as depicted in Figure 1 . Assume that each particle has unit mass, and that there are no impurities, i.e. the potential energies of the springs between the particles are identical. We let V : R → R denote the interaction potential between the neighboring particles. With these assumptions, the equations of motion that govern this particle system are given by Newton's Second Law of Motion:
(1) d 2 dt 2 q n = V (q n+1 − q n ) − V (q n − q n−1 ), n ∈ Z, where q n stands for the displacement of the n th particle from its equilibrium position. Denoting by p n the momentum of the n th particle, (1) is equivalent to the system of first order differential equations:
(2) dp n dt = V(q n+1 − q n )) − V(q n − q n−1 ), dq n dt = p n , n ∈ Z .
With the assumptions that q n+1 − q n → 0 and p n → 0 sufficiently fast as |n| → ∞ (i.e. no motion at infinity), (2) is a Hamiltonian system of equations (3) dp n dt = − ∂H(p, q) ∂q n , dq n dt = ∂H(p, q) ∂p n , n ∈ Z , with the Hamiltonian functional H(p, q):
H(p, q) = ∑ n∈Z 1 2 p 2 n + V(q n+1 − q n ).
Such nearest-neighbor interacting particle systems with nonlinear interaction forces (anharmonic potentials) include the systems studied in the famous experiment at Los Alamos by Fermi, Pasta, Ulam, and Tsingou [9] in 1953, which a decade later led to discovery of solitons by Zabusky and Kruskal [32] . Such lattice equations model various physical phenomena with a multitude of applications [25] . From a purely mathematical perspective these lattices are used to investigate Poincaré recurrence, chaos, and nonlinear wave phenomena (interaction of solitary waves, solitary wave resolution, see [3] and the references therein). The FPUT-type systems (2) are still an active area of mathematical research [11, 13, 31] .
The particular choice V(r) = V Toda (r) := e −r + r − 1 in (2) results in an infinite dimensional, continuous time -discrete space completely integrable system: the celebrated Toda lattice [26] . The main purpose of this work is to compare the performances of various well known numerical time-stepping methods that are widely used to compute the solution of the Cauchy initial value problem for (1) . The accuracy of a time-stepping method is most easily inspected when there are exact solutions available at hand, which is of course, rarely the case. Often, numerical analysts make use of nonlinear integrable wave models that possess classes of explicit solutions (e.g. the Toda lattice, the Korteweg-deVries (KdV) equation or the nonlinear Schrödinger (NLS) equation). Then one has the luxury of being able to test their numerical scheme against exact formulae. Many of these infinite-dimensional integrable systems feature dispersive radiation and/or oscillatory tails. This is a critically important 1 oscillatory component of the solution that decays slowly to the background as t → ∞. It is often the case that exact solutions formulae are for solitary waves such as breathers or solitons -coherent structures that are localized in space without oscillatory tails or dispersive radiation. In this paper, we set out to investigate questions such as: Which time-stepping methods capture the solitons with more accuracy? How do they perform when computing highly-oscillatory solutions? How does their performance depend on the solution itself? Our strategy is as follows. Using a numerical inverse scattering transform (IST) method [5] , we can accurately construct solutions of the Toda lattice for each (n, t) without any time stepping, for arbitrarily large values of t, with high accuracy. Indeed, one can expect to maintain relative accuracy for large t [23] . This opens the door to benchmarking time-stepping methods on solutions of different characters (oscillatory, has solitons, no solitons, etc.), without restricting oneself to those with exact formulae. Furthermore, it is reasonable to expect behavior of a numerical method for the Toda lattice to extend to other FPUT-type systems.
From a convergence (as time-step size tends to 0) and computational complexity point of views, comparison of numerical time-stepping methods is a well-trodden path, see for example, [14] for a detailed study in this direction, or the more recent survey article [7] by Butcher and the references therein. Using the numerical IST method, in this work we aim to add a new dimension to such studies.
The paper is organized as follows. In the remainder of this section we discuss specifics of the Toda lattice. In Section 2 we summarize the numerical IST procedure, give an overview of the numerical time-stepping methods used in this work, and present the explicit formulae for the initial data used in the numerical experiments. In Section 4, we compare performances of second order methods. In Section 5, we compare performances of higher order methods. We then draw some conclusions.
Properties of the Toda lattice.
Complete integrability of the Toda lattice was proven by H. Flaschka [10] and S. V. Manakov [20] in 1974, independently and simultaneously, by realizing that the system possesses a Lax pair and (2) with V(r) = V T (r) is in one-to-one correspondence with isospectral deformations of Jacobi (symmetric, tridiagonal with positive off-diagonal elements) matrices. Indeed, through the bijection (5) a n := 1 2 e −(q n+1 −q n )/2 , b n := − 1 2 p n , the equations of motion (1) Toda lattice take the form:
Defining the following second order linear difference operators L and P on the Hilbert space 2 (Z) of square-summable sequences:
(Lφ) n := a n−1 φ n−1 + b n φ n + a n φ n+1
(Pφ) n := −a n−1 φ n−1 + a n φ n+1 , it can be verified that (1) is equivalent to the Lax equation [18] (8)
The operators (P, L) are called a Lax pair and in the standard basis, L is a doubly-infinite Jacobi matrix. The Lax pair (8) constitutes the basis of to the IST method to solve the Cauchy initial value problem for (6) for sufficiently decaying initial data (see, for example, [2] for a recent survey of the IST for the Toda lattice). A numerical IST method was recently developed by the authors [5] for the doubly-infinite Toda lattice. Implementations for other integrable systems can be found in [23, 27, 28, 30] and these are summarized in [29] . An implementation for the numerical IST method can be found at [4] . The method works, loosely speaking, by performing the following steps:
(1) Compute the spectral data: This involves solving the eigenvalue problem Lϕ = λϕ for for bounded eigenfunctions ϕ. Assuming (a n , b n ) → (1/2, 0) at an appropriately rapid rate as |n| → ∞, the spectrum consists of the interval [−1, 1] and a finite number of simple eigenvalues in R \ [−1, 1]. One also computes, a function R(z), defined on the spectrum, which is directly related to the spectral measure for L. (2) Solve the inverse problem: Once R(z) is known, for each (n, t) there exists a contour Γ = Γ(n, t) ⊂ C, a function G(z; n, t), G : Γ → C 2×2 and an integral equation
Here H Γ is the Hilbert transform over Γ and I is the identity matrix. This integral equation is solved for U : Γ → C 2×2 using the framework of S. Olver [22] (see [21] for an implementation) and the solution of the Toda lattice can be obtained in terms of integrals of U. So, one can compute the map (n, t) → U and hence (n, t) → (a n (t), b n (t)) without time stepping.
TIME-STEPPING METHODS
In this section we describe the time-stepping methods used to produce the results shown in this paper. The first three methods described below are classical second-order methods and the following methods are higher-order methods. All of the methods are used to numerically compute the solution y(T) ∈ R N of the Cauchy initial value problem for an autonomous differential equation
with initial condition y(0) = y 0 ∈ R N at a final time t = T. We focus on classical methods to illustrate how one can use the numerical IST method to benchmark them. Depending the nature of the scheme and the variables used, f is an explicit, known function from R N to R N whose definition may differ among different methods (for example, in Störmer-Verlet method). We truncate the spatial domain (the lattice Z) to S = {−K, . . . , 0, . . . , K}, with the appropriate boundary conditions for the variables (a, b) in (6) or (p, q) in (2) and K > 0 chosen large so that the y(T) does not feel the effect of the boundary. Thus, N = 2K + 1. In the descriptions that follow, h > 0 denotes the time-step size. We use superscripts to denote the numerical iterates to avoid confusion with the indices of sequences: Given a computed solution y k at a time t, we denote the computed solution at time t + h by y k+1 . y k n is a scalar, the n-th element of the sequence y k ∈ R N .
2.1. Second-order Methods.
2.1.1. Midpoint. We denote this second-order explicit method by midpoint. Given y k , the algorithm to compute y k+1 is as follows:
>> y k+1 = y k + h f y k + 1 2 h f y k Unless otherwise stated, we integrate (6). When we integrate (2) instead we use the label midpointqp.
2.1.2.
Second-order Störmer-Verlet. We denote this method by sv2symp. The Störmer-Verlet method is symplectic: It preserves the Hamiltonian (4) under exact arithmetic. We use the equations of motions (1) and set
to denote the right hand sides. Since the Hamiltonian for the Toda lattice is separable, the method becomes explicit. Given (p k , q k ), the algorithm to compute (p k+1 , q k+1 ) is as follows:
2.2. Fourth-order Methods.
2.2.1. Fourth-order Adams-Bashforth. We denote this method by ab4. The Adams-Bashforth method is a linear explicit multi-step method. To compute the first three iterates we perform lower-step Adams-Bashforth methods successively:
Then, given computed solutions y k , y k−1 , y k−2 , y k−3 , k ≥ 3 the algorithm to compute y k+1 is as follows:
Fourth-order Runge-Kutta. We denote this method by rk4. The Runge-Kutta method is a an explicit single-step method. Given the computed solution y k , the algorithm [17, 24] to compute y k+1 is as follows:
Unless otherwise stated, we integrate (6). When we integrate (2) we use the label rk4qp.
2.2.3.
Four-Five-order Runge-Kutta-Fehlberg. We denote this method by rkf45. This method is fourth order method but with only a single extra computation at each step the local error can be controlled by a fifth order method. This feature [8] is very practical for implementing adaptivestep-size methods. We do not implement any adaptive methods. Given the computed solution y k , the algorithm [8, 12] to compute y k+1 is as follows: Remark 2.1. For a detailed study of these methods and more, the reader may consult to textbooks [12] or [19] , for example.
INITIAL DATA CONSIDERED IN NUMERICAL EXPERIMENTS
We now present the types of initial data (ID) used in the numerical experiments underlying the results presented in this paper.
3.0.1. Purely dispersive (NoS). We chose ID that gives rise to pure radiation: There are no solitons since the discrete spectrum of L is empty. The ID is given by (10) a n = 1 2
The solution at t = 1000 is shown in Figure 2 .
3.0.2. Pure 1-soliton (PureS). We chose a pure 1-soliton solution of the Toda lattice at time t = 0. This ID is given by (11) a n = 1 − 1 2
1 + e −2κ(n−1) 1 + e −2κ(n+1)
1 + e −2κn ,
The solution at t = 1000 is shown in Figure 3 . Notice that this is the only solution we consider without dispersive radiation. 
The solution at t = 1000 is shown in Figure 4 .
3.0.4. 4 solitons (quad). ID that gives rise to 4 solitons and radiation is given by
The solution at t = 1000 is shown in Figure 5 .
3.0.5. Dirac δ-type (dirac). Dirac-δ-type ID that leads to 1 soliton and a radiating tail that is highly oscillatory is simply given by
The solution at t = 1000 is shown in Figure 6 . 
COMPARISON OF SECOND-ORDER METHODS
In order to compare our methods we take the following approach. We choose three time steps dT = 0.01, 0.001, 0.0001, three final times T = 1000, 2000, 5000, and two regions (dispersive and
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-5400 -5300 -5200 -5100 -5000 soliton regions, for only n < 0) and examine the relative errors made in approximating the solution of the Toda lattice at the final times for every choice of ID and every choice of time-stepping method. In accordance with the asymptotic analysis [5, 15, 16] , the soliton region is effectively
And so, the soliton region for this work is [−(s + 100)T, −T] where s is the speed of the fastest moving soliton. This can be computed from the spectrum of L [5] . The dispersive region is [−cT, cT] for 0 < c < 1. So, we fix our dispersive region as [−T/2 − 50, −T/2 + 50]. We always take the solution computed with the numerical IST method to be our "true" solution. A significant benefit of the numerical IST method is that the solution at each (n, t) can be computed independently of all others. Thus to compute the "true" solution we only need to compute on the intervals [−(s + 100)T, −T] and [−T/2 − 50, −T/2 + 50] and we can refrain from computing the entire solution profile.
To define the relative error measure we use, consider the plot of errors in the soliton region, for quad ID, dT = 0.0001 with the ab4 and sv2symp methods as shown in Figure 7 . If one uses an ∞-norm (or max norm) measurement (see the × symbols in Figure 7 ), one might conclude that the errors are comparable. What this fails to account for is that the sv2symp method has fewer errors that are near the maximum error when compared with the ab4 method. To account for this we define the sorted norm on R n for 0 < d < 1 by
Here the function sort(·) sorts the positive vector |x| in decreasing order, and the sorted norm takes the 2 norm of the largest ∼ dn entries of the vector |x|. In all our computation we take d = 0.1, taking 10% of the entries. This is a hybrid of the 2 -norm and the ∞-norm Then the error of a vector x relative to a vector y with background c is given by
We introduce the background c because for fixed n, a n (t) → 1/2 as t → ∞ while b n (t) → 0 as t → ∞. We want to approximate a n (t) − 1/2 and b n (t).
Remark 4.1. For PureS ID in the dispersive region, the solution is, to machine precision, zero. A relative error metric here does not make sense and we use absolute error x − y sort,s . 4.1. Soliton Region. We first consider the errors rel y,1/2 (x) made in the approximation of the solution a n (T) of the Toda lattice in the soliton region [−(s + 100)T, −T] at time T. Here y is chosen to be the reference solution obtained by the numerical IST method. In each panel of Figure 8 we plot the relative error of the computed solution plotted versus dT. In all panels sv2symp out performs the other methods.
Dispersive Region.
We now consider the errors made in the approximation of the solution a n (T) of the Toda lattice in the dispersive region region [−T/2 − 50, −T/2 + 50] at time T. We can make an important point with Figure 10 and 11. If one could only work with the pure soliton solution (right panel in the figures), that person might conclude that the midpointqp for small enough time step performs as well as sv2symp away from the soliton. This is true for the PureS ID, but not for the other ID. This illustrates why having accurate solutions with dispersive tails to compare against is important.
COMPARISON OF FOURTH-ORDER METHODS
We now move to the comparison of the fourth-order methods listed above. We use the same relative error metric rel y,1/2 (x) as described in (15) , where the reference solution y is computed with the numerical IST method. 5.1. Soliton Region. In each of the panels of Figures 12 and 13 we plot the relative error of the computed approximation of a n (T) plotted versus dT for fourth-order methods in the soliton region. We can see that we are operating near the maximum accuracy of these methods as the relative error can increase as dT decreases. We see that ab4 under-performs and rk4qp is almost always the method of choice in this region. But it is important to note that the relative error encountered for the PureS ID is less than that encountered for the other ID. This points again to the need for a wide class of test solutions.
Dispersive Region.
In each of the panels of Figures 14 and 15 we plot the relative error of the computed approximation of a n (T) plotted versus dT for fourth-order method in the dispersive region. We can again see that we are operating near the maximum accuracy. We see that ab4 under-performs but not as severely as in the soliton region and rk4qp is still almost always the method of choice in this region, at least for small time steps. Again, the PureS ID gives smaller errors (recall we can only measure the absolute error for PureS ID in the dispersive region) than the other choices of ID, illustrating the importance of being able to compute these solutions accurately with the numerical IST method. dT Relative error in a n T = 5000 ID: PureS Region: dispersive FIGURE 15. Relative errors in the dispersive region for the fourth-order timestepping methods (rk4 ( ), rk4qp (×), rkf45 (∆), ab4 ( )) at T = 5000 plotted versus dT for three choices of time step for three different choices of ID.
CONCLUSIONS
We have used the numerical IST method outlined in [5] to benchmark classical time-stepping routines on the Toda lattice. It is reasonable, especially following the perturbation work in [3] , that such benchmarks will hold for other lattice equations -not just the Toda lattice and not just integrable lattices. The method rk4qp appears to be the method of choices while the symplectic method sv2symp performs surprisingly well given that it is only second-order accurate.
We have illustrated that having a wider class of methods allows one to detect deeper differences in methods, and analyze the accumulation of round-off error while getting a handle on the maximum accuracy of a method. We have also shown that benchmarking a method on a pure soliton initial condition can lead one to overestimate the maximum accuracy of the method. As we consider nonlinear lattices, both the lattice equation and the choice of ID matter in the performance of a given method.
In Appendix B we give a complete listing of relative errors for both a n and b n . In [1] we have made available our data for the reference solutions computed with the numerical IST to allow others to benchmark their time-stepping routines. ACKNOWLEDGMENTS D.B. is thankful for partial support from the National Science Foundation through the grant NSF-DMS-1513054.
APPENDIX A. BUTCHER TABLEAU FOR FEHLBERG'S RKF45
We provide the Butcher tableau for the constants used in the RKF45 method in this paper [8] . In the tables below, we display the data for the methods discussed in the body of the paper. In each table we display the performance of 3-4 methods, run until T = 1000, 2000, 3000 each with three different time steps. Each table is associated to a choice of initial data (dirac,double,NoS,PureS,quad) and a region (soliton region = Sol., dispersive region = Disp.).
B.1. Second order -errors for a n (t). 
