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Context
Modelling of costly simulators with Gaussian processes
A need : to measure the influence of input variables on the
output
My mission today (from my invitation e-mail) : to explain how to
compute sensitivity indices with Gaussian process metamodels.
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Functional decomposition
Functional decomposition
Let x1, ..., xd be independent random variables, with distribution
dν(x) = dν1(x1) . . . dνd(xd) and f an integrable function. Then,
following Hoeffding, it can be shown that f admits a (unique)
orthogonal decomposition (called FANOVA decomposition, see
[Efron, Stein, 1981]) :
f (x) = µ0 +
d∑
j=1
µj(xj) +
∑
j<k
µj,k (xj , xk )
+
∑
j<k<l
µj,k ,l(xj , xk , xl) + · · ·+ µ1,...,d(x1, ..., xd)
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Functional decomposition
Functional decomposition
More precisely, denote xj,k the subvector (xj , xk ), and in general
xJ the subvector of coordinates indexed by J. Then we have :
µ0 = E [f (x)]
µk (xk ) = E [f (x)|xk ]− µ0
µj,k (xj,k ) = E [f (x)|xj , xk ]− µj(xj)− µk (xk )− µ0
µj,k ,l(xj,k ,l) = E [f (x)|xj , xk , xl ]− µj,k (xj,k )− µj,l(xj,l)−
µk ,l(xk ,l)− µj(xj)− µk (xk )− µl(xl)− µ0
. . .
In general : µJ(xJ) = E [f (x)|xJ ]−
∑
J′(J
µJ′(xJ′)
Vocabulary : the µj ’s are the main effects, the µj,k ’s the 2nd
order interactions, the µj,k ,l ’s the 3rd order interactions, etc.
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Example
Example
Let f be :
f (x1, x2) = β0 + β1x1 + β2x2 + β11x21 + β22x
2
2 + β12x1x2
Compute the FANOVA of f if :
1 x1, x2 are independent r.v. from U(−1/2,1/2)
2 x1, x2 are independent r.v. from U(0,1).
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Example
Example - Solution for U[−1/2,1/2]
Case 2. Note f0 = f −
∫
[−1/2,1/2]2 f (u1,u2)du1du2 the centered
function :
f0(x1, x2) = β1x1 + β2x2
+ β11
(
x21 −
1
12
)
+ β22
(
x22 −
1
12
)
+ β12x1x2
Then we have :
µ1(x1) = E [f0(x1, x2)|x1] = β1x1 + β11(x21 − 112)
µ2(x2) = E [f0(x1, x2)|x2] = β1x2 + β22(x22 − 112)
µ12(x1, x2) = f0(x1, x2)− µ1(x1)− µ2(x2) = β12x1x2
Remark. Check orthogonality : E [µi(xi)] = 0,
E [µ1(x1)µ2(x2)] = 0, E [µi(xi)µ12(x1, x2)] = 0
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Example
Example - Solution for U[0,1]
Similarly, we obtain
f0(x1, x2) = (β1 +
β12
2
)
(
x1 − 12
)
+ (β2 +
β12
2
)
(
x2 − 12
)
+ β11
(
x21 −
1
3
)
+ β22
(
x22 −
1
3
)
+ β12
(
x1 − 12
)(
x2 − 12
)
Then we have :
µ1(x1) = E [f0(x1, x2)|x1] = (β1 + β122 )(x1 − 12) + β11(x21 − 13)
µ2(x2) = E [f0(x1, x2)|x2] = (β2 + β122 )(x2 − 12) + β22(x22 − 13)
µ12(x1, x2) = f0(x1, x2)−µ1(x1)−µ2(x2) = β12(x1− 12)(x2− 12)
Remark. Check orthogonality : E [µi(xi)] = 0,
E [µ1(x1)µ2(x2)] = 0, E [µi(xi)µ12(x1, x2)] = 0
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Global sensitivity analysis and Sobol indices
Variance decomposition
The functional decomposition can be used to measure the
global sensitivity of the xj ’s to the output f (x), with respect to
their distribution dν1 . . . dνd . Namely, define :
Vj = var [µj(xj)], the variance explained by xj only
Vjk = var [µjk (xj , xk )] the variance explained by xj , xk only
. . .
Due to orthogonality, we have the variance decomposition :
var [f (x)] =
d∑
j=1
Vj +
∑
j<k
Vjk +
∑
j<k<l
Vjkl + · · ·+ V1,...,d
FANOVA decomposition GP models Sobol indices of the kriging mean Extensions & References
Global sensitivity analysis and Sobol indices
Recursive computation
The recursive definition of µJ and orthogonality result in a
recursive computation of the V ’s :
µJ(xJ) = E [f (x)|xJ ]−
∑
J′(J
µJ′(xJ′)
=⇒ E [f (x)|xJ ] = µJ(xJ) +
∑
J′(J
µJ′(xJ′)
=⇒ var [E [f (x)|xJ ]] = VJ +
∑
J′(J
VJ′
leading to : VJ = var [E [f (x)|xJ ]]−
∑
J′(J
VJ′
Thus : Vj = var [E [f (x)|xj ]], Vj,k = var [E [f (x)|xj , xk ]]− Vj − Vk ,
Vj,k ,l = var [E [f (x)|xj , xk , xl ]]−Vj,k −Vj,l −Vk ,l −Vj −Vk −Vl , ...
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Global sensitivity analysis and Sobol indices
Variance of total effects
Another interesting measure is the variance of the total effect,
i.e. the variance explained by all the terms involving one
variable (see [Homma, Saltelli, 1996]) :
Vtotal,j = Vj +
∑
k
Vjk +
∑
k<l
Vjkl + ... =
∑
j∈J
VJ
Denoting x−j the vector of all coordinates of x but xj , we have :
f (x) =
∑
j∈J
µJ(xJ) +
∑
j /∈J
µJ(xJ) ⇒ E(f (x)|x−j) =
∑
j /∈J
µJ(xJ)
which implies :
Vtotal,j = var [f (x)]− var [E(f (x)|x−j ]
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Global sensitivity analysis and Sobol indices
Sobol indices
The Sobol indices are the normalized V ’s (see [Sobol, 1993]) :
SJ =
VJ
var [f (x)]
Stotal,j =
Vtotal,j
var [f (x)]
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Gaussian process models
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Gaussian process models
A famous stochastic model is the Gaussian process with linear
trend :
Y (x) = µ+ Z (x)
where µ is the mean and Z (.) is a centered stationary
Gaussian process with covariance function C :
C(x1,x2) = σ2R(x1 − x2)
where σ2 is the process total variance and R the correlation
function.
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A 1D illustration
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Kriging mean
Suppose that we have evaluated the simulator at n design
points x(1), . . . ,x(n), and denote the outputs y(1), . . . ,y(n).
The simulator is usually approximated by its conditional mean
knowing y = (y(1), ...,y(n))′ :
m(x) = µ+ r(x)′R−1(y− µ1)
with the usual notations :
R = (R(x(i),x(j)))1≤i,j≤n, the correlation matrix at design
points
r(x) = (R(x,x(i)))1≤i≤n, the n × 1 vector of correlations
between x and the design points
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Example with a famous correlation function
Let consider the power-exponential correlation :
R(h) = exp
− d∑
j=1
( |hj |
θj
)pj = d∏
j=1
exp
(
−
( |hj |
θj
)pj)
Then, noting α = R−1(y− µ1), we have :
m(x) = µ+ r(x)′R−1(y− µ1)
= µ+ α′r(x)
= µ+
n∑
i=1
αi
d∏
j=1
exp
−
 |xj − x (i)j |
θj
pj
This is a linear combination of separable functions.
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FANOVA of the KRIGING MEAN
Case of constant trend
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Assumptions for analytical computation
The key remark
It is sometimes possible to reduce the computation of
d-dimensional integrals to 1-dimensional ones :
I =
∫
D1×D2
f1(x1)f2(x2)dν1(x1)dν2(x2)
=
∫
D2
(∫
D1
f1(x1)dν1(x1)
)
f2(x2)dν2(x2)
=
(∫
D1
f1(x1)dν1(x1)
)∫
D2
f2(x2)dν2(x2)
=
∫
D1
f1(x1)dν1(x1)×
∫
D2
f2(x2)dν2(x2)
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Assumptions for analytical computation
Separability
Analytical computations of functional decompositions and
Sobol indices are possible under the following assumptions :
1 The integration measure is separable :
dν(x) = dν1(x1) . . . dνd(xd), where x = (x1, . . . , xd)
2 The integration domain is separable : D = D1 × · · · × Dd
3 The correlation function is a linear combination of
separable functions :
f (h) = f1(h1) . . . fd(hd), where h = (h1, . . .hd)
In the following, we assume that the correlation function is
separable.
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Assumptions for analytical computation
Notations (1/2)
In the following we denote :
r (i)j (xj) = Rj(xj , x
(i)
j ) [Ex : r
(i)
j (xj) = exp
(
−
(
|xj−x (i)j |
θj
)pj)
]
r (i)(x) = R(x,x(i)) =
∏d
j=1 r
(i)
j (xj)
FANOVA decomposition GP models Sobol indices of the kriging mean Extensions & References
Mean and (total) variance
Mean
Let us compute E [m(x)] =
∫
D m(x)dν(x). We have :
E [m(x)] = E [µ+ α′r(x)] = µ+ α′E [r(x)]
where E [r(x)] = (E [r (1)(x)], . . . ,E [r (n)(x)])′.
Then, with our separability assumptions :
E [r (i)(x)] =
∫
D
r (i)(x)dν(x) =
d∏
j=1
∫
Dj
r (i)j (xj)dν(xj) =: pi
(i)
Finally, denoting pi = (pi(1), . . . , pi(n))′, we have :
E [m(x)] = µ+ α′pi
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Mean and (total) variance
Variance
Let us now compute the (total) variance of m(x). We have :
var [m(x)] = E [(m(x)− E [m(x)])((m(x)− E [m(x)])′]
= E [α′(r(x)− pi)(r(x)− pi)′α]
= α′E [(r(x)− pi)(r(x)− pi)′]α
= α′Γrα
where Γr is the covariance matrix of r(x) (since E [r(x)] = pi).
Then, with our separability assumptions :
(Γr )i,i ′ = E [r (i)(x)r (i
′)(x)]− E [r (i)(x)]E [r (i ′)(x)]
=
∫
D
d∏
j=1
r (i)j (xj)r
(i ′)
j (xj)dν(xj)− pi(i)pi(i
′)
=
d∏
j=1
∫
Dj
r (i)j (xj)r
(i ′)
j (xj)dν(xj)− pi(i)pi(i
′)
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Mean and (total) variance
Notations (2/2)
All expressions involving the pi’s are related to 1-dimensional
integral. In particular, let us introduce the following integrals :
I(i)j =
∫
Dj
r (i)k (xj)dν(xj)
I(i,i
′)
j =
∫
Dj
r (i)k (xj)r
(i ′)
k (xj)dν(xj)
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Mean and (total) variance
Proposition 0 - Mean and (total) variance
In summary, we have :
E [m(x)] = µ+ α′pi
var [m(x)] = α′Γrα
with :
pi = (pi(1), . . . , pi(n))′, with pi(i) =
∏d
j=1 I
(i)
j
Γr is the covariance matrix of r(x) (with respect to
integration measure ν) :
(Γr )i,i ′ =
d∏
j=1
I(i,i
′)
j − pi(i)pi(i
′)
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Main effects and their Sobol indices
Main effects
Choose k in 1, . . . ,d , and let us compute E [m(x)|xk ]. We have :
E [m(x)|xk ] = E [µ+ α′r(x)|xk ] = µ+ α′E [r(x)|xk ]
Then, with our separability assumptions :
E [r (i)(x)|xk ] =
∫
D−k
r (i)(x)dν−k (x) = r
(i)
k (xk )
∏
j 6=k
∫
Dj
r (i)j (xj)dν(xj)
Denoting r|k (xk ) = E [r(x)|xk ], we have :
µk (xk ) = α′r|k (xk )− µ0 = α′(r|k (xk )− pi)
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Sobol indices of main effects
Let us now compute the variance of µk (xk ). We have :
var [µk (xk )] = E [(µk (xk )− E [µk (xk )])(µk (xk )− E [µk (xk )])′]
= E [α′(r|k (xk )− pi)(r|k (xk )− pi)′α]
= α′E [(r|k (xk )− pi)(r|k (xk )− pi)′]α
= α′Γr |kα
where Γr |k is the covariance matrix of r|k (xk ) :
(Γr |k )i,i ′ = E [r
(i)
|k (xk )r
(i ′)
|k (xk )]− E [r
(i)
|k (xk )]E [r
(i ′)
|k (xk )]
Then :
E [r (i)|k (xk )] = E [E [r
(i)(x)|xk ]] = E [r (i)(x)] = pi(i)
E [r (i)|k (xk )r
(i ′)
|k (xk )] =
∏
j 6=k
I(i)j
∏
j 6=k
I(i
′)
j
∫
Dj
r (i)k (xj)r
(i ′)
k (xj)dν(xj)
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Sobol indices of main effects
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Sobol indices of main effects
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Main effects and their Sobol indices
Proposition 1 - Main effects and their Sobol indices
These results can be rewritten using the 1D integrals :
µk (xk ) = α′(r|k (xk )− pi)
var [µk (xk )] = α′Γr |kα
where :
r|k (xk ) =
(
r (i)k (xk )
∏
j 6=k I
(i)
j
)
1≤i≤n
is the vector of cond.
expectation of r(x) knowing xk
Γr |k is the covariance matrix of r|k (xk ) :
(Γr |k )i,i ′ = I
(i,i ′)
k ×
∏
j 6=k
I(i)j ×
∏
j 6=k
I(i
′)
j − pi(i)pi(i
′)
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Generalization : the key result
Proposition - the key result
Let J ⊆ {1, . . . ,d} and define xJ := (xj)j∈J . Then we have :
E [m(x)|xJ ] = µ+ α′r|J(xJ)
var [E [m(x)|xJ ]] = α′Γr |Sα
where r|J(xJ) is the conditional expectation of r(x) knowing xJ ,
and Γr |J its covariance matrix. Under separability assumptions,
they are given by :
r|J(xJ) =
(∏
j∈J r
(i)
j (xj)×
∏
j /∈J I
(i)
j
)
1≤i≤n
(Γr |J)i,i ′ =
∏
j∈J I
(i,i ′)
j ×
∏
j /∈J I
(i)
j ×
∏
j /∈J I
(i ′)
j − pi(i)pi(i
′)
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Applications to higher order interactions and total effects
Proposition 2 - 2nd order interactions
From the key proposition, taking J = {k1, k2}, we deduce :
µk1,k2(xk1 , xk2) = α
′(r|k1,k2(xk1 , xk2)− pi)− µk1(xk1)− µk2(xk2)
var [µk1,k2(xk1 , xk2)] = α
′Γr |k1,k2α− var [µk1(xk1)]− var [µk2(xk2)]
where :
r|k1,k2(xk1 , xk2) =
(
r (i)k1 (xk1)r
(i)
k2
(xk2)
∏
j /∈{k1,k2} I
(i)
j
)
1≤i≤n
(Γr |k1,k2)i,i ′ =
I(i,i
′)
k1
× I(i,i ′)k2 ×
∏
j /∈{k1,k2} I
(i)
j ×
∏
j /∈{k1,k2} I
(i ′)
j − pi(i)pi(i
′)
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Applications to higher order interactions and total effects
Proposition 3 - Higher order interactions
From the key proposition with general J ⊆ {1, . . . ,d}, we
obtain :
µJ(xJ) = α′(r|J(xJ)− pi)−
∑
J′(J
µJ(xJ)
var [µJ(xJ)] = α′Γr |Jα−
∑
J′(J
var [µJ(xJ)]
where :
r|J(xJ) =
(∏
j∈J r
(i)
j (xj)
∏
j /∈J I
(i)
j
)
1≤i≤n
(Γr |J)i,i ′ =
∏
j∈J I
(i,i ′)
j ×
∏
j /∈J I
(i)
j ×
∏
j /∈J I
(i ′)
j − pi(i)pi(i
′)
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Applications to higher order interactions and total effects
Proposition 4 - Total effects
Apply the key proposition with J = {1, . . . ,d} − {k}, and define
x−k := xJ . Then we have :
E [m(x)|x−k ] = µ+ α′r|−k (x−k )
var [E [m(x)|x−k ]] = α′Γr |−kα
so that : Stotal,k (x) = var [m(x)]−α′Γr |−kα
where :
r|−k (x−k ) =
(∏
j 6=k r
(i)
j (xj)× I(i)k
)
1≤i≤n
(Γr |−k )i,i ′ =
∏
j 6=k I
(i,i ′)
j × I(i)k × I(i
′)
k − pi(i)pi(i
′)
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Applications to higher order interactions and total effects
Numerical implementation
One may take care :
That the product of integral can be computed as the
exponential of a sum of the logarithms of (positive)
integrals.
That dividing by I(i)k to compute pi
(i)
−k is theoretically
handsome, but numerically not a good idea...
The variance can be numerically negative, if close to zero.
Taking the positive part ( max(., 0) ) is reasonable.
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Applications to higher order interactions and total effects
2 illustrations from a 27D case study
Main effects and interaction (x8, x20)
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Kriging with linear trend
When adding a linear trend, the computations are possible, but
now involve :
the variance of basis functions
the covariance of basis functions with correlation terms
This is not easy for the developer if he (she) wants to deal with
a general linear trend. At now :
In R package mlegp, the trend is a 1st order polynomial
See also A. Marrel’s thesis (2008) for some computational
details, with also a 1st order polynomial trend.
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Dealing with the full conditional GP model
Instead of replacing the simulator by the kriging mean, it is
possible to deal with the full conditional Gaussian process
model itself, and to define random Sobol indices.
The main results are the following :
This approach gives confidence intervals of Sobol indices
It is really interesting when the model has poor predictive
power
Analytical computations are possible but harder to
implement, and more costly
Reference : see (Marrel, Iooss, Laurent, Roustant, 2009) for
more details.
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