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SOMMAIRE
Cette these parle de categorications exactes des algebres amassees de types An et Dn
a l'aide de la theorie des factorisations de matrices combinee a celle des modules de Cohen-
Macaulay [Yos90] sur une algebre jacobienne [DWZ08] provenant d'une surface [FST08].
Etant donnee une triangulation etiquetee σ d'une surface a bords marques avec ponc-
tions (S,M), nous denissons un carquois geometrique a potentiel gele (Qσ,Wσ,F) et
montrons que l'algebre jacobienne a bords geles associee, notee p(σ) = eF pσeF , est
independante du choix de σ, autrement dit, depend uniquement de la surface (S,M),
c'est-a-dire p(σ) = p(S,M). En particulier, nous determinons une forme generale explicite
de celle-ci pour les cas du polygone a p-ponctions (Pn+3,p), pour tout p ∈ N, sous forme
d'algebre de groupe gauche d'un groupe cyclique Gn+3 d'ordre ni sur une singularite
d'hypersurface Rp, note Rp ∗Gn+3.
Ensuite, nous utilisons une caracterisation des CM-modules sur une algebre 1-Gorenstein
de dimension peut-e^tre innie, proposee au chapitre 2, pour montrer que la categorie des
(Rp ∗Gn+3)-modules de Cohen-Macaulay CM(Rp ∗Gn+3) est equivalente a la categorie de
groupe gauche CM(Rp) ∗ Gn+3. Cette equivalence permet de transferer les proprietes de
2-Calabi-Yau et de Frobenius retrouvees dans CM(Rp) dans la categorie CM(Rp ∗Gn+3).
Puis, nous montrons l'existence d'un CM(R0 ∗ Gn+3)-module inclinant amassee et
utilisons un resultat de Keller-Reiten [KR08, Theoreme 2.1. ] pour etablir une equivalence
triangulee entre la categorie stable CM(R0 ∗Gn+3) et la categorie amassee C(An).
Enn, nous utilisons la relation zi = 2xi −
n+1+pY
k=1
yi+k pour transformation la singu-
larite R1 en une singularite de Klein R
′
0 de type A2n+3 et ainsi etablir une equivalence
triangulee entre la categorie stable CM(R1 ∗ Gn+3) et la categorie amassee C(Dn+3). Ces
resultats etablissent, pour chaque p ∈ {0, 1}, une correspondance bijective entre isoclasses
de CM(Rp ∗Gn+3)-modules inclinants amasses et triangulations etiquetees de (Pn+3,p).
Mots-clefs : surface de Riemann, categories amassees, modules de Cohen-Macaulay et
factorisations de matrices, singularites et algebre jacobienne.
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INTRODUCTION
En 2001, Fomin and Zelevinsky ont introduit une nouvelle classe d'algebres, appelees
algebres amassees. Ces algebres, apparues dans le but de donner un cadre combinatoire
pour des phenomenes se produisant dans le contexte des groupes algebriques [Kas91],
[Lus91], [Lus97], ont suscite l'intere^t de bon nombre de mathematiciens dans dierents
domaines, suite aux publications [FZ02], [FZ03a]. Ceci gra^ce a leurs riche structure com-
binatoire et leurs multiples liens avec d'autres branches des mathematiques telles que
la geometrie de Poisson, la combinatoire, la theorie des representations des algebres de
dimension nie, la physique mathematique et la theorie de Lie.
Dans le souci de mieux comprendre cette riche structure combinatoire, Buan-Marsh-
Reineke-Reiten-Todorov [BMR+06] ont construit un cadre categorique deni par une al-
gebre de chemins hereditaires H = kQ, ou Q est un carquois acyclique. Leur but etant de
trouver une interpretation aux concepts d'amas, de variables amassees, de graines et de
mutation (dans AQ, algebre amassee denie par le carquois Q) dans une categorie ayant
des proprietes additionnelles. Iyama-Yoshino [IY08] ont montre, en particulier, que dans
une categorie triangulee ayant les proprietes de 2-Calabi-Yau et de l'existence d'objets
inclinants amasses, il existe une mutation. Cette mutation est un concept essentiel a la
categorication. L'ensemble forme d'objets inclinants amasses dans ladite categorie cor-
respond bijectivement a l'ensemble forme des amas dans AQ [BMR+06]. Le choix d'une
categorie, dite categorie amassee, permettant la categorication de AQ peut se faire a par-
tir de la categorie des H-modules de type ni modH. De tres nombreux articles traitent
du probleme de categorication d'algebres amassees par des categories amassees asso-
ciees a un carquois acyclique [MRZ03], [BMR+06], [CC06], [CK06], [BMR07], [CK08].
L'idee de cette categorication a ete largement developpee et generalisee dans plusieurs
directions. Une de ces directions, donnee par Amiot, utilise un carquois avec potentiel
(Q,W). Un element potentiel W dans Q est une combinaison lineaire peut-e^tre innie
de chemins cycliques dans Q. Ce type de carquois, initialement introduit par Derksen-
Weyman-Zelevinsky [DWZ08], denit une importante classe d'algebres, appele algebres
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jacobiennes et notee   = P(Q,W). Certaines algebres jacobiennes peuvent aussi e^tre
construites a partir d'une surface de Riemann.
Partant d'une triangulation σ d'un polygone sans ponction (Pn+3,0), Caldero-Chapoton-
Schier ont construit dans [CCS06] un carquois Dynkin de type An deni par (Pn+3,0)
et ont montre que la structure combinatoire des triangulations de (Pn+3,0) correspond a
celle de l'algebre amassee associee au carquois An. L'idee d'associer a toute triangulation
de surface un carquois Qσ, dit geometrique, a ete suivie en 2006 par Fomin-Shapiro-
Thurston [FST08] dans le cas general d'une surface a bords marquee avec ponctions
(S,M). En 2010, Labardini-Fragoso associe, dans le cadre de la mutation, a toute trian-
gulation σ de (S,M) un potentiel Wσ. Il montre, comme dans [DWZ08], que le ip d'une
triangulation est compatible avec la mutation d'un carquois avec potentiel. Ce resultat
sera ensuite generalise aux triangulations etiquetees [CILF12] [LF16].
Dans cette these, nous utilisons le carquois a potentiel gele, deni par Buan-Iyama-
Reiten-Smith [BIRS11], et la theorie des modules de Cohen-Macaulay sur une singularite
d'hypersurface isolee 1-Gorenstein pour faire la categorication des algebres amassees
C(An) et C(Dn+3). De nombreux articles parlent des liens existants entre la theorie des
representations des modules de Cohen-Macaulay et les categories amassees, voir [KR08],
[AIR15], [dVVdB16], [DL16a], [DL16b] . Mais nous proposons une methode dierente
faisant appel aux notions d'action de groupe et de factorisations de matrices.
Le chapitre 1 est un rappel sur l'algebre amassee associee a un carquois Q et les
surfaces de bords marques avec ponctions (S,M).
Dans le chapitre 2, nous donnons au lemme 2.1.1 une caracterisation de ces modules
de Cohen-Macaulay sur une algebre 1-Gorenstein en termes de sous-modules d'un module
projectif. Cela permet d'enoncer le theoreme qui suit.
Theoreme 0.0.1 (Theoreme 2.1.6) Soit A une k-algebre 1-Gorenstein et G un groupe
cyclique d'ordre n inversible dans A. Alors il existe une equivalence entre la categorie des
modules de Cohen-Macaulay sur l'algebre de groupe gauche de G sur A et la categorie de
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groupe gauche de la categorie des modules de Cohen-Macaulay sur A, c'est-a dire,
CM(A ∗G) ∼= CM(A) ∗G
Ce theoreme est un resultat important de cette these, car il permet, par le biais de
l'action de groupe, d'utiliser plus tard au chapitre 4, les resultats deja connus de la theorie
des representations sur la singularite de Klein Rp de type An pour faire l'etude de celle
de l'algebre jacobienne a bords geles associee a (Pn+3,p). De plus, il permet par cette
me^me action de transferer les proprietes de 2-Calabi-Yau et de Frobenius retrouvees dans
CM(Rp) dans la categorie CM(Rp ∗G).
Soit F l'ensemble des arcs de bords denis par les points marques. Posons e =P ei la
somme de tous les idempotents de bords. Utilisant l'algebre jacobienne P(σ) =  σ/〈e〉 de-
nie par Labardini-Fragoso, Amiot [Ami09] a deni a partir d'une dg-algebre de Ginzburg
G(P(σ)) une categorie amassee C(G(P(σ))) et a montre, dans le cas des polygones sans
et avec une ponction, que cette categorie est triangle equivalente a la categorie CM(B(σ),
ou B(σ) est l'algebre jacobienne a bords geles associee a (Pn+3,p), pour chaque p ∈ {0, 1}.
Sachant, d'apres les travaux de Keller-Yang [KY11] et de Labardini-Fragoso [LF10], que
dans le cas d'une surface de Reimann (S,M) quelconque la categorie C(G(P(σ))) est
independante du choix de σ, alors une question naturelle importante se pose a savoir :
l'algebre Bσ associee a la surface (S,M) depend-elle de la triangulation σ ?. La reponse a
cette question est formulee dans le theoreme qui suit. Ce theoreme est le resultat principal
de cette these.
Theoreme 0.0.2 (Theoreme 3.2.1) Soit σ une triangulation d'une surface a bords
marques avec ponctions (S,M). L'algebre jacobienne a bords geles eF σeF associee a
(S,M) est independante du choix de σ, a isomorphisme pres.
En particulier, nous utilisons une version adaptee du carquois a potentiel gele associe a
(Pn+3,p), introduite dans [DL16a], pour determiner l'algebre jacobienne a bords geles sous
forme d'algebre de groupe gauche d'un groupe cyclique
G = Gn+3 = {
  ζ 0
0 ζ−1
 | ζ = ei 2kpin , ou k = 1, 2, ..., n+3} (0.0.1)
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sur une singularite Rp = k[[x, y]]/x2 = xpyn+1+p :
Theoreme 0.0.3 (Theoreme 3.2.6) Soit p ∈ N et σ une triangulation du polygone
a p-ponctions (Pn+3,p). L'algebre jacobienne a bords geles associee, notee eF pσeF , est
isomorphe a l'algebre de groupe gauche Rp ∗Gn+3, c'est-a-dire,
eF pσeF ∼= (k[[x, y]]/x2 = xpyn+1+p) ∗Gn+3.
En particulier, pour p = 0, 1, Rp est une singularite de Klein de type An et A2n+3, respec-
tivement.
Enn, nous procedons, au chapitre 4, a la categorication des algebres amassees de
types An et Dn+3. La premiere section etudie et decrit le carquois d'Auslander-Reiten de
l'algebre jacobiennne gelee de bords eF 0σeF en donnant une forme explicite lineaire alge-
brique des modules de Cohen-Macaulay ainsi que les suites presque scindees (Proposition
4.1.1) dans CM(R0 ∗Gn+3) tandis que la deuxieme utilise les resultats de la premiere pour
faire l'etude de R1 ∗Gn+3 via la relation zi = 2xi −
n+1+pY
k=1
yi+k. Pour cela nous proposons
deux approches dierentes : la premiere s'inspire partiellement de Demonet-Luo et utilise
le resultat de Keller-Reiten [KR08, Theoreme 2.1.] tandis que la deuxieme utilise certains
resultats de Yoshino [Yos90] pour donner une description lineaire algebrique des arcs eti-
quetes en termes de modules de Cohen-Macaulay et mouvements elementaires, decrits par
R. Schier [Sch08], dans (Pn+3,1).
Le theoreme qui suit resume les dierents resultats de ce chapitre.
Theoreme 0.0.4 (Theoreme 4.1.1, 4.1.1 4.1.2 4.2.1, 4.2.2 4.3.2 4.3.3, 4.3.3) Soit
p ∈ {0, 1} xe, σp une triangulation etiquetee du polygone (Pn+3,p), di,(i+1)+j un arc eti-
quete et zi = 2xi −
n+1+pY
k=1
yi+k. Notons xi,p =
8<: xi si p=0zi si p=1 et posons
G = Gn+3 = {
  ζ 0
0 ζ−1
 | ζ = ei 2kpin+3 , ou k = 1, 2, ..., n+3}.
Alors
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(1) L'ensemble des (Rp ∗ G)-modules de Cohen-Macaulay indecomposable, a isomor-
phisme pres, est donne par
Ep = {giMj = 〈xi,p,
jY
k=1
yi+k〉 : 0 6 j 6 dn2 e; 1 6 i 6 |G|}
[
p.{giN± = 〈+izi ±
n+2Y
k=1
yi+k〉}.
(2) L'application d±i,(i+1)+j 7−→
8<: giMj± si p = 1giMj sinon qui associe a tout sommet de Qσp
un Rp ∗G-module de Cohen-Macaulay etablit des correspondances bijectives :
{Co^tes et arcs di,(i+1)+j} ←→ {isoclasses de CM(Rp ∗G)-modules indecomposables 〈xi,p,
jY
k=1
yi+k〉},
{Co^tes di,(i+1)} ←→ {isoclasses de CM(Rp ∗G)-modules projectifs indecomposables 〈xi,p, ei+1〉},
{Triangulations σp} ←→ {isoclasses de CM(Rp ∗G)-modules inclinants amasses  pσeF},
{Mouvements elementaires} ←→ {isoclasses de CM(Rp ∗G)-morphismes irreductibles},
telle que, si p = 0, alors j varie entre 0 et dn2 e suivant la parite de n et, si p = 1, il varie
entre 0 et n+ 2.
(3) Pour tout module inclinant amasse  pσeF = ⊕
F∪F
〈xi,
jY
k=1
yi+k〉 et pour chaque p = 0, 1,
il existe une correspondance bijective
EndRp∗Gn+3( pσeF) ' ( pσ)op.
(4) Il existe une equivalence triangulee
CM(Rp ∗Gn+3) ' C(kQ), (0.0.2)
ou Q = An, pour p = 0 et Q = Dn+3 pour p = 1.
(5) Le carquois ( (1), τ ′1) est un carquois a translation stable et est isomorphe au car-
quois d'Auslander-Reiten de la categorie amassee de type Dn+3.
xv
xvi
Chapitre 1
Preliminaires
Nous rappelons quelques notions auxquelles nous allons nous interesser et enoncons
quelques resultats de Fomin-Zelevinsky [FZ02] sur les algebres amassees associees a un
bon carquois Q. Nous introduisons ensuite les surfaces a bords marques avec ponctions
(S,M) et enoncons quelques resultats de Fomin-Shapiro-Thurston [FST08] sur les algebres
amassees associees a (S,M). Enn, nous presentons la construction de la categorie amassee
associee a Q et utilisons la theorie d'Auslander-Reiten pour faire sa description.
1.1 Mutation des carquois, des graines et algebres
amassees
Les algebres amassees de Fomin-Zelevinsky [FZ02], introduites en 2001, sont construites
a partir d'un procede combinatoire, appele mutation. Cette mutation, denie initialement
sur des matrices, s'applique aussi bien sur un graphe oriente appele carquois que sur une
famille de variables appele amas. Ces variables, dites variables amassees, sont denies
de maniere recursive par mutation de carquois. Le lien entre mutation de carquois et
celle de Formin-Zelevinsky se fait a l'aide des matrices d'incidence de carquois. Cette
correspondance est rendue possible du fait que les carquois consideres ici sont de bons
carquois, c'est-a-dire ni sans boucle ni 2-cycle. Pour plus de detail, le lecteur peut se
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referer a [FZ02], [FZ03a], [BFZ05], [FZ07].
Denition 1.1.1 Un carquois est un quadruplet Q = (Q0, Q1, s, t) forme d'un ensemble
de sommets Q0, d'un ensemble de eches Q1 et de deux applications s, t : Q1 → Q0 qui,
a une eche α, associent respectivement sa source s(α) et son but t(α).
Le carquois Q est dit ni si Q0 et Q1 sont des ensembles nis.
La gure 1.1 qui suit presente un ensemble de graphes particuliers non orientes. Dans
cette liste, chaque orientation possible donne un carquois de type Dynkin.
Un chemin de longueur l ≥ 1 dans Q est une suite de eches α1α2 . . . αl−1αl telles que
s(αi) = t(αi−1), pour tout i = 1, 2, ....., l. Un p-cycle est un chemin de longueur p ≥ 1
i1
α1 // i2
α2 // i3 // · · · // ip αp// ip+1 = i1
tel que s(α1) = t(αp). Un 1-cycle ou boucle est donc une eche dont la source et le but
concident, et un 2-cycle un couple de eches distinctes α, β telles que s(α) = t(β) et
t(α) = s(β). Un sommet k d'un carquois est une source (respectivement un puit ) s'il
n'existe aucune eche de but k (respectivement de source k) . Un carquois sans p-cycle,
pour tout p, est dit acyclique. Un carquois Q est dit bon carquois s'il est ni sans boucle ni
2-cycle tel que Q0 ⊂ N. Une matrice d'incidence de Q, notee BQ, est denie, a permutation
des sommets pres, par la matrice antisymetrique (bij)1≤i,j≤n dont le coecient bij est la
dierence : nombre de eches de i vers j moins le nombre de eches de j vers i, pour
tout 1 ≤ i, j ≤ |Q0|. Inversement, toute matrice antisymetrique B a coecients entiers
provient d'un bon carquois QB.
Denition 1.1.2 Soit Q un carquois ni et acyclique. La repetition de Q est le carquois
inni ZQ tel que
(Z×Q)0 = {(n, i) | n ∈ Z, i ∈ Q0},
(Z×Q)1 = { (n, i) (n, α) // (n, j) | n ∈ Z, α −→ j} ∪ { (n, j) (n, α
′)// (n− 1, i) | n ∈ Z, α′ = −α}
Exemple 1.1.1 Soit Q le carquois Dynkin de type A3 qui suit 1 // 2 // 3 . La re-
petition de Q se presente comme dans la gure 1.1.1 qui suit.
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An(n ≥ 1) : 1 2 3 ... (n− 1) n
Dn(n ≥ 4) : 2
1 3 4 ... (n− 1) n
E6 : 4
1 2 3 5 6
E7 : 4
1 2 3 5 6 7
E8 : 4
1 2 3 5 6 7 8
Figure 1.1 { Carquois Dynkin
Un autre exemple de carquois interessant est le carquois a translation stable. Ce type
de carquois permet de decrire les categories amassees de types C(An) et C(Dn) auxquelles
on s'interessera au chapitre 4.
La denition qui suit est donnee dans [Sch08]. Celle-ci est une version adaptee de celle
originellement donnee dans [Rie80].
Denition 1.1.3 Un carquois a translation est un couple (Q, τ), forme d'un carquois
3
(3, 3)

(2, 3)

(1, 3)

(0, 3)

(−1, 3)

(2, 2)
DD

(1, 2)
DD

(0, 2)
CC

(−1, 2)
AA

(−2, 2)

...
(1, 1)
DD
(0, 1)
DD
(−1, 1)
AA
(−2, 1)
AA
(−3, 1)
Figure 1.2 { Repetition de A3
sans boucle Q et d'une injection τ : Q′0 −→ Q0, appelee translation, denie sur Q′0 telle
que, pour tout x ∈ Q0 et y ∈ Q′0, le nombre de eches de x vers y est egal au nombre de
eches de τ(y) vers x. Si Q′0 = Q0 et τ une bijection, le couple (Q, τ) est appele carquois
a translation stable.
Lemme 1.1.1 Soit Q un carquois ni et acyclique et τ une translation dans ZQ telle
que, pour tout n ∈ Z et i ∈ Q0,
τ(n, i) = (n+ 1, i).
Alors (ZQ, τ) est un carquois a translation stable.
Demonstration 1.1.1 [Hap88, Page 53]
Denition 1.1.4 Un morphisme de carquois pi : Q → Q′ est une application denie
telle que, pour toute eche α de Q1, on a pi(s(α)) = s(pi(α)) et pi(t(α)) = t(pi(α)). Un
isomorphisme de carquois est un morphisme de carquois bijectif. Un morphisme de
carquois a translation est un morphisme de carquois qui est compatible avec les transla-
tions. Autrement dit, f : (Q, τ1) −→ (Q′, τ2) est un morphisme de carquois a translation
si, et seulement, si τ2(f(i)) = f(τ1(i)), pour tout i ∈ Q0. Un automorphisme de car-
quois a translation est un homomorphisme de carquois a translation bijectif de (Q, τ) sur
lui-me^me.
Etant donne un corps k et un carquois Q, on peut construire une algebre, a partir des
chemins de Q, dite algebre de chemins, comme suit.
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Denition 1.1.5 L'algebre de chemins kQ est denie comme le k-algebre dont le k-
espace vectoriel sous-jacent admet pour base l'ensemble de tous les chemins de Q incluant
le chemin ei de longueur nulle, pour tout i ∈ Q0, et tel que le produit de deux chemins
α1α2...αn et β1β2...βm est deni par concatenation, c'est-a-dire, est egal a α1α2...αnβ1β2...βm
si t(αn) = s(β1) et est nul sinon. Par linearite, le produit se prolonge dans kQ.
Exemple 1.1.2 Considerons le carquois Q qui suit :
Q : 1α 99 .
Une base de kQ etant donnee par {e1, αn, n ∈ N}, alors il suit que kQ est isomorphe a
l'algebre des polyno^mes k[x] en la variable x.
Soit Q un bon carquois. On suppose que Q est connexe.
Denition 1.1.6 La mutation de Q dans la direction k ∈ Q0 est le nouveau carquois,
note µk(Q), dont les sommets sont ceux de Q, obtenu a partir de Q en eectuant les 3
operations suivantes :
1. Pour tout chemin de la forme i α // k
β // j , On ajoute une nouvelle eche i λ // j ;
2. On change le sens de toutes les eches incidentes a k ;
3. On supprime les eches d'un ensemble maximal de 2-cycles deux a deux disjoints.
Si B est la matrice antisymetrique associee au carquois Q et B′ = (b′ij) celle associee
au carquois Q′ = µk(Q), alors on a
b′ij =
8<: −bij si i=k ou j=kbij + sgn(bij)max(0, bikbkj) sinon.
C'est la regle de mutation des matrices antisymetriques introduite par Fomin-Zelevinsky
dans [FZ02], voir aussi [GLS05].
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Exemple 1.1.3 On verie sans peine que µk est une involution. Par exemple, les carquois
2

1
@@
3oo // 4
et
2
  
1 3
^^
// 4
sont lies par la mutation par rapport au sommet 2.
Denition 1.1.7 Deux carquois Q et Q′ sont dits equivalents par mutation et on note
Q ∼ Q′ s'ils sont relies par une suite nie de mutations, c'est-a-dire, il existe une suite
(k1, k2, ..., kn) de sommets de Q telle que Q′ = µk1µk2 ...µkn(Q). La classe d'equivalence de
Q pour la relation ∼, appelee classe de mutation de Q, est notee
Mut(Q) = {CarquoisQ′ |Q ∼ Q′}.
Le carquois Q est dit de mutation nie si l'ensemble Mut(Q) est ni.
Exemple 1.1.4 Les carquois a deux sommets Q : 1 n // 2 , ou le n ≥ 2 signie qu'il
existe n eches de source 1 et de but 2, sont de mutations nie. En eet, quelque soit le
sommet auquel on mute on obtient toujours le carquois oppose Qop : 1 2noo . Donc Q et
Qop sont les seuls carquois obtenus en appliquant des suites arbitraires de mutations sur
Q. Toutefois, la plupart des carquois ont une classe de mutation innie.
Soit n ∈ N∗ et F le corps des fractions rationnelles Q(x1, x2, ..., xn) engendre par les
n indeterminees x1, x2, ..., xn.
Denition 1.1.8 Une graine, appelee aussi X-graine, est un couple (Q, u), ou Q est un
bon carquois et u une suite u1, u2, ..., un d'elements de F qui engendre librement le corps
F , appele corps ambiant. Si (Q, u) est une graine et k un sommet de Q, la mutation
µk(Q, u) est la nouvelle graine (Q′, u′), ou Q′ = µk(Q) et u′ est obtenu a partir de u en
remplacant l'element uk par l'element u
′
k deni par la relation d'echange
uku
′
k =
Y
s(α)=k
ut(α) +
Y
t(α)=k
us(α). (1.1.1)
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Une verication rapide montre que µk(Q, u) est aussi involutif. Par exemple, les mutations
de la graine
Q : 1 2oo 3oo , x = {x1, x2, x3}
en les sommets 1 et 2 ,respectivement, donnent les graines
1 // 2 3oo , {1 + x2
x1
, x2, x3} et 1 // 2 // 3xx , {x1, x1 + x3
x2
, x3}. (1.1.2)
Soit Q un carquois, ou Q0 = {1, 2, ..., n}. Une graine initiale associee a Q est donnee
par le couple (Q, x = {x1, x2, ..., xn}). La suite {x1, x2, ..., xn} est appelee amas initial de
Q. Cette graine engendre les autres graines (Q′, x′) de Q par une suite nie de mutations.
La suite x′ est alors appelee amas associe a Q tandis que les elements des amas sont
appeles variables amassees. On note que tous les amas sont de me^me cardinal ou rang n.
Soit X l'ensemble de toutes les variables amassees.
Denition 1.1.9 L'algebre amassee de rang n associee au carquois Q, notee AQ(X),
de graine initiale (Q, x) est la Z-sous-algebre de F engendree par tous les element de X.
L'algebre amassee AQ(X) est un invariant de la classe de mutations de Q. Cette inva-
riance vient du fait que si (Q′, x′) est une autre graine associee a Q, alors l'isomorphisme
naturel
Q′(x′1, x′2, ..., x′n)→ Q(x1, x2, ..., xn)
induit un isomorphisme d'algebres de AQ′(X) sur AQ(X) qui preserve les amas et les
variables amassees. En particulier, les algebres AQ′(X) et AQ(X) sont egales.
Exemple 1.1.5 L'algebre amassee de rang 2 associee au carquois A2 : 1 ← 2, de graine
initiale (Q, {x1, x2}), est engendree par les variables d'amas ym, m ∈ Z, soumises aux
relations d'echange
ym−1ym+1 = 1 + ym,m ∈ Z.
Cette relation s'obtient en commencant a eectuer la mutation par rapport au sommet 1
avec comme variables initiales y1 = x1 et y2 = x2. Cette relation se traduit, en commencant
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a eectuer la mutation par rapport au sommet 2, par
zmzm+1 = 1 + zm−1,m ∈ Z.
Dans tous les deux cas, on aura le me^me ensemble de variables amassees, c'est-a-dire,
{ym|m ∈ Z} =: X1 = X2 := {zm|m ∈ Z}. Dans le premier cas, les amas sont donnes par
les paires de variables consecutives {xm, xm+1,m ∈ Z}. L'amas initial est {x1, x2} et deux
amas sont relies par une mutation si et seulement si ils ont exactement une variable d'amas
en commun. Les relations d'echange permettent d'exprimer toute variable d'amas comme
fonction rationnelle des variables initiales {x1, x2} et donc d'identier l'algebre AA2(X) a
une sous-algebre du corps Q(x1, x2). An d'expliciter cette sous-algebre, calculons les xm
pour m ≥ 3. Nous avons :
x3 =
1 + x2
x1
(1.1.3)
x4 =
1 + x3
x2
= x1 + 1 + x2
x1x2
(1.1.4)
x5 =
1 + x4
x3
= x1x2 + x1 + 1 + x2
x1x2
÷ 1 + x2
x1
= 1 + x1
x2
(1.1.5)
x6 =
1 + x5
x4
= x2 + 1 + x1
x2
÷ x1 + 1 + x2
x1x2
= x1 (1.1.6)
x7 = (1 + x1) ÷ 1 + x1
x2
= x2. (1.1.7)
Les calculs precedentes montrent que la suite des xm, m ∈ Z est periodique de periode
T = 5. L'ensemble des variables amassees X est donc forme des variables initiales x1 et
x2 et des variables x3, x4 et x5 denies par la mutation. La classe de mutation du carquois
A2 est nie, elle contient exactement le carquois A2 et son carquois oppose A
op
2 .
L'exemple 1.1.5 precedent est un cas particulier d'algebre amassee engendree par un
nombre ni de variables amassees. Il existe des algebres amassees engendrees par un
nombre inni de variables amassees. Une algebre amassee AQ(X) est dite de type ni
si l'ensemble X est ni. La nitude du type de AQ(X) depend de son carquois Q as-
socie. La classication des algebres amassees de type ni est un probleme qui a suscite
beaucoup d'intere^t dans l'etude des algebres amassees. Ce probleme a ete resolu par
Fomin-Zelevinsky dans le theoreme qui suit.
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Theoreme 1.1.1 [FZ02] Soit un bon carquois Q. L'algebre amassee AQ(X) est de type
ni si, et seulement si, Q est equivalent par mutation a un carquois de type Dynkin.
Une algebre amassee AQ(X) de graine initiale (Q, x) est dite de type de mutation
nie si Q est un carquois de mutations nie. On note que toute algebre amassee de type
ni est de type de mutation nie, mais la reciproque est fausse. Par exemple, le carquois
de Kronecker generalise dans l'exemple 1.1.4 d'ensemble d'indetermines x = {x1, x2} est
de mutation nie, mais AQ(X) est de type inni.
Dans l'exemple 1.1.5, on remarque egalement que tous les variables amassees se pre-
sente sous forme de fractions rationnelles en les xi. Dans ces fractions, on note que le
denominateur est toujours un mono^me. De plus, on remarque que toutes ces fractions
sont a coecients entiers positifs. Ces observations sont, connues sous le nom de phe-
nomene de Laurent, sont formulees dans le de Fomin-Zelevinsky [FZ02] qui suit. Soient
n ≥ 1 un entier, F = Q(x1, x2, ..., xn) le corps des fractions rationnelles engendrees par les
indetermines x1, x2, ..., xn, et x = {x1, x2, ..., xn}; On designe par Z[x±] = Z[x±1 , x±2 , ..., x±n ]
l'anneau des polyno^mes de Laurent a coecients entiers et a variables dans x.
Theoreme 1.1.2 (Phenomene Laurent) Soit (Q, x) une graine initiale. Alors l'al-
gebre amassee AQ(X) est une sous algebre de Z[x±], c'est-a-dire, pour toute variable
amassee x et pour tout amas u = (u1, u2..., un), la variable amassee x est un polyno^me de
Laurent a coecients entiers, c'est-a-dire, s'ecrit sous la forme
x = p(u1, ..., un)Qn
k=1 u
αk
k
avec αk ∈ Z+, pour tout 1 ≤ k ≤ n, et p(u1, ..., un) ∈ Z[u] = Z[u1, u2, ..., un].
Demonstration 1.1.2 [FZ02, Theoreme 3.1]
Theoreme 1.1.3 (Conjecture de positivite) Soit (Q, x) une graine initiale. Alors,
pour tout amas u = (u1, u2..., un), chaque variable amassee de AQ(X) est un polyno^me de
Laurent de x1, x2..., xn a coecients entiers positifs, c'est-a-dire, X ⊆ Z≥0[x±].
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Cette conjecture de Fomin-Zelevinsky a ete resolue dans plusieurs cas, a savoir pour
les carquois de type An et Dn. Puis elle a ete montree pour tout carquois admettant une
orientation bipartite [Nak11], c'est-a-dire une orientation ou tout sommet est une source
ou un puits. De plus, elle a ete demontree dans [MSW11] pour tous les carquois associes
a des surfaces de bords marquees [FST08] et dans [DFK09] pour les carquois associes au
T -systeme de type A. Elle a ete aussi demontree dans [LS15] pour tout bon carquois Q.
1.2 Algebre amassee associee a une surface
En 2006, Fomin-Shapiro-Thurston ont introduit un nouveau type de carquois, appele
carquois geometriques. Leur but etait de trouver des liens existants entre triangulations
de surfaces et structures amassees. L'idee principale etait d'associer un carquois a une
surface triangulee a l'aide d'un procede combinatoire.
Toutes les denitions enoncees dans cette section sont dans [FST08].
Denition 1.2.1 Une surface a bords marques avec ponctions est un couple (S,M)
forme d'une surface de Riemann de dimension deux S, connexe, orientable et a bord, et
d'un ensemble de points M. Les points de M situes sur le bord de S, note @S, sont ap-
peles points marques et ceux contenus dans l'interieur de S, note int(S), sont appeles
ponctions.
Dans cette denition, on exclut toute surface n'admettant pas de triangulation possible
ou n'ayant qu'une seule triangulation possible. Pour cela, on suppose que l'ensemble M
est non vide et que chaque composante de bord possede au moins un point marque. De
plus, on exclut d'autres types de surface comme dans [FST08], a savoir :
(a) la sphere a 1 ou 2 ponctions ;
(b) le disque a 1 point marque et 0 ou 1 ponction ;
(c) le disque a 2 ou 3 points marques et 0 ponction ;
La surface (S,M) est, a homeomorphisme pres, denie par :
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(1) le genre g de la surface de Riemann initiale ;
(2) le nombre b de composantes de bords ;
(3) le nombre de points marques sur chaque composante de bords ;
(4) le nombre p de ponctions.
Exemple 1.2.1 Le (n + 3)-gone a p ponctions (Pn+3,p) est un cas particulier de surface
a bords marques avec ponction de genre nul. Dans ce cas, la surface S associee a (Pn+3,p)
est un disque de rayon r > 0 deni par
{(x, y) ∈ R2/x2 + y2 ≤ r2}
dont la frontiere @S est denie par l'equation x
2 + y2 = r2 tandis que l'interieur int(S)
est donne par l'inequation x2 + y2 < r2. L'ensemble M , quant a lui, contient n + 3 + p
points marques distincts dont n+ 3 sur la frontiere @S et p dans l'interieur int(S).
1.2.1 Les arcs : simples et etiquetes
Les arcs simples sont un cas particulier d'arcs etiquetes. Les arcs etiquetes permettent
de diviser une surface de bords marques avec ponctions en des triangles etiquetes. L'eti-
quetage des arcs a ete introduit pour resoudre un probleme d'incompatibilite observe
entre mutation de carquois et ip d'une triangulation de surface. Le but etait d'etablir
une correspondance bijective entre le nombre d'amas en les variables amasses et le nombre
de triangulations etiquetees de (S,M).
Denition 1.2.2 Un arc simple dans (S,M) est une courbe dans S, c'est-a-dire, l'image
δ([0, 1]) d'une fonction continue δ : [0, 1] → S , ou δ([0, 1]) satisfait aux conditions sui-
vantes :
(1) δ ne s'intersecte pas dans l'interieur de S, c'est-a-dire, δ(a) 6= δ(b) , pour tous a, b
distincts dans ]0, 1[ ;
(2) les extremites δ(0) et δ(1) de δ sont des points marques dans M ;
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(3) a l'exception de ses extremites, δ est disjoint de la frontiere @S de S et ne touche a
aucun point marque de M , c'est-a-dire, δ :]0, 1[⊂ (int(S) \M) ;
(4) δ n'est pas contractile dans M ni sur @S, autrement dit, δ ne delimite pas de 1-gone
sans ou avec ponction ni ne delimite de 2-gone sans ponction dans celui-ci.
Un arc etiquete est une generalisation d'un arc simple. L'etiquetage d'un arc consiste
a materialiser les bouts des arcs avec des deux types d'etiquettes : "plain" (simple) et
"notched" (entaille)
Denition 1.2.3 Un arc etiquete dans (S,M) est un arc simple dont chaque bout est
etiquete soit simple soit entaille tel que les trois conditions suivantes soient satisfaites :
(1) l'arc ne delimite pas un 1-gone a 1-ponction ;
(2) le bout qui voisine la frontiere @S de S est etiquete simple ;
(3) les extremites de l'arc, formant une boucle, sont etiquetees de la me^me facon.
Par denition, la surface (S,M) contient un nombre inni d'arcs. On note que la
plupart d'entre eux sont isotopes. L'isotopie est un cas particulier d'homotopie, c'est-a-
dire une deformation continue d'un objet a un autre.
Denition 1.2.4 Deux arcs etiquetes γ : [0, 1]→ S et ρ : [0, 1]→ S sont equivalents
ou isotopes si, et seulement si, les deux conditions suivantes sont satisfaites :
(1) il existe une fonction continue i : [0, 1]× [0, 1]→ S , ou i(0, t) = γ(t) et i(1, t) = ρ(t)
telles que, pour tout s ∈]0, 1[, i(s, t) = α(t) soit un arc dans (S,M). En particulier,
γ et ρ relient les me^mes points marques ;
(2) leurs etiquettes aux points marques sont identiques.
Dans la suite, nous regroupons les arcs en classe d'isotopie. Deux arcs sont dans une
me^me classe d'isotopie si on peut deformer l'un a l'autre de maniere continue sans deplacer
leurs extremites.
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Remarque 1.2.1 Cette denition est valable aussi pour les arcs simples ou non etiquetes.
Dans ce cas, il sut d'ignorer la condition (2).
On note que les arcs incidents en une ponction peuvent e^tre etiquetes d'une des deux
facons au voisinage de celle-ci. Par convention, un bout etiquete "simple" ne porte pas de
symbole tandis qu'un bout etiquete "entaille" est materialise par un nud papillon on .
L'ensemble de tous les arcs etiquetes de (S,M) est note Aon(S,M) et celui des arcs simples
A◦(S,M). De maniere generale, l'ensemble A◦(S,M) est inni. Les seuls cas ou Aon(S,M)
est ni sont les cas d'un n-gone sans ponction ou avec 1 ponction [FST08, Proposition 2.3].
La gure 1.3 montre qu'il existe une application canonique τ de A◦(S,M) dans Aon(S,M).
r
r
γ
a
b
./
τ(γ) r
r
a
b
Figure 1.3 { Representation d'un arc etiquete
Par abus de langage le mot "arc" designera par defaut "arc etiquete", sauf mention
contraire. Puisque les arcs sont consideres a isotopie pres, alors chaque γ de Aon(S,M)
appartient a l'un et seulement un des cinq types suivants, [FST08, Remarque 7.3]
I) L'arc γ relie deux points marques distincts Pi et Pj sur la frontiere @S, ses deux
etiquettes sont simples ;
II) L'arc γ forme une boucle d'extremite Pi sur la frontiere @S, ses deux etiquettes
voisinant Pi sont simples
III) L'arc γ relie un point marque Pi sur la frontiere @S a une ponction pj dans l'interieur
Int(S), ses deux etiquettes sont soit simples soit l'etiquette voisinant Pi est simple
et l'autre, voisinant pj, entaillee ;
IV) L'arc γ relie deux ponctions distinctes pi et pj dans Int(S), ses deux etiquettes sont
soit identiques ( simples ou entaillees) soit l'une simple et l'autre entaillee ;
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V) L'arc γ forme une boucle d'extremite pi dans l'interieur Int(S), ses deux etiquettes
sont identiques.
Par exemple, dans le cas du polygone (Pn+3,0), il y a exactement n(n+3)2 arcs etiquetes de
type I) tandis que, dans le cas d'un polygone a une ponction (Pn+3,1) il y a exactement
(n + 3)2 − 2(n + 3) arcs etiquetes de type I et 2(n + 3) arcs etiquetes de type III dont
(n+ 3) simples.
1.2.2 Compatibilite des arcs
Le partage de la surface (S,M) en triangles etiquetes se fait avec des arcs particuliers, a
savoir des arcs compatibles. L'idee est d'eviter de generer d'autres sommets dans int(S)\M
en divisant (S,M). Autrement dit, il n'est pas permis d'utiliser simultanement deux arcs
qui s'intersectent dans int(S). De tels arcs sont dits incompatibles.
Denition 1.2.5 Deux arcs simples y et p dans A◦(S,M) sont dits compatibles si, et
seulement si, il existe deux representants y′ et p′ dans leur classe d'isotopie respective qui
ne s'intersectent pas dans int(S)\M . Dans le cas contraire, ils sont dits incompatibles.
Denition 1.2.6 Deux arcs etiquetes γ et ρ de Aon(S,M) sont dits compatibles si, et
seulement si, ils satisfont aux trois conditions ci-dessous :
• Leurs versions (simples) non etiquetees respectives y et p sont compatibles au sens
de la denition precedente ;
• Si y et p ne sont pas isotopes et partagent un me^me point marque Pi ou une me^me
ponction pj, alors l'etiquette de γ et celle de ρ qui avoisinent Pi ou pj, respective-
ment, sont identiques ;
• Si y et p sont equivalents, alors au moins un bout de γ est etiquete de la me^me facon
que le bout correspondant de ρ.
Sinon, γ et ρ sont dits incompatibles.
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1.2.3 Triangulations etiquetees de (S,M)
Soit C une collection d'arcs etiquetes dans (S,M). On suppose que tous les arcs de
C sont compatibles deux a deux, c'est-a-dire toutes les paires d'arcs de C sont formees
d'arcs compatibles deux-a-deux. Cette collection est dite maximale lorsqu'il est impossible
d'ajouter un arc a C, autrement dit quand tout arc µ dans Aon(S,M)\C est incompatible
avec au moins un arc dans C.
Denition 1.2.7 Une triangulation etiquetee T de (S,M) est une collection maxi-
male d'arcs de Aon(S,M) compatibles.
Cette collection maximale d'arcs decoupe (S,M) en un ensemble ni de triangles qui
forment une partition de (S,M). Un triangle correspond, a homeomorphisme pres, a un
disque avec trois points sur sa frontiere. Le nombre d'arcs n de chaque triangulation
etiquetee est un invariant [FST08, Proposition 2.10], donne par la formule d'Euler
n = 6g + 3b+ 3p+ c− 6,
ou g est le genre de S, b le nombre de composantes de bords, p le nombre de ponctions et
c le nombre de points marques sur les bords.
Exemple 1.2.2 Cas du digone a une ponction P2,1
•
γ
αβ
δζ
Y
•
./
•
Figure 1.4 { Triangulation du digone a une ponction et son carquois associe Qσ.
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Dans la denition 1.2.1, le cas (b) du disque a une ponction est exclu. Ceci est due au
fait que le monogone a une ponction P1,1 n'admet qu'une seule triangulation etiquetee ce
qui fait que beaucoup de denitions ne s'appliquent pas, par exemple l'operation ip.
1.2.4 Flip d'arcs etiquetes
L'operation ip est une modication locale qui s'eectue sur une conguration d'arcs
d'une triangulation etiquetee T associee a (S,M). Cette transformation engendre une
nouvelle triangulation etiquetee T ′ liee a T comme suit. Par exemple, soit k ∈ T . Puisque
l'arc k ∈ T est adjacent a exactement deux triangles de (S,M), donc en enlevant cet arc
on obtient un quadrilatere forme par les quatre arcs restants de ces deux triangules. Si
k′ designe l'autre arc du quadrilatere, alors T ′ = (T \ {k}) ∪ {k′} devient une nouvelle
triangulation de (S,M).
Theoreme 1.2.1 [FST08] Si n ≥ 2, alors toute collection de (n− 1) arcs de Aon(S,M)
compatibles deux a deux est incluse dans exactement deux triangulations etiquetees de
(S,M).
Ce theoreme de Fomin, Shapiro et Thurston conduit a la denition qui suit.
Denition 1.2.8 Le ip d'un arc γ d'une triangulation etiquetee T de (S,M) est l'ope-
ration qui consiste a remplacer γ par l'unique arc γ′ non isotope a γ qui, avec les arcs
restants, forme une nouvelle triangulation etiquetee T ′ de (S,M), notee fγ(T ).
L'operation ip, comme la mutation, est "involutive", c'est-a-dire, fγ′(fγ(T )) = T .
Cette operation permet de creer une combinatoire similaire a celle retrouvee dans les
algebres amassees. Il permet egalement d'etablir un lien entre toutes les triangulations.
Denition 1.2.9 Deux triangulations T et T ′ de (S,M) sont dites ip equivalentes s'il
existe une suite nie de ips fγ1 , ..., fγk , avec γ1, ..., γk dans T , telle que T
′ = fγk ...fγ1(T ).
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1.2.5 Carquois geometriques
Partant d'une triangulation σ d'un n-gone sans ponction, Caldero-Chapoton-Schier
ont construit un carquois Qσ associe a (Pn+3,0) et ont montre que la structure combinatoire
des triangulations de (Pn+3,0) correspond a celle de l'algebre amassee associee de type
An [CCS06]. De tels carquois sont dits carquois geometriques. Cette idee est suivie en
2006 par Fomin-Shapiro-Thurston dans [FST08] dans le cas general d'une surface a bords
marques avec ponctions (S,M).
Soit T une triangulation de (Pn+3,0) dont les arcs sont numerotes au moyen de {1, 2, ..., n}.
Les sommets du carquois associe a T sont alors indexes par l'ensemble {1, 2, 3, ...., n− 3},
en d'autres termes, ils sont indexes par les diagonales dans T . Etant donnees deux diago-
nales i et j de T qui bordent un me^me triangle , on place une eche de i vers j si, en
faisant pivoter dans (Pn+3,0) autour du point d'intersection de i et j dans le sens horaire,
on passe d'abord par i puis par l'interieur de  puis par j. On fait cela pour toutes les
diagonales de T et on obtient ainsi un carquois QT ayant n sommets.
Remarque 1.2.2 On remarquera qu'une diagonale appartenant a une triangulation T
ne peut appartenir qu'a au plus deux triangles formes par T . En consequence, pour tout
sommet i de QT , il existe au plus deux eches sortant ou rentrant dans i.
Denition 1.2.10 Un carquois Q est dit de type geometrique s'il existe une surface
S et une triangulation T de S telle que Q = QT
Exemple 1.2.3 Les carquois de type Dynkin et ane An , Dn, A˜n, D˜n sont de type
geometrique [FST08].
L'un des resultats cles de [FST08] consiste a observer que le carquois associe au ip
d'un arc k d'une triangulation T est le me^me que le carquois obtenu par la mutation en
k du carquois associe a T . De maniere formelle, le resultat s'enonce comme suit :
Theoreme 1.2.2 [FST08] Soit (M,S) une surface a bords avec points marques et T une
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triangulation de (M,S). Alors pour toute arc k de T , le diagramme suivant commute :
T //

µk(T )

QT // Qfk(T )) = µk(QT )
Plus generalement, considerons T une triangulation de (S,M). Soit QT le carquois
geometrique deni par T et {τ1, τ2, ..., τn} l'ensemble des arcs etiquetes dans T , ou n est
donne par la formule d'Euler. On associe a la surface (S,M) une algebre amassee AQT (X)
denie par la graine initiale (QT , xT ), ou l'ensemble d'indeterminees xT est donne par
{xτ1 , xτ2 , ..., xτn}. Une algebre amassee est dite provenir d'une surface si elle admet une
graine dont le carquois est de type geometrique. Puisque le carquois de type geometrique
depend du choix de T , une question naturelle se pose, a savoir est-ce qu'une algebre amas-
see provenant d'une triangulation de surface depend de cette triangulation ? La reponse a
cette question est formulee dans le theoreme suit.
Theoreme 1.2.3 [FST08] L'algebre amassee AQT (X) associee a une triangulation T
d'une surface a bords marques avec ou sans ponction (S,M) ne depend pas de cette tri-
angulation, a isomorphisme pres, mais pluto^t de la surface (S,M)
Ce theoreme est la passerelle entre les algebres amassees et les surfaces de bords
marques. Plus precisement, on a :
Theoreme 1.2.4 [FST08] Soit AQT (X) l'algebre amassee associee a une surface (S,M).
Alors il existe une correspondance bijective entre
(1) Les amas de AQT (X) et les triangulations de (S,M) ;
(2) Les variables d'amas de AQT (X) et les classes d'isotopies d'arcs etiquetes de Aon(S,M).
De plus, on a une correspondance entre ip d'un arc γ de Aon(S,M) et mutation de la
variable amassee correspondante xγ comme le montre le theoreme 1.2.2. La variable xγ est
obtenue en tenant compte que si T est une triangulation de (S,M) denissant la graine
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initiale de AQT (X) et γ un arc de T , alors il existe une autre triangulation T ′, contenant
γ, obtenue a partir de T par une suite nie de ips. La variable xγ s'obtient alors a l'aide
de la suite de mutations correspondante.
1.3 Categories amassees
Soit Q est un carquois acyclique. Nous presentons la categorie amassee introduite par
Buan-Marsh-Reineke-Reiten-Todorov [BMR+06]. Cette categorie a ete construite a partir
d'une algebre de chemins hereditaire H = kQ. Le but etait de trouver des concepts si-
milaires a ceux d'amas, de variables amassees, de graines et de mutation (dans AQ) dans
une categorie ayant des proprietes additionnelles pour mieux comprendre leur combina-
toire. Iyama-Yoshino [IY08] ont montre en particulier que dans une categorie triangulee
ayant les proprietes de 2-Calabi-Yau et de l'existence d'objets inclinants amasses T , il
existe une mutation. Cette mutation est un concept essentiel a la categorication. L'en-
semble forme d'objets inclinants amasses dans ladite categorie correspond bijectivement
a l'ensemble forme des amas dans AQ [BMR+06] [CK06]. Le choix d'une categorie per-
mettant la categorication de AQ peut se faire a partir de la categorie des H-modules de
type ni modH. Soit n le nombre de sommets du carquois Q. Un H-module de la forme
T = T1 ⊕ T2 ⊕ ...⊕ Tn est dit inclinant si les Ti sont des objets indecomposables, Ti  Tj
pour i 6= j, et Ext1H(T, T ) = 0. Toutefois, dans modH, la compatibilite des H-modules Ti
avec la relation d'echange des variables amassees dans AQ n'est pas toujours satisfaite.
Autrement dit, il peut arriver, pour un certain i, qu'il n'existe aucun H-module T ∗i  Ti
tel que T/Ti ⊕ T ∗i soit inclinant, ou T/Ti = ⊕j 6=iTj est un module inclinant presque com-
plet, voir [BMR+06]. L'idee est donc d'agrandir la categorie modH pour la rendre plus
susceptible de trouver un certain T ∗i . Cet agrandissement se fait en pratique en conside-
rant une categorie beaucoup plus large que modH et le contenant, a savoir sa categorie
derivee bornee, notee Db(H), et ensuite prendre sa categorie d'orbites sous l'action d'un
groupe cyclique approprie pour diminuer la taille, d'ou la categorie amassee.
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Nous supposons connues les notions de categorie, categorie additive, et foncteur. Pour
plus de details sur ces notions, nous referons le lecteur a [Ass97]
1.3.1 Categories triangulees
Etant donne une categorie C et un foncteur  : C −→ C, nous appelons -suite une
suite de morphismes de la forme X u // Y v // Z w // (X) . Une categorie suspendue
est une categorie additive C munie d'un foncteur additive  associant a tout objet X ∈ C
sa suspension (X) ∈ C, ainsi qu'une classe de -suites appelees triangles soumises aux
axiomes, dits de Verdier, suivants :
(1) Toute -suite isomorphe a un triangle est un triangle ;
(2) Pour tout X ∈ C, 0 // X 1 // X // 0 est un triangle ;
(3) Si X u // Y v // Z w // (X) est un triangle, Y v // Z w // (X) −u // (Y )
en est un ;
(4) Etant donne deux triangles X u // Y v // Z w // (X) et X ′ u
′
// Y ′ v
′
// Z ′ w
′
// (X ′)
et deux morphismes X a // X ′ et Y b // Y ′ tels que u′a = bu, il y a un mor-
phisme Z c // Z ′ tel que v′b = cv et (a)w = w′c ;
(5) Etant donne deux morphismes X u // X ′ , Y v // Y ′ , il existe un diagramme
commutatif dont les deux premieres lignes et colonnes sont des triangles
X u // Y
v

i // Z ′

// (X)
X // Z

// Y ′

// (X)
(u)

X ′
j

X ′

j // (Y )
(Y )
(i)
// (Z ′)
(1.3.1)
Pour plus de details, nous referons le lecteur a [Ver96], [Nee01].
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Denition 1.3.1 Une categorie triangulee est par denition une categorie suspendue
ou  est un isomorphisme.
Soit k un corps algebriquement clos et C une categorie k-lineaire. Un foncteur k-lineaire
S est dit foncteur de Serre a droite , respectivement a gauche, s'il existe des isomorphismes
Homk(X, Y ) ∼= DHomk(Y, SX), (1.3.2)
Homk(X, Y ) ∼= DHomk(SY,X) (1.3.3)
bifonctoriels pour tous X, Y de C, respectivement, ou D = Homk(−, k) est le foncteur
dualite des k-espaces vectoriels. La notion de foncteur de Serre a droite et celle de foncteur
de Serre a gauche a ete denie pour la premiere fois par Bondal-Kapranov [BK89]. Un
foncteur de Serre est un foncteur de Serre a droite et a gauche. Soit d ∈ N. Une categorie
triangulee est dite d-Calabi-Yau si d est le plus petit entier superieur a 1 tel que d est
aussi un foncteur de Serre.
Denition 1.3.2 Soit k un corps algebriquement clos et C une categorie k-lineaire trian-
gulee munie d'un foncteur de Serre S. La categorie d'orbites de C par S est la categorie
quotient C/S dont les objets sont les S-orbites eX = (SiM)i∈Z de X, les morphismes sont
donnes par la denition HomC/S( eX, eY ) = ⊕i∈ZHomC(X, SiY )
En general, la categorie d'orbites d'une categorie triangulee n'est pas necessairement
triangulee.
1.3.2 Categorie derivee bornee
Soit A une categorie abelienne. On peut associer a A sa categorie derivee bornee
Db(A), voir [GM96]. La construction de Db(A), originellement introduite par Verdier dans
sa these [Ver96] et reprise par Grothendieck, voir [Del77], commence avec la categorie
des complexes bornes de A, notee Compb(A). Un objet de Compb(A) est un complexe
borne deni par une suite X = (Xn, dnX)n∈Z, formee d'objets Xn et de A-morphismes
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dnX : Xn −→ Xn+1, ou Xn est nul presque partout sauf pour un nombre ni d'entiers,
veriant la condition dn+1X d
n
X = 0, pour tout n ∈ Z. Un morphisme de complexes de
X vers Y est une suite de morphismes (fn)∈Z, denie par fn : Xn −→ Y n tels que
dnY f
n = fn+1dnX , pour tout n ∈ Z. Ensuite, on modie les morphismes de Compb(A)
en les regroupant en classes d'homotopies an de denir la categorie d'homotopie des
complexes, notee Kb(A). Deux morphismes de complexes f et g de X vers Y sont dits
homotopes s'il existe une famille de morphismes (hn)∈Z tels que fn−gn = hn+1dnX−dn−1Y hn,
pour tout n ∈ Z. Les objets de Kb(A) sont les me^mes que ceux de Compb(A) et ses
morphismes sont les classes d'homotopie de morphismes de Compb(A). La categorie Kb(A)
ainsi denie est une categorie triangulee [GM96]. Puis, on utilise les quasi-isomorphismes
dans Compb(A) pour localiser la categorie Kb(A) an de denir la categorie Db(A). La
localisation de Kb(A) se fait par rapport au systeme multiplicatif des quasi-isomorphismes.
Soit X un complexe et Hn(X) = Ker(dnX)/Im(dn−1X ) son ne groupe de cohomologie. Un
morphisme de complexes f : X −→ Y est un quasi-isomorphisme si les morphismes
Hn(f) : Hn(X) −→ Hn(Y ), induits en cohomologie, sont des isomorphismes, pour tout
n ∈ Z. Enn, on obtient la categorie derivee bornee Db(A) d'une categorie abelienne
A, a partir de Kb(A), en ajoutant formellement les inverses des quasi-isomorphismes.
Cette categorie Db(A) ainsi construite a les me^mes objets que Kb(A) mais davantage de
morphismes et moins d'isoclasses d'objets, car cet ajout rend isomorphes des complexes
qui n'etaient pas homotopiquement equivalents. La categorie Db(A) ainsi denie est aussi
triangulee. Son foncteur de suspension est induit par le foncteur de decalage [1], deni sur
les objets X = (Xn, dnX)n∈Z par X[1] = (Xn+1, dn+1X )n∈Z et sur les morphismes f = (fn)n∈Z
par f [1] = (fn+1)n∈Z.
En general, la structure de Db(A) est tres dicile a decrire. En eet, un morphisme
de Db(A) peut e^tre represente par une paire de morphismes X Lsoo f // Y , ou s
est un quasi-isomorphisme. Toutefois, si A est hereditaire, Db(A) devient plus facile a
comprendre. Dans ce cas, chaque objet indecomposable X de Db(A) est isomorphe [Hap88]
a un complexe concentre en degre i, note X[i] = ... → 0 → X i → 0 → ..., ou X i est un
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A-module indecomposable avec Xn = 0, pour n 6= i, et dnX = 0, pour tout n ∈ Z. Donc
les objets de Db(A) sont donnes par les complexes concentres X[i] et les morphismes par
l'isomorphisme HomDb(A)(X[i], Y [i]) ∼= Extj−iA (X, Y ), pour tout X, Y ∈ A et i, j ∈ Z. De
plus, si A est de dimension nie et admet des suites presque scindees, alors ces suites
presque scindees induisent dans Db(A) des triangles presque scindes. Dans ce cas, un
objet indecomposable de type ni M de A s'identie au complexe concentre en degre zero
M [0] = ...→ 0→M0 → 0→ ..., avec M0 =M.
Soit maintenant Q un carquois ni, connexe et acyclique et A = modH, ou H = kQ.
L'algebre de chemin H est alors de dimension nie. La categorie derivee Db(H) est munie
d'un foncteur de translation d'Auslander-Reiten τD et le foncteur de decalage [1]D est un
automorphisme. La composition F = τ−1D [1]D est donc un foncteur de Serre dans Db(H).
Par consequent, on peut denir la categorie d'orbites de Db(H) par F comme suit.
Denition 1.3.3 Soit F = τ−1D [1]D et H = kQ une algebre hereditaire de dimension
nie. La categorie amassee associee au carquois acyclique Q, notee CQ est la categorie
d'orbites Db(H)/F du foncteur F dans Db(H).
La denition de Db(H) induit la projection canonique pi : Db(H) −→ CQ qui associe
tout objet M de Db(H) son orbite fM sous l'action de F = τ−1D [1]D.
Remarque 1.3.1 La categorie derivee Db(H) admet une dualite de Serre, c'est-a-dire,
Hom(M,N [1]) ∼= DHom(N, τM)
Remarque 1.3.2 La categorie derivee Db(H) est triangulee, Hom-nie (les espaces de
morphismes sont de dimension nie sur k) et de Krull-Schmidt, c'est-a-dire une categorie
k-lineaire dans laquelle tout objet X se decompose de facon unique en une somme directe
nie d'objets indecomposables, a isomorphisme pres. Il en est de me^me pour CQ. Ce pre-
mier resultat est de Keller et est enonce en toute generalite dans [Kel05]. Le second est
de Buan, Marsh, Reineke, Reiten, et Todorov dans [BMR+06]. De plus, si Q est de type
Dynkin, alors CQ est additivement nie [Hap87], c'est-a-dire, possede un nombre ni de
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classes d'isomorphismes de modules indecomposables. De maniere formelle ces resultats
sont enonces comme suit.
Theoreme 1.3.1 [Kel05] La categorie amassee CQ, associee a un carquois ni, connexe
et acyclique, possede une structure triangulee telle que le foncteur de projection pi :
Db(H) −→ CQ est triangule.
Soit ind(H) un ensemble d'isoclasses des H-modules indecomposables.
Theoreme 1.3.2 [BMR+06] Soit Q un bon carquois acyclique et Pi le H-module in-
decomposable projectif correspondant au sommet i. La categorie amassee CQ est Hom-
nie, de Krull Schmidt et l'ensemble des objets de CQ donne par ind(CQ) = { eM|M ∈
ind(H)} ∪ { ePi[1], i ∈ Q0}
Remarque 1.3.3 1. Les foncteurs de decalage et de translation dans C = CQ, [1]C et
τC sont induits par ceux dans Db(H). Donc, on a τCfM = ]τDM et M^[1]D = fM [1]C.
2. [1]C = τC. En eet, τCfM = ]τDM = τ^DFM = M^[1]D = fM [1]C
3. CQ admet une dualite de Serre : Ext1C(fM, eN) ∼= DHomC( eN, τfM). En eet, Ext1C(fM, eN) def=
HomC(fM, eN [1]) = ⊕HomD(fM,Fi eN [1]) et DHomC( eN, τfM) = HomD(Fi eN, τfM). Le
resultat suit de la dualite de Serre dans D
4. CQ est 2-Calabi Yau : Ext1C(fM, eN) ∼= DExt1C( eN,fM).
1.4 Theorie d'Auslander-Reiten
La theorie d'Auslander-Reiten admet comme outils principaux les morphismes irre-
ductibles et les suites presque scindees. Ces notions ont ete introduites par Auslander
dans [Aus74] et Auslander-Reiten dans [AR75], [AR77]. Le but etait de faire l'etude de
la theorie des representations des algebres artiniennes. Une notion importante de cette
theorie est celle dite carquois d'Auslander-Reiten. Ce carquois est un invariant important.
Il permet, en general, de classier les categories veriant des conditions de nitude, mais
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aussi de decrire leurs objets indecomposables et les morphismes entre eux. Sa construction
repose essentiellement sur les morphismes irreductibles et les suites presque scindees.
Dans cette section, nous presentons une breve description de ce carquois et nous nous
interessons au carquois d'Auslander-Reiten de la categorie d'orbite de Db(H). Pour plus
de details, nous referons le lecteur a [ASS06] pour ce qui est de la description du carquois
de modH et a [Hap88] pour celui de Db(H).
1.4.1 Suites d'Auslander-Reiten
Soit A une categorie k-lineaire abelienne. Un objet X de A est dit fortement inde-
composable si son algebre d'endomorphisme EndA(X) est une algebre locale. Dans ce
cas, EndA(X) admet comme seuls idempotents les morphismes nul 0 et identite 1X . Par
consequent X est indecomposable.
Denition 1.4.1 [AR77], [ARS95] Soit f : X −→ Y un morphisme de A . Le mor-
phisme f est dit irreductible s'il n'est ni une section ni une retraction et tel que, si
f = gh, alors h est une section ou g une retraction. De me^me, f est dit morphisme
presque scinde a gauche si
(1) f n'est pas une section, c'est-a-dire, n'admet pas un inverse a droite ;
(2) Si h : X −→ Z n'est pas une section, alors h se factorise par f
En outre, si lorsque h : Y // Y est tel que hf = f implique h un isomorphisme, alors
f est dit minimal presque scinde a gauche. De maniere analogue, en inversant les
eches, on obtient les notions de morphisme presque scinde a droite et de morphisme
minimal presque scinde a droite.
Denition 1.4.2 [AR75,ARS95] Une suite exacte courte 0 // X f // Y g // Z // 0
dans A est dite suite presque scindee si f est presque scinde a gauche et X et Z sont
fortement indecomposables.
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Dans la denition 1.4.2, la condition f presque scinde a gauche equivaut a g presque
scinde a droite [ARS95, Proposition]. De plus, puisque X et Z sont fortement indecom-
posables, alors f et g sont minimales presque scindes a gauche et a droite respectivement.
La theorie des suites presque scindees dans une categorie abelienne permet d'obtenir
une description de la categorie des modules de type ni modA lorsque A est de dimension
nie. Dans ce cas, pour tout A-module indecomposable X, si X est non injectif, alors
modA admet une suite presque scindee 0 // X // E // Y // 0 avec Y = τ−1(X)
non projectif et, si X est injectif, alors la projection canonique X −→ X/soc(X) est
minimale presque scindee a gauche. De maniere duale, si X est non projectif, alors modA
admet une suite presque scindee 0 // Z // E ′ // X // 0 avec Z = τ(X) non
injectif et, si X est projectif, alors l'inclusion canonique rad(X) −→ X est minimale
presque scindee a droite, voir [ARS95, Theoreme].
Cependant, lorsque la categorie etudiee est non abelienne, certaines notions peuvent ne
plus exister, c'est le cas des notions de noyau et conoyau. Des exemples de cette situation
sont les categories derivees Db(H) et les categories d'orbites Db(H)/S. Ce manque de
structure est parfois compense en munissant ladite categorie d'une structure de categorie
triangulee. L'idee sous-jacente est que dans une telle categorie, les triangles jouent un
ro^le analogue aux suites exactes. Dans ce qui suit, nous nous interessons aux triangles,
dites triangles d'Auslander-Reiten, dans une categorie triangulee de Krull-Schmidt Ceux-
ci correspondent aux suites presque scindees dans une categorie abelienne.
1.4.2 Triangles d'Auslander-Reiten
Soit X
f // Y
g // Z une suite courte dans une categorie de Krull-Schmidt C. f
est dit pseudo-noyau de g si la suite HomC(M,X)
f∗ // HomC(M,Y )
g∗ // HomC(M,Z)
est exacte pour tout objet M de C. De me^me, g est dit pseudo-conoyau de f si la suite
HomC(Z,M)
g∗ // HomC(Y,M)
f∗ // HomC(X,M) est exacte pour tout objet M de C. La
suite courte X
f // Y
g // Z est dite pseudo-exacte si f est pseudo-noyau et g pseudo-
conoyau.
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Denition 1.4.3 Une suite courte pseudo-exacte X
f // Y
g // Z dans C, avec Y 6= 0
est dite suite d'Auslander-Reiten si f est un morphisme minimal presque scinde a
gauche et g minimal presque scinde a droite.
Un resultat analogue de l'unicite des suites presque scindees dans une categorie abe-
lienne est formule dans le theoreme qui suit. Celui-ci arme que de la me^me facon que
dans une categorie abelienne les morphismes irreductibles dans une categorie de Krull-
Schmidt sont des decompositions de morphismes minimaux presque scindes a gauche ou
a droite.
Theoreme 1.4.1 Soit X
f // Y
g // Z une suite d'Auslander-Reiten de C.
i) X f // Y g // Z est, a isomorphisme pres, l'unique suite d'Auslander-Reiten de
C commencant par X ou se terminant par Z ;
ii) Chaque morphisme irreductible f1 : X −→ Y1, ou g1 : Y1 −→ Z s'inscrit dans une
suite d'Auslander-Reiten X
f // Y1 ⊕ Y2 g // Z , ou f = (f1, f2) et g =
 
g1
g2

Il faut noter que les notions de suites d'Auslander-Reiten et de suites presque scindees
concident lorsque la categorie C est abelienne. Dans ce cas, une suite de morphismes
X
f // Y
g // Z dans C est dite suite d'Auslander-Reiten si, et seulement si, la suite
exacte courte 0 // X f // Y g // Z // 0 est presque scindee.
Supposons maintenant C une categorie triangulee de Krull-Schmidt et considerons
un triangle exact X
f // Y
g // Z h // X[1] dans C. Il est important de noter que
X
f // Y
g // Z est une suite pseudo-exacte, voir [Hap88, section 1.2.]. De plus, f est
minimal presque scinde a gauche si, et seulement si, g est minimal presque scinde a droite,
voir [Hap88, section 4.5.], et dans ce cas, le triangle exact X
f // Y
g // Z h // X[1] est
dit triangle d'Auslander-Reiten, voir [Hap88, section 4.1.]. Le lien entre suite d'Auslander-
Reiten et triangle d'Auslander-Reiten est formule dans ce lemme.
Lemme 1.4.1 [Liu10, Lemme 6.1.] Une suite de morphismes X
f // Y
g // Z dans
C avec Y 6= 0 est une suite d'Auslander-Reiten si, et seulement si, elle peut e^tre plongee
dans un triangle d'Auslander-Reiten X
f // Y
g // Z h // X[1]
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1.4.3 Carquois d'Auslander-Reiten
Soit C une categorie abelienne, k-lineaire Hom-nie. En particulier, C est de Krull-
Schmidt. Soit X et Y deux objets de C et notons radC le radical de C deni par
radC = {radC(X, Y ) |X, Y indecomposables},
ou radC(X, Y ) est le k-espace vectoriel forme des non-isomorphismes de X vers Y dans
C. Notons Irr(X, Y ) l'espace des morphismes irreductibles dans C deni par le quotient
radC(X, Y )/rad2C(X, Y ). Un element u de rad2C(X, Y ) se decompose en vw, ou w et v sont
dans radC. Ainsi, si u ∈ Irr(X, Y ) est non nul, alors u est un morphisme irreductible de
X vers Y . Pour tout objet indecomposable Z, on note kZ = EndC(Z)/rad(EndC(Z)) son
corps residuel. Le k-espace vectoriel Irr(X, Y ) admet une structure de (kY −kX)-bimodule.
Soit dXY et d
′
XY sa dimension en tant que kY -module et kX-module, respectivement.
Le carquois d'Auslander-Reiten de C, note ( C, τ), est obtenu comme suit :
- sommets : formes par un ensemble complet de representants de classes d'isomor-
phisme des objets indecomposables de C;
- eches : etant donne deux objets indecomposables X et Y de C, il y a une eche de
α : X −→ Y si, et seulement si, Irr(X, Y ) 6= 0. A α on associe le couple d'entiers
(dXY , d′XY ), appele valuation de α.
La translation τ , appelee translation d'Auslander-Reiten, est telle que X = τZ si, et
seulement si, X // Y // Z est une suite d'Auslander-Reiten de C.
Proposition 1.4.1 [Liu10, Proposition 2.1.] Soit C une categorie additive k-lineaire.
Si C est de Krull-Schmidt, alors le carquois d'Auslander-Reiten ( C, τ) est un carquois a
translation value.
Le theoreme de Happel qui suit presente une description complete du carquois d'Auslander-
Reiten de Db(modkQ), ou Q est un carquois de Dynkin.
Theoreme 1.4.2 [Hap87] Le carquois d'Auslander-Reiten de la categorie derivee Db(modkQ)
est donne par le carquois de repetition ZQ muni de la translation canonique.
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Exemple 1.4.1 Considerons le carquois Q suivant 1 // 2 // 3 . Le theoreme de
Happel arme que le carquois d'Auslander-Reiten de la categorie Db(modkQ) est de la
forme qui suit :
3[−1]

3
2
1

1[1]

2[1]

3[1]
2
1
EE

3
2
CC

2
1
[1]
BB

3
2
[1]
BB

...
...
BB
2
EE
3
BB
3
2
1
[1]
BB
1[2]
BB
Figure 1.5 { Carquois de la categorie derivee Db(modkQ)
Utilisant ce theoreme, Buan-Marsh-Reineke-Reiten-Todorov ont determine dans [BMR+06]
le carquois d'Auslander-Reiten de la categorie d'orbites Db(modkQ)/S, ou Q est un car-
quois de Dynkin. Nous terminons ce chapitre en enoncant leur theoreme principal donnant
la forme explicite du carquois d'Auslander-Reiten de la categorie d'orbites.
Theoreme 1.4.3 [BMR+06] Soit S une auto-equivalence d'ordre inni de la categorie
derivee Db(H). Le carquois d'Auslander-Reiten de la categorie d'orbites Db(H)/S est de
la forme ZQ/ϕ, ou ϕ est l'automorphisme de carquois a translation de ZQ correspondant
a l'auto-equivalence S.
La construction de la categorie amassee se fait a partir de celle de Db(modkQ) en
identiant les objets de Db(modkQ) appartenant a une me^me F-orbite, F = τ−1[1]. Par
exemple, dans la gure 1.4.1, les objets 1 et 2[1] appartiennent a la me^me F-orbite de
me^me que les objets
2
1
et
3
2
[1] et les objets
3
2
1
et 1[2]. En eet, on a F(1) = τ−11[1] = 2[1],
F(2
1
) = τ−12
1
[1] = 3
2
[1], F(
3
2
1
) = τ−1
3
2
1
[1] = 1[2]. D'ou on obtient le carquois  C qui suit. Dans
ce carquois les lignes verticales gauche et droite sont identiques. Par consequent  C est un
\ruban de Mobius".
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Figure 1.6 { Carquois de la categorie amassee CA3
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Chapitre 2
Modules de Cohen-Macaulay sur des
Singularites d'hypersurface
Les modules de Cohen-Macaulay sur des anneaux commutatifs noetheriens locaux
jouent un ro^le important en theorie des representations. En eet, leur etude sur une
singularite isolee est l'une des quatre categories triangulees principales utilisee en theorie
des representations. Le choix d'un tel cadre de travail a ete motive par Herzog qui montre
que l'anneau des invariants C[[x, y]]G est une singularite de type CM-representation ni
[Her78], c'est-a-dire admet un nombre ni d'isoclasses de modules de Cohen-Macaulay
indecomposables. Dans cette these, on s'interesse a leur etude sur une singularite isolee
simple 1-Gorenstein. Dans la section 1, nous proposons au lemme 2.1.1 une caracterisation
de ces modules sur une algebre A de dimension innie 1-Gorenstein puis nous montrons
au theoreme 2.1.3 une equivalence entre la categorie CM(A ∗ G) des modules de Cohen-
Macaulay sur l'algebre de groupe gauche d'un groupe cyclique d'ordre ni G sur A, notee
A ∗G, et la categorie de groupe gauche de la categorie CM(A) par G, notee CM(A) ∗G.
Ensuite, nous donnons au lemme 2.1.2 quelques proprietes auxquelles on s'interessera,
plus tard au chapitre 4, que partage une categorie et sa categorie de groupe gauche. On
note que la plupart des resultats de base presentes dans cette section sont enonces dans
un contexte plus general, mais nous les formulons ici dans un cadre restreint. Dans la
31
section 2, nous presentons les surfaces de singularites qui ont un nombre ni de modules
de Cohen-Macaulay sans toutefois faire leur etude. Pour plus de details, nous referons le
lecteur a [DRt67], [GT87], [BGS87], [Yos90] ou [Jac67], [AV85], [Esn85], [Aus86a].
Tout au long de ce chapitre, sauf mention contraire, (R,m) designe un anneau com-
mutatif noetherien local, k = R/m son corps residuel et d = krdim(R) sa dimension de
Krull. On note modR la categorie des R-modules de type ni, dits modules noetheriens.
2.1 Modules de Cohen-Macaulay
La profondeur d'un R-module M non nul de type ni, note depth(MR) est un invariant
homologique tres important, il est lie a la dimension projective de M via la formule d'Aus-
lander{Buchsbaum [AB57, Theoreme 3.7]. C'est le supremum des longueurs de toutes les
suites M-regulieres x1, x2, ..., xn ∈ m. Ce nombre se calcule homologiquement comme suit
depth(MR) = inf
i≥0
{i | ExtiR(k,M) 6= 0}.
Par denition, depth(0R) = inf∅ = +∞. Pour un R-module 0 6= M de type ni on a
toujours l'inegalite depth(MR) 6 d.
Theoreme 2.1.1 (Formule d'Auslander{Buchsbaum) Soit M un R-module de type
ni de dimension projective nie. Alors on a l'egalite
dpM + depth(MR) = depth(R)
La notion de profondeur d'un module permet de denir une classe de modules ayant
des proprietes importantes, a savoir les modules de Cohen-Macaulay.
Denition 2.1.1 Un R-module de type ni M est dit module maximal de Cohen-
Macaulay ou simplement de Cohen-Macaulay si depth(M) = krdim(R). L'anneau R
est dit de Cohen-Macaulay s'il l'est en tant que R-module.
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Le concept de CM-module appara^t naturellement dans le contexte de l'algebre com-
mutative. Par exemple, si l'anneau (R,m) est de dimension de Krull 1 et reduit, c'est-
a-dire, n'admet pas d'ideal nilpotent autre que zero, alors un R-module M est dit de
Cohen-Macaulay si, et seulement si, M est sans torsion [BD08, Lemme 2.5]. De me^me, la
formule d'Auslander{Buchsbaum 2.1.1 implique que la structure des modules de Cohen-
Macaulay sur un anneau regulier local concide avec celle des modules libres.
On rappelle qu'un anneau (R,m) est dit regulier s'il a la propriete que le nombre
minimal de generateurs de m est egal a sa dimension de Krull d. Par exemple, l'anneau
des series formelles k[[x1, x2, ..., xd]] en les variables xi, pour 1 ≤ i ≤ d, est regulier d'ideal
maximal 〈x1, x2, ..., xd〉 et de dimension de Krull d.
Denition 2.1.2 [Iwa79], [Iwa80] Un anneau noetherien commutatif est dit Goren-
stein si sa dimension injective est nie. Un anneau commutatif est dit n-Gorenstein si
sa dimension injective est au plus egale a n. Une k-algebre commutative est dite Goren-
stein si elle est Gorenstein en tant que anneau.
Exemple 2.1.1 Soit (R,m) noetherien et local. On a :
 Si (R,m) est regulier, alors il est Gorenstein.
 Si (R,m) est regulier et f ∈ m, alors l'anneau quotient R/f est Gorenstein [BH93,
Proposition 3.1.19]
 Soit k un corps algebriquement clo^s et G ⊆ GLn(k) un sous-groupe ni sans pseudo-
reexion, alors l'anneau invariant k[[x1, x2, ..., xn]]G est de Gorenstein [Wat74].
Plusieurs denitions de modules de Cohen-Macaulay existent dans la litterature, mais
la plupart d'entre elles sont equivalentes ou ne dierent que selon le contexte etudie,
voir Grothendieck [Har67], Herzog-Kunz [HK67]. La denition 2.1.3 adaptee qui suit,
originellement donnee par Buchweitz, est celle qu'on utilisera le plus souvent, car notre
cadre de travail sera, plus tard au chapitre 4, celui d'un anneau complet henselien 1-
Gorenstein de singularite isolee simple.
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Denition 2.1.3 [Buc87, 4.2.1] Soit (R,m) 1-Gorenstein. Un R-module de type ni est
dit module de Cohen-Macaulay si, et seulement si,
ExtiA(M,R) = 0, pour tout i 6= 0.
Notons CM(R) la categorie des R-modules de Cohen-Macaulay.
Proposition 2.1.1 Si la suite courte de R-modules 0 // L f //M // N // 0 est
exacte dans CM(R), alors
(1) L et N dans CM(R) entrainent M dans CM(R),
(2) M et N dans CM(R), impliquent L dans CM(R),
(3) L et M dans CM(R) entrainent N dans CM(R) si, et seulement si, le morphisme
HomR(f,R) est surjectif.
Denition 2.1.4 Soit l'anneau (R,m) de Cohen-Macaulay. Un R-module de Cohen-
Macaulay K est dit module canonique si ExtdR(k,K) ∼= k et di(K) <∞.
Les theoremes qui suivent resument quelques proprietes importantes sur K.
Theoreme 2.1.2 [Buc87, Theoreme 4.1.1.] Soit l'anneau (R,m) de dimension de Krull
nie. Alors les conditions suivantes sont equivalentes :
(a) La dimension injective de R est nie ;
(b) Pour tout ideal premier p de R, l'anneau localise Rp est Gorenstein.
(c) R admet un module canonique qui est projectif.
De plus, sous ces conditions, la dimension injective de R concide avec sa dimension
de Krull.
Theoreme 2.1.3 [BH98, Section 3.3] Soit l'anneau (R,m) de Cohen-Macaulay.
i) Si K et K ′ sont deux modules canoniques de Cohen-Macaulay, alors K ∼= K ′. On
note K = KR.
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ii) Un module canonique existe dans CM(R) si, et seulement si, il existe un anneau
Gorenstein regulier (T, n) et un homomorphisme d'anneaux surjectif T // R .
Dans ce cas, on a l'isomorphisme KR ∼= ExtiT (R, T ), ou i = krdim(T )− krdim(R).
iii) Si R est Gorenstein, alors le module regulier R est canonique.
Les CM-modules sur l'anneau (R,m) ont des proprietes homologiques importantes. Les
premiers resultats fondamentaux de leur etude, du^s a Auslander, montrent, par exemple,
l'existence de suites presque scindees, la dualite de Serre dans la categorie stable [Aus78]
[Aus87]. Ces etudes ont ete motivees par les travaux de Buchweitz, qui a suggere d'etudier
la categorie stable des CM-modules sur un anneau local commutatif Gorenstein en tant
que categorie triangulee [Buc87], voir aussi [Orl04].
La categorie stable CM(R) a les me^mes objets que CM(R) et l'espace des morphismes
de l'objet X vers l'objet Y est deni par le quotient HomR(X, Y )/[R](X, Y ), ou [R](X, Y )
est l'ensemble des morphismes de X vers Y se factorisant par un projectif.
Voici quelques proprietes interessantes dans la categorie CM(R).
Theoreme 2.1.4 [BH98, Section 3.3] Soit l'anneau (R,m) de Cohen-Macaulay et ayant
un module canonique K. Alors,
i) pour tout M ∈ CM(R) et i > 0, on a ExtiR(M,K) = 0. En particulier, K est un
objet injectif dans CM(R).
ii) pour tout M ∈ CM(R), le module dual M? = HomR(M,K) est aussi de Cohen-
Macaulay. En outre, on a l'isomorphisme M //M?? .
Proposition 2.1.2 Soit l'anneau (R,m) 1-Gorenstein.
(1) CM(R) est une categorie de Frobenius et CM(R) est une categorie triangulee 2-
Calabi-Yau [Hap88, Theoreme 2.6].
(2) Il y a une equivalence triangulee CM(R) ' Db(R)/perR. [Buc87, Theoreme 4.4.1],
[KV87], [Ric89].
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Denition 2.1.5 Soit M un R-module et (pi) une resolution libre (minimale) de M ,
(pi) : // L2
ϕ2 // L1
ϕ1 // L //M // 0 ,
ou chaque Li, pour tout i ∈ N, est un R-module libre et chaque R-morphisme ϕi est une
surjection dans le noyau du morphisme ϕi−1. L'image Mn de ϕn, notee syzn(M), est
appelee n-ieme module syzygy de M .
Proposition 2.1.3 Soit l'anneau (R,m) 1-Gorenstein et M un R-module de type ni.
Alors syz1(M) est de Cohen-Macaulay.
Lemme 2.1.1 Soit A une k-algebre 1-Gorenstein et M un A-module de type ni. Alors M
est de Cohen-Macaulay si, et seulement si, il est un sous-module d'un A-module projectif.
Demonstration 2.1.1 Soit P un A-module projectif et M un sous A-module de P . Alors
cette inclusion induit la suite exacte 0 // Ext1A(M,A) // Ext2A(P/M,A) // 0 . Mais
comme A est 1-Gorenstein, on a que Ext2A(P/M,A) = 0. D'ou la susance de la condi-
tion. Inversement, soit (pi) : P1 u // P0 v //M // 0 une presentation projective de
M . Considerons le morphisme d'evaluation σM : M −→ M∗∗ deni par m 7→ (f 7→
f(m)). Puisque A est noetherien, alors il en est de me^me pour M∗ = HomA(M,A). Soit
alors r le nombre de generateur de M∗ = 〈f1, ..., fr〉. Posons f : M−→Ar deni par
m 7→ (f1(m), ..., fr(m)). Alors Ker(f) = Ker(σM). Le resultat suit alors du theoremes
2.1.3, iii) combine au theoreme 2.1.4, ii). En eet, on arme que si M ∈ CM(A), alors
Ker(σM) = 0. La presentation projective (pi) donne les deux suites courtes exactes sui-
vantes :
(pi)0 : 0 // Ker(v) r // P0 v //M // 0
et
(pi)1 : 0 // Ker(u) t // P1 s // Ker(v) // 0
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telles que sr = u, avec Ker(v) ∈ CM(A). Celles-ci induisent les suites exactes :
(pi)∗0 : 0 //M∗ v
∗
// P ∗0
r∗ // Ker(v)∗ // ExtA1(M,A) // 0 ,
(pi)∗1 : 0 // Ker(v)∗ s
∗
// P ∗1
t∗ // Ker(u)∗ // 0 .
On a Cokerr∗ = ExtA1(M,A). D'autre part, en appliquant le foncteur HomA(−, A) a (pi),
on obtient la suite exacte : (pi)∗ : 0 //M∗ v
∗
// P ∗0
u∗ // P ∗1 // Cokeru∗ // 0 telle
que u∗ = r∗s∗. Ainsi, on a Cokeru∗ = Cokerr∗ = ExtA1(M,A). Donc si M est Cohen-
Macaulay, alors Cokeru∗ = 0 et la suite exacte (pi)∗ devient
0 //M∗ v
∗
// P ∗0
u∗ // P ∗1 // 0 .
Mais, puisque HomAop(P ∗,−) ∼= P ⊗A HomAop(A,−), alors P ∗ est projectif et σPi un
isomorphisme, pour tout i = 0, 1. Le resultat suit alors du lemme du serpent applique au
diagramme commutatif suivant :
P1 //
σP1

P0 //
σP0

M //
σM

0
0 // P1∗∗ // P0∗∗ //M∗∗ // 0
Ce lemme donne une caracterisation des CM-modules sur une algebre 1-Gorenstein de
dimension peut-e^tre innie. Ce resultat elementaire sera utiliser au chapitre 4 pour calculer
explicitement les CM-modules sur notre algebre jacobienne a bords geles de dimension
innie. De plus, il permet d'enoncer le theoreme principal de ce chapitre. Ce resultat,
formule au theoreme 2.1.6, fait appel aux notions d'actions de groupes.
Soient n ∈ N, A une k-algebre et G un groupe cyclique d'ordre n et d'element identite
eG. Pour ces notions auquelles on s'interesse dans la suite, nous referons le lecteur a [CM84]
[RR85] [Pas86], [Aus86b] [AR87], [Boi92], [Yi94], [Mar99], [SW12].
Denition 2.1.6 Le groupe G agit sur l'algebre A s'il existe une fonction G × A −→
A, (g, a) 7−→ g(a) telle que :
(1) Pour tout g ∈ G, l'application a 7−→ g(a) est un automorphisme k-lineaire de A.
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(2) g1g2(a) = g1(g2(a)), pour tout g1, g2 ∈ G et a ∈ A.
(3) 1(a) = a, pour tout a ∈ A.
Tout d'abord, une telle action de G sur l'algebre A denit une k-algebre dite algebre
de groupe gauche de G sur A.
Denition 2.1.7 [Aus86b] L'algebre de groupe gauche de G sur A, notee A ∗ G,
est la k-algebre denie comme etant le A-module libre a gauche ayant pour base tous les
elements de G
A ∗G = {
nX
i=1
aigi|ai ∈ A, gi ∈ G} =
M
g
Ag,
muni de la multiplication
(ag)(a′g′) = ag(a′)gg′
L'algebre A ∗G admet aussi une structure de A-module a droite denie par
(ag).a′ = (ag)(a′.1) = ag(a′)g.
Ensuite, cette action de G sur A induit une action sur modA comme suit : pour tout
A-module M et g ∈ G, on denit gM le A-module ayant la me^me structure additive que
M et dont la multiplication est donnee par x.a = xg−1(a), pour tous x ∈M et a ∈ A.
Proposition 2.1.4 [ALR07, Lemme 4.1] L'application M 7−→ gM induit un homomor-
phisme de G dans le groupe des automorphismes dans modA.
Demonstration 2.1.2 On denit un foncteur g(−) : modA −→ modA sur les objets M
par gM et sur les morphismes A-lineaires f :M −→ N par gf : gM −→ gN , x 7−→ f(x).
Ce qui fait de gf un morphisme A-lineaire. En eet, pour tout a ∈ A et x ∈M on a :
gf(x.a) = gf(x.g−1(a)) = f(x.g−1(a)) = f(x)g−1(a) = f(x).a.
Par consequent le foncteur g(−) est bien un endofoncteur. De plus, puisque pour tout
g1, g2 ∈ G, nous avons g1(g2(−)) = g1g2(−), donc, en particulier, on a g(−).g−1(−) =
g−1.g(−) = IdA, pour tout g ∈ G. Ce qui fait de g(−) un automorphisme de modA.
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Le morphisme d'inclusion A ↪→ A ∗ G deni par a 7−→ a.1, pour tout a ∈ A, induit
les foncteurs de changement de scalaires F = (A ∗ G) ⊗A − : modA −→ mod(A ∗ G) et
H = HomA∗G(A ∗G,−) : mod(A ∗G) −→ modA.
La proposition 2.1.5 resume quelques proprietes de ces foncteurs.
Proposition 2.1.5 [ALR07, 1.1, 1.8 (a) et (b)] Soit M,N ∈ modA et g ∈ G
(i) (F,H) et (H,F) sont deux paires de foncteurs adjoints ;
(ii) Le sous ensemble g⊗AM = {g
N
Am |m ∈M} de F(M) admet une structure de A-
module denie par a.(g
N
Am) = gg−1(a)
N
Am = g
N
A g
−1(a)m = g
N
A(a.m), de
sorte que g⊗AM et gM soient isomorphes en tant que A-modules. Par consequent,
on a l'isomorphisme de A-modules
F(M) ∼=
nM
i=1
(gi
O
A
M) ∼=
nM
i=1
giM,
d'ou
HF(M) ∼=
nM
i=1
(g
O
A
M) ∼=
nM
i=1
giM ;
(iii) Etant donne un morphisme de A-modules f : M −→ N , l'application gf : gM −→
gN se traduit par g
N
AM −→ g
N
AN : g
N
Am 7−→ g
N
A f(m) ;
(iv) On a F(M) ' F(N) si, et seulement si, il existe g ∈ G tel que M ' gN.
Les algebres A ∗G et A partagent beaucoup de proprietes interessantes. Par exemple,
lorsque l'ordre de G est inversible dans A, A ∗ G est de representation nie, c'est-a-dire
auto-injective, de dimension globale nie, une algebre d'Auslander, si et seulement si A
l'est [RR85]. Une autre propriete importante, pour la suite au Chapitre 4, que partagent
A avec A ∗G est que A est Gorenstein si, et seulement si, A ∗G l'est [RR85, Proposition
3.3]. Cette propriete decoule de la proposition 2.1.5(i). En eet, l'adjonction a gauche
et a droite du foncteur F a H, et vice-versa, entraine leurs exactitudes. Cela fait qu'ils
preservent les projectifs ainsi que les injectifs. Mais comme F(A) = A∗G, alors le resultat
s'ensuit.
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H. Lenzing a montre que, pour tout diagramme Euclidien Q et k un corps algebrique-
ment clos, les kQ-modules indecomposables sont parametres par une courbe de P1(C)/G
provenant de l'action des groupes polyedriques sur la droite projective P1(C), voir [Len86].
Les groupes polyedriques sont des sous-groupe du groupe special lineaire SL(2,C), ils
agissent naturellement sur l'anneau des polyno^mes C[x, y] en envoyant les elements ho-
mogenes vers les elements homogenes. Par exemple, le groupe cyclique pour n ∈ N
G = Gn+3 = {
  ζ 0
0 ζ−1
 | ζ = ei 2kpin , ou k = 1, 2, ..., n+3} (2.1.1)
agit sur C[x, y] par x  // ζx et y  // ζ−1y . Dans ce cas, l'anneau des coordonnees de
P1(C)/G est l'anneau d'invariants C[x, y]G. Pour plus de details, voir [McK83].
Soit alors Q un carquois et k un corps. On rappelle que l'algebre pre-projective de Q
est la k-algebre k bQ/I de chemins dont les sommets sont ceux de Q et les eches denies
par bQ1 = Q1 ∪ Qop1 , ou Qop1 est le carquois oppose de Q. Pour tout α ∈ Q1, on note bα la
eche correspondante dans bQ1. L'ideal I est engendre par les relations Pαbα et Pbαα.
Le theoreme 2.1.5 est enonce en toute generalite pour un groupe polyedrique quel-
conque. Mais ici on s'interesse uniquement au groupe cyclique tel que deni ci-haut 2.1.1.
Theoreme 2.1.5 [Len86], [RVdB89] ou [CBH98] L'algebre pre-projective C bQ/I corres-
pondant a un carquois Euclidien Q est Morita equivalente a C[x, y] ∗G.
Enn, cette action de G sur modA, ou plus generalement sur une categorie preadditive
C, denit a son tour une categorie dite categorie de groupe gauche de C par G. Cette
categorie, du^e a Reiten-Riedtmann, aussi appelee categorie de Keroubi et notee C ∗ G =
K(C ∗ {G}), est obtenue a partir de la categorie C ∗ {G} en mettant tous les idempotents
scindes dans C ∗ {G}.
Denition 2.1.8 [RR85] La sous categorie pleine de C∗G, notee C∗{G}, a pour objets
les orbites OX des objets X de C sous l'action de G. Un morphisme f : OX −→ OY de
C ∗ {G} est deni par la matrice carree (fgi, gj), ou fgi,e : X −→ giY est un morphisme
arbitraire de C, et fgi,gj : gjX −→ giY egale a gj(fgj−1gi, e). La composition des morphismes
est donnee par la multiplication des matrices.
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En general, la categorie C ∗G n'est pas additive, elle l'est si C est additive. En outre,
si G est un groupe ni d'ordre n inversible dans A, alors il existe une equivalence de
categories entre la categorie des A ∗ G-modules de type ni et la categorie de groupe
gauche de modA, voir [RR85, page 256], c'est-a-dire,
mod(A ∗G) ∼= mod(A) ∗G (2.1.2)
Theoreme 2.1.6 Soit A une k-algebre 1-Gorenstein et G un groupe cyclique d'ordre
inversible dans A. Alors il existe une equivalence entre la categorie des A ∗ G−modules
de Cohen-Macaulay et la categorie de groupe gauche de la categorie des A-modules de
Cohen-Macaulay, c'est-a dire,
CM(A ∗G) ∼= CM(A) ∗G (2.1.3)
Demonstration 2.1.3 Le preuve suit de l'equivalence mod(A ∗G) ∼= mod(A) ∗G induit
par le theoreme d'adjonction applique a la paire de foncteurs (F,H) combinee a la carac-
terisation des CM-modules comme sous module d'un module projectif, donnee au lemme
2.1.1, et du fait que l'endofoncteur g(−) preserve les modules de Cohen-Macaulay.
Nous enoncons au lemme 2.1.2 quelques proprietes importantes auxquelles on s'inte-
resse que partage une categorie avec sa categorie de groupe gauche. Ce resultat elementaire
sera aussi utilise au chapitre 4 comme argument a la categorication de l'algebre amassee
de type Dynkin.
Lemme 2.1.2 Soit C une categorie additive. Les proprietes suivantes sont satisfaites :
(a) La categorie C est 2-Calabi-Yau si, et seulement si, sa categorie de groupe gauche
C ∗G l'est.
(b) La categorie C est de Frobenius si, et seulement si, sa categorie de groupe gauche
C ∗G l'est.
Demonstration 2.1.4 Soit X, Y dans C. Il existe une suite courte exacte de morphismes
{pi} : 0 // {Z} // {L} // {X} // 0 dans C ∗ G, avec {L} libre de type ni.
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D'abord, le foncteur HomC∗G(−, {Y }) applique a (pi) donne la suite exacte
HomC∗G({L}, {Y }) // HomC∗G({Z}, {Y }) // Ext1C∗G({X}, {Y }) // 0 .
Puis, l'exactitude de {pi} entraine celle de la suitepi : 0 // Z // L // X // 0
dans C. Ensuite, le foncteur HomC(−, giY ) applique a celle-ci, induit la suite exacte
⊕
i
HomC(L, giY ) // ⊕
i
HomC(Z, giY ) // ⊕
i
Ext1C(X, giY ) // 0 . (2.1.4)
Mais comme f = (fgi ,gj ) : {gjM} −→ {giN} est uniquement determine par les mor-
phismes (fgi,e) :M −→ giN, dans C, donc HomC∗G({M}, {N}) ∼= ⊕iHomC(M, giN), pour
tout 1 ≤ i ≤ |G|. Enn, il suit l'isomorphisme Ext1C∗G({X}, {Y }) ∼= ⊕
i
Ext1C(X, giY ), pour
tous X et Y , d'ou la propriete (a). De me^me, f = (fgi ,gj ) : {gjM} −→ {giN} etant aussi
uniquement determine par les morphismes (fgi,e) : giM −→ N, il suit l'isomorphisme
Ext1C∗G({X}, {Y }) ∼= ⊕
i
Ext1C(giY ,X), pour tous X et Y . La propriete (b) decoule alors des
deux derniers isomorphismes.
2.2 Singularites
Nous presentons brievement l'approche algebrique de l'etude des singularites d'hyper-
surface. Pour plus de details, nous referons le lecteur a [Yos90].
Denition 2.2.1 L'anneau noetherien commutatif local (R,m) est dit singularite iso-
lee si, pour tout ideal premier p de R, l'anneau localise Rp est local et regulier. En
particulier, les anneaux reguliers sont des singularites isolees.
Par exemple, si (R,m) est un anneau complet 1-Gorenstein, alors R est une singularite
isolee si, et seulement si, il est reduit.
Denition 2.2.2 L'anneau (R,m, k) est dit henselien si, pour tout polyno^me unitaire
p ∈ R[x] tel que
p ≡ p1p2 modulo m,
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ou p1, p2 ∈ k[x] co-premier, il existe des polyno^mes p1, p2 dans R[x] tels que
p = p1p2,
et pi ≡ pi modulo m, pour i = 1, 2.
Exemple 2.2.1 Tout anneau local complet est henselien. Par exemple, l'anneau regulier
des series formelles k[[x1, x2, ..., xd]] en les variables xi, pour 1 ≤ i ≤ d, est un anneau
local Henselien.
Les anneaux henseliens, introduits par Azumaya, jouent un ro^le essentiel dans l'etude
des singularites. En eet, si l'anneau (R,m) est 1-Gorenstein henselien ou, plus gene-
ralement, s'il est Cohen-Macaulay henselien, alors la categorie modR est une categorie
Krull-Schmidt. Par consequent, la categorie CM(R) herite de cette propriete, voir [CR87,
Proposition 30.6] et [Sko06, Theoreme A.3].
Le theoreme 2.2.1 est le resultat principal de l'etude de la theorie des representation sur
une singularite isolee. Ce theoreme d'Auslander, originellement enonce pour les anneaux
complets Cohen-Macaulay, donne une condition necessaire et susante de l'existence des
suites presque scindees dans CM(R).
Theoreme 2.2.1 [Aus86a] Soit l'anneau (R,m) complet 1-Gorenstein henselien. Alors
les conditions suivantes sont equivalentes :
(i) R est une singularite isolee ;
(ii) La categorie CM(R) admet des suites presque scindees.
Ce theoreme arme que CM(R) admet une translation d'Auslander-Reiten τ sans
toutefois donner sa description. La denition 2.2.4 qui s'en vient montre comment celle-ci
a ete construite.
Denition 2.2.3 Soit l'anneau (R,m) de Cohen-Macaulay. Un R-module de type ni M
est dit localement libre sur le spectre premier Spec(R) de R si le Rp-module Mp est
libre pour tout ideal premier p 6= m.
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Lemme 2.2.1 Soit (R,m) 1-Gorenstein de singularite isolee. Alors tout R-module de
Cohen-Macaulay est localement libre sur Spec(R).
Demonstration 2.2.1 Soit M un R-module de Cohen-Macaulay et p ∈ Spec(R) \ {m}
un ideal premier. Alors, Mp est de Cohen-Macaulay sur Rp. D'autre part, l'anneau lo-
calise Rp etant regulier et local, car R une singularite isolee, on a que krdim(Rp) =
dimgl(Rp) = depth(Rp)Par consequent, la dimension projective de Mp est nie. La for-
mule d'Auslander-Buchsbaum, appliquee a Mp en tant que Rp s'ecrit alors dp(Mp) +
krdim(Rp) = depth(Rp), c'est-a-dire, dp(Mp) = 0, d'ou Mp libre sur Rp.
Denition 2.2.4 Soient l'anneau (R,m) de Cohen-Macaulay, M un R-module de type
ni et P1
ϕ // P0 //M // 0 une presentation projective de M . Le transpose d'Aus-
lander de M , note Tr(M), est le Rop-module deni par la suite exacte suivante
0 //M∗ // P ∗0 // P ∗1 // Tr(M) // 0 .
Theoreme 2.2.2 [Aus78] Soit l'anneau (R,m) henselien, KR son module canonique et
M un R-module de Cohen-Macaulay indecomposable non libre, mais localement libre sur
Spec(R). Alors
τ(M) = syzd(Tr(M))
W
, (2.2.1)
ou N
W
= HomR(N,K). Si S est de plus 1-Gorenstein, l'egalite 2.2.1 devient alors
τ(M) = syz2−d(M) (2.2.2)
= syz(M) (2.2.3)
Pour plus de details, nous referons le lecteur a [Aus78, Proposition 8.7., Proposition
1.3.] ou a [Yos90, Proposition 3.11].
On note que tout quotient (S/I,m) d'un anneau henselien (S, n) est henselien via la
surjection canonique S // S/I qui etablit une correspondance bijective entre les ideaux
de S et ceux de S/I [Rei95]. Ainsi en associant n 7−→ m, on peut alors approximer les
solutions dans (S/I)[x] en les relevant dans S[x] puis les projetant dans (S/I)[x]. Ceci
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nous assure que l'anneau k[[x1, x2, ..., xd]]/f , pour un certain f ∈ k[[x1, x2, ..., xd]], auquel
on s'interessera a la section suivante et au chapitre 4 est henselien.
Dans se qui reste de ce chapitre, nous considererons l'anneau complet henselien bR ou
simplement R (pour alleger la notation) etant l'hypersurface denie par une singularite
f ∈ S, c'est-a-dire, R = S/〈f〉, ou (S, n) = (k[[x1, x2, ..., xd]], n).
Denition 2.2.5 Soit R = S/〈f〉 et c(f) un ensemble d'ideaux propres de S denis
comme suit :
c(f) = {I | Iideal propre de S : f ∈ I2}. (2.2.4)
R est alors appele une hypersurface de singularite simple ou tout simplement sin-
gularite simple si l'ensemble c(f) est ni.
La denition precedente donne une forme particuliere a la singularite f . Si f appartient
a l'anneau des series formelles k[[x0, ..., xr]] = S, alors la proposition qui suit donne une
description des formes que peut prendre une singularite simple, voir [Arn81], [Wal84].
Proposition 2.2.1 (Arnold) Soit R denie par la singularite f ∈ S = k[[x0, ..., xr]] et
k est son corps de fractions. L'hypersurface R est une singularite simple si, et seulement
si, f se presente sous l'une des formes suivantes :
(An) : f = xn+10 + x21 + x22 + ...+ x2r, n > 1;
(Dn) : f = xn−10 + x0x21 + x22 + ...+ x2r, n > 4;
(E6) : f = x40 + x31 + x22 + ...+ x2r;
(E7) : f = x30 + x30x1 + x22 + ...+ x2r;
(E8) : f = x50 + x31 + x22 + ...+ x2r.
Ces types de singularites sont aussi appelees singularites de Klein. A chacune d'elle, il
est associe le me^me type de groupe de Klein. Par exemple, si G est le groupe cyclique de
Klein d'ordre n+ 3 donne a l'equation (2.1.1), alors l'anneau des invariants k[[x, y]]G est
une singularite de type An et est isomorphe a k[[x, y]]/x2+yn+1, voir [Yos90, Page 94-95].
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Un autre resultat principal portant sur les singularites est le theoreme de Buchweitz-
Greuel-Schreyer [BGS87] qui suit. Ce theoreme montre qu'une hypersurface de singularite
non-simple est de type CM-representation inni.
Theoreme 2.2.3 (Buchweitz-Greuel-Schreyer) Soit R = S/〈f〉 une hypersurface. Si
R est de CM-representation ni, alors R est une singularite simple.
Ce theoreme admet une reciproque. Celle-ci est le resultat de Knorrer et est demontree
pour un corps k de caracteristique car(k) 6= 2. Il montre que les anneaux locaux de sin-
gularite simple isolee ont la propriete d'avoir un nombre ni d'isoclasses de CM-modules.
Plus precisement, le theoreme s'enonce comme suit.
Theoreme 2.2.4 [Kno87] Soit R = S/f l'hypersurface denie par 0 6= f ∈ n, ou
S = k[[x0, ..., xr]] est l'anneau local des series formelles d'ideal maximal n et k un corps
algebrique de caracteristique dierente de 2. Alors les conditions suivantes sont equiva-
lentes
(1) Il existe un nombre ni de R-modules de Cohen-Macaulay indecomposables a isomor-
phisme pres,
(2) R est un anneau d'hypersurface de singularite simple au sens d'Arnold.
Nous terminons ce chapitre par une notion equivalente a celle de modules de Cohen-
Macaulay sur l'anneau local henselien d'hypersurface R = k[[x]]/〈f〉, ou x = (x0, ..., xd).
Cette notion est celle de factorisations de matrices.
2.3 Factorisation de Matrices
En algebre lineaire, si B est une matrice m× n de rang r , alors il existe une matrice
X de taille m × r et une matrice Y de taille r × n telles que B = XY . Ce theoreme
de decomposition admet aussi une analogie en algebre commutative. Suivant cette idee,
Eisenbud a introduit dans [Eis80] la notion de factorisation de matrices d'un element
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f d'un anneau commutatif S. L'objectif etait d'etudier les resolutions libres minimales
periodiques sur l'hypersurface S/〈f〉. Cette theorie de factorisations de matrices permet
d'obtenir une description lineaire algebrique des modules de Cohen-Macaulay sur des
singularites d'hypersurfaces simples isolees.
Denition 2.3.1 Soit 0 6= f ∈ k[[x]] = k[[x1, x2, ..., xd]] un element non inversible. Une
factorisation de matrices de f d'ordre n est une paire de matrices (ϕ, ψ)n×n dans
k[[x]] denies par les egalites ϕψ = ψϕ = fIn, ou fIn est la matrice scalaire en f .
Une consequence immediate de cette denition donne deux exemples particuliers de
matrices de factorisations, a savoir (In, f.In) et (f.In, In). Autre exemple, si A est une
matrice d'ordre n, alors il existe une matrice B = Adj(A) dite adjointe de A telle que
AB = BA = det(A).In. Cette formule donnant en generale l'inverse de A est un cas
particulier de factorisation de matrice du determinant det(A).
Denition 2.3.2 Un morphisme de factorisations de matrices de f de (ϕ1, ψ1)
vers (ϕ2, ψ2) est la donnee d'une paire de matrices (α, β) telles que le diagramme suivant
commute
k[[x]]n1 ψ1 //
α

k[[x]]n1 ϕ1 //
β

k[[x]]n1
α

k[[x]]n2 ψ2 // k[[x]]n2 ϕ2 // k[[x]]n2
(2.3.1)
Si α et β sont des isomorphismes, alors (ϕ1, ψ1) et (ϕ2, ψ2) sont dites equivalentes. Une
factorisation de matrices (ϕ, ψ) de f est dite reduite si tous les coecients dans ϕ et ψ
sont dierentes de l'unite.
La commutativite du carre de gauche dans le diagramme 2.3.1 entraine celle du carre
de droite et vice-versa. On construit la categorie des factorisations de matrices de f dans
k[[x]], notee MFk[[x]](f) comme suit.
- les objets sont les matrices de factorisations (ϕ, ψ)n×n
- un morphisme (α, β) : (ϕ1, ψ1) −→ (ϕ2, ψ2) est deni par la relation αϕ1 = ψ2β
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- la composition des morphismes est denie par le produit matriciel et se fait compo-
sante par composante.
La categorie MFk[[x]](f) est additive. La somme directe est denie par
(ϕ1, ψ1)⊕ (ϕ2, ψ2) = (
0@ ϕ1 0
0 ϕ2
1A ,
0@ ψ1 0
0 ψ2
1A)
Eisenbud a montre que si (ϕ, ψ) est une factorisation de matrices de f d'ordre n, alors
le k[[x]]-module donne par la suite courte exacte
0 // k[[x]]n ϕ // k[[x]]n //M // 0 (2.3.2)
est aussi un CM-module sur l'hypersurface k[[x]]/〈f〉 [Eis80]. En eet, l'egalite ϕψ(Sn) =
fSn, entraine que fSn ⊂ Im(ϕ), c'est-a-dire, f.Sn/Im(ϕ) = 0. Par consequent, fM = 0,
d'ou M admet une structure de k[[x]]/〈f〉-module. La formule d'Auslander-Buchsbaum
[AB57, Theoreme 3.7] appliquee a M en tant que k[[x]]-module arme que depthk[[x]](M) =
depth(k[[x]])−dp(Mk[[x]]). La suite exacte 2.3.2 etant minimale, on a dp(Mk[[x]) = 1. L'an-
neau k[[x]] est regulier et local, donc k[[x]k[[x] ∈ CM(k[[x]). Par consequent depthk[[x]](M) =
krdim(k[[x]]/〈f〉), c'est-a-dire Coker(ϕ) = M ∈ CM(k[[x]]/〈f〉). On peut denir alors
un foncteur additif cok : MFk[[x]](f) // CM(k[[x]]/〈f〉) sur les objets par cok(ϕ, φ) =
Coker(ϕ) et sur les morphismes par cok(α, β) = γ, ou le morphisme γ est induit par
la relation αϕ1 = ϕ2β modulo 〈f〉. Inversement, tout module de Cohen-Macaulay sur
k[[x]]/〈f〉 est donne de cette maniere 2.3.2. En eet, si M est un k[[x]]/〈f〉-module de
Cohen-Macaulay, alors la me^me formule d'Auslander-Buchsbaum arme que dp(Mk[[x]]) =
depth(k[[x]])−depthk[[x]](M) = krdim(k[[x]])−krdim(k[[x]]/〈f〉) = 1. Donc M admet une
presentation projective exacte de k[[x]]-modules
0 // k[[x]]n2 ϕ // k[[x]]n1 //M // 0 (2.3.3)
Par consequent, n2 ≤ n1, car ϕ est un monomorphisme. D'autres part, on a fM = 0, c'est-
a-dire, fk[[x]]n1 ⊆ Im(ϕ). Donc pour tout x ∈ k[[x]]n1 , il existe un unique y ∈ k[[x]]n2
(car ϕ un monomorphisme) tel que fx = ϕy. Cette correspondance denit un morphisme
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ψ : k[[x]]n1 // k[[x]]n2 qui associe x a y. Ainsi, on a fInx = ϕψx, pour tout x ∈ k[[x]]n1 ,
d'ou fIn1 = ϕψ. Le morphisme ψ ainsi deni est aussi un monomorphisme (ce qui implique
n1 ≤ n2), car l'anneau k[[x]] est integre et f est non diviseur de zero. Enn, puisque k[[x]]
est commutatif, donc fInϕ = ϕfIn et ϕ un monomorphisme, alors ϕ(ψϕ) = fInϕ, d'ou
ψϕ = fIn, avec n1 = n2.
Soit (ϕ, ψ) la factorisation de matrices (ϕ, ψ) modulo 〈f〉.
Proposition 2.3.1 Soit (ϕ, ψ) une factorisation de matrices d'ordre n de f correspon-
dant au k[[x]]-module M dans la suite exacte 2.3.2. Alors M admet une R-resolution
projective 2-periodique :
// Rn
ϕ // Rn
ψ // Rn
ϕ // Rn
ψ // Rn
ϕ // Rn //M // 0 (2.3.4)
Demonstration 2.3.1 L'egalite ϕψ = ψϕ = f.In induit le complexe
... // Rn
ϕ // Rn
ψ // Rn
ϕ // Rn
ψ // Rn
ϕ // Rn // ... .
Ce complexe est en fait exact. En eet, si x ∈ Rn (x ∈ k[[x]]n) est tel que ϕ(x) = 0,
c'est-a-dire, ϕ(x) = 0, alors ϕ(x) ∈ 〈f〉 = fk[[x]]n = ϕψ(k[[x]]n). Par consequent, x ∈
Im(ψ). De me^me, on montre que Ker(ψ) ⊆ Imϕ. Il reste a montrer que M = Cokerϕ.
Par denition, on a M = Cokerϕ. Mais puisque fM = 0, donc fk[[x]]n ⊆ ϕ(k[[x]]n),
i.e 〈f〉 ⊆ Imϕ. Par consequent, Imϕ = Imϕ = Imϕ/〈f〉. Finalement, on obtient que
Cokerϕ = Rn/Imϕ ∼= k[[x]]n/Imϕ.
Remarque 2.3.1 syz2ibR (M) = M , pour tout i ∈ N, tandis que syz2i+1bR (M) = N avec N
donne par la factorisation de matrices (ψ, ϕ) de f.
Les factorisations de matrices (In, fIn) et (fIn, In) de f sont des cas particuliers im-
portants de factorisations de matrices. Elles correspondent respectivement dans R aux
CM-modules 0 et R. Notons MFk[[x]](f) = MFk[[x]](f)/〈(In, fIn)〉 la sous-categorie pleine
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de MFk[[x]](f) obtenue en eliminant tous les morphismes dans MFk[[x]](f) se factorisant a
travers (In, fIn).
Le theoreme d'Eisenbud qui suit est le resultat principal de l'etude des factorisations
de matrices [Eis80, Corollaire 6.3] ou [Yos90, Theoreme 7.4].
Theoreme 2.3.1 (Eisenbud) Soit S un anneau regulier et local, 0 6= f ∈ S un element
non inversible et R l'hypersurface S/〈f〉. Alors le foncteur coker induit des equivalences
de categories
MFS(f) ∼= CM(R) (2.3.5)
MFS(f)/〈(In, fIn), (fIn, In)〉 ∼= CM(R)/〈R〉. (2.3.6)
Demonstration 2.3.2 Nous montrons brievement la premiere equivalence, la seconde
est induite de la premiere et du fait que coker(fIn, In) = R. On verie facilement que les
foncteurs MFS(f)
cok // CM(R) δ //MFS(f) sont des quasi-inverses l'un de l'autre. Le
foncteur cok est induit par le foncteur coker et deni sur les objets (ϕ, ψ) par cok(ϕ, ψ) =
Coker(ϕ) et sur les morphismes (α, β) par
cok(α, β) =
8<: 0 si (α, β) se factorise par (In, fIn)γ sinon.
tandis que le foncteur δ est deni comme suit
δ : CM(R) //MFS(f)
M1
g

// δ(M1) : 0
δ(g)

// Sn1
β

ϕ1 // Sn1
α

//M1
g

// 0
M2 // δ(M2) : 0 // Sn2
ϕ2 // Sn2 //M2 // 0
Le foncteur δ ainsi construit est uniquement determine sur les objets M a equivalence
pres et sur les morphismes g a isomorphisme pres.
D'autre part, si (ϕ, ψ) est reduite, alors Coker(ϕ) n'admet pas de facteur direct libre.
En eet, si N un facteur direct libre de (ϕ, ψ), alors il existe un R-module X tel que
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Coker(ϕ) ∼= Rn⊕X, avec N ∼= Rn. Mais comme R = coker(fIn, In), il suit l'isomorphisme
(ϕ, ψ) ∼= n⊕(fIn, In)⊕ (ϕ0, ψ0), c'est-a-dire
(ϕ, ψ) ∼= (
0BBBBBB@
ϕ0 0 · · · 0
0 fIn · · · 0
...
...
. . .
...
0 0 · · · fIn
1CCCCCCA ,
0BBBBBB@
φ0 0 · · · 0
0 In · · · 0
...
...
. . .
...
0 0 · · · In
1CCCCCCA)
pour un certain ϕ0, ψ0 tel que Coker(ϕ0, ψ0) ∼= X, ce qui est absurde car la matrice de
gauche admet des coecients non tous dierents de l'unite.
Toutefois, si la factorisation de matrices (ϕ, ψ) n'est pas reduite, alors (ϕ, ψ) admet
(In, fIn) comme facteur direct. Plus precisement, toute factorisation de matrice (ϕ, ψ)
non reduite se decompose en une partie reduite et une non reduite comme suit
(ϕ, ψ) =
réduitez }| {
(ϕ0, ψ0)⊕
nonréduitez }| {
(fIn, In)p ⊕ (In, fIn)q .
Cette decomposition est unique a isomorphisme pres. En eet, si
(ϕ′0, ψ′0)⊕ (fIn, In)p
′ ⊕ (In, fIn)q′
est une autre decomposition de (ϕ, ψ), alors en posant M0 = cok(ϕ0, ψ0) et M ′0 =
cok(ϕ′0, ψ′0), il suit que
M0 ⊕Rp ∼= M ′0 ⊕Rp
′
.
Mais comme (ϕ0, ψ0) et (ϕ′0, ψ′0) sont reduites, alors M0
g∼= M ′0. De plus, d'apres l'unicite de
la decomposition dans CM(R), on a p = p′ . Finalement, on a l'isomorphisme (ϕ0, ψ0)
γ(g)∼=
(ϕ′0, ψ′0) et, en comparant la taille des matrices, il suit que q = q′, d'ou l'unicite.
Remarque 2.3.2 Le theoreme 2.3.1 combine aux remarques precedentes etablissent une
correspondance bijective entre factorisations de matrices reduites et modules de Cohen-
Macaulay n'ayant pas de facteurs directs libres.
Plus precisement, on a la proposition qui suit.
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Proposition 2.3.2 Le foncteur MFS(f)
cok // CM(R) etablit une correspondance bijec-
tive entre l'ensemble des factorisations de matrices reduites et l'ensemble des classes d'iso-
morphismes de modules de Cohen-Macaulay n'admettant pas de facteurs directs libres
{(ϕ, ψ) reduites} bijection←→ {isoclasses de CM(R)-modules indecomposables}
Proposition 2.3.3 [Yos90, Proposition 7.7] Soit M ∈ CM(R) non libre et indecompo-
sable donne par la matrice de factorisation reduite (ϕ, ψ). Alors syz1RM est aussi inde-
composable et non libre. De plus, syz1RM = Cok(ψ, ϕ).
Demonstration 2.3.3 Il est evident que (ϕ, ψ) ∈ MFS(f) si, et seulement, si (ψ, ϕ) ∈
MFS(f). De me^me (ψ, ϕ) est reduite si, et seulement, si (ϕ, ψ) l'est. D'autre part, la
resolution libre 2-periodique 2.3.1 de M induit les suites courtes exactes
0 // Coker(ψ) // Rn //M // 0 (2.3.7)
0 // Ker(ϕ) // Rn // Ker(ψ) // 0 (2.3.8)
Il reste a etablir que Ker(ψ) ∼= Coker(ψ). On a Coker(ψ) = Rn/Im(ψ) = Rn/Ker(ϕ). Or
d'apres la deuxieme suite exacte 2.3.8, on a Ker(ψ) ∼= Rn/Ker(ϕ), d'ou l'egalite voulue.
Par consequent, il suit de la premiere suite exacte 2.3.8 que syz1RM = Cok(ψ, ϕ).
Remarque 2.3.3 [Yos90] Soit M comme dans 2.3.3 et N ∈ CM(R) correspondant a la
matrice de factorisation (ϕ′, ψ′). Si h : N // syz1R(M) est un R-homomorphisme, alors
il existe un morphisme de factorisations de matrices (α, β) = γ(h) : (ϕ′, ψ′) // (ψ, ϕ)
deni par cok(α, β) = h. On construit ainsi une nouvelle factorisation de matrice de f
(
0@ ϕ β
0 ϕ′
1A ,
0@ ψ −α
0 ψ′
1A)
Le morphisme γ(h) est donne par le diagramme commutatif
0 // Sn1
β

ϕ′ // Sn1
α

// N
h

// 0
0 // Sn2 ψ // Sn2 // syz1R(M) // 0
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Il est facile de verier, utilisant la commutativite du diagramme 2.3.3, que 2.3.3 est bien
une factorisation de matrice de f.
En notant L le R-module de Cohen-Macaulay correspondant a la factorisation de
matrices 2.3.3, on obtient la suite courte exacte 0 //M // L // N // 0 . La
classe de cette suite dans Ext1R(N,M) est en fait l'image de h par l'application naturelle
ρ : HomR(N, syz1RM) // Ext1R(N,M) . Puisque ρ est surjectif, alors toute extension de
M par N est obtenue de cette facon.
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Chapitre 3
Sur les algebres de bords d'une
surface marquee avec ponctions
Les carquois avec potentiel associes a une surface a bords marques (S,M) ont ete in-
troduits et etudies par D. Labardini-Fragoso dans le cadre de la mutation. Dans sa these,
il montre, comme dans [DWZ08], que si σ et σ′ sont deux triangulations de (S,M) re-
liees par un ip, alors les carquois avec potentiels (Qσ,Wσ) et (Qσ′ ,Wσ′) sont relies par
une mutation qui respecte le ip. Dans la premiere section, nous presentons ces notions
et celle de l'algebre jacobienne gelee associee a un carqois avec potentiel (Q,W ). Cer-
taines algebres jacobiennes gelees peuvent aussi e^tre construites a partir d'une surface
de Riemann. Dans ce chapitre on s'interesse en particulier a l'algebre jacobienne gelee
provenant d'une surface a bords marques avec ponction. Sa construction a ete introduite
et etudiee par Demonet-Luo [DL16a] dans le cas d'un polygone regulier sans. Dans la
deuxieme section, nous donnons d'abord une construction generale de celle-ci pour une
surface de Riemann puis montrons que son algebre de bords associee ne depend pas du
choix du carquois geometrique, voir theoreme 3.2.1. Ce theoreme est le resultat principal
de cette these. Ensuite, nous donnons aux theoremes 3.2.3 et 3.2.5 une forme explicite
des algebres jacobiennes a bords geles associees au polygone sans et avec une ponction. L.
Demonet et X. Luo ont aussi determine ces algebres, voir theoremes 3.2.1 et 3.2.18, mais
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nous proposons ici une autre version relativement plus simple et utilisant des techniques
de calcules dierents. Enn, nous generalisons ces resultats par recurrence en determinant
au theoreme 3.2.6 une forme generale explicite de celles-ci dans le cas d'un polygone a
p-ponctions quelconque (Pn+3,p).
3.1 Carquois avec potentiel
Les carquois avec potentiels sont l'oeuvre de Derksen, Weyman, et Zelevinsky. Ce type
de carquois, initialement introduits dans [DWZ08], a ete largement etudie dans le cadre
de la mutation [Kel05]. Un element potentiel d'un carquois Q est une combinaison lineaire
de cycles de Q. Cette combinaison peut e^tre nie ou innie. Dans ce chapitre, comme
dans [DWZ08], nous travaillons sur l'algebre des chemins complete.
Soit Q = (Q0, Q1, s, t) un carquois ni, connexe, et sans boucle avec Q0 = {1, 2, ..., n}.
Considerons l'algebre de chemins K〈Q〉 =Li≥0KQi, ou KQi est l'ensemble des chemins
de longueur i dans Q. A K〈Q〉 on associe l'algebre de chemins complete, notee K〈〈Q〉〉,
denie, en tant que K-espace vectoriel, comme etant l'ensemble des combinaisons lineaires
de chemins innis possibles dans Q, c'est-a-dire,
K〈〈Q〉〉 =
Y
i≥0
KQi;
dont la multiplication est induite par concatenation des chemins . Notons que dans le cas
ou le carquois Q est acyclique, l'espace vectoriel KQi = {0} , pour i assez grand. Ainsi,
il suit que
K〈〈Q〉〉 = K〈Q〉,
par consequent elle est de dimension nie.
Exemple 3.1.1 Dans le cas ou Q est donne par le carquois
1α 99 ,
l'algebre K〈Q〉 est isomorphe a l'algebre des polyno^mes K[x] tandis que K〈〈Q〉〉 est iso-
morphe a l'algebre des series formelles K[[x]].
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Soit m l'ideal bilatere de K〈〈Q〉〉 engendre par l'ensemble des eches deni par
m =
Y
i≥1
KQi
dont une puissance est donnee par
mn =
Y
i≥n
KQi.
Soit K〈〈Q〉〉cycl l'espace vectoriel engendre par les chemins cycliques de longueur l ≥ 2.
Les denitions qui suivent sont l'uvre de Derksen-Weyman-Zelevinsky dans [DWZ08].
Denition 3.1.1 Un potentielW dans Q est un element, peut-e^tre inni, de K〈〈Q〉〉cycl.
La notion de potentiel est un outil permettant de decrire les relations de certaines
algebres de chemins. Ces relations se calculent a l'aide d'une derivation cyclique.
Denition 3.1.2 Soit α ∈ Q1. Une derivation cyclique par rapport a α, notee @α, est
un morphisme K-lineaire K〈〈Q〉〉cycl // K〈〈Q〉〉 qui, a tout cycle α1α2 . . . αl, associe
la somme
@α(α1α2 . . . αl) =
X
α=αi
αi+1 . . . αlα1 . . . αi−1
Les derivations cycliques ne dependent pas du choix des cycles autour d'un sommet.
Dans W , chaque cycle peut e^tre ecrit avec dierentes sources. Donc plusieurs poten-
tiels peuvent avoir la me^me derivation cyclique. Pour les identier, Derksen-Weyman-
Zelevinsky ont considere les potentiels a rotation pres.
Denition 3.1.3 Deux potentiels W et W ′ sont cycliquement equivalents si le che-
min W −W ′ est decrit par les termes de la forme a1...an−1an − a2...ana1..
Denition 3.1.4 Un carquois avec potentiel est un couple (Q,W) forme d'un car-
quois ni, connexe, et sans boucle et d'un potentiel W n'admettant pas de chemins cy-
cliques cycliquement equivalents.
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Un carquois avec potentiel est donc un carquois dans lequel les relations sont encodees
dans un potentiel. Dans ce potentiel nous considerons tous les cycles simples ou minimaux,
c'est-a-dire chaque cycle passe par le me^me sommet exactement une fois.
Denition 3.1.5 Un carquois avec potentiel (Q,W) ou simplement un potentiel W est
dit trivial s'il est homogene de degre 2, c'est-a-dire, s'il est constitue uniquement de
2-cycles et est dit reduit s'il n'admet pas de 2-cycles.
Soit (Q,W) un carquois avec potentiel. Soit I l'ideal engendre par les eches de l'al-
gebre de chemins kQ, on denit l'ideal Itriv engendre par les eches apparues dans les
2-cycles du potentiel et Ired = I/Itriv et on note Qtriv un carquois dont les eches en-
gendrent Itriv et Qred un carquois dont les eches engendrent l'ideal Ired. Soit k un somme
de Q. On suppose que k n'appartient a aucun 2-cycle et queW n'admet pas de cycle com-
mencant et terminant par k (sinon on le remplace par le potentiel cycliquement equivalent
ne l'ayant pas)
Denition 3.1.6 La mutation de (Q,W) au sommet k est le nouveau carquois avec po-
tentiel, note (Q,W) = (Q˜red, W˜red), obtenu a partir de (Q˜, W˜) comme suit.
1. Pour le carquois Q˜ :
- Pour tout chemin i α // k
β // j de longueur 2 passant par k, on ajoute une nou-
velle eche notee i
[αβ] // j ;
- On change le sens de toutes les eches α incidentes a k et on les note α∗.
2. Pour le potentiel W˜ :
- On substitue dansW tout facteur de chemin de longueur 2 de la forme i α // k β // j
par la nouvelle eche [αβ] et on note [W ] ;
- Pour chaque nouvelle eche [αβ], on ajoute un nouveau cycle note [αβ]α∗β∗.
Le potentiel W˜ s'ecrit alors
W˜ = [W ] +k, où k =
X
s(β)=t(α)=k
[αβ]β∗α∗.
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Exemple 3.1.2 Soit Q le carquois lineaire de type A˜4 qui suit
1 a // 2
b

4
d
OO
3coo
.
Soit W = abcd un potentiel de Q. On note que tous les sommets de Q sont admissibles
a une mutation pour le carquois avec potentiel (Q,W), sauf le sommet 1. Ceci parce que
le cycle du potentiel commence ou termine par 1. La mutation eectuee au sommet 3
correspond au carquois avec potentiel (Q,W) qui suit
1 a // 2
[bc]

4
d
OO
c∗
// 3
b∗
OO
W = a[bc]d+ [bc]c∗b∗
Toutefois, si on veut eectuer une mutation sur un tel sommet, par exemple ici le sommet
2 du carquois avec potentiel (Q,W), il faut remplacer W par un potentiel cycliquement
equivalent, soit W ′ = a[bc]d + c∗b∗[bc]. On pose e = c∗, f = b∗ et g = [bc]. La mutation
au sommet 2 donne le carquois avec potentiel (Q˜′, W˜ ′) deni comme suit
1
[ag]

2a
∗
oo
f∗

4
d
OO
g∗
??
e∗
// 3
[ef ]oo
W˜ ′ = [ag]d+ e[fg] + [ag]g∗a∗ + [fg]g∗f ∗.
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Le carquois Q˜′ est non reduit. Sa version reduite correspond au carquois
1 2a
∗
oo
f∗

4
g∗
??
3
,
ou
W ′ = W˜ ′red = 0.
Les relations encodees dans W sont denies par l'ideal bilatere engendre par les deri-
vations cycliques, note 〈@aW 〉. Posons J (W ) = 〈〈@aW | a ∈ Q1〉〉 sa clo^ture. Ces relations
denissent une algebre dite algebre jacobienne, notee P(Q,W).
Denition 3.1.7 [DWZ08] L'algebre jacobienne de (Q,W) est le quotient de l'algebre
de chemins complete sur (Q,W) par l'ideal jacobien J (W ), c'est-a-dire
P(Q,W) = K〈〈Q〉〉/J (W)
.
Une generalisation de cette algebre a ete denie par Buan-Iyama-Reiten-Smith en
gelant une partie de celle-ci. Cette nouvelle algebre, appelee algebre jacobienne gelee, est
denie naturellement a partir d'un carquois dit carquois a potentiel gele.
Denition 3.1.8 [BIRS11] Un carquois a potentiel gele est un triplet (Q,W ,F),
ou (Q,W) carquois avec potentiel et F est un sous-ensemble de Q0 dont les elements
sont appeles sommets geles. L'algebre jacobienne gelee, notee   = P(Q,W ,F), est le
quotient de l'algebre de chemins complete sur (Q,W ,F) par l'ideal bilatere J (W ,F) :
P(Q,W ,F) = K〈〈Q〉〉/J (W ,F),
ou
J (W ,F) = 〈〈@αW | α ∈ Q1 : s(α) /∈ F ou b(α) /∈ F〉〉.
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3.2 Construction de l'algebre Jacobienne gelee pro-
venant d'une surface de Riemann
Soit (S,M) une surface a bords marques avec ponctions et σ une triangulation associee.
La denition qui suit est la version non reduite de celle donnee dans [LF10].
Denition 3.2.1 On associe a σ le carquois geometrique avec potentiel (Q′σ,W ′σ) :
− L'ensemble des sommets (Q′σ)0 est indexe par les arcs etiquetes de σ, voir 1.2.3 ;
− Si i et j sont deux arcs etiquetes de σ bordant un me^me triangle , alors il existe
une eche interne allant de i vers j si, en pivotant dans (S,M) autour de leur point
d'intersection dans le sens anti-horaire, on passe d'abord par i puis par l'interieur
de  puis par j. On dit alors que i est predecesseur de j dans le sens anti-horaire.
Dans Q′σ, il apparait deux types de cycles :
− Les triangles horaires, notes 4i, c'est-a-dire, dont l'orientation des echent suivent
le sens horaire ;
− Les cycles anti-horaires internes, notes 4pk , formes autour des points de ponctions.
Le potentiel W ′σ est donc donne par :X
4i −
X
4pk .
Exemple 3.2.1 La gure 3.1 est un exemple de deux carquois avec potentiels provenant
d'une triangulation σ du disque (assimile a un carre) a une ponction. Dans le carquois de
gauche le potentiel est forme juste d'un seul cycle, le cycle anti-horaire interne, tandis que
celui de droite admet un potentiel forme des deux types de cycles. Dans ce cas les relations
dans l'algebre jacobienne du carquois associe sont juste des relations de commutativite.
En considerant les cotes du carre dans le gure 3.1 comme etant des sommets et en
denissant de nouvelles eches, on peut plonger le carquois geometrique avec potentiel
61
Figure 3.1 { Carquois avec potentiel associe a σ.
(Q′σ,W ′σ) dans un nouveau carquois beaucoup plus grand. Ce nouveau carquois, note
(Qσ,Wσ,F), est le carquois geometrique a potentiel gele.
Tout d'abord, notons Pi, pour tout 1 ≤ i ≤ |M ∩ @S |, les points marques du bord et
indexons par i la partie du bord, dite arc de bord, delimite par les points marques Pi−1
et Pi. On a alors i = (Pi−1, Pi), pour tout 2 ≤ i ≤ |M ∩ @S | et 1 = (P|M∩@S |, P1). On
note que dans le cas ou la surface (S,M) admet plus d'un bord, comme dans le cas de
l'anneau, on numerote l'autre bord separement, par exemple avec un indice j, mais de
la me^me facon. Dans ce cas M ∩ @S = M ∩ @S1 ∪M ∩ @S2 et i varie de 1 a | M ∩ @S1 |
sur le premier bord et j de 1 a | M ∩ @S2 | sur le second. La denition qui suit est une
generalisation de celle donnee par Demonet-Luo dans le cas d'un polygone a une ponction.
Denition 3.2.2 Soit F les arcs de bords. Le carquois geometrique a potentiel gele
(Qσ,Wσ,F) associe a σ est alors deni comme suit :
− Le carquois Qσ est le carquois dont l'ensemble des sommets (Qσ)0 est forme des
sommets de (Q′σ)0 et des elements de F , c'est-a-dire,
(Qσ)0 = (Q′σ)0 ∪ F ;
- Pour tout i ∈ (Q′σ)0 et j ∈ F , il existe une eche αi,j de source i et de but j, si i
est predecesseur de j dans le sens anti-horaire, ou une eche αj,i au cas contraire ;
- Pour tout point marque Pi de @S, il existe une eche externe, notee Yi, allant de la
section du bord i vers j si, en pivotant autour de Pi dans le sens anti-horaire, on
passe d'abord par i puis par j.
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− L'ensemble des eches de Qσ est alors forme des eches de Q′σ, des eches αi,j et
αj,i et des eches externes, c'est-a-dire
(Qσ)1 = (Q′σ)1 ∪ {αi,j, βj,i : i, j ∈ F ; i ∈ (Q′σ)0 , j ∈ F} ∪ {Yi : 1 ≤ i ≤ |M ∩ @S |}
Dans ce cas le potentiel Wσ est donne par la somme de celui dans le carquois (Q′σ)
et des cycles anti-horaires externes autour des points marques Pi, notes 4Pi :
Wσ =W ′σ −
X
4Pi .
P1
P2
P3
P4 P5
P6
P7
3
2 1
7
6
5
4
u2
a2
v3 a3 a5
a4
a6
u6
v7
v6
u5
v5u4
v4
u3
y2
y1
y7
y6
y5y4
y3
Figure 3.2 { Carquois gele avec potentiel associe a une triangulation d'un heptagone.
Exemple 3.2.2 La gure 3.2 est un exemple de triangulation d'un heptagone regulier
sans ponction. Par abus de langage, nous appellerons une telle triangulation une triangu-
lation lineaire. Soit F = {1, 2, 3, 4, 5, 6, 7}. On a
Wσ = 6i=2vi+1uiai − a2...a6y1 −6i=3uiviyi − u2y2 − v7y7,
J (Wσ,F) = 〈u2a2−y3u3, uiai−yi+1ui+1, aivi+1−viyi, a6v7−v6y6, vi′+1ui′−ai′+1...a6y1a2...ai′−1〉,
pour tout 2 < i < 6 et 2 ≤ i′ ≤ 6, avec u7 = e7, v2 = e2 = a1 et a7 = e1.
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Dans l'exemple precedant on note que le potentielWσ est reduit et que toutes les relations
dans l'algebre jacobienne gelee associee sont engendrees par des relations de commutativite
donnees par les mailles de la forme :
poly1 poly2
Figure 3.3 { Dierentes types de mailles obtenues dans (Qσ,Wσ,F).
Soit maintenant σ une triangulation quelconque associee a une surface de bords mar-
ques avec ponctions (S,M). La gure 3.4 montre les dierents transformations locales
dans (Qσ,Wσ,F) suite a un ip sur l'un quelconque des arcs etiquetes de (S,M). Le
premier ip f1 utilise un quadrilatere ne contenant aucune ponction et dont les sommets
sont dans M = @S
S
int(S) tandis que le dernier type de ip f2 utilise un digone avec une
ponction dont les sommets sont aussi formes dans M .
Theoreme 3.2.1 Soit eF =
P
i∈F ei. L'algebre jacobienne gelee de bord eF σeF associee
a la surface (S,M) est independante du choix de σ, a isomorphisme pres.
Demonstration 3.2.1 Soit x1, x3 des chemins completant les cycles anti-horaires autour
soit des points marques (soit des ponctions) P1 et P3 respectivement. Le potentiel du
carquois gele (Qσ,F) est alors donne par
Wσ = (
X
i 6=k
4i + u1v3x2 + u3v1x4)− (
X
j 6=1,3
4Pj + u1v1x1 + u3v3x3)−
X
4pi .
Designons par Wσ,k et Wσ\{k} les potentiels denis par les cycles du potentiel Wσ admet-
tant et n'admettant pas de eches incidentes au sommet k, respectivement. Alors on a
que
Wσ =Wσ\{k} +Wσ,k, où
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f1
f3
poly1
Pi
Pj Pl
Pi
Pj Pl
Pk
Pl
Pk
Pl
./
Figure 3.4 { Dierents ips possibles
Wσ\{k} =
X
i 6=k
4i −
X
j 6=1,3
4Pj −
X
4pi et Wσ, k = u1v3x2 + u3v1x4 − u1v1x1 − u3v3x3
Soit l'algebre de chemins A = (1 − ek)kQσ(1 − ek) et QA son carquois associe. Le
carquois QA est obtenu de Qσ en supprimant le sommet k et toutes les eches incidentes
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P1
P2
poly1
P3
P4
x2
x4
u1
v3
v1
u3
x1
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P4
P3
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P2
k′u∗1
v∗1
x∗1
x∗4
u∗3
x∗3x∗2
v∗3
x1
x3
x4
x2
k µk
Figure 3.5 { Mutation du carquois Q0 en k.
en k et en ajoutant de nouvelles eches x1, x2, x3, et x4 correspondant bijectivement aux
chemins u1v1, u1v3, u3v3, et u3v1 dans Qσ, respectivement, c'est-a-dire,
QA =
8<: (QA)0 = (Qσ)0 \ {k}(QA)1 = ((Qσ)1 \ {u1, v1, u3, v3})S{x1, x2, x3, x4}
Soit α dans (Qσ)1 telle que α ∈ {u1, v1, u3, v3} et γ une eche quelconque dans Qσ telle
que s(γ) /∈ F ou t(γ) /∈ F . La derivation cyclique du potentiel dans Qσ s'ecrit
@Wσ = @γ 6=αWσ\{k} + @αWσ,k.
Le terme @γ 6=αWσ\{k} donne les me^mes relations dans QA et Qσ tandis que la derivation
cyclique @αWσ,k autour des eches u1, v1, u3, et v3 incidentes en k induit de nouvelles
relations de commutativite dans QA donnees par : (a) : x3x2 = x4x1 et (a′) : x2x2 = x1x1,
(b) : x4x3 = x1x2 et (b′) : x1x1 = x4x4, (c) : x1x4 = x2x3 et (c′) : x4x4 = x3x3,
(d) : x2x1 = x3x4 et (d′) : x2x2 = x3x3, respectivement. Soit maintenant σ′ la triangulation
obtenue de σ en eectuant un ip sur l'arc k. Notons µk(Qσ,F) = (Qσ′ ,F) le nouveau
carquois gele associe a σ′. Le carquois (Qσ′ ,Wσ′ ,F) est relie a (Qσ,Wσ,F) par la mutation
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µk respectant le ip sur k et le nouveau potentiel est donne par
Wσ′ = [Wσ] +k
=Wσ\{k} + [Wσ,k] +k
On note que les potentiels Wσ et Wσ′ ont un terme commun, a savoir Wσ\{k}. Autrement
dit, les relations engendrees par @γ 6=αWσ et @γ 6=αWσ′ sont les me^mes dans eF(kQσ)eF
et eF(kQσ′)eF respectivement. Par consequent, les algebres jacobiennes gelees eF σeF et
eF σ′eF sont partout identiques "sauf" aux cas locaux illustres dans la gure 3.5. On a
Wσ, k = u1v3x2 + u3v1x4 − u1v1x1 − u3v3x3
et
k = [u1v3]v∗3u∗1 + [u3v1]v∗1u∗3 − [u1v1]v∗1u∗1 − [u3v3]v∗3u∗3.
On pose [u1v1] = x∗1, [u1v3] = x∗2, [u3v3] = x∗3, [u3v1] = x∗4, et soit A′ = (1−ek′)kQσ′(1−ek′)
l'algebre des chemins du carquois
QA′ =
8<: (QA′)0 = (Qσ′)0 \ {k′}(QA′)1 = ((Qσ′)1 \ {u∗1, v∗1, u∗3, v∗3})S{x∗1, x∗2, x∗3, x∗4}
deni de la me^me facon que QA. Les nouvelles eches x∗1, x
∗
2, x
∗
3, et x
∗
4 dans QA corres-
pondent bijectivement aux chemins v∗1u
∗
1, v
∗
3u
∗
1, v
∗
3u
∗
3, et v
∗
1u
∗
3 dans Qσ′ respectivement. Soit
maintenant une eche α∗ dans QA′ telle que α∗ ∈ {x∗1, x∗2, x∗3, x∗4} et β∗ dans Qσ′ tel que
β ∈ {u∗1, v∗1, u∗3, v∗3}. On arme que les nouvelles relations engendrees par la derivation
cyclique @α∗,β∗([Wσ,k] + k) autour des eches incidentes en k′ dans (QA′ ,F) sont les
me^mes que celles engendrees par @αWσ,k dans (QA,F). On a
@α∗,β∗([Wσ,k] +k) = @α∗ [Wσ,k] + @β∗k
avec
k = x∗2v∗3u∗1 + x∗4v∗1u∗3 − x∗1v∗1u∗1 − x∗3v∗3u∗3
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et
[Wσ, k] = [u1v3]x2 + [u3v1]x4 − [u1v1]x1 + [u3v3]x3
= x∗2x2 + x∗4x4 − x∗1x1 − x∗3x3
La derivation cyclique @β∗k induit dans dans A
′ les nouvelles relations (e) : x∗1x∗4 = x∗2x∗3
et (e′) : x∗1x∗1 = x∗2x∗2, (f) : x∗3x∗4 = x∗2x∗1 et (f ′) : x∗4x∗4 = x∗1x∗1, (g) : x∗4x∗1 = x∗3x∗2 et
(g′) : x∗4x∗4 = x∗3x∗3, (h) : x∗1x∗2 = x∗4x∗3, et (h′) : x∗2x∗2 = x∗3x∗3. En identiant bijectivement
dans A′, d'une part, les nouvelles eches x∗i pour i = 1, 3 et x∗i pour i = 2, 4, induites par
la mutation en k, par les eches xi pour i = 1, 3 et xi pour i = 2, 4, respectivement dans
A via cette me^me mutation et, d'autre part, les nouvelles eches x∗i pour i = 1, 3 et x∗i
pour i = 2, 4 par les eches xi pour i = 1, 3 et xi pour i = 2, 4, respectivement dans A
via la derivation @α∗ [Wσ,k], on construit un isomorphisme de carquois ϕ : A′ → A deni
comme suit
ϕ0 : A′0 −→ A0
ei 7−→ ei, i 6= k
,
et
ϕ1 : A′1 −→ A1
α 7−→
8>>><>>>:
xi si α ∈ {x∗i : i = 1, 2, 3, 4}
xi si α ∈ {x∗i : i = 1, 2, 3, 4}
α sinon.
Un verication rapide montre que ϕ(e) = (c) et ϕ(e′) = (a′), ϕ(f) = (d) et ϕ(f ′) =
(b′), ϕ(g) = (a) et ϕ(g′) = (c′), ϕ(h) = (b) et ϕ(h′) = (d′). Autrement dit, ϕ est un
isomorphisme compatible avec les relations dans A′ et A. Nous venons de montrer que
les algebres e σe et e
′ σ′e′ sont isomorphes. Par consequent, il en est de me^me pour les
algebres de bord eF σeF et eF σ′eF . Mais, puisque le diagramme d'arcs complexes de
Aon(S,M) est de type ni, c'est-a-dire, toute les triangulations de (S,M) sont mutation
equivalentes, alors il suit que eF σeF est independante du choix de σ.
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Theoreme 3.2.2 (Demonet-Luo) Soit k un corps et R = k[x]. L'algebre jacobienne a
bords geles eF σeF associee au polygone sans ponction (Pn+3,0) est isomorphe a l'algebre
matricielle
 :=
0BBBBBBBBBBBB@
R R R · · · R (x−1)
(x) R R · · · R R
(x2) (x) R · · · R R
...
...
...
. . .
...
...
(x2) (x2) (x2) · · · R R
(x2) (x2) (x2) · · · (x) R
1CCCCCCCCCCCCA
(n+3)×(n+3)
(3.2.1)
Demonstration 3.2.2 [DL16a, Theoreme 2.25.]
Nous proposons au theoreme 3.2.3 une autre version de cette algebre . Soit n un entier
naturel positif quelconque tel que n = |s| − 3, ou |s| designe le nombre de sommets du
polygone (Pn+3,0) et σ la me^me triangulation lineaire que dans l'exemple 3.2. On note que,
de maniere generale, le carquois de l'algebre jacobienne a bords geles associee a (Pn+3,p),
pout tout p ∈ {0, 1}, se presente comme dans la gure 3.6 qui suit.
y1
x1
y2
x2
y3 x3
xn+1
yn+1
yn+2xn+2
xn+3
yn+3
n+ 1
n+ 2
n+ 3
12
3
4
Figure 3.6 { Carquois de eF σeF associee a (Pn+3,p)
,
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Theoreme 3.2.3 L'algebre jacobienne a bords geles eF σeF associee au polygone sans
ponction (Pn+3,0) est isomorphe a l'algebre de groupe gauche de la singularite de Klein de
type An, c'est-a-dire
eF σeF ∼= (k[[x, y]]/x2 = yn+1) ∗Gn+3,
ou Gn+3 est le groupe cyclique d'ordre n+ 3 donne par
Gn+3 = {g =
  ζ 0
0 ζ−1
 | ζ = ei 2kpin+3 , ou k = 1, 2, ..., n+3}
.
Demonstration 3.2.3 Soit B une base de kQσ. Alors, B = {ei, ei′ , αi,j, βk,l}, avec i, j ∈
F , i′ /∈ F , et k ou l /∈ F . Puisque toutes les relations ∼ dans KQσ sont des relations de
commutativite, alors, d'apres [DL16a, lemme 2.11.], il suit que B/ ∼ est aussi une base de
 σ = P(Qσ,Wσ,F) de sorte qu'on a ei(B/ ∼)ej = {ei′ , αi,j} = {ej, xm, ym, uamv, (xy)m},
pour tout i′ ∈ F et m ≥ 1, ou les variables e′ x, y, u, v et a sont representees par les
chemins e′i xi, yi, ui, vi, et ai, pour tout 1 ≤ i ≤ n + 3, avec x1 = a2a3...an+2, x2 = u2,
xn+3 = vn+3, et xi = uivi, 3 ≤ i ≤ n + 2. Les derivations cycliques sur le potentiel
Wσ donnees par les mailles nous permettent d'etablir, pour tout 2 ≤ i ≤ n + 2 , avec
v2 = a1 = e1 et un+3 = an+3 = en+3, que :
@vi+1Wσ : uiai = yi+1ui+1; (3.2.2)
@uiWσ : aivi+1 = viyi; (3.2.3)
@aiWσ : vi+1ui = ai+1...an+2y1a2...ai−1, (3.2.4)
ou Wσ = n+2i=2 vi+1uiai − a2...an+2y1 − u2y2 − n+2i=3 uiviyi − vn+3yn+3. Pour i = 2, les
relations (0.3.2) et (0.3.3) entrainent que y2x2 = x1y1 et, pour 2 ≤ i ≤ n+2, les relations
(0.3.1) et (0.3.2) entrainent que xiyi = yi+1xi+1 de sorte que, pour tout 1 ≤ i ≤ n+ 2, on
a la commutativite suivante :
xiyi = yi+1xi+1. (3.2.5)
70
D'autre part, on a :
xi+1xi = ui+1vi+1uivi (3.2.6)
= ui+1(vi+1ui)vi (3.2.7)
= ui+1(ai+1...an+2y1a2...ai−1)vi (3.2.8)
= (ui+1ai+1)ai+2...an+2y1a2...ai−2(ai−1vi) (3.2.9)
= yi+2(ui+2ai+2)ai+3...an+2y1a2...ai−3(ai−2vi−1)yi−1. (3.2.10)
En repetant le me^me processus [(n + 2) − (i + 1) + 1] + [(i − 1) − 2 + 1] = n fois dans
l'equation (0.3.8), il suit que :
xi+xi = yi+2yi+3...yn+3y1y2...yi−2yi−1 (3.2.11)
=
n+1Y
k=1
yi+k, (3.2.12)
avec (i+ k) modulo n+ 3. De me^me,
uiaiai+1...ai+m−1vi+m = (uiai)ai+1...ai+m−1vi+m (3.2.13)
= yi+1(ui+1ai+1)ai+2...ai+m−1vi+m. (3.2.14)
En repetant le me^me processus (i+m− 1)− i+ 1 = m fois, on obtient que :
uiaiai+1...ai+m−1vi+m = yi+1yi+2...yi+mui+mvi+m (3.2.15)
= yi+1yi+2...yi+mxi+m. (3.2.16)
Une base de eF σeF devient alors eF(B/ ∼)eF = {e′, xym, ym+1}, pour tout i ∈ F et
m ∈ N, dont la multiplication est reduite a la multiplication dans le monode {x, y} tel
que xy = yx et x2 = yn+1. Soit maintenant pi(A˜n+2) l'algebre pre-projective correspondant
au carquois double b˜An+2 de l'algebre jacobienne gelee de bord eF σeF . Le theoreme 2.1.5
entraine que pi(A˜n+2) est Morita equivalente a k[[x, y]] ∗Gn+3. L'identite 1 de k[[x, y]] se
decompose dans k[[x, y]] ∗Gn+3, sous l'action de Gn+3, en les idempotents ei denis, pour
tout 0 ≤ i ≤ n+ 2, par
ei+1 =
1
n+ 3(1 + ζ
ig + ζ2ig2 + ...+ ζ i(n+2)gn+2), (3.2.17)
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ou ζ designe la racine (n + 3)-eme de l'unite et g le generateur de Gn+3. Posons alors
eF =
Pn+3
i=1 ei. Soit l'ideal I = 〈x2 − yn+1〉 et considerons le morphisme k-lineaire ϕ :
k[[x, y]] ∗ Gn+3 → eF σeF deni par e′ 7→ e′, x 7→ x, et y 7→ y. Par construction, ϕ
est surjectif et Kerϕ = I. Par consequent, on a l'isomorphisme de k-algebres k[[x, y]] ∗
Gn+3/I ∼= eF σeF . Mais comme l'ideal I est Gn+3-stable, il suit, d'apres [RR85], que les
algebres k[[x, y]]∗Gn+3/I et (k[[x, y]]/I)∗Gn+3, sont isomorphismes, d'ou l'isomorphisme
eF σeF ∼= (k[[x, y]]/x2 = yn+1) ∗Gn+3.
Exemple 3.2.3 Dans le cas ou p = 0 et n = 3, voir l'exemple 3.2 de l'heptagone, on a
les relations I = 〈xy − yx, x2 − y5〉.
Theoreme 3.2.4 (Demonet-Luo) Soit k un corps et R′ = k[x, y]/y(x − y). L'algebre
jacobienne a bords geles eF 1σeF associee au polygone a une ponction (Pn+3,1) est iso-
morphe a l'algebre matricielle
′ =
0BBBBBBBBBBBB@
R′ R′ R′ · · · R′ x−1(x, y)
(x, y) R′ R′ · · · R′ R′
(x) (x, y) R′ · · · R′ R′
...
...
...
. . .
...
...
(x) (x) (x) · · · R′ R′
(x) (x) (x) · · · (x, y) R′
1CCCCCCCCCCCCA
(n+3)×(n+3)
, (3.2.18)
ou chaque coecient de la matrice est un R′-sous module de l'anneau R′[x−1].
Demonstration 3.2.4 [DL16b, Theoreme 2.24.]
Nous reformulons le theoreme 3.2.3 au cas du polygone a une ponction et proposons
egalement une autre version de l'algebre ′.
Theoreme 3.2.5 L'algebre jacobienne gelee de bord eF 1σeF associee au polygone a une
ponction (Pn+3,1) est isomorphe a l'algebre de groupe gauche R1 ∗ Gn+3, ou R1 est la
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singularite de Klein de type A2n+3 et Gn+3 le groupe cyclique d'ordre n+3 donne ci-haut,
c'est-a-dire
eF 1σeF ∼= (k[[z, y]]/z2 = y(2n+3)+1) ∗Gn+3
Demonstration 3.2.5 Considerons la triangulation σ qui consiste a relier la ponction
a chaque sommet du polygone comme l'illustre la gure 3.7 pour le cas du carre a une
ponction.
P2 P3
P4P1
2
3
4
u1
v1 u4
v4
u3
v3u2
v2
a2
a1
a4
a3
1
y1
y2 y3
y4
Figure 3.7 { Triangulation du carre a une ponction P4,1
Les derivations cycliques sur le potentiel Wσ = n+3i=1 vi+1uiai−n+3i=1 uiviyi−a1a2...an+3
du polygone a une ponction (Pn+3,1) donne par les mailles nous permettent d'etablir que :
@vWσ : ua = yu; (3.2.19)
@uWσ : av = vy; (3.2.20)
@aWσ : vu = an+2, (3.2.21)
ou les variables x, y, u, v et a sont donnees comme dans la preuve du theoreme 3.2.3.
Les equations (0.3.16) et (0.3.17) donnent la relation de commutativite xy = yx tandis
que celle de (0.3.18) combinee aux deux autres entrainent que x2 = u(vu)v = uan+2v =
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uan+1(av) = uan+1vy = ... = ua(av)yn = u(av)yn+1 = (uv)yn+2 = xyn+2. D'autre part,
uamv = (ua)am−1v = y(ua)am−2v = .... = ym(uv) = ymx = xym. De me^me eF σeF
admet comme base eF(B/ ∼)eF = {e′, xym, ym+1}, pour tout i ∈ F et m ∈ N, dont la
multiplication est reduite a la multiplication dans {x, y} telle que xy = yx et x2 = xyn+2.
En utilisant les me^mes arguments que dans la preuve du theoreme 3.2.3, on deduit que
eF 1σeF ∼= (k[[x, y]]/x2 = xyn+2) ∗Gn+3
. Enn, en faisant le changement de variable 2x = z + yn+2, il s'ensuit que
eF 1σeF ∼= (k[[z, y]]/z2 = y(2n+3)+1) ∗Gn+3.
Plus precisement, on a zi = 2xi −
Qn+1+p
k=1 yi+k
Enn, soit maintenant p un entier naturel quelconque. Nous generalisons les theoremes
3.2.3 et 3.2.5 proposees aux cas des polygones a p-ponctions (Pn+3, p),pour tout p ∈ {0, 1}.
Theoreme 3.2.6 L'algebre jacobienne a bords geles associee au polygone a p-ponctions
(Pn+3, p), notee eF pσeF , est isomorphe a l'algebre de groupe gauche de Gn+3 sur l'anneau
quotient k[[x, y]]/x2 = xpyn+1+p, c'est-a-dire,
eF pσeF ∼= (k[[x, y]]/x2 = xpyn+1+p) ∗Gn+3,
ou Gn+3 le sous groupe cyclique d'ordre n+ 3 de SL(K, 2) deni par
Gn+3 = {
  ζ 0
0 ζ−1
 | ζ = ei 2kpin+3 , ou k = 1, 2, ..., n+3}
.
Demonstration 3.2.6 La preuve de ce theoreme va se faire par recurrence sur p. La veri-
cation du cas p = 1 est assuree par le theoreme 3.2.5. Dans la suite, nous allons supposer
l'enonce de recurrence vrai au rang p−1 et essayer de la demontrer au rang p. Soit σ la tri-
angulation de (Pn+3,p) denie comme dans la gure 3.8 ou σ′′ et σ′ sont des triangulations
associees aux polygones P4,1 et Pn+1,p−1 formes par les sommets P1, Pn+1, Pn+2, Pn+3 et
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BPn
Pn+1
Pn+2Pn+3
P1
P2
γ
1
n+ 3
n+ 2
u1
a1
vn+1
v1
un+3
an+3
vn+3 un+2
an+2
vn+2
un+1
an+1
a b
k2 kp−1k1 k3
y1 yn+1
yn+2yn+3
Figure 3.8 { Triangulation σ′ et σ′′ de (Pn+3,p)
P1, P2, ..., Pn+1 respectivement. La triangulation σ
′′ est telle que toutes les ponctions ki sont
liees successivement par un arc et que chaque sommet Pi forme un triangle avec au moins
une ponction. L'algebre jacobienne  pσ admet pour potentielWσ =
P
i−
P
Pi−
P
ki .
Mais puisque chaque terme xiyi represente un cycle externe Pi autour du sommet Pi et
que tous les cycles externes consecutifs Pi ,Pi+1 sont adjacents a un me^me cycle interne
i lequel appartient au triangle forme par une ponction et les sommets Pi et Pi+1, alors les
derivations cycliques autour de ces cycles consecutifs Pi ,Pi+1 combinee a celle sur i
permettent d'etablir que xiyi = xi+1yi+1, dans l'algebre eF pσeF . D'autre part, soit a et b
des chemins dans (Pn+1,p−1) comme montres dans la gure 3.8 et notons (−)4,1, (−)n+1,p−1
les variables appartenant uniquement aux polygones (P4,1) et (Pn+1,p−1) respectivement.
Posons xn+1,p−11 = a, y
n+1,p−1
1 = u1v1y1, x
n+1,p−1
n+1 = b, y
n+1,p−1
n+1 = yn+1un+1vn+1. L'hypo-
these de recurrence appliquee a (Pn+1,p−1) donne x2 = xp−1y(n−1)+(p−1) = xp−1.yp−1.yn−1
dans e′ p−1σ′ e
′. Plus precisement, en considerant les indices a modulo (n− 1)-pres, il s'en-
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suit que
xixi−1 = xixi−1...x[i−(p−1)+1].y[i−(p−1)+1]y[i−(p−2)+1]...yi.yi+1...y[i+(n−1)] (3.2.22)
=
p−1Y
k=1
x[i−k+1].
p−1Y
k=1
y[i−(p−k)+1].
n−1Y
k=1
yi+k. (3.2.23)
pour tout 1 ≤ i ≤ n − 1. Dans le cas ou i 6= {2, 1, n + 1}, alors deux situations se
presentent :
 soit le chemin
Qp−1
k=1 x[i−k+1] ne passe pas par x
n+1,p−1
1 et x
n+1,p−1
n+1 , alors seul le cheminQn−1
k=1 yi+k passe par y
n+1,p−1
n+1 et y
n+1,p−1
1 . Le theoreme precedent applique au polygone
(P4,1) donne (x4,1n+1x
4,1
1 ) = (x
4,1
n+1b)yn+1yn+2yn+3 = xn+1yn+1yn+2yn+3. Mais puisque
(yn+1,p−1n+1 y
n+1,p−1
1 ) = yn+1(x
4,1
n+1x
4,1
1 )y1 = yn+1(xn+1yn+1yn+2yn+3)y1, donc le cheminQn−1
k=1 yi+k se traduit dans eF 
p
σeF par yi+1...(yn+1(xn+1yn+1yn+2yn+3)y1)...y[i+(n−1)]
et l'equation 3.2.23 devient alors
xixi−1 =
p−1Y
k=1
x[i−k+1].
p−1Y
k=1
y[i−(p−k)+1].yi+1...(yn+1(xn+1yn+1yn+2yn+3)y1)...y[i+(n−1)].
(3.2.24)
Le nombre de termes en x dans l'algebre e pσe devient alors (p − 1)+ le terme en
xn+1 et celui en y devient [(p− 1) + (n− 1)]+ les termes en yn+1, yn+2, yn+3 alors,
en utilisant la commutativite, il s'ensuit que x2 = xpyn+1+p dans l'algebre eF pσeF ;
 soit
Qp−1
k=1 x[i−k+1] passe par x
n+1,p−1
1 , x
n+1,p−1
n+1 alors les chemins
Qp−1
k=1 y[i−(p−k)+1],Qn−1
k=1 yi+k passent chacun par y
n+1,p−1
n+1 , y
n+1,p−1
1 . Ainsi, on obtient que
p−1Y
k=1
x[i−k+1] = xixi−1...x2(xn+1,p−11 x
n+1,p−1
n+1 )...x[i−(p−1)+1],
p−1Y
k=1
y[i−(p−k)+1] = y[i−(p−1)+1]...(yn+1,p−1n+1 y
n+1,p−1
1 )y2...yi.
En composant ce chemin [(xn+1,p−11 x
n+1,p−1
n+1 )...x[i−(p−1)+1]] de longueur (p − i) de
l'equation 3.2.6 avec ce chemin [y[i−(p−1)+1]...(yn+1,p−1n+1 y
n+1,p−1
1 )] de me^me longueur
de l'equation 3.2.25 et en utilisant la commutativite dans e′ σ′e′, il s'ensuit que
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p−1Y
k=1
x[i−k+1].
p−1Y
k=1
y[i−(p−k)+1] = xixi−1...x2(y2x2)p−iy2...yi (3.2.25)
=
i−1Y
k=1
x[i−k+1](y2x2)p−i
p−1Y
k=p−i+1
y[i−(p−k)+1]. (3.2.26)
Mais comme le chemin
Qn−1
k=1 y[i+k] = yi+1...(yn+1(xn+1yn+1yn+2yn+3)y1)...y[i+(n−1)],
donc l'equation 3.2.23 devient nalement
xixi−1 =
i−1Y
k=1
x[i−k+1](y2x2)p−i
p−1Y
k=p−i+1
y[i−(p−k)+1].yi+1...(yn+1(xn+1yn+1yn+2yn+3)y1)...y[i+(n−1)].
(3.2.27)
Ainsi on obtient de nouveaux termes en les variables xn+1, yn+1, yn+2 et yn+3 , d'ou
l'equation x2 = xpyn+1+p, dans l'algebre eF pσeF .
D'autre part si i ∈ {2, 1, n+ 1}, alors trois situations se presentent :
 pour i = 2, les chemins
Qp−1
k=1 x[i−k+1],
Qp−1
k=1 y[i−(p−k)+1] passent par x
n+1,p−1
1 , x
n+1,p−1
n+1
et yn+1,p−1n+1 , y
n+1,p−1
1 respectivement tandis que le chemin
Qn−1
k=1 yi+k se termine par
yn+1,p−1n+1 = yn+1x
n+1,p−1
n+1 . Ainsi, en multipliant a droite de x
n+1,p−1
1 et y
n+1,p−1
n+1 par
x4,11 et en utilisant le theoreme precedent applique au polygone (P4,1), il s'ensuit
que
Qn−1
k=1 y[i+k] =
Qn−2
k=1 y[i+k].yn+1(xn+1yn+1yn+2yn+3). Par consequent, en utilisant
l'equation 3.2.26, celle de 3.2.23 se traduit alors dans l'algebre e pσe par
x2x1 = (x2xn+1,p−11 ).x
4,1
1
=
i−1Y
k=1
x[i−k+1](y2x2)p−i
p−1Y
k=p−i+1
y[i−(p−k)+1].
n−2Y
k=1
y[i+k].yn+1(xn+1yn+1yn+2yn+3);
 pour i = n + 1, le chemin
Qp−1
k=1 x[i−k+1] admet y
n+1,p−1
n+1 comme dernier terme
tandis que
Qn−1
k=1 yi+k admet y
n+1,p−1
1 comme premier terme. Dans e
′ p−1σ′ e
′, on aQp−1
k=1 x[i−k+1] = x
n+1,p−1
n+1 .
Qp−1
k=2 x[i−k+1]. Donc en multipliant a gauche de x
n+1,p−1
n+1
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par x4,1n+1 et en utilisant l'egalite (x
4,1
n+1.x
n+1,p−1
n+1 ) = xn+1, l'equation 3.2.23 se traduit
dans eF pσeF par
xn+1xn = x4,1n+1.(x
n+1,p−1
n+1 xn) (3.2.28)
=
p−1Y
k=1
x[i−k+1].
p−2Y
k=1
y[i−(p−k)+1](yn+1,p−1n+1 .y
n+1,p−1
1 )
n−1Y
k=2
yi+k (3.2.29)
=
p−1Y
k=1
x[i−k+1].
p−2Y
k=1
y[i−(p−k)+1](yn+1(xn+1yn+1yn+2yn+3)y1)
n−1Y
k=2
yi+k; (3.2.30)
 Enn, le cas i = 1 permet de montrer facilement dans l'algebre eF σeF que
x1xn+3 = x1y1(
p−1Y
k=1
x[i−k+1].
p−1Y
k=1
y[i−(p−k)+1].
n−1Y
k=1
yi+k)yn+1yn+2.
En eet, on a x1xn+3 = xn+1,p−11 (x
4,1
1 .xn+3) = (x
n+1,p−1
1 .x
4,1
1 )y
4,1
1 y
4,1
n+1yn+2 = x1y1(ab)yn+1yn+2,
ou ab est donne par l'equation 3.2.23.
De me^me, on montre dans l'algebre eF σeF que
xn+2xn+1 = xn+2yn+2yn+3y1(
p−1Y
k=1
x[i−k+1].
p−1Y
k=1
y[i−(p−k)+1].
n−1Y
k=1
yi+k).
Nous terminons cette these par le quatrieme chapitre qui suit. Celui-ci est une appli-
cation des dierentes notions presentees dans les chapitres 1, 2 et 3.
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Chapitre 4
Applications
Soit p ∈ {0, 1} xe. Posons Rp l'anneau quotient k[[x, y]]/x2 = xpyn+1+p et p =
eF pσeF l'algebre jacobienne gelee de bords associee a (Pn+3,p). Nous rappelons que les al-
gebres R0 et R1 sont 1-Gorenstein. De plus elles sont des singularites de Klein au sens d'Ar-
nold de type An et A2n+3, respectivement. Donc elles sont simples et isolees, c'est-a-dire,
de representation nie [Her78] et admettent des suites presque scindees, voir [GT87, Theo-
reme 5.2.] ou [Aus86a], lesquelles induisent des suites presque scindees dans Rp ∗ Gn+3.
Dans ce chapitre, nous utilisons les CM-modules et l'action du groupe cyclique Gn+3, de-
ni au chapitre 3, sur R0 et R1 pour proceder a la categorication des algebres amassees
de type An et Dn+3. Plus precisement, nous donnons au theoreme 4.3.4 une classication
complete de toutes les isoclasses de (Rp ∗Gn+3)-modules de Cohen-Macaulay indecompo-
sables et construisons une bijection entre l'ensemble de ces isoclasses et l'ensemble de tous
les co^tes et diagonales des polygones (Pn+3,p). Ensuite, nous determinons ces suites presque
scindees dans Rp ∗Gn+3 et montrons que leurs morphismes irreductibles correspondent au
mouvements elementaires des diagonales de (Pn+3,p) dans le sens horaire. Enn, nous mon-
trons au theoreme 4.2.2 que les categories stables CM(Rp∗Gn+3) sont equivalentes en tant
que categories triangulees aux categories amassees de type An et Dn+3, respectivement.
Pour cela nous proposons deux approches dierentes : la premiere s'inspire partiellement
de Demonet-Luo et utilise le resultat de Keller-Reiten [KR08, Theoreme 2.1.] tandis que la
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deuxieme utilise certains resultats de Yoshino [Yos90] pour donner une description lineaire
algebrique des arcs etiquetes en terme de modules de Cohen-Macaulay (theoreme 4.1.2)
et mouvements elementaires (proposition 4.3.1) decris par Schier [Sch08] dans (Pn+3,1).
I) Cas du polygone sans ponction (Pn+3,0)
4.1 Modules de Cohen-Macaulay sur 0
Dans le chapitre 2 nous avions etabli au lemme 2.1.1 que les CM-modules sur une
k-algebre 1-Gorenstein concident avec les sous-modules de modules projectifs. Dans le
theoreme 4.1.1 qui suit, nous utilisons cette caracterisation pour donner une liste complete
de toutes les isoclasses de CM(R0 ∗Gn+3)-modules indecomposables. Ce resultat etend la
description des isoclasses de R0-modules de Cohen-Macaulay indecomposables faite par
Yoshino sur l'algebre R0 ∗Gn+3, voir [Yos90, Proposition 5.11.].
Soit dxe la partie entiere par exces d'un nombre x. On a dn2 e =
n
2 , si n pair, et
dn2 e =
n+ 1
2 sinon.
Theoreme 4.1.1 Soit l'hypersurface R0 = k[[x, y]]/〈f〉 une k-algebre, ou f = x2 + yn+1.
Posons
G = Gn+3 = {g =
  ζ 0
0 ζ−1
 | ζ = ei 2kpin+3 , ou k = 1, 2, ..., n+3}.
L'ensemble
E1 = {giMj = 〈xi,
jY
k=1
yi+k〉 : 0 6 j 6 dn2 e; 1 6 i 6 |G|},
tel que giMj ∼= gi+j+1Mn+1−j forme une liste complete de tous les (R0 ∗Gn+3)-modules de
Cohen-Macaulay a isomorphisme pres.
Demonstration 4.1.1 Soit Pi un 
0-module projectif indecomposable. La decomposition
de l'identite de l'algebre R0 ∗ Gn+3 en les idempotents ei donne Pi = 〈ei+1〉 ∼= 〈xi, ei+1〉,
pour tout 1 ≤ i ≤ n+3,, i modulo n+3. Le carquois associe a l'algebre R0∗Gn+3, donne a
la gure 3.6, arme que la table multiplicative des Pi se presente comme dans la gure 4.1.
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Tout (R0 ∗ Gn+3)-sous-module propre de module projectif indecomposable est donc de la
ei+1
xi yi+1
yi+1xi+1 yi+1yi+2
yi+1yi+2xi+2
n+1Y
k=1
yi+k
n+1Y
k=1
yi+kxi+n+1
n+2Y
k=1
yi+k
n+2Y
k=1
yi+kxi+n+2
Figure 4.1 { Structure des -modules projectifs indecomposables.
forme giMj = 〈xi,
Qj
k=1 yi+k〉, pour tout 1 6 i 6 n + 3 et 1 6 j comme represente a la
gure 4.2. L'indecomposabilite decoule du fait que le R0-module de Cohen-Macaulay Mj
xi
yi+1xi+1
jY
k=1
yi+1
jY
k=1
yi+kxi+2
n+1Y
k=1
yi+k
n+1Y
k=1
yi+kxi+n+1
n+2Y
k=1
yi+k
n+2Y
k=1
yi+kxi+n+2
Figure 4.2 { Structure des modules indecomposables giMj .
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correspondant a la factorisation de matrice (ϕj, ϕj), pour tout 0 ≤ j ≤ n + 1, est aussi
indecomposable, voir [Yos90], ou
ϕj =
0@ x yj
yn+1−j −x
1A (4.1.1)
Mais comme R0 ∗ Gn+3 est 1-Gorenstein, car R0 l'est, alors le lemme 2.1.1 arme que
tous les (R0 ∗Gn+3)-modules de Cohen-Macaulay indecomposables projectifs sont de cette
forme, pour tout 1 ≤ i ≤ n+ 3 et j ≥ 1. La relation xixi−1 =
n+1Y
k=1
yi+k entraine que l'ideal
〈xi,
n+1Y
k=1
yi+k〉 = 〈xi, xixi−1〉 = xi〈xi−1, ei〉 ∼= 〈ei〉 = Pi−1. On note alors Pi = giM0, pour
tout 1 ≤ i ≤ n+3 et j = 0, ou le produit Qjk=1 yi+k, pour j = 0, correspond a l'idempotent
ei+1 du co^te i + 1. Plus generalement, on a l'isomorphisme de (R0 ∗ Gn+3)-modules de
Cohen-Macaulay giMj
(?)∼= gi+j+1Mn+1−j deni par le morphisme de (R0 ∗ Gn+3)-modules
µ : (xia+
jY
k=1
yi+kb) 7−→ (−xi+j+1b+
n+1−jY
k=1
yi+j+1+ka), induit, par passage au conoyau, par
l'isomorphisme de factorisations de matrices (α, β) : (ϕj, ϕj) −→ (ϕn+1−j, ϕn+1−j), ou
α =
0@0 −1
1 0
1A et β =
0@ 0 1
−1 0
1A, d'inverse α−1 =
0@ 0 1
−1 0
1A et β−1 =
0@0 −1
1 0
A. Par
consequent, si n est pair, alors j varie entre 0 et n2 , a isomorphisme pres. Par contre,
si n est impair, alors j varie entre 0 et [(i+n+1)−(i+1)+1]2 , c'est-a-dire 0 6 j 6
n+1
2 , a
isomorphisme pres.
Remarque 4.1.1 On note que si n est pair, alors 0 ≤ ij ≤ n(n+3)2 , ce qui fait exactement
n(n+3)
2 isoclasses de modules de Cohen-Macaulay non projectifs indecomposables. Inverse-
ment, si n est impair, alors, pour 0 ≤ j ≤ (n−1)2 , l'isomorphisme (?) fournit (n+3)(n−1)2
modules de Cohen-Macaulay non projectifs indecomposables a isomorphisme pres. Mais
comme n + 1 − j = j, pour j = n+12 , c'est-a-dire, giMn+12 ∼=
g
i+n+32 Mn+1
2
, pour tout
1 ≤ i ≤ n + 3, donc (?) fournit de plus exactement n+32 modules de Cohen-Macaulay
non projectifs indecomposables a isomorphisme pres. Ce qui donne en tout exactement
(n+3)(n−1)
2 +
(n+3)
2 =
n(n+3)
2 isoclasses de modules de Cohen-Macaulay indecomposables non
projectifs.
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Soit J0 l'ensemble des isoclasses de (R0 ∗Gn+3)-modules de Cohen-Macaulay indecom-
posables et I′ l'ensemble de tous les co^tes et arcs de (Pn+3,0). Notons par δi,i′ , le chemin
de bord PiPi+1...Pi′ , pour tout 1 ≤ i < i′ ≤ n + 3 modulo (n + 3), oriente dans le sens
anti-horaire, de source Pi et de but Pi′ comme deni dans [Sch08] et, soit di,i′ un chemin
dans l'interieur de (Pn+3,0) de source Pi et de but Pi′ homotope a δi,i′ . La denition qui
suit est une version adaptee de 1.2.2 appliquee au polygone (Pn+3,0).
Denition 4.1.1 Un chemin di,i′ dans l'interieur de (Pn+3,0) est un arc simple s'il divise
(Pn+3,0) en deux (2 +m)-gones et (n+ 3−m)-gones pour tout 1 ≤ m ≤ dn2 e.
Le lemme 4.1.1 qui suit montre que les (R0 ∗ Gn+3)-modules de Cohen-Macaulay ne
dependent que des elements de I. Ce lemme donne une interpretation naturelle de l'in-
dexation habituelle des arcs et co^tes de (Pn+3,0) par les isoclasses de CM-modules inde-
composables.
Lemme 4.1.1 Il existe une correspondance bijective entre I0 et J0 denie comme suit
δ : I0 −→ J0
di,(i+1)+j 7−→ giMj
, pour tout 1 ≤ i ≤ n+ 3 et 0 ≤ j ≤ dn2 e.
Demonstration 4.1.2 Les co^tes du polygone (Pn+3,0) etant indexes par i+1 = (Pi, Pi+1),
pour tout 1 ≤ i ≤ n + 3, et 1 = (Pn+3, P1), on a alors di,i+1 = (Pi, Pi+1). Mais comme,
pour j = 0, on a giM0 = 〈xi, ei+1〉, pour tout 1 ≤ i ≤ n + 3, il suit que les co^tes de
(Pn+3,0) correspondent bijectivement aux R0 ∗ G-modules de Cohen-Macaulay projectifs
indecomposables. Soit maintenant k et k′ les nombres de sommets, exceptes Pi et Pi′, par
lesquels passent δi,i′ et δi′,i, respectivement. Alors on a k + k′ = n + 1. Posons |δi,i′ | ce
nombre incluant Pi et Pi′. Alors, on a |δi,i′ | = k + 2, avec 1 ≤ k ≤ n. Autrement dit
i′ = (i+ 1) + k, c'est-a-dire, di,i′ = di,(i+1)+k, pour tout 1 ≤ i ≤ n+ 3 et 1 ≤ k ≤ n. Mais
puisque les arcs di,i′ et di′,i sont homotopes, alors, si n est pair, on choisit j = min{k, k′}.
Par consequent, il suit 1 ≤ j ≤ n2 , c'est-a-dire, di,i′ = di,(i+1)+j, pour tout 1 ≤ i ≤ n + 3
et 1 ≤ j ≤ n2 . De me^me, dans le cas impair, on a di,i′ = di,(i+1)+j, pour tout 1 ≤ i ≤ n+3
et 1 ≤ j ≤ n−12 . Et, pour j = n+12 , on a k = k′, c'est-a-dire, di,i′ = di′,i, pour tout
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1 ≤ i ≤ n+3, ce qui fournit n+32 autres arcs supplementaires de me^me nombre de sommets
k par lesquels passent δi,i′ et δi′,i. Ainsi le nombre total exact d'arcs simples (Pn+3,0) dans
devient alors (n+ 3)n−12 +
n+3
2 =
n(n+3)
2 .
Les arcs simples di,i′ denis dans (Pn+3,0) sont des diagonales. Ces diagonales le par-
tagent en des triangles. Soit σ une triangulation quelconque de (Pn+3,0). On note e(i+1, j)
l'idempotent associe a la diagonale di,(i+1, j).
Nous reformulons l'indexation δ en terme d'algebre jacobienne gelee comme suit.
Theoreme 4.1.2 Pour toute diagonale di,(i+1, j) de σ, il existe un isomorphisme de (R0 ∗
Gn+3)-modules
e(i+1, j) σeF ∼= 〈xi,
jY
k=1
yi+k〉 (4.1.2)
Par consequent, l'application δ devient, en terme d'algebre jacobienne gelee, l'application
δ|σ denie comme suit
δ|σ : σ −→ J0
di, (i+1)+j 7−→ e(i+1, j) σeF
, pour un certain 1 ≤ i ≤ n+ 3 et 1 ≤ j ≤ n
(4.1.3)
tels que #(i+ 1, j) = n
Demonstration 4.1.3 On a 0 = eF 0σeF . Mais comme 0 est isomorphe a l'algebre
de groupe gauche R0 ∗ G = ⊕
i∈F
Pi = ⊕
i∈F
〈xi, ei+1〉, alors il s'ensuit eF 0σeF ∼= ⊕
i∈F
〈xi, ei+1〉.
Ainsi, on obtient
ei+1(eF 0σeF) ∼= ei+1( ⊕
i∈F
〈xi, ei+1〉), (4.1.4)
ei+1 
0
σeF ∼= 〈xi, ei+1〉, (4.1.5)
e(i+1, 0) 
0
σeF ∼= 〈xi,
jY
k=1
yi+k〉, pour j = 0, (4.1.6)
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ou e(i+1, 0) est l'idempotent du cote di, i+1 renumerote par (Pi, Pi+1) = (i + 1, 0), pour
tout 1 ≤ i ≤ n + 2, et par (Pn+3, P1) = (1, 0). Puisque chaque diagonale di,i+1+j est
parametre par sa source materialisee par ei+1Xi et le nombre de sommets (exceptes ses
extremites) que traverse son chemin de bords, donne par le produit
Qj
k=1 yi+k, donc on
pose ei+1,j = ei+1 +
Qj
k=1 yi+k, pour tout j 6= 0. Il sut de verier que ei+1,j est bien un
idempotent associe a di,i+1+j.
Denition 4.1.2 [CCS06] Un mouvement elementaire d'une diagonale di,(i+1)+j
dans l'interieur de (Pn+3,0) dans le sens horaire est une paire ordonnee (di,(i+1)+j, di′,(i′+1)+j′)
de diagonales denie comme suit :
 si j = 1, alors il existe precisement un mouvement elementaire dans le sens horaire
deni par di,(i+1)+j 7−→ di−1,(i+1)+j
 si 2 ≤ j ≤ n, alors il existe exactement deux mouvements elementaires dans le sens
horaire, a savoir di,(i+1)+j 7−→ di−1,(i+1)+j et di,(i+1)+j 7−→ di,i+j.
Exemple 4.1.1 La gure 4.3 qui suit illustre les deux mouvements elementaires possibles
dans le sens horaire d'une diagonale di,(i+1)+j dans l'interieur du polygone (Pn+3,0).
i− 1
i
yi+j
(i+ 1) + j
i
yi+j
yi+1
i+ j
(i+ 1) + j
xi
xi
xi−1
yi
Figure 4.3 { Mouvements elementaires dans le sens horaire
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Le dessin de gauche traduit, d'une part, le mouvement elementaire de la diagonale
di,(i+1)+j en la diagonale d(i−1),(i+1)+j en decalant dans le sens horaire la eche xi du
sommet Pi au sommet Pi−1 pour la remplacer par la eche xi−1 et en ajoutant dans
le sens anti-horaire une nouvelle eche externe yi autour du sommet Pi. Nous inter-
pretons cet ajout combine au decalage comme une multiplication a gauche par yi du
(R0 ∗ Gn+3)-module de Cohen-Macaulay 〈xi,
jY
k=1
yi+k〉 correspondant a la dite diagonale,
ce qui induit le morphisme irreductible 0 // 〈xi,
jY
k=1
yi+k〉 // 〈xi−1,
j+1Y
k=1
y(i−1)+k〉 de
(R0 ∗ Gn+3)-modules de Cohen-Macaulay. D'autre part, celui de droite decrit le mou-
vement elementaire de la diagonale di,(i+1)+j en la diagonale di,i+j en supprimant tout
simplement la derniere eche yi+j de but e(i+1)+j. Cette transformation peut aussi s'in-
terpreter dans CM(R0 ∗ Gn+3) comme une inclusion de 〈xi,
jY
k=1
yi+k〉 dans 〈xi,
j−1Y
k=1
yi+k〉,
ce qui donne le morphisme irreductible de (R0 ∗ Gn+3)-modules de Cohen-Macaulay
0 // 〈xi,
jY
k=1
yi+k〉 // 〈xi,
j−1Y
k=1
yi+k〉 . Plus precisement on a la proposition suivante.
Proposition 4.1.1 La categorie CM(R0 ∗Gn+3) admet, suivant la parite de n, des suites
presque scindees de la forme
0 // giMj
(αj
α′
j
)
// giMj−1 ⊕ gi−1Mj+1
(β′j β′j)// gi−1Mj // 0 , (4.1.7)
pour tout 1 ≤ i ≤ n+3 et 1 6 j 6 dn2 e, ou giMj est l'ideal de R0 ∗Gn+3 dont les elements
generateurs sont xi et
Qj
k=1 yi+k comme deni ci-haut, et les morphismes sont denis
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comme suit
αj(xia+
jY
k=1
yi+kb) = (xia+
jY
k=1
yi+kb) (4.1.8)
α′j(xia+
jY
k=1
yi+kb) = yi(xia+
jY
k=1
yi+kb) (4.1.9)
βj(xia+
j−1Y
k=1
yi+kb) = yi(xia+
j−1Y
k=1
yi+kb) (4.1.10)
β′j(xi−1a+
j+1Y
k=1
yi−1+kb) = −(xi−1a+
j+1Y
k=1
yi−1+kb). (4.1.11)
Demonstration 4.1.4 Soit Mj le R0-module de Cohen-Macaulay correspondant a la
factorisation de matrice (ϕj, ϕj), pour tout 0 6 j 6 n + 1, ou ϕj est comme dans
l'egalite 4.1.1. D'une part, le theoreme d'Auslander 2.2.1 applique a l'anneau R0 donne
τMj = Mj. La suite courte exacte correspondant au socle du k-module Ext1R0(Mj, τMj)
est donc donnee par l'extension (j,j) :=
0@ϕj εj
0 ϕj
1A , avec εj =
0@ 0 yj−1
−yn−j 0
1A ,
pour tout 1 6 j 6 n, voir [Yos90, Page 76]. D'autre part, l'isomorphisme de fac-
torisations de matrices (j,j) ∼= (ϕj−1, ϕj−1) ⊕ (ϕj+1, ϕj+1), deni par le morphisme
(λ, λ), ou λ =
0BBBBBB@
1 0 1 0
0 y 0 1 + y
y 0 y − 1 0
0 1 0 1
1CCCCCCA, d'inverse λ
−1 =
0BBBBBB@
1− y 0 1 0
0 −1 0 1 + y
y 0 −1 0
0 1 0 −y
1CCCCCCA, induit
dans CM(R0), par passage au conoyau, l'isomorphisme de modules de Cohen-Macaulay
cok(λ, λ) = γ : Ej //Mj−1
L
Mj+1 , avec γ =
0@1 1
y y − 1
1A, d'inverse γ−1 =
0@1− y 1
y −1
1A,
ou Ej = Coker(j), et Mj−1
L
Mj+1 = Coker(
0@ϕj−1 0
0 ϕj+1
1A). Ainsi, on obtient dans
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CM(R0) la suite presque scindee
0 //Mj
(10)
$$
(αβ) //Mj−1 ⊕Mj+1
γ−1

(α′ β′) //Mj // 0
Ej
γ
OO
(0 1)
:: ,
pour tout 1 6 j 6 n2 ou 1 6 j 6
n+ 1
2 , ou les morphismes
 
α
α′

et (β β′) sont denis par
la commutativite du diagramme, c'est-a-dire,
 
α
α′

=
 1
y

et (β β′) = (y − 1). Finalement,
cette suite, appliquee au foncteur exact F = R0 ∗Gn+3⊗R0 −, induit dans CM(R0 ∗Gn+3)
la suite presque scindee
0 // giMj
(αj
α′
j
)
// giMj−1 ⊕ gi−1Mj+1
(βj β′j)// gi−1Mj // 0 ,
ou les morphismes
 
αj
α′j

=
  1
yj

et (βj β′j) = (yj − 1).
Soit  (0) le carquois d'Auslander-Reiten de la categorie stable des modules de Cohen-
Macaulay CM(R0 ∗ Gn+3). L'ensemble des sommets ( (0))0 de  (0) est forme par les
CM(R0 ∗ Gn+3)-modules de Cohen-Macaulay indecomposables non projectifs, a isomor-
phisme pres, et l'ensemble de ses eches ( (0))1 est donne par les morphismes irreduc-
tibles correspondant aux mouvements elementaires des diagonales di,(i+1)+j dans (Pn+3,0).
Soit l'application τ1 : ( (0))0 → ( (0))0 denie par
τ1(〈xi,
jY
k=1
yi+k〉) = 〈xi+1,
jY
k=1
yi+1+k〉, pour tout 1 ≤ j ≤ n+ 1. (4.1.12)
Le carquois ( (), τ1) de la gure 4.4 donne une description de la categorie stable
CM(R0 ∗Gn+3). On note que ce carquois est borne par l'ordre du groupe Gn+3 et que sa
forme ressemble a un ruban de Mobius. De plus, il est ici simplie gra^ce a l'isomorphisme
(?) et est similaire au carquois d'Auslander-Reiten de la categorie amassee de type An.
Le theoreme 4.1.2 et celui dans la section qui suit, theoreme 4.2.1, conrment bien cette
similitude.
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Figure 4.4 { Carquois de la categorie stable CM(R0 ∗Gn+3) .
4.2 Module inclinant amasse dans CM(R0 ∗Gn+3)
Nous montrons l'existence (et calculons) de modules inclinants amasses dans CM(R0∗
Gn+3) et montrons que ceux-ci correspondent bijectivement aux triangulations σ de (Pn+3,0).
Ensuite, nous utilisons un resultat de Keller-Reiten [KR08, Theoreme 2.1. ] pour mon-
trer une equivalence triangulee entre les categories CM(R0 ∗Gn+3) et C(An). Ce resultat
s'enonce comme suit : si k est un corps parfait et C une categorie algebrique, c'est-a-dire
une categorie stable d'une categorie de Frobenius, triangulee 2-Calabi-Yau contenant un
objet inclinant amasse T , avec EndC(T ) isomorphe a l'algebre hereditaire kQ, alors il
existe une equivalence triangulee entre la categorie C et la categorie amassee C(kQ).
Denition 4.2.1 Soit C une categorie triangulee ou exacte. Un objet T dans C est dit
inclinant amasse si
add(T ) =

X ∈ C | Ext1C(T,X) = 0
	
=

X ∈ C | Ext1C(X,T ) = 0
	
,
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ou add(T ) est forme par des sommes directes nies de facteurs directs de T .
Dans la categorie amassee C(An), un module inclinant amasse s'interprete geometri-
quement comme une collection maximale d'arcs compatibles deux-a-deux de (Pn+3,0). La
proposition qui suit donne une caracterisation de cette compatibilite.
Proposition 4.2.1 Soit giMj et
gi′Mj′ deux R0 ∗ Gn+3-modules de Cohen-Macaulay in-
decomposables. Alors, pour tous 1 6 i 6 n+ 3 et 1 6 j 6 n+ 1, les conditions suivantes
sont equivalentes :
(a) Ext1R0∗Gn+3(giMj, gi′Mj′) 6= 0
(b) Ext1R0∗Gn+3(gi′Mj′ , giMj) 6= 0
(c) les deux diagonales di,(i+1)+j et di′,(i′+1)+j′ se croisent.
Demonstration 4.2.1 La proposition 4.1.1 permet d'ecrire que la condition (b) equivaut
a gi′ = gi−1 et j′ = j. Autrement dit, i′ = i − 1 et j′ = j, ce qui entraine que, i′ < i <
(i′+ j′)+1 < (i+ j)+1, d'ou la condition (c). De me^me, la condition (a) permet d'ecrire
que gi = gi′−1 et j = j′, de sorte qu'on ait i < i′ < (i + j) + 1 < (i′ + j′) + 1, ce qui
equivaut a la condition (c), d'ou le resultat.
Soit maintenant F l'ensemble des sommets geles du carquois avec potentiel (Qσ,Wσ).
On rappelle que les co^tes di,i+1 de (Pn+3,0) sont renumerotes comme dans le theoreme 4.1.2,
c'est-a-dire, F = {(i+1, 0), 1 ≤ i ≤ n+3}, tandis que les sommets internes, associes aux
diagonales di,(i+1)+j, pour tout 1 ≤ j ≤ n, sont denis par F = {(i+ 1, j), di,(i+1)+j ∈ σ}.
Theoreme 4.2.1 L'application σ 7−→ ⊕
F∪F
〈xi,
jY
k=1
yi+k〉 etablit une correspondance bijec-
tive entre l'ensemble des triangulations du polygone sans (Pn+3,0) et l'ensemble des iso-
classes de (R0 ∗Gn+3)-modules de Cohen-Macaulay inclinants amasses tel qu'il existe un
isomorphisme de k-algebres
End( σeF) ' ( σ)op
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Demonstration 4.2.2 Soit 1 l'identite de l'algebre jacobienne gelee  σ. De la decomposi-
tion 1 = eF+(1−eF), il suit  opσ =  σeF⊕ σ(1−eF) et  σeF = [eF σeF ]⊕[(1−eF) σeF ].
Or, pour  = eF σeF , on a :
End( σeF) = Hom( σeF , σeF)
= Hom(eF σeF ⊕ (1− eF) σeF , σeF)
∼=  σeF ⊕ Hom((1− eF) σeF , σeF).
Alors, on arme que Hom((1 − eF) σeF , σeF) est isomorphe a  σ(1 − eF). En ef-
fet, d'une part, l'isomorphisme de  σ-modules a gauche  σeF ∼= Hom σ(eF σ, σ) et le
theoreme d'adjonction entrainent l'isomorphisme fonctoriel
Hom((1− eF) σeF , σeF) ∼= Hom σ((1− eF) σeF ⊗ eF σ, σ).
D'autre part, puisque eF σ est un (− σ)-bimodule  σ-projectif de type ni, alors, d'apres
les isomorphismes
(1− eF) σeF ∼= (1− eF) σeF ⊗ eF σeF
∼= (1− eF) σeF ⊗ Hom σ(eF σ, eF σ),
il suit, d'apres [Ass97, Proposition 2.10], que
(1− eF) σeF ∼= Hom σ(eF σ, (1− eF) σeF ⊗ eF σ),
c'est-a-dire,
Hom σ(eF σ, (1− eF) σ) ∼= Hom σ(eF σ, (1− eF) σeF ⊗ eF σ), .
Autrement dit, d'apres [Ass97, Lemme 3.1.], on a
(1− eF) σ ∼= (1− eF) σeF ⊗ eF σ (4.2.1)
Finalement, en appliquant le foncteur Hom σ(−, eF σ) a cet isomorphisme, le resultat
s'ensuit. Il reste a montrer que ⊕
F∪F
〈xi,
jY
k=1
yi+k〉 =  σeF et est bien inclinant amasse.
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Tout d'abord, on a, d'une part
⊕
F∪F
〈xi,
jY
k=1
yi+k〉 = [⊕F 〈xi, ei+1〉]⊕ [⊕F 〈xi,
jY
k=1
yi+k〉]
= [eF σeF ]⊕ [ ⊕
di,(i+1)+j∈σ
e(i+1,j) σeF ], d'apres le theoreme 4.1.2.
Mais comme
P
di,(i+1)+j∈σ
e(i+1, j), note eF , est la somme de tous les idempotents correspon-
dant aux diagonales dans σ, c'est-a-dire, eF = (1− eF), l'egalite precedente devient
⊕
F∪F
〈xi,
jY
k=1
yi+k〉 = [eF σeF ]⊕ [eF σeF ]
= [eF + eF ] σeF
=  σeF .
D'autre part, de 〈xi, ei+1〉 projectif et 〈xi,
Qj
k=1 yi+k〉 de Cohen-Macaulay, il suit
Ext1R0∗Gn+3( σeF , σeF) = ⊕F ⊕F Ext
1
R0∗Gn+3(〈xi,
jY
k=1
yi+k〉, 〈xi,
jY
k=1
yi+k〉).
Donc, d'apres la proposition 4.2.1, les diagonales de σ sont compatibles deux-a-deux si,
et seulement si, Ext1R0∗Gn+3( σeF , σeF) = 0. Enn, la maximalite de σ combinee a la
correspondance bijective du theoreme 4.1.2 entrainent que tout X ∈ CM(R0 ∗Gn+3) veri-
ant Ext1R0∗Gn+3(X, σeF) = 0 est dans add( σeF) si, et seulement, si  σeF est inclinant
amasse.
Theoreme 4.2.2 Soit l'hypersurface R0 = k[[x, y]]/〈f〉 avec f = x2 + yn+1. Il existe une
equivalence triangulee entre la categorie amassee de type An et la categorie stable des
(R0 ∗Gn+3)-modules de Cohen-Macaulay, c'est-a-dire,
CM(R0 ∗Gn+3) ∼= C(An), (4.2.2)
ou
Gn+3 = {g =
  ζ 0
0 ζ−1
 | ζ = ei 2kpin+3 , ou k = 1, 2, ..., n+3}.
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Demonstration 4.2.3 Le corps residuel k de R0 est parfait, car de caracteristique nulle.
D'une part, soit Q associe a σ de (Pn+3,0) tel que (Q)0 = (Qσ)0 \ F . Ce carquois Q ainsi
deni est de type An. Par consequent, on a l'isomorphisme d'algebres  opσ /eF ∼= (kQ)op.
Cet isomorphisme, combine au theoreme 4.2.1, applique au passage au quotient, entrainent
EndR0∗Gn+3( σeF) ∼= (kQ)op. D'autre part, soit M un (R0 ∗ Gn+3)-module de Cohen-
Macaulay. Si M est projectif, alors il existe un (R0∗Gn+3)-module libre L et un (R0∗Gn+3)-
module de Cohen-Macaulay N tels que L =M ⊕N , de sorte que, pour tout (R0 ∗Gn+3)-
module de Cohen-Macaulay X, on ait :
Ext1R0∗Gn+3(X,L) ∼= Ext1R0∗Gn+3(X,M)⊕ Ext1R0∗Gn+3(X,N).
Par consequent, on obtient Ext1R0∗Gn+3(X,M) = 0, car R0 ∗ Gn+3 est 1-Gorenstein et L
libre. Inversement, si M est injectif, alors, en tant que (R0 ∗ Gn+3)-module de Cohen-
Macaulay, il est sous module d'un module projectif. Autrement dit, il existe une suite
exacte courte 0 //M // P // N // 0 dans CM(R0 ∗ Gn+3), avec P projectif.
L'injectivite de M entraine l'isomorphisme P = M ⊕ N . Par consequent, on obtient
Ext1R0∗Gn+3(M,X) = 0, pour tout X dans CM(R0 ∗ Gn+3). Cela montre que la categorie
exacte CM(R0 ∗Gn+3) est de Frobenius. Le reste suit du theoreme [Hap88, Theoreme 2.6]
combine au lemme 2.1.2 enonce au chapitre 2.
II) Cas du polygone a une ponction
4.3 Modules de Cohen-Macaulay sur 1
L'etude des modules de Cohen-Macaulay sur l'algebre jacobienne gelee 1 se fait di-
rectement a partir de celle faite sur 0. En eet celle-ci est rendue possible gra^ce a la
correspondance bijective zi = 2xi −
n+1+pY
k=1
yi+k. Cette relation permet de voir l'hypersur-
face R1 comme une singularite de Klein de type A2n+3. Mais, puisque 2n + 3 est impair,
alors on en deduit tous les resultats obtenus avec 0, pour n impair. Ainsi, nous reformu-
lons le theoreme 4.1.1 comme suit.
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Theoreme 4.3.1 Soit l'hypersurface R1 = k[[z, y]]/〈f〉 une k-algebre, ou f = x2+xyn+2,
et
Gn+3 = {g =
  ζ 0
0 ζ−1
 | ζ = ei 2kpin+3 , ou k = 1, 2, ..., n+3}.
Posons zi = 2xi −
n+2Y
k=1
yi+k. Alors les ensembles
E ′1 = {giM ′j = 〈zi,
jY
k=1
yi+k〉 | 0 6 j 6 (n+ 1), 1 6 i 6 n+ 3}
et
E ′2 = {giN+ = 〈+izi +
n+2Y
k=1
yi+k〉} ∪ {giN− = 〈−izi +
n+2Y
k=1
yi+k〉},
avec giM ′j
(∗)∼= gi+j+1M ′(2n+3)+1−j, ou le produit vide (j = 0) correspond a l'idempotent ei+1
du co^te i+1 et i multiplie par zi designe le nombre imaginaire pur et le i en indice satisfait
1 6 i 6 n + 3, contiennent exactement (n + 3)2 elements et forment la liste complete de
tous les R1 ∗Gn+3-modules de Cohen-Macaulay indecomposables a isomorphisme pres.
Demonstration 4.3.1 La preuve de ce theoreme decoule directement de celle de 4.1.1.
En eet le changement de variables zi = 2xi −
n+2Y
k=1
yi+k transforme la singularite R1 en
une singularite de Klein de type A(2n+3), notee R′. Mais comme (2n + 3) est impair et
R′ 1-Gorenstein, alors tout R′ ∗ Gn+3-module de Cohen-Macaulay est sous module de
module projectif. Par consequent, l'ensemble E ′1 suit, d'apres le theoreme 4.1.1, pour tout
0 ≤ j ≤ (2n+3)−12 = (n+ 1) et 1 ≤ i ≤ n+ 3, c'est-a-dire 0 ≤ ij ≤ (n+ 1)(n+ 3). D'autre
part, on a la factorisation z2+ y2(n+2) = (+iz+ yn+2)(−iz+ yn+2). On pose alors ψ+n+2 =
+iz+ yn+2 et ψ−n+2 = −iz+ yn+2. Donc, pour j = (2n+3)+12 = (n+2), le R′ ∗Gn+3-module
de Cohen-Macaulay giM ′n+2 se decompose en somme directe des R
′ ∗G-modules de Cohen-
Macaulay indecomposables 〈−izi +
n+2Y
k=1
yi+k〉 et 〈+izi +
n+2Y
k=1
yi+k〉, denis, respectivement,
par les factorisations de matrices (ψ+n+2, ψ−n+2) et (ψ−n+2, ψ+n+2). Cette decomposition est
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donnee par l'isomorphisme0@u
v
1A : M ′n+2 −→ N+ ⊕N−
(xia+
n+2Y
k=1
yi+k) 7−→
0@ψ+n+2(−ia+ b)
ψ−n+2(ia+ b)
1A ,
d'inverse 
u−1 v−1

: N+ ⊕N− −→ M ′n+20@ψ+n+2a
ψ−n+2b
1A 7−→ 12[ψ+n+2a+ ψ−n+2b]
et est induite, par passage au conoyau, par l'isomorphisme de factorisations de ma-
trices (
0@−i 1
i 1
1A ,
0@1 −i
1 i
1A) : (ϕn+2, ϕn+2) −→ (
0@ψ−n+2 0
0 ψ+n+2
1A ,
0@ψ+n+2 0
0 ψ−n+2
1A), voir
le diagramme 4.3.3 ci-dessous. Enn, en remplacant l'entier n par n′ = 2n + 3 dans
le morphisme denissant l'isomorphisme (∗) au theoreme 4.1.1, on obtient l'isomor-
phisme (∗). Toute fois, on note que, pour j = n + 2, on a gi+j+1M ′(2n+3)+1−j = giM ′j,
c'est-a-dire, l'isomorphisme (∗) devient une identite. Par consequent, ladite decompo-
sition fournit exactement 2(n + 3) modules de Cohen-Macaulay indecomposables non
projectifs sur (R′ ∗ Gn+3) supplementaires formant l'ensemble E ′2. Ce qui fait en tout
(n+1)(n+3)+2(n+3) = (n+3)2 isoclasses de (R′ ∗Gn+3)-modules de Cohen-Macaulay
indecomposables non projectifs.
Soient maintenant J ′ l'ensemble des R′ ∗Gn+3-modules de Cohen-Macaulay indecom-
posables, I ′ celui de tous les co^tes et arcs de (Pn+3,1) et di,i′ un arc simple comme deni
ci-haut mais pour i 6= i′. Si i = i′, alors j = n+ 2. Dans ce cas, on etiquette l'arc di,i par
d+i,i′ ou d
−
i,i′ . Plus generalement, on note d
±
i,i′ un arc quelconque dans l'interieur de (Pn+3,1),
ce qui designe soit un arc simple (i 6= i′) soit un arc etiquete (i = i′).
La denition qui suit est une version adaptee de 1.2.3 au polygone (Pn+3,1).
Denition 4.3.1 Un chemin d±i,i′ est un arc etiquete dans l'interieur de (Pn+3,1) si di,i′
et le chemin de bord δi,i′ forment un m-gone, pour tout m ∈ {3, 4, ..., n+ 3}, ou i = i′.
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Denition 4.3.2 Un mouvement elementaire d'un arc etiquete d±i,i′ dans (Pn+3,1)
dans le sens horaire est une paire ordonnee (d±i,(i+1)+j, (d
±
i′,(i′+1)+j′) d'arcs etiquetes denie
suivant les valeurs de j comme suit :
 si j = 1 et 2 ≤ j ≤ n, on a d±i,(i+1)+j = di,(i+1)+j. Par consequent on retrouve les
me^mes mouvements elementaires qu'a la denition 4.1.2 ;
 si j = n+1, on a |i− i′| = 1. Il existe alors deux types de mouvements elementaires
dans le sens horaire donnes par les applications di,i−1 7−→ di,i−2 et di,i−1 7−→ d±i−1,i−1 ;
 enn, si j = n+ 2, on a i = i′. Dans ce cas il existe un unique type de mouvement
elementaire deni par l'application d±i,i 7−→ di,i−1.
On note que les types de mouvements elementaires di,i−1 7−→ d±i−1,i−1 et d±i,i 7−→ di,i−1
donnent chacun lieu a deux possibilites de mouvements elementaires. Cette decomposition,
due a la possibilite d'etiqueter l'arc di,i soit en d
−
i,i soit en d
+
i,i, explique l'existence des suites
presque scindees avec trois termes medians, voir Proposition 4.3.1.
L'indexation habituelle des diagonales de (Pn+3,0) par les (R0 ∗Gn+3)-modules Cohen-
Macaulay, donnee au lemme 4.1.1, s'etend naturellement au polygone a une ponction
(Pn+3,1). Notons alors giM±j = giM ′j, si j 6= n + 2, et giM±j = giN+(ou giN−), sinon. Le
theoreme qui suit generalise ce resultat aux arcs etiquetes.
Theoreme 4.3.2 Il existe une correspondance bijective entre I ′ et J ′ denie comme suit
δ′ : I ′ −→ J ′
d±i,(i+1)+j 7−→ giM±j
, pour tout 1 ≤ i ≤ n+ 3 et 0 ≤ j ≤ n+ 2.
Demonstration 4.3.2 On raisonne suivant j = min{k, k′}. Le cas j = 0 est trivial. Si
j 6= n+2, on a d±i,i′ = di,i′, pour tout 1 ≤ i, i′ ≤ n+3. Mais comme les arcs di,i′ et di′,i ne
sont pas homotopes, alors il suit di,i′ = di,(i+1)+j, pour tout 1 ≤ i ≤ n+3 et 1 ≤ j ≤ n+ 1.
Ce qui fournit (n+3)(n+1) arcs simples di,(i+1)+j, a homotopie pres, correspondant aux
R′ ∗ Gn+3-modules Cohen-Macaulay indecomposables non projectifs giM±j = giM ′j. Et si
j = n + 2, alors d'une part, on a i = i′, c'est-a-dire, d±i,i′ = {d+i,i, d−i,i | 1 ≤ i ≤ n+ 3} et,
d'autre part, le R′ ∗Gn+3-modules Cohen-Macaulay indecomposables giM±n+2 se decompose
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en somme directe de giN+ = 〈+izi +
n+2Y
k=1
yi+k〉 et giN− = 〈−izi +
n+2Y
k=1
yi+k〉 denis par les
matrices de factorisations (ψ+n+2, ψ−n+2) et (ψ−n+2, ψ+n+2), pour tout 1 ≤ i ≤ n + 3. Enn,
en associant les arcs etiquetes d+i,i et d
−
i,i aux R
′ ∗Gn+3-modules Cohen-Macaulay giN+ et
giN−, respectivement, on etablit une correspondance bijective entre I ′ et J ′ .
Une partie des suites presque scindees des (R′ ∗ Gn+3)-modules de Cohen-Macaulay
sont denies presque de la me^me facon que celles dans CM(R0∗Gn+3), dans le cas ou est n
impair. La correspondance zi = 2xi−
n+2Y
k=1
yi+k traduit que les mouvements elementaires se
font quasiment de la me^me facon dans (Pn+3,1) et (Pn+3,0). Toutefois, la decomposition du
module giM±n+2 en somme directe donne lieu a d'autres types de suites presque scindees.
Plus precisement, on a la proposition qui suit.
Proposition 4.3.1 Soit l'hypersurface R′ = k[[x, y]]/〈f〉 une k-algebre , ou f = x2 +
y2n+4. Considerons le R′-module de Cohen-Macaulay M ′j correspondant a la matrice de
factorisation (ϕ′j, ϕ′j), ou
ϕ′j =
0@ z yj
y2n+4−j −z
1A (4.3.1)
Puisque n′ = 2n + 3 est impair, alors la categorie CM(R′ ∗ Gn+3) admet quatre types de
suites presque scindees denies comme suit.
 si j = 1, il existe une famille de suites presque scindees avec un seul terme median
donnees par
0 // giM ′1
α′1 // gi−1M ′2
β′1 // gi−1M ′1 // 0 ; (4.3.2)
 si 2 ≤ j ≤ n, il existe une famille de suites presque scindees avec deux termes
medians donnees, pour tout 1 ≤ i ≤ n+ 3, par
0 // giM ′j
(αj
α′
j
)
// giM ′j−1 ⊕ gi−1M ′j+1
(βjβ′j) // gi−1M ′j // 0 ; (4.3.3)
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 si j = n+1, il existe une famille de suites presque scindees avec trois termes medians
donnees par
0 // giM ′n+1
r // giM ′n ⊕ gi−1N+ ⊕ gi−1N− s // gi−1M ′n+1 // 0 , (4.3.4)
ou les matrices r et s sont donnees respectivement par
0BBB@
αn+1
λn+1
pin+1
1CCCA et βn+1 λ′n+1 pi′n+1 ;
 si j = n + 2, il existe deux familles de suites presque scindees avec un seul terme
median donnees par
0 // giN+
λ′n+1 // giM ′n+1
pin+1 // gi−1N− // 0 , (4.3.5)
0 // giN−
pi′n+1 // giM ′n+1
λn+1 // gi−1N+ // 0 , (4.3.6)
ou les morphismes αi et βi sont denis de la me^me facon que dans la proposition 4.1.1,
pour tout 1 ≤ i ≤ n+ 3 et 1 ≤ j ≤ n+ 1, et le reste (pourj = n+ 2) comme suit
λn+1(xia+
n+1Y
k=1
yi+kb) = ψ+n+2(−iyi−1a+ b), (4.3.7)
pin+1(xia+
n+1Y
k=1
yi+kb) = ψ−n+2(iyi−1a+ b), (4.3.8)
λ′n+1(ψ+n+2a) = −
1
2ψ
+
n+2a, (4.3.9)
pi′n+1(ψ−n+2b) = −
1
2ψ
−
n+2b. (4.3.10)
Demonstration 4.3.3 Il sut de montrer le cas j = n + 1, les cas j = 1 et 1 ≤ j ≤ n
se calculent comme a la proposition 4.1.1, en remplacant partout n par 2n + 3 sauf pour
l'ordre de Gn+3 qui reste toujours egal a n+3 tandis que le cas j = n+2 suit de celui de
j = n + 1 et du theoreme d'Auslander 2.2.1 applique a R′, ce qui donne τN±j = N∓j . En
fait, le cas j = n + 1 est le resultat de la decomposition de giM±n+2 en somme directe de
giN+ et giN−, voir le diagramme 4.3.3. Dans ce contexte, les morphismes λn+1 et pin+1
correspondent, d'une part, aux mouvements elementaires di,i−1 7−→ d+i−1,i−1 et di,i−1 7−→
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d−i−1,i−1. Mais comme ces deux mouvements sont identiques en terme de deplacement,
c'est-a-dire, correspondent a une multiplication a droite par yi ou a gauche par yi−1, mais
dierents en terme d'etiquetage, on les distingue par l'isomorphisme λ =
0@u
v
1A, induit par
passage au conoyau par la matrice
0@−i 1
i 1
1A, en les factorisant chacun, respectivement,
par la premiere et deuxieme ligne de cette matrice, voir la suite exacte 4.3.13.
0

k[[x, y]]2
0BBB@1 −i1 i
1CCCA

ϕ′n+2 // k[[x, y]]2
0BBB@−i 1
i 1
1CCCA

 
z yn+2
!
//M±n+2
0BBB@u
v
1CCCA

// 0
k[[x, y]]2
1
2i
0BBB@ i i−1 1
1CCCA

0BBB@ψ
−
n+2 0
0 ψ+n+2
1CCCA
// k[[x, y]]2
1
2i
0BBB@−1 1
i i
1CCCA

0BBB@ψ
+
n+2 0
0 ψ−n+2
1CCCA
// N+ ⊕N−
 
u−1 v−1
!

// 0
k[[x, y]]2
ϕ′n+2 // k[[x, y]]2
 
z yn+2
!
//M±n+2

// 0
0
0@u
v
1A
2×1
(xia+
n+2Y
k=1
yi+kb)1×1 =
0@ψ+n+2(−iyi−1a+ b)
ψ−n+2(iyi−1a+ b)
1A
2×1
(4.3.11)
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
u−1 v−1

1×2
0@ψ+n+2a
ψ−n+2b
1A
2×1
= 12[ψ
+
n+2a+ ψ−n+2b] (4.3.12)
M ′n+2
β′n+1=−Id
##
0 //M ′n+1
α′n+1=yi−1
##
0BBB@λn+1
pin+1
1CCCA
// N+ ⊕N−
λ−1
OO
 
λ′n+1 pi
′
n+1
!//M ′n+1 // 0
M ′n+2
λ
OO
(4.3.13)
Ainsi, on obtient λn+1 = u ◦ α′n+1 et pin+1 = v ◦ α′n+1, avec u et v denis en 4.3.11.
D'autre part, les morphismes λ′n+1 et pi
′
n+1 correspondent aux mouvements elementaires
d+i−1,i−1 7−→ di−1,i−2 et d−i−1,i−1 7−→ di−1,i−2, ce qui est une inclusion, voir 4.1.2. De me^me,
on utilise l'inverse de λ pour dierencier ces deux mouvements en terme d'etiquetage. Par
consequent, on obtient λn+1 = β′n+1 ◦ u−1 = −u−1 et pi′n+1 = β′n+1 ◦ v−1 = −v−1, avec v−1
et v−1 denis en 4.3.12.
Soit  (′) le carquois d'Auslander-Reiten de la categorie stable CM(R′ ∗ Gn+3). Ce
carquois est aussi simplie gra^ce a l'isomorphisme (?) : giM ′j ∼= gi+j+1M ′2n+4−j, pour tout
1 ≤ i ≤ n + 3 et 1 ≤ j ≤ 2n + 4. L'ensemble de ses sommets ( (′))0 est forme par
les isoclasses de R′ ∗Gn+3-modules de Cohen-Macaulay indecomposables non projectifs et
celui de ses eches ( (′))1 est donne par les morphismes irreductibles correspondant aux
mouvements elementaires des arcs etiquetes d±i,(i+1)+j dans (Pn+3,1). La decomposition de
giM±n+2 en les modules
giN− et giN+ non isomorphes etablit une similitude entre  (′) et
le carquois d'Auslander-Reiten de la categorie amassee de type Dn+3. Dans ce qui suit,
nous montrons que c'est eectivement le cas.
Soit τ1 : ( (′))0 → ( (′))0 l'application denie, pour tout 1 ≤ j ≤ n+ 1, par
τ ′1(〈zi,
jY
k=1
yi+k〉) = 〈zi+1,
jY
k=1
yi+1+k〉, pour tout 1 ≤ i ≤ n+ 3,
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et, pour j = n+ 2, par
τ ′1(〈±izi +
n+2Y
k=1
yi+k〉) = 〈∓izi+1 +
n+2Y
k=1
yi+1+k〉, pour tout 1 ≤ i ≤ n+ 3.
Lemme 4.3.1 ( (′), τ ′1) est un carquois a translation stable.
Demonstration 4.3.4 Par construction, il para^t evident que l'application τ ′1 est une bi-
jection. D'autre part, la proposition 4.3.1 etablit que, pour tout R′∗Gn+3-module indecom-
posables non projectif giM±j et
gi′M±j′ , il existe une eche
giM±j
γ // gi′M±j′ si, et seule-
ment, si i′ = i et j′ = j−1 ou i′ = i−1 et j′ = j+1, pour tout 1 ≤ i ≤ n+3 et 1 ≤ j ≤ n+2,
c'est-a-dire, si, et seulement, si soit gi′M±j′ = giM±j−1 et τ ′1(gi′M±j′ ) = gi+1M±j−1 soit gi′M±j′ =
gi−1M±j+1 et τ
′
1(gi′M±j′ ) = giM±j+1, pour tout 1 ≤ i ≤ n + 3 et 1 ≤ j ≤ n + 2, ce qui cor-
respond, d'apres le theoreme 4.3.2, soit a la diagonale d(i+1),((i+1)+1)+(j−1) = d(i+1),(i+1)+j
soit a la diagonale di,(i+1)+(j+1). Par consequent, il suit, d'apres la denition 4.1.2, qu'il
existe un unique mouvement elementaire soit di+1,(i+1)+j
µ // di,(i+1)+j , correspondant
a la multiplication a gauche par yi+1 = αi+1, soit di,(i+1)+(j+1)
µ // di,(i+1)+j , corres-
pondant a l'inclusion βi, respectivement, d'ou un unique morphisme irreductible soit
gi+1M±j−1
δ(µ) // giM±j soit
giM±j+1
δ(µ) // giM±j , respectivement. Enn, puisqu'il existe au
plus une eche d'un sommet a l'autre, alors le resultat s'ensuit.
On rappelle que le carquois d'Auslander-Reiten de la categorie amassee de type
0

(Dn+3) : (n+ 1) noo oo 1oo ,
0
]]
note  (Dn+3), est un carquois a translation stable forme de n copies de (Dn+3) et deni
comme suit
(Zn+3 × Dn+3)0 = {(m, i) |m ∈ Zn+3, i ∈ (Dn+3)0},
(Zn+3 × Dn+3)1 = { (m, i) (m,α)// (m, j) | α ∈ (Dn+3)1} ∪ { (m, j) (m,α
′)// (m− 1, i) | α′ = −α},
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admet pour translation l'application τ : (Zn+3 × Dn+3)0 // (Zn+3 × Dn+3)0 denie par
τ(m, i) =
8<: (m+ 1, i), si m = n+ 3, j ∈ {0, 0} et n pair(m+ 1, i), sinon.
Exemple 4.3.1 (Cas n impair) Pour n = 1, on a
0

(D4) : 2 1oo
0
]]
Dans ce cas, le carquois de la categorie amassee de type D4 se presente comme dans la
gure 4.5 qui suit
(2, 2)

(1, 2)

(4, 2)

(3, 2)

(2, 2)

(1, 1)
DD


(4, 1)
DD


(3, 1)
DD


(2, 1)
DD


(1, 1)


(4, 0)
DD
(3, 0)
DD
(2, 0)
DD
(1, 0)
DD
(4, 0)
(4, 0)
JJ
(3, 0)
JJ
(2, 0)
JJ
(1, 0)
JJ
(4, 0)
Figure 4.5 { Carquois d'Auslander-Reiten de la categorie ammasee de type D4
Exemple 4.3.2 (Cas n pair) Pour n = 2, on a
0

(D4) : 3 2oo 1oo
0
]]
102
Dans ce cas, le carquois de la categorie amassee de type D5 se presente comme dans la
gure 4.6 qui suit
(3, 3)

(2, 3)

(1, 3)

(5, 3)

(4, 3)

(3, 3)

(2, 2)
DD

(1, 2)
DD

(5, 2)
DD

(4, 2)
DD

(3, 1)

DD
(2, 2)

(1, 1)
DD


(5, 1)
DD


(4, 1)
DD


(3, 1)
DD


(2, 1)
DD


(1, 1)


(5, 0)
DD
(4, 0)
DD
(3, 0)
DD
(2, 0)
DD
(1, 0)
DD
(5, 0)
(5, 0)
JJ
(4, 0)
JJ
(3, 0)
JJ
(2, 0)
JJ
(1, 0)
JJ
(5, 0)
Figure 4.6 { Carquois d'Auslander-Reiten de la categorie amassee de type D5
Le carquois ( (′), τ ′1) decrit a la gure 4.7 represente deux cas de gures identiques de
par leurs formes mais dierents. Cette dierence provient de la denition de la translation
τ ′1 dans ( (′))0, pour j = n + 2, combinee a la parite de n. Dans ce cas, si n est pair,
alors n + 3 est impair et, par consequent, la suite alternee des (giN∓) au niveau νn+2
commence par un signe et se termine par son contraire. Autrement dit, elle se termine
par deux nombres consecutifs de me^me parite, par l'exemple, ici par 1 et n + 3, voir la
gure 4.6 dans l'exemple qui suit. Tandis que, si n est pair, alors n+ 3 est impair et, par
suite, ladite suite commence par un signe et se termine par le me^me signe, voir gure 4.5.
Theoreme 4.3.3 Le carquois ( (1), τ ′1) est un carquois de translation stable et est iso-
morphe au carquois d'Auslander-Rieten de la categorie amassee de type Dn+3.
Demonstration 4.3.5 Soit l'application pi : ( (1))0 → ( (Dn+3))0 denie par
pi(〈zi,
jY
k=1
yi+k〉) = (i, n+ 2− j), pour tout i ∈ Zn+3 et 1 ≤ j ≤ n+ 1, (4.3.14)
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gn+1M ′1

gnM ′1

gn−1M ′1

gn+2M ′1

gn+1M ′1

gnM ′2

GG
gn−1M ′2

FF
gn−2M ′2

gn+1M ′2

DD
gnM ′2

gn−1M ′3
FF
gn−2M ′3
DD
gn−3M ′3
gnM ′3
FF
gn−1M ′3
g1M ′n+1


gn+3M ′n+1


gn+2M ′n+1


g2M ′n+1


g1M ′n+1


gn+3N+
DD
gn+2N−
DD
gn+1N+
FF
g1N∓
FF
gn+3N±
gn+3N−
JJ
gn+2N+
JJ
gn+1N−
JJ
g1N±
JJ
gn+3N∓
Figure 4.7 { Carquois d'Auslander-Reiten de la categorie stable CM(R′ ∗Gn+3)
et, pour j = n+ 2, par
pi(〈±izi +
n+2Y
k=1
yi+k〉) =
8<: (i, 0)±, si i est impair(i, 0)∓, sinon , pour tout i ∈ Zn+3 , (4.3.15)
ou la notation (i, 0)± signie (i, 0)+ = (i, 0) et (i, 0)− = (i, 0). On note que pi est cor-
rectement denie, car tout module de Cohen-Macaulay indecomposable giM±j est deni
par l'unique parametre (i, j), pour tout i ∈ Zn+3 et 1 ≤ j ≤ n + 2. Pour j xe, no-
tons νj le sous-ensemble de  (1)0 regroupant les sommets de me^me degre j. Le carquois
 (1) admet donc (n + 3) niveaux dierents comme dans  (Dn+3). Soit alors l'ensemble
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{νj}1≤j≤n+2 une (n+ 2)-partition de ( (1))0. On a
νj = {〈zi,
jY
k=1
yi+k〉 | 1 ≤ i ≤ n+ 3}, pour tout 1 ≤ j ≤ n+ 1,
et, pour j = n+ 2,
νn+2 = {〈−izi +
n+2Y
k=1
yi+k〉 | 1 ≤ i ≤ n+ 3}
[
{〈+izi +
n+2Y
k=1
yi+k〉 | 1 ≤ i ≤ n+ 3}
En associant, par pi, chaque partition νj au niveau n + 2 − j des sommets (i, n + 2 − j)
dans  (Dn+3) et la partition νn+2 a ses deux derniers niveaux, correspondant aux sommets
(i, 0) et (i, 0), pour tout 1 ≤ i ≤ n + 3, on obtient ainsi une bijection. De me^me, dans
les gures 4.8 et 4.9 qui suivent, la commutativite des diagrammes montre que chaque
eche dans ( (1))1 correspond, via pi, a une unique eche dans ( (Dn+3))1 et vice-versa,
c'est-a-dire, pi denit aussi une bijection de ( (1))1 dans ( (Dn+3))1.
 Pour tout 1 ≤ j < n+ 1 :
〈zi,
j−1Y
k=1
yi+k〉  pi // (i, n+ 3− j)
〈zi,
jY
k=1
yi+k〉
αi
77
α′i ''
 pi // (i, n+ 2− j)
(i, α)
88
(i, α′)
&&
〈zi−1,
j+1Y
k=1
yi−1+k〉  pi // (i− 1, n+ 1− j)
Figure 4.8 { Diagrammes commutatifs formes par les n premiers niveaux
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 Pour j = n+ 1 :
giM ′n
 pi // (i, 2)
giM ′n+1
αn+1
99
pin+1

λn+1
%%
 pi // (i, 1)
(i, α)
::

(i, α′)
$$
gi−1N+ 
pi // (i− 1, 0)
gi−1N−  pi // (i− 1, 0)
Cas i impair
giM ′n
 pi // (i, 2)
giM ′n+1
αn+1
99
pin+1

λn+1
$$
 pi // (i, 1)
(i, α)
::

(i, α′)
$$
gi−1N+  pi // (i− 1, 0)
gi−1N−  pi // (i− 1, 0)
Cas i pair
Figure 4.9 { Diagrammes commutatifs formes par les niveaux νn , νn+1 et νn+2
 Pour j = n+ 2 :
gi−1M ′n+1
 pi // (i− 1, 1)
gi−1N+
λ′n+1
88
 pi // (i− 1, 0)
(i−1, α) 88
gi−1N−
pi′n+1
AA
 pi // (i− 1, 0)
(i−1, α)
@@
Cas i impair
gi−1M ′n+1
 pi // (i− 1, 1)
gi−1N+
λ′n+1
88
 pi // (i− 1, 0)
(i−1, α) 88
gi−1N−
pi′n+1
AA
 pi // (i− 1, 0)
(i−1, α)
@@
Cas i pair
Figure 4.10 { Diagrammes commutatifs formes par les niveaux νn+1 et νn+2
 Pour tout 1 ≤ j ≤ n+ 1 :
〈zi+1,
jY
k=1
yi+1+k〉
_
pi

〈zi,
jY
k=1
yi+k〉τ
′
oo
_
pi

(i+ 1, n+ 2− j) (i, n+ 2− j)τoo
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 Pour j = n+ 2 :
gi+1N+_
pi

giN−τ
′
oo
_
pi

(i+ 1, 0) (i, 0)τoo
gi+1N−_
pi

giN+τ
′
oo
_
pi

(i, 0) (i− 1, 0)τoo
Figure 4.11 { Cas i impair
gi+1N+_
pi

giN−τ
′
oo
_
pi

(i+ 1, 0) (i, 0)τoo
gi+1N−_
pi

giN+τ
′
oo
_
pi

(i+ 1, 0) (i, 0)τoo
Figure 4.12 { Cas i pair
g1N+_
pi

gn+3N−τ
′
oo
_
pi

(1, 0) (n+ 3, 0)τoo
g1N−_
pi

gn+3N+
τ ′oo
_
pi

(1, 0) (n+ 3, 0)τoo
Figure 4.13 { Cas i = n+ 3 et n impair
g1N+_
pi

gn+3N−τ
′
oo
_
pi

(1, 0) (n+ 3, 0)τoo
g1N−_
pi

gn+3N+τ
′
oo
_
pi

(1, 0) (n+ 3, 0)τoo
Figure 4.14 { Cas i = n+ 3 et n pair
Par consequent, il suit que pi denit bien un isomorphisme de carquois. Enn, la com-
mutativite des diagrammes dans les gures 4.11, 4.12, 4.13 et 4.14 qui suivent permet de
verier que la translation d'Auslander-Reiten τ dans  (Dn+3) correspond a la translation
τ ′1 dans  (1) via l'isomorphisme pi.
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Nous terminons ce dernier chapitre de cette these par le theoreme 4.3.4 qui suit. Ce
theoreme resume les principaux theoremes de ce chapitre et etablit le lien existant entre
triangulations du polygone a p-ponctions (Pn+3,p), pour chaque p ∈ {1, 2}, et les categories
amassees de type An et Dn+3, respectivement.
Theoreme 4.3.4 Soit p ∈ {0, 1} xe, σp une triangulation etiquetee du polygone (Pn+3,p),
di,(i+1)+j un arc etiquete et zi = 2xi −
n+1+pY
k=1
yi+k. Notons xi,p =
8<: xi si p=0zi si p=1 et posons
G = Gn+3 = {
  ζ 0
0 ζ−1
 | ζ = ei 2kpin+3 , ou k = 1, 2, ..., n+3}.
Alors
(1) L'ensemble des (Rp ∗ G)-modules de Cohen-Macaulay indecomposable, a isomor-
phisme pres, est donne par
Ep = {giMj = 〈xi,p,
jY
k=1
yi+k〉 : 0 6 j 6 dn2 e; 1 6 i 6 |G|}
[
p.{giN± = 〈+izi ±
n+2Y
k=1
yi+k〉}.
(2) L'application d±i,(i+1)+j 7−→
8<: giMj± si p = 1giMj sinon qui associe a tout sommet de Qσp
un Rp ∗G-module de Cohen-Macaulay etablit des correspondances bijectives :
{Co^tes et arcs di,(i+1)+j} ←→ {isoclasses de CM(Rp ∗G)-modules indecomposables 〈xi,p,
jY
k=1
yi+k〉};
{Co^tes di,(i+1)} ←→ {isoclasses de CM(Rp ∗G)-modules projectifs indecomposables 〈xi,p, ei+1〉},
{Triangulations σp} ←→ {isoclasses de CM(Rp ∗G)-modules inclinants amasses  pσeF},
{Mouvements elementaires} ←→ {isoclasses de CM(Rp ∗G)-morphismes irreductibles},
telle que, si p = 0, alors j varie entre 0 et dn2 e suivant la parite de n et, si p = 1, il varie
entre 0 et n+ 2.
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(3) Pour tout module inclinant amasse  pσeF = ⊕
F∪F
〈xi,
jY
k=1
yi+k〉 et pour chaque p = 0, 1,
il existe une correspondance bijective
EndRp∗Gn+3( pσeF) ' ( pσ)op.
(4) Il existe une equivalence triangulee
CM(Rp ∗Gn+3) ' C(kQ), (4.3.16)
ou Q = An, pour p = 0 et Q = Dn+3 pour p = 1.
(5) Le carquois ( (1), τ ′1) est un carquois a translation stable et est isomorphe au car-
quois d'Auslander-Reiten de la categorie amassee de type Dn+3.
Demonstration 4.3.6 (1) La preuve du cas p = 0 renvoie au theoreme 4.1.1 tan-
dis que celle du cas p = 1 refere au theoreme 4.3.1. En eet, si p = 0, l'ensemble
p.{giN± = 〈+izi ±
n+2Y
k=1
yi+k〉} est vide. Alors, en posant np = n et xi,0 = xi, pour tout
1 ≤ i ≤ |G|, l'ensemble E0 concide avec l'ensemble E1 au theoreme 4.1.1. D'autre part,
si p = 1, l'ensemble p.{giN± = 〈+izi ±
n+2Y
k=1
yi+k〉} coincide avec l'ensemble E ′2 du theo-
reme 4.3.1 et en posant xi,1 = zi, pour tout 1 ≤ i ≤ |G|, il s'ensuit np = 2n + 2. Par
consequent on obtient E1 = E ′1
S
E ′2, ou E
′
1 est l'autre ensemble qui complete la liste des
classes d'isomorphismes des (R1 ∗Gn+3)-modules de Cohen-Macaulay dans 4.3.1. (2) Les
premieres correspondances renvoient au lemme 4.1.1 et au theoreme 4.3.1, la deuxieme a
la propositions 4.1.1 combinee a la proposition 4.3.1. (3) Le cas p = 0 renvoie a la preuve
du theoreme 4.2.1. La preuve du cas p = 1 se fait de la me^me facon que celle du cas p = 0,
il sut d'ajouter a  0σeF les nouveaux modules
giN± dans (R1 ∗Gn+3). Enn, pour (4) et
(5), voir preuves des theoremes 4.2.2 et 4.3.3.
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CONCLUSION
Dans cette these, nous avons propose une methode de categorication des algebres
amassees de types An et Dn+3 a l'aide de la theorie des factorisations de matrices sur une
singularite de Klein combinee a celle des modules de Cohen-Macaulay sur une algebre
jacobienne gelee associee au polygone (Pn+3,p), pour chaque p ∈ {0, 1}.
Nous avons vu au chapitre 2 que ces CM-module, consideres sur une k-algebre 1-
Gorenstein A de dimension peut-e^tre innie, pouvaient e^tre caracterises comme des sous-
modules de modules projectifs. Cela a permis d'etablir une equivalence entre la categorie
CM(A ∗G) et la categorie de groupe gauche CM(A) ∗G.
Puis nous avons montrer au chapitre 3 que l'algebre jacobienne a bords geles associee
a une triangulation σ d'une surface de bords marques avec ponctions (S,M) depend
uniquement de la surface, c'est-a-dire p(σ) = p(S,M). En particulier, nous avons calculer
explicitement cette algebre pour tout polygone a p-ponctions (Pn+3,p), pour tout p ∈ N,
sous forme d'algebre de groupe gauche d'un groupe cyclique d'ordre ni Gn+3 sur une
singularite d'hypersurface Rp, note 
p = Rp ∗ Gn+3. Nous avons vu, dans les cas ou
p ∈ {0, 1}, que les algebres p sont 1-Gorenstein.
Utilisant cette propriete, nous avons pu calculer au chapitre 4, pour chaque p ∈ {0, 1},
tous les isoclasses de CM(Rp ∗ Gn+3)-modules indecomposables sous forme d'ideal bila-
tere giMj = 〈xi,p,
Qj
k=1 yi+k〉 ∼= yi〈xi,p,
Qj
k=1 yi+k〉 et montrer que ceux-ci correspondent
bijectivement aux arcs etiquetes di,(i+1)+j dans (Pn+3,p). Cette expression particuliere des
isoclasses de CM-modules indecomposables donne une interpretation des arc etiquetes
di,(i+1)+j en terme de polyno^mes fi,j(x, y) = yi.xi,p +
jY
k=0
yi+k = xi−1,p.yi−1 +
jY
k=0
yi+k,
consideres a equivalence pres, dans l'anneau quotient Rp[xi, yi], pour tout 1 ≤ i ≤ n + 3
et 1 ≤ j ≤ dne ou 1 ≤ j ≤ n+ 2, respectivement.
Ensuite nous avons montre, d'une part, l'existence de modules inclinants amasses
dans CM(Rp ∗Gn+3) et utiliser un resultat de Keller-Reiten [KR08, Theoreme 2.1. ] pour
montrer une equivalence triangulee entre la categorie CM(R0 ∗Gn+3) et la categorie amas-
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see C(An). Cette equivalence, combine a celle entre la categorie CM(R0) et la categorie
1-amassee de type An donnee par un resultat classique de la correspondance de Mac-
kay [AIR15] [Yos90], permet d'interpreter C(An) comme une categorie de groupe gauche
d'une categorie 1-amassee de type Dynkin. D'autre part, gra^ce a la correspondance bijec-
tive denie par l'equation zi = 2xi −
n+1+pY
k=1
yi+k, nous avons puis traduire l'hypersurface
R1 en une singularite de Klein de type A2n+3 et ainsi etablir une equivalence entre la
categorie CM(R′ ∗Gn+3) et la categorie amassee C(Dn). Cette transformation montre un
lien existent entre ces deux types de categories amassees via une action de Gn+3.
Au terme de ce travail, quelques perspectives de recherches s'orent a nous a savoir :
(1) Soit p ∈ {0, 1}. Sachant qu'il existe une correspondance bijective entre variables
amassees dans AAn (respectivement dans ADn) et arcs etiquetes dans (Pn+3,p) d'une
part, et entre arcs etiquetes dans (Pn+3,p) et isoclasses de CM-modules indecompo-
sables giMj d'autre part, quelles serait l'interpretation de la combinatoire observee
dans les giMj en terme de phenomene de Laurent auquel obeissent les variables
amassees ?
(2) Pour p > 2, existe-t-il d'autres classes d'algebres amassees AQ pouvant e^tre cate-
goriees par les categories stables de modules de Cohen-Macaulay CM(Rp ∗Gn+3) ?
La cas p = 2 correspondrait aux algebres amassees de type D˜n+3.
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