High quality spectra of 90 blue supergiant stars in the Large Magellanic Cloud are analyzed with respect to effective temperature, gravity, metallicity, reddening, extinction and extinction law. An average metallicity, based on Fe and Mg abundances, relative to the Sun of [Z] = -0.35±0.09 dex is obtained. The reddening distribution peaks at E(B-V) = 0.08 mag, but significantly larger values are also encountered. A wide distribution of the ratio of extinction to reddening is found ranging from R v = 2 to 6. The results are used to investigate the blue supergiant relationship between flux-weighted gravity, g f ≡ g/T 4 eff , and absolute bolometric magnitude M bol . The existence of a tight relationship, the FGLR, is confirmed. However, in contrast to previous work the observations reveal that the FGLR is divided into two parts with a different slope. For flux-weighted gravities larger than 1.30 dex the slope is similar as found in previous work, but the relationship becomes significantly steeper for smaller values of the flux-weighted gravity. A new calibration of the FGLR for extragalactic distance determinations is provided.
INTRODUCTION
Blue supergiants of spectral type A and B are the brightest stars in the universe with absolute visual magnitudes up to M V −9.5 mag. They have long been recognized as potentially valuable distance indicators in external galaxies (Hubble 1936; Petrie 1965; Crampton 1979; Tully & Wolff 1984; Hill et al. 1986; Humphreys 1988) . With the advent of very large telescopes of the 8 to 10m class equipped with efficient multi-object spectrographs and with the improvements of non-LTE model atmosphere techniques it has become possible to obtain high signal-to-noise spectra of individual supergiant stars in galaxies beyond the Local Group and to quantitatively analyze these spectra to determine stellar parameters such as effective temperature T eff , gravity log g and metallicity with unprecedented accuracy and reliability. This work has led to the detection of a tight relationship between stellar absolute bolometric magnitude M bol and the "flux-weighted gravity" g f ≡ g/T 4 eff (T eff in units of 10 4 K) of the form M bol = a(log g f − 1.5) + b,
the "Flux-weighted Gravity -Luminosity Relationship (FGLR)" (see Kudritzki et al. 2003) .
The simple form of the FGLR can be well understood as the result of massive star evolution from the main sequence to the red supergiant phase with constant luminosity and constant mass. Under these simplifying assumptions g/T 4 eff remains constant during the evolution accross the Hertzsprung-Russell Diagram and the FGLR is then the result of a simple relationship between stellar luminosity L and stellar mass M , L ∼ M x , where the exponent x is a constant number of the order of 3 (see Kudritzki et al. 2008, for details) . In reality, the luminosity is not exactly constant during the evolution and also the exponent x decreases with increasing stellar mass, but the FGLR still holds, as a recent detailed investigation using state-of-the-art stellar evolution calculations combined with population synthesis has shown (Meynet et al. 2015) .
After a first calibration ) the FGLR-technique has turned into a powerful tool to determine distances to a variety of galaxies in the Local Group (WLM - Urbaneja et al. 2008; M 33 -U et al. 2009 ) and beyond (M 81 - Kudritzki et al. 2012; NGC 3109 -Hosek et al. 2014; NGC 3621 -Kudritzki et al. 2014 ) with a great potential to map the local universe out to 10 Mpc with present day telescopes and to reach distances of 30 Mpc with the next generation of extremely large telescopes. The advantage of the technique is that it uses a spectroscopic method where the analysis of the spectrum yields the intrinsic stellar energy distribution allowing for an accurate correction of interstellar reddening and extinction, usually a significant source of uncertainty for many other alternative distance determination methods. In addition, since stellar metallicity is also obtained from the spectra, effects of metallicity on the calibration, if existent, could also be accounted for (we note, however, that the recent work by Meynet et al. 2015 indicates that metallicity effects of the FGLR-method are very small).
A potential weakness of the present work applying the FGLR-technique lies in the calibration of the method. Kudritzki et al. (2008) combined blue supergiant observations from eight galaxies, with distances obtained from a variety of other methods, such as cepheids, eclipsing binaries, stellar cluster membership, etc. A much cleaner way (in the absence of accurate distances for Milky Way blue supergiants) for the calibration is to use solely the Large Magellanic Cloud (LMC) and its blue supergiants. After the work by Pietrzynski et al. (2013) , who carried out a comprehensive study of late spectral type eclipsing binaries, the distance to the LMC is known with an accuracy of two percent. This provides an excellent basis for a new calibration of the FGLR.
In this paper, we carry out a first step towards such a new calibration. We present new spectroscopic observations of a sample of 32 blue supergiants obtained with the Magellan Echellete spectrograph at the Las Campanas Clay Telescope. Our core sample is complemented with spectra of another 58 LMC supergiant stars collected from other sources. The spectroscopic material is described in section 2, which also contains a discussion of the combined optical, near-and mid-IR photometry used for the FGLR in conjunction with spectroscopy. The spectra and photometry are then analyzed with respect to effective temperature T eff , gravity log g, metallicity, reddening E(B-V), extinction A V and extinction law characterized by R v = A V /E(B-V). The analysis method is introduced in section 3 and the results are presented in section 4. Section 5 finally discusses the observed FGLR of LMC blue supergiants and introduces a new calibration. The paper finishes with the conclusions and important aspects of future work in section 6.
OBSERVATIONAL DATA

Spectroscopic data
Optical spectra of 32 LMC blue supergiant stars were collected during the nights of October 29th and 30th, 2008, and November 10th, 2010, using the Magellan Echellete spectrograph (MagE, Marshall et al. 2008 ), a medium resolution, cross-dispersed, optical spectrograph on the Clay Telescope at Las Campanas Observatory. We selected the 1 arcsec slit, providing a nominal resolving power of R∼4100. MagE has a plate scale of 0.3 arsec pixel −1 , and it covers a wide spectral range, ∼3100-10000Å.
The conditions during the three nights were good, with excellent seeing in the first and third nights, between 0.6 and 0.8 arcsec, with long spells of 0.6 arcsec. The seeing during the second night was somewhat worse, with a characteristic value of 0.8-0.9 arcsec and some periods slightly above 1.0 arcsec. We secured two to three consecutive exposures for each star, depending on its magnitude, followed by a ThAr lamp, for wavelength calibration purposes. Besides the program objects, spectrophotometric standards were observed several times during the night at different elevations. In all cases, the slit was placed following the parallactic angle. A number of standard calibration images were taken each night, including twilight flats for illumination correction.
This dataset was processed with the MagE Spectral Extractor pipeline (MASE, Bochanski et al. 2009 ). Before processing the full sample with this pipeline, we convinced ourselves that the contribution by scattered light is at an irrelevant level, at least for the orders considered here (it could be of some importance for the very bluest orders, covering the range 3100-3400Å, because of the low flux level achieved during the observations). We achieved signal-to-noise ratios in the continuum of at least 200 for all the observed stars. Using the observations of the spectrophotometric standards we also flux calibrated our spectra around the wavelength region of the Balmer discontinuity to measure the Balmer jump (see section 3).
Our primary MagE sample is supplemented with additional data taken with ESO facilities. First, we retrieved from the ESO archive spectra of 29 early OB-type supergiants obtained with the La Silla 2.2m and the FEROS spectrograph (program 074.D-0021(A), PI Evans, data taken December 26, 27, 29, 30, and 31, 2004) . These spectra cover the range from 3500 to 9200Å at a resolution of R = 48000. This dataset was fully processed using the ESO FEROS-DRS pipeline.
Fully reduced spectra of another 14 B-type supergiants in the clusters N11 and NGC 2004, collected in the context of the VLT-FLAMES Survey of Massive Stars (Evans et al. 2006) , were already available to us. The spectral range is ∼ 3900 − 4750Å in the blue with a resolution between 20000 to 27500 and ∼ 6300 − 6700Å in the red, at a somewhat lower resolution (R = 16700).
Finally, reduced spectra of another 16 early B-type supergiants in the Tarantula region, observed within the VLT-FLAMES Tarantula survey (Evans et al. 2011) were kindly made available to us by our colleagues Phillip Dufton and Chris Evans. These cover the 3960-5050Å region at R∼7000.
Further information on these two last data sets can be found in the aforementioned references. The characteristic SNR of the stars in the FLAMES, FEROS and VFTS samples ranges from 100 to 200, depending on the visual magnitude of the star considered.
In building our sample of supergiants for the FGLR calibration we selected only objects of luminosity class I with effective temperatures lower than 27000K in order to avoid the main sequence phases of stellar evolution, where luminosity and flux-weighted gravity change significantly. Objects, for which the spectral analysis resulted in a higher effective temperature, were dropped from the sample.
Photometry
Photometric data in multiple bands, from optical to IR, are available in the literature for most of the stars. Regarding the optical bands, because of the brightness of the stars, we mostly rely on early data taken with photometers. Only a handful of stars (the faint end of the sample) lacks this kind of photometric data. For these, we consider the CCD-based photometry (B and V passbands) provided by different works in the literature. The near-IR data were taken from the 2MASS All Sky Catalog of point sources (Skrutskie et al. 2006) . For a significant fraction of the sample, Spitzer/IRAC photometry is also available from the Spitzer survey of the Large Magellanic Cloud (Meixner et al. 2006) . The full list of targets along with some basic information is given in Tab. 1 through Tab. 4. For completeness, the photometric data used in this work are collected in Appendix 1, Tab. A1 (optical), Tab. A2 (2MASS) and Tab. A3 (Spitzer/IRAC).
The choice of photometric data is mainly driven by the requirement of minimising the possible sources of artificial scatter in the final FGLR. In the case of the optical photometry, a comparison with the APASS survey (Henden et al. 2016) for the 72 stars studied in this work that are available in this survey results in a mean and standard deviation of the difference for V magnitudes of 0.005±0.05 mag, and of -0.008±0.025 mag for the B-V colour. Our conclusion from this comparison is that there is no effect that can be observed between the old photometry used in our work and the modern CCD photometry provided by this survey. On the other hand, a comparison for the 60 stars in common with Zaritsky et al. (2004) is less favourable, with mean and standard deviation for the differences of 0.02±0.14 mag (with a median absolute deviation of 0.11 mag) and -0.02±0.58 mag (with median absolute deviation 0.13 mag). Given the excellent agreement found with the APASS survey just discussed, these large differences might suggest that the bright stars in this survey could suffer from the same problems as indicated for example in Massey (2002) . Note-Reference for the spectral classification: McEvoy et al. (2015) 3. SPECTRAL ANALYSIS As in our previous works (see for example Kudritzki et al. 2008 Kudritzki et al. , 2012 , the stars are separated in two groups, according to their spectral types. We use the term OB supergiants for stars of Ib to Ia + luminosity classes with spectral types B5 or earlier (note that the earliest star in our sample is of spectral type B0.5 so no O-type supergiants are included), whilst the BA supergiants group is comprised of stars with spectral type B8-A5. For each group, we utilized a different set of model atmosphere and line formation codes suitable for the physical conditions in the atmospheres of these objects. The next two subsections describe the codes employed for the two different groups and a third subsection summarises the methodology of the spectral analysis.
OB supergiants
For the B0-B5 range we use the model atmosphere/line formation code fastwind (Puls et al. 2005) . fastwind includes the effects of stellar winds which are important for the atmospheres of these objects. It solves the radiative transfer problem in the co-moving frame of the expanding atmosphere of an early type star, for a spherically symmetric geometry, considering the constraints of statistical equilibrium and energy conservation, along with chemical homogeneity and steady state. The density stratification is set by the velocity field (pseudo static photosphere plus a wind following a β-law) via the equation of continuity. A smooth transition between the photosphere, described by a depth-dependent pressure scale-height, and the wind is enforced (see Santolaya-Rey et al. 1997) .
Each model is then specified by a set of parameters: effective temperature, surface gravity and stellar radius (all defined at Rosseland optical depth τ r = 2/3), the β exponent of the wind-velocity law, the steady mass-loss rate, the wind terminal velocity, the micro-turbulence velocity, and the chemical abundances. In order to reduce the number of parameters to be explored with the model grid, we follow the ideas presented in Urbaneja et al. (2005) , with the exception being a fixed micro-turbulence velocity for the calculation of the atmospheric structure. The reader is referred to this last reference for specific information on the model atoms used in our calculations.
The grid of fastwind models utilised in this work explores a total of 10 parameters: effective temperature (T eff ), surface gravity (log g), micro-turbulence (ξ, fixed to 10 km s −1 for the calculation of the atmospheric density and temperature stratification but variable for the formal solution), the outflow velocity field parameter β, an optical depth invariant parameter Q =Ṁ (R v ∞ ) −2/3 that characterizes the strength of the wind (assumed to be homogeneous, see Urbaneja et al. 2011) , and the abundances of He, C, N, O, Mg and Si. For all other species, we assume the solar abundance pattern scaled down to 0.4 Z . We adopt a scaling relation between the wind terminal velocity and the escape velocity as prescribed by Kudritzki & Puls (2000) .
BA supergiants
In the case of BA supergiants, we follow closely the procedures introduced by Przybilla et al. (2006) . Since the effects of stellar winds are less important in the photospheres of these objects, the atmospheric structure is provided by plane-parallel, hydrostatic model atmospheres calculated assuming local thermodynamic equilibrium (LTE) with the ATLAS9 code (Kurucz 1993) , whilst the occupation numbers and line formation calculation are performed with the DETAIL/SURFACE codes (Giddings 1981; Buttker & Giddings 1985) , assuming either LTE or non-LTE depending on the species. For the analyses presented in the present work, we consider a model grid defined by a set of 6 parameters for each model: T eff , log g, ξ, and the abundances of He, Mg and Fe (all these 3 species, plus H, are treated in non-LTE in all cases). The reader is referred to Przybilla et al. (2006) for details on the applicability limits, and the model atoms used in the non-LTE calculations.
Methodology
The quantitative spectroscopic analysis of B-and A-type supergiants is well established and the methods have been carefully tested. The reader is referred to the papers cited in the previous paragraphs for a detailed description. Briefly, the combined diagnostic information of ionisation equilibria (Si ii/iii/iv supplemented by He i/ii for OB stars; Mg i/ii and Fe i/ii in the case of BA stars) and of the higher Balmer lines (starting usually at Hγ) are used to determine the fundamental atmospheric parameters (effective temperature, gravity, helium abundance, microturbulence, metal abundances), requiring at the same time that any line is well reproduced. In the case of OB supergiants we additionally utilise Hα and Hβ to constrain the strengths and influence of stellar winds, i.e. the β and Q parameters.
The methodology just described can be implemented in different ways. In our case, a simultaneous solution for all the relevant parameters is found through a procedure that minimizes the differences between the observation and the model. For each group (OB or BA), a set of key diagnostic lines is defined. The model that minimizes the residuals in these lines then defines the parameters and abundances of the observed star. Tab. 5 shows the set of lines that we have considered for this procedure. We note that all the metal lines used are fairly isolated (unblended) at the spectral resolution of our observational dataset. In the case of BA stars, an extra powerful constraint on T eff is provided by the Balmer jump, complementing and sometimes substituting the use of ionisation equilibria, IE (see for example Kudritzki et al. 2008) . We have conducted separate analyses, considering on the one hand an IE and the Balmer jump on another, of those stars in the BA group for which we could achieve a reliable flux calibration (only stars observed during our 2008 run, the 2010 data turned out to be of insufficient quality in the region of the Balmer jump for a reliable flux calibration), in order to evaluate the consistency between both T eff -indicators. This will be discussed in the coming sections.
RESULTS
The results of the analysis of our spectra are summarized in Tables 6, 7, 8 and 9. Fig. 1 and 2 give an impression of the quality of the fits and demonstrate that the model spectra calculated with the final parameters of our target stars reproduce the observed spectra very well. Fig. 3 and Fig. 4 show example fits of the observed energy distributions, which are used to determine E(B-V), A V and R v (see subsection 4.4). Note that while we display monochromatic fluxes in these figures for a better illustration of the results, the determination of the reddening parameters is based on filter integrated colours (see below). In the following, we discuss details of our results with respect to stellar evolution ( §4.1), metallicity ( §4.2), low resolution spectroscopy as applied in the case of extragalactic studies beyond the Local Group ( §4.3), and reddening, extinction and extinction law ( §4.4). 
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Evolutionary status
Fig. 5, right-hand side, shows the Hertzsprung-Russell diagram (HRD) of the supergiants investigated by our spectroscopic study. We have used A v and bolometric correction BC as given in the tables and a distance modulus m-M = 18.494 mag (Pietrzynski et al. 2013 ) to obtain absolute bolometric magnitudes. The theoretical evolutionary tracks overplotted are from Eckström et al. (2012) and calculated for solar metallicity and with a rotation rate on the zero age main sequence of 40% of the critical break-up velocity. The evolved evolutionary status of our targets is obvious from the comparison with the tracks.
An alternative way to discuss stellar evolution, which has been introduced by Langer & Kudritzki (2014) , is the use of the "spectroscopic" HRD (sHRD), which replaces the absolute bolometric magnitude by the logarithm of the flux-weighted gravity log g f . The sHRD is particularly useful in cases where the stellar distances are uncertain. In addition, in situations where the distance is well know, the differential comparison of the position of supergiants relative to evolutionary tracks in the HRD versus the sHRD can reveal extreme outliers for which the stellar masses are not consistent with stellar evolution and the location in the HRD (see Langer & Kudritzki 2014) . We, therefore, show the sHRD of our targets in the left-hand side panel of Fig. 5 . While for some of our objects one might infer different masses from the inspection of the two diagrams, we do not see a reason to exclude objects from the sample.
Metallicity
The major focus of our work is the recalibration of the FGLR. Thus, we postpone the detailed investigation of the chemical composition of our sample to a forthcoming publication. However, since we have adopted a metallicity a factor of 0.4 lower than the Sun for our model atmosphere calculations and for the fit of the spectra, we need a straightforward check whether this assumption is basically correct. Therefore, we use two elements, Mg and Fe, as proxies for metallicity. Strong Mg lines are present in the spectra of both the BA and OB supergiants and, thus, we determined Mg abundances for the whole sample. The spectra of the BA show multiple Fe ii features, as well as weaker Fe i lines, that can be individually resolved at the resolution and SNR of our sample. On the other hand, the OB supergiants show only a handful of extremely weak Fe iii lines in their optical spectra, which makes the determination of iron abundances for these objects uncertain. We, thus, determine iron abundances only for the BA supergiant subsample.
Iron abundances from BA supergiants
Individual Fe abundances derived from our sample of BA supergiant stars are collected in Tab. 6. These are based on the set of spectral lines defined in Tab. 5. The mean and standard deviation of the BA sample is F e/H = 7.16±0.11 dex. There are no significant outliers; the median absolute deviation is 0.09 dex, indicating chemical homogeneity for the BA stars analysed in this work. In terms of relative values with respect to the Sun and the solar neighbourhood, our value corresponds to [F e/H] = −0.34, −0.36 dex, depending on the reference value used for Fe: 7.50 ± 0.04 dex for photospheric abundance of Fe in the Sun (Asplund et al. 2009 ) or 7.52 ± 0.04 dex for the mean Fe abundance of a sample of B-type dwarf/giant stars in the solar neighbourhood (Nieva & Przybilla 2012) .
The derived Fe abundances from our BA sample agree well with the values obtained for classic Cepheids by Luck et al. (1998) , [F e/H] = −0.35 ± 0.15 dex, and more recently by Romaniello et al. (2008) , [F e/H] = −0.33 ± 0.10 dex. This is very encouraging, giving the different nature of the objects, analysis techniques and models that are employed in these studies, when compared to ours. This would give support to the idea that, for more distant galaxies, where metallicity studies of Cepheids are currently not possible, blue supergiant stars (in this particular case, BA-type supergiants) can be used as good proxies for the iron content of Cepheids, even though these objects belong to a somewhat older population.
Magnesium abundance throughout the sample
Individual Mg abundances derived for all the stars in the sample are presented in Tab. 6 (BA supergiants) and Tab. 7, 8 and 9 (OB supergiants). Before discussing the results, there are a few aspects to consider. First, Mg abundances are not affected by stellar evolution, hence we would expect for both samples to show a high degree of homogeneity. Secondly, the set of model atmosphere/line formation codes are different for the two groups (see previous sections). But, more importantly, whilst treated in non-LTE, the Mg model atom used is also not the same for both groups. Hence, slight differences in the zero point of both sub-samples are possible. But at the same time, each group should be highly homogeneous internally.
The mean and standard deviation of the BA subsample is M g/H = 7.33±0.07 dex. For the OB subsample, we obtained M g/H = 7.20±0.12 dex, a value which agrees well with the LMC B-supergiant studies by Dufton et al. (2006) and Trundle et al. (2007) . As expected, both groups are individually highly homogeneous. Also, not totally unexpected given the different atomic data employed for each group, there is a zero point difference of 0.13 dex. Disregarding this difference, the value for the combined sample is M g/H = 7.24±0.14 dex. There are arguments supporting the idea that the value from the BA sample should be preferred (for once, there are more lines included in the analysis; only Mg ii 4481 is observed in the OB supergiants). However, for the time being, we will adopt the mean value from the full sample as the representative value for the present-day Mg abundance in the LMC. Comparing our value with the Sun and solar neighbourhood (see references in previous section), we obtain [M g/H] = −0.36, −0.32 dex (Sun: 7.60±0.04 dex; solar neighbourhood: 7.56±0.05).
Whilst a detailed discussion on the chemical abundances is deferred to a dedicated paper, we would like to mention here that our Mg abundance (an α-element), regardless of the solar reference considered, agrees very well with the corresponding oxygen value obtained by Bresolin (2011) for a sample of LMC H ii regions, 12 + log (O/H) = 8.36 ± 0.10 dex, or [O/H] = −0.33 ± 0.10 dex, reinforcing the concept that blue supergiants' and H ii region abundances (based on the electronic temperature of the gas, the so-called direct method) yield consistent results at metallicities below solar.
Combining the Mg abundances with the previously discussed Fe abundances from the BA supergiants, it seems clear that our sample is chemically homogeneous, and that it shows a "metallicity" that corresponds to [Z] = −0.35 ± 0.09 dex, where Z represents the characteristic metallicity based on Fe (iron-group) and Mg (α-element) abundances (weighted mean and sigma of their relative values with respect to the solar values). One can compare this result with the one obtained recently by Davies et al. (2015) , based on the analysis of mid resolution IR spectra of a sample of 9 LMC red supergiant stars. Using LTE hydrostatic model atmospheres and detailed non-LTE calculations of Si i, Ti i and Fe i lines, these authors find [Z] = −0.37 ± 0.14 dex. We want to stress out once more that this agreement is remarkable, given the differences in the analysis techniques, model atmospheres, atomic data and nature of the objects analysed in this work.
Effects of spectral resolution
The Flux-weighted Gravity as defined by Kudritzki et al. (2003) 
eff , requires the determination of surface gravity and effective temperature of the star. These fundamental parameters can in principle be easily determined from the quantitative analysis of the optical spectrum of B-and A-type supergiant stars, as shown in previous sections. But, whilst the surface gravity diagnostic lines (the hydrogen Balmer lines) are strong enough so that they remain accessible even at the low spectral resolutions required for the extragalactic work beyond the Local Group, this is not the case of the ionisation equilibria required for the determination of the effective temperature of BA-type supergiants, based on weak lines from neutral species (chiefly Mg i and Fe i). For OB supergiants, ionization equilibria (Si ii/iii/iv and He i/ii, see section 3.3) can still be used at low resolution, since the lines are strong enough and fairly isolated (Urbaneja et al. 2003 ).
To circumvent the issue of the lack of ionization equilibria for BA-supergiants at low spectral resolution Kudritzki et al. (2008) utilised the Balmer jump (Balmer discontinuity, located at ∼3650Å) as an alternative diagnostic. This technique was then used in many of the extragalactic FGLR applications cited in the introduction. Our LMC observations of BA supergiants provide an excellent opportunity to compare the two alternative diagnostic methods. This comparison is carried out in the following subsections.
We also note that more recently Hosek et al. (2014) and Kudritzki et al. (2014) have introduced a technique, which determines T eff from information encoded in the spectra: the strength of He i lines and/or the relative strength of Ti ii and Fe ii lines. This alternative method has already been thoroughly tested by Hosek et al. (2014) and we, thus, refrain from an additional test here.
Consistency between Balmer jump and ionization equilibrium based temperatures
The relative flux calibration of the data collected during the two nights in October 2014 is regarded as very good, as is shown by the high consistency between the Balmer jump measurements for the different standard stars observed during these nights. It was not possible however to achieve the same satisfactory relative calibration for the data collected during the third night. Hence, the results shown in this section refer only to a subsample of our stars, 17 BA supergiant stars (see Tab. 10).
First, we conducted two separated analyses, one considering the ionisation equilibrium of Mg i/ii and Fe i/ii, and a second one using the D b index as T eff indicator. The results are summarized in Fig. 6 , and the measurements of the Balmer jump D b as defined in Kudritzki et al. (2008) are given in Tab 10. Within the uncertainties of the analyses, the results show a high consistency between the temperatures derived via the application of an ionisation equilibrium and the ones obtained through the D b index. As for the latter, the measurement of D b could be potentially affected by the particular form of the extinction law modifying the intrinsic spectral energy distribution of each star individually.
However, as shown in Fig. 8, this is not the case. The left hand side of this figure illustrates the difference between the true D b index measured from a synthetic spectral energy distribution of a typical A0 supergiant star, reddened by the amount indicated in the x-axis, when considering different forms of the reddening law (MW- Cardelli et al. 1989 , LMC-Misselt et al. 1999 , SMC-Gordon et al. 2003 , and the measured D b value under the assumption that the form of the extinction law is given by Cardelli et al. (1989) , with R v /E (B − V ) = 3.1. An error in D b of 0.02 dex, comparable to the accuracy achievable in external galaxies (i.e. Kudritzki et al. 2008; Urbaneja et al. 2008) , would require the combination of a significantly different form of the extinction law (SMC versus MW) and a high reddening value, E (B − V ) ∼ 0.9 mag. It is very unlikely that a star showing such high reddening (hence extinction) would be selected for spectroscopic observations, since it will appear as a faint, reddish target.
The right-hand side of Fig. 8 illustrates the effects of assuming a fix R v = 3.1 value (for an extinction curve given by Cardelli et al. parametrisation) when our typical A0 star is reddened with different R v values (x-axis). It is also considered in this case that the observed photometric colour is V-I, hence there is a contribution from the translation from E (V − I) to E (B − V ), which is R v dependent, also present. The lower right-hand side panel shows the difference in E (B − V ) (real minus recovered) for different values of R v , whilst the upper panel displays the (negligible) effect on D b .
We conclude that the Balmer jump is in fact an excellent T eff discriminant in the B8-A3 spectral range, rivalling in accuracy with the standard techniques used at high spectral resolution. We note that this conclusions also agrees with the results obtained by Firnstein & Przybilla (2012) , who studied a large sample of Milky Way BA supergiants. Fig. 6 also demonstrates that flux-weighted gravities are not systematically affected by the choice of the method used for the determination of T eff .
4.3.2.
Consistency between low and high spectral resolution results for the flux-weighted gravity.
In the preceding subsection we used our high spectral resolution observations to compare the results of the two alternative methods, the Balmer jump or ionization equilibria, as a constraint for the determination of effective temperature. However, in the extragalactic application of the FGLR-method for distance determinations spectra of moderate resolution of only 4.5 or 5Å are used because of the faintess of the targets at large distances. The transition from high to moderate resolution could introduce systematic effects affecting temperatures and, most importantly, flux-weighted gravities.
In order to investigate these effects we degraded the resolution of the spectra of the BA supergiants in Tab. 10 to 5Å and repeated the spectral analysis again using the Balmer jump for temperature (note that we adopted a general uncertainty of 0.02 dex for the Balmer jump to be consistent with the extragalactic work. This is larger than in the previous section and leads to larger T eff errors). Fig. 7 shows the comparison between temperatures and gravities obtained in this way with the values resulting from the ionization equilibrium analysis of the high resolution spectra. Within the error margins no systematic effects are found. 
Individual reddenings and total to selective extinction ratios, E(B-V) and R v .
Once the fundamental parameters of each star are known, we calculate a tailored model for each object. By comparing the predicted spectral energy distribution with the observed one, individual filter pass-band integrated reddening values E(B-V) and R v = A V /E(B-V) can be derived for each object. Our procedure to determine the reddening, E(B-V) and R v , is based entirely on the use of observed photometric colours and magnitudes, which are then compared to colours obtained from the spectral energy distribution of our model atmospheres. We do not use monochromatic fluxes for the determination of E(B-V) and R v .
We proceed as follows: (1) a pair of monochromatic E(4405-5495) and R 5495 = A 5495 /E(4405-5495) values are drawn. This is done because the reddening laws, for which we have applied our procedure (see below), are defined as monochromatic laws and the key parameter characterizing them is R 5495 . (2) the synthetic spectral energy distribution, SED, predicted by the tailored model calculated with the results obtained in our spectroscopic analysis, is then reddened using the Cardelli et al. (1989) monochromatic reddening law (the use of other reddening laws has no significant effect on the final FGLR, see below); (3) the corresponding B-V, V-J, V-H and V-Ks model colours are calculated from the reddened SED; (4) the differences between model and observed colours are calculated and enter the calculation of the cost function. Errors of the colour differences account for the observed values and a contribution from the synthetic photometry (assumed to be a constant 0.01 mag); (5) steps 1 to 4 are repeated in a Monte Carlo Markov Chain (MCMC) procedure, minimizing the cost function (a χ 2 with 2 degrees of freedom, since we are using four colours two solve simultaneously for two variables). Fig. 9 displays the results of our MCMC procedure for three of the targets in our sample. Posterior probability distribution functions for E(B-V),R v and A v are shown, as well as the conditional E(B-V)-R v distribution function, with the isocontours enclosing 67% and 95% of the solutions obtained. We determine mean values and (asymmetric) uncertainties from the posterior probability distribution functions. Note that R 5495 and E(4405-5495) are converted to the corresponding filter integrated quantities using the final model atmospheres SEDs. These values of R v and E(B-V) are then used to calculate the extinction A v . Fig. 10 summarizes the results for the full sample. Whilst the uncertainties of R v become large for small values of reddenig, the extinction A v remains well constrained with relatively small errors. The reason is explained by the isocontours shown in Fig. 9 , which demonstrate that errors in R v and E(B-V) are anticorrelated.
Note that whilst IRAC/Spitzer photometry is available for most of the sample, we used it just as a posterior validation of the result, and not in the derivation of R v .
We decided to work with line-of-sight values, i.e. we do not consider separated contributions for the Milky Way and the LMC. The values derived for the full sample are collected in Tab. 6 through Tab. 9. There are 4 stars in common with the work by Gordon et al. (2003) : Sk-69 270, Sk-67 2, Sk-68 26 and VFTS 696 (aka Sk-68 140). Note that Gordon et al. (2003) implicitly "corrected" for Galactic extinction, since they use lightly reddened LMC stars as comparisons to estimate these values (whilst we use model atmospheres instead). Nonetheless, our E(B-V) and R v values are in agreement with theirs, when considering our larger uncertainties for R v ; our derived E(B-V) values are ∼0.05-0.08 mag higher, which can be easily understood as the combined Galactic and LMC contributions to reddening of the stars used as reference by these authors (Gordon et al. 2003, see Tab. 2) . Unfortunately a comparison with the recent study by Maíz Apellániz et al. (2014) is not possible since we do not have stars in common with this work.
The E(B-V) distribution is shown in Fig. 11 . For the sample of targets observed with MagE and FEROS the distribution peaks strongly at E(B-V) = 0.08 mag. However, there are also line-of-sights with significantly higher reddening, in particular, for targets located in the Tarantula Nebula shown as a yellow histogram in the plot. Of particular, interest is the distribution of R v -values. However, because of the relatively large errors of R v a simple histogram is not useful. Instead, we construct a probability distribution for the total sample by assuming asymmetric Gaussian distributions for each individual star, which are them summed up to obtain the total distribution. The results are shown in Fig. 12 for target subsamples with E(B-V) larger and smaller than 0.15 mag respectively. It is evident that we encounter a relatively wide range of R v values between 3 and 6,in agreement with previous work (see for example Maíz Apellániz et al. 2017) . Also worth mentioning are the three cases with very low values of R v (namely Sk -67 137, Sk -67 154 and Sk -67 170). Interestingly, all these three objects are members of the cluster NGC 2004, but they are not spatially concentrated (see Fig. 16 in Evans et al. 2006 ). These putatively low values are not modified when using any other available photometry. In this regard, we would like to point out that there are indications of low values of R v in lines of sight of SN Ia, ranging from R v = 1.0 to R v = 2.5 (Cikota et al. 2016 ).
Finally, we note that the standard assumption for extragalactic distance determinations using stellar distance indicators such as cepheids or blue supergiants is to use a standard value of R v = 3.1 or 3.3. However, Fig. 11 indicates that this may introduce systematic errors, in particular, with respect to the ambitious goal to increase the precision of the Hubble constant to a few percent (see, for instance Riess et al. 2011 ). Fig. 13 shows a plot of absolute bolometric magnitudes versus flux-weighted gravities. As mentioned before, we used a distance modulus to the LMC of m-M = 18.494 mag (Pietrzynski et al. 2013 ) together with the values of E(B-V), R v and bolometric correction as given in the tables to obtain M bol . The left hand side shows the the subsample of supergiants observed with the MagE spectrograph only. This was the starting point of our investigation to accomplish a new calibration of the FGLR. Realizing that the data indicate a change in the slope of the FGLR for log g f values smaller than 1.30 dex we decided to supplement our MagE sample with the FEROS and VLT/FLAMES spectra to enlarge the sample. The full sample is then given on the right hand side and the change in the slope is now very apparent.
FLUX-WEIGHTED GRAVITY-LUMINOSITY RELATIONSHIP OF LMC SUPERGIANTS
A straightforward fit to the data is to introduce a flux-weighted gravity log g break f
, where the slope of the FGLR changes. For flux-weighted gravities larger than or equal to this value we adopt a FGLR of the form of eq. (1) and determine the coefficients a and b by a linear regression that accounts for errors both in log g f and M bol . For flux-weighted gravities smaller than log g break f we than adopt an FGLR with a different slope, which meets the high gravity FGLR at log g break f . This latter slope is obtained by χ 2 -minimalization again accounting for errors both in log g f and M bol . In this way we have
and log g f ≤ log g
with
We select log g break f = 1.30 dex and obtain a = 3.20±0.08, b = -7.90±0.02 mag and a low = 8.34±0.25. The standard deviations from the fit are σ = 0.24 mag for log g f ≥ 1.30 dex and 0.42 mag for log g f < 1.30 dex. Fig. 14 shows the corresponding fit to the data. We note that for gravities above log g break f the slope obtained for our LMC sample is slightly lower than the slope found in the original calibration by Kudritzki et al. (2008) , while the intercept corresponds to absolute magnitudes 0.12 mag fainter (a old = 3.41±0.16, b old = -8.02±0.04 mag).
The detection of an obvious break in the slope of the FGLR is a surprise. The previous data sets leading to the detection of the FGLR (Kudritzki et al. 2003 ) and used for the first calibration ) contained only a few objects with flux-weighted gravities lower than log g break f and did not provide any hints that an FGLR with two slopes would be needed to fit the data. On the other hand, as discussed in these early papers, the theory of stellar evolution predicts a mildly curved FGLR with a steeper slope at the high luminosity end, in particular at lower metallicity. Observationally, a first indication in this regard was recognized by Hosek et al. (2014) in the FGLR observations of NGC 3109 and a combined sample of blue supergiants of all FGLR-studied galaxies so far.
As first noticed by Kudritzki et al. (2008) , in the simple interpretation of the FGLR as a result of stellar evolution across the HRD with constant luminosity and mass the slope of the FGLR a is related to the exponent x of the mass-luminosity relationship
through the simple equation
A small exponent x as predicted by stellar evolution theory for very massive stars would result in a steep slope of the FGLR (for instance x = 1.5 would lead to a = 7.5), whereas a larger exponent x as encountered for stars of lower mass would flatten the slope of the FGLR (x = 4 would result in a = 3.3).
However, in reality the situation is more complicated. Massive stars after having left the main sequence phase do not exactly evolve at constant luminosity and their masses, when they enter the blue supergiant stage, depend on the history of mass-loss. Meynet et al. (2015) have studied these effects in detail using state-of-the-art stellar evolution calculations and confirmed the general concept of the FGLR. While this work investigated the role of metallicity and the question whether blue supergiants are mostly in an evolutionary phase evolving towards or back from the red supergiant stage, it did not focus on the slope of the FGLR at its high luminosity end. However, a careful inspection of their population synthesis results based on stellar evolution, in particular their Figure 9 (right hand side), indicates that the FGLR should indeed significantly steepen for flux-weighted gravities lower than 1.30 dex. A detailed extension of this work for the metallicity of the LMC (their Figure 9 is for solar metallicity) concentrating on the high luminosity end of the FGLR and also re-investigating the role of mass-loss on the main sequence and during the blue supergiant stage would be a crucial step to understand whether stellar evolution theory reproduces the observed FGLR of our LMC sample of blue supergiants.
CONCLUSIONS AND FUTURE WORK
The results obtained in this study of LMC blue supergiant stars confirm the existence of a tight relationship between absolute bolometric magnitude and flux-weighted gravity. However, from the much larger sample investigated relative to previous calibration attempts it is now evident that the FGLR changes its slope at a flux weighted gravity of log g f ≈ 1.29 dex. For lower gravities the relationship becomes significantly steeper and shows a somewhat larger scatter. As noted in the previous section, it is not clear at this point whether stellar evolution theory is able to reproduce and explain the observations presented here. An investigation of this question will require a detailed study combining population synthesis and stellar evolution in future work.
The regression fit applied to the observed FGLR data of our LMC sample provides an accurate new calibration of the relationship, which can be used for distance determinations. An obvious next step for future work will be the application of this new calibration for improved distance determinations to the set of galaxies for which blue supergiant observations have already been carried out or will be obtained in the near future. This application will include a careful investigation how the uncertainty of the slope at the upper end affects the accuracy of the distances determined. Since the FGLR data in the galaxies studied so far usually cover a wide range in luminosity and fluxweighted gravity, we are optimistic that the new calibration will yield accurate distances. The important advantage of the FGLR-method for distance determinations is that reddening and extinction, including variations of the reddening law, can be determined individually for each stellar target by the combination of spectroscopy and photometry as demonstrated in this work. This is of particular importance in all situations, where R v , the ratio of visual extinction to reddening, varies over a wide range in a similar way as we have found for the LMC in this work. We note that extragalactic distance determinations using Cepheid stars usually assume a standard reddening law with R v = 3.1 to either calculate "reddening-free" magnitudes or to apply a reddening correction to apparent distance moduli obtained in different filter passbands. Even in cases where the HST photometry of Cepheids is extended to the H-band in the near-infrared, this has the potential to introduce systematic errors of a few percent, when the reddening is a few tenths of a magnitude and the deviations from the standard reddening law are substantial. In this sense it will be interesting to compare distances obtained with the FGLR with distances using Cepheids and also with other methods such as the tip of the red giant branch. In view of the ambitious goal to determine the Hubble constant with a precision of one percent (Riess et al. 2011 ) the FGLR-method with the new calibration obtained in this work can contribute to investigate the role of systematic effects for the determination of extragalactic distances.
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