Leader election in anonymous rings and complete networks is a very practical problem in distributed computing. Previous algorithms for this problem are generally designed for a classical message passing model where complex messages are exchanged. However, the need to send and receive complex messages makes such algorithms less practical for some real applications. We present some simple synchronous algorithms for distributed leader election in anonymous rings and complete networks that are inspired by the development of the neural system of the fruit fly. Our leader election algorithms all assume that only one-bit messages are broadcast by nodes in the network and processors are only able to distinguish between silence and the arrival of one or more messages. These restrictions allow implementations to use a simpler message-passing architecture. Even with these harsh restrictions our algorithms are shown to achieve good time and message complexity both analytically and experimentally.
Introduction
A network of processors is said to be anonymous if the nodes do not have unique identifiers. Leader election in anonymous networks is a fundamental problem in distributed computing and has been extensively studied [1] [2] [3] [4] [5] [6] . Informally, leader election in an anonymous n-node network requires that exactly one node identifies itself as the leader and the remaining n − 1 nodes identify themselves as subordinates. Choosing a leader node can greatly enhance the effectiveness of a network. Thus, leader election serves as a basic building block in many other distributed algorithms, and has many applications in distributed network deployment, load balancing, wireless sensor networks, radio-communication networks, and in particular in regenerating the lost "token" in local area token ring networks [7] [8] [9] [10] [11] . With the advent of large scale ad-hoc networks, finding a scalable, highly efficient, and easily implementable solution to the leader election problem is more and more desirable.
Rings and complete networks are the most widely studied network topologies for leader election in both real distributed network deployment and theoretical algorithm analysis. The main reason is that in practice the leader election problem arises most often in local area token ring networks and radio communication networks (which can most simply be viewed as complete networks). From a theoretical point of view, many interesting challenges in distributed computing can be reduced to the special cases of rings and complete networks 12; 13 . Thus, this paper focuses on the leader election problem in rings and complete networks. We shall assume, for simplicity, that our networks operate synchronously, so that communication between nodes happens at fixed time-steps.
There are many randomised algorithms for leader election in anonymous rings and complete networks in the literature 2; 3; 14-17; 6 . However, most previous algorithms are based on a classical message passing model where complex messages, such as random numbers or counters, are exchanged between processors at each time step (see the summary of previous algorithms in Table 1 ). Relying on the perfect transmission of complex messages makes many previous algorithms difficult to implement in some settings.
Symmetry-breaking processes similar to leader election also exist in the natural world. For example, during the development of many organisms certain cells specialise to become "leader cells" and the surrounding cells become "subordinate cells" that are coordinated by the leader cells.
As a specific example, during the development of the neural system of the fruit fly Drosophila, certain cells in the pre-neural clusters of the fly specialise to become sensory organ precursor (SOP) cells, which later develop into cells attached to small bristles (microchaetes) on the fly that are used to sense the environment 18 . This process of symmetry breaking in biological systems seems to proceed without using complex messages. In some of the most well-studied systems it is achieved by simple local interactions between certain membrane-bound proteins, notably the proteins Notch and Delta 19 . The transmembrane protein Delta has been shown to have two activities: Delta in one cell can bind to, and transactivate, the transmembrane protein Notch in neighbouring cells 20 ; Delta and Notch in the same cell mutually inactivate each other 21; 22 . These two interactions constitute a positive feedback mechanism which generates an ultrasensitive switch between two mutually exclusive signalling states: sending (high Delta/low Notch) and receiving (high Notch/low Delta) (see Figure 2) . A slight excess of Delta production in one cell can generate a strong signalling bias in one direction: the cell becomes a sender (leader) and its neighbours become receivers (subordinates) 23 . At the multicellular level, this lateral inhibition mechanism can break the symmetry among cells and amplify small differences between neighbouring cells arising from random fluctuations.
Subordinate cell
Inspired by the mechanism of lateral inhibition for selecting local leader cells during the development of the neural system of the fruit fly, we consider solutions to the leader election problem in anonymous rings and complete networks that use only the simplest possible messages, consisting of the presence or absence of a signal. We also impose the restriction that the same message is broadcast to all neighbours, as appears to be the case for inter-cellular signalling in biological networks. Finally, we impose the condition that a node can tell whether one or more neighbours are signalling, but cannot tell which ones or how many, which also appears to be a feature of inter-cellular signalling.
We show that even with these very strict limitations it is possible to perform distributed leader election efficiently in anonymous rings and complete networks. Our approach is similar to the approach used in Ref.
18 to develop a new approach to the maximal independent set selection problem based on the study of the neural system development of the fruit fly. This approach to computing a maximal independent set was further developed in Ref. [24] [25] [26] . The computation at each individual node of the network can be described by a simple automaton which is abstracted from the mechanism of the Notch-Delta signalling circuit (see Figure 3) . At each step, a node may signal that it wishes to become the leader by moving from its initial state to the state at the top right with probability p. If some other node also signals at that step, then all the signalling nodes will go back to the initial state; however, if no other node signals at that step, then the signalling node will successfully become the leader with all the remaining nodes becoming subordinates.
Using this approach, we first describe a simple randomised algorithm using single-bit messages that elects a unique leader in an anonymous ring with n nodes, where the expected number of time steps until the algorithm terminates is O(n). Moreover, the expected total number of messages sent by each node is O(1). We then extend the same approach to anonymous complete networks. For an anonymous complete network with n nodes we present three algorithms for distributed leader election that use only single-bit messages. The first algorithm assumes that each of the nodes has knowledge of n; the expected number of time steps before termination is O(1), and the expected number of time steps at which any given node broadcasts a message is O(1/n). The second algorithm assumes that each of the nodes has no knowledge of n; the expected number of time steps for this algorithm is O(log 2 n), and the expected number of time steps at which any given node broadcasts a message is O(log n). The third algorithm still assumes no knowledge of n for each node but improves on the second algorithm by making use of feedback to adjust the probability values used at each node. The expected number of time steps for the third algorithm is O(log n), and the expected number of steps at which any given node broadcasts a message is O(1). The paper is organized as follows: in Section 2, we review previous work on leader election in anonymous rings and complete networks. In Section 3, we describe the model of distributed computation we are using and formally define the leader election problem. In Section 4, we present and analyse an algorithm for distributed leader election in anonymous rings. In Section 5, we present and analyse three algorithms for distributed leader election in anonymous complete networks. In Section 6, we investigate the performance of our algorithms in practice on rings and complete networks of different sizes. O(log n) O(n log n) Ω(log n) Graph size Ref.
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Leader election is a symmetry-breaking problem at its core. It was shown in Ref. 27 , using symmetry arguments, that deterministic leader election in anonymous rings and complete networks is impossible. Thus, some form of randomised algorithm is required to solve this problem. We now review state-of-theart randomised algorithms for leader election in both anonymous rings and complete networks, as summarised in Table 1 .
Leader election in anonymous rings
The most well-known algorithm for leader election in anonymous rings is the Itai-Rodeh algorithm 2 . The Itai-Rodeh algorithm assumes that the size of the ring is known to all nodes. The synchronous version of the Itai-Rodeh algorithm requires each node of the ring to transmit only one-bit messages to its neighbours and runs in expected O(n) time using no more than 2.442n bits of messages, on average. We present a slightly simplified version of this algorithm as our first algorithm in Section 4.
The asynchronous Itai-Rodeh algorithm is more complex, because it allows messages to be delivered in the wrong order. In order to avoid being misled by outdated messages, each message contains an additional number, which serves as a "round number". With this idea, the asynchronous Itai-Rodeh algorithm overcomes the difficulty of messages becoming outdated and successfully elects a unique leader in a ring in expected O(n) rounds with an expected O(n) messages transmitted around the ring, but the messages are now longer, requiring Ω(logn) bits.
Fokkink and Pang proposed an alternative to the asynchronous Itai-Rodeh algorithm 3 . Their algorithm assumes FIFO channels in order to omit the round numbers used in the asynchronous Itai-Rodeh algorithm. The algorithm by Fokkink and Pang is finite-state which means that the properties of the algorithm can be automatically verified using model checking 3 . Bakhshi et al. proposed another asynchronous leader election algorithm for anonymous rings 14 . As in the asynchronous Itai-Rodeh algorithm, the algorithm does not make any assumption about the channel behaviour but assumes that the ring size is known to all nodes. Similarly to the asynchronous Itai-Rodeh algorithm, the algorithm by Bakhshi et al. includes a round number in each message. Thus, the message size is Ω(log n). The algorithm has been shown to successfully elect a unique leader in a ring with high probability within an expected O(log n) rounds using an expected O(n log n) messages 14 . In Ref.
15 , Bakhshi et al. proposed a fast leader election algorithm for asynchronous anonymous rings where there is a known bound on the expected message delay. This assumption strengthens the properties of asynchronous networks and hence makes the algorithm fall between the extremes of synchronous and asynchronous. In this algorithm, there is a type of message of size Ω(log n) called the hop-counter that is passed around the network. Each node has a variable d(A) to store the highest received hopcounter value. As a result, the algorithm successfully elects a unique leader in expected O(n) rounds using an expected O(n) messages. Bakhshi et al. claim the algorithm in Ref.
15 as the first leader election algorithm having linear expected time and message complexity in the settings of asynchronous anonymous rings with no fixed bound on the message delay.
Leader election in complete networks
Afek and Matias addressed the problem of electing a leader in an anonymous, asynchronous network of arbitrary topology in Ref. 16 . They also considered the special case of complete networks and proposed an algorithm for leader election in anonymous complete networks. The algorithm has time complexity O(log n) and message complexity O(n). In the algorithm, each node has knowledge of the graph size and the messages used in the algorithm have a size of Ω(log n).
In Ref. 17 , Ramanathan et al. proposed an efficient randomised algorithm for leader election in large-scale distributed systems. The algorithm has both synchronous and asynchronous versions and works for a general topology, thus it also works for rings and complete networks. This algorithm guarantees correctness with high probability and has time complexity O(log n) and message complexity O(n). The algorithm consists of two phases and uses very sophisticated techniques including probabilistic quorums to determine the leader in the second phase.
Nodes in the network are assumed to have knowledge of the size of the network, and they are assumed to be able to distinguish between channels to transmit different messages to different neighbours. The message size used in the algorithm is Ω(log n).
Recently, Kutten et al. proposed a randomised algorithm for distributed leader election in synchronous anonymous complete networks (see Ref. 6 ). In this algorithm, all nodes require knowledge of the network size and each node can sample its neighbours and then send in each round one message of size Ω(log n) to each selected neighbour. The algorithm is simple but also achieves very good worst-case performance: it runs in expected O(1) rounds and uses only O( √ n log 3/2 n) messages. In addition, Kutten et al. also gave a lower bound in Ref. 6 showing that Ω( √ n) messages are needed for any leader election algorithm in complete networks which succeeds with probability at least 1/e + ε for any constant ε > 0. This serves as the first non-trivial lower bound for randomised leader election in complete networks.
Definitions
As shown in Section 2, previous work on leader election in anonymous rings and complete networks generally relies on a classical message-passing model where complex messages are exchanged between processors of the network. The techniques used are often very complex and sophisticated. However, the complex nature of the algorithms and the requirements for accurate transmission of multi-bit messages can impede the implementation of these algorithms for solving leader election problems that arise in the real world. By contrast, our approach is to investigate the performance of a simple algorithmic framework that uses only single-bit messages.
Distributed computation model
We adopt the widely-used Linial model of distributed computing 28 , where a network is composed of a set of processors together with a set of communication links (channels) between pairs of processors. If there is a link (channel) between two processors, these two processors are said to be neighbours.
A distributed network with n processors corresponds to a directed graph G = (V, E) with n vertices. Each vertex holds a processor, which we will refer to as a node in the network, and each (directed) edge (u, v) corresponds to a communication link between the processor at node u and the processor at node v.
If the graph G is a cycle, of the form ({1, 2, . . . , n}, {(i, i + 1) | i = 1, 2, . . . , n − 1} ∪ {(n, 1)}), then the network is said to be a ring. If the graph G is a complete graph, of the form ({1, 2, . . . , n}, {(i, j) | i, j ∈ {1, 2, . . . , n}, i = j}), then the network is said to be a complete network.
Linial's distributed computation model is a synchronous system and all processors operate in a lockstep fashion. We assume that all processors wake up and start their computation at the same time step. During each time step, all processors act in parallel and carry out the following operations sequentially 1 :
(1) Optionally send a message along one or more outgoing communication links; (2) Optionally receive any messages sent by neighbours; (3) Perform arbitrary local computation.
The computation is said to be complete only when the local computations at every vertex have terminated. Note that any message that is not received by a node immediately after being sent is assumed to be lost.
In such a model, the main complexity measure for both deterministic and randomised algorithms is the number of synchronous communication rounds required to complete the computation, i.e., the time complexity. Another complexity measure considered sometimes is the overall number of messages communicated, i.e., the message complexity.
The distributed computation model we use is based on this model, but taking inspiration from cell signalling mechanisms in neural systems we impose the following severe additional conditions:
(1) At each time step, each processor either keeps silent or broadcasts a fixed signal on all its outgoing communication links; (2) At each time step, each processor can tell whether at least one neighbour has broadcast the fixed signal, but cannot tell how many of them have done so, or which ones.
Because of these restrictions, our algorithms can be implemented using very simple communication mechanisms such as radio waves, optical signals, or even chemical signals, as in biological intercellular signalling 29; 30 . Using a small number of simple messages, allows an implementation to use fewer communication resources and less energy, and this may be crucial in some applications 31 .
The leader election problem
Definition 1 (Leader Election). Given a network of processors, the leader election problem requires exactly one of the nodes to decide to be a leader node, and all remaining nodes to decide to be a subordinate node.
When a network of processors is solving the leader election problem, each node is in one of the three states: undecided, leader, subordinate. All the nodes begin in the undecided state which is an active state, but eventually terminate in the leader state or the subordinate state which are inactive states. Moreover, exactly one node must terminate in the leader state, and all remaining nodes must terminate in the subordinate state.
Definition 2 (Anonymous Network). A network is called anonymous if the processors in the network cannot distinguish each other by comparing unique identifiers.
Designing algorithms for anonymous networks is important because transmitting identifiers between processors may be expensive and unreliable in some cases. Moreover, it may become difficult to correctly assign distinct identifiers to a large number of processors in a distributed network 15 .
Definition 3 (Uniform Algorithm
). An algorithm A on an n-node network is said to be uniform if it makes no use of any information about the total number of nodes n, and hence is defined in exactly the same way for all networks, regardless of their size. If the value of n is used by A, then the algorithm A is said to be non-uniform.
It has been shown that no uniform algorithm can elect a leader in an anonymous ring 27; 15 . Hence we will present a non-uniform algorithm for this problem where each node in the network is assumed to know the value of n.
On the other hand, we will show that it is possible to construct a uniform algorithm for leader election in an anonymous complete graph. Hence we will present both uniform and non-uniform algorithms for Table 2 . An algorithm to execute at each node of an n-node ring to elect a unique leader Global constants: p = 1/n : probability value for each node; Local variables: Candidate : Boolean flag, initialised to False. With probability p: 3. set Candidate := True; 4. send signal on outgoing edge;
5.
for the next n − 1 time steps do 6. receive any signals on incoming edges; 7. if any signal received then 8. send signal on outgoing edge; 9. set Candidate := False; 10. if Candidate = True then 11. send signal on outgoing edge;
12.
Terminate as leader 13. for the next n − 1 time steps do 14. receive any signals on incoming edges; 15. if any signal received then 16. send signal on outgoing edge;
17.
Terminate as subordinate this problem. The non-uniform algorithm we present has a lower time and message complexity, but requires each node to know the value of n.
Leader Election in Anonymous Rings
We first present an algorithm for leader election in anonymous rings, as shown in Table 2 . This algorithm is a modified and simplified version of the algorithm first presented in Ref.
2 . The basic idea of the algorithm in Table 2 is that in each iteration of the while loop each node attempts to elect itself as leader with probability 1/n. If it chooses to do this, then it sends a signal which is passed all around the ring. If more than one node signals, then they will all receive signals from other nodes and give up their current attempt to elect themselves as leader. However, if exactly one node signals, then that node will not receive any signals from other nodes and will terminate as leader after sending one further signal. The remaining nodes will then receive this additional signal as it is passed around the ring and terminate as subordinates.
The computation in each iteration of the while loop consists of four phases. In the first phase, each node signals to its clockwise neighbour with probability 1/n. In the next phase, any signals that have been sent are passed around the ring for n−1 steps. If a node receives a signal in this phase then it knows that some other node in the ring has sent a signal and is trying to become the leader, so it abandons any current attempt to become a leader. In the third phase, any node that is still trying to become the leader knows that no other node has signalled, and so it succeeds in becoming the leader. It then sends a final signal which is passed around the ring in the final phase causing each node that receives it to terminate as a subordinate.
Theorem 4. The algorithm described in Table 2 correctly solves the leader election problem on a ring with n nodes.
Proof. The computation described by the algorithm in Table 2 halts if and only if each node becomes inactive. We need to show that when the computation halts, exactly one node has terminated as leader and all remaining nodes have terminated as subordinates.
To terminate as leader, a node must set Candidate := True in the first phase, and not receive any signals in the second phase. This happens if and only if this node is the only node in the ring that signals in the first phase.
Similarly, to terminate as subordinate, a node must receive a signal in the final phase. This hap-pens if and only if exactly one other node in the ring signals in the first phase.
Theorem 5. When the algorithm described in Table 2 is executed at each node on a ring with n nodes, the expected total number of time steps before all nodes terminate is O(n). Moreover, the expected number of signals sent by each node is O(1).
Proof. Note that each iteration of the while loop in line 1 of Table 2 requires a total of 2n time steps (unless it terminates sooner than this). For convenience, we will refer to each iteration of the while loop as a round consisting of 2n time steps.
We first consider the time complexity of the algorithm described in Table 2 . We have seen that a node running this algorithm will terminate if and only if exactly one node in the ring attempts to become leader in phase one of some round. The probability that this happens is the probability of getting exactly one success in n independent Bernoulli trials with probability p = 1/n, which is
Thus, in each round, the computation halts with probability at least 1/e, and hence the expected number of rounds taken before the algorithm halts is O(1). Since each round consists of (at most) 2n time steps, the expected number of time steps taken by the algorithm is O(n) To compute the expected number of signals sent by each node we note that the signals sent in phase one will be repeated n − 1 times as they are sent around the ring in phase two. The expected total number of signals sent in phase one (across all n nodes) is one, so the total expected number of signals in phases one and two is n, and the expected number of signals per node is one. Since the expected number of rounds is constant, by linearity of expectation we obtain that the expected number of signals per node sent in the first and second phases is constant. Finally, each node sends exactly one signal in the third or fourth phase, before terminating.
The algorithm described in Table 2 cannot be adapted to give a uniform algorithm because the value of n is used in an essential way in line 5 and line 13 to ensure that a signal is passed all around the ring (and no further). However, in the next section we will see that variations of this simple algorithm can be used to obtain both a non-uniform and a uniform algorithm for anonymous complete networks.
Leader Election in Anonymous
Complete Networks
A simple non-uniform algorithm
We first investigate non-uniform leader election in anonymous complete networks where nodes have knowledge of the total number of nodes n. Our algorithm for this problem is adapted from the algorithm for rings presented in the previous section, and is shown in Table 3 . The basic idea of the algorithm described in Table 3 is similar to the algorithm described in Table 2: each node attempts to elect itself as leader with probability 1/n. If it chooses to do this, then it sends a signal to all other nodes. If more than one node signals, then they will all receive signals from other nodes and give up their current attempt to elect themselves as leader. However, if exactly one node signals, then that node will not receive any signals from other nodes and will send a further signal and terminate as leader. If this happens then at the next step all remaining nodes will receive this signal and terminate as subordinates.
The computation in each iteration of the while loop again consists of four phases. In the first phase, each node signals to all other nodes with probability 1/n. In the second phase, any node that receives a signal knows that some other node in the network has sent a signal and is trying to become the leader, so it abandons any attempt to become a leader. In the third phase, any node that is still trying to become the leader knows that no other node has signalled, and so it succeeds in becoming the leader. It then sends a final signal to all other nodes. Any node that receives such a signal in the final phase terminates as a subordinate.
Note that in a complete network signals are communicated to neighbouring nodes directly in one step, so the algorithm described in Table 3 does not need to relay the signals in order to communicate with all of the nodes, as the previous algorithm did.
Theorem 6. The algorithm described in Table 3 correctly solves the leader election problem on a complete network with n nodes.
Proof. Similar to the proof of Theorem 4. Table 3 . An algorithm to execute at each node of an n-node complete network to elect a unique leader Global constants: p = 1/n : probability value for each node; Local variables: Candidate : Boolean flag, initialised to False.
while active do

2.
With probability p: 3. set Candidate := True; 4. send signal on all outgoing edges; 5. receive any signals on incoming edges; 6. if any signal received then 7. set Candidate := False; 8. if Candidate = True then 9. send signal on all outgoing edges;
10.
Terminate as leader 11. receive any signals on incoming edges; 12. if any signal received then
13.
Terminate as subordinate Theorem 7. When the algorithm described in Table 3 is executed at each node of a complete network with n nodes, the expected total number of time steps before all nodes terminate is O(1). Moreover, for any given node, the expected number of time steps where that node chooses to broadcast a signal is O(1/n).
Proof. Similar to the proof of Theorem 5, except that each round now consists of only a constant number of time steps.
Although the algorithm described in Table 3 requires a knowledge of the value of n, and hence is non-uniform, it only uses this information to set the value of the probability p. Hence this algorithm may be easily adapted to obtain a uniform algorithm, as we will now show.
A uniform algorithm
We now adapt our earlier algorithms to derive a uniform algorithm for leader election in anonymous complete networks where nodes require no knowledge at all about the network. The resulting algorithm is shown in Table 4 .
Theorem 8. The algorithm described in Table 4 correctly solves the leader election problem on a complete network with n nodes.
Proof. Note that the algorithm described in Table 4 only differs from the algorithm described in Table 3 in using different probability values which vary over time. Hence the same proof as Theorem 6 can be applied to guarantee correctness.
To analyse the time and message complexity we need to consider how the probability values used in the algorithm vary with time. Each node has a variable x with an initial value of 0 indicating the stage of the computation. Each stage x consists of x + 1 iterations of the while loop in line 5, indexed by the variable i, which is set to 0 at the start of each stage, and incremented on each iteration. The probability p that each node attempts to self-select as a leader is set to 1/2 i . Hence the value of the probability p varies as follows: the value of p is set to 1 initially, and then gets halved on each successive iteration until the end of the current stage. Thus, the value of p during the computation will take the following values in successive iterations: 1, Theorem 9. When the algorithm described in Table 4 is executed at each node of a complete network with n nodes, the expected total number of time steps before all nodes terminate is O(log 2 n). Moreover, for any given node, the expected number of time steps where that node chooses to broadcast a signal is O(log n). Set i := −1;
4.
Set x := x + 1;
5.
while i < x do 6.
Set i := i + 1;
7.
With probability p = 1/2 i :
8.
set Candidate := True;
send signal on all outgoing edges;
10.
receive any signals on incoming edges;
11.
if any signal received then
12.
set Candidate := False;
13.
if Candidate = True then 14. send signal on all outgoing edges;
15.
Terminate as leader 16. receive any signals on incoming edges;
17.
18.
Terminate as subordinate
Proof. As in the proof of Theorem 4, a node running the algorithm described in Table 4 will terminate if and only if exactly one node in the network attempts to become leader in phase one of some round. As in the proof of Theorem 5, the probability that this happens is the probability of getting exactly one success in n independent Bernoulli trials with probability p, which is
To obtain an upper bound on the time complexity, we shall assume that this probability is zero, except when p = 1/2 log 2 n . When p = 1/2 log 2 n , we have that 1/n ≤ p ≤ 2/n, which implies that
Hence, in any stage x where x ≥ log 2 n , the algorithm terminates with probability at least 1/e 4 . This means that the expected number of such stages before termination is constant, so the total expected number of time steps for such stages is O(log n).
The total number of time steps before x reaches the value log 2 n is O(log 2 n). Hence the expected total number of time steps before termination is bounded by O(log 2 n).
For the message complexity, we know that the expected number of stages before the algorithm halts is log 2 n + O(1) which is O(log n). In each of these stages, for any given node, the expected number of time steps at which it chooses to broadcast a signal is 1 + 1/2 + 1/4 + 1/8 + . . . ≤ 2. So, for any fixed node, the expected total number of time steps where that node chooses to broadcast a signal is O(log n).
An improved uniform algorithm
We now propose an improved uniform algorithm for leader election in anonymous complete networks where nodes require no knowledge at all about the network. Unlike the algorithm described in Table 4 , the improved algorithm in Table 5 adjusts the local probability value p based on signals received from the other nodes.
Theorem 10. The algorithm described in Table 5 correctly solves the leader election problem on a complete network with n nodes. Table 5 . An improved uniform algorithm to execute at each node of an n-node complete network to elect a unique leader Local variables: p : local probability value, initialised to 1;
Candidate : Boolean flag, initialised to False.
1. while active do
2.
With probability p:
3.
4.
send signal on all outgoing edges 5. receive any signals on incoming edges;
if any signal received then 7.
else 10.
set p = min{2p, 1} (double p)
11.
if Candidate=True then
12.
13.
Terminate as leader 14. receive any signals on incoming edges;
15.
16.
Proof. Note that the algorithm described in Table 5 only differs from the algorithm described in Table 3 and the algorithm described in Table 4 in using different probability values. Hence the same proof as Theorem 6 can be applied.
Before we determine the time and message complexity of the algorithm described in Table 5 , it will be useful to introduce the following Lemma.
Lemma 11. Consider a random walker on the integer lattice Z = {. . . , −2, −1, 0, 1, 2, . . .} whose original position is 0. If, in each round, the random walker takes either a unit step left with probability p l or a unit step right with probability p r , where p l < p r and p l +p r = 1, then with probability 1 the walker will eventually pass position +1, and the expected number of rounds taken for the first passage of the walker to position +1 is 1/(p r − p l ).
Proof. This is a well-studied one-dimensional random walk problem 32 . We consider the generating function
where β n represents the probability that the first passage of the walker to position +1 occurs after exactly n rounds. Note that
Solving this quadratic equation for ω(t), we get
The probability that the walker ever reaches +1 is given by
The expected number of rounds taken until this event occurs is given by
Thus, when p l < p r , the walker will eventually reach position +1 with probability 1 and the expected number of rounds taken for the first passage of the walker to position +1 is 1/(p r − p l ).
Theorem 12. When the algorithm described in Table 5 is executed at each node of a complete network with n nodes, the expected total number of time steps before all nodes terminate is O(log n). Moreover, for any given node, the expected number of time steps where that node chooses to broadcast a signal is O(1).
Proof. When exactly one node in the network attempts to become a leader in phase one of some round of the algorithm described in Table 5 , the algorithm will terminate with exactly one leader being elected. As in the proof of Theorem 5, the probability that this happens is the probability of getting exactly one success in n independent Bernoulli trials with probability p, which is
We denote by
n the probability that no node signals in phase one of some round, and hence the probability value at each node doubles. Finally, we denote by
the probability that more than one node signals in phase one of some round, and hence the probability value at each node halves. The probability value p at each node will vary over time, however if the algorithm does not terminate, then either all nodes in the network double their probability value p (when no node signals in phase one) or all halve their probability value p (when more than one node signals in phase one). Thus all nodes have an equal probability value p in all rounds.
We divide the possible values for p into three regions:
At each round, the value of p will fall into exactly one of these regions.
We now consider the value of P terminate when p falls into each of these three regions.
We first consider region R 2 , where 1/2n ≤ p ≤ 2/n. When p ∈ R 2 , we have
Hence the algorithm terminates with probability at least 1/e 4 when p ∈ R 2 . Now we consider Region 3 where 2/n < p ≤ 1. To obtain an upper bound on the time complexity we assume that the algorithm will never terminate when p ∈ R 3 , i.e., we assume P terminate = 0 in Region 3. When p ∈ R 3 , we have
By our assumption, we therefore also have
When p gets closer to 1 within Region 3, P double decreases and P halve increases.
Hence to obtain an upper bound on the number of steps spent in region R 3 we can use the one-dimensional random walker model considered in Lemma 11 (P halve corresponds to p r and P double corresponds to p l where P halve > P double and P halve + P double = 1). By Lemma 11, in this model the expected number of rounds until p is halved is bounded by
Since p ≤ 1, the expected number of rounds before p is changed from its initial value in region R 3 to some value in the adjacent region R 2 is at most (log 2 n)/(1 − 2/e 2 ). Now we consider the analysis for region R 1 which is similar to the analysis for region R 3 . When p ∈ R 1 , and n ≥ 2, we have
Taking our worst-case assumption that P terminate = 0 in region R 1 , we have P halve < 1 − 0.56 = 0.44.
When p gets closer to 0 within region R 1 , P double increases and P halve decreases. So at all points in region R 1 we have P double > P halve and P halve +P double = 1. By Lemma 11, when p first enters Region R 1 from Region R 2 , the expected number of rounds before p moves back to region R 2 is bounded by
In summary, considering all three possible regions for probability p we obtain the following bounds: the expected number of rounds for p to initially reach R 2 from R 3 is O(log n). Once p falls into R 2 , the algorithm terminates with probability at least 1/e 4 so the expected number of rounds spent in R 2 before terminating is O(1). If p just moves out of R 2 and reaches either R 1 or R 3 , the expected number of rounds until it is pulled back to R 2 is also bounded by a constant. Hence the expected total number of rounds before all nodes terminate is O(log n).
Each round consists of 2 time steps, so the expected total number of time steps before all nodes terminate is O(log n).
Now we consider the expected number of times that any individual node broadcasts a signal.
Fix an individual node v. In each round, one of the following 2 things happens:
Case 1 No signals from other nodes are received at v, so it doubles it probability value. Case 2 One or more signals from other nodes are received at v, so it halves its probability value.
Now we consider the expected number of times that v will broadcast a signal during these steps.
Consider first the subsequence of rounds where Case 2 holds, and the new value for p is the lowest value so far. The expected number of times that v will broadcast during this subsequence of steps is 1 +
Now consider all the remaining rounds. For each round t where Case 1 holds, and the probability increases from p to 2p, we look for a corresponding round t > t when the probability next drops back to p again. (If there is no such round, because the algorithm terminates before the probability returns to p, then we simply add a dummy round t to the end of the sequence.) Note that each round where Case 2 holds is now paired with an earlier round where Case 1 holds. Now consider the pairs (t, t ), and define B t to be the event that v broadcasts a signal at time t or t . If B t occurs, then the probability that v broadcasts at time t is p/(p(1 − 2p) + 2p(1 − p) + 2p
2 ) > 1 3 . However, if v broadcasts at time t, then it will terminate as leader at that step and becomes inactive. Hence the expected number of events B t that occur before v becomes inactive is less than 3.
To sum up, for any given node, the expected number of time steps where that node chooses to broadcast a signal is O(1).
Experimental Results
Theorems 5, 7, 9 and 12 provide only worst-case asymptotic upper bounds, and do not tell us the full story of how well these algorithms will perform in practice. In this section, we investigate the performance of the four algorithms in practice on rings and complete networks of different sizes. The time complexity was measured by the number of time steps, and the message complexity was measured by the number of steps at which an arbitrary node chooses to broadcast a signal. We refer to such a broadcast as a "beep", and hence consider the number of beeps per node.
We first ran the algorithm described in Table 2 on rings of various sizes. The experiments were conducted on rings of n nodes where the value of the number of nodes n was varied from 10 to 200 (in steps of 10). For each value of n, the algorithm was repeated 100 times. The mean number of time steps and mean number of beeps at an arbitrary node are shown in Figure 4a and Figure 5a respectively. The error bars indicate the standard deviation over 100 trials.
According to these experimental results, the mean number of time steps required to elect a unique leader in an n-node ring using the algorithm described in Table 2 is approximately 8n, as shown by the black dashed line in Figure 4a , and the standard deviation grows as n increases. However, the mean number of beeps at an arbitrary node appears to stay constant, and is approximately equal to 4, as shown by the black dashed line in Figure 5a . The standard deviation of this value does not appear to vary significantly with n.
We also conducted experiments to investigate the performance of the algorithms described in Table 3, Table 4 and Table 5 on complete networks of different sizes. We ran these algorithms on complete networks of n nodes where the value of the number of nodes n was varied from 10 to 200 (in steps of 10). For each value of n, the algorithms were all repeated 100 times. The mean number of time steps and mean number of signals sent by an arbitrary node when running these algorithms are shown in Figure 4b, Figure 4c , Figure 4d and Figure 5b, Figure 5c, Figure 5d respectively. Once again, the error bars indicate the standard deviation over 100 trials.
According to these experimental results, the mean number of time steps required to elect a unique leader in an n-node complete network using the algorithm described in Table 3 appears to be approximately 8, regardless of the size of the network, as shown in Figure 4b Table 5 Fig value also appears to be small, and independent of n. For the uniform algorithm described in Table 4 the number of time steps required is much larger, and grows with n, but appears to be bounded by 1.6 log 2 2 n, as shown by the dashed line in Figure 4c . Once again the standard deviation of this value appears to be independent of n. For the uniform algorithm described in Table 5 the number of time steps required grows with n, but appears to be bounded by 3.2 log 2 n, as shown by the dashed line in Figure 4d . Once again the standard deviation of this value appears to be independent of n. The mean number of beeps at an arbitrary node executing the algorithm described in Table 3 appears to be approximately 4/n, as shown by the black dashed line in Figure 5b , and the standard deviation appears to decrease as n increases. However, the mean number of beeps at an arbitrary node using the algorithm described in Table 4 appears to be approximately 1.9 log 2 n, as shown by the black dashed line in Figure 5c , and the standard deviation does not appear to vary significantly with n. The mean number of beeps at an arbitrary node using the algorithm described in Table 5 appears to be approximately 2, as shown by the black dashed line in Figure 5d , and the standard deviation appears to decrease as n increases.
It is worth noting that the algorithm described in Table 5 is highly robust, in the sense that it retains its good performance even when various features are changed. To investigate the practical robustness of the algorithm described in Table 5 , we denote by p 0 the initial probability value for all nodes, and we denote by f the increase/decrease factor in each round for all nodes (increase by f and Table 5 Fig . 5 . Experimental results for message complexity on networks of different sizes decrease by 1/f ). As an example, in the algorithm described in Table 5 , we have p 0 = 1 and f = 2. We conducted experiments of different combinations of p 0 × f = {1, 1/n, random} × {2, n, random} where p 0 = random means p 0 is set to an arbitrary random value in (0, 1] and f = random means f is set to 1/x, where x is an arbitrary random value in (0, 1). For each combination of p 0 and f , we ran the corresponding algorithms on complete networks of different sizes varying from 10 to 200 (in steps of 10). For each value of n, the algorithms were all repeated 100 times. Again, the mean number of time steps and mean number of signals sent by an arbitrary node together with their standard deviations are shown in Table 6 . For each row in Table 6 , we show in block the maximum mean value and show in bold the minimum mean value for all the tested combinations of p 0 and f .
Whatever the combination of p 0 and f , the results in Table 6 appear to show that the mean number of time steps never grows faster than logarithmically and the mean number of signals per each node always stays bounded by a small constant as n increases. Among the tested combinations of p 0 and f , when p 0 = 1, f = n and when p 0 = 1/n, the mean number of time steps appear to be approximately constant. Moreover, the maximum (worst) value for both the mean number of time steps and the mean number of signals per node mostly occurs for the combination of p 0 = 1 and f = random; the minimum (best) value for both the mean number of time steps and the mean number of signals per node mostly occurs for the combination of p 0 = 1/n and f = 2. Table 6 . Experimental results demonstrating the practical robustness of the algorithm described in Table 5 
