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Abstract 
 
Nanoparticles exhibit distinctly different properties from those of bulk matter, as a 
result of their large surface area to volume ratio. They have been shown to be 
catalytically active for a number of reactions, and therefore hold great interest for use in 
industry, where a fine balance of turnover and cost must be achieved. This thesis 
focuses on bimetallic gold/silver nanoparticles, where the introduction of a secondary 
metallic species can be used to not only control nanoparticle properties, but also reduce 
scale up costs. 
 
For gold/silver bimetallic nanoparticles (nanoalloys), it is unclear as to how the two 
metals will mix: based on thermodynamic arguments alone, it is unclear whether 
similarities in atomic size and number of valence electrons lead to the formation of an 
alloy or a segregated core@shell arrangement. In this work, we investigate the most 
energetically favourable and stable chemical arrangements based on interatomic 
potential basin-hopping algorithms, re-optimised using density functional theory (DFT), 
evaluating their potential as co-catalysts for hydrogen production. 
 
Diffusion is particularly important in catalyst stability, and therefore we examine both 
Au-Ag interdiffusion and the interaction of Ag nanoparticles and amorphous Si (a-Si). 
We examine the influence of calcination processes, often used in experimental 
synthesis, on differing AuAg nanoparticle chemical arrangements using classical 
molecular dynamics simulations. Our calculations show Ag@Au nanoparticles are the 
most promising in terms of achieving a higher catalytic turnover; however, we also find 
that Ag@Au nanoparticles are particularly unstable due to the energetically favourable 
formation of a ‘rosette-like’ icosahedral geometry, which exposes core Ag atoms. In 
addition, diffusion of Ag nanoparticles into a-Si is studied for parallel comparison with 
experiment, performed at the University of Utrecht. Experimental observations suggest 
the diffusion of Ag atoms into the a-Si matrix, however, we do not observe the same 
computationally, suggesting that experimental voids in a-Si may facilitate this diffusion. 
Finally, we investigate the applicability of CO as a probe molecule for determining 
changes in surface composition through vibrational stretching frequencies, both 
experimentally and theoretically, using diffuse reflectance infrared Fourier transform 
spectroscopy and DFT modelling.  
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1 Introduction 
Nanoparticles are clusters or aggregates of atoms, routinely defined as 
particles with sizes in the region of 1-100 nm. Clusters towards the lower end 
of the nanoscale regime may be termed ‘nanoclusters’, usually considered to 
have nuclearities of less than 50 atoms. Most notably, the unique properties 
that are observed for nanoclusters and nanoparticles differ considerably in 
comparison to those associated with bulk matter or isolated atoms and thus 
have extensive application in catalysis, engineering, magnetism, and 
electronics.
1-4
  
Due to the small size of nanoparticles, experimental studies are non-trivial, 
requiring the employment of many techniques such as high-resolution 
transmission electron microscopy (HRTEM), x-ray absorption fine 
spectroscopy (XAS), scanning tunnelling microscopy (STM) and atomic force 
microscopy (AFM) (Fig.  1.1).
5-11
 However, their implicit size allows the use 
of computational modelling to complement experiment: theoretical studies 
using density functional theory tend to focus mainly on nanoparticles towards 
the lower end of this regime (<200 atoms), as these are much more 
computationally feasible. Modelling nanoparticles on a scale similar to 
experiment (≥3 nm) can be performed using interatomic potentials for 
computational efficiency, optimised according to experimentally measurable 
parameters, and should therefore replicate experimental behaviour. 
 
Fig.  1.1 AFM images of 25 nm diameter gold nanoparticles deposited onto a 
silicon wafer. (a) Ordered organisation, (b) random distribution. Frame sizes: 3 
µm and 1 µm, respectively.
11
 
Precious metal nanoparticles are of great interest, as they have been shown to 
be catalytically active for a variety of reactions such as CO and H2 oxidation, 
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NO reduction, CO2 hydrogenation, the water gas shift reaction and the 
catalytic combustion of methanol.
12-16
 Given that these metals are inert as bulk 
materials, the high reactivity of these small particles is particularly intriguing. 
Since the first discovery of catalytically active gold nanoparticles by Haruta 
and Hutchings,
17-18
 gold nanoparticle/nanocluster reactivity has been 
extensively studied to understand the mechanism behind its unusual behaviour, 
providing a substantial data set for effect comparison. Catalysis is structurally 
sensitive, and thus catalytic turnover for a particular reaction is heavily 
influenced by (a) the chosen metal element, (b) the support and (c) the 
deposition method; all of which influence not only nanoparticle size, but their 
adopted geometry and the resulting availability of active sites for catalytic 
processes to occur. The extent of the influence of the above factors is still 
subject to debate, and thus we will begin by discussing generally the 
influencing factors in nanoparticle reactivity. 
1.1 Size and shape effects 
Nanoparticles have a very large surface area to volume ratio and thus surface 
reactivity is highly dependent on the size of the nanoparticle in question. The 
electron energy levels in bulk metals are in continuous energy bands. 
However, if the size of the system is substantially decreased into the finite 
realm, intrinsic quantum size effects occur, where the band structure begins to 
disappear and discrete energy levels become dominant (Fig. 1.2).  
It was first suggested by Goodman et al. that the introduction of a band gap is 
what makes gold nanoparticles catalytically active; scanning tunnelling 
spectroscopy (STS) of Au nanoparticles supported on TiO2 surfaces 
(Au/TiO2(110)) showed a metal to non-metal transition as the size of the 
nanoparticles decreases below 3.5 x 1.3 nm
2
 (diameter x height), as 
summarised in Table 1.1.
19
 For nanoparticle sizes below this threshold, the 
Au/TiO2 interaction dominates, resulting in a catalytically active system. 
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Table 1.1 STS of ‘model’ Au/TiO2 nanoparticles: dependence of band gap and 
type on cluster size. 
Diameter / nm Height / nm Layers No. of atoms Band gap / eV 
1.5 0.6 ~ 2 ~ 35 > 1.5 
2.5 1.0 ~ 3 ~ 170 0.6 
3.0 1.3 ~ 4 ~ 340 0.3 
4.0 1.5 ~ 5 ~ 600 0 
 
 
Fig. 1.2 Electron levels of atoms, clusters, nanoparticles and bulk metals.
20
 
Despite the findings of Goodman et al. in regards to the emergence of a band 
gap, density functional theory calculations by Mills et al. found that the 
presence of a band gap is not essential for nanoparticle reactivity, as O2 did not 
bind to flat, planar Aun nanoparticles (n = 1-6 atoms).
21
 However, O2 binding 
did occur when these nanoparticles were deposited on an Au (111) surface, 
resulting in an Aun/Au(111) system – a metallic system with no band gap. 
Similar calculations undertaken by Mavrikakis, Stolze and Nørskov
22
 also 
found that flat bulk Au surfaces were not active for O2 adsorption, with O2 
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binding only occurring for kinked/stepped surfaces. Wu observed a 
preferential binding of CO at edge and vertex sites for Au nanoparticle DFT 
studies, whereas the flat nanoparticle surfaces were inactive.
23
 Small 
nanoparticles are known to be intrinsically ‘rough’ – i.e. there will be a greater 
number of kinked sites available as nanoparticle size decreases. The fraction of 
step sites at the perimeter interface around the Au nanoparticle also increases 
significantly with decreasing particle size, as shown in Fig. 1.3. Therefore it is 
possible that these effects result in improved catalytic activity: kinks localise 
the Au nanoparticle HOMO, creating focused regions of HOMO electron 
density to which O2 can readily bind, thus increasing charge transfer to the π* 
oxygen orbital and catalytic activity.
24
 
The mechanism behind catalytic activity is not clear and still open to debate. 
Another aspect of interest is the ability to control the reactivity or selectivity of 
the nanoparticle, by fine-tuning its shape. Different preparation methods yield 
different particle geometries, thus influencing the availability of step sites at 
which reactions can occur. Hemi-spherical particles have shown greater 
reactivity than spherical nanoparticles, and a number of different geometries 
have been identified and studied.
25-26
 There is a strong experimental drive to 
achieve a monodispersed system, such that catalytic activity will be 
maintained under operating conditions. Favoured geometries occur at specific 
nuclearities, termed ‘magic numbers’ – these are nanoparticles that exhibit a 
particularly high stability as a result of geometric shell and/or electronic shell 
closure. Structural shell closure is attained when the number of atoms is 
sufficient to form a high-symmetry structural motif, such as icosahedral, 
decahedral and cuboctahedral (Ih, Dh and CO, respectively). Electronic 
closure occurs when the total number of electrons results in a complete valence 
shell, and a substantial energy gap (~1-2 eV) occurs between the HOMO and 
LUMO. Experimentally, these magic clusters are of interest as their high 
stability will favour fully monodispersed systems. They can also be identified 
through mass spectra – a particularly strong peak is exhibited, indicative of the 
greater stability with respect to dissociation in comparison to neighbouring 
atomic sizes, as shown in Fig (1.3).
27
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Fig. 1.3 Schematic diagram depicting possible reasons as to why Au 
nanoparticles are catalytically active.
28
 
 
Fig. 1.4 Mass spectrum of sodium nanoparticles, showing jellium magic 
numbers at cluster sizes of 8, 20, 40 and 58 atoms. Larger peaks indicate greater 
stability with respect to dissociation.
27
 
 
1.2 Nanoparticle-support interactions 
Practical implementation of nanoparticles in catalysis requires the use of a 
support material, but these supports also affect nanoparticle nucleation and 
growth. It is hard to determine which properties of the nanoparticle/support 
system are related to quantum size effects and which are related to metal-
support interactions. The smaller the nanoparticle, the greater the number of 
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surface atoms available for catalysis. However, the fraction of surface atoms 
interacting with the support is also increased, which changes the properties of 
the whole nanoparticle. Furthermore, the atomic arrangement on a surface 
dramatically affects coordination and active site availability. Adsorbate 
molecules have a particular affinity for a certain active site, and therefore an 
increase or decrease in the number of these particular active sites can strongly 
influence catalytic activity.
29
 
The role of the support is also still currently under discussion. Hakkinen et 
al.
26,30
 attributed the catalytic activity of small Au nanoparticles to the charge-
transfer effect from the support, and later studies by Yoon et al.
31
 and Yan et 
al.
32
 highlighted the importance of oxygen vacancies (F-centres) for CO 
oxidation when using supported Au nanoparticles. The CO oxidation reaction 
has been used throughout past literature as a standard for measuring the 
activity of supported nanoparticles. Schubert and co-workers studied CO 
oxidation for gold nanoparticles on varying supports, showing that irreducible 
oxide supports (having the ability to store or adsorb oxygen at low temperature 
e.g. Al2O3 and MgO) had a lower, but still considerable turnover frequency in 
regards to CO oxidation, whereas reducible transition metal oxides (e.g. Fe2O3, 
TiO2) exhibited far superior activity, of up to an order of magnitude greater.
33
 
This increased activity for TiO2 was also observed by Grundwalt et al. and 
Bollinger and Vannice.
34-35
 It is thought that in the case of reducible supports, 
the influence of oxygen vacancies improves O2 trapping or changes the charge 
state of the Au nanoparticle.
36-40
 Thus it is suggested that for ‘inert supports’, 
CO oxidation occurs on the gold nanoparticle, whereas for ‘active’ metal 
oxides, the role of the support is essential, as the CO molecule adsorbs and 
binds to oxygen atoms within the support. In the latter instance, the size of the 
gold nanoparticle plays a secondary role. 
When Comotti et al. studied the same reaction comparing supports for Au 
nanoparticles, both Au/TiO2 and Au/γ-Al2O3 were highly active, despite γ-
Al2O3 having a low ability to absorb or store oxygen.
41
 All nanoparticles were 
deemed to have the same size distribution, thereby suggesting that the support 
affected the adopted geometry of the nanoparticle, resulting in different 
activity rates. A similar study performed by Lopez and co-workers,
42
 contrary 
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to the work of Schubert et al., found that the differences in the conversion for 
reducible and irreducible supports were of a factor of 2-4, thus indicating that 
the reducibility of the support was not an essential consideration. Lopez et al. 
analysed a large amount of data comparing supports, as shown in Fig. 1.5, 
surmising that a property directly related to the nanoparticle size dominates, 
and any contributions from the support material, whilst possibly important, are 
a secondary, smaller influence. This conclusion is also supported by the work 
of Okumura et al., who found catalytic activity of the nanoparticle to be 
independent of the ‘reducible’ support as long as the nanoparticles were 
sufficiently small.
43
 Finally, enhanced CO oxidation is also observed for metal 
carbide supports, such as TiC.
44-46
 Au−C interactions induce a significant 
charge polarisation around the Au nanoparticle, facilitating the bonding of 
electron acceptor molecules (such as CO and SO2).  
 
Fig. 1.5 Measured activities (in mmol CO/(gAus)) for CO oxidation at 273 K 
over different Au-based catalysts as a function of the average particle size (d, in 
nm). Supports are indicated by the symbol shape. Open symbols are used for 
reducible supports; solid symbols for irreducible supports. The curve shows a 
1/d
3
 guide to the eye, showing that the activity of gold catalysts is approximately 
proportional to the number of low-coordinated atoms at the corners of the gold 
particles. Arrows indicate the measurements undertaken by Lopez et al..
42
 Full 
accounts of data and references can be found at 
http://www.fysik.dtu.dk/CooxidationGoldNano.pdf 
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As shown in this brief discussion, the elucidation of Au nanoparticle activity is 
complex, with much room for debate and interpretation of the aforementioned 
influences. Whilst we may not understand the operating mechanism, 
nanoparticles can be optimised for specific catalytic reactions, through choice 
of support, deposition method and reaction conditions. However, to scale these 
reactions to industrial proportions, the high cost of precious metals is not 
appealing even on the nanoscale. Therefore, we look at reducing the molar 
weight of Au that is used in these catalytic reactions, through the combinatory 
use of a second material. The second element of choice is typically another 
metal that is more abundant and cheaper, resulting in a synergistic effect for 
the bimetallic nanoparticle: a reduction in scale-up costs and little compromise 
in activity; indeed, in some cases, activity can be tuned and enhanced in 
bimetallic nanoparticles. 
 
1.3 Bimetallic nanoparticles: composition and mixing effects 
The ability to fine-tune the nanoparticle structure and properties through the 
creation of nanoalloys is of great interest in materials science: not only do 
bimetallic nanoparticles display magic numbers in terms of atomic size, but 
‘magic compositions’ have also been predicted, in which the nanoparticles 
exhibit a particularly high stability or reactivity at a certain composition.
47-48
 
XPS studies showed the thermal stability of Au0.8Fe0.2 to be particularly high, 
in comparison to other Au/Fe compositions.
49
 Similarly, Mottet et al. found a 
considerable shift to higher melting points of Ag nanoparticles when combined 
with Ni and Cu impurities.
50
 These ‘super stabilities’ arise as a result of a 
synergistic effect from the combination of the two metallic species, and thus 
bimetallic nanoparticles hold promise for attaining the ‘best of both worlds’ 
from each respective element.  
The chemical composition of a bimetallic nanoparticle can dictate the resultant 
mixing pattern (chemical arrangement) and, in turn, the properties of the 
nanoalloy. Four main types of mixing patterns are identified for bimetallic AB 
systems: 
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1. Alloy [ordered and random, as illustrated in Fig. 1.6 (a) and (b), 
respectively], involving a high degree of intermixing and a high number 
of interactions between the two metallic species.  
2. Core-shell, illustrated in Fig. 1.6(c), where a core of one metallic 
species is surrounded by an outer shell of the second metallic species. 
The interactions between the two metallic species are at the interface 
between the core and shell regions. In this work, the core@shell 
notation is used throughout (although shell[core] and AcoreBshell 
notations are also used in other works). 
3. Segregated subclusters, illustrated in Fig. 1.6(d) and (e), involving two 
separate regions, each consisting of one metal type, sharing a common 
interface with few A−B bonds. Whilst in theory this is a possible 
structure, it is not actually known for any specific bimetallic 
combination. 
4. Layered multishell structures (onion-like), as shown in Fig. 1.6(f), in 
which there is an alternating A−B−A type arrangement of shells, which 
has been found to be favoured by Ag-Pd and Co-Rh nanoparticles,
51-52
 
and most recently, 3-layer Pd-Au clusters were found to favour a tri-
layer structure experimentally: AuPd@Au@Pd.
53
 
 
Fig. 1.6 Schematic representation of varying chemical arrangements, left to 
right: (a)/(b) mixed, (c) core@shell, (d)/(e) segregated subclusters, and (f) onion-
like three-shell. The pictures show cross-sections of the specified nanoparticles.
7
 
Prediction of the final preferred chemical arrangement of bimetallic 
nanoparticles is not an easy task, as ordering and segregation are dependent on 
several key factors, in particular the following: 
a) The relative strengths of the A−B bonds, in comparison to A−A and 
B−B bonds. If the A−B bond is stronger than the monometallic bonds, 
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an alloy which maximises the number of these mixed interactions will 
be favoured more than a segregated system. Conversely, if the 
monometallic bonds are stronger, a segregated system is more 
favourable. 
b) The relative electronegativities of the two metallic species. If one 
element is more electronegative than the other, the extent of charge 
transfer to this particular species will be greater, and thus to maximise 
charge transfer, mixing is favoured. 
c) Relative atomic sizes – the smaller the atomic mismatch between two 
metallic species, the easier intermixing will be.
54-55
 
d) The surface energies of the two metallic species. The element with the 
lowest surface energy will naturally migrate to the surface, as the 
creation of surfaces is easier for this metallic substituent.  
e) Specific electronic/magnetic effects. Electron spin and/or electronic 
shell structure may stabilise particular chemical ordering. 
f) Binding strength to ligands (e.g. CO, micelle): the species that binds 
most strongly to the surface ligand will favour surface segregation. 
Therefore, there are many considerations when predicting chemical ordering 
within a nanoparticle. Nonetheless, despite the numerous thermodynamic 
arguments, it is possible experimentally to synthesise nanoparticles of a 
desired chemical arrangement, through kinetic trapping. These chemical routes 
usually follow a specific synthetic route, such as a sequential 
deposition/reduction technique to create a core@shell arrangement.
56
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1.4 Supported Au/Ag nanoparticles for photocatalytic hydrogen production  
Thus far, we have highlighted the high catalytic activity of Au nanoparticles 
and the advantages of the introduction of a secondary metallic species. We 
now turn our attention to a specific catalytic process, namely photocatalytic 
hydrogen production, allowing consideration of properties that make Au and 
Ag nanoparticles suitable for this reaction. Photocatalytic hydrogen production 
is usually performed using nanoparticles supported on TiO2, and therefore 
measurement of electronic properties can be performed with reference to the 
TiO2 substrate. 
TiO2 is a highly promising semiconductor for use in photocatalysis, primarily 
due to its good surface stability and cost-effectiveness. Photocatalytic 
hydrogen production ideally uses water as its feedstock, although sacrificial 
agents are required experimentally (e.g. methanol, ethanol or glycols).
57
 In 
principle, the TiO2 semiconductor absorbs an incoming UV photon, resulting 
in the production of an electron-hole pair (charge carriers), of which the 
positive holes can interact with ethanol/water, and the electrons reduce any 
produced H
+
 ions to H2 gas, as illustrated in Fig. 1.7. However, TiO2 alone is 
not efficient for photocatalysis, due to the fast recombination rates of the 
electron-hole pairs. The introduction of metal nanoparticles has been found to 
increase reaction efficiency by acting as an ‘electron trap’, extending the 
photocatalytic lifetime and reducing the overpotentials for H2 production.  
Electron transfer to Au nanoparticles is straightforward, given that the Au 
Fermi level (−5.1 eV for bulk Au58) (Ef) lies lower in energy than that for TiO2 
(−4.5 eV59). Subramanian observed a shift in the Fermi energy for Au/TiO2 
nanocomposites, from 230 mV for nano-TiO2 to 290 mV for 3 nm Au/TiO2 
particles. Photo-excited electrons migrate to the nanoparticle until Ef is aligned 
in both systems: this electron storage in the Au nanoparticles allows a greater 
number of the remaining positive holes in TiO2 to migrate to the surface for 
oxidation reactions. The electron depletion at the interface between the 
nanoparticle/semiconductor, known as a Schottky barrier, reduces 
recombination rates and facilitates charge separation.
60
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Fig. 1.7 Schematic diagram of Fermi-level equilibration between semiconductor 
and metallic nanoparticle.
60
 
A comparative study of Au/TiO2 and Pt/TiO2 nanoparticles by Haruta et al. 
found that hydrogen production from ethylene glycol (or ethanol) aqueous 
solutions showed Au/TiO2 to have a catalytic activity of ~70% of that 
observed for Pt/TiO2, with an equivalent metal loading. However, the mean 
particle diameter of Au was larger than Pt (4.6 nm and 2.4 nm, respectively), 
which may also have been an influencing factor.
61
 The effect of particle size 
and Au loading for the above reaction for Au/TiO2 nanoparticles was studied 
by Murdoch et al., showing that nanoparticle sizes in the range 3-30 nm were 
observed to be very active in the hydrogen production, although the particle 
size had little effect on the photoreaction in the 3-12 nm range.
62
 The highest 
activity was observed for a 4 wt.% Au/TiO2(anatase), whereas 8 wt.% 
Au/TiO2(rutile) exhibited the highest rate of hydrogen production for the rutile 
TiO2 phase. Wahab and co-workers found that Au/TiO2(P25), which is a 
combination of the two TiO2 phases (anatase:rutile ~3:~1
63
), had the highest 
activity rate of the three TiO2 supports.
64
 
In the complete photocatalytic decomposition of water, the recombination of 
H2 and O2 should be avoided. Thus, whilst Pt is also observed to be highly 
catalytically active, Au is deemed to be more of a suitable metal choice due to 
its lesser ability to oxidise hydrogen. Nonetheless, in terms of scaling this 
reaction towards industrial proportions, Au is still a very expensive metal 
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choice. As mentioned previously, Ag is a promising candidate as its partner in 
bimetallic nanoparticles, due to its similar activity and reduced material cost.  
The electron storage potential of Ag is greater than that of Au and Pt, making 
it a very appealing candidate for use in photocatalytic hydrogen production.
65
 
However, electron transfer to Ag nanoparticles is not as straightforward as in 
the case of Au, as the Ef of Ag lies at a higher energy than TiO2
 (−4.26 eV for 
bulk Ag
58
). For electron transfer to Ag to occur, an overpotential is required 
and it is therefore unclear why this metal is active for photocatalytic hydrogen 
production when deposited on TiO2. Suggestions of band bending at the 
Ag/TiO2 interface (which have not been measured experimentally) have been 
raised, which could reduce (or even completely remove) the required 
overpotential (Fig. 1.8). 
 
Fig. 1.8 Schematic representation of band bending 
at the TiO2 surface / Ag nanoparticle interface. 
 
 
Sclafani and Herrmann found that for photocatalytic dehydrogenation of 2-
propanol, Ag/TiO2 nanoparticles improved light absorption and subsequent 
creation of electron-hole pairs, with slightly better activity observed for the 
rutile phase.
66
 Zhang et al. investigated both Ag(0)/TiO2 and Ag(I)/TiO2, 
determining that Ag(I) played a more dominant role in promoting electron-
hole separation, thus facilitating photocatalytic degradation through promotion 
of charge transfer. Ag(0), on the other hand, was suggested to be responsible 
for the photo-stability of Ag/TiO2 under visible light irradiation.
67
 
Recently, Kennedy et al. compared photocatalytic hydrogen production 
activity for Au/TiO2, Ag/TiO2 and AuAg/TiO2 for methanol reformation. The 
bimetallic nanoparticles were synthesised as alloys and core@shell 
arrangements, with both Ag@Au and Au@Ag. Au@Ag nanoparticles 
deposited on the TiO2 surface were observed to have the highest hydrogen 
production rate, exceeding that of both the alloy and pure nanoparticles.
68
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1.5 Thesis aims 
The work presented here focuses on 147-atom bimetallic AuAg nanoparticles, 
in particular determining how the chemical arrangement affects their 
associated properties, and how in turn they respond to experimental conditions, 
such as the presence of adsorbing molecular species and temperature. 147-
atom clusters are chosen not only on the basis it is a magic number for the CO 
and Ih geometries, but also that the size is sufficient that any observed trends 
may be extrapolated to experiment, as quantum effects no longer affect any 
associated properties, as in some cases where ‘every atom counts’ (typically N 
< 100 atoms). We examine not only alloys but core@shell arrangements too, 
as we know that both are possible from experiment.
69
 
Our first investigation (Ch. 3) concerns the most thermodynamically viable 
chemical orderings for these bimetallic nanoparticles, in terms of energetics 
and stability. These two factors are calculated as a function of the composition 
of the nanoparticle in question, to ensure that a bias towards Au is not 
favoured, given its naturally higher binding energy. Given the extremely large 
number of chemical arrangements that are possible for a 147-atom 
nanoparticle, the alloy arrangements are analysed using both interatomic 
potentials and the lowest-lying energy structures re-optimised using a higher-
level density functional theory (DFT).  
In Ch. 4, we establish the consequences of experimental calcination processes 
on the chemical arrangements of bimetallic AuAg nanoparticles. In 
experiment, it is common for high temperature heat treatments to remove long-
chain protecting polymers, which are required to control nanoparticle size. 
Therefore, to replicate this experimental process, we subject the nanoparticles 
(using the arrangements as from Ch. 3) to an annealing procedure using 
ensemble MD simulations, to determine if there are any ill-effects. 
Chapter 5 moves the focus to Ag nanoparticles and addresses the stability of 
Ag nanoparticles in a-Si, a popular supporting substrate used in photovoltaics. 
This chapter is in collaboration with Marcel Di Vece et al. (University of 
Utrecht), who provided interesting experimental data concerning the inter-
diffusion of Ag atoms into a-Si. A particular directionality to this diffusion 
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was observed and thus we aim to re-create this theoretically, using ensemble 
MD calculations, and determine whether defects stimulate this diffusion. 
Finally, the influence of adsorbing molecular species is explored in chapter 6. 
The possibility of using CO as a probe molecule is examined for detecting 
changes in surface species, with the aim to pair data with that obtained at 
Diamond Light Source using the in situ EXAFS/DRIFTS facility. Final 
conclusions are given in the final chapter 7.  
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2 Theoretical Methods 
2.1 Energy Minimisation 
Attainment of the most energetically favourable configuration of atoms in a system is 
achieved through a total energy minimisation, from a particular point on the potential 
energy surface (PES). The energy is minimised by moving the atoms until the forces 
on the atoms are zero, also known as a structural relaxation or geometry 
optimisation, and is almost always the starting point in an atomistic simulation. The 
total energy can be used to analytically calculate the forces on a system of n atoms: 
 𝑭𝑖 = −𝛻𝒓𝑖𝑈(𝒓1, 𝒓2, … , 𝒓𝑛) ( 2-1 ) 
where 𝛻𝒓𝑖  indicates the gradient, and is dependent on coordinates of the atoms 
(r1, r2, …, rn). On the PES, several local minima exist, as indicated in Fig.  2.1, and 
thus it is not always possible to determine whether the lowest energy configuration 
possible (global minimum, GM) has been found. Stationary points correspond to 
regions where the slope of the PES is zero with respect to position r: 
 𝛻𝑟𝑖𝑈(𝒓1, 𝒓2, … , 𝒓𝑛) = 0     . ( 2-2 ) 
There are two types of stationary points, corresponding to minima and saddle points. 
The gradient of the PES slope is downhill in all directions for saddle points; at a 
minimum, any movement away from the point increases in potential energy, i.e. the 
second derivative of the energy will be positive: 
 
            
𝜕2𝑈
𝜕𝒓2
> 0              . 
( 2-3 ) 
The forces on the atoms give the direction in which energy will decrease the fastest, 
although gradient-following alone is not sufficient for finding the lowest energy 
structure, and hence there are many different algorithms. Calculation of the total 
energy, however, is independent of the strategies employed for successful geometry 
optimisation. The most common methods for finding a minimum are based on 
derivatives, using the gradient of the potential energy slope to find the minimum, and 
can be done so in a direct manner (steepest descent, conjugate gradient) or iteratively 
(residual minimization method direct inversion in iterative subspace (RMM-DIIS), 
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Davidson). The algorithms employed in Ch. 3 and Ch.5 are iterative (RMM-DIIS 
and the Davidson scheme), which converge well for parallelisation over bands.  
 
Fig.  2.1 Example PES identifying the different possible transition states for a 
configuration. 
2.2 Force-fields 
Force-fields, or potentials, are used to represent interactions between atoms, 
replicating experimental behaviour. They are computationally efficient and 
inexpensive, but the degree of transferability is very low, and as such, many 
interatomic potentials must be parameterised to replicate the same material properties 
obtained from experiment. Potentials that are fitted solely to experimental data are 
termed empirical, those with some properties calculated are termed semi-empirical, 
and quantum mechanical potentials (‘ab-initio’) are obtained in a purely theoretical 
manner. The total energy of a system with n atoms described by an empirical 
potential can be expanded in a many-body expansion: 
𝑈(𝒓1, … , 𝒓𝑛) = ∑ 𝑈1(𝒓𝑖)
𝑖
+ ∑ ∑ 𝑈2(𝒓𝑖 , 𝒓𝑗) + ∑ ∑ ∑ 𝑈3(𝒓𝑖 , 𝒓𝑗, 𝒓𝑘)
𝑘>𝑗𝑗>𝑖𝑖
+ ⋯ 
𝑗>𝑖𝑖
 ( 2-4 ) 
U1 is a one-body term, due to an external field or boundary conditions (such as the 
walls of a container). U2 is a pair potential, or two-body term, which considers the 
interaction of a pair of atoms dependent on their spacing, and do not interact with 
anything else. U3 is a third body term, which arises when the effect of a third atom 
influences the U2 interaction. Potentials may therefore be loosely classed as pair-
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potentials or many-body potentials, depending on the presence of the U3 (and higher) 
terms. 
2.2.1 Pair potentials 
One of the simplest pairwise potentials is the Lennard-Jones potential, consisting of 
an attractive and repulsive term to describe van der Waals interactions in inert gases 
and molecular systems. It has the form: 
 
𝑈(𝒓𝑖𝑗)  =  4𝜀 [(
𝜎
𝒓𝑖𝑗
)
12
− (
𝜎
𝒓𝑖𝑗
)
6
] 
( 2-5 ) 
where ε is the potential well-depth, as shown in Fig.  2.2, σ is the separation distance, 
and U(r
ij
)  is the energy of the system as a whole. The (1 rij⁄ )
12
term represents the 
repulsion when atoms are brought within close proximity of one another: in close 
proximity, atomic electronic clouds overlap, increasing the energy of the system 
abruptly. At large distances, the (1 rij⁄ )
6
term dominates, describing the weakly 
attractive van der Waals dispersion forces.  
Many studies on Lennard-Jones solids, liquids, surfaces, clusters have been 
performed, being the potential of choice when the focus of the investigation is on 
fundamental issues, rather than on properties of a specific material. However, pair 
potentials do not address the directionality of bonds, nor the environment 
dependence: in reality, bond strength should decrease as the local environment 
becomes too crowded due to Pauli’s principle, and this is not reflected in the pair 
potential. Therefore, as the electronic structure of the material becomes more 
delocalised, higher terms are required, such that metal-metal interactions must be 
described using many-body potentials. 
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Fig.  2.2 Lennard-Jones potential for Kr, σ and ε are indicated. 
2.2.2 Many-body potentials 
Metal-metal interactions are frequently described using empirical potentials, of 
which the most popular are the embedded atom model, glue-model and those based 
on the second-moment approximation to the tight-binding energy (SMATB), and 
their variants. 
The Gupta potential 
The Gupta potential
1
 is derived from the SMATB, consisting of an attractive many 
body (Vi
m
) and a repulsive pair (Vi
r
) term, obtained by summing over all n atoms, to 
give a total energy: 
 
Vclus= ∑ (Vi
r
n
𝑖=0
− Vi
m)     . 
( 2-6 ) 
𝑉𝑖
r and 𝑉𝑖
m are defined as: 
 
𝑉𝑖
r(𝒓𝑖𝑗) = ∑ 𝐴
𝑛
𝑗≠𝑖
𝑒
−𝑝(
𝒓𝑖𝑗
𝑟0
−1)
 
( 2-7 ) 
and: 
In
te
ra
ct
io
n
 E
n
er
g
y
, 
U
(r
ij
) 
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𝑉𝑖
m(𝒓𝑖𝑗)= [∑ ξ 
2𝑒
−2𝑞(
𝒓𝑖𝑗
𝑟0
−1)
n
j≠i
]
1
2
 
( 2-8 ) 
where rij is the interatomic distance between atoms i and j, and r0 is the equilibrium 
bond length. All other potential parameters (A, p, ξ and q) are fitted to reproduce 
experimental values for the cohesive energy, lattice parameters and independent 
elastic constants for the bulk crystal at 0 K. After fitting to bulk properties, the only 
independent parameters left (p and q) determine the range of the repulsive and 
attractive terms, respectively. A, p, ξ and q  are assumed to only depend on the 
interacting species, and thus the Gupta potential naturally describes bond strength 
and atomic mismatch. Through the many-body (non-linear) term, it also reproduces 
the bond order/bond length correlations typical of metallic systems and leading, in 
particular, to a contraction of bond lengths at the metal surface.  
The Gupta potential is known to reproduce kinetics in AuAg systems, having been 
used previously by Chen et al. and Calvo et al.,
2-4
 and are thus used to represent any 
classical interactions throughout this work, with the exception of Ch.5. The 
parameters used in this study are taken from the work of Cleri and Rosato,
5
 presented 
in Table 2.1. 
Table 2.1 Gupta potential parameters as given by Cleri & Rosato. Bimetallic Au−Ag 
parameters are taken as the arithmetic mean of the pure parameters. 
Parameter A / eV r0 / Å q p ξ / eV 
Au−Au 0.2061 2.8843 4.036 10.229 1.790 
Au−Ag 0.15445 2.8864 3.5875 10.5785 1.484 
Ag−Ag 0.1028 2.8885 3.139 10.928 1.178 
Embedded atom model  
The embedded atom model (EAM) is an alternative but rather realistic approach to 
the description of bonding in metallic systems. It has a similar expression for the 
total energy of the system of n atoms to that of the SMATB, based on a different 
physical theory: the energy of the atom i is determined by the local electron density 
at the site of the atom i from all atoms j.  
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𝑈 = 𝐹𝑖(𝑝𝑖) +
1
2
∑ 𝜑𝑖𝑗(𝒓𝑖𝑗)
𝑗≠𝑖
 
( 2-9 ) 
 𝜌𝑖 = ∑ 𝑓𝑗(𝒓𝑖𝑗)
𝑗≠𝑖
 
( 2-10 ) 
The energy of atom i is determined by the local electron density at the position of the 
atom and the function f describes the contribution to the electronic density at the site 
of the atom i from all atoms j. The sum over function f is therefore a measure of local 
electron density, ρ
i
 and the embedding energy F is the energy associated with placing 
an atom in the electron environment described by ρ. The pair-potential term, φ, 
describes electrostatic contributions. 
Tersoff potential 
Covalently bounded systems require different treatment as they must account for the 
potential energy coming from stretching, bending, and torsion deformations of bonds 
and their angles. The Tersoff potential is a three-body potential, making it simpler 
than the Gupta potential but more suitable for open structures than simple pair 
potentials, such as found in the Si diamond lattice. The Tersoff potential incorporates 
bond order into the atom-atom interactions, directly reflecting the strength of the 
bond; single, double and triple bonds will have bond orders of 1, 2, and 3, 
respectively. The bond order is defined as: 
 
𝛩𝑖𝑗 =
1
2
(𝑁𝑖𝑗
(b)
− 𝑁𝑖𝑗
(ab)
) 
( 2-11 ) 
where 𝑖 and 𝑗 are the atoms forming the bond, 𝑁𝑖𝑗  is the number of electrons in the 
bonding (b) or antibonding (ab) orbital. 
The bond order is assumed to depend on the coordination of an atom. Its form has a 
repulsive exponential and an attractive exponential scaled by a functional that is 
dependent on the number of neighbours, written as 
 𝑉𝑖𝑗 = 𝑓𝑅(𝒓𝑖𝑗) + 𝑏𝑖𝑗𝑓𝐴(𝒓𝑖𝑗) ( 2-12 ) 
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 𝑏𝑖𝑗 = (1 + 𝛽
𝑛𝜁𝑖𝑗
𝑛)−1/2𝑛 ( 2-13 ) 
 𝜁𝑖𝑗 = ∑ 𝑔(𝜃𝑖𝑗𝑘)𝑒𝑥𝑝[𝜆(𝒓𝑖𝑗 − 𝒓𝑖𝑘)
3]
𝑘≠𝑖,𝑗
 
( 2-14 ) 
where the subscript R and A refer to repulsive and attractive terms, respectively. The 
Tersoff potential is not a pair potential as bij is not constant, and refers to the bond 
order for the bond between atoms i and j. 𝜃𝑖𝑗𝑘  is the bond angle between atoms 
𝑖, 𝑗  and 𝑘, 𝑔(𝜃) is a function which gives an angular dependence to the potential and 
𝑛, 𝛽 and 𝜆 are parameters. This potential is fitted to elastic constants and phonon 
frequencies for group IV materials: silicon, germanium, carbon and their alloys 
based on a few parameters. In Ch. 5, we look at silver nanoparticles embedded in 
silicon, employing the use of the Tersoff potential for Si-Si and Ag-Si interactions. 
As the Ag-Si interactions are parameterised based on the EAM, and readily 
available, we also employ the EAM formalism for Ag–Ag interactions for this 
chapter only. 
2.3 Electronic Structure Methods 
Though the kinetics of metallic systems are well represented by the Gupta potential, 
it does not describe bond directionality and charge transfer effects, missing angular-
dependent and coulombic interaction terms, respectively. Furthermore, empirical 
potentials cannot describe electronic closure effects either, which are explicitly 
related to the quantum confinement of the electron density and the associated 
discrete-ness in the spectrum of one-electron energy levels. Therefore, when these 
effects are included in the search for the groundstate configurations, this can alter the 
energetic ordering. In chapter 3, we begin by examining the most likely chemical 
arrangements for 147-atom AuAg nanoparticles, using the Gupta potential to initially 
represent Au−Ag interactions, due to the high number of electrons in the system 
(1617 e
−
). The nanoparticles are then reoptimised at a higher level of theory, using 
quantum mechanical methods.  
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2.3.1 The Schrödinger equation 
In order to determine the groundstate energy of a system, the Schrödinger equation 
must be solved. The time independent Schrödinger equation is of the form 
 ?̂?𝜓 = 𝐸𝜓, ( 2-15 ) 
where ?̂? is the Hamiltonian operator, 𝜓 is the wavefunction of the system, and 𝐸 is 
the energy of the system. Solutions for the Schrödinger equation only exist at certain 
values of energy, termed eigenstates. For a single electron moving in one dimension, 
this can be re-written as: 
 
−
ℏ
2𝑚𝑒
𝑑2𝜓
𝑑𝑥2
+ 𝑉(𝑥)𝜓(𝑥) = 𝐸𝜓(𝑥) 
( 2-16 ) 
where ℏ is the reduced Planck’s constant, 𝑚𝑒  is the mass of the electron, 𝜓 is the 
wavefunction, and 𝑉  is the potential energy, dependent on position 𝑥.  For an N 
electron, three-dimensional system, with 3N coordinates, equation ( 2-16 ) becomes: 
 
[− ∑
ℏ
2𝑚𝑖
𝑁
𝑖=1
𝛻𝑖
2 + 𝑉(𝑥1, … , 𝑧𝑁)] ψ = 𝐸𝜓 
( 2-17 ) 
where particle 𝑖 has mass 𝑚𝑖 and coordinates (𝑥𝑖 , 𝑦𝑖, 𝑧𝑖), where 𝑖 = 1, 2, 3, … , 𝑁. The 
kinetic energy is the sum of the kinetic energies of the individual electrons. The time 
independent wavefunction is a function of the 3N coordinates of the N electrons: 
 𝜓 = 𝜓(𝑥1, 𝑦1, 𝑧1, … , 𝑥𝑁 , 𝑦𝑁 , 𝑧𝑁)    . ( 2-18 ) 
For a molecular system of N electrons and M nuclei, the wavefunction is dependent 
on both the positions of the electrons (ri) and the nuclei (Ri). The molecular 
Hamiltonian can be broken down into the following contributions: 
 ?̂? =  ?̂?𝑒 + ?̂?𝑒𝑒 + ?̂?𝑒𝑛 + ?̂?𝑛𝑢𝑐−𝑛𝑢𝑐 ( 2-19 ) 
where ?̂?𝑒 and ?̂?𝑛 is the kinetic energy of the electrons and nuclei, respectively: 
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?̂?𝑒 = − ∑
ℏ
2𝑚𝑒
𝑁
𝑖
𝛻2(𝒓𝑖) 
( 2-20 ) 
 
?̂?𝑛 = − ∑
ℏ
2𝑀𝑖
𝑀
𝑖
𝛻2(𝑹𝑖) 
( 2-21 ) 
where 𝑚𝑒 is the mass of an electron and 𝑀𝑖 is the mass of nucleus i. The three latter 
parts of the Hamiltonian, are the potential energy terms concerning the electron-
electron (?̂?𝑒𝑒), nucleus-nucleus (?̂?𝑛𝑢𝑐−𝑛𝑢𝑐) interactions and the attractive Coulombic 
electron-nucleus (?̂?𝑒𝑛) interaction: 
 
?̂?𝑒𝑒 = ∑ ∑
𝑒2
4𝜋𝜀0|𝒓𝑖 − 𝒓𝑗|
𝑁
𝑗>𝑖
𝑁
𝑖
 
( 2-22 ) 
 
?̂?𝑛𝑢𝑐−𝑛𝑢𝑐 = ∑ ∑
𝑍𝑖𝑍𝑗𝑒
2
4𝜋𝜀0|𝑹𝑖 − 𝑹𝑗|
𝑀
𝑗>𝑖
𝑀
𝑖
 
( 2-23 ) 
 
?̂?𝑒−𝑛𝑢𝑐 = − ∑ ∑
𝑍𝑖𝑒
2
4𝜋𝜀0|𝑹𝑖 − 𝒓𝑗|
𝑁
𝑗
𝑀
𝑖
 
( 2-24 ) 
where 𝑍𝑖  is the atomic number of the nucleus i, 𝑒 is the elementary charge of an 
electron and 𝜀0  is the permittivity of free space. Considering the extremely large 
differences in mass between nuclei and electrons, the nuclei are so slow moving that 
the electrons are approximated to be moving in a field of fixed nuclei. Fixed nuclei 
will have zero kinetic energy and the potential energy from nucleus-nucleus 
repulsion will be constant, which is known as the Born-Oppenheimer approximation. 
Thus the Schrödinger equation may be simplified to the electronic Hamiltonian: 
 ?̂?𝑒𝑙𝑒𝑐 =  ?̂?𝑒 + ?̂?𝑒𝑒 + ?̂?𝑒−𝑛𝑢𝑐 + ?̂?𝑛𝑢𝑐−𝑛𝑢𝑐  . ( 2-25 ) 
Nonetheless, determination of eigenstates using the wavefunction is time consuming, 
due to the dependence of the wavefunction on 3N spatial and N spin coordinates. 
Thus electronic structure methods that require fewer variables are appealing in the 
calculation of energetic states and properties. 
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2.3.2 Density functional theory (DFT) 
Density functional theory (DFT) attempts to calculate the ground state energy (E0) 
and other ground-state molecular properties from the ground-state electron density, 
ρ0, where the zero indicates the ground state.  
The Hohenberg-Kohn theorems 
The first Hohenberg-Kohn (HK1) theorem, established in 1964,
6
 proved that for 
molecules with a nondegenerate ground state, the ground state energy, wavefunction 
and all other molecular electronic properties may be determined from the ground 
state electron probability density, 𝜌0. The ground state energy is therefore written as 
a functional of 𝜌0, such that E0 = E0[𝜌0]. 𝜌0(𝒓) determines the external potential, 
ν(ri), and once specified, the electronic wavefunction and allowed energies of the 
molecule are determined as the solutions of the electronic Schrödinger equation. 
Hence the ground-state wavefunction and energy are also determined by 𝜌0. This 
theorem implies that the ground state energy can be written as:  
 
𝐸0 = 𝐸𝜈[𝜌0] =  ∫ 𝑑𝒓 𝜈(𝒓)𝜌0(𝒓) + 𝐹[𝜌0] 
( 2-26 ) 
where the functional F[ρ0], is independent of the external potential.
7-8
 The functional 
F[ρ0] in equation ( 2-26 ) is unknown, and therefore is an impractical way of 
calculating E0 from 𝜌0 . To transform this equation, a second theorem proven by 
Hohenberg and Kohn (HK2) is required, as well as an approach developed by Kohn 
and Sham. This second theorem is also known as the Hohenberg-Kohn variational 
theorem, who proved that for every trial density 𝜌𝑡𝑟(𝒓) that satisfies ∫ 𝜌𝑡𝑟(𝒓) 𝑑(𝒓) =
𝑁 and 𝜌𝑡𝑟(𝒓) ≥ 0 for all r, the following inequality holds true: 𝐸0 ≤ 𝐸ν[ρtr], where 
𝐸ν is the energy functional. Since 𝐸0 = 𝐸ν[𝜌0], we can say that the true ground state 
electron density minimises the energy functional 𝐸ν[ρtr]. Equation ( 2-26 ) becomes: 
 
𝐸0 ≤ 𝐸𝜈[𝜌𝑡𝑟] =  ∫ 𝑑𝒓 𝜈(𝒓)𝜌𝑡𝑟(𝒓) + 𝐹[𝜌𝑡𝑟] 
( 2-27 ) 
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The Kohn-Sham method 
HK1 tells us that in principle, it is possible to calculate the ground state molecular 
properties from ρ
0
, without determining the molecular wavefunction. Nonetheless, it 
does not tell us how to calculate E0 from 𝜌0, nor how to determine 𝜌0 without the 
wavefunction. From the HK theorems, Kohn and Sham derived a set of equations for 
a non-interacting system of N electrons, such that the ground state electron 
probability density of the reference system is equal to that of the molecule we are 
interested in.
9
 In Kohn-Sham (KS) theory, this can be formulated as a simple 
expression for the ground state energy: 
 𝐸0 = 𝐸𝑣[𝜌] = 𝑇s[𝜌] + 𝑉𝑒−𝑛𝑢𝑐[𝜌] + 𝐽[𝜌] + 𝐸𝑥𝑐[𝜌] ( 2-28 ) 
where 𝑉𝑒−𝑛𝑢𝑐  is the electron-nucleus potential energy, expressed in terms of an 
external potential due to the nuclei, 𝑉𝑒𝑥𝑡 . 𝑇s[𝜌]  is the KS kinetic energy of one 
electron orbitals (𝜙𝑖), for the non-interacting electrons, written as: 
 
𝑇𝑠[𝜌] = ∑ 𝑑𝒓 𝜙𝑖
∗(𝒓) (−
ℏ
2𝑚
𝛻2) 𝜙𝑖(𝒓)
𝑁
𝑖
. 
( 2-29 ) 
𝐽[𝜌] is the Coulomb energy: 
 
𝐽[𝜌] =  
𝑒2
2
∬
𝜌(𝒓)𝜌(𝒓′)
|𝒓 − 𝒓′|
𝑑𝒓𝑑𝒓′ , 
( 2-30 ) 
where 𝐸𝑥𝑐 is the exchange-correlation functional. Ts[ρ] and J[ρ] are analogous to Te 
and V̂ee  [equation ( 2-25 )], respectively. This is a non-classical electron-electron 
interaction, and is an unknown term. It is therefore approximated, and it is these 
approximations that define the accuracy with which the properties of the ground state 
are calculated. The exchange-correlation functional that is used in this work is the 
generalised gradient approximation (GGA),
10
 which takes into account both the 
electron density and its gradient: 
 𝐸𝑥𝑐 = 𝐸𝑥𝑐
𝐺𝐺𝐴[𝜌(𝒓), 𝛻𝜌(𝒓)] = 𝐸𝑥
𝐺𝐺𝐴[𝜌(𝒓), 𝛻𝜌(𝒓)] + 𝐸𝑐
𝐺𝐺𝐴[𝜌(𝒓), 𝛻𝜌(𝒓)] ( 2-31 ) 
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2.3.3 The projector augmented wave method  
In order to calculate the ground-state energy of a system, the Kohn-Sham orbitals are 
expanded using basis set functions. Plane-wave basis sets have many advantages 
over atomic basis sets, in that they are orthogonal, not subject to Pulay forces, or 
basis set superposition error (BSSE). The accuracy of plane-wave basis sets is 
dependent on the energy cut-off chosen, but this must also be compromised with 
computational efficiency. The chemical properties of the element in question are 
dependent on the valence electrons, and with increasing atomic number, 
computational treatment to accurately represent all the electrons becomes 
increasingly complicated, requiring a large number of basis sets. Furthermore, close 
to the nucleus, valence wavefunctions are more oscillatory and require high energy 
plane-waves for accurate representation. 
One solution is to consider the core electrons and the valence electrons separately, 
replacing the strong Coulomb potential between the nucleus and valence electrons 
with a weaker, modified ‘pseudopotential’, which also reproduce the screening effect 
as induced by core electrons. The wavefunction is considerably smoother, reducing 
computational cost. 
The projector augmented wave method works in a similar manner, by transforming 
the oscillatory behaviour of the valence wavefunction at the nucleus by a linear 
transformation operator, ?̂?, into a smooth pseudo-wavefunction, while conserving the 
true wavefunction. The linear transformation [𝑇] consists of a complete basis of 
partial waves for the valence electrons, a set of pseudo partial waves, and a set of 
projector functions. The projector augmented wave method (PAW)
11
 is a 
generalisation of the pseudopotential and linear augmented plane wave methods; 
around each nucleus, a, with position 𝑹𝑎, a cutoff 𝑟c
𝑎 is defined, beyond which the 
valence wavefunction is smooth. Localised within the augmentation spheres 
(|𝒓 − 𝑹𝑎| <  𝑟c
𝑎), it is necessary to expand the wavefunction into a complete basis of 
i partial waves, 𝜙(𝒓). The smooth projector functions join (or augment) the partial 
and pseudo partial waves at a certain radius. The all-electron and pseudo 
wavefunctions differ within the core augmentation sphere but match exactly in the 
valence region. As the partial waves and projection operators do not depend on the 
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system being studied, they only need be calculated once for each element. Grid-
based PAW is used in Ch. 3 and Ch. 6. 
 
Fig.  2.3 Comparison of a wavefunction in the Coulomb potential of the nucleus (blue) 
to the one in the pseudopotential (red). The real and the pseudo wavefunction and 
potentials match above a certain cutoff radius, rc. 
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2.4 Molecular Dynamics  
Molecular dynamics (MD) is a computer simulation technique where the real-time 
evolution of a set of interacting molecules/atoms is predicted by numerically 
integrating Newton’s equations of motion.12 The trajectory is obtained by solving 
Newton’s second law:13  
 𝑚𝑑2𝑥(𝑡) = F(𝑥(𝑡))    , ( 2-32 ) 
which describes the motion of a particle, where m is the mass of the particle, moving 
along coordinate x, t is time, and F is the force acting on the particle in that direction. 
For a more realistic system that contains n interacting particles, the force acting on a 
particle will change with position, or upon interaction with another particle, resulting 
in a set of n-coupled Newton’s equations: 
 𝑚
𝑑2𝒓𝒊
𝑑𝑡2
= 𝐹𝑖(𝒓1, 𝒓2, … , 𝒓𝑛),   𝑖 = 1, 2, … , 𝑛 ( 2-33 ) 
where ri are the position vectors, and Fi are the forces acting upon the n particles in 
the system (subscript i denotes one particle). The equations of motion for each 
particle are: 
 𝑑𝒓𝑖
𝑑𝑡
=
𝑝𝑖
𝑚
 
( 2-34 ) 
 𝑑𝑝𝑖
𝑑𝑡
= 𝐹𝑖      
( 2-35 ) 
where pi is the momentum.  
MD is a deterministic technique – given an initial set of positions and velocities, the 
real (time-dependent) motion of the particles can theoretically be determined. To find 
the trajectories, the equations of motion (Equations ( 2-34 ) and ( 2-35 )) must be 
solved, but this cannot be done analytically due to the complicated functional form 
Fi. MD breaks down the integration into many small stages or timesteps (∆t), known 
as the finite difference approach. The total force on each particle in the configuration 
at a time, t, is the vector sum of its interactions with other particles. From the force, 
the acceleration of the particles can be determined, which is then combined with the 
current positions and velocities to generate new positions and velocities a short time 
ahead.
14
 In this way, a dynamical trajectory is produced to describe the time 
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evolution of positions and momenta on a time grid. It is noted that the force is 
constant during the ∆t. There are several MD software packages available, such as 
DL_POLY,
15
 GROMACS
16
 and AMBER.
17
 The many-body Gupta potential, which 
is suitable for our nanoclusters, is readily available in DL_POLY. However, we have 
identified a book-keeping error in DL_POLY_Classic when using this particular 
potential, and thus perform our calculations using DL_POLY_4. DL_POLY_4 is 
newer and better supported, and should therefore have fewer issues. Additionally, it 
should be more suitable when looking to scale our calculations to larger nanocluster 
sizes.
18
 
2.4.1 Integration algorithms 
Time integration algorithms are used to solve the equations of motion, where time is 
‘discretized’ on a finite grid, with ∆t being the distance between consecutive points 
on the time grid. The most popular integration methods are based on the Verlet 
algorithm (Verlet,
12
 leap-frog,
19
 velocity Verlet,
20
 Beeman
21
) and the predictor-
corrector algorithms.
22
 Here only the Verlet and velocity Verlet algorithms are 
discussed, as they probably the most commonly used integration methods, and are 
used in this project. 
The Verlet algorithm assumes that the positions and dynamics of the system can be 
approximated using two third-order Taylor expansions; one forward and one 
backward in time.
23
 Calling v the velocities (first time derivative of the position with 
respect to time), a the accelerations (second time derivative of the position with 
respect to time), and b the third derivative of the position with respect to time, we 
have: 
 𝒓(𝑡 + ∆𝑡) = 𝒓(𝑡) + 𝒗(𝑡)∆𝑡 + (1 2)𝑎(𝑡)∆𝑡2 + (1 6)𝑏(𝑡)∆𝑡3⁄ + 𝑂(∆𝑡4)⁄  ( 2-36 ) 
 𝒓(𝑡 − ∆𝑡) = 𝒓(𝑡) − 𝒗(𝑡)∆𝑡 + (1 2)𝑎(𝑡)∆𝑡2 − (1 6)𝑏(𝑡)∆𝑡3⁄ + 𝑂(∆𝑡4)⁄  ( 2-37 ) 
Combining equations ( 2-36 ) and ( 2-37 ) gives 
 𝒓(𝑡 + ∆𝑡) = 2𝒓(𝑡) − 𝒓(𝑡 − ∆𝑡) + 𝑎(𝑡)∆𝑡2 + 𝑂(∆𝑡4) ( 2-38 ) 
which can be re-written as 
 𝑎(𝑡) = −(1 𝑚⁄ )𝐹 = −(1 𝑚⁄ )𝜵𝒓𝑉(𝒓1, 𝒓2, … , 𝒓𝑛). ( 2-39 ) 
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The Verlet algorithm is simple to implement, accurate and stable. However, the 
velocities are not directly generated, though their knowledge is sometimes required 
to compute the kinetic energy. Therefore an improvement to obtain these is the 
velocity Verlet scheme,
20
 which computes positions, velocities and accelerations at 
the time (𝑡 + ∆𝑡): 
 𝒓(𝑡 + ∆𝑡) = 𝒓(𝑡) + 𝒗(𝑡)∆𝑡 + (1 2)𝑎(𝑡)∆𝑡2⁄  ( 2-40 ) 
 𝒗(𝑡 + ∆𝑡/2) = 𝒗(𝑡) + (1 2)𝑎(𝑡)∆𝑡⁄  ( 2-41 ) 
 𝑎(𝑡 + ∆𝑡) = −(1 𝑚⁄ )∇𝑟𝑉(𝒓(𝑡 + ∆𝑡)) ( 2-42 ) 
 𝒗(𝑡 + ∆𝑡) = 𝒗(𝑡 + ∆𝑡 2)⁄ + (1 2)𝑎(𝑡 + ∆𝑡)∆𝑡⁄  ( 2-43 ) 
MD simulations solve the equations of motion in an iterative process, as outlined 
below in Fig.  2.4. 
 
Fig.  2.4 Schematic flow chart of the process used to calculated new atomic positions 
and forces at a given time, t. 
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2.4.2 Ensembles 
Integration of Newton’s equations of motion allows for exploration of the constant-
energy surface of a system. However, to mimic experimental conditions, state 
variables such as temperature and pressure are kept fixed. Depending on the chosen 
constraints, different statistical ensembles can be generated, which are briefly 
outlined in this section. 
Microcanonical Ensemble (NVE) 
The microcanonical ensemble isolates the system from changes in moles (N), volume 
(V) and energy (E) and thus is also referred to as an NVE ensemble. There is no heat 
exchange with the surrounding environment i.e. it is an adiabatic process. An MD 
trajectory of this form allows for the exchange of potential and kinetic energy, but 
the total energy is conserved. For every ∆t, the position of each particle and its 
velocity are integration, using an integration scheme such as Verlet. Given the total 
energy is constant, all microstates have the same energy and equal probability.  The 
microcanonical ensemble has little utility for simulation of real systems since 
experimental measurements are typically performed under constant temperature 
and/or pressure conditions. Therefore particularly important is the canonical 
ensemble, which describes the system at constant temperature, and is a distribution 
over microcanonical ensembles. 
Canonical Ensemble (NVT) 
The canonical ensemble conserves moles (N), volume (V) and temperature (T). Here, 
the energy of endothermic and exothermic processes is exchanged with an external 
heat bath, controlled by a thermostat. In this project, we have used the NVT 
ensemble, as the heat exchange from an external source is akin to the heat source 
used for experimental annealing at a specific temperature. As the system is no longer 
isolated, its total energy is no longer conserved. In the canonical ensemble, the 
average energy is fixed, thus allowing for fluctuations in the total energy and 
correspondingly in the temperature. Therefore, the total energy distribution is 
described by the Maxwell-Boltzmann distribution, as are the probability of the 
microstates. The thermostat gently drives the course of dynamics to the specific total 
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energy range that we are interested in, avoiding energy drifts in the system that may 
occur as a result of numerical noise.  
Isothermal/Isobaric Ensemble (NPT) 
This ensemble preserves N, pressure (P) and T. Both a barostat and thermostat are 
required to conserve pressure and temperature, respectively, corresponding to 
laboratory conditions of an open flask in ambient temperature and pressure. 
Although the synthesis of Au-Ag nanoclusters occurs at room pressure, we have used 
the NVT ensemble. We have not included periodic boundary conditions for our 
calculations due to the gas-phase nature of the isolated nanocluster; NPT only allows 
the volume of the unit cell to change, rendering the ensemble unsuitable. 
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2.4.3 Thermostats 
As previously stated, the NVT (canonical) ensemble is the most appropriate, allowing 
specification of the temperature a priori and performing the simulation in the 
canonical ensemble. Care must be taken to preserve the correct thermodynamics as 
well as realistic dynamics – velocity rescaling does not generate the correct 
thermodynamic properties of the canonical ensemble nor the correct energy 
fluctuations in the system. Generation of the correct canonical ensemble is important 
to obtain a realistic (and comparable to experiment) Boltzmann distribution of the 
different microstates. Therefore, the use of a thermostat is necessary for the NVT 
ensemble to control the temperature fluctuations.
24
  
Berendsen thermostat 
The Berendsen thermostat is similar to a velocity rescaling approach, but rather than 
assuming that the velocities are completely scaled to the target temperature of each 
∆t, assigns a timescale for updating the velocities.25 It is assumed that the system is 
weakly coupled to a heat bath, where the timescale of heat transfer (coupling 
constant) is τ (usually 0.1-0.4 ps).26 The updating of velocities is written as follows: 
 
𝜆2 = 1 +
∆𝑡
𝜏
(
𝑇0
𝑇
− 1) 
( 2-44 ) 
where λ is the velocity rescaling factor and T0 is the initial temperature. Though the 
Berendsen thermostat does not generate a correct canonical ensemble, the properties 
derived for large systems (of the order of hundreds/thousands of atoms) are 
approximately correct. Additionally, it benefits from the efficiency with which it 
relaxes a system to some target (bath) temperature.  
Nosé thermostat 
Nosé reformulated the equations of motion to maintain a system at constant 
temperature by adding two additional degrees of freedom to the Hamiltonian for a 
Cartesian system: 
1) s – the ‘position’ of an imaginary heat reservoir to which the system is 
coupled 
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2) ps – the conjugate ‘momentum’ of the imaginary heat reservoir.
27
   
Additionally, the parameter Q is introduced: an effective ‘mass’ that is associated 
with s, such that ps = Qṡ.  
The system Hamiltonian is thus transformed: 
             𝐻 = 𝐾(𝑝𝑁) + 𝑈(𝑟𝑁) ( 2-45 ) 
 
                 =
1
2
∑ 𝑚𝑖|𝑝𝑖|
2 + 𝑈(𝑟𝑁) 
( 2-46 ) 
 
=  
1
2
∑ 𝑚𝑖|𝑝𝑖|
2 + 𝑈(𝑟𝑁) +
𝑝𝑠
2
2𝑄
+ 𝑘𝐵𝑇(3𝑁 + 1) ln 𝑠    , 
( 2-47 ) 
where the additional terms on the right hand side give the kinetic and potential 
energies of the added degrees of freedom for the heat bath, and kB is the Boltzmann 
constant. The microcanonical partition function then follows: 
 
             Ω ~ 
1
𝑁!
∫ 𝛿[𝐻 − 𝐸]𝑠3𝑁𝑑𝑝𝑁𝑑𝑟𝑁𝑑𝑝𝑠𝑑𝑠 
( 2-48 ) 
 
Ω =  
1
𝑁!
𝑒𝐸 𝑘𝐵𝑇⁄
3𝑁 + 1
[∫ 𝑑𝑝𝑠𝑒
−𝑝𝑠
2 2𝑄⁄
𝑘𝐵𝑇 ] [∫ 𝑒
−
𝐾(𝑝𝑁)+𝑈(𝑟𝑁)
𝑘𝐵𝑇 𝑑𝑟𝑁𝑑𝑝𝑁] 
( 2-49 ) 
                  = const ×  𝑄(𝑇, 𝑉, 𝑁) ( 2-50 ) 
where E is the energy of the system and 𝑄(𝑇, 𝑉, 𝑁) is the canonical partition function 
for the original N particles. For a detailed derivation, the reader is directed to Frenkel 
and Smit.
13
 Therefore, a microcanonical simulation in the extended system 
(including heat bath degrees of freedom) returns a canonical ensemble for the 
original system. The trajectory will be solved for both the atomic coordinates as well 
as the heat bath degrees of freedom. The time evolution of the particles is 
deterministic rather than stochastic, resulting in the true dynamics of the system. 
Nosé-Hoover thermostat 
The above equations of Nosé are not convenient to implement – the scaling of the 
particle momenta by s implies that ‘real’ time is also variable.28-29 Hoover developed 
an alternate formulation of the Nosé approach, where the Hamiltonian is rewritten as: 
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𝐻 =  
1
2
∑ 𝑚i|𝑝𝑖|
2 + 𝑈(𝑟𝑁) +
𝜉2𝑄
2
+ 3𝑁𝑘𝐵𝑇 ln 𝑠 
( 2-51 ) 
where 𝜉 is a friction coefficient that replaces ps. 
 𝑑 ln 𝑠
𝑑𝑡
= 𝜉 
( 2-52 ) 
The Nosé-Hoover (NH) equations are frequently used due to their ability to generate 
a canonical ensemble; however, as it drives the system much more softly than 
Berendsen, very long thermalization is necessary. Therefore, the NH thermostat must 
be started close to equilibrium and it is common for systems to be initially 
equilibrated using the Berendsen scheme, followed by calculation of properties with 
the NH thermostat, which does generate trajectories that are consistent with a 
canonical ensemble. Due to the limitations outlined, we began our calculations by 
equilibrating our system using the Berendsen thermostat, and then switched to the 
NH thermostat for the subsequent production runs. Q was chosen following rigorous 
tests and based on previous literature values,
30-32
 using relaxation constants of 0.1 ps 
and 0.01 ps for Berendsen and NH thermostats, respectively. 
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2.5 Experimental Methods 
2.5.1 Transmission electron microscopy (TEM) 
Transmission electron microscopy (TEM) is used to observe sample features, such as 
crystal structure, dislocations and grain boundaries. High-resolution TEM can be 
used to assess the geometry, composition, defects and size of nanoparticles. A beam 
of electrons is transmitted through the sample, interacting with the specimen as it 
passes through. As a consequence of this interaction, an image is formed and focused 
onto a fluorescent screen or photographic film. The TEM image produced has a 
significantly higher resolution than from traditional light microscopes, due to the 
smaller de Broglie wavelength of electrons, with optimal resolution able to see down 
to a few angstroms. 
Imaging and Diffraction  
The electron gun emits a beam of monochromatic electrons, which are focused into a 
thin coherent beam by electromagnetic condenser lenses. High angle electrons are 
excluded by the condenser aperture. The beam passes through the sample, where the 
degree of transmittance is dependent on the thickness and electron transparency of 
the specimen. Non-scattered electrons hit a fluorescent screen at the bottom of the 
microscope, creating an image of the specimen. The setup of a typical TEM is shown 
below in Fig.  2.5. TEM is frequently used to determine nanoparticle size distribution 
experimentally, and was used in the synthesis performed in Ch. 6. 
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Fig.  2.5 Transmission electron microscope, taken from showing the electron path 
beam. Taken from JEOL 2000FX Handbook.  
2.5.2 Diffuse Reflectance Infrared Fourier Transform Spectroscopy (DRIFTS) 
The optical phenomena that occur in DRIFTS are different to that in transmittance IR 
spectroscopy. In traditional IR spectroscopy, the absorbance of infrared radiation that 
passes through the sample is measured. However, infrared radiation can also be 
reflected, or penetrate the sample before being scattered. If the particles are randomly 
orientated, penetration is isotropic, which is what constitutes the diffuse reflectance 
phenomenon. This back-reflected, diffusely scattered light is collected by the 
accessory, and directed to the detector optics. The light that leaves the surface has 
passed through a thin layer of the reflecting material, which modifies its wavelength 
content: the wavelength and intensity distribution of the reflected light will contain 
structural information on the substrate.  
DRIFTS is advantageous as a fast and non-destructive local surface characterisation 
technique, which may be coupled to other techniques, such as XAS.
33
 It is much 
more surface sensitive than a traditional transmission experiment; the relative 
contribution of the surface to the overall spectrum is far greater than in FTIR due to 
the grazing angle of the incoming radiation.
34
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2.5.3 Synchrotron Techniques 
A synchrotron is a cyclic particle accelerator, which produces highly intense X-rays: 
electrons are accelerated at high speed close to that of light and undertake a forced 
change to their direction due to an applied magnetic field. The electromagnetic 
radiation that is emitted as a consequence (synchrotron light) is extremely intense 
and highly collimated, allowing for samples to be characterised in real-time. 
There are five main components that make up the synchrotron: (i) the electron gun, 
(ii) the linear accelerator, (iii) booster ring, (iv) storage ring and (v) the beamline, as 
depicted in Fig.  2.6. Beginning at the electron gun, electrons are fired into the linear 
accelerator (linac) and packed into ‘bunches’, and pre-accelerated for injection into 
the booster ring, to 99.9997% of the speed of light. At the booster ring, the electrons 
are further accelerated, gaining energy of up to 6 GeV. Dipole bending magnets are 
used to curve the electrons around the trajectory and an RF voltage source 
accelerates the electrons along straight sections. Once the electrons have enough 
energy to produce light, they enter the storage ring at a rate of once per second, 
where they will have a lifetime of four to twelve hours.  
The storage ring is maintained at a very low pressure (~10
9
 mbar) and consists of 
dipole bending magnets and focusing magnets, which ensure that the electrons 
remain close to their ideal orbital path. As the electrons pass through each magnet, 
the direction of their flow is altered, causing them to give up their energy in the form 
of light. In addition to the magnets, insertion devices (wigglers and undulators) are 
also present within the storage ring: these smaller magnetic structures force the 
electrons to undertake an undulating/wavy trajectory, resulting in a much more 
focused and brilliant beam than that produced by a single magnet. It is here the 
intense X-ray beams are produced, emitted as dozens of thin beams, each directed 
toward a beamline next to the accelerator, for use in quick measurement experiments. 
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Fig.  2.6 Schematic diagram of a synchrotron: (1) Electron gun, (2) Linac, (3) Booster 
ring, (4) Storage ring, (5) Beamline, (6) End station (experimental hutch, control 
rooms). Taken from aerotech.com 
2.5.4 X-ray Absorption Spectroscopy 
X-ray absorption spectroscopy (XAS) is the measurement of the x-ray absorption 
coefficient (μ(E)) of a material as a function of energy. XAS experiments require 
intense and tunable synchrotron X-ray beams to determine the local geometric and/or 
electronic structure of matter. n XAS spectrum consists of two main regions: (a) the 
X-ray absorption near edge structure (XANES), the region around an absorption 
edge, approximately 50 eV below, and above and (b) the extended X-ray absorption 
fine structure (EXAFS), the region of oscillatory structure above, extending up to 
approximately 1000 eV. Both XANES and EXAFS are related, but provide different 
insight into the local environment and chemical state of the sample.
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In XAS, an X-ray photon is absorbed by a core level of an atom, resulting in the 
subsequent emission of a photoelectron from the core shell. The ionised atom is left 
in an excited state, and the resultant core hole is then filled via either of the two 
following processes: 
1) Auger emission: an electron falls from a higher level to fill the core hole. The 
transition energy liberated in this process is simultaneously transferred to a second 
outer electron, the Auger electron, which is then emitted.  
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2) X-ray fluorescence: the core hole is filled by an electron from another level, 
accompanied by the emission of an X-ray with energy equal to the difference in the 
energy of the core-levels. 
These decay processes compete with each other, although fluorescence will dominate 
for elements with a high atomic number, whereas Auger electron emission is more 
probable for elements with a low atomic number.  
XAS may be measured in three modes: transmission, fluorescence and electron yield. 
Transmission is the most straightforward, and used for measuring concentrated 
homogeneous samples. The X-ray flux transmittance through the sample is 
measured, with the X-ray beam intensity measured before and after the sample using 
ionisation detectors. Fluorescence mode is more appropriate for dilute (down to ppm 
levels), however, data quality is reduced in comparison to that obtained in 
transmission mode. Finally, electron yield collects emitted Auger electrons and is 
useful when fluorescence yield is low. However, this is much more time-consuming.  
XANES provides a quick ‘fingerprint’ analysis that is element specific, arising 
mainly due to electronic transitions from the core level to higher unfilled or partially 
filled orbitals. It can be separated into three main features: (i) the absorption edge, 
E0, dependent on the oxidation state and local geometry of the absorber, (ii) the pre-
edge, resulting from electronic transition to empty bound states near the Fermi 
energy (usually seen for tetrahedral and distorted octahedral complexes) and (iii) 
post-edge, which is reliant on multiple scattering features.  
For EXAFS, the focus is on the electron wave, propagating out of an atom. The wave 
is backscattered due to its surrounding neighbours, which causes interference effects 
to appear in its absorption pattern, and as a result, the local structural geometry can 
be determined. Bond distances are found easily and accurately through this 
technique. Coordination numbers may also be determined as the greater the number 
of surrounding neighbours, the greater the amplitude of the EXAFS oscillations. 
Both EXAFS and XANES experiments may be measured at any given temperature 
or pressure, and during reactions and indeed an experiment will normally measure 
the full spectrum including both near edge and EXAFS regions. 
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3 Segregation effects on the properties of (AuAg)147: 
interatomic potentials and density functional theory 
3.1 Introduction 
Bimetallic nanoparticles, or nanoalloys, have garnered much recent interest, as 
the combination of two metallic species is thought to result in a synergistic 
effect – maintaining high catalytic activity whilst lowering production costs.1 
However, the introduction of a secondary metallic species greatly complicates 
the atomistic picture, as the chemical composition can dictate the chemical 
ordering, and in turn, the adopted geometry. Additionally, alloy arrangements 
can sometimes result in compromised rather than enhanced catalytic abilities, 
and thus the combination of the two metals does not always produce the 
desired effect. Thus core@shell arrangements also hold promise, as this 
particular chemical arrangement can be made using a particular sequential 
deposition synthesis technique.  
As discussed in the Ch. 1, possible mixing patterns include random and mixed alloys, 
segregated subclusters, core@shell arrangements, and onion-like A-B-A layering.
2-3
 
The quantity of different chemical arrangements available, or ‘homotops’, for a 
particular geometry with composition A𝑛AB𝑛B is defined as: 
 
𝑛H =
𝑛!
𝑛A! 𝑛B!
≡
𝑛!
𝑛A! (𝑛 − 𝑛A!)
 
( 3-1 ) 
 
where n is the number of atoms in the cluster, nH is the number of homotops and nA 
and nB are the number of atoms of type A and B, respectively.
4-7
 As n increases, nH 
becomes extremely large for alloy systems with a 1:1 metallic ratio.  
3.1.1 High symmetry structures 
In general, the geometries adopted by nanoparticles are dependent on the preparation 
conditions, atomic size, electronegativity and electronic charge of its constituent 
species.
8
 Small nanoparticles tend to adopt compact, non-crystalline structures, 
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which minimise surface area at the expense of increased internal strain. As strain 
energy is generally proportional to cluster volume, non-crystalline structures become 
energetically unfavourable at large n, and thus there is a cluster size dependency. In 
the case of bimetallic nanoparticles, the role of atomic mismatch has been observed 
to have an important role in defining the most preferential chemical arrangements, 
with the smaller atomic species accommodated within the nanoparticle, reducing the 
overall strain energy, as observed for Ag−Ni, Ag−Cu and Au−Cu.9 
Extensive theoretical studies have been performed to understand the geometric 
preferences of bimetallic AuAg nanoparticles, which vary with the size of the 
nanoparticle in question. Three prominent high symmetry structures are highlighted 
for nanoparticles: the icosahedron (Ih), the Ino-decahedron (I-Dh) and the 
cuboctahedron (CO), all of which form closed shell geometries at equivalent 
nuclearities i.e. magic numbers. For these three morphologies, the first magic 
numbers are 1, 13, 55, 92, 147 and 309.
10
 Electronic stability can also occur when the 
total number of electrons results in a complete valence shell (1s
2
, 2p
2
, 2p
6
, etc). A 
combination of both complete valence and closed atomic shells will result in the 
most stable nanoparticles.  
 
         (a)                 (b)                   (c)                    (d)                   (e)                   (f)     
Fig.  3.1 Common geometries observed in nanoparticles: (a) CO, (b) truncated 
octahedron, (c) tetrahedron, (d) Ih, (e) Marks decahedron, and (f) I-Dh.11  
Fig.  3.1 shows examples of geometries observed in nanoparticles, of which the Ih
12-
13
 is common for noble and transition metals at small cluster sizes. The Ih is almost 
spherical, comprised solely of (111) faces, maximising nearest neighbour contact 
whilst minimising the surface area to volume ratio. It may be constructed through the 
packing of twenty tetrahedra sharing a common central vertex. For this packing to 
occur, the tetrahedra must be distorted, resulting in high internal strain (Fig.  3.2). 
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This geometry is typically adopted by small nanoparticles due to its prioritisation of 
minimising surface energy over strain contributions.  
 
Fig.  3.2 (a) Packing five tetrahedra around a common vertex results in an edge gap of 
7.36°, and (b) twenty tetrahedra around a common vertex results in gaps of 1.54 
steradians (SI unit of a solid angle, used in 3D geometry; 1.54 steradians = 5055.53 
square degrees). To accommodate for these gaps, the tetrahedra must be distorted, 
resulting in strain. 
The I-Dh has 10 (111) faces and 5 (100) faces, whereas the CO has 8 (111) faces and 
6 (100) faces. As n increases, the elastic strain becomes larger, and the I-Dh is more 
appealing for medium-sized nanoparticles (n ~100-200 atoms). The balance between 
elastic strain and minimising surface energies depends on the ratio of surface to bulk 
atoms, which can be approximated as n
2/3
. Both Au and Ag have a bulk FCC 
structure and, given that the CO is a fragment of the FCC crystal, it is expected that 
as n increases even further the CO is favoured. 
3.1.2 Previous theoretical studies on AuAg bimetallics  
The preferred geometry and chemical arrangements of AuAg nanoparticles is an 
interesting debate, as based on traditional thermodynamic arguments, it is not 
necessarily clear how they would behave. There is minimal size mismatch between 
the two atomic species, with very similar homogeneous bond lengths: 2.889 and 
2.884 Å for Ag and Au, respectively.
14
 This suggests that AuAg systems will be 
highly miscible, with hardly any driving force for strain-induced segregation. 
However, the surface energy of Ag is less than that of Au (78 and 97 meV Å
−2
, 
respectively
15
), which would favour surface segregation of Ag atoms. Furthermore, 
the cohesive energy of Ag is lower than that of Au (2.95 eV atom
−1
 and 3.81 eV 
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atom
−1
, respectively
16
), which implies that an Au core would be preferred, where the 
atoms will have a higher coordination. 
Baletto et al. studied the variation between the Ih, decahedron (Dh) and truncated 
octahedron (TO) geometries with atomic size, surmising that the crossover window 
is highly dependent on the ‘stickiness’ of the interatomic potential used: the crystal 
strongly increases its energy for a change in interatomic distances,
17
 which can be 
calculated from the value of pq, two of the Gupta potential parameters. Au has a very 
sticky potential, and thus has much smaller crossover windows in comparison to Ag, 
and especially more so than Cu, based on the Rosillo, Guillopè and Legrand (RGL) 
potential (Table 3.1).
14,18
 
Table 3.1 Changing crossover sizes between favoured geometries as a result of pq, 
where pq is the product of parameters p and q: nIh→Dh and 𝒏Dh→fcc. Adapted from ref. 
17. 
Metal pq 𝒏𝐈𝐡→𝐃𝐡 𝒏𝐃𝐡→𝐟𝐜𝐜 𝒏𝐈𝐡→𝐟𝐜𝐜 
Cu 25.64 1000 >30000 1500 
Ag 34.50 <300 20000 400 
Pd 41.69 <100 6500 <100 
Pt 41.23 <100 6500 <100 
Au 45.28 <100 500 <100 
 
Moving onto slightly larger clusters, Curley et al. investigated structure and 
segregation in 38-atom AuAg nanoclusters using a Gupta many-body potential, in 
conjunction with a genetic algorithm search technique.
19
 These studies showed a 
clear tendency toward surface segregation of Ag atoms, with cluster stability 
increasing with the number of Au-Au bonds and decreasing with more Ag-Ag and 
Au-Ag bonds, as seen in Fig.  3.3. These studies are more in line with the first 
thermodynamic considerations mentioned. A range of geometries were observed in 
this work, from complete 6-fold pancakes to truncated octahedra. 
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Fig.  3.3 Nanocluster energy becomes more positive with increasing Ag content (left) 
and more negative with increasing Au content (right).
19
  
Moving to slightly large nanoclusters, Zhang and Fournier studied 55-atom AuAg Ih 
nanoclusters, using pairwise Morse functions, a purely covalent term, modified to 
include the electrostatic energy of screened atomic charges obtained through the 
electronegativity equalization (EE) method.
20
 It was concluded that mixing metals 
with substantially different electronegativities (CuAu or AgAu) resulted in slightly 
higher cohesive energies (by 1%) in comparison to those with very similar 
electronegativities (CuAg). Relatively, this means that structures with a roughly 50-
50% composition of two metallic systems will benefit the most from the stabilising 
effect of charge transfer, resulting in lower energies for these nanoalloys. For 
instance, the Mulliken
21
 atomic charge in the Ag-Au dimer is −0.22 and +0.22 a.u. 
for Au and Ag respectively, due to their difference in electronegativity. The hetero-
polar (ionic) bonding in Ag-Au nanoalloys favours Au-Ag mixing, as this increases 
the number of favourable Ag(δ+)-Au(δ-) interactions. For clusters of other 
compositions, the stabilising effect of charge transfer is found to be more pronounced 
in the clusters that are richer in the least electronegative element. 
The Birmingham cluster genetic algorithm (BCGA)
22
 was also used to determine the 
global minimum of Ih 55-atom AuAg nanoparticles by Chen et al..
15
 A single gold 
dopant was observed to occupy inner icosahedral sites within a silver rich cluster, as 
shown in Fig.  3.4. As Au content was increased to 13 atoms, it was observed that Au 
atoms begin to decorate the Ih surfaces, generally occupying positions with high 
point group symmetries. Further increase to the Au content of the nanocluster 
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resulted in greatly reduced symmetries for the lowest-energy structures until a 50:50 
composition (Au28Ag27) was reached. 
 
 
Fig.  3.4 55-atom AuAg nanoalloys of varying composition from Ag55 to Au27Ag28. 
Increasing Au content results in a reduction in the symmetry of the cluster. The 
numbers below indicate the number of gold atoms present; gold spheres represent Au, 
silver spheres represent Ag.
15
  
Due to the size limitations that are placed on calculations from computational cost, 
previous density functional theory (DFT) studies have mainly focused on small 
AuAg nanoclusters. Heiles et al. produced a genetic algorithm (GA) coupled with 
DFT study of 8-atom AuAg nanoalloys.
23
 The introduction of a single dopant atom 
into the cluster resulted in only slight distortions, with the structural motif remaining 
unchanged in the gold and silver rich case. The introduction of a second Ag atom 
yielded more interesting results, producing two nearly degenerate isomers. Isomer I, 
the global minimum (GM), was found to be 2D while isomer II was 3D (displayed in 
Fig.  3.5). Reconfiguration of these two isomers showed a difference of ~19 meV and 
~39 meV using PWscf
24
 and NWChem
25
 respectively.  
The above findings are supported by Zhao et al.,
26
 who also reported the 2D structure 
to be lower in energy. Nonetheless, this energy difference between the two isomers is 
not significant enough to clearly identify the GM, due to the inaccuracies associated 
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with the applied techniques; the accuracy is smaller than the observed energetic 
separation, and GGA functionals are known to overestimate the stability of 2D 
structures. However, this study demonstrates that there is a clear transition to 3D 
structures upon the introduction of a third Ag atom, Au5Ag3. 
 
Fig.  3.5 The two isomers obtained as the GM 
for Au6Ag2. Gold spheres represent Au, silver 
spheres Ag.
23
  
 
Zhao and Zeng studied small bimetallic nanoclusters of AuxAgy (2 ≤ x+y ≤ 8), using 
DFT with relativistic effective core potentials, in which a large amount of charge 
transfer was seen to occur between Au and Ag atoms.
27
 The electronegativity of Au 
is greater than that of Ag (2.54 and 1.93 respectively
28
), and therefore charge transfer 
from Ag to Au is expected. Thus the conformations that allowed the largest charge 
transfer between gold and silver atoms were most favoured, with such topologies 
placing gold atoms in exposed (surface) positions, forming the most Au–Ag 
heterobonds.  
Chen and Johnston also observed similar findings for Au3Ag10 clusters. The 
influence of charge transfer plays a significant role in determining the structure 
adopted by small nanoalloys.
29
 From semi-empirical potentials and DFT calculations, 
13-atom AuAg nanoalloys were found to be most stable in an Ag@Au arrangement, 
which is attributed to the Ih (or octahedral) structural order inducing further charge 
transfer, in addition to that already present from electronegativity differences. This 
directional charge transfer occurs from the central atom to those at the periphery. As 
seen in Fig.  3.6, the Mulliken charges
21
 are +0.256 e for the central Ag atom and 
−0.022 e for the peripheral Ag atom, favouring the less electronegative atom to be 
positioned at the centre of the nanocluster to maximise charge transfer. Through this 
reasoning, Chen et al. were able to demonstrate that 13-atom Au@Ag structures with 
high symmetry were energetically stable. 
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Fig.  3.6 Mulliken charges for 13-atom nanoclusters of (a) pure Au13, (b) and (c) 
differing geometries for Au12Ag1, (d) pure Ag13, (e) and (f) differing geometries for 
Au1Ag12. Additional charge transfer arises from the arrangement of the cluster, 
affecting stability.
29
 
Chen and Johnston also carried out an intensive study of AuAg nanoparticles in a 1:1 
ratio, for a range of n = 20-150, using a genetic algorithm global configuration 
followed by DFT reconfiguration.
30
 For n = 20-40, polyicosahedral structures were 
determined, in an Au@Ag arrangement. From n = 42-66 (with the exception of 
n=60), a single Ag atom was observed to occupy the core site, while all other Ag 
atoms segregated to the surface. However, as n increased to 150, the core-shell 
chemical ordering was not necessary for the larger nanoparticles to maintain their 
stability. The mixing observed for these sizes is similar to that of a bulk AuAg alloy, 
an FCC-disordered solution. 
3.2 Methodology 
In this chapter, our study focuses on 147-atom nanoparticles, so that any results 
produced may be extrapolated for larger magic numbers and minimise quantum 
effects. Given that CO geometry is a fragment of the FCC structure, and is 
experimentally feasible, we focus on this morphology, also allowing for exploration 
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of both the (100) and (111) faces. These nanoparticles were created using 
mathematical constructs, and starting from pure Ag147, the Au content was 
systematically increased until the final composition reached Au147. The optimisation 
of the chemical ordering was investigated for AuxAg147−x where x = 1, 13, 55, 73, 92, 
134 and 146. Our choices of x are such that the ratios of Au:Ag allow geometric 
‘magic number’ core@shell arrangements to also be formed [x = 13, 55, 92, 134] as 
well as investigating a 1:1 alloy [x = 74] and the influence of a single atomic dopant 
[x = 1, 146]. 
Basin-hopping algorithm 
Searches for the optimal chemical ordering of the nanoparticle were performed using 
the basin-hopping algorithm, as implemented in the software package GMIN.
31-32
 
More explicitly, the atomic swap functionality is used rather than full basin-hopping, 
ensuring that the CO arrangement is maintained throughout. 
For each chemical composition investigated, a 500,000 iteration search was 
performed, with 0-147 atomic random swaps at each step, and the new chemical 
arrangement then energetically reminimised. The geometry and energies of the 
lowest energy structures were stored throughout. Convergence was deemed to have 
been achieved for the number of swaps and iterations when there was no variation in 
the lowest energy arrangements near to the end of the search. 
DFT energy calculations 
The lowest energy structures generated by GMIN were reminimised using the real-
space grid finite-difference DFT code, GPAW.
33-35
 The all-electron density approach 
in combination with the frozen core approximation results in a highly efficient 
calculation for transition metals. GPAW has the added benefit that isolated gas-phase 
nanoparticles can be studied without the need for large vacuum regions. The valence 
electrons are taken as 11 for both Au and Ag, and converged grid spacings of 0.18 
for the numerical representation of the wavefunctions. A vacuum of 6 Å was added 
around the nanoparticle, ensuring that no spurious energies or cut-off artefacts were 
encountered. Convergence of the geometry optimisations was achieved when the 
forces on all atoms were reduced below 0.01 eV Å
−1
. 
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The exchange correlation functional used is that of Perdew, Burke and Ernzerhof 
(PBE), with the residual minimisation method, direct inversion in iterative subspace 
(RMM-DIIS) used to calculate the eigenstates of the system. The number of explicit 
valence electrons in these calculations (1617 e
− 
in total) is odd, and thus an initial 
magnetic moment of µ=1 is assigned to the nanoparticle, to account for the unpaired 
electron. During geometry optimisation, µ is allowed to relax and tended towards 
µ=0 in all cases, supported by the spin contamination 〈𝑆2〉, which also tended to 0. 
The delocalisation of µ is an artefact of the DFT method, and due to the metallic 
nature of the wavefunction at the Fermi Energy (Ef), the effect of geometry, energy 
and charge density is negligible. The difference in energy from spin-fixed DFT 
calculations with µ=1 was found to be less than 0.4 meV per atom, and consistent in 
sign for each arrangement, verifying the effect of delocalisation of the magnetic 
moment to be minimal. 
Empirical potentials vs. DFT 
In Ch. 2, the importance of re-optimisation at a higher level of theory (DFT) was 
highlighted, although the use of empirical potentials is not without merit. For 
comparison, the (100) and (111) surface energies of Au and Ag are calculated from 
the Gupta potential using the General Utility Lattice Program (GULP)
36-37
 
(examining both the Cleri-Rosato
14
 and Mottet
17
 parameters) and DFT, with the 
results summarised below in Table 3.2. 
Table 3.2 Comparison of surface energies from different Gupta potential parameters, 
DFT and experiment. All values are in J m
−2
. 
Surface Cleri-Rosato Mottet  DFT  Experiment  
Au (110) 0.614 0.561 0.897 1.5 
Au (100) 0.578 0.532 0.833 
Au (111) 0.491 0.451 0.678 
Ag (110) 0.764 0.734 0.836 1.25 
Ag (100) 0.704 0.666 0.760 
Ag (111) 0.626 0.595 0.688 
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As we can see, the empirical potentials obtain the correct energetic ordering of the 
surfaces: (110) > (100) > (111), but the ordering of Au and Ag is completely 
different to that found from DFT and experiment – Au should have the higher 
surface energies. However, despite these findings, these potentials still predict 
correct kinetic behaviour as from experiment and thus can be used qualitatively to 
determine nanoparticle properties.  
3.3 Energetic Analysis 
In order to relate the differing stoichiometric compositions of our fixed−size 
bimetallic clusters, there are several methods of energetic analysis. The simplest 
observable is the binding energy, Eb:  
 
Eb
Gupta
=
−Etot
Gupta
n
 ( 3-2 ) 
where Etot
Gupta
 represents the total energy of a cluster calculated at the Gupta level. For 
DFT calculations, Eb
DFT is more appropriate, as the free atom (Eatom
DFT ) has kinetic 
contributions (Eatom 
DFT is calculated as −0.185 and −0.194 eV for Au and Ag, 
respectively). For a bimetallic cluster with a composition of AnABnB: 
 
Eb
DFT = 
−Etot
DFT − nEatom
DFT
n
  , 
( 3-3 ) 
 
= 
−Etot
DFT − nA Eatom
 A, DFT − nB Eatom
 B, DFT
n
 
( 3-4 ) 
where Etot
DFT represents the total energy of a cluster calculated at the DFT level. 
The excess energy, Eexc, is useful as it highlights the energetic difference between the 
bulk and nanoparticle of interest, and is defined as a function of composition thus:
38
  
 Eexc
Gupta= Etot
Gupta
− 𝑁A(Ecoh, A
Gupta
) − 𝑁B(Ecoh, B
Gupta
) ( 3-5 ) 
at the Gupta level, where Ecoh is the cohesive energy per atom in the bulk of metals 
A and B, respectively. Similarly, for DFT calculations: 
 Eexc
DFT= Etot
DFT − 𝑁A(Ecoh, A
DFT
) − 𝑁B((Ecoh, B
DFT
) ( 3-6 ) 
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For Gupta calculations (Eexc
Gupta), the parameterised values of Ecoh are used: 3.779 eV 
and 2.96 eV for Au and Ag, respectively. For Eexc
DFT we have calculated the values for 
Au and Ag as 3.25 and 2.75 eV, respectively, using the PBE functional. For 
comparison, the experimental values for Ecoh are 3.81 eV for Au and 2.95 eV for 
Ag.
32
  
Eexc can be related to the number of surface atoms within a structure, inferring the 
excess energy of the nanoparticle is related to the energy required to create the 
nanoparticle surfaces. The ratio of Eexc to the number of surface atoms, approximated 
as n
2/3
, is written as:
39-40
  
 ∆Gupta = 
Eexc
Gupta
n
 2
3⁄
   ,  or ( 3-7 ) 
 
∆DFT = 
Eexc
DFT
n 
2
3⁄
    . 
( 3-8 ) 
However, when comparing clusters of the same size but of differing compositions, 
∆Gupta and ∆DFT can become biased as metals with larger cohesive energies result in 
clusters with larger excess energies. Thus, an unbiased alternative is ∆147
Gupta
, where 
Eb
Gupta
 is subtracted instead of the bulk cohesive energies:
41-42
  
 
∆147
Gupta
 = Etot 
Gupta
− nA
Etot
Gupta
(A147)
147
− nB
Etot
Gupta
(B147)
147
 
( 3-9 ) 
where nA and nB are the number of atoms of each metallic elements A and B. ∆147
Gupta
 
is zero for pure clusters, and negative values of Eexc indicate improved stability. The 
corresponding quantity at the DFT level is: 
 
∆147
DFT = Etotal
DFT − nA
Etotal
DFT(A147)
147
− nB
Etotal
DFT(B147)
147
 
( 3-10) 
Chemical Ordering 
The extent of mixing (chemical order parameter), σ, may be defined as:43 
71 
 
 
σ = 
nAA  + nBB − nAB
nAA + nBB + nAB
    , 
( 3-11 ) 
where nAA and nBB refer to the number of AA and BB nearest neighbour bonds 
within the binary cluster, and nAB is the number of nearest−neighbour A−B bonds. 
The nearest neighbour cut-off is defined as the midpoint between the first and second 
neighbours, which for an FCC structure is: (r0 + √2r0)/2 (3.484 Å for Au). σ = 1 
indicates complete separation, σ ≈ 0 for disordered mixing, and σ < 0 indicates more 
ordered mixing, such as layering and onion−like configurations.  
3.4 Results and Discussion 
3.4.1 Chemical ordering of pure and atomically doped systems 
Pure Au147 and Ag147 CO nanoparticles were created using mathematical constructs, 
and the geometries minimised with respect to energy. 𝐸b
Gupta
 and 𝐸b
DFT were 
calculated as 3.547 and 2.993 eV for Au, respectively, and 2.670 and 2.526 eV for 
Ag, respectively. As expected, Au has a higher binding energy than Ag, due to the 
stronger Au−Au bonds. We also highlight the reduction in the binding energy for 
DFT in comparison to that from interatomic Gupta potentials, which demonstrates 
the need for re-optimisation at the DFT level. 
The most fundamental combination of the two elements is to introduce a single 
dopant atom from a secondary species, and substitute an atom within the 
monometallic cluster. Nine possible non-equivalent dopant sites were identified and 
trialled for Au147 and Ag147, resulting in compositions of Au1Ag146 and Au146Ag1, 
respectively. 
Beginning with the Gupta potential results, the lowest energy (Emin) structure for 
Au1Ag146, places the dopant Au atom at a subsurface vertex site. The next lowest 
energy arrangement, Emin-1, is also subsurface, but at an edge site. Both are shown in 
Fig.  3.7. As the Au atom migrates to the surface, the energy of the cluster increases 
further, implying reduced stability. Given traditional thermodynamic arguments, 
namely the lower surface energy and cohesive energy of Ag in comparison to that of 
Au, the preference of Au to occupy a highly coordinated site is understandable. 
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For each dopant site, i, the local atomic energy at that dopant site (Ei) is calculated 
for both the pure cluster and Au1Ag146. Table 3.3 shows the change in Ei (ΔEi) as a 
result of doping. A decrease in energy is observed for almost all dopant sites, 
indicating that the incorporation of a single Au atom in Ag147 is favourable, due to 
the increased strength of the Au−Ag interactions, with the exception of Au 
positioned at a surface edge site (ΔEi = 0.028 eV). 
Conversely, when substituting a single Ag atom into Au147, to give Au146Ag1, surface 
placement is favoured by the Ag atom. Emin positions Ag on a (100) surface and ΔEi 
> 0 for all arrangements but one [Table 3.3(r)], indicating that it is generally 
unfavourable to incorporate the dopant Ag atom. 
 
Fig.  3.7 Lowest energy arrangements for atomically doped structures: (a) 
Emin
Gupta
(Au1Ag146); (b)Emin-1
Gupta
(Au1Ag146); (c) Emin
Gupta
(Au146Ag1); (d)Emin-1
Gupta
(Au146Ag1). The 
outer geometric shell, or surface layer, is represented as ball−and−stick to emphasise 
the positioning of the dopant atom, with the atomic radius of the sub-surface atoms 
increased to highlight their depth. Both (a) and (b) have Au in a surface position, whilst 
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(c) and (d) show Ag subsurface. Au and Ag atoms are represented by yellow and grey 
spheres, respectively. 
In order to ascertain possible reasoning for the adopted dopant position sites, the 
local atomic pressure (Pi) at each dopant site was also examined. Pi is defined as: 
 
𝑃𝑖 =
𝜕𝐸𝑖
𝜕𝑉𝑖
 
( 3-12 ) 
where Vi is the atomic bulk volume, calculated using r0. 𝑃𝑖 < 0 indicates tensile 
strain, whereas if 𝑃𝑖 > 0, compressive strain exists. The change in Pi (ΔPi) as a result 
of doping is also given in Table 3.3 and Table 3.4. For Emin(Au1Ag146), ΔPi = 0.060 
GPa, but for the next lowest energy arrangement, Emin-1(Au1Ag146), ΔPi = −7.573 
GPa. As a result of doping, bond lengths between surface Ag atoms and the dopant 
Au atom are shortened by 0.02−0.03Å, whereas interactions with subsurface Ag 
atoms are lengthened by the same amount in compensation. ΔPi also varies 
dramatically for Au146Ag1; ΔPi < 0 for Emin, whereas for Emin-1, ΔPi > 0. Overall, we 
can generalise that ΔPi decreases for doping of Ag147 with Au, and increases when 
doping Au147 with Ag. However, there is a large variation in values, and thus it is 
difficult to correlate preferred positioning of the dopant atoms with the partial 
pressure encountered at the dopant site.  
Each atomically-doped system was reminimised using DFT, resulting in considerable 
reordering of the nanoparticle energetics when compared to those obtained from 
Gupta potentials. The lowest DFT arrangement, Emin
DFT, for Au1Ag146 positions the Au 
atom on the surface, at a vertex site. For the next lowest energy arrangement of the 
same nanoparticle, Emin-1
DFT
, we find the Au atom remains at the surface but positioned 
on the (100) face. Emin-1
DFT  is higher in energy than Emin
DFT by 0.036 eV. The positioning 
of the Au atom at the surface is in stark contrast to that observed for empirical 
potentials, where sub-surface positioning of the Au atom is most beneficial in terms 
of energetic ordering. 
Reordering of energetics also occurs for Au146Ag1 upon reminimisation with DFT 
(Table 3.4, column IX). Emin
DFT positions the single Ag atom in a subsurface edge site, 
and Emin-1
DFT  also favours Ag to be subsurface, below a (100) face. There is an energy 
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difference of 0.031 eV between the two arrangements. The contrast in energetics 
between those obtained using semi-empirical potentials and DFT may therefore be 
attributed to the impact of charge transfer when included in our calculations.
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Table 3.3 Local atomic pressure (Pi) and energy (Ei) as a result of dopant atom position, i, for Au1Ag146, calculated using the Gupta potential. 
Structures (a)-(i) are given in order of decreasing relative total energy, ∆Etot
Gupta
, with the relative DFT energy given as ∆𝑬tot
DFT. Pi > 0 indicates 
compressive strain for the cluster, whilst Pi < 0 indicates tensile strain. For comparison, Pi and Ei are given for the same site, i, in Ag147, denoted as 
E
i
 Ag147 and P
i
 Ag147, respectively. The change in pressure and energy are given as ΔPi and ΔEi, respectively. For the site descriptions the notation surf. 
and subsurf. are used for surface and subsurface sites, respectively. 
 ∆𝑬tot
Gupta
/ eV Site Description Ei
 Ag147
 / eV 
Pi
 Ag147
 / 
GPa 
Ei
 Au1Ag146
 / 
eV 
Pi
 Au1Ag146
 / 
GPa 
ΔEi / eV ΔPi / GPa ∆𝐸tot
DFT / eV Δqi / e 
(a) 0.000 Vertex, subsurf. −2.255 −1.596 −3.268 −1.536 −1.013 0.060 0.089 0.203 
(b) 0.124 Edge, subsurf. −2.927 4.815 −3.316 −2.759 −0.388 −7.573 0.111 0.198 
(c) 0.161 
Centre of (111), 
surf. 
−2.927 4.841 −3.112 −7.807 −0.184 −12.648 0.055 0.256 
(d) 0.167 
Centre of (100), 
subsurf. 
−2.628 −4.759 3.333 −3.856 −0.705 0.902 0.069 0.210 
(e) 0.228 Edge, surf. −2.961 3.985 −2.932 −4.710 0.028 −8.695 0.042 0.311 
(f) 0.250 Centre of cluster −2.866 9.768 −3.338 2.121 −0.471 −7.647 0.083 0.259 
(g) 0.262 
Edge, two-layers 
subsurf. 
−2.866 9.655 −3.349 0.141 −0.482 −9.515 0.038 0.269 
(h) 0.269 
Centre of (100), 
surf. 
−2.960 4.062 −3.056 −7.177 −0.096 −11.239 0.036 0.294 
(i) 0.309 Vertex, surf. −2.208 −1.589 −2.710 −3.185 −0.502 −1.596 0.000 0.341 
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Table 3.4 Same as Table 3.3, for Au146Ag1, calculated using the Gupta potential. Structures (j)-(r) are given in order of decreasing relative total 
energy, ∆Etot
Gupta
, with the relative DFT energy given as ∆𝑬tot
DFT. Pi > 0 indicates compressive strain for the cluster, whilst Pi < 0 indicates tensile strain. 
For comparison, Pi and Ei are given for the same site, i, in Au147, denoted as Ei
 Au147 and Pi
 Au147 , respectively.  
 ∆𝑬tot
Gupta
/ eV 
Site 
Description 
Ei
 Au147
 / 
eV 
Pi
 Au147
 / 
GPa 
Ei
 Au146Ag1
 
/ eV 
Pi
 Au146Ag1
 
/ GPa 
ΔEi / eV ΔPi / GPa ∆𝐸tot
DFT / eV Δqi / e 
(j) 0.000
 Centre of (100), 
surf. 
−3.778 5.521 −3.031 −5.297 0.747 −10.818 0.137 −0.243 
(k) 0.020
 Edge,two- 
layers subsurf. 
−3.709 5.730 −3.373 16.749 0.336 11.019 0.113 −0.218 
(l) 0.067
 Edge, surf. −3.778 5.427 −2.911 −3.546 0.867 −8.973 2.592 −0.077 
(m) 0.067
 Vertex, surf. −3.181 −12.140 −2.670 −2.716 0.512 9.424 2.258 −0.075 
(n) 0.078
 Centre of 
cluster 
−3.709 5.895 −3.349 21.960 0.360 16.065 0.148 −0.141 
(o) 0.114
 Centre of (111), 
surf. 
−3.759 3.280 −3.105 0.305 0.654 −2.975 0.095 −0.278 
(p) 0.118
 Centre of (100), 
subsurf. 
−3.501 −11.874 −3.358 15.527 0.143 27.401 0.031 −0.275 
(q) 0.149
 Edge, subsurf. −3.759 3.244 −3.345 19.194 0.414 15.950 0.000 −0.284 
(r) 0.298
 Vertex, subsurf. −3.181 −12.147 −3.277 27.914 −0.096 40.060 0.017 −0.234 
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In nanoparticles, electrons tend to migrate towards the surface, resulting in partial 
negative charges being located on the edge, vertex and face atomic sites. However, 
when dealing with bimetallic systems, the differing electronegativities and resultant 
charge transfer between the two metallic species can influence the final properties of 
the nanoalloy. Therefore, we have also investigated the extent of charge transfer that 
the nanoparticles undergo, using Bader analysis,
44
 with particular focus on the partial 
charging on the dopant atom. The 147-atomic sites are analysed according to their 
structural position: vertex, edge, face or core, with their accumulated charges 
denoted as Δqvertex, Δqedge, Δqface, and Δqcore, respectively. For pure systems, charge 
accumulation occurs at the surface as expected (Δq > 0 e) and the core atoms 
undergo charge depletion (Δq < 0 e), indicating charge migration to surface sites. 
The order of partial atomic charges for Ag147 is: Δqvertex > Δqedge > Δqface, whereas for 
Au147 they are: Δqvertex > Δqface > Δqedge. 
The nine non-equivalent arrangements for the atomically doped Au1Ag146system 
exhibit charge accumulation on Au atoms universally, with the lowest energy 
structures also having the highest Δqi, for dopant atom i (0.341 and 0.294 e for Emin
DFT 
and Emin-1
DFT
, respectively). The lowest energy Au1Ag146 systems position the dopant 
Au atom at the surface, and thus we can conclude that there is a relationship between 
dopant coordination and the maximisation of Δqi. 
In comparison, for Au146Ag1, the dopant Ag atoms from all nine arrangements 
undergo charge depletion (−0.284 and −0.275 e for Emin
DFT and Emin-1
DFT
, respectively), 
whilst the majority of Au atoms accumulate charge. We find there is a correlation 
between the nanoparticle’s energy when Ag is subsurface and Δqi, with the exception 
of arrangement (o), in Table 3.4.  
In general, the addition of a single dopant atom makes Eexc of the cluster more 
negative, with minor distortions to bonds immediately surrounding the dopant atom 
(< 1%). Structurally, the Gupta potentials favour occupation of subsurface sites by 
Au atoms in Au1Ag146, whereas DFT favour Au to be in a surface position. No clear 
trend was observed for Ag atoms in Au146Ag1 using the Gupta potentials, but the 
occupation of subsurface positions for Ag atoms are favoured by DFT methods.  The 
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dominating factor for the DFT relative total energy Etot
DFTappears to be Δqi; the 
preferential positioning of Au at the surface and Ag subsurface by DFT suggests a 
correlation between both the atomic coordination and the extent of charge transfer. 
We were unable to establish a clear connection between the energetic ordering and 
ΔPi, but it is not completely unexpected given the very similar atomic radii of Au 
and Ag. Finally, we note that charge accumulation and depletion occur for Au and 
Ag, respectively, as is perhaps expected given their differing electronegativities. 
3.4.2 Chemical ordering of alloys and core@shell arrangements 
As the number of Au atoms (x) increases the ordering landscape increases in 
complexity, with the lowest energy structures preferring an alloy arrangement. 
maximising Au−Ag interactions. However, as core@shell arrangements are also 
obtainable experimentally, core@shell arrangements were also analysed for the 147-
atom CO geometry, with varying shell thickness, allowing a direct comparison of the 
properties of alloy and core@shell chemical arrangements. 
The lowest energy alloy nanoparticles, obtained from basin-hopping searches, 
preferentially position Au atoms in sub-vertex positions within the CO geometry 
(Fig.  3.8). Recently, Bochicchio et al. found a preference for subsurface positions to 
be favoured for size mismatched systems, due to the strain relief that is provided by 
the accommodation of the smaller atomic species at these sites.
45
 This suggests that 
there is a correlation, however, as highlighted in section 2.4.1, we do not observe a 
direct relation between atomic pressure and Au−Ag intermixing. As x is increased 
beyond 13 atoms, the subsurface positions are fully occupied, leading to an onion-
like Ag@Au@Ag chemical arrangement; this is particularly apparent for Au55Ag92 
(Fig.  3.9). Once x is increased beyond 55 atoms, gold atoms begin to occupy surface 
positions. σ is above 0 for all cases, indicating that disordered mixing is preferred to 
ordered mixing. 
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Fig.  3.8 Minimum energy alloy arrangements as calculated using atomic-swap basin-hopping 
with the Gupta potentials: (a) Au13Ag134, (b) Au55Ag92, (c) Au92Ag55 and (d) Au134Ag13. Yellow 
spheres represent Au, grey spheres Ag. The (100) face is highlighted. 
 
Fig.  3.9 Minimum energy alloy structures of cuboctahedral as calculated using atomic-swap 
basin-hopping with the Gupta potentials: (a) Au13Ag134, (b) Au55Ag92. One layer is removed as 
one moves left to right: 147 atoms; 55 atoms, 13 atoms showing the preference for an 
Ag@Au@Ag arrangement. Yellow spheres represent Au, grey spheres Ag. The (100) face is 
highlighted. 
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Overall, Eb
Gupta
 increases linearly with increasing Au content, from 2.669 eV (Ag147, 
Au content = 0%) up to 3.541 (Au147), in line with Vegard’s law (Fig.  3.10),
46-47
 
which is as expected, given the bond strengths at the Gupta level are: Au−Au (2.82 
eV) > Au−Ag (1.81 eV) > Ag−Ag (1.36 eV); values given in parentheses are for 
dimer pairs. The core@shell arrangements are energetically similar to alloys when 
using semi-empirical potentials, as shown in Table 3.5. Upon recalculation of 
energies using DFT, the same linear trend is obtained for Eb
DFT, as shown in Fig.  
3.10. At the DFT level, bond order remains the same, but the dimer pair values 
differ: Au−Au (2.68 eV) > Au−Ag (2.57 eV) > Ag−Ag (2.16 eV). We note that 
Ag55@Au92 has a lower DFT energy than its stoichiometric alloy equivalent, whereas 
all other core@shell arrangements are higher in energy than their equivalent alloys. 
In general, the energy difference between the core@shell and alloy structures is not 
large (≤ 0.05 eV and ≤ 0.02 eV for Gupta and DFT calculations, respectively). 
Therefore, as restructuring from core@shell geometries requires a great deal of 
energy (> 2 eV), it is safe to assume that once formed, the chemical ordering would 
be relatively stable under ambient conditions and in the absence of surface reactions. 
Table 3.5 Differences in Eb (ΔEb) between alloy and core@shell structures for Gupta 
and DFT calculations. Positive values indicate the alloy is lower in energy than the 
core@shell arrangement. 
Structure ΔEb
Gupta
 / eV ΔEb
DFT / eV 
Au13Ag134 0.027 0.001 
Au55Ag92 0.015 0.016 
Au92Ag55 0.003 −0.019 
Au134Ag13 0.050 0.002 
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Fig.  3.10 (a) Eb
Gupta
and (b) Eb
DFT as a function of Au content, x. The lines are given as a 
guide to the eye. A key to the symbols is also provided in (a). 
3.4.3 Chemical ordering of alloys and core@shell arrangements 
The propensity of AuxAg147−x to preferentially form an alloy at the Gupta level is 
further confirmed when comparing Eb
Gupta
 with the extent of mixing, σ. Core@shell 
arrangements for the 55:92 ratio (Au55@Ag92 and Ag55@Au92) have a noticeably 
higher σ than their corresponding equivalent alloy arrangements, as is expected for 
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more segregated systems. At the DFT level, this trend remains consistent for 
Au55@Ag92, but Ag55@Au92 is more energetically favourable than the alloy (Eb
DFT is 
greater for Ag55@Au92 than Au92Ag55 alloy) despite its greater level of segregation. 
DFT favours the Ag@Au arrangement, but the same generalisations for the 13:134 
metallic ratios cannot be made as the energetic differences are too small (Fig.  3.11). 
 
Fig.  3.11 (a) Eb
Gupta
 and (b) Eb
DFT against the extent of mixing within the nanocluster, σ. 
The line is only given as a guide to the eye; symbols are the same as in Fig.  3.10. The 
red and blue lines are to emphasise the difference in Eb
Gupta
and Eb
DFT between the alloy 
and its corresponding core@shell arrangement. 
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3.4.4 Charge Transfer 
The DFT energetic preference of an Au shell may occur as a result of improved 
charge transfer to Au atoms when their coordination is decreased. Consequently, the 
charge transfer that occurs within the alloy and core@shell nanoparticles was also 
examined, using Bader analysis. 
Alloy arrangements exhibit disordered mixing (σ ≈ 0, Fig.  3.11), yet have the 
greatest changes in charge (Δq) when Ag is the dominant element in the 
composition: for instance, Δqface is greater for both Au13Ag134 (0.012 e) and 
Au55Ag92 (0.087 e) in comparison to the core@shell equivalents, Au13@Ag134 (0.007 
e) and Au55@Ag92 (0.070 e), as a greater number of surface Au−Ag interactions exist 
between the surface Ag and subsurface Au atoms (Table 3.5). Further analysis of the 
onion-like Au55Ag92 structure shows there is a combination of both charge depletion 
and charge accumulation at the surface: the subsurface Au shell (42 atoms) 
accumulates charge, and the inner Ag core (13 atoms) is charge depleted, as shown 
in Fig.  3.12. There is a trade-off between the additional electronic degrees of 
freedom at the surface and the contrasting electronegativities of Au and Ag: 
Au13Ag134 also exhibits this compromise, with surface charge accumulation only 
occurring at the Ag vertices, with any remaining Ag atoms undergoing charge 
depletion; within the sub−surface Au there is charge accumulation. 
Most of the core@shell structures favour charge accumulation at the surface but the 
degree of charge transfer is determined by whether Au or Ag occupies the surface 
layer of the nanoparticle. All core@shell arrangements exhibit charge accumulation 
at the vertices. Au55@Ag92 undergoes charge depletion on faces and edges (Δqface = 
−0.070 e, Δqedge = −0.055 e), whilst the inverse structure, Ag55@Au92, has 
considerable charge accumulation at the surface (Δqface = 0.062 e, Δqedge = 0.079 e). 
Au13@Ag134 and Ag13@Au134 also exhibit similar behaviour to a lesser extent, with 
charge accumulation only on the vertices for the Ag shell, whereas Δqedge and Δqvertex 
> 0 e for the Au shelled nanoparticles. This variation is perhaps due to the differing 
electronegativities of Ag (1.93 e) and Au (2.54 e), and thus charge transfer occurs 
from Ag to Au.  
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Fig.  3.12 Alloy structure of Au55Ag92 showing charge accumulation and depletion. As 
one moves left to right: 147 atoms; 55 atoms; 13 atoms and 1 atom for Ag@Au@Ag 
system. Red spheres represent charge depletion (∆qi > 0 e), whilst blue spheres 
represent atoms with charge accumulation (∆qi < 0 e). A charge colour scale is also 
provided. 
In summary, all nanoparticles experience charge accumulation at the lowest 
coordination sites in the nanoparticle, irrespective of chemical ordering. Core@shell 
systems illustrate a greater change in atomic partial charges, as shown when 
comparing 55:92 systems to the 13:134 systems, due to the segregation of chemical 
species. In general, charge accumulates on Au, whereas charge depletes from Ag, in 
the alloys and core@shell arrangements, similar to our observations for single 
dopants. 
Table 3.6 Δq for the lowest energy structures. Units are electrons, with negative values 
indicating charge depletion and positive values accumulation. σ is also provided. 
Structure σ Δqcore /  e Δqface /  e Δqedge /  e Δqvertex /  e 
Ag147 1.000 −0.030 0.014 0.007 0.072 
Au1Ag146 0.964 −0.018 0.004 0.001 0.067 
Au13Ag134 0.539 0.035 −0.012 −0.026 −0.025 
Au13@Ag134 0.745 −0.015 −0.007 0.009 0.052 
Au55Ag92 0.021 0.143 −0.087 −0.091 −0.064 
Au55@Ag92 0.309 0.077 −0.070 −0.055 0.046 
Au74Ag73 −0.036 0.117 −0.119 −0.090 0.143 
Au92Ag55 0.064 0.088 0.154 −0.019 0.083 
Ag55@Au92 0.309 −0.129 0.062 0.079 0.110 
Au134Ag13 0.655 0.013 −0.080 0.030 0.034 
Ag13@Au134 0.745 −0.043 0.014 0.018 0.085 
Au146Ag1 0.964 −0.045 0.003 0.028 0.086 
Au147 1.000 −0.050 0.017 0.022 0.089 
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3.4.5 Stability of AuxAg147−x alloy and core@shell arrangements 
So far, the properties of alloy and core@shell arrangements have been discussed in 
terms of their relative energies. However, the relative stabilities of these differing 
compositions and chemical arrangements is also of importance, especially when 
considering that the true chemical environment of these nanoparticles would be 
undergoing surface reactions with adsorbate gases, prompting alterations in the 
intended composition. Therefore, ∆147
Gupta
 and ∆147
DFT have been calculated (where the 
superscript Gupta and DFT indicate the level of theory), which considers the energy 
relative to the number of surface atoms; these are plotted as a function of x in Fig.  
3.13. 
In general, a ‘U-shaped’ trend is observed with increasing x; Au55Ag92 has the lowest 
∆147
Gupta
, and may therefore be considered the most stable structure with respect to the 
formation of surfaces. The stability of this alloy may be attributed to the 
Ag@Au@Ag arrangement that the alloy takes: Au−Ag interactions are maximised, 
and there is a corresponding reduction in the (weaker) Ag−Ag bonds. Nonetheless, 
the stability is not entirely dependent on the number of Au−Ag bonds, as Au74Ag73 is 
less stable despite having more Au−Ag interactions [σ(Au92Ag55) = 0.064, 
σ(Au74Ag73) = −0.036]. The key structural difference between the two is that 
Au55Ag92 has more surface Ag atoms, and thus there must be an overall balance at 
the Gupta level between reducing surface energies and increasing binding energies. 
Of the core@shell systems, Au55@Ag92 has the lowest ∆147
Gupta
 as it maximises the 
number of Au−Ag interactions, and has a thermodynamically favourable Au core. 
Au13@Ag134 has fewer Au−Ag interactions, thus lowering the stability of this 
arrangement. 
Finally, we note that core@shells are generally less stable than their alloy 
counterparts. A large difference in ∆147
Gupta
 is observed in particular for Au92Ag55 and 
Ag55@Au92. This is attributed to the fact that an Ag core is not thermodynamically 
favourable, due to the low Ag−Ag bond strength and high Au surface energies, 
resulting in a lower stability for Ag55@Au92. Contrastingly, Ag55@Au92 has the 
lowest ∆147
DFT as calculated at the DFT-level, by an energy of ~2.5 eV, which is 
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surprising given that thermodynamic considerations would favour an Ag shell. The 
next most stable structure, Au92Ag55, has the same stoichiometry but more Au−Ag 
bonds, adopting an Ag@Au@AuAg configuration, where the outermost shell is an 
alloyed layer of both Au and Ag atoms [σ(Ag55@Au92) = 0.309, σ(Au92Ag55) = 
0.064]. The energetic preference of Ag55@Au92 for DFT may be attributed to the Au 
surface being able to draw electron density from the Ag atoms more readily than if 
Au atoms were positioned internally; we have seen from the single dopant 
calculations for DFT methods in Section 3.4.1 that an Au atom prefers to be at the 
surface. Thus, as electrons migrate to the surface of the cluster due to the increased 
degrees of electronic freedom available, it also follows that Au would benefit from 
greater charge transfer when positioned at the surface. We find, therefore, that 
overall stability is not only a case of maximisation of Au−Ag bonds and minimising 
surface energies of the nanoparticle through specific chemical ordering, but a 
compromise of the ease at which Au can gain electrons. For DFT, the latter 
observable is prevalent in determining ∆147
DFT.  
Overall, we find that the stability of a nanoalloy at the Gupta-level is 
determined through a balance of maximising Au−Ag interactions and 
minimising the surface energy; it is more favourable to have a greater 
proportion of the surface atoms as Ag rather than Au. However, when 
reminimised using DFT, the additional factor of maximising charge transfer 
from Ag to Au must be taken into account. Thus, an Au shell is more 
favourable than initially thought as a result of the increased degrees of 
electronic freedom at the surface. 
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Fig.  3.13 (a) ∆147
Gupta
 and (b) ∆147
DFT as a function of Au content, x. The black line is given 
as a guide to the eye; symbols are the same as given in Fig.  3.10. 
3.4.6 Electronic properties 
DFT also allows insight into the electronic properties, which can provide detailed 
information on potential catalytic applications. AuAg nanoparticles may be used as 
semiconducting supported co-catalysts for hydrogen production (Ch. 1), whereby 
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they act as an ‘electron trap’ for excited electrons that are transferred from the 
support, extending the photocatalytic lifetime. It is known that a shift in the Fermi 
Energy (Ef) for the nanoparticle/support composite towards the conduction band (in 
comparison to the bare semiconducting support) indicates a greater reductive ability 
for the material as a whole. Therefore, screening of suitable nanoparticles is possible 
by comparing the density of states (DOS) of the nanoparticle with the band structure 
of the support, known as a band alignment procedure.
48-49
 As shown in Fig.  3.14, 
using the work functions of bulk Au and Ag, it appears that Au may exhibit greater 
catalytic activity in comparison to Ag, due to its greater work function of ~5.4 eV 
compared to ~4.6 eV, respectively.
50
 Ef of Au is below the conduction band 
minimum of bulk TiO2 (rutile), which would allow an electron to ‘drop’ in energy 
should it transfer from the support conduction band to the unoccupied states of the 
nanoparticle. However, as the Ef of Ag is greater than that of bulk TiO2 (rutile), this 
indicates a need for an overpotential for the electron transfer to occur, making the Ag 
less likely to accumulate photo-excited electrons which can partake in the hydrogen 
production. 
 
Fig.  3.14 The differing work functions of Au and Ag surfaces in comparison to bulk 
TiO2 (rutile), showing that Au is more likely to accept an electron than Ag. Differing 
surfaces are noted in parentheses, all other values are given in eV. 
Empty electronic states must be available close to Ef to allow for electron acceptance 
from the semiconductor – in our specific case, we use TiO2 as our example. 
Additionally, these unoccupied d-states must also be lower in energy than the photo-
excited electrons in the conduction band of the support. The absence of these empty 
d-states means that any catalytic activity will be reliant upon electron tunnelling to 
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occupy core atom states, although the probability of this occurring decays 
exponentially with depth from the surface. Therefore, the most favourable (and 
idealistic) situation is for the surface atoms to possess a positive partial charge, and 
not be dependent on electron tunnelling. 
According to the d-band model, the strength of the bond between molecule and 
surface is given by the energy of the antibonding states relative to Ef. Antibonding 
states always lie above the d-states, and hence the energy of the d-states relative to Ef 
is a good indicator of bond strength. The higher the d-states are in energy relative to 
Ef, the higher in energy the antibonding states are, and thus the stronger the bond is. 
Following on from the above reasoning, our observations in section 3.4.3 imply that 
an Au@Ag system would be the most favourable, as its surface would be charge 
depleted. Nonetheless, given the work function alignment (Fig.  3.14), one would 
expect Ag@Au to be more suitable, due to the lowering of Ef, and more energetically 
accessible states for an additional electron. Therefore, we examine the total density 
of states (DOS) profiles in comparison to the decomposed projected contributions for 
core and shell electrons. 
Fig.  3.15 shows the DOS profiles for Ag147, Au147 and a 1:1 composition, Au74Ag73. 
The number of available d-states (core and shell) in Au147 is higher than that of 
Ag147, and Au74Ag73 has a profile representative of its composition, i.e. somewhere 
between that of Ag147 and Au147. Core@shell arrangements (Au55@Ag92, 
Ag55@Au92) DOS profiles are compared with their stoichiometrically equivalent 
alloys in Fig.  3.16. These core@shell arrangements are specifically highlighted due 
to their aforementioned characteristics which show promise for catalytic activity, 
such as surface charges and energetic stability. However, none of the bimetallic 
nanoparticles show better promise for catalytic activity than pure Au147, which itself 
has few available d-states. The Ag55@Au92 chemical arrangement is the best of these 
four candidates but is still far-removed from what one would expect for a 
catalytically active nanoparticle. [Ef values are given in Appendix A, as are DOS 
plots for 13:134 systems.] Previous studies by Su et al.
51
 showed a large shift in the 
number of d-states for Au@Pd nanoparticles, which also exhibit high catalytic 
activity experimentally. The same expectation of AuAg nanoparticles did not hold 
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true, and thus we suggest that the role of the support may be much more influencing 
for these particular nanoalloys. 
 
Fig.  3.15 Density of states (DOS) profiles for (a) Ag147, (b) Au147 and (c) Au74Ag73. A key 
is provided. Ef is given as a black dotted line, with the valence band maximum (VBM) 
and conduction band minimum (CBM) in purple and orange for anatase and rutile 
TiO2, respectively.
48
 A Gaussian broadening of 0.05 eV has been used. 
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Fig.  3.16 Density of states (DOS) profiles for (a)Au55@Ag92, (b)Au55Ag92, (c)Ag55@Au92 
and (d)Au92Ag55. Colours and broadening are the same as in Fig.  3.15.  
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3.5 Conclusions 
Both BH algorithms and DFT were used in order to investigate the optimal chemical 
ordering of 147-atom CO AuAg nanoparticles. As Au content increases, the binding 
energy of the nanoparticle also increases, which may be attributed to the extra energy 
of Au−Au bonds, in comparison to Au−Ag and Ag−Ag bonds. The difference in 
binding energies between alloy and core@shell structures at equivalent 
stoichiometries is small, and thus both structures can be assumed to be energetically 
stable. The most stable arrangement for the Gupta potentials was a 1:1 alloy 
combination, and thus this super stability arises from the maximisation of Au−Ag 
interactions. A noticeable difference in the energetic stability was observed for 
Ag55@Au92: Gupta potentials predicted the Au shell to be particularly energetically 
unfavourable, as one would expect given traditional thermodynamic arguments, 
whereas DFT found this arrangement to be the most energetically stable. We can 
therefore confirm the extent of charge transfer is a huge factor in determining 
optimal chemical arrangements, as DFT prefers to position Au in such a way that it 
can draw electron density away from Ag most easily. Charge transfer between 
core@shell arrangements is of an interfacial nature, and thus influences from the 
core are more pronounced for thin shells, allowing for co-catalyst design. 
The electronic properties of the optimal chemical arrangements from DFT were also 
examined, to determine their likelihood to partake in chemical reactions. Firstly, the 
level of charge accumulation or depletion at the surface; a charge depleted surface is 
much more likely to accept an incoming electron from a photo-excited 
semiconducting support (such as TiO2), and secondly, the density of states profile, 
which is a good indicator of catalytic activity. The nanoparticle most likely to accept 
an incoming electron was Au55@Ag92, as the Ag surface undergoes the greatest 
amount of charge depletion. Ag55@Au92 is the least likely to accept an incoming 
electron from the support, as it has a great deal of charge accumulation at the surface, 
which is unfortunate given its reported energetic stability from DFT. However, this 
particular nanoparticle is still viable if electron tunnelling occurs, although its 
chances of accepting an incoming electron are considerably less.  
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The density of states profiles reveals the number of unoccupied d-orbitals close to Ef, 
which indicates catalytic ability. Nonetheless, minimal improvement was observed as 
a consequence of combining the two metallic species. Given, from experiment, that 
Au supported nanoparticles are known to be catalytically active,
52
 this result suggests 
that there are possible surface reactions that aid the catalytic evolution of H2, which 
are not considered in our nanoparticle profiles. Therefore, the presence of the support 
and adsorbing species are also essential factors when considering catalytic activity, 
and suitable for future investigation. The work in this chapter has been published: 
Gould, A. L., Heard, C. J., Logsdail, A. J., & Catlow, C. R. A. Segregation effects on 
the properties of (AuAg)147. Physical Chemistry Chemical Physics, 2014, 16, 21049-
21061. 
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Appendix A 
Table A1. Change in Eb and Eexc for all systems (lowest energy alloy arrangements) 
investigated (ΔEexc and ΔEb, respectively) with values given relative to the structure 
with the lowest ΔEexc or ΔEb. [All cases given relative to the lowest value]. The Fermi 
Energy (Ef) is given in the final column. All values are given in eV. 
Structure ΔEb
Gupta
 ΔEexc
Gupta
 ΔEb
DFT ΔEexc
DFT
 Ef 
Ag147 0.000 12.959 0.000 4.499 −3.996 
Au1Ag146 0.008 12.549 0.004 4.384 −4.013 
Au13Ag134 0.108 7.864 0.052 3.204 −4.067 
Au13@Ag134 0.082 11.738 0.051 3.364 −3.964 
Au55Ag92 0.388 1.150 0.200 2.080 −4.227 
Au55@Ag92 0.372 3.420 0.184 4.470 −4.039 
Au74Ag73 0.500 0.135 0.263 2.212 −4.335 
Au92Ag55 0.602 0.000 0.319 2.746 −4.515 
Ag55@Au92 0.551 7.379 0.338 0.000 −4.802 
Au134Ag13 0.818 2.561 0.437 6.040 −4.808 
Ag13@Au134 0.815 2.971 0.436 6.296 −4.873 
Au146Ag1 0.873 4.190 0.466 7.789 −4.839 
Au147 0.879 4.336 0.468 7.956 −4.830 
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Fig. A1 DOS profiles for both alloys and core@shell compositions: (a) Au13@Ag134, (b) 
Au13Ag134, (c) Ag13@Au134, (d) Au134Ag13. A key is provided. Ef is given as a black dotted 
line, with the valence band maximum (VBM) and conduction band minimum (CBM), 
in purple and orange, for anatase and rutile TiO2, respectively. A Gaussian broadening 
of 0.05 eV has been used for the electronic states. 
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4 Kinetic stabilities of (AuAg)147 nanoparticles: the 
influence of calcination processes on chemical ordering 
4.1 Introduction 
Core@shell nanoparticles can be advantageous when compared to the same mixed 
nanoalloy. For instance, the optical properties usually associated with gold and silver 
are maintained in an Au@Ag or Ag@Au structure, but when mixed as an alloy, the 
resultant properties are somewhere in between the two.
1
 Not only do core@shell 
nanoparticles potentially result in the manifestation of more ideal properties, but they 
can also benefit from the interactions between the core and shell. Electron transfer 
from the core to shell can lead to enhanced stability, as observed for Au@Ag 
clusters, thus allowing for a more ‘complete’ shell coating.2-3 Experimental synthesis 
of core@shell nanoparticles may be achieved through a sequential 
deposition/reduction process, beginning from an initial ‘seed’ core nanocluster. 
However, synthesis is not always straightforward due to the competing formation of 
alloys, and experimental reports of spontaneous interdiffusion at the core@shell 
boundary are rather troublesome.
4-5
  
Competing alloy formation is particularly problematic for Au and Ag, due to their 
similar atomic radii, thus allowing easy mixing of the two metallic species. Jiang et 
al.
6
 synthesized Au@Ag nanoparticles by immersing a desolvated metal organic 
framework (MOF) in an aqueous precursor Au solution, followed by an Ag 
precursor, with respective reduction and drying at each stage (Fig.  4.1). Nonetheless, 
the reverse deposition sequence (Fig.  4.1, approach II) resulted in Au@AuAg 
nanoparticles, with an alloy surface, rather than the intended Ag@Au chemical 
ordering. Mallin and Murphy also attempted synthesis of sub-10 nm Ag@Au 
nanoparticles, which, unfortunately proved  to be alloys rather than core@shell 
arrangements, evidenced by direct dependence of the metal-to-salt ratio to the shift of 
the absorbance peak, and TEM imaging.
7
 Finally, colloidal nanoparticles created by 
Srnová-Šloufová et al.8 were found  to have an Ag@AuAg chemical arrangement, 
rather than the intended Ag@Au.  
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Fig.  4.1 The two synthesis methods used by Jiang et al. – approach I yielded 
Au@Ag structures, whilst approach II resulted in Au@AuAg nanoparticles.
6 
 
Nonetheless, Ag@Au nanoparticles are not impossible to synthesize: Li et al. 
achieved successful synthesis of 4-5 nm Ag@Au, Au@Ag and alloy nanoparticles 
using an inverse micelle method:
9
 the micelle stabilises the outer layer of Ag@Au 
nanoparticles. These smaller core-shell particles are harder to characterise, as the 
shell will dominate the interaction with incident light, and electron plasmon 
oscillations will be dampened by any interactions between the two metallic 
constituent species. Using a combination of TEM and high angle annular dark field 
(HAADF) imaging in a scanning transmission electron microscope (STEM), 
confirmation of core-shell structures was achieved, even when shell thickness only 
extended to one or two atomic layers, for both Au@Ag and Ag@Au (Fig.  4.2, 
denoted as Au/Ag and Ag/Au in the image).
9
  
 
Fig.  4.2 HAADF-STEM images (13 nm x 13 nm) from core@shell 
nanoparticles, Au@Ag (left) and Ag@Au (right), with atomic composition 1 : 1. 
The representative line profiles are shown under the corresponding images.
9
 
In the quest for uniformity, capping agents such as polyvinylpyrrolidone (PVP) are 
frequently enlisted to control nanocluster size, resulting in surfaces that are primarily 
capped by (100) facets.
10-11
 The catalytic activity of these nanoparticles is 
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dramatically enhanced if the capping agents are removed following synthesis, which 
can be achieved through a calcination treatment. Therefore, an understanding of the 
stability of these nanoparticles under elevated temperatures is essential, particularly 
if the reactivity is dependent on a specific chemical ordering. Should chemical 
structure be vulnerable to operating conditions (‘operando’), interatomic diffusion 
and/or phase segregation can have significant repercussions in regards to reactivity. 
A powerful tool for investigating the thermal properties of nanoparticles is provided 
by molecular dynamics (MD) simulations using interatomic potentials. Simulations 
that maintain a continuous temperature are appropriate for studying the thermal 
behaviour of nanoparticles, performed in the canonical ensemble (constant 
composition, volume and energy (NVT)). Previous MD studies of pure Au 
nanoparticles by Cho et al.
12
 were performed over a temperature range of 0-1300 K, 
using the modified embedded atom method (MEAM) potential, with some 
parameters slightly modified to fit elastic properties at 0 K. The MEAM is a semi-
empirical potential with a single formalism for body-centred cubic (BCC), face-
centred cubic (FCC), hexagonal close packed (HCP) and diamond-structure 
materials; its inclusion of angular forces distinguishes it from the original embedded 
atom method (EAM).  
The melting point (Tm) of these spherical nanoparticles was observed to decrease 
with nanoparticle size (n = 6708 to 140, where n is the number of atoms), and has 
been verified by other studies as performed by Lewis et al. (n = 135-3997)
13
 and 
Zhou et al. (n = 675-5425).
14
 These studies established that the surface melts 
initially, followed by the core at a higher temperature (Fig.  4.3). However, surface 
pre-melting was not observed by Dellago and co-workers, instead finding that the Au 
nanocluster (n = 2624) melted as one, at Tm.
15
 However, increased mobility of the 
surface atoms does significantly affect the geometry of the nanocluster, particularly 
the vertex and edge atoms: the increased inter- and intra-diffusion for these atomic 
positions means that Tm is ultimately measured for an almost-spherical geometry. 
Kuo et al. observed a structural transition from FCC to Ih, was found to occur in gold 
nanoparticles (n = 333-3055) as a result of heating, followed by a ‘quasi-molten’ 
state, in which the nanocluster fluctuated between several structural moieties 
continuously.
16
 This solid-solid transition to the Ih has also been observed previously 
by Cleveland et al. for gold nanoparticles (n = 75-459).
17-18
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Fig.  4.3 Snapshots of the melting process of Au nanoparticles (n = 675) at 690 
K, taken from Zhou et al.; (a) 0 ps, (b) 1 ps, (c) 50 ps, (d) 100 ps, (e) 150 ps, (f) 
200 ps, (g) 500 ps, (h) 800 ps. The surface atoms have been marked as blue for 
clarity. 
The melting temperature of Ag nanoparticles has also been found to decrease with 
decreasing nanocluster size.
19-20
 On the basis of the calculated Gibbs free energy, 
Luo et al.
21
 deduced general trends in the thermodynamic properties of nanoparticles, 
using MD simulations with the MEAM to establish free energy curves. Comparisons 
of bulk and surface free energies show that it is the surface atoms that determine the 
size effect on the thermodynamic properties of nanoparticles. These studies are in 
good agreement with the liquid drop model,
22
 which assumes that Tm of a nanocluster 
is primarily based on the variation of the cohesive energy and its surface tension, i.e. 
Tm and molar heat of fusion should decrease with atomic size (Fig.  4.4). 
104 
 
 
Fig.  4.4 Molar heat capacity as a function of T for Ag nanoparticles and bulk, 
from Luo et al.
21
 
Chernyshev determined that surface pre-melting of the nanocluster does not occur if 
the nanocluster radius (r) is below that of the critical radius (rc), which differs 
according to the material in question.
23
 If r < rc, there is a transition for the surface 
layer to a pseudo-crystalline state, before the whole particle melts. MD simulations 
by Zhou et al. found that Ag nanoparticles melted at a single temperature for 
nanocluster sizes below 8 nm and, above this size range (8-20 nm), formed quasi-
liquid pools at a surface pre-melting temperature.
24
 These pools expanded to form a 
quasi-liquid layer before the entirety of the nanocluster melted. Similarly, Zhao and 
co-workers identified three distinctive melting mechanisms for Ag nanoparticles. 
Surface pre-melting was observed for nanoparticles n = 258-3871, whereas the 
melting of Ag13 – Ag178 may be described as a transition from a low-energy solid-
like structure at low temperatures to a higher energy liquid-like structure at high 
temperatures. Finally, for n = 120-240, a third intermediate melting mechanism was 
established, in which as n decreases, Tm depresses very slowly and the latent heat of 
fusion has a great enhancement. 
As expected, the thermal properties of bimetallic nanoparticles are more complex 
than those observed for the monometallic equivalents. Mottet et al.
25
 found that the 
introduction of a single impurity dopant can elevate Tm, as shown by the 
incorporation of a single Ni or Cu atom into Ih Ag clusters of n atoms (n = 55, 147, 
309, and 561). However, the incorporation of an Au atom did not elevate Tm, 
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suggesting that only when the atomic size mismatch is significant, atoms smaller 
than Ag tend to be incorporated inside the nanocluster. The strained Ih is more 
relaxed and its thermal stability is enhanced as a result. Likewise, canonical Monte 
Carlo (MC) simulations showed the addition of a single Cu atom to Au55 (Ih) 
increased Tm by up to 150 K.
26
  
MD simulations of Ih AuxAg55–x nanoparticles by Chen et al.
27
 identified a 
correlation between increasing Au content and decreasing Tm, in line with the 
melting temperatures for the corresponding monometallics [Tm(Ag55) = 525–600 K; 
Tm(Au55) = 290–460 K]. Au55 has a large melting temperature range, due to the 
presence of glass transitions during the melting process, also present in Au-rich 
nanoalloys (30 ≤ x ≤ 50). Chen and Johnston also performed a selective MD 
simulation of a core@shell Au55@Ag92 bimetallic nanocluster, where the 
spontaneous transformation from CO to Ih was observed.
28
 This solid-solid transition 
has since been termed a martensitic transformation (MT), i.e. a diffusion-less 
cooperative atomic movement. The MT is not observed for the larger Au147@Ag162 
nanocluster, which instead forms a solid solution before melting at 632 K. The 
core@shell ordering is lost during melting. 
The influence of size and composition on the phase stability of Au-Ag nanoparticles 
was studied by Qi and Lee in spherical nanoparticles, (n = 555, 959).
29
 The 
formation energy initially decreased and then increased with increasing Au 
concentration, with the most negative formation energy occurring at 50% Au, as this 
has the greatest mixing of the bimetallic clusters. The larger 959-atom nanocluster 
has lower formation energies than the 555-atom nanocluster, for almost all 
compositions, indicating that larger nanoparticles are more stable than small ones 
with the same composition (Fig.  4.5). Alloys were also determined to be more 
energetically stable than core@shell arrangements. Surface melting was observed to 
occur before the core, and the melting process resulted in a loss of the core@shell 
arrangement, resulting in similar Tm for alloy and core@shell arrangements.  
Qi and Lee
29
 also studied the influence of geometry, with n = 561 for CO and Ih 
nanoparticles and n = 584 for a decahedral motif (Dh). The shape was found to have 
little effect on the melting process, however, during a sustained anneal (600 K for 58 
ns), shape heavily influenced the stability of core@shell arrangements: the CO 
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formed an alloy surface quickest, followed by the Ih. The Dh retains its core@shell 
arrangement during annealing, and thus the alloy rate of formation is CO > Ih > Dh. 
 
Fig.  4.5 Formation energies of Au−Ag bimetallic spherical nanoparticles with 
555 and 959 atoms at 0 K. A key is provided, ‘mixed’ refers to an alloy chemical 
arrangement.  
As we have seen so far, there is uncertainty regarding whether the shell melts before 
the core in nanocluster simulations. It is also unclear as to whether the initial 
geometry is maintained throughout, with MTs to/from the Ih observed at lower 
nuclearities. This chapter concerns the influence of heating of 147-atom AuxAg147–x 
nanoparticles (where x is the number of Au atoms) as a function of composition (x = 
0, 1, 13, 55, 92, 134, 146, and 147) and chemical arrangement (alloy vs. core@shell). 
Our aims are to establish the stability of chemical ordering in these nanoparticles, 
and determine whether this is lost in pre-melting stages, or only after Tm has been 
reached. The structures are those as obtained from Ch. 3, and we simulate the 
annealing process that is performed during nanocluster synthesis in order to remove 
protecting agents.
30
 The stability of kinetically obtained structures is of particular 
interest, rather than that of equilibrium poly-disperse samples produced in the 
absence of any stabilizing ligands, as the shape-controlled geometries are 
experimentally viable and desirable for applications such as heterogeneous catalysis. 
Both gold and silver have a bulk FCC crystal structure, and thus we use, among other 
motifs, the CO as an experimentally obtainable fragment of the FCC crystal.  
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4.2 Methodology 
We subject the CO AuAg nanoparticles, with chemical ordering as obtained from the 
basin-hopping algorithm in Ch. 3, as well as ordered core@shell, to a heating process 
analogous to experiment, using MD simulations in the NVT ensemble, as outlined in 
Ch. 2. Initial testing of parameters showed an MT from CO to Ih, and thus when 
comparing melting points, it is essential that we consistently compare the Ih melting 
point. Therefore, if the nanocluster does not undergo this transition, the heating 
process is repeated using an Ih starting geometry.  
4.2.1 Energetic and Compositional Analysis 
Energetic Analysis 
Fluctuations in the internal energy of nanoparticles indicate the occurrence of 
morphological changes; the solid-liquid transition that occurs for the melting of 
nanoparticles can be identified by a sudden increase in the internal energy. In this 
chapter, caloric curves are plotted, determining the change in the total internal energy 
(E) relative to that of the starting arrangement: 
 𝐸diff = 𝐸𝑡 − 𝐸𝑡=0 ( 3-1 ) 
where Et is the total internal energy at time t, Et=0 is the energy of the starting 
structure when t=0. Ediff is then averaged over the ten independent simulations 
(which have different random number seeds) to give <Ediff>, and thus where 
applicable, we also provide the <Ediff> range. Whilst we cannot establish precise 
melting points for the nanoparticles, we aim to obtain a qualitative interpretation of 
how the chemical ordering influences the <Ediff> trend. <Ediff> allows for energetic 
transitions, such as the MTs that occur for Ag-rich nanoparticles, to be easily 
identified, although we acknowledge that the relative energies of different isomers 
can also be lost in plotting this. Therefore, the total internal energy is also plotted as 
a function of T in Appendix B.  
Chemical and Structural Characterisation 
Structure type assignment is performed using the adaptive common neighbour 
analysis (a-CNA) method, as implemented in the software package Ovito.
31
 The a-
CNA is advantageous in that it does not rely upon a user-defined cutoff radius for 
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determining nearest neighbours, working without a fixed cutoff. The a-CNA is given 
as a percentage, which is averaged over ten independent simulations (with different 
random number seeds). The percentages provided in this work concern only FCC and 
HCP characteristics (referred to hereafter as <PFCC> and <PHCP>, respectively); 
percentages for all ‘other’ structure types are collectively referred to as <POTH>. 
The chemical ordering within the nanocluster is more complex, especially where 
alloy nanoparticles are concerned. The radial distribution function (RDF) is an 
averaging technique, and thus the data it provides do not allow for proper insight into 
the chemical arrangement. Instead, we map the radial chemical distribution function 
(RCDF): working from the nanocluster’s centre of mass outwards, the molar ratio of 
Au is monitored within the volume delimited by two spherical surfaces, with radii 
rRCDF and rRCDF + ε, respectively (Fig.  4.6), where ε is the thickness.
32
 rRCDF is 
measured relative to the nanocluster’s centre of mass and ranges from zero to the 
maximum pair distance of the cluster in integer multiples of ε, which is fixed at 0.3 
Å.  
 
Fig.  4.6 Schematic diagram of the division of the nanocluster into concentric 
spheres, used to map the RCDF. The distance between spherical surfaces is ε. 
No atoms are found within the volume delimited between the centre of mass and 
the first surface, at ε, which would result in a region of white space in the 
RCDF.  
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4.3 Results and Discussion 
4.3.1 Thermal behaviour of pure and single dopant atom nanoparticles 
Pure nanoparticles 
Starting from a 147-atom CO arrangement, the thermal behaviour of AuAg 
nanoparticles was studied over a temperature range of 1-900 K, in increments of 10 
K. This temperature range was chosen on the basis that experimental calcination can 
require temperatures of up to 673 K,
53
 and we have extended it further to include the 
melting behaviour of the nanoparticles. The clusters were initially equilibrated at 1 
K, first using the Berendsen thermostat (relaxation constant = 0.1 ps), followed by 
the NH thermostat (relaxation constant = 0.01 ps), for a total equilibration time of 
200 ps and ∆t = 0.001 ps. The production runs were then performed in the NVT 
ensemble, ∆t = 0.001 ps, for a duration of 1 ns, using the NH thermostat. To ensure 
that a canonical system is represented correctly, we have performed ten independent 
simulations (using different random seeds) to determine an ensemble average and 
unless otherwise discussed, results are presented as these averages. The majority of 
CO nanoparticles exhibit a transition to the Ih, and thus for direct Tm comparison, the 
structures that did not undergo the same transformation were also subjected to the 
same heat treatment from an initial Ih geometry. Unless otherwise stated, Tm refers to 
the melting point of the Ih. 
Under heating, Ag147 undergoes a solid-solid transformation, or structural MT,
54
 
from CO to Ih at 226 K (the transition temperature, Tt) (Fig.  4.7), reflected in a 
reduction of <Ediff>. An MT refers to a structural change that occurs via cooperative 
atomic movement with no long range diffusion of atoms, driven by the difference in 
energy between the parent and product phases. The newly-formed Ih is stable until 
melting at 688 K (Table 4.1), as indicated by a sudden increase in the energy of the 
system. We aim to establish the thermal behaviour trends that occur as a result of 
differing chemical arrangements, rather than to determine exact transition and/or 
melting points for specific systems. Therefore, in order to verify that the MT does 
not occur as a result of the chosen heating rate, we also performed sustained 
annealing for longer periods (100 ns) for Ag147 at 150 K and 200 K; no MT was 
found to occur at these lower temperatures. 
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Fig.  4.8 shows <Ediff> for Au147; there is no MT – at most the formation of facets 
can be observed at ~340 K (inset), as a result of a step dislocation. Pinpointing of Tm 
from <Ediff> is much more difficult for Au147, due to the smoother energetic profile. 
Therefore, Tm is indicated by a complete loss of structure in the a-CNA profile. 
 
Fig.  4.7 <Ediff> as a function of T for: pure Ag147, and the addition of a single 
gold dopant atom in (i) a low energy position [Au1Ag146] and (ii) a high energy 
(HE) position [Au1Ag146 (HE)]. A key is provided; the transition temperature, 
Tt, and the melting temperature, Tm, have been highlighted with upward and 
downward arrows, respectively. Inset: Ag147 at (a) 0 K, (b) 230 K, after an MT, 
and (c) 690 K, after melting.  
An a-CNA profile for a 147-atom CO nanocluster has <PFCC> = 37.4%, and no HCP 
features at 0 K; in contrast, the perfect Ih geometry has <PHCP> = 20.4%. Fig.  4.9 
shows the a-CNA profile for Ag147 and Au147; initially, the Ag147 nanocluster has 
perfect CO geometry, and when T is increased to 210-230 K, there is a sharp increase 
in <PHCP> (20.4%) (and decrease in <PFCC>), indicative of the sudden MT to the Ih 
geometry. In contrast, when competing HCP character begins to occur for Au147 (300 
K), <PFCC> does not immediately go to zero. Instead, the two structure types 
compete with one another until close to Tm, and thus the perfect Ih geometry is never 
obtained i.e. there is no MT. The competition between the two crystal structures 
increases the extent of deformation Au147 is able to undergo and allows the 
maintenance of a facetted crystalline geometry [5- and 6-fold rings at the vertices] 
during the heat treatment (Fig.  4.8, inset). The FCC and HCP phases are present 
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until T ≈ 420-460 K, about 100 K below Tm(Au147), after which only HCP features 
remain, with the solid-liquid transition occurring at 555 K.  
 
Fig.  4.8 <Ediff> as a function of T for Au147 and the addition of a single Ag 
dopant atom in (i) a low energy (thermodynamically favourable at 0 K) position 
[Au146Ag1] and (ii) a high energy (HE) position (thermodynamically 
unfavourable at 0 K) [Au146Ag1 (HE)]. A key is provided and Tm is highlighted 
by a downward arrow. Inset: Au147 undergoes a step dislocation as it transitions 
from (a) CO at 0 K to (b) a facetted arrangement at 340 K. However, no 
significant energy change is noted before it melts (c), after which there are 
energy fluctuations. 
The observed MT for these nanoparticles is known as Lipscomb’s diamond-square-
diamond (DSD) mechanism: triangular facets are stretched into a diamond 
arrangement, followed by a square via a collective screw dislocation of atoms (Fig.  
4.10).
33-36
 The dislocation corresponds to a rotation of different angles according to 
the initial and final configuration. Conversely, a square facet can transform into two 
triangular facets by the same mechanism in reverse. Given the differing behaviour 
for CO Ag147 and Au147 nanoparticles, we extended the study to include initial Dh 
geometries: this time, both Ag147(Dh) and Au147(Dh) exhibit an MT, at 289 and 285 
K, respectively. The higher Tt for Ag147(Dh) in comparison to Ag147(CO) indicates 
that the barriers to transformation are greater for the Dh geometry, which suggests 
that the kinetic stability of Ag147 is CO < Dh < Ih. However, the kinetics for Au147 
are more complicated due to the lack of structural transitions, e.g. Dh < CO ≈ Ih. 
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Given the occurrence of the MT, the melting points are equivalent to that of 
Ag147(Ih) and Au147(Ih), respectively.  
 
Fig.  4.9 Average a-CNA percentages as a function of T for Ag147 and Au147. 
Solid lines represent <PHCP> and dashed lines represent <PFCC>; a key is 
provided. A perfect CO geometry consists of <PFCC> = 37.4%, <PHCP> = 0%, 
and <POTH> = 62.6%, whereas a perfect Ih geometry does not contain any FCC 
features (<PHCP> = 20.4% and <POTH> = 79.6%). Tt and Tm are indicated by 
dash-dotted and dotted lines, respectively. 
 
Fig.  4.10 Ih transforming to CO via the DSD mechanism, the central image is 
the saddle point, from Pavan et al..
33
 Multicoloured atoms highlight a facet of 
the original Ih, which rotate by 60° (in the opposite direction to the other 
parallel triangular (111) facets) to form a diamond facet, which then transforms 
to a square (100) facet. 
  
113 
 
Single dopant atoms 
The simplest bimetallic systems involve the addition of a single dopant atom into the 
pure nanocluster, resulting in Au1Ag146 and Au146Ag1. Several permutations of the 
dopant atom are possible, and therefore we take both the lowest energy and highest 
energy (HE) arrangements as found in Ch. 3, to ensure that the results we obtain are 
not a consequence of the chosen starting arrangement. The single dopant structures 
we have used are provided in Appendix B. 
Au1Ag146(CO) undergoes an MT, with little difference to Tt and Tm in comparison to 
Ag147; similarly, a single Ag atom in Au147 (Au146Ag1(CO)) has little effect on Tt or 
Tm [the variance is < 10 K, which is smaller than the heat increments used in the 
annealing process]. In both instances, the dopant atom remains static until close to 
melting point. In regards to the Dh geometry, the introduction of dopants has little 
effect, with the exception of Au146Ag1(Dh): when the dopant atom is in a high energy 
configuration, Tt is lowered by 30 K, suggesting that the barriers to transformation 
are dependent on the position of a dopant in this instance.  
Of the pure and singly doped systems, all nanoparticles exhibit an MT, with the 
exception of Au147(CO) and Au146Ag1(CO). Fig.  4.8 shows many fluctuations in 
<Ediff>, demonstrating the high number of local basins that are available, indicating a 
lack of preference for a particular structural motif; previous work by Garzon et al. 
has shown small Au clusters can undergo a high degree of deformation, and are just 
as stable as highly ordered FCC morphologies. Baletto et al.
37
 demonstrated that the 
Ih window for small Au nanoparticles is very small, and these high and low facetted 
symmetries are in close competition with one another energetically. Therefore, a 
greater understanding of the kinetic influences is warranted, such as an investigation 
into the energy transition barriers. 
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Table 4.1 Summary of the transition and melting temperatures for pure and 
single dopant structures, where (CO) = cuboctahedral, (Ih) = icosahedral, (Dh) 
= decahedral, and (HE) = high energy. Tm[Ih] is averaged from 10 ensembles 
and refers to the Ih melting point, although the starting geometry is also 
provided in square parentheses for clarity, given that not all clusters undergo 
an MT. Transition/melting ranges over the ensemble are provided in 
parentheses. For the nanoparticles that do not undergo an MT, the melting 
point of the CO, Tm[CO], is also available. 
Composition & 
Structure 
Tt [CO to Ih] / 
K 
Tm [Ih] / K [starting 
geometry] 
 
Tm [CO] / K 
Ag147 [CO] 226 (220-230) 688 (660-700) [CO]  
Au1Ag146 [CO] 228 (200-230) 696 (690-700) [CO]  
Au1Ag146 (HE) [CO] 221 (190-240) 691 (680-700) [CO]  
Ag147 [Dh] 289 (240-310) 693 (680-710) [Dh]  
Au1Ag146 [Dh] 294 (270-310) 693 (680-710) [Dh]  
Au1Ag146 (HE) [Dh] 274 (240-300) 688 (680-710) [Dh]  
Au147 [CO] - 555 (540-570) [Ih
*
]
 
555 (540-560) 
Au146Ag1 [CO] - - 551 (540-560) 
Au146Ag1 (HE) [CO] - - 554 (540-570) 
Au147 [Dh] 285 (270-300) 550 (540-560) [Dh]  
Au146Ag1 [Dh] 286 (250-310) 555 (540-570) [Dh]  
Au146Ag1 (HE) [Dh] 256 (210-280) 553 (540-570) [Dh]  
*
As this cluster does not undergo an MT, a stoichiometrically equivalent Ih is used as 
the starting arrangement to obtain Tm(Ih). 
 
4.3.2 Alloy nanoparticles for AuxAg147−x
 
(x = 13, 55, 92, 134) 
Low-energy, mixed alloy AuxAg147−x CO nanoparticles, with x = 13, 55, 92 and 134, 
were subjected to the same heat treatment. As highlighted in Ch. 3, the Gupta 
potentials favour Au in a subsurface position and in an arrangement that maximises 
the number of Au-Ag bonds.
38
 As we have found differing kinetic behaviours for 
Ag147 and Au147 in regards to the MT, it is reasonable to assume that the route taken 
will depend on the stoichiometric ratio of the two metallic species. As it is difficult to 
determine these structural changes from a-CNA alone, any local basins visited pre-
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melting have been visualized. Indeed, we find that only certain nanoalloy 
stoichiometries undergo MTs, and thus direct comparison of Tm is made only for the 
Ih geometry – this topic is discussed separately below for clarity. 
Martensitic transformations (MTs) 
Au13Ag134 and Au55Ag92 undergo MTs from the CO to the Ih, at 254 and 331 K, 
respectively. The resulting Ih nanoparticles have a pseudo-onion chemical 
arrangement with an alloy surface: Ag@AuAg, maintaining the chemical ordering as 
in the CO. These transition temperatures are both higher than for Ag147 (Tt = 226 K), 
and thus we conclude that the incorporation of Au into the nanocluster increases the 
barrier to transition. Au-rich nanoparticles (x ≥ 92) do not exhibit a clear-cut 
structural transformation, instead mimicking the behaviour of Au147 with the 
formation of surface facets (Fig.  4.11).  
 
Fig.  4.11 Snapshot images of the alloy Au92Ag55(CO) at (a) 350 K and (b) 450 K, 
illustrating partial transformation of the nanoalloy structure. Grey spheres 
represent Ag atoms, while yellow spheres represent Au atoms. 
Melting of the Ih 
Direct Tm comparison can only be performed for Ih geometries, given the occurrence 
of MTs. Therefore, as neither Au92Ag55 nor Au134Ag13 undergo an MT, we also 
perform the same calcination treatments for Au92Ag55(Ih) and and Au134Ag13(Ih). 
These Ih alloys are obtained using the same atomic swapping methods as in Ch. 3; 
their structures are given below in Fig.  4.12. 
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Fig.  4.12 Starting arrangements for alloy nanoparticles (a)-(d) at 0 K, removing 
one layer at a time: 147 atoms, 55 atoms, 13 atoms and 1 atom (left to right). 
Clusters depicted: (a) Au92Ag55(CO), (b) Au92Ag55(Ih), (c) Au134Ag13(CO) and 
(d) Au134Ag13(Ih). Grey spheres represent Ag atoms, yellow spheres represent 
Au atoms. For clarity, the (100) face of the CO has been outlined in black. 
Au92Ag55(CO) and (Ih) have very similar chemical arrangements, as do 
Au134Ag13(CO) and (Ih), with the majority of Ag atoms on the surface 
positioned centrally on the (100) faces and (111) faces for the CO and Ih 
geometries, respectively. 
Fig.  4.13 and Fig.  4.14 represent the changes that occur in the alloy nanoparticles as 
a function of T for <Ediff> and the RCDF, respectively. The plotted nanoparticles are: 
Au13Ag134 and Au55Ag92, beginning in a CO arrangement, which undergo an MT, to 
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give Tm(Ih); Au92Ag55 and Au134Ag13, beginning from an Ih arrangement (as there is 
no MT). The RCDF is monitored in 0.3 Å increments, which can result in regions of 
‘white space’ where no atoms are present within a particular radial segment. 
However, as the nanocluster is heated, the extent of structural disorder increases, and 
the number of ‘white space’ regions decreases.  
 
Fig.  4.13 <Ediff> as a function of temperature for alloy nanoparticles; a key is 
provided for the differing chemical arrangements. Tt and Tm are highlighted by 
upward and downward arrows, respectively. Inset, left to right: Nanoparticles 
at 0 K, Tt (where applicable), and Tm. Inset, top to bottom: Au13Ag134, Au55Ag92, 
Au92Ag55, Au134Ag13. 
Au13Ag134 begins in a layered arrangement at 0 K, with Au atoms located at 
subsurface positions (Fig.  4.14(a)), where green markers represent regions that are 
Au-rich). The chemical ordering is stable until close to Tm (Tm = 724 K), where a 
greater degree of mixing between the two metals occurs, as indicated by an increase 
in the number of red markers (Au/Ag ratio ≈ 0.4 - 0.6). Au55Ag92 possesses a certain 
degree of intermixing initially, due to its chemical composition. All atoms are found 
to remain stationary until close to Tm for Au55Ag92, Au92Ag55 and Au134Ag13, which 
melt at 629 K, 624 K and 559 K, respectively. If we compare Tm of alloy 
nanoparticles with that of Ag147 and Au147, we can determine that as x is increased, 
there is generally a corresponding decrease in Tm: Tm(Ag147) = 688 K; Tm(Au13Ag134) 
= 724 K; Tm(Au55Ag92) = 629 K, Tm(Au92Ag55) = 624 K, Tm(Au134Ag13) = 559 K, 
Tm(Au147) = 555 K. Tm for Au13Ag134 is higher than expected, suggesting that small 
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amounts of Au incorporation can actually lead to improved stability. Phase 
transitions are clear-cut for Ag-rich alloys, which undergo an MT, whereas Au-rich 
nanoparticles become facetted, making the solid-liquid transition more difficult to 
pinpoint. 
 
Fig.  4.14 RCDF (for a one simulation) for AuxAg147−x alloy nanoparticles: (a) 
Au13Ag134, (b) Au55Ag92, (c) Au92Ag55[Ih] and (d) Au134Ag13[Ih]. The colour scale 
represents the Au ratio, where 1.0 (green) represents an Au-rich radial segment, 
and 0.0 (blue) represents an Au-poor radial segment. (a) and (b) have 
undergone an MT from CO to Ih earlier in the heating process. 
Overall, two melting-types are observed: Ag-rich nanoparticles exhibit a sharp 
transition to the melted amorphous structure, whereas Au-rich nanoparticles exhibit 
smoother transitions, developing defects during the annealing process. These 
observations support the work of Chen et al., who also observed glass-like transitions 
to dominate the thermal stability of AuxAg55−x nanoparticles when x ≥ 30 i.e. Au-
rich.
39
 The anomalously higher Tm for Au13Ag134 (724 K) in comparison to Ag147 
(688 K) is perhaps due to improved stability from accommodating a few Au atoms 
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within the Ag nanocluster. Baletto et al. found that improved stability occurred for 
bimetallic systems when atom size mismatch between the two metallic species was 
large. However, Au and Ag have very similar atomic radii, and thus this reasoning 
would not be intuitive in this instance. We also note that Tm(Au55Ag92) and 
Tm(Au92Ag55) are very similar, despite the different Au:Ag stoichiometries. This 
result indicates that the chemical arrangement may influence Tm; Au55Ag92 still has 
Ag-rich regions at the surface and in the very core at its melting point, whereas 
Au92Ag55(Ih) appears to be a completely random alloy (Fig.  4.12). Whilst one could 
expect the melting point of Au55Ag92 to be higher as a result of the Ag core, both 
nanoparticles have similar AuAg shells and so it is more likely that in fact the 
chemical arrangement in the shell of the nanocluster dominates the melting 
properties. Au134Ag13(Ih) has the highest Au content of the alloys and exhibits the 
lowest Tm (559 K), which is very close to the melting point of Au147 (Tm = 555 K). 
 
Table 4.2 The transition temperature (Tt) from CO to Ih geometries and 
averaged melting temperature (Tm) of AuxAg147−x alloy nanoparticles. Tm[Ih] is 
averaged from 10 ensembles and refers to the Ih melting point, although the 
starting geometry is also provided in square parentheses for clarity, given that 
not all clusters undergo an MT. Transition/melting ranges over the ensemble 
are provided in parentheses. For the nanoparticles that do not undergo an MT, 
the melting point of the CO, Tm[CO], is also available. 
Composition Tt [CO to Ih] / K Tm [Ih] / K [starting 
geometry] 
 
Tm [CO] / K 
Ag147 226 (220-230) 688 (660-700) [CO]  
Au13Ag134 254 (220-270) 724 (710-730) [CO]  
Au55Ag92 331(300-340) 629 (610-640) [CO]  
Au92Ag55 - 624 (610-640) [Ih
*
] 552 (540-570) 
Au134Ag13 - 559 (540-580) [Ih
*
]
 
553 (540-570) 
Au147 - 555 (540-570) [Ih
*
] 555 (540-560) 
*
As these Au-rich nanoalloys do not undergo an MT, a stoichiometrically equivalent 
Ih is used as the starting arrangement to obtain Tm(Ih). 
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4.3.3 Core@shell arrangements 
Core@shell chemical arrangements hold considerable potential for nanoparticle 
applications in catalysis, due to the ability to tailor the chemical ordering, as 
discussed in Ch. 1. Not only do core@shell nanoparticles potentially result in the 
manifestation of more ideal properties, but they can also benefit from the synergy 
between core and shell elements. The core@shell structures that we expose to the 
heating process are stoichiometrically equivalent with the alloy nanoparticles: 
Au13@Ag134, Au55@Ag92, Ag55@Au92, and Ag13@Au134. As previously, in instances 
where an MT does not occur, we perform the same calcination process on an 
equivalent nanocluster with initial Ih geometry. 
Au@Ag - Martensitic transformation (MTs) and melting 
Au13@Ag134 and Au55@Ag92 exhibit MTs from CO to Ih at 196 and 221 K, 
respectively, as shown in Fig.  4.15. Knowing that Au147 does not undergo the MT, it 
is logical that as Au content increases, Tt also increases. Au13@Ag134 has a 
marginally lower Tm than Ag147 (682 and 688 K, respectively) and when the Au core 
is increased to 55 atoms we find that Tm increases to 704 K, i.e. the nanocluster is 
stabilised.  
The RCDFs of Au@Ag systems (Fig.  4.16) show that the nanoparticles remain 
chemically segregated with no alloying (i.e. no red markers); the first indication of 
atomic diffusion occurs ~40 K below Tm. After melting, it is noticeable for 
Au13@Ag134 that the Au atoms remain predominantly in the sub-surface layer, 
forming a pseudo-onion arrangement. 
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Fig.  4.15 <Ediff> as a function of T for core@shell nanoparticles; a key is 
provided for the differing chemical arrangements. Tt and Tm are highlighted by 
upward and downward arrows, respectively. Inset, left to right: Nanoparticles 
at 0 K, Tt (where applicable; the pseudo-spherical arrangement is shown for 
Ag55@Au92), and Tm. Inset, top to bottom: Au13@Ag134, Au55@Ag92, Ag55@Au92, 
Ag13@Au134; core atoms have been enlarged for clarity.  
 
Fig.  4.16 RCDFs (for one simulation) for (a) Au13@Ag134 and (b) Au55@Ag92; 
both systems undergo an MT at 196 and 221 K, respectively. The colour scale is 
the same as in Fig.  4.14. 
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Ag@Au - Martensitic transformation (MTs) and melting 
 
At 192 K, Ag55@Au92 exhibits a structural transition: however, rather than 
undergoing an MT, it forms a pseudo-spherical geometry. Vertices are lost as a result 
of the deformation of the Au shell, occurring via a surface step dislocation, similar to 
that observed for Au147 (but less structured). The pseudo-spherical geometry is 
stimulated by the outward migration of core Ag atoms to the surface at low 
temperatures. The migration occurs over a temperature range of 140-180 K – more 
than 350 K below the melting point (Tm(Ag55@Au92) = 551 K) and far below room 
temperature, implying the occurrence of spontaneous diffusion in experiment. By 
definition, this is a non-MT due to the diffusion of core Ag atoms; no other 
arrangements exhibit core-atom migration until ~20 K below Tm, implying that in all 
other cases, migration is associated with melting. Ag13@Au134 does exhibit core 
migration, but much more slowly – the core@shell arrangement is not broken until 
close to Tm – Ag atoms do not reach the surface, nor does it undergo the MT/form a 
lower energy geometry, such as the pseudo-spherical arrangement. 
As Ag@Au structures do not transform to Ih, the calculations were repeated with 
Ag13@Au134(Ih) and Ag55@Au92(Ih), for comparison with other melting points. 
However, Ag55@Au92(Ih) also exhibits the novel non-MT to the pseudo-spherical 
geometry, with Ag atoms diffusing to the nanocluster surface at even lower 
temperatures (T = 20-30 K) than for the CO morphology (Fig.  4.17). The difference 
in kinetic behaviour between the two Ag@Au arrangements can be observed in the 
RCDF, Fig.  4.18 (we compare nanoparticles with initial Ih geometry, as 
Ag13@Au134(CO) does not undergo the MT). Migration of the central Ag core atom 
outwards for Ag55@Au92(Ih) can be seen to occur at ~30 K for (192 K for the CO 
starting geometry). The migration of the core atom in Ag13@Au134(Ih) does not occur 
until approximately ~340 K, where the rate of alloying is much slower. Ag atoms do 
not reach the surface in Ag13@Au134(Ih) until melting is achieved. 
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Fig.  4.17 (a) Ag55@Au92(CO) and (b) Ag55@Au92(Ih) at: (i) 0 K, (ii) the 
temperature at which diffusion is first observed, as labelled, (iii) 300 K, and (iv) 
a cross section of the nanoparticles at 300 K. Colours are the same as in Fig.  
4.11. 
It is particularly interesting that only Ag55@Au92 undergoes the non-MT to pseudo-
spherical arrangements, irrespective of starting geometry, whereas Ag13@Au134 and 
Au147 do not transform geometrically: all three nanoparticles possess a gold shell. 
The outward migration of Ag for Ag55@Au92 can be perhaps rationalized according 
to shell thickness: Ag55@Au92 has a thinner Au shell than Ag13@Au134, and so fewer 
Au−Au bonds need to be broken during the diffusion process, meaning that Ag 
migrates at low temperature to the surface. Therefore, not only is composition a 
factor in determining the adopted geometry upon annealing, but also shell thickness. 
As a consequence of the migration of Ag atoms, any pre-defined starting geometry 
and core@shell chemical arrangements are compromised very early in the 
simulation: the Ag migration stimulates the formation of facets in the Au shell and 
the structure re-stabilises in a pseudo-spherical arrangement once Ag atoms reach the 
surface. 
For Ag55@Au92, Tm is very similar to that of Au147 (Tm(Ag55@Au92) = 551 K and 
Tm(Au147) = 555 K, respectively), which may be due to the lower crystallinity in the 
morphology following the non-MT. After melting, we again notice that the Au atoms 
tend to migrate to the sub-surface area to form a pseudo-onion chemical 
arrangement; this is especially noticeable for Ag55@Au92 in Fig.  4.18(a), where we 
observe an inward migration of Au (green markers). Ag13@Au134(Ih) maintains a 
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core@shell arrangement until close to the Tm of 548 K, which is very similar to 
Tm(Au147). Finally, we note that diffusion of the Ag atoms from the core to the 
surface occurs for Ag13@Au134, as well as Ag55@Au92, but closer to Tm in the former 
case; atomic diffusion of Ag to the surface is slower due to the increased thickness of 
the Au shell. Therefore, for Ag13@Au134, Tm is related to the Au shell, and not the 
migrating Ag atoms, as the difference in Tm compared to Au147 is < 10 K. Tm for all 
analysed nanoparticles are given in Table 4.3. 
 
Fig.  4.18 RCDF (for one simulation) for Ag@Au nanoparticles (a) 
Ag55@Au92(Ih) and (b) Ag13@Au134(Ih). The colour scale is the same as in Fig.  
4.14.  
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Table 4.3 The transition temperature (Tt) from CO to Ih geometries and melting 
temperature (Tm) for AuxAg147−x core@shell nanoparticles. Tm[Ih] is averaged 
from 10 ensembles and refers to the Ih melting point, although the starting 
geometry is also provided in square parentheses for clarity, given that not all 
clusters undergo an MT. Transition/melting ranges over the ensemble are 
provided in parentheses. For the nanoparticles that do not undergo an MT, the 
melting point of the CO, Tm[CO], is also available. 
Structure & 
composition 
Tt [CO to Ih] / K Tm [Ih] / K [starting 
geometry] 
Tm [CO] / K 
Ag147 226 (220-230) 688 (660-700) [CO]  
Au13@Ag134 196 (180-210) 682 (670-690) [CO]  
Au55@Ag92 221 (200-240) 704 (700-710) [CO]  
Ag55@Au92 †192 (170-230) †551 (530-570) [Ih
*
] †543 (530-570) 
Ag13@Au134 - 548 (540-570) [Ih
*
] 556 (540-570) 
Au147 - 555 (540-570) [Ih
*
] 555 (540-560) 
*
As these Au-rich nanoalloys do not undergo an MT, a stoichiometrically equivalent 
Ih is used as the starting arrangement to obtain Tm(Ih). 
†Ag55@Au92 transforms to a pseudo-spherical arrangement regardless of the initial 
geometry. 
4.3.4 Comparison of Ag55@Au92 and Au92Ag55 
<PHCP> is compared for Ag55@Au92 with that of its stoichiometric equivalent alloy, 
Au92Ag55 for both CO and Ih geometries in Fig.  4.19, so that we can compare fully 
the influence of chemical arrangement for this particular nanocluster, and shed some 
light on the novel non-MT. For the nanoparticles that begin in a CO arrangement, 
<PFCC> is also provided.  
As mentioned previously, a perfect 147-atom CO geometry consists of <PFCC> = 
37.4%, <PHCP> = 0%, and <POTH >= 62.6%, whereas a perfect 147-atom Ih geometry 
does not contain any FCC features (<PHCP> = 20.4% and <POTH> = 79.6%). Let us 
first consider Ag55@Au92(CO): When T = 150-190 K, there is an increase in <PHCP> 
(and decline in <PFCC>), corresponding to the nanocluster transformation to a 
pseudo-spherical arrangement as a result of the Ag migration to the surface. 
Subsequently, <PHCP> is approximately constant (4% - 10%), until the nanocluster 
melts (<PHCP> = 0%). This low level of <PHCP> is similar to that observed for Au147 
just below its Tm (Fig.  4.9), suggesting that the pseudo-spherical geometry has a 
larger degree of structural fluctuation at low temperatures before melting. The same 
is also true for Ag55@Au92(Ih), with the non-MT occurring at ~30 K.  
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Fig.  4.19 <P(a-CNA)> as a function of temperature for (a) CO Ag55@Au92 and 
alloy Au92Ag55; (b) Ih Ag55@Au92 and alloy Au92Ag55. A key is provided. 
<PHCP> is represented as solid lines and, for the nanoparticles that begin with a 
CO geometry, <PFCC> is also given, as dashed coloured lines. Tt and Tm are 
given as dash-dotted and dotted lines, respectively. 
<PFCC> also seems to influence the rate at which the alloy is formed: Ag55@Au92(Ih) 
does not possess any FCC features, and migration of Ag atoms occurs very readily. 
Similarly, if we compare Ag55@Au92(CO) and Au92Ag55(CO), the core@shell 
arrangement loses its FCC elements much more readily than the alloy. The drive to 
form a solid solution equilibrium phase is strong for Ag@Au arrangements, and has 
been shown in the work of Calvo et al..
40
 Due to the already mixed nature of the 
alloy systems (both CO and Ih), there is no similar driving force towards the solid 
solution as in the core@shell systems. For the RCDFs of these systems, Ag atoms 
that originate in the core can be observed to migrate to the surface, with full 
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migration first identifiable at 400 K in Fig.  4.20(a). This process is more difficult 
within the CO and thus is not observed until Tm has been reached (Fig.  4.20(b)). 
 
Fig.  4.20 RCDF as a function of T for one simulation of the following: 
core@shell (a) Ag55@Au92 [Ih], (b) Ag55@Au92 [CO], and alloy (c) Au92Ag55 [Ih] 
and (d) Au92Ag55 [CO)]. The colour scale represents the Au ratio, where 1.0 
(green) represents an Au-rich radial segment, and 0.0 (blue) represents an Au-
poor radial segment. 
The energetic drive of Ag@Au arrangements to attain alloy arrangements is further 
highlighted in Fig.  4.21. Au92Ag55(Ih) has a higher melting point than the other three 
arrangements (Tm = 624 K), and we suggest that this difference is due to the CO 
comprising of the less stable (100) faces as well as (111) faces: the surface energy of 
Au (111) and Au (100) are 0.491 and 0.614 Jm
-2
, respectively, for the Cleri-Rosato 
parameters. As Au92Ag55(Ih) comprises only (111) faces, it melts at a higher 
temperature – snapshot images for Au92Ag55 (CO, Ih) at 550 K are given in 
Appendix B.  
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Fig.  4.21 Energetic comparison of Au92Ag55 and Ag55@Au92; a key is provided. 
Tt and Tm are highlighted by upward and downward arrows, respectively.  
4.4 Discussion and Conclusions 
Core@shell arrangements melt at temperatures according to the shell component, 
with Tm of Au@Ag nanoparticles similar to Ag147, and Tm for Ag@Au close to that of 
Au147. The calculated Tm is very similar for Ag55@Au92, Ag13@Au134 and Au147, 
despite the pseudo-spherical geometry attained by Ag55@Au92. Furthermore, given 
the difference in Tm of the pure 147-atom nanoparticles, where Au147 is less stable 
than Ag147, one would expect Tm to decrease with increasing Au content; however, 
Au55@Ag92 has a higher Tm than Au13@Ag134.  
The unexpected stability of Au55@Ag92 may be attributed to the core atoms, where 
previous literature has shown that core@shell arrangements can actually improve 
stability in comparison to pure nanoparticles, depending on the core atom 
geometry.
41-42
 Global optimisation methods have shown Au55 to be particularly stable 
as a heavily distorted and rearranged icosahedron,
43
 and thus the core Au atoms in 
Au55@Ag92 may allow the structure to maintain an Au@Ag arrangement to higher 
temperatures than other systems. The stability of the Au55 core may also explain why 
Au55@Ag92 has a higher Tm than its corresponding stoichiometric alloy arrangement, 
Au55Ag92; for all other compositions investigated, the alloy arrangements is more 
stable than the core@shell chemical ordering. 
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The experimental synthesis of Ag@Au nanoparticles is not as straightforward as one 
would expect, and the extended analysis of core@shell structures presented here may 
help to shed some light on this issue. In addition to the aforementioned reports of 
competing alloy formation by Jian et al, Mallin and Murphy, Srnová-Šloufová et 
al.,
6-8
 we highlight computational studies that report spontaneous alloying: Qi and 
Lee
29
 studied sustained annealing (600 K for 58 ns) for Ih nanoparticles; annealing of 
Ag@Au resulted in the migration of core Ag atoms to the surface, whereas Au@Ag 
arrangements were stable. The driving force behind alloy formation is greater for 
Ag@Au than Au@Ag; Calvo et al.
40
 obtained a solid solution to be the most stable 
phase (below the melting temperature) from parallel tempering studies, suggesting 
that alloy formation is highly dependent on the starting arrangement – our study of 
Au55@Ag92 exhibits a ‘super stability’, whereas diffusion occurs very readily for 
Ag55@Au92. 
Our observations regarding the influence of shell thickness on Ag@Au stability also 
support the work of Chen et al.,
44
 who found spontaneous surface alloying for 
colloidal Ag@Au nanoparticles with a thin Au shell (Ag:Au = 0.4:0.1 mol fraction), 
but no alloying as the Au shell thickness was increased (≥ 0.2 mol fraction). The 
extended x-ray absorption fine structure spectroscopy (EXAFS) spectra oscillation of 
Ag:Au = 0.4:0.1 (Au LIII edge) was similar to that obtained for alloy samples, 
indicating the presence of first nearest-neighbour Ag atoms rather than a uniform Au 
environment, as obtained for the other core@shell arrangements. Chen et al. attribute 
this spontaneous alloying to an increasing diffusion coefficient with decreasing 
nanocluster size, and ease of alloy formation due to the similar atomic sizes of Au 
and Ag. However, as neither of these are contending factors in our work, we suggest 
an alternative explanation: namely that the stability of the Ag@Au arrangement is 
highly dependent on the Au shell thickness. Only when the stability of the thin Au 
shell can be secured, e.g. by external ligands, as shown by Li et al., is Ag@Au 
viable.  
In summary, Au-rich nanoparticles did not favour an MT to the Ih, whereas Ag-rich 
nanoparticles all underwent an MT. This is surprising given their similar atomic radii 
and electron configuration, and thus further investigation into the energetic barriers 
to the MT would be of interest to understand the differences. Alloy nanoparticles 
have been found to have a Tm that is representative of their composition: As %Au 
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increases, Tm decreases. Two melting-types are observed for alloys: Ag-rich 
nanoparticles exhibit a sharp transition to the melted amorphous structure, whereas 
Au-rich nanoparticles exhibit smoother transitions, developing defects during the 
annealing process. The melting point of core@shell nanoparticles is dependent on the 
shell component, and will not be dissimilar to that of the pure nanocluster. For 
Ag@Au arrangements, there is a strong drive to form an alloy at very low 
temperatures (30 K and 192 K for the Ih and CO starting geometries), and thus this 
may explain why experimentally it is very difficult to obtain these chemical 
orderings. Au@Ag, however, is stable in the core@shell arrangement. 
4.5 Sensitivity of MD trajectories 
Following the investigation into 147-atom nanoparticles, we wanted to determine 
whether the same trends occur for larger nanoparticles up to experimental sizes 
(3871 atoms). During this time, the HPC facility and DL_POLY_4 were upgraded, 
and testing revealed some differences in the results obtained with variation in (a) the 
number of CPUs used and (b) the HPC facility used, where the occurrence of the MT 
tended to vary between machine and was found to be dependent on the number of 
nodes used. This problem clearly needed detailed investigation. The previous results 
presented on 147-atom nanoparticles are certainly reliable, given that all calculations 
were performed on the same machine, using 8 CPUs. We have also performed 
several validation studies to ensure that the transition temperature and/or melting 
point does not change as a result of noise when performed in a consistent manner, 
and is known to give reliable and reproducible results (as performed by Alin Marin 
Elena, a developer of DL_POLY, and UCL Research-Computing support). Table 4.4 
shows the differences that were identified. It was suggested that perhaps we revert 
back to DL_POLY_Classic, and simply comment out the keywords ‘no vdw’, which 
would remove the book-keeping errors that occurred. However, when testing this, the 
structures that were obtained (merely following equilibration) were highly 
disordered, which should not occur at low temperatures, as the CO and the Ih are 
energetically favourable geometries. In addition to this error, we also note that the 
formulism for the Gupta potential was incorrect – there is a missing factor of 2 in 
DL_POLY_ Classic – an error which was reported to the code developers, and it is 
unclear as to how this would propagate in terms of calculated forces. Therefore, we 
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remained with DL_POLY_4, and attempted to correct for the differences observed as 
discussed below. 
Table 4.4 Summary of differences between HPC facility, DL_POLY version and 
number of CPUs used - the occurrence of the MT for Ag147 is used to distinguish 
these differences. 
HPC Facility DL_POLY 
version 
Number of CPUs Occurrence of MT 
Legion (old OS) 4.04 8 Yes 
Legion (new OS) 4.07 8 No 
Legion (new OS) 4.04 8 No 
Legion (new OS) 4.07 1 Yes 
Faraday 4.04 8 No 
Faraday 4.07 8 Yes 
 
These issues were thoroughly investigated, in collaboration with Alin Marin Elena 
and Ilian Todorov, who develop the DL_POLY code. The trajectories were found to 
diverge after 20-22 ps, which was attributed to the different levels of numerical noise 
from each HPC. This is particularly troublesome when the energetic barrier between 
two states is small (i.e. between the CO and Ih geometries), and the amount of noise 
escalates with increasing temperature. New settings were established, that would 
minimise the amount of numerical noise. The following changes were made to our 
setup: 
1. The Nosé-Hoover thermostat constant was increased to 1.0 to decrease 
temperature fluctuations 
2. The directive ‘restart noscale’ was added – when a simulation is restarted, 
rather than beginning anew, DL_POLY will continue the same as previously, 
without initial rescaling of temperature, taking forward the same velocities as 
previously. 
3. ∆t was reduced to 0.1 fs – a smaller ∆t allows for more accurate capturing of 
the forces, as the global error in the friction coefficient and velocities is 
reduced. ∆t tests were performed, and while ∆t = 0.4 fs agreed with the data 
produced from a ∆t = 0.1 fs, the data produced from ∆t = 0.2 fs did not. 
Therefore, we were forced to use as small a ∆t as possible, and persevered 
with 0.1 fs. 
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These changes as listed above help to stabilise the system we are investigating. 
However, the extremely small ∆t requires a much larger amount of CPU time. 
Additionally, as DL_POLY_4 uses the link cell algorithm for domain decomposition, 
these simulations are limited to a maximum of 8 processors. Therefore, due to the 
time requirements of these calculations, and the cautionary approach required to 
understand the sensitivity of MD trajectories to details of the simulation, this avenue 
was not further pursued.  
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4.6 Martensitic transition barriers 
The ease of the MT as observed in MD between the CO and the Ih geometry prompt 
us to question the energetic barrier between these two minima, particularly given that 
the MT is not always observed. An understanding of the connecting pathway 
between these two geometries may also help to understand the difficulties that were 
initially observed following the software upgrades, as propagation of numerical noise 
will differ according to machine, and may result in different configurations if this 
numerical noise is sufficient to overcome the MT barrier. 
In order to find the connecting pathway between the CO and Ih geometries of our 
nanoparticles, double-ended transition state searches are performed for 147-atom 
nanoparticles: pure, core@shell, and doped vertices (Au12Ag135; Au13@ Au12Ag122; 
Au55@Au12Ag80) chemical orderings. It is not a given that a direct path involving a 
single transition state will exist; a connection may require intermediate minima and 
several transition states. The doubly-nudged elastic band (DNEB) approach 
determines a pathway by considering a series of images at intermediate geometries 
between starting and finishing points, connected by a spring.  
The DNEB method,
45-47
 as implemented in the program OPTIM,
48-49
 was used to 
identify transition state candidates between the two minima, using the L-BFGS 
minimisation algorithm;
50
 convergence was achieved when the root mean square 
DNEB force fell below 0.001 eV for all images. The missing connection Dijkstra-
based algorithm
51-52
 is used to choose minima for connection cycles, with an energy 
difference of 10
−6
 eV to identify permutational isomers.  
Missing path sections between candidate pairs of minima are found through the 
repeated application of the missing connection algorithm until a connected sequence 
of minima and transition states are identified. To characterise complete paths, the 
minima are considered to be nodes on a graph and, if no connection is known, the 
algorithm identifies breaks in the path that are short in configuration space, making it 
more plausible that a connection will be found. Following on from this, the 
PATHSAMPLE program was used to expand the minima database and see whether a 
similar energy barrier between the two geometries is obtained. Algorithms for 
connecting regions of configuration space use discrete path sampling (DPS) to obtain 
a more complete picture of the potential energy landscape.
53-54
 
134 
 
This section of work on transition barriers forms part of a collaboration with 
Francesca Baletto and Kevin Rossi (Kings College London), who examined the same 
MT using metadynamics. The metadynamics algorithm enhances the sampling of 
conformational space through the use of a history-dependent potential developing in 
an order parameter space (also known as collective variable space), which acts as a 
coarse-grained representation of the system. Comparison of the free energy barriers 
with increasing T is also performed, although we note that at low T, metadynamics is 
expected to provide more accurate results than OPTIM, due to the additional 
anharmonic superposition approximation that is present.   
The NEB calculations show a simple single transition state connection between the 
CO and the Ih for the majority of nanoparticles (Fig.  4.22). The MT from CO to Ih 
for Ag147 has a barrier of 0.496 eV, whereas the barrier for Au147 to transform is 
higher at 1.142 eV, which may explain why it is more difficult for Au nanoparticles 
to achieve the Ih in our MD simulations (Table 4.5).  
 
Fig.  4.22 Energetic pathway for Ag147, the CO and Ih are indicated at either 
end of the pathway. 
For Au@Ag systems, increasing the thickness of the Ag shell results in a lowering of 
the energetic barrier for the transition to the Ih (0.551 eV to 0.396 eV for Au55@Ag92 
and Au13@Ag134, respectively), but an increase in the barrier height for the backward 
(Ih → CO) pathway. Single-atom core@shell arrangements do not quite follow the 
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same pattern; Au1@Ag146 has a lower energy barrier for the forward transition (0.487 
eV), than Au55@Ag92, but it is higher than that of Au13@Ag134. The backward 
barrier, on the other hand, increases with Ag shell thickness (3.378, 3.253, and 2.784 
eV for Au1@Ag146, Au13@Ag134, and Au55@Ag92, respectively). Ag@Au 
nanoparticles exhibit a far more complicated energetic pathway for the CO → Ih 
transition, with many intermediate minima between these two particular geometries. 
In fact, PATHSAMPLE finds two possible connection pathways for Ag1@Au146, with 
barriers of 3.006 and 2.971 eV (Fig.  4.23). The difference between these two 
pathways is that a low-lying minima is missed by the latter pathway, resulting in a 
smaller energy barrier. The numerous minima occur because the Ih arrangement is 
not the lowest energy; a ‘rosette-like’ geometry is energetically preferable for 
Ag@Au systems. The rosette formation is the amorphization of the Ih, where a 
vertex atom is pushed out and inserted between its five neighbours on the surface, to 
form 5-, 6- or 7-fold rings centred on the original position of the vertex (Fig.  4.24). 
Thus for Ag@Au nanoparticles, the DSD mechanism is no longer favourable. As a 
consequence of the many intermediate transition states, the transition barrier for 
these nanoparticles is considerably higher: 2.030, 1.152, 3.067 eV for Ag1@Au146, 
Ag13@Au134, and Ag55@Au92, respectively, for the forward pathway (Fig.  4.26).  
 
Fig.  4.23 Different connecting paths as observed for Ag1@Au146, a key is 
provided for the different connecting paths. Inset: Magnification of missed 
minima by connection 2. 
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Fig.  4.24 The lowest lying minima as found by OPTIM/PATHSAMPLE for 
Ag1@Au146; five and six-fold rings formed from pushing out a vertex atom are 
highlighted in orange, and the beginning of a third six-fold ring is highlighted in 
red. 
 
Fig.  4.25 Transition pathway for Ag13@Au134. 
137 
 
 
Fig.  4.26 Transition pathway for Ag55@Au92. Two snapshots of the lowest lying 
minima as found by OPTIM/PATHSAMPLE are included, showing the rosette-
like arrangement. 
The disruption in the DSD mechanisms for Ag@Au systems can be observed in Fig.  
4.27, where the transition pathway is no longer smooth, but exhibits many 
transitions, passing through the rosette-Ih. The Ag55@Au92 transition pathway sees a 
considerable lowering of the intermediate minima in comparison to the CO and Ih, in 
comparison to Ag1@Au146 and Ag13@Au134, which may be attributed to the 
formation of 5-, 6-, 7-fold rings that bring a greater number of Ag atoms to the 
surface, as shown in Fig.  4.28, which also demonstrates the local Ih geometry of the 
55-atom Ag core. 
Due to this departure from the DSD for Ag@Au systems, we also performed static 
calculations using GULP. These gave E(CO → Ih) as 1.19, 1.28 and 0.90 eV, and 
E(Ih → CO) as 2.22, 2.08 and 1.66 eV, for Ag
1
@Au146, Ag13@Au134 and 
Ag55@Au92, respectively, which are lower in energy than the pathway via the rosette-
Ih motifs. However, the lower overall energy of the rosette-Ih motifs, in combination 
with the low barriers between minima, mean that the transition from CO to the 
rosette-Ih is downhill and facile, preventing DNEB from identifying the DSD 
mechanism as being feasible. 
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Table 4.5 Transition barriers for the forward (CO → Ih) and backward (Ih → 
CO) pathway. 
System CO → Ih / eV Ih  → CO / eV 
Ag147 0.496 3.366 
Au147 1.142 2.331 
Au1@Ag146 0.487 3.378 
Au13@Ag134 0.396 3.253 
Au55@Ag92 0.551 2.784 
Ag1@Au146 2.030 3.006 
Ag13@Au134 1.519 2.337 
Ag55@Au92 3.067 3.975 
 
 
Fig.  4.27 Transition pathways for CO ↔ Ih for Ag1@Au146, Ag13@Au134 and 
Ag55@Au92, all of which proceed via the rosette-Ih. A key is provided, with 
energies given relative to that of the CO motif (E0). 
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Fig.  4.28 Illustrations of the rosette-Ih local minima identified as the lowest 
energy arrangement in the transition pathway for Ag55@Au92, also pictured in 
Fig.  4.26. Au and Ag atoms are shown as gold and silver spheres, respectively, 
while Au atoms that for parts of the 5-, 6- and 7-fold rings have been 
highlighted in red. Figure (a) shows all atoms, whereas in (b) 16 Au atoms have 
been removed from the front of the nanoparticle, demonstrating the underlying 
Ih Ag core. 
As shown so far, the substitution of a single atom for Ag at the core of the Au147 
nanocluster results in a much more complicated energetic pathway, thus prompting 
the question: is the pathway dependent on the positioning of this single atomic 
dopant? Ag1@Au146 is not the most thermodynamically favourable arrangement (see 
Ch. 3), but rather an Ag atom on the (100) face (for the CO). Therefore, we have also 
examined other dopant positions for the single Ag atom (Table 4.5). 
The transition barrier for the forward pathway for Au147 is 1.142 eV, which can be 
lowered or raised according to the positioning of a single Ag dopant atom; for 
instances where the barrier is lowered, these have been highlighted in bold in Table 
3.5. For instances where the transition barrier for the forward pathway is slightly 
lowered, the Ag atom is practically stationary, and the NEB path to the Ih is simple, 
with Au atoms migrating around the Ag atom in a DSD manner. The dopant atom 
has very similar transition barriers for the majority of atomic positions, with the 
exceptions of the (aforementioned) central core, and both (100) face centre positions 
(Table 4.6, (h) and (i)). If the dopant atom is heavily involved in the MT, the barrier 
to the transition is increased, as shown for surface vertex, and (100) face centre 
atoms, which go on to become either (111) face centre atoms or (111) edge atoms. 
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The backward barrier for Au147 is 2.331 eV; the dopant Ag atom results in the same 
trends as for the forward reaction (again highlighted in bold), with the exception of 
(f), when Ag occupies a surface edge, which results in an increased transition barrier. 
As summarised in Ch. 3, it is energetically unfavourable for a single Ag dopant to be 
positioned within the nanocluster – there is a strong preference for (100) surface / 
subsurface positioning. Therefore, this result seems to suggest the involvement of the 
dopant atom in the MT affects the energetic barrier, and the core atom also has an 
unforeseen role in the MT. 
Table 4.6 Transition barriers for the forward (CO → Ih) and backward (Ih → 
CO) pathway for Au146Ag1, changing the position of the dopant Ag atom. 
Au146Ag1 Position of Ag atom CO → Ih Ih  → CO 
(a) core  2.030 3.006 
(b) 1
st
 layer 1.122 2.286 
(c) 2nd layer, vertex 1.107 2.274 
(d) 2
nd
 layer, edge 1.100 2.301 
(e) Surface vertex (3
rd
 layer) 1.160 2.346 
(f) Surface edge (3
rd
 layer) 1.121 2.347 
(g) (111) face centre 1.022 2.323 
(h) (100) face centre 
[→ becomes (111) edge on Ih] 
1.707 2.745 
(i) (100) face centre 
[→ becomes (111) face on Ih] 
3.745 3.774 
 
For comparison, we also examined the same single dopant positions in Au1Ag146, in 
Table 4.7. Having Au as a core dopant does not have the same effect as a single Ag 
atom in Au146Ag1: there is minimal difference between the single dopant sites, with 
the exception of (h) and (i), when the Au atom begins on a (100) face, and is 
therefore highly involved in the MT. 
The barrier for Ag147 to undergo the MT is small, at 0.496 eV. The Au dopant 
positions that result in a lowering of the transition barrier are bolded again in Table 
3.6, notably at the core, first layer and surface vertex. However, there is very little 
difference between all dopant positions (±0.012 eV), with the exceptions of (h) and 
(i), which is within the degree of error. 
The (100) face centre dopant positions for both Au146Ag1 and Au1Ag146 result in 
unusually high energetic barriers, due to the high degree of restructuring required. 
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For comparison, the transition barrier for the DSD pathway was calculated using 
GULP, this time achieving barriers of 1.147 eV and 1.169 eV for Au146Ag1 for the 
(100) face → (111)  face and (100) face → (111) edge, respectively. [The backwards 
GULP barriers are 2.334 and 2.328 eV, respectively]. For the Ag-rich system, 
Au1Ag146, the DSD forward (backward) pathway barriers are 0.498 (3.394) and 0.480 
(3.374) eV, respectively. The Ag-rich system prefers to proceed via a (100) face  →  
(111) edge  →  (111) face, with the barrier being 0.02 eV smaller than the (100) face  
→  (111) face  →  (111) edge pathway. Alternatively, the Au-rich system prefers to 
proceed via a (100) face  →  (111) face  →  (111) edge, again due to a smaller barrier 
of 0.02 eV. It is unclear as to why OPTIM does not find the DSD mechanism for 
these structures. 
Table 4.7 Transition barriers for the forward (CO → Ih) and backward (Ih → 
CO) pathway for Au1Ag146, changing the position of the dopant Ag atom. 
Au1Ag146 Position of Au atom CO → Ih Ih  → CO 
(a) core  0.487 3.378 
(b) 1
st
 layer 0.494 3.357 
(c) 2nd layer, vertex 0.500 3.358 
(d) 2
nd
 layer, edge 0.499 3.339 
(e) Surface vertex (3
rd
 layer) 0.481 3.373 
(f) Surface edge (3
rd
 layer) 0.507 3.361 
(g) (111) face centre 0.510 3.299 
(h) (100) face centre 
[→ becomes (111) edge on Ih] 
4.558 4.561 
(i) (100) face centre 
[→ becomes (111) face on Ih] 
4.578 4.581 
 
Influence of vertex decoration 
The MT is a cooperative atomic movement, and thus it is also of interest whether the 
transition barrier can be fine-tuned through the doping of vertex atoms.
55
 Au vertex 
doping for pure Ag and Au@Ag arrangements led to a lowering of the transition 
barrier (0.352, 0.374 and 0.267 eV for Au12Ag135, Au55@Au12Ag80, and 
Au13@Au12Ag122, respectively). Most interestingly, substituting Ag atoms at vertex 
positions for Ag@Au systems (Ag1@Au134Ag12, and Ag13@Au122Ag12, respectively) 
resulted in much smoother transition pathways, but only lowers the transition barrier 
for Ag1@Au134Ag12 due to the reattainment of the DSD mechanism; the transition 
barrier for Ag13@Au122Ag12 is slightly increased. Ag55@Au80Ag12 does not find the 
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DSD pathway in spite of doping and still exhibits a complicated transition pathway, 
but much less so than Ag55@Au92. The rosette-Ih is too low in energy for the DSD 
mechanism to be identified for this particularly nanocluster, as demonstrated earlier 
in Fig.  4.27. For the backward pathway, the transition barrier is only lowered for 
doped Ag@Au systems (2.196, 2.303, and 3.307 eV for Ag1@Au134Ag12, 
Ag13@Au122Ag12 and Ag1@Au134Ag12, respectively), Ag doping results in a lowering 
of the transition barrier but increases when Au decorates the vertices. Results for 
vertex doping are presented in Table 4.8 and  
Table 4.9, alongside results from Table 4.5, for the reader’s ease – lowered barriers 
have been highlighted in bold. 
Table 4.8 Influence of vertex doping for the forward reaction, columns 1 and 2 
are the same as in Table 4.5. For clarity, if a decrease in the transition barrier 
occurs as a result of doping, the doped barrier is highlighted in bold. 
System CO → Ih / eV 
Doped Vertex 
System 
CO → Ih / eV 
Ag147 0.496 Ag135Au12 0.352 
Au147 1.142 Au135Ag12 1.270 
Au1@Ag146 0.487 Au1@Ag134Au12 0.375 
Au13@Ag134 0.396 Au13@Ag122Au12 0.267 
Au55@Ag92 0.551 Au55@Ag80Au12 0.374 
Ag1@Au146 2.030 Ag1@Au134Ag12 1.169 
Ag13@Au134 1.519 Ag13@Au122Ag12 1.539 
Ag55@Au92 3.067 Ag55@Au80Ag12 2.368 
 
Table 4.9 Influence of vertex doping for the backward reaction columns 1 and 2 
are the same as in Table 4.5. For clarity, if a decrease in the transition barrier 
occurs as a result of doping, the doped barrier is highlighted in bold. 
System Ih → CO / eV 
Doped Vertex 
System 
Ih → CO / eV 
Ag147 3.366 Ag135Au12 3.502 
Au147 2.331 Au135Ag12 2.452 
Au1@Ag146 3.378 Au1@Ag134Au12 3.383 
Au13@Ag134 3.253 Au13@Ag122Au12 3.395 
Au55@Ag92 2.784 Au55@Ag80Au12 2.803 
Ag1@Au146 3.006 Ag1@Au134Ag12 2.196 
Ag13@Au134 2.337 Ag13@Au122Ag12 2.303 
Ag55@Au92 3.975 Ag55@Au80Ag12 3.307 
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Fig.  4.29 Transition pathways for CO ↔ Ih for Ag55@Au92 and Ag55@Au80Ag12, 
via both the DSD mechanism and the rosette-Ih. A key is provided, with 
energies given relative to that of the CO motif (E0). 
Comparative static calculations of the DSD pathway for Ag55@Au92 and its vertex 
decorated counterpart, Ag55@Au80Ag12 give a forward barrier of only 0.897 and 
0.642 eV, respectively, showing that the rosette-Ih dominates the DNEB calculations 
due to its accessibility and energetic competitivity, as demonstrated in Fig.  4.29. The 
backward transitions from GULP are 1.659 eV and 1.357 eV, and thus these 
calculations show that vertex decoration of Ag@Au systems with Ag atoms lowers 
the barrier for the MT. 
Free Energy Transition Barriers 
In order to provide some experimental context, free energy calculations were also 
performed, with respect to increasing temperature, using DPS within 
PATHSAMPLE (keywords TEMPERATURE, REGROUPFREE). As T was 
increased up to 500 K, in 100 K intervals, up to 500 K, there is an almost universal 
decrease in the free energy barrier of the forward transition [F(Ih → CO)]: a drop of 
0.03-0.04 eV occurs when T = 100 K, whereafter the rate of decrease is reduced to  
~0.01 eV per 100 K (Table 4.10, Table 4.11), with the exception of Ag55@Au92. In 
fact, the free energy transition barrier for Ag55@Au92 increases steadily with 
increasing temperature (0.04 eV per 100 K), which is not intuitive at all. The lowest 
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lying energy minima do not change, with the rosette-Ih motif route consistently 
identified by PATHSAMPLE as the most facile downhill route. Intermediate motifs 
close to the CO increase in energy with increased T, resulting in an increased 
transition barrier, as shown in Fig.  4.30. It is also noted that the high entropy of the 
rosette-Ih, with respect to the CO and Ih, makes this minima more favourable with 
increasing T. 
 
Fig.  4.30 Free energy transition pathway for Ag55@Au92, normalised to E(CO), 
with respect to increasing temperature. A key is provided. 
For the backward pathway, the transition barrier for all nanoparticles (apart from 
Ag55@Au92) decreases with increasing T, although at different rates: Ag147 F(Ih → 
CO) decreases by 0.02 eV per 100 K, however for Au147, the barrier decreases by 
0.04 eV per 100 K. For Ag55@Au92, the transition barrier decreases with increasing T 
when 0 ≤ T ≤ 300 K, rising to 3.944 eV and 3.977 eV for T = 400 and 500 K, 
respectively, due to the lowering and raising of energies for intermediate motifs close 
to the CO starting motif.  
Selective comparative metadynamics calculations, as performed by K. Rossi and F. 
Baletto, give slightly lower free energy barriers. Although this method cannot extend 
to such high temperatures, we see that Ag-rich systems find F(Ih → CO) = 2.85 
±0.15 eV at 50 K, and these barrier heights are maintained at 100 K and 150 K. 
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Similarly, free energy barriers for Au1Ag146 are steady up to 150 K, with F(Ih → 
CO) in the range 2.8 - 3.0 eV.  
The transition pathway for the MT is characterised by the diamond-square-diamond 
mechanism, and we performed DNEB calculations in order to determine barrier 
heights, alongside selective metadynamics calculations for comparison. Both 
techniques showed that, for Ag@Au systems a rosette-Ih minima, with 5-, 6- and 7-
fold rings exposing Ag atoms, between the CO and the Ih was energetically 
preferable as an intermediate motif, thus preventing exploration of the DSD 
mechanism via these methods.  
In general, the difference in barriers calculated using DPS and metadynamics are not 
deemed significant, as underestimations in metadynamics may arise due to the effect 
of reduced dimensionality. Given the identical pathways and similar barrier heights 
by both methods provides some reassurance as to the existence of the rosette-Ih. 
Consequently, static calculations for the DSD mechanism were also performed, for 
which the transition barrier was found to be significantly lower, thereby highlighting 
the facile downhill preference to the rosette-Ih for DNEB and metadynamics. Fine-
tuning of the transition barrier can be obtained through careful chemical ordering and 
stoichiometry of the nanoparticle; we have shown the barrier for the DSD can be 
altered by up to 0.15 eV as a result of the decoration of vertices by a secondary 
element in bimetallic systems. Finally, we also examined the influence of 
temperature on the free energy barriers for experimental relevance: generally these 
decrease in accordance with increasing temperature, however, Ag55@Au92 does not 
follow this trend due to its complex potential and free energy landscapes, with many 
low-lying minima. 
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Table 4.10 F(CO → Ih) energy barriers (forward pathway). Units are in eV. 
System 0 K 100 K 200 K 300 K 400 K 500 K 
Ag
147
 0.496 0.465 0.446 0.431 0.419 0.410 
Au
147
 1.142 1.093 1.056 1.023 0.993 0.966 
Au
1
@Ag
146
 0.487 0.456 0.437 0.422 0.411 0.401 
Au
13
@Ag
134
 0.396 0.365 0.346 0.331 0.319 0.310 
Au
55
@Ag
92
 0.551 0.520 0.501 0.486 0.475 0.465 
Ag
1
@Au
146
 2.030 2.005 1.992 1.983 1.977 1.974 
Ag
13
@Au
134
 1.519 1.488 1.469 1.454 1.442 1.433 
Ag
55
@Au
92
 3.067 3.090 3.131 3.172 3.214 3.255 
Au
55
@Ag
80
Au
12
 
(core+vertices) 
0.374 0.343 0.324 0.309 0.298 0.288 
Au
13
@Ag
122
Au
12
 
(core+vertices) 
0.267 0.236 0.217 0.203 0.191 0.181 
Au
12
Ag
135
 
(vertices) 
0.352 0.321 0.302 0.287 0.276 0.266 
 
Table 4.11 F(Ih → CO) energy barriers (backward pathway). Units are in eV. 
System 0 K 100 K 200 K 300 K 400 K 500 K 
Ag
147
 3.366 3.327 3.300 3.278 3.258 3.241 
Au
147
 2.331 2.274 2.229 2.188 2.151 2.115 
Au
1
@Ag
146
 3.378 3.339 3.312 3.289 3.270 3.252 
Au
13
@Ag
134
 3.253 3.214 3.187 3.164 3.145 3.127 
Au
55
@Ag
92
 2.784 2.745 2.719 2.696 2.676 2.659 
Ag
1
@Au
146
 3.006 2.981 2.968 2.959 2.953 2.950 
Ag
13
@Au
134
 2.337 2.312 2.299 2.290 2.285 2.281 
Ag
55
@Au
92
 3.975 3.950 3.941 3.939 3.944 3.977 
Au
55
@Ag
80
Au
12
 
(core+vertices) 
2.803 2.764 2.737 2.714 2.694 2.677 
Au
13
@Ag
122
Au
12
 
(core+vertices) 
3.395 3.356 3.329 3.307 3.287 3.270 
Au
12
Ag
135
 
(vertices) 
3.502 3.463 3.436 3.413 3.394 3.376 
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4.7 Conclusions 
We performed MD simulations to understand the kinetic processes that occur when 
bimetallic AuAg systems are subjected to thermal conditions, analogous to 
experiment. At low T, the existence of a martensitic transition (MT) from the CO to 
the Ih geometry was identified for Ag-rich nanoparticles, whereas Au-rich 
nanoparticles did not favour an MT. Alloy nanoparticles have been found to have a 
melting point, Tm, that is representative of their composition: as %Au increases, Tm 
decreases. The melting point of core@shell nanoparticles is dependent on the shell 
component, and not dissimilar to that of the pure nanocluster. For Ag@Au 
arrangements, there is a strong drive to form an alloy at very low T, and thus we 
observe the formation of the rosette-Ih, an amorphization of the Ih, (at 30 K and 192 
K for the Ih and CO starting geometries, respectively), which may explain why it is 
very difficult to obtain Ag@Au nanoparticles experimentally. Au@Ag, however, is 
stable in the core@shell arrangement. 
Only Ag-rich nanoparticles undergo the MT, prompting further investigation into the 
transition barriers. We performed DNEB calculations, in conjunction with 
metadynamics and static GULP calculations to determine these barriers. The 
transition pathway for the MT is characterised by the diamond-square-diamond 
(DSD) mechanism for the majority of nanoparticles, with the exception of Ag@Au 
systems, where a rosette-Ih minima, is energetically preferable as an intermediate 
motif, thus preventing exploration of the DSD mechanism. Both the potential and 
free energy landscapes were shown to be highly complex for Ag@Au systems due to 
the existence of the rosette-Ih. The identification of the rosette-Ih arrangement is 
reassuring that its observance in MD simulations is not purely as a result of the 
chosen heating rate. Furthermore, the transition barriers may be manipulated through 
careful control of the nanoparticle composition and chemical arrangement for 
bimetallic systems. It would be of interest to extend this study to larger nanoparticle 
sizes, on a scale similar to experiment. A crossover point may exist, where no MT is 
observed once a particular nuclearity is reached, due to an increased transition 
barrier. The work presented here on annealing 147-atom nanoparticles has been 
published in The Journal of Physical Chemistry C
56
 and the metadynamics/DNEB 
study of transition barriers for different morphologies can be found in The Journal of 
Physical Chemistry Letters.
57
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5 Understanding the thermal stability of Ag nanoclusters 
embedded in a-Si 
5.1 Introduction 
In Ch. 4, we observed a strong affinity for Ag migration to the surface from an 
Ag@Au arrangement. In Au/Ag systems, there is little atomic mismatch and thus 
diffusion is expected to occur easily. However, nanoparticle stability is a very 
important issue, particularly when regarding nanoparticle deposition onto a 
semiconducting substrate. We have previously discussed Au-Ag/TiO2 
nanoparticle/support systems (Ch. 1), where the nanoparticles improve the 
photocatalytic activity of the composite system: should these nanoparticles penetrate 
to the sub-surface layers of the support, there can be very different properties for the 
system as a whole. 
One particularly prominent support material used in photovoltaics is amorphous 
silicon (a-Si); thin film a-Si solar cells are a cheaper (and therefore, more popular) 
alternative to bulk crystalline silicon solar cells, due to the reduction in the required 
amount of semiconductor material.
1
 Nonetheless, to maintain sufficient light 
absorption, the influence of metallic nanoparticles on the optoelectronic properties of 
a-Si is a highly topical area of interest. Ag is often the choice metallic nanoparticle 
for improving the light-trapping performance of thin film a-Si solar cells, and thus 
the stability of Ag nanoparticles in a-Si is an important consideration.
2-3
  
The collective oscillation of the free electrons in a metallic nanoparticle, known as 
surface plasmon resonance (SPR), can result in a strong enhancement of the electric 
field in its surrounding.
4
 The strong scattering and increase of the local electric field 
strength for metallic nanoparticles can contribute to a higher photocurrent, although 
can only be realised at particular scattering wavelengths, which is in turn dictated by 
the nanoparticle size and shape.
5-7
 Zeman et al. demonstrated an improvement in 
light trapping when self-assembled Ag nanoparticles were embedded into the back 
contact.
8
 Similarly, Gu et al. studied the effect of using nucleated Ag nanoparticles to 
scatter light in a broadband wavelength range, observing a significant enhancement 
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(23%) in energy conversion efficiency.
9
 Therefore, in addition to nanoparticle size 
and shape, the positioning of Ag nanoparticles within the thin film solar cell matters 
considerably. However, knowledge concerning the stability of these embedded Ag 
nanoparticles is limited to studies performed on bulk interfaces, where diffusion of 
Ag into Si is found to be slow.
10-12
 
We received an experimental report from Marcel Di Vece and his co-workers 
(University of Utrecht), who examined the properties of Ag nanoparticles embedded 
in amorphous silicon (a-Si) under extended heating, observing unusual experimental 
phenomena: not only did morphological changes in the Ag nanoparticle occur, but in 
some cases, some regions of the Ag nanoparticle appeared to diffuse into the a-Si 
framework, creating voids in the original sample. Understanding why only certain 
regions of the nanoparticle diffuse at higher temperatures warrants further 
investigation, as structural changes of this nature indicate that atomic structure plays 
an important role in determining nanoparticle stability. The observed directionality of 
this diffusion suggests that the presence of defects at the nanoparticle surface may 
stimulate the process or perhaps even result in an accelerated rate of inter-diffusion 
between Ag and a-Si. 
We present here a brief overview of the experimental methods and observations, with 
full detail provided in Appendix C. The composite systems of Ag nanoparticles and 
a-Si, henceforth referred to as Ag-a-Si, were produced via a three-step protocol: (i) 
deposition of an a-Si layer (15 nm) on a SiN (10 nm) TEM grid; (ii) Ag nanoparticle 
deposition; (iii) deposition of another a-Si layer (15 nm), effectively encapsulating 
the Ag nanoparticles. Sample 1 (S1) was created using 15 nm a-Si layers surrounding 
the nanoparticle, and sample 2 (S2) had 35 nm thick a-Si layers encapsulating the Ag 
nanoparticle. A schematic diagram of the embedded Ag nanoparticles is given in Fig.  
5.1. In situ, pre and post-heating high resolution transmission electron microscopy 
(HRTEM) images of the samples were acquired, as well as high-angle annular dark 
field scanning TEM (HAADF STEM) images for post-heating (as mentioned in 
Section 2.5.1). From these, Di Vece and co-workers observed a particular 
directionality in regards to the loss of Ag atoms, and thus we were approached to 
determine whether we could corroborate their suggested conclusions, which were 
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that the presence of defects stimulates the diffusion of Ag atoms into a-Si (Appendix 
C, Fig. C2). Therefore, computational simulations of the annealing of Ag 
nanoparticles, embedded in a-Si, were performed. 
 
Fig.  5.1 Schematic representation of the Ag nanoparticles embedded in a-Si as 
created by Di Vece et al.: (a) Sample S1, nominally 15 nm a-Si/layer embedding 
nanoparticles with an average diameter of 9.4 ± 1.2 nm; (b) Sample S2, 
nominally 35nm a-Si/layer embedding nanoparticles with an average diameter 
of 31.9 ± 10.0 nm; (c) Sample S2 after partial atomic detachment during 
annealing.  
Explicit theoretical studies of atomic Ag migration into Si are limited to 
computational first-principles analysis of the Ag adsorption onto c-Si surfaces:
13-14
 
Julg and Allouche reported that ‘valley’ sites (i.e. voids on the c-Si surface) on the Si 
(111) face were the most stable position for the adsorption of small Ag clusters (1-7 
atoms), with an adsorption energy of 3.3±0.1 eV/atom, in agreement with 
experiment. It was originally suggested by Saitoh et al. that upon adsorption, Ag 
atoms may become embedded within the Si lattice.
15
 However, based on estimated 
van der Waals radii, the penetration of Ag atoms into the c-Si matrix was determined 
to be impossible without considerable distortion energy,
13
 due to the limited 
interspatial region between Si atoms. This finding was confirmed by Chou et al., 
who reported a penetration barrier for an Ag atom into an Si (111) surface of 2.30 
eV, which is very large when compared to the 0.17 eV barrier calculated similarly 
for Cu atoms, which are observed to diffuse into the lattice.
14
 
(a) 
(b) (c) 
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For static calculations of interfacial energetics, Butler et al.
16
 developed a Tersoff
17
 
type interatomic potential for modelling the interaction of Si with Ag. This potential 
is parameterized using ab-initio calculations of model Si-Ag systems, and validated 
against experimental data and further ab-initio calculations of Ag-Si interfaces and 
nanoparticles. The parameters include the bond length and binding energy of the Ag-
Si dimer, the geometry obtained after replacing an Ag atom in the unit cell by a Si 
atom and geometry optimising, as well as the geometries and work of separation for 
the following interfaces: Si(111)//Ag(111), Si(110)//Ag(110), Si(100)//Ag(100) and 
Si(100)//Ag(110). This interatomic potential provides a much quicker route to 
calculating optimised geometries in comparison to DFT methods.  
5.2 Methodology 
We performed ensemble MD simulations of the embedded Ag-a-Si systems to 
investigate and reproduce the experimental observations. In order for the calculations 
to represent the experimental conditions as closely as possible, a bulk a-Si system 
needed to be created initially. A crystalline unit cell consisting of 8000 Si atoms was 
equilibrated at 3500 K and cooled to 1K, at a rate of 5 K / ps, as outlined in previous 
studies.
18-20
 A 147-atom Ag nanoparticle was then inserted into the bulk a-Si, and 
any Si atoms close to the Ag nanoparticle were removed (hereafter the composite 
system is referred to as Ag-a-Si, Fig.  5.2). The bond cut-off distance was set to 1.7 
Å, as this particular distance still allows for Ag-Si interactions at Ag nanoparticle. 
The embedded Ag nanoparticle was modelled as both a cuboctahedral (CO) and 
icosahedral (Ih) structure [the two systems are hereafter referred to as Ag(CO)-a-Si 
and Ag(Ih)-a-Si, respectively], as these geometries can be constructed with 
concentric complete shells around a central atom, when the number of atoms (N) is 
13, 55, 147, 309, etc..
21
 Whilst for smaller sizes the properties of these nanoparticles 
are governed by quantum effects, by performing the calculations for slightly larger 
sizes we hope that any identifiable trends may be reasonably related to the 
experimental observations for larger nanoparticles. 
The combined Ag-a-Si system was annealed to 1000 K in 10 K intervals, at a rate of 
10 K / 10 ps, using a timestep (∆t) of 1 fs (i.e. 10,000 steps at each temperature 
level), with NPT conditions (1 atm) enforced. An ensemble of results was achieved 
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by repeating the above process 10 times, thus providing different starting structures 
in each case for the a-Si, and the final results were then averaged over the entire 
ensemble. Thus, all numerical values discussed from hereon in are an average result 
from these ten simulations. All calculations were performed using DL_POLY_4
22
 
and the velocity Verlet algorithm to integrate Newton’s equations of motion. The 
Nosé–Hoover23-24 thermostat is used with a relaxation time of 1 fs. Si-Si interactions 
were represented throughout using the Tersoff potential;
17
 the Tersoff potential was 
also used for Ag-Si interactions, and Ag-Ag interactions were represented using the 
embedded atom model (EAM) as modified by Butler et al. (Table 5.1).
16
  
 
Fig.  5.2 Cross-section of an Ag(CO)-a-Si system after equilibration. Grey atoms 
represent Ag, beige atoms represent Si. 
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Table 5.1 Potential parameters as derived by Butler et al..
16
 A number of 
constraints have been applied to the parameters used for the Si-Ag potential to 
ensure that Ag atoms do not interact through the Tersoff potential.  
Tersoff Ag-Si parameters EAM Ag parameters 
A (eV) 99.93 α 7.689628 
a (Å
−1
) 1.016 req 2.959130 
B (eV) 99.93   
b (Å
−1
) 1.016   
R (Å) 4.50   
S (Å) 4.50   
β 0   
Ƞ 0.5   
5.3 Structural Analysis 
Radial Distribution Function 
After the MD simulation has been performed, the trajectory can be used to compute 
the radial distribution function (RDF). The RDF describes the distribution of 
distances between any two atoms in the material, representing the relative probability 
to find a pair of atoms separated by distance 𝑟. The RDF 𝑔(𝑟) is given as 
𝑔(𝑟) = ⟨
𝑛(𝑟 + ∆𝑟) − 𝑛(𝑟)
4𝜋𝑟2∆𝑟
𝑉
𝑁
⟩ 
where 𝑛(𝑟) is the number of atoms within a distance 𝑟 from a certain atom, ∆𝑟 is the 
distance step, 𝑉 is the total volume and 𝑁 is the total number of atoms.25 By looking 
at the RDF plots, we will be able to determine changes in the coordination of the Ag 
atoms. 
Dimer calculations 
In order to relate our findings to the strength of the Ag−Si and Ag−Ag interactions, 
we have also performed calculations on these dimers, finding that the Ag−Si bond is 
0.75 eV/atom stronger than the Ag−Ag interaction, as is to be expected from the 
experimental cohesive energies of Ag (2.95 eV) and Si (4.63 eV).
26
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5.4 Results and Discussion 
5.4.1 Testing of Ag parameters 
Butler et al. altered the parameters for the Ag EAM from their original form
27
 in 
order to reproduce the energy vs. volume results from Ag−Si DFT calculations, and 
thus to ensure the validity of any subsequent results, we tested these differences by 
performing comparative simulated heating calculations for gas-phase Ag 
nanoparticles. 
Parameters 
The original Ag EAM parameters as specified by Zhang et al.
27
 were tested for the 
annealing of an isolated 147-atom Ag nanoparticle, averaging over an ensemble of 
ten simulations. The nanoparticle was observed to undergo an MT from CO to Ih at 
250-260 K and melts at 690 K. 
The updated parameters, as provided by Butler et al.,
16
 reproduce the energy vs. 
volume results from DFT calculations for Ag−Si systems, and should therefore be 
correctly parameterized for our investigation. The potential is parameterized through 
ab-initio calculations of model Ag−Si systems and tested against both experimental 
data and larger ab-initio calculations of Ag−Si interfaces and clusters. Using the 
same test as for the original parameters, the MT was observed to occur at 230 K, and 
melt at 890-900 K (Fig.  5.3).  
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Fig.  5.3 E as a function of T for an isolated Ag147 nanoparticle, highlighting Tt 
and Tm. 
When the same simulation was performed beginning from an Ag nanoparticle with 
Ih geometry, no structural transition was observed (as expected, given that the Ih is 
the lowest energy arrangement for a 147-atom Ag nanoparticle).  
5.4.2 Ag(CO)-a-Si 
Following equilibration at 1 K, the embedded Ag nanoparticle loses its well-defined 
structure, but still exhibits CO characteristics (Fig.  5.4). The Ag(CO)-a-Si system is 
then annealed in 10 K steps up to 1000 K. At 100 K, the Ag-Ag interactions for 
Ag(CO)-a-Si still represent a CO arrangement, with the same oscillations in 𝑔(𝑟), 
although the peak at 6.3 Å is no longer present. When 100 K < T < 400 K, there is a 
loss of order in the RDF plot for Ag-Ag interactions (Fig.  5.5), with the number of 
distinct peaks decreasing from 6 to 3, alongside broadening: the Ag nanoparticle 
begins to change its morphology. Additionally, a peak that was previously 
identifiable at ~4 Å is no longer present, indicating a transition towards an 
arrangement more of an Ih nature, the RDF peaks are consistent with that of the 
Ag(Ih)-a-Si system. 
The structural transformation from CO to Ih is due to the lower energy, and thus 
higher stability, of the Ih at small sizes. The transition is observed at 120 K, which is 
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a much lower transition temperature (Tt) than that of an isolated Ag nanoparticle 
(230 K, see Section 5.4.1), attributed to destabilisation by the strong Ag−Si 
interactions: the Ag-Si interactions are 0.75 eV/atom stronger than the Ag−Ag 
interactions in our test calculations. More Ag-Si interactions occur at the 
nanoparticle surface, although Si atoms do not penetrate the nanoparticle until ~500 
K. At 500 K, there are (on average) 3 Si atoms embedded within the Ag nanoparticle, 
but the Ag−Ag RDF remains approximately unchanged. 
 
Fig.  5.4 RDF comparison of Ag−Ag interactions within Ag(CO)-a-Si system, 
following equilibration, with 147-atom Ag nanoparticles of CO, Dh 
(Decahedral) and Ih geometries at 1 K, all normalised to unity. A key is 
provided. 
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Fig.  5.5 RDF of ensemble averaged Ag−Ag interactions within Ag(CO)-a-Si 
system at 1, 100, 300, 500, 700, 770 and 1000 K. A key is provided. The 770 K 
(500°C) plot is included due to its experimental significance, when 
morphological changes are initially observed in the NP surface. 
As T is increased further, the extent of Si diffusion into the Ag nanoparticle also 
increases. The re-emergence of a ‘shoulder’ in the RDF at 5.4 Å at 700 K indicates 
that the system has regained some structural ordering, and thus at some point the 
inclusion of Si atoms in the Ag nanoparticle actually results in improved stability. At 
700 K, 12 Si atoms are accommodated within the Ag framework, and this increases 
to 31 atoms at 1000 K (Fig.  5.6). This is far above the melting temperature of an 
isolated 147-atom gas-phase Ag nanoparticle, occurring at 900 K. The first peak in 
the RDF corresponds to the first coordination shell, for which we observe a 
consistent decrease with increasing temperature at 2.8 Å. Therefore, we can say with 
certainty that the number of nearest-neighbour Ag-Ag interactions decreases as a 
result of increased temperature and Si diffusion. 
The RDF of Ag-Si interactions are provided in Fig.  5.7. Upon raising the 
temperature of the system, the first peak in the RDF (2.8 Å) increases in intensity, 
corresponding to a greater number of Ag-Si interactions in the first coordination 
shell. A summary of the different configurations (starting from CO Ag nanoparticle) 
is given in Table 5.2 and Table 5.3. The results for Ag(Ih)-a-Si have not been 
tabulated as they should be consistent with Ag(CO)-a-Si once T > 120 K, given the 
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pseudo-Ih transformation that is observed. As T is increased beyond 400 K, there is a 
significant decrease in the number of distinct peaks in the RDFs, from six to three, 
with the remaining peaks shifted now to align with those of the Ih. At T = 500 K, we 
begin to see inter-diffusion of Si and Ag atoms, with on average 3 Si atoms diffusing 
in to the Ag nanoparticles, as documented in Table 5.2, which increases up to 12 (31) 
Si atoms within the Ag nanoparticle at T = 700 (1000) K, resulting in an increased 
amplitude for the Ag-Si RDF (Fig.  5.7).  
Table 5.2 Summary of the number of internal Si atoms within the Ag147 
nanoparticle, as a function of T. A mean is provided, illustrating the increase in 
Si atoms within the Ag nanoparticle, with increasing T. The bond distance 
cutoff is 2.7 Å. 
Configuration 100 K 500 K 700 K 1000 K 
1 0 3 11 31 
2 0 3 10 32 
3 0 3 13 32 
4 0 2 5 28 
5 0 1 14 32 
6 0 4 13 31 
7 0 3 9 27 
8 0 3 15 31 
9 0 3 8 28 
10 0 8 18 37 
Mean 0 3 12 31 
 
Table 5.3 Summary of the number of Ag-Si bonds for Ag147 embedded in a-Si, 
as a function of T. The bond distance cutoff is 2.7 Å. 
Configuration 100 K 500 K 700 K 1000 K 
1 16 22 31 95 
2 12 20 34 91 
3 18 28 35 100 
4 8 20 37 71 
5 12 18 33 90 
6 19 28 30 97 
7 26 22 23 77 
8 17 22 36 77 
9 19 17 31 76 
10 8 30 60 125 
Mean 16 23 35 90 
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Fig.  5.6 Snapshot of embedded Ag NP at T = 700 K (left) and 1000 K (right) for 
Ag(CO)-a-Si, with surface Si interactions removed. Grey atoms represent Ag, 
beige atoms represent Si. 
 
Fig.  5.7 RDF of Ag−Si interactions at 0, 100, 300, 500, 700 and 1000 K for 
Ag(CO)-a-Si, with a key provided. The increasing amplitude with T indicates 
the increasing number of Ag-Si interactions that are formed. 
Analysis shows that the energy of the system increases continually with T, as is to be 
expected, although no discernible discontinuities, which would be indicative of 
melting behaviour and/or the rapid inter-diffusion of Si and Ag atoms, could be 
identified.  To ensure that we have not overlooked any energy transitions, we plotted 
the change in energy (∆𝐸) at each T for all configurations: 
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∆𝐸 = 𝐸𝑇 − 𝐸𝑇−1 
where lowercase 𝑇 is the final structural configuration for temperature step. 
However, ∆𝐸 also emphasises that there is no significant energy discontinuities; 
instead, only mild fluctuations in ∆𝐸 are observed (Fig.  5.8). 
 
Fig.  5.8 The average ∆E per atom as a function of increasing T for the 
simulation system. 
The changes in the system volume (V) were also correlated with T, as seen in Fig.  
5.9. We note that the tenth configuration in Fig.  5.9 exhibits significantly different 
behaviour to the other systems: rather than V increasing, we see an overall decrease 
until T = 600 K, before V finally increases, highlighting the need for ensemble MD. 
Further analysis of the energy and structure show us that the initial a-Si is 
significantly higher in energy than all other configurations, stabilised via kinetic 
trapping, which has a smaller unit cell with many more Si−Si interactions than our 
other simulations (> 850 interactions). This strain leads to rapid inter-diffusion of the 
Ag and Si atoms during annealing, at temperatures much lower than for the other 9 
configurations, most noticeable at 700 K (Table 5.3). Whilst this calculation is 
anomalous in its behaviour, it highlights the dependence of the results on the 
structure of the a-Si, something that may also be influential in the understanding of 
the experiment.  
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Fig.  5.9 V Ag(CO)-a-Si, as a function of T, with all configurations numbered 1-
10 (thin lines). The average volume of the configurations is represented as a 
thick blue line, with a key also provided. The anomalous behaviour of 
simulation 10 is due to the kinetic trapping of a high-energy a-Si structure 
during the initial construction of the a-Si model. 
5.4.3 Defective nanoparticles 
Synthesised nanoparticles are not likely to have perfect CO or Ih geometry, and 
nanoparticle defects may stimulate the diffusion process that is observed 
experimentally. Thus to improve our theoretical comparisons to experiment, the 
vertices of the Ih Ag nanoparticle were substituted for Si atoms, creating surface 
defects, and these ‘defective’ nanoparticles subjected to the same heat treatment. 
An increased rate of diffusion of Si into the Ag nanoparticle as a result of these 
defects is observed, with Si atoms penetrating the Ag surface at temperatures as low 
as 180 K. It was noted that Ag-Si inter-diffusion was more prevalent in this case at T 
= 500 K and 700 K, with on average 8 and 15 Si atoms in the Ag nanoparticles, 
respectively (Table 5.4) [3 and 12 Si atoms when no defects were present]. Such an 
observation clearly indicates that increased inter-diffusion of Ag and Si atoms can 
occur at low T when surface imperfections, such as defects, are present in the Ag 
nanoparticle. The observed mobility of Si atoms into the Ag nanoparticles in the 
calculations is attributed to the Si-Si interactions being stronger than the Ag-Ag 
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interactions. The large thermodynamic energy barriers prevent distortion of the Si-Si 
bond, while the weaker Ag-Ag interactions allow the inclusion of Si atoms. 
However, at 1000 K, the number of Si atoms accommodated within the nanoparticle 
is approximately the same, suggesting that there is a limit to the number of Si atoms 
that may be accommodated in the framework.  
Table 5.4 Summary of the number of internal Si atoms within the defective Ag 
nanoparticle, as a function of T. A mean is provided, illustrating the increase in 
Si atoms within the Ag nanoparticle, with increasing T. The bond distance 
cutoff is 2.7 Å. 
Configuration 100 K 300 K 500 K 700 K 1000 K 
1 0 4 7 12 30 
2 0 3 9 15 30 
3 0 0 7 15 25 
4 0 3 9 14 32 
5 0 1 11 16 31 
6 0 2 10 14 30 
7 0 5 7 17 33 
8 0 2 6 14 30 
9 0 2 5 13 25 
10 0 3 10 17 37 
Mean 0 3 8 15 30 
 
5.4.4 Gas-phase Ag-Si nanoparticles 
To determine the influence of Si support on the Ag nanoparticles, our calculations 
were compared to calculations of gas-phase Ag nanoparticles doped with a small 
number of Si atoms at the surface at the beginning of the simulations (Ag146Si1 and 
Ag134Si13). These mixed systems were subjected to the same heating process, again 
using an ensemble of ten independent simulations with different random seeds.  
Interestingly, single Si dopant atoms lowered the Tm from 890 K (Ag147) to 599 K 
(Ag146Si), whereas 13 Si dopant atoms caused Tm to rise again to 843 K (Ag134Si13), 
implying that small quantities of Si impurities could actually destabilise the Ag 
nanoparticles whereas larger quantities could improve stability.  
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5.5 Relating Simulations with Experiment 
In relating these results to the experimental work performed by Di Vece and co-
workers, we do not observe complete melting of the embedded Ag nanoparticles, and 
thus our calculations support the idea of enhanced nanoparticle stability as a result of 
the surrounding a-Si matrix. The preservation of order in the Ag-Ag RDF up to 1000 
K for Ag-a-Si, well above the gas-phase Tm, indicates that the a-Si framework 
stabilises the embedded Ag nanoparticles. 
No significant energy transitions are observed for the composite system, and thus it 
may be regarded stable as a whole. Morphological rearrangements are observed with 
increasing T, due to the inter-diffusion of Si and Ag atoms. However, the MD 
simulations suggest the diffusion of Si into the Ag atoms, whereas experiment 
suggests the dissolution of Ag atoms and their migration into the a-Si matrix. The 
stability of the a-Si matrix (Tm = 1420 K
28
) suggests that the movement of Ag atoms 
through the semiconductor would be an energetically unfavourable and slow process, 
additionally hindered by the size of the Ag atoms. This is also supported by previous 
theoretical work, where the diffusion of Ag into Si is calculated as requiring a very 
large distortion energy.
14
 
Therefore, the differing outcomes of the MD simulations in comparison to the 
experiment suggests that there is something missing in our own model, such as 
atmospheric oxygen, or the formation of cracks and voids, both of which occur 
naturally in experiment. Experimentally, void formation in the a-Si matrix could 
possibly be caused by: (a) the diffusion of Ag atoms, detaching at their melting point, 
through micro-cracks towards the a-Si surface, as seen in Sample S2 [Appendix C, 
Fig. C5], or (b) that the a-Si layer has some degree of porosity (micro-voids), hosting 
the Ag atoms in pores. Further computational work could be pursued into the effects 
of these voids, again using ensemble MD simulations, looking at the influence of 
void size on the stability of the Ag-a-Si system. 
Single Si dopant atoms lowered the Tm of gas-phase Ag-Si nanoparticles, whereas 
larger quantities of Si atoms increased the Tm, and could therefore improve the 
stability of the gas-phase nanoparticles. This would have a strong effect on the 
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dissolution of the larger Ag nanoparticles (detachment of Ag atoms) seen in 
experiment: Si dopants stimulate localised melting and subsequent detachment of Ag 
surface atoms when present in low concentrations; in experiment, the sharp angles 
and planes of the Ag nanoparticles, as well as the remaining complete Ag 
nanoparticles, indicate that the process of melting and subsequent dissolution stops at 
a neighbouring defect/dopant free atomic plane.  
5.6 Conclusions 
Pristine Ag nanoparticles embedded in amorphous silicon upon heat treatment were 
investigated with in situ TEM and ex situ HRTEM and HAADF STEM by Di Vece 
et al..  The morphological changes in these embedded Ag nanoparticles during 
extended heating, highlighted the preferential diffusion of Ag atoms away from 
nanoparticles of small sizes, especially in the presence of surface plane defects. It 
was suggested that parts of the Ag nanoparticles remain stable at elevated 
temperatures due to their ‘perfect’ atomic planes that resist detachment of atoms. 
Therefore, we performed complementary ensemble MD simulations of Ag 
nanoparticles embedded in a-Si, subjected to an annealing process. It was observed 
that nanoparticle defects accelerated the inter-diffusion of Ag and Si atoms in our 
simulations, supporting experimental findings. 
The inclusion in our model of Si atoms inside the Ag nanoparticle shows both 
stabilising and de-stabilising effects, depending on the Si dopant concentration, 
which explains why parts of the Ag nanoparticles preferentially dissolve and other 
parts remain intact, as observed by the experiment. Regions of the Ag nanoparticle 
that contain small amounts of Si preferentially melt at the elevated temperatures, 
with Ag atoms migrating into the a-Si, resulting in the creation of voids. Defect 
inclusion also led to enhanced inter-diffusion, occurring at lower temperatures, 
which shows the intricate behaviour of a metal nanoparticle inside a semiconductor 
matrix as a function of temperature can lead to different degrees of stability. The 
results are of relevance to optical coatings such as those used in solar cells, where the 
stability of the system has great influence on its overall properties. The work in this 
chapter has been published in The Journal of Physical Chemistry C.  
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Appendix C 
Experimental Methods 
Ag nanoparticles and a-Si composites were produced in a dedicated vacuum system 
which contains a NC200U-B cluster source (Oxford Applied Research) and a 
magnetron sputter source to deposit thin films. The cluster and sputter sources are 
located in different chambers, connected via a central chamber through which 
samples are transferred, allowing vacuum conditions to be maintained throughout 
sample fabrication. The background pressure in the cluster and sputter source was 
~10
-8
 mbar. The silver nanoparticles were produced at a DC magnetron power of 30 
W in argon plasma using a 99.99 % pure Ag target.  
The composite systems of Ag nanoparticles and a-Si, henceforth referred to as Ag-a-
Si, were produced via a three-step protocol: (i) deposition of an a-Si layer (15 nm) on 
a SiN (10 nm) TEM grid (temwindows.com); (ii) Ag nanoparticle deposition; (iii) 
deposition of another a-Si layer (15 nm), effectively encapsulating the Ag 
nanoparticles. Sample 1 (S1) was created using 15 nm a-Si layers surrounding the 
nanoparticle, and sample 2 (S2) had 35 nm thick a-Si layers encapsulating the Ag 
nanoparticle. The specimens were loaded into a Gatan heating holder and heated in 
situ inside an aberration-corrected FEI Titan microscope from room temperature 
(RT, 293 K), to a temperature, T, of 1173 K, in incremental temperature steps of 50 
K. High resolution transmission electron microscopy (HRTEM) images of the 
sample were acquired in situ during the treatment, as well as at RT pre- and post-
heating. High-angle annular dark field scanning TEM (HAADF STEM) images were 
also obtained post-heating. Following exposure to air, such as during transfer to the 
microscope, it is expected that a limited thin oxide film will form at the a-Si surface. 
Electron energy loss spectroscopy (EELS) measurements show that the presence of 
4-5% oxygen in the a-Si film is present. The encapsulation of the Ag nanoparticles, 
however, ensures that they remain ultraclean, with no formation of Ag oxide. 
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Experimental Results and Discussion 
Two samples were studied experimentally, henceforth named S1 and S2, with 
the Ag nanoparticle in each sample encapsulated by 15 nm and 35 nm thick a-Si 
layers, respectively. The pre-heating HRTEM examination showed the Ag 
nanoparticles to have a mean diameter (d) of 9.4 ± 1.2 nm and 31.9 ± 10.0 nm for S1 
and S2, respectively, based on an average of 15 nanoparticle measurements per 
sample. Fig. C1 presents a pre-heating HRTEM image of an Ag nanoparticle in S1 
with d ≈ 8 nm. The fast Fourier transform (FFT) pattern of the image [Fig. C1(b)] 
reveals that the particle is not a single crystal but contains multiple twinning-planes 
joining (111) faces, as highlighted with white arrows, which was observed 
consistently for nanoparticles in S1. Comparing these images with simulated 
HRTEM images of face centred cubic Fe nanoparticles leads us to conclude that the 
silver nanoparticles in S1 have an Ih structural motif. The predominant observation 
of Ih structures for the nanoparticles in S1 is in contrast to the gas-phase theoretical 
predictions, where Ih motifs are favoured for d < 2 nm, due to their close to spherical 
geometry and subsequent low surface area, whereas decahedral and truncated 
octahedral are more stable when d > 2 nm. It was concluded, therefore, that the larger 
of the observed Ih-structured Ag nanoparticles are likely to be stabilised by the 
encapsulating a-Si, which will affect the relative energies of competing surfaces. 
Incomplete rows of atoms along the surface facets, e.g. perpendicular to the red 
arrow in Fig. C1(a), can also be observed in nanoparticles in S1 prior to heating, and 
this structure is schematically represented in Fig. 5.1(c). 
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Fig. C1 (a) HRTEM image of a silver nanoparticle embedded in a-Si (Sample 
S1), acquired at room temperature (293 K), with twinning-planes and 
incomplete packing of surface atoms identified by white and red arrows, 
respectively, and (b) the corresponding FFT, where the encircled spots 
correspond to the twinning of crystal planes. Comparable HRTEM images of an 
icosahedron are presented: (c) schematic of an icosahedral geometry; (d) 
corresponding simulated HRTEM image for the icosahedral morphology. 
Images (c) and (d) are reprinted with permission, Copyright 2009 American 
Chemical Society.
1
 
In contrast to the predominately Ih nanoparticles in S1, a wider variety of 
nanoparticle shapes is observed in S2 (Fig. C2), in contrast to theoretical predictions 
that show bulk-crystalline FCC structures are to be expected. The mean nanoparticle 
diameter in S2 is considerably greater than S1, which will play a dominating role in 
the stability of the different morphologies. Nonetheless, the encapsulating a-Si layer 
is also thicker, and it is also possible that this thicker layer exerts an increased 
constraining force on the particle. Detailed analysis of HRTEM images of the 
particle structures is extremely challenging, given the thickness of the a-Si layers in 
S2, but the variation of 2D outlines of the nanoparticles (Fig. C2) clearly indicates 
that a range of structures are present. For consistency in our present work the focus 
in our analysis of S2 is only on the morphological changes that occur for the Ih 
nanoparticles as the result of heating.  
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Fig. C2 Bright field TEM images showing examples of the various nanoparticle 
shapes observed in Sample S2.  
Changes in nanoparticle morphologies were observed upon heating: Fig. C3 
follows the outline (using TEM) of an Ih Ag nanoparticle in S2, with d ≈ 25 nm, as it 
is heated from RT to 1173 K. Minimal change in the nanoparticle structure is seen 
for T < 773 K; however, surface indentations appear at 873 K and with further 
heating (T > 923 K) the sample starts to change shape and lose material, with the 
direction of loss of Ag atoms highlighted by the white arrows in Fig. C3. The 
specific directionality of Ag loss from the nanoparticle is of particular interest, 
highlighting the essential role that atomic structure plays in the detachment of Ag 
atoms. For instance, surface defects are likely to stimulate this process in hopes of 
attaining a perfect, uninterrupted atomic plane: the defect makes Ag diffusion or 
dissolution energetically possible, whereas removal of Ag atoms from a perfect plane 
requires much more energy. When the same in situ characterisation was performed 
while heating S1 (focusing specifically on an Ih Ag nanoparticle with d = 9.0 nm), 
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we observed outward migration of material from the Ag nanoparticle for T > 773 K, 
i.e. at lower temperatures than in S2. For both samples, the nanoparticles appear to 
decrease slightly in size during heating. 
 
Fig. C3 TEM images of an Ag nanoparticle (d ≈ 25 nm) embedded in a-Si 
(Sample S2) as the sample is heated from room temperature (293 K) up to 1173 
K. The temperature is provided in the top left of each image, along with a scale 
in the bottom left. 
In order to understand better our observations, the samples were examined 
post-heating using HAADF STEM, where diffraction contrast is negligible and 
image intensity is primarily dependent on the atomic number, Z, of an element. Fig. 
C4 presents HAADF STEM images of different Ag nanoparticles from S1 at RT 
after annealing to 773 K.  The following observations can be made: (i) a greater 
variety of Ag nanoparticle morphologies are observed post-heating than prior; (ii) 
parts of the Ag nanoparticles disappear, leaving voids in the a-Si that are not 
observed pre-heating, as shown in Fig. C4 (b); (iii) Ag atoms remain present in the 
surrounding a-Si in a random arrangement, as confirmed using energy dispersive 
spectroscopy (EDS), with the resulting Ag distribution visible as a ‘halo’ in the 
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HAADF STEM images [Fig. C4(a)]. Furthermore, the migration of the Ag atoms 
into or onto the a-Si matrix appears to be specific to certain parts of the 
nanoparticles. Particularly, the 120° angle between the remaining surface planes of 
the nanoparticle at the void is important, as it points to a strong relation between the 
crystal structure and detachment/dissolution of Ag atoms. The majority of voids in 
the a-Si matrix occurring in S1 for nanoparticles with d < 5 nm, indicating a 
significant size-dependence for the diffusion of parts of the Ag nanoparticles. 
Fig. C4 Post-heating HAADF STEM images of Ag nanoparticles embedded in a-
Si (Sample S1) at room temperature; the sample was heated to 773 K. Bright 
regions represent Ag atoms, grey regions the a-Si framework and dark regions 
the voids. Areas where the Ag atoms have been removed are clearly visible in all 
images (a) and (b), with an entire nanoparticle removed in the top right of (a), 
leaving a dark void and a silver ‘halo’ effect from the nearby embedded Ag 
atoms. A scale is provided in the bottom left of each image. 
The preferential detachment/diffusion of particular regions of the Ag 
nanoparticle (in some cases leaving voids in the a-Si structure), leads to several 
questions regarding the properties of the Ag-a-Si system and, more specifically, the 
Ag/a-Si interface. The Si-Ag phase diagram indicates that mixtures with high Ag 
concentrations result in a melting temperature (Tm) of ~1108 K,
2
 illustrating the 
possibility of Ag/Si interfacial inter-diffusion as found in research on solar cell 
applications;
3-4
 though in general the mobility of Ag in Si is much lower than 
witnessed here.
5-6
 A dependence of the thermal stability on the nanoparticle size is to 
be expected, and although a systematic size investigation was not performed, the 
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change in Tm as observed for these experiments likely holds true for larger atomic 
sizes and thus provides a qualitative explanation of the experimental results. For 
example, Tm and subsequent detachment of Ag atoms could be stimulated by the 
presence of structural defects, which are indeed visible in some of our samples (Fig. 
C1). 
 
Fig. C5. (a) and (b) bright field TEM images of S2 showing cracks observed in 
the a-Si matrix in this sample. (c) and (d) bright field TEM images of sample S1 
showing no such cracks in the a-Si in this sample.  
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6 Molecular adsorption on AuAg nanoclusters: using CO as 
a probe molecule to determine chemical ordering changes 
6.1 Introduction 
Gold nanoclusters (< 5 nm) dispersed on metal oxide surfaces have been shown to 
exhibit surprisingly high catalytic activity and/or selectivity for low-temperature 
catalytic combustion, partial oxidation of hydrocarbons, hydrogenation of unsaturated 
hydrocarbons, and reduction of nitrogen oxides.
1
 The catalytic activity of the 
nanoclusters is dependent on the chosen support, preparation method, and the size of the 
Au nanoclusters (see also Ch. 1).
2
 Furthermore, the presence of atmospheric species can 
also influence the reactivity of nanoclusters, either by facilitating charge transfer or 
through the blocking of active sites, and thus it is necessary to include these adsorbates 
in our atomistic picture. 
CO adsorption 
The bonding model for CO to a transition metal involves two components: 1) a 2 e
−
 
donation of the lone pair on C from the 5σ orbital to the vacant metal d orbital 
(M←CO), accompanied by π back donation from the (now filled) metal d-orbital to the 
empty anti-bonding 2π* molecular orbital (M→CO). This is demonstrated in Fig.  6.1: 
different components of the bonding interaction have been colour-coded. This bonding 
is synergistic – the more σ donation by the CO ligand, the more electron rich the metal 
will become, resulting in stronger the π back-bonding. The CO bond is weakened, 
resulting in a lengthening of the CO bond and a red shift of the stretching frequency in 
comparison to gas-phase CO.  
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Fig.  6.1 CO is both a σ-donor (blue) and π-acceptor (red) ligand: arrows show the 
direction of charge transfer. 
In the IR, typical stretching frequencies are: 
 Uncoordinated or ‘free’ CO: 2143 cm−1 
 Terminal M−CO: 2125-1850 cm−1 
 Doubly bridged (μ = 2): 1850-1750 cm−1 
 Triply bridged (μ = 3): 1675-1600 cm−1 . 
With each charge added to the metal centre, the CO stretching frequency decreases by 
approximately 100 cm
−1
. Additionally, the better the σ-donating capability (or worse the 
π-acceptor capability) of the other ligands on the metal, the lower the CO stretching 
frequency. Therefore the IR spectra of carbonyl complexes shows convenient trends that 
make CO a useful probe molecule. 
Depending on the metal surface, CO may adsorb in an associative or dissociative 
manner. The reactive metals on the left hand side of the periodic table favour 
dissociative adsorption, leading to the formation of adsorbed C and O atoms (surface 
oxide and oxy-carbide compounds), whereas the metals on the right hand side of the d-
block (e.g. Cu, Ag, Au) interact predominantly in a molecular fashion; the strength of 
the M−CO bond is much weaker, allowing easy desorption of the CO molecule (without 
any dissociation) by raising the surface temperature. The (HOMO) 5 orbital is slightly 
antibonding and has significant C 2s character, as shown in Fig.  6.2, which is why CO 
bonds to a metal as a -donor through the C atom and not the O atom (better overlap). 
Fig.  6.3 shows that the 2 x 2 LUMO orbitals (antibonding) are empty. It is these 
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orbitals that can interact with metal d-orbitals accepting electron density. The 5d orbitals 
of Au are filled and below the singly-occupied 6s state, suggesting that their 
involvement in the Au-CO bond is likely to be weak. The major component of the 
interaction is electrostatic, involving the small C
δ−
=O
δ+
 dipole, which can be enhanced 
through interaction with a cationic Au centre. Thus, Au1 anions or neutral species adsorb 
CO relatively weakly. Au1 cations, on the other hand, increase the bond polarisation of 
the CO molecule, strengthening the C=O bond and resulting in a blue-shift in the 
stretching frequency. 
 
Fig.  6.2 Molecular orbital (MO) diagram of CO. 
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Fig.  6.3 Proposed molecular orbital diagram for CO bonding to d-block metals. 
Binding of CO to gold clusters as a function of cluster size (n = 1-6 in Aun) and overall 
charge was investigated by Wu et al..
3
 Using the lowest energy isomers for each system, 
the most energetically favourable CO adsorption sites positioned CO in an atop fashion, 
as shown in Fig.  6.4, through a mono-dentate (single Au−CO bond), and positively 
charged clusters having the strongest CO interaction (up to 2.57 eV). As the size of the 
cluster is increased, the difference in the adsorption energies for the different charge 
states is reduced, as the charge is more distributed over a larger volume. Both hybrid 
functionals B3LYP and PW91 give the same trends, although B3LYP gives lower 
adsorption energies than PW91 by 39-58 kJ mol
−1
. However, a similar study by Jiang 
and Xu
4
 using the B3LYP/6-311+G(d)-LANL2DZ functional found that in Au5CO 
(neutral charge), CO has a lower energy in a bridging position, denoted as µ1,1 [where µn 
represents a bridging interaction of an adsorbate molecule between n atoms]. As the 
cluster size increases from n = 5, the difference in adsorption energies for neutral and 
positively charged clusters becomes negligible; the single positive charge is spread too 
thinly to be of consequence. 
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Fig.  6.4 Lowest energy isomers for Au4CO and Au5CO as obtained by Wu and co-
workers. Adsorption energies are given below the images in eV, with bond lengths 
for the lowest isomer given in Å and Mulliken charges in square parentheses.  
CO adsorption onto small Aun (n = 1-13) nanoclusters has been studied extensively 
using density functional theory (DFT) with hybrid functionals to determine the favoured 
geometry as a consequence of altered strain, arising from the electrostatic interaction 
between the CO molecule and the adsorption site. Cationic Aun clusters tend to have a 
stronger binding energy (Eads) for CO in comparison to neutral and negatively charged 
clusters until n ≥ 5, at which point the assigned single positive charge becomes 
distributed over the whole cluster, diminishing its influence. Molina and Hammer 
showed that for Au34 clusters, decreasing the coordination number of the Au atoms can 
strengthen Eads, and that edge sites can help CO diffusion.
5
 It is suggested in order for 
CO to adsorb with reasonable cohesion, the coordination number of the gold atoms must 
not exceed eight and, under reaction conditions, CO is expected to be highly 
concentrated at the edges, corners and steps of Au nanoparticles. 
CO adsorption on Ag nanoclusters has not been explored as extensively at small particle 
sizes, although it has been suggested that Ag may be an even better catalyst for CO2 
reduction reactions.
6
 CO adsorption was found to be more favourable on Au (111) 
surfaces over Ag surfaces, with the trend reversing when oxygen was co-adsorbed. This 
finding is not unexpected given the oxidation potential of Ag is smaller than Au (+0.80 
and +1.68 eV, respectively
7
), making it more easily oxidised. 
The vulnerability of predicting adsorption sites for nanoclusters according to the chosen 
exchange-correlation functional is well documented: present density functionals tend to 
overestimate the adsorption energy for sites with high metal coordination in comparison 
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to those with low metal coordination. The underestimated energy difference between the 
HOMO (5σ) and LUMO (2π*) orbitals contributes to the CO overbinding, and has 
shown to predict incorrectly CO site energetics on Cu, Rh and Pt.
8
 Johnston et al.
9
 
examined the influence of the dispersion correction for the prediction of adsorption sites 
on differing precious metal nanoparticles: PBE and optPBE functionals favoured a (100) 
bridge site in truncated octahedral 38-atom Au nanoparticles, but D3 and D2 functionals 
favoured the (111) face and (111)/(100) bridge site, respectively. The 55-atom Ih Au 
nanoparticle also favoured differing adsorption sites with different functionals, 
observing a significant distortion in the nanoparticle geometry. The capability of CO 
adsorption to change the nanoparticle shape can affect the CO stretching frequency, and 
thus calculated and measured vibrational frequencies should be treated with caution, as 
they provide catalyst information not in its initial state, but following its interaction with 
CO. 
We have performed theoretical calculations on small AuxCO (x ≤ 5) clusters to support 
the experimental work of Scott Rogers, a PhD student at the UK Catalysis Hub.  
Through the use of density functional theory (DFT), we aim to determine whether the 
unusual IR frequencies obtained experimentally (occurring at ~1900 and ~1875 cm
-1
) 
may be attributed to very small gold clusters bonded to carbonyl groups; sub-nanometre 
particles have previously been shown to exhibit very high catalytic activity and greater 
durability in comparison to larger nanoparticles. The stretching frequencies are then also 
compared with those obtained for Au147, Ag147, Au55@Ag92 and Ag55@Au92 
nanoclusters and Au / Ag surfaces. These calculations also prompted us to investigate 
whether it would be possible to study experimentally the structural evolution of 
core@shell nanoclusters to an alloy under heating, using CO as a probe molecule to 
determine changes in the nanocluster surface composition, which  would be monitored 
through the combined extended x-ray absorption fine structure / diffuse reflectance 
infrared spectroscopy (EXAFS/DRIFTS) facility that is available at Diamond Light 
Source/ UK Catalysis Hub, complementing our simulations.  
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6.2 Computational Methods 
DFT calculations were performed as implemented by the projector-augmented wave 
method (PAW) (Ch. 2).
10
 Grid-based PAW (GPAW) uses a real-space grid, 
transforming the wavefunctions at the core to a smooth pseudo-wavefunction.
11
 
Converged grid spacings of h = 0.18 were used to represent wavefunctions numerically, 
and convergence achieved when the forces on all atoms were found to be < 0.01 eV Å
−1
. 
Geometry optimisations were carried out on the following clusters: Au5CO, Au4CO, 
Au3CO, Au2CO, Au2(CO)2, Au(CO)2, and AuCO, with initial geometries obtained from 
the work of Jiang and Xu.
4
 As there is a differing number of electrons for these 
structures, both spin-polarized and spin-paired calculations have been performed, using 
the generalized gradient approximation (GGA) of Perdew, Burke and Ernzerhof (PBE) 
exchange–correlation functional,12 with the residual minimisation method, direct 
inversion in iterative subspace (RMM-DIIS). Spin-polarized calculations are used to 
determine the influence of changing spin-state (µ) on the energetics of odd-electron 
structures [Au5CO, Au3CO, Au(CO)2 and AuCO], as the influence of spin is unclear. For 
even-electron structures, (Au4CO, Au2CO, Au2(CO)2), spin-paired calculations have 
been performed.  
Theoretical representation of surfaces is performed using a ‘slab’, an infinite 2-D thin 
film oriented to expose the facet of interest, with a vacuum region above the slab to 
separate periodic images, as shown in Fig.  6.5. For comparison to isolated nanoclusters, 
we calculate the IR frequencies for CO adsorption corresponding to 1 monolayer (ML) 
at varying surface sites on the (100) and (111) faces, using a 5-layer thick slab of Au and 
vacuum spacing of 10 Å and 1 k-point per 0.024 Å
-1
. Periodic boundary conditions were 
set to be ‘true’ in the x and y directions and ‘false’ in the z-direction to prevent periodic 
interactions between the models of the slab surfaces. 
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Fig.  6.5 Example of a periodic slab model of a surface. The model illustrated for 
the representation of a surface was obtained using a Pt p(2x2) unit cell for the (111) 
surface containing 3 atomic layers and a vacuum region.
13
 
DFT Energetic Analysis 
In surface simulations, the slab has two surfaces, one at the top and one at the bottom, 
and should be sufficiently thick enough such that the surfaces do not interact. Therefore, 
when calculating surface energies for a symmetrical slab, these can be calculated as half 
the formation energies: 
 
𝛾 =
1
2𝐴
(𝐸𝑠𝑙𝑎𝑏 − 𝑁𝐸𝑏𝑢𝑙𝑘) ( 6-1 ) 
where A is the surface area of the slab, 𝐸𝑠𝑙𝑎𝑏 is the energy of the slab, 𝐸𝑏𝑢𝑙𝑘 is the bulk 
energy per atom and N is the number of atoms in the surface slab. The ½ prefactor 
accounts for the two surfaces in the slab model. Comparison of the binding strength of 
different adsorption sites for the CO molecule is performed by calculating the adsorption 
energy, Eads for a given configuration, σ: 
 
𝐸𝑎𝑑𝑠(𝜎) =
1
𝑁𝐶𝑂
𝐸𝜎+𝐶𝑂
𝐷𝐹𝑇 − 𝐸𝑐𝑙𝑒𝑎𝑛
𝐷𝐹𝑇 − 𝐸𝐶𝑂(𝑔)
𝐷𝐹𝑇  ( 6-2 ) 
where NCO is the number of adsorbed CO molecules, 𝐸𝜎+𝐶𝑂
𝐷𝐹𝑇  is the energy of the system 
with N CO molecules adsorbed, 𝐸𝑐𝑙𝑒𝑎𝑛
𝐷𝐹𝑇  is the energy of the clean system with no 
adsorbates, and 𝐸𝐶𝑂(𝑔)
𝐷𝐹𝑇  is the DFT energy of the free CO molecule in the gas phase. A 
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more negative Eads represents a more strongly bound CO molecule. This formula is 
applicable to both nanoparticles and bulk surfaces. 
6.3 Experimental Methods 
6.3.1 Sol-immobilisation for bimetallic AuAg nanoparticle synthesis 
Pure gold nanoclusters may be synthesised via a number of differing methods. The most 
well-known is the Turkevich method,
14-15
 introduced in 1951, using citrate reduction of 
HAuCl4 in water (also referred to as colloidal gold). This originally produced 
nanoclusters ca. 20 nm, leading to the trialling of varying amounts of reducing and 
stabilizing agents to produce smaller nanoclusters.
16
 Kimling et al. also revisited this in 
2006, determining a correlation between the gold to reducing agent ratio and final 
particle size.
17
 The role of reducing agent was found to be important, with NaBH4 
determined as the best reducing agent trialled, provided that by-product borate salts 
could be removed by washing. In sol technology, the stability of a colloid is a function 
of the particle interaction energy. The stabilising agent prevents coagulation through 
electrostatic or steric repulsion. For the polyvinylalcohol (PVA) – stabilized sol, a 
PVA/Au ratio of 0.65 was found to be optimal, with higher activity on a TiO2 support in 
comparison to activated carbon.  
An extension of the Turkevich method is the synthesis of Ag nanoclusters, using AgNO3 
as the metal source, known as the Lee-Meisel method.
18
 However, the size distribution 
of nanoclusters is widespread, and hence NaBH4 is commonly used as the reducing 
agent, routinely yielding ~10 nm diameter sized particles with small deviations.
19
  
Alloy and core@shell catalysts immobilised on TiO2 were prepared using sol-
immobilisation.
20-21
 For the alloy catalyst, an equal molar amount of Au and Ag was 
incorporated. PVA (4.8 mL, 0.01 g/mL) was added to H2O (515 mL), followed by 
HAuCl4 (2.588 mL, 9.297 mg/mL) and AgNO3 (1.409 mL, 10.05 mg/mL). NaBH4 
(13.12 mL, 0.1 M) was added immediately in a dropwise fashion to prevent the 
formation of silver chloride. A colour change to dark purple/black was observed, and the 
solution left to stir for 30 minutes. TiO2 (0.96 g) was added, causing a colour change to 
light mauve, followed by H2SO4 (10 drops, 50 %) and the solution left to stir for 1 h. 
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The solution was then filtered and washed, leaving overnight to dry. The product was 
then dried at 120 °C for 8 h. The alloy was prepared by S. M. Rogers. 
The core@shell structure was prepared using a sequential deposition/reduction method. 
For experimental ease, we synthesised the Au@Ag arrangement: For a 2 wt. % Au@ 2 
wt. % Ag / TiO2 catalyst, PVA (3.6 mL, 0.1 M) and HAuCl4 (2.003 mL, 9.985 mg/mL) 
were added to H2O (1541 mL), with stirring. Dropwise addition of NaBH4 (5.075 mL, 
0.1 M) resulted in a colour change from pale yellow to red, and the mixture left to stir 
for 30 minutes. AgNO3 (1.990 mL, 10.05 mg/mL) was added followed by immediate 
dropwise addition of NaBH4 (9.327 mL, 0.1 M), and stirred for a further 30 minutes. 
TiO2 (1.96 g) was added, causing a colour change to light mauve, followed by H2SO4 
(14 drops, 50 % M). The solution was left to stir for 1 h. The solution was then filtered 
and washed and left overnight to dry. The product was dried for 8 h at 120°C. 
6.3.2 In situ EXAFS/DRIFTS 
One of the major aims of current catalytic science is to obtain an understanding of 
catalytic processes at an atomic level. X-ray absorption spectroscopy (XAS), as 
discussed in Ch. 2, is a highly useful technique, more so than traditional X-ray 
diffraction (XRD): due to its independency from long-range order. Progress in 
spatiotemporal techniques using synchrotron radiation has seen a movement towards 
combinatorial approaches. One such technique, that is available to us, is the UK 
Catalysis Hub’s X-ray absorption fine structure / diffuse reflectance infrared Fourier 
transform spectroscopy (XAFS/DRIFTS) facility, where IR spectra can be monitored in 
real-time alongside XAS data. The mechanical arm extends the optical path of the 
spectrometer, allowing rapid scanning to be performed. 
Our aim was to utilise the XAFS/DRIFTS facility at Diamond Light Source, whilst 
heating the sample in a CO-rich environment. Changes in DRIFTS frequencies for CO 
with temperature would be able to reveal changes in the surface composition, and in situ 
XAFS data would also be obtained for correlation. As Au is expected to preferentially 
adsorb CO over Ag, it was decided that the Ag K-edge would be followed with XAFS 
and the DRIFTS spectra could follow changes in occurring for Au species, allowing us 
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to track both metallic elements simultaneously. However, during experiment, it became 
clear that the core@shell arrangement did not have sufficient metal loading to produce a 
good X-ray signal. The alloy arrangement was tested, but given the (as expected) 
stability of the alloy, no change was observed either for the surface as observed from the 
DRIFTS studies or of the local environment of the Ag atoms as determined from in situ 
XAFS measurements. Below we present the results of the DRIFTS tests that were 
performed prior to beam-time for the core@shell arrangement, which do show features 
of restructuring as the Au@Ag nanocluster is heated. 
In order to remove any surface species, such as oxygen adsorbates, the Au@Ag sample 
is first held at room temperature (RT) in air, followed by He at 30 ml/min. 10% H2 in He 
is flowed over the system at 325°C for 1 hour to reduce the sample, and then it is re-
cooled under He. 
Once the surface of the Au@Ag sample was clean, the CO flow is turned on (10% CO in 
He). Once the CO level in the IR spectra was steady, the sample was heated to 450°C, 
with a ramp rate of 5°C/min. Fig.  6.6 shows the mass spectrometer results from the 
ramp. Fig.  6.7 and Fig.  6.8 below show the IR spectra obtained during heating, in 3D 
and 2D, respectively. As the sample is heated, an additional peak is observed near those 
usually found for CO2, at ~2100 cm
−1
. Once at 450°C, the CO was turned off, to see if 
any species remained on the surface under He, but it was found to be clean.  
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Fig.  6.6 Mass spectrometer results showing the formation of H2, H2O and CO2 
during CO adsorption. 
 
Fig.  6.7 DRIFTS spectra during CO adsorption during ramp from RT to 450
o
C 
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Fig.  6.8 Selected spectra during the ramp to 450°C under CO. 
 
Fig.  6.9 DRIFTS spectra during CO adsorption during ramp from RT to 450
o
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Fig.  6.9 shows the transformed DRIFTS spectra during CO adsorption during the ramp 
from RT to 450°C; the sample under He, at RT, spectra has been subtracted. Four main 
peaks are identified at 25°C, at 2109, 2075, 2055 and 2032 cm
−1
, respectively.  
CO adsorption on Ag/TiO2 was performed by Klissurski et al., with CO stretching 
frequencies (νC−O) at 2158 and 2165 cm
−1
 assigned to Ag
+−CO complexes.22 However, 
no carbonyls are formed on Ag following reduction – surface carbonyls with zero-valent 
Ag atoms do not exist at room temperature.
23
 Therefore, we can assume that as we 
reduce the above sample before introduction of CO, the observed frequencies are not 
due to Ag−CO stretches. Adsorption of CO on Au/TiO2 is expected to produce bands at 
2130 and 2115 cm
−1
, assigned to CO adsorbed on both positively charged and neutral 
Au nanoparticles, respectively. Reduced Au/TiO2 result in νC−O at 2109, 2101 cm
−1
, 
2055 and 1990 cm
−1
, the last of which is attributed to bridging CO adsorbed on small, 
negatively charged nanoparticles.  
Therefore, based on the above, we can assume that given the sample reduction before 
CO is introduced, there are no Ag−CO complexes present. We suggest that the initial 
bands in the sample present at 2109, 2055 and 2032 cm
−1
 are CO adsorbed on reduced 
Au/TiO2 species, with the latter due to Au
(δ−)
 species. As the temperature is increased, 
there is a blue shift to higher wavenumbers for the peak at 2055 cm
−1
, and the peak at 
2109 cm
−1
 is lost, suggesting that the nanoparticles have coagulated. The peak at 2055 
cm
−1
 increases in intensity (perhaps best observed in the red regions of Fig.  6.7), with 
increasing temperature, suggesting that there is a greater concentration of Au now 
present at the surface. Therefore we suggest that we begin with an Au@AgAu sample, 
which evolves into an AuAg alloy upon heating. Once at 450°C and the CO is turned 
off, no CO peaks are identifiable, and therefore we can determine that the peaks are 
representative of the available CO adsorption sites and do not occur as a result of 
anything else. CO adsorption was subsequently studied using DFT on small nanoclusters 
(≤ 5 atoms) and 147-atom nanoparticles, pure monometallics and core@shell 
arrangements: it would be of interest whether a greater concentration of Au at the 
surface results in a shift in the CO stretching frequency. 
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6.4 Theoretical results and discussion 
We have calculated Eads, as defined in 6.2, and vibrational frequencies for small AuxCO 
nanoclusters, performing geometry optimisations based on previous work by Jiang and 
Xu.  The energetics for both odd and even-electron structures have been given in Table 
6.1. For odd-electron structures, the influence of spin state on the energetics has also 
been considered; the lowest energy states for these clusters occurs when µ=1, and thus 
we can assume that this is the correct electron configuration (Table 6.2). Eads (per CO 
molecule) show that CO adsorption is favourable for all nanoclusters, with the highest 
Eads for Au3CO, indicating CO is most strongly bound for this carbonyl complex. The 
two Au atoms not directly bonded to the CO molecule in Au3CO contribute charge 
transfer to the Au atom that is connected directly to CO, forming a stronger σ bond. 
Au5CO has a reduced Eads as the increased number of Au atoms also allows for charge 
delocalisation over the whole nanocluster. Fig.  6.10 shows the obtained geometries for 
these small nanoclusters. 
 
Fig.  6.10 CO adsorption on small AuxCO nanoclusters (x=1-5 atoms), initial 
geometries (subsequently optimised) taken from Jiang and Xu. Yellow spheres 
represent Au, grey spheres represent carbon, and red spheres represent oxygen. 
Table 6.1 Eads for small AuxCO nanoclusters (per CO molecule). 
Structure Spin state (µ) Eads / eV (per CO molecule) 
Au5CO 1 −1.200 
Au4CO 0 −1.746 
Au3CO 1 −1.808 
Au2CO 0 −1.673 
Au2(CO)2 0 −1.322 
Au(CO)2 1 −1.030 
Au(CO) 1 −0.909 
 
 
(a)                    (b)                   (c)             (d)                (e)              
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Table 6.2 Influence of spin state on the energetics of Au5CO, Au3CO, Au(CO)2 and 
AuCO. 
Structure Spin state (µ) E / eV ∆E / eV 
Au5CO 3 −23.644 2.02 
Au5CO 2 −24.693 0.97 
Au5CO 1 −25.663 0.00 
Au5CO 0 −25.643 0.02 
Au3CO 3 −18.497 2.63 
Au3CO 2 −19.709 1.42 
Au3CO 1 −21.132 0.00 
Au3CO 0 −21.114 0.02 
Au(CO)2 1 −32.650 0.00 
Au(CO)2 0 −32.644 0.01 
Au(CO) 1 −16.301 0.00 
Au(CO) 0 −16.296 0.00 
 
Vibrational analysis 
To calculate the infrared peak positions of the above structures, vibrational analysis has 
been performed using finite difference calculations to determine the second derivative of 
the energy. We have compared νC−O obtained for the whole structure, as well as when 
just the C, O and directly bonded Au atom(s) were sampled. For reference, we also 
calculate the vibrational frequency of the gas-phase CO molecule. Table 6.3 shows that 
the νC−O obtained from both the full degrees of vibrational freedom and from the reduced 
sampling (Au-C=O) are very similar to those from experiment (column III), which is 
highly encouraging in regards to the validity. Our obtained frequencies are closer to that 
of experiment than the hybrid functionals used by Jiang and Xu, demonstrating that the 
PBE functionals are sufficient for our study. However, these hybrid functionals have 
better agreement with experiment for CO adsorption on single Au atoms. 
As the M-C bond increases in strength due to interaction between the C and the entire 
metal nanocluster, the C-O bond lengthens and weakens. Therefore, the nanoclusters 
with larger Eads values are expected to produce the lowest νC−O: Au3CO should ideally 
have the lowest νC−O. However, Au1CO and Au5CO have the lowest νC−O, at ~1870 cm
−1
 
and ~1999 cm
−1
. The coordination to the CO molecule in Au5CO results in a red shift to 
lower wavenumbers – bridged species can often be observed at much lower frequencies. 
Au1CO, however, has an experimental νC−O at ~2039 cm
−1
, disagreeing with our results, 
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which suggests that for extremely small nanoclusters, calculation of νC−O must be 
performed at a higher level of theory. However, when n > 2, we have better agreement 
with experiment for IR stretching frequency than the B3LYP/6-311+G(d)-LANL2DZ.
4
  
Au5CO produces IR peaks that are very similar to those obtained experimentally by 
Rogers et al. in their complementary experimental work, suggesting that the unusual 
vibrational frequencies that they observe may be attributed to very small nanoclusters. 
This was later confirmed by aberration-corrected high angle annular dark field scanning 
transmission electron microscopy (HAADF-STEM), which identified the presence of 
isolated Au clusters (1-5 atoms) in the most active catalyst. The identification of these 
highly active small isolated clusters, as prepared through the use of a modified colloidal 
preparation method is novel, demonstrating that Au nanocluster characteristics can be 
tuned according to choice of solvent and synthesis temperature.  
We can simulate the effect of charge donating substrates through the addition of a 
negative charge, and thus this is performed for Au5CO, resulting in Au5CO
−
. The 
addition of the extra electron resulted in a large shift in νC−O to lower frequencies (~100 
cm
−1
, as is expected from theory), but this frequency is not observed experimentally. 
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Table 6.3 νC−O as calculated for the full structure, and the reduced system of CO and 
directly bonded Au atoms [labelled νC−O(full) and νC−O(reduced), respectively]. 
Comparative experimental and B3LYP/6-311+G(d)-LANL2DZ [labelled as B3LYP] 
calculated frequencies are obtained from Jiang and Xu.
4
 All values are in cm
-1
. 
Structure νC−O(full)
 νC−O(reduced)
 Experiment
 
B3LYP 
Au5CO 
(µ=1) 
1869.9, 468.3, 438.5, 397.5, 
231.6, 177.9, 156.7, 125.7, 
112.4, 102.6, 101.1, 100.2 
1868.0, 467.1, 434.3, 395.4, 
231.4, 124.1, 110.4, 90.5, 
38.6, 31.4, 28.9 
1852.9 1923.7 
Au4CO 2096.1, 431.2, 374.6, 348.8, 
202.3, 191.6, 157.0, 115.4, 
103.9, 100.8, 96.6, 78.0, 61.7 
2095.7, 427.9 2115.9 2198.0 
Au3CO 
(µ=1) 
2084.3, 471.4, 315.6, 308.8, 
174.3, 125.7, 106.8, 99.0, 
97.2, 62.7, 58.3 
2083.3, 471.1 2075.4 2169.2 
Au2CO 2108.3, 454.9, 417.8, 405.8, 
261.6, 191.9, 167.4, 101.8, 
92.8, 71.7 
2108.5, 458.4, 417.3, 47.8 2131.9 2192.8 
Au2(CO)2 2113.5, 2092.5 - 2110.2 2186.7 
Au(CO)2 
(µ=1) 
2066.5 - 1916.3 2103.4 
Au(CO) 
(µ=1) 
1998.7, 449.0, 340.3, 226.4, 
99.7, 96.7, 74.1, 72.3, 49.4 
- 2039.3 2065.9 
CO 2134.6    
Au5CO
− 
1767.2, 543.1, 419.3, 395.9, 
197.4, 160.5, 132.6, 100.4, 
94.7, 88.2, 76.9, 43.4 
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6.4.1 AgyCO nanoclusters 
Throughout this thesis, the focus of work is on AuAg bimetallic nanoclusters, and 
therefore it is also of interest to compare AgyCO nanoclusters, where the subscript y 
denotes the number of Ag atoms (y=1-5). Using the same geometries as for the small 
AuxCO nanoclusters, we perform the same geometry optimisations and frequency 
calculations. As seen in Ch. 3 and 4, the electronic properties of the nanocluster can 
heavily influence the properties: Ag is much less electronegative than Au, and thus it 
is expected to form weaker M−C bonds than AuxCO nanoclusters. 
Ag4CO has the most negative Eads, and therefore the strongest bonding to the CO 
molecule, which is surprising as we expect Au and Ag systems to behave in a similar 
manner. As mentioned in the introduction, the inclusion of dispersion effects can 
have a large influence on the optimised geometry when adsorbing CO molecules on 
small nanoclusters. Therefore, it would be of interest to see whether this behavioural 
difference between Au and Ag nanoclusters (n=1-5) still occurs when dispersion 
effects are included in the chosen functional, as the next most energetically 
favourable arrangement is Ag3CO. 
The vibrational frequencies for adsorption of CO on the Ag nanoclusters are given 
Table 6.5 and again show good agreement between the full and reduced calculation 
of vibration modes. Therefore, as we move to larger nanoclusters and surfaces, we 
can apply the technique of only sampling the atomic contributions from atoms local 
to the CO adsorption site for calculating the vibrational frequencies. As expected, 
Ag5CO has the lowest νC−O, at ~1858 cm
−1
, due to the bridged nature of the CO 
binding molecule. From Eads, we expect the next lowest νC−O to occur for Ag4CO – 
however, the stretching frequencies are lower for all clusters where n =1-3. We do 
not have experimental data to compare this to, but we suggest that the agreement for 
small Ag nanoclusters is not as good as seen for Au nanoclusters, resulting in the 
discrepancies between Eads and νC−O. This could be due to the fact that these 
optimised geometries are obtained specifically for Au nanoclusters, and thus may not 
be entirely appropriate for Ag nanoclusters. 
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Table 6.4 Eads for small Ag nanoclusters (per CO molecule). 
Structure Spin state (µ) Eads / eV (per CO molecule) 
Ag5CO 1 −0.404 
Ag4CO 0 −1.111 
Ag3CO 1 −0.861 
Ag2CO 0 −0.534 
Ag2(CO)2 0 −0.456 
Ag(CO)2 1 −0.514 
Ag(CO) 1 −0.326 
 
Table 6.5 Vibrational frequencies as calculated for the full structure and just 
C=O and directly bonded Ag atoms. 
Structure νC−O (full relaxation) / cm
−1 νC−O (Ag-C=O vibration only) / 
cm
−1 
Ag5CO (µ=1) 1858.6, 334.0, 315.0, 310.2, 
289.3, 129.6, 127.7, 125.0 
1857.6, 333.3, 315.9, 311.3, 289.1, 
198.1, 170.7, 142.0 
Ag4CO 2067.8, 340.4 2067.8, 340.4 
Ag3CO (µ=1) 2038.5,387.2, 325.2, 319.3, 201.4, 
197.6, 155.4 
2039.3, 388.9 
Ag2CO 2130.4, 351.7, 288.2 2130.4, 351.7, 288.2 
Ag2(CO)2 2127.8, 2117.4, 328.3, 315.8, 
272.5, 272.2, 250.8, 250.5 
2127.8, 2117.4, 328.3, 315.8, 272.5, 
272.2, 250.8, 250.5 
Ag(CO)2 (µ=1) 2038.3, 1950.5, 405.3, 354.9, 
303.5, 259.4, 225.8, 177.4 
2038.3, 1950.5, 405.3, 354.9, 303.5, 
259.4, 225.8, 177.4 
Ag(CO) (µ=1) 1982.4, 338.7, 273.5, 143.2, 127.5 1982.4, 338.7, 273.5, 143.2, 127.5 
 
6.4.2 147-atom nanoparticles 
Spin-polarised calculations were performed for CO adsorption on Ag147, Au147, 
Ag55@Au92 and Au55@Ag92 on four different adsorption sites: vertex, edge, 
face(100) and face(111), as depicted in Fig.  6.11. The adsorption energies (Eads) are 
given in Table 6.6 and the νC−O in Table 6.8. Based on the work on the small 
nanoclusters, the stretching frequencies are only calculated based on the M-CO 
atoms, where M is representative of the metal atom the CO molecule binds to, and 
the rest of the nanocluster is frozen. However, face(111) adsorption sites were not 
able to converge for 147-atom nanoparticles, and thus these are not reported in the 
following results. 
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Fig.  6.11 Adsorption sites for 147-atom nanoparticles, as demonstrated for 
Ag147 (light grey spheres).  
Table 6.6 Adsorption energies for 147-atom nanoparticles. 
 Vertex / eV Edge / eV Face(100) / eV 
Ag147 −0.319 −0.295 −0.124 
Au147 −0.757 −0.498 −0.323 
Ag55@Au92 −0.826 −0.493 −0.324 
Au55@Ag92 −0.543 −0.418 −0.337 
 
Eads is negative for all adsorption sites, suggesting that CO adsorption is favourable 
for all nanocluster chemical orderings and positions considered. The most negative 
adsorption energies are obtained for vertex sites, where M has the lowest 
coordination number, resulting in a stronger M−CO bond. The low coordinated 
atoms have higher lying metal d states than for atoms with a high coordination 
number, making them better at interacting with the valence state of the CO molecule.  
CO adsorption is most favourable for nanoclusters with an Au shell, with Ag55@Au92 
and Au147 exhibiting the most negative Eads, at −0.826 and −0.757 eV for the vertex 
position, respectively. The other adsorption sites for these two particular nanoclusters 
are very similar, suggesting that the influence of the 55-atom Ag core is most 
strongly felt at the vertex. However, Eads is not similar for Ag147 and Au55@Ag92, 
irrespective of the shell species – the effect of an Au core is much more pronounced, 
with Au55@Ag92 exhibiting more favourable Eads. These differences in the effects of 
the core species indicate that charge transfer is important for CO adsorption. We also 
note the degeneracy of Eads for (100) face sites for all nanoclusters, with the 
exception of Ag147: Au55@Ag92 has a greater Eads than expected. In Ch. 2, we found 
Ag55@Au92 to be the most energetically favourable chemical ordering at the DFT 
level, attributed to the ease of charge transfer to Au, suggesting it is also important 
Vertex            Edge            Face(100) 
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for CO adsorption, and thus we refer back to the results obtained from Ch. 3 
regarding charge transfer. 
Table 6.7 shows the measured M−C and C−O bond distances for these nanoclusters, 
as well as their partial charges, reiterated from Ch. 3. Eads is greatest for vertex sites 
on Au147 and Ag55@Au92 – these nanoclusters have the shortest M-C bond distances 
(1.99 and 2.00 Å, respectively) as well as the greatest electron accumulation at the 
vertex sites (∆q = 0.089 and 0.110 e, respectively). Therefore, a greater amount of 
charge transfer from the metal to the CO bond occurs, making the CO molecule most 
tightly bound. The vertex sites of Ag147 and Au55@Ag92 are not similar: Ag147 has the 
lowest Eads(vertex), despite its greater ∆qvertex (0.072 and 0.046 for Ag147 and 
Au55@Ag92, respectively), although it has the longest M-C bond (2.14 and 2.12 Å for 
Ag147 and Au55@Ag92, respectively).  
Au147 and Ag55@Au92 have the shortest M-C distances for edge sites, as well as the 
largest positive ∆q values, indicating charge accumulation at the surface. However, 
dM-C is shorter for Au147, whereas Ag55@Au92 has the greater ∆qvertex value. We can 
see that Eads is almost identical for these two systems, thus demonstrating the 
dominant roles of dM-C and ∆q in determining favourable adsorption sites. dM-C is 
very similar for Ag147 and Au55@Ag92, with the edge site of Au55@Ag92 being 
charge depleted. In theory, as the M-C bond strengthens, the C-O bond weakens, and 
becomes longer. However dC-O is constant for all nanocluster edge sites, at 1.15 Å.  
For the (100) face sites, Au147 has the shortest dM-C value (2.05 Å), whereas all other 
nanoclusters have dM-C ≥ 2.13 Å. Eads is ~ −0.3 eV for all nanoclusters, with the 
exception of Ag147, which has the smallest Eads at −0.124 eV. dM−C is greatest for 
Ag147, and as expected, it has a low Eads. Nonetheless, Au147 has a similar Eads to both 
Au55@Ag92 and Ag55@Au92. Therefore, it would be of interest to perform Bader 
analysis post-CO adsorption to improve the understanding behind this. We suggest 
that for Au55@Ag92, the electron deleted Ag shell draws greater electron density 
from the CO molecule. However, rather than completing π-back donation to the 
fullest extent of the metal, some of this electron density is lost to the Au-core, 
resulting in both a longer C−O bond (1.15 Å) and shorter M−C bond (2.16 Å) in 
comparison to Ag147. Eads is more favourable for Au55@Ag92 than Ag147, and 
therefore we suggest that the fact that the face sites are charge depleted, it can 
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actually draw electron density from the CO molecule, resulting in a stronger M−C 
bond. 
Table 6.7 Bond distances and partial charges according to adsorption site and 
nanocluster. dM-C and dC-O represent the metal-carbon and carbon-oxygen bond 
distances, respectively. ∆q is taken from Ch. 3. 
Site System dM-C / Å dC-O / Å ∆q / e 
Vertex Au147 1.99 1.15 0.089 
 Ag55@Au92 2.00 1.15 0.110 
 Ag147 2.14 1.14 0.072 
 Au55@Ag92 2.12 1.14 0.046 
Edge Au147 2.02 1.15 0.022 
 Ag55@Au92 2.06 1.15 0.079 
 Ag147 2.15 1.15 0.007 
 Au55@Ag92 2.14 1.15 −0.055 
Face(100) Au147 2.05 1.14 0.017 
 Ag55@Au92 2.13 1.14 0.062 
 Ag147 2.19 1.14 0.014 
 Au55@Ag92 2.16 1.15 −0.07 
 
The main CO stretching frequencies (i.e. those not in the experimental fingerprint 
region, <500 cm
−1
) of the 147-atom nanoclusters are visually represented in Fig.  
6.12. We can see that νC−O generally reflects whether Au or Ag is at the surface, as 
νC−O of Ag55@Au92 is close to that of Au147, and similarly Au55@Ag92 with respect to 
Ag147. 
As the M−CO interaction is strengthened, the C−O bond is weakened, resulting in a 
red shift in νC−O to lower wavenumbers. The energetic ordering of Eads being 
favourably exothermic, for all nanoclusters is vertex > edge > face (100) and 
therefore we also expect a linear trend in νC−O to higher wavenumbers as the C−O 
bond increases in strength. However, Fig.  6.12 shows that there is a shift to higher 
νC−O for the edge positions of all other nanoclusters, despite their increased 
coordination and more positive Eads in comparison to vertex sites. The vertex 
positions have the strongest M−C bonds, and therefore weakest C−O bonds, which 
should prompt them to have the lowest νC−O, theoretically. Nonetheless, Fig.  6.12 
shows that the 147-atom nanoparticles do not behave as expected in terms of 
predicting νC−O. Further Bader analyses post-adsorption will be a topic for future 
work, as CO adsorption would cause a re-organisation of electron density 
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distribution in the nanoparticle,
24
 and this may shed some light in regards to this 
unusual behaviour. 
Table 6.8 Vibrational frequencies for 147-atom nanoclusters, based on the CO 
molecule and atoms directly bonded.  
 νC−O / cm
−1
 
 Vertex  Edge  Face(100)  
Ag147 2083.8, 516.3, 497.1, 
430.6, 318.7, 306.5, 
170.0, 137.5, 118.1 
2083.6, 465.4, 449.0, 
400.7 
2081.9 
Au147 2096.5 2114.2 2105.4, 519.3, 460.1, 
431.3, 343.6, 316.6, 
103.5 
Ag55@Au92 2097.3, 534.0 2096.5 2099.9 
Au55@Ag92 2082.5, 509.6, 473.3, 
398.6, 331.7, 249.5, 
185.9 
2088.9 2074.8 
 
 
Fig.  6.12 CO stretching frequency as a function of adsorption site.  
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6.4.3 Slab energies and frequencies 
Eads and vibrational frequencies were also calculated and compared, in Table 6.9, for 
1 monolayer (1 ML) coverage on Au and Ag surfaces. This coverage is comparable 
to experiment, given that it would be very difficult to direct adsorption site at lower 
coverages. Eads is most favourable for an atop position on Au(100), at −1.60 eV, but 
the majority of positions on other surfaces are energetically unfavourable. Reference 
energies are also provided in column IV of Table 6.9, from the works of Hussain et 
al. and Mehmood et al. – the work of Mehmood et al. is more comparable to our 
own investigation, as both concern a 1 ML coverage, whereas the Hussain and co-
workers examined a 0.25 ML coverage. 
 
 
Fig.  6.13 Different adsorption sites for CO (1 ML) on different Au surfaces: (a) 
(100) face, atop, (b) (100) face, bridge. (c) (111) face, atop, (d) (111) face, bridge, 
(e) (111) face, fcc hollow, (f) (111) face, hcp hollow. Colours are the same as in 
Fig.  6.10. 
We find Eads is most favourable for atop adsorption, with exothermic values of 
−0.160 and −0.083 eV for Au and Ag (100) surfaces, respectively. Atop is also the 
most favourable for the (111) surfaces, although these values are endothermic, at 
0.077 and 0.035 eV for Au and Ag, respectively. Despite this disagreement with 
previous theory regarding increased coordination, experiment has shown CO 
preferentially adsorbs CO in an atop fashion for Au surfaces, which is in line with 
our results, as well as those for 147-atom nanoparticles. CO adsorption is not stable 
for (100) hollow sites and is almost degenerate for (111) fcc and hcp hollow sites; Ag 
is more favourable in this instance, although Eads is still endothermic for both Au and 
Ag surfaces. 
From theory, it should follow that with increased coordination, the greater the back 
donation from the metal, resulting in a more strongly bound CO molecule. Therefore, 
as we progress from atop → bridge → hollow adsorption sites, the coordination 
number increases, and we expect a corresponding increase in Eads. This has been 
(a)               (b)            (c)         (d)           (e)            (f) 
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observed by Hafner et al.
8
 for 0.25 ML CO adsorption using the PW91 functional; 
however, Pascucci et al. found that when using the PBE-vdW functional, Ag 
followed the same energetic ordering, but for Au surfaces, Eads was most favourable 
for bridge sites, followed by atop and hollow sites. Pascucci and co-workers also 
performed the same study using the PW91 functional, determining Eads = 0.0 eV for 
all adsorption sites on both Au and Ag. The difference between these functionals 
highlights the importance of including dispersion effects: given that PBE and PW91 
functionals provide almost the same properties for Cu, Au and Ag metals, in best 
agreement with experimental data. We can also safely presume that the inclusion of 
dispersion effects would alter the calculated adsorption energies. 
Table 6.9 Adsorption energies for different surfaces and adsorption sites 
Surface Adsorption site Eads / eV Reference / eV 
Au (100) atop −0.160 
−0.46f 
−0.1g 
 bridge −0.112 −0.55f 
 hollow N/A  
Au (111) atop 0.077 −0.16f 
 bridge 0.396 −0.15f 
 hcp 0.508 −0.16f 
 fcc 0.520 −0.12f 
Ag (100) atop −0.083 0.19h 
 bridge 0.055 0.13
h 
 hollow N/A 0.14
h 
Ag (111) atop 0.035 0.07
i 
 bridge 0.315 0.32
i 
 hcp 0.345 0.36
 i
 
 fcc 0.358 0.36
 i
 
f
 0.25 ML coverage, 5 layer slab and 7 layers vacuum; no clear preference for 
adsorption site. Have a value for hollow site on Au(100) despite also stating that this 
is not stable.
25
 
g 
1 ML on 4 layer slab.26 
h
 Single CO molecule on cluster model of Ag(100)
27
 
i
 0.25 ML on 4 layer slab, RPBE.
 28
 
To match our previous work, only directly bonded Au atoms are included in the 
finite difference calculations, for determining νC−O, summarised in Table 6.10. For 
bridged adsorption sites, Au and Ag surfaces can be easily distinguished, with 
vibrational frequencies occurring at ~1999 and ~1977 cm
−1
 for Au and ~2030 cm
−1
 
for Ag. Atop adsorption is similar between Au and Ag surfaces, though we can 
generally surmise that higher wavenumbers will correspond to an Ag surface. The 
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calculated νC−O are in agreement with coordination number theory, in that as 
coordination to the metal surface is increased, there is a red shift to lower 
wavenumbers, as seen in the shifts from atop → bridge → hollow adsorption sites. 
Furthermore, if we expect Au to bind more strongly to CO (as in experiment), then 
Au surfaces will have a lower νC−O in comparison to Ag surfaces, which is line with 
our results. 
Table 6.10 Summarised vibrational frequencies for CO adsorbed on different 
surfaces and adsorption sites. 
Surface Atop / cm
−1
 Bridge / cm
−1
 FCC Hollow / 
cm
−1
 
HCP Hollow / 
cm
−1
 
Ag (100) 2094.2 2030.5 N/A N/A 
Ag (111) 2109.0 2031.4 2013.9 2018.7 
Au (100) 2085.4, 342.1, 
200.4, 199.3, 
111.6, 95.0, 
94.6 
1976.7, 404.9, 
345.2, 257.6 
N/A N/A 
Au (111) 2082.6, 323.4, 
245.0, 219.6, 
121.9, 16.1 
1998.7, 387.5, 
356.3, 349.8, 
212.1, 185.7, 
87.7 
1941.1, 333.4, 
328.4, 261.4, 
175.9, 142.8, 
115.4, 60.4 
1944.9, 333.2, 
332.2, 224.4, 132.8, 
119.5, 102.9, 43.8 
6.5 Conclusions 
It has been shown that the CO vibrational stretching frequency can be used for 
surface composition analysis, with the shell component heavily influencing the νC−O. 
Ex situ DRIFTS studies were performed on Au@Ag/TiO2 nanoparticles, in a CO 
environment. None of the νC−O frequencies were identified as Ag−CO species, only 
Au−CO adsorption was observed. An increase in the intensity of the Au−CO peaks 
was observed as a result of increasing temperature, suggesting the (irreversible) 
evolution of an AuAg alloy. 
We also performed theoretical calculations to determine whether CO could be used 
as a probe molecule for detecting changes in surface composition. For very small 
nanoclusters (n = 1-5), νC−O could be directly correlated to the strength of Eads, 
although agreement for νC−O between theory and experiment was best for n ≥ 3. 
Larger 147-atom nanoparticles showed a strong energetic preference for CO 
adsorption at a vertex position, followed by edge and face sites. Charge accumulation 
at the vertex sites results in a more strongly bound CO molecule, but additionally, we 
also observe stronger bonding for Ag charge depleted sites, which can also draw 
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electron density from the CO molecule. However, νC−O cannot be directly correlated 
to Eads, nor increased coordination, as the edge positions had the highest calculated 
wavenumbers. Finally, we also performed CO adsorption on Au and Ag surfaces 
(111) and (100), for a 1 monolayer coverage. CO adsorption was found to be 
energetically favourable only on (100) surfaces, for atop and bridge positions for Au 
(100) and only atop for Ag (100). For bulk surfaces, νC−O behaves as one would 
expect, shifting to lower wavenumbers as a result of increased metal coordination. 
Therefore (in future work), it would be of interest to perform further Bader analyses 
following CO adsorption, to determine if the redistribution of electron density affects 
νC−O, this may provide insight into the correlation between Eads and νC−O. 
Additionally, future work should also consider the inclusion of dispersion effects, as 
a higher level of theory may alter the energetic ordering of different adsorption sites. 
Baletto et al. showed that the inclusion of dispersion effects on Au nanoparticles (n = 
38, 55) can have large effects on the underlying nanoparticle structure, but this is 
dependent on the initial geometry.
29
 Furthermore, due to the size of nanoparticle 
studied by Baletto et al., the influence of dispersion is likely to be more pronounced. 
The influence of dispersion effects on Ag nanoparticles is unknown, however, and 
thus it would be of interest to see its role in AuAg nanoparticles, and whether any 
observed trends remain true at larger atomic sizes. 
The 147-atom nanoclusters showed a higher wavenumber for Au-shell species – 
however, bulk surfaces showed the opposite trend, with Ag surfaces exhibiting a 
higher wavenumber than Au surfaces. Therefore we can also determine that this is 
not only influenced by size, but the extent of CO coverage – we only adsorb a single 
CO molecule for the nanoclusters, whereas we have a full monolayer for surfaces, 
thus warranting further investigation of CO saturation for the nanoparticle surfaces.  
Relating the theoretical calculations to the experimental work performed, there is an 
agreement that an evolution of a greater concentration of Au at the surface will result 
in a shift in νC−O to higher wavenumbers. However, the blue shift that is observed 
experimentally is also a possible indication of nanoparticle oxidation and/or an 
increase in nanoparticle size. However, DFT also shows that as the bulk limit is 
approached, the same generalisations cannot be made, as Ag surfaces actually have a 
higher wavenumber. Whilst vibrational frequencies cannot be relied upon in terms of 
compositional analysis, should restructuring of the chemical arrangement of the 
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nanocluster from Ag@Au (or Au@Ag) to an alloy occur, a shift in the vibrational 
frequencies would indicate a change in the surface composition.  Therefore, future 
experimental studies of AuAg chemical arrangement evolution should strongly 
consider the importance of nanoparticle size, with TEM measurements performed 
both before and after the XAS study, as well as CO coverage. 
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7. Concluding Remarks 
 In this research, bimetallic AuAg nanoparticles have been evaluated in terms 
of their thermodynamic and kinetic stability for use in photocatalytic applications, 
using a variety of computational methods. The calculations focus primarily on 147-
atom nanoparticles, so that any theoretical observations may be extrapolated to 
experimental sizes, and where possible, experimental comparisons have been 
provided. 
 In Ch. 3, we performed a thorough investigation into the optimal chemical 
orderings for 147-atom AuAg nanoparticles, with respect to their ability to act as co-
catalysts in the photocatalytic water splitting reaction. As a large number of 
homotops are possible, both interatomic potentials and density functional theory 
(DFT) are used to explore the potential energy landscape. At the Gupta level, 
chemical arrangements that maximise Au-Ag interactions are more 
thermodynamically stable, i.e. alloys. However, once charge transfer effects are 
taken into account at the DFT level, core@shell arrangements become more 
energetically favourable; in particular, Ag55@Au92. This may be attributed to the 
ease at which Au atoms can attract electron density from Ag, as electrons will 
naturally migrate to the surface: charge transfer between core@shell arrangements is 
of an interfacial nature, and thus influences from the core are more pronounced for 
thin shells. Analysis of the electronic properties showed a lack of unoccupied d-
orbitals, suggesting that the experimentally observed favourable influence of AuAg 
nanoparticles may also be dependent on other kinetic processes/surface reactions that 
are taking place simultaneously. 
 Understanding the kinetic phenomena that occurs in bimetallic nanoclusters 
is essential in relating simulations with wet chemistry. The kinetic stability of AuAg 
nanoparticles is explored in Ch. 4; the protecting agent frequently employed in 
colloidal synthesis for uniform particle distribution requires a subsequent heat 
treatment for catalyst activation. However, the high temperatures that are often 
employed can lead to destabilisation of the chemical ordering, and thus it is 
necessary to be able to relate kinetic influences to the chemical arrangement 
evolution. Using the chemical orderings as obtained in Ch. 3, these nanoparticles 
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were subjected to a heat treatment to 900 K using molecular dynamics (MD). The 
majority of nanoparticles underwent a martensitic transformation (MT) from the CO 
geometry to the Ih geometry, maintaining the integrity of the chemical ordering until 
close to the melting point (Tm). However, Ag@Au nanoparticles were found to 
undergo low temperature diffusion, at temperatures as low as 190 K and 30 K, where 
migration of core atoms to the surface is observed. These Ag atoms that migrate to 
the surface form 5-, 6-, and 7-membered rings, termed a rosette-Ih. Ag55@Au92 is 
particularly susceptible to the formation of the rosette-Ih as a consequence of the thin 
outer shell; the same is observed for Ag13@Au134 but to a lesser extent, and therefore 
it is suggested that the experimental difficulty in forming Ag@Au nanoparticles 
using sol-immobilisation techniques arises due to the energetic preference of the 
pseudo-spherical rosette-Ih. 
 The MT occurs via a diamond-square-diamond (DSD) mechanism, a 
straightforward transition for most AuAg nanoparticles. However, given the 
unexpected low temperature diffusion exhibited by Ag@Au nanoparticles, the 
transition pathways between CO and Ih geometries were further explored using both 
doubly nudged elastic band calculations and metadynamics. We have found that the 
addition of a single dopant atom can have a large influence on the transition 
pathway, depending on its positioning. Close to the surface, a single Ag atom in an 
Au-rich nanoparticle does not alter the DSD mechanism. However, a centrally placed 
Ag atom, Ag1@Au146, results in an alternative pathway, which goes through a variety 
of truncated octahedra (TO) and rosette-Ih motifs. The Ag atom maintains its central 
position, and the Au atoms rearrange to expose a subsurface atom, along which 
several low-lying minima are rosette-Ih geometry. The rate of transformation is 
determined by the size of the Ag core: at low Ag concentration, deformation of the 
CO is the most time-consuming process, with the crossover point between CO- and 
Ih-like structures higher in energy than for the starting structures, whereas at higher 
Ag concentration, the transition between CO- and Ih-like motifs is via motifs that are 
lower in energy than the starting structures, and thus r-Ih deformation becomes rate-
limiting. 
The work presented in this thesis has shown that the transition barrier between high 
symmetry geometric motifs is strongly dependent on chemical arrangements, as are 
reactivity and stability. Furthermore, potential is shown favourably for specific 
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geometric features, such as decorated surface facets and vertices, which are a viable 
route for improving structural stability within bespoke nanocatalyst design. These 
nanoparticles can be further stabilised by an interactive semiconducting matrix, 
although the reactivity of the nanoparticles must remain a consideration. 
Due to the small cluster sizes examined in this study, it would be interesting to see 
whether the same energetic preferences and melting trends occur at larger sizes; there 
may be a point at which the CO geometry is more favourable for Ag-rich 
nanoclusters, and we no longer observe an MT. Additionally, this would also allow 
us to make experimental comparison on the same scale. 
 Ag nanoparticles are often employed to improve the light-trapping 
performance of thin film a-Si solar cells, and thus the stability of Ag nanoparticles in 
a-Si is also an important consideration. In Ch. 5, MD simulations of an embedded Ag 
nanoparticle in a-Si, subject to extended heating, were performed in parallel to 
experimental work. Particular regions of the Ag nanoparticles preferentially 
dissolved, whereas others were stabilised as a result of the interdiffusion of Si into 
the nanoparticle. Defects were also seen to enhance interdiffusion, lowering the 
temperature at which diffusion is first observed. This work highlights the different 
degrees of stability of a composite system under duress, in turn influencing the 
overall properties of the system. 
 The reactive properties of nanoparticles can also be influenced by 
atmospheric species, either through the facilitation of charge transfer or by blocking 
active sites. In the penultimate chapter, this is investigated with regards to CO 
adsorption, which is both a σ-donor and π-acceptor binding ligand. Furthermore, CO 
has the additional capability to be used as a probe molecule for determining changes 
in surface composition. Both ex situ diffuse reflectance infrared Fourier transform 
spectroscopy and theoretical DFT calculations were performed to determine the 
suitability of CO in determining surface composition. In experiment, only Au−CO 
peaks were identifiable, suggesting the irreversible evolution of an AuAg alloy. 147-
atom nanoparticles do not behave as expected in terms of predicting νC−O. It would 
profitable to re-perform the Bader analysis following CO adsorption as future work, 
as CO adsorption would cause a re-organisation of electron density distribution in the 
nanoparticle, and this may shed some light in regards to this unusual behaviour. 
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Finally, we also performed CO adsorption on Au and Ag surfaces (111) and (100), 
for a 1 monolayer coverage. CO adsorption was found to be energetically favourable 
only on (100) surfaces, for atop and bridge sites for Au (100) and only atop sites for 
Ag (100). For the 147-atom nanoparticles, and bulk surfaces, we find that there is not 
a good correlation between Eads and νC−O; in future, repetition of these calculations 
using a higher level of theory would be of interest, such as the inclusion of dispersion 
effects. 
Finally, the onion-like arrangement for bimetallic alloys is one recurrent theme in the 
work presented here; with Au favoured in a subsurface position. The propensity 
towards this arrangement is not currently known, but our previous work has shown 
interatomic potentials to prefer gold atoms positioned subsurface. As the resultant 
alloy presented here may be due to the initial starting arrangements, it would 
beneficial to examine how chemical arrangements from interatomic potentials are 
altered when charge transfer is included in the model in the future. Previous DFT 
studies show gold to energetically favour surface positions, due to greater ease of 
charge transfer – the degrees of freedom are increased at the surface sites. Thus, if 
we can include charge transfer in our potential model this may provide an insight 
into the energetic favouring of Ag@Au@Ag. However, performing quantum 
mechanical (QM) MD has not yet been attempted. 
 
