Abstract. This paper is concerned with the study of solutions to discrete parabolic equations in divergence form with random coefficients, and their convergence to solutions of a homogenized equation. In [11] rate of convergence results in homogenization and estimates on the difference between the averaged Green's function and the homogenized Green's function for random environments which satisfy a Poincaré inequality were obtained. Here these results are extended to certain environments in which correlations can have arbitrarily small power law decay. Similar results for discrete elliptic equations were obtained in [12] .
Introduction.
In this paper we continue the study of solutions to divergence form parabolic equations with random coefficients begun in [11] . In [11] we were concerned with solutions u(x, t, ω) to the equation (1.1) ∂u(x, t, ω) ∂t = −∇ * a(τ x,t ω)∇u(x, t, ω) , x ∈ Z d , t ≥ 0, ω ∈ Ω, with initial data
Here Z d is the d dimensional integer lattice and (Ω, F , P ) is a probability space equipped with measure preserving translation operators τ x,t : Ω → Ω, x ∈ Z d , t ∈ R. In (1.1) we take ∇ to be the discrete gradient operator defined by (1.3) ∇φ(x) = ∇ 1 φ(x), ...
where the vector e i ∈ Z d has 1 as the ith coordinate and 0 for the other coordinates, 1 ≤ i ≤ d. Then ∇ is a d dimensional column operator, with adjoint ∇ * which is a d dimensional row operator. The function a : Ω → R d(d+1)/2 from Ω to the space of symmetric d × d matrices satisfies the quadratic form inequality
where I d is the identity matrix in d dimensions and Λ, λ are positive constants. One expects that if the translation operators τ x,t are ergodic on Ω then solutions to the random equation (1.1) converge under diffusive scaling to solutions of a constant coefficient homogenized equation. Thus suppose f : R d → R is a C ∞ function with compact support and for ε satisfying 0 < ε ≤ 1 set h(x) = f (εx), x ∈ Z d , in (1.2), and let u ε (x, t, ω) denote the corresponding solution to (1.1) with this initial data. It has been shown in [27] , just assuming ergodicity of the translation operators, that u ε (x/ε, t/ε 2 , ω) converges in probability as ε → 0 to a function u hom (x, t), x ∈ R d , t > 0, which is the solution to a constant coefficient parabolic PDE (1.5) ∂u hom (x, t) ∂t = −∇ * a hom ∇u hom (x, t) , x ∈ R d , t > 0, with initial condition (1.6) u hom (x, 0) = f (x), x ∈ R d .
The d × d symmetric matrix a hom in (1.5) satisfies the quadratic form inequality (1.4). Similar results under various ergodic type assumptions on Ω can be found in [4, 8, 16, 35] . In time-independent environments the corresponding results for elliptic equations in divergence form have been proven much earlier -see [25, 26, 34, 38] .
In [11] we were concerned with obtaining a rate of convergence for the homogenized limit, lim ε→0 u ε (x/ε, t/ε 2 , ω) = u hom (x, t). The corresponding problem for elliptic equations has been extensively studied, beginning with the seminal work of Yurinskii [37] . Recent papers on the subject have addressed the issue of obtaining optimal rates of convergence [19, 20, 28] , and include results for fully non-linear elliptic equations [6] . Optimal estimates on variances of solutions have been obtained, but precise results on fluctuations analogous to the central limit theorem have been proven only in the case of one dimension [2] . In all these papers one must make a quantitative strong mixing assumption on the environment (Ω, F , P ) in order to obtain a rate of convergence in homogenization. For the parabolic problem we were unable to find in the literature any results on rate of convergence in homogenization, except for the recent preprint [30] (see also [21] ) in which the environment is fixed in time. In [11] as in [30] our results are restricted to obtaining a rate of convergence for the mean u ε (x/ε, t/ε 2 , ·) of the solution of (1.1) to u hom (x, t). We were able to show that, for certain environments (Ω, F , P ) satisfying a quantitative strong mixing condition, there exists α > 0 depending only on d, Λ/λ such that (1.7) sup
| u ε (x/ε, t/ε 2 , ·) − u hom (x, t)| ≤ Cε α for 0 < ε ≤ 1.
In [11] we followed the approach of Naddaf and Spencer [32] to the problem of obtaining rates of convergence in homogenization by formulating the quantitative strong mixing assumption on the environment as a Poincaré inequality. Specifically, consider a measure space (Ω,F ) of time dependent vector fieldsω :
with the property that the functions t →ω(x, t), t ∈ R, are continuous for all x ∈ Z d and eachω(x, t) :Ω → R k is Borel measurable with respect to the σ-algebraF . For a function G :Ω → R the gradient of G is defined in a weak sense. Thus if h : Z d × R → R k is continuous with compact support the directional derivative d h G(ω) of G(ω) in the direction h is defined as the limit for all continuous h : Z d × R → R k of compact support. In (1.9) we have denoted by [·, ·] the Euclidean inner product on L 2 (Z d × R, R k ). Letting · 2 denote the corresponding Euclidean norm, a probability measureP on (Ω,F ) is said to satisfy a Poincaré inequality if there is a constant KP > 0 such that (1.10) Var[G(·)] ≤ KP dωG(·;ω) 2 2 for all C 1 functions G :Ω → C.
If the translation invariant probability measureP is Gaussian, then the measure is determined by the 2-point correlation function Γ : Z d × R → R k ⊗ R k defined by Γ(x, t) = ω(x, t)ω(0, 0)
* , x ∈ Z d , t ∈ R, whereω(·, ·) ∈ R k is assumed to be a column vector and the superscript * denotes adjoint. Defining the Fourier transform of a function h :
one can easily see that the Poincaré inequality (1.10) holds if and only ifΓ ∈
holds, but it is unlikely to hold if Γ is not integrable.
In the present paper we shall prove rate of convergence results in homogenization of the parabolic PDE (1.1) for certain environments that include some Gaussian environments in which Γ is not integrable. To do this we extend the method introduced in [12] for elliptic PDE in divergence form to the parabolic case. The idea is to consider environments defined by a(ω) =ã(ω(0, 0)) where ω :
The gradient of ω with respect toω is assumed to satisfy a uniform integrability condition, and the probability space (Ω,F ,P ) forω to satisfy the Poincaré inequality (1.10) .
We define what we mean by the terms used in the previous paragraph. Let (Ω, F , P ) be the probability space for ω induced by the probability space (Ω,F,P ) forω and the functional dependenceω → ω. Translation operators τ x,t , x ∈ Z d , t ∈ R, on Ω are defined by τ x,t ω(z, s) = ω(x + z, t + s), z ∈ Z d , s ∈ R, with a similar definition of translation onΩ. The functionω → ω, which we denote by ω(·, ·,ω) is translation invariant if
Note that if ω is a linear translation invariant function ofω then ω is the convolution of some function h :
For given x ∈ Z d , t ∈ R we use the notation of (1.9) to write the gradient of the function ω(x, t, ·) :Ω → R n as dωω(z, s; x, t,ω), z ∈ Z d , s ∈ R,ω ∈Ω. The uniform integrability condition is then that (1.14)
for some q with 1 ≤ q < 2. It follows from (1.13) that when ω is a linear function ofω the condition (1.14) is equivalent to the condition that the function h in (1.13) is q integrable.
In [11] we proved that (1.7) holds in the case where (Ω, F , P ) is the stationary process associated with a massive Euclidean field theory. This Euclidean field theory is determined by a potential V : R d → R which is a C 2 uniformly convex function, and a mass m > 0. Thus the second derivative a(·) = V ′′ (·) of V (·) is assumed to satisfy the inequality (1.4). Consider functions φ : Z d × R → R which we denote as φ(x, t) where x lies on the integer lattice Z d and t on the real line R. Let Ω be the space of all such functions which have the property that for each x ∈ Z d the function t → φ(x, t) on R is continuous, and F be the Borel algebra generated by finite dimensional rectangles {φ(·, ·) ∈ Ω : |φ(
For any d ≥ 1 and m > 0 one can define [9, 17] a unique ergodic translation invariant probability measure P m on (Ω, F ) which depends on the function V and m. In this measure the variables φ(x, t), x ∈ Z d , t > 0, conditioned on the variables φ(x, 0), x ∈ Z d , are determined as solutions of the infinite dimensional stochastic differential equation (1.15) dφ(x, t) = − ∂ ∂φ(x, t)
where B(x, ·), x ∈ Z d , are independent copies of Brownian motion. Formally the invariant measure for the Markov process (1.15) is the Euclidean field theory measure
Hence if the variables φ(x, 0), x ∈ Z d , have distribution determined by (1.16), then φ(·, t), t > 0, is a stationary process and so can be extended to all t ∈ R to yield a measure P m on (Ω, F ). The probability space (Ω, F , P m ) satisfies the Poincaré inequality (1.10) with constant K Pm = 4/m 4 . In [11] we conclude from this that the inequality (1.7) holds provided a(ω) =ã(φ(0, 0)), whereã : R → R d(d+1)/2 is assumed to be a C 1 function satisfying (1.4) and Dã(·) ∞ < ∞. Let (Ω,F ,P ) be a probability space for which the Poincaré inequality (1.10) holds, andω → ω a function which satisfies the translation invariant condition (1.12) and the uniform integrability condition (1.14) for some q with 1 ≤ q < 2. Our goal in the current paper is to show that the inequality (1.7) holds for the environment (Ω, F , P ) of ω ∈ Ω where a(ω) =ã(ω(0, 0)) andã : R → R d(d+1)/2 is a C 1 function satisfying (1.4) and Dã(·) ∞ < ∞. Rather than attempt to formulate a general theorem for such environments, we shall only rigorously prove that (1.7) holds for certain limits of the probability spaces (Ω, F , P m ) defined by (1.15), (1.16) as m → 0. In §2 we indicate the generality of our argument by showing that the proof of Proposition 6.3 of [11] formally extends to the environment (Ω, F , P ).
From (1.15) we see that the stationary process ω(·, ·) = φ(·, ·) is a translation invariant function of the white noise stationary processω(·, ·) = dB(·, ·). It is well known that the white noise process satisfies a Poincaré inequality (1.10) with KP = 1. Consider now the terminal value problem for the backwards in time parabolic PDE ∂u(z, s) ∂s
We see from [11] that the gradient of ω(x, t) = φ(x, t), x ∈ Z d , t ∈ R, with respect toω should be given by the formula
In [18] a discrete version of the Aronson inequality [1] was proven in the case when the diffusion matrix V ′′ (·) for (1.17) is diagonal. In particular it was shown that there is a positive constant C depending only on d, Λ/λ such that
Hence (1.19), (1.20) imply that the uniform integrability condition (1.14) holds for any q with q > 1 + 2/d and the bound on the RHS of (1.14) can be taken independent of m as m → 0. Hence if d ≥ 3 the condition (1.14) holds in the limit m → 0 for some q with 1 ≤ q < 2. It has been shown by Funaki and Spohn [17] (see also [9] ) that if d ≥ 3 then there is a unique limit as m → 0 of the stationary process defined by (1.15), (1.16) . In §3 we shall extend the rate of convergence results in homogenization of (1.1), (1.2) obtained in [11] for the massive field stationary process (1.15), (1.16) with m > 0 to this massless m → 0 stationary process. In particular we prove the following:
be a C 1 function on R with values in the space of symmetric d × d matrices which satisfies the quadratic form inequality (1.4) and has bounded first derivative Dã(·) so Dã(·) ∞ < ∞. For d ≥ 3 let (Ω, F , P ) be the probability space of the stationary process φ(·, ·) determined by the limit as m → 0 of the stationary process defined by (1.15), (1.16) , and set a(·)
, and u hom (x, t), x ∈ R d , t > 0, the solution to (1.5), (1.6). Then there is a constant α > 0 depending only on d, Λ/λ and a constant C depending only on d, Λ, λ, Dã(·) ∞ , f (·) such that (1.7) holds. Remark 1. The exponent α > 0 in (1.7) can be taken equal to 1 if d ≥ 5 and the ratio λ/Λ is sufficiently close to 1. In [11] the matrix V ′′ (·) is not required to be diagonal since we use the fact that the Poincaré inequality (1.10) holds for the massive field stationary process. In the Gaussian case where V (·) is quadratic (1.7) also holds without the restriction that V ′′ (·) be diagonal. This follows from the fact that a bound on the Green's function defined by (1.18) similar to (1.20) holds in this case. Another way of seeing it is to note that the field φ(·, ·) is a linear translation invariant function of another fieldω(·, ·) as in (1.13) with probability space which does satisfy a Poincaré inequality. This property of φ(·, ·), being the convolution of a function with another field whose probability space satisfies a Poincaré inequality, does not seem to generalize to the case of uniformly convex V (·) which is not quadratic. One reason for this is that the measure for the stationary process φ(·, ·) associated with (1.15), (1.16) appears to be log concave in φ(·, ·) only in the Gaussian case when V (·) is quadratic (see Appendix). In contrast, the invariant measure (1.16) for the stationary process is easily seen to be log concave when V (·) is convex. Hence the Brascamp-Lieb inequality [3] implies that a Poincaré inequality holds for the gradient ∇φ(·) of the invariant measure field φ(·) of (1.16) if V (·) is uniformly convex (see [13] ) .
Parallel to [11] we also establish for the massless field stationary process pointwise convergence at large length scales of the averaged Green's function for the initial value problem (1.1), (1.2) to the homogenized Green's function for the initial value problem (1.5), (1.6). The averaged Green's function (1.2) is the Kronecker delta function h(x) = 0 if x = 0 and h(0) = 1. Theorem 1.2. With the same environment as in the statement of Theorem 1.1, let G a hom (x, t), x ∈ R d , t > 0, be the Green's function for the homogenized problem (1.5), (1.6). Then there are constants α, γ > 0 depending only on d and the ratio Λ/λ of the constants λ, Λ of (1.4), and a constant C depending only on
The limit as m → 0 of the invariant measure (1.16) is a probability measure on gradient fields ω :
This massless field theory measure is ergodic with respect to translation operators [9, 17] for all d ≥ 1. In the case d = 1 it has a simple structure since then the variables ω(x), x ∈ Z, are i.i.d. Note that in the probability space (Ω, F , P ) for the massless field theory, the Borel algebra F is generated by the intersection of finite dimensional rectangles and the hyperplanes imposing the gradient constraints for ω(·). For d ≥ 3 the gradient field theory measure induces a measure on fields φ : Z d → R which is simply the limit of the measures (1.16) as m → 0. For d = 1, 2 the m → 0 limit of the measures (1.16) on fields φ : Z d → R does not exist. Naddaf and Spencer showed in [31] that the 2-point correlation function for the massless field can be represented via the Helffer-Sjöstrand formula [22] as the expectation value of a Green's function for a divergence form PDE with random coefficients. Using this fact and techniques of homogenization theory they were able to prove that averages of the function x → φ(x)φ(0) over large length scales converge to the solution of a constant coefficient elliptic PDE
Using the techniques of the current paper we obtain a convergence theorem for the correlation function φ(x)φ(0) which is pointwise in x:
, be the Green's function for the Naddaf-Spencer PDE (1.24), and · denote the massless field theory measure for the m → 0 limit of (1.16). Then for d ≥ 2 there is a constant α > 0 depending only on d and the ratio Λ/λ of the constants λ, Λ of (1.2), and a constant C depending only on
Remark 2. Note that both terms φ(x)φ(0) and G a hom (x) on the LHS of (1.25) are divergent in dimension d = 2. However the difference suitably defined is finite. The exponent α > 0 can be taken arbitrarily close to 1 by choosing λ/Λ sufficiently close to 1.
In the case when
, the m → 0 probability measure (1.16) describes the dual representation of a gas of lattice dipoles with activity a (see [5] ). The inequality (1.25) was proven by Dimock and Hurd (Theorem 2 of [15] ) for a continuous space version of the dipole gas under the assumption that the activity a is sufficiently small. It is not possible to obtain from the renormalization group method they use a reasonable estimate on the value of a for which their theorem holds.
Variance Estimate on the Solution to a PDE on Ω
We recall some definitions from [11] . For ξ ∈ R d and 1 ≤ j ≤ d we define the ξ derivative of a measurable function ψ : Ω → C in the j direction by ∂ j,ξ , and its adjoint by ∂ * j,ξ , where
Let H(Ω) be the Hilbert space of measurable functions Ψ :
Then there is a unique row vector solution Φ(ξ,
Letting P denote the projection orthogonal to the constant function, our generalization of Proposition 6.3 of [11] is as follows:
symmetric matrix valued function satisfying the quadratic form inequality (1.4) and Dã(·) ∞ < ∞. The random field ω :
n is a translation invariant function of a random fieldω : Z d × R → R k which satisfies the uniform integrability condition (1.14) for some q with 1 ≤ q < 2. The probability space (Ω,F ,P ) of fieldsω :
holds for a constant C depending only on d, n, k, Λ/λ, q 0 .
Proof. From (1.10) we have that
From the chain rule we see that (2.7)
Next we do a translation of the functions on the RHS of (2.7). Translation of a function
For a function G : Ω → C there are two possible notions of translation through (x, t), the first being given by τ x,t G(ω) = G(τ x,t ω), ω ∈ Ω. Since ω is a function ofω ∈Ω we can also define translation through (x, t) by regarding G : Ω → C as a function onΩ and doing the translation onΩ. It follows from the translation invariance property (1.12) that both of these notions are the same. Now using the translation invariance of the probability measureP onΩ we conclude from (2.6), (2.7) that
We define a function u :
n is the gradient of Φ(ξ, η, ω)v with respect to ω ∈ Ω. Observe now from (1.12) that
Hence we have that (2.11)
It follows from (2.11) that (2.8) can be rewritten as
.
In [11] we defined the ξ derivative of a measurable function ψ : 
, and it has adjoint D * ξ given by the row operator
We see from (2.1), (2.2) that these operators satisfy the identities
for differentiable functions ψ : Ω → C. A similar relationship holds for the adjoints ∂ * ξ , D * ξ . Hence on taking the gradient of equation (2.3) with respect to ω(·) we conclude from (2.15) that
Evidently (2.16) holds with ω ∈ Ω replaced by τ z,−s ω for any z ∈ Z d , s ∈ R. We now multiply (2.16) with τ z,−s ω in place of ω on the right by e −iz·ξ dωω(0, 0; y + z, t ′ − s,ω), sum with respect to y ∈ Z d and integrate with respect to t ′ ∈ R. It then follows from (2.9), (2.16) that
where the function f :
For any 1 < q < ∞ we consider the function f as a mapping f :
where
and ∇u 2 ≤ f 2 /λ. It follows now from (2.12) that (2.5) holds with q = 2 and p = 1.
To prove the inequality for some p > 1 we use the parabolic version of Meyer's theorem [29] . We note that just as the Calderon-Zygmund theorem applies to functions with range in a Hilbert space [36] , Jone's theorem for parabolic multipliers [23] also applies to functions with range in a Hilbert space (see [11] ). We conclude that there exists q 0 depending only on d, Λ/λ with 1 < q 0 < 2 such that if f q < ∞ for any q satisfying q 0 ≤ q ≤ 2 then ∇u q ≤ 2 f q /λ. Assume now that (1.14) holds for some q in the interval q 0 ≤ q ≤ 2. Then by Young's inequality for convolutions we see from (2.12) that (2.5) holds with p = 2q/(3q − 2). The basic approach of [11] is to use the fact that the solution to (1.1) can be expressed by a Fourier inversion formula. For η ∈ C denote its real part by ℜη ∈ R and its imaginary part by ℑη ∈ R so that η = ℜη + iℑη, and similarly denote the real and imaginary parts of ξ ∈ C d by ℜξ, ℑξ ∈ R d whence ξ = ℜξ + iℑξ. We consider solutions to the equation
As with (2.3) there exists a unique solution to ( and η ∈ C with ℜη > 0 let e(ξ) ∈ C d be the vector e(ξ) = ∂ ξ 1 and q(ξ, η) be the
where Φ(ξ, η, ω) is the solution to (3.1). The solution to (1.1), (1.2) is shown in [10] to be given by the formula (3.4)
If the environment (Ω, F , P ) is ergodic then the limit lim η→0 q(0, η) = a hom exists, and a hom is the diffusion matrix for the homogenized equation (1.5). Let
It follows from (3.4) thatĜ a (ξ, η) is given by the formula
In [11] it was shown (see especially §3 and Theorem 4.2 of [11] ) that Theorem 1.1 and Theorem 1.2 are consequences of the following:
Hypothesis 3.1. For ξ ∈ C d , η ∈ C there exist positive constants C 1 and α ≤ 1 depending only on d and Λ/λ, such the function q(ξ, η), ξ ∈ R d , ℜη > 0, has an analytic continuation to the region |ℑξ| < C 1 ℜη/Λ, 0 < ℜη < Λ, and
where C is a constant depending on the environment and the function a(·).
Here we shall prove that Hypothesis 3.1 holds for the massless field theory environment (Ω, F , P ) of Theorem 1.1. To do this we recall some operators defined in [11] . For any g ∈ H(Ω), let ψ(ξ, η, ω) be the solution to the equation
The operator T ξ,η on H(Ω) is defined by T ξ,η g(·) = ∂ ξ ψ(ξ, η, ·). Let G(x, t), x ∈ Z d , t > 0, be the solution to the initial value problem
It is well known that there exist positive constants C, γ depending only on d such that G satisfies the inequality
The operator T ξ,η is also given by the formula
It easily follows from (3.8) that T ξ,η is a bounded operator on H(Ω) with
to the Banach space of bounded linear operators on H(Ω) has an analytic continuation to a strip 0 < ℜη < Λ, |ℑξ| < C ℜη/Λ where C is a constant depending only on d.
Let
We consider ξ ∈ C d , η ∈ C with ξ having fixed imaginary part, η having fixed positive real part, and satisfying the conditions of Hypothesis 3.1. For k = 1, 2, .., we define an operator T k,ℑξ,ℜη from functions g :
where |g(x, t)v| 2 is the Euclidean norm of the vector g(
In the next section we show that T k,ℑξ,ℜη is a bounded operator from
for some p > 1 in the case of the environment of Theorem 1.1 and estimate its norm T k,ℑξ,ℜη p,∞ . In particular we prove: Lemma 3.1. Let (Ω, F , P ) be an environment of massless fields φ :
be as in the statement of Theorem 1.1. Set a(φ) =ã(φ(0, 0)), φ ∈ Ω. Then there exists p 0 (Λ/λ) with 1 < p 0 (Λ/λ) < 2 depending only on d and Λ/λ, and positive constants C 1 (Λ/λ), C 2 (Λ/λ) depending only on d and Λ/λ such that for 0 < ℜη < Λ, |ℑξ| < C 1 (Λ/λ) ℜη/Λ, (3.16)
To complete this section we show how Lemma 3.1 implies that Hypothesis 3.1 holds.
Proof of Hypothesis 3.1. We assume that (ξ, η) and (ξ ′ , η ′ ) are as in the statement of Hypothesis 3.1. Let g :
where the Green's function G(·, ·) is defined by (3.9). It follows from (3.11), (3.12) and Lemma 2.1 of [11] that the constant C 1 > 0 in (3.7) can be chosen depending only on d and Λ/λ so that (3.18)
where C 2 is a constant depending only on d, Λ/λ. We can see from (3.10) that there is a constant C 1 depending only on d such that if |ℑξ|, |ℑξ
where the constant C p depends only on d, p. The Hölder continuity (3.7) for sufficiently small α > 0 follows from (3.18), (3.19) and Lemma 3.1.
Proof of Lemma 3.1
In [11] we proved that the operator T k,ℑξ,ℜη of (3.13) is for some p in the range
is the stationary process for the SDE (1.15) with m > 0. Here we take an alternative approach to proving this result which will allow us to study the m → 0 limit of T k,ℑξ,ℜη p,∞ . We first establish an inequality for periodic fields φ : Q → R on cubes Q ⊂ Z d , and then show that we can let Q → Z d since our estimates are independent of Q. Let L be an even integer and Q = Q L denote the lattice points of Z d contained in the cube of length L centered at the origin. In the following we identify all points x, y ∈ Q with x − y = Le k for some k, 1 ≤ k ≤ d.
As in [11] the Malliavin calculus [7, 33] is the main tool we use to prove Lemma 3.1. We assume that V : R d → R is a C 2 uniformly convex function such that a(·) = V ′′ (·) satisfies (1.4) and m > 0. Letting B(x, ·), x ∈ Q, be independent copies of Brownian motion, then the SDE initial value problem
for x ∈ Q, t > 0, with φ(x, 0) = 0 for x ∈ Q, has a unique periodic solution φ(x, t), x ∈ Q, t > 0, which is continuous in t ≥ 0 with probability 1. We denote the function φ corresponding to a particular realizationω of the white noise process dB(·, ·) as φ(ω). Let (Ω Q,Mal , F Q,Mal , P Q,Mal ) be the Malliavin probability space associated with the Brownian motions B(x, ·), x ∈ Q. We denote the Malliavin derivative of a function G : Ω Q,Mal → C at a point ω ∈ Ω Q,Mal by D Mal G(x, t;ω), x ∈ Q, t > 0. It is well known (see [7] Theorem 5.4) that the Poincaré inequality (1.10) holds for (Ω Q,Mal , F Q,Mal , P Q,Mal ) with constant KP = 1. Thus we have that
where · 2 is the Euclidean norm in L 2 (Q × R + ). Let φ : Z d × R → R be continuous and consider the terminal value problem for the backwards in time parabolic PDE ∂u(y, s) ∂s
It is easy to see that if
and is non-negative if V ′′ (·) is diagonal. In that case the function x → G(y, s; x, t, φ), x ∈ Z d , is the pdf for the position at time t of a continuous time random walk started at y at time s. If φ : Q × R → R is periodic we can extend it to a periodic function φ : Z d × R → R. Let u 0 : Q → R be periodic and extend it to a periodic function u 0 : Z d → R. Then the solution to the periodic terminal value problem (4.3) is given by
where G Q is the periodic Green's function
It was shown in [11] that the Malliavin derivative of φ(x, t,ω), x ∈ Q, t > 0, is given by the formula D Mal φ(y, s; x, t,ω) = e −m 2 (t−s)/2 G Q (y, s; x, t, φ(ω)) for 0 < s < t, (4.8) D Mal φ(y, s; x, t,ω) = 0 for s > t, y ∈ Q.
The solution to (4.3) can be written in a perturbation expansion by setting
where u 0 (y, s) is the solution to the terminal value problem
and the u n (y, s), n = 1, 2, .., solutions to the terminal value problems
It follows from (3.9) that (4.12)
Similarly we have that for n ≥ 1, (4.13)
ds ∇G y, Λs/2 b V (∇φ(z+y, r+s))∇u n−1 (z+y, r+s) z ∈ Z d , r < t.
If we set u 0 in (4.3) to be given by u 0 (y) = δ(y − x), y ∈ Z d , then the perturbation expansion (4.9) yields a perturbation expansion for the Green's function, (4.14)
G(y, s; x, t, φ) =
where the G n are multilinear inb V of degree n. By choosing u 0 (y) = n∈Z d δ(y − x−nL), y ∈ Z d , we obtain a similar perturbation expansion for the periodic Green's function
G n,Q (y, s; x, t, φ) .
Next we consider the inhomogeneous problem
Duhamel's formula we see that the solution to (4.16) is given by (4.17) u(y, s) =
We can similarly consider the inhomogeneous periodic problem where f : Q × R → C is assumed periodic and we extend it to a periodic function f : Z d × R → C. The solution to (4.16) is then periodic and is given by the formula
. Corresponding to the perturbation expansion (4.14) the function v can be written as a sum
Proof. It follows from (4.16) that v satisfies
Multiplying (4.21) by v(y, s), summing over y ∈ Z d and integrating with respect to s in the interval −T ≤ s ≤ T we see that (4.22)
Now from (4.19) we have that for s ∈ R,
it follows that the last expression on the RHS of (4.23) vanishes as s → ∞, whence lim (4.22) and using the Schwarz inequality we see that if
and their norms are related as stated.
To prove (4.20) we observe that
and that for n ≥ 1,
Arguing as in the previous paragraph we see from (4.24) that
Similarly we have from (4.25) that for n ≥ 1,
The inequality in (4.20) easily follows from (4.26), (4.27).
Remark 3. The result of Lemma 4.1 holds if Z d is replaced by a periodic cube Q with the Green's function G replaced by the periodic Green's function G Q of (4.7) with perturbation expansion (4.15).
In [11] we considered vector valued functions F (φ) of fields φ : Z d × R → R and defined the field derivative of F at φ to be the function dF (·, ·; φ) with domain
for all continuous functions h : 
In (4.29) we have extended the domain of the Green's function G(x, t) defined by (3.9) for t ≥ 0 to t < 0 by setting G(x, t) = 0, t < 0. The operator I − P is now any linear operator taking d × d symmetric matrix valued functions b(·) of φ : Z d × R → R to a constant matrix which has the property that (
We can see from (3.10) that there exists C 1 > 0 depending only on d such that if (ξ, η) satisfies the inequality
where the constant C depends only on d, k. Furthermore F is differentiable in the sense of (4.28) and the field derivative is given by the formula
is the product of the Kronecker and Dirac delta functions. If g is also in
and from (3.10) we see that
where C depends only on d, k. |T k,ℑξ,ℜη g(ℜξ, ℑη, ·)v|
where G is the Green's function defined by (4.4), and dF is the field derivative (4.32).
Proof. It follows from (4.31) that the LHS of (4.34) is the expectation of a bounded function. From Lemma 4.1 and (4.33) we see that the RHS is also the expectation of a bounded function. To prove (4.34) we use the Poincaré inequality (4.2) and the formula (4.8) for the Malliavin derivative. Thus let Q ⊂ Z d be the periodic cube with side of length L and φ(x, t), x ∈ Q, t ≥ 0, the solution to the initial value problem (4.1). For T > 0 we denote by φ T the periodic field φ T : Q × R → R defined by φ T (x, t) = φ(x, T + t), x ∈ Q, t ≥ −T where φ is the solution to (4.1), and φ T (x, t) = 0, x ∈ Q, t < −T . We extend the field φ T to a periodic field φ T : Z d × R → R. From (4.8) we have that for the function F of (4.29) if y ∈ Q and s > −T then (4.35)
where dF Q is given in terms of (4.32) by
It is easy to see from (4.32) that dF Q (·, ·; φ) ∞ ≤ C for some constant independent of φ so the RHS of (4.35) is bounded. The invariant measure associated with the Markov process defined by the SDE (4.1) is given by the formula (4.37) exp
We denote the probability space for the corresponding stationary process φ(x, t), x ∈ Q, t ∈ R by (Ω Q , F Q , P Q,m ) and expectation with respect to the measure P Q,m by · ΩQ,m . Evidently (Ω Q , F Q , P Q,m )is invariant with respect to the translation op-
Our first goal will be to obtain a version of the inequality (4.34) for the operator T k,ℑξ,ℜη of (3.13) when the random environment is given by (Ω Q , F Q , P Q,m ). To do this we use the fact (see Appendix A for a proof) that for any N ≥ 1, continuous bounded function f : R N → C, and (
It follows from (4.38) that (4.39)
, where I − P on the LHS of (4.39) denotes expectation with respect to · Ω Q,Mal and on the RHS expectation with respect to · ΩQ,m . We conclude from (4.39), Fubini's theorem and the dominated convergence theorem that (4.40) lim
Next we see from the Poincaré inequality (4.2) and (4.35) that (4.41)
We assume that L is sufficiently large so that the support of g is contained in Q×R. It is easy to see then that dF Q (y, s; φ) is given by the RHS of (4.32) with Z d replaced by Q and the function G(x, Λt) replaced by the corresponding periodic Green's function on Q. Hence dF Q (·, ·, φ) L 2 (Q×R,C d ) is bounded by the periodic version of the RHS of (4.33) . From this we see that lim sup
Observe now that we can argue as in the proof of (4.40) to conclude that if G n,Q , n = 0, 1, 2, .., denote the terms in the perturbation expansion (4.15) and
It follows from (4.40), (4.42) and the periodic version of Lemma 4.1 that
Finally we let Q → Z d in (4.43) to obtain (4.34). We denote by · Ωm expectation with respect to the stationary process defined by (1.15), (1.16). It was proved in [17] ) (see also [9] ) that for any N ≥ 1, continuous bounded function f : R N → C, and (
Hence we can using (4.44) argue as with the T → ∞ limit to conclude that (4.34) holds for any m > 0.
Furthermore we have that
We also see similarly to (3.11) that ∇ ξ u(ξ, η, ·) =T ξ,η f (·) where (4.47)
From Lemma 2.1 of [11] we have that u regarded as a function (ξ, η) → L 2 (Z d × R) has an analytic continuation to the region (4.30) with C 1 > 0 depending only on d. For (ξ, η) in this region there is a constant C 2 depending only on d such that (4.48)
For φ : Z d × R → R a continuous function we extend the corresponding Green's function G(y, s; x, t, φ) defined by (4.4) for s ≤ t to s > t by setting G(y, s; x, t, φ) = 0 when s > t.
It is evident from (4.3), (4.
, whence we can define the function u 2 (ξ, η, z, r, φ) as the solution to (4.45) with f (·, ·) = f 2 (ξ, η, ·, ·, φ). Let b(φ) =b(φ(0, 0)) and for k = 2, 3, .., set
where T ξ,η is the operator (3.11). We then inductively define functions f k , u k for k = 3, 4.., by the formula
where for k = 3, 4, .., the function u k (ξ, η, z, r, φ) is the solution to (4.45) with 
Proof. We note that the first term on the RHS of (4.52) comes from the sum which contains δ(x 0 − y, t 0 + s) on the RHS of ( 4.32), in which we make the change of variables (y, s) ↔ (x, −t). The remaining part of the RHS of (4.32) is the same as (4.53)
where dH k is the field derivative of the function (4.54)
Observe now that (4.55)
so the expression is just a function of (x − z, t − r, φ). We show by induction that for k ≥ 2, (4.56)
Let (Ω, F , P ) be the massless field stationary process corresponding to the limit as m → 0 of the massive field stationary processes defined by (1.15), (1.16) , and denote expectation with respect to this measure by · Ω . We have from [17] (see also [9] ) that if d ≥ 3 then for any N ≥ 1, continuous bounded function f : R N → C, and (
Arguing as in Lemma 4.2 we conclude that if d ≥ 3 then
Hence to prove Lemma 3.1 it will be sufficient to obtain an upper bound on the RHS of (4.61) which is independent of m as m → 0. For ξ ∈ R d , η ∈ C with ℜη > 0 the functions F k (ξ, η, φ), k = 2, 3, ..., φ ∈ Ω, defined by (4.50) satisfy the recurrence equations
Then as in (3.2) we see that F k (ξ, η, ·) ∈ L 2 (Ω) and
The F k (ξ, η, φ) for ξ ∈ C d are defined by analytic continuation from the values of F k (ξ, η, φ) when ξ ∈ R d . From Lemma 2.1 of [11] we see that F k regarded as a function (ξ, η) → L 2 (Ω) has an analytic continuation to the region (4.30) where C 1 is a constant depending only on d. For (ξ, η) in this region there is a constant C 2 depending only on d such that (4.66)
We take H to be the Hilbert space 
where the constant C q depends only on d, q, λ/Λ. Taking q < 2 we have by Young's inequality for convolutions that if for p = 2q
for a constant C depending only on d.
To bound the second term on the RHS of (4.61) we show that the function
for a constant C q depending only on q, d. Hence Lemma 4.4 implies that (4.71)
From (4.51) we similarly have that for k ≥ 3,
where C q depends only on q, d. Hence using Lemma 4.4 we have by induction from (4.70)-(4.72) that for k ≥ 2,
The inequality (3.16) follows now from (4.73) and Lemma 4.4 by taking q sufficiently close to 2 so that 1 + δ(q) < (1 − λ/Λ) −1/2 .
Proof of Theorem 1.3
We use an identity relating correlation functions for the massive Euclidean field theory measure (1.16) and expectations of Green's functions for parabolic PDE with random coefficients. Let (Ω, F , P m ) be the environment of massive fields φ : Z d × R → R as in Lemma 4.2 and a(·) in (1.1) be the function a(φ) = V ′′ (∇φ(0, 0)), φ ∈ Ω. Then the two point correlation function for the invariant measure (1.16) is related to the expectation of the Green's function for the PDE (1.1) by
The identity (5.1) is implicit in the work of Naddaf and Spencer [31] but was first rigorously proven in [18] (see also [9] ). To prove Theorem 1.3 we observe that the methods used to prove Theorem 1.2 for diffusion matrices a(·) of the form a(φ) =ã(φ(0, 0)) can also be applied for diffusion matrices of the form a(φ) =ã(∇φ(0, 0)), whereã : 
Evidently (5.2) with β = 0 is a consequence of (1.20) . This is sufficient to prove Theorem 1.3 when d ≥ 3. To prove the theorem for d = 2 we need to use the fact that β can be chosen strictly positive depending only on λ/Λ. This follows from the Harnack inequality [14] . Furthermore β can be chosen arbitrarily close to 1 provided λ/Λ is sufficiently close to 1. The result follows by letting m → 0 in (5.1).
Appendix A. Diffusion Processes with Convex Potential
Let W : R k → R be a C 2 uniformly convex function such that W ′′ (·) satisfies the quadratic form inequality λI k ≤ W ′′ (·) ≤ ΛI k for some constants λ, Λ > 0. We consider the diffusion process φ : R + → R k which is the solution to the SDE initial value problem
where B(·) is k dimensional Brownian motion. The invariant measure for the SDE (A.1) is given by
We denote the probability space for the stationary process of functions φ : R → R k associated with the SDE (A.1) and invariant measure (A.2) by (Ω, F , P ), and expectation with respect to (Ω, F , P ) by · Ω . For T > 0 let φ T : [−T, ∞) → R k be defined by φ T (t) = φ(T + t), where φ(·) is the solution to (A.1). The stationary process measure can be obtained by taking the T → ∞ limit of φ T as follows:
Proof. The diffusion equation corresponding to the SDE (A.1) is given by
The solution to (A.4) with initial data
can be written in terms of the Green's function G :
Now it is clear that for a continuous bounded function f : R k → R,
Let · W denote expectation with respect to the invariant measure (A.2) and L Since f 2 ∞ ≤ f ∞ it follows that f 2 ∈ L 2 W (R k ). We can also easily see that for δ > 0 sufficiently small the function f 1 is in L 2 W (R k ). Now we use the fact that the operator H = −∆ + ∇W (φ) · ∇ is self adjoint non-negative definitive on L Letting T → ∞ in (A.11) we see as before that(A.3) holds.
Next we wish to obtain a representation of the measure for the probability space (Ω, F , P ) for the stationary process associated with the SDE (A.1) and invariant measure (A.2). First we consider the Gaussian case so there is a symmetric k × k matrix and k dimensional vector b with It is well known that the measure for the stationary process is Gaussian . We can use Lemma A1 and (A.13) to find formulas for the mean and covariance of φ(·). Evidently the measure (A.15) is log concave.
We can obtain a representation of the stationary process measure similar to (A.15) for general C 2 uniformly convex functions W (·). To see this we write the solution of (A.4), (A.5) using the Cameron-Martin formula [24] In the Gaussian case (A.12) the representation (A.25) is equivalent to (A.15) since ∆W (·) is constant and is therefore part of the normalization constant. The measure (A.25) is log concave when W (·) is quadratic, but it is easy to see that even if W (·) is a small perturbation of a quadratic the measure is no longer log concave.
