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Abstract
We study a new variant of the online bin-packing problem, in which each item ai is associated with a size ai and also a release
time ri so that it must be placed at least ri above the bottom of a bin. Items arrive in turn and must be assigned without any
knowledge of subsequent items. The goal is to pack all items into unit-size bins using the minimum number of bins. We study the
problem with all items have equal size. First, we show that the ANY FIT algorithm cannot be approximated within any constant.
Then we present a best possible online algorithm with asymptotic competitive ratio of two.
c© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
Bin packing is one of the basic problems since the early 1970s in theoretical computer science and combinatorial
optimization literature and different variants of the problem continue to attract researchers’ attentions. In this problem,
we are given a list L of items a1, a2, . . . , an , each item ai ∈ (0, 1], and the goal is to pack this sequence of items
into unit-size bins using the minimum number of bins. A packing algorithm is called on-line if it packs items one by
one without any information on subsequent items. We call a packing algorithm offline, if the algorithm knows all the
information of items.
In this paper we study a new variant of the online bin packing problem, called online bin packing with arbitrary
release time. In this variant, each bin has a time axis [0, 1] from the bottom to top, jobs arrive in turn and must be
assigned without information of future items. Each item ai is associated with a size ai and a release time ri so that
it must be placed at least ri above from the bottom of a bin. The goal is to pack all items into unit-size bins and
minimize the number of bins used. Without loss of generality, we assume that ai + ri ≤ 1, otherwise, this item cannot
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be assigned to any bin. In this paper, we focus on the problem of unit size items. All items have the same size of 1/K
for some integer K ≥ 1.
Unlike traditional online models, where items arrive one by one without release times, or items arrive over time
but the items appear only after their release times, the online model studied in this paper is that items arrive one by
one with arbitrary release times. Upon the arrival of items, their sizes and release times are known to the scheduler.
Items must immediately and irrevocably be assigned without any information on subsequence items. Furthermore,
items should be fitted into a position after their release times.
To the best of our knowledge, this kind of online model was first proposed by Li and Huang [8]. In their paper,
each job has a release time and a processing time; jobs cannot be scheduled before their release time. Jobs arrive in
turn and must be scheduled without any information about subsequent jobs while their release times are independent
of the order. The problem is to find a schedule of these jobs while minimizing the overall completion time, i.e. the
makespan. They gave the tight competitive ratio 3 − 1/m of List Scheduling (LS) and also proposed an improved
algorithm for m ≥ 2, where m is the number of machines.
The online bin packing problem with arbitrary release time can be regarded as a variant of the online scheduling
problem for jobs with arbitrary release time. Each job is also associated with processing time and release time;
however, all jobs have common due date. The goal of this scheduling is to schedule all the jobs before their due
date while minimizing the number of machines used. This scheduling problem is motivated by an air cargo import
terminal problem. Cargo agents will make requests daily either by fax or through the web or by phone to book for
truck docks at the terminal for cargo collection. Cargo agents will also indicate their preference time per day to come
to the terminal. Since the truck docks are a scarce resource, it is significant to efficiently schedule all the jobs in a
day to reduce using the number of docks. Comparing to the bin-packing problem, the processing time of a job can
be regarded as the size of an item and the common due date can be regarded as the size of a bin. This bin-packing
problem arises also in many real world applications: e.g. in the real-world packing of bins, some items are fragile and
cannot be assigned to a bin with too many items above.
The standard measure of an algorithm’s quality for online bin packing is the asymptotic competitive ratio. Given
a list L of items and an online algorithm A, we denote by OPT(L) and A(L), respectively, the minimum possible
number of bins used to pack items in L and the number of bins used by algorithm A on L . The asymptotic competitive
ratio R∞A of algorithm A is defined to be





Throughout of this paper, we will often simply write competitive ratio instead of “asymptotic competitive ratio”.
Related results:Our studied problem becomes the classical online bin-packing problem when all the jobs are released
at time zero. There is a long history of results for the classical bin packing problem (see the survey [3–5]). The
bin packing is well known to be NP-hard [6]. The classical online bin packing problem was first investigated by
Ullman [10]. The FIRST FIT algorithm [7] was shown to have the competitive ratio of 17/10. A straightforward class
of online algorithm is the ANY FIT (AF) algorithm: which never puts an item ai into an empty bin unless the item
does not fit into any partially filled bins. NEXT FIT, FIRST FIT and BEST FIT algorithms belong to the class of ANY
FIT. The current best-known lower and upper bounds for the classical online bin packing problem are 1.54 due to van
Vliet [11] and 1.588 by Seiden [9], respectively.
A generalization of our problem is scheduling with release times and deadlines on a minimum of machines
(SRDM) [2]. Each job has a release time, a processing time and a deadline, the goal is to find a nonpreemptive
schedule such that all jobs meet their deadlines and the number of machines needed to process all jobs is minimum.
They concerned on the off-line case and showed that this problem is at least Θ(log n)-approximation, where n is the
total number of jobs. For the special case with equal processing times, a nine-approximation algorithm was presented.
They also presented an asymptotic 4.62-approximation algorithm when all jobs have equal release times. Our problem
becomes a special case of the SRDM problem if all jobs have equal deadlines. Another similar problem called strip
packing with release time was studied by Augustine et al. [1]. They provided an asymptotic fully polynomial time
approximation scheme for the offline strip packing with release time.
Our contributions: To the best of our knowledge, we are the first one to study the online bin packing problem with
release times. We assume that all items have equal size. The detail of our results are given as follows:
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Fig. 1. ANY FIT packing of instance I0.
(1) There is no constant competitive ratio for the ANY FIT algorithm.
(2) We show that no online algorithm can achieve the competitive ratio less than two.
(3) We present an on-line algorithm with competitive ratio two.
The rest of this paper is organized as follows. Section 2 analyses the lower bound of ANY FIT algorithms. Section 3
shows the general lower bound two and presents an online algorithm with competitive ratio two. The conclusions will
be given in Section 4.
2. Lower bound of the ANY FIT algorithm
In this section we show an unbounded lower bound for the ANY FIT algorithm. Note that for the AF algorithm, a
new bin is opened only if the item does not fit into any nonempty bin.
Theorem 1. There is no constant competitive ratio for the ANY FIT algorithm.
Proof. We construct an instance I0 to show the theorem. First, we assume that all items have the same size 1K , where
K is a sufficiently large integer. K 2 items arrive in turn : K items with release time 0, K items with release time 1K ,
K items with release time 2K , . . . , K items with release time
K−1
K . This instance I0 will also be used in the rest of this
paper.
Clearly, the optimal solution uses K bins, where each item is located exactly at its release time. Now we observe
the assignments by the ANY FIT algorithm, see the Fig. 1 for an illustration, each colour represents a set of items
with the same release time.
The first K items are packed into the first bin, i.e. only one bin is used. For the second K items, K − 1 items are in
the second bin and one item in the third bin, i.e. use KK−1 bins. Because of the ANY FIT algorithm, when a new bin
is opened, no subsequent items can be fitted into a bin with index smaller than this opened new bin. For the K items
with release time x/K , at least b 11−x/K c bins are needed. For the last K items with release time K−1K , each piece shall
occupy a bin, i.e. total K new bins are needed to pack the last K items. Consequently, the number of bins used by the
algorithm AF is at least KK +b KK−1c+ · · · + b K2 c+ K ≥ ( 12 + 13 + · · ·+ 1K )K = K (log K − 1). Then the competitive
ratio of the ANY FIT algorithm is at least
RAF ≥ AF(I )OPT(I ) =
K (log K − 1)
K
= log K − 1.
Hence there is no constant competition for the ANY FIT algorithm when K approaches infinity.
Note that the above instance I0 is for the model only with unit item size. Thus one question arises: does not there
exist an online algorithm with constant competitive ratio for this case of unit item size? We will give a positive answer
in the following section.
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3. Optimal online algorithm
3.1. General lower bound
In this section we show that one cannot expect to find an online algorithm with asymptotic competitive ratio less
than two. Note that the classical bin-packing problem is solved in polynomial time if all items have equal size, and the
ANY FIT algorithm produces an optimal solution for that model. Thus the additional release time of each item brings
much more trouble to our investigated problem.
Theorem 2. For any online algorithm A, R∞A ≥ 2.
Proof. Suppose that R is the competitive ratio of online algorithm A. For an integer k ≥ 3, the sequence of items
generated by the adversary is given as follows. First, n items with release time 0 and all have item size 1/k. Then for
each i , n items with release time i/k and all have item size 1/k, are presented one by one, where i = 1, . . . , k − 1.
After the first n items, the cost of the optimal solution is n/k. So, algorithm A uses at most Rn/k bins, which
implies that there are at most Rn/k items packed at positions 0 in these bins. So on for other items with release
times i/k, the cost of the optimal solution is in/k. Thus algorithm A uses at most i Rn/k bins, which implies that
there are at most i Rn/k items packed at positions i−1k in these bins. So, summing the arithmetic sequence, the total
number of packed items at the end is at most
∑k−1
i=0 (i + 1)Rn/k = R(k + 1)n/2. But this must be at least kn, i.e.
R(k + 1)n/2 ≥ kn yielding R ≥ 2k/(k + 1).
Thus, the asymptotic competitive of any on-line algorithm is at least two by choosing a sufficiently large integer
k.
3.2. Upper bound
In this section, we present an optimal on-line algorithm for the problem with unit size, i.e. all the items
have the same size 1/K for some integer K , therefore we can assume that the release times of all items are at
{i/K |i = 0, 1, . . . , K − 1}.
Main idea: From the analysis of the lower bound of the algorithm AF, we observe that it is not good only packing
items into a nonempty bin. Thus the key point in design of an efficient algorithm is to find a suitable rule for when a
new bin will be opened.
1. One is to balance the height of all open bins, but not average the load (capacity);
2. The second is to locate the item just at the position of its release time as far as possible;
3. The third is to bound the number of new opened bins to control the ratio.
Before designing our algorithm, some notations are given as follows. When packing a new item a j , suppose that
the optimal solution for the first j items is OPT j = M , then denote by lMi the number of items with release time
i/K (i = 0, 1, . . . , K − 1). Let LMi =
∑K−1
j=i lMj ≤ (K − i)M . Clearly, we have the following lemma due to the









Algorithm AHC { 1K }( Average Height): (C ≥ 2)
For any new item a j with release time r j , we pack it as follows:




Step 2 If the optimal solution increases, i.e. OPT j > OPT j−1, open C bins.
Step 3 Find the lowest indexed bin so that the item a j is located as low as possible in all open bins.
From our algorithm, we always first put an item a j into a bin with lowest index so that it can be located at r j or
above r j , then it is easy to obtain the following fact.
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Fact 4. If there is a vacancy at j/K in the bin B
′
, there must be a vacancy at j/K in the nonempty bins with index
larger than B
′
. Furthermore, if there is no vacancy at j/K in the bin B
′
, there must be no vacancy at j/K in the bins
with index smaller than B
′
.
Here we want to find the minimum constant C so that all items can be packed into C · OPTn bins. Then the
competitive ratio of the algorithm AHC { 1K } is at most C .
Lemma 5. For any instance I , if there are two adjacent items a j and a j+1 with release times r j > r j+1, then the cost
of AHC { 1K } will not be reduced. Moreover, the instance I0 generated in the proof of Theorem 1 is one of the worst
instances by AHC { 1K }.
Proof. Without loss of generality, we assume that all items of the instance I can be packed into C · OPTn bins by
AHC { 1K }. Denote I ′ to be the instance I after interchanging the items a j and a j+1. For instance, I ′, after a j+1 has
been assigned, the optimal solution is denoted by OPT
′
j and the optimal solution after a j is OPT
′
j+1. According to the
possibilities of the change of the optimal solution when a j and a j+1 arrive, we just need to consider three cases.
• Case 1: OPT j−1 = OPT j = OPT j+1.
◦ Case 1.1: The two items are both located exactly at their release times in the instance I . It implies that when a j
comes there are vacancies at r j and r j+1. For instance, I ′, their locations will not be changed by AHC { 1K }.◦ Case 1.2: Only a j is located at its release time in the instance I .
-Subcase 1.2.1: a j+1 is located below r j . After interchanging of the two items a j and a j+1, their locations will
not change.
-Subcase 1.2.2: a j+1 is located at or above r j . Consider the instance I ′, the locations of a j and a j+1 will
interchange comparing to their locations in the instance I . This will not affect the locations of subsequential items.
◦ Case 1.3: a j is located above r j in the instance I . It means there is no vacancy between r j and the location of a j
in any open bin. Similarly with case 1.2.
-Subcase 1.3.1: a j+1 is located below r j . After interchanging of the two items a j and a j+1, their locations will
not change.
-Subcase 1.3.2: a j+1 is located above r j . After interchanging of the two items a j and a j+1, their locations will
interchange comparing to their locations in the instance I . This will not affect the locations of subsequential items,
too.
• Case 2: OPT j−1 = OPT j < OPT j+1. In this case, C bins will be opened before assigning a j+1.
◦ Case 2.1: a j+1 isn’t packed into these C new bins. So, it must be located at its release time. Consider the instance
I ′, their locations will not change.
◦ Case 2.2: a j+1 is packed into the first of these C new bins. There is no vacancy just at r j+1 in the open bins




j = OPT j < OPT
′
j+1.
-Subcase 2.2.1: a j is located at its release time in the instance I . The detail proof will be given in the Appendix A.
For instance I ′, the solution by the algorithm AHC { 1K } either will not change, or will increase by one.
-Subcase 2.2.2: a j is located above r j in the instance I . similar to the analysis in Subcase 2.2.1. For instance I ′,
the solution by AHC { 1K } either will not change, or will increase by one.
• Case 3: OPT j−1 < OPT j . Details are given in Appendix B.
From the above all, by interchanging such items a j and a j+1 with r j > r j+1 in the stance I , we obtain that an
instance with release times in nondecreasing order will achieve the worst solution by the algorithm AHC { 1K }, i.e.
for the instances with the same items and but with different arrival sequences, the instance with release times in
nondecreasing order will use the largest number of bins by AHC { 1K }. However, their optimal solutions are the same.
Hence, the instance I0 generated in the proof of Theorem 1 is one of the worst instances.
Theorem 6. The competitive ratio of algorithm AHC { 1K } is 2 if we let C = 2.
Proof. By Lemma 5, the instance I0 is one of the worst instances, and the optimal solution of I0 is K . First, we
construct the configuration of the solution for I0 by AHC { 1K }. Afterwards we analyse the other worst instance with
release times in nondecreasing order.
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Fig. 2. AH2{ 1K } packing for even K .
Fig. 3. AH2{ 1K } packing for odd K .
Let C = 2. See Fig. 2 for a demonstration of the packing instance I0 when K is even.
The first K items are packed into two bins under 12 . K −2 items of the second K ones are packed into the third and
fourth bins under 12 , and each of the other two items is put into the first two bins at
1
2 . For any K items with release
times i/K (i = 1, 2, . . . , K − 1), consider the following cases:
(a) if i is odd, suppose i = 2h− 1, K − 2h items of them are packed into the (2i + 1)-th and (2i + 2)-th bins under
1
2 + h−1K , and each of the other 2h of them is located at 12 + h−1K in the former 2h bins;
(b) i is even, assume i = 2h, K − 2h − 2 items of them are packed into the (2i + 1)-th and (2i + 2)-th bins under
1
2 + h−1K , and each of the other 2h + 2 of them is located at 12 + h−1K in the later 2h + 2 bins.
For the last K items whose release times are K−1K , (K − 1) is odd. These K items are just located at K−1K in the
former K bins and total 2K bins are opened.
If K is odd, see the Fig. 3. For the first K items, K+12 items are packed into the first bin and
K−1
2 items are packed
into the second bin. Similar to the above analysis, when K items comes with release times i/K (i = 1, 2, . . . , K − 1),
we consider the following cases:
(a) if i is odd, set i = 2h − 1, K − 2h − 1 items of them are packed into the (2i + 1)-th and (2i + 2)-th bins under
K−1
2K + h−1K , and each of the other 2h + 1 of them is located at K−12K + h−1K in the later 2h + 1 bins.
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(b) i is even, set i = 2h, K − 2h − 1 items of them are packed into the (2i + 1)-th and (2i + 2)-th bins under
K−1
2K + hK , and each of the other 2h + 1 of them is located at K−12K + hK in the former 2h + 1 bins.
For the last K items with release time K−1K , (K − 1) is even. These K items are just located at K−1K in the former
K bins of all the 2K ones.
From the above analysis, the last two bins are empty. But, if there are only first P(P < K ) batches of items with
P different release times, the optimal solution is P while the solution of AH2{ 1K } is 2P and none of the bins is empty.
Thereby the ratio is two.
Above all, we have discussed the case that the number of items with the same release time are all equal to K ,
i.e. li = K , i = 0, 1, . . . , K − 1. Let Ω = max0≤i≤K−1{Σ
K−1
j=i l j
K−i }. We get that OPT = dΩe by Lemma 3. Note that
in the above case that OPT = Ω = K is an integer. Consequently, for the case that OPT = Ω is an integer and
li = θK , i = 0, 1, . . . , K − 1(where θ is an integer), the configuration of the algorithm AH2{ 1K } is similar. Then
we turn to the case that li = θK − σ , where σ is a positive integer less than K , and i = 0, 1, . . . , K − 1. By the
algorithm, the first l0 items will be assigned into 2θ bins, and the number of the vacancies is larger than it is in the
case of li = θK after assigning the first l0 items. Hence all items can be packed into 2OPT bins. This completes the
proof of the theorem.
In the following, we give an improved algorithm MAHC { 1K } with tight competitive ratio 2− 1K .
AlgorithmMAHC { 1K }:
For any new item a j with release time r j , we pack it as follows:




Step 2 If OPT j = 1, put the item into the first bin.
Step 3 If OPT j ≥ 2 and OPT j > OPT j−1, open new C bins.
Step 4 Find the lowest indexed bin so that the item a j is located as low as possible in all open bins.
Similar as the proof of Theorem 6, we get the following theorem, the detail proof is given in Appendix C.
Theorem 7. Let C = 2, the competitive ratio of algorithmMAHC { 1K } is 2− 1K .
4. Conclusions
In this paper we have studied the online bin packing problem with release times. For the problem with all items have
equal size, we presented a general lower bound two and designed an online algorithm with asymptotic competitive
ratio two. We also showed that the ANY FIT algorithm cannot be approximated within any constant asymptotic
competitive ratio.
If we turn to the offline case of our problem, all the classical online bin packing algorithms can be applied to our
problem by sorting the items in the order of nonincreasing release times and all items are packed to a bin as near the
top as possible.
There are many challenging aspects of the bin packing with release time. For example, the online problem with
items having different sizes, and the offline problem whether there exists a full polynomial time approximation
scheme.
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Appendix A. The proof of subcase 2.2.1 in Lemma 5
In this subcase , a j+1 is located at r∗ between r j+1 and r j in the bin B∗ in the instance I ′. And the position for
a j+1 before reversing is now empty. See the configuration by AHC { 1K } for I by and I ′ just after the item a j+1 be
assigned in the following figure (where the “red” area is empty) .
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We consider two cases which may lead to the change of the solution after reversing: one is that in the instance I ,
the position K−1K in the last bin is filled, which may lead to the increase of the solution after reversing. Denote this
situation by SI ; the other is in the instance I , only one item is packed into the last bin and it is not at K−1K , which may
lead to the decrease of the solution after reversing. Denote this situation by SI I . For other cases, the solution will not
change after reversing the orders of any two items.
(1) If r∗ is still free after the assignment of the last item in I .
(α) If the position for a j+1 in the instance I is always empty in the instance I ′, this position is in the C ·OPT j+1
bin and the same position in the bins after this one are empty. So, the configuration of items after a j+1 should not
change. The solution of AHC { 1K } holds the line. See the Fig. 4, only the location of a j+1 changed.
(β) If the position for a j+1 in the instance I is packed by an item ak in the instance I ′. See the Fig. 5. Since they
are empty at r∗ in the bins with index larger than B∗ in the instance I , the configuration above r∗ in all bins in the
instance I ′ will not change. Only the packing of the items in the “gray” area may change, an vacancy increase. Then,
for the situation SI , the number of used bins doesn’t change. For the situation SI I , the release time of the exclusive
item in the last bin must larger than r∗, or it should be packed in a certain bin before. The number of used bins by
these two instances doesn’t change.
(2) If r∗ will be used by some subsequential item a∗ in I .
(α) If the position for a j+1 in the instance I is always empty in the instance I ′, it means the items come later with
release time less than r j+1 could not change their locations in the instance I ′. And from the algorithm, for the instance
I ′, the item a∗ should be packed at r∗ in the bin B∗ + 1 . If there is a vacancy above or at r∗ after the assignment of
the last item in the instance I , for the situation SI and SI I , the number of used bins will not make a change for the
instance I ′. If there is no vacancy above or at r∗ after the assignment of the last job in the instance I , which happens
only in the situation SI , see the Fig. 6, because the “grey” area is full before reversing, while after reversing the item
a∗ occupies one vacancy for some item which cannot be assigned in opened bins except the “grey” areas on, there
must be an excessive item which was assigned in the “grey” area before reversing and could not be packed into the
used bins after reversing. Then a new bin should be opened for it in the instance I ′. Hence the solution of algorithm
AHC { 1K } for the instance I ′ increases 1.
(β) If the position for a j+1 in the instance I is packed by an item ak in the instance I ′. Similarly , if there is a
vacancy above or at r∗ after all items have been assigned in the instance I , for the situation SI , the number of used
bins doesn’t change for the instance I ′. Suppose this vacancy to be at r ′′, for the situation SI I , the release time of the
exclusive item in the last bin must larger than r ′′, or it should be packed in a certain bin before. The number of used
bins doesn’t change, either. Otherwise, which shall happen only in the case SI with no vacancy above or at r∗? See
the Fig. 7, the “heavy grey” area is full, only the items packed in the heavy and soft “grey” area may change their
locations. In the “soft grey”, a vacancy increases, while in the “heavy grey” area, there must be an excessive item
which could not be packed into the used bins and a new bin should be opened for the instance I ′. Hence the solution
of algorithm increases by one.
In a word, in the subcase 2.2.1, the solution of the algorithm AHC { 1K } for the instance I ′ will increase by one or
does not decrease.
Appendix B. The proof of Case 3 in Lemma 5
In this case, we prove that after interchanging two items, the solution of AHC { 1K } does not decrease.
(1) OPT j < OPT j+1. We have
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Fig. 4. The configuration transform in (1) (α).
Fig. 5. The configuration transform in (1) (β).
Fig. 6. The configuration transform in (2) (α) with no vacancy above or at r∗.
OPT j−1 < OPT′j = OPT j < OPT′j+1 = OPT j+1.
The two items a j and a j+1 are packed at their release times, respectively, in both instances I and I ′. Consequently,
the solutions of these two instances are the same.
(2) OPT j = OPT j+1.
(α) OPT j−1 < OPT′j = OPT j , again the two items a j and a j+1 are packed at their release times in both
instances, respectively. Hence, the solutions don’t change.
(β) OPT j−1 = OPT′j < OPT j . For instance I , the two items a j and a j+1 are packed at their release times,
respectively. For instance I ′, assume that the item a j+1 is packed at r∗ ≥ r j+1 in the bin B∗. If r∗ = r j+1, the locations
of a j and a j+1 will not change. If r∗ > r j+1 the analysis is similar as Subcase 2.2.1. The solution of algorithm
AHC { 1K }, for instance, I ′ is not smaller than the solution of algorithm AHC { 1K }, for instance, I in the case SI I .
Appendix C. Proof of Theorem 7
Proof. The conclusion is trivial if K = 1. When K ≥ 2, from the Fact 4 and Lemma 5, I0 is still one of the worst
instances. Similar analysis as Theorem 6, we can get this theorem. We consider the case when K is even. The case
that K is odd can be proved by analogy. Let C = 2, K = 2m. See the Fig. 8 for an illustration of packing I0 by the
algorithm MAHC { 1K }.
The first K items are packed into the first bin. When the K items comes with release time i/K (i = 1, 2, . . . , K−1),
(a) if i is odd, set i = 2h − 1(h = 1, 2, . . . ,m), K − 2h items of them are packed into the 2i-th and (2i + 1)-th
bins under 12 + h−1K , and each of the other 2h of them is located at 12 + h−1K in the later 2h bins;
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Fig. 7. The configuration transform in (2) (β) with no vacancy above or at r∗.
Fig. 8. MAH2{ 1K } packing for even K .
(b) i is even, set i = 2h(h = 1, . . . ,m − 1), K − 2h items of them are packed into the 2i-th and (2i + 1)-th bins
under 12 + hK , and each of the other 2h of them is located at 12 + hK in the bins from the 2rd to the (2h + 1)-th.
Since the last K items’s release times are K−1K and (K − 1) is odd, these K items are just located at K−1K in the last
K bins. Thus total 2K − 1 bins are used.
The remaining case that there exist many kinds of items with the same release times could be proved analogously
as Theorem 6.
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