In this paper. we consider the problem of target tracking using sensor network measurements. We assume no prior knowledge of the sensor locations and so we refer to this tracking as 'blind'. Since any sensor localization algorithm can only find the sensor location estimates up to a rotation and translation, we propose a novel sparsity penalized multidimensional scaling (MDS) algorithm to align the current time sensor location estimates to those of the previous timeframes. In the presence of a target, only location estimates of those sensors in the vicinity of a target vary from their initially estimated values. Based on the differences in the sensor location estimates between two time-frames, we design a perturbation based algorithm naturally rising from the sparsity penalized MDIS for tracking multiple targets relative to the initial sensor location estimates. Through a detailed numerical analysis, we show that the tracking algorithm based on sparsity penalized MDS outperforms the conventional likelihood ratio test (LRT) based tracking.
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INTRODUCTION
Target tracking has been of significant interest in many military and civilian applications such as surveillance, vehicle tracking, robotics, biological research, and automotive collision warning systems. De- pending on the models for the target trajectory and sensor measurements, tracking algorithms based on the Kalman Filter [1] . extended Kalman filter [2] , and Gaussian sum approximations [3] have been proposed. Particle filtering methods were then proposed for tracking, where the probability density of the state of the target (e.g., physical coordinates, velocity) is approximated on a set of discrete points [4] . Most prior work on tracking consider a model-based approach, which requires a detailed probabilistic model of the unknown target dynamics, more sensed information, and is computationally intensive.
A link level tracking algorithm localizes the target to within a small set of sensor links. Link level tracking has many attractive features, the most important of which is that it does not require a physical model for the target. This approach for a simple binary sensing measurement model is shown to require minimal power and is also analytically tractable [551 Moreover the goal of certain sen sor networks is to obtain an estimate of the location of the targets, or detect change in the network For example in military applica tions the sensors can locate a target relative to the network and the network can activate the appropriate sensors to identify the target.
For animal tracking in biological research, it is sufficient to have a This work was partially supported by a grant fomn the National Science Foundation CCR-0325571. low resolution tracking algorithm to monitor animal behavior and interactions with their own clan and with other species.
Most tracking algorithms assume knowledge of the sensor locations or estimate the sensor locations separately before employing the tracking algorithm. The process of estimating the sensor locations using a set of inter-sensor measurements is called sensor localization. Prior work on sensor localization assume the presence of anchor nodes, i.e., certain sensors which have knowledge of their positions in the network. In the absence of anchor nodes, the sensor location estimates are only accurate up to a rotation and translation.
The intuition behind this result is as follows: consider the problem of estimating n sensor locations given the n(n -1)/2 inter-sensor distance measurements. The distance information depends only on the differences in the sensor locations so that the positions of the n sensors in the network can be rotated and translated without changing these distances.
In this paper, we propose the sparsity penalized distributed weighted multidimensional scaling (dwMDS) algorithm which simultaneously localizes the sensor nodes in the absence of anchors and tracks multiple targets. The principle behind our proposed algorithm is the following: in the 'acquisition phase' or initialization. an initial estimate of sensor locations is acquired. Once the sensors have been initially localized, it is only the network topology that is critical to the problem of tracking. Hence, during the tracking phase, we introduce a sparsity constraint to the cost function of a localization algorithm, which attempts to align the current time sensor location estimates to that of the previous time-frame. By doing so, we keep monitoring the network with respect to a fixed geometry obtained by the localization algorithm at the first time instance. The sparsity constraint only reassigns a small fraction of the sensor locations, while the rest ofthe sensor location estimates remain unchanged from their previously estimated values. When the sensor network is then used for tracking, only the sensors affected by the presence of a target are perturbed. Based on the differences in the sensor location estimates between two time-frames, we propose a novel perturbation based link level tracking algorithm, which accurately localizes a target to within a small set of sensor links. Since this tracking method arises naturally from the sparsity penalized MDS algorithm, it is able to perform spatial and temporal smoothing unlike the more conventional LRT based tracking. We given the RSS measurements, the objective of the tracking algorithm is to identify the set of links i, j which indicate a presence of a target. These binary outputs are then used to obtain an estimate of the physical location of the target.
SPARSITY PENALIZED MDS
Sensor localization algorithms can be broadly classified into two categories: centralized strategies and decentralized strategies. In a centralized algorithm such as MDS, a fusion center estimates the sensor locations using the measurement data received from the sensors.
In a decentralized algorithm, the localization of the sensor nodes is performed locally, i.e., each sensor estimates its location based on the information communicated from its neighbors. This distributive strategy limits power consumption and conserves bandwidth for large scale sensor networks. An example of decentralized localization is the dwMDS algorithm proposed in [6] . However, consistent reconstruction of the sensor locations is attainable only in the presence of anchor nodes. If the current localization algorithms are implemented for anchor free localization, the geometry of the sensor network assumes different alignments as localization is performed over various time instants. This makes it impossible to track changes in the network. To overcome this problem, we present a sparsity penalized dwMDS algorithm that aligns the current sensor location estimates to those of previous time-frames.
Consider using the MDS algorithm independently to obtain the sensor location estimates at time t and at time t -1. Alignment between these two sets of points can be performed in various ways. For example, in Procrustes analysis [7] alignment is performed by finding the optimal affine transformation of one set of nodes that yields the set closest to the second set of points in the least squares sense However this procedure cannot guarantee that many sensor locations estimates will remain unchanged from their previously estimated values. The errors in the sensor location estimates between two time steps may accumulate over time resulting in alignment er rors. In contrast, we introduce a sparseness penalty on the distances between the sensor location estimates at time t (xi) and at time t-1 (x(-) directly to the sensor localization algorithm. Construct a vector of Euclidean distances between the location estimates at time t and attime t- (2) where I( ) is the indicator function. Using an lo-constraint on the distance vector g(t) of the form IIg(t) llo < q, we guarantee that no more than q of the location estimates will vary from their previous time-frame values. Minimizing a cost function under the loconstraint requires a combinatorial search which is computationally infeasible. Define the lp-measure of a vector v as lvllp -(E viP)IP (3) For a quadratic cost function, an 1p-constraint (O < p < 1) induces a sparse solution. Among all lp sparsifying constraints, only p = 1 offers a convex relaxation to the lo-constraint [8] . To promote sparsity, we next advocate the use of the 1p-constraint as a penalty term via the Lagrange multiplier in the dwMDS algorithm to solve for the sensor location estimates. Hence the term sparsity penalized
MDS.
The cost function of the dwMDS algorithm [6] is motivated by the variational formulation of the classical MDS, which attempts to find sensor location estimates that minimize the inter-sensor distance errors. Keeping in mind that it is the geometry of the sensor network which is crucial for tracking, we present a novel extension of the dwMDS algorithm through the addition of the sparseness inducing Ip-constraint. At any time t, we seek to minimize the overall cost function C(t) given by
Evlx,jxj,2 Ajg(t P. (4) -(t)~~~1ilx -t12+Algt we introduce an lp-constraint (O < p < 1) on the distances between the sensor locations at time t and the estimated sensor locations at time t-1. The Lagrange multiplier of the sparseness penalty is denoted as A. We can tune the value of A to yield the desired sparsity level in g(t). Later, when we apply the algorithm for tracking, the sparseness will be advantageous as only those sensors which are highly affected by the target will vary from their initial positions, thereby allowing for a detection of the target through the process of relative sensor localization. The sensor location estimates are found by minimizing C(t) in (4) using optimization transfer. Closed-form iterations for a distributive implementation of the sparsity penalized MDS algorithm is derived in [9] .
To find the maximum likelihood (ML) estimate of the distance from the RSS measurements, we assume the RSS to be log-normal in its distribution [10] , i.e., if Pi, is the measured power by sensor i transmitted by sensor j in milliWatts, then 10 log 0(Pi,j) is Gaussian. Thus PJj in dBm is typically modeled as pi j _ JV(Pi,j? (T0) (5)
where Pij is the mean received power at distance dij, co is the standard deviation of the received power in dBm, and Po is received power in dBm at a reference distance do. np is referred to as the path-loss exponent that depends on the multipath in the environment. Given the received power. we use maximum likelihood estimation to compute the range, i.e., distance between the sensor nodes i and j. Pi.
Hi 3 (8) Ho
where -i is chosen to satisfy a false alarm level and Pi, is the mean received power in the sensor link estimated using an initial set of range measurements. We assume that the sensor network is in its steady state operation mode. We do not consider the transient effects in the measured data when it is obtained in the absence of any target. A derivation of the decision rule and its performance can be found in Appendix 7. We show that the performance ofthe optimal detector is dependent on the number of samples M available for the inter-sensor measurements. As M1 becomes very large, the probability of correct detection 3 tends to 1. However, if only few samples are available, 3 may not approach I and misdetect type errors may become non negligible. In such a case, instead of using the LRT, we can use a test on the variation of the sensor location estimates at time t from their estimates at a previous timeT (T < t). In other words, we can perform a simple hypothesis test for each link of the form (9) where d(t) = xIx(t)-x(t) and {x(t)} are the sensor location estimates obtained from the sparsity penalized MDS algorithm.
NUMERICAL STUDY
We analyze the performance of the localization algorithms using ROC curves. We consider the following setup: we deploy a 10 x 10 uniform grid of sensors in a network (see Fig. 2 ). We consider anchor free localization, i.e., m = 0 and make a single inter-sensor measurement (l = 1) at each time frame. We assume no a priori knowledge of the sensor coordinates, i.e., ri = 0. Each sensor communicates only to its 8 nearest neighbors and the weights for those links were chosen by the LOESS strategy [6] . The rest ofthe weights were set to zero. Furthermore, we set noise variances co and Ca1 defined in (5) and (7), respectively as ro = I andcrT = 5)o = 5.
Sensor links within a radius R = 1.5 indicate the presence of a target, i.e., follow the HI hypothesis. We set the reference distance do defined below (5) to be do = 1 and the path loss exponent 1 = 2.
We set the sparseness parameters A = 2.5 and p = 1 to produce a change in the location estimates for only a small portion (< I10 o) of the sensors.
We begin by considering the case of random appearance of targets in the sensor network, i.e., targets appear at different locations every time instant. For the distance based target localization algorithm (DBT), we setT = 0 in (9), i.e., we compare our distance estimates to a fixed initial frame For every time instant the DBT and the LRT are performed on each active sensor link and the process is repeated for 5000 target locations. The resulting ROC curve is presented in Fig. l . The ROC for the LRT using simulations is indicated using circles and the corresponding theoretical curve obtained from (14) is shown as a solid line. We observe that the simulation and the theoretical curves match for the LRT The ROC for the DBT is shown using a dashed line. The DBT algorithm yields higher probability of correct detection than the LRT for most false alarm levels For example at false alarm level -i 023 3 for the DBT is approximately 0.89 which is 5%£ more than that of the LRT, which yields 8B 0.84. The intuition for this result is as follows: in the presence of a target, the RSS measurements of the sensor links are spatially-correlated. The presence of a target in a given link implies that with high probability the target is present in neighboring sensor links. However, the RSS model in (7) specifies only the distribution of the measurements independently on each link. The LRT makes complete use of the RSS measurements but is limited in its performance as the optimal decision statistic for each sensor link i: j is independent of other sensor link measurements. On the other hand, the DBT finds the active sensor links only based on the estimated distances through sparsity penalized MDS. However. since the inter-sensor distances are computed at each sensor using information from its nearest neighbors, this method makes an implicit use of the spatial correlation of the measurements in its decision statistic, which results in an improvement in performance.
Next, we consider the case of a moving target, where we assumed a standard state-space target motion model (for the purpose of a visually pleasing trajectory). We repeated the same algorithms for 5000 such trajectories. The LRT based algorithm yields the same performance curve as the test is independent of whether the target is moving or not. The resulting ROC curve for the DBT is presented as a dotted line in Fig. 1 . Since we continue to base our decision rule on the fixed initial frame (T = 0), we observe that the performance of the DBT is also similar to the case of random target appearances.
In the case of a moving target, the RSS measurements are also temporally-correlated. Given a set of sensors indicating a presence of a target at a particular time, there is a high probability that the target is in the vicinity of these sensors at the next time frame. To make use ofthe temporal correlation. we can compare the current estimated distances to the estimated distances from the previous timeframe rather than the initial frame, i.e., set T = t 1L instead of =0. The temporal correlation of the RSS measurements is captured in the DBT through the sparsity constraint used for aligning the sensors locations estimates. In other words, with high probability the sensor location estimates that are perturbed in the previous time-frame will also be perturbed in the current time-frame, thereby increasing the probability of detection. The results for T = t-1 are presented in Fig 1 using a dashed 
CONCLUSIONS
In this paper, we proposed a novel sparsity penalized MDS algorithm for simultaneous target and sensor localization. The subset selection capability of the sparsity constraint allowed us to find the set of sensors that have been perturbed in the presence of the target. Based on experimental results, we formulated statistical models for the RSS measurements in the presence and absence of targets. Using this model, we showed that for a large range of false alarm levels. the DBT outperforms the LRT as it is able to perform spatial and temporal smoothing without the need for target motion models. The nonparametric nature of our algorithm makes it attractive when RSS models are unavailable or inaccurate.
APPENDIX: OPTIMAL LIKELIHOOD RATIO TEST
To test the presence of a target on a sensor link i,j, we pose the following hypotheses testing problem Ho P1i PI K(P 2) H1 :P1. P P K(P o) i.i.d P K(P f) where P1, . . ., PAy are the measurements made by a particular link i, j. We leave out the indices i, j in the measurements for brevity. P is the mean received power in the sensor link i, j. We assume it can be obtained during the system setup in the absence oftargets. Denote the measurements by the Al-element vector p = [P1, P2 P T. Then the hypotheses can be written as 
where Co = a 2I, C, = '211T + U2 T and C denotes the determinant of a matrix C. 
