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ASYMPTOTIC PLATEAU PROBLEM IN H2 × R
BARIS COSKUNUZER
ABSTRACT. We give a fairly complete solution to the asymptotic Plateau
Problem for area minimizing surfaces in H2 ×R. In particular, we iden-
tify the collection of Jordan curves in ∂∞(H
2 × R) which bounds an
area minimizing surface in H2 × R. Furthermore, we study the simi-
lar problem for minimal surfaces, and show that the situation is highly
different.
1. INTRODUCTION
Asymptotic Plateau Problem asks the existence of a minimal surface Σ
in H2 × R for a given curve Γ in ∂∞(H2 × R) with ∂∞Σ = Γ. We will
call a finite collection of disjoint Jordan curves Γ in ∂∞(H
2 × R) fillable,
if Γ bounds a complete, embedded minimal surface S in H2 × R with
∂∞S = Γ. We will call Γ strongly fillable if Γ bounds a complete, em-
bedded, area minimizing surface Σ in H2 × R with ∂∞Σ = Γ. In this
paper, our aim is to classify fillable and strongly fillable infinite curves in
∂∞(H
2 × R).
In the last decade, minimal surfaces in H2 × R have been studied exten-
sively, and many important results have been obtained on the existence of
many different types of minimal surfaces in H2 × R and their properties,
e.g. [NR, CR, CMT, MMR, MoR, MRR, PR, RT, ST1, ST2].
Let Γ± = Γ ∩ (H2 × {±∞}) and Γ˜ = Γ− (Γ+ ∪ Γ−). We call Γ infinite
if either Γ+ or Γ− is nonempty, and finite otherwise. We will call Γ tame, if
Γ± consist of finitely many components.
Recently, Kloeckner and Mazzeo [KM], and the author [Co1] indepen-
dently studied the asymptotic Plateau problem in H2 × R. While the au-
thor gave a fairly complete classification of strongly fillable finite curves
in [Co1], Kloeckner and Mazzeo constructed many interesting families of
finite and infinite fillable curves in [KM]. In this paper, we study the infinite
curves in ∂∞(H
2 × R), and complete the classification of strongly fillable
curves. Our main result is as follows:
The author is partially supported by BAGEP award of the Science Academy, and a
Royal Society Newton Mobility Grant.
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Theorem 1.1. Let Γ be a tame infinite curve in ∂∞(H
2 × R). Then, Γ is
strongly fillable if and only if all of the following conditions satisfied:
• int(Γ±) is a collection of geodesics (possibly empty).
• Γ is tall.
• Γ is nonoverlapping at the corner.
• Γ is fat at infinity.
For a given Γ, being fat at infinity is completely determined by Γ±, while
being tall is determined by Γ˜. In [Co1], we introduced the notion of being
tall, and showed that a finite curve Γ is strongly fillable if and only if Γ
is tall. In this paper, we introduce two new notions for infinite curves in
∂∞(H
2 × R), namely being fat or skinny at infinity, and nonoverlapping at
the corner, which characterize the behavior of Γ±. Note that we have some
exceptional curves coming from fat at infinity definition (See Remark 2.21).
The outline of the paper is as follows. The main difference for the solu-
tion to the asymptotic Plateau problem forH3 and forH2×R is the escaping
to infinity problem. In H3, a sequence of compact area minimizing surfaces
{Σn} with ∂Σn → Γ limits to an area minimizing surface Σ with ∂∞Σ = Γ
since convex hull of Γ is a natural barrier for the sequence {Σn} [An]. How-
ever, in H2 × R, such a sequence might escape to the infinity, and give an
empty limit as discussed in [Co1]. Hence, for the existence part of the main
result, we first build a barrier near infinity to cover the complement of Γ in
∂∞(H
2×R) so that no piece of the sequence Σn escapes to infinity, and the
limit area minimizing surface Σ has the desired asymptotic boundary, i.e.
∂∞Σ = Γ. To build the barrier near infinity, we use finite tall rectangles for
the cylinder S1∞×R, and infinite rectangles and Scherk graphs (see section
2.3) for the caps H2 × {±∞}. For the nonexistence direction, we use the
Scherk graphs and area comparison to get a contradiction.
In the proof of the only if part of the main result, the area comparison is
crucial, so the result only applies to area minimizing surfaces inH2×R. In
Section 4, we discuss many infinite Jordan curves which bounds complete
minimal surfaces, but no area minimizing surfaces in H2 × R.
The organization of the paper is as follows. In the next section, we give
some definitions and related results. In Section 3, we give the complete
solution to the asymptotic Plateau problem in H2 × R, and prove the main
result, Theorem 1.1. In Section 4, we discuss fillable and nonfillable infinite
curves in H2 × R. Finally in section 5, we give some concluding remarks
on further generalizations and directions.
1.1. Acknowledgements. Part of this research was carried out at MIT dur-
ing my visit. I would like to thank them for their great hospitality. I would
like to thank the referee for very valuable remarks.
ASYMPTOTIC PLATEAU PROBLEM IN H2 × R 3
2. PRELIMINARIES
In this section, we will give the basic definitions, and a brief overview of
the past results, which will be used in the paper.
Throughout the paper, we use the product compactification ofH2×R. In
particular,H2 × R = H2×R = H2×R∪ ∂∞(H2×R) where ∂∞(H2×R)
consists of three components, i.e. the infinite cylinder S1∞×R and the caps
at infinity H2 × {+∞}, H2 × {−∞}. Hence, H2 × R is a solid cylinder
under this compactification.
Let Σ be an open, complete surface in H2 × R, and ∂∞Σ represent the
asymptotic boundary of Σ in ∂∞(H
2 ×R). Then, if Σ is the closure of Σ in
H2 × R, then ∂∞Σ = Σ ∩ ∂∞(H2 × R).
Definition 2.1. A surface is minimal if the mean curvature H vanishes ev-
erywhere. A compact surface with boundary Σ is called area minimizing
surface if Σ has the smallest area among the surfaces with the same bound-
ary. A noncompact surface is called area minimizing surface if any compact
subsurface is an area minimizing surface.
Note that any area minimizing surface is minimal. In this paper, we will
study the Jordan curves in ∂∞(H
2 × R) which bounds a complete, embed-
ded, minimal or area minimizing surfaces in H2 × R.
Convention: [Curve] By curve, we mean a finite collection of disjoint Jor-
dan curves in ∂∞(H
2 × R) throughout the paper unless otherwise stated.
Definition 2.2 (Fillable Curves). Let Γ be a curve in ∂∞(H
2 × R). We
will call Γ fillable if Γ bounds a complete embedded minimal surface S
in H2 × R, i.e. ∂∞S = Γ. We will call Γ strongly fillable if Γ bounds a
complete embedded area minimizing surface Σ in H2 × R, i.e. ∂∞Σ = Γ.
We call such S or Σ as filling surface for Γ.
Notice that a strongly fillable curve is fillable. Note also that fillable
curves here corresponds to minimally fillable curves in [KM].
The Asymptotic Plateau Problem for H2 × R is the following classifica-
tion problems:
Which Γ in ∂∞(H
2 × R) is fillable or strongly fillable?
Throughout the paper, we will use the following notation for the curves
at infinity. Γ = Γ+ ∪ Γ− ∪ Γ˜ where Γ± = Γ ∩ (H2 × {±∞}) and Γ˜ =
Γ ∩ (S1∞ × R). In particular, Γ
± is a collection of closed arcs and points in
the caps at infinity, where Γ˜ is a collection of open arcs and closed curves
in the infinite cylinder.
With this notation, we will call a curve Γ finite if Γ+ = Γ− = ∅. We will
call Γ infinite otherwise.
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2.1. Finite Curves.
When Γ is an essential Jordan curve in S1∞ ×R which is a vertical graph
over S1∞ × {0}, then there exists a vertical graph over H
2 × {0} giving a
positive answer to this existence question [NR]. However, for some null-
homotopic simple closed curves in ∂∞(H
2 × R), the situation can be quite
different. Unlike the H3 case [An], Sa Earp and Toubiana proved that there
are some nonfillable Γ in ∂∞(H
2 × R) [ST1].
Definition 2.3. [Thin tail] Let Γ be a simple closed curve in ∂∞(H
2 × R),
and let γ be an arc in Γ. Assume that there is a vertical straight line L0 in
∂∞(H
2 × R) such that
• γ ∩ L0 6= ∅ and ∂γ ∩ L0 = ∅,
• γ stays in one side of L0,
• γ ⊂ ∂∞H
2 × (c, c+ π) for some c ∈ R.
Then, we call γ a thin tail in Γ.
Lemma 2.4. [ST1] Let Γ be a simple closed curve in ∂∞(H
2 × R). If Γ
contains a thin tail, then there is no properly immersed minimal surface Σ
in H2 × R with ∂∞Σ ⊃ Γ.
The above result shows that the curves with thin tail cannot be fillable.
Hence, to bypass this obstruction, we introduced the following notion.
Definition 2.5. [Tall Curves] [Co1] Consider S1∞ × R with the coordinates
(θ, t) where θ ∈ [0, 2π) and t ∈ R. We will call the rectangle R = [θ1, θ2]×
[t1, t2] ⊂ S1∞ × R as tall rectangle if t2 − t1 > π.
We call a curve Γ in ∂∞(H
2×R) tall curve if the open region S1∞×R−Γ
can be written as a union of tall rectangles int(Ri), i.e. S
1
∞ × R − Γ =⋃
i int(Ri). Note that this definition naturally generalizes to infinite curves.
Notice that tall curves do not have thin tails. Furthermore, we define the
height of a curve, h(Γ), as the length of the smallest component in vertical
line segments in S1∞ × R− Γ. Hence, Γ is tall if and only if h(Γ) > π.
In [Co1], we gave a fairly complete classification of strongly fillable finite
curves as follows.
Lemma 2.6. [Co1] Let Γ be a finite curve in S1∞×R with h(Γ) 6= π. Then,
Γ is strongly fillable if and only if Γ is a tall curve.
After this result for finite curves, we aim to give a characterization for
infinite strongly fillable curves to complete the classification.
2.2. Infinite Curves.
As we defined before if Γ± = Γ ∩ (H2 × {±∞}) is nonempty, we call Γ
in ∂∞(H
2 × R) an infinite curve. In [KM], Kloeckner and Mazzeo studied
infinite fillable curves. To cite their result, we need to adapt their notation.
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Note that here we use closed caps H2 × {±∞} to define infinite curves.
However, Kloeckner-Mazzeo used open caps at infinity H2 × {±∞} in
[KM] to study infinite curves. To state their result, and clarify the ambiguity,
we introduce the following notation.
Definition 2.7. Let Γ±g = Γ∩H
2×{±∞} corresponds to the interior of Γ±.
In particular, if nonempty, Γ±g will be a collection of arcs in H
2 × {±∞}.
The subscript g corresponds to the term ”geodesic”, which will be clear in
the next lemma.
Let Γ±g be the closure of Γ
±
g in H
2 × {±∞}. In other words, if Γ±g is a
finite collection of arcs inH2×{±∞}, then Γ±g is Γ
±
g with the endpoints in
S1∞ × {±∞}.
Let Γ±c = Γ
± − Γ±g be the remaining boundary points of Γ
± in S1∞ ×
{±∞}. Here, the subscript c correspond o the term ”corner”. In particular,
Γ±c are exactly the points in Γ which are not transverse to the corner circles
S1∞ × {±∞}. In other words, Γ
±
c are the points in S
1
∞ × {±∞} which are
interior points of the arcs of Γ ∩ (S1∞ × R).
We will call Γ nonoverlapping at the corner if Γ±c does not contain any
interval in the corner circles S1∞ × {±∞}. In other words, Γ does not
overlap with the corner circles of ∂∞(H
2×R) in any interval. This property
will be used in the next section to classify strongly fillable curves.
Now, we can state the key property of infinite fillable curves, given in
[KM, Proposition 4.3].
Lemma 2.8. [KM] If Γ is an infinite fillable curve in ∂∞(H
2×R), then Γ±g
must be a collection of geodesics in H2 × {±∞}.
This lemma is crucial to understand the structure of Γ± for fillable curves.
The following lemma will also be useful in the following sections.
Lemma 2.9. If Γ is an infinite fillable curve in ∂∞(H
2 × R), then Γ±g in
H2 × {±∞} must be disjoint.
Proof: By Lemma 2.8, we only need to show that two geodesics in Γ+g
cannot have same endpoint in S1∞ × {+∞}. Assume on the contrary that
γ1 and γ2 in Γ
+ have same endpoint p = (θ0,∞) ∈ S1∞ × {+∞}. LetR =
[θ1, θ2]×[c1, c2] be a rectangle in S
1
∞×R such that θ0 ∈ (θ1, θ2) andR∩Γ =
∅. Let T be the unique area minimizing surface in H2 × R with ∂∞T =
∂R. Let Ω be the component of H2 × R − T with ∂∞Ω = int(R). By
[Co1, Lemma 2.11], we can foliate Ω by unique area minimizing surfaces
bounding smaller rectangles inR.
By the proof of [KM, Proposition 4.3], the limit of Σt = Σ − t is a
minimal plane “Σ which is a product plane, Γ+g × R. By construction, Γt ∩
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R = ∅ for any t. AsΩ is foliated by minimal planes, this impliesΣt∩Ω = ∅
by maximum principle. However, the limit plane “Σ ∩ Ω 6= ∅ as “Σ ⊃ (γ1 ∪
γ2)× R. This is a contradiction. The proof follows.
Now, we give a natural generalization of tall rectangles to infinite curves.
Definition 2.10. [ST1] [Infinite Rectangles] Let γ be a complete geodesic
in H2 with ∂∞γ = {p, q}. Let α be one of the two arcs in S1∞(H
2) with
endpoints p and q. Fix t0 ∈ R. Let l+p = {p} × [t0,∞] and l
−
p = {p} ×
[−∞, t0] be the vertical line segments in S1∞ × R. Let γ
± = γ × {±∞}
be the geodesic in H2 × {±∞}. Let α0 = α × {t0}. Then define R+ =
γ+∪ l+p ∪ l
+
q ∪α0 is an infinite rectangle. Similarly,R
− = γ−∪ l−p ∪ l
−
q ∪α0
is also an infinite rectangle. See Figure 6-Left, where each component is an
infinite rectangle.
Lemma 2.11. Any infinite rectangle in ∂∞(H
2×R) is strongly fillable, and
it bounds a unique area minimizing surface in ∂∞(H
2 × R).
Proof: Let R = γ+ ∪ l+p ∪ l
+
q ∪ α0 be an infinite rectangle with the
notation above. By [ST1], R bounds a minimal surface T in H2 × R, i.e.
∂∞T = R. Furthermore, T is a graph over the region ∆ in H2 separated
by γ ∪ α [ST1].
Consider the family of minimal surfaces {Ts | s ∈ R} where Ts is s
vertical translation of T . By construction, {Ts} foliates the convex region
∆ × R. This shows that T is area minimizing, and the unique minimal
surfaceR bounds in H2 × R. Hence,R is strongly fillable.
Definition 2.12. [Tame Curves] We will call an infinite curve Γ in ∂∞(H
2×
R) tame if Γ± has finitely many component. Otherwise, we will call Γ a
wild curve.
Remark 2.13. Throughout the paper, all the curves are assumed to be tame
unless otherwise stated. In Section 5.3, we give two Cantor-like examples
of wild curves which point out that the asymptotic Plateau problem can be
quite different for wild curves in general.
2.3. Scherk Graphs.
Now, we recall the results on Scherk graphs in H2 × R by [CR]. These
are minimal graphs over ideal 2n-gons in H2 where the graph takes values
+∞ and −∞ on alternating sides. In particular, let∆ be a closed ideal 2n-
gon in H2. Let V = {p1, p2, ..., p2n} ∈ S
1
∞(H
2) be the set of ideal vertices
of ∆ which are circularly ordered. Let αi be the geodesic with ∂∞αi =
{p2i−1, p2i} and βi be the geodesic with ∂∞βi = {p2i, p2i+1}. Then, ∂∆ =
α1 ∪ β1 ∪ ... ∪ αn ∪ βn. For each ideal vertex pi, define a sufficiently small
horocycle Ci such that Ci ∩ Cj = ∅ for any 1 ≤ i < j ≤ 2n. Let Bi be the
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open horodisk whichCi bounds inH
2. LetΩ = H2−
⋃
iBi. Let α̂i = αi∩Ω
and β̂i = βi ∩ Ω. Let a(∆) = Σ|α̂i| and b(∆) = Σ|β̂i|. See Figure 1-left.
We say an ideal polygon D is inscribed in ∆ if ∂∞D ⊂ V . Clearly, ∂D
consists of some geodesics in ∂∆, and some other geodesics {γj} in the
interior of ∆. Let a(D) is the sum of |α̂i| where αi ⊂ ∂D, and similarly
define b(D). Let c(D) = Σ|γ̂j| where γ̂j = γj ∩ Ω. Then, let |D| be the
sum of the ”truncated lengths” of the geodesics in ∂D, i.e. |D| = a(D) +
b(D) + c(D).
Definition 2.14 (Exact Polygons). Let∆ be an ideal 2n-gon inH2. For any
inscribed polygon D in ∆ with D 6= ∆, let 2a(D) < |D| and 2b(D) < |D|.
Then, we call ∆ a regular ideal polygon.
Let ∆ be a regular ideal polygon with a(∆) = b(∆). Then, we call ∆ an
exact ideal polygon.
α̂1
α̂3
α̂2
β̂3
β̂2
β̂1
B2
B4
B6
∆
α+3
α+2
α+1
β−2
β−1
β−3
Γ
FIGURE 1. In the figure left, ∆ is an ideal hexagon where Bi rep-
resents the small horoballs at pi ∈ S1∞. In the right, the asymptotic
boundary of a Scherk graph is given.
Recently, Collin and Rosenberg showed the existence of solutions to the
Dirichlet problem with±∞ boundary values for exact ideal polygons [CR,
Theorem 1].
Lemma 2.15. [CR] [Scherk Graphs] Let ∆ be an exact ideal 2n-gon in
H2. Then, there exists a solution u : ∆ → R to the minimal surface equa-
tion on ∆ which takes values +∞ on αi and −∞ on βi for 1 ≤ i ≤ n.
Furthermore, the solution is unique up to an additive constant.
Remark 2.16. [Area Minimizing] The Scherk graph Σ = graph(u) is a
minimal surface in H2 with
ξ = ∂∞Σ =
n⋃
i=1
(αi × {+∞}) ∪ (βi × {−∞})
2n⋃
j=1
lpj
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where lp is the vertical line {p}×R in S1∞×R. We will call the asymptotic
boundary ξ of a Scherk graph a Scherk curve in ∂∞(H
2 × R). See Figure
1-right.
Notice that Σ is also an area minimizing surface in H2 × R because the
family of surfaces {Σt | t ∈ R} foliates the convex region∆×R where Σt
is the t vertical translation of Σ.
2.4. Fat / Skinny at Infinity.
Now, we introduce a new notion to study the fillability of the infinite
curves by using Scherk graphs. Let Γ = Γ+ ∪ Γ− ∪ Γ˜ as before. Since we
assume Γ is tame, Γ±g is a finite collection of geodesics. Let Γ
+
g = γ
+
1 ∪...γ
+
n
and Γ−g = γ
−
1 ∪ ...γ
−
m for n,m > 1 where γ
±
i corresponds to a geodesic in
H2×{±∞} by Lemma 2.8. n = 1 orm = 1 cases are trivial, and they will
be discussed later.
By Lemma 2.9, we further assume no endpoints of γ+i and γ
+
j are the
same for i 6= j. Let V+ =
⋃
∂∞γ
+
i be the set of 2n points in S
1
∞ × {+∞}.
Let V+ = {p+1 , p
+
2 , ..., p
+
2n} be indexed so that the points are circularly or-
dered. For 1 ≤ i ≤ 2n, let τ+i be the geodesic in H
2 × {+∞} with
∂∞τ
+
i = {p
+
i , p
+
i+1}. Of course, for some i, τ
+
i ⊂ Γ
+. Similarly, define
V− to be the set of endpoints of γ−j , and τ
−
j to be the geodesics between
them for 1 ≤ j ≤ 2m.
Let∆+ be the convex hull of V+ inH2×{+∞}. In particular,∆+ is the
closed ideal 2n-gon in H2 × {+∞} with ∂∆+ =
⋃2n
i=1 τ
+
i . Similarly define
∆− which is a closed ideal 2m-gon with ∂∆− =
⋃2m
j=1 τ
−
j . Notice that some
of the geodesics γ+i might be in the interior of ∆
+. Hence, ∆+ − Γ+ is a
union of ideal polygons in H2 × {+∞}, i.e. ∆+ − Γ+ = ∆+1 ∪ .. ∪ ∆
+
n1
for some n1 ≥ 1, where the vertices of ∆
+
i is in V (See Figure 2-right).
Similarly, let ∆− − Γ− = ∆−1 ∪ ...∆
−
m1
. By abuse of notation, we will take
∆±i as the closed polygons containing its sides, i.e. ∆
+ = ∆+1 ∪ ... ∪ ∆
+
n1
and∆− = ∆−1 ∪ .. ∪∆
−
m1
. Notice that each ∆±i is inscribed in∆
±.
In particular, ∆± naturally decomposes as a union of inscribed ideal
polygons ∆±i . Notice that each ∂∆
±
i contains k
±
i geodesics from Γ
± by
construction, and hence,∆±i is 2k
±
i -gon for some k
±
i > 1. Furthermore, the
geodesics in Γ+ alternates in ∂∆+i , and similarly Γ
− in ∂∆−j . Declare Γ
+ in
∂∆+i as α-curves of∆
+
i . Similarly for∆
−
j . Hence, if∆
± is regular, then so
is∆±i as ∆
±
i is inscribed polygon in ∆
± with the induced α and β curves.
Definition 2.17 (Fat / Skinny at Infinity). For n > 1, let Ω be a regular ideal
2n-gon in H2 with ∂Ω = α1 ∪ β1 ∪ ...αn ∪ βn where the geodesics αi and
βi are alternating. Let a(.) and b(.) be as defined in Scherk graphs section.
We will call Ω fat if a(Ω) < b(Ω). We will call Ω skinny if a(Ω) > b(Ω).
See Figure 2-left.
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∆1
∆2
∆3
∆+1
∆+2
∆+3
FIGURE 2. In the figure left, ∆1,∆2 and ∆3 represent a fat, exact,
and skinny polygon respectively. Red curves represent α curves, and
blue curves represent β curves in ∂∆i. In the figure right, 7 red geodesics
represent Γ+, and ∆+ decomposed into 3 inscribed polygons ∆+ =
∆+1 ∪∆
+
2 ∪∆
+
3 .
Let Γ be a tame infinite curve in ∂∞(H
2 × R). Define ∆± as above. Let
∆+ = ∆+1 ∪ ...∪∆
+
n1
and∆− = ∆−1 ∪ ..∪∆
−
m1
be induced decompositions
of∆± as defined before. Let the geodesics in Γ+∩∂∆+i be α-curves of∆
+
i ,
and let the geodesics in Γ− ∩ ∂∆−j be again α-curves of∆
−
j . Then, we will
call Γ fat at infinity if all ideal polygons ∆+i and ∆
−
j are fat. Furthermore,
we will call Γ skinny at infinity if at least one polygon∆±i is skinny.
Note that when we say Γ fat at infinity, we implicitly assume that int(Γ±)
is already a collection of geodesics inH2×{±∞}. In the case int(Γ±) = ∅,
we also say Γ is fat at infinity.Note that if n = 1 or m = 1 (number of
components in Γ±), we still call Γ is fat at infinity, and the proofs in Section
3 apply to this case trivially.
Remark 2.18 (Symmetric definition in∆−). Notice that we are using a sym-
metry between Γ+ and Γ− in the definition above. Alternatively, one can
define being fat at infinity as follows. We declare Γ+g curves as α curves
in ∆+i and require a(∆
+
i ) < b(∆
+
i ) to call ∆
+
i fat as before. On the other
hand, we can call Γ−g curves as β curves in∆
−
i and require b(∆
+
i ) < a(∆
+
i )
to call ∆−i fat. Because of the Scherk graphs we are going to use, this per-
spective might seem more natural. In any case, it is not hard to see that both
definitions are equivalent.
The following lemma implies that any fat polygon can be covered by a
finite union of exact polygons. See Figure 3. In particular, let Ω be a fat 2n-
gon with the vertices V = {p1, ...p2n} which is circularly ordered. Hence,
Ω is the convex hull of V in H2. Define p2n+1 = p1. Let αi = p2i−1p2i and
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βi = p2ip2i+1 where pq represents the geodesic between p and q. Hence,
∂Ω = α1 ∪ β1 ∪ .. ∪ αn ∪ βn where the geodesics αi and βi are alternating.
Lemma 2.19. [Fats covered by Exacts] Let Ω be a fat 2n-gon as above.
Then, Ω can be covered by exact 2n-gons Di with Ω ⊂
⋃
iDi such that
int(Di) ∩ αj = ∅ for any i, j.
Proof: For p, q ∈ S1∞(H
2), let [p, q] represent the interval from p to q in
S1∞(H
2) in the counterclockwise direction. We represent counterclockwise
circular order of V with p1 ≺ p2 ≺ ... ≺ p2n ≺ p1.
p1
p2
p∗2 p∗3
p3
p4
p∗4
p∗1
D1
D2
D3
D4
p1
p2
p3
p4
p5
p6
α1
β1
α2
β2
α3
β3
β′1
α′2
β′2
α′3
β′3
p∗3
p∗4
p∗5
p∗6
FIGURE 3. [Exact Covering] In the figure left, Ω represents a fat
4-gon with vertices p1, p2, p3, p4. The exact covering is the one given in
the Lemma 2.19. In the figure right, Ω is a fat hexagon, and D1 is exact
hexagon described with dashed lines (Special covering in Remark 2.20).
Let i ∈ {1, 2, ..., 2n} and choose p∗i in (pi−1, pi) if i is odd, and choose
p∗i in (pi, pi+1) if i is even. LetWi = {p1, p2, .., pi−1, p
∗
i , pi+1, ..., p2n} such
that V△Wi = {pi, p
∗
i }. Let Di be the convex hull ofWi. We claim that we
can choose a unique such p∗i so that Di is exact (See Fig 3-left).
We describe the exact covering as follows: For i = 2k, Di has the same
geodesics with Ω except αk and βk. Intuitively, αk gets ”bigger” while βk
gets ”smaller”. In particular, for i = 2k, if p∗i → pi+1, then βk escapes to
infinity, and the quantity b(Di) − a(Di) ց −∞ monotonically as p∗i →
pi+1. Also, if p
∗
i moves to other direction, p
∗
i → pi, then Di → Ω and
b(Di)− a(Di)ր (b(Ω)− a(Ω)) > 0 monotonically. This proves that there
exists a unique point p∗i ∈ (pi, pi+1) with a(Di) = b(Di).
For i = 2k + 1, Di has the same geodesics with Ω except αk+1 and βk.
This time intuitively, αk+1 gets ”bigger” while βk gets ”smaller”. Similar
to the even case, if i = 2k + 1, when p∗i → pi−1, βk escapes to infinity, and
the quantity b(Di) − a(Di) ց −∞ monotonically. In the other direction,
if p∗i → pi, then Di → Ω and b(Di) − a(Di) ր (b(Ω) − a(Ω)) > 0
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monotonically again. Hence, there exists a unique point p∗i ∈ (pi−1, pi)
with a(Di) = b(Di) in this case, too.
Notice that for both cases, the new geodesics α∗k and β
∗
k intersect only βk,
and they don’t intersect αk. Hence, int(Di) ∩ αj = ∅ for any j.
Assuming Di is a regular polygon for 1 ≤ i ≤ 2n, we finish the proof
as follows. Each Di is an exact 2n-gon which has the same sides with Ω
except βk and αk for i = 2k (αk+1 for i = 2k + 1). Then, it is not hard to
show that Ω ⊂
⋃2n
i=1Di. Let Vi = V − {pi} for 1 ≤ i ≤ 2n.
‹Di be the ideal
(2n− 1)-gon with vertices Vi. As Vi ⊂ Wi, then ‹Di ⊂ Di. In particular, ‹Di
is obtained by removing the ideal triangle ∆i with vertices {pi−1, pi, pi+1}
from Ω, i.e. ‹Di = Ω − ∆i. Since ‹Di ⊂ Di for any 1 ≤ i ≤ 2n, it is clear
that Ω ⊂
⋃2n
i=1Di, and the proof follows with the following claim.
Claim: Di is a regular polygon.
Proof of the Claim: Let E be an inscribed polygon in Di. Let v(E) be the
vertices of E. Hence, v(E) ⊂ Wi, the vertices of Di. We need to show
that a(E) < b(E) + c(E) and b(E) < a(E) + c(E) with the notation in the
section 2.3.
First assume that p∗i is not in v(E). Then, E is also an inscribed polygon
in Ω which is regular. So, E satisfies the inequalities.
Now, assume that p∗i ∈ v(E). There are two cases. The first case is that
p∗i is not an endpoint of a γ curve of E. Let E
′ be the ideal polygon with
the same vertices with E except pi replaced with p
∗
i . Since E
′ is inscribed
polygon inΩ, it satisfies the inequalities. Notice that by construction, |α̂k|−
|β̂k| < |”α∗k| − |β̂∗k|. As the other sides coincides with E
′, b(E) < a(E) +
c(E) follows. Now, we will show a(E) < b(E)+ c(E). Notice that Ec, the
complement of E in Di, is an inscribed polygon in Ω as p∗i is not in v(E
c).
Hence, Ec satisfies the inequalities, i.e. b(Ec) < a(Ec) + c(Ec). As Di is
exact, a(Di) = b(Di) = µ. Notice that b(Di) = b(E) + b(Ec) and a(Di) =
a(E)+a(Ec). Also, c(E) = c(Ec). Hence, b(Ec) < a(Ec)+c(Ec) implies
that (µ−b(E)) < (µ−a(E))+c(E). Hence, we obtain a(E) < b(E)+c(E)
Now, for the second case, assume that p∗i is an endpoint of a γ curve γ
∗
o
of E. Assume β∗k is in E. Let the other endpoint of γ
∗
o be pjo . Let γo be
the geodesic with the endpoints pjo and pi. Let E
′ be the ideal polygon with
the same vertices with E except pi replaced with p
∗
i . Since E
′ is inscribed
polygon in Ω, it satisfies the inequalities. E and E ′ has the same sides
except that E ′ has βk and γo while E has the sides β
∗
k and γ
∗
o . Consider
the hyperbolic isometry ϕ fixing pjo and pi+1, and sending pi to p
∗
i . Then,
ϕ(γo) = γ
∗
o and ϕ(βk) = β
∗
k . Hence, |γ̂0| − |β̂k| = |γ̂
∗
o| − |β̂
∗
k|. As
E ′ satisfies the inequalities, this implies E satisfies the inequalities, too.
Similarly, if E contains α∗k instead of β
∗
k same argument would work by
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replacing the hyperbolic isometry ϕ with ψ fixing pjo and pi−1 (the other
endpoint of αk), and sending pi to p
∗
i . The proof follows.
We will call such coverings of fat 2n-gon Ω by exact 2n-gons {Di} as in
the lemma, an exact covering of Ω. See Figure 3-left.
Remark 2.20 (Special Exact Covering). In previous lemma, we give a sim-
ple way to cover a fat polygon by exact polygons. In the following, we will
need a modified version of this covering as follows. For a given fat 2n-gon
Ω with ∂Ω = α1 ∪ β1 ∪ .. ∪ αn ∪ βn, we will give a covering with n exact
polygons Dn. For any fixed 1 ≤ io ≤ n, let Dio be the exact polygon con-
taining αio , and for any k 6= io, αk gets ”bigger”, while βi gets ”smaller”
for any 1 ≤ i ≤ n. In particular, we fix the endpoints of αio , i.e. p2io−1
and p2io . However, we move all other odd indexed p2k−1 clockwise a little
bit, while we move all other even indexed p2k counterclockwise a little bit
(See Figure 3-right). As Ω is fat polygon, when we move the remaining
points enough amount, this will give us an exact polygon Dio containing
αio . Then, it is not hard to see we will get a similar exact covering of Ω by
{Di}. If these n exact ideal polygons does not cover all Ω, we can add a few
similar exact polygons where β curves are outside of Ω to cover the missing
parts in the middle of Ω. Here, the main difference with the covering given
in the lemma is that in this special covering all β curves of Di are outside
of Ω.
Remark 2.21 (Exceptional Curves). Throughout the paper, we will not con-
sider the infinite curves which are neither fat nor skinny. These are the
curves which contains an ideal polygon ∆±i with a(Ω) = b(Ω), but no
skinny polygon at infinity. For example, Scherk curves described in section
2.3 are exceptional (See also Remark 2.16). After ignoring these excep-
tional curves, if an infinite curve is not fat, it must be skinny.
3. CLASSIFICATION OF STRONGLY FILLABLE CURVES
In this section, we will prove our main result. In particular, we will study
the role of Γ± on Γ for strong fillability, and show that it completely deter-
mines strong fillability for a given infinite tall curve Γ.
On the other hand, we will study the fillability question in the next sec-
tion, and see that the fillability question and the strong fillability question
are quite different for infinite curves. While Γ± completely determines
strong fillability for a given infinite tall curve Γ, it is not very useful to
detect fillability (See Section 4.1).
Now, we will prove the main theorem. Recall that by curve, we mean
a finite collection of disjoint Jordan curves. Let Γ be an infinite curve in
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∂∞(H
2 × R). Let Γ± = Γ ∩ (H2 × {±∞}) and Γ˜ = Γ − (Γ+ ∪ Γ−) as
before.
Note also our convention for Exceptional Curves (Remark 2.21). In par-
ticular, in the following theorem, we will not consider the curves, which are
neither fat nor skinny.
Theorem 3.1. Let Γ be a tame infinite curve in ∂∞(H
2 × R). Then, Γ is
strongly fillable if and only if all of the following conditions satisfied:
• int(Γ±) is a collection of geodesics (possibly empty).
• Γ is tall.
• Γ is nonoverlapping at the corner.
• Γ is fat at infinity.
Proof: We will divide the proof into two parts: In Step 1, we will deal
with the ”only if” part. In particular, we will show the nonexistence of area
minimizing surfaces if Γ does not satisfy one of the 4 conditions. In step 2,
we will show the ”if” part. In other words, we will show the existence of
area minimizing surfaces if Γ satisfy all the 4 conditions.
Step 1: If Γ is strongly fillable, then Γ must satisfy all of the 4 conditions.
We naturally separate this step into 4 cases:
Step 1a: If Γ is strongly fillable, then Γ±g is a collection of geodesics.
Proof of Step 1a: By Lemma 2.8, for any fillable Γ, Γ±g must be a collec-
tion of geodesics in H2 × {±∞}. 
Step 1b: If Γ is strongly fillable, then Γ must be tall.
Proof of Step 1b: By Lemma 2.6, for any strongly fillable Γ, Γ must be
tall, i.e. S1∞ × R− Γ˜ can be covered by tall rectangles. 
Step 1c: If Γ is strongly fillable, then Γ is nonoverlapping at the corner.
Proof of Step 1c: Assume Σ is an area minimizing surface in H2 × R
with ∂∞Σ = Γ. As Γ is a finite collection of Jordan curves in ∂∞(H
2 ×R),
Γ±c = Γ ∩ (S
1
∞ × {±∞}) is closed.
We claim Γ±c does not contain any interval in S
1
∞ × {±∞}. Without
loss of generality, assume I = (p, q) ⊂ Γ+c where I is an open interval in
S1∞×{+∞}. Let I
′ = [p′, q′] be a closed subinterval of I . As Γ is a Jordan
curve, for sufficiently large c > 0, the rectangle R̂ = I ′× [c,∞) ⊂ S1∞×R
is disjoint from Γ.
For t ∈ (π,∞), let Rt = ∂(I ′ × [c, c + t]). In particular, if h(t) = t
is the height of the rectangle Rt, then h(t) ր ∞ as t ր ∞. By Lemma
2.11, eachRt bounds a unique area minimizing surface Tt with ∂∞Tt = Rt
for t ∈ (π,∞). By [Co1, Lemma 2.19], as the asymptotic boundaries are
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disjoint (Γ ∩ Rt = ∅), then the area minimizing surfaces they bound are
disjoint, i.e. Σ ∩ Tt = ∅.
Recall the infinite rectangles from Definition 2.10. As h(t) → ∞ when
t → ∞, by [ST1, Prop. 2.1], Tt converges to an infinite rectangle ‹T . In
particular, here t → ∞ corresponds to d ց 1 case in the proof of [ST1,
Prop. 2.1]. Note that ∂∞‹T = R˜ is a union of a pair of vertical line segments
{p′, q′}× [c,∞], and a horizontal line segment [p′, q′]×{c} in S1∞×R, and
a geodesic segment γ′ in H2 × {+∞} where ∂∞γ
′ = {p′, q′}.
By assumption, I ′ is in Γ+c . This implies ∂∞Σ ⊃ I
′. However, by con-
struction Tt ∩ Σ = ∅ for any t ∈ (1,∞). Again by construction ‹T ∩ Σ 6= ∅
as R˜ separates Γ in ∂∞(H2 × R). Hence, as Tt → ‹T when t → ∞, for
sufficiently large t0, Tt0 ∩ Σ 6= ∅. This is a contradiction which shows that
Γ±c does not contain any interval in S
1
∞ × {±∞}. Step 1c follows. 
Step 1d: If Γ is strongly fillable, then Γ is fat at infinity.
Proof of Step 1d: Let Γ be strongly fillable curve, i.e. ∂∞Σ = Γ where
Σ is area minimizing surface inH2×R. Recall that as indicated in Remark
2.21, we omit the infinite curves neither skinny nor fat. So, we will assume
Γ is skinny, and get a contradiction.
Assume that Γ is skinny. Without loss of generality, assume Γ+ = γ1 ∪
.. ∪ γk induces an ideal 2k-gon ∆ where a(∆) > b(∆). If ∆ decomposes
into more than one inscribed polygons, take∆ as the skinny polygon in the
decomposition.
Let Σ be an area minimizing surface in H2 × R with ∂∞Σ = Γ. Then,
consider the sequence Sn = Σ− n which is vertical translation down by n.
By construction, the limit of the sequence {Sn} is the collection of vertical
geodesic planes Σ+ = Γ+g × R (Lemma 2.8). Furthermore, as the limit of
area minimizing surfaces is area minimizing, Σ+ is also area minimizing.
Let ∂∆ = γ1∪β1∪...∪γk∪βk. By assumption a(∆) > b(∆). Here, a(∆)
corresponds to total ”length” of Γ+ = γ1 ∪ .. ∪ γk, and b(∆) corresponds
to the total ”length” of the remaining geodesics in ∂∆, i.e. ∂∆+ − Γ+ =
β1 ∪ ...βk (See Section 2.3).
Recall that Bm be the disk of radius m and center O in H
2, and Bm =
Bm×[−m,m] is the solid cylinder inH
2×R. ConsiderΣ+m = Bm∩Σ
+. We
claim that for sufficiently large m, Σ+m is not an area minimizing surface.
Let ηm = ∂Σ
+
m be the collection of disjoint k Jordan curves in ∂Bm.
For 1 ≤ i ≤ k, let γim = γ
i ∩ Bm. In other words, γim is a finite
arc segment in the infinite geodesic γi. Then, Σ+m =
⋃
γim × [−m,m]
is a collection of k vertical geodesic surfaces in Bm by construction. Let
∂γim = {p
2i−1
m , p
2i
m} be the endpoints of γ
i
m. Then, we have 2k points Vm =
{p1m, p
2
m, ..., p
2k
m } in ∂Bm. Let β
i
m be the geodesic in Bm connecting p
2i
m
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and p2i+1m . Hence, γ
i
m and β
i
m curves defines a polygon ∆m in Bm, i.e.
∂∆m = γ
1
m ∪ β
1
m ∪ ...γ
k
m ∪ β
k
m.
Now, let Πim = β
i
m × [−m,m] be a vertical geodesic surface in Bm. Let
∆+m = ∆m × {m} and ∆
−
m = ∆m × {−m}, i.e. ∆
±
m ⊂ ∂Bm. Then, define
a surface Sm =
⋃k
i=1Π
i
m ∪∆
+
m ∪∆
−
m in Bm. Sm is topologically a sphere
with k holes. Furthermore, ∂Sm = ∂Σm = ηm.
We claim that the area of Sm is less than the area of Σm for sufficiently
largem. Let ‖.‖ and |.| represent the area and the length respectively. Since
∆ is an ideal 2k-gon, then ‖∆‖ = 2(k − 1)π. By construction, ∆±m ⊂ ∆
for anym. Hence, ‖∆±m‖ < 2(k − 1)π.
Now, by assumption a(∆) > b(∆). By the definition of a(.) and b(.), this
implies that am = Σ
k
i=1|γ
i
m| > Σ
k
i=1|β
i
m| = bm for sufficiently large m. Let
cm = am − bm form large, and let c = a(∆)− b(∆) > 0. Then, cm ր c as
m→∞, and hence cm > 0 for sufficiently large m. Now, ‖Σ+m‖ = 2m.am
and ‖Sm‖ < 2m.bm + 4(k − 1)π. Since cm ր c, for sufficiently large m,
‖Σ+m‖ > ‖Sm‖. This proves that Σ
+
m is not an area minimizing surface, and
give a contradiction. Step 1d follows. 
This finishes the proof of Step 1. 
Step 2: If Γ satisfy all of the 4 conditions, then Γ is strongly fillable.
Proof of Step 2: Wewill show that there exists an area minimizing surface
Σ inH2×R with ∂∞Σ = Γ. Naturally, we construct a sequence of compact
area minimizing surfaces Σn with ∂Σn → Γ. Our aim is to take the limit of
{Σn}, and to show that the limit area minimizing surface Σ in H2 × R has
the asymptotic boundary Γ. However, as indicated in [Co1], the sequence
might escape to infinity. Then, we might end up with an empty limit, or
a nonempty limit Σ with ∂∞Σ ⊂ Γ but ∂∞Σ 6= Γ. Hence, to prevent the
sequence escape to infinity, we first construct a barrier N near ∂∞(H
2 ×
R)− Γ (See also [KM, Proposition 4.1]).
Step 2a: The construction of the barrier N near infinity.
Outline: The barrier N can be considered as a neighborhood of Γc =
∂∞(H
2 × R) − Γ in H2 × R. By using this barrier N near the asymp-
totic boundary, we will define a mean convex domain Ω = N c such that
∂∞Ω = Γ and Σn ⊂ Ω. In particular, we want to keep the sequence {Σn}
away from ∂∞(H
2 × R) − Γ in order to prevent {Σn} escape to infinity,
i.e. limΣn = Σ ⊂ Ω and ∂∞Σ = ∂∞Ω = Γ. Hence, the condition
N ∩ Σn = ∅ makes sure this, and N would act as a barrier between {Σn}
and ∂∞(H
2×R)−Γ. In [Co1], we constructed such a barrier at infinity for
finite curves. Now, we construct a similar barrier for infinite curves. See
also the ”summary of the barrier construction” at the end of the proof.
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We will use the notation above. To construct the barrier near the cylinder
S1∞ × R, we can use the tall rectangles again as in [Co1]. Hence, the main
problem is the constructing a barrier near the caps at infinity H2 × {±∞}
to prevent the sequence from escaping to infinity.
Γ is a finite collection of disjoint Jordan curves in ∂∞(H
2 × R) with
Γ = Γ+ ∪Γ− ∪ Γ˜. Without loss of generality, we assume either Γ+g or Γ
−
g is
nonempty, and Γ+g = γ
+
1 ∪ ... ∪ γ
+
n , and Γ
−
g = γ
−
1 ∪ ... ∪ γ
−
m. We will deal
with the trivial cases m = 0, 1 or n = 0, 1 at the end. So, we will assume
m,n > 1.
Define ∆±, τ+i and τ
−
j as in Section 2.4 where 1 ≤ i ≤ 2n and 1 ≤
j ≤ 2m. In particular, ∆+ is an ideal 2n-gon and ∆− is an ideal 2m-gon
in H2 × {±∞} defined by {γ±i }, and τ
±
i represent all infinite geodesics of
∂∆±.
Furthermore, let “∆± be the convex hull of Γ± = Γ±g ∪Γ
±
c inH
2×{±∞}.
In particular, ∆± ⊆ “∆±, and if Γ±c = ∅, then
“∆± = ∆±.
The barrier N consists of three major blocks:
• Infinite side barriers: CoveringH2 × {±∞} − “∆±
• Scherk barriers at infinity: Covering “∆± − Γ±g
• Tall rectangles: Covering S1∞ × R− Γ˜
Infinite side barriers: In this part, we want to cover the complement of
“∆± in H2 × {±∞}. Let ∂“∆+ =
⋃n′
i=1 µ
+
i where n
′ = 2n + #(Γ+c ). For
each µ+i , we define an infinite side barrier
“T +i as follows. Let ∂∞µ
+
i =
{p+i , p
+
i+1} where {p
+
i } are circularly ordered as before. Each µ
+
i in ∂
“∆+,
defines a lens shaped region U+i inH
2 × {+∞} where “∆+ ∩ U+i = µ
+
i and
H2 × {+∞}− “∆+ =
⋃n′
1 U
+
i , i.e. ∂U
+
i = µ
+
i and ∂∞U
+
i = [p
+
i , p
+
i+1] (See
Figure 5-left). As U+i ⊂ ∂∞(H
2 ×R)− Γ, we would like to cover U+i with
infinite rectangles.
Let p+i = (θi,+∞) for 1 ≤ i ≤ n
′ where θi ∈ [0, 2π). If there exists an
infinite rectangleR+i in ∂∞(H
2 ×R) (Definition 2.10) such thatR+i ∩ Γ =
µ+i , then let T
+
i be the unique area minimizing surfaceR
+
i bounds inH
2×R
by Lemma 2.11. Let “U+i be the open domain separated by T
+
i from H
2×R
with ∂∞“U
+
i ⊃ U
+
i (See Figure 4-left).
If there is no suchR+i , we will cover U
+
i as follows. Recall that ∂∞U
+
i =
[p+i , p
+
i+1] = [θi, θi+1]×{+∞} in S
1
∞×{+∞}. Recall that by construction,
((θi, θi+1) × {+∞}) ∩ Γ = ∅. Fix ǫo > 0 sufficiently small. For any
t ∈ (0, ǫ0), let Nt = sup{N | Γ ∩ [θi + t, θi+1 − t] × [N,∞) 6= ∅}. As
((θi, θi+1)×{+∞})∩ Γ = ∅, for any t ∈ (0, ǫ0), we have Nt <∞. Define
R+it to be the infinite rectangle containing [θi + t, θi+1 − t] × [Nt + 1,∞).
By construction,R+it ∩ Γ = ∅ (See Figure 4-right).
ASYMPTOTIC PLATEAU PROBLEM IN H2 × R 17
µ+i
R
+
i
Γ
µ+
i R
+
it
Γ
FIGURE 4. In the left, we have the trivial case, where we can cover
outside of µ+i just by one infinite rectangle R
+
i as Γ˜ curves towards
”outside”. In the right, we need to use a family of infinite rectangles
{R+it} for covering as Γ˜ curves towards ”inside”.
Now, let T +it be the unique area minimizing surface bounding R
+
it . Let
“U+it be the open component of H
2 × R− T +it where ∂∞
“U+it contains the arc
(θi + t, θi+1 − t)× {+∞} in the upper corner circle of ∂∞(H2 × R). Then
define “U+i =
⋃
t
“U+it . Notice that ∂∞
“U+i ∩H
2×{+∞} = U+i . Furthermore,
∂∞“U
+
i ⊃ ((θi, θi+1) × {+∞}). Similarly define
“U−j for 1 ≤ j ≤ m
′.
We will call “U±i as infinite side barrier. Notice that for any µ
±
i , we have
an infinite side barrier “U±i such that Γ ∩ ∂∞
“U±i = ∅. Hence, infinite side
barriers cover outside of “∆± in H2 × {±∞}.
Scherk barriers at infinity: Now, we are going to construct the second ma-
jor block of our barrier N . After covering outside of “∆± by infinite side
barriers, we want to cover the inside of “∆± − Γ±g to construct N so that
∂∞N c = Γ. We will construct this in two steps. First, we will cover in-
side of ∆±, i.e. convex hull of Γ±g . Then, we will cover the remaining part
“∆± −∆±.
First, consider∆±. By Section 2.4,∆± decomposes into inscribed poly-
gons by Γ±, i.e. ∆+ = ∆+1 ∪ ...∆
+
c+ and∆
− = ∆−1 ∪ ...∆
−
c− where c
± ≥ 1.
Since Γ is fat at infinity, ∆±i is a fat polygon for any i, and it has an ex-
act covering by Lemma 2.19 and Remark 2.20. Let {D+ik} be the special
exact covering described in Remark 2.20 such that for any 1 ≤ i ≤ c+,
∆+i ⊂
⋃ni
k=1D
+
ik. Furthermore, all β curves of D
+
ik is outside of ∆
+
i (See
Figure 3-right).
Fix ∆+io . Notice that ∆
+
io is an ideal 2nio-gon for some nio ≤ n, and
∆+io ⊂
⋃nio
k=1D
+
iok
. By construction, ∂∆+io = γj1 ∪ τj1 ∪ ... ∪ γjnio ∪ τjnio .
Recall that α curves of ∆+io are the nio geodesics γj1, .., γjnio in Γ
+ ∩ ∂∆+io ,
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while β curves of ∆+io are the remaining nio geodesics τj1 , .., τjnio . Recall
that in our special covering only α curves of D+iok intersects ∆
+
io
, while β
curves of D+iok stays completely outside of ∆
+
io
(See Figure 3-right). In
particular,
⋃
i,k int(D
+
ik) ⊃ ∆
+ − Γ+ and
⋃
i,k int(D
+
ik) ∩ Γ
+ = ∅.
p1
p2 p3
p4
p5
p6
p7
∆+α1 α2β1
β2
V4
V2
U1
U2 U3
U4
U5
U6
U7
µ2 µ3
µ5
µ6
µ7
Û
+
1 Û
+
3S
t
i1
St
i2
Û
−
1
Û
−
3
S−t
j1
S−t
j2
Y
+
i1
W
+
j1
∆+
i
∆−
k
Y
+
k1
V
+
j
FIGURE 5. In the left, we haveΓ+g = α1∪α2 andΓ
+
c = {p5, p6, p7}.
This gives a decomposition as H2 × {+∞} = “∆+
⋃
Ui and “∆+ =
∆+
⋃
Wj . In the right, red points represent Γ, and a cross-section of
N+ andN− are pictured from the side.
Now, we will cover “∆± − ∆± by exact polygons. Recall that ∆± is the
convex hull of Γ±g inH
2×{±∞}. We abuse the notation by using a different
indexing for vertices {p+i } of ∆
+ and vertices {p+i } of
“∆+ in previous sec-
tion when defining {µ+i }. Let ∂∞Γ
+
g = {p
+
1 , ..., p
+
2n} be circularly ordered.
Then, ∂∆+ = τ+1 ∪ τ
+
2 ∪ ... ∪ τ
+
2n where τ
+
i = pipi+1 (In Figure 5-left,
τ1 = α1, τ2 = β1, τ3 = α2, and τ4 = β2). For each τ
+
i , consider the compo-
nent V+i in
“∆+−∆+ such that ∂V+i ⊃ τ
+
i . Notice that if Γ
+
c ∩(pi, pi+1) = ∅,
then V+i = ∅. If Γ
+
c ∩ (pio , pio+1) = {q1, q2, ...qeo}, then V
+
io
is the convex
hull of {pio , pio+1, q1, ..., qeo} in H
2 × {+∞}.
Now, fix 1 ≤ io ≤ 2n, and assume Γ+c ∩ (pio, pio+1) = {q1, q2, ...qeo}.
Define a covering of Vio by exact (2eo+2)-gons {D
+
iok
} such that for any k,
τ+io is an α-curve ofD
+
iok
, and all β-curves ofD+iok are outside of
“∆+. We can
obtain such a covering as follows: Let (pio, pio+1)−{q1, ...qeo} = I0 ∪ I1 ∪
... ∪ Ieo where Ij is an open interval in S
1
∞. Let {pio , pio+1} be the first two
vertices of the exact (2eo+2)-gonD
+
iok
. Then, place remaining 2eo vertices
of D+iok such that let one vertex x1 be in I0 and let one vertex x2eo be in Ieo .
Then place two vertices {x2j , x2j+1} in Ij for each 1 ≤ j ≤ eo − 1. Notice
that qj ∈ (x2j−1, x2j) for any 1 ≤ j ≤ eo. Then, the α curves of D
+
iok
would
be τ+io and the geodesics x2j−1x2j for 1 ≤ j ≤ eo. Similarly, the β curves
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of D+iok would be the geodesics x2jx2j+1 for 1 ≤ j ≤ eo − 1, pix1, and
x2eopi+1. Since we can choose the vertices x2j−1 and x2j as far or close as
we want to the vertex qj , we can make (2eo+2)-gons {D
+
iok
} both exact and
covering V+io . Hence, this gives a covering of
“∆± −∆± by exact polygons.
In particular,
⋃
i,k int(D
+
ik) ⊃
“∆+ −∆+ and
⋃
i,k int(D
+
ik) ∩ Γ
+ = ∅.
So far, we constructed a family of exact polygons covering “∆±−Γ±. We
will use these exact polygons to build Scherk barriers near infinity. We will
start with the exact polygons covering “∆±−∆±. Let D+iok be such an exact
polygon used in the covering V+io in
“∆+ −∆+. Consider the Scherk graph
Siok (Lemma 2.15) over D
+
iok
where it takes +∞ value on the α-curves
of D+iok, and −∞ value on the β-curves. Recall that we have the infinite
side barriers “U+i for each µ
+
i ⊂ ∂
“∆+. Let Stiok = Siok + t be the vertical
translation of Siok by t units up.
Notice that as t→ +∞, Stiok → β̂iok×Rwhere β̂i0k is the collection of β-
curves ofD+iok. Since all β curves ofD
+
iok
are outside of “∆+, for sufficiently
large to, the Scherk graph S
to
iok
intersects ∂cl(“U+ji ) in an infinite arc σ
ji
iok
with
∂∞σ
ji
iok
⊂ µji for some ji with D
+
iok
∩ µ+ji 6= ∅. Here cl(.) means closure.
Let “Siok = S
to
iok
−
⋃
j
“U+j . Intuitively,
“Siok is a subsurface of the Scherk
surface Stoiok where the parts going to −∞ are cut out by the infinite curves
σjiiok. Hence, ∂∞
“Siok ⊂ H
2 × {+∞}, and ∂“Siok =
⋃
j σ
j
iok
. Let Wiok be
the open connected region over “Siok where ∂∞Wiok ⊂ H
2 × {+∞} and
∂W iok ⊂
“Siok
⋃
j ∂cl(“U
+
j ). Hence, we define a barrierW
+
iok
near the upper
cap for each exact polygonD+iok in the covering of Vio which is a component
of “∆±−∆±. By the construction and its shape, we callW+iok Scherk barrier
at infinity. LetW+i0 =
⋃
kW
+
iok
be the Scherk barrier corresponding to V+io .
In particular, ∂∞W
+
i0
⊂ H2 × {+∞} and V+io ⊂ ∂∞W
+
i0
.
Now, we will finish the construction with a similar process for the exact
polygons ∆± − Γ±. Again, let D+i1k be such an exact polygon used in the
covering of the fat polygon∆+i1 in∆
+. Consider the Scherk graph Si1k over
D+i1k where it takes +∞ value on the α-curves of D
+
i1k
, and −∞ value on
the β-curves. Recall that the α-curves ofD+i1k are ∂D
+
i1k
∩Γ+, and β-curves
are the remaining curves in ∂D+i1k, which are outside of∆
+
i1
by construction.
Now, similar to above construction, we translate Si1k sufficiently up so
that St1i1k intersects
⋃
j
“U+j
⋃
iW
+
i in an infinite arc σ
ji
i1k
with ∂∞σ
ji
i1k
⊂ τji ⊂
∂∆+i1 . Notice that if Vji is nontrivial, S
t1
i1k
intersects the corresponding
Scherk barrier Wji . Similarly, if Vji = ∅, S
t1
i1k
intersects the correspond-
ing infinite side barrier “U+ji . Again, we get a subsurface
“Si1k of the Scherk
20 BARIS COSKUNUZER
surface St1i1k such that ∂∞
“Si1k ⊂ H
2 × {+∞}, and ∂“Si1k =
⋃
j σ
j
i1k
. Simi-
larly, for any exact polygonD+i1k, we define an open connected region above
“Si1k, say Y
+
i1k
. Then, we have Y+i1 =
⋃
Y+i1k is the Scherk barrier corre-
sponding to the fat polygon ∆+i1 . Notice that ∂∞Y
+
i1
⊂ H2 × {+∞} and
∆+i1 − Γ
+ ⊂ ∂∞Y
+
i1
.
Now, we complete the barrier construction near the caps at infinity: De-
fineN+ =
⋃
iW
+
i
⋃
j Y
+
j
⋃
k
“U+k . In particular, we see that ∂∞N
+ ∩Γ = ∅,
and furthermore, ∂∞N
+ ∩H2 × {+∞} = H2 × {+∞}− Γ+. This means
N+ can be considered as a barrier for H2 × {+∞} − Γ+ as well as its
neighborhood in H2 × R. Define N− similarly. See Figure 5-right.
Summary of the Barrier Construction: Given Γ+ = Γ+g ∪ Γ
+
c , we nat-
urally define following regions: “∆+ = CH(Γ+) and ∆+ = CH(Γ+g )
where CH(.) represents the convex hull. This gives us the decomposition
of H2 × {+∞} into following domains (See Figure 5-left):
• U+k : Lens shaped components of H
2 × {+∞}− “∆+.
• V+j : Ideal polygons of
“∆+ −∆+.
• ∆+i : Fat polygons in decomposition of ∆
+ by Γ+g .
For each of these domains in H2 × {+∞}, we defined the following
corresponding neighborhoods in H2 × R (See Figure 5-right).
• “U+k : Infinite side barrier
“Uk such that ∂∞“U
+
k ⊃ U
+
k .
• W+j : Scherk BarrierW
+
j such that ∂∞W
+
j ⊃ V
+
j .
• Y+i : Scherk Barrier Y
+
i such that ∂∞Y
+
i ⊃ ∆
+
i .
Final piece of the barrier N is the one covering the finite part Γ˜. We
dealt with this case in [Co1, Theorem 2.13] where we solve the asymptotic
Plateau problem for finite curves. As Γ is tall, we can cover S1∞ × R − Γ˜
with tall rectangles Rk in S1∞ × R, i.e. S
1
∞ × R − Γ˜ =
⋃
kRk. Let Tk
be the unique area minimizing surface in H2 × R with ∂∞Tk = ∂Rk, and
“Uk be the component of H2 × R − Tk with ∂∞“Uk = int(Rk). Then define
N˜ =
⋃
k
“Uk, the third major block of N . Notice that ∂∞N˜ = S1∞ × R− Γ˜
by construction.
Now, define N = N+ ∪N− ∪ N˜ . Then,N is an open region in H2 ×R
with ∂∞N = ∂∞(H2 × R)− Γ.
Mean Convexity: Notice that Ω = H2 × R − N is a closed domain in
H2×R with ∂∞Ω = Γ. Now, we will show that Ω is a mean convex domain
in H2 × R and finish the Step 2a. In order to see this, first note that the
smooth parts of ∂Ω are minimal surfaces, so they are already mean convex.
So, the only issue is the nonsmooth parts in ∂Ω+. We need to see that
the dihedral angle at the nonsmooth parts are less than π. We can see this
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as follows: In the ∂N˜ , the nonsmooth parts are coming from intersection
of area minimizing surfaces bounding rectangles. These surfaces continue
inside N˜ in each intersection, so they have dihedral angles less than π.
For the intersection of infinite side barriers and Scherk barriers, we have
infinite arcs {σij}. Notice that in our construction for Scherk barriers, the
β-curves of exact polygons stays either in Ui lens regions, or Vj polygons
in “∆+ − ∆+. In both cases, Scherk surfaces smoothly continue inside the
“Ui or Wj , meaning they smoothly continue inside N . Again, this implies
that the dihedral angles along these intersection curves are less than π. This
shows that Ω is a mean convex domain in H2 × R.
Now, we will go over remaining trivial cases: If Γ±g = ∅, then we define
N± without the Scherk barriers Y±i . Similarly, if eitherm = 1 or n = 1, we
can define the barrier N± without the Scherk barriers Y±i . Hence in these
cases, N± =
⋃ “U±k ⋃W±j .
If Γ±c = ∅, then we define N
± without the Scherk barriersW±i . On the
other hand, if Γ± = Γ±c is just one point, then define N
± = “U±.
Finally, if Γ+ = ∅, then let t+0 = sup{t ∈ R | (θ, t) ∈ Γ} < ∞ be
the highest height of Γ. Then define N+ = H2 × (t0,+∞). Similarly, if
Γ− = ∅, define N− = H2 × (t−0 ,−∞) where t
−
0 is the lowest height of Γ.
Step 2a follows. 
In the following step, we will construct our sequence of compact area
minimizing surfaces {Σn} in Ω so that it cannot escape to infinity.
Step 2b: The sequence of compact area minimizing surfaces {Σn}.
Let Bn be the n-disk in H
2 with the center origin O. Let Bn = Bn ×
[−n, n] be the solid cylinder with height 2n and radius n. Then ∂Bn is the
cylinder with caps.
LetΨn be a radial projection from ∂∞(H
2×R) into ∂Bn which maps the
corner circles of ∂∞(H
2×R) into corner circles of the cylinder ∂Bn. Then,
define γn = Ψn(Γ) which is a collection of Jordan curves in ∂Bn. Notice
that Bn is convex by construction. Then, by solving the Plateau problem in
Bn for γn, we get area minimizing surfaces Σn in Bn with ∂Σn = γn [Fe].
Notice that since Bn is a convex domain in H
2 × R, Σn is smooth, and it is
area minimizing not only in Bn, but also in H
2 × R.
Recall that Ω = H2 × R−N and ∂∞Ω = Γ. Hence, by modifying γn if
necessary, we will assume that γn ⊂ Ω ∩ ∂Bn and γn → Γ. Again, Σn is
the area minimizing surface in H2 × R with ∂Σn = γn.
The Limit of the sequence: We claim that Σn ⊂ Ω. Indeed, our proof
works not only for area minimizing surfaces, but also minimal surfaces. In
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other words, we will show that if γn ⊂ Ω and Sn is a minimal surface with
∂Sn = γn, then Sn ⊂ Ω.
By [Co1], we already know thatΣn∩N˜ = ∅ as we can foliate the domain
separated by finite tall rectangles by minimal surfaces. Hence, if we show
that Σn ∩N± = ∅, we are done. Recall thatN+ =
⋃
iWi
⋃
j Yj
⋃
k
“Uk.
First, we consider infinite side barriers “U±. In particular, “U+j =
⋃ “U+jt
where “U+jt is bounded by an infinite rectangle. We claim that if γn∩
“U+jt = ∅,
then Σn ∩ “U
+
jt = ∅. Recall that
“U+jt is the domain in H
2 × R separated by
the area minimizing surface T +jt where ∂∞T
+
jt is an infinite rectangle R
+
jt.
Then, “U+jt is foliated by the vertical translations of T
+
jt . Since ∂Σn∩
“U+jt = ∅,
if Σn ∩ “U
+
jt 6= ∅, then the last point of touch with the minimal foliation will
give a contradiction by the maximum principle. This implies Σn ∩ “U
+
jt = ∅,
and hence Σn ∩ “U
+
j = ∅.
Now, we consider Scherk barriersWi and Yj . Recall thatW
+
i =
⋃
W+ik
where ∂W+ik ⊂
“Stik
⋃
∂“U+. Recall that “Stik is a subsurface of the Scherk
graph Stik, and the vertical translations of
“Stik foliates W
+
ik. By above, we
already know that if γn∩ “U
+ = ∅, then Σn∩ “U
+ = ∅. Hence, if Σn∩W
+
ik 6=
∅, then the last point of touch with the minimal foliation must be in the
interior of Σn. This gives a contradiction by the maximum principle as
before. This shows that Σn∩W
+
i = ∅. Same foliation argument also works
for Y+j , and we have Σn ∩ Y
+
j = ∅. This implies Σn ∩ N
+ = ∅. Hence, if
γn ⊂ Ω, then Σn ⊂ Ω as claimed.
In particular, this implies that N± is indeed a barrier for the sequence
{Σn}. By a standard compactness theorem of geometric measure theory
[Fe], the sequence of area minimizing surfaces {Σn} has a subsequence
converging in compact sets Bn. Hence, by using the diagonal sequence
argument, we obtain a limit area minimizing surface Σ in H2 ×R. Further-
more, Σ ⊂ Ω as Σn ⊂ Ω for any n. This shows that ∂∞Σ ⊂ ∂∞Ω. As in
[Co1, Theorem 2.14], for the cylinder part Γ˜, we can use tall rectangles as
barriers. This proves that ∂∞Σ ⊂ Γ. Since ∂Σn = γn → Γ, by using the
linking argument in [Co1], we conclude that ∂∞Σ = Γ. Step 2 follows.
Remark 3.2 (Nonoverlapping vs. Fillability). Notice that the proof of Step
1c also shows that if a curve Γ is overlapping at the corner, it cannot bound
a minimal surface either. In particular, if Γ contains an interval (θ1, θ2) ×
{+∞}, then by the proof of the lemma, any minimal surface S with ∂∞S =
Γ must intersect the area minimizing surface Tt bounding a tall rectangle
Rt which is very high. However, if Ωt is the region in H2 ×R separated by
Tt, then we can foliate Ωt by minimal surfaces {Σs} [Co1, Lemma 2.11].
Hence, if S ∩ Tt 6= ∅, then there must be a last point of touch with S and
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{Σs} which contradicts to maximum principle. We would like to thank the
referee for pointing out this observation.
Remark 3.3. [Wild Curves] Notice that in the theorem above, the same
proof would work for a special class of wild curves. In particular, if we
assume the complement of Γ±c is a union of a suitable countably many in-
tervals in S1∞ × {+∞}, then the whole proof goes through even though Γ
±
c
consists of infinitely many points. However, as the Example 2 in Section
5.3 shows, the tameness condition for the theorem is crucial, and it is not
true for wild curves in general, e.g. when Γ±c is Cantor-like set.
4. FILLABLE AND NON-FILLABLE INFINITE CURVES
In this part, we will see that fillability question and strong fillability ques-
tion are quite different for infinite curves. In particular, for a given infinite
tall curve Γ, while Γ± completely determines strong fillability of Γ, Γ± is
not very useful to detect whether Γ is fillable.
4.1. Γ± and Fillability.
A trivial observation is that for any given collection of disjoint geodesics
γ1∪...∪γn inH2×{+∞}, there is a fillable curve Γwith Γ+ = γ1∪...∪γn.
In particular, if Pi = γi × R is the vertical plane over γi, then S = P1 ∪
... ∪ P2 is a collection of minimal planes, and Γ = ∂∞S would be a fillable
curve with Γ+ = γ1 ∪ ... ∪ γn. So, only Γ+ (or only Γ−) is not enough to
determine if Γ is fillable or not.
Furthermore, we will show that knowing both Γ+ and Γ− together is
not enough to determine whether Γ is fillable or not. First, by using the
following theorem, we have a very large family of fillable curves.
Theorem 4.1. Let Γ be a curve with n components in ∂∞(H
2 × R), i.e.
Γ = Γ1 ∪ Γ2 ∪ ..Γn. If each Γi is tall, and fat at infinity, then Γ is fillable.
Proof: By Theorem 3.1, there exists an area minimizing surface Σi
with ∂∞Σi = Γi. Let Σ = Σ1 ∪ ... ∪ Σn. Therefore, if Σi ∩ Σj = ∅, then Σ
would be an embedded minimal surface in H2 × R, and we are done.
By assumption Γi∩Γj = ∅. Since ∂∞(H2×R) is topologically a sphere,
Γi and Γj bounds disjoint regions in ∂∞(H
2 × R), i.e. Γi = ∂Ωi and
Ωi ∩ Ωj = ∅. Then by [Co1, Lemma 2.19], the area minimizing surfaces
bounding such disjoint curves are disjoint, i.e. Σi ∩ Σj = ∅.
This shows that Σ is a collection of disjoint area minimizing surfaces.
Therefore, Σ is an embedded minimal surface in H2 × R with ∂∞Σ = Γ,
and Γ is fillable. The proof follows.
Remark 4.2. [Fillable but not Strongly Fillable Curves] Note that the theo-
rem above does not show that such a Γ is strongly fillable. This is because
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the union of area minimizing surfaces may not be area minimizing. For
example, if Γ+ is skinny at infinity, the surface Σ = Σ1 ∪ ... ∪ Σn is not
area minimizing by Theorem 3.1, even though each Σi is area minimizing.
However, it is still a minimal surface, and hence Γ is fillable.
By using this idea, it is easy to construct many examples of fillable, but
not strongly fillable curves. In particular, by choosing a collection of Jordan
curves Γ = Γ1∪Γ2..∪Γn in ∂∞(H2×R) where Γ is skinny at infinity, then
Γ is fillable, but not strongly fillable by Theorem 3.1 and Theorem 4.1.
By using this theorem and the infinite rectangles (Lemma 2.11), we show
that for any given collection of geodesics Γ+ and Γ−, it is possible to con-
struct a fillable curve Γ.
Corollary 4.3. Let γ+1 ∪ .. ∪ γ
+
n and γ
−
1 ∪ .. ∪ γ
−
m be given collections of
disjoint geodesics inH2×{+∞} andH2×{−∞} respectively. Then, there
exists a fillable curve Γ with Γ+ = γ+1 ∪ .. ∪ γ
+
n and Γ
− = γ−1 ∪ .. ∪ γ
−
m.
Proof: Let ∂∞γ
+
i = {p
+
i , q
+
i }, and α
+
i be the shorter arc in S
1
∞ with the
endpoints {p+i , q
+
i }. Let t1, t2, .., tn be real numbers such that if α
+
i ⊂ α
+
j ,
then ti > tj . Then, let α̂
+
i = α
+
i × {ti} be an arc in S
1
∞ × {ti}. Then
let R+i be the infinite rectangle with ∂∞R
+
i ⊃ γ
+
i ∪ α̂
+
i . Similarly, define
R−j . As both {γ
+
i } and {γ
−
j } are pairwise disjoint family of geodesic arcs,
and both {α̂+i } and {α̂
−
j } are arcs in different levels S
1
∞ × {ti}, then Γ =⋃
iR
+
i
⋃
jR
−
j is a union of pairwise disjoint infinite rectangles (See Figure
6-left).
Let T +i be the unique area minimizing surface R
+
i bounds, and T
−
j be
the unique area minimizing surfaceR−j bounds. Then, S =
⋃
i T
+
i
⋃
j T
−
j is
Γ+
Γ−
R+2
ξ
Γ
FIGURE 6. In the figure left, given Γ+ = γ+1 ∪ .. ∪ γ
+
4 and Γ
− =
γ−1 ∪ ..∪γ
−
3 , we construct fillable Γ with infinite rectanglesR
±
i for each
γ±i . In the figure right, ξ is a Scherk curve, and Γ is trapped by ξ.
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a union of pairwise disjoint minimal surfaces by Theorem 4.1. Hence, S is
a complete embedded minimal surface with ∂∞S = Γ. Hence, Γ is fillable,
and by construction Γ+ = γ+1 ∪ .. ∪ γ
+
n and Γ
− = γ−1 ∪ .. ∪ γ
−
m. The proof
follows.
Remark 4.4. Notice again that the fillable Γ constructed above may not be
strongly fillable by Remark 4.2. Furthermore, even if Γ is fat at infinity, we
cannot conclude that the surface S constructed in the corollary above is area
minimizing. This is because the area minimizing surface Σ with ∂∞Σ = Γ
may be connected, or some other surface in H2 × R. In any case, S is a
minimal surface in H2 × R with ∂∞S = Γ.
4.2. Examples of Non-fillable Curves.
First, of course, if Γ± is not a collection of geodesics, then by Lemma
2.8, Γ is not fillable. Therefore, we only consider the nontrivial case that
Γ± is a collection of geodesics.
Even though the previous section shows that Γ± fails to detect fillability
of Γ, in some cases, with some conditions on Γ˜, it shows that Γ is non-
fillable. In this part, we will give a family of examples of non-fillable infi-
nite curves in ∂∞(H
2 × R).
Let ξ be a Scherk curve in ∂∞(H
2 × R) (Remark 2.16). Let∆ξ = ∆
+
ξ =
∆−ξ be ideal polygon in H
2 × {±∞} induced by ξ± (Section 2.4). Let “∆+ξ
be the component of ∂∞ − ξ containing∆
+
ξ . Similarly, define
“∆−ξ .
Definition 4.5 (Trapped Curves). Let Γ be an infinite Jordan curve in ∂∞(H
2×
R). Let∆+Γ be the component of ∂∞(H
2×R)−Γ containing the ideal poly-
gon inH2×{+∞} induced by Γ+. If there exists a Scherk curve ξ such that
∆+Γ ⊂
“∆+ξ , then we will call Γ trapped by ξ with notation Γ ≺ ξ. Similarly,
extend the definition to the curves by replacing all + signs with − signs in
the corresponding places. See Figure 6-right.
Theorem 4.6. Let Γ be an infinite curve trapped by a Scherk curve ξ. Then,
Γ is not fillable.
Proof: The proof is a straightforward application of the maximum
principle. Assume that there exists a minimal surface Σ with ∂∞Σ = Γ.
Let S0 be a Scherk graph with ∂∞S0 = ξ. Parametrize all Scherk graphs
bounding ξ such that for t ∈ R, St = S0 + t vertical translation of S0 by t.
Then, for any t, ∂∞St = ξ, and the family {St} foliates the convex region
∆ξ × R in H2 × R.
Without loss of generality, assume∆+Γ ⊂
“∆+ξ . Notice that S−t → ξ
+×R
as t→∞ and Γ∩ ξ = ∅. Then, for sufficiently large to > 0, S−to ∩Σ = ∅.
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As ∆+Γ ∩∆ξ 6= ∅, Σ ∩ (∆ξ × R) 6= ∅. Then, let t1 = inf{t | St ∩ Σ 6= ∅}.
Then, being the first point of touch, St1 intersects Σ tangentially with lying
in one side. This contradicts to the maximum principle. Similar arguments
work for ∆−Γ ⊂
“∆−ξ case, too. The proof follows.
5. FINAL REMARKS
5.1. Con-Fillable Curves.
As indicated in Section 4.1, the behavior of Γ± is highly inadequate to
detect fillability of an infinite curve. On the other hand, the main result, The-
orem 3.1, shows that Γ± completely determines the strong fillability of an
infinite curve in ∂∞(H
2 ×R). Notice that the minimal surfaces constructed
in Corollary 4.3 for a given Γ± are collection of disjoint minimal surfaces
for each component in Γ±. Hence, the following question becomes very in-
teresting: If we restrict connectedness on Γ, or the filling minimal surface,
does Γ± still plays a crucial role to determine fillability of Γ?
This question suggests the following notion between fillability and strong
fillability. We will call a curve Γ in ∂∞(H
2 × R) con-fillable, if the filling
minimal surface Σ is connected. i.e. Γ is con-fillable if there exists a con-
nected, complete, embedded minimal surface Σ in H2 × R with ∂∞Σ = Γ.
Question 5.1 (Con-fillability). Which infinite curves in ∂∞(H
2×R) bound
a connected, complete, embedded minimal surface in H2 × R ?
On the other hand, we can state a simpler version of this question:
Question 5.2. Let Γ be an infinite Jordan curve in ∂∞(H
2×R). Is Γ fillable?
Notice that in the other versions of the problem, we assume Γ to be a
finite collection of disjoint Jordan curves in ∂∞(H
2 × R). If we assume
Γ to be one Jordan curve, then the filling surface would automatically be
connected. Hence, Question 5.2 is just a simpler case of Question 5.1. Also,
by changing Question 5.2 slightly, ”Which Jordan curves in ∂∞(H
2 × R)
bounds a minimal (or least area) plane in H2 × R?” is another interesting
question where the analogous question for H3 was studied by [An, Co2].
Both of these questions are very interesting as the examples constructed
in Theorem 4.3 do not apply to these cases. Hence, Γ± being fat or skinny
might play a crucial role to detect con-fillability of the curve Γ.
On the other hand, con-fillability and strong fillability are very different
notions, where one does not include the other one. In particular, we will
give two families of examples of curves which are only con-fillable, and
only strongly fillable.
Con-fillable, but not strongly fillable curves: Horizontal catenoids S2 and
minimal k-noids Sk constructed in [MoR, Py] give an important family of
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examples for con-fillable curves for any k ≥ 2. Notice that the asymptotic
boundary of horizontal catenoids and minimal k-noids consists of k infinite
”vertical” Jordan curves, i.e. Γk = ∂∞Sk = γ1 ∪ ...γk where γi is the
asymptotic boundary of a vertical geodesic plane in H2 × R. Furthermore,
by construction, Γk is skinny at infinity for any k ≥ 2. This shows Γk does
not bound any area minimizing surface by Theorem 3.1. Hence, these are
also examples of con-fillable, but not strongly fillable curves.
Strongly fillable, but not con-fillable curves: For a given two disjoint geodesics
τ1 and τ2 in H
2, define Γi = ∂∞(τi × R). By [MoR], there is a constant
η0 > 0 such that if d(τ1, τ2) < η0 then Γ = Γ1 ∪ Γ2 bounds a horizontal
catenoid in H2 × R. On the other hand, if d(τ1, τ2) > η0, the curve Γ is an
example of a strongly fillable curve, which is not con-fillable. In order to
see this, first notice that Σ = (τ1 ∪ τ2) × R is an area minimizing surface
by Theorem 3.1. Now, assume that there is a connected minimal surface T
with ∂∞T = Γ. By d(τ1, τ2) > η0, there is a Scherk curve β in the region
between Γ1 and Γ2 in ∂∞(H
2 × R) with β ∩ Γ = ∅ by [MoR]. By translat-
ing the Scherk graph S, we can assume that S ∩ T = ∅. However, as T is
connected, a vertical translation of S must intersect T . Hence, first point of
touch gives a contradiction by maximum principle as in Theorem 4.6.
5.2. Finite Curves.
In [Co1], we discussed the asymptotic Plateau problem for finite curves,
and give a fairly complete classification for strongly fillable curves. In this
paper, we completed this classification by giving a characterization for infi-
nite strongly fillable curves.
While strong fillability question has been finished, fillability question for
finite and infinite curves are wide open. In particular, we gave examples of
fillable and non-fillable curves in Section 4. Furthermore, the same question
for finite curves is also very delicate. By a simple generalization of Theorem
4.1, if Γ is a collection of strongly fillable (finite or infinite) curves, then it
is fillable. On the other hand, the only known family of finite non-fillable
curves in ∂∞(H
2 × R) is the curves containing thin tails by Lemma 2.4.
However, there are many curves Γ with h(Γ) < π containing no thin tails.
In [Co1, KM], some families of fillable examples, namely butterfly curves,
have been constructed. However, it is still wide open question that which
curves are fillable among such curves?
Similarly, con-fillability question is also wide open for finite curves, too.
Which curves in ∂∞(H
2 × R) bounds a connected minimal surface? As
discussed in previous section, this question is also very different from the
fillability, and the strong fillability questions. In [FMMR], the authors stud-
ied a special case of this problem, namely for minimal annuli. By using the
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ideas for not con-fillable examples above, it can be showed that if the com-
ponents of a finite curve are ”horizontally apart”, then it is not con-fillable.
In particular, if Γ = γ1 ∪ .. ∪ γn is a finite curve where Γ stays in one
side of a Scherk curve, then Γ can not con-fillable. Similarly, if a finite
curve is ”vertically π-apart”, then it is not con-fillable. In other words, if
Γ = γ1 ∪ .. ∪ γn is a finite curve where some γi is in S1∞ × (−∞, c) and
all other γj is in S
1
∞ × (c + π,∞), then Γ cannot be con-fillable. This is
because for the pair of horizontal circles αǫ = S
1
∞ × {c + ǫ, c + π − ǫ} in
∂∞(H
2 × R), there is a catenoid Cǫ with ∂∞Cǫ = αǫ such that S ∩ Cǫ = ∅
for a given minimal surface S with ∂∞S = Γ. In particular, as ǫ→ 0, Cǫ →
∂∞(H
2×R) by [NSST]. This means if there is a connected minimal surface
S bounding γ1 and other γi’s, it must go through the neck inside catenoid
Cǫ as Cǫ is very close to S1∞ × [c + ǫ, c + π − ǫ]. Then, by using horizontal
hyperbolic translations ϕt of Cǫ towards S, we can get a contradiction with
maximum principle at the first point of contact of ϕt(Cǫ) and S.
Let Γ be semi-infinite if only one of Γ+ or Γ− is nonempty. Fillability,
and con-fillability questions for a semi-infinite curve Γ might be detected
by the behavior at infinity. For example, ”Are there any fillable semi-infinite
Jordan curve in ∂∞(H
2 × R) which is skinny at infinity?” seems an inter-
esting question, and easier case to study for fillability question. By consid-
ering Theorem 4.6, if there exists such a curve, it is a curve not trapped by
a Scherk curve. While Γ± hardly detects fillability for infinite curves by
section 4.1, it might be the key property for semi-infinite curves.
5.3. Wild Curves.
In this part, we give two examples of wild curves, which shows that the
tameness condition are essential for the results of the paper. We would like
to thank the anonymous referee for these examples.
Example 1: There are strongly fillable wild curves with Γ±g contains infin-
itely many geodesics.
Let p0 6= q0 ∈ ∂∞H2, and T be a hyperbolic translation along a geodesic
γ orthogonal to the geodesic (p0, q0) where l is the translation length of T
along γ. For t ∈ R, we define pt = T t(p0) and qt = T t(q0) where T t de-
notes the translation length tl along γ. For t > 0 small, and l large, we con-
sider the domain D0 bounded by the geodesics (p1, q1), (p−1q−1), (p−t, pt)
and the arcs ptp1, q−1q1, p−1, p−t in ∂∞H
2 (See Figure 7-left). If t is small,
and l is large, there is a solution u of the minimal surface equation on D0
with value+∞ on the geodesics, and 0 on the arcs in ∂∞H2 by [MRR]. We
fix the parameter t and l.
Let Dk = T 2k(D0), and let Ω =
⋃
k∈ZDk. Let a± = limn→±∞ T
n(p0) =
limn→±∞ T
n(q0). There are two arcs α1 and α2 in ∂∞H
2 joining a− and
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a+ with p0 ∈ α1 and q0 ∈ α2. Let f be a function defined on α1 and α2
such that limp→a± f(p) = +∞. There is indeed a solution v to the minimal
surface equation on Ω such that v = +∞ on any geodesics (p2k−t, p2k+t),
and v = f on any arcs p2k+tp2k+2−t and α2 in ∂∞H
2. The existence of such
v comes from the fact that u◦T−2k+c can be used as a barrier from above for
the domain Dk. Hence, the graph of v is an area minimizing surface Σ with
∂∞Σ = Γ such that Γ
+ is the union of the geodesics (p2k−t, p2k+t)×{+∞}
and (a±,+∞), and Γ˜ is made of vertical halflines {p2k±t} × [f(p2k±t,∞),
and the graph of f over p2k+tp2k+2−t and α2. ∂∞Σ = Γ is a wild infinite
curve as Γ+ has an infinite number of geodesic arcs. This shows that there
are strongly fillable wild curves with Γ±g contains infinitely many geodesics.
Example 2: There are nonfillable wild, tall curves which are nonoverlap-
ping at the corner.
The main result states that nonoverlapping tame curves are strongly fil-
lable. This example shows that tameness condition in the main result is
crucial. In particular, if we remove tameness condition from Γ in the main
result, the fillability of Γ fails in general. See also Remark 3.3.
We will define a curve Γ in ∂∞(H
2 × R) where Γ+c contains infinitely
many points, but no interval. In particular, Γ+c will be a Cantor-like set, and
the construction will proceed by induction. We will construct a family of
disjoint open arcs In,k in ∂∞H
2 where n ≥ 1 and k ∈ {1, 2, ..., 2n− 1}, and
an increasing family of compact sets Kn such that the following properties
are satisfied. Let Cn =
⋃
m≤n
⋃
1≤k≤2m−1 Im,k.
D0
D1
D−1
po qo
a+
a−
γ
p1
p2
p−1
p−2
q1
q2
q−1
q−2
I1,1
I2,1
I2,2
I3,1I3,2
I3,3
I3,4
γ2,1
D2,2
Ω3
FIGURE 7. In the figure left, construction of a strongly fillable wild
curve Γ with Γ+g has infinitely many geodesics is given. In the figure
right, inductive construction of nonfillable wild curve which is nonover-
lapping at the corner is shown.
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• If ei
k
2n−1
π ∈ Cn−1, then In,k = ∅. If e
i k
2n−1
π /∈ Cn−1, then In,k is an
arc centered at ei
k
2n−1
π
disjoint from Cn−1 whose endpoints are not
of the form ei
p
m
π (See Figure 7-right).
• Let γn,k be the geodesic joining the endpoints of In,k, and let Ωn be
the convex hull of ∂∞H
2 −Cn in H2. Then,
⋃
mKm =
⋃
nΩn = Ω.
• There is a solution un of the minimal surface equation on Ωn whose
boundary values are −∞ on any γm,k for any m ≤ n, and 0 on
∂∞H
2 − Cn.
• |un+1 − un| ≤
1
2n
on Kn+1.
We can see that we can find such a family satisfying above properties as
follows: Assume that for n ≤ n0, Cn, Kn,Ωn, un are constructed with the
properties above. Then for n0+1, if e
i k
2n0
π ∈ Cn0 , then choose In0+1,k = ∅,
if not, choose In0+1,k to be an arc of ∂∞H
2 disjoint from Cn0 . Further-
more, the length of In0+1,k can be chosen sufficiently small so that γn0+1,k
is outside of Kn0 , and un0+1 exists on Ωn0+1. Besides, as the lengths of the
In0+1,k’s go to 0, then Ωn0+1 → Ωn0 and un0+1 → un0 on Ωn0 . This implies
we can choose the length of In0+1,k such that |un0+1 − un0| ≤
1
2n
on some
compact set Kn0+1 with Kn0 ⊂ Kn0+1 ⊂ Ωn0+1. Clearly, this can be done
so that for any n,m, Km ⊂ Ωn. Hence, we get
⋃
mKm =
⋃
nΩn = Ω.
On Ω, u = lim un exists, and it is a solution for minimal surface equation
by construction. Since u ≤ un, u takes the value−∞ on any geodesic γn,k.
Let C =
⋃
Cn, and let E = ∂∞H
2 − C. Then, ∂∞Ω = E. By construction,
ei
k
2n−1
π ∈ Cn ⊂ C for any k, n. This implies e
i k
2n−1
π /∈ E for any k, n, and
hence, E contains no interval. A priori, we say nothing about the value of
u on E except u ≤ 0 on Ω.
Let f be defined on ∂∞H
2 by f(p) = 1
d(p,E)
where d is the Euclidean
distance along the unit circle. The graph of f is a continuous function on
∂∞H
2 with value R. Its graph is a Jordan curve Γ in ∂∞(H
2×R). We claim
that Γ is the desired example.
First, Γ+c = E × {+∞}, and so Γ is nonoverlapping at the corner as E
contains no interval. As Γ is graph over ∂∞H
2, it is also tall. However, we
claim that Γ is not fillable. Assume that there is a minimal surface Σ with
∂∞Σ = Γ. Since Γ is above the closure of the graph u + t, Σ is also above
the graph of u + t for any t. By letting t → +∞, the graphs of u + t will
sweep out Ω × R. By maximum principle, Σ ∩ Ω × R = ∅. Hence, Σ is
contained inDn,k × R where Dn,k is the hyperbolic half-space bounded by
γn,k and In,k. This means Σ has infinitely many components for each Dn,k
as Γ ∩ In,k × R 6= ∅.
Let Σ1 be the one in Dn,k × R. By construction, ∂∞Σ1 = Γ ∩ I1,1 × R
which is the graph of f over I1,1. Let I− and I+ be two arcs in ∂∞H
2
ASYMPTOTIC PLATEAU PROBLEM IN H2 × R 31
such that I−  I1,1  I+. Let f± : I± → R such that f < f− on I−,
and f > f+ on I1,1. Furthermore, we assume f± = +∞ on ∂I±. Let
γ± be geodesic joining endpoints of I± and D± be the hyperbolic half-
space bounded by I± and γ±. Let Σ± be the minimal graph over D± with
asymptotic boundary the graph of f± over I±, and γ± × {+∞}. By using
the maximum principle, we see that Σ1 is above Σ+ and below Σ−. By
letting I± → I and f± → f , we see that Σ1 is actually equal to the minimal
graph with asymptotic boundary the graph of f over I1,1 and γ1,1×{+∞}.
This implies ∂∞Σ contains γ1,1 × {+∞}. This contradicts to the fact that
∂∞Σ = Γ. Hence, Γ is an example of a wild curve which is tall, and
nonoverlapping at the corner, but not fillable.
5.4. Asymptotic H-Plateau Problem in H2 × R.
Constant Mean Curvature (CMC) surfaces are natural generalizations of
minimal surfaces. In H3 and H2 × R, many analogous questions have been
studied in CMC case, too. Like H ∈ [0, 1) for H3, H ∈ [0, 1
2
) is the
interesting case for complete embeddedH-surfaces in H2 × R.
We call a curve Γ in ∂∞(H
2 × R) H-fillable if there exists an H-surface
ΣH inH
2×R with ∂∞ΣH = Γ. Hence, the following generalization is very
natural:
Question 5.3. Which curves in ∂∞(H
2 × R) is H-fillable for H ∈ [0, 1
2
)?
Note that this question has been discussed in [NSST]. In particular,
by [NSST, Theorem 4.1], an H-fillable curve Γ cannot be finite or semi-
infinite. Furthermore, Γ˜ must be a collection of vertical lines. On the other
hand, very different from the H = 0 case, for H > 0 case, there are in-
finite H-catenoids, and H-paraboloids in H2 × R [NSST]. These surfaces
make the question very different from the usual asymptotic Plateau prob-
lem. Furthermore, because of these a priori properties for H-fillable curves
mentioned above, and the existence of theseH-surfaces, it might be a better
idea to study this question in the geodesic compactification ofH2×R [KM]
rather than the product compactification.
Note also that Scherk graphs described in Section 2.3 were generalized
to CMC context, say Scherk H-graphs, forH ∈ [0, 1
2
) by [HRS]. Hence by
replacing Scherk graphs with these Scherk H-graphs, it might possible to
define the fat/skinny at infinity notions for curves in ∂∞(H
2 ×R), and gen-
eralize a version of Theorem 3.1 to CMC case by following similar ideas.
Note that for the nonproper case, with Meeks and Tinaglia, we recently
showed the existence of nonproperly embedded H-planes in H2 × R for
anyH ∈ (0, 1
2
) [CMT].
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