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Ee´n februari 1997, op mijn 23e verjaardag begon ik als AIO op de afdeling Experi-
mentele Vaste Stof Fysica II (EVSFII). Nooit kon ik toen vermoeden dat ik precies
10 jaar later dan eindelijk mijn manuscript ter goedkeuring naar de manuscriptcom-
missie zou sturen. Er is in al die tijd uiteraard ontzettend veel gebeurd. De structuur
van de afdeling is inmiddels veranderd en daarbij is ook de naam EVSFII gesneuveld.
De afdeling is verhuisd naar een nieuw gebouw en het oude is met de grond gelijk
gemaakt. Ook de kelder heeft het onderspit moeten delven en een nieuwe kelder ziet
inmiddels letterlijk het daglicht. De naam van de universiteit is in die periode ook
maar veranderd (“Katholieke”moest plaats maken voor “Radboud”). Tot slot ben ik-
zelf alweer aan mijn tweede baan na mijn AIO-schap bezig, waarbij de naam van het
bedrijf door een verzelfstandiging voor de verandering ook maar weer veranderd is.
Genoeg veranderingen dus, maar in al die jaren bleef toch mijn geloof dat ik dat
boekje ooit af zou krijgen, ook al was dat geloof soms wel vrij/heel ver weg. Met
een voltijds-baan viel het ook erg tegen om veel tijd in je proefschrift te stoppen. Dat
heb ik van veel kanten gehoord en dat klopte helemaal! Voeg daaraan toe de vele
activiteiten die mijn vrije tijd vullen, en dan bleef er eigenlijk nog verdacht weinig
tijd over. . . De tip van Herman dat om een goed stuk te schrijven je de eerste versie
eigenlijk onder in een la moet stoppen en er drie maanden later weer uit moet halen,
heb ik zo maar al te vaak te letterlijk genomen, wat de progressie toch niet echt ten
goede kwam. Deadlines werden guidelines en die verdwenen daarop als sneeuw voor
de zon.
De noodgreep om dan maar wat vakantieweken op te offeren heb ik heel wat ke-
ren moeten herhalen en ook al waren daar ’s zomers verleidingen als de Berendonck,
het Wylerbergmeer en de Vierdaagsefeesten, er werd toch wel degelijk enige vooruit-




Herman was inmiddels al een tijdje met emeritaat (pensioen) en daarmee kwam
dan ook een echt harde deadline in zicht wilde ik nog bij hem kunnen promoveren.
Vakantiedagen waren al bijna op, dus toen kocht ik er maar wat dagen bij en ging de
turbo er echt op. Gelukkig was het einde al enigszins in zicht, wat het wat makkelijker
maakte om me er helemaal in te storten. Het eindresultaat ligt nu voor u en daarmee
is het dan toch nog eind goed al goed!!
Uiteraard heb ik in al die tijd van heel veel mensen hulp gekregen en hoewel
mijn tijd op de afdeling al heel wat jaren geleden is, zal ik toch een poging wagen
eenieder die heeft bijgedragen, de revue te laten passeren en te bedanken. Aangezien
ik mijn afstudeer-stage ook op deze afdeling had gedaan, was ik als beginnend AIO
al vertrouwd met de mensen en het reilen en zeilen op de afdeling. Het enige verschil
was dat ik nu van Theo’s groep naar Herman’s groep ging, oftewel van de laser-boys
naar de STM-boys!
Daarmee kom ik meteen bij de persoon die ik als allereerste wil bedanken: mijn
promotor Herman van Kempen. De vrijheid die u bood binnen mijn onderzoek en
het vertrouwen dat u mij gaf, heb ik altijd zeer op prijs gesteld. Ook waardeer ik het
ten zeerste dat u, zelfs toen u van een welverdiend pensioen kon gaan genieten, nog
altijd beschikbaar was en tijd voor mij had en ook altijd als eerste koffie aanbood,
wanneer wij weer eens een afspraak hadden. Ook u moet toch af en toe getwijfeld
hebben of dit nog ooit goed zou komen, maar u bleef vertrouwen in mij houden en
daarvoor ben ik u hartelijk dankbaar!
De secretaresses kunnen uiteraard niet ontbreken, want zij vormen eigenlijk het
hart en het geweten van een afdeling. Riki Gommers en Marilou van Breemen: ont-
zettend bedankt voor al jullie hulp bij al die zaken die dan misschien niet direct met
het onderzoek te maken hadden, maar die wel ontzettend belangrijk waren om mijn
werk goed te kunnen doen. De technische ondersteuning, in de vorm van de twee
Jan-nen – Jan Gerritsen en Jan Hermsen –, Albert van Etteger en Tonnie Toonen, wil
ik bedanken voor al hun hulp, wanneer mijn STM er weer de brui aan had gegeven.
Hierbij wil ik zeker ook Andre´ van Roij bedanken, die al op een andere afdeling
werkte, maar soms toch nog de tijd en moeite nam om te kijken hoe het zijn good ol’
STM verging en daarbij nog de nodige hulp heeft geboden.
Dan dalen we nu af naar de plek waar het echte werk allemaal gebeurde: de kel-
der! Een van de eerste grote veranderingen die ik daar doorvoerde, was in de zomer
van ’98, toen ik de instelling van een van de belangrijkste apparaten veranderde van
Radio Veronica in Radio 538! :) Mijn voorgangers Maurice van der Wielen en Joeri
Voets wil ik bedanken, omdat zij mij het nobele vak van lage-temperaturen-STM ge-
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leerd hebben. Uiteindelijk ben ik met de STM van Maurice echt aan de slag gegaan
en heb ik daar al mijn werk mee verricht. Ik wil hierbij ook collega-AIO Aleksey
Kolesnychenko bedanken, onder wiens impulsen we met (inmiddels) mijn STM een
exotisch uitstapje hebben gemaakt naar andere materialen, wat hele mooie resultaten
heeft opgeleverd.
De interactie met de andere bewoners van de kelder zorgde voor de nodige gezel-
ligheid, ook en vooral buiten het werk, dus Maarten, Eric, Franc¸oise, Toyo, Aidan,
Simon, hartelijk dank!! Met Maarten heb ik vanaf het begin van de studie hetzelf-
de traject afgelegd en daarbij hebben we heel wat meegemaakt op stap-, studeer- en
werkgebied! Ook wil ik mijn studenten, Willemien Kets en Hans Vestjens, bedan-
ken. Met Willemien begon ik aan de III-V-materialen, wat uiteindelijk he`t onderwerp
van mijn proefschrift zou worden, en Hans heeft zo maar eventjes een buitenlandse
professor begeleid, toen ik in een moeilijke periode zat.
Tot slot wil ik ook nog Roman Shantyr bedanken, die ik pas leerde kennen toen
ik de afdeling al verlaten had en ik het betere schrijfwerk in mijn vrije tijd nog in de
kelder moest doen. Hij installeerde de SCALA-software op mijn pc, die ik na het
nodige geklooi aan de praat kreeg, zodat ik al het analyse-werk thuis kon doen en
daarvoor niet meer naar de kelder hoefde af te dalen.
De andere mensen die in al die jaren bij EVSFII hebben gezeten, wil ik verder
ook bedanken, want de sfeer was altijd prima, wat vaak bleek tijdens de luidruchtige
koffie- en lunch-pauzes. Ook de vele uitstapjes die we hebben ondernomen, waren
altijd gezellig. Het park-voetbal op vrijdagmiddag met andere be`ta’s vormde een
welkome ontspanning en was ideaal om katers te verdrijven! ;)
De hooggeleerde leden van de manuscriptcommissie wil ik bedanken voor hun
deskundig commentaar en adviezen voor verbeteringen. Ik denk dat het eindresultaat
hiermee inderdaad verbeterd is ten opzichte van het manuscript zoals dat ter goed-
keuring is opgestuurd.
Ook sommige van mijn vrienden hebben op een of andere manier bijgedragen
en die wil ik dan ook met name noemen. Unix-goeroe Harco voor het installeren
van de nodige Windows-software op mijn pc. Ook voor al zijn tips, al waren die
dan niet altijd even nuttig ;) Joachim, die er ondanks een kater in slaagde onmisbare
software-tools op mijn pc te installeren en werkend te krijgen, thanx!! Ook hij kwam
met de nodige tips, die net als bij Harco niet altijd even nuttig waren (soms waren
het ook gewoon dezelfde. . . :) Remco, die mijn link met C&CZ was, waardoor ik
de hele LATEX-distributie op mijn pc kon zetten. Met al deze software-tools kon ik
al het werk thuis doen, wat de progressie zeker positief beı¨nvloedde! Verder leverde
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deze link ook andere bruikbare informatie op :) Mijn link met de werkvloer van de
afdeling was Eric, die ervoor zorgde dat ik, toen ik eenmaal bij Philips aan de slag
was gegaan, toch nog steeds op de hoogte bleef van alle ontwikkelingen in de kelder.
Hen en de rest van mijn vrienden wil ik bedanken voor het simpele feit dat ze
mijn vrienden zijn. Het is eigenlijk ongelooflijk dat we na al die jaren nog steeds met
zovele in dezelfde stad wonen (Nijmeguh!) en dan ook nog het merendeel vlakbij
elkaar in de buurt. Hartelijk dank voor al die mooie en ontelbare wekelijkse stap-
avonden, de Oud-en-Nieuw-vieringen, de vele wedstrijden van Oranje en Ajax die
we samen hebben gekeken (in wisselende stemmingen. . . ;) de zomerse zwempar-
tijen, de Vierdaagsefeesten, de jaarlijkse wintersport, het jaarlijkse carnaval in het
Valkenswaardsche en het vele bioscoop-bezoek!! De gezelligheid en vanzelfspre-
kendheid hiervan zijn een groot goed en ik hoop dat dat ook nog een hele tijd zo
blijft, want het belangrijkste gedeelte van het leven speelt zich toch buiten werktijd
af!
Dat werk soms totaal onbelangrijk is, heb ik wel gemerkt in 1999 en daar wil ik
hier uiteraard zeker bij stil staan. Het verlies van mijn vader heeft een grote en diepe
wond geslagen, die nooit helemaal zal helen, maar waarvan de pijn in de loop der
jaren gelukkig wel minder is geworden. Goh, zo graag had ik je bij mijn promotie
erbij willen hebben!!!! Ooit heb jij ook je promotie op deze afdeling afgerond, maar
ik was toen zelf veel te jong om er ook maar iets van te begrijpen. Een uur stilzitten
was voor mij toen al een hele opgave. Je bent dan ook geen onbekende voor de (in-
middels wat) oudere garde van de afdeling (hetzelfde geldt trouwens voor de oudere
garde op het Nat. Lab.). Ik draag dit proefschrift met liefde aan jou op.
Die tijd was heel zwaar en daar waar Fred en ik nog ons leven in Leiden en
Nijmegen hadden als “afleiding”, was het voor jou, ma, helemaal zwaar. Je hebt
je bewonderenswaardig staande gehouden en ik ben dan ook ontzettend blij dat je
nu, ruim 8 jaar later, zo goed en positief in het leven staat!!! We hebben het grote
verlies een plekje in ons hart moeten geven en we koesteren de goede, mooie en leuke
herinneringen aan ons pa! Ik weet zeker dat ons allemaal nog een mooie en zonnige
toekomst te wachten staat!
Ik wil hierbij ook Riki en Herman nogmaals bedanken, want het was niet een-
voudig om na deze gebeurtenis weer aan de slag te gaan. Riki heeft me hierbij veel
gesteund en toonde altijd begrip en belangstelling, ook nog na een hele tijd. Herman
heeft me alle rust en vrijheid gegeven om weer in het normale werkritme te komen,
wat na een tijdje ook weer gelukt is.
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Tot besluit: ma, ik wil je hierbij hartelijk bedanken voor alle onvoorwaardelijke
steun die ik mijn hele leven van jou, en natuurlijk ook van pa, heb ontvangen. Jullie
waarden en normen hebben mij gemaakt tot wie ik nu ben. Last but not least, ik hoop
nog heel lang van jouw fantastische, Indonesische kookkunsten te kunnen genieten!!
Randy de Kort
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Doped semiconductors are commonly used in industry, but the behavior of doping
atoms is still not fully understood. Since the sizes of electronic devices are shrinking,
their characteristics will be influenced by fewer and, eventually, even single lattice
imperfections, e.g., doping atoms, vacancies, and antisite defects. These imperfec-
tions can be studied individually on an atomic scale with a scanning tunneling micro-
scope (STM).
Many STM studies have been carried out on III-V semiconductors. The (110)-
cleavage surfaces of these semiconductors are ideal for studying bulk imperfections
with a surface-sensitive tool such as an STM because there are no surface states inside
the bulk energy band gap of III-V semiconductor surfaces. Therefore, bulk effects
such as doping atoms in subsurface layers are not screened at the surface and can
be probed by an STM. Doping atoms are usually imaged as spherical protrusions or
depressions in the surface topography depending on sample voltage and their charge.
These protrusions or depressions are a direct consequence of the influence of the
charge and the corresponding Coulomb potential of the dopants on the number of
states available for tunneling. Furthermore, doping atoms can cause oscillations in
the charge density. Other lattice imperfections which have been extensively studied
include vacancies and antisite defects or antisites. These defects can introduce extra
states inside the band gap of a semiconductor, which can lead to pinning of the Fermi
level.
This thesis discusses low-temperature STM measurements performed at 4.2K on
the (110)-cleavage surfaces of two III-V materials: InP and InAs. We study both n-
and p-type samples of these semiconductors, and our main focus is on the behavior of
1
2 Introduction
doping atoms since these are very important in modern electronic devices. However,
we also encounter other defects such as oxygen adsorbates and steps, which we will
discuss as well. A better understanding of the behavior of such defects can also help
in the downscaling of electronic devices.
We start with an overview of STM studies on III-V semiconductors in chapter 2.
This shows that many aspects of these materials have been studied and understood,
but that there are still question marks regarding some aspects, e.g., the exact origin
of the triangular contrast of dopants and the exact physical mechanism leading to the
doping-induced charge-density oscillations and conductance peaks. This also means
that further work is necessary which brings us to the goal of this thesis: extending the
work performed on GaAs to two other III-V materials InP and InAs. In this way, we
will broaden the view on the field of III-V semiconductors and obtain more insight
into the open issues.
Since the majority of our work is performed on InP, we devote chapter 3 to de-
scribe the characteristics of the InP samples and to discuss some general properties
of the InP(110) surface. The next chapter is the main chapter of this thesis and de-
scribes the measurements on the n-type InP(110) surface. We only observe very
weak Friedel (charge-density) oscillations, but the behavior of doping atoms shows
an unusual behavior at large negative sample voltages. We show that this is caused
by two competing tunnel contributions, and this will return frequently in the subse-
quent chapters. From the spectroscopy measurements, we learn that a very stable tip
is important for obtaining reproducible spectra. We also discuss the behavior of an
oxygen adsorbate, which does exhibit pronounced Friedel oscillations and also shows
an unexpected oscillatory behavior at positive sample voltages.
In chapter 5, we discuss the results obtained on the p-type InP(110) surface. We
again observe the effect of two competing tunnel contributions. In addition, the dop-
ing atoms appear as triangular features at low positive sample voltages, but different
explanations exist for the precise origin of the triangular contrast. This is also ob-
served for p-type InAs in the next chapter, but in that case, the doping atoms appear
as rectangular features. Furthermore, for both n- and p-type InAs two competing
tunnel contributions are present resulting in a similar behavior as observed for n-
and p-type InP. Finally, we observe cleavage-induced steps on the p-type InAs(110)
surface, which show a trimerization of the extra dangling bonds at the step edges,
and the spectroscopy measurements reveal the existence of bound states near the step
edges.
All our measurements are performed in a low-temperature STM at 4.2K. The
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STM is described in detail in [1]. It is equipped with an in situ cleaver,1 which
can be controlled from outside the cryostat, in order to cleave our samples along
the (110) planes in situ at 4.2K. Since the STM is cooled down more than 85K
below the boiling point of oxygen, the vapor pressure of oxygen is extremely low
(< 10−15 Torr). Therefore, surfaces such as InP(110) and InAs(110), which normally
oxidize very quickly, will stay clean under these conditions for many days. All the
measurements are done with PtIr tips cut ex situ with scissors.
The same equipment was also successfully used by us to study the (001)-cleavage
surface of Cr. The results of these measurements are given in [3–5]. No extensive
description is given in this thesis because the results are already described in detail in
[3–5] and the thesis of Kolesnychenko [6]. In these studies, atomic corrugations of
one picometer could easily be observed, from which we conclude that the equipment
used works very well for these type of cleaving experiments due to the cleanliness of
the environment of the freshly cleaved sample at 4.2K and due to the low vibration
level of the laboratory space.
Finally, an electronic, full-color version of this thesis will be available at
www.ru.nl/ubn/volledige teksten/fulltext publicaties/koppeling naar/faculteit der/
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Chapter 2
Overview of STM studies on III-V
semiconductors
This chapter gives an overview of STM studies on III-V semiconductors.1 Section 2.1
describes the clean, defect-free (110)-cleavage surface of III-V compounds. The in-
fluence of doping atoms on STM images will be discussed in section 2.2, and the
subsequent section gives a summary of STM measurements on other defects such
as vacancies, adsorbates, steps, and antisites. Per topic, we will mostly present the
literature results in chronological order, in which the oldest results will be presented
first. We conclude with a summary of open issues, and based upon this, the goal of
this thesis will be made clear.
2.1 Clean (110)-cleavage surface
A III-V semiconductor is a binary compound consisting of group III and group V
atoms. Most of these compounds, e.g., InP and GaAs, crystallize in the zincblende
structure, which can best be described as a diamond lattice in which each atom lies
in the center of a tetrahedron formed by four nearest neighbors of the other element.
The bonding consists of sp3 hybrid orbitals, but due to a difference in electronega-
tivity between the two elements, there is a charge transfer from the III atom to the
V atom, which results in an ionic contribution to the bonding. This has its effect on
the cleavage behavior because these crystals cleave along the nonpolar (110) planes
1For detailed surveys, see Refs. [1] and [2].
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although the smallest number of bonds would be broken by cleavage along the (111)
planes. The resulting (110)-cleavage surface shows a 1×1 reconstruction, which was
observed by STM for the first time by Feenstra et al. [3] for the case of GaAs.
Another result of the charge transfer is a totally filled dangling-bond state, de-
noted by A5, localized at the group V atom (anion) below the valence-band edge
and an empty dangling-bond state (C3) at the group III atom (cation) above the
conduction-band edge [2]. This means that the surface states are located outside the
bulk energy band gap. For example, for InP(110) the band gap for the surface states
is 2.4 eV [4] compared to a bulk band gap of 1.34 eV at 300 K [5]. Because there are
no surface states in the fundamental band gap, the Fermi energies of the (110) sur-
faces of most III-V semiconductors are not pinned. Therefore, the Fermi energy at
the surface is the same as in the bulk material, and it is controlled by the doping of the
crystal. Only defects can introduce gap states and pin the Fermi energy. This result
has been obtained and corroborated by a number of band-bending and band-structure
measurements using normal and inverse photoelectron spectroscopy [2].
2.1.1 Topography of the clean (110)-cleavage surface
Figure 2.1 shows a schematic representation of the (110)-cleavage surface of InP,
which is representative for the (110)-cleavage surfaces of all III-V semiconductors.
Viewed from above, the surface consists of zig-zag chains of alternating In and P
atoms in the [11¯0] direction, which are repeated every 5.87 A˚ in the [001] direc-
tion [5]. The distance between two P atoms in the [11¯0] direction is 4.15 A˚. Also
shown in Fig. 2.1 is an outward relaxation of the anion and an inward relaxation of
the cation. This is connected with the charge transfer from the cation to the anion,
which results in a relaxation in the positions of the surface atoms, and because the
interatomic distances do not change significantly, this buckling can be described by a
single parameter: the buckling angle ω. The value of this buckling angle is (29± 3)◦
independent of the III-V semiconductor material [2], for example, for InP(110) this
value is 30◦.
Common STM images
The consequence of the filled and empty surface states is that either III atoms or V
atoms are seen in STM images depending on sample voltage. For positive sample
voltages, empty states of the sample are imaged which means the cations are visible.
At negative sample voltages, filled states of the sample are probed meaning the anions












Figure 2.1: Schematic representation of the InP(110) surface. The In and P atoms
are indicated by empty and filled circles, respectively. The small circles represent
atoms positioned in the first subsurface layer. The side view shows the surface
buckling.
can be seen. This so-called atom-selective imaging was shown for the first time by
Feenstra et al. [6] for GaAs.
However, the filled and empty dangling-bond states cannot account for all the fea-
tures seen in STM images of defect-free (110) surfaces of III-V materials. Ebert et al.
[7] observed a 90◦ rotation of the apparent atomic rows from the [001] to the [11¯0]
direction at large positive sample voltages (∼ 2V) in STM images of III-V semi-
conductors (see Fig. 2.2).2 As a quantitative measure of the morphology changes
in the STM images, the authors deduced the ratio of the atomic corrugation along
2n-Type GaAs, and n- and p-type InP and GaP were used.
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Figure 2.2: STM images of the GaP, InP, and GaAs(110) surfaces measured at
0.4 nA. The sample voltage of each frame is indicated in the upper right corner. (a)
- (f) Empty states and (g) - (k) filled states. Reprinted with permission from [7].
c©1996 The American Physical Society (courtesy of Ph. Ebert).
the [11¯0] and [001] directions, which eliminates many possible tip effects since this
ratio does not depend on the absolute corrugation (see Fig. 2.3).3 Combined with
ab initio calculations [7, 8], this was explained as being due to surface resonances.
Figure 2.4 shows their calculated band structure of the InP(110) surface. These sur-
face resonances have a high probability density at the surface and an energy within
a projected bulk band in contrast to localized surface states, which also have a high
3From these corrugation ratios, no significant differences were found between the various samples.
Only the voltage scale was slightly shifted from n- to p-type surfaces due to a different tip-induced band
bending (see following paragraph). Similarly, the absolute voltage at which the corrugation changed
was slightly tip dependent but not the effect itself.
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Figure 2.3: Corrugation ratios for GaP and InP deduced from STM images. The
empty (occupied) states refer to n-(p-)type samples. Reprinted with permission
from [7]. c©1996 The American Physical Society (courtesy of Ph. Ebert).
probability density at the surface but an energy outside the projected bulk bands.4
The surface resonances are slowly decaying Bloch waves inside the bulk and have
an exponential decay into the vacuum whereas the localized surface states decay ex-
ponentially into the bulk and into the vacuum. Some of these surface resonances
are sufficiently close to the band edges that they can contribute to the STM images.
This is the case for large positive sample voltages, where the empty-state images are
governed by empty resonances, denoted by C4, which leads to the 90◦ rotation of
the apparent rows from the [001] to the [11¯0] direction. For small positive sample
voltages, the empty dangling-bond state C3 dominates the empty-state images. Its
counterpart, the filled dangling-bond state A5, is dominant in the filled-state images
for all measured negative sample voltages.
The simulated STM images [7, 8] agreed very well with the measured ones al-
though the voltage and energy scales did not coincide. This was due to band-bending
effects5 induced by the presence of the tip and applied sample voltage [7, 9–11],
which were not taken into account in the calculations. A considerable band bend-
4The dangling-bond states are localized surface states except close to the center of the Brillouin
zone, where they dip into projected bulk bands and thus become surface resonances.
5Tip-induced band bending is explained in appendix C, which also describes a method to calculate
this effect in one dimension.
10 Overview of STM studies on III-V semiconductors
Figure 2.4: Calculated band structure of the relaxed InP(110) surface along high-
symmetry lines of the surface Brillouin zone. The energies are measured relative
to the valence-band maximum. The shaded area is the projected bulk band struc-
ture. The surface features are shown as open circles (surface resonances), solid
lines (surface states), and dashed lines (well-localized resonance). The states in
the conduction band have been rigidly shifted by 0.573 eV to reproduce the exper-
imental gap. The identified states shown are a localized state of the P atom (A2),
the occupied dangling bond above the surface P atom (A5), the back-bond (bb,
A4) and bridge-bond (br) resonances, a localized state at the In atom (C2), and the
empty dangling bond with pz character above the surface In atom (C3). Reprinted
with permission from [8]. c©1998 The American Physical Society (courtesy of Ph.
Ebert).
ing occurs in III-V semiconductors [9], which effectively modifies the energy scale.
However, the band bending only shifts the voltage at which specific states can con-
tribute to the tunnel current, and hence, all key conclusions from the calculations
remain valid for common tip-sample separations.
Since we will discuss the influence of the surface states and resonances exten-
sively in the following, we show a schematic energy-band diagram of the STM tunnel
junction with the energetic positions of the various states in Fig. 2.5. Shown is the
situation of n-type material with a positive sample voltage applied.6 It is clear from
6Appendix D shows these diagrams for different sample voltages for both n- and p-type materials.






























Figure 2.5: Schematic energy-band diagram of the STM tunnel junction in the
case of n-type material and with a positive sample voltage applied. EF,s and EF,m
denote the Fermi levels of the semiconductor and metal tip, respectively, EC de-
notes the bottom of the conduction band, and EV denotes the top of the valence
band. Indicated are the energetic locations of the A4, A5, C3, and C4 states. Ta-
ble 2.1 lists some properties of these surface states.
this diagram that at positive sample voltages electrons coming from the tip can tun-
nel into the C3 state as well as the C4 state. From Table 2.1, it follows that a change
between these surface states is accompanied with a 90◦ rotation of the apparent rows.
A similar 90◦ rotation of the apparent atomic rows was also observed by Ja¨ger et
al. [12] in empty-state STM images of the n-type GaAs(110) surface. They also used
the ratio of the atomic corrugation along the [11¯0] and [001] directions to determine
changes in the atomic corrugation. For the series of STM images they showed, the
observed rotation occurred at a lower sample voltage (∼ 0.7V) than what Ebert et
al. observed. However, it is difficult to compare these results since Ja¨ger et al.
used etched platinum tips and observed shifts in the voltage at which the corrugation
changed as high as 1V for different series, which they attributed to different tunnel
conditions such as different band bending due to changing tip work functions with
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C4 cations [001] [11¯0]
C3 cations [11¯0] [001]
A5 anions [001] [11¯0]
A4 anions [001] [11¯0]
Table 2.1: Some properties of the four surface states indicated in Fig. 2.5 (from
Refs. [7] and [8]).
different tip apex. This was not observed by Ebert et al., who used etched tungsten
tips and only observed a small tip dependence (see footnote 3).
Ja¨ger et al. observed the same 90◦ rotation of the apparent rows in filled-state im-
ages as well, which occurred at a relatively low negative sample voltage (∼ −1.5V).7
Below this voltage, the filled-state images are dominated by the C3 state, which be-
comes filled as a result of carrier accumulation due to tip-induced band bending, and
above this voltage, the A5 state dominates the tunnel current leading to the 90◦ rota-
tion of the apparent rows from the [001] to the [11¯0] direction. The authors arrived
at a similar conclusion as Ebert et al. although the former explained the behavior ob-
served for the corrugation qualitatively as tunneling from different electronic states
near high-symmetry points of the surface Brillouin zone whereas the latter used ab
initio calculations to give a quantitative explanation.
Furthermore, Ja¨ger et al. still observed a strong corrugation with the apparent
rows oriented in the [001] direction in empty-state images for sample voltages as
low as 0.5V.8 For this voltage, electrons do not tunnel directly into the surface but
through the space-charge region of the semiconductor into bulk states due to tip-
induced band bending (see appendices C and D). The authors claimed that bulk states
are not expected to show a strong corrugation of their density of states (DOS) at the
position of the tip apex which implies that the tunnel current is spatially modulated
by surface states at this sample voltage. Since surface states reside outside the band
gap, the band bending must have been pinned to about 0.5V to allow tunneling into
these states. This pinning could have been caused by extrinsic states such as cleavage
7Ebert et al. did not show the corrugation ratio for these relatively low negative sample voltages.
8Ebert et al. did not show any STM images for such low sample voltages.
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steps, adsorbates, and vacancies (these states will be described further in section 2.3).
The lowest surface band that electrons can tunnel into is the C3 state, which gives rise
to apparent rows oriented in the [001] direction.
De Raad et al. [13] also observed voltage-dependent changes in the morphology
of the atomic lattice in STM measurements on n- and p-type GaAs.9 For the n-type
case, they observed similar 90◦ rotations of the apparent rows as [7, 8] and [12] in
empty-state images, and as [12] in filled-state images. These rotations occurred at
similar voltages (∼ 0.9 and ∼ −1.5V for the empty- and filled-state images, respec-
tively) as in [12]. In this case, the materials are the same, but the tips are still different
since de Raad et al. used etched tungsten tips similar to what Ebert et al. [7, 8] used.
The explanation of de Raad et al. that the rotations were caused by surface states
contributing in varying relative amounts to the total tunnel current was similar to the
explanations of [7, 8, 12]. Moreover, they compared their STM images to the results
of a one-dimensional (1D) model used to calculate the amount of tip-induced band
bending for a tunnel junction between a metal and a semiconductor. Apart from the
addition of two bands of surface states, this model is equivalent to the model pre-
sented in [9].10 The authors came to the conclusion that tip-induced band bending
determines which surface states contribute to the total tunnel current at a given sam-
ple voltage and thus has a profound influence on the voltage-dependent STM images.
Furthermore, for sample voltages below 0.5V the STM images of de Raad et
al. still showed a corrugation with the apparent rows oriented in the [001] direction
similar to [12]. As already indicated by Ja¨ger et al. [12], for these low sample
voltages electrons tunnel from the tip into bulk conduction-band states through a
surface depletion layer. Ja¨ger et al. explained the corrugation with a pinning of
the band bending, which allows tunneling into the C3 state, whereas de Raad et al.
attributed the corrugation to the low-energy shoulder of this state, which has been
reported to extend into the band gap [8, 14].
Ja¨ger et al. [15] discussed the experimental observation that for n-type material
tunneling out of valence-band states dominates at sufficiently large negative sam-
ple voltages, which is in contrast to theoretical expectations: the current out of the
conduction-band states should be at least one order of magnitude larger than the cur-
rent out of the valence band due to the fact that electrons tunneling out of the conduc-
9De Raad et al. used a slightly different way of determining changes in the atomic corrugation: they
deduced these from a “corrugation number”, which they defined as the difference in average height
between two line profiles along the [1¯10] and [001] directions divided by the corrugation amplitude
along either [1¯10] or [001], whichever is the larger.
10The model of [9] is also used in appendix C to calculate tip-induced band bending in one dimension.
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tion band see a smaller vacuum barrier height than the electrons tunneling out of the
valence band (see appendix D). However, the momentum of electrons tunneling from
the surface through the vacuum barrier to the tip must be conserved, i.e., the tip must
have states able to accommodate electrons with a given momentum. The lowest-
lying C3 surface state on the (110) surface of most III-V materials is located at the X¯
point of the Brillouin zone. The wave vector of this state has a nonzero momentum
parallel to the semiconductor surface unlike electrons from the top of the valence
band, which are at the ¯ point. Therefore, the authors proposed that tunneling out
of the accumulation layer is hindered by the inability of sharp tips to accommodate
this momentum. This means that the possibility of atom-selective imaging of (110)
surfaces of n-type III-V materials depends crucially on the presence of an indirect
surface band gap: if the minimum of the C3 surface state was at the ¯ point of the
surface Brillouin zone (direct surface band gap), the current from the accumulation
layer would dominate the STM images at all negative sample voltages, and only the
conduction-band surface states located at the cations would be imaged independent
of the voltage.
De Raad et al. [13] also observed changes in the atomic corrugation for p-type
GaAs although these were somewhat different than what they observed for the n-
type case where the orientation of the apparent rows changed monotonically from
the [11¯0] to the [001] direction with decreasing sample voltage.11 The empty-state
images showed the apparent rows oriented in the [11¯0] direction at the extrema of
the range of applied sample voltages (2.5 and 1.5V) whereas the corrugation was
clearly resolved in both directions for intermediate sample voltage (1.8V). Again,
this was attributed to changing contributions of different surface states to the total
tunnel current. At 1.5V, tunneling occurs mainly into the A5 state, which becomes
empty because of an accumulation of holes due to tip-induced band bending. This
causes an orientation of the apparent rows in the [11¯0] direction. At higher sample
voltage, the C3 state starts to contribute as well which reduces the observed orien-
tation. When the sample voltage is increased further, the surface resonances will
dominate the tunnel current similar to what the authors, and Ebert et al. [7, 8] and
Ja¨ger et al. [12] observed for n-type GaAs. This will change the orientation back into
the [11¯0] direction.
A similar behavior was observed at negative sample voltages: at−1.5 and−0.5V,
the apparent rows were oriented in the [11¯0] direction, and at intermediate sample
11Ebert et al. [7, 8] did not find any significant differences between n- and p-type samples (see
footnote 3). They did not measure p-type GaAs (see footnote 2).
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voltage (−0.9V), a mixed corrugation appeared. This mixed corrugation indicated
that the C3 state contributes to the total tunnel current since this state is the only
surface state that causes apparent rows oriented in the [001] direction. For p-type
GaAs, this can only occur when the surface is in inversion since then electrons will
populate the C3 state. At the same time, for a mixed corrugation to appear there
must be a second contribution from another state, which causes an orientation in the
[11¯0] direction. This could be the A5 state. However, if the C3 state is to contribute
to the tunnel current, it must lie energetically below the Fermi level of the sample
which implies that the A5 state must lie well below the Fermi level of the tip since
this mixed corrugation occurred at a sample voltage which is less than the energetic
separation of the C3 and A5 states, which lie on either side of the band gap (1.42 eV
[5]). This means that the A5 state cannot contribute to the tunnel current.
De Raad et al. identified the bulk valence-band states as the origin of the second
contribution. Electrons tunnel out of these states to the tip through a surface depletion
layer which is similar to what occurred for the n-type case at low positive sample
voltages (see before). In order to explain the mixed corrugation, the authors had
to assume that the contribution from the bulk valence-band states is associated with
apparent rows oriented in the [11¯0] direction. At larger negative sample voltages, this
contribution increases whereas the contribution from the C3 state remains more or
less constant due to the amount of tip-induced band bending leveling off at the onset
of inversion. This explains the apparent rows oriented in the [11¯0] direction at larger
negative sample voltages. For smaller negative sample voltages, the contribution
from the C3 state vanishes, and the one from the bulk valence-band states remains
resulting again in apparent rows oriented in the [11¯0] direction.
Ja¨ger et al. [15] observed a 90◦ rotation of the apparent atomic rows for p-type
GaAs at a large positive sample voltage (2V) similar to what Ebert et al. [7, 8]
observed for a comparable sample voltage. However, this rotation was not from the
[001] to the [11¯0] direction as in [7, 8] but from the [11¯0] to the [001] direction. This
resembles the observation of de Raad et al. [13] for p-type GaAs at a similar voltage
although de Raad et al. only observed a reduction in the orientation of the apparent
rows. Ja¨ger et al. explained the rotation with the A5 state, which becomes empty at
low positive sample voltages because of an accumulation of holes due to tip-induced
band bending similar to the explanation of de Raad et al. This state will dominate the
STM images at these low sample voltages, but at higher voltages, electrons can also
tunnel into the C3 state, and since these see a smaller vacuum barrier height than the
electrons tunneling into the valence band (see appendix D), the former will dominate
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the STM images resulting in the 90◦ rotation of the apparent rows from the [11¯0] to
the [001] direction.
Finally, at negative sample voltages Ja¨ger et al. did not observe a rotation of the
apparent atomic rows in agreement with the results of Ebert et al. [7, 8] but in contrast
to the results of de Raad et al. [13], who did not observe a rotation for p-type GaAs
either but did observe a reduction in the orientation of the apparent rows. De Raad et
al. assumed that the surface was in inversion to explain their results. However, Ja¨ger
et al. did not observe any evidence of inversion taking place in n- or p-type GaAs in
their scanning tunneling spectroscopy measurements similar to what Feenstra et al.
[9] observed for the same materials (this will be discussed in section 2.1.2). Because
of the absence of inversion, only valence-band states will be imaged for p-type GaAs
at negative sample voltages, and the A5 state will have the largest contribution to the
tunnel current resulting in apparent rows oriented in the [11¯0] direction similar to the
explanation of Ebert et al.
It is difficult to compare all these results since the materials and the tips used are
not all the same. There are also differences in the measured voltage regimes, and in
addition, de Raad et al. [13] used a slightly different way of determining changes
in the atomic corrugation compared to Ebert et al. [7, 8] and Ja¨ger et al. [12, 15].
Figure 2.6 shows an overview of the corrugation measurements from the papers we
discussed. This should be compared to Table 2.2, which gives an overview of when a
certain surface state is expected to be dominant in STM images for n- and p-type III-V
materials. From this table, we expect to observe a 90◦ rotation of the apparent atomic
rows in all cases except for p-type material at negative sample voltages. Furthermore,
if the right voltage regime is measured, such a rotation can even be observed twice
for p-type material at positive sample voltages.
The results of Fig. 2.6 indeed show the expected behavior except for the results
of de Raad et al. [13], who observed a reduction in the orientation of the apparent
rows for p-type GaAs at negative sample voltages. They used inversion to explain
this, but Ja¨ger et al. [15] did not find any experimental evidence for inversion. For
p-type GaAs at positive sample voltages, de Raad et al. also only observed a reduc-
tion in the orientation of the apparent rows. They explained this with three different
contributions to the tunnel current, which is indeed expected from Table 2.2.
Anomalous STM images
For small tip-sample separations or very small sample voltages, anomalous STM
images have been observed. Heinrich et al. [16] used a relatively low sample volt-
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Figure 2.6: Overview of corrugation measurements from Refs. [7, 8, 12, 13, 15].
The upper part shows the results for n-type materials, and the lower part for p-
type materials. Shown are the measured voltage regimes along with the observed
directions of the apparent atomic rows.
age (−0.75V for p-type GaAs), and in order to keep the tunnel current sufficiently
large, the tip-sample distance decreased to 2–3 A˚ compared to values of 4–9 A˚ used
in calculations of conventional STM images [7, 9, 17–19]. At this small tip-sample
distance, both the As and Ga atoms were observed in the STM image. This was in-
terpreted in terms of local tip-induced modifications of the electronic surface states.
These modifications were dragged along the surface with the scanning movement of
the tip resulting in the observed dual-atom images. Ab initio calculations by Ke et
al. [20] showed that at near-contact distances as in [16] the tip apex really probes the
short-range chemical interactions with the surface atoms, and as a result, important
relaxation effects both in the tip and surface take place. Therefore, the electronic
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large negative A5 [11¯0]
n-type low negative C3 [001]
low positive C3 [001]
large positive C4 [11¯0]
large negative A5 [11¯0]
low negative A5 [11¯0]
p-type low positive A5 [11¯0]
positive C3 [001]
large positive C4 [11¯0]
Table 2.2: Overview of expected dominating surface states and the corresponding
directions of the apparent atomic rows in STM images for different sample volt-
ages for n- and p-type III-V materials (from Refs. [7] and [8]). Precise values for
the sample voltage will depend on the III-V material and tip used.
properties of the surface are changed significantly which could explain the dual-atom
images. For a Si tip on a GaAs(110) surface, it was found that at near-contact dis-
tances a tip-induced jump of the surface Ga atom occurs, which chemically bonds
to the tip apex. Similar observations of dual-atom images were made by de Raad et
al. [21] for n-type GaAs at very small positive sample voltages (0.25V). They called
this “true lattice resemblant corrugation”, and an example is shown in Fig. 2.7.
Ja¨ger et al. [12] observed an STM image of n-type GaAs which resembled a
dual-atom image: at a sample voltage of −1.9V, the STM image showed the zig-
zag chains of the Ga and As atoms. However, the atoms could not be observed
individually, and furthermore, the tip-sample distance at −1.9V lies between the tip-
sample distances of −1.4 and −2.5V, at which conventional images were seen, and
was thus not significantly reduced as was the case in [16, 21]. This means that the
clear dual-atom images seen at small tip-sample separations may not be related to the
phenomenon observed by Ja¨ger et al.
Other anomalous STM images of the GaAs(110) surface were observed by Aloni
et al. [22]. For p-type GaAs, the As sublattice was seen at low positive sample
voltages which is normally only observed in filled-state images, i.e., at negative sam-
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Figure 2.7: True lattice resemblant corrugation on n-type GaAs (3.2×3.2 nm2).
Sample voltage: +0.25V, set-point current: 35 pA. The circles identify the top-
row atoms and the dots the bottom-row atoms. Reprinted with permission from
[21]. c©2001 The American Physical Society (courtesy of G. J. de Raad).
ple voltages. Furthermore, at low negative sample voltages for n-type GaAs the Ga
sublattice was seen instead of the usually observed As sublattice at negative sample
voltages. According to the authors, the tip is pushed very close to the surface because
at the sample voltages used the Fermi level of the tip is inside the band gap of the sam-
ple. The tip-induced electric field is therefore greatly enhanced creating a subsurface
accumulation layer, which results in the observed anomalous STM images.
Finally, also the InAs(110) surface showed anomalous STM images. Wildo¨er
[23] found that both polarities of the sample voltage only showed the As atoms
for small values ( 300mV). Morgenstern et al. [24] did not observe a voltage-
dependent shift of the atomic rows either in the sample-voltage region−600 – 400mV.
With some tips, they also even observed the two types of atoms in the unit cell which
might correspond to the dual-atom images as in [16] and [21]. An explanation for
this anomalous behavior could be the surface band gap of InAs(110) of 1.7 eV [4],
which is much larger than the bulk band gap of 0.35 eV at 295K [5]. For the other
III-V compounds, the dangling-bond states are close to the band edges and dominate
the DOS at the surface. The much larger surface band gap of InAs(110) compared
to the bulk band gap means that the tunnel current couples to bulk-related electronic
states at low sample voltages which could explain the anomalous behavior of the
STM images at these low voltages.
This was indeed shown by Morgenstern et al. [25]. They calculated the band
structure of InAs projected on the (110) surface, which showed no surface states di-
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rectly at the band gap around 0 eV. Therefore, at small sample voltages bulklike states
will be probed by STM. The STM image calculated at small positive sample voltages
agreed very well with the measured one and revealed that the As atoms are imaged
for these sample voltages. Going closer to the surface by increasing the tunnel current
also showed the In atoms in the measured STM image which was again reproduced
well by the calculated one. At higher positive sample voltages, the In dangling bond
dominated the STM image, and furthermore, the atomic rows were rotated by about
90◦ with respect to the images measured at small positive sample voltages similar to
what was observed by Ebert et al. [7] for other III-V semiconductors (see before).
Again, the calculated STM image showed a good correspondence with the measured
one.
2.1.2 Spectroscopy of the clean (110)-cleavage surface
Scanning tunneling spectroscopy (STS) is a very powerful tool to study the electronic
properties of a surface. In I -V spectra, surface DOS features are obscured by the fact
that the tunnel current depends exponentially on both tip-sample distance and sample
voltage (see Eq. 4.1 of section 4.2.1). Most of this dependence can be removed by cal-
culating the normalized conductance (d I/dV )/(I/V ), which has been demonstrated
to provide a very convenient measure of the surface DOS for the case of metallic
or small-band-gap surfaces [26–28]. However, for large-band-gap surfaces, such as
the (110)-cleavage surfaces of most III-V semiconductors, the ratio (d I/dV )/(I/V )
diverges at the band-gap edges because the current approaches zero faster than the
conductance. This problem can be overcome by simply adding a small constant to
I/V or by applying some amount of broadening to the I/V values [11].
General features
The first extensive STS study of a III-V semiconductor was done by Feenstra et al.
[9] for the case of the GaAs(110) surface. The I -V spectra clearly showed three dif-
ferent contributions: tunneling out of valence-band states, tunneling into conduction-
band states, and tunneling through dopant-induced states in the semiconductor. The
authors also performed calculations of the tunnel current using a 1D planar model in-
cluding band bending in the semiconductor. Only by including tunneling through the
space-charge region of the semiconductor, which reduces the role of band bending,
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could a good agreement between theory and experiment be obtained.12 Furthermore,
the kink predicted in the I -V spectra of n-type GaAs, arising from the formation
of an inversion layer at the surface, was not observed experimentally. In order to
invert n-type material, electrons in the valence band must be in equilibrium with
the conduction-band electrons, which are spatially further back in the sample. This
equilibrium would be accomplished by tunneling completely across the correspond-
ing distance, and this tunnel process is expected to be slow compared to tunneling
through the vacuum explaining the absence of inversion.13
Reference [11] gives detailed STS measurements on several III-V semiconduc-
tors. Besides the three already mentioned main contributions to the tunnel current,
an additional onset above the lowest conduction band was observed for the cases of
InP, InAs, and InSb. This was identified as arising from the indirect conduction-band
minimum centered at the L point in the Brillouin zone. In addition to these onsets,
small peaks were observed on the empty-state side of the normalized conductance
spectra, i.e., in the conduction band of the semiconductor, which were associated
with surface states. All the observed surface- and bulk-derived spectral features oc-
curred in the conduction band with no significant features seen in the valence band.
This might be due to the energy dependence of the tunnel transmission term, which
preferentially weighs empty-state features [28]. However, on the InP(110) surface
the filled dangling-bond surface state, located in the valence band, has been observed
in STS measurements by Ebert et al. [30, 31]. Furthermore, Wenderoth et al. [32]
also observed features in the valence band in low-temperature conductance spectra
measured on the GaAs(110) surface, which will be described in one of the following
parts of this section.
12Salemink et al. [29] also used this method to calculate the valence-band position in STS measure-
ments across GaAs/AlxGa1−xAs interfaces. The calculated positions compared well with the experi-
mentally derived positions.
13This was indeed shown by Ja¨ger et al. [15], who did not observe a kink in measured I -V spectra
on n-type GaAs either. They also considered another channel by which inversion at the surface could be
maintained: transport by drift of holes from the bulk valence band. However, this current was shown to
be much too small to maintain inversion. This led to the conclusion that no inversion occurs in n-type
GaAs at positive sample voltages. For p-type GaAs, no inversion can be expected either at negative
sample voltages for the same reasons as discussed for n-type material. However, de Raad et al. [13]
used inversion to explain the changes in atomic corrugation they observed for p-type GaAs at negative
sample voltages (see section 2.1.1).
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Influence of tip-induced band bending
Feenstra [11] also studied the influence of tip-induced band bending on the spectra.
This influence will be reduced due to tunneling through the space-charge region of
the semiconductor [9] (see before), but it can still be observed. Feenstra found a
distortion in the measured spectra and attributed this to tip-induced band bending.
Therefore, the measured band gaps were usually larger than the bulk band gaps, and
surface states shifted up in energy. However, for sufficiently large doping concentra-
tions ( 1×1018 cm−3) the spectral shifts were generally less than 0.1 eV. This was
also found in their calculations of the effects of tip-induced band bending for electron
depletion-layer tunneling in a three-dimensional (3D) geometry.
A similar observation of an increasing measured band gap with decreasing dop-
ing concentration was made by Maboudian et al. [10] in STS measurements on n-
type GaAs. They also performed calculations following the formalism of [9], which
showed a good agreement with the experimental I -V spectra in the high-doping
regime. Similar to [9], the theoretically predicted kink due to the formation of an
inversion layer was not observed. At lower doping levels, a discrepancy was found
between the calculated and measured spectra: the calculated current was consider-
ably larger than the measured current at positive sample voltages. To determine if
this was due to the absence of inversion, the authors also calculated I -V spectra
without taking inversion into account. At high doping concentrations, there was a
good agreement with the curves calculated with inversion and with the experimental
curves showing that inversion plays a relatively minor role in this case. However, at
lower doping concentrations the calculations dramatically underestimated the mea-
sured current. This suggests that the real situation is in between complete inversion
and no inversion. Furthermore, the discrepancy at lower doping levels was also at-
tributed to the inadequacy of the 1D model used to fully describe the tip-sample
interaction, which has a 3D nature. Taking the effect of tip curvature into account,
the calculated current was one order of magnitude higher than the current calculated
neglecting this effect (see also appendix C).
The results described in the previous paragraphs were obtained at room temper-
ature. At low temperatures, the effect of tip-induced band bending on the measured
band gap is somewhat larger since at room temperature the edges of the conduction
and valence bands probably extend into the band-gap region by an energy of several
kT with k Boltzmann’s constant and T the temperature thereby masking the effect
of tip-induced band bending [33]. This was indeed observed by Feenstra et al. [33]
in STS measurements on n-type GaAs performed near 10K although the measured
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increase of the band gap was only about 0.1 eV, which is only slightly larger than the
increase measured at room temperature.
Apart from changes in the measured band gap due to tip-induced band bending,
the bulk band gap itself also changes in highly doped III-V semiconductors [34–36].
The presence of a large concentration of free charge carriers and impurity ions in a
semiconductor causes a reduction in the band gap. This happens because the dopant-
induced impurity band broadens at high doping levels and merges with the bulk band.
For doping concentrations of the order of 1018 cm−3, the band gap reduction was
 0.1 eV for n-type GaAs and  0.03 eV for p-type GaAs [34]. Similar values were
predicted for n- and p-type InP and InAs [35].
Observations of peaks
Wenderoth et al. [32] studied d I/dV spectra measured on n-type GaAs from 8 to
300K. They found peaks at positive and negative sample voltages at 8K, which
changed to steps at 80K and disappeared completely at 300K. The authors restricted
the discussion to the features at negative sample voltages and attributed them to quan-
tized subbands of a two-dimensional electron gas (2DEG) within the band-bending
region induced by the tip.14 Their calculations qualitatively explained the differences
in the spectra taken at the three different temperatures although the shape of the peaks
could not be accounted for. The subbands associated with their model should have
a continuum of states resulting in a steplike increase at the onset of new subbands,
which was indeed observed at 80K. However, because of the finite radius of the tip15
also a lateral confinement of the electron gas is expected, which could account for the
shape of the peaks in the spectra measured at 8K by splitting the continuum of states
in the subbands into discrete levels. However, for a quantitative comparison between
theory and experiment the 1D model should be replaced by a 3D one, which is not
yet given due to the difficulty of a self-consistent description of an inhomogeneous
3D system tip/vacuum gap/sample with varying Fermi level.
Depuydt et al. [40, 41] observed peaks in the normalized conductance in STS
measurements on n-type GaAs at 4.2K. These peaks occurred in the band gap and
14Such a tip-induced quantum dot was already described by Wildo¨er et al. [37] in order to explain
low-temperature STS measurements on the n-type InAs(110) surface, which will be described in a
subsequent part of this section. Furthermore, the optical properties of a tip-induced quantum dot in a
GaAs surface layer were studied by Kemerink et al. [38] and Croitoru et al. [39].
15The employed tips had typical diameters of 50 nm as determined from electron microscopy pho-
tographs.
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Figure 2.8: STM image of the n-type GaAs(110) surface acquired at a sample
voltage of +1.5V. Locations at which tunnel spectra were acquired are indicated
by a - j. Surface defects (probably vacancies) are indicated by “V” and residual
surface contamination by “R.” Reprinted with permission from [33]. c©2002 The
American Physical Society (courtesy of R. M. Feenstra).
in the conduction band, and were believed to be the result of resonant tunneling
through localized energy levels in the tunnel junction area, which are due to surface
states or impurities such as doping atoms.16 Furthermore, localized states could also
reside at the tip apex since this consists of one or only a few atoms in the ideal case.
This was occasionally observed as a peak appearing in several spectra without being
connected to a specific impurity on the surface. The authors developed a model based
on the presence of charges residing in the localized states in the tunnel junction area.
These charges appear because of the nonequilibrium electron distribution in the STM
contact area at 4.2K when the electron relaxation rates become very slow compared
to the tunnel rate. Their model could qualitatively account for the voltage-dependent
contrast of their STM topographic images (see also section 2.2.1) and could also
provide an explanation for the conductance peaks.
Feenstra et al. [33] also observed peaks in the conductance in STS measurements
on n-type GaAs at temperatures near 10K. Figure 2.8 shows the surface locations
where tunnel spectra were acquired, and Fig. 2.9 shows the spectra. Some of the
16Spectroscopy on impurities will be discussed in following sections of this chapter.
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Figure 2.9: Tunnel spectra acquired at the surface locations indicated in Fig. 2.8.
Spectra a - e were acquired at locations far from doping atoms, and spectra f - j
were acquired directly on top of doping atoms. Each spectrum is multiplied by
the factor indicated prior to plotting for ease of viewing. Successive spectra are
shifted by one unit along the vertical axis. Discrete spectral lines observed at the
doping atoms are indicated by A, B, and C. Reprinted with permission from [33].
c©2002 The American Physical Society (courtesy of R. M. Feenstra).
peaks were connected to doping atoms, and these will be discussed in the next sec-
tion. In spectra measured away from dopants, i.e., on clean GaAs, peaks appeared
inside the band gap at negative sample voltages. These peaks were associated with a
surface accumulation dot formed in the vicinity of the tip as a result of tip-induced
band bending. This is the tip-induced quantum dot introduced by Wildo¨er et al. [37]
and also used by Wenderoth et al. [32] (see before). At negative sample voltages, lo-
calized states will form in the accumulation dot resulting in peaks in the conductance.
According to 1D calculations of the authors using the same method as in [9], only
the first localized state should be visible in the voltage range they used, but several
peaks were observed near the calculated voltage of this state. This was attributed to
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a lateral quantization due to the curvature of the tip splitting each localized state into
a set of states similar to the explanation of Wenderoth et al.
STS on the InAs(110) surface
A special case of the III-V semiconductors is the InAs(110) surface because it can
contain a surface 2DEG [42]. This surface has been extensively studied by STS
[23–25, 37, 43–57]. Reference [24] gives an overview of low-temperature STS mea-
surements on the InAs(110) surface. To obtain a surface 2DEG, the Fermi level has
to be pinned in the conduction band. Wildo¨er [23] did not find such a pinning for
the clean and flat InAs(110) surface in low-temperature STS measurements. How-
ever, steps, oxides, a passivation of the InAs(110) surface with sulphur [44], or an
InAs(110) surface covered with, for example, Fe [58], Nb [59], or Co [60]17 lead to a
Fermi-level pinning in the conduction band, i.e., a surface 2DEG. Wildo¨er [23] even
found indications of the existence of a quasi 1D electron gas (1DEG) in the vicinity
of straight steps on the InAs(110) surface. Steps and adsorbates will be discussed
further in sections 2.3.3 and 2.3.2, respectively.
In low-temperature STS measurements on InAs(110), peaks were observed in
the spectra near the onset of the conduction band [37, 48]. This was attributed to
tip-induced band bending resulting in a so-called quantum dot (QD), the quantized
energies of which caused the occurrence of the peaks. Similar conductance peaks
were also observed by Wenderoth et al. [32] and Feenstra et al. [33] on n-type
GaAs, which were already described previously, and which were also explained with
a tip-induced QD. Dombrowski et al. [48] showed that the analysis of the quantized
states of the QD allowed to reconstruct the tip-induced band bending. Furthermore,
they performed calculations of a two-dimensional (2D) parabolic QD, which were
consistent with the behavior of the ground state and the first excited state of the QD
in magnetic fields.
Besides peaks below the conduction band, also peaks in the conduction band were
present in the spectra if a magnetic field was applied [37, 45, 46]. These peaks were
believed to be direct observations of Landau levels in the conduction band. However,
Morgenstern et al. [50, 51] argued that this interpretation had to be reconsidered.
They showed that the peaks resulted from different Landau and spin levels of the QD
instead of Landau levels in the conduction band. Their calculations of the tip-induced
17In these three references, also references to other adsorbates which induce surface 2DEGs at InAs
surfaces can be found.
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QD18 revealed a quantitative agreement with the measurements from which they con-
cluded that the tunneling is dominated by states in the QD, which are only marginally
influenced by their resonant coupling to the bulk conduction band. Furthermore, it
was shown in [53] that the fluctuating surface potential of the semiconductor, result-
ing from the inhomogeneous distribution of doping atoms, acts as a local perturbation
on the states of the QD. In addition, the spin splitting of the Landau levels, observed
in [50], is influenced nonlocally by the surface potential. Finally, Landau levels have
also been observed in a surface 2DEG, induced by passivating the InAs(110) surface
with sulphur [44] or depositing Fe on the InAs(110) surface [56, 57].
2.2 Doping atoms
2.2.1 Topography of doping atoms
Because of the absence of surface states inside the bulk energy band gap of (110)-
cleavage surfaces of III-V semiconductors, bulk imperfections such as doping atoms
are not screened at the surface and can be studied with a surface-sensitive tool such as
an STM. Doping atoms introduce shallow states in the band gap of a semiconductor
and can easily be ionized providing extra free charge carriers. The charge and the cor-
responding Coulomb potential of such an ionized dopant locally changes the number
of states available for tunneling which results in spherical protrusions or depressions
in the surface topography depending on sample voltage and the charge of the dopant.
Reference [19] gives an overview of STM observations of charged doping atoms on
(110)-cleavage surfaces of III-V semiconductors.
The first observations of doping atoms by STM were published by Feenstra et al.
[61] for Si dopants in GaAs multilayer structures and by Ebert and Urban [62] for
Zn dopants in GaP(110) surfaces. Shortly after that, Johnson et al. [63, 64] observed
Be and Zn dopants in GaAs at room temperature appearing as individual circular
hillocks about 2 nm in diameter at negative sample voltages. The influence of doping
atoms from subsurface layers could also be observed. The maximum doping-atom
depth at which its influence could still be seen at the surface was approximately
1 nm (5 layers), which was in agreement with the known doping concentration of the
sample. With increasing depth, the height of the doping-induced feature decreased
from about 0.03 nm at the surface to about 0.005 nm at 1 nm below the surface. These
18As in [48], the tip-induced QD was modeled by a 2D parabolic QD.
28 Overview of STM studies on III-V semiconductors
results were in good agreement with calculations performed by the authors using the
1D model described in [9, 65].
Donor doping atoms
Zheng et al. [66, 67] observed similar features in room-temperature STM measure-
ments of Si donors in GaAs: subsurface Si dopants had a delocalized electronic struc-
ture giving rise to protrusions for both polarities of the sample voltage. These pro-
trusions had a spatial extension of about 2.5 nm (full width at half maximum) with
heights ranging from tenths of an angstrom to a few angstroms. Again, the smaller
heights were attributed to deeper lying dopants, which were probed to at least the
fifth subsurface layer. However, also localized features were observed, and these
were attributed to Si dopants in the surface layer. Its behavior in filled- and empty-
state images agreed very well with ab initio calculations by Wang et al. [18], which
predicted a modification in the electronic structure of a surface Si donor due to the
dangling bond. This results in a localized midgap level, which traps the donor elec-
tron and forms a half-filled localized dangling bond.
Domke et al. [68] also studied the behavior of Si dopants in GaAs(110) surfaces
in room-temperature STM measurements. For subsurface Si donors, they observed
the same features as in [66, 67]; however, for Si donors in the surface layer somewhat
different features were seen. For negative sample voltages, the behavior of the surface
Si donor agreed very well with the calculations of [18]. In [66, 67], the As atoms that
are bonded to the Si atom appeared darker in filled-state images which was not seen in
[68]. The calculations of [18], however, showed that both images could be obtained
in the filled-state images depending on the value of the sample voltage. For positive
sample voltages, the surface Si dopant clearly appeared different: the missing empty
dangling bond predicted by the calculations was not observed whereas Zheng et al.
[66, 67] did observe this. Domke et al. attributed this to the positive charge of their
surface dopant. They deduced this positive charge from the long-range elevation
around the dopant indicating tip-induced band bending. This is in contrast to the
uncharged Si atom used in the calculations. Furthermore, because of the absence of
a long-range elevation or depression around the surface Si dopant in [66, 67] no band
bending was present, and hence, the Si dopant should be uncharged which explains
the good agreement with the calculations in their case.
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Acceptor doping atoms
Domke et al. [68, 69] also found that Si could act as an acceptor in GaAs, i.e., replace
an As atom instead of a Ga atom. The Si acceptor should be negatively charged,
and this was observed in their STM images. Again, localized features were seen for
surface Si acceptors [68]. The fraction of Si atoms incorporated on As sites increased
with increasing Si concentration, and furthermore, Si donor–Si acceptor dipoles [68]
and Si pairs were observed. The amphoteric character of Si in GaAs has also been
reported by Grandidier et al. [70] in an STM study of silicon δ-doped layers, in which
both Si donors and Si acceptors were observed.
Ebert et al. [71] studied Zn acceptors in InP by STM at room temperature. In
filled-state images, these appeared as bright, circular protrusions because of their neg-
ative charge, which locally increases the number of valence-band states available for
tunneling. This behavior is similar to the behavior of Si donors and Be acceptors in
GaAs [63, 64, 66–68]. Zn acceptors in GaAs showed an anomalous behavior in STM
images: in filled-state images, they appeared as the usually observed circular protru-
sions, but the empty-state images showed triangular elevations, which were never ob-
served before [72, 73]. In low-temperature STM measurements performed at 4.2K,
this behavior was also observed for moderate positive sample voltages [41, 74, 75].
At higher sample voltages, the triangular elevations changed into circular depressions
in [41, 74], which were not reported in [72, 73]. The same behavior was observed
for Cd acceptors in GaAs in low-temperature STM measurements [74]. Since the tri-
angular features were only visible when tunneling to the acceptor-induced impurity
band, the features were believed to be a direct image of the acceptor state although
the origin of the triangular shape was not clear.
This was clarified by Mahieu et al. [76], who studied the (011) and (011¯) sur-
faces of Zn- and Be-doped GaAs by STM at 5K. They observed the same triangular
features, which had opposite orientations with respect to the [100] direction on the
two differently oriented surfaces. In one sample, the orientation of the triangular con-
trast was always the same for all dopants. The lateral size of the features increased
with increasing depth of the dopant below the surface, and the edges of the features
are consistent with a tetrahedrally shaped bulk feature, whose sides are delimited by
{111} planes. The intersection of the surface plane with this feature yields then the
triangular contrast.
The authors also observed this contrast when imaging the filled states at the top
of the valence band at very small negative sample voltages (−0.1 and −0.2V). This
showed that the triangular contrast is caused by a modification of the DOS at or close





Figure 2.10: 8×8 nm2 STM image of an ionized Mn doping atom acquired at
−1.1V. (b) 5.6×5 nm2 STM image of a neutral Mn doping atom acquired at
+0.6V. Reprinted with permission from [81]. c©2004 The American Physical
Society (courtesy of A. M. Yakunin).
to the top of the valence band indicating that the contrast is indeed an image of the
acceptor state. Their STS measurements confirmed this, and we will discuss these
results in section 2.2.3. Note that Mahieu et al. did not report any depressions at
higher negative sample voltages.
Loth et al. [77, 78] also observed the triangular contrast for Zn acceptors in GaAs
in low-temperature STM measurements. Furthermore, they observed this for C ac-
ceptors as well, and they also observed the acceptors as circular depressions at higher
positive sample voltages [78]. Comparing dopants at different depths under the sur-
face, they found a linear shift of the contrast maximum along <112> directions.
Their STS results suggested a somewhat different origin of the anisotropic features
than suggested in [76] and will be discussed in section 2.2.3.
Yakunin et al. [79–81] observed a similar anomalous behavior for Mn accep-
tors in GaAs in room-temperature STM measurements, but in this case, the acceptors
appeared as anisotropic crosslike features at moderate positive sample voltages (see
Fig. 2.10).19 The features were weakly asymmetric with respect to the [11¯0] di-
19Similar characteristic features were observed for Mn atoms deposited on the GaAs(110) surface in
low-temperature STM measurements in [75].
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rection, and the orientation of the larger part was the same as that of the triangular
features observed in [41, 72–74]. At higher sample voltages, the features disappeared
similar to what was observed for Zn acceptors at low temperatures [41, 74], but which
was not reported for Zn acceptors at room temperature [72, 73]. However, the change
into circular depressions at even higher sample voltages in [41, 74] was not reported
by Yakunin et al.
Yakunin et al. attributed the behavior at positive sample voltages to holes weakly
bound to the Mn ions forming (Mn2+3d5 + hole) complexes. Since the Mn acceptor
level is above the Fermi level at positive sample voltages, the acceptors are in their
neutral states, and the holes occupying the acceptor level are available for tunneling.
The authors suggested that the anisotropic crosslike features are the images of these
holes which was similar to the suggestion of [41, 72–74] that the triangular features
they observed were direct images of the acceptor state. Furthermore, the authors
believed that the weak asymmetry of the features was caused by the symmetry of the
(110) surface. At higher sample voltages, the empty conduction-band states dominate
the tunnel current, and because of the neutral states of the acceptors, the number
of conduction-band states available for tunneling is not changed around acceptors,
which are therefore not seen in the STM images.
The idea of holes giving rise to the crosslike features was supported by calcula-
tions of Yakunin et al. [81]. They showed that the Mn acceptor ground state has a
highly anisotropic spatial structure, which is due to a significant presence of d-wave
envelope functions in the acceptor ground state. The observed symmetry could be
explained within a simple tight-binding model, and it could also be described well
by a simple four-band envelope-function model of cubic symmetry. This led to the
conclusion that anisotropy arising from the cubic symmetry of the GaAs crystal pro-
duces the crosslike shape for the hole wave function, which is observed in the STM
images.
Furthermore, Yakunin et al. [82] performed STMmeasurements showing that the
crosslike shape of the Mn acceptor wave function in GaAs persists even at very short
Mn-Mn spatial separations, which was supported by calculations. The resilience of
the Mn acceptor wave function to high doping levels suggests that ferromagnetism in
GaMnAs is strongly influenced by impurity-band formation.
Finally, the spatial distribution of acceptors has also been studied by STM. John-
son et al. [83] performed room-temperature STM measurements on Be δ-doped lay-
ers in GaAs. At low Be areal density, the width of the δ layers was 1 nm whereas
at higher Be areal densities the spread of the layers was appreciable and the widths
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were approximately 5 nm. This spreading was mostly symmetric around the intended
position of the δ layer and was ascribed to drift resulting from the Coulomb repulsion
between the ionized dopants at growth temperature. Structure in the spatial distribu-
tion of dopants within the δ layer also reflected this repulsion. Averkiev et al. [84]
performed simulations of the impurity distribution in δ layers and showed that at
some critical impurity concentration the impurity distribution function perpendicular
to the layer acquires a non-Gaussian character.
Ebert et al. [85] investigated the spatial distribution of Zn acceptors in GaAs by
STM at room temperature. At high carrier concentrations (∼ 1020 cm−3), the dopants
exhibited clear clustering behavior suggesting an effective interaction between the
dopants which is stronger than the screened Coulomb repulsion between the nega-
tively charged dopants. Using Monte Carlo simulations, the authors concluded that
the effective interaction results from strong many-body effects in the otherwise re-
pulsive dopant-dopant interactions.
Doping atoms in InAs
Room-temperature STM measurements of Gwo et al. [86] on n-type S-doped InAs
showed a different behavior of the S donor in filled-state images than a Si donor in
GaAs at negative sample voltages [66–68]: it appeared as a circular depression in-
stead of a circular protrusion. This was attributed to the smaller band gap of InAs
(0.35 eV [5]) compared to the band gap of GaAs (1.42 eV [5]). As a result, the tun-
nel current will be dominated by the contribution from valence-band electrons, and
because of the reduced number of valence-band states available for tunneling in the
vicinity of the positively charged S donor, it is seen as a depression in the STM im-
ages. Empty-state images showed the S dopant as a circular protrusion similar to
empty-state images of a Si donor in GaAs [66–68].
In STM measurements on S-doped InAs performed by Depuydt et al. [87] at
4.2K, the behavior of the S donor was strongly voltage dependent. For both polar-
ities of the sample voltage, threshold values existed at which the contrast of the S
donor suddenly changed from a depression into a protrusion. This was explained as
the formation of resonant tunnel channels connected to localized energy states near
the dopant. The same model was also used for explaining the peaks in the normal-
ized conductance in STS measurements on n-type GaAs at 4.2K [40, 41] (see sec-
tion 2.1.2).20 An extension of this model can be found in [88], in which the Coulomb
20Furthermore, Depuydt et al. [40] also observed a sudden change in contrast for a Te donor in GaAs
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interaction of conduction electrons in a metallic tip with nonequilibrium charges lo-
calized at impurity states was taken into account. This led to a change in the tunnel
current resulting in nontrivial tunnel characteristics. A behavior similar to that of
the S donors in [87] was observed in low-temperature STM images of a Cr impu-
rity on the InAs(110) surface. The extended model could give a more quantitative
explanation of these results.
Other STM measurements on S-doped InAs performed at 8K can be found in
[24, 45–47]. In empty-state images, the S donor appeared as a bright spot similar to
[86] and the behavior of a Si donor in GaAs at positive sample voltages [66–68]. A
semiclassical model including tip-induced band bending was shown to qualitatively
reproduce the appearance of the ionized S dopants in InAs [24, 46]. Furthermore,
low-temperature STM measurements on p-type InAs performed at 8K showed the
Zn acceptors as protrusions in filled-state images [24] which is also observed for Zn
acceptors in GaAs and InP [41, 63, 64, 71–74].
Finally, Arseev et al. [89] also studied p-type InAs in low-temperature STM
measurements but with Mn as acceptor. At negative sample voltages, the authors ob-
served a remarkable crosslike protrusion around the Mn doping atom, the brightness
of which decreased with increasing negative sample voltage. At positive sample volt-
age, a more spherical depression was observed around the Mn dopant, which became
more localized with increasing sample voltage. The protrusion and depression were
due to the negative charge of the Mn acceptor, which locally increases (decreases) the
number of valence(conduction)-band states available for tunneling in filled(empty)-
state images. The crosslike appearance of the dopant was explained by the nonspher-
ical symmetry of the localized Mn acceptor d-orbital state, which is hybridized with
the InAs lattice states in the valence band, and this is reflected by the semiconductor
local density of states (LDOS) formed in the vicinity of the Mn dopant. This differs
from the explanation of Yakunin et al. [81] for the observation of Mn acceptors as
crosslike features in empty-state images in GaAs (see the preceding part). Further-
more, such an anomalous behavior was also observed for Zn [41, 72–78], Cd [74],
Be [76], and C acceptors [77, 78] in GaAs, in which cases the acceptors were seen
as triangular elevations in empty-state images (see again the preceding part). In ad-
dition, crosslike structures around impurities were also observed in low-temperature
although in that case the change in contrast occurred at a constant (positive) sample voltage: during
a scan, the STM image of the dopant suddenly switched from a protrusion into a depression, and in
subsequent scans, the dopant continued to appear as a depression. The authors explained this in terms
of a change in the charge localized at the tip apex or on the dopant.
34 Overview of STM studies on III-V semiconductors
STM measurements on the Cr(001)21 surface [90]. In this case, crosslike depressions
were observed for small positive sample voltages, and these were explained in terms
of an orbital Kondo resonance in Cr. We will come back to this in section 2.2.3 when
we describe the STS measurements of [89].
2.2.2 Doping-induced charge-density oscillations
Charge-density oscillations in GaAs
The screening of charged dopants by free charge carriers leads to oscillations in the
charge density (so-called Friedel oscillations [91]), which have been observed by
STM for semiconductors for the first time by van der Wielen et al. [92] in STM
measurements on Si-doped GaAs at 4.2K (see Fig. 2.11). The Si dopants were seen
as protrusions for both polarities of the sample voltage in accordance with previous
STM observations of Si donors in GaAs at room temperature [66–68]. However, in
filled-state images the doping-induced protrusions were surrounded by ring patterns,
which were attributed to Friedel oscillations due to the screening of the positively
charged dopants. The screening can only occur in the case of an accumulation of free
charge carriers at the surface which is the case for negative sample voltages because
of tip-induced band bending. This also results in a depletion of free charge carriers
from the surface at positive sample voltages, in which case there is no screening, and
hence, the Si-induced hillock features were not surrounded by ring patterns. Friedel
oscillations at negative sample voltages were also observed at 8K for Si-doped GaAs
by Wenderoth et al. [32] and for Te dopants in GaAs in STM measurements per-
formed by Depuydt et al. [40] at 4.2K.
According to Friedel [91], the oscillation period should be equal to half the elec-
tron Fermi wavelength. This value was deduced from the ring patterns in the STM im-
ages of [92], and the corresponding Fermi energy agreed well with the Fermi energy
calculated including tip-induced band bending. However, a small deviation occurred
because the distribution of oscillations around a donor is not spherically symmetric
due to the position of the donor near the surface in a fast decaying electric field going
into the bulk. Furthermore, the STM measures an off-centered cross section of the
oscillations around the donors.
As mentioned earlier, Friedel oscillations are to be expected when free charge
carriers are accumulated at the surface. For p-type material, this is the case for
positive sample voltages, in which case holes are accumulated at the surface due
21Cr is a transition metal.
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Figure 2.11: Two STM images of a (110)-cleaved, 2×1018 cm−3 Si-doped GaAs
surface. Both images are scans of the same surface area measured at opposite bias
polarities. Scan area: 230×165 A˚2, set-point current: 100 pA, sample voltages: (a)
+2.0V, (b) −2.0V. Reprinted with permission from [92]. c©1996 The American
Physical Society (courtesy of M. C. M. M. van der Wielen).
to tip-induced band bending. However, because of the higher effective mass of holes
compared to electrons (e.g., for GaAs the effective mass of holes is 0.37m0 com-
pared to 0.067m0 for electrons [9]) Friedel oscillations are expected to be weaker in
p-type material than in n-type material. Only van der Wielen [74] reported on the
observation of very weak Friedel oscillations in a few cases in low-temperature STM
measurements on Zn-doped GaAs. This indicates that Friedel oscillations are indeed
weaker in p-type material, and that they are often too weak to be observed.
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Calculations of Friedel oscillations
In [74], two models were presented to calculate line profiles through doping atoms
in STM images. The first model used the results of Langer et al. [93], who numer-
ically calculated the charge density around a point charge in a high density electron
gas. From the charge density, the LDOS around the point charge at the surface was
derived, which was converted into the desired line profiles. The second model, pub-
lished by Kobayashi [94], calculated the corrugation amplitude by deriving the wave
functions of electrons scattered by a screened Coulomb potential located near a sur-
face. The difference between these two models is the description of the problem: the
first model described the problem in terms of screening whereas the second model
used scattering theory to solve the problem. However, both models described the
experimentally obtained line profiles reasonably well although an important simpli-
fication was made in both models by not taking band bending into account.
Inglesfield et al. [95] used a different model to calculate line profiles through
Si dopants in GaAs: for the screening around the Si dopant, only electrons confined
by the accumulation layer potential were taken into account. This resulted in two
contributions to the screening charge: a doubly occupied (D−) impurity bound state,
which dominates the central peak in the line profile, and the loss of one electron in
the conduction band associated with the first minimum and successive Friedel oscil-
lations. However, the calculated amplitude and position of the Friedel oscillations
strongly disagreed with the experimentally derived values. According to the authors,
their model should be improved by including nonequilibrium effects, and using a
more realistic impurity potential and an accumulation layer which varies across the
surface around the tip.
Charge-density oscillations in InAs
Although constant-current STM images of S donors in InAs measured at 8K did not
show any Friedel oscillations, d I/dV images measured simultaneously with a lock-
in amplifier showed pronounced Friedel oscillations around the positively charged S
dopants [45, 47] (see Fig. 2.12).22 This was attributed to the scattering of electron
waves at the attractive potentials of the ionized dopants. In [47], these scattering
states were modeled using the depth of the dopant below the surface as a fitting
22Only d I/dV images obtained at positive sample voltages, i.e., where the empty states are imaged,
were shown whereas the Friedel oscillations in GaAs were only observed at negative sample voltages,
i.e., in filled-state images.
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Figure 2.12: (a) Topographic image of InAs(110) acquired at a sample voltage
of 50mV and a current of 400 pA. (b) d I/dV image measured with a lock-in
amplifier simultaneously with (a). (c) and (d) Same as (a) and (b), respectively,
but shown is a surface region containing only dopants appearing lower than 0.2 A˚.
The crosses mark corresponding positions. Reprinted with permission from [47].
c©1998 The American Physical Society (courtesy of M. Morgenstern).
parameter resulting in a good agreement with the experimental results.
In addition to the Friedel oscillations, a strong magnetic-field dependent contrast
on the 50-nm length scale was observed in d I/dV images in a magnetic field indi-
cating fluctuations in the DOS of the semiconductor [49].23 This was attributed to a
spatial fluctuation of the Landau-level energy of the QD of 3–4meV caused by the
inhomogeneous dopant distribution. Furthermore, the wave pattern resulting from
scattering of electron waves at dopants was found to depend on the magnetic field,
and the authors suggested that this was guided by the condensation of the electronic
23The constant-current images did not depend on the magnetic field indicating that the local band
bending and the screening length were nearly independent of the magnetic field.
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states on Landau tubes.
Another magnetic-field dependent contrast in low-temperature d I/dV images of
InAs was observed in [52, 54]: serpentine structures appeared in a magnetic field,
which are not correlated with the properties of the QD but are caused by the 3D DOS
of the semiconductor.24 The serpentine structures moved with increasing energy sim-
ilar to equipotential lines of a 2D potential landscape. With increasing magnetic
field, these structures overlapped and formed a network of 1D channels with a width
of 10 nm, which corresponds well to the magnetic length of 10.5 nm at 6 T. Further-
more, an uncorrugated DOS coexisted with the serpentine structures up to the highest
magnetic field of 6 T. This led to the conclusion that an increasing part of the DOS is
localized in the direction perpendicular to the magnetic field, effectively acting as a
2D DOS.
Similar serpentine structures in a magnetic field at low temperature were also
observed in d I/dV images of a surface 2DEG in InAs, induced by depositing Fe on
the surface [25, 56, 57]. The d I/dV images looked similar to d I/dV images of the
3D electron gas (3DEG) of the clean InAs surface recorded at the same energy with
respect to the band edge although the 2DEG exhibited a stronger corrugation [25]. In
the case of the 2DEG, the serpentine structures are expected since they are the well-
known drift states running along equipotential lines of the disorder potential. Also
the width of these drift states, close to the magnetic length, was in agreement with
theoretical predictions [56, 57]. As already mentioned in section 2.1.2, Landau levels
of the surface 2DEG were also observed in [56, 57], and at the tails of these levels,
the drift states formed closed paths indicating localization. In addition, these states
showed the expected energy dependence. As described in the previous paragraph,
similar drift states were also observed in the 3DEG.
At 0 T, the 2DEG-d I/dV images did not show the circular ring structures appar-
ent in the 3DEG-d I/dV images but showed rather complicated corrugation patterns
[25, 55]. Furthermore, they exhibited a much stronger corrugation than the 3DEG
revealing the tendency of weak localization. From the measured potential landscape,
the LDOS could be calculated, which showed a reasonable correspondence with the
measured LDOS [55].
24Depending on the actual QD, the serpentine contrast or the long-range QD contrast described pre-
viously dominated the d I/dV images, and sometimes, both contrasts coexisted [54].
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Differences between low- and room-temperature STM measurements
In room-temperature STM measurements, there are no published reports on the ob-
servation of Friedel oscillations to the best of our knowledge. Also, the sizes of
dopant-induced features are larger in low-temperature STM measurements. Further-
more, the maximum doping-atom depth at which its influence can still be seen at
the surface is also larger at low temperature: for room temperature, most authors
find a depth of about 1 nm (corresponding to 5 atomic layers) [63, 64, 66–68, 71–
73, 80, 81, 86]25 whereas at 4.2K this depth can range from 3 nm (15 layers) [74]
to 6 nm (30 layers) [74, 96]. For InAs, the maximum depth was found to be even
10 nm (corresponding to 46 layers) at 8K [45]. The differences between the depths
at low temperature are caused by the different doping concentrations used: for lower
concentrations, the screening is less effective, and hence, doping atoms from deeper
layers can be observed. The maximum depths derived from STM images are more
or less comparable to the corresponding Thomas-Fermi screening lengths. A sim-
pler but also reasonable estimate is that the maximum depth should be comparable
to the radius of the strongest doping-induced features at the surface, i.e., the features
resulting from dopants in the surface layer [74].
The differences between the room-temperature and low-temperature STM mea-
surements might be due to the thermal smearing of the Fermi surface. Adawi [97]
calculated the influence of a diffuse Fermi surface on the amplitude of charge-density
oscillations surrounding a point charge in a metal. For large distances from the point
charge, he found that the amplitude of the oscillations decays exponential with tem-
perature. Similar results were found in the calculations by Grassme et al. [98].
Therefore, a much faster decay of the amplitude of dopant-induced features is to
be expected at room temperature than at low temperatures which could explain the
smaller sizes of dopant-induced features and the apparent absence of Friedel oscil-
lations at room temperature: before the oscillations reach their first minimum, their
amplitude has already reached zero (see also Refs. [74] and [41]).
Wenderoth et al. [32] performed STM measurements on Si-doped GaAs at three
different temperatures (8, 80, and 300K), and they observed Friedel oscillations sim-
ilar to [92] at 8K whereas at room temperature no Friedel oscillations were observed
in accordance with literature. However, they argued that the explanation for this
different behavior at room temperature in terms of simple thermal broadening in a
25Johnson et al. [83] reported depths varying from 0.5 to 2 nm (2 to 10 layers) depending on doping
concentration.
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3DEG is inadequate because the distances for which the exponential approximation
discussed in the previous paragraph is valid are much larger than the typical distances
over which the Friedel oscillations were observed at 4.2 or 8K (∼ 10 nm). For these
small distances therefore, the more exact expression has to be used which means the
temperature influences the amplitude of the oscillations through a factor α/ sinh(α)
with α proportional to T [97, 98]. Using this expression, Wenderoth et al. calculated
the ratio of the oscillation amplitude at 8 and 300K to be near unity (∼ 0.8) for dis-
tances between 5 and 10 nm from the point charge. Therefore, they concluded that
the explanation for the oscillations at 4.2K by van der Wielen et al. [92] with Friedel
oscillations of the charge density of the 3D conduction-band electron gas induced by
scattering at the doping atom is not correct.
In order to gain more insight into this problem, Wenderoth et al. also performed
STS measurements as a function of temperature, which are described in section 2.1.2.
They attributed their results to quantized subbands of a low-dimensional electron gas
within the tip-induced band-bending region which is in contrast to the description
of this region as a 3DEG in [92]. Based upon this, Wenderoth et al. performed
calculations of the topography of doping atoms, which could account for the disap-
pearance of Friedel oscillations at room temperature. This temperature dependence
was explained with thermal broadening in the rather shallow subbands, where the
distribution of wave vectors is much broader than in the 3D case leading to a faster
decay of the oscillations.
Nevertheless, Domke et al. [19] observed dark depression rings surrounding
bright elevations in room-temperature STM measurements on Si-doped GaAs. In
contrast to the oscillations observed in low-temperature STM measurements, only
one oscillation period was observed.26 The bright elevations were due to positively
charged Si donors, negatively charged Si acceptors, and negatively charged Ga vacan-
cies, and the rings were only seen in filled-state images of n-type material. The rings
were not attributed to an oscillatory potential (e.g., charge-density waves, Friedel os-
cillations), but they were explained as the image of a local potential change induced
by the presence of the charged dopant. The potential change was based on an exper-
imental measurement of this potential change on a similar surface: Ebert et al. [100]
26In low-temperature STM measurements on oxygen atoms adsorbed on the n-type GaAs(110) sur-
face, also only one oscillation period was observed in filled-state images, which was attributed to com-
peting contributions to the tunnel current [74, 99] (this will be described further in section 2.3.2). Fur-
thermore, van der Wielen [74] also observed Friedel oscillations around an oxygen atom at negative
sample voltages.
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determined the interaction potential between charged P vacancies27 on InP(110) sur-
faces from STM measurements of their correlation. This interaction potential could
be described by a screened Coulomb potential for distances above 1.2 nm with the
charge of the vacancy equal to +1e. At smaller distances, a reduced repulsion was
observed, which was attributed to structural relaxation. Furthermore, the screening
length determined for the surface was smaller than the calculated value for the bulk in
contrast to the intuitive expectation that screening at the surface is less effective than
in the bulk because of the missing half space. This suggested either that additional
charge carriers above the bulk doping level exist in the surface region due to surface
states or that the effective mass of near-surface charge carriers differs from that of
bulk charge carriers. Domke et al. fitted a Gauss function to the measured potential
and used this Gauss potential in their calculation. The authors calculated cross sec-
tions of the normalized current through the screened Coulomb potential induced by a
−1e or +1e charge on n-type GaAs and p-type InP, and they found good agreement
with the experimental results.
2.2.3 Spectroscopy of doping atoms
Doping atoms at the GaAs(110) surface
The extra states introduced by doping atoms appear as peaks in d I/dV spectra on
(110) surfaces of III-V materials measured by STS. This was observed by van der
Wielen [74] in low-temperature STS measurements on Si-doped GaAs and is shown
in Fig. 2.13. He found an increase in the tunnel current on top of dopants in ac-
cordance with the locally increased number of states available for tunneling in the
vicinity of dopants. The peaks in the d I/dV spectra were only observed near dop-
ing atoms at negative sample voltages and were explained with resonances across the
potential well induced by the positively charged Si donor. Many spectra on different
samples with different tips were studied, and no curves were found to be identical:
there were differences in the positions, number, and amplitudes of the different peaks.
This was attributed to the critical dependence of the resonances on the shape of the
potential well and potential barrier, i.e., the tip.
As described in section 2.1.2, Depuydt et al. [40, 41] observed peaks in the
normalized conductance in low-temperature STS measurements on Te-doped GaAs.
Some peaks only occurred in the neighborhood of doping atoms and were attributed
to resonant tunneling through localized states formed in the band-bending region
27Vacancies will be described in section 2.3.1.












































Figure 2.13: Tunneling spectroscopy measurements on two different Si-induced
features of a 2×1018 cm−3 Si-doped GaAs sample. Figures (a) and (c) show two
I -V curves. The curves marked 1 are measured with the tip in the center of the
features shown in the insets (scan area: 10×10 nm2). The curves marked 2 are
measured next to the features at a distance of 5 nm. (b) and (d) Corresponding
numerically differentiated d I/dV curves of (a) and (c), respectively. VB and CB
denote the approximated onsets of the valence and conduction bands, respectively.
Reprinted with permission from [74]. c©1998 University of Nijmegen (courtesy
of M. C. M. M. van der Wielen).
around the dopants. The tip locally induces a QD,28 and in the vicinity of donors, this
QD will contain more bound states available for tunneling because of the increased
band bending around donors due to their positive charge. The precise shape of the
QD will also depend on the presence of other charged defects in the neighborhood;
therefore, different localized states may be formed resulting in different peak posi-
tions which was also observed.
Feenstra et al. [33] also observed peaks in the conductance in low-temperature
28A tip-induced QD was also used for explaining the peaks in d I/dV spectra in low-temperature
STS measurements on GaAs(110) and InAs(110) (see section 2.1.2).
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STS measurements on Si-doped GaAs (see Fig. 2.9). The peaks observed away from
dopants, i.e., on clean GaAs, were already discussed in section 2.1.2. Near doping
atoms, three new conductance peaks were observed: two were positioned inside the
band gap and one in the conduction band. Based on computations of tip-induced
band bending, these peaks were identified as arising from tunneling into and out of
the shallow donor state of the dopant, and from a donorlike state derived from the
first localized state of the tip-induced QD (see section 2.1.2).
Mahieu et al. [76] performed STS measurements at 5K around the triangular fea-
tures observed for acceptors in p-type GaAs (discussed in section 2.2.1). They found
that the ground and first excited states of the Zn- and Be-induced acceptor states
have a nonspherical symmetry. In particular, the first excited acceptor state has a Td
symmetry with the DOS concentrated in four tetrahedrons extending along the four
equivalent <111> directions due to the anisotropy of the valence-band states. The
intersection of the cleavage surface with these tetrahedrons results in the triangular
contrast observed by STM.
However, Loth et al. [77, 78] argued that the triangular contrast has a different
origin. They also performed STS measurements, at 8K, around the triangular fea-
tures observed in p-type GaAs (see again section 2.2.1) and found similar results for
Zn and C acceptors. The I -V spectra in the vicinity of acceptors showed a negative
differential conductivity inside the band gap,29 which could not be described with
conventional tunnel theory. The authors attributed this to bulk sample states located
inside the band gap, i.e., evanescent states described within the framework of the
complex band structure. Close to acceptors, this results in a resonant enhancement
of the tunnel probability, and the pronounced triangular contrast only occurs for this
specific transport channel. Their findings suggest that the contrast is mainly caused
by the bulk-related conduction mechanism through evanescent states rather than by
the direct imaging of an excited acceptor state as suggested in [76]. The main differ-
ence between the two models is that the explanation of [76] implies a model solely
based on the real part of the band structure whereas in [77] the complex part is used
to explain the observed contrast. However, since both models provide an adequate
description of the observations, it is difficult to determine which is valid.
29This is not reported in [76].
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Doping atoms at the InAs(110) surface
Dombrowski et al. [48] studied the influence of dopants on the d I/dV spectra on
S-doped InAs at 8K. The d I/dV spectra measured away from dopants, i.e., on clean
InAs, showed peaks near the onset of the conduction band, which were caused by
the quantized energies of the tip-induced QD as discussed in section 2.1.2. On top
of dopants, the ground-state energy of this QD was reduced, and its central intensity
was increased in agreement with their calculations.
Morgenstern et al. [46] measured the influence of S dopants on Landau levels in
InAs at 8K. Landau levels appear as peaks in the conduction band if a magnetic field
is applied (see section 2.1.2), and on top of a dopant, the peak energies of the Landau
levels were reduced. This reduction decreased with increasing Landau-level number,
and a simple estimate of the expected shift of a Landau level already gave good results
for the lowest levels. However, a more sophisticated analysis including the influence
of the QD and the electron-electron interaction is necessary to understand the energy
shifts.
Finally, Arseev et al. [89] observed a peak in the normalized conductance in
low-temperature STS measurements on p-type InAs doped with Mn.30 This peak oc-
curred in the vicinity of the Mn dopant near the conduction-band edge. As already
mentioned in section 2.2.1, features similar to the crosslike feature seen in the topog-
raphy images were also observed around impurities on the Cr(001) surface [90], and
in STS measurements on an atomically clean Cr(001) surface, a narrow peak near
the Fermi level was observed in the conductance [90, 101]. These results were ex-
plained with an orbital Kondo resonance, but such a resonance could not explain the
conductance peak seen in [89] because no specific features were observed in the nor-
malized conductance near the Fermi level. Instead, it was shown that this peak was
consistent with nonequilibrium charge-interaction effects as described by the authors
in [40, 41, 88]. More specifically, the peak was connected to a localized state split
from the conduction band due to electron scattering by the dopant potential.
This model was also used to explain the unusual tunnel characteristics seen at
positive sample voltages: the crosslike feature seen in the topography images was
also present in spatial distributions of the normalized conductance at constant sam-
ple voltages, but at both positive and negative sample voltages, a crosslike protrusion
was observed. This was only observed in the topography images at negative sam-
ple voltages, and at positive sample voltages, a more spherical depression was seen.
30The topography results of [89] were already described in section 2.2.1.
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Spatial distributions of the current at constant sample voltages were similar to the to-
pography images with the difference that at positive sample voltages the depression
was clearly crosslike. The protrusion and depression in the topography were caused
by the negative charge of the Mn dopant, and the crosslike feature was explained by
the nonspherical symmetry of the localized Mn dopant d level (see section 2.2.1).
Furthermore, the tunnel current is also altered by the many-particle Coulomb interac-
tion of the conduction electrons in the tip with the nonequilibrium charge localized at
the impurity [88] (see also section 2.2.1) which results in a power-law singularity in
the tunnel current. This power-law singularity reduces the tunnel current, but it can
strongly increase the conductance. Although the tunnel current is also reduced by the
decreased semiconductor LDOS near the dopant, the net effect is an enhancement of
the normalized conductance within the considered range of sample voltages.
2.2.4 Origin of charge-density oscillations and conductance peaks
As we found in section 2.2.2, charge-density oscillations were observed in a number
of STM experiments and were mainly attributed to Friedel oscillations induced by
the screening of the charge of the doping atoms. Furthermore, low-temperature STS
measurements showed peaks in the conductance on top of dopants (see section 2.2.3)
as well as away from dopants (see section 2.1.2). Although at first sight the various
explanations for these effects may seem similar, significant differences exist in the
interpretation of the detailed mechanism and the origin of the effects.
Van der Wielen et al. [92] described their topography results in terms of Friedel
oscillations of the charge density of the 3D conduction-band electron gas induced by
the doping atoms. The peaks in the d I/dV spectra on top of dopants were attributed
to resonances across the potential well induced by the dopant [74]. Wenderoth et al.
[32] explained the temperature dependence of the oscillations as well as the peaks in
the conductance on the clean GaAs(110) surface with quantized subbands of a low-
dimensional electron gas within the tip-induced QD. A similar explanation was given
by Feenstra et al. [33] to explain the conductance peaks on clean GaAs. Furthermore,
they also observed extra conductance peaks near dopants, which were explained by
tunneling into and out of the shallow donor state, and out of a donorlike state derived
from the tip-induced QD. The quantized energies of such a QD were also used for
explaining the peaks on the clean InAs(110) surface near the onset of the conduction
band at low temperature [37, 48].
Depuydt et al. [40, 41] linked the doping-induced peaks in the conductance on n-
type GaAs to resonant tunneling through localized states formed in the band-bending
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region, i.e., the tip-induced QD, in the vicinity of the dopants. These localized
doping-induced states were also used to explain the strong voltage dependence of
the S donor in STM images of S-doped InAs [87] (see section 2.2.1). Other peaks
in their d I/dV spectra resulted from localized states connected with surface states,
the tip, or defects (this will be described in section 2.3.2). This model was extended
in [88] by including the Coulomb interaction of conduction electrons in the tip with
the nonequilibrium localized charges. This resulted in nontrivial tunnel characteris-
tics giving a more quantitative explanation of the results. The extended model also
provided an explanation for the peak observed in the normalized conductance near a
Mn dopant and the unusual tunnel behavior observed at positive sample voltages in
low-temperature STS measurements on p-type InAs [89].
Wenderoth et al. and Feenstra et al. observed the conductance peaks on the clean
GaAs(110) surface away from dopants. Furthermore, Feenstra et al. observed extra
conductance peaks in the vicinity of dopants.31 Van der Wielen [74] also observed
peaks on the GaAs(110) surface on top of dopants. Although van der Wielen did
not show any d I/dV spectra taken away from dopants, his I -V curves taken on
the clean surface do show some kinks. Differentiating these curves indeed leads to
peaks at negative sample voltages; however, there are less peaks, and the peaks are
smaller when compared to the spectra taken on top of dopants. Also Depuydt et al.
occasionally observed peaks on the clean GaAs(110) surface. They attributed these
peaks to resonant tunneling through localized states connected with the tip apex.
Note that the STS measurements of Wenderoth et al. and Feenstra et al. were done
with tungsten tips32 whereas van der Wielen and Depuydt et al. used PtIr tips. The
conductance peaks on the clean InAs(110) surface were observed with tungsten tips
[48] as well as PtIr tips [37], but in both cases, the number of the peaks and their
positions were somewhat different for different tips. This indicated that different tips
resulted in different potential depths of the QD; however, Wenderoth et al. did not
observe a change in the number of peaks or a shift in their positions for different tips.
Wittneven et al. [47] observed pronounced Friedel oscillations around positively
charged S dopants in InAs in d I/dV images at low temperature and attributed this to
the scattering of electron waves at the attractive potentials of the ionized dopants. The
model of Kobayashi [94] also used scattering at doping atoms to explain the Friedel
31Wenderoth et al. did not report on any spectra measured near dopants.
32Feenstra et al. used a modified tungsten tip by making a controlled mechanical contact of the tip
to a clean copper surface thereby transferring copper atoms to the end of the tip. Metallic tips were
reliably formed in this manner, and this extra cleaning step was found to be important for obtaining
reproducible spectroscopic results [102].
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oscillations observed by van der Wielen et al. [92], but the potential of the dopant
was described by a screened, attractive Coulomb potential33 whereas Wittneven et
al. used an unscreened, attractive Coulomb potential. In contrast to Kobayashi, Wit-
tneven et al. included tip-induced band bending by describing it as a tip-induced
QD, from which the tip-induced potential was calculated. The resulting potential
caused by the presence of the tip and an ionized dopant was used to calculate the
wave functions of the scattered electrons which was also done differently in the two
models. Kobayashi decoupled the z-direction from the plane parallel to the surface
and solved the wave functions by the recursion-transfer-matrix (RTM) method taking
into account scattering at the dopant and the surface. From the wave functions, the
corrugation amplitude was derived. Wittneven et al. used spherical coordinates and
separated the Schro¨dinger equation with respect to the r coordinate. The wave func-
tions were obtained by applying the WKB method along r , from which the d I/dV
images were simulated. In this calculation, only one fitting parameter was used: the
depth of the dopant below the surface.
Finally, Domke et al. [19] observed only one oscillation period at room tem-
perature, which they could explain without using any oscillatory potential; instead,
this oscillation was explained as the image of the local potential change (a screened
Coulomb potential was used) induced by the presence of a charge. Because of all
these different explanations, it is clear that the exact physical mechanism leading to
the oscillations as well as to the peaks in the conductance spectra has not yet been
determined [2].
2.3 Other defects
Doping atoms are substitutional impurity atoms which are incorporated in a semicon-
ductor on purpose to increase the conductivity. Besides these impurities, the III-V
semiconductors will also possess other defects even though these materials can be
grown in a very controllable way nowadays. The most common type of such defects
are vacancies, i.e., missing anions or cations. Other defects are, for example, adsor-
bates such as oxygen or metals,34 steps, and antisites (cations incorporated on anion
sites or vice versa). All these different defects can introduce one or more localized
33The case of a screened, repulsive Coulomb potential was also considered in order to describe ac-
ceptor doping atoms.
34A suitable method for studying the pinning of the Fermi level of a III-V semiconductor is growing
a (sub-)monolayer of metallic adsorbates on the III-V material.
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electronic states inside the bulk band gap of a semiconductor, which can act as traps
for free charge carriers. This effect is called compensation and limits the conductiv-
ity in semiconductors. Furthermore, the conductivity is limited because free charge
carriers are scattered by the various defects. The properties of some common defects
will be discussed in the following subsections.
2.3.1 Vacancies
A vacancy consists of a missing anion or cation. For the formation of a vacancy
at the surface of a III-V semiconductor, three bonds have to be broken (see Fig. 2.1)
resulting in three dangling bonds and the disappearance of the surface state associated
with the missing atom. The three dangling bonds will rehybridize to form a defect
state, the energies of which can lie in the bulk band gap of the semiconductor.
STM observations of vacancies
Vacancies in III-V semiconductors have been extensively studied with STM. An
overview of STM studies on vacancies in III-V materials can be found in [2]. The
main feature of all vacancies is that the anion vacancy gives rise to one missing oc-
cupied dangling bond but no missing empty state whereas the cation vacancy shows
one missing empty dangling bond but no missing occupied state. The missing state
comes from the missing atom to which a dangling bond is connected. Furthermore,
most vacancies are charged resulting in a contrast in constant-current STM images,
which consists of two basically different parts. The first part is a small hole of the
size of one dangling bond, which is due to the missing atom. The second part is
a long-range height contrast similar to STM images of doping atoms indicating the
charge of the vacancy. Depending on the sign of this charge and the sample voltage,
the contrast can be a depression or elevation.
Vacancies in materials with comparable electronic properties show a similar be-
havior. For example, filled-state images of anion vacancies in p-type GaAs (VAs)
[103–106], InP (VP) [107, 108], and GaP (VP) [107] surfaces showed a missing
occupied dangling bond at the position of the vacancy with two symmetrically de-
pressed neighboring occupied dangling bonds whereas the empty-state images of p-
type GaAs and InP showed two symmetrically raised neighboring empty dangling
bonds.35 Furthermore, the long-range depressions (∼ 4 nm wide) surrounding the
35No empty-state images of the anion vacancies in GaP and InP were shown in [107], but the authors
only stated that the two neighboring empty dangling bonds were displaced out of the surface.
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anion vacancies in the filled-state images are indicative of a positive charge of the
vacancies.
Anion vacancies were mostly observed in p-type materials, and they were all
positively charged [30, 62, 71, 100, 103–110]. Ebert et al. [107] also observed anion
vacancies in n-type InP and GaP,36 which were either uncharged (only in GaP) or
negatively charged. The uncharged vacancy showed one missing occupied dangling
bond with no visible changes in the neighboring occupied dangling bonds whereas
the negatively charged vacancy showed a more complicated structure with no mirror
symmetry. This was explained with two charge-transition levels (from positive to
uncharged and from uncharged to negative states) localized in the band gap. For
p-type materials, the Fermi level lies below these levels which explains the positive
charge of anion vacancies in p-type materials. However, for n-type materials the
Fermi level lies close to the second charge-transition level explaining the observation
of both uncharged and negative anion vacancies for these materials. In addition, the
symmetry of the anion vacancies is lowered because of the increasing number of
electrons bonded in the defect states.
Domke et al. [112] observed Si donor–As vacancy complexes after annealing Si-
doped GaAs. These were uncharged indicating an isolated As vacancy would have
a charge of −1e because of the +1e charge of the Si donor, but it is not yet clear
if the isolated As vacancy is stable in n-type GaAs. Further observations of anion
vacancies in n-type materials were done for InSb [113, 114] and at low temperature
for InAs [87].
Cation vacancies were only observed in n-type materials [69, 103, 115, 116].37
Lengel et al. [103] observed Ga vacancies in n-type GaAs. These were negatively
charged and showed a behavior similar to the As vacancy in GaAs when the roles of
cation and anion are interchanged: a missing empty dangling bond at the position of
the Ga vacancy with two symmetrically depressed neighboring empty dangling bonds
in empty-state images and two symmetrically raised neighboring occupied dangling
bonds in filled-state images. Domke et al. [69] and Gebauer et al. [116] observed
the same behavior for a Ga vacancy in n-type GaAs, but Ebert et al. [115] found a
different behavior for a Ga vacancy in n-type GaP: the vacancy was uncharged and
36Ebert et al. [111] also observed this in n-type InP and GaP, but in their case, the vacancies were
created by the tip at negative sample voltages, and further scanning under these conditions resulted in a
fast decomposition of the surface eventually destroying the structure of the surface.
37Cation vacancies were observed in p-type InP [111] and GaP [111, 115], but these were created
by the tip at positive sample voltages, and further scanning under these conditions finally destroyed the
structure of the surface.
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exhibited much more localized states in STM images than the anion vacancies.
Calculations of the geometric and electronic structures of vacancies
Calculations were mostly done for anion vacancies, especially for As vacancies on
the GaAs(110) surface [104, 117–124]. Only Lengel et al. [104] predicted a charge
of+2e for the As vacancy in p-type GaAs, all the other calculations predicted a single
positive charge in agreement with experimental results [105, 106, 110]. Furthermore,
the calculations of Lengel et al. predicted an upward relaxation of the neighboring
Ga atoms in agreement with STM images [104–106], but the calculations of Zhang
and Zunger [117–120], and Kim and Chelikowsky [121–124] revealed an inward
relaxation. However, their theoretical STM images did agree with the experimental
STM images. According to the authors, this was due to the working of the STM:
an STM probes the electronic structure of the surface rather than the real atomic
geometry of the surface. Because the As vacancy is positively charged, the number of
empty states available for tunneling is locally increased which means the neighboring
Ga atoms will appear raised in empty-state STM images even though these atoms
relax inwards.
There were some small differences between the calculations of Zhang and Zunger,
and Kim and Chelikowsky: Zhang and Zunger found that the three neighboring Ga
atoms of the +1e charged As vacancy rebond and relax nonsymmetrically inward
with respect to the (11¯0) mirror plane38 whereas Kim and Chelikowsky found a sym-
metric rebonded structure to be lowest in energy in agreement with the experimental
STM images, which showed a symmetric structure. This problem was solved by
Ebert et al. [125] for the positively charged P vacancy in p-type InP, and their sim-
ulations showed that the vacancy exhibits a nonsymmetric rebonded structure and
thermally flips between its two mirror configurations. Because this flipping rate is
significantly higher than the time resolution of an STM, the STM images appear to
show a symmetric structure. This behavior can also be expected for the positively
charged As vacancy in p-type GaAs since the theoretical results for this vacancy are
very similar to those for the respective P vacancy in p-type InP.
Relatively little theoretical work has been done for cation vacancies. Schwarz et
al. [126] did calculations for both cation and anion vacancies in GaP, and their simu-
lated STM images agreed well with experimental STM images of neutral cation [115]
38Their simulated STM images were based on the energetically unfavorable symmetric nonrebonded
vacancy structure.
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and anion [107] vacancies.
Although the spatial distribution of the DOS around vacancies is very well re-
produced by the various calculations, the calculated defect levels of vacancies do not
agree with the experimental ones. The reason for this is that all the calculations have
yielded too small band gaps so far, and it is still unclear how to correct or shift the
defect states in the band gap [2]. This shows that there is a qualitative agreement
between theory and experiment but that further work is still required to give a more
accurate estimate of the defect levels of vacancies.
Formation of vacancies
Ebert et al. [109] studied the formation of anion vacancies in p-type InP and GaAs
by STM and attributed this to a low-temperature Langmuir evaporation of anions,
which is characterized by the formation of positively charged anion monovacancies
even at room temperature. For P vacancies in p-type InP, the highest formation rate
as well as the maximum vacancy concentration was reached at 435K, and at higher
temperatures, the concentration decreased. These results were explained by a com-
petition between, on the one hand, P vacancy–adatom pair production followed by
P2-molecule formation and desorption, and, on the other hand, P outdiffusion from
the bulk.
Semmler et al. [127] studied the effect of charge carriers on the barrier height for
the formation of positively charged P vacancies in p-type InP. They found that the rate
of formation of P vacancies increased with increasing charge carrier concentration.
Because of the increasing concentration of vacancies, the concentration of positive
charges at the surface also increases which induces a downward band bending at the
surface. This shifts the Fermi level toward midgap at the surface which, in turn,
increases the barrier height for the formation of a positively charged vacancy since
in order to form such a vacancy an electron has to be extracted and shifted above the
Fermi level. This dependence indicates a charge separation occurring simultaneously
with the mechanical removal process of the atom from its lattice site. The quantitative
analysis of Semmler et al. also showed that the barrier height increases when the
Fermi level at the surface moves toward midgap.
Semmler et al. [128] also studied the barrier height for the formation of positively
charged As vacancies in p-type GaAs as a function of the carrier concentration, which
showed a similar behavior as the respective barrier height of P vacancies in p-type
InP. For negatively charged Ga vacancies, the situation is reversed: the barrier height
will decrease from p- to n-type GaAs suggesting that only positively and negatively
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charged defects can be formed spontaneously on p- and n-type surfaces, respectively.
From this, the authors concluded that the surface Fermi level controls the surface
composition of (110)-cleavage surfaces of III-V semiconductors although the exact
atomistic origin of the effect of the position of the Fermi level on the barrier height
for vacancy formation in III-V materials is still not clear.
Compensation of dopants by vacancies
The conductivity in a semiconductor is determined by the concentration of free charge
carriers. The defect states introduced by vacancies can trap some of these free charge
carriers thereby reducing the conductivity. This is commonly referred to as compen-
sation. Ebert et al. [71, 110] showed that positively charged P vacancies are attracted
to negatively charged Zn dopants in p-type InP to form uncharged Zn acceptor–P va-
cancy complexes with atomic scale dipoles which means that the vacancy has com-
pensated the charge of the dopant. Therefore, the charge of the P vacancy should be
+1e because of the −1e charge of the Zn dopant. The same value was deduced from
the interaction potential between charged P vacancies in Zn-doped InP, which was
determined from correlation functions of their positions obtained from STM images
[100] (see also section 2.2.2). Furthermore, the concentration of the Zn acceptor–P
vacancy complexes increased with increasing vacancy concentration thereby reduc-
ing the concentration of negatively charged Zn dopants. The same behavior was ob-
served for As vacancies in Zn-doped GaAs [110] leading to the conclusion that these
vacancies also have a charge of +1e which was also found by Chao et al. [105, 106].
The total obervable Zn concentration was found to be the sum of the concentra-
tion of isolated charged Zn dopants and the concentration of the defect complexes
[71, 110]. This sum remained constant with time at temperatures up to 415K but
decreased at 480K for InP. This was explained by the formation of defect complexes
consisting of a surface vacancy and a subsurface or surface Zn dopant at low tem-
peratures whereas these defect complexes consist of a subsurface vacancy and a Zn
dopant at higher temperatures, which cannot be detected with an STM because they
are uncharged and lie below the surface.
Other dopant–vacancy complexes were observed by Domke et al. and Gebauer et
al.: uncharged Si donor–Ga vacancy [69] and uncharged Si donor–As vacancy com-
plexes [112] in Si-doped GaAs,39 and uncharged Te donor–Ga vacancy complexes
in Te-doped GaAs [116] all indicating a single negative charge for the respective va-
39The Si donor–As vacancy complexes were observed after annealing the sample.
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cancy. Furthermore, Domke et al. [69] found that Si acceptors and Si clusters could
also compensate Si donors in GaAs. They explained the compensation mechanisms
of Si donors with a microscopic model based on the screened Coulomb interaction
between charged dopants, the amphoteric nature of Si, and the Fermi-level effect.40
Since tellurium is not incorporated as an acceptor in GaAs, no neutral dopant pairs
or clusters were observed in Te-doped GaAs [116]. Consequently, the Te donors are
only compensated by the formation of Te donor–Ga vacancy complexes in contrast
to the compensation mechanisms in Si-doped GaAs [69]. Furthermore, a quantitative
analysis of the defect concentration yielded a −3e charge of the Ga vacancy in the
bulk whereas it is single negatively charged at the surface.
2.3.2 Adsorbates
Oxygen adsorbates
Adsorbates can also introduce extra localized states. Stroscio et al. [65, 99] studied
oxygen atoms adsorbed on the cleaved GaAs(110) surface. In n-type GaAs, the ad-
sorbed oxygen atoms appeared as hillocks surrounded by depressions in filled-state
images and as depressions in empty-state images [99]. This was attributed to a neg-
ative charge of the oxygen atoms, which induces an upward band bending. Lang
[129] already calculated the effect of electronegative adsorbates, such as oxygen, and
found that they increase the DOS below the Fermi level and correspondingly deplete
the DOS above the Fermi level in agreement with the results of Stroscio et al. The
oscillatory behavior of the oxygen atom at negative sample voltages was explained
as a result of two competing tunnel contributions: electrons tunneling out of the
donor-induced band and holes tunneling into the valence band. The latter contribu-
tion is dominant close to the oxygen atom resulting in a hillock because the number of
valence-band states available for tunneling is increased in the vicinity of the defect.
However, at larger distances from the defect the contribution of the donor-induced
band dominates causing a depression in the image since the number of conduction-
band states available for tunneling is decreased around the defect.
In p-type GaAs, oxygen atoms appeared as small hillocks in both filled- and
empty-state images with no evidence of band-bending effects around the defects [65].
This indicated a neutral charge of the oxygen atom implying the existence of an
40This effect, which was described previously in discussing the results of Semmler et al. [127, 128],
lowers the Ga-vacancy formation energy with increasing n-type doping thereby increasing the number
of Ga vacancies and hence, the number of Si donor–Ga vacancy complexes.
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Figure 2.14: (a) and (b) Empty- and filled-state STM images, respectively, of
an oxygen adsorbate observed on the n-type GaAs(110) surface (concentration:
6×1017 cm−3). Scan area: 5.5×5.3 nm2, set-point current: 100 pA, sample volt-
ages: (a) +2.0V, (b) −2.0V. Reprinted with permission from [74]. c©1998 Uni-
versity of Nijmegen (courtesy of M. C. M. M. van der Wielen).
acceptor state associated with the atom. Similar to an acceptor, the oxygen atom is
negatively charged when this state is filled (on n-type material) and neutral when the
state is empty (on p-type material). Van der Wielen [74] observed the same behavior
of oxygen adsorbates in low-temperature STMmeasurements on n- and p-type GaAs.
Figure 2.14 shows his STM images obtained on the n-type material. In addition,
he also observed Friedel oscillations around an oxygen atom in filled-state images
similar to what is observed for doping atoms [see Fig. 2.14(b)].
Metallic adsorbates
If the number of extra localized states inside the band gap is sufficiently high, the
Fermi level can be pinned inside the band gap. This can be accomplished by growing
a (sub-)monolayer of metallic adsorbates on the surface of a semiconductor. In most
studies, the cleaved GaAs(110) surface is used as semiconductor, and a variety of
metallic adsorbates has been grown on this surface, such as Sb, Bi, Sn, Au, Fe, and
Cs. Feenstra [130] reviewed STM and STS measurements on metallic adsorbates
grown on the GaAs(110) surface thereby focusing on the results of Sb, Au, and Fe.
The same characteristic spectrum was found for all three metals. It contained a peak
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located in the upper part of the band gap, a minimum in the DOS located slightly
below the center of the band gap, and a tail of states extending out of the valence
band into the lower part of the band gap. The Fermi level was pinned near midgap
at the minimum between the two sets of states. In some cases, a resonant feature
inside the valence band was observed. The geometric structures giving rise to the
band-gap states varied from one system to another: the edge of ordered Sb terraces,
small clusters of Au atoms, or the edge of large Fe clusters. In this way, a good
phenomenological description of Fermi-level pinning was obtained, but the precise
physical origin of the band-gap states has not yet been determined. As we saw in
section 2.1.2, Fermi-level pinning was also observed for the case of an InAs(110)
surface passivated with sulphur [44] or covered with, for example, Fe [58], Nb [59],
or Co [60].41 Because the Fermi level was pinned in the conduction band, this led to
a surface 2DEG.
Another metal which was used in a study is Ag. Chao et al. [131] investigated
Ag films grown on (110) surfaces of various III-V semiconductors. The films were
grown at 135K and annealed at room temperature resulting in very flat films. For
Ga-V semiconductors, well-ordered Ag films with well-defined critical thicknesses42
were found whereas for In-V semiconductors only disordered films occurred. This
was explained by the absence of a confining potential for the electrons in the Ag films
grown on In-V materials. For Ag films on Ga-V semiconductors, there is a good con-
fining potential which points in the direction of the existence of an electronic growth
mechanism. In addition, the critical thicknesses and the superstructures of the Ag
films were affected by the substrate lattice and the chemical structure at the interface
indicating that possible interface states, and the atomic and bonding structures at the
Ag-semiconductor interface need to be included for a full theoretical understanding.
Charging effects on adsorbates
Wildo¨er et al. [132] observed a small grain on a large atomically flat terrace of the
InAs(110) surface in low-temperature STM images after the feedback system was
oscillating for a short time directly after the tip approach. Furthermore, their STM
images showed a sharp and dark circlelike area located asymmetrically around the
grain at negative sample voltages indicating a very abrupt change in the conduction-
electron density. In I -V spectra taken within this area, sharp jumps were present
41For more metallic adsorbates which induce Fermi-level pinning in InAs, see references in [58–60].
42In this case, the critical thickness of a film was the thickness below which the film yielded an
atomically flat film or islands (depending on the nominal coverage) with exactly the critical thickness.
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at negative sample voltages. The voltage at which the jump took place varied with
position: it increased when the edge of the dark area was approached and roughly
equaled the tunnel voltage used for the STM image at the edge. This behavior indi-
cated a switching of the conduction band between two levels, which was explained
by single-electron charging of the grain induced by the electric field of the tip: de-
pendent on the position of the tip, a certain voltage is required to charge the grain
which results in a decrease in the tunnel current explaining the dark area in the STM
image and the sharp jump in the I -V curve at this voltage. Consequently, the edge of
the dark area is a line of constant tip-to-grain capacitance, and the deviation of this
line from a real circle and the asymmetric location of the dark area around the grain
are consequences of the shape of the tip. Apart from the dark area, also a slowly
fading brighter circle located symmetrically around the grain was present in the STM
images. This was due to the residual positive charge of the grain, which locally en-
hances the number of conduction-band states available for tunneling. This also means
that the influence of the shape of the tip on this circle is of minor importance, so it is
a real circle, and it is located symmetrically around the grain.
Maslova et al. [43] also observed charging effects in low-temperature STS mea-
surements on the InAs(110) surface. These occurred not only on defects but even
on atomically flat areas, where a strongly enhanced band gap was found (1.8 eV
compared to a bulk band gap of 0.42 eV at 4.2K [5]) and, in addition, oscillations
were observed in the spectra near the band-gap edges. Furthermore, the Fermi level
was pinned inside the band gap despite the high doping level. This behavior was
attributed to charges localized at the tip, which are induced by the finite relaxation
time for electrons at 4.2K,43 and which change the band bending resulting in a larger
band gap. Because of the additional charging of the localized states associated with
a defect, the band bending will be modified in the vicinity of a defect. This partially
compensates the band bending induced by the charged tip, and as a result, the band
gap will be smaller than the band gap observed on atomically flat areas which was
indeed observed on a defect: the measured band gap on a defect was much smaller
and comparable to the bulk band gap. However, the Fermi level still remained in the
band gap which was explained by the fact that the band bending is asymmetric: the
bending of the conduction band differs from the valence-band bending.
43This model, based on the presence of charges residing in localized states in the tunnel junction
area, was already described in section 2.1.2 in order to explain conductance peaks in low-temperature
STS measurements on GaAs. Furthermore, the model was extended giving an explanation for the low-
temperature STM and STS results on InAs (see sections 2.2.1 and 2.2.3).
2.3 Other defects 57
2.3.3 Steps
A step is another kind of defect that can introduce extra localized states due to the
extra dangling bonds at a step edge. Although the cleaved (110) surfaces of III-V
semiconductors are usually atomically flat, steps (mostly monoatomic) can some-
times be observed on these surfaces. Mo¨ller et al. [133] found steps on the p-type
GaAs(110) surface, which occurred along the [001], the [112], and in a few cases the
[114] directions.
Liang et al. [134] found monoatomic steps on the (110)-cleavage surface of InAs.
These steps ran along three different types of directions: the <111>, <112>, and
<110> directions. The first two types had serrated edges with a different period
for each type. However, sometimes the edges of the steps were not serrated. These
periodicities were attributed to relaxation and dimerization at the step edges when the
edges consisted of anions (As atoms). Based on the notion that the cations In-In try
to form metallic bonds whereas the anions As-As form covalent bonds, the authors
proposed that the As-As bonds will dimerize but that the In-In bonds will not. This
would explain the unserrated step edges since these would consist of cations. The
edges of the <110>-type steps were never serrated, probably because the subtype in
which no extra dangling bonds are created is energetically favorable.
Wildo¨er [23] also observed a straight step on the InAs(110) surface in low-
temperature STM measurements. This step ran along the [11¯2] direction and showed
no serration. According to Ref. [134], these type of steps have unserrated step edges
when the edges consist of In atoms which was indeed determined by Wildo¨er from
STM images obtained at positive sample voltages. Furthermore, peaks were present
at negative sample voltages in the d I/dV spectra. These were attributed to the bound
states of a locally charged trench resulting from the pinning of the Fermi level at the
step edge, which, in turn, is caused by the extra In dangling bonds at the step edge.
In fact, these bound states represent 1D subbands. Steps with other indices showed
no bound states or only at small sample voltages.
Heinrich et al. [135] studied steps on the (110) surfaces of p-type InP and GaP,
and n-type GaAs. The steps were positively charged on the p-type materials and
negatively charged on the n-type material resulting in a downward and upward band
bending, respectively, similar to the behavior of charged point defects. This indicates
that the charged steps introduce extra states inside the band gap: a donor state in p-
type and an acceptor state in n-type material. In this way, the Fermi level is shifted
towards the middle of the band gap. The same behavior was observed by van der
Wielen [74] in low-temperature STM measurements on steps on the p- and n-type
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Figure 2.15: Two STM images of monoatomic steps measured on the n-
type Si-doped GaAs(110) surface (concentration: 6×1017 cm−3). Scan area:
33.3×33.3 nm2, set-point current: 50 pA, sample voltages: (a) −2.5V, (b) +2.5V.
Reprinted with permission from [74]. c©1998 University of Nijmegen (courtesy
of M. C. M. M. van der Wielen).
GaAs(110) surfaces. Furthermore, the step edges were not perfectly straight on the
n-type GaAs surface, but some kinks were present (see Fig. 2.15). At these kink sites
as well as at the step edges, pronounced states were observed, which were explained
by a rebonding of dangling bonds.
Quadbeck et al. [136] investigated the cleavage properties of GaAs, GaP, and InP
single crystals doped with Zn, Cd, Si, S, Sn, and Te. The (110)-cleavage surfaces
of these crystals showed a relatively small density of steps and wide atomically flat
areas except for highly Te-doped GaAs (5×1018 cm−3). In addition, the step edges
on Te-doped GaAs were very rough with no preferred edge direction whereas on
all other surfaces smooth and straight steps, mostly monoatomic, were observed.
This was attributed to the stress induced by the dopants. Because of their different
covalent radii than their host atoms, dopants introduce an average lattice dilation in
semiconductors. For highly Te-doped GaAs, this effect is strongly enhanced resulting
in a so-called lattice superdilation. This effects the cleavage behavior and shows that
doping atoms can influence the roughness of III-V cleavage surfaces. For lower Te
concentrations, the lattice superdilation should disappear, and in STM measurements
on GaAs doped with 5×1017 cm−3 Te, flat surfaces were indeed observed [40].
The formation of steps on the (110)-cleavage surfaces of III-V materials was
2.4 Open issues and goal of this thesis 59
studied by Rosentreter et al. [137, 138]. Comparing the morphologies of freshly
cleaved GaAs(110) surfaces showing high densities of monoatomic steps with Monte
Carlo simulations, the authors concluded that the surfaces could not be described
consistently within the framework of thermal equilibrium. Instead, they interpreted
the configurations of high step density as a signature of dynamic instabilities during
the cleavage process.
2.3.4 Antisites
Antisites are cations incorporated on anion sites or vice versa. Most studies on an-
tisites have focused on the arsenic antisite in GaAs, i.e., an As atom incorporated
on a Ga site. Low-temperature grown GaAs has been used in most cases because it
contains a high density of such defects. Feenstra et al. [139] were the first to observe
the arsenic antisite in low-temperature grown GaAs with an STM. Since we will not
encounter antisites in our experimental work, we will not discuss these defects any
further. For more information, we simply refer to Refs. [30, 140–147].
2.4 Open issues and goal of this thesis
This chapter has shown that many STM studies have been performed on III-V semi-
conductors, and that many aspects have been studied and understood, but that there
are also still some open issues. We identify three main topics, and this section sum-
marizes the main open issues per topic. This will serve as a basis for the work de-
scribed in the remainder of this thesis.
2.4.1 Appearance of doping atoms
Since the use of doped III-V materials is widespread in industry, many STM studies
have focused on the behavior of doping atoms. These usually appear as spherical
protrusions or depressions in topography images, but we also saw in section 2.2.1
that in some cases a triangular or even a crosslike shape was observed. The exact
origin of the triangular contrast remains an open issue because two different models
give an adequate description of this contrast. It is also clear from section 2.2.1 that
n- and p-type GaAs were mostly used in the various studies (see also the overview in
[19]). There are a few reports on the appearance of dopants in p-type InP, but there
are no published reports on this topic for n-type InP. Furthermore, for InAs this issue
has been discussed much less either.
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2.4.2 Charge-density oscillations and conductance peaks
Section 2.2.2 showed that charge-density oscillations were observed in a number
of STM experiments. Furthermore, as discussed in sections 2.1.2 and 2.2.3, low-
temperature STS spectra showed the occurrence of peaks. These studies involved
GaAs and InAs, and we discussed the origin of the effects extensively in section 2.2.4.
From that discussion, it was clear that the exact physical mechanism leading to the
effects has not yet been determined.
2.4.3 Atomic corrugation
The influence of surface states on STM images was discussed extensively in sec-
tion 2.1.1. A change in the dominating surface state can lead to a 90◦ rotation of the
apparent atomic rows. The results from literature are mostly in line with each other
and with what can be expected except for p-type GaAs at negative sample voltages,
where de Raad et al. [13] observed an unexpected reduction in the orientation of the
apparent rows. They explained this with inversion, but Ja¨ger et al. [15] did not find
any experimental evidence for inversion.
2.4.4 Goal of this thesis
The open issues mentioned in this section show that further work is required to ob-
tain a better understanding. Among the III-V materials, GaAs and, to a lesser degree,
InAs have been mostly used in STM experiments concerning the three main topics
mentioned here. This is why we focus our work on InP, and because of the impor-
tance of doping atoms, this topic will receive most attention. In addition, since the
appearance of dopants in InAs has not been discussed much in literature, we devote
one chapter to InAs covering this topic. All our measurements are performed with
the same setup in the same environment, and we always use the same tip material and
tip-preparation method. With this work on InP and InAs, we will extend the work
performed on GaAs. In this way, we will have a broader view on the field of III-V
semiconductors and obtain more insight into the open issues.
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Chapter 3
Sample characteristics and general
properties of the InP(110) surface
This chapter describes the characteristics of the InP samples we used in our low-
temperature STMmeasurements and discusses some general properties of the InP(110)
surface. We first describe the n- and p-type InP samples used in chapters 4 and 5, re-
spectively. In the subsequent section, we discuss the influence of tip-induced band
bending on the InP(110) surface, and finally, section 3.3 gives the properties of the
clean InP(110) surface as seen by an STM.
3.1 Sample characteristics
InP is a III-V semiconductor, and the (110)-cleavage surface of InP was already de-
scribed in section 2.1.1 (see Fig. 2.1 for a schematic representation of the InP(110)
surface). We studied InP doped with Sn and Zn, and of each type, samples with two
different carrier concentrations were studied. A Sn atom acts as a substitutional donor
atom occupying an In lattice site whereas Zn also substitutes for an In atom but acts
as an acceptor atom [1].1 This means that the Sn-doped InP is n-type, and the Zn-
doped InP is p-type, and the free charge carriers are electrons and holes, respectively.
1In principle, since it is a group IV element, a Sn atom could also substitute for a P atom thereby
acting as an acceptor. Such an amphoteric behavior has been observed for Si in GaAs [2–4] (see also
section 2.2.1). However, for InP the group IV elements do not substitute for a P atom, except for C and
Ge, and therefore show no amphoteric behavior [1].
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The concentrations of the free charge carriers were determined from Hall measure-
ments:2 2.2×1018 and 1.1×1018 cm−3 in the two n-type samples, and 2.7×1018 and
4.4×1018 cm−3 in the two p-type samples.
The binding energy of a charge carrier to a doping atom can be calculated from
Eq. B.12 of appendix B. This gives a binding energy of 7.8meV for electrons to
donors in n-type InP and 48meV for holes to acceptors in p-type InP.3 The large
difference comes from the much larger effective mass of holes than of electrons.
Furthermore, due to the small effective electron mass and the large dielectric constant
donor atoms of different chemical species have approximately the same value for the
binding energy of electrons to donors, which is the already calculated value resulting
from the hydrogen model [5]. For the binding energies of holes to acceptors for
different acceptor atoms, the differences are larger and experimentally observable
because of the large effective hole mass, but the experimental value for Zn (48meV
at 4.2K [5]) still agrees very well with the value calculated from the hydrogen model.
As already indicated in appendix B, at low temperatures doping atoms will freeze
out if the binding energy of the charge carriers to the dopants is larger than kT which
means that the charge carriers are bound to the dopants. Because of their larger
binding energy in InP, acceptors will freeze out at higher temperatures than donors.4
Because the thermal energy at 4.2K is only 0.36meV, it seems that all doping atoms
are frozen out at this temperature. However, we also saw in appendix B that at high
enough doping concentrations impurity bands can form, in which charge carriers can
move freely meaning all dopants are ionized independent of temperature, and the
semiconductor becomes degenerate. This is the case when the radius of the average
volume per dopant, rs , is comparable to the Bohr radius rB of a doping atom (see
Eq. B.16).
Table 3.1 compares rs to rB according to Eq. B.16 for the two donor concentra-
tions ND and two acceptor concentrations NA of the InP samples used in our mea-
surements. As can be seen from Table 3.1, the criterion for the formation of impurity
bands (rs  2.5rB) is indeed fulfilled for the n-type samples. For the p-type samples,
the criterion is not completely fulfilled because of the much larger effective hole
mass, so this means that the p-type samples might not be fully degenerate. However,
we will treat the p-type samples as if they are fully degenerate which means that all
2The Hall measurements were performed by P. M. Koenraad et al. from the Eindhoven University
of Technology.
3The values of the various constants and material characteristics of InP are listed in appendix A.
4This effect was indeed observed in the determination of the carrier concentrations of p-type InP for
T  100K.
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rs (nm) 2.5rB (nm)
ND = 1.1×1018 cm−3 6.0 19.7
ND = 2.2×1018 cm−3 4.8 19.7
NA = 2.7×1018 cm−3 4.5 3.2
NA = 4.4×1018 cm−3 3.8 3.2
Table 3.1: The radius of the average volume per dopant, rs , compared to the Bohr
radius rB according to Eq. B.16 of appendix B for the two donor concentrations
ND and two acceptor concentrations NA of the InP samples used in our measure-
ments.
doping atoms can be considered to be ionized in our samples. Therefore, the concen-
tration of doping atoms will be taken to be the same as the concentration of the free
charge carriers determined from the Hall measurements.
The width of the impurity band in the n-type material can be calculated using
Eq. B.17 of appendix B resulting in a width of 0.079 eV for ND = 1.1×1018 cm−3
and 0.12 eV for ND = 2.2×1018 cm−3. Because the binding energy of electrons
to donors in n-type InP is only 7.8meV, this means that in both n-type samples the
impurity bands overlap with the conduction band.
The Fermi levels of our InP samples were calculated as indicated in appendix B
and are given in appendix A. In all four cases, the Fermi levels lie inside the con-
duction or valence band supporting the use of our approximation that our samples
are fully degenerate, and all doping atoms are ionized which means that all our InP
samples show metallic behavior.5 This also provides another and simpler way to
calculate the Fermi level by using the free-electron model, which is used for met-
als. The density of free charge carriers n is related to the Fermi wave vector kF
through n = k3F/3π2, and from this, the Fermi energy can be calculated through
EF = 2k2F/2m∗ [6]. With this formula, exactly the same values for the Fermi lev-
els of our InP samples are obtained as with the method of appendix B showing once
more the metallic behavior of our samples.
5This was also observed in the STM measurements described in the following chapters: for all
samples, a tunnel current was easily established despite the low temperature (4.2K).
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3.2 Tip-induced band bending
The small distance between tip and sample in an STM setup (∼ 4–9 A˚, see sec-
tion 2.1.1) results in a bending of the bands of the semiconductor at the surface and
hence, a different Fermi level at the surface of the semiconductor compared to the
bulk. This is explained in appendix C, which also describes a method to calculate
the amount of tip-induced band bending in one dimension. We used this method to
calculate the electrostatic surface potential at the InP(110) surface, φ, versus applied
sample voltage VS for n- and p-type materials. The calculations were performed for a
temperature of 4.2K, and the values for φ put in Eq. C.6 of appendix C were increased
stepwise with 40mV. The next two sections show the results of our calculations for
the n- and p-type InP, respectively.
3.2.1 n-Type InP
Figure 3.1(a) shows the electrostatic surface potential φ versus applied sample volt-
age VS for the two n-type samples (doped with Sn) with a tip-sample distance of 9 A˚.
Furthermore, the curve for a higher doping concentration (ND = 4.0×1018 cm−3)
with the same tip-sample distance is also shown for comparison. The electrostatic
surface potential is positive when the bands bend upwards towards the surface, neg-
ative when the bands bend downwards, and equal to zero when no band bending is
present which is the so-called flat-band condition (see also appendix D).
In general, three different regions can be identified in the curves of Fig. 3.1(a) as
well as in all other calculated curves (see, e.g., Ref. [7]).6 In the region where the
electrostatic surface potential is negative, the bands bend downwards corresponding
to VS < −(φm −φs)/e with φm and φs the work functions of the tip and semiconduc-
tor, respectively (see appendix D). Electrons are accumulated at the surface of the
semiconductor, and an accumulation layer is formed. In the region where the elec-
trostatic surface potential is positive, but the intrinsic Fermi level EF,i , i.e., the Fermi
level of the undoped material, does not cross the Fermi level at the surface, EF,s ,
electrons are depleted from the surface due to the upward band bending, and hence, a
depletion layer is formed. Finally, if the electrostatic surface potential is positive, and
the intrinsic Fermi level crosses the Fermi level at the surface, holes will accumulate
6The shoulder in the curves around φ = 0V is not real but an artifact of the calculation induced
by substitution of nonexact values for the Fermi-Dirac integrals in the range −4 < η < 20 since only
tabulated values are used with η being an integer (see appendix C and also Ref. [8]). This results in a
small error around φ = 0V.
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Figure 3.1: The electrostatic surface potential at the InP(110) surface, φ, versus
applied sample voltage VS calculated for a 1D tunnel junction for n-type material
(a) for three different doping concentrations ND with a tip-sample distance d of
9 A˚ and (b) for two different tip-sample distances with a doping concentration of
2.2×1018 cm−3. The three different regions are indicated in (a) with EF,s the
Fermi level of the semiconductor, EF,i the intrinsic Fermi level, and EC and EV
the bottom of the conduction band and the top of the valence band, respectively.
Point A denotes the point where the electrostatic surface potential is equal to zero.
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at the surface. This layer is called an inversion layer7 because in this case the number
of minority carriers (holes) is larger than the number of majority carriers (electrons)
at the surface.
There are two cases of inversion [7]: weak and strong inversion. In the former
case, the number of minority carriers, which are located at the surface, is larger than
the number of majority carriers at the surface but smaller than the number of majority
carriers in the bulk. In the latter case, the number of minority carriers is also larger
than the number of majority carriers in the bulk. This will happen if the energy corre-
sponding to the electrostatic surface potential, eφ, is larger than twice the difference
between the Fermi level and the intrinsic Fermi level in the bulk, EF,s − EF,i (bulk).
Furthermore, point A in Fig. 3.1(a) indicates the point where the electrostatic
surface potential is equal to zero. At this point, VS = −(φm − φs)/e, and no band
bending is present. This flat-band condition marks the transition between the accu-
mulation and depletion regions.
It can be seen from Fig. 3.1(a) that the slope of the curves is steepest in the de-
pletion region. This can easily be understood because in this region no free charge
carriers are present at the surface to screen out the electric field that exists between
the semiconductor and tip (see appendix C). The only charges present are the static
positive charges of the ionized doping atoms. In addition, the electrostatic surface po-
tential is larger for lower doping concentrations because there are less doping atoms,
and hence, there is less screening. This also influences the transition from depletion
to inversion: because of the larger electrostatic surface potential, i.e., stronger band
bending, in the lower doped samples, the condition for inversion is reached at lower
sample voltages which is indeed observed. Furthermore, the Fermi level will be lower
for lower doping concentrations meaning the electrostatic surface potential needed
for inversion will be somewhat smaller in the lower doped samples. However, from
appendix A and the Fermi level of the highest doped sample (EF = EC + 0.116 eV)
we see that these differences are small and can hardly be observed in Fig. 3.1(a).
At the transition from depletion to inversion, the energy corresponding to the
electrostatic surface potential is around 1.5 eV, which is slightly above the value of
the band gap (1.4230 eV). This corresponds approximately to the condition for the
onset of strong inversion {2[EF,s − EF,i (bulk)]}: the Fermi levels of the three differ-
7Inversion layers play a key role in metal-oxide-semiconductor field-effect transistors (MOSFETs)
since the current in a MOSFET flows through an inversion layer (see, e.g., Ref. [7]). Nowadays, the
MOSFET is one of the most important devices for very-large-scale integrated circuits such as micro-
processors and semiconductor memories.
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ently doped samples lie somewhat above the bottom of the conduction band, and the
intrinsic Fermi level in the bulk lies midgap at 4.2K,8 so twice the difference between
these two gives a value somewhat larger than the band gap. Weak inversion starts at
an energy of EF,s − EF,i , which is around 0.8 eV for the three doping concentrations.
However, at an electrostatic surface potential of around 0.8V no kink is present in
the curves [see Fig. 3.1(a)], nor is there a kink at higher values of the electrostatic
surface potential until the region of strong inversion is encountered.
In the accumulation region, the absolute value of the electrostatic surface poten-
tial is also larger for lower doping concentrations, and again, this is easily explained
because of the smaller amount of free charge carriers in the lower doped samples. In
the inversion region, the situation is reversed: the value of the electrostatic surface
potential is smaller for lower doping concentrations. Due to the lower-lying Fermi
levels in the lower doped samples, more holes will be present to screen out the electric
field. However, the differences are smaller than in the accumulation region and can
hardly be seen in Fig. 3.1(a). This is probably because of the much larger effective
mass of holes than of electrons.
Figure 3.1(b) shows the influence of the tip-sample distance on the amount of
tip-induced band bending. The two curves correspond to two different tip-sample
distances (5 and 9 A˚), which fall in the range of values used to calculate conventional
STM images (∼ 4–9 A˚, see section 2.1.1). For both curves, a doping concentration of
2.2×1018 cm−3 was used. In all regions, the absolute value of the electrostatic surface
potential is larger for the smaller tip-sample distance. This follows directly from
Eq. C.5 of appendix C: a smaller tip-sample separation reduces the tunnel resistance
and hence, the potential drop across the tunnel barrier which means the potential drop
across the semiconductor, i.e., the electrostatic surface potential, increases. Since the
flat-band condition, indicated by point A in Fig. 3.1(b), is independent of tip-sample
distance, the crossing point of the two curves is at this point.
Our calculated curves for n-type InP bear strong resemblances to the curves cal-
culated by van der Wielen [8] for n-type GaAs, and for similar doping concentrations
and tip-sample distances. The magnitude of the electrostatic surface potential is com-
parable for n-type InP and GaAs, as well as the positions of the flat-band condition
and the transition from the depletion to the inversion region. This is not surprising
since the material characteristics of GaAs are very similar to those of InP [8].
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3.2.2 p-Type InP
The two p-type samples were doped with Zn, and the results of the calculations are
shown in Fig. 3.2. The curves are comparable to the curves of the Sn-doped InP
(see Fig. 3.1), especially when VS and φ are replaced by −VS and −φ, respec-
tively. Again, three regions can be identified similar to the n-type material. If the
electrostatic surface potential is positive corresponding to an upward band bending
(VS > (φs − φm)/e), holes will accumulate at the surface, and an accumulation layer
will be formed. If the electrostatic surface potential is negative, but the intrinsic
Fermi level does not cross the Fermi level at the surface, holes will be depleted from
the surface due to the downward band bending, and hence, a depletion layer will be
created. Finally, if the electrostatic surface potential is negative, and the intrinsic
Fermi level crosses the Fermi level at the surface, electrons will accumulate at the
surface creating an inversion layer. Point A in Fig. 3.2 again denotes the point where
the electrostatic surface potential is equal to zero, at which VS = (φs − φm)/e: the
flat-band condition. Furthermore, the slope of the curves is steepest in the depletion
region as in the curves for n-type InP because of the absence of free charge carriers
screening out the electric field.
Figure 3.2(a) shows the influence of the doping concentration on the curves.
The concentrations of our two p-type samples were used, and one concentration was
added for comparison. The curves were calculated for a tip-sample distance of 9 A˚.
As in the case of n-type InP, the value of the electrostatic surface potential in the
accumulation region is larger for lower doping concentrations because there are less
free charge carriers to screen out the electric field. However, this effect is very small
and is hardly observable in Fig. 3.2(a) which is probably due to the large effective
hole mass similar to the explanation for the very small differences in the inversion
region of Fig. 3.1(a).
In the depletion region, the lower doped samples also screen less effectively be-
cause there are less doping atoms. This results in a lower sample voltage at which
inversion occurs similar to the n-type material although the differences are somewhat
larger in this case. In addition, the electrostatic surface potential necessary for inver-
sion will be slightly smaller in the lower doped samples because the Fermi level will
be higher for lower doping concentrations, but from appendix A and the Fermi level
of the lowest doped sample (EF = EV − 0.0074 eV), these differences are seen to be
even smaller than for n-type InP due to the large effective hole mass. This is indeed
very hard to observe in Fig. 3.2(a).
The transition from depletion to inversion occurs at a band bending of around
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Figure 3.2: Same as Fig. 3.1 but calculated for p-type InP(110) (a) for three dif-
ferent doping concentrations with a tip-sample distance of 9 A˚ and (b) for two
different tip-sample distances with a doping concentration of 2.7×1018 cm−3.
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−1.6 eV, which roughly corresponds to the condition for the onset of strong inversion
as in the case of n-type InP. Weak inversion begins at an energy of around −0.7 eV
for the three differently doped samples, but no kink is observed in the curves at the
corresponding electrostatic surface potential [see Fig. 3.2(a)] similar to the n-type
material.
Finally, in the inversion region the screening is more effective for lower doping
concentrations because more electrons are present due to the higher-lying Fermi-
level. However, in contrast to the n-type material [see Fig. 3.1(a)] the absolute value
of the electrostatic surface potential is still larger in the lower doped samples although
the differences between the three curves are smaller than in the depletion region.
The influence of the tip-sample distance on the electrostatic surface potential
is shown in Fig. 3.2(b). The behavior is very similar to the n-type material [see
Fig. 3.1(b)]: the absolute value of the electrostatic surface potential is larger for the
smaller tip-sample distance in all regions because of the reduced tunnel resistance,
and the crossing point of the two curves is at point A indicating the flat-band condi-
tion, which is independent of tip-sample distance.
3.3 Clean InP(110) surface
3.3.1 Topography of the clean InP(110) surface
Figure 3.3 shows two STM images measured on the InP(110) surface. Figure 3.3(a)
was measured on n-type Sn-doped InP, and Fig. 3.3(b) shows an image measured on
p-type Zn-doped InP. The atoms can easily be resolved in both images. As described
in section 2.1.1, group III atoms are visible in empty-state images (positive sample
voltages) and group V atoms in filled-state images (negative sample voltages), so in
Fig. 3.3(a) the P atoms can be seen, and in Fig. 3.3(b) the In atoms. In chapters 4 and
5, we will discuss the behavior of doping atoms in n- and p-type InP, respectively.
3.3.2 Spectroscopy of the clean InP(110) surface
n-Type
Figure 3.4 shows the spectroscopy results of the clean (110) surface of n-type Sn-
doped InP. The I -V curve in Fig. 3.4(a) was taken on a defect-free region of the sur-
face and is the average of 225 curves taken on the same position with each curve con-
sisting of 200 points. During the measurement, the feedback system was switched off






Figure 3.3: Two STM images of the n- and p-type InP(110) surfaces. (a) n-Type
InP (dopant: Sn, concentration: 2.2×1018 cm−3), scan area: 6.0×6.0 nm2, sample
voltage: −3.00V, set-point current: 100 pA. (b) p-Type InP (dopant: Zn, con-
centration: 2.7×1018 cm−3), scan area: 6.0×6.0 nm2, sample voltage: +2.00V,
set-point current: 100 pA.
which means that the tip-sample distance was kept constant. The conductance d I/dV
is calculated by numerically differentiating the I -V curve and is shown in Fig. 3.4(b).
As already discussed in section 2.1.2, the normalized conductance (d I/dV )/(I/V )
provides a very convenient measure of the surface DOS, but for large-band-gap sur-
faces, such as the InP(110) surface, the ratio (d I/dV )/(I/V ) diverges at the band-
gap edges because the current approaches zero faster than the conductance. This
can be circumvented by simply adding a small constant to I/V or by applying some
amount of broadening to the I/V values as done by Feenstra [9]. We employed the
method of Feenstra, and the resulting normalized conductance (d I/dV )/(I/V ) is
shown in Fig. 3.4(c).
86 Sample characteristics and general properties of the InP(110) surface






















































Figure 3.4: Spectroscopy of the clean (110) surface of n-type Sn-doped InP (con-
centration: 1.1×1018 cm−3). The initial set-point was at a sample voltage of
−2.50V with a current of 100 pA. The sample voltage was swept from −2.50
to +1.326V. (a) I -V curve. (b) Conductance d I/dV calculated by numerically
differentiating the I -V curve. (c) Normalized conductance (d I/dV )/(I/V ) cal-
culated following the method of Feenstra [9]. Point A denotes the onset of the
L-valley conduction band, and point B denotes a surface state.
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The general features of STS of a III-V semiconductor described in section 2.1.2
can be observed in Fig. 3.4. The band-gap region extends from −1.53 to 0.06V, i.e.,
the band gap is 1.59 eV, and inside this region, there is hardly any current. Only a
small current contribution from electrons tunneling from the doping-induced band
may be present. This is best observed when plotting the absolute value of the current
on a logarithmic scale, but since this is very trivial, we do not show this here and
merely confirm that this is indeed the case. Furthermore, this can also be seen in
Figs. 3.4(b) and, somewhat more clearly, (c), where a small onset is visible around
−1V. For sample voltages below −1.53V, electrons tunnel from the valence band,
and above 0.06V, electrons tunnel into the conduction band. The latter corresponds
to what we determine from tip-induced band bending. Due to this effect, the InP
sample is in depletion at 0V (see appendix D). From Fig. 3.1(a), we determine a
band bending of 0.09 eV at 0V although this is probably not entirely exact because
the band-bending calculations result in a small error around φ = 0V (see footnote 6
in section 3.2.1), which is close to VS = 0V. In any case, this shows that a small
positive sample voltage is necessary to obtain tunneling into the conduction band in
agreement with what we observe.
The Fermi level of the sample (corresponding to VS = 0V) lies slightly below
the onset of the conduction band. This is the result of the high doping concentration
combined with the tip-induced band bending at 0V. The bulk Fermi level of this
sample lies 0.049 eV above the bottom of the conduction band (see appendix A).
However, at the surface this value will be different due to tip-induced band bending.
The amount of band bending is given by the energy corresponding to the electrostatic
surface potential, eφ, and the Fermi level at the surface, EF,s , can simply be found
by subtracting the amount of band bending from the Fermi level in the bulk, EF,b:
EF,s = EF,b − eφ.9 Using the band-bending value of 0.09 eV at 0V, we find that
the Fermi level at the surface would lie 0.04 eV below the bottom of the conduction
band.
However, regardless of the small inaccuracy around φ = 0V the model used to
calculate tip-induced band bending is a 1Dmodel whereas the real tunnel junction is a
3D junction. Feenstra [9] performed calculations of tip-induced band bending in three
dimensions and found that it was about 40% smaller than in one dimension because
9In principle, the Fermi level stays constant in going from bulk to surface, but the difference between
the Fermi level and the bottom of the conduction band changes due to the band bending. Since we
denote the Fermi level with respect to the bottom of the conduction band (in the case of n-type material),
this value will be different at the surface compared to the bulk (see appendix D).
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of the larger divergence of the potential in three dimensions (see also section C.2 of
appendix C). Depuydt [10] also observed this effect in low-temperature STS mea-
surements on n-type GaAs, and the band-bending values for the clean GaAs(110)
surface obtained from the experiments seem to indicate an even smaller value be-
cause the tip-induced band bending reaches only 20% of that calculated for the 1D
case. Furthermore, the exact band bending will also depend on the precise shape of
the tip, especially since we use cut tips, although the differences between different
tips will probably not be very large. These effects will make it difficult to obtain
an accurate value for the band bending. In addition, tip-induced band-bending ef-
fects are somewhat masked in tunneling spectra since carriers can tunnel through the
depletion layer of the semiconductor, so the actual band bending may be somewhat
larger than the measured band bending [11] (see also section 2.1.2) making the situ-
ation even more complicated. Therefore, we only conclude that the real Fermi level
at the surface will lie close to the bottom of the conduction band in agreement with
Fig. 3.4.
We encounter similar problems in calculating the band gap. We determined a
band gap of 1.59 eV from Fig. 3.4 whereas the bulk band gap of InP at 4.2K is
1.4230 eV (see appendix A). However, we know from section 2.1.2 that the mea-
sured band gap changes due to tip-induced band bending although this effect will be
somewhat masked by the depletion-layer tunneling, and that the bulk band gap itself
also changes in highly doped III-V semiconductors due to the large concentration of
free charge carriers and impurity ions. The latter effect causes a reduction in the band
gap, and from [12], we calculate a reduction of 0.11 eV for our sample. According to
Fig. 3.1(a), the band bending causes an increase in the measured band gap of 0.36 eV.
The final result would be a measured band gap of 1.67 eV, which is somewhat larger
than what we determined from Fig. 3.4. However, we already saw before that the real
3D band bending will be smaller than that calculated by the 1D model, and that the
precise shape of the tip adds another difficulty in obtaining an accurate value. This
means that the real band bending will be smaller than the 1D value of 0.36 eV, and the
measured band bending will be even smaller because of the depletion-layer tunneling
resulting in a smaller measured band gap, which, in turn, is in better agreement with
Fig. 3.4.
The difference we observe between the measured band gap and the bulk band gap
is similar to what is observed for GaAs at low temperatures: Depuydt [10] measured
an increase of 0.06 eV and Feenstra et al. [11] observed an increase of 0.08 eV. They
also attributed this to tip-induced band bending, and because this will vary somewhat
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with the tip, the observed differences will also vary somewhat (see also [13]).
Finally, two features can be observed in Fig. 3.4. Point A, visible in Figs. 3.4(b)
and (c), denotes an additional onset above the lowest conduction band and arises from
the indirect conduction-band minimum centered at the L point in the Brillouin zone
[9].10 The position of this onset is 0.54 eV above the lowest onset which is in good
agreement with [9], who determined a value of 0.56 eV. Note that the position of the
onset relative to the Fermi level of the sample, i.e., VS = 0V, can differ because this
depends on the doping concentration and the band bending. This is indeed different
in this case: Feenstra [9] found a value of 0.41 eV whereas we find a value of 0.60 eV.
This can be exlained by the different doping concentrations (9×1018 cm−3 in [9] and
1.1×1018 cm−3 in our case) and the different tips used (Feenstra used etched tung-
sten tips whereas we used cut PtIr tips). Furthermore, Feenstra measured at room
temperature in ultrahigh vacuum (UHV) while we measured at 4.2K in an helium at-
mosphere.11 Since the onset of the lowest conduction band will be similarly affected,
the difference between the two onsets should be similar in different measurements,
which we also observe.
The second feature, indicated by point B, can also be observed in Figs. 3.4(b)
and (c) although in the former it is not so clearly visible. This feature arises from a
surface state which is associated with cation-derived DOS features [9]. Its position is
0.81 eV above the lowest conduction-band onset, which is again in good agreement
with [9], who determined a value of 0.77 eV. Feenstra [9] also observed a second
surface state at 1.26 eV above the lowest onset, but we do not find this in our spectra.
Again, this could be caused by the different measurement conditions and tips used.
We studied many different samples with different tips and observed a similar
behavior in all the STS spectra. The exact positions of the onsets and surface states
differ somewhat between the various measurements (of the order of 0.1 eV), but this
is mainly caused by a different tip-induced band bending. Depuydt [10] observed a
similar spread in low-temperature STS measurements on n-type GaAs. Furthermore,
the tip itself can also cause some differences, which are most apparent in the band-gap
region, in which there is only a small current contribution from the doping-induced
band. This was shown by Depuydt et al. [10, 13], who occassionally observed a
peak inside the band gap in the normalized conductance of the clean GaAs(110)
surface whereas in a later measurement with the same tip this peak was absent. They
10The lowest conduction band has its minimum centered at the  point in the Brillouin zone.
11We saw in section 2.1.2 that tip-induced band-bending effects may be more apparent at low tem-
perature compared to room temperature although the differences were rather small [11].
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attributed this to resonant tunneling through localized states connected with the tip
apex (see also section 2.1.2).
As an example, Fig. 3.5 shows STS results taken in the same way as Fig. 3.4 but
with a different tip and on another n-type Sn-doped InP sample with the same doping
concentration. In this case, the bottom of the conduction band lies at −0.05V which
is not in agreement with our previous statement that this should lie at a small positive
sample voltage. This could be related to charges localized at the tip apex, which can
change the tip-induced band bending [14] (see also section 2.3.2). Nonetheless, the
Fermi level of the sample again lies close to the bottom of the conduction band. We
obtain a band gap of 1.51 eV, which is smaller than before. The position of the onset
of the L-valley conduction band is similar with 0.58 eV above the lowest conduction-
band onset, and the position of the surface state is somewhat lower with 0.68 eV
above the lowest onset. Again, we do not observe a second surface state as in [9]. Fi-
nally, the current contribution from the doping-induced band is somewhat larger than
in Fig. 3.4 noticeable as two very broad and small peaks inside the band gap in Figs.
3.5(b) and (c). The observed differences are probably also related to charges residing
in localized states at the tip apex. These can change the band bending resulting in
a small shift of the positions of the onsets and surface states. Furthermore, resonant
tunneling through these localized states will enhance the current contribution as dis-
cussed before although the peak observed by Depuydt et al. was sharper and much
larger in intensity.
Finally, Wenderoth et al. [15] and Feenstra et al. [11] observed peaks in the
conductance in STS measurements on the clean GaAs(110) surface which were not
tip related (see also sections 2.1.2 and 2.2.4). Furthermore, as mentioned in sec-
tion 2.2.4 the I -V spectra of van der Wielen [8] measured on the clean GaAs(110)
surface did show some kinks, but he did not show the corresponding d I/dV curves
(see Fig. 2.13). If we differentiate these curves, we observe some peaks outside the
band gap at negative sample voltages, i.e., in the valence band. Both Wenderoth et
al. and Feenstra et al. also observed conductance peaks at negative sample voltages,
which occurred inside the band gap and, in the case of Wenderoth et al., also outside
the band gap. They both attributed these peaks to localized states associated with a
surface accumulation dot formed in the vicinity of the tip as a result of tip-induced
band bending.
We already saw before that Depuydt et al. as well as we only occasionally ob-
served peaks inside the band gap at negative sample voltages. These were believed to
be caused by resonant tunneling through localized states connected with the tip apex.
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Figure 3.5: Same as Fig. 3.4 but taken with a different tip on another n-type Sn-
doped InP sample with the same doping concentration. Furthermore, the sample
voltage was swept from −2.50 to +1.508V in this case.
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All these results were obtained at low temperature, and the only difference between
the various measurements is the tip (see also section 2.2.4): Wenderoth et al. used an
etched tungsten tip, and Feenstra et al. used a modified tungsten tip (see also foot-
note 32 in chapter 2) whereas both Depuydt et al. and we used PtIr tips cut ex situ
with scissors. The different results could be related to the different tip-preparation
methods, especially since Feenstra et al. [16] found that their method was important
for obtaining reproducible spectroscopic results. Cutting tips ex situ could result in
slightly less stable tips, which would explain the occasional localized states at the
tip apex resulting in one or more conductance peaks. Also the different tip materials
might have an influence.
This still does not explain the fact that Depuydt et al. and we do not observe
the peaks associated with the tip-induced QD. However, it is possible that due to
our slightly less stable tips we only occasionally observe these peaks, and that in
other cases charges residing in the localized states at the tip apex prevent them from
being observed. The occasional peaks Depuydt et al. and we observe are in the
accumulation region, so this indeed corresponds to the situation in which there is a
tip-induced QD. However, it is difficult to determine which explanation is valid for
our peaks. We will come back to this in section 4.6.
p-Type
The STS results of the clean (110) surface of p-type Zn-doped InP are shown in
Fig. 3.6. First of all, it can be seen that the current is not equal to zero when the
voltage is zero. There seems to be a small offset of 4 pA, which we routinely observe
for p-type material but did not observe for n-type material.12 However, this offset
has no influence on our further analysis since it is canceled in the derivative, so we
continue with the other features observed in Fig. 3.6.
The band-gap region extends from −0.12 to 1.48V giving a band gap of 1.60 eV.
The Fermi level of the sample lies slightly above the top of the valence band, which
12By carefully comparing all our raw data, we could conclude that this offset originates from our
equipment and is only present when we start the sweep at +2.50V but not when we start at −2.50V.
Because for p-type materials we mostly swept from +2.50V, while for n-type materials we mainly
swept from −2.50V, this offset shows up nearly only in the measurements on the p-type samples. We
choose these polarities of the sample voltage because for both materials the current is much larger for
opposite polarities. If we did use the latter with the same set-point current, the tip-sample distance
would be larger, which could affect the quality of the spectra on the other side of the voltage, where the
current is much smaller.
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Figure 3.6: Same as Fig. 3.4 but taken on the clean (110) surface of p-type Zn-
doped InP (concentration: 4.4×1018 cm−3). The sample voltage was swept from
+2.50 to −1.083V. The Fermi level lies slightly above the top of the valence band,
and points A and B denote the same features as observed for the n-type material:
the onset of the L-valley conduction band and a surface state, respectively.
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can be expected for a fully degenerate p-type sample because of the tip-induced band
bending. This shows that our assumption in section 3.1 to treat the p-type samples as
degenerate is valid. The bulk Fermi level of this sample lies 0.020 eV below the top
of the valence band, and from Fig. 3.2(a), we obtain a band bending of −0.48 eV at
0V, which results in a Fermi level at the surface lying 0.46 eV above the top of the
valence band. This is higher than the measured value, but the calculated value will
be overestimated since the real 3D band bending will be smaller as we saw before.
For the band gap, the same applies as for the n-type case: the bulk band gap will
be reduced due to the high doping concentration, and in addition, the measured band
gap changes because of the band bending although this will be somewhat masked
by the depletion-layer tunneling. From [12], we calculate a reduction in the bulk
band gap of 0.08 eV for this sample, and the increase in the measured band gap
due to the band bending is 0.48 eV, so the combined effect would be a measured
band gap of 1.82 eV. This is larger than what we found from Fig. 3.6, but we know
that the calculated value will be overestimated. In fact, our measured value nicely
corresponds to the value measured for the n-type sample of Fig. 3.4. We also observe
the onset of the L-valley conduction band and a surface state, indicated by points A
and B, respectively, in Fig. 3.6. This shows that, as expected, the main difference
with the n-type material is a shift of the Fermi level approximately equal to the value
of the bulk band gap.
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Chapter 4
Sn-doped InP(110) surface
This chapter describes the results we obtained on the n-type Sn-doped InP(110) sur-
face. We study two differently doped samples, which were descibed in the previous
chapter. After a short introduction, we show filled-state images, which unexpectedly
exhibit no Friedel oscillations. We try to give an explanation for this absence, after
which we discuss the results for the atomic corrugation. In the next section, we treat
the empty-state images, and section 4.4 shows an unusual behavior of the doping
atoms at large negative sample voltages, where they slowly change into depressions.
We show that this is caused by two competing tunnel contributions. Furthermore,
we do observe Friedel oscillations in this section although they are very weak. Also
for the atomic corrugation, we observe a different behavior than in section 4.2. The
influence of the tip is also shown with an example.
Section 4.5 discusses the depth dependence of the doping atoms, and in the sub-
sequent section, the spectroscopy results are presented. These show the importance
of a very stable tip in spectroscopy measurements. In the last section, we discuss a
few other defects such as an oxygen adsorbate, for which we do observe pronounced
Friedel oscillations. We also observe an oscillatory behavior in filled-state images,
which is again caused by two competing tunnel contributions. However, we also ob-
serve an unexpected oscillatory behavior at positive sample voltages with an asym-
metric appearance. Finally, another defect is discussed, which we attribute to a sur-
face doping atom, and we end this section with an example of a cleavage-induced
step, after which we conclude the chapter with a summary.
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Figure 4.1: Two STM images of the n-type Sn-doped InP(110) surface (concentra-
tion: 2.2×1018 cm−3). Scan area: 30×30 nm2, set-point current: 100 pA, sample
voltages: (a) −1.40V, (b) +1.40V. The hillock features are induced by the Sn
doping atoms.
4.1 Introduction
Because InP, and in particular n-type InP, has been studied much less by STM than
other III-V materials such as GaAs and InAs (see section 2.4), we will give an exten-
sive description of our results obtained on n-type InP in this chapter.
Figure 4.1 shows two STM images measured on the n-type Sn-doped InP(110)
surface. In Fig. 4.1(a), a filled-state image can be seen, and Fig. 4.1(b) shows an
empty-state image. The hillock features superimposed on the respective sublattices
[P sublattice in Fig. 4.1(a) and In sublattice in Fig. 4.1(b)] are induced by posi-
tively charged Sn dopants (substitutional on indium sites), which locally increase
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the number of conduction-band states available for tunneling (see section 2.2.1 and
appendix D). The less bright features are attributed to doping atoms positioned fur-
ther from the surface (see section 2.2.1), and in section 4.5, we will determine the
maximum depth of a Sn dopant at which its influence can still be seen at the surface.
4.2 Filled-state images
As in [1], Friedel oscillations are to be expected when free charge carriers are accu-
mulated at the surface (see section 2.2.2). For n-type InP, this is the case for negative
sample voltages, in which case electrons are accumulated near the surface due to
tip-induced band bending (see appendix D). The positively charged Sn dopant will
be screened by the electrons, and the resulting screened Coulomb potential shows
Friedel oscillations [2]. The period of these Friedel oscillations is approximately
equal to half the electron Fermi wavelength λF/2, where λF = (2π)(2m∗EF)−1/2
with m∗ the effective mass of the charge carrier and EF the Fermi energy.
However, the filled-state image of Fig. 4.1(a) does not show any Friedel oscil-
lations. This could be due to the smaller amplitude of the dopant-induced features
compared to GaAs [3]. The amplitude A is defined as the deflection of the tip in
the center of the feature with respect to the background level, which is determined
by the deflection of the tip at a distance from the feature much larger than the size
of the feature. By filtering out the atomic lattice and calculating a rotationally av-
eraged line profile through the dopant-induced feature, the amplitude of the feature
can be determined more precisely. This is done by transforming the STM image to
Fourier space by fast-Fourier transformation (FFT), putting a low-pass filter over the
data, and transforming the filtered part back to real space. After this, the rotation-
ally averaged line profile can be calculated by averaging the line profiles through the
dopant-induced feature over 360◦.
Figure 4.2(a) shows the filled-state image of Fig. 4.1(a) with the atomic lattice
filtered out. The doping-induced features can now be seen more clearly, but Friedel
oscillations still cannot be observed. The rotationally averaged line profile through
the feature indicated by an arrow is shown in Fig. 4.2(b) for different sample voltages.
The amplitude of the feature will not remain zero for larger distances from the feature
but will increase because the doping-induced features show overlap with each other
[see Fig. 4.2(a)] as a result of the high doping concentration. We reduced this effect
by averaging the line profiles over 180◦, taking only the right half of the feature into
account, instead of the full 360◦ and by leaving out the right edge of the picture




Figure 4.2: (a) The filled-state image of Fig. 4.1(a) with the atomic lattice filtered
out. (b) The rotationally averaged line profile through the dopant-induced feature
of (a) indicated by an arrow for different sample voltages.
(∼ 0.6 nm) in the calculation of the line profiles. However, the effect is still visible in
Fig. 4.2(b): the height increases slightly after ∼ 5 nm due to neighboring features.
From the line profiles of Fig. 4.2(b), the amplitude of the feature can be found for
each voltage, and the results are shown in Table 4.1. The accuracy of the amplitude
is limited by the accuracy at which the background level can be determined, which is
difficult to determine because of the aforementioned overlap of the doping-induced
features. Furthermore, the atomic corrugation in the [001] direction is indicated in
Table 4.1.1
It follows from Table 4.1 that the amplitude of the dopant-induced feature in-
creases with smaller negative sample voltage as was the case for GaAs [3]. The fact
that the amplitude should increase with decreasing sample voltage can easily be ex-
plained because at decreasing sample voltage the number of conduction-band states
available for tunneling decreases which enhances the effect of the local potential
causing the amplitude to increase.
4.2.1 Absence of Friedel oscillations
From Table 4.1, it is clear that the atomic corrugation in the [001] direction is of the
same order as the amplitude of the dopant-induced feature. This will disturb the ob-
1We will explain how we determined this when we discuss the atomic corrugation.
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VS (V) A (nm) corrugation in [001] direction (nm)
−2.00 0.023 ± 0.005 0.049 ± 0.003
−1.80 0.031 ± 0.005 0.051 ± 0.004
−1.60 0.034 ± 0.005 0.045 ± 0.003
−1.40 0.037 ± 0.008 0.029 ± 0.003
−1.30 0.040 ± 0.006 0.025 ± 0.003
Table 4.1: The amplitude A of the dopant-induced feature indicated by an arrow
in Fig. 4.2(a) and the atomic corrugation in the [001] direction for different sample
voltages VS .
servation of Friedel oscillations. Furthermore, the amplitude of the feature is indeed
smaller than the amplitude on n-type GaAs (typically 0.1 nm [3]). This could be re-
lated to the slightly larger effective electron mass (0.079m0 [4]) and electron affinity
(4.38 eV [5]) of InP compared to GaAs (0.067m0 [6] and 4.07 eV [5], respectively).
In order to verify this, we need to find an appropriate expression for the amplitude of
a doping-induced feature.
In the beginning of this section, we defined the amplitude of a doping-induced
feature, A, as the deflection of the tip in the center of the feature, z(0), with respect
to the background level, which is determined by the deflection of the tip at a distance
from the feature much larger than the size of the feature, z(∞): A = z(0) − z(∞).
From this definition, an expression for the amplitude can simply be found starting
with the expression for the tunnel current in the following way [3].
Based on the model of Tersoff and Hamann [7, 8], Lang [9] proposed the follow-




d E ρs(E)ρt(E − eV )e−2κz (4.1)
with V the applied sample voltage, ρs and ρt the LDOS at the surfaces of the sample
and tip, respectively, and E the energy relative to their individual Fermi levels. The
term exp(−2κz) is the tunnel transmission probability for an electron, in which κ =
(2mφ/2)1/2 is the minimum inverse decay length for electrons in vacuum with φ
the average barrier height between tip and sample, and z the tip-sample distance. In
the semiclassical WKB approximation, the average barrier height can be expressed
as φ = (φt + φs)/2 − E + eV/2 with φt and φs the work functions of tip and
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sample, respectively [10]. At negative sample voltage, the transmission probability is
largest for E = 0 corresponding to electrons at the Fermi level of the sample, and at
positive sample voltage, the maximum transmission occurs at E = eV corresponding
to electrons at the Fermi level of the tip. Hence, we see that the tunnel probability is
always largest for electrons at the Fermi level of the negatively biased electrode.
If we assume that the LDOS of the tip is constant and that the applied sample
voltage is small, so that only electrons with energy E will participate in the tunnel
process, the tunnel current can be simplified further:
I ∝ ρs(E)e−2κz. (4.2)
In addition, the average barrier height can be approximated by φ ≈ (φt + φs)/2 − E
in this case. Although Eq. 4.2 is a very crude approximation, it is sufficient to discuss
qualitatively the amplitude of a doping-induced feature [11] which will be shown
below.
The deflections of the tip in the center of a doping-induced feature and far away


















in which we dropped the energy dependence of the LDOS of the sample and only
indicated the dependence on the distance to the feature. Since the STM images are
measured with a constant tunnel current I , we find from Eqs. 4.3 and 4.4 the follow-
ing expression for the amplitude of a doping-induced feature:









In the center of the feature, the LDOS is enhanced due to the doping atom. We can
indicate this as follows [3]: ρs(0) = ρs(∞) + ρs(0) with ρs(0) the change in the
LDOS because of the dopant. Assuming ρs(0)  ρs(∞), inserting the expression
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From section 3.1, we know that our InP samples show metallic behavior because
of the high doping levels. The free-electron model, used for metals, gave exactly the
same values for the Fermi levels of our samples when compared to the more exact
method of appendix B. We can also use the free-electron model to estimate the LDOS
of the background, i.e., the bulk electrons. At the bottom of the free-electron bands,
this LDOS can be described as a function of the energy relative to the bottom of the








with m∗ the effective electron mass.
Since only electrons near the Fermi level of the sample contribute to the tunnel
current at negative sample voltage, we can use the Fermi level at the surface of the
sample, EF,s , in Eq. 4.7, which differs from the bulk Fermi level of the sample, EF,b,
due to tip-induced band bending: EF,s = EF,b − eφ with eφ the energy correspond-
ing to the electrostatic surface potential, which gives the amount of band bending (see
section 3.3.2). However, at the high doping concentrations we use, the bulk Fermi
level is rather small (∼ 0.05 eV above EC , see appendix A), and the amount of band
bending will be the dominant factor. For filled-state images, the electrostatic surface
potential is negative, and therefore, the Fermi level at the surface will be approxi-
mately equal to the absolute value of the energy corresponding to the electrostatic
surface potential: EF,s ≈ |eφ|. Furthermore, since the electrostatic surface potential
varies approximately linearly with sample voltage in the accumulation region [see
Fig. 3.1(a)], the Fermi level at the surface for filled-state images will be roughly pro-
portional to the absolute value of the sample voltage: EF,s ∝ |VS|. Hence, from
Eq. 4.7 we see that ρs ∝ √|VS|.
The average barrier height φ also depends on the Fermi level. At negative sample
voltage, the approximate expression for the average barrier height becomes φ ≈
(φt + φs)/2, and since φs = χ − EF,s with χ the electron affinity (see Fig. C.1 and
remember that we denote the Fermi level with respect to the bottom of the conduction
band), we can write φ ≈ (φt + χ − EF,s)/2. We already saw that EF,s ≈ |eφ|, and
from Fig. 3.1(a), it follows that EF,s ∼ 0.5 eV for voltages typically used for filled-
state images (∼ −1 to −3V). Because this is relatively small compared to φt (4.5 eV,
see appendix A) and χ (4.07 and 4.38 eV for GaAs and InP, respectively), the Fermi
level, and hence, the applied sample voltage, has a rather small influence on the
average barrier height.
Finally, the change in the LDOS because of the dopant will most probably de-
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crease with increasing sample voltage since electrons with higher energy will be less
influenced by the dopant. Combining this and the previous findings for the LDOS of
the background and the average barrier height with Eq. 4.6, we find that the ampli-
tude decreases with increasing sample voltage, and that it decays more rapidly than
1/
√|VS|which is in agreement with the experimental results (see Table 4.1). Because
of the uncertainty in the decay and the limited accuracy in the experimentally deter-
mined amplitudes (see Table 4.1), we made no attempt in trying to fit the amplitude
as a function of sample voltage.2
We can now finally do what we set out to do: compare the amplitude of a doping-
induced feature in InP to GaAs. The slightly larger effective electron mass and elec-
tron affinity of InP will affect the amplitude as given by Eq. 4.6. Using Eq. 4.6,
with the assumption that the change in the LDOS due to the dopant is similar for InP
and GaAs, and using Eq. 4.7 and the approximate expression for the average barrier
height at negative sample voltage, we can express the ratio of the amplitude in InP to














From Eq. 4.8, we see that the Fermi level will also influence the ratio. In order
to compare the Fermi level in InP to GaAs, we calculated the electrostatic surface
potential φ as a function of sample voltage VS for n-type InP and GaAs with typical
values for the doping concentration (2.2×1018 cm−3) and tip-sample distance (9 A˚).
The calculations were done in the same way as in section 3.2, and the results are
shown in Fig. 4.3.
From Fig. 4.3, we see that the electrostatic surface potential for n-type InP is
slightly more negative in the accumulation region than for an n-type GaAs sample
with the same doping concentration. Filled-state images are typically measured at
sample voltages between −1 and −3V, and in that range, the bulk Fermi levels EF,b
of the two samples [0.078 eV for InP (see appendix A) and 0.092 eV for GaAs] are
much smaller than the amount of band bending eφ (roughly −0.5 eV). Therefore, the
Fermi level at the surface will be slightly larger for InP than for GaAs. For example,
2Van der Wielen [3] did try this by assuming that the variation in the LDOS due to the dopant is
constant in energy. Although he correctly found that the amplitude varies with 1/
√|VS | in this case,
he derived from that |VS | ∝ 1/
√
A, but this should have been |VS | ∝ 1/A2. However, in addition
to 1/
√
A he also plotted 1/A and 1/A2, but the experimental graphs were not accurate enough to see
which functional behavior was more correct.
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Figure 4.3: The electrostatic surface potential φ versus applied sample volt-
age VS calculated for n-type InP and GaAs using a doping concentration of
2.2×1018 cm−3 and a tip-sample distance of 9 A˚.
at −1.3V this value is 0.32 eV for InP and 0.26 eV for GaAs, and at −3V, these
values are 0.67 and 0.64 eV, respectively.
From Eq. 4.8, it follows that the combined effect of the different parameters is
that the amplitude of a doping-induced feature in InP is indeed smaller than in GaAs:
at −1.3V, the ratio of the amplitude in InP to the amplitude in GaAs is 0.69, and at
−3V, this ratio is 0.75. The voltage dependence is small because the ratio is mainly
determined by the difference in effective electron mass: by using only this difference,
we obtain a ratio of 0.78.
However, the calculated ratio is much larger than what we determine experimen-
tally: at −2V, the ratio is 0.16 ± 0.03.3 Of course, for a correct comparison with the
3We could only check this for this voltage because of the data available in [3]. We compared the
brightest doping-induced features, which give the largest amplitudes and result from dopants in the sur-
face layer. Therefore, we looked at the top doping atom in Fig. 4.2(a), which appears somewhat brighter
than the dopant we analyzed. We averaged the line profiles over 180◦, taking only the top half of the
feature into account, and this gives an amplitude of (0.028 ± 0.004) nm at −2V. Furthermore, since
we used the same tip material as in [3], we used the same work function for the tip (see appendix A).
In addition, van der Wielen measured the amplitude on an n-type GaAs sample with a doping concen-
tration of 6×1017 cm−3 whereas the doping concentration of our InP sample is 2.2×1018 cm−3. The
band bending will be stronger for this lower doping concentration compared to a GaAs sample with
a doping concentration of 2.2×1018 cm−3, but since the bulk Fermi level lies closer to the bottom of
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model we should have more experimental ratios available. In addition, one should
keep in mind that some crude approximations have been made in the model, and that
other factors might also influence the amplitude, so that a quantitative comparison
with experiment is not possible. That the experimentally determined amplitude is in-
deed much smaller in InP also follows from the fact that at the lowest sample voltage
we used (−1.3V), i.e., giving the largest amplitude, the amplitude of the top dopant
in Fig. 4.2(a) is (0.047 ± 0.008) nm whereas van der Wielen [3] found an amplitude
of (0.08 ± 0.01) nm at the highest sample voltage he used (−3V) corresponding to
the smallest amplitude. From this, it follows that the largest amplitude in InP is still
only about half of the smallest amplitude in GaAs.
Finally, we should also consider the period of the Friedel oscillations because
a larger period will make them more difficult to observe due to the rapid decay of
the oscillations (∼ 1/r3 at T = 0 and at large distances from the doping atom [2]).
The period of the Friedel oscillations is inversely proportional to the square root of
the effective mass of the charge carrier times the Fermi energy (see the formula at
the beginning of this section): λF ∝ (m∗EF)−1/2. We already saw that the effective
electron mass in InP is slightly larger than in GaAs and that the Fermi level at the
surface of n-type InP is also slightly larger compared to an n-type GaAs sample with
the same doping concentration. This means that the period of the Friedel oscillations
will be somewhat smaller in InP than in GaAs: for the case of Fig. 4.3, we find that
the ratio of the period in InP to the period in GaAs is 0.83 at −1.3V and 0.90 at
−3V. This also means that Friedel oscillations should be somewhat better visible in
InP compared to GaAs based upon the period alone although the difference is very
small. However, we did not even observe Friedel oscillations in InP indicating that
the period of the Friedel oscillations does not play a significant role here.
Summing up, the amplitude of a doping-induced feature is much smaller in n-
type InP than in n-type GaAs as determined experimentally. We gave a qualitative
explanation based upon a rather simple model, in which the slightly larger effective
electron mass in InP was the main cause of a smaller amplitude in InP. Unfortunately,
we do not have a more satisfactory explanation giving better quantitative results for
this difference. Since the amplitude in n-type InP is of the same order as the atomic
corrugation in the [001] direction (see Table 4.1), the observation of Friedel oscilla-
tions in n-type InP will be disturbed. In conclusion, we believe that the much smaller
the conduction band in the lower doped sample (EF,b = EC + 0.039 eV), the net effect is that the
Fermi level at the surface is the same as for the higher doped GaAs sample. Hence, the amplitude is not
affected and should be similar in both samples.
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amplitude in n-type InP compared to n-type GaAs is the reason why we did not ob-
serve Friedel oscillations in n-type InP in this section. However, in section 4.4 we
will discuss very weak Friedel oscillations observed for a differently doped n-type
InP sample.
4.2.2 Atomic corrugation
The atomic corrugation gives information on the contributions of the various surface
states to the tunnel current as discussed extensively in section 2.1.1.
Table 4.1 shows that the atomic corrugation in the [001] direction decreases with
smaller negative sample voltage. However, the absolute corrugation will depend on
the particular shape of the tip, and in order to eliminate all sorts of tip effects, we look
at the ratio of the atomic corrugation along the [11¯0] and [001] directions similar to
[13–15]4. If the corrugation ratio is larger than one, the atomic rows will appear to
lie in the [001] direction whereas for a corrugation ratio smaller than one the atomic
rows appear to lie in the [11¯0] direction. For a corrugation ratio of one, there is no
difference in the atomic corrugation along both directions, and this will result in the
best possible resolution. Figure 4.4 shows the atomic corrugation as a function of
sample voltage. The 10×10 nm2 STM images are dopant-free regions cut from the
bias-dependent filled-state STM images of the area shown in Fig. 4.1(a). As can be
seen, the apparent atomic rows are oriented in the [11¯0] direction for all measured
negative sample voltages.
From Fig. 4.4, we can determine the corrugation ratio. However, the relatively
large scan sizes (30×30 nm2) of the measured STM images will limit the accuracy of
the atomic corrugation since the tip scans much faster over the atoms than it would if
a smaller scan area were used (assuming the same scan time per line). Therefore, we
did not use a very elaborate method to determine the atomic corrugation in the [11¯0]
and [001] directions. We simply determined the minimum and maximum corruga-
tion for both directions from three line profiles in each direction in the STM images
of Fig. 4.4. This gives the corrugation in each direction along with its error, and the
results are depicted in Fig. 4.5. The rather large error bars are caused by the corruga-
tion in the [11¯0] direction, which is very small ( 0.01 nm) and therefore difficult to
determine. This is probably related to the relatively large scan sizes. The corrugation
ratio lies well below one meaning the apparent atomic rows are oriented in the [11¯0]
4De Raad et al. [16] also looked at changes in the atomic corrugation, but they used a slightly
different way of determining these: they deduced these from a “corrugation number” (see footnote 9 in
chapter 2).
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Figure 4.4: Atomic corrugation as a function of sample voltage: (a) −2.00V (b)
−1.80V, (c) −1.60V, (d) −1.40V, (e) −1.30V. The sizes of the STM images
are 10×10 nm2, and they have been cut from the bias-dependent filled-state STM
images of the area shown in Fig. 4.1(a) (a dopant-free region was used).
Figure 4.5: Corrugation ratio along the [11¯0] and [001] directions as a function of
sample voltage VS as determined from Fig. 4.4.
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direction for all measured negative sample voltages. This corresponds to the STM
images of Fig. 4.4 showing our simple method gives reliable results. Furthermore,
the corrugation in the [11¯0] direction does not change much for smaller negative sam-
ple voltages whereas the corrugation in the [001] direction decreases (see Table 4.1)
resulting in an increase in corrugation ratio. This will also result in a better resolution
for smaller negative sample voltages, and this is clear from Fig. 4.4.
Ebert et al. [13, 14] did use very small scan areas ( 2×2 nm2) to determine the
corrugation ratio and showed the corrugation ratio for InP between −2 and −4V (see
Fig. 2.3). Although they measured at higher negative sample voltages and have better
accuracy, their values for the corrugation ratio are of the same order, and no changes
in the corrugation in the [11¯0] direction were observed similar to our case. The only
difference is that the corrugation in the [001] direction increases for smaller negative
sample voltages resulting in a decrease in corrugation ratio and resolution in contrast
to our case. However, in both cases the corrugation ratios lie well below one meaning
the apparent rows are oriented in the [11¯0] direction for all measured negative sample
voltages. According to the calculations of [13, 14], this can be explained by the
filled dangling-bond state A5, which is dominant for all measured negative sample
voltages. We will see a different behavior of the corrugation ratio in empty-state
images discussed in the next section.
The observed difference is probably related to the different measurement condi-
tions: Ebert et al. used etched tungsten tips and performed their measurements at
room temperature in UHV whereas we used cut PtIr tips and measured at 4.2K in
an helium atmosphere. Depuydt [17] showed that the situation becomes more com-
plicated at 4.2K because of charging effects (see section 2.1.2), which we already
encountered in section 3.3.2. Changes in charges residing in localized states at the
tip apex may shift the energy levels of the surface states changing their availability
for tunneling. This was illustrated by six STM images of different areas on the clean
GaAs(110) surface taken at the same sample voltage (+0.5V) and tunnel current
(10 pA), which all showed a somewhat different contrast of the Ga sublattice.5
As already indicated in section 2.1.1, Ja¨ger et al. [15] and de Raad et al. [16]
did observe changes in the atomic corrugation in filled-state STM images of n-type
GaAs: the orientation of the apparent rows changed from the [001] direction at small
negative sample voltages to the [11¯0] direction at larger negative sample voltages.
Similar to [13, 14], they measured at room temperature in UHV and used very small
scan areas ( 2×2 nm2 and 5×5 nm2, respectively) to determine the corrugation ra-
5Depuydt used cut PtIr tips similar to what we used.
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tio and, in the case of [16], the corrugation number (see footnote 4). Furthermore,
Ja¨ger et al. used etched platinum tips and de Raad et al. etched tungsten tips. In
both cases, the change in the orientation occurred at a sample voltage of ∼ −1.5V
(see Fig. 2.6) although Ja¨ger et al. also observed shifts in this voltage depending
on tip. This rotation was explained with the empty dangling-bond state C3, which
becomes filled at negative sample voltages because of an accumulation of electrons
due to tip-induced band bending. This state will dominate the STM images at low
negative sample voltages whereas at higher negative sample voltages the A5 state will
be dominant leading to the observed rotation.
As already mentioned in section 2.1.1, Ebert et al. [13, 14] did not show the cor-
rugation ratio for these relatively low negative sample voltages. In our case, however,
we did show the corrugation ratio for these sample voltages, but we did not observe
a rotation of the apparent rows as in [15, 16]. This difference is probably again re-
lated to the different measurement conditions. In addition, we used InP opposed to
GaAs in [15, 16] which might cause differences although Ebert et al. [13, 14] stated
that they did not observe any significant differences between n-type InP and GaAs.
However, they measured at room temperature in UHV similar to [15] and [16], and
they used a different tip. Furthermore, we already saw in the discussion on Friedel
oscillations in section 4.2.1 that there are differences between n-type InP and GaAs
although the materials might be very similar at first sight. Finally, our results indi-
cating that the A5 state is dominant for all measured negative sample voltages do not
seem to correspond to the behavior observed for doping atoms in this section. We
will come back to this in section 4.4.
4.3 Empty-state images
At positive sample voltages, i.e., where the empty states are imaged, tip-induced band
bending causes a depletion of free charge carriers from the surface (see appendix D).
This means that there is no screening around dopants, and hence, no Friedel oscil-
lations can be observed but only the effect of the bare Coulomb potentials of the
ionized dopants (see section 2.2.2). Because the positively charged Sn dopants lo-
cally increase the number of conduction-band states available for tunneling, they are
seen as hillock features superimposed on the In sublattice [see Fig. 4.1(b)]. From this,
we can find the amplitude of the hillock feature by filtering out the atomic lattice and
calculating a rotationally averaged line profile as we did for the filled-state images.
Figure 4.6 shows the empty-state image of Fig. 4.1(b) without the atomic lattice




Figure 4.6: (a) The empty-state image of Fig. 4.1(b) with the atomic lattice filtered
out. (b) The rotationally averaged line profile through the dopant-induced feature
of (a) indicated by an arrow for different sample voltages.
and the rotationally averaged line profile through the dopant-induced feature indi-
cated by an arrow as a function of sample voltage. To reduce the effect of overlap-
ping features, we only took the right half of the feature into account for calculating
the line profiles similar to the case of negative sample voltage. From Fig. 4.6(b),
we determined the amplitude of the feature for each sample voltage, and Table 4.2
shows these results together with the atomic corrugation in the [001] direction, which
we determined similar as in section 4.2. From Table 4.2, we see that the corrugation
in the [001] direction is of the same order as the amplitude of the feature, and com-
VS (V) A (nm) corrugation in [001] direction (nm)
1.80 0.012 ± 0.002 0.010 ± 0.003
1.60 0.015 ± 0.002 0.013 ± 0.002
1.40 0.017 ± 0.002 0.015 ± 0.003
1.20 0.021 ± 0.003 0.020 ± 0.003
Table 4.2: The amplitude A of the dopant-induced feature indicated by an arrow
in Fig. 4.6(a) and the atomic corrugation in the [001] direction for different sample
voltages VS .
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pared to n-type GaAs (amplitude∼ 0.1 nm [3]), the amplitude is smaller. Both effects
were also observed at negative sample voltage. Another similar effect is the increase
of the amplitude with smaller sample voltage since there are less states available for
tunneling enhancing the effect of the potential of the dopant. Finally, from Table 4.2
it follows that the amplitude at positive sample voltages is smaller than at negative
sample voltages (see Table 4.1) which was also observed for n-type GaAs [3].
4.3.1 Atomic corrugation
In contrast to the case of negative sample voltage, the atomic corrugation in the [001]
direction does not decrease but increases with smaller sample voltage in the empty-
state images. As discussed in section 4.2.2, the absolute corrugation will be tip de-
pendent, and it is better to look at the ratio of the atomic corrugation along the [11¯0]
and [001] directions. The atomic corrugation as a function of sample voltage is shown
in Fig. 4.7. Similar to the case of the filled-state images, the 10×10 nm2 STM images
are dopant-free regions cut from the bias-dependent empty-state STM images of the
area shown in Fig. 4.1(b). From Fig. 4.7, we determined the corrugation ratio in the
same way as for the filled states, and this is shown in Fig. 4.8. Again, the rather large
error bars are caused by the very small corrugation in the [11¯0] direction (∼ 0.01 nm),
which is probably related to the relatively large scan sizes.
Figure 4.7 shows that the apparent atomic rows are not oriented in the same di-
rection for all positive sample voltages in contrast to the filled-state images: with
decreasing sample voltage, the orientation of the apparent rows changes from the
[11¯0] to the [001] direction although the orientation in the [001] direction is not so
clear. This behavior can also be seen from Fig. 4.8: the corrugation ratio increases
from well below one at higher sample voltages to almost one at lower sample volt-
ages. This once more shows that our simple method gives reliable results. The strong
increase comes from a strong increase in the corrugation in the [11¯0] direction while
the corrugation in the [001] direction only increases slightly (see Table 4.2). Due
to the rather large error bars, it is difficult to determine what the orientation of the
apparent rows is at 1.20V. For that, Fig. 4.7 is more suitable since there it can be
determined by eye, and it indeed seems that the apparent rows are oriented in the
[001] direction at 1.20V. In any case, it is clear from Fig. 4.7 that the orientation of
the apparent rows is changing in contrast to what happens at negative sample voltage
(see Fig. 4.4).
The 90◦ rotation of the apparent atomic rows at positive sample voltages has also
been observed by Ebert et al. [13, 14] although the transition was at a higher sample









Figure 4.7: Atomic corrugation as a function of sample voltage: (a) +1.80V, (b)
+1.60V, (c) +1.40V, (d) +1.20V. The sizes of the STM images are 10×10 nm2,
and they have been cut from the bias-dependent empty-state STM images of the
area shown in Fig. 4.1(b) (a dopant-free region was used).
Figure 4.8: Corrugation ratio along the [11¯0] and [001] directions as a function of
sample voltage VS as determined from Fig. 4.7.
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voltage (∼ 2V). Furthermore, the corrugation ratio for InP was given between 2 and
3.5V (see Fig. 2.3). Because of our limited accuracy and the differences in tip and
temperature (see section 4.2.2), we are merely interested in a qualitative compari-
son, and then our results are similar to the results of Ebert et al.: the values for the
corrugation ratio are of the same order, and the 90◦ rotation of the apparent rows is
observed in both cases. The calculations of [13, 14] showed that this 90◦ rotation can
be explained by the empty surface resonances C4, which dominate the empty-state
images for large positive sample voltages, whereas the empty dangling-bond state C3
is dominant for small positive sample voltages.
Finally, we already saw in section 2.1.1 that Ja¨ger et al. [15] and de Raad et
al. [16] also observed a 90◦ rotation of the apparent atomic rows at positive sample
voltages for n-type GaAs although in their cases the transition was at a lower sample
voltage (∼ 0.7 and ∼ 0.9V, respectively, see Fig. 2.6). Again, this difference is
probably related to the differences in tip, temperature, and, in this case also, material.
4.4 Anomalous behavior
Figure 4.9 shows a series of STM images obtained on the n-type Sn-doped InP(110)
surface at various sample voltages. The concentration of this sample was lower than
the sample shown in Fig. 4.1: 1.1×1018 cm−3. The first two images [Figs. 4.9(a)
and (b)] are similar to the images of Fig. 4.1 and show the behavior normally ob-
served for dopants in n-type material: for both polarities of the sample voltage, they
appear as hillock features because their positive charges locally increase the number
of conduction-band states available for tunneling. However, at higher negative sam-
ple voltages we observe an anomalous behavior: the doping-induced features first
become brighter [see Fig. 4.9(c) and we will show this quantitatively with line pro-
files] and then slowly turn into depressions. Two other remarkable features are that
not all dopants change at the same voltage [in Figs. 4.9(d) through (g) both hillocks
and depressions can be observed] and that even for a single dopant the change occurs
asymmetrically [in Figs. 4.9(f) through (h) the brightest dopant consists of a hillock
and a depression].
This behavior has never been observed before for n-type InP or GaAs. For n-type
InAs, Gwo et al. [18] observed the S donors as circular depressions in filled-state
images at −1.5V, which was attributed to the valence-band contribution dominating
the tunnel current (see section 2.2.1). This is similar to what we observe for large
negative sample voltages, but Gwo et al. did not report a transition into a protrusion at
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Figure 4.9: Twelve STM images of the n-type Sn-doped InP(110) surface (con-
centration: 1.1×1018 cm−3). Scan area: 30×30 nm2, set-point current: 100 pA,
sample voltages: (a) +1.40V, (b) −1.40V, (c) −1.70V, (d) −2.00V, (e) −2.05V,
(f) −2.10V, (g) −2.15V, (h) −2.20V, (i) −2.25V, (j) −2.30V, (k), −2.40V, and
(l) −2.50V. The hillock features induced by the Sn doping atoms change into de-
pressions at higher negative sample voltages.
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lower negative sample voltages. Furthermore, Depuydt et al. [19] observed a strongly
voltage-dependent behavior of the S dopants in low-temperature STM measurements
on n-type InAs (see again section 2.2.1), but they observed this at both polarities of
the sample voltage, and the features were much more localized than in our case.
In addition to the anomalous behavior, very weak Friedel oscillations can be ob-
served in Figs. 4.9(d), and somewhat more clearly, (e). We know from section 2.2.2
that Friedel oscillations have been observed in n-type GaAs, but there are no pub-
lished reports on this effect in n-type InP. As explained in section 4.2.1, we believe
that Friedel oscillations will be much weaker in n-type InP, and we did not observe
them there. However, here we do observe them, and they are indeed very weak.
Before we discuss the observed behavior, we want to exclude that the features are
caused by the tip. We measured several samples with the same doping concentration
with different tips, and each time, the transition was observed reproducibly. Only
the voltage at which the transition took place varied somewhat (a few tenths of a
Volt) which is probably caused by small differences in the tips. We even observed
this sometimes on the same sample with the same tip, which we attribute to small
tip changes. These results show that the features are not tip related and that only the
voltage of the transition is somewhat influenced by the tip.
Returning to Fig. 4.9, we first want to show that the behavior is a purely elec-
tronic effect and that there are no defects involved such as vacancies or adatoms. Fig-
ure 4.10(a) shows an enlarged view of the depression of Fig. 4.9(i), and Fig. 4.10(b)
shows the line profile through the P atoms indicated by the arrow. It is clear from
the line profile that there are no missing P atoms and that the depression is really an
electronic effect.
In order to show this more clearly, we zoomed in on the brightest dopant of
Fig. 4.9 and performed some measurements in dual mode. In this mode of operation,
different settings can be used for the forward and backward directions of the scan line.
We only changed the polarity of the sample voltage, and Fig. 4.11 shows the results
for two different sample voltages: 2.05 and 2.20V. The same behavior is observed as
in Fig. 4.9.
As a next step, Fig. 4.12 shows again enlarged views of the doping-induced fea-
ture of Fig. 4.11 along with two line profiles through the P atoms indicated by the
arrows. The transition to a depression in Fig. 4.12(c) is also visible in the corre-
sponding line profile in Fig. 4.12(f). Furthermore, the arrows are also shown in the
empty-state images at the same positions. From these STM images and line profiles,
it follows that the effect is purely electronic and that there are no other defects in-
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Figure 4.10: (a) Enlarged view (3.4×3.4 nm2) of the depression of Fig. 4.9(i). (b)
Line profile through the P atoms of (a) indicated by the arrow.
volved than doping atoms. The shift in the atomic rows indicates that, as expected,
the In atoms are imaged in this case.
However, we have to be careful with these dual-mode STM images because such
a shift can also be caused by hysteresis of the piezos. Since we usually measure an
STM image with the same sample voltage for the forward and backward scan di-
rections, we can easily check this by comparing the two scans as in Fig. 4.12. This
is done in Fig. 4.13, which shows an enlarged view (5.0×5.0 nm2) of the doping-
induced feature of Fig. 4.11 measured at a sample voltage of −2.05V. It is clear that
also in this case a shift in the atomic rows is visible even though the forward and
backward scans have been measured at the same sample voltage. This means that
the hysteresis of the piezos is significant which makes it difficult to determine if we
really observe the In atoms in Figs. 4.12(b) and (d). However, the shift observed in
Fig. 4.12 is in the opposite direction compared to Fig. 4.13. Furthermore, because
at positive sample voltages tunneling can only occur into the empty conduction-band
states associated with the In atoms, we believe that we do observe the In atoms in
Figs. 4.12(b) and (d). We will come back to this when we discuss the atomic corru-
gation.
A better and simpler way of determining such an atomic shift would be to change
the voltage during a scan as done by, for example, de Raad et al. [16] for GaAs.
They indeed observed a shift in the atomic maxima when changing from positive to
negative sample voltage.
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Figure 4.11: Four STM images of the n-type Sn-doped InP(110) surface (concen-
tration: 1.1×1018 cm−3) measured in dual mode. Scan area: 15×15 nm2, set-point
current: 100 pA. Images (a) and (b) were measured simultaneously with a sample
voltage of −2.05V in the forward scan and +2.05V in the backward scan. The
same applies to images (c) and (d), but in this case, the sample voltages were−2.20
and +2.20V, respectively.
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Figure 4.12: (a) - (d) Enlarged views (5.0×5.0 nm2) of the doping-induced fea-
tures of Fig. 4.11. (e) and (f) Line profiles through the P atoms of (a) and (c),
respectively, indicated by the arrows. The arrows are shown at the same positions
in (b) and (d) for comparison.




Figure 4.13: STM image of the same doping-induced feature as in Fig. 4.11 mea-
sured at a sample voltage of −2.05V and with a set-point current of 100 pA.
The size of the STM image is 5.0×5.0 nm2, and it has been cut from a larger
(15×15 nm2) STM image similar as in Fig. 4.11. Shown are (a) the forward and
(b) backward scans, and the arrows indicate the same positions in both images
showing the hysteresis of the piezos.
4.4.1 Rotationally averaged line profiles
In order to give more quantitative insight into the anomalous behavior and the very
weak Friedel oscillations, we calculate rotationally averaged line profiles through the
doping-induced features as we did in sections 4.2 and 4.3. We start by filtering out the
atomic lattice, and Fig. 4.14(a) shows the result for the STM image of Fig. 4.9(e), in
which the Friedel oscillations are best observed. Figure 4.14(b) shows a line profile
through the doping-induced feature showing weak oscillations, which we associate
with Friedel oscillations. The oscillations are not distributed symmetrically around
the doping atom since the period on the right-hand side of the dopant is larger than
on the left-hand side. This asymmetry is also clear from Fig. 4.14(a). Although to a
lesser degree, such asymmetry was also observed by van der Wielen et al. [1], which
was explained by the position of the dopant near the surface in a fast decaying elec-
tric field going into the bulk. Furthermore, the STM measures an off-centered cross
section of the oscillations around the dopants (see also section 2.2.2). Also the inter-
action with Friedel oscillations around other dopants can cause a deformation [20].
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Figure 4.14: The STM image of Fig. 4.9(e) with the atomic lattice filtered out.
(b) Line profile through the doping-induced feature indicated by the arrow. Weak
Friedel oscillations can be observed.
In our case, the situation might even be more complicated because of the transition
to depressions we observed for doping atoms at higher negative sample voltages.
Despite these difficulties, we continue our analysis by calculating rotationally
averaged line profiles. We focus on the brightest doping-induced feature of Fig. 4.9,
and from Figs. 4.9(a) and (c), we see that on the right-hand side of this dopant
two other dopants lie rather close. By taking only the left half of the feature into
account, we can neglect the influence of those two dopants similar to what we did in
sections 4.2 and 4.3. Figure 4.15 shows the results for positive sample voltages. From
these line profiles, we can determine the amplitude of the feature for each voltage,
which is shown in Table 4.3. We also determined the atomic corrugation in the [001]
direction in the same way as in section 4.3 (see Table 4.2). The results are similar,
only the amplitude is somewhat larger and the atomic corrugation slightly smaller,
but we again observe an increase of the amplitude and a small increase of the atomic
corrugation with smaller sample voltage.
The results for negative sample voltages are shown in Fig. 4.16. Because of
the behavior observed at negative sample voltages, we show line profiles for a large
number of voltages. Clearly, the transition from a hillock feature to a depression at
higher negative sample voltages is visible. Furthermore, weak oscillations can be
observed between −2.00 and −2.20V, which we attribute to Friedel oscillations. We
show the corresponding amplitudes and the atomic corrugation in the [001] direction
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Figure 4.15: Rotationally averaged line profile through the brightest doping-
induced feature of Fig. 4.9 for different positive sample voltages.
VS (V) A (nm) corrugation in [001] direction (nm)
2.50 0.012 ± 0.003 0.007 ± 0.002
2.00 0.014 ± 0.003 0.011 ± 0.002
1.70 0.021 ± 0.003 0.012 ± 0.002
1.40 0.030 ± 0.006 0.012 ± 0.003
Table 4.3: The amplitude A of the brightest doping-induced feature of Fig. 4.9 and
the atomic corrugation in the [001] direction for different positive sample voltages
VS .
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Figure 4.16: (a) and (b) Same as Fig. 4.15 but calculated for different negative
sample voltages. Between −2.00 and −2.20V, weak Friedel oscillations can be
observed.
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Figure 4.17: The amplitude A of the brightest doping-induced feature of Fig. 4.9
and the atomic corrugation in the [001] direction for different negative sample
voltages VS .
in a graph because of the large number of voltages (see Fig. 4.17). Since we defined
the amplitude as the deflection of the tip in the center of the feature with respect to the
background level (see section 4.2), it has a negative value for higher negative sample
voltages because the dopant appears as a depression in that case.
Comparing our results to what we found in section 4.2 (see Table 4.1), we see that
the values for the amplitude are of the same order for comparable voltages, but that
the amplitude first increases with higher negative sample voltage and then decreases
instead of only decreasing. Also the atomic corrugation is of the same order, but this
decreases with higher negative sample voltage whereas it increased in section 4.2. For
even higher negative sample voltages, we see that the amplitude of the depression is
very small, and that both this amplitude and the atomic corrugation decrease slightly.
Furthermore, from Fig. 4.16 we determine a period of the Friedel oscillations of
4.3 nm at −2.05V. Remember that this period is approximately equal to half the elec-
tron Fermi wavelength (see section 4.2), so this gives an electron Fermi wavelength
of approximately 8.6 nm, which corresponds to a Fermi energy of 0.26 eV. This value
should be compared to the calculated Fermi level at the surface at this sample volt-
age. From the bulk Fermi level (see appendix A) and the band bending at −2.05V
[see Fig. 3.1(a)], we obtain a Fermi level at the surface of 0.48 eV above the bottom
of the conduction band, which is almost twice as large as the experimental value.
4.4 Anomalous behavior 125
However, both values will probably not be very exact. For the latter, this is because
of the difficulties mentioned before, and in the case of the former, we already saw in
section 3.3.2 that the real 3D band bending will probably be smaller than the calcu-
lated 1D value resulting in a smaller Fermi level at the surface. In light of this, we
simply conclude that the experimental and calculated values are comparable.
Our experimental value is also comparable to what van derWielen et al. [1] found
for GaAs (concentration: 2×1018 cm−3) at 4.2K at a sample voltage of −2.50V:
0.22 eV (see also section 2.2.2). They found a good agreement with their calculated
value of 0.28 eV above the bottom of the conduction band although they stated that
the oscillation period extracted from the STM images will deviate from the real period
due to the difficulties already mentioned. Furthermore, they used some different
values for the parameters in the calculation compared to [3].6 Using the values of [3],
which we, apart from the material-specific parameters, also used in our calculation,
we obtain a calculated Fermi level at the surface of 0.54 eV (see also Fig. 4.3 which
shows the band bending for a slightly higher doped GaAs sample). This is more
than twice as large as the experimental value similar to what we found for our InP
sample. Taking into account the other uncertainties in the calculated as well as in the
experimental values, this shows again that both values are comparable, but that an
accurate quantitative comparison between calculation and experiment is difficult.
4.4.2 Origin of anomalous behavior
To understand the origin of the behavior we observed, we have to look at the energy-
band diagram of the STM tunnel junction. In appendix D, these diagrams are shown
for both n- and p-type materials. In the current case, n-type material, we see that
for positive sample voltages the tunnel current always consists of electrons tunneling
from the tip to empty conduction-band states of the sample. Since the Sn doping
atoms are positively charged, they locally increase the number of conduction-band
states available for tunneling, and hence, they are imaged as protrusions which we
also always observe.
The situation at negative sample voltage is somewhat different, and that is why
we show the corresponding energy-band diagram in Fig. 4.18. The influence of a
Sn dopant is indicated by the dashed lines. Furthermore, as pointed out by the ar-
rows, two tunnel contributions can be distinguished: electrons tunneling from filled
6For example, they used a somewhat larger tip-sample distance (10 A˚ instead of 9 A˚), which will
result in a smaller band bending [see Fig. 3.1(b)] and hence, a smaller Fermi level at the surface.












Figure 4.18: Schematic energy-band diagram of the STM tunnel junction in the
case of n-type material and with a negative sample voltage applied. EF,s and
EF,m denote the Fermi levels of the semiconductor and metal tip, respectively, EC
denotes the bottom of the conduction band, and EV denotes the top of the valence
band. The influence of a positively charged Sn doping atom near the surface on
the DOS is indicated by the dashed lines. Two tunnel contributions can be distin-
guished as pointed out by the arrows.
conduction-band states to the tip and electrons tunneling from filled valence-band
states to the tip. Due to the downward band bending, the valence-band contribu-
tion, in turn, consists of two contributions: electrons tunneling to the tip through the
space-charge region of the semiconductor and electrons tunneling directly to the tip.
Although the former of these two will be smaller than the latter, it cannot be neglected
as found by Feenstra et al. [6] in calculations of the tunnel current for the case of the
GaAs(110) surface (see section 2.1.2).7
Furthermore, the direct valence-band contribution will only participate if the
Fermi level of the tip lies below the top of the valence band at the surface whereas the
indirect valence-band contribution will already participate if the tip Fermi level lies
below the top of the valence band in the bulk. Since the difference between the Fermi
7Experimental evidence for this was found in STM measurements by Ja¨ger et al. [15] and de Raad
et al. [16] (see section 2.1.1).
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levels of the sample and the tip is equal to the applied sample voltage, we find from
the bulk Fermi level of the sample and the band gap (see appendix A) that the indi-
rect contribution starts at a sample voltage of −1.47V. The sample voltage necessary
for the direct contribution to start is approximately −1.9V. At this voltage, the band
bending is −0.39 eV [from Fig. 3.1(a)], and combined with the bulk Fermi level and
the band gap, this results in a Fermi level at the surface of 1.86 eV above the top of
the valence band which means that the tip Fermi level lies slightly below the top of
the valence band at the surface.
Another factor playing a role is the difference in transmission probability between
the valence-band and conduction-band contributions: the electrons from the valence
band have to tunnel across a potential barrier which is about 1.42 eV higher (value
for the band gap of InP) than the electrons from the conduction band. The transmis-
sion probability, which is approximately proportional to exp(−2κz) (see Eq. 4.1), is
therefore much lower for the former contribution. We already encountered this in
section 2.1.1 when we discussed the results of Ja¨ger et al. [21]. The authors claimed
that the contribution from the conduction band should be at least one order of mag-
nitude larger than the one from the valence band, but, depending on sample voltage,
they could observe both contributions in their measurements.8 They explained this
with conservation of momentum of the tunneling electons, which hinders tunneling
out of the conduction band.
This shows that there is a delicate interplay between the two contributions shown
in Fig. 4.18, and we believe that that causes the behavior we observed. For moderate
negative sample voltages, only the contribution from the conduction band participates
in the tunnel process, and because the Sn doping atoms locally increase the number
of conduction-band states available for tunneling, they are imaged as protrusions.
Furthermore, Friedel oscillations can be observed then because of the accumulation
of electrons. However, at higher negative sample voltages, the valence-band con-
tribution will also participate and will eventually dominate the tunnel current. Be-
cause of the positive charges of the Sn dopants, they locally decrease the number of
valence-band states available for tunneling which is why they appear as depressions.
In addition, Friedel oscillations should again be observed because conduction-band
electrons are still accumulated at the surface. However, these are probably weaker
8The authors performed calculations for a similar tunnel junction as in Fig. 4.18, but instead of
InP, they considered GaAs with a similar doping concentration. They calculated a sample voltage of
−1.75V for the onset of the direct valence-band contribution, which is similar to what we find for InP.
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since the valence-band contribution is dominant.9
The behavior described above corresponds exactly to that shown in Fig. 4.9. Fur-
thermore, the magnitude of the sample voltage at which the transition starts (around
−2V) lies above the onset of the direct valence-band contribution which can be ex-
pected. The observation that not all dopants change at the same voltage can be ex-
plained by the different depths of the dopants. A deeper-lying dopant will cause a
smaller band bending at the surface, and hence, the onset of the valence-band contri-
bution occurs at a smaller sample voltage. As can be seen in Fig. 4.9, the brightest
doping-induced features, which lie closest to the surface, change intro depressions at
a higher negative sample voltage than the less bright features.
We have no clear explanation for the observations that the features first become
brighter with higher negative sample voltage before they become weaker and that
the change occurs asymmetrically for a single dopant. In section 4.2, we found that
the doping-induced features become weaker with increasing negative sample volt-
age (see Table 4.1) which is what we expect since the number of conduction-band
states available for tunneling increases reducing the effect of the potential the dopant.
Similarly, the Friedel oscillations should also become weaker with increasing nega-
tive sample voltage; however, we observe weak Friedel oscillations between −2.00
and −2.20V but not for lower negative sample voltages. The larger atomic corruga-
tion (see Fig. 4.17) could obscure the Friedel oscillations in that case similar to the
explanation of the absence of Friedel oscillations in section 4.2.1. However, at the
voltage where the Friedel oscillations are best observed in Fig. 4.9 (−2.05V), we see
from Fig. 4.17 that the amplitude is smaller than the atomic corrugation whereas for
the two smallest measured negative sample voltages in section 4.2 the amplitude is
larger than the atomic corrugation (see Table 4.1), but we still did not observe Friedel
oscillations there. This means that our assumption in section 4.2.1 that the atomic
corrugation disturbs the observation of Friedel oscillations may have to be reconsid-
ered although we have to be careful in comparing those results to the results in this
section because of the different behavior we observed here.
In view of what we discussed above, it is possible that more factors play a role
here, e.g., an influence of the donor state, which contributes to the tunnel current
when tunneling occurs from the conduction band, or an interaction between this state
and the dangling-bond states at the In and/or P atoms. For p-type material, we ob-
served a similar interplay between two tunnel contributions with also an asymmet-
ric behavior of the doping-induced features. We will discuss this extensively in the
9A similar effect was observed for p-type GaAs [3, 22].
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next chapter. Also for oxygen adsorbates, competing tunnel contributions have been
observed [3, 23, 24] (see also section 2.3.2) which we will discuss further in sec-
tion 4.7.1.
Since the two competing tunnel contributions are always present for highly doped
n-type samples at negative sample voltages, we always expect to observe this anoma-
lous behavior meaning the behavior can be regarded as normal. We already saw
that the tip has a small influence on the voltage of the transition. Another factor af-
fecting this voltage will be the doping concentration. A higher concentration will
cause a higher Fermi level in the bulk, but because the band bending will be smaller,
the Fermi level at the surface will not change much. However, since more bulk
conduction-band states can participate in the tunnel process, the conduction-band
contribution will be larger which will shift the transition to a higher negative sample
voltage.
We believe that this can explain why we did not observe such a transition for
the sample described in section 4.2 because the only difference is that this sample
had a higher doping concentration (2.2×1018 cm−3). We measured several of these
samples, but we did not observe the behavior described in this section except for only
one time, which will be shown in section 4.7.2. The bulk Fermi level is indeed larger
for this sample (see appendix A), but, as said before, the band bending will be smaller.
At −1.9V, the band bending is −0.36 eV [from Fig. 3.1(a)], and the combined result
is a Fermi level at the surface of 1.86 eV above the top of the valence band. This
is exactly the same as for the sample used in this section showing the difference
really comes from the contribution of the bulk conduction-band states. The sample
voltages we use typically do not exceed ±3V because at very high sample voltages
the tip becomes instable. This means that the transition is probably shifted to below
−3V which is the reason why we did not observe this.
Finally, a similar behavior is expected for n-type GaAs, but van der Wielen
[3] did not observe this. Although he used an even lower doping concentration
(6×1017 cm−3), he still observed the Si dopants as protrusions at a sample voltage
as low as −3V. However, we saw in the discussion on Friedel oscillations in sec-
tion 4.2.1 that the experimentally determined amplitude of a doping-induced feature
is much larger in n-type GaAs. This implies a larger influence of a dopant and will
shift the transition to very high negative sample voltages which can explain why it is
not observed.
130 Sn-doped InP(110) surface
4.4.3 Atomic corrugation
Apart from the doping atoms, also the atomic corrugation gives information on the
importance of the various tunnel contributions. From the orientation of the apparent
atomic rows, we can determine which surface state is dominant as we saw in sec-
tion 4.2.2. In that section, we expected to observe a rotation in the orientation of
the apparent rows as in [15, 16]. However, we did not observe this, and the orien-
tation we observed (the [11¯0] direction) indicated that the filled dangling-bond state
A5 was dominant for all measured negative sample voltages. We already made the
remark there that this was not consistent with the behavior observed for dopants in
that section. This is apparent from Fig. 4.18: if the A5 state, which lies in the va-
lence band, is dominant, the dopants should appear as depressions since they locally
decrease the number of valence-band states available for tunneling. Instead, we ob-
served them as protrusions which means conduction-band states such as the C3 state
are dominant.
It could be that this only occurs around dopants because of the downward band
bending around them. This should be observable in the atomic corrugation around
dopants since the orientation of the apparent rows is different for the A5 and C3 states
(see Table 2.1). Furthermore, since the P atoms are associated with the former and
the In atoms with the latter, this implies a shift in the atomic rows near dopants.
However, this behavior also implies a delicate balance between the two contributions
indicating the contribution that is not dominant will still have some influence. This
means that the atomic maxima will probably not shift from one atom to the other, but
they will appear different, e.g., more extended. This will make it difficult to observe,
especially because a complete shift is only a few angstroms (see Fig. 2.1).
De Raad et al. [16] indeed observed a slight change in the atomic corrugation
around dopants in GaAs indicating an increase of the contribution of the C3 state rel-
ative to the one of the A5 state, but they did not mention a corresponding shift and/or
change in the atomic maxima. A closer look at Fig. 10(e) of [16] does seem to indi-
cate that the atomic maxima around dopants are more elongated in the [001] direction
corresponding to an increase of the contribution of the C3 state [25]. However, these
effects are very subtle, and we did not observe either of them in section 4.2.2. The
results in this section do not show this either as is evident from Fig. 4.12.
To see the behavior of the atomic corrugation in this section, we plot the ratio
of the atomic corrugation along the [11¯0] and [001] directions as in sections 4.2.2
and 4.3.1. We have to keep in mind though that we again have the same issues that
can affect our results. We start with the corrugation ratio at positive sample voltages
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Figure 4.19: Corrugation ratio along the [11¯0] and [001] directions as a function
of sample voltage VS for positive sample voltages.
because in that case we observed the same behavior for dopants as in section 4.3, so
this will enable us to check the reproducibility of the results.
For the STM images we used to determine the values in Table 4.3, we also deter-
mined the corrugation in the [11¯0] direction similar as in section 4.3.1, and Fig. 4.19
shows the resulting corrugation ratio. The very small corrugation in the [11¯0] di-
rection ( 0.01 nm) results in the large error bars similar to what we found in sec-
tion 4.3.1 (see Fig. 4.8). Also the corrugation ratio is of the same order for compara-
ble sample voltages and lies well below one meaning the orientation of the apparent
atomic rows is in the [11¯0] direction. This is caused by the empty surface resonances
C4, which dominate the STM images at these sample voltages. For smaller sample
voltages, the corrugation ratio tends to increase, but we did not measure at a similar
low sample voltage as in Fig. 4.8, where the corrugation ratio almost reaches one and
we observed a rotation in the orientation to the [001] direction (see Fig. 4.7). The in-
crease is probably caused by an increasing contribution of the empty dangling-bond
state C3. These results give us confidence that despite the limited accuracy and the
measurement conditions they are still rather reproducible.
Returning to the situation at negative sample voltages, we proceed in a similar
way, and from the STM images used to create Fig. 4.17, we obtain the corrugation
ratio, which is depicted in Fig. 4.20. Note that the relative errors do not change much
with sample voltage which means that the error bars are larger for larger corrugation
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Figure 4.20: Corrugation ratio along the [11¯0] and [001] directions as a function
of sample voltage VS for negative sample voltages.
ratios. For comparable sample voltages, we again obtain similar results (see Fig. 4.5):
a corrugation ratio which lies well below one indicating the filled dangling-bond state
A5 is dominant in the STM images. However, this is again not consistent with the
fact that we observe the dopants as protrusions for those voltages. Furthermore, for
the sample used in this section the valence-band contribution starts at −1.47V (from
the bulk Fermi level and the band gap – see appendix A) which means that for sample
voltages smaller than this voltage only conduction-band states are imaged. However,
at −1.40V the apparent rows are still oriented in the [11¯0] direction indicating the
dangling-bond state C3 is not dominant either since then the apparent rows would be
oriented in the [001] direction. Similarly, for the sample used in section 4.2.2 the
valence-band contribution starts at −1.50V which means that for the sample volt-
ages of Figs. 4.4(d) and (e) only conduction-band states are imaged, but again, the
orientation of the apparent rows is still in the [11¯0] direction.
The only other possibility are the surface resonances C4 (see sections 2.1.1 and
4.3.1), which indeed cause the apparent rows to be oriented in the [11¯0] direction
consistent with our results. However, these surface resonances lie higher in energy
than the C3 state, and the tip-induced band bending is probably not large enough
that these also become filled due to the accumulation of electrons similar to the C3
state. De Raad et al. [16] faced a similar problem in their discussion of the empty-
state results on n-type GaAs. They came up with a possible explanation based upon
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the calculated LDOS of the InP(110) surface [13], in which the C3 state appears
as a small peak superimposed on some background. If the low-energy shoulder of
the C4 state forms a background on which the DOS associated with the C3 state is
superimposed, the C4 state might influence the corrugation even at energies where a
contribution of the C3 state is expected which would also explain our results.
This means that it is possible that also above the sample voltage where the valence-
band contribution starts the influence of the C4 state is dominant which would corre-
spond to the behavior observed for doping atoms in section 4.2. Since both the A5
and C4 states cause an apparent orientation in the [11¯0] direction (see Table 2.1), it is
difficult to distinguish between these two states. The only difference is that the for-
mer lies in the valence band and the latter in the conduction band, so that the P atoms
will be imaged if the A5 state is dominant and the In atoms if the C4 state dominates.
This implies a shift in the atomic rows if there is a change between these two surface
states, but we already saw before that if there is a delicate balance between these two
contributions there will probably only be a change in the appearance of the atomic
maxima around this transition. In that case, a shift can probably be observed for sam-
ple voltages further above and below this transition. This was indeed observed by
Ja¨ger et al. [15] for GaAs who changed the voltage during a scan and observed the
Ga atoms at a low negative sample voltage (−1.50V) and the As atoms at a high neg-
ative sample voltage (−3.50V). Because there was also a change in the orientation
of the apparent rows, this corresponded to the C3 and A5 states, respectively.
However, we cannot determine a possible atomic shift in Fig. 4.4 since this shift
is only a few angstroms (see Fig. 2.1), and although the thermal drift is negligible
at 4.2K, there can still be a small shift between the STM images due to creep of
the piezos, especially because the STM images of Fig. 4.4 have been cut from larger
(30×30 nm2) STM images. Although these large sizes will also make it difficult
to determine any changes in the atomic maxima, we hardly observe any changes in
Fig. 4.4. Only the resolution improves for smaller negative sample voltages which
could be caused by a larger influence of the C3 state. Since the dopants appear as
protrusions for all measured negative sample voltages, we believe that the C4 state
dominates the STM images with an increasing contribution of the C3 state at lower
negative sample voltages, but it is difficult to draw a conclusion based upon these
images alone and because of the limited accuracy and the measurement conditions.
In this section, the situation is even more complicated because of the different
behavior of dopants. This is also clear from Fig. 4.20: for sample voltages below
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−2V,10 the corrugation ratio increases to above one and then decreases again to below
one. This indicates that the C3 state becomes dominant and then the A5 state since
the dopants appear as depressions for these high negative sample voltages. However,
it is difficult to determine a change in the orientation of the apparent rows from the
STM images because of the appearance of the atoms (see Fig. 4.12), but also in this
case, an atomic shift or at least a change in the appearance of the atoms should be
observed because of the change of a surface state in the conduction band to one in
the valence band.
We did observe atomic shifts in the dual-mode STM images of Fig. 4.12, but as
explained before, care must be taken in using this method because of the hysteresis
of the piezos. Furthermore, based on our previous discussion and because at posi-
tive sample voltages the empty conduction-band states are always imaged we only
expect a shift when the valence-band contribution is dominant. This is the case for
Fig. 4.12(c) because the dopant appears as a depression although the transition is
not complete yet [see also Fig. 4.11(c)], but in Fig. 4.12(a), the dopant appears as
a hillock meaning the conduction-band contribution is dominant. Nonetheless, the
atomic shift is still visible indicating the P atoms are imaged although the appearance
of the atoms is clearly different than in Fig. 4.12(c) whereas this is not the case for
positive sample voltages. This could indicate a different balance in the contribut-
ing surface states, but unfortunately, we did not perform dual-mode measurements
at more sample voltages to see how this relates to the corrugation ratio in Fig. 4.20.
This could once again indicate that more factors have an influence as mentioned be-
fore when we discussed the behavior of dopants.
Finally, on one occasion we even observed a shift in the atomic rows during a
scan. This happened for the sample used in section 4.2 and is shown in Fig. 4.21. We
did not change any of the scanning parameters during the scan, so this must have been
caused by a sudden tip change. Furthermore, the atomic corrugation changes from
clearly resolved in both directions to apparent rows oriented in the [11¯0] direction.
At the sample voltage used (−3.00V), both the conduction and valence bands can
contribute to the tunnel current, and it is possible that the tip changes such that the
other band is dominant which means that the other atoms are imaged. Combined with
the change in the corrugation, this indicates that the C3 state is dominant before the
tip change and the A5 state after the tip change. Such a tip change could be caused
by charging effects, which can occur at low temperature (see section 4.2.2).
10We did not determine the corrugation ratio for these voltages in section 4.2, but in any case, we did
not observe the dopants as depressions there even though we measured down to −3V (see before).
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[110]
[001]
Figure 4.21: STM image of the n-type Sn-doped InP(110) surface (concentration:
2.2×1018 cm−3). Scan area: 10.8×10.1 nm2, sample voltage: −3.00V, set-point
current: 100 pA. The scan direction is upward, and halfway the image, a sudden
tip change is visible.
This would mean that we did observe both contributions for the sample used in
section 4.2 although we only observed it this one time for the corrugation. Another
explanation for the atomic shift could be that the tip changes such that the position
where the tunnel current flows between the tip and the sample is shifted accompanied
with a change in the appearance of the atoms. We cannot determine which explana-
tion is valid, but in any case, this shows that the tip really has some influence.
4.4.4 Conclusions
We showed that the behavior observed for dopants in this section may at first sight be
anomalous, but that this behavior can be expected based upon two competing tunnel
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contributions although we cannot explain all aspects. Furthermore, the transition to
depressions is a very subtle effect, and it is influenced by the doping concentration,
the material, and the tip. We believe that this is the reason why this behavior has
never been observed before. We also observed weak Friedel oscillations although the
amplitudes of the doping-induced features and the atomic corrugation in the [001]
direction were of the same order as in section 4.2, in which we did not observe Friedel
oscillations.
Concerning the atomic corrugation, the situation is rather complicated at negative
sample voltages which can explain why we did not observe the rotation in the orien-
tation of the apparent atomic rows in section 4.2.2 as in [15, 16]. Instead, the results
in that section indicate that the surface resonances C4 dominate the STM images with
an increasing contribution of the C3 state at lower negative sample voltages.
The different behavior of dopants in this section is also reflected in the atomic
corrugation at higher negative sample voltages, where the corrugation ratio indicates
contributions of the C3 and A5 states. However, these effects are also very subtle, and
again, the measurement conditions probably play a role as evidenced by the sudden
tip change we observed resulting in a shift in the atomic rows. In light of these
results, it is possible that more factors play a role than we discussed in the behavior
of dopants and/or the atomic corrugation.
4.5 Depth of Sn dopants
We already saw in section 4.1 that we can observe doping atoms from different sub-
surface layers (see Fig. 4.1). A doping atom from a deeper subsurface layer will
cause a smaller amplitude of the corresponding induced feature at the surface (see
section 2.2.1). Furthermore, by looking at the symmetry of a doping-induced fea-
ture it can be determined whether the dopant lies in an even or odd subsurface layer
[26–29].
A reasonable estimate for the maximum doping-atom depth at which its influ-
ence can still be seen at the surface is that it should be comparable to the radius of
the features resulting from dopants in the surface layer [3] (see also section 2.2.2).
This depth can be determined by counting the doping-induced features in large scan
areas and putting the corresponding amplitudes in an histogram [26, 27, 30–32]. The
discrete values of the amplitude reflect different subsequent subsurface layers. Fur-
thermore, each discrete value should have nearly equal counts which is consistent
with the fact that the dopants should be uniformly distributed. Hence, each subsur-
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face layer should have approximately the same doping density, which is equal to the
expected density of the dopant in a (110) layer. From the histogram, the maximum
depth can easily be determined because the number of discrete values equals the num-
ber of subsurface layers from which the influence of the dopants can be observed.
Depuydt et al. [33] argued that the different discrete values of the amplitude
do not simply correspond to different subsequent subsurface layers. For filled-state
images, i.e., the screened case, their histograms (they studied two differently doped
GaAs samples) showed an oscillatory behavior with four peaks. According to the
authors, this was the result of the oscillatory dependence of the amplitude on the
depth of the dopant in the case of screening as predicted by Kobayashi [11]. The four
peaks corresponded to a depth of approximately 30 layers, which was derived with a
method that always gives the accurate maximum depth in case the doping concentra-
tion is known: from this known concentration and the number of observed features in
a large scan area, the depth can easily be determined since the concentration should
be equal to the number of observed features divided by the scanned volume of the
sample (scan area×depth).11 Furthermore, from the voltage dependence of Friedel
oscillations the depth of a doping atom can also be derived [11]. Since Friedel os-
cillations were clearly observed in [33], this enabled the authors to determine the
period of the oscillation seen in the histogram. From this, the maximum depth could
be determined, which was in good agreement with the result of the doping-counting
method.
The empty-state images of Depuydt et al. (corresponding to the unscreened case)
did not show an oscillatory behavior or separate peaks but a more equal distribution
of the amplitudes with a tendency to decay for higher amplitudes. This agreed quali-
tatively with the prediction of Kobayashi [11]: for the unscreened case, the amplitude
of a doping-induced feature has an exponentially decaying depth dependence. John-
son et al. [26, 27] also performed calculations for the unscreened case of the sample
they measured (p-type GaAs) and found a uniformly decaying depth dependence,
which agreed well with their measurements. Furthermore, the maximum depth they
11In principle, this dopant-counting method only counts ionized dopants since only these can be seen
in STM images through their Coulomb potentials. However, because almost all dopants are ionized
for the high doping concentrations commonly used (see section 3.1 and appendix B), this method does
count all the dopants to a good approximation. This was confirmed by Johnson et al. [34] who compared
this method with secondary ion mass spectroscopy (SIMS) for modulation-doped GaAs multilayers.
SIMS is chemically sensitive and hence, gives the correct doping concentrations, which agreed well
with the concentrations determined with the dopant-counting method, in which the maximum depth
was taken to be 1 nm (5 atomic layers) in accordance with [26, 27].
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calculated also agreed well with the depth obtained with the doping-counting method.
Note that they took band bending into account whereas Kobayashi neglected this.12
Depuydt et al. did their measurements at 4.2K whereas the STM images of
[26, 27, 30–32] were taken at room temperature.13 From section 2.2.2, we know that
Friedel oscillations have never been reported at room temperature, and that the sizes
of doping-induced features and the maximum probing depth are larger at low temper-
ature. Depuydt et al. indeed observed very pronounced Friedel oscillations whereas
the room-temperature results did not show any Friedel oscillations. It is reasonable
to believe that the oscillatory dependence of the amplitude of a dopant-induced fea-
ture on the depth of the dopant can only be observed at low temperature either. This
means that the peaks in the histograms of the amplitudes at room temperature prob-
ably do correspond to different subsequent subsurface layers, which is supported by
the calculations of Johnson et al. [26, 27], whereas the histogram at low temperature
shows the oscillatory dependence for the screened case. In the latter case, the peaks
reflect the period of the oscillation, which can be determined with the help of the
known depths of the dopants derived from the Friedel oscillations.
Figure 4.22 shows two large-scale STM images of 178.7×178.7 nm2 measured
on the n-type Sn-doped InP(110) surface. The two images were taken on differ-
ent samples with the same concentration. Figure 4.22(a) was measured at a sample
voltage of −3.00V and Fig. 4.22(b) at +2.50V. As can be seen from the two STM
images, many features can be observed. Most of them are due to doping atoms, but
some are due to other defects, which will be discussed in section 4.7.
In order to determine the maximum depth at which the influence of a dopant can
still be seen at the surface, we plot the amplitudes of all the doping-induced features
12Van der Wielen [3] argued that the neglection of band bending in the model of Kobayashi led to
the wrong prediction that in filled-state images the amplitude of a doping-induced feature should first
increase with depth reaching its maximum at a depth of 1/kF with kF the Fermi wave vector and then
decrease to become finally negative. By including band bending, van der Wielen claimed that in filled-
state images the amplitude of a doping-induced feature decreases with increasing depth similar as in
empty-state images. In this way, the results of their filled-state STM images of n-type GaAs agreed
with the empty-state results.
13Depuydt et al. measured on n-type GaAs and showed histograms for both the screened and un-
screened cases. Zheng et al. [30] also measured on n-type GaAs but only showed an histogram for the
screened case. The same applies to [31, 32], in which p-type GaAs was measured. Finally, Johnson et
al. [26, 27] did measurements on p-type GaAs and showed an histogram of the area under averaged
[11¯0] line profiles through doping-induced features for the unscreened case. Since this area is the inte-
grated intensity, this histogram is equivalent to an histogram of the amplitudes of the doping-induced
features.
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Figure 4.22: Two large-scale (178.7×178.7 nm2) STM images of the n-type
InP(110) surface measured on two different Sn-doped InP samples with the same
concentration (2.2×1018 cm−3). Set-point current: 100 pA, sample voltages: (a)
−3.00V, (b) +2.50V.
in an histogram. However, no discrete values were found in this way representing the
discrete number of subsurface layers in which the dopants are positioned. Van der
Wielen [3] did not observe any discrete values either in a similar histogram for n-
type GaAs at 4.2K. He attributed this to the fact that the accuracy of the background,
which determines the accuracy of the amplitudes, was comparable to the amplitude
difference induced by dopants in subsequent subsurface layers. In our case, the situ-
ation is even less favorable since we already saw in sections 4.2 and 4.3 that for both
filled- and empty-state images the atomic corrugation in the [001] direction is of the
same order as the amplitudes of the dopant-induced features (see Tables 4.1 and 4.2,
respectively). This will make it very difficult to determine the maximum depth from
an histogram.
However, as already mentioned in the beginning of this section the maximum
depth can also be determined by counting the number of dopant-induced features in
case the doping concentration is known. For Fig. 4.22(a), we count 251 features and
for Fig. 4.22(b) 169. Putting in the scan area and the doping concentration, we then
derive maximum depths of 3.6 and 2.4 nm for Figs. 4.22(a) and (b), respectively.
The distance between (110) layers in InP is 2.07 A˚, so these depths correspond to 17
and 11 layers, respectively. Furthermore, these values are comparable to the maxi-
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mum depth of 3 nm (15 layers) determined by van der Wielen [3] for n-type GaAs
with a similar doping concentration (2×1018 cm−3) at 4.2K and a sample voltage of
−2.00V.
The maximum depth in the filled-state image is larger than in the empty-state
image which is not in accordance with expectation. Since there is no screening in
the empty-state image, more subsurface layers should be visible than in the filled-
state image, where screening is present. However, we know from sections 4.2 and
4.3 that the amplitude of a dopant-induced feature in empty-state images is smaller
than in filled-state images. Furthermore, also the sizes of the dopant-induced features
are smaller in empty-state images (see Figs. 4.22 and 4.1). These two observations
will make deeper-lying dopants more difficult to observe at positive sample voltages
which can explain why we observe a smaller maximum depth than expected.
As already mentioned in section 2.2.2, the maximum depths derived from STM
images are more or less comparable to the corresponding Thomas-Fermi screening
lengths. Dingle [35] derived an expression for this screening length in a semiconduc-
tor by using Thomas-Fermi screening theory (see, e.g., [12]) and assuming parabolic
energy bands:
R =
√√√√4π0r kTF 12 (η)
4πe2nF− 12 (η)
, (4.9)
in which n is the average number of electrons per unit volume in the conduction band,






1 + exp(x − η) . (4.10)
The chemical potential μ at T = 0K is equal to the Fermi energy, so for our sample
with a doping concentration of 2.2×1018 cm−3 we will therefore use μ ≈ EF −EC =
0.078 eV (see appendix A). Furthermore, since our samples are fully degenerate, the
density of electrons is equal to the doping concentration of the sample. We then derive
from Eq. 4.9 a screening length of 3.92 nm for our n-type sample. As expected, this
length is comparable to the screening length in n-type GaAs with a similar doping
concentration (2×1018 cm−3): 4.6 nm [3].
In view of uncertainties, the screening length we derived is comparable to the
14The definition ofFk(η) is a different definition for the Fermi-Dirac integral than the definition used
in appendix B (see Eq. B.20) although the only difference is the prefactor 1/k!.
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maximum depth determined from the filled-state image.15 A possible uncertainty that
arises is that the number of features in Fig. 4.22(a) may have been underestimated
(about 10% [3]) because features overlap with each other due to the high doping
concentration and therefore may no longer be recognizable as individual features
(especially the less intense features).
Finally, in the beginning of this section we mentioned that a simpler but also rea-
sonable estimate for the maximum depth is that it should be comparable to the radius
of the features resulting from dopants in the surface layer. However, this is difficult
to determine in Fig. 4.22 because of the small sizes of the doping-induced features in
these large-scale images. We obtain radii of approximately 4 nm for Fig. 4.22(a) and
3 nm for Fig. 4.22(b), which are comparable to the derived depths of 3.6 and 2.4 nm,
respectively.
4.6 Spectroscopy of Sn dopants
Figure 4.23(a) shows an STM image taken on the n-type Sn-doped InP(110) surface.
In addition to the topographic image, an I -V curve was measured at each scan pixel
by switching off the feedback system and sweeping the sample voltage. In view of
measurement time, the lateral resolution was reduced compared to usual topographic
images: 100×100 compared to 512×512. As in section 3.3.2, each curve consists of
200 points. In this way, the STS behavior can be resolved spatially, and the influence
of doping atoms can be studied.
Three doping atoms can be seen in Fig. 4.23(a). Because of the rather large
negative sample voltage and the lower resolution, they are not as clearly seen as, for
example, in Fig. 4.1. Figure 4.23(b) shows the same STM image as Fig. 4.23(a), and
indicated are five rectangular areas in which the I -V curves have been averaged: the
two large rectangles are taken on a clean area, i.e., away from dopants, and the three
smaller ones are taken around doping atoms. The resulting averaged I -V curves and
the corresponding numerically differentiated conductance curves are shown in Figs.
4.24(a) and (b), respectively.
4.6.1 Clean areas
The STS spectra taken on the clean areas show a similar behavior as the spectra in
section 3.3.2 which should be the case of course although there are some differences.
15We already explained before why the maximum depth in the empty-state image is smaller.







Figure 4.23: (a) STM image of the n-type Sn-doped InP(110) surface (concentra-
tion: 1.1×1018 cm−3). Scan area: 30×30 nm2, sample voltage: −2.50V, set-point
current: 100 pA. Furthermore, at each scan pixel (100×100) an I -V curve was
measured, for which the sample voltage was swept from −2.50 to +1.751V. (b)
Same as (a), and indicated are five rectangular areas in which the I -V curves have
been averaged. The resulting STS spectra are shown in Fig 4.24.
The conductance increases only slowly above 0V whereas it increases much stronger
beyond the onset around 0.6V which was not so pronounced in section 3.3.2. How-
ever, because this onset lies at a similar position as the additional onsets indicated by
point A in Figs. 3.4 and 3.5, and because the onset of the valence band also lies at
a similar position, we believe that the lowest conduction-band onset does lie around
0V and that the onset around 0.6V corresponds to the additional onset. The kink at
a somewhat higher sample voltage then corresponds to the surface state indicated by
point B in Figs. 3.4 and 3.5 [note the similarity between Figs. 4.24(b) and 3.5(b)].
We even observe a second kink around 1.3V in Fig. 4.24(b), which we did not ob-
serve in Figs. 3.4 and 3.5. This probably corresponds to a second surface state, which
was also observed by Feenstra [36] for InP at a similar position (1.26 eV above the
lowest conduction-band onset).
Furthermore, two broad peaks are visible inside the band gap in the conductance
for both clean spectra as in Fig. 3.5(b), but the one below −1V is considerably larger
and is more similar to the peak observed by Depuydt et al. [17, 20] on the clean
GaAs(110) surface (see section 3.3.2). Another difference with the spectra in sec-
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Figure 4.24: (a) Five I -V curves, each obtained after averaging the I -V curves
measured within the corresponding rectangular areas indicated in the STM image
of Fig. 4.23(b). (b) Corresponding numerically differentiated d I/dV curves. The
arrow indicates the large peaks on top of the dopants.
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tion 3.3.2 are the kinks around −2V. Finally, there are also differences between the
two clean spectra of Fig. 4.24 although both spectra have been obtained on clean
areas. The positions of the large peaks are not the same: −1.26V for area 1 and
−1.15V for area 2.16 Furthermore, the current, and hence, the conductance, is some-
what larger for area 2 at positive sample voltages.
We believe that the differences observed with the spectra in section 3.3.2 are
again observations of the influence of charges residing in localized states at the tip
apex as discussed in that section. The differences between the two clean areas are
probably caused by a slight change in these charges, i.e., a small tip change. This
is also apparent from the topography image of Fig. 4.23(a): the appearance of the
corrugation changes twice between the two clean areas. The origin of the peaks
could be resonant tunneling through the localized states at the tip apex, but they
could also be associated with the localized states of the tip-induced QD as discussed
in section 3.3.2. We will come back to this shortly.
4.6.2 Doping atoms
The spectra taken around the doping atoms differ somewhat from the spectra taken
on the clean areas: the current is larger, the valence-band and additional conduction-
band onsets are shifted to somewhat lower sample voltages (of the order of 0.1V), and
each curve shows a large peak inside the band gap in the conductance (at −1.31V
for dopants 1 and 2, and at −1.23V for dopant 3), a small peak at −0.73V (ex-
cept for dopant 3), and two very small peaks around −2 and 0.5V. This behavior is
similar to other low-temperature STS measurements around dopants in n-type GaAs
[3, 17, 20, 37] (see also section 2.2.3) although there are some differences, which we
will discuss below. Furthermore, the conductance curves of the dopants also show a
slight negative differential resistance (NDR): curves 1 and 2 around −1V, and curve
3 around −1.5V. This has also been observed by van der Wielen [3] for GaAs at
negative sample voltages.
The current and the features in the conductance are largest for dopant 1 and small-
est for dopant 3. This is caused by the different depths of the dopants: a larger depth
will make the influence of a dopant at the surface weaker. Although not so clearly
visible due to the lower resolution, it indeed follows from Fig. 4.23(a) that dopant 1
lies closest to the surface whereas dopant 3 lies furthest.17 Topopgraphy images of
16These values are similar to that observed by Depuydt et al. (about −1.2V).
17However, Feenstra et al. [37] did not observe a depth dependence of the intensity of the peaks on
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the same area obtained at the usual resolution of 512×512 confirm this.
The larger current is caused by the locally increased number of states available
for tunneling in the vicinity of dopants which is why they appear as hillock features
in the topography image of Fig. 4.23(a). The difference would even be larger if the
tip-sample distance was the same. Remember that the STM image of Fig. 4.23(a) is
taken in the constant-current mode, so that the tip-sample distance will be somewhat
larger above the dopants. Van der Wielen [3] even observed a crossing of the I -V
curves on clean GaAs and on top of a dopant at positive sample voltage. We observe
such a crossing in the d I/dV curves for negative sample voltage. This is again caused
by the increased tip-sample distance above the dopants. At the set-point (−2.50V,
100 pA), this results in a smaller conductance above the dopants, but when the voltage
is swept, the larger number of states available for tunneling around dopants causes a
larger conductance. For positive sample voltage, the d I/dV curve of area 2 crosses
the d I/dV curves of the dopants again, but this is caused by the slightly increased
current of area 2 at positive sample voltage as explained before.
The small shifts in the onsets are also caused by the downward band bending
around dopants. A similar effect should be observed for the lowest conduction-band
onset, but because the band bending and the influence of the dopant are rather small
around 0V, this is hardly noticeable similar as observed in [17].
The positions of the conductance peaks correspond to the positions of the smaller
peaks and kinks of the clean spectra although some are slightly shifted to lower sam-
ple voltages, which is probably again caused by the downward band bending around
dopants. This indicates that the features observed in the clean spectra are enhanced
around doping atoms. The large peak on dopant 3 is shifted to a somewhat higher
sample voltage compared to the large peaks on the other two dopants, but this can be
explained by a small tip change similar to the small shift observed between the two
clean areas. Again, this is in accordance with the topography image of Fig. 4.23(a):
the corrugation is somewhat different around dopant 3 than on area 1 and around the
other dopants, and it changes once more before area 2 is scanned.
This behavior differs somewhat from what is observed by van der Wielen [3]
and Depuydt et al. [17, 20] in STS spectra around dopants in GaAs, in which the
peaks appeared without being connected to features in clean spectra. However, also
between these measurements differences exist as already outlined in section 2.2.3:
van der Wielen observed a number of peaks, but no spectra were found to be identical
in different measurements, whereas Depuydt et al. observed one or two peaks with an
dopants.
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average location of (−0.37 ± 0.15)V. Feenstra et al. [37] observed yet a somewhat
different behavior for GaAs, and although their spectra showed much sharper and
larger peaks, our results are roughly comparable.
Feenstra et al. observed three peaks (two inside the band gap and one in the
conduction band), which were well reproducible and of which two were positioned
close to where features in the clean spectra were observed. The peak in the conduc-
tion band occurred very near the onset of the conduction-band component at 0.37V.
Feenstra et al. identified this peak as arising from tunneling into the shallow donor
state of the dopant. The small peaks we observe around 0.5V could correspond to
this although in our case the peaks occur near the additional onset, but this could be
related to the small current above the lowest conduction-band onset. Furthermore,
small peaks also occur around −2V, at which the clean spectra also show kinks.
These kinks were related to charges residing in localized states at the tip apex, and
resonant tunneling through these localized states can lead to peaks which apparently
happens around dopants. We cannot rule out that this also explains the peaks around
0.5V.
The second peak Feenstra et al. observed occurred at a negative sample voltage
whose magnitude was nearly equal to the first peak (−0.44V). Their clean spectra
did not show any features around this voltage. They attributed the peak to tunneling
out of the donor state. The small and broad peaks around −0.7V could be the corre-
sponding peaks in our case although we do observe similar but smaller peaks in the
clean spectra around this voltage. This means that the peaks could also be caused
by localized states at the tip apex, which possibly obscure the peak corresponding to
tunneling out of the donor state. Furthermore, we do not observe a peak for dopant
3 around −0.7V. This could be due to the larger depth of dopant 3, which makes its
influence at the surface weaker. However, we should at least observe the peak which
is present on the clean area, but this is difficult to observe. This is probably again
related to the delicate influence of the localized states at the tip apex.
Finally, the third peak Feenstra et al. observed occurred at −0.78V, which is
slightly below the positions of the peaks observed in their clean spectra (see sec-
tion 3.3.2). In terms of its voltage position, it was sometimes difficult to distinguish
this peak from those of the tip-induced QD. However, it either displayed a clear volt-
age separation or a clear enhancement in intensity. They attributed this peak to a
donorlike state derived from the first localized state of the tip-induced QD. The large
peaks we observe inside the band gap could correspond to this although in our case
the peaks are shifted to slightly more negative sample voltages compared to the peaks
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on the clean areas whereas in [37] this is reversed. Feenstra et al. also stated that the
latter should be the case because the energy of this state will be lower. This indicates
that in our case the large peaks probably have a different origin and are similar to the
peaks on the clean areas. The small shifts are then caused by the downward band
bending around dopants.
As discussed in section 3.3.2, it was difficult to give a clear explanation for the
occasional peaks we observed on clean areas. The results in this section do not give
a conclusive answer either. We have seen that the features observed in the clean
spectra are enhanced around doping atoms. Based on our findings in section 3.3.2, we
associate the features at negative sample voltages with localized states at the tip apex,
but we cannot determine whether these localized states or the tip-induced QD cause
the features, or that we even observe both effects. The small peaks observed around
dopants at positive sample voltage could result from tunneling into the shallow donor
state as in [37], but they could also be caused by the localized states at the tip apex.
Note that the tip-induced QD does not play a role here because the sample is not
in accumulation. In conclusion, our results once more show the importance of a
very stable tip for obtaining reproducible spectroscopic results as already discussed
in section 3.3.2.
4.6.3 Conductance images
Another way of visualizing our spectroscopy results is by plotting the conductance at
a certain sample voltage at each pixel in grey scale. The resulting conductance images
are shown in Fig. 4.25 for the sample voltages where peaks were observed around
dopants (we took those voltages which lie closest to the peak positions). These im-
ages show that the peaks only occur near the dopants although the images are not
so clear as in [3, 37]. This is probably caused by the smaller intensity in our case.
The lateral extent of the peaks is about 3 nm, which is similar to the sizes of the
dopant-induced features in the topography image of Fig. 4.23(a). This also roughly
corresponds to the Thomas-Fermi screening length, which is 4.40 nm for this sam-
ple (from Eq. 4.9), showing once more the relation between the peaks and dopants.
Furthermore, two abrupt changes in the conductance are clearly visible in Fig. 4.25.
These are similar to the changes in the corrugation observed in Fig. 4.23(a) and are
caused by the same small tip changes.










Figure 4.25: Conductance images obtained from Fig. 4.23(a) at sample voltages
of (a) −1.99V, (b) −1.30V, (c) −1.24V, (d) −0.73V, and (e) +0.51V.
4.6.4 Spectroscopy with a lock-in amplifier
All our spectroscopy results have been obtained by acquiring I -V curves, from which
the conductance d I/dV was calculated numerically similar as in [3, 17, 20]. How-
ever, the conductance can also be measured directly with a lock-in amplifier as done,
for example, in [36] and [37]. To see the effect of this, we also used a lock-in amplifier
to measure the conductance. This was done in the constant-current mode simultane-
ously with the usual topographic information enabling us to compare the resulting
conductance image to the topography image.18 An example is shown in Fig. 4.26,
in which the brightest dopant of Fig. 4.9 can be seen again. This dopant was al-
ready discussed extensively in section 4.4, in which we observed very weak Friedel
oscillations. Fig. 4.26 was measured at the sample voltage at which the Friedel os-
cillations were best observed in section 4.4. Fig. 4.26(a) shows indeed very weak
Friedel oscillations although they are more difficult to observe than in Fig. 4.9(e).
The conductance image of Fig. 4.26(b) also shows the atomic rows and dopants,
which appear as depressions similar as in InAs [39]. We already encountered this
18Such conductance images have routinely been measured for InAs, see, e.g., Refs. [38] and [39].
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Figure 4.26: (a) STM image of the n-type Sn-doped InP(110) surface (concentra-
tion: 1.1×1018 cm−3). Scan area: 30×30 nm2, sample voltage: −2.05V, set-point
current: 100 pA. (b) Conductance image measured with a lock-in amplifier si-
multaneously with (a). The doping atom seen in (a) corresponds to the brightest
doping atom of Fig. 4.9. The dopants appear as depressions in (b) and are much
more pronounced there.
effect in the STS spectra around dopants: because the topography image is taken in
the constant-current mode, the tip-sample distance will be somewhat larger above the
dopants resulting in a smaller conductance.19 Interestingly, the dopants can be ob-
served much more pronounced than in the topography image which is also the case in
InAs [39]. Note that in the top right corner of Fig. 4.26(b) an elevation is visible. This
is probably related to a negatively charged defect, such as an oxygen atom, which lies
outside this scan area and would appear as a depression in the topography image. We
have no clear explanation why the dopants appear so much more pronounced, but
this indicates that the conductance is very sensitive to local changes in the number of
states available for tunneling although the very weak Friedel oscillations observed in
Fig. 4.26(a) are not visible in the conductance image.
19In the conductance images of Fig. 4.25, the dopants appear as protrusions because in that case the
conductance was calculated from I -V curves taken at each scan pixel. Only around the set-point voltage
is the conductance around dopants smaller as can be seen in Fig. 4.24(b).
150 Sn-doped InP(110) surface
4.7 Defects at the Sn-doped InP(110) surface
4.7.1 Oxygen adsorbates
In the large-scale images of section 4.5, we also observed features which are not
caused by doping atoms but by other defects. We will show below that the majority
of them are oxygen adsorbates because their appearance in Fig. 4.22 is similar as
observed for oxygen adsorbates in low-temperature STM measurements on GaAs [3]
(see also section 2.3.2). In principle, no oxygen is expected to be present at 4.2K
since this is more than 85K below the boiling point of oxygen meaning the vapor
pressure of oxygen is extremely low (< 10−15 Torr). However, oxygen is adsorbed to
the walls of the STM chamber and to the tip, which is prepared ex situ. During scan-
ning or switching the polarity of the sample voltage, the oxygen can be transferred
from the tip apex to the sample, and oxygen adsorbates have indeed been observed
in [3]. We typically tried to avoid these types of defects because we were mainly
interested in the behavior of doping atoms, but in this section, we will show some
topography and spectroscopy results obtained on oxygen adsorbates.
Topography
Figure 4.27 shows the behavior of an oxygen adsorbate measured on the n-type Sn-
doped InP(110) surface at different sample voltages. We observe a similar behavior
as in the large-scale images of section 4.5:20 at positive sample voltages, the oxygen
adsorbate appears as a depression whereas it appears as a hillock at negative sam-
ple voltages. In Figs. 4.27(c) and (d), also doping atoms can be observed showing
clearly the different behavior of the oxygen adsorbate. Furthermore, the depression
in Fig. 4.27(a) is surrounded by an asymmetric maximum, and around the hillock
feature in Fig. 4.27(d), a depression can be observed. This is the behavior normally
observed for oxygen adsorbates [3, 23, 24] (see also section 2.3.2) although the max-
imum has never been observed before, and we will discuss this after discussing the
normal behavior. In addition, this shows that the majority of the defects in Fig. 4.22
are indeed oxygen adsorbates.21
20Figure 4.22(a) was taken on a different sample than Fig. 4.22(b). Both samples had the same
concentration, which is higher (2.2×1018 cm−3) than for the sample discussed in this section.
21Only in the lower left corner of Fig. 4.22(b) are a few other defects visible, but we have no mea-
surements of these in filled-state images or smaller images. These are probably caused by another type
of adsorbate transferred from the tip apex.
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Figure 4.27: Four STM images of an oxygen adsorbate measured on the n-
type Sn-doped InP(110) surface (concentration: 1.1×1018 cm−3). Scan area:
30×30 nm2, set-point current: 100 pA, sample voltages: (a) +2.50V, (b) −2.50V,
(c) +1.50V, and (d) −1.50V. The tip was moved downward between (c) and (d).
Also doping atoms are visible in (c) and (d).
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The behavior is caused by the negative charge of the oxygen atoms resulting in
an upward band bending. In empty-state images, this means that the oxygen atoms
locally decrease the number of conduction-band states available for tunneling, which
is why they appear as depressions. At negative sample voltages, the situation is some-
what more complicated because there are two competing tunnel contributions as we
already saw in section 4.4 (see Fig. 4.18). The only difference is that the negatively
charged oxygen atom locally causes an upward band bending instead of the down-
ward band bending in case of the Sn dopant. At higher negative sample voltages, the
valence-band contribution will be dominant, and since the oxygen adsorbate locally
increases the number of valence-band states available for tunneling, it will appear as
a protrusion which is the case in Fig. 4.27(b). At lower negative sample voltages,
the conduction-band contribution will increase and eventually dominate the tunnel
current resulting in a depression. However, close to the oxygen adsorbate the con-
tribution from the valence band is still dominant, possibly because the upward band
bending is strongest there. The final result is the oscillatory behavior observed in
Fig. 4.27(d) similar as in [3, 23, 24]. Furthermore, in this image the doping atoms
appear as protrusions, although they are rather weak, showing once more that the
conduction-band contribution dominates further from the oxygen adsorbate. Note
that the oscillatory behavior is still observed in the large-scale image of Fig. 4.22(a)
even though it was measured at −3.00V. However, that sample had a higher doping
concentration (2.2×1018 cm−3), and, as discussed in section 4.4.2, this will probably
shift the transition from the conduction to the valence band to higher negative sample
voltages. This is also apparent from the dopants, which appear as hillocks.
FFT images
To gain further insight into the exact nature of the oxygen adsorbate, we show en-
larged views of the defect and use FFT filters to separate the localized from the delo-
calized features similar as in [3]. The results are shown in Fig. 4.28 for the images of
Figs. 4.27(c) and (d). Figures 4.28(a) and (b) clearly show the oxygen adsorbate as
a depression and protrusion in the filled- and empty-state images, respectively, and it
can be seen that both have an asymmetric shape. Also the depression surrounding the
oxygen adsorbate is again visible in Fig. 4.28(b). First, we remove the atomic lattice
by using a low-pass FFT filter as we did in sections 4.2 and 4.3. The results show
the delocalized features caused by the negative charge of the oxygen adsorbate [see
Figs. 4.28(c) and (d)]. The sizes (about 5 nm) are similar as for dopants indicating the
adsorbate has a charge of −1e. Also the asymmetric shape is visible, most clearly in
4.7 Defects at the Sn-doped InP(110) surface 153
a




Figure 4.28: (a) and (b) Enlarged views (10×10 nm2) of the oxygen adsorbates
of Figs. 4.27(c) and (d), respectively. (c) and (d) Results for images (a) and (b),
respectively, after using a low-pass FFT filter showing the delocalized features.
(e) and (f) Results for images (a) and (b), respectively, after using a high-pass FFT
filter showing the localized features.
154 Sn-doped InP(110) surface
Fig. 4.28(d). Furthermore, around the depression a ring of maximum intensity and a
second depression ring can be observed although they are rather weak. This is caused
by Friedel oscillations, and we will come back to this shortly.
Figures 4.28(e) and (f) show the results after using a high-pass FFT filter. This
removes the influence of the charge of the adsorbate showing the localized features.
In the empty-state image, the In lattice is visible with its 1×1 periodicity. At the po-
sition of the adsorbate, this periodicity is disturbed in an area with a size comparable
to a few In atoms. The In dangling bonds seem to be displaced from their original
positions. At the voltage where the filled-state image was taken, the contribution
from the conduction band dominates the STM image accept close to the defect. This
implies that the In atoms are visible although the atoms clearly appear different than
in Fig. 4.28(e). However, we know from section 4.4 that the situation is rather com-
plicated at these voltages, so it is indeed possible that the P atoms are visible. In any
case, the lattice is again disturbed at the position of the defect in a somewhat larger
area than in the empty-state image. An extra state seems to be present in between
the atomic rows, and outside this region, the extra state disappears. Similar as in [3],
we ascribe this to a tip artifact, and it is induced by the reduction (about 0.5 A˚) of
tip-sample distance when scanning across the defect. In the center of the feature, no
individual dangling bonds can be recognized anymore indicating that a distinct sur-
face state is formed by the oxygen adsorbate similar as in [3]. Since the range of this
localized feature is of the order of a few atomic distances, the oxygen adsorbate must
be positioned on top of the surface, in the surface plane, or in the first subsurface
layer in agreement with what is expected for an adsorbate.
Coming back to the Friedel oscillations, van der Wielen [3] also observed these
around an oxygen adsorbate at negative sample voltage although in his case the os-
cillations were more pronounced, but we saw a similar difference for doping atoms.
Friedel oscillations can be expected because the negative charge of the adsorbate
will be screened by the electrons of the conduction band similar as for a dopant. At
higher negative sample voltages, the contribution from the valence band is dominant,
but Friedel oscillations should still be observed because there is an accumulation of
conduction-band electrons at the surface. We indeed observe these oscillations for
the image of Fig. 4.27(b) as shown in Fig. 4.29(a), where we removed the atomic
lattice with a low-pass FFT filter. The oscillations are expected to be weaker when
the contribution from the valence band dominates (see section 4.4.2), but they are
much more pronounced than at −1.50V. This is caused by the large contrast due to




Figure 4.29: (a) and (b) The STM images of Figs. 4.27(b) and (a), respectively,
with the atomic lattice filtered out. Friedel oscillations can clearly be observed
around the oxygen adsorbate in (a), and (b) clearly shows the asymmetric maxi-
mum around the adsorbate.
the adsorbate at −1.50V, which obscures the Friedel oscillations.22
We also observe an oscillatory behavior in Fig. 4.27(a), and Fig. 4.29(b) shows
the image with the atomic lattice filtered out. The asymmetric maximum around the
depression can clearly be seen, and no depression around this maximum can be ob-
served indicating there are no further oscillations. Friedel oscillations are indeed not
expected at positive sample voltages because free charge carriers are depleted from
the surface due to the tip-induced band bending. A similar oscillating contrast was
also observed by Domke et al. [40] for defects and dopants in GaAs although they
observed dark depression rings surrounding bright elevations (see also section 2.2.2).
Furthermore, they only observed this at negative sample voltages. In empty-state
images, such oscillatory behavior has never been observed before. Domke et al. ex-
plained the rings as the image of a local potential change induced by the presence of
the charged defect or dopant. Their simulations agreed well with their observations
indicating the oscillatory contrast does not occur at positive sample voltages.
Nonetheless, we clearly observe such a contrast, and since it does not occur at
22Line profiles through the oxygen-induced features of Figs. 4.28(d) and 4.29(a) show that the height
difference between the maximum in the center of the feature and the first depression ring is about twice
as large at −1.50V.
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lower sample voltage [see Fig. 4.27(c)], it must be of electronic origin. We routinely
observe this behavior for oxygen adsorbates as is also evident from the large-scale im-
age of Fig. 4.22(b), which was measured at the same sample voltage. This is difficult
to explain. The contrast seems to indicate that there are two competing tunnel con-
tributions similar as for the filled states. However, at positive sample voltages there
is only one contribution: electrons tunneling from the tip to empty conduction-band
states of the sample (see appendix D). The only possibility for a second contribu-
tion to occur is if the upward band bending around the adsorbate is so strong, that
the intrinsic Fermi level crosses the Fermi level at the surface of the sample creat-
ing an inversion layer (see section 3.2.1). However, the spectroscopy results of the
next section indicate an upward band bending around the oxygen adsorbate of about
0.2 eV, which is not enough since the intrinsic Fermi level lies midgap at 4.2K (see
footnote 8 in the previous chapter). Even if this did occur, we would expect this
to occur in the center of the defect, where the band bending is strongest, and not
around the center. In addition, the asymmetry of the maximum is another puzzling
feature, which could be related to the asymmetric shape of the surface state observed
in Fig. 4.28(f). Therefore, we have to conclude that we cannot give a satisfactory
explanation for the appearance of the asymmetric maximum.
As another example, Fig. 4.30(a) shows an STM image of a defect measured
at −1.70V on a different area of the same sample. We did not measure this de-
fect at positive sample voltages, but since the appearance is similar as in the filled-
state images of the oxygen adsorbate we discussed before, we believe that this is
another observation of such an adsorbate. Also doping atoms are visible, which ap-
pear as hillocks meaning the contribution from the conduction band dominates fur-
ther from the defect. Note that there is no depression visible around the adsorbate as
in Fig. 4.27(d), which indicates that only the valence-band contribution is dominant
close to the adsorbate. This is probably caused by the higher negative sample voltage
in this case.
In Fig. 4.30(b), we show again an enlarged view of the defect, and Figs. 4.30(c)
and (d) show the results after using FFT filters. Again, very clear Friedel oscillations
can be observed around the oxygen adsorbate in Fig. 4.30(c).23 Around the dopants,
no Friedel oscillations can be seen at this sample voltage in agreement with our pre-
23From the line profile, it follows that the height difference between the maximum in the center of
the feature and the first depression ring is somewhat larger than for the previous adsorbate at −1.50V.
However, we attribute the depression ring observed in Fig. 4.28(d) to the conduction-band contribution,
which is dominant there, whereas the depression ring of Fig. 4.30(c) is the first minimum of the Friedel
oscillations.
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Figure 4.30: (a) STM image of an oxygen adsorbate measured on a different area
of the same sample as in Fig. 4.27. Scan area: 30×30 nm2, sample voltage:
−1.70V, set-point current: 100 pA. Also doping atoms can be observed. (b) En-
larged view (10×10 nm2) of the oxygen adsorbate of (a). (c) Image of (a) with
the atomic lattice filtered out showing clear Friedel oscillations around the oxygen
adsorbate whereas these do not occur around the doping atoms. (d) Image of (b)
after using a high-pass FFT filter showing the surface state due to the adsorbate.
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Figure 4.31: STM image of the same area as in Fig. 4.27(d) measured at a sam-
ple voltage of −2.50V and a set-point current of 100 pA. At each scan pixel
(100×100), an I -V curve was measured, for which the sample voltage was swept
from −2.50 to +1.508V. The two rectangular areas indicate where I -V curves
have been averaged, and the resulting STS spectra are shown in Fig. 4.32.
vious observations. Furthermore, the size of the oxygen-induced feature is similar
as for dopants as observed before. Finally, the enlarged images show that the sizes
of the oxygen adsorbate and the corresponding surface state are somewhat smaller
than in Fig. 4.28, which could be caused by the different sample voltage. However,
in the high-pass FFT images the influence of the charge should be removed, so this
could also indicate that, e.g., the previous oxygen adsorbate consists of two oxygen
atoms and the current adsorbate of one, but this is difficult to verify since we did not
measure them at the same sample voltage.
Spectroscopy
Similar as in section 4.6, we also performed some spatial spectroscopy measurements
around an oxygen adsorbate. This was done for the adsorbate of Fig. 4.27, and the
corresponding topography image is shown in Fig. 4.31. Again, the topography image
was measured at a lower resolution (100×100) in view of measurement time. At each
scan pixel, an I -V curve consisting of 200 points was measured, and Fig. 4.32 shows
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Figure 4.32: (a) Two I -V curves obtained after averaging the I -V curves mea-
sured within the corresponding rectangular areas indicated in the STM image of
Fig. 4.31. (b) Corresponding numerically differentiated d I/dV curves. The up-
ward band bending around the oxygen adsorbate is clearly visible as a shift towards
positive sample voltages in the STS spectra.




Figure 4.33: (a) STM image of the same area as in Fig. 4.27(d) measured at a
sample voltage of −1.80V and a set-point current of 100 pA. (b) Conductance
image measured with a lock-in amplifier simultaneously with (a). The contrast is
inverted for the oxygen adsorbate. The same applies to the doping atoms although
they are very weak.
the STS results. The STS spectra are clearly shifted towards positive sample volt-
ages around the oxygen adsorbate (about 0.2V) corresponding to the upward band
bending around it. Note that this shift is somewhat larger than observed for dopants
in section 4.6.2, which was of the order of 0.1V, so this could indeed mean that this
oxygen adsorbate has a larger negative charge and consists of two oxygen atoms.
Unfortunately, we do not have STS measurements of the other oxygen adsorbate we
discussed to see if we observe a smaller shift in that case.
As a last example, Fig. 4.33(b) shows an STM image obtained with a lock-in
amplifier simultaneously with the usual topography image similar as in section 4.6.4.
In view of measurement time, the resolution was reduced to 256×256 in this case.
It can be seen that the conductance image shows a contrast inversion for the oxygen
adsorbate similar as for dopants in section 4.6.4. Also here, dopants can be observed,
but they are much weaker, and the contrast inversion is barely visible for them.
In conclusion, this section clearly shows the different behavior of oxygen ad-
sorbates compared to doping atoms, especially the pronounced Friedel oscillations,
which were not or only weakly observed around dopants.




Figure 4.34: Two STM images of the n-type Sn-doped InP(110) surface (concen-
tration: 2.2×1018 cm−3). Scan area: 30×30 nm2, set-point current: 100 pA, sam-
ple voltages: (a) −2.56V, (b) −3.00V. This area is also shown in Fig. 4.1(b) with
the small difference that we moved the tip somewhat upward in this case. The dop-
ing atoms appear as very weak depressions in (a) and cannot be observed anymore
in (b), only a depression of the size of one atom can be seen. Furthermore, in the
upper part of (b), a tip change is visible.
4.7.2 Other defects
Figure 4.34 shows two STM images of the area shown in Fig. 4.1(b) measured at
large negative sample voltages. We moved the tip somewhat upward to have a better
view of the feature in the upper right corner of Fig. 4.1(b). At −2.56V, this feature
appears as a depression. Also the other dopants, in the center of the image, appear
as depressions although they are much weaker. At −3.00V, these dopants are not
visible anymore, but the other feature is still visible as a depression of the size of only
one atom. The behavior of the other dopants agrees with the so-called anomalous
behavior of section 4.4 indicating that we did observe this for the sample described in
section 4.2 although we only observed it this one time for dopants. Furthermore, the
large-scale image of Fig. 4.22(a) was measured shortly after the images of Fig. 4.34
on a different area, and although it was also measured at −3.00V, the dopants can
clearly be observed as protrusions. However, a tip change is visible in the upper
part of Fig. 4.34(b) (the scan direction is upward), so we believe that this is another
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Figure 4.35: (a) and (b) Enlarged views (3.4×3.4 nm2) of the depression visible
in both Figs. 4.34(a) and (b), respectively. (c) and (d) Line profiles through the P
atoms of (a) and (b), respectively, indicated by the arrows.
example of the influence of the tip on the delicate balance between the two competing
tunnel contributions.
In order to examine the other feature more closely, we zoom in on it, and Figs.
4.35(a) and (b) show enlarged views of the depressions of Figs. 4.34(a) and (b), re-
spectively. We also show line profiles through the depressions in Figs. 4.35(c) and
(d). The STM image at −2.56V shows that the depression has a size of a few atoms,
and the corresponding line profile shows that the depression is gradually increasing
towards its center. This corresponds to an electronic effect, which indicates that it is
caused by a dopant similar as the other depressions. In contrast, the STM image at
−3.00V only shows a depression of the size of one atom, and from the correspond-
ing line profile, it seems that there is one surface atom missing indicating the feature
is caused by a P vacancy. However, we still observe an atom with reduced intensity
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at the position of the defect. Furthermore, the density of cleavage-induced surface
vacancies is expected to be very low at 4.2K. Already at room temperature, the den-
sity is low, and usually, samples are annealed at higher temperatures for longer times
to form more vacancies, see, e.g., [41–43]. In addition, anion vacancies are mostly
observed in p-type materials, where they are positively charged (see section 2.3.1).
Van der Wielen [3] and Depuydt [17] did observe vacancies in GaAs at 4.2K, but the
former observed an anion vacancy in p-type material and the latter a cation vacancy
in n-type material in agreement with the usually observed behavior.
Ebert et al. [44] reported on the observation of anion vacancies in n-type InP and
GaP at room temperature (see again section 2.3.1). These were negatively charged or
uncharged (only in GaP), but their appearance is different than what we observe even
though we measured at similar sample voltages. Only our STM image at −3.00V
is similar to that of an uncharged vacancy. However, we still observe an atom with
reduced intensity at the defect site, and furthermore, the behavior at lower negative
sample voltages as well as at positive sample voltages [see Fig. 4.1(b)] indicates that
our defect is positively charged. Therefore, we conclude that the feature we observe
is not caused by a vacancy.
Based on the foregoing and because the behavior of the defect in the STM images
of Figs. 4.1(b) and 4.34(a) is similar as for a doping atom, we believe that this
defect is in fact also a doping atom. In these images, it appears brighter and darker,
respectively, indicating this dopant lies closer to the surface or even in the surface
layer. Dopants in the surface layer indeed behave somewhat differently than dopants
below the surface [29, 30, 45]. As discussed in section 2.2.1, calculations by Wang
et al. [46] predicted a modified electronic structure of a surface donor resulting in
a half-filled surface dangling bond. Moreover, the occupied dangling-bond states
of the anions bonded to the donor are pushed 0.4 eV downward. At large negative
sample voltages, their calculated STM images showed two raised occupied dangling
bonds adjacent to the donor. At lower negative sample voltages, the donor appeared
as a local maximum on the cation site, since it replaces a group III atom, whereas
the neighboring occupied dangling bonds appeared depressed. These effects were
indeed observed in measured STM images [29, 30, 45] although there were some
small differences as already outlined in section 2.2.1.
Our results indicate that the dopant is positively charged similar as in [29] whereas
it was uncharged in [30, 45]. Note that an uncharged donor was used in the calcula-
tions of [46]. The behavior we observe in the empty-state images is indeed the same
as in [29], which is similar as for subsurface dopants. However, our filled-state im-
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ages differ from [29]: we do not observe the maximum caused by the donor or the
two raised occupied dangling bonds. This is probably related to the rather high nega-
tive sample voltages we used (Domke et al. [29] showed an STM image measured at
−1.8V). Unfortunately, we have no filled-state images of this dopant at lower sample
voltages.24
Zheng et al. [30, 45] also measured at a rather high negative sample voltage
(−2.5V), and they observed a maximum, although it was rather weak, with two de-
pressed neighboring and two raised next neighboring As atoms. At higher sample
voltages, more bulk band states will contribute to the tunnel current reducing the ef-
fect of the charged dopant. The localized features will be more apparent in that case,
and it appears that the donor is uncharged. Zheng et al. also showed the empty-state
image at a rather high sample voltage (+2.5V) which is probably the reason why
their images agree so well with the calculations, which used an uncharged donor.
We believe that we observe a similar effect. At −3.00V, the charge of the surface
donor has no influence, and because the neighboring P atoms are pushed downward
in energy, they will appear depressed. Apparently, we only observe one depressed P
atom, and we do not observe a maximum or other raised P atoms either as in [30, 45],
but this is probably related to the differences in tip, temperature, and, possibly also,
material. At −2.56V and positive sample voltages (we measured up to +2.20V),
the appearance of the surface donor is dominated by its charge, which obscures the
localized features. Therefore, we conclude that the feature observed in Fig. 4.34 is
caused by a surface Sn doping atom.
Steps
Apart from point defects, we also observed line defects such as cleavage-induced
steps. However, these were rare since III-V materials cleave very easily along the
(110) planes. Moreover, the scan range of our STM is limited to a size of the order of
1×1μm2, so we usually observed large flat terraces. Figure 4.36 shows an example
of a cleavage-induced step. The height difference between the two terraces is equal to
the monoatomic step height in InP(110) (2.08 A˚), and doping atoms and some defects
can be observed on the terraces.25 The shape of the step is less regular than observed
for steps in n- and p-type GaAs at 4.2K [3] (see also section 2.3.3). The step edge is
24The dopant lies outside the scan area we used for the filled-state images in section 4.1 [see
Fig. 4.1(a)].
25Some features seem to be imaged twice, which we attribute to a tip artifact.
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Figure 4.36: STM image of a cleavage-induced step measured on the n-type
Sn-doped InP(110) surface (concentration: 2.2×1018 cm−3). Sample volt-
age: −2.50V, set-point current: 100 pA. The size of the STM image is
178.7×144.0 nm2, and it has been cut from a somewhat larger (178.7×178.7 nm2)
STM image because there was a tip change in the upper part of that image.
not straight, some kinks can be seen, and it appears that adsorbates are present at the
step edge. The latter can be understood because of the increased number of dangling
bonds at a step edge, which will attract adsorbates.
4.8 Summary
In this chapter, we studied the behavior of Sn doping atoms and the atomic corru-
gation in n-type InP. Although the material characteristics of InP are very similar to
those of GaAs, for which pronounced Friedel oscillations have been observed, we
only observed very weak Friedel oscillations for the lower doped sample we studied.
We attributed the absence of Friedel oscillations in the higher doped sample to the
much smaller amplitudes of the doping-induced features in n-type InP compared to
n-type GaAs. However, this was also the case for the lower doped sample implying
that other factors play a role.
At large negative sample voltages, we observed an anomalous behavior of the
doping-induced features, which changed from hillock features into depressions. We
showed that this behavior can be expected based upon two competing tunnel contri-
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butions although we cannot explain all aspects. This transition is also a very subtle
effect, which is influenced by the doping concentration, the material, and the tip. We
believe that this is the reason why this behavior has never been observed before.
Our results for the atomic corrugation at positive sample voltages were in line
with the results from literature, but the filled-state images showed some differences,
which we attributed to the complicated situation at negative sample voltages and the
different measurement conditions. The influence of the tip was evidenced by the
sudden tip change we observed resulting in a shift in the atomic rows. We concluded
that it is possible that more factors play a role than we discussed in the behavior of
dopants and/or the atomic corrugation.
The influence of the tip was also apparent in our spectroscopy measurements.
The features observed in the clean spectra were enhanced around doping atoms. We
associated the features at negative sample voltages with localized states at the tip
apex, but we could not determine whether these localized states or the tip-induced
QD cause the features, or that we even observed both effects. This once more showed
the importance of a very stable tip for obtaining reproducible spectroscopic results.
Although we only observed very weak Friedel oscillations around dopants, we
did observe pronounced Friedel oscillations for oxygen adsorbates. Furthermore, the
behavior of these adsorbates in filled-state images also showed a competition between
two tunnel contributions. We also observed an oscillatory behavior in empty-state im-
ages, which has never been observed before. In addition, the asymmetric appearance
was another puzzling feature. We could not give a satisfactory explanation for this
behavior. Finally, we also observed another defect, which we attributed to a surface
doping atom.
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Chapter 5
Zn-doped InP(110) surface
In this chapter,1 we present the measurements performed on the p-type Zn-doped
InP(110) surface. Again, two differently doped samples are studied, which were de-
scribed in chapter 3. The introduction shows that the behavior of the Zn dopants does
not change much in filled-state images whereas it changes drastically in empty-state
images. Therefore, we focus on the latter in the next section. No Friedel oscillations
are observed at positive sample voltages although we do observe noncentrosymmet-
ric maxima surrounding the doping-induced depressions. Moreover, the Zn dopants
change into triangular elevations at lower positive sample voltages. This is again a
consequence of two competing tunnel contributions, but different explanations exist
for the precise origin of the triangular contrast. Furthermore, we determine the ori-
entation of the triangular features, and we show an example of the influence of the
tip.
The depth dependence of the dopants is discussed in section 5.3 followed by the
spectroscopy results and another example of a cleavage-induced step. The last section
summarizes the results of this chapter.
5.1 Introduction
We saw in section 2.2.1 that dopants sometimes appeared as triangular or even crosslike
features for p-type GaAs and InAs. As indicated in section 2.4.1, there are only a few
reports on the appearance of dopants in p-type InP. Furthermore, these only showed
1Parts of this chapter have been published in Refs. [1] and [2].
171





−0.80 V +2.20 V
Figure 5.1: Two STM images of the p-type Zn-doped InP(110) surface (concen-
tration: 2.7×1018 cm−3). Scan area: 30×30 nm2, set-point current: 100 pA, sam-
ple voltages: (a) −0.80V, (b) +2.20V. The protrusions in (a) and the depressions
in (b) are induced by the Zn doping atoms.
filled-state images, in which the dopants appeared as circular protrusions, whereas
the noncircular appearance mainly occurred in empty-state images. This is why the
appearance of dopants at positive sample voltages will be the main topic in this chap-
ter.
Figure 5.1 shows a filled- and empty-state image measured on the p-type Zn-
doped InP(110) surface. Similar as the Sn doping atom in n-type InP, the Zn doping
atom substitutes for an In atom. For negative sample voltages, valence-band states
are imaged, and because the Zn dopants locally increase the number of valence-band
states available for tunneling, they appear as protrusions (see section 2.2.1 and ap-
pendix D). At high enough positive sample voltages, conduction-band states are
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imaged [3], in which case the Zn dopants appear as depressions since they locally
decrease the number of conduction-band states available for tunneling. Furthermore,
the depressions are surrounded by noncentrosymmetric maxima, which will be dis-
cussed in the next section.
The appearance of the Zn dopants does not change much for different negative
sample voltages, only the intensity of the features increases with lower values be-
cause there are less valence-band states available for tunneling enhancing the effect
of the potential of the Zn dopant. This is similar as we observed for n-type InP. In
contrast, the appearance of the Zn dopant changes drastically for lower positive sam-
ple voltages, so we will focus on the empty-state images in the following as said
before.
5.2 Empty-state images
For n-type InP, we observed very weak Friedel oscillations around dopants, but only
for the lower doped sample. As discussed in section 2.2.1, Friedel oscillations can be
expected when free charge carriers are accumulated at the surface, which occurs for
positive sample voltages for p-type material. However, these oscillations are expected
to be weaker because of the higher effective mass of holes compared to electrons.
Friedel oscillations were indeed only very weakly observed in a few cases in low-
temperature STM measurements on Zn-doped GaAs [1, 3].
In p-type InP, Friedel oscillations are probably even weaker because of the higher
effective hole mass (0.49m0 compared to 0.37m0 in GaAs [4]), so we do not expect
to observe any Friedel oscillations. Even so, we do see maxima around the depres-
sions in Fig. 5.1(b). The maxima are rather clear, yet no depressions around these
maxima can be observed. It is possible that due to the strong decay of the Friedel
oscillations only one maximum can be observed, but the observations may also in-
dicate that there is only one maximum around each doping-induced feature, similar
to that observed in [5] although dark rings around bright elevations were found there
(see also section 2.2.2). In addition, the asymmetric shape of the maxima has never
been observed before. We believe that the observed behavior is again the result of
two competing tunnel contributions, and in order to show that, we proceed with STM
images obtained at lower sample voltages.
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5.2.1 Triangular features
Figure 5.2(a) shows the STM image of Fig. 5.1(b) once more along with three other
STM images of the same area measured at lower sample voltages. Upon lowering
the sample voltage from +2.20 to +1.60V, we observe that the Zn-induced features
change from circular depressions into triangular elevations. This behavior is similar
to that observed for p-type GaAs at low temperature [3, 6]. In those cases, the de-
pressions changed into elevations at a slightly lower sample voltage (≈ 1.6V instead
of ≈ 1.8V). Again, the shape of the triangular features is the same for all observed
features, only their intensity varies. The noncentrosymmetric maxima surrounding
the depressions were not observed for the p-type GaAs samples. Furthermore, Zheng
et al. [7, 8] also observed triangular elevations for Zn-doped GaAs at room tempera-
ture, but they observed these features for sample voltages between +1 and +3V, and
did not report any depressions.
To understand the behavior of the Zn dopants, we use an energy-band diagram of
the STM tunnel junction similar as in section 4.4.2. Figure 5.3 shows the energy-band
diagram corresponding to the current situation. As indicated by the two arrows, two
tunnel contributions can be distinguished: electrons tunneling from the tip into the
empty conduction-band states, and holes coming from the doping-induced impurity
band tunneling to the tip. The latter contribution will have a much lower transmission
probability because of the larger tunnel barrier, which means that for large sample
voltages conduction-band states are imaged. Since the number of conduction-band
states available for tunneling is reduced in the vicinity of the Zn dopants, depressions
are visible as observed in Fig. 5.2(a).
We believe that the presence of the maxima around the depressions indicates that
the valence-band contribution is not negligible, even at +2.20V, and that it is domi-
nant around the dopants resulting in the oscillatory behavior. We saw the same effect
for oxygen adsorbates in n-type InP at negative sample voltages (see section 4.7.1).
However, similar as for the oxygen adsorbates, we would expect that the valence-
band contribution dominates in the center of the doping-induced feature, where the
upward band bending caused by the dopant is strongest. Apparently, this is not the
case, but this could be related to the noncircular appearance of the doping-induced
features, which is evident from the STM images at lower sample voltages. Even at
sample voltages up to +3V, where the influence of the dopants will be smaller, we
observed maxima around depressions. At higher voltages, the tip becomes instable,
and we only once measured at +3.50V, for which we still observed a depression and
a very weak maximum around it.
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+1.80 V +1.60 V
Figure 5.2: (a) Same as Fig. 5.1(b). (b) - (d) STM image of (a) measured at lower
sample voltages: (b) +2.00V, (c) +1.80V, (d) + 1.60V. The Zn-induced features
change from circular depressions into triangular elevations at lower positive sam-
ple voltages.
































Figure 5.3: Schematic energy-band diagram of the STM tunnel junction in the
case of p-type material and with a positive sample voltage applied. EF,s and EF,m
denote the Fermi levels of the semiconductor and metal tip, respectively, EC de-
notes the bottom of the conduction band, and EV denotes the top of the valence
band. The influence of a negatively charged Zn doping atom near the surface on
the DOS is indicated by the dashed lines. Two tunnel contributions can be distin-
guished as pointed out by the two arrows.
At lower sample voltages, the contribution from the valence band will increase,
and at +2.00V, it seems to be in balance with the conduction-band contribution be-
cause the dopants can hardly be observed anymore in Fig. 5.2(b). Below that voltage,
the valence-band contribution dominates the tunnel current, and the dopants appear
as elevations because of the upward band bending around them as can be seen in Figs.
5.2(c) and (d). The triangular shape of the elevations seem to indicate an anisotropy
of the acceptor state since this is only observed when tunneling to the doping-induced
impurity band.
This was indeed confirmed by Mahieu et al. [9] as discussed in sections 2.2.1 and
2.2.3, but we also saw in those sections that Loth et al. [10, 11] recently came up with
a somewhat different explanation for the origin of the triangular contrast linking it to
the complex band structure of the zincblende structure of GaAs. Both models provide
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an adequate description of the observations, so it is difficult to determine which is
valid. In addition, a similar anisotropic appearance was observed by Yakunin et al.
[12–14] for Mn acceptors in GaAs in room-temperature STM measurements, but
in this case, the acceptors appeared as crosslike features at moderate positive sample
voltages (see again section 2.2.1). This was attributed to an anisotropy of the acceptor
state arising from the cubic symmetry of the GaAs crystal. However, Mn is a deep
acceptor whereas the dopants causing the triangular contrast are shallow acceptors, so
the physical mechanisms leading to the observed contrasts are not necessarily similar.
Therefore, we conclude that the triangular contrast observed for shallow acceptors in
p-type III-V materials is caused by tunneling to the impurity band, but that the precise
origin is still not entirely clear.
Mahieu et al. did not report any depressions at higher negative sample voltages,
but Loth et al. [11] did report this for Zn acceptors in GaAs in low-temperature STM
measurements (see section 2.2.1). However, the asymmetric shape of the maxima we
observe around the depressions was not present in [11], but this shape could have
the same origin as the triangular features since we believe that these maxima are also
caused by holes tunneling from the impurity band to the tip.
Finally, the transition we observed here, as a result of a competition between two
tunnel contributions, is very similar to the behavior of dopants in filled-state images
of n-type material (see section 4.4). This is nicely illustrated by comparing Fig. 5.2
to Fig. 4.9.
Orientation
In order to determine the orientation of the triangular features we observed, we plot a
number of line profiles through the doping-induced feature visible in the upper right
corner of the STM images of Fig. 5.2. The results are shown in Fig. 5.4. From
Fig. 5.4, we see that one side of the triangle (the base) is positioned along the [11¯0]
direction. The mirror plane of the feature (parallel to the [001] direction) has the
[11¯0] direction as its normal. Figs. 5.4(e) and (g) show line profiles through the
triangular feature along the [11¯0] and [001] directions, respectively.
By examining line profiles 1 and 2 of Fig. 5.4, the position of the Zn doping
atom with respect to the P lattice can be determined [15–17]. Line profile 1 shows
only one maximum, which means, using symmetry arguments, that the doping atom
is positioned in one of the odd subsurface layers (first, third, fifth, etc.). From line
profile 2, one can see that the P atoms around the maximum are lifted asymmetrically:
the P atom on the left seems to be lifted more strongly than the one on the right. This
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Figure 5.4: (a) - (c) Enlarged views (5.4× 5.4 nm2) of the doping-induced feature
in the upper right corner of the STM images of Fig. 5.2. (d) - (g) Line profiles
through the atoms of (a) and (b) in the [11¯0] and [001] directions indicated by the
arrows.






































Figure 5.5: Schematic representation of the InP(110) surface. The first- and
second-layer In (open circles) and P (closed circles) atoms are plotted. This orien-
tation follows from line profiles 1 and 2 of Fig. 5.4. The numbers at the top and
on the right of the figure correspond to the numbers of the line profiles of Fig. 5.4.
The shaded area roughly describes the region in which the In atoms are lifted. The
Zn doping atom is positioned in the second layer, not in the center of the triangle,
but more towards the top vertex.
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means that the P atoms in the [001¯] direction are always somewhat closer to the Zn
atom than the P atoms on the other side of the maximum. With this observation, the
orientation of the triangle is determined completely and given in Fig. 5.5. Also the
area in which the In atoms are lifted is roughly indicated by the shaded area. One can
see that the Zn atom is not positioned in the center of the triangle, but more towards
the top vertex.
Influence of tip
We studied various samples of the two doping concentrations we had available with
different tips and always observed the same behavior of the Zn dopants. The voltage
of the transition to triangular elevations only varied slightly: of the order of 0.1V,
which we attribute to the tip. Furthermore, we mentioned in section 2.2.1 that Mahieu
et al. [9] observed a depth dependence of the triangular features. This does not seem
to be visible in Fig. 5.2(d), but this also varied somewhat with different tips. Fig. 5.6
shows an example where the depth dependence can clearly be observed. The weaker
features, i.e., resulting from deeper-lying dopants, are smaller in the [11¯0] direction
but more elongated in the [001] direction. This behavior is similar as in [9].
On one occasion, we observed a much larger shift of the voltage of the transi-
tion as shown in Figs. 5.7(a) and (b). The triangular features already appear at a
sample voltage of 2.10V. Note that the depth dependence of the features is again
visible. Furthermore, they seem to be somewhat deformed. Figure 5.7(c) shows an
STS measurement above a clean area, and a large peak can be seen inside the valence
band. This is similar to the peak observed by Depuydt et al. [6, 18] in the band gap
on clean n-type GaAs (see section 3.3.2). We believe that this is another example
of charging effects (we already encountered some examples in the previous chapter),
which can occur at low temperature and can influence the tip. This could also explain
the somewhat deformed shape of the triangular features. In any case, this shows once
more that the tip can have some influence, but since we did not observe this often, the
topography measurements are probably not very sensitive to tip changes in contrast
to the spectroscopy measurements as we saw in sections 3.3.2 and 4.6.
5.3 Depth of Zn dopants
The features we observe in our STM images arise from dopants positioned in differ-
ent subsurface layers. The maximum depth at which the influence of a dopant can
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[110]
[001]
Figure 5.6: STM image measured on another p-type Zn-doped InP(110) sample
with the same doping concentration as in Fig. 5.2. Scan area: 30×30 nm2, sample
voltage: +1.60V, set-point current: 100 pA. The weaker doping-induced features
are smaller in the [11¯0] direction but more elongated in the [001] direction.
still be seen at the surface can be determined from large-scale images as we did in
section 4.5 for n-type InP. In this section, we do a similar exercise for p-type InP,
and Fig. 5.8 shows three large-scale images of the same area measured on the p-type
material at different sample voltages. First of all, the empty-state images once more
show the characteristic behavior of the Zn-induced features: they change from circu-
lar depressions at +2.50V to triangular elevations at +1.60V. The doping-induced
features in the filled-state image appear cloudy and show overlap with each other.
Also some other features can be observed in all three STM images, and we attribute
those to defects, which will be discussed in section 5.5.
Plotting the amplitudes of all the doping-induced features in an histogram does
not result in discrete values representing the discrete number of subsurface layers in
182 Zn-doped InP(110) surface






















Figure 5.7: (a) and (b) Two STM images of the p-type Zn-doped InP(110) sur-
face (concentration: 4.4×1018 cm−3). Set-point current: 100 pA, scan area:
30×30 nm2, sample voltages: (a) +3.00V, (b) +2.10V. (c) Conductance d I/dV
calculated by numerically differentiating the I -V curve measured above a clean
area. The sample voltage was swept from +2.50 to −1.994V. A large peak is
visible inside the valence band.





+2.50 V −2.50 V
Figure 5.8: Three large-scale (178.7×178.7 nm2) STM images of the same
area measured on the p-type Zn-doped InP(110) surface (concentration:
2.7×1018 cm−3). Set-point current: 100 pA, sample voltages: (a) +2.50V, (b)
−2.50V, (c) +1.60V.
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which the dopants are positioned. This was not observed for n-type InP either, and
this is probably also caused by the fact that the accuracy of the background, which
determines the accuracy of the amplitudes, is comparable to the amplitude difference
induced by dopants in subsequent subsurface layers. Therefore, we again count the
number of doping-induced features in the STM images, but we will not consider the
filled-state image because of the cloudy appearance of the features. For the empty-
state images, we count 270 features for Fig. 5.8(a) and 263 features for Fig. 5.8(c).
Since the features can clearly be observed in both images, we indeed expect to obtain
a similar number. Combined with the scan area and the doping concentration, we
derive a maximum depth of 3.1 nm for both images. Given the distance between (110)
layers in InP of 2.07 A˚, this depth corresponds to 15 layers, which is comparable to
the result for the n-type sample (this sample had a similar doping concentration).
5.4 Spectroscopy of Zn dopants
Figure 5.9 shows a topography image of the p-type Zn-doped InP(110) surface.
Similar to the spatial spectroscopy measurements of the previous chapter, an I -V
curve consisting of 200 points was measured at each scan pixel. Because of the
lower resolution, the dopants are not so clearly visibly anymore, but they can still be
observed as depressions. We averaged the I -V curves around two dopants, indicated
by two rectangular areas, and Fig. 5.10 compares the resulting spectra to the spectra
obtained on a clean area.
As expected, the clean spectra are very similar to the clean spectra shown in sec-
tion 3.3.2 for p-type InP. Around the dopants, the current and conductance are larger
in the valence band, and the onset of the valence band is shifted to somewhat lower
negative sample voltage (about 0.1V). This is caused by the upward band bending in
the vicinity of dopants and is similar to the behavior of n-type dopants in section 4.6.2
although the band bending is downwards there. In contrast to the n-type spectra, we
do not observe any peaks in the conductance around dopants. Depuydt [6] did not
observe any peaks around dopants either in their STS spectra measured on Zn-doped
GaAs. However, other low-temperature STS measurements on p-type GaAs [9, 11]
did show peaks, and in [11] even a negative differential conductivity, inside the band
gap around acceptors (see section 2.2.3). This difference could be caused by different
tips as already discussed in section 3.3.2.2
2Both Depuydt and we used PtIr tips cut ex situ with scissors. It it not indicated in Refs. [9] and
[11] which tips were used.




Figure 5.9: STM image of the p-type Zn-doped InP(110) surface (concentration:
4.4×1018 cm−3). Scan area: 30×30 nm2, sample voltage: +2.50V, set-point cur-
rent: 100 pA. At each scan pixel (100×100), an I -V curve was measured, for
which the sample voltage was swept from +2.50 to −1.083V. The three rectan-
gular areas indicate where I -V curves have been averaged, and the resulting STS
spectra are shown in Fig. 5.10.
As a last remark, the conductance at the set-point is equal for all spectra although
the dopants appear as depressions in that case, which means the tip-sample distance
is somewhat smaller. However, this difference is very small because the depression is
rather weak (of the order of 0.005 nm). Since also the band bending, and hence, the
influence of the dopants, is rather small in the voltage range of the conduction band
[see Fig. 3.2(a)], the conductance curves look rather similar at positive sample volt-
age. The only differences are that with lower sample voltage the conductance around
the dopants is first slightly smaller because of the upward band bending around them,
but when the contribution from the valence band starts to dominate, the upward band
bending locally increases the number of valence-band states available for tunneling
resulting in a slightly larger conductance.
Finally, we show an STM image obtained with a lock-in amplifier in Fig. 5.11(b).
As for the lock-in measurements of the previous chapter, this image was measured
simultaneously with the topography image, which is shown in Fig. 5.11(a) (we used
the normal resolution of 512×512). The lock-in image clearly shows the contrast
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Figure 5.10: (a) Three I -V curves obtained after averaging the I -V curves mea-
sured within the corresponding rectangular areas indicated in the STM image of
Fig. 5.9. (b) Corresponding numerically differentiated d I/dV curves. The current
and conductance in the valence band have increased around the dopants.
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Figure 5.11: (a) STM image of the p-type Zn-doped InP(110) surface (concentra-
tion: 4.4×1018 cm−3). Scan area: 30×30 nm2, sample voltage: +1.60V, set-point
current: 100 pA. (b) Conductance image measured with a lock-in amplifier simul-
taneously with (a). The triangular shape of the dopants is clearly visible.
inversion again for the dopants, and the triangular contrast as well as the depth de-
pendence of the contrast are also clearly visible.
5.5 Defects at the Zn-doped InP(110) surface
The large-scale images of Fig. 5.8 also showe some features which are not related
to doping atoms. The empty-state images show a few large bright hillock features,
which change into small bright spots surrounded by dark edges in the filled-state
image. These are probably caused by oxygen adsorbates similar as for the n-type
case. On p-type GaAs, oxygen is neutral [19], so no band bending is present around
oxygen adsorbates (see also section 2.3.2). In low-temperature STM measurements
on p-type GaAs [3], oxygen adsorbates were indeed observed as tiny spots in both
filled- and empty-state images. The differences we observe are that in our case the
bright spots are surrounded by dark edges for positive sample voltages and that the
sizes of the features at negative sample voltages are much larger, even larger than
the doping-induced features. We have no clear explanation for this, but since the
concentration of these features is low and increases during scanning, we attribute
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Figure 5.12: STM image of a cleavage-induced step measured on the p-type Zn-
doped InP(110) surface (concentration: 4.4×1018 cm−3). Scan area: 50×50 nm2,
sample voltage: −2.50V, set-point current: 100 pA.
them to oxygen adsorbates.
Finally, we also observed cleavage-induced steps on the p-type sample, and an
example is depicted in Fig. 5.12. This step is straight with one kink in the center, and
there are no adsorbates present at the step edge in contrast to the step observed on the
n-type sample (see section 4.7.2). Furthermore, the atomic rows are visible and are
somewhat distorted close to the step. From the atomic rows, we determine that the
step runs along the [11¯0] direction.
5.6 Summary
In this chapter, we presented and discussed the results of the p-type Zn-doped InP.
We did not observe any Friedel oscillations although we did observe maxima around
the doping-induced depressions at positive sample voltages. However, these max-
ima were noncentrosymmetric and no further oscillating behavior could be observed.
Upon moving the tip Fermi level to the bottom of the conduction band, we observed
that the depressions turned into elevations with a triangular shape. This transition is
again a consequence of two competing tunnel contributions. The triangular features
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were only visible when tunneling to the impurity band suggesting that the features are
a direct image of the acceptor state. This was indeed confirmed by a later literature
study, in which the triangular contrast was attributed to the anisotropy of the Zn ac-
ceptor state. However, a recent literature study connected the observed contrast to the
complex band structure of the zincblende structure of III-V materials. Therefore, we
concluded that the precise origin of the triangular contrast is still not entirely clear.
References
[1] R. de Kort, M. C. M. M. van der Wielen, A. J. A. van Roij, W. Kets, and H. van
Kempen, Zn- and Cd-induced features at the GaAs(110) and InP(110) surfaces
studied by low-temperature scanning tunneling microscopy, Phys. Rev. B 63,
125336 (2001).
[2] R. de Kort, W. Kets, and H. van Kempen, A low-temperature scanning tunneling
microscopy study on the Sn- and Zn-doped InP(110) surfaces, Surf. Sci. 482-
485, 495 (2001).
[3] M. C. M.M. van derWielen, Study of imperfections near the cleaved GaAs(110)
surface by low-temperature scanning tunneling microscopy, Ph.D. thesis, Uni-
versity of Nijmegen (1998).
[4] R. M. Feenstra and J. A. Stroscio, Tunneling spectroscopy of the GaAs(110)
surface, J. Vac. Sci. Technol. B 5, 923 (1987).
[5] C. Domke, M. Heinrich, Ph. Ebert, and K. Urban, Oscillating contrast in room-
temperature scanning tunneling microscope images of localized charges in III-V
semiconductor cleavage surfaces, J. Vac. Sci. Technol. B 16, 2825 (1998).
[6] A. Depuydt, Low temperature scanning tunneling microscopy and spectroscopy
of the (110) surface of doped GaAs single crystals, Ph.D. thesis, University of
Leuven (2001).
[7] J. F. Zheng, M. Salmeron, and E. R. Weber, Empty state and filled state image of
ZnGa acceptor in GaAs studied by scanning tunneling microscopy, Appl. Phys.
Lett. 64, 1836 (1994).
190 Zn-doped InP(110) surface
[8] J. F. Zheng, M. Salmeron, and E. R. Weber, Erratum: Empty state and filled
state image of ZnGa acceptor in GaAs studied by scanning tunneling mi-
croscopy, Appl. Phys. Lett. 65, 790 (1994).
[9] G. Mahieu, B. Grandidier, D. Deresmes, J. P. Nys, D. Stie´venard, and Ph.
Ebert, Direct evidence for shallow acceptor states with nonspherical symme-
try in GaAs, Phys. Rev. Lett. 94, 026407 (2005).
[10] S. Loth, M.Wenderoth, L. Winking, R. G. Ulbrich, S. Malzer, and G. H. Do¨hler,
Probing semiconductor gap states with resonant tunneling, Phys. Rev. Lett. 96,
66403 (2006).
[11] S. Loth, M.Wenderoth, L. Winking, R. G. Ulbrich, S. Malzer, and G. H. Do¨hler,
Depth resolved scanning tunneling spectroscopy of shallow acceptors in gal-
lium arsenide, Jpn. J. Appl. Phys. 45, 2193 (2006).
[12] A. M. Yakunin, A. Y. Silov, P. M. Koenraad, W. V. Roy, J. D. Boeck, and J. H.
Wolter, Charge manipulation and imaging of the Mn acceptor state in GaAs
by cross-sectional scanning tunneling microscopy, Superl. and Microstruct. 34,
539 (2003).
[13] A. M. Yakunin, A. Y. Silov, P. M. Koenraad, W. V. Roy, J. D. Boeck, and J. H.
Wolter, Imaging of the (Mn2+3d5 + hole) complex in GaAs by cross-sectional
scanning tunneling microscopy, Phys. E 21, 947 (2004).
[14] A. M. Yakunin, A. Y. Silov, P. M. Koenraad, J. H. Wolter, W. V. Roy, J. D.
Boeck, J.-M. Tang, and M. E. Flatte´, Spatial structure of an individual Mn ac-
ceptor in GaAs, Phys. Rev. Lett. 92, 216806 (2004).
[15] M. B. Johnson, O. Albrektsen, R. M. Feenstra, and H. W. M. Salemink, Di-
rect imaging of dopants in GaAs with cross-sectional scanning tunneling mi-
croscopy, Appl. Phys. Lett. 63, 2923 (1993).
[16] M. B. Johnson, O. Albrektsen, R. M. Feenstra, and H. W. M. Salemink, Erra-
tum: Direct imaging of dopants in GaAs with cross-sectional scanning tunnel-
ing microscopy, Appl. Phys. Lett. 64, 1454 (1994).
[17] Ph. Ebert, M. Heinrich, M. Simon, C. Domke, K. Urban, C. K. Shih, M. B.
Webb, andM. G. Lagally, Thermal formation of Zn-dopant-vacancy defect com-
plexes on InP(110) surfaces, Phys. Rev. B 53, 4580 (1996).
References 191
[18] A. Depuydt, C. van Haesendonck, N. S. Maslova, V. I. Panov, S. V. Savinov,
and P. I. Arseev, Scanning tunneling microscopy and spectroscopy at low tem-
peratures of the (110) surface of Te-doped GaAs single crystals, Phys. Rev. B
60, 2619 (1999).
[19] J. A. Stroscio and R. M. Feenstra, Scanning tunneling spectroscopy of oxygen
adsorbates on the GaAs(110) surface, J. Vac. Sci. Technol. B 6, 1472 (1988).
192 Zn-doped InP(110) surface
Chapter 6
InAs(110) surface
This chapter describes another III-V material: InAs. We study both n- and p-type
InAs, and the first section describes the samples we used. In section 6.2, the n-type
material is discussed. The filled-state images again show a change in the appearance
of the dopants with varying sample voltage, which is again caused by two compet-
ing tunnel contributions. The p-type material discussed in the next section exhibits a
similar behavior at positive sample voltages. In addition, at very low negative sam-
ple voltages the Zn acceptor state is imaged resulting again in noncircular features
although the symmetry is different in this case. Finally, we show STM images of
straight and clean steps on the p-type InAs(110) surface. These reveal a trimerization
of the extra dangling bonds at the step edges. We also perform spatial STS measure-
ments around step edges, which show the existence of bound states close to the step
edges. We conclude with a summary of the results.
6.1 Introduction
InAs is also a III-V semiconductor, but it differs from InP and GaAs because it has
a much smaller band gap (0.42 eV at 4.2K [1]). Furthermore, the InAs(110) surface
can contain a surface 2DEG [2] as discussed extensively in chapter 2. It is also
evident from that chapter that there have been many low-temperature STS studies on
the InAs(110) surface including the behavior of doping atoms. However, as indicated
in section 2.4, the appearance of the dopants in topography images as a function of
sample voltage has been discussed much less. Therefore, we will mainly focus on that
specific topic in this chapter. We did perform a large number of STS measurements,
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but these were in line with the results from literature, so we will not discuss these.
We studied n- and p-type InAs doped with S and Zn, respectively. From Hall
measurements,1 the following carrier concentrations were determined: 9.0×1016 and
1.3×1018 cm−3 for the n- and p-type materials, respectively.2 The concentration of
the n-type sample seems somewhat low, but similar values are commonly used in
literature (see chapter 2 for references). From our STS measurements, we indeed
observed that the Fermi level lies close to the bottom of the conduction band showing
that the sample is degenerate. Similarly, the STS measurements on the p-type sample
showed a Fermi level lying close to the top of the valence band meaning this sample
is also degenerate. Finally, we did not observe any Friedel oscillations in our topog-
raphy measurements on n- and p-type InAs. These have not been reported either in
literature for InAs but were observed in d I/dV images as discussed in chapter 2. We
also observed these in lock-in images but will not show these because we will mainly
focus on the appearance of dopants in topography images as said before.
6.2 n-Type InAs
From the doping concentration of the n-type sample, we determine a Fermi level
of 0.014 eV above the bottom of the conduction band. Combined with the electron
affinity of the InAs(110) surface (4.90 eV [3]), we obtain a work function of 4.89 eV.
This is larger than the tip work function (see appendix A), so the sample is already
in accumulation at a sample voltage of 0V. This means that we can measure at very
low positive sample voltages, and Fig. 6.1(a) shows such an STM image of the n-type
S-doped InAs(110) surface. The S doping atom appears as a hillock feature because
its positive charge locally increases the number of conduction-band states available
for tunneling. This can be expected for donors, and this has also been observed for S
donors in InAs in, e.g., [4–6]. Compared to the doping-induced features we observed
for InP, this feature is about twice as large, which is caused by the lower doping
concentration resulting in less screening. A similar effect is that the feature becomes
weaker at larger sample voltages because there are more states available for tunneling
reducing the effect of the potential of the dopant.
The filled-state images shown in Fig. 6.1 exhibit a different behavior: at large
1The Hall measurements were performed by P. M. Koenraad et al. from the Eindhoven University
of Technology.
2Similar as for the n- and p-type InP samples (see section 3.1), it was observed that acceptors freeze
out at higher temperatures than donors.
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Figure 6.1: Six STM images of the n-type S-doped InAs(110) surface. Scan area:
30×30 nm2, set-point current: 100 pA [except for the image of (a), which was
measured at 500 pA], sample voltages: (a) +50mV, (b) −2.00V, (c) −1.00V, (d)
−0.80V, (e) −0.60V, (f) −0.40V. At large negative sample voltages, the S doping
atom appears as a very weak depression, but when the negative sample voltage is
decreased, this changes into a hillock feature.
negative sample voltages, the S dopant appears as a very weak depression (although
this is difficult to see), but this changes into a hillock feature at lower negative sample
voltages. Gwo et al. [4] also observed a depression at a large negative sample volt-
age (−1.5V) in room-temperature STM measurements on S-doped InAs (see also
section 2.2.1), but they did not show any filled-state images at lower sample voltages.
They attributed this to the small band gap of InAs, which causes the valence-band
contribution to dominate the tunnel current. As a result, the S donor appears as a
depression because it locally decreases the number of valence-band states available
for tunneling.
However, at smaller negative sample voltages the contribution from the valence
band will decrease, and the conduction-band contribution will be dominant resulting











−0.80 V −0.60 V
f
Figure 6.2: Similar to Fig. 6.1 but taken with a different tip on another n-type
S-doped InAs sample. Scan area: 30×30 nm2, set-point current: 500 pA, sam-
ple voltages: (a) −1.40V, (b) −1.20V, (c) −1.00V, (d) −0.80V, (e) −0.60V, (f)
−0.40V. The transition of the S-induced feature from a depression into a protru-
sion with decreasing negative sample voltage can be seen more clearly in this case.
behavior of section 4.4 showing once more that this behavior can indeed be expected
since these two competing tunnel contributions are always present for degenerate
n-type materials at negative sample voltages. In this case, the transition is shifted
to lower negative sample voltages because of the smaller band gap of InAs, and the
lower doping concentration of the InAs sample will shift it even further down. Similar
to n-type InP, the voltage of the transition varied somewhat with different tips. In
some occasions, the depression was observed more clearly, which we attribute to the
influence of the tip. An example of a clearly visible transition is shown in Fig. 6.2.
Finally, Depuydt et al. [7] observed a strongly voltage-dependent behavior of
S dopants in low-temperature STM measurements on n-type InAs (see also sec-
tion 2.2.1), but they observed this at both polarities of the sample voltage, and the
features were much more localized than in our case. This could indicate that they ob-
served a surface donor, for which localized features have been observed as discussed
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in section 2.2.1. However, the authors concluded that the behavior was caused by
a dopant from the observed frequency of these features implying that they observed
this behavior for all dopants.
6.3 p-Type InAs
6.3.1 Zn dopants
Also for p-type material, there is a competition between two tunnel contributions,
which occurs at positive sample voltages (see Fig. 5.3). This is illustrated in Figs.
6.3(a) and (b), where we show two empty-state images measured on the p-type Zn-
doped InAs(110) surface. The behavior we observe is somewhat different than the
empty-state images of p-type InP (see Fig. 5.2). First of all, the dopants appear as
hillock features surrounded by depressions, which is most clear from Fig. 6.3(b). In
contrast, for p-type InP, we observed depressions surrounded by asymmetric maxima
at large positive sample voltages. However, the behavior we observe here is what
we expect since the upward band bending around the dopants will be strongest close
to the dopants causing the valence-band contribution to dominate the tunnel current
there. This causes the hillock features, but further from the dopants, the contribution
from the conduction band dominates resulting in the observed depressions. We saw
the same effect in filled-state images of oxygen adsorbates in n-type InP (see sec-
tion 4.7.1). We attributed the reversed behavior of the two competing tunnel contri-
butions in the case of p-type InP to the noncircular appearance of the doping-induced
features.
The second difference with the p-type InP images is that we do not observe the
situation where only the valence-band contribution is dominating. In order to observe
that, we should probably have measured at lower positive sample voltages because
the lowest sample voltage we used (+0.50V) is still large compared to the band gap
whereas this was not the case for p-type InP.
Also the behavior at negative sample voltages differs somewhat. For p-type InP,
we observed the dopants as circular protrusions [see Fig. 5.1(a)], which we also ob-
serve here as shown in Fig. 6.3(c), but at lower negative sample voltage the doping-
induced features appear as elevations elongated in the [001] direction. This resem-
bles the triangular features observed at low positive sample voltages for p-type InP
although the shape of the features appears more rectangular in this case.
At very low negative sample voltages, the filled states at the top of the valence
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Figure 6.3: Four STM images of the p-type Zn-doped InAs(110) surface. Scan
area: 30×30 nm2, set-point current: 100 pA, sample voltages: (a) +0.80V, (b)
+0.50V, (c) −1.00V, (d) −0.20V. At positive sample voltages, the Zn doping
atoms appear as hillock features surrounded by depressions. The filled-state image
at −1.00V shows the Zn dopants as circular hillocks whereas at −0.20V this has
changed into elevations elongated in the [001] direction.
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band are imaged, which means that the acceptor state of the Zn dopant is imaged.
Mahieu et al. [8] explained the triangular contrast observed in p-type GaAs with a
nonspherical symmetry of the Zn- and Be-induced acceptor states (see sections 2.2.1
and 2.2.3). They observed this for low positive sample voltages and also for very
low negative sample voltages because in both cases the acceptor state is imaged.
We saw in the same sections that Loth et al. [9, 10] recently provided a somewhat
different explanation for the origin of the triangular contrast, which was connected to
the complex band structure of the zincblende structure of GaAs.
Furthermore, for Mn acceptors in GaAs [11–13] and InAs [14] crosslike features
were observed, which were attributed to an anisotropy of the acceptor state (also dis-
cussed in section 2.2.1). However, as already discussed in section 5.2.1 Mn is a deep
acceptor whereas the dopants causing the triangular contrast are shallow acceptors,
which is also the case for the Zn acceptor in InAs. Since we are also probing the
acceptor state in Fig. 6.3(d),3 we believe that we observe a similar effect for p-type
InAs as for the acceptors causing the triangular contrast in p-type GaAs and InP. We
attribute the different shape of the features to a different anisotropy of the acceptor
state or the interaction of this state with bulk states. Therefore, we come to a similar
conclusion as in section 5.2.1: the anisotropic contrast observed for shallow accep-
tors in p-type III-V materials is caused by probing the impurity band, but the precise
origin is still not entirely clear.
Finally, we again observed some small differences in the appearance of dopants
at a certain sample voltage, which probably reflect the influence of the tip. Fig. 6.4
shows an example of this. At positive sample voltages, only depressions are visible
indicating that the conduction-band contribution is also dominant close to the doping-
induced features. Furthermore, the noncircular appearance of the dopants at very
low negative sample voltages is better visible in this case, and they indeed appear
rectangular.
6.3.2 Steps
Although we usually observed large atomically flat terraces, we sometimes also ob-
served cleavage-induced steps as we did for the InP samples. Figures 6.5(a) and (b)
show two STM images of steps measured on different areas of the same p-type Zn-
doped InAs sample. The step of Fig. 6.5(a) is straight, and no adsorbates can be
observed at the step edge in contrast to what we observed for the step measured on
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Figure 6.4: Similar to Fig. 6.3 but taken on another area of the same p-type Zn-
doped InAs sample. Scan area: 30×30 nm2, set-point current: 100 pA, sample
voltages: (a) +1.40V, (b) +0.80V, (c) +0.50V, (d) −1.00V, (e) −0.40V, (f)
−0.20V. The empty-state images show the Zn dopants only as depressions in this
case, and the filled-state image at −0.20V clearly shows the noncircular appear-
ance of the Zn dopants, which have a rectangular shape.
the n-type InP(110) surface (see section 4.7.2). The step of Fig. 6.5(b) shows a few
kinks, and also some adsorbates are present at the step edge.
In order to have a better look at the step edges, we zoomed in on both steps,
and Figs. 6.5(c) and (d) shows the corresponding STM images. In these images,
the atomic rows can clearly be seen, from which we can easily determine that both
steps run along the [11¯0] direction. Similar steps have also been observed by Liang
et al. [15] in room-temperature STM measurements on the InAs(110) surface (see
also section 2.3.3).4 They found different types of directions, and some of these had
serrated step edges, which were attributed to dimerization of surface anions. The
edges of the <110>-type steps were never serrated, probably because the subtype in
4The authors did not mention whether they measured n- or p-type InAs, or both.







Figure 6.5: (a) and (b) Two STM images of cleavage-induced steps measured
on different areas of the same p-type Zn-doped InAs sample. Scan area:
100×100 nm2, sample voltage: +1.00V, set-point current: 100 pA. (c) and (d)
Same as (a) and (b), respectively, but a smaller (20×20 nm2) scan area was used.
(e) and (f) Enlarged views (6.7×6.7 nm2) of the images of (c) and (d), respectively.
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which no extra dangling bonds are created is energetically favorable.
However, here we do observe a serration for both step edges, although it is rather
weak for the step of Fig. 6.5(d), and Figs. 6.5(e) and (f) show enlarged views of the
step edges of Figs. 6.5(c) and (d), respectively, to show this more clearly. They have
the same periods (11.4 and 11.5 A˚, respectively) corresponding to three times the dis-
tance between two atoms in the [11¯0] direction in the image, which can also be seen
in Figs. 6.5(e) and (f).5 These periods are somewhat larger than the periodicities ob-
served in [15] for the types of steps that also had serrated edges. The serration means
that we probably observe a subtype in which extra dangling bonds are created, which
indicates that the dangling bonds between the In and As atoms in the zig-zag chains
are broken at the step edge (cf. Fig. 2.1). Since the serrated edges occur every three
atoms, this indicates a trimerization of the extra dangling bonds instead of a dimeriza-
tion. In [15], it was proposed that only the As-As bonds will dimerize because they
form covalent bonds whereas the In-In atoms try to form metallic bonds. Although
we even observe trimerization, we conclude that the step edges of Fig. 6.5 consist
of As atoms. The difference with [15] could be related to the different temperature
used. Another reason could be that n-type material was used in [15].
Spectroscopy
As mentioned in section 2.3.3, also Wildo¨er [16] observed a straight step on the
InAs(110) surface in low-temperature STM measurements. He observed this for n-
type material, and the step ran along the [11¯2] direction and showed no serration.
His STS measurements showed peaks in the conductance around the step edge at
negative sample voltages. We also performed spatial STS measurements around the
step edges of Figs. 6.5(c) and (d), and the results are shown in Figs. 6.6 and 6.7,
respectively. As for the spatial STS measurements for InP, we used a lower resolu-
tion (100×100), and at each scan pixel, an I -V curve consisting of 200 points was
measured. The clean spectra show the bulk band gap of InAs (0.42 eV) with no other
features whereas the spectra taken in the vicinity of the step edges exhibit a peak at
0.4V close to the onset of the conduction band.6 Furthermore, a step on p-type mate-
rial should be positively charged [17] resulting in a downward band bending around
5The lattice constant of InAs is 6.06 A˚ [1], which gives a distance of 4.29 A˚ between two atoms in
the [11¯0] direction (cf. Fig. 2.1). Three times this distance is 12.87 A˚. We attribute the difference to
uncertainties in the calibration of the x and y scan piezos.
6The spectra taken around the steps are somewhat noisier because of the smaller areas used to
average the I -V curves.
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Figure 6.6: (a) Same as Fig. 6.5(c) but measured at a lower resolution (100×100).
At each scan pixel, an I -V curve was measured, for which the sample voltage
was swept from +1.00 to −0.518V. The four rectangular areas indicate where I -
V curves have been averaged, and the corresponding numerically differentiated
d I/dV curves are shown in (b). The curves are offset for clarity. A peak can be
observed in the conductance close to the step edge.






















Figure 6.7: Similar as Fig. 6.6 but shown here are the step of Fig. 6.5(d) and the
corresponding conductance curves. Furthermore, the sample voltage was swept
from +1.00 to −0.457V in this case. Again, a peak is visible in the conductance
around the step edge.
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the step (see also section 2.3.3). This is most clear from the onset of the valence band,
which is shifted to higher negative sample voltages close to the step edges.
The conductance peak we observe is similar as observed by Wildo¨er although the
peak was observed at a small negative sample voltage (−0.1V) in his case, but he
used n-type InAs. Also smaller peaks were present in [16] at lower negative sample
voltages. Wildo¨er attributed the peaks to the bound states of a locally charged trench
resulting from the charges at the step edge. Since these bound states only occur when
the sample is in accumulation, the peaks were observed at negative sample voltages.
For p-type material, accumulation occurs at positive sample voltages, and we indeed
observe a peak in that case, so we believe that we observe the same effect as in [16]
but then for p-type InAs. Note that we do not observe any other peaks at positive
sample voltages. It could be that the effect is weaker in p-type material similar as we
observed for Friedel oscillations in InP. Also the rather large sample voltage we used
for the set-point may make it more difficult to observe small features at lower sample
voltages.
It is interesting to note that Arseev et al. [14] observed a similar peak in the nor-
malized conductance in low-temperature STS measurements on p-type InAs doped
with Mn (see section 2.2.3). This peak occurred in the vicinity of the Mn dopant at
0.4V and was attributed to a localized state split from the conduction band due to
electron scattering by the dopant potential. This is similar to our explanation, but in
our case, the localized state is caused by the charges at the step edge.
As a last example, Fig. 6.8(b) shows the result of measuring the step of Fig. 6.5(d)
with a lock-in amplifier. Similar to the lock-in measurements we performed for InP,
the lock-in image was measured simultaneously with the topography image shown in
Fig. 6.8(a) (a resolution of 256×256 was used). The step edge and the atomic rows
can clearly be observed in the lock-in image.
6.4 Summary
In this chapter, we have shown that the two competing tunnel contributions that cause
the changing contrast of dopants with sample voltage for InP are also present in InAs
resulting in a similar behavior. Furthermore, when imaging the Zn acceptor state
in p-type InAs, at very low negative sample voltages, we observed that the doping-
induced features appeared noncircular, similar to what has been observed for p-type
GaAs and InP. However, in this case the features appeared rectangular in contrast
to the triangular shape observed for the other two materials. We attributed this to
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Figure 6.8: (a) Same as Fig. 6.5(d) but measured at a lower resolution (256×256).
(b) Conductance image measured with a lock-in amplifier simultaneously with (a).
The step edge and the atomic rows are clearly visible.
a different anisotropy of the acceptor state or the interaction of this state with bulk
states compared to the behavior of the acceptor states in p-type GaAs and InP.
Finally, the STM images of the steps we observed on the p-type InAs(110) surface
revealed a trimerization of the extra dangling bonds at the step edges. In addition, the
spatial STSmeasurements around the step edges showed the existence of bound states
near the step edges.
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Appendix A
List of constants and material
characteristics
A.1 Constants
0 = 8.85419×10−12 Fm−1 permittivity of vacuum
 = 1.05457×10−34 Js Planck’s constant divided by 2π
e = 1.60218×10−19 C elementary charge
m0 = 9.10938×10−31 kg free electron mass
k = 1.38065×10−23 JK−1 Boltzmann’s constant
φm = 4.5 eV work function for PtIr [1, 2]
A.2 Material characteristics of InP
a = 5.87 A˚ lattice constant [3]
r = 11.77 dielectric constant at 4.2K [3]
Eg = 1.4230 eV direct band gap at 4.2K [4]
mn = 0.079m0 effective electron mass at 4.2K [4]
mlh = 0.12m0 effective light-hole mass at 4.2K [4]
mhh = 0.45m0 effective heavy-hole mass at 4.2K [4]
m p = 0.49m0 effective hole mass at 4.2K1
continued on next page
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χ = 4.38 eV electron affinity for the (110) surface [5]
EF = EC + 0.049 eV bulk Fermi level of the n-type material with a
Sn donor concentration of 1.1×1018 cm−3
EF = EC + 0.078 eV bulk Fermi level of the n-type material with a
Sn donor concentration of 2.2×1018 cm−3
EF = EV − 0.014 eV bulk Fermi level of the p-type material with a
Zn acceptor concentration of 2.7×1018 cm−3
EF = EV − 0.020 eV bulk Fermi level of the p-type material with a
Zn acceptor concentration of 4.4×1018 cm−3
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Appendix B
Calculation of the Fermi level
In this appendix, we will give the appropriate formulae for calculating the Fermi
level of the semiconductors used in the experiments. The Fermi level is determined
by the type of free charge carriers (electrons or holes) and the number of these car-
riers. Since both electrons and holes are fermions, they obey Fermi-Dirac statistics.
Simplifications can be made if the Fermi level EF is far from the edges of the band
gap:1
EC − EF  kT, (B.1)
EF − EV  kT, (B.2)
in which EC and EV are the bottom of the conduction band and the top of the valence
band, respectively, and kT is the thermal energy, which is equal to 0.36meV at 4.2K.
If these conditions are fulfilled, the semiconductor is called nondegenerate, and the
carrier densities of electrons and holes as a function of temperature are given by
(assuming a parabolic energy dependence of electrons and holes near the band-gap
edges)
n(T ) = NCe−(EC−EF )/kT (B.3)
and
p(T ) = NV e−(EF−EV )/kT , (B.4)
1Most of the formulae in this appendix can be found in standard solid-state physics books such as
Refs. [1] and [2].
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respectively. NC and NV are the effective DOS of electrons with effective mass mn





























Doping atoms introduce extra free charge carriers, and the densities of ionized
doping atoms in n- and p-type materials are given by
N+D =
ND




1 + g exp ( E A−EFkT ) , (B.9)
respectively. ND and NA denote the concentrations of donors and acceptors, respec-
tively, and ED and E A are the corresponding levels. The ground-state degeneracy g
equals 2 for a donor level because the level can contain one electron of either spin
or no electron at all. For p-type material, g equals 4 because an acceptor level can
contain one hole of either spin or no hole at all, and the level is doubly degenerate in
crystals with the zincblende structure such as InP or GaAs [2].2
The free charge carriers in n-type material are electrons in the conduction band,
and these can come from the valence band (thereby leaving a hole behind) or from
a donor (which is ionized then). Similarly, in p-type material holes in the valence
band are the free charge carriers, which can come from electrons being excited to the
2The configurations in which two electrons are in the donor level or two holes in the acceptor level
have a very high energy due to the mutual Coulomb repulsion of the respective charge carriers. There-
fore, double occupation is essentially prohibited.
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conduction band or to an acceptor. This gives the following neutrality conditions for
n- and p-type materials, respectively:
n = N+D + p (B.10)
and
p = N−A + n. (B.11)
From these conditions, the Fermi level can be calculated.
The level of a doping atom is equal to the binding energy of the charge carrier to
the dopant. This can be estimated using the Bohr formula for the binding energy of
an electron to an hydrogen atom with the free electron mass replaced by the effective
mass m∗ of the electron or hole and the dielectric constant r of the host material
inserted to account for the screening effect of the surrounding host lattice:








Typical binding energies range from a few to tens of milli-electronvolts.
At low temperatures, doping atoms will freeze out if the binding energy of the
charge carriers to the dopants is larger than kT which means that the charge carriers
are bound to the dopants. At 4.2K, it seems that all the dopants in our samples
are frozen out since the thermal energy (0.36meV) is much smaller than the typical
binding energies. However, at high doping concentrations, as in our case, the radius
of the average volume per dopant, rs , can be comparable to the Bohr radius rB of a













According to Mott [3], a sharp transition occurs between metallic and insulating
or semiconducting properties (the Mott transition or metal-insulator transition) for a




c rB ∼ 0.25, (B.15)
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rB  2.5rB . (B.16)
This means that for rs  2.5rB the semiconductor shows metallic behavior: the
wave functions of doping atoms influence each other, and the localized doping levels
are broadened to doping or impurity bands. In these bands, the charge carriers can
move freely as in metals, so that all the doping atoms are ionized independent of
temperature. The width of the broadened doping band of the n-type material can be












in which m+ is the effective mass of the electron in the doping band, which is taken
to be equal to the effective mass of the electron in the conduction band, mn .
The high doping concentrations of our samples will shift the Fermi level very
close to the band-gap edges meaning the conditions for nondegeneracy (Eqs. B.1 and
B.2) are not fulfilled anymore, and the semiconductors are degenerate. In that case,
more general expressions have to be used for the carrier densities:3


















The function F 1
2
(η) denotes the Fermi-Dirac integral:




1 + exp(x − η) . (B.20)
The concentration of holes in the n-type material can be described by the expression
for nondegenerate semiconductors (Eq. B.4) because this concentration is very low.
In other words, because EF − EV  kT in the n-type material, Eq. B.19 reduces to
Eq. B.4. Similarly, in the p-type material EC − EF  kT , and Eq. B.18 reduces to
Eq. B.3.
3Again, as in Eqs. B.3 and B.4, a parabolic energy dependence of electrons and holes is assumed
near the band-gap edges.
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Furthermore, the expressions for the concentrations of ionized doping atoms
(Eqs. B.8 and B.9) are only valid for doping concentrations that are low enough that
the individual dopants do not influence one another (typically ∼ 1013–1017 cm−3 [5]).
The doping concentrations of our samples are of the order of 1018 cm−3 which means
we cannot use Eqs. B.8 and B.9. However, because for these high doping concen-
trations the Fermi level lies very close to the band-gap edges, and doping bands are
formed in most cases (in which all the doping atoms are ionized), almost all doping
atoms will be ionized. Therefore, we will use N+D ≈ ND and N−A ≈ NA.
In conclusion, for calculating the Fermi level in the n-type material we use the
neutrality condition for n-type material (Eq. B.10) with Eqs. B.4, B.18, and N+D ≈
ND . Likewise, for the p-type material we use Eqs. B.3, B.11, B.19, and N−A ≈ NA.
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Appendix C
Tip-induced band bending
The Fermi levels calculated following the formulae in the previous appendix are bulk
Fermi levels. However, because of the small distance between tip and sample in
an STM setup (∼ 4–9 A˚, see section 2.1.1) the tip will influence the bands of the
semiconductor at the surface. This effect is known as tip-induced band bending and
results in a different Fermi level at the surface of the semiconductor compared to the
bulk. In this appendix, we will show how to calculate tip-induced band bending for a
particular tip–sample system in one dimension.
Our STM setup is a tunnel junction consisting of a semiconductor, a vacuum bar-
rier, and a metal tip. When two materials with different work functions are brought
very close (< 1 nm) together, electrons will tunnel from the material with the lowest
work function to the other material until the Fermi levels have lined up, and equilib-
rium is reached (see, e.g., Refs. [1] and [2]). We will consider an n-type semicon-
ductor for which the work function φs is smaller than the work function of the metal
tip, φm .1 This means that if the two materials are brought together, electrons will
tunnel from the n-type semiconductor to the tip. Therefore, the semiconductor sur-
face becomes positively charged and the metal surface negatively charged resulting
in an electric field between both materials. In order to screen out this electric field, a
space-charge region is built up near the surfaces of the two materials. In metals, this
space-charge region is very narrow (∼ 0.5 A˚) because of the high free-electron den-
sity. However, in semiconductors the free-electron density is much lower, and hence,
the space-charge region is much more extended, and the bands will bend upwards
near the surface. This is indicated in Fig. C.1, in which a schematic energy-band
1For a p-type semiconductor, an analogous calculation applies.
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Figure C.1: Schematic energy-band diagram of a 1D metal–semiconductor tunnel
junction. EF,s and EF,m denote the Fermi levels of the semiconductor and metal,
respectively, EC indicates the bottom of the conduction band, EV indicates the top
of the valence band, and φs and φm are the work functions of the semiconductor
and metal, respectively. The band gap of the semiconductor is indicated by Eg ,
χ is the electron affinity of the semiconductor, d is the width of the tunnel bar-
rier, and Vb is the potential drop across the tunnel barrier. Also indicated are the
electrostatic surface potential φ and the space-charge region with width W .
diagram of a 1D metal–semiconductor tunnel junction is shown.
The width W of the space-charge region inside the semiconductor depends on
the doping concentration and can be influenced by applying a voltage between the
semiconductor and the tip. In this case, electrons are depleted from the surface, and






φ − VS − kTq
)
, (C.1)
in which r is the dielectric constant of the semiconductor, N the doping concentra-
tion, φ the electrostatic surface potential (the corresponding energy eφ is the barrier
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height of the space-charge region), VS the applied sample voltage, and q the charge
of the majority charge carrier (±e). Typical values of W are 10–20 nm.
The electrostatic surface potential φ determines the amount of band bending and
is changed when a voltage is applied between tip and sample. Depending on the
polarity and the magnitude of the applied voltage, the electrostatic surface potential is
increased or decreased, or can even be inverted. In the next appendix, six schematic
energy-band diagrams are shown for n- and p-type semiconductors, and different
sample voltages. Finally, the electrostatic surface potential can be calculated as a
function of applied sample voltage which will be done in the next section.
C.1 Calculation of tip-induced band bending in one dimen-
sion
Seiwatz and Green [3] derived an expression for the electric field at the surface of a
semiconductor, Es , as a function of the electrostatic surface potential φ using a 1D
model. This was obtained by integrating Poisson’s equation from the neutral bulk to
the surface. In this section, we will briefly show how this expression was derived,
and from that, we will derive an expression for the electrostatic surface potential as a
function of applied sample voltage in one dimension.






with φ(x) the electrostatic surface potential and ρ(x) the charge distribution inside
the semiconductor as a function of the distance x to the surface. The charge density
ρ(x) is given by
ρ(x) = e[N+D (x) − N−A (x) − n(x) + p(x)], (C.3)
in which N+D and N
−
A are the concentrations of ionized donor and acceptor atoms,
respectively, and n and p denote the concentrations of electrons and holes, respec-
tively. These can be calculated using Fermi-Dirac statistics as was done in the previ-
ous appendix. Furthermore, these concentrations depend on the position of the Fermi
level with respect to the edges of the conduction and valence bands (EC and EV ,
respectively). In the semiclassical approach, these band edges shift linearly with the
potential φ(x). Therefore, ρ(x) can be related to φ(x) by replacing EC and EV in
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the expression for the charge density by EC − eφ(x) and EV − eφ(x), respectively.
Substituting this into Eq. C.2, a nonlinear differential equation is obtained for φ(x).





= Es = G(φ) (C.4)
because (dφ/dx)b is zero. G(φ) is an expression for the electric field at the surface
of the semiconductor as a function of φ, which is derived in [3]. From this, φ can be
calculated as a function of applied sample voltage VS as we will show below.
From Fig. C.1, it follows that the energy corresponding to the total potential drop
across the tunnel barrier (eVb) and semiconductor (eφ) is equal to the energy cor-
responding to the externally applied sample voltage (eVS) plus the work function
difference between metal and semiconductor (φm − φs):2
Vb + φ = VS + φm − φs
e
. (C.5)
Because there are no surface states inside the band gap of the semiconductor surface
(see section 2.1), the boundary condition between the semiconductor (s) and vacuum
(v) is r Es,⊥ = Ev,⊥. The potential drop across the vacuum barrier is Vb = Evd with
d the tip-sample distance. Combining these equations, yields
VS = r G(φ)d + φ − φm − φs
e
. (C.6)
This gives the electrostatic surface potential φ as a function of applied sample voltage
VS .
In the expression G(φ), Fermi-Dirac integralsF j (η) have to be calculated, which












and for η > 20:
F j (η) = ( j + 1)−1η j+1. (C.8)
For the range −4 < η < 20, tabulated values for the Fermi-Dirac integrals are used
[3].
2Note that voltages and potentials are given in volts whereas work functions are energies and are
therefore given in electronvolts.
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C.2 Tip-induced band bending in three dimensions
The model presented in the previous section is a 1D model to describe tip-induced
band bending whereas the real tunnel junction is a 3D junction. However, this system
is difficult to model in three dimensions because of the irregular shape of the tip at
atomic level. Nevertheless, some authors tried to model a 3D metal–semiconductor
tunnel junction.
Feenstra [4] considered a sharp probe tip consisting of a 10-A˚ radius hemisphere
on a 500-A˚ radius-of-curvature paraboloid, located 10 A˚ from the semiconductor.
Only a depletion layer was considered because band bending for an accumulation
layer is much less [5]. The calculated tip-induced band bending in three dimensions
was about 40% smaller than in one dimension because of the larger divergence of the
potential in three dimensions.
Maboudian et al. [6] examined the effect of tip curvature on their calculated I -V
spectra by using an analytical form for the electric field along the perpendicular line
joining the apex of the tip to the sample and including it in their 1D calculation of the
tunnel current. The calculated current was one order of magnitude higher than the
current calculated without taking the effect of tip curvature into account.
References
[1] E. H. Rhoderick and R. H. Williams, Metal-semiconductor contacts (Clarendon
Press, Oxford, 1988), second edn.
[2] S. M. Sze, Physics of semiconductor devices (John Wiley & Sons, New York,
1981), second edn.
[3] R. Seiwatz andM. Green, Space charge calculations for semiconductors, J. Appl.
Phys. 29, 1034 (1958).
[4] R. M. Feenstra, Tunneling spectroscopy of the (110) surface of direct-gap III-V
semiconductors, Phys. Rev. B 50, 4561 (1994).
[5] R. M. Feenstra and J. A. Stroscio, Tunneling spectroscopy of the GaAs(110) sur-
face, J. Vac. Sci. Technol. B 5, 923 (1987).
[6] R. Maboudian, K. Pond, V. Bressler-Hill, M.Wassermeier, P. M. Petroff, G. A. D.
Briggs, and W. H. Weinberg, Tunneling spectroscopy on the GaAs(110) surface:
effect of dopant concentration, Surf. Sci. Lett. 275, L662 (1992).
222 Tip-induced band bending
Appendix D
Energy-band diagrams
Figure D.1 shows six schematic energy-band diagrams of a 1D metal–semiconductor
tunnel junction. We consider two different cases: an n-type semiconductor for which
the work function φs is smaller than the metal work function φm , and a p-type semi-
conductor for which φs < φm . For each case, three possible situations are shown:
VS > 0, VS = 0, and VS < 0 with VS the sample voltage. These correspond to the
situations in which the semiconductor Fermi level EF,s lies below, is equal to, and
lies above the metal Fermi level EF,m , respectively. If VS = −(φm −φs)/e for n-type
material or VS = (φs − φm)/e for p-type material,1 the so-called flat-band condition
will be reached. Below this value, the energy bands near the surface bend downwards,
above this value the energy bands bend upwards. For an n-type semiconductor, the
influence of a positive charge near the surface (for example, an ionized donor) on the
DOS is shown by the dashed lines. For a p-type semiconductor, the influence of a
negative charge (for example, an ionized acceptor) is shown.
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Figure D.1: Six schematic energy-band diagrams of a 1D metal–semiconductor
tunnel junction showing three possible situations for n- and p-type materials: VS >
0, VS = 0, and VS < 0 with VS the sample voltage. EF,s and EF,m denote the
Fermi levels of the semiconductor and metal, respectively, EC denotes the bottom
of the conduction band, EV denotes the top of the valence band, and φs and φm are
the work functions of the semiconductor and metal, respectively. The influence of
a positive and negative charge near the surface on the DOS for an n- and p-type
semiconductor, respectively, is indicated by the dashed lines.
Summary and conclusions
In this thesis, we presented and discussed scanning tunneling microscopy (STM)
measurements performed at 4.2K on two different III-V semiconductors: InP and
InAs. We studied the (110)-cleavage surfaces of these materials for both n- and p-
type samples, where we mainly focused on the behavior of doping atoms. Doped
semiconductors are widely used in industry, and their behavior is largely determined
by doping atoms. Because of the continuing downscaling of electronic devices, their
characteristics will be influenced by fewer defects such as doping atoms, vacancies,
and antisite defects. Therefore, a better understanding of the behavior of the individ-
ual lattice imperfections can help in the development of even smaller devices.
We first gave an overview of STM studies on III-V materials in chapter 2. From
this, we learned that although many studies have been performed there are still as-
pects that need further investigation. This led us to the goal of this thesis: extend-
ing the work performed on GaAs to two other III-V materials InP and InAs thereby
broadening the view on the field of III-V semiconductors and obtaining more in-
sight into the open issues. We continued in the next chapter with a description of
the InP samples and the InP(110) surface since most of our work has been done on
InP. Chapter 4 discussed the results obtained on the n-type InP samples. Although
n-type samples of GaAs, which has similar material characteristics, usually show pro-
nounced Friedel oscillations, we only observed very weak Friedel oscillations for the
lower doped sample. We attributed the absence of Friedel oscillations in the higher
doped sample to the much smaller amplitudes of the doping-induced features in n-
type InP compared to n-type GaAs. However, this was also the case for the lower
doped sample implying that other factors play a role.
At large negative sample voltages, an anomalous behavior of the doping-induced
features was observed: they changed from hillock features into depressions. We
showed that this is caused by two competing tunnel contributions. However, some
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aspects remain unclear, and furthermore, the transition is a very subtle effect, which
is influenced by the doping concentration, the material, and the tip. This is probably
the reason why this behavior has never been observed before. In addition, the results
for the atomic corrugation at negative sample voltages showed some differences with
the results from literature, which we attributed to the complicated situation at these
voltages and the different measurement conditions. We concluded that more factors
possibly affect the behavior of dopants and/or the atomic corrugation.
The scanning tunneling spectroscopy (STS) measurements taken around doping
atoms showed an enhancement of the features observed in the spectra taken on clean
areas. We associated the features at negative sample voltages with localized states
at the tip apex, but we could not proof beyond doubt whether these localized states
or the tip-induced quantum dot cause the features, or that we even observed both
effects. This showed that a very stable tip is important for obtaining reproducible
spectroscopic results. Finally, we did observe pronounced Friedel oscillations around
oxygen adsorbates, and we also observed an oscillatory behavior in filled-state im-
ages, which is again the result of two competing tunnel contributions. However, we
also observed an oscillatory behavior at positive sample voltages, which has never
been observed before, and which showed an asymmetric appearance. The origin of
this behavior is still unclear.
The results of the p-type InP were discussed in chapter 5. No Friedel oscilla-
tions were observed although noncentrosymmetric maxima surrounded the doping-
induced depressions at large positive sample voltages, but no further oscillating be-
havior was observed. Upon moving the tip Fermi level to the bottom of the conduc-
tion band, we observed that the depressions turned into triangular elevations. Similar
to the n-type material, this is the result of two competing tunnel contributions, but the
precise origin of the triangular contrast is still under discussion.
The situation with two competing tunnel contributions also occurs for n- and p-
type InAs discussed in chapter 6. This causes a similar changing contrast of dopants
with sample voltage as observed for InP. Furthermore, for p-type InAs imaging of the
acceptor state again resulted in noncircular features, but in that case, the doping atoms
appeared as rectangular features. We attributed this to a different anisotropy of the
acceptor state or the interaction of this state with bulk states compared to p-type GaAs
and InP. We also observed straight and clean steps on the p-type InAs(110) surface,
which revealed a trimerization of the extra dangling bonds at the step edges. The
spatial STS measurements around these step edges showed the existence of bound
states near the step edges.
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In conclusion, coming back to the goal of this thesis, we indeed broadened the
view on the field of III-V semiconductors by extending the work performed on GaAs
to InP and InAs thereby focusing on topics that have not received much attention so
far for InP and InAs. A central theme turned out to be the delicate balance between
competing tunnel contributions, which are often present when measuring III-V ma-
terials with an STM. The sample voltage determines which contribution is dominant,
and this is reflected in the appearance of the doping atoms. However, also other
factors such as the doping concentration, material, tip, and temperature have an in-
fluence which makes the behavior of dopants a very subtle effect in some cases. This
all could explain many of the phenomena described in literature and also new issues
encountered by us.
Concerning the open issues mentioned in section 2.4, our experiments provided
more information regarding these issues, but they were not clearly resolved. The
most striking example is the anisotropy related to acceptor states in p-type material,
which is reflected in the appearance of dopants. The precise origin of the noncircular
symmetry is not entirely clear at present, especially in view of the observation of a
new apparent shape (rectangular) in addition to the earlier observed triangular and
crosslike shapes. This shows that further work is still required.
Furthermore, we have also seen that a stable tip is very important in STM mea-
surements, especially in spectroscopy measurements. Since we had to prepare our
tips in air, this might result in slightly less stable tips compared to tips prepared in an
ultrahigh vacuum (UHV) environment. This indicates that the way tips are prepared
in air should be improved in order to overcome this. For example, this could be done
by etching the PtIr wire instead of cutting it, but this is a difficult task, and it remains
to be seen if such tips give better results.
Finally, we believe that the work described in this thesis can serve as a basis for
further work to be carried out in order to clarify the remaining open issues.
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Samenvatting en conclusies
In dit proefschrift hebben we scanning tunneling microscopie (STM)-metingen be-
schreven en besproken die zijn uitgevoerd bij 4.2K op twee verschillende III-V-
halfgeleiders: InP en InAs. We hebben de (110)-klief-oppervlakken van deze ma-
terialen bestudeerd voor zowel n- als p-type preparaten, waarbij we vooral gekeken
hebben naar het gedrag van doping-atomen. Gedoteerde halfgeleiders worden veel
gebruikt in de industrie en hun gedrag wordt grotendeels beı¨nvloed door doping-
atomen. Omdat elektronische apparaten steeds kleiner worden, zullen hun eigen-
schappen beı¨nvloed worden door minder defecten zoals doping-atomen, missende
atomen en antisite defecten. Daarom kan een beter begrip van het gedrag van indivi-
duele rooster-onzuiverheden helpen in de ontwikkeling van nog kleinere devices.
We gaven eerst een overzicht van STM-studies aan III-V materialen in hoofd-
stuk 2. Hieruit leerden we dat er nog altijd aspecten zijn die verder onderzocht moe-
ten worden, ondanks dat er al veel studies uitgevoerd zijn. Dit bracht ons bij het doel
van dit proefschrift: uitbreiding van het werk dat aan GaAs is verricht, naar twee
andere III-V-materialen InP en InAs, zodat een bredere kijk op het gebied van III-
V-halfgeleiders en meer inzicht in de openstaande kwesties worden verkregen. We
vervolgden in het volgende hoofdstuk met een beschrijving van de InP-preparaten en
het InP(110)-oppervlak, aangezien we het meeste werk aan InP hebben gedaan. In
hoofdstuk 4 bespraken we de resultaten die we aan de n-type InP-preparaten hebben
verkregen. Hoewel n-type preparaten van GaAs, dat vergelijkbare materiaaleigen-
schappen heeft, normaal gesproken duidelijke Friedel-oscillaties vertonen, hebben
we alleen heel zwakke Friedel-oscillaties voor het laagst gedoteerde preparaat ge-
zien. We schreven het ontbreken van Friedel-oscillaties in het hoogst gedoteerde
preparaat toe aan de veel kleinere amplitude van de doping-geı¨nduceerde structuren
in n-type InP vergeleken met n-type GaAs. Dit was echter ook het geval voor het
laagst gedoteerde preparaat, wat impliceert dat andere factoren een rol spelen.
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Bij grote negatieve preparaat-spanningen zagen we een afwijkend gedrag van de
doping-geı¨nduceerde structuren: ze veranderden van heuvels in gaten. We lieten zien
dat dit veroorzaakt wordt door twee met elkaar wedijverende tunnelbijdragen. Som-
mige aspecten bleven echter onduidelijk en verder is de overgang een heel subtiel
effect, dat beı¨nvloed wordt door de dopingconcentratie, het materiaal en de tip. Dit is
waarschijnlijk de reden waarom dit gedrag nooit eerder is gezien. Bovendien vertoon-
den de resultaten voor de atomaire corrugatie bij negatieve preparaat-spanningen een
aantal verschillen ten opzichte van de resultaten uit de literatuur, wat we toeschreven
aan de gecompliceerde situatie bij deze spanningen en de verschillende meetomstan-
digheden. We concludeerden dat misschien meer factoren invloed hebben op het
gedrag van doping-atomen en/of de atomaire corrugatie.
De scanning tunneling spectroscopie (STS)-metingen die we rondom doping-
atomen hebben gedaan, lieten een versterking zien van de kenmerken die we zagen
in spectra gemeten op schone stukken. We associeerden de kenmerken bij negatie-
ve preparaat-spanningen met gelokaliseerde toestanden aan het uiteinde van de tip,
maar we konden niet zonder twijfel aantonen of deze gelokaliseerde toestanden of
de tip-geı¨nduceerde quantum dot deze kenmerken veroorzaken of dat we zelfs bei-
de effecten hebben waargenomen. Dit liet zien dat een erg stabiele tip belangrijk is
voor het verkrijgen van reproduceerbare spectroscopie-resultaten. Tenslotte hebben
we wel duidelijke Friedel-oscillaties rondom zuurstof-adsorbaten gezien en we zagen
ook een oscillerend gedrag in plaatjes van de gevulde toestanden, wat weer het ge-
volg is van twee met elkaar wedijverende tunnelbijdragen. We zagen echter ook een
oscillerend gedrag bij positieve preparaat-spanningen, dat nog nooit eerder is gezien
en dat een asymmetrische verschijningsvorm vertoonde. De oorsprong van dit gedrag
is nog steeds onduidelijk.
De resultaten van het p-type InP zijn besproken in hoofdstuk 5. We hebben
geen Friedel-oscillaties gezien, hoewel de doping-geı¨nduceerde gaten omgeven wer-
den door niet-centro-symmetrische maxima bij grote positieve preparaat-spanningen,
maar we zagen verder geen oscillerend gedrag. Met het verschuiven van het Fermi-
niveau van de tip naar de onderkant van de geleidingsband zagen we dat de gaten in
driehoekige verhogingen veranderden. Net als bij het n-type materiaal is dit het ge-
volg van twee met elkaar wedijverende tunnelbijdragen, maar de precieze oorsprong
van het driehoekige contrast staat nog steeds ter discussie.
De situatie van twee met elkaar wedijverende tunnelbijdragen komt ook voor bij
n- en p-type InAs, besproken in hoofdstuk 6. Dit veroorzaakt een vergelijkbare ver-
andering in het contrast van doping-atomen als functie van de preparaat-spanning
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zoals waargenomen voor InP. Bovendien resulteerde het afbeelden van de acceptor-
toestand voor p-type InAs weer in niet-cirkelvormige structuren, maar in dit geval
verschenen de doping-atomen als rechthoekige structuren. We schreven dit toe aan
een verschillende anisotropie van de acceptor-toestand of de interactie van deze toe-
stand met bulk-toestanden in vergelijking met p-type GaAs en InP. We hebben ook
rechte en schone stappen gezien aan het p-type InAs(110)-oppervlak, die een tri-
merisatie van de extra losse bindingen aan de staprand vertoonden. De ruimtelijke
STS-metingen rondom deze stapranden toonden het bestaan van gebonden toestan-
den dichtbij de stapranden aan.
Tot slot, terugkomend op het doel van dit proefschrift, hebben we inderdaad een
bredere kijk op het gebied van III-V-halfgeleiders verkregen door het werk dat aan
GaAs verricht is, uit te breiden naar InP en InAs, waarbij we vooral gekeken hebben
naar onderwerpen die nog niet veel aandacht hebben gehad voor InP en InAs. De rode
draad bleek te zijn de delicate balans tussen met elkaar wedijverende tunnelbijdragen,
die vaak aanwezig zijn wanneer III-V-materialen met een STM worden gemeten. De
preparaat-spanning bepaalt welke bijdrage dominant is en dit wordt weerspiegeld in
de verschijningsvorm van de doping-atomen. Andere factoren zoals de dopingcon-
centratie, het materiaal, de tip en de temperatuur hebben echter ook invloed, wat het
gedrag van doping-atomen in sommige gevallen tot een heel subtiel effect maakt. Dit
alles kon veel van de verschijnselen die beschreven zijn in de literatuur, verklaren
alsmede nieuwe kwesties die we tegenkwamen.
Wat betreft de openstaande kwesties hebben onze experimenten meer informatie
opgeleverd omtrent deze kwesties, maar ze zijn niet duidelijk opgelost. Het meest
treffende voorbeeld is de anisotropie die gerelateerd is aan de acceptor-toestanden
in p-type materiaal, wat weerspiegeld wordt in de verschijningsvorm van doping-
atomen. De precieze oorsprong van de niet-cirkelvormige symmetrie is nog niet
helemaal duidelijk op dit moment, vooral gezien de waarneming van een nieuwe
verschijningsvorm (rechthoekig) bovenop de al eerder waargenomen driehoekige en
kruisachtige vormen. Dit toont aan dat er nog altijd meer werk nodig is.
Bovendien hebben we ook gezien dat een stabiele tip erg belangrijk is in STM-
metingen, vooral in spectroscopie-metingen. Omdat we onze tips in de lucht moesten
prepareren, zou dit kunnen resulteren in iets minder stabiele tips vergeleken met tips
die in een ultrahoog vacuu¨m (UHV)-omgeving zijn geprepareerd. Dit wijst erop dat
de manier waarop tips in lucht geprepareerd worden, verbeterd moet worden om dit
te boven te komen. Dit kan bijvoorbeeld worden gedaan door de PtIr-draad te etsen
in plaats van te knippen, maar dit is lastig en het moet nog maar blijken of zulke tips
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betere resultaten opleveren.
Tot besluit geloven we dat het werk dat in dit proefschrift beschreven is, als een
basis kan dienen voor verder werk dat uitgevoerd dient te worden om de overblijvende
openstaande kwesties op te helderen.
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