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Abstract
In the present work, we give some new results for block minimal residual methods when applied to multiple linear systems.
Using the Schur complement, we develop new expressions for the approximation obtained, for the corresponding residual and for
the Frobenius residual norm. These results could be used to derive new convergence properties for the block minimal residual
methods.
c© 2006 Elsevier Ltd. All rights reserved.
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1. Introduction
We consider the multiple linear system
A X = B (1.1)
where A is an n × n real and large matrix, B and X are n × s rectangular matrices with s  n. For small matrices
A, the problem (1.1) can be solved using direct methods by computing the LU decomposition of the matrix A. For
large problems, many iterative methods have been proposed in the last few years. Among them are the block Krylov
subspace methods such as the block Arnoldi and the block GMRES methods [14,17,19]. In the present work we are
interested in block minimal residual methods that include the block GMRES. Here, we exploit just the structure of
the block Krylov matrix and we ignore the algorithm that implements the method. Using some properties of the Schur
complement, we give new expressions for the approximate solution and the corresponding residual. These results will
be used to derive new convergence properties for block minimal residual methods without referring to any algorithm.
The case s = 1 has been treated by many authors in recent years; see [11,15,16] and the references therein. Our aim
is to generalize some of these results to the block case and this will be done partially in this work.
Notation: The vector vec(X) denotes the vector of Rns obtained by stacking the columns of the n × s matrix
X , det(Z) is the determinant of the square matrix Z and tr(Z) denotes the trace of Z . For any matrices X and
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Y of dimensions n × p and q × l respectively, the Kronecker product X ⊗ Y is the nq × pl matrix defined by
X ⊗ Y = [Xi, j Y ]. Finally, the notation C ≥ D means that the matrix C − D is positive semidefinite where C and D
are symmetric matrices of the same dimension.
2. Some Schur complement and Kronecker product identities
We first recall the definition of Schur complements [18] and give some of their properties.
Definition 1. Let M be a matrix partitioned into four blocks:
M =
[
A B
C D
]
,
where the submatrix D is assumed to be square and nonsingular. The Schur complement of D in M , denoted by
(M/D), is defined by
(M/D) = A − B D−1C.
If D is not a square matrix then a pseudo-Schur complement of D in M can still be defined [3,6,10]. Generalizations
and properties of the Schur complements are found in [1,2,4,5,7–9,12,13].
Proposition 1. Let us assume that the submatrix D is nonsingular; then([
A B
C D
]/
D
)
=
([
D C
B A
]/
D
)
=
([
B A
D C
]/
D
)
=
([
C D
A B
]/
D
)
.
If E is a matrix such that the product E A is well defined, then([
E A E B
C D
]/
D
)
= E
([
A B
C D
]/
D
)
.
The proofs of these propositions are easily derived from the definition of the Schur complement.
The following propositions give expressions for the inverse of the matrix M and the trace of the Schur complement
(M/D).
Proposition 2 ([21, p. 165]). If the matrices M and D are square and nonsingular, then
M−1 =
[
(M/D)−1 −(M/D)−1 B D−1
−D−1C(M/D)−1 D−1 + D−1C(M/D)−1 B D−1
]
.
Proposition 3. Assume that M ∈ Rn×n and that D is a nonsingular matrix in Rm×m. Then
tr(M/D) =
([
tr(A) (vec(BT))T
vec(C) In−m ⊗ D
]/
In−m ⊗ D
)
= det
[
tr(A) (vec(BT))T
vec(C) In−m ⊗ D
]/
det(In−m ⊗ D).
Proof. The result of this proposition is directly obtained by using the fact that if A ∈ Rn×m , B ∈ Rm×p and C ∈ Rp,n ,
then
tr (ABC) = vec(AT)T(In ⊗ B)vec(C) = vec(C)T(In ⊗ BT)vec(AT).
So we have
tr((M/D)) = tr(A − B D−1C) = tr(A) − vec(BT)T(In−m ⊗ D)−1vec (C)
=
([
tr(A) vec (BT)T
vec(C) In−m ⊗ D
]/
In−m ⊗ D
)
=
det
([
tr(A) vec(BT)T
vec(C) In−m ⊗ D
])
det(In−m ⊗ D) . 
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3. Block minimal residual methods
Let V be an n × s rectangular matrix and consider the block Krylov subspace
Kk(A, V ) = span{V , A V , . . . , Ak−1 V }
generated by the columns of the matrices V , AV , . . . , Ak−1V . Note thatKk(A, V ) is a subspace of Rn corresponding
to the sum of the s simple Krylov subspaces K j (A, v j ) where v j , j = 1, . . . , s, is the j th column of the matrix V .
If the columns of an n × s matrix Z are in Kk(A, V ), then Z is a linear function of the matrix V :
Z =
k∑
i=1
Ai−1Vαi
where αi ∈ Rs×s . We denote this linear operator as
Z = Qk(A) ◦ V
whereQk is the matrix-valued polynomial defined by
Qk(t) =
k∑
i=1
t i−1αi , t ∈ R.
Let X0 be a given n × s matrix and let R0 = B − AX0 be the corresponding residual. A block minimal residual
(Bl-MR) method for solving (1.1) generates, at step k, the approximation X M Rk such that
X M Rk − X0 = Zk ∈ Kk(A, R0) (3.1)
and
RM Rk,i ⊥ AKk(A, R0); i = 1, . . . , s (3.2)
where RM Rk,i is the i -th column of the residual R
M R
k = B − AX M Rk .
Let Vk be the block Krylov matrix defined by Vk = [R0, AR0, . . . , Ak−1 R0] and set Wk = A Vk . Then the relation
(3.1) is equivalent to
X M Rk = X0 + Vk Ωk (3.3)
where Ωk = [ω1, ω1, . . . , ωk]T with ωi ∈ Rs×s . The orthogonality relation (3.2) implies
(WTk Wk)Ωk =WTk R0. (3.4)
Note that as each column of the residual matrix RM Rk is obtained by projecting orthogonally the corresponding column
of R0 onto the block Krylov subspace AKk(A, R0), we are dealing with a minimization problem and then
‖RM Rk ‖F = minZ∈Kk(A,R0) ‖R0 − AZ‖F .
Let Pk be the matrix-valued polynomial Pk(t) = Is −∑ki=1 t iωi ; then using (3.4) the residual Rk is given as
Rk = R0 −
k∑
i=1
Ai R0ωi
= Pk(A) ◦ R0.
Assuming that the matrixWTk Wk is nonsingular and using (3.4), the matrix polynomial Pk(t) is expressed as
Pk(t) = Is − [t Is t2 Is . . . tk Is ] (WTk Wk)−1WTk R0. (3.5)
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Let us introduce the following block matrix:
Mk(t) =
⎛
⎝ Is | t Is . . . t
k Is
−− | −− −− −−
WTk R0 | WTk Wk
⎞
⎠ . (3.6)
Then from (3.5) and (3.6), the matrix-valued polynomial Pk can be expressed as the following Schur complement:
Pk(t) = (Mk(t)/WTk Wk).
The next result gives the approximate solution X M Rk and the residual RM Rk as Schur complements.
Theorem 1. Let X M Rk be the approximation obtained, at step k, by applying a block MR method to (1.1) and let Rk
be the corresponding residual. If the matrixWTk Wk is nonsingular, then
X M Rk =
([ −X0 Vk
WTk R0 WTkWk
]/
WTk Wk
)
(3.7)
and
RM Rk =
([
R0 Wk
WTk R0 WTkWk
]/
WTk Wk
)
. (3.8)
Proof. The results are directly derived from the relations (3.2)–(3.4). 
Theorem 2. Let RM Rk be the residual obtained, at step k, by applying a block MR method to (1.1). If the matrix
WTk Wk is nonsingular, then
(RM Rk )
T RM Rk = (VTk+1 Vk+1 /WTk Wk). (3.9)
Proof. Invoking the orthogonality relation (3.2), we obtain
(RM Rk )
T RM Rk = RT0 RM Rk .
Then using (3.8) and Proposition 1, it follows that
(RM Rk )
T RM Rk =
([
RT0 R0 R
T
0Wk
WTk R0 WTk Wk
]/
WTk Wk
)
.
Now, as Vk = [R0 Wk], we get
(RM Rk )
T RM Rk =
([
RT0Vk+1
WTk Vk+1
]/
WTk Wk
)
=
(
VTk+1 Vk+1
/
WTk Wk
)
. 
We can state now the following result which generalizes an important result for MR methods when applied to a linear
system with a single right-hand side (see [11,16]).
Theorem 3. Assume that at step k the matrices WTk Wk and VTk+1Vk+1 are nonsingular; then the residual RM Rk
satisfies the following relation:
(RM Rk )
T RM Rk = (ET1 (VTk+1Vk+1)−1 E1)−1, (3.10)
where E1 denotes the first s columns of the identity matrix I(k+1)s .
Proof. The matrix Vk+1 can be decomposed as Vk+1 = [R0, Wk]. Then
VTk+1Vk+1 =
[
RT0 R0 R
T
0Wk
WTk R0 WTk Wk
]
.
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Since the matrices VTk+1Vk+1 and WTkWk are nonsingular, the Schur complement (VTk+1Vk+1/WTk Wk) is also
nonsingular. Therefore, using Proposition 2, it follows that
ET1 (VTk+1Vk+1)−1 E1 =
(
VTk+1Vk+1
/
WTkWk
)−1
. 
Using the Kantorovich inequality [20], we obtain the next result:
Theorem 4. At step k, the residual RM Rk satisfies the following relation:
2χ(Vk+1)
1 + χ(Vk+1)2 ≤
‖RM Rk ‖F
‖R0‖F ≤ 1,
where χ(Vk+1) is the condition number of the matrix Vk+1.
Proof. The initial residual R0 can be written as R0 = Vk+1 E1 where E1 denotes the first s columns of the identity
matrix I(k+1)s . Then RT0 R0 = ET1 VTk+1Vk+1 E1. Therefore, using the Kantorovich inequality in the matrix case [20],
we obtain
RT0 R0 ≥ (ET1 (VTk+1Vk+1)−1 E1)−1 ≥
(
2χ(Vk+1)
1 + χ(Vk+1)2
)2
RT0 R0. (3.11)
Then, using the result of Theorem 3 and the relation (3.11), we get
RT0 R0 ≥ (RM Rk )T RM Rk ≥
(
2χ(Vk+1)
1 + χ(Vk+1)2
)2
RT0 R0. (3.12)
Applying the trace function on each side of (3.12), we get
‖R0‖F ≥ ‖RM Rk ‖F ≥
2χ(Vk+1)
1 + χ(Vk+1)2 ‖R0‖F . 
The result of the preceding theorem shows that there is no convergence as long as the block Krylov matrix Vk+1 is
well conditioned.
Next, we give an expression for the Frobenius norm for the residual RM Rk . As for the case s = 1 [11,16], this new
expression could be used to obtain convergence results for block minimal residual methods.
Theorem 5. Assume that at step k the matrixWTkWk is nonsingular; then we have
‖RM Rk ‖2F =
det
([ ‖R0‖2F vec (WTk R0)T
vec (WTk R0) Is ⊗WTkWk
])
det(WTkWk)s
. (3.13)
Proof. From the relation (3.8), we obtain
(RM Rk )
T RM Rk = (R0 −Wk(WTkWk)−1WTk R0)T RM Rk .
Therefore, using the orthogonality relation (3.2), we get
(RM Rk )
T RM Rk = RT0 RM Rk
= RT0 R0 − RT0Wk(WTk Wk)−1WTk R0.
This shows that the matrix (RM Rk )
T RM Rk can be expressed as the following Schur complement:
(RM Rk )
T RM Rk =
([
RT0 R0 R
T
0Wk
WTk R0 WTk Wk
]/
WTkWk
)
. (3.14)
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Now, applying Proposition 3 to (3.14), it follows that
‖RM Rk ‖2F =
det
([ ‖R0‖2F vec(WTk R0)T
vec(WTk R0) Is ⊗WTk Wk
])
det(Is ⊗WTkWk)
=
det
([ ‖R0‖2F vec(WTk R0)T
vec(WTk R0) Is ⊗WTk Wk
])
det(WTkWk)s
,
which shows the result. 
4. Conclusion
In this work, we presented some results for block minimal residual methods when applied to multiple linear
systems. These results will be used to develop convergence properties similar to those obtained recently for the case
s = 1. This is the subject of a forthcoming paper.
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