Abstract. We discuss approaches to computing in the Shafarevich-Tate group of Jacobians of higher genus curves, with an emphasis on the theory and practice of visualisation. Especially for hyperelliptic curves, this often enables the computation of ranks of Jacobians, even when the 2-Selmer bound does not bound the rank sharply. This was previously only possible for a few special cases. For curves of genus 2, we also demonstrate a connection with degree 4 del Pezzo surfaces, and show how the Brauer-Manin obstruction on these surfaces can be used to compute members of the Shafarevich-Tate group of Jacobians. We derive an explicit parametrised infinite family of genus 2 curves whose Jacobians have nontrivial members of the Sharevich-Tate group. Finally we prove that under certain conditions, the visualisation dimension for order 2 cocycles of Jacobians of certain genus 2 curves is 4 rather than the general bound of 32.
Introduction
In this article, we concern ourselves with the problem of determining the free rank of the Mordell-Weil group J(K) of an Abelian variety J over a number field K. There are two main methods available for this problem (1) Analytic methods. When K = Q and dim J = 1 then J is known to be modular. Furthermore, if the analytic rank of J(Q) is at most 1 then, due to work of Kolyvagin, Gross and Zagier (see [15] , [16] , [19] ), the Birch and Swinnerton-Dyer conjecture (BSD) is known to hold and therefore rk J(Q) can be read off from the L-series associated to J. If the analytic rank of J(Q) is greater than 1, BSD still predicts that rk J(Q) should be computable via this analytic route. For dim J > 1 or K = Q, the Abelian variety J is not necessarily modular. When it is, however, one can get some information conditional on BSD, see [1] .
While analogues of BSD can still be conjectured to hold for non-modular Abelian varieties, we are far from making such analytic methods unconditional. (2) Descent methods. Let m ∈ Z >1 . Apart from torsion, rk J(K) can be read off from #J(K)/mJ(K). The group J(K)/mJ(K) can be approximated by a local (or adelic) analogue, the Selmer group S (m) (J/K), which is effectively computable. Since #J(K)/mJ(K) ≤ #S (m) (J/K), the Selmer group can provide an upper bound on rk J(K).
Due to failures of the local-to-global principle, the bounds obtained from Selmer groups need not be sharp. The Shafarevich-Tate group of J over K measures this failure and the standard exact sequence
gives the relation between the Selmer group and J(K)/mJ(K). If δ ∈ S (m) (J/K) does come from an element in J(K)/mJ(K), one can show this by exhibiting a point P ∈ J(K) that maps to δ. Since such a point is of finite height, one can find it in finite time.
The converse is harder to decide. Suppose that δ ∈ S (m) (J/K) represents a suspected non-trivial element in X(J/K) [m] . Since we do not have an upper bound on the smallest height of a possible point P ∈ J(K) that maps to δ, a failure to find such a point does not prove that δ is not in the image of J(K).
Several methods are available to refine the bounds on #J(K)/mJ(K) and thus possibly decide if δ ∈ S (m) (J/K) represents a non-trivial element in X(J/K).
(1) Different descents. Choose n distinct from m (say coprime), and compute S (n) (J/K). If X(J/K)[n] is trivial, then the ensuing bound on J(K)/nJ(K) will be sharp. This will then give an upper bound on rk J(K) that is lower than the previous one, and show that X(J/K)[m] is nontrivial. If one can find points in J(K) that generate the image in S (m) (J/K) then one can show that δ is not in it and therefore represents a non-trivial element of X(J/K)[m] (see [22] ).
One problem is that, while in principle Selmer groups are effectively computable, in practice it is very computationally intensive. For general elliptic curves only m = 2, 3 are feasible. Another problem is that it is only conjectured that X(J/K) is finite. In principle it could have torsion of all orders.
The computational complexity can be alleviated in special cases, using isogeny-Selmer groups. For example, following [26] , [28] , the (1 − ζ 5 )-Selmer group shows that the Mordell-Weil group of the Jacobian J of Y 2 = X 5 −13 has rank 0, where ζ 5 is a primitive fifth root of unity. On the other hand, using the techniques in [27] , the 2-Selmer bound on the rank is 2, proving the existence of a nontrivial member of X(J/Q) [2] . . The same computational restrictions as for the method above apply. However, for elliptic curves over number fields, 4-descent (or second descent) is practically feasible (see [8] , [20] , [29] ). if the degree of the isogeny is not coprime to m. Therefore, the bounds on rk J(K) from S (m) (J/K) and S (m) (J /K) may well be distinct. Since
Abelian varieties generally have very few isogenies apart from the multiplication maps, which yield no useful information in this setting, this method is rather limited in its applicability. For elliptic curves, it is fairly easy to obtain these isogenies. For more general Abelian varieties, say Jacobians of curves, not all isogenous Abelian varieties will again be Jacobians of curves. That can make computations rather complicated. For hyperelliptic curves of genus 2, there are Richelot isogenies. In particular, for a curve
the Jacobian of C is isogenous to the Jacobian of
where ∆ = det(g ij ). See [6] for a description of this isogeny. If one performs a complete 2-descent on both Jac(C) and Jac(D) then one can sometimes demonstrate a nontrivial member of X(Jac(C)/Q). For example, consider the curve C :
. The 2-Selmer group bounds the rank of Jac(C)(Q) by 4, whereas the same computation on the Richelot-isogenous Jacobian of the curve D : Y 2 = X(X 2 + X − 4)(X 2 − X + 45) bounds the rank by 0, proving that X(Jac(C)/Q) [2] has order 16 (see also [14] for other examples of X(Jac(C)/Q) [2] killed by isogenies, and [23] , §6, for a Selmer group computation using isogenies). (4) Visualisation. Since Abelian varieties in general have very few isogenies, the idea above has only very limited applicability. However, given an Abelian variety J, we can construct another Abelian variety B such that the product J × B does have a non-trivial isogenous Abelian variety A. The relevant groups for product varieties are easily expressed in terms of the factors:
It follows that rk A(K) = rk J(K) + rk B(K). By comparing S (m) (A/K) and S (m) (J × B/K) one may be able to conclude that X(J × B/K)[m] is non-trivial and a further analysis may allow the conclusion that X(J/K)[m] is non-trivial.
For applications of these methods to modular abelian varieties, see [1] , [2] and [13] . For applications to elliptic curves over number fields, see [7] , [14] . (5) Annihilation by base field extension. This is really just a special case of Method 4, where A is taken to be the Weil restriction of scalars of J with respect to a suitable extension L of K in the following way. Let
. As we will see in Section 2, we have X(J/K) ⊂ H 1 (K, J). We take L to be an extension such that the restriction of δ from Gal(K/K) to Gal(K/L) is trivial. See [7] for a full account of the situation where m = 2 and dim J = 1. Remark 1. The term visualisation under method 4 originates from Mazur and refers to the fact that the homogeneous spaces represented by the relevant elements of S (m) (J/K) occur as fibres of the map A → B. This description of the homogeneous spaces is considered so explicit that the homogeneous space is visualised. Given an short exact sequence of Abelian varieties
It is straightforward to check that for δ ∈ S (m) (J/K), one can only expect to prove that the class δ of δ in X(J/K) is non-trivial via comparison with
If that is the case, by abuse of terminology we will say that δ is visualised in A.
In this article we will be concerned with extending explicit versions of the methods 4 and 5 to Jacobians of hyperelliptic curves. In Section 4 we develop some general tools to extract information on visualised elements of X(J/K) [m] . Proposition 6 gives the most powerful relation between S (m) (J/K) and S (m) (A/K). Independently of visualisation methods, in Sections 5 and 6 we show that if C is a curve of genus 2 with a rational Weierstrass point then δ ∈ H 1 (K, J [2] ) has a degree 4 del Pezzo surface V δ related to it. If δ ∈ S (2) (J/K) and V δ has no rational points then δ represents a non-trivial element of X(J/K) [2] . We can use the Brauer-Manin obstruction on del Pezzo surfaces of degree 4 to infer information about X(Jac(C)/K) [2] for curves C of genus 2. In fact, in Section 6 we shall find the following explicit infinite family.
, and let J ,λ be the Jacobian of C ,λ . There exists a nontrivial member of X(J −2k,− 13 8 /Q) [2] for any k of the form
is absolutely simple.
There are also infinite families of nontrivial X(J/Q) [2] in [10] and [21] , but the nature of our examples (being a familiy of twists) and the method of proof (using the Brauer-Manin obstruction on degree 4 del Pezzo surfaces) is quite different.
In Section 7 we study the applicability of Method 5 to Jacobians J of hyperelliptic curves C of genus d with a rational Weierstrass point.
As a consequence, we recover a proof of [2, Proposition 2.3] that any element of
) can be visualised in an Abelian variety of dimension at most d2 2d . In fact, we prove the small improvement that if δ ∈ S (2) (J/K) and C has at least dim J rational Weierstrass points then it can be visualised in an Abelian variety of dimension at most d2 2d−1 . Finally, in Section 8, we consider visualising varieties that are Jacobians of hyperelliptic curves, obtained via a fibre product construction. We prove Proposition 3. Let C 1 : y 2 = f (x) be a curve of genus 2 over a number field K, with a rational Weierstrass point at x = ∞ and let J = Jac(C 1 ). Let δ ∈ H 1 (K, J [2] ) be such that V δ has a rational point. Then δ can be visualised in the Jacobian of a genus 4 hyperelliptic curve.
Conditional on the conjecture that the Brauer-Manin obstruction is the only obstruction for del Pezzo surfaces having rational points, it would follow that one can either show that δ represents a non-trivial element in H 1 (K, J) by local methods or the Brauer-Manin obstruction on V δ , or δ can be visualised in an Abelian variety of dimension 4. This is better than than the general bound of 32 on the visualisation dimension.
Review of Selmer Groups
Let K be a number field and let J be an abelian variety over K of dimension g. The Mordell-Weil theorem asserts that J(K) is a finitely generated abelian group:
Furthermore, the finite subgroup J(K) tor , consisting of the rational points of finite order, is in theory effectively computable and is quite easily determined in many practical cases. Therefore, from the basic observation that:
it is clear that the free rank r of J(K) can be read off from J(K)/mJ(K). The latter has a cohomological interpretation in terms of galois cohomology, via the standard exact sequence
Therefore, if we can determine Ker(
, we can compute the free rank r of J(K). Unfortunately, there is no known algorithm to compute this kernel. We can, however, approximate it everywhere locally. Let p be a prime (finite or infinite) of K and consider the restriction map H 1 (K, J) → H 1 (K p , J). Taking the product over all possible primes p, we can define the m-Selmer group of J over K as
This group is finite, effectively computable and J(K)/mJ(K) → S (m) (J/K). Therefore, we can effectively compute an upper bound for r.
The obstruction for this bound to equal the actual rank is contained in the K-cocycles that restrict to trivial ones at all primes p. This is defined to be the Shafarevich-Tate group of J over K:
The m-torsion of this group is easily seen to be the exact obstruction. We have the exact sequence
Isogenies and Selmer groups
Let J be an abelian variety over a number field K and let φ : J → A be an isogeny, defined over K. Letφ : A → J be an isogeny such that φ •φ = (mn)|A andφ • φ = (mn)|J. If J and A are principally polarised then one can takeφ to be the isogeny dual to φ. Otherwise, one has to compose with the appropriate polarisations.
It is easy to see that if J and A are isogenous abelian varieties, then rk J(K) = rk A(K). The same does not hold for Selmer-groups. In fact, the maps φ,φ also induce the commutative diagram
which suggests one may well have that 
One can show that
It follows that rk J(Q) = rk A(Q) = 0 and that
Abelian product varieties
As we have seen in the previous section, one way to exhibit non-trivial elements of X(J/K) is by comparing information obtained from isogenous abelian varieties. This is a rather limited strategy, since in general, abelian varieties have no nontrivial isogenies defined over the base field. One can interpret the phenomenon that Cremona and Mazur (see [13] ) labelled as visualisation as a generalisation of the construction discussed in Section 3, where one no longer requires the maps to be isogenies. Therefore, consider we have abelian varieties J and A, such that we have two morphisms
We will assume that n is coprime to m. In most applications, m will be prime (in fact, m will be 2). We will also assume that p * is injective.
These maps link the m-descent sequences of J and A:
{ { w w w w w w w w w
We consider the subgroup
Remark 5. In the situation where n = e = 1 and J and B are both Abelian subvarieties of A and J × B is isogenous to A, we have that G represents exactly the visible part of H 1 (K, J), as defined in Remark 1. If we write q * : A → B for the relevant projection onto B, we have that an element δ ∈ Vis K (J → A), interpreted as a principal homogeneous space of J, is isomorphic to q −1 * (b). In fact our goal will be to minimize references to B and express all relevant data in terms of J and A.
The general idea is that rk A(K) ≥ rk B(K) + rk J(K). Thus, a lower bound on rk B(K) together with an upper bound on rk A(K) yields an upper bound on rk J(K). In the following propositions we make this relation a little more precise. When e = 1 there is a very close relation between G ∩ µ J (J(K)) and µ A (A(K)). We get a very satisfying result: Proposition 6. With the notation as above and with e = 1, we have
It follows that mp * (a) = mnj and hence that nj ∈ p * (a)+J[m](K). The statement follows by applying µ J and by noting that multiplication by n is an invertible operation on
One can use this proposition in the following way. Suppose one suspects that
If not, then Proposition 6 guarantees that δ / ∈ µ J (J(K)). See Example 19 for an application.
When e > 1, control is less complete. The assumptions in the following theorem are often met in practice. It is also possible to get similar results for other conditions.
Proposition 7. With the notation above and with the assumption that
Proof. First note that p * (J(K)) gives rise to a subgroup with µ A (p
In order to get a cleaner statement, we make some further assumptions that often apply.
Corollary 8. With the notation above, suppose that p
Proof. Of course, the corollary follows by specialising Proposition 7. We give an independent proof as well. Using that
From the definition of G it follows that p * G ⊂ µ A (B(K)). The corollary follows by observing that µ A (A(K)) ⊂ S (m) (A/K).
Remark 9. The main feature of the corollary above is that it is not the entire group S (m) (A/K) which appears, but only the part that is mapped onto G by p * . Should A(K) be unexpectedly larger, or should X(A/K)[m] be non-trivial, but represented by elements not in p −1 * (G), then the bounds obtained from the corollary are indeed stronger than what could be obtained from a mere rank bound comparison between A, B and J.
In order to use the corollary one needs information on G. Trivial bounds one can use are
. By exhibiting points in B(K), one can improve these bounds. Points might be there by construction or one can search for them. See Example 17 for an application of Corollary 8.
2-Selmer groups of hyperelliptic Jacobians
In order to apply the results of Section 4 to Jacobians of hyperelliptic curves, we need a detailed description of their Selmer-groups. We limit our study to curves with a model
is a square-free polynomial. We allow d = 1 as well, so our results apply to elliptic curves and hyperelliptic curves with a rational Weierstraß point.
1
We write J = Jac(C). Note that a non-zero element D ∈ J(K) can be represented by polynomials
Then
) A /A * 2 and the connecting homomorphism can be given as
Note that {1, θ, . . . , θ 2d } is a basis of A as a K-vector space. If δ = δ i θ i ∈ A represents an element in µ(J(K)), then there exists a monic g ∈ K[x] of degree ≤ d and u 0 , . . . , u 2d ∈ K such that
and such that there is an h(x) ∈ K[x] for which
Remark 10. Our goal is to develop methods that allow us to decide whether δ ∈ S (2) (J/K) lies in µ(J(K)). Since we assume that J(K) tor is easy to determine, only the class of δ in S (2) (J/K)/µ(J(K) tor ) is important. In particular, we can multiply δ by elements from J[2](K) if we want. This allows us to ensure that gcd(g, f ) = 1.
Furthermore, if δ / ∈ µ(J(K) tor ) then δ can only be in µ(J(K)) if rk J(K) > 0. This implies that there are infinitely many points D ∈ J(K) such that µ(D) = δ and not all of them will meet the closed condition deg(g) < d. Therefore, we may as well assume that deg(g) = d. 1 The advantage being that with a rational Weierstrasß point, a nice description of
is readily available. Without it, the analogous construction only yields a quotient of H 1 (J, J [2] . See [27] .
From the discussion above it follows that if δ ∈ µ(J(K)) then we can find a rational point on the projective variety
In order to capture the other conditions, we introduce some notation. We write
and β for the image of
). Using the relation g(β) = 0, we define the rational functions F δ,i ∈ K(u) by
Similarly, we expand
The remaining conditions on the leading coefficient of g and the fact that g should define a locus on the x-line that splits when pulled back to C can now be expressed as
Since we divided by the leading coefficient Q δ,d (u) to obtain g(x), it would seem we need an additional condition on its square class to ensure that a rational point on T δ leads to a divisor D ∈ J(K) with µ(D) = δ. In fact, this condition is already implied:
Proof. First note that if Q δ,d (u) = 0 then z = 0 works. However, in that case we would have bigger trouble elsewhere. We assume the conditions of Remark 10. Note that
and, since δ has square norm, it follows that
On the other hand, we have
Since the equations for T δ imply that f (β) is a square in K[β], we see that
The lemma follows.
It is clear that if D ∈ J(K) with µ(D) = δ satisfying the conditions of Remark 10 then there is a rational point on T δ corresponding to D. Conversely, we can write down g ∈ K(u)[x] and h ∈ K(u, y) [x] such that a rational point on T δ corresponds to a rational divisor given by g, h, provided that Q δ,d (u) = 0 and that g is coprime to f . Since the latter are open conditions and the construction of T δ is functorial, one can conclude that T δ is birational to the homogeneous space corresponding to the class of δ in H 1 (K, J) [2] , if T δ is indeed irreducible. We illustrate the construction in the case of elliptic curves and genus 2 curves.
Example 12. If d = 1 we recover the traditional construction of homogeneous spaces for full 2-descent.
We find
and, homogenizing the equations,
We conclude that T δ can be described as the fibre product T δ = J × P 1 V δ . If δ ∈ S (2) (J/K) then T δ has points everywhere locally and therefore V δ has points everywhere locally as well. Together with Hasse-Minkowski, this implies that V δ is isomorphic to P 1 over K. Subsituting a parametrization of V δ into T δ realizes T δ as the familiar v 2 = quartic in u.
Example 13. For d = 2 the configuration is slightly more complicated. We write J = Jac(C) and K = J/ −1 for the associated Kummer surface. We write
for the hyperelliptic involution on C. A model of the Jacobian J can be obtained by blowing down an exceptional line on Sym 2 (C), the symmetric square of C. We have the following diagram.
The line that is blown down is the image of the antisymmetric embedding
Since the images of the symmetric and the antisymmetric embedding of C coincide in P 2 , we see that the induced map K → P 2 is only a rational map, because the image of the blown down component is indeterminate. Representing elements of J by divisors of the form
taken with the right kind of multiplicities, coordinates on P 2 can be taken to be (g 0 : g 1 : g 2 ). We assume for now that g 2 = 1 (see Remark 10) and write β for a formal root of g. If g(x) indeed belongs to a point in J(K) then there are y 0 , y 1 ∈ K such that f (β) = (y 0 + βy 1 ) 2 .
Expanding this equation with respect to the K basis {1, β} and taking a resultant with respect to y 0 yields the equation 
therefore gives a double cover of P 2 , corresponding to K. In fact, this particular substitution yields a quartic equation in g 0 , g 1 , X that corresponds to the standard model of the associated Kummer surface.
Note that if two points [P 1 + Q 1 − 2∞] and [P 2 + Q 2 − 2∞] map to the same point on P 2 , then in fact we must have (up to relabelling)
. We see that the class of D ∈ J(K) in J(K)/2J(K) can already be read off from its image in P 2 . The variety
encodes that, with the map
Thus, in this situation, we also get, up to birationality,
Note however that V δ is a degree 4 del Pezzo surface and it is known that these do not necessarily satisfy the Hasse principle. That is to say, even if δ ∈ S (2) (J/K) and therefore T δ has points everywhere locally, it does not follow that V δ has a rational point (in which case it would be birational to P 2 over K). If V δ (K) = ∅, however, it does follow that δ / ∈ µ(J(K)). See Section 6 for an example of this. On can define an interesting intermediate object,
Rational points on K δ (outside some well-defined bad locus, see Remark 10) correspond to points D on some quadratic twist
6. Using the Brauer-Manin obstruction to exhibit X(J/K) [2] In this section we expand on the remark at the end of Example 13 that for Jacobians J of curves of genus 2, the variety V δ need not satisfy the Hasse principle. This gives us a way to show that µ(J(K)) = S (2) (J/K) that does not occur for elliptic curves, because there V δ does satisfy the Hasse principle.
The following result from [4] is an example of a degree 4 del Pezzo surface defined over Q, which violates the Hasse principle.
Lemma 14. The Hasse principle is violated by the degree 4 del Pezzo surface
For other examples, see [11] , [12] , [17] , [18] , [24] , all of which are due to the Brauer-Manin obstruction. We now backwards-construct a genus 2 curve C : Y 2 = F (X) and value of δ ∈ S (2) (Jac(C)/K) such that V δ is isomorphic to (8) . It is straightforward to check that C should admit a model of the form
where Q 3 , Q 4 are identified with the symmetric matrices representing the quadrics defining the surface in Lemma 14. We substitute x = 2tX+3t+1 2X−t−3 , t = −1 3+2λ and, remembering that C b,t is ramified at x = ∞, obtain a model:
, where e 1 = 2, e 2 = λ+2 λ+1 , e 3 = λ, e 4 = 3λ+4 2λ+3 . We find that
with the δ i ∈ Q. In this representation, we obtain
or, more explicitly,
If we now let the u i be as introduced in (5), and perform a linear change of variable to the w i defined by
u i e i j , for j = 2, 3, 4, then the existence of w i ∈ Q for which
is a prerequisite for δ ∈ im µ. On eliminating x 1 , x 2 , w 5 , one is left with the quadratic forms Q δ,3 , Q δ,4 of V δ in (7). On solving for these to be the same as (8) up to a linear change of variable, we obtain the following curves and value of δ.
, a curve of genus 2, and δ be given by
Let µ be as defined in (10) . Then δ ∈ im µ.
Proof First note that (2λ
into (12) and eliminating x 1 , x 2 , w 5 , one is left with the quadratic forms Q δ,3 , Q δ,4 of V δ in (7), expressed in terms of the variables w i of (11). On further performing the linear change of variable to the v i given by
these quadratic forms become (8) , which by Lemma 14 has no Q-rational point. Therefore V δ , and so T δ of (6), has no Q-rational point, giving that δ ∈ im µ.
Of course, the above result does not guarantee members of X(J/Q) [2] for all values of , λ. We are guaranteed that δ ∈ im µ and that V δ has points everywhere locally. This means that δ ∈ X(J/Q) [2] precisely when, for all primes p of bad reduction, at least one of the local solutions to V δ lifts to a local solution of T δ . This does not happen for = 1, λ = 1, when there are no members of X(J/Q) [2] , but it does happen for = −2, λ = −13/8. 
Proof We first show that δ ∈ S (2) (J −2,− 13 8 /Q), the 2-Selmer group, equivalent to T δ having points every locally. It is sufficient to check the primes of bad reduction p = 2, 5, 41, ∞. Rather than writing out the equations of T δ explicitly, a simpler approach is to check, for each p, that there exists a member of J −2,− 13 8 (Q p ) which maps under µ p to δ modulo local squares, where µ p is as defined in (10), except with Q replaced by Q p . Let , ς ∈ Q 2 be such that 2 = F −2,− /Q). Furthermore, we already know, from Lemma 15, that δ ∈ im µ, so that δ ∈ X(J −2,− 13 8 /Q) [2] , as required.
For curves of the form Y 2 = F ,λ (X) there is also the available alternative of trying to show the existence of members of X(J ,λ /Q) [2] using the Richelot isogeny (1),(2), when there might be a difference between the 2-Selmer bounds for C and D. For the above example δ can alternatively be shown to be a member of X(J −2,− (1), (2) 
. Note, however, that X persists when one uses the Richelot isogeny with
. It would be interesting to see the methods in [4] extended to degree 4 del Pezzos for which det(M + tN ) has an irreducible factor of degree > 2.
One nice consequence of our approach in Lemma 16, which has an advantage over case by case attempts via Richelot isogenies, is that we can find a parametrised family of curves Y 2 = F −2k,− 13 8 (X) all of which are guaranteed to contain a nontrivial member of X(J −2k,− 13 8 /Q) [2] , provided that k comes from a family for which the local properties of δ are not affected.
Proof of Proposition 2.
We already know, from Lemma 15, that δ = [1 − √ 2, −1, 5, 5] ∈ im µ for any k and, from Lemma 16, that δ ∈ S (2) (J −2k,− 13 8 /Q) when k = 1. It is therefore only necessary to choose k so that T δ of (6) continues to have solutions at 2, 5, 41, ∞, and at any new bad primes introduced by k. Since the map µ is only affected by translating some entries multiplicatively by k, the following conditions on k are sufficient.
2 , for p = 41 and any p = 2, 5 with v p (k) odd.
For any odd prime p with v p (k) odd, we clearly have r ∈ Z p and (2r 2 − 1) 2 + 1 ≡ 0 (mod p), which lifts to a solution in Z p of (2u 2 −1) 2 +1 = 0. Hence (v) is satisfied, as clearly is (iv), applying a similar argument to γ 2 + 1 ≡ 0 (mod p), where γ = 2r 2 − 1. Furthermore, k > 0, so that (i) is also satisfied. In order to ensure that (vi) is satisfied, it is equivalent (in view of (iv)) to force −5 ∈ (Q * p )
2 , for which it is sufficient that 10(r 2 − 1) is square, since then we would have 20r 2 (square) ≡ −1 (mod p), and could apply the same argument as before. The genus 0 curve, 10(r 2 −1) = square, can be parametrised as r = (1+10s 2 )/(1−10s 2 ). Substituting this into (15) So far, we have guaranteed that (i), (iv), (v), (vi) are always satisfied for any k in (16) and any s ∈ Q. Furthermore
4 modulo squares, where s = a/b, with a, b ∈ Z and gcd(a, b) = 1.
The right hand side of (17) is congruent to 1 both modulo 8 and modulo 5, giving (ii), (iii), provided that gcd(2, b) = gcd(5, b) = 1, that is, provided s ∈ Q ∩ Z 2 ∩ Z 5 . In order to obtain a family with an unrestricted parameter t ∈ Q, we can take s = 1/(t 5 − t + 1), which satisfies |s| 2 , |s| 5 ≤ 1 for any t ∈ Q. Substituting this into (16) gives the family (3), as required.
We finally note that J −2k,− 13 8 can be shown to have absolutely simple Jacobian, using the method in [25] (also described on p.158 of [9] ) at p = 13.
The family of Lemma 15 typically gives rise to absolutely simple examples of J ,λ (as in the example above), but there are the values λ = 1, −2, −7/5 where J ,λ is reducible. For example, a virtually identical argument shows that the family of reducible Jacobians J 2k,1 has δ ∈ X(J 2k,1 /Q) [2] for all k of the form (3).
The above family of examples used Lemma 14, which was the application in [4] of the Brauer-Manin obstruction to a specific degree 4 del Pezzo surface. The general method for applying the Brauer-Manin obstruction to any degree 4 del Pezzo surface is outlined in [3] .
Visualisation via Weil-restriction
We consider a curve C with its Jacobian J over a number field K of the type described in Section 5. Given a cocycle δ ∈ H 1 (K, J[2]), we construct an Abelian variety A of the type described in Section 4.
There is a finite extension L of K such that the restriction res
). In the language of Section 5, T δ (L) = ∅, and subject to Remark 10, we can assume that the rational point lies outside certain bad loci. We take A = L/K (J), the Weil restriction of J with respect to L/K (see [5, §7.6] ). Base extension gives us an injection p * : J → A and the norm map with respect to L/K gives a morphism
In practice, nearly all constructions of b and L guarantee that p * (b) = 0. In fact, in case p * (b) = 0 , we have constructed a non-trivial point on J, which may yield new information on J(K).
For the case of elliptic curves (Example 12), we get T δ as an intersection of two quadrics. Hence, any hyperplane section would yield points on T δ of degree at most 4. In fact, if δ ∈ S (2) (J/K) then due to the Hasse principle, T δ is a double cover of a P 1 , so we can always choose L to be a quadratic extension of K. This is extremely fortunate, because this allows us to apply Proposition 6 to obtain new information about whether δ ∈ µ(J(K)). See [7] for a detailed description of this approach.
Since for higher genus we do not have a proof that T δ has quadratic points, we avoid using that V δ P 1 and demonstrate how one can use Corollary 8 to infer extra information about rk J(K).
Example 17. The elliptic curve
has rank 0 over Q.
Proof. Of course, this statement can be proved by analytic methods (see [15] , [16] ) However, for the purpose of illustration, we will ignore this fact and use Weil restriction together with Corollary 8. Writing θ 3 − 7θ 2 − 1 = 0, we have that
Taking δ = θ 2 − 6θ − 7, we find
As announced, we ignore that T δ has many obvious quadratic points here and use a quartic extension, generated by α, given by α 4 − 3α 3 + α 2 + 4α + 2. It is clear that (α, 1) ∈ T δ (K). This leads to the rational point
Subject to the Generalised Riemann-Hypothesis, we find that
It is straightforward to verify that
What is more, by construction we have #p * G ≥ 2, where G is as defined in Section 4, just before Remark 5. Therefore, we already see that #E(Q)/2E(Q) ≤ 2 and hence that #X(E/Q)[2] ≥ 2. If we assume that X(E/Q) is always a square, then it follows that in fact rk E(Q) = 0. In fact we can prove this, because for δ = θ 2 − 7θ we find
This yields
It follows that p * (G) = S (2) (E/K) and thus that rk E(Q) = 0. Note that in order to get this result, we unfortunately had to search for the second point above; only the first point was there by construction. This problem does not arise when one can apply Proposition 6 (see [7] ).
The question arises whether we can bound the degree [L :
An answer is given by the proof of [2, Proposition 2.3]. It should not come as a surprise that our present setup, which is an explicit version of the construction used by Agashe and Stein [1] , allows us to give a simpler proof and, sometimes, a slight improvement.
Proposition 18. Let J, δ, T δ , V δ be as in Section 5. 
This has Galois group S d (S 2 ) d . Since we do not have to be able to distinguish the β i individually but only need to be able to tell their square roots apart, we can take a subfield corresponding to some cover of W considered as a quadric in P d . From δ ∈ S 2 (J/K) it follows that V δ and hence W are everywhere locally solvable. Since W satisfies the Hasse-principle, we see that W has rational points and therefore V δ has points of degree 2 d−1 .
Finally, we give an example to illustrate that, even though in the case d = 2 we cannot prove a degree 2 extension will always work, it may still sometimes work because K δ may have a rational point. Proof. It is straightforward to verify that S (2) (J/Q) = θ 2 + 9, θ/3 and that #J(Q) tor = 1. We first consider δ = θ 2 + 9. We find 3) or Q( √ −3), the variety T δ has a rational point as well. We choose L = Q( √ −3). We find S (2) (J/L) = θ 2 + 9, θ/3 . Therefore N L/K (S (2) (J/L)) = {1} and we see that δ / ∈ N L/K (S (2) (J/L)). By Proposition 6 it follows that δ / ∈ µ(J(Q)) and thus represents a non-trivial element in X(J/Q) [2] . Note that the only ingredients we needed were a rational point on V δ and the computation of S (2) (J/L). This involves computing class group and unit information for Q(θ, √ −3) and some local computations. We do not have to look for rational points on any twists of J or on J(L).
In fact, for δ = θ/3, we find L It follows that D is a hyperelliptic curve of genus 2d. We write J = Jac(C 1 ), B = Jac(C 2 ) and A = Jac(D). It is straightforward to check that J, A, B together with the pullback and push forward maps p * and p * fit the description in Section 4, with p * • p * = 2| J . In fact J[2] = B [2] as Galois-modules, and A = J × B/∆ where ∆ is the antidiagonal embedding of J [2] into J[2] × B [2] . As a consequence, we also have H(2) Search for a rational point on V δ . If the Brauer-Manin obstruction is the only obstruction for rational points on del Pezzo surfaces, then this step succeeds in finite time. (3) Use Proposition 3 to construct a visualising Abelian variety A and, appealing to Proposition 6, test whether δ ∈ p * S (2) (A/K). One can compute S (2) (A/K) using [27] , or at least a quotient of it, the fake Selmer group. This is good enough, since p * will factor through it (see [7] ). Even if δ / ∈ 2X(J/K) [4] , there is no guarantee this will actually show that δ / ∈ µ(J(K)). However, note that multiple choices for b, c are possible.
