Abstract. This paper studies controlled systems governed by Ito's stochastic differential equations in which control variables are allowed to enter both drift and diffusion terms. A new verification theorem is derived within the framework of viscosity solutions without involving any derivatives of the value functions. This theorem is shown to have wider applicability than the restrictive classical verification theorems, which require the associated dynamic programming equations to have smooth solutions. Based on the new verification result, optimal stochastic feedback controls are obtained by maximizing the generalized Hamiltonians over both the control regions and the superdifferentials of the value functions.
1. Introduction. We consider in this paper stochastic optimal control problems of the following kind. For a given s ∈ [0, 1], by the set of admissible controls U ad [s, 1] we mean the collection of (i) standard probability spaces (Ω, F,P) along with ldimensional Brownian motions B = {B(t):s≤t≤1 }with B(s) = 0 and (ii) Γ-valued F s t -adapted measurable processes u(·)={ u ( t ):s≤t≤1 } , where F s t = σ{B(r):s≤r≤t }and Γ is a given closed set in some Euclidean space R m .W e denote (Ω, F,P,B;u(·)) ∈ U ad [s, 1], but occasionally we will write only u(·) ∈ U ad [s, 1] if no ambiguity arises. Let (s, y) ∈ [0, 1) × R d be given. For each (Ω, F,P,B;u(·)) ∈ U ad [s, 1] , the corresponding cost is J(s, y; u(·)) = E 1 s L(t, x(t),u(t))dt + h(x(1)) , (1.1) where x(·)={x(t):s≤t≤1}is the solution of the following Ito stochastic differential equation (SDE) on the filtered space (Ω, F,P;F s t ): dx(t)=f(t, x(t),u(t))dt + σ(t, x(t),u(t))dB(t), x(s)=y.
The solution x(·) of the above SDE is called the response of the control u(·) ∈ U ad [s, 1] , and (x(·),u(·)) is called an admissible pair. The objective of the optimal control problem is to minimize the cost function J(s, y; u(·)), for a given (s, y) ∈ [0, 1) × R d , over all u(·) ∈ U ad [s, 1] . We denote the above problem by C s,y to recall the dependence on the initial time s and the initial state y. The value function is defined as V (s, y) = inf u(·)∈U ad [s, 1] J(s, y; u(·)).
An admissible pair (x * (·),u * (·)) is called optimal for C s,y if u * (·) achieves the minimum of J(s, y; u(·)) over U ad [s, 1] .
As a part of the dynamic programming approach, the so-called verification technique plays an important role in testing for optimality of a given admissible pair and (more importantly) in constructing optimal feedback controls. The classical verification theorem is as follows (see Fleming and Rishel [5 
where the function G is defined as
is an optimal pair for the problem C s,y . Remark 1.1. The function G is called the generalized Hamiltonian [17] . By the HJB equation, (1.6) is equivalent to a more familiar form:
Then, an optimal feedback control u * (t, x) can be constructed by minimizing G(t, x, u, W x (t, x),W xx (t, x)) over u ∈ Γ. For details, see [5] .
When practically applying Theorem 1.1, one usually takes the verification function W to be the value function V ,asV satisfies the HJB equation if
Unfortunately, it is well known that the HJB equation (1.4) does not necessarily admit smooth solutions in general. This makes the applicability of the classical verification theorems very restrictive and is a major deficiency in dynamic programming theory. In recent years, the viscosity solution theory of general nonlinear PDEs, which was launched by Crandall and Lions [4] , has been significantly developed. In this theory, all the derivatives involved are replaced by the so-called superdifferentials and subdifferentials, and the solutions in the viscosity sense can be merely continuous functions. The existence and uniqueness of viscosity solutions of the HJB can be guaranteed under very mild and reasonable assumptions, which are satisfied in the great majority of cases arising in optimal control problems. For example, the value function turns out to be the unique viscosity solution of the HJB equation [14] . Since the verification theorems have been playing primary roles in constructing optimal feedback controls, and in many practical problems HJB equations do not have smooth solutions at all, a natural question arises: do verification theorems still hold, with the solutions of the HJB equation in the classical sense replaced by the ones in the viscosity sense and the derivatives involved replaced by the superdifferentials and/or subdifferentials? For the deterministic case (σ = 0), the answer to the above question is "yes" [18] . Moreover, based on the new, nonsmooth versions of the verification theorems obtained, a scheme of obtaining feedback controls is proposed in [18] , which does not involve any derivative of the value function. For some related works, see [2] , [6] , and [15] .
The present paper proceeds to answer the above question for stochastic systems. It should be noted that verification technique is particularly important for stochastic systems because only feedback controls perform well in the uncertain environment. However, the approach for the deterministic case [18] relies heavily on the value function being Lipschitz continuous in both time and spatial variables, which is no longer true for stochastic systems of Ito's type. Indeed, since t 0 σdB is only of order t 2 . This causes a great difficulty in the analysis. In this paper, we shall overcome the difficulty by delicate stochastic analysis.
The paper is organized as follows. In section 2, some preliminary results about viscosity solutions and the associated superdifferentials and subdifferentials will be introduced. In section 3, a new verification theorem in terms of viscosity solutions and the superdifferentials is established. In addition, an example is presented showing that the obtained theorem can test for the optimality of a given control while the classical verification theorems cannot. Section 4 discusses the construction of optimal stochastic feedback controls based on the new verification theorem. Finally, section 5 gives some concluding remarks.
2. Superdifferentials, subdifferentials, and viscosity solutions. We shall use the following basic notation throughout the paper:
A T : the transpose of any vector or matrix A, |A| : the maximum of the elements of any vector or matrix A, R n×k : the set of all n × k matrices, S n×n : the set of all n × n symmetric matrices. Given a probability space (Ω, F,P) with a filtration {F t : a ≤ t ≤ b} (−∞ ≤ a<b≤+ ∞ ), a Hilbert space X with the norm · X ,a n dp, 1
(resp.,
Remark 2.1. To study stochastic control problems, many authors make use of the superdifferential D + t,x v(t 0 ,x 0 ) and subdifferential D − t,x v(t 0 ,x 0 ) obtained by replacing the right-sided limit t → t 0 + in the above definition by the two-sided limit t → t 0 (e.g., [13, 14, 3] ). The right-sided differentials have been studied extensively in [17] and proved to be more useful than the two-sided differential in treating some stochastic control problems (see, e.g., [17, Remark 4 .1] and [7] ). On the other hand, the following inclusions are clear:
and v(1,x)=h(x). Remark 2.2. The notion of a viscosity solution in the sense specified in Definition 2.2 is more general than those which involve two-sided differentials in t (cf. [3, 13, 14] ) in view of the set inclusions in Remark 2.1. Moreover, the uniqueness of viscosity solutions in our sense holds if the uniqueness holds in the "two-sided" sense. Now let us turn to the control problem formulated in section 1. We impose the following assumptions throughout this paper.
(A1) f , σ,a n dLare continuous mappings from
respectively; moreover, they are continuous with respect to (t, x), uniformly in u ∈ Γ.
(A2) There exists a constant K>0 which is independent of (t, u) such that
The following result can be found in [16, 17] . LEMMA 2.1. The value function V satisfies
Moreover, V is a unique viscosity solution of the HJB equation (1.4). An immediate consequence of Lemma 2.1 is the following. COROLLARY 2.1. We have
We need some technical lemmas.
0 ) and φ(t, x) >v ( t, x)( resp., φ(t, x) <v ( t, x)) for any (t, x) =(t 0 ,x 0 ), (iii) lim t→t0+,x→x0,|x−x0|≤N |t−t0|
Proof. This lemma was presented and proved in Zhou [17] 
However, it is easily seen by the proof in [17] that
Proof. First fix t ∈ [0, 1). By (2.1), we can apply Fatou's lemma to get This proves (2.2) ∀t ∈ [0, 1). Finally, the t = 1 case is obtained by continuity. 
t+,x W (t, x * (t)) and Lemma 2.2. Applying Ito's formula to φ,w eh a v ef o ra n yh>0,
3) It is well known by the martingale property of stochastic integrals that there are constants C 3 ,C 4 (α) > 0, independent of t, such that
Hence, in view of Lemma 2.2 (iv), we have
Moreover, by Lemma 2.2 (iv) and assumption (A2), one can show that
It then follows from (3.3) that for sufficiently small h>0,
Now we calculate, for any fixed N>0,
By virtue of (3.4) and (3.5), we have → 0a sh→0+,P-a.s.
Thus we conclude by the dominated convergence theorem that
Therefore, we have proved that Eφ t (r, x * (r))dr → Ep * (t)a sh→0+. Similarly (in fact, more easily), we can show that
where the last equality is due to (3.2). Noting (3.6) and applying Lemma 2.3 to g(t)=EW(t, x * (t)), we arrive at
which leads to W (s, y) ≥ J(s, y; u * (·)). It follows from (a) that (x * (·),u * (·)) is an optimal pair for C s,y .
Remark 3.1. In view of Corollary 2.1, the condition (3.2) implies that (p
Remark 3.2. The condition (3.2) implies that
This is easily seen by recalling the fact that V is the viscosity solution of (1.4):
which yields (3.7) under (3.2). Remark 3.3. By Remark 2.1, the new verification theorem holds if the right superdifferential D + t+,x W (t, x * (t)) is replaced by the (smaller) two-sided superdifferential
). Theorem 3.1 is a generalization of the classical verification theorem (Theorem 1.1). On the other hand, we do have examples showing that the classical verification theorem may not be able to verify the optimality of a given control, whereas Theorem 3.1 can.
Example 3.1. Consider the following optimal control problem:
and in addition the infimum can be achieved. This condition in fact partially characterizes the existence of an optimal feedback control, although rather implicitly in the sense that the value function is involved. In particular, this condition is satisfied automatically if V is smooth. Next, in order to apply Filippov's lemma to obtain a measurable selector of (p * (t, x), q * (t, x), Q * (t, x), u * (t, x)) which achieves the infimum in (4.2), we must study the measurability of the multifunction (t, x) → D + t+,x V (t, x). To do this, let us first recall the measurability of the multifunctions (see, e.g., [12] , [1] , and [8] for details). DEFINITION 4.2. Let X ⊂ R n be a Lebesgue measurable set, Y be a metric space, and Λ:X→2
Y be a multifunction. We say that Λ is measurable if for any closed set F ⊂ Y the set
is Lebesgue measurable.
Note that in the above we do not need Λ to be closed set valued. It is clear that when Y is a Polish space (i.e., a separable complete metric space), the closed set F in the above definition can be replaced by any open set. Consequently, we have the following simple result.
LEMMA 4.1. Let X ⊂ R n be a Lebesgue measurable set, Y be a Polish space, and Λ:X→2
Y be a multifunction. Then, Λ is measurable if and only if the multifunction
is measurable. Proof. We note that for any open set U ⊂ Y and x ∈ X,
Hence,
Then, by the above observation, we obtain our conclusion. is also Borel measurable. Then, by [12, Theorem III.2 .20], we know that the multifunction
is measurable. By Lemma 4.1, we obtain the measurability of the multifunction (t, x) → D + t+,x V (t, x). The convexity of these two multifunctions is obvious.
Filippov's lemma (see, e.g., [12] , [1] , and [8] ) says that if Λ is a measurable multifunction defined on some Lebesgue measurable set taking closed set values in a Polish space, then it admits a measurable selection. Therefore, if we assume that D + t+,x V (t, x) is closed and that the infimum in (4.2) can be achieved, then by Proposition 4.1 and Filippov's lemma, we can find a measurable selection (p
t+,x V (t, x) that minimizes p − G(t, x, u, q, Q). Suppose now we have selected a measurable function u * (t, x). It may not be an admissible feedback control. The reason is because the coefficientsf (t, x) x) ) of the SDE (4.1) are only measurable in (t, x), which does not guarantee the existence of a solution. This difficulty occurs in the deterministic case as well. However, for the stochastic case, there are some elegant existence and uniqueness results for SDEs with measurable coefficients. Let us briefly discuss two situations.
Case 1. Assume that σ(t, x, u)i sad×dmatrix and is uniformly elliptic, i.e.,
for some constant δ>0 for all (t, x, u). 
is closed and the infimum above can be achieved. (iii) Either (4.4) or (4.5) holds. Then, there is a measurable selector (p * (t, x), q * (t, x), Q * (t, x), u * (t, x)) that minimizes p − G(t, x, u, q, Q). Moreover, the fourth component u * (t, x) is an optimal feedback control.
Remark 4.1. In the presence of the uniform ellipticity of σσ T , Krylov proved the existence of classical solutions to the HJB equation under additional regularity and strong boundness assumptions on the coefficients f, σ, L, h (see [11, Chapter 6, p. 301] ). Under the mild assumptions in this paper, one does not know the existence of classical solutions to the HJB equation even with (4.4).
Concluding remarks.
In this paper we have derived a new verification theorem in the language of viscosity solutions and the associated superdifferentials. The conditions under which the theorem is valid are very mild and reasonable, compared with the restrictive classical verification theorem. We have also discussed the construction of optimal feedback controls based on the verification theorem obtained in this paper. Basically, the verification theorem reduces the original stochastic control problem into a two-phase problem. In the first phase, one has to solve the HJB equations which are fully nonlinear second-order PDEs. In most cases one has to rely on numerical methods to solve the equations, whereas only in some exceptional cases one may obtain analytical solutions (like the one in Example 3.1). In the second phase, one finds the optimal feedback u * by minimizing p − G(t, x, u, q, Q)o v e rboth superdifferential of V and the control region. The second phase is relatively easy because the superdifferential of V is explicitly known once V is known. However, if V is approximated by numerical solutions V n , then a natural problem is under what conditions the feedback controls obtained by applying our verification theorem to V n are good enough. We then need to study the asymptotic behavior of the superdifferentials/subdifferentials of the approximating solutions V n . These remain very challenging problems.
It should be noted that the results of this paper were derived when there was no state constraint in the optimal control problem. We do not know how to treat the state constraint problems. Indeed, the presence of state constraints causes great difficulty to the analysis; they bring some particular boundary conditions (depending on the particular features of the state constraints imposed) to the associated HJB equations, while the existing viscosity solutions theory on nonlinear PDEs with boundary conditions is far from satisfactory and complete.
