Abstract. The magnetic Laplacian (also called the line bundle Laplacian) on a connected weighted graph is a self-adjoint operator wherein the real-valued adjacency weights are replaced by complexvalued weights. When properly interpreted, these complex weights give rise to magnetic fluxes through cycles in the graph.
Introduction and main results
Spectral analysis of the magnetic Laplacian on a planar lattice has both theoretical and practical implications. The famous Hofstadter's butterfly [23] describes the spectrum of a noninteracting electron gas moving on the planar integer lattice under uniform magnetic field, i.e., the magnetic flux through every square cell is constant. Understanding the fractal nature of this spectrum involves the interplay of analysis, geometry, topology, and number theory.
We can also study the magnetic spectrum on other periodic or quasi-periodic planar graph under uniform magnetic field. For instance, we can replace the square lattice by the triangular lattice. From the triangular lattice, we can remove vertices and the attached edges in such a way that the remainder is an infinite blow-up of the Sierpinski gasket graph (SG); see Figure 1 . How does the magnetic spectrum vary with the state space? And more importantly, can we find ways to compute the magnetic spectrum as explicitly as possible?
The problem of computing the magnetic spectrum on SG started in the early 1980s [1, 14, 19, 39] . Already then the authors have identified the nesting mechanism for generating the spectrum recursively, and pointed out the existence of localized eigenfunctions associated with certain "exceptional" eigenvalues. Probably the most important claim made was that the magnetic spectrum is given by an analog of Hofstadter's butterfly shown in [19, Figure 2] . 1 We refer the reader to Bellissard's survey [4] for an overview of spectral problems on quasi-periodic lattices and the renormalization group methods, which includes the magnetic spectral problem on SG.
After [4] there was a lull in activities around the analysis of magnetic Laplacians on fractal spaces. Throughout the 1990s, intense activity surrounded the spectral analysis of the (graph) Laplacian on self-similar sets, starting with Fukushima and Shima [18] and Shima [41] . The first complete characterization of the Laplacian spectrum on the infinite SG lattice was attained by Teplyaev [43] , based on an abstract formulation of spectral decimation by him and Malozemov [34] . The said techniques have since been applied to obtaining Laplacian spectra on a variety of self-similar spaces. There are too many subsequent works to list here in this introduction, but we single out the pedagogically influential paper [3] .
The 2010s has witnessed a renewal of interest in the study of magnetic Laplacians on fractals. Probably closest to our present work is that of Hyde, Kelleher, Moeller, Rogers, and Seda [24] , where they obtained the spectrum on SG in which the magnetic 1-form is locally exact, corresponding to having nonzero flux through a finite number of triangles. Another fractal graph whose magnetic spectrum can be solved exactly is the diamond fractal [6] . On the functional analytic side, we would like to mention recent results on the closability and self-adjointness of, and a FeynmanKac formula corresponding to, magnetic Laplacians on compact fractal spaces (or more generally, resistance spaces) [20] [21] [22] . Despite the aforementioned progress, it may come as a surprise that the original problem of identifying the spectrum of the magnetic Laplacian on SG under uniform magnetic field remains unsolved, more than 30 years since it was first posed [1, 14, 39] . To be specific, the outstanding question asked by Bellissard in [4, p.11] is [italic ours] : "Is the dynamical spectrum [given by the Julia set of a certain dynamical system] equal to the actual spectrum of the original [magnetic Laplacian] operator? This is a question with no answer yet."
The main purpose of this work is to provide a full solution to this long-standing problem. Via a recursive procedure called spectral decimation (see §3 for details, including a few refinements of the arguments in [3] to tailor to the magnetic Laplacian setting), we establish the magnetic spectrum on SG when the flux through each smallest upright triangle (resp. smallest downright triangle) equals α (resp. β), for any α, β ∈ [0, 1).
In the case where α, β ∈ {0, 1 2 }, which we refer to as the case of (half-)integer fluxes, we can list the eigenvalues according to their multiplicities (Theorem 1). As a corollary, we compute explicitly the magnetic Laplacian determinants (Theorem 3), which correspond to partition functions for a class of determinantal point processes on SG; see §1.5 and §1.6 for further details. When α = β = 0 the magnetic Laplacian degenerates to the usual graph Laplacian, and we recover previously known results [2, 18, 40, 43] .
In the other cases where the fluxes are not (half-)integer-valued, the magnetic spectrum is essentially given by the Julia set of a nontrivial 3-parameter map (1.6) (Theorem 2, Corollary 1.4). Historically this 3-parameter map was first obtained by Alexander [1] , cf. [4, 14, 19] . For the sake of full transparency, we provide the computations to obtain this map, and explicate the necessity for taking all 3 parameters (α, β, and the spectral parameter λ) into account when generating the Julia set (see §2). Our proofs expand upon the results, and correct an oversight, in the abovementioned physics literature. To wit, while the authors of [19] rightfully identified a reduction from the 3-parameter map to a 2-parameter one, they neglected the fact that the dynamics of the two maps differ (compare Figures 3 and 5) . Our main contribution is to establish the correct analog of "Hofstadter's butterfly" for a free electron gas moving on SG under uniform magnetic field.
1.1. Magnetic Laplacian. Let G = (V, E) be a locally finite connected graph. The (combinatorial) graph Laplacian on G is ∆ G = D G − A G , where D G and A G are the degree matrix and the adjacency matrix, respectively. Equivalently,
where the sum is over vertices y connected to x by an edge. Clearly ∆ G is self-adjoint on 2 (V ). Sometimes it is more convenient to normalize the Laplacian by the degree, i.e.,
This is called the probabilistic graph Laplacian, and it is self-adjoint on L 2 (V, deg). More generally, we introduce a conductance function c : {±E} → R + on the set of oriented edges of G, and define the weighted graph Laplacian as (L (G,c) u)(x) = y∼x c xy (u(x) − u(y)), u ∈ R V .
We allow c xy = c yx : a natural example is to let c xy be the transition probability p(x, y) of an irreducible Markov chain on G.
Whereas the adjacency matrix contains entries with values 0 or 1, we now replace the 1's by unit complex numbers to form the magnetic Laplacian. The motivation behind the definition is from differential geometry. Place a copy W v of W = C at each v ∈ V . We call W = v∈V W v a complex line bundle on G. A unitary connection Φ on W satisfies the property that for every oriented edge e = vv , φ vv : W v → W v is a unitary complex linear map such that φ v v = φ We may also extend the definition of the line bundle to E. Place a copy W e of W = C at each e ∈ E. Then define a connection isomorphism φ ve = φ −1 ev for a vertex v ∈ V and an edge e containing v, satisfying the condition that if e = vv , then φ vv = φ ev • φ ve , where φ vv is the parallel transport from v to v .
For this paper we choose Φ to be a U (1) connection ω, and the action of φ vv is multiplication by a unit complex number ω vv , satisfying ω v v = ω vv . Now we can define the magnetic Laplacian associated to the connection ω as
Figure 2. Scheme of spectral decimation for the magnetic Laplacians in the case of (half-)integer fluxes.
The Sierpinski gasket fractal K is the unique nonempty compact set
To make all edges of the graph have unit length, we set G N := 2 N G N , where for α > 0 and Ω ⊂ R 2 we denote αΩ := {αx : x ∈ Ω}. The (one-sided) Sierpinski gasket graph SG is then defined to be the infinite graph
1.3. Spectrum of the magnetic Laplacian on the Sierpinski gasket. Denote by L ω N the magnetic Laplacian on the level-N gasket graph G N endowed with the
Moreover, by embedding SG into the plane, we can unambiguously assign an orientation to each simple cycle, and apply Definition 1.1. Assumption 1. The magnetic flux through each upright (resp. downright) triangle of side length 1 in the graph distance equals α (resp. β).
It is not difficult to show that for every N , there exists a line bundle connection ω which satisfies Assumption 1. We denote by L (α,β) N the gauge equivalence class of magnetic Laplacians on G N which satisfies Assumption 1.
The following notation will be in force throughout the paper. For an operator L, we denote by σ(L) := {z ∈ C : L − zI is not invertible} the spectrum of L. The notation mult(L, λ) (resp. mult(P, λ)) represents the multiplicity of λ ∈ C in σ(L) (resp. in the zero set of a polynomial function P ). In particular, mult(L, λ) = 0 means that λ / ∈ σ(L). Let us introduce the quadratic polynomials
which are special cases of R(α, β, λ) in (2.24).
It has already been established in [18] that
where each (preimage of the) number on the RHS has multiplicity 1,
, and
, respectively. Our first theorem provides an explicit description of the magnetic spectra under nonzero (half-)integer fluxes. The relationship between the four magnetic Laplacians is sketched in Figure 2 .
Theorem 1 (Magnetic spectra under nonzero (half-)integer fluxes).
where each (preimage of the) number on the RHS has multiplicity
2 ,
, respectively.
2 , 1,
Observe that each of the 4 spectra above involves the set of backward iterates under R(0, 0, ·). Not surprisingly, there is a connection of the (magnetic) spectrum to the Julia set of R(0, 0, ·). Recall that the Fatou set F(f ) of a nonconstant holomorphic function f onĈ := C ∪ {∞} is the domain in which the family of iterates {f •n } n converges uniformly on compacts. The Julia set of f is J (f ) =Ĉ \ F(f ); by definition it is closed. By [36, Theorem 14 .1], the Julia set for any rational map of degree ≥ 2 equals the closure of its set of repelling periodic points. Also, by [36, Corollary 4.13] , if z 0 is any point of the Julia set J (f ), then the set of all iterated preimages
The polynomial R(0, 0, ·) has three fixed points: ∞ (attracting), 0, and 1 (the latter two are repelling). Thus {0, 1} ∈ J (R(0, 0, ·)), and 
as shown by Teplyaev [43] . 2 In the same paper Teplyaev proved that σ(L (0,0) ∞ ) is pure point. Following the above line of reasoning, we express each of the other three magnetic spectra as the union of preimages of the Julia set J (R(0, 0, ·)) and additional sets. 
,0)
In particular, each of the spectra above is pure point.
The situation for non-(half-)integer fluxes is more delicate. At the moment we can hardly say any more than what Theorem 2 below states, but to the best of our knowledge, the result is new.
Theorem 2 (Magnetic spectra under non-(half-)integer fluxes). Suppose not both of α N and β N are in {0,
For general self-similar Laplacians L∞, we expect that σ(L∞) = J ∪ D, where D is an "exceptional set" which depends sensitively on the graph under study. See [34] for several illustrating examples. An example where D = ∅ appears in a one-parameter family of self-similar "pq-Laplacians" on Z+ [10] .
where
A(α, β, λ) = 16λ 2 − (32 + 4 cos(2πα))λ + 15 + 4 cos(2πα) + cos(2π(α + β)),
On the RHS of (1.5), each element of the first and third set has respective multiplicity
The multiplicity of each element of the second set is given in Proposition 4.5-(G2) and Proposition 4.8-(II.2) below.
The first set on the RHS of (1.5) is driven by a 3-parameter map
Observe the full dependence of the image triple on the domain triple. Unlike Theorem 1, the spectral decimation function R(α, β, ·) in Theorem 2 is a non-rational function. And given how the flux variables evolve under U, it is generally not possible to describe the backward iterates of (1.6). The more natural approach is to study forward iterates of (1.6). Figure 3 shows a numerical approximation of the filled Julia set of (1.6) with initial condition (α, α, λ). (The Julia set is the boundary of the filled Julia set.) Note, however, that in the first set we have excluded points in the exceptional set for spectral decimation E(α N , β N ). Determining which of the exceptional values belong to the spectrum is usually the trickiest part of the spectral decimation program. For this problem we have identified them in the second and third sets on the RHS of (1.5).
The second set includes at most the three zeros of the cubic polynomial D(β, ·), whose graph is shown in Figure 4 . It is easy to verify that D(β, ·) does not have a zero of multiplicity 3, and has a double zero only when β ∈ {0, Identifying which zeros of D(β N , ·) appear in the spectrum is a complicated task, and we defer the case-by-case determination to the latter part of §4.3. That said, we can make the following statements based on the proofs to be presented there. ( Figure 4 . The graph of D(β, ·).
The exceptions are when α N ∈ { , in which case further analysis is required. ∞ ) is essentially determined by the Julia set of the 3-parameter map U (1.6). The second containment in (1.8) states that for generic fluxes α N , β N / ∈ {0,
. Iterating this implication inductively on N , using the invariance of the Julia set under forward iterates, and applying the fact that the spectrum is a compact subset of C, we deduce that
While we do not resolve the reverse direction in this paper, we expect that for any (α, β) ∈ [0, 1) 2 , the difference between σ L (α,β) ∞ and the restriction of J (U) to {(α, β)} × R is a set of small cardinality. Figure 3 shows the filled Julia set of U when α = β. It is our main contention is that this is the correct analog of Hofstadter's butterfly on SG under uniform magnetic field. Our figure verifies several finite-level computations that have appeared in the literature, namely, [4, Figure 2 ], [45] , and [5, Figure 2 
For a comparison, we also produce the filled Julia set of the 2-parameter map (α, λ) → (4α, R(α, α, λ)) in Figure 5 , which was presented as [19, Figure 2 ]. The authors of [19] claimed that this 2-parameter map produce a good approximation of σ(L (α,α) ∞ ). In the same paper they also provided data from superconductivity measurements showing good agreement between theory and experiment.
By comparing Figures 3 and 5 , it is safe to conclude that this is not the case. In fact, Figure  5 produces the correct approximation of σ(L (α,α) ∞ ) only when α ∈ {0, 1 2 }, the reason being that R λ → Ψ(α, α, λ) is strictly R-valued at these flux values. Once α / ∈ {0,
is in general C-valued, and its argument θ = argΨ must be taken into account when deducing the magnetic fluxes.
Here is a take-away message (cf. Proposition 2.3 below): If the flux through every smallest upright and downright triangle equals α, then upon decimation, it is false that the flux through a next smallest upright (or downright) triangle equal 4α, despite the fact that the flux through a rhombus (formed by adjoining an upright triangle to a downright one) always equals 8α. More importantly, the post-decimation fluxes through each triangle depend on the spectral parameter λ.
Another new aspect of our spectral decimation analysis is that the function R(α, β, ·) is generally not rational, due to the appearance of |Ψ(α, β, ·)| in the denominator. All previous mathematical works on spectral decimation [3, 6, 10, 18, 34, 40, 41, 43] involve R rational. While it may seem an unavoidable nuisance to deal with non-rational functions, we nevertheless can carry out spectral decimation after applying some care.
1.5. Magnetic Laplacian determinants and cycle-rooted spanning forests. Using Theorem 1 we can compute the magnetic Laplacian determinant in the case of (half-)integer fluxes. Recall that the determinant det is the product of all eigenvalues. If 0 is an eigenvalue, then we define det to be the product of all nonzero eigenvalues.
The classic Kirchhoff's matrix-tree theorem states that on a finite graph G, the number of spanning trees τ (G) on G equals
, or equivalently, the cofactor of ∆ G obtained by removing any one row and any one column. Since we use the probabilistic Laplacian
This follows from matching the coefficient of t in the identity det(L G + tI) = (det D G ) −1 det(∆ G + tD G ) using the cofactor expansion, and the aforementioned matrix-tree theorem.
Enumeration of spanning trees on SG has already been studied. Set
It was shown in [8, 44] via a combinatorial approach, and in [2] via spectral decimation and (1.9), that
By placing a uniform probability measure on the set of all spanning trees, a.k.a. uniform spanning trees (USTs), we obtain a determinantal point process on the edge set with kernel K = dGd * , where G is the Green's function for random walks. The matrix K is known as the transfer impedance matrix [7] . For more properties of USTs on SG and scaling limit questions, see [42] .
Our next theorem gives the determinant formulae for the three magnetic Laplacians. The normalization prefactor κ(G N ) is used for the same reason as described in (1.9) above.
Theorem 3 (Determinant of the magnetic Laplacian under nonzero (half-)integer fluxes).
where H(0) = 26.5, and for k ≥ 1,
whereH(0) = 302.5, and for
whereĤ(0) = 86.5, and for
. There is an analog of the matrix-tree theorem for the magnetic Laplacian determinant, established by Forman [15] and Kenyon [28] . To explain this, we recall some definitions from [25, 28] , and refer the reader there for more details. A cycle-rooted tree, or unicycle, is a tree plus an extra edge to form a single cycle. A cycle-rooted spanning forest (CRSF) is a spanning forest whose connected components are unicycles. (See Figure 6 for an illustration.)
Fix a connected graph G, a directed edge conductance function c on {±E}, and a line bundle connection ω on G. We would like to assign a probability measure on the set of all CRSFs thereon. Declare that each oriented CRSF (OCRSF) occurs with probability proportional to e∈bushes c(e) γ∈cycles C(γ)(1 − ω(γ)), where the first product runs over all edges in the bushes (that is, not in the cycles), the second product runs over all cycles, C(γ) is the product of the semiconductances along γ, and ω(γ) is the holonomy of γ. The following says that det(L ω (G,c) ) gives the partition function which makes the said CRSF measure a probability measure. Figure 6 . An instance of a cycle-rooted spanning forest on the level-3 gasket graph, generated via the sampling algorithm of Kassel and Kenyon [25, p. 938 ] based on loop-erased random walks. In this case a loop γ is retained with fixed probability p ∈ (0, 1) for all γ, and a loop of length 2 is allowed, which differs from the setting considered in this paper. Image courtesy of Quan Vu.
(1.14) Remark 1.6. Note that if c xy = c yx for all xy ∈ E, then (1.14) may be written as a sum over unoriented CRSFs:
where the first product is over all edges in the CRSF [28, Theorem 5] .
Like the UST process, the CRSF process is also a determinantal point process on the edge set, Let G ∞ be an infinite connected graph which can be exhausted by a sequence of finite connected graphs {G N } N . We define the asymptotic complexity associated with
provided that the RHS limit exists.
The formula (1.15) is classical for the graph Laplacian, i.e., for the enumeration of spanning trees. In [31, 32] R. Lyons introduced the notion of tree entropy on G ∞ , gave several equivalent formulations-one of which is the logarithm of a Fuglede-Kadison determinant [17] of the "continuum" Laplacian-and proved that his tree entropy equals (1.15).
3, 4 For old and new results on tree entropy for various graphs, see [2, 11, 31, 32] . As an example, from (1.10) it is direct to show that the tree entropy on SG equals (cf. [ ) ∞ ) = log 2 3 + log 3 9 + log 5 9
,0) ∞ ) = 13 27 log 2 + log 3 27 + 5 27 log 5 + log 7 9 + log 17 27
∞ ) = 13 27 log 2 + 14 27 log 3 + log 7 27
,
It can be checked numerically that each of the three asymptotic complexities in Corollary 1.7 is larger than the tree entropy (1.16).
The CRSF asymptotic complexity has a probabilistic interpretation which we explain now. Let G be a finite connected graph, and B be a subset of V (G) which we declare as the boundary set. An essential CRSF on (G, B) is a spanning subgraph of G, each of whose connected components is either a unicycle not containing any vertex in B, or a tree containing a unique vertex in B. The corresponding matrix-CRSF theorem is the analog of Proposition 1.5, where on the LHS the Laplacian carries Dirichlet boundary condition on B,
the sum being over the neighbors y of x (y can be in B); and on the RHS the sum runs over all oriented essential CRSFs. Let us denote the essential CRSF measure on (G, B, c, ω) by P ω (G,B,c) . Since the conductance will not play a role in the remainder of this discussion, we will suppress the subscript c in what follows. 3 If G∞ has bounded degree, the proof in [31, Theorem 4.1] suffices. If G∞ has unbounded degree, then the proof proceeds according to [32, Theorem 3.1] , which is based on von Neumann algebras. 4 The limit of USTs on an infinite connected graph is a spanning forest. On Z d the limit is a tree iff d ≤ 4 [37] . 5 In (1.16) the weights associated to the logarithmic factors are probability weights. This is merely coincidental: for the graphical (d − 1)-dimensional Sierpinski simplex, the tree entropy equals
We do not know how to explain this phenomenon in general. Nevertheless, it served as a useful "sanity check" for us when proving Corollary 1.7. More generally, the tree entropy of a unimodular random infinite connected weighted graph can take values in [−∞, ∞). For an example of a unimodular random graph with tree entropy equal to −∞, see [32, pp. 308-309] .
Let L Id (G,B) be the magnetic Laplacian on (G, B) with the trivial connection. It is easy to see from the definition of the CRSF measure that
.
We multiply both sides of the RHS fraction by κ(G) (1.9), take the logarithm on the equation, and then divide by |V (G)| to get
Suppose we have an increasing sequence of graphs with boundary ((G N , B N )) N tending to G ∞ with
Furthermore, suppose that the essential tree entropy and the essential CRSF asymptotic complexity exist. Then (1.19) says that the difference of the two asymptotic complexities gives the rate of exponential decay in the probability of observing no loops under P ω (G N ,B N ) as N → ∞. In light of this identity and the notion of tree entropy, we propose to introduce the loop soup entropy 6 on (G ∞ , ω), a universal object which depends only on the connection ω:
This can be seen as a quantitative version of [25, Theorem 7] , which can then be applied to a wide variety of infinite connected graphs with boundary, including, but not limited to, graphs approximating compact Riemannian surfaces.
Indeed the final result of this paper is to provide meaning to the loop soup entropy on SG. Recall that in defining the magnetic Laplacians on SG, we did not impose any boundary condition. That said, we can add a single point b and connect it to o by an edge of conductance c, and regard G N ∪ {b} as the graph with boundary B = {b}. This one-point modification introduces correction terms on the RHS of (1.21) that vanish as c ↓ 0 for every N . As a result, in the case of nonzero (half-)integer fluxes, we can apply (1.16) and Corollary 1.7 to obtain the loop soup entropy on SG, which carries the probabilistic interpretation (1.21). 
∞ ), and each term on the RHS was defined in Corollary 1.7 and (1.16), respectively.
1.7. Open questions. We end this introductory section with several open questions.
1.7.1. Spectral aspects. In the case of (half-)integer fluxes, there are two issues which we have not addressed, but whose answers can be deduced from the methods used in this paper and the references indicated below. One, show that the magnetic Laplacian eigenfunctions with finite support are complete, using the methods of [43] . (See also [38] which considered Dirichlet boundary condition at the origin.) Two, obtain zeta functions associated to L ω N using the methods of [11] .
7
It is, however, unclear if these questions can be addressed in the case of non-(half-)integer fluxes.
1.7.2. Point processes induced by Laplacian determinants. There are many unexplored questions concerning CRSF measures on self-similar graphs or Cayley graphs of self-similar groups, in particular the local statistics of the unicycles. On SG we surmise that the cut point structure of SG will result in the predominance of short unicycles. Numerical simulations suggest a hierarchical structure in the number of connected components, as well as in the distribution of unicycle lengths, in the sampled CRSFs. This reflects the spatial self-similarity of SG.
Open Question 1. Characterize the (unique) limit point(s) of the sequence of CRSF measures on self-similar graphs.
On a broader note, building upon the main result of Lyons [32, Theorem 3.1], we wish to pose the following question.
Open Question 2. Is there a Fuglede-Kadison determinant that corresponds to the CRSF asymptotic complexity (or the loop soup entropy) on a unimodular random graph?
Finally we believe that studying the magnetic Laplacian and the induced CRSF loop measures may shed light on properties of the abelian sandpile model under stationarity. Recall the well-known bijective correspondence between the sandpile group and spanning trees [33] . Kassel and Kenyon [25, §6, Question 9] have asked if the loop measures may lead to a better understanding of waves of sandpile avalanches. On SG we have two specific questions: to prove that the sandpile avalanches exhibit a power law modulated by log-periodic oscillations, which was numerically observed in [12, 13, 29] ; 8 and to find the sandpile height distributions (or their moments, such as the sandpile density). 1.7.3. Experimental realization of the butterfly. Last but not least, thanks to advances in scanning electron microscopy and nanoscale engineering over the past 3 decades, there has been impressive progress on measurements of electronic band structures in various (meta)materials, including finite approximations of SG. The most recent work we are aware of is [27] . It would be satisfying to see that our version of the butterfly (Figure 3 ) "come alive" via a laboratory experiment.
Organization for the rest of the paper. In §2 we demonstrate the spectral self-similarity of the magnetic Laplacian on SG, furnished with all the necessary computations. We then systematically discuss the general mechanics of spectral decimation in §3. This section lays the technical groundwork from which we solve the magnetic spectrum on SG in §4, proving Theorems 1 and 2, Proposition 1.3, and Corollary 1.4. Formulae for the magnetic Laplacian determinants (Theorem 3) and the CRSF asymptotic complexity (Corollary 1.7) are proved in §5.
7 See [16] for the derivation of the zeta function associated to the line bundle Laplacian on the discrete tori (Z/N Z) d . 8 A power law modulated by log-periodic oscillations was proved for the growth of deterministic single-source abelian sandpile on SG [9] . 9 See [35, Chapter 5] for the proof of sandpile height distributions on the Hanoi tower graphs, a variant of SG. A nice exposition of the connection between sandpile density and the looping rate on periodic planar graphs is [26] . 
. We express the resolvent in block matrix form
where the rows and columns are arranged such that
where I is the identity matrix of an appropriate size, and (S) = C S .
Assuming that D−λI is invertible for the moment, we define the Schur complement of L ω N −λI with respect to the minor D − λI as
which acts on (V N −1 ). To find the entries of S ω N (λ), we label the vertices in V N −1 by a i , and
and 0 otherwise; and (D − λI) −1 is zero whenever b k ∼ b l . By the nested structure of SG, (D − λI) −1 is a block diagonal matrix consisting of 3-by-3 Hermitian matrices, each of which is supported on the inner vertices of a level-(N − 1) cell, and has the same structure. To be concrete, we denote the cell by Λ, and its three inner vertices by
Using Cramer's formula for the matrix inverse, we get
In light of the difference between the diagonal and off-diagonal entries of the adjugate matrix, (2.8) and (2.9), we shall rewrite the second term on the RHS of (2.4) by splitting the case b l = b k and the case b l = b k ; namely, if a i ∈ V N \ V 0 , we have (2.10)
Observe that if a i is contained in two level-(N − 1) cells. We need to pick {b k , b l } ∼ a i from the same cell to produce a nonzero summand in the second sum. If a i = a j ∈ V 0 : The formula (2.11) holds with the prefactor If a i = a j : In (2.10) note that a i , a j , b k , b l must belong to the same level-(N − 1) cell to produce a nonzero summand. Therefore once we fix a i and a j , both sums are localized to the cell Λ(a i , a j ).
Diagrammatic analysis.
To make the results (2.10) and (2.11) more transparent, we introduce a diagrammatic bookkeeping device. Given a path P = {x 0 , x 1 , · · · , x m }, we represent the product of the parallel transports along P , ω x 0 x 1 ω x 1 x 2 · · · ω x m−1 xm =: ω(P ), by the diagram
If a i = a j ∈ V N \ V 0 : Consider (2.11) and the diagram in Figure 7 (A). We find that there are 4 identical terms in the first summand because deg(a i ) = 4, and there are 8 terms in the second Figure 7 . The unit cells for diagrammatic analysis used in §2.2.
summand. A diagrammatic representation of (2.11) becomes (2.12) Figure 7 (B). Formula (2.11) becomes (2.14)
If a i = a j and a i ∈ V N \ V 0 : see Figure 7 (C). Formula (2.10) writes (2.15)
2.3. Establishing spectral self-similarity. Using Assumption 1 we can simplify the expressions for the Schur complement. Note the following equivalent holonomy diagrams.
≡ ≡
Therefore we can reexpress (2.12), (2.13), and (2.14) to get
2 − (32 + 4 cos(2πα))λ + 15 + 4 cos(2πα) + cos(2π(α + β)), (2.17) 
Note that the exponents of (2.20) all carry a negative sign since the orientation of the edge a i a j is counterclockwise, while the diagrams in (2.15) have clockwise orientation. If the orientation of a i a j is clockwise, replace all the exponents in S ω N (a i , a j ) with a positive sign. We summarize the preceding arguments as follows.
Proposition 2.1. Let ∆ a i a j be the upright triangle that the edge a i a j belongs to, and b 2 be the midpoint of a i and a j . We have (2.21)
where A(α, β, λ), D(β, λ), and Ψ(α, β, λ) were defined respectively in (2.17), (2.18), and (2.20).
Corollary 2.2 (Spectral decimation identity).
The Schur complement in Proposition 2.1 can be reexpressed as
where L Ω N −1 is the magnetic Laplacian on V N −1 with U (1) connection Ω, a self-adjoint operator on L 2 (V N −1 , deg G N −1 ), and R(α, β, λ) is the spectral decimation function. Specifically:
In both cases, a ∼ c ∼ b, and the upright triangle to which the edge ab belongs is traversed counterclockwise.
Two important remarks are in order. First, A(α, β, λ), D(β, λ), and Ψ(α, β, λ) are all independent of the level N , and therefore so is R(α, β, λ). This is the essence of spectral self-similarity and what allows us to characterize the spectrum recursively. Second, in Corollary 2.2-(1), the connection Ω is manifestly independent of λ, whereas in Corollary 2.2-(2) Ω receives an extra "twist" by a unit complex number e 2πiθ , which depends on λ in general. There is no easy way to eliminate this twist via conjugation, gauge transformation, or else.
The following was first noted by [1] and invoked later in [4, 19] . 
Proof. By (2.25) or (2.29) , Ω a 1 a 2 (α, β, λ) = ω a 1 b 0 ω b 0 a 2 e 2πiθ(α,β,λ) ; see the diagram below.
By Definition 1.1,
and similarly for e 2πiβ N −1 . This implies (2.30) and (2.31).
Mechanics of spectral decimation
In this section we give a general account of Schur complementation and the spectral decimation procedure. The results of this section are essentially given in [3] . However, in order to make this account self-contained, and to explain the subtleties involved in the procedure, we provide-and sometimes repeat-the proofs which already appeared in [3] . Then
Furthermore, the block matrix is invertible with inverse
Let V be a countable set, µ be a nonnegative measure on V , and L 2 (V, µ) be the Hilbert space of C-valued functions on V with inner product f, g µ) ; equivalently, we may regard M as a square matrix of size |V | with entries M ij = δ i , M δ j .
Suppose V = V V ⊥ . Naturally, we can project functions in L 2 (V, µ) to L 2 (V , µ) and L 2 (V ⊥ , µ), respectively, and denote the corresponding projection operators by P and P ⊥ . Their conjugates are
Combining the preceding facts, we see that Proposition 3.1 implies the following. Suppose M can be expressed in the "block form"
For spectral analysis it is more pertinent to consider the resolvent (M − xI) −1 , x ∈ C. In this case, assuming that D − xI ⊥ is invertible, we have
(From this point on we often drop the notation I or I ⊥ , unless the context demands its presence.)
Finally, recall the functional calculus
is the eigenprojector of M associated with eigenvalue λ. It is then direct to verify that
We will be especially interested in expressing the eigenprojector in terms of A, B, C, and D, using the RHS of (3.3) in conjunction with the formula (3.2). Of course we will need to justify the limit as x → λ ∈ σ(M ), which will be done on a case-by-case basis.
3.2.
Spectral decimation for the non-exceptional values. Let us introduce the following condition which will be in force for the rest of the section. Definition 3.2 (Spectral similarity). Let V ⊂ V . We say that two self-adjoint operators M :
are spectrally similar if there exist scalarvalued functions φ and R which map R to R such that
for all x ∈ C. It follows that
for all x ∈ C whenever the RHS is defined. In order for (3.4) and (3.5) to make sense as they are, D − x should be invertible, and φ(x) = 0. Any x that fails either condition is said to be exceptional, and we refer to the set of all such x as the exceptional set (for spectral decimation), denoted
Since M is self-adjoint on L 2 (V, µ), our goal is to determine which λ ∈ R belongs to the spectrum σ(M ). The following result is the spectral decimation identity when λ ∈ R is not exceptional, which mirrors [3, Proposition 4.1].
Lemma 3.4. Suppose λ ∈ R is such that λ / ∈ E, and moreover lim
λ − x exists and does not equal 0. Then
Consequently, λ ∈ σ(M ) if and only if R(λ) ∈ σ(L), and there is a one-to-one correspondence between eigenfunctions of L with eigenvalue R(λ) and eigenfunctions of M with eigenvalue λ, given by
In particular, mult(M, λ) = mult(L, R(λ)).
Proof. Combining (3.2) and (3.5) we find
According to (3.3) it suffices to take the limit of (3.8) as R x → λ. Based on the assumptions, the quantities in blue (resp. purple) remain bounded (resp. vanish) in the limit, and in particular the first term on the RHS tends to 0. To unravel the second term on the RHS, we insert the identity
) between (L − R(x)) −1 and P − B(D − x) −1 P ⊥ , resulting in the following expression:
Observe that in (3.10), the image of I − E R(λ) (L) is the orthogonal complement of the eigenspace of L with eigenvalue R(λ), and L − R(λ) is invertible on this space. Therefore (3.10) vanishes in the limit x → λ. As for (3.9), we are in the eigenspace of L with eigenvalues R(λ), and L − R(λ) is not invertible. That said, we can multiply and divide (3.9) by R(λ) − R(x),
By functional calculus again, lim
has a nonsingular limit as x → λ.
Actually (3.7) says more. Since the LHS of (3.7) is a bounded operator, if lim
In what follows, we will encounter similar situations where the scalar prefactor diverges, and we may argue that this divergence should not exist by the aforementioned rationale.
Spectral decimation for the exceptional values.
If λ is exceptional the spectral decimation argument is suitably modified. Here are two items of note. 
Given that A − λ, B, and C are all bounded, it follows that (D − λ) −1 must be bounded on the image of E R(λ) (L).
(2): Multiply (3.4) on both sides by (λ − x) to get
Noting that both A − x and φ(x)(L − R(x)) remain bounded as x → λ, we take the limit on the above equation to find −BE λ (D)C = 0.
With the above in mind, we continue to use (3.2), (3.3), and (3.5) altogether to derive an expression for the eigenprojector E λ (M ). The general strategy proceeds as follows: first decide whether λ ∈ σ(D) (which determines the invertibility of D − λ), then insert the identity I = E R(λ) (L) + (I − E R(λ) (L)) in the expression for (λ − x)(M − x) −1à la (3.9) and (3.10), and finally identify conditions which ensure the existence of the limits as R x → λ.
The next result generalizes [3, Proposition 4.1], in the sense that we only require the existence of R-limits (as opposed to C-limits) of the various functions that arise naturally in the eigenprojector expression. For the sake of easy reference, we keep the same numbering of the cases as in [3, Proposition 4.1].
Lemma 3.6. Suppose λ ∈ R.
(ii) If λ / ∈ σ(D), φ(λ) = 0, and moreover lim
In particular, mult(M, λ) = |V |.
is bounded in a neighborhood of λ, then
(3.14)
In particular,
, so any eigenfunction of M with eigenvalue λ vanishes on V , and mult(M, λ) = mult(D, λ) − |V | − mult(L, R(λ)) .
(iv) If λ ∈ σ(D), both φ and φR are bounded in a neighborhood of λ, φ(λ) = 0, and moreover
In particular, E λ (M )(P * ⊥ E λ (D)P ⊥ ) = P * ⊥ E λ (D)P ⊥ , the two components on the RHS of (3.15) are mutually orthogonal in L 2 (V, µ), and mult(M, λ) = mult(D, λ) + mult(L, R(λ)).
−1 = 0, and moreover lim R x→λ φ(x)(λ−x) = 0 and lim
which implies generally that mult(M, λ) = mult(D, λ) − |V | + 2mult(L, R(λ)). If none of the corresponding eigenfunctions vanishes on V , then the first two terms on the RHS of (3.16) vanish, and mult(M, λ) = mult(L, R(λ)).
Proof. Our starting point is the combination of (3.2) and (3.5). Let us note right away that
So this reduces our analysis to the second term on the RHS of (3.8), namely:
As in the proof of Lemma 3.4, terms which stay bounded (resp. vanish) as R x → λ are highlighted in blue (resp. purple).
(ii): By the assumptions, (3.17) reads
(iii): By the assumptions, (3.17) reads
For the first term, the boundedness of (D − λ) −1 follows from Lemma 3.5-(1). We further note that lim x→λ The second term requires more care, as we do not know a priori that D − λ is invertible. So we expand it as the sum of four terms
It can be seen readily that the first three lines vanish in the limit, whereas the fourth line converges to
given the assumptions. The eigenprojector formula (3.14) follows.
Observe that the image of E λ (M ) is contained in the image of
, from which the multiplicity formula follows.
(iv): By the assumptions and Lemma 3.5-(1), (3.17) reads
The first term tends to
The second term is again trickier, being the sum of
where the vanishing purple terms in the last 3 lines are due to Lemma 3.5-(2). Altogether the entire sum vanishes in the limit. This proves (3.15) . Observe that the two terms on the RHS of (3.15) are mutually orthogonal, from which the remaining claims follow.
(vi): This is a straightforward extension of (iii). In particular, if none of the corresponding eigenfunctions vanishes on V , then by (iii) the first two terms on the RHS of (3.16) vanishes.
(vii): Since the spectrum of an operator is compact, (L − R(x)) −1 remains bounded-in fact tends to 0-as R(x) → R(λ) = ∞. Thus (3.17) reads
which vanishes in the limit.
Recursive characterization of the magnetic spectrum
In this section we explicitly characterize the spectrum σ(L ω N ) under Assumption 1, thereby proving Theorems 1 and 2. Our approach is to specialize the results from §3 to
and involve all the functions referenced in Corollary 2.2.
As a first step, we make a distinction between the case of (half)-integer fluxes α, β ∈ {0, 1 2 } and the remaining cases. This is made not just for convenience, but actually reflects the dichotomy between cases (1) and (2) Using the shorthands X = cos(2πα) and Y = cos(2πβ), and applying several trig identities (doubleangle formula, sum-to-product formula), we rewrite the last condition as 
Now square both sides of (4.1) and (4.2) and simplify to get We shall refer to the case α, β ∈ {0, Recalling the cubic polynomial (2.18), which is the characteristic polynomial of a Hermitian 3 × 3 matrix, we see that the three zeros of D(β, ·) (which does not depend on α) belong to E(α, β). For reasons to be made clear later, we shall determine if any of the zeros have multiplicity. In Case I, we indicate in Table 1 the quadratic polynomial Ψ and its R-valued zeros. Beyond Case I we must apply Corollary 2.2-(2). The next natural scenario is when exactly one of α and β belongs to {0, 1 2 }. We call this Case II. In this case there is only one R-valued zero of Ψ(α, β, ·), see Table 2 . Table 2 . Case II. The bold-faced number is a double zero of D(β, ·).
(1 − x) + Now we consider α, β / ∈ {0, 1 2 }. It turns out that there is a line in the (α, β)-parameter space on which Ψ(α, β, ·) has an R-valued zero. This line corresponds to having half-integer fluxes through all the upright triangles of side length 2 in the graph distance. 
Then Im(Ψ) = 0 is equivalent to
Substitute this into Re(Ψ) = 0 to get (sin(4πα) + 2 sin(2π(α + β))) 2 (2 sin(2πα) + sin(2π(2α + β))) 2 − (2 cos(2πα) + cos(2π(2α + β)))(sin(4πα) + 2 sin(2π(α + β))) 2 sin(2πα) + sin(2π(2α + β)) + (cos(4πα) + 2 cos(2π(α + β)) − 1) = 0. Now multiply both sides by [2 sin(2πα) + sin(2π(2α + β))] 2 , a nonzero quantity, to get
Combining the appropriate terms in the last square bracket and using the sum-to-difference formulas for sine, we can simplify the last equation to (4.7)
[sin(4πα) + sin(2π(2α + β)) + 2 sin(2π(α + β)) + 2 sin(2πα)]
− 3 sin(2πβ)(2 sin(2πα) + sin(2π(2α + β))) = 0.
Another application of the sum-to-product formulas on the sine functions reduces the expressions in the square brackets of (4.7), giving rise to
We then divide both sides by 2 sin(2πβ) = 2 cos(πβ) sin(πβ) to get
Now we expand the first term on the LHS of (4.8), and use the double-angle formula and the sum-to-difference formulas for sine to simplify (4.8) to (4.9) 1 2 (sin(2π(2α + β)) − sin(2π(4α + β))) − sin(2πα) = 0.
Applying again the sum-to-product formula to the first term on the LHS of (4.9), we get sin(2πα)(cos(2π(3α + β)) + 1) = 0.
Since sin(2πα) = 0, it must be that cos(2π(3α + β)) + 1 = 0, i.e., 3α + β = 1 2 (mod 1). Finally, substitute this back into (4.6) leads to the conclusion that 1 + 1 2 cos(2πα) is the only zero of Ψ(α, β, ·).
In a nutshell, we have established four cases from which the exceptional set for spectral decimation is analyzed. They are:
Case I: α, β ∈ {0, Case IV: The remaining case. There are no R-valued zeros of Ψ(α, β, ·).
These are indicated in the flux parameter space in Figure 8 , and we summarize our main findings as follows. Table 3 if any of the conditions in the first column is met.
Table 3
Condition Value x to be added to E(α, β) α = 0 [3, Section 5] ). In the literature mentioned, the first three steps below are obtained by first observing that 1 is an eigenvalue on level 0, and then using Lemma 3.4 and the appropriate cases in Lemma 3.6. For the last two steps, we observe that the eigenvalues first appear on level 1 and level 2, respectively, and that they lead to their corresponding series by spectral decimation.
The enumeration of the spectrum proceeds in 5 steps.
(1) mult L 
Lemma 3.4 and Lemma 3.6-(iii). Adding the multiplicities from these 5 items, we have
which gives the correct dimension count.
As an aside, note that the preimage of
N −1 ), we consider its preimages under R( (
(4) The last exceptional value 4 -series has two positive real preimages under R(
These give rise to
many eigenvalues.
The total count of eigenvalues from the foregoing 6 items is
As an aside, note that the eigenvalues in the first 5 items do not fall into the interval ( 
We consider the two values in the exceptional set first.
(1) The first exceptional value ,0) N
(2) The second exceptional value 5 4 satisfies all the conditions in Lemma 3.6-(iii). We also know that R 1 2 , 0,
The next two items deal with the other preimages of 
eigenvalues.
The total count of eigenvalues is
The analysis is very similar to that of the previous case α N = 1 2 , β N = 0. We consider the two values in the exceptional set first.
(1) The first value 
(2) The second value in the exceptional set 3 4 is also in σ(D), and satisfies the rest of the conditions in Lemma 3.6-(iii). We also know that R 0, 
(4) 1 is the other preimage of 2 under R The total count of eigenvalues is
4.3.
Spectrum under non-(half-)integer fluxes. In this subsection we characterize σ(L ω N ) in Cases II, III, and IV, thereby proving Theorem 2. Recall from Proposition 4.1 that R λ → Ψ(α, β, λ) is C-valued, so we use Corollary 2.2-(2). In particular the reduced magnetic Laplacian L Ω N −1 receives a "twist" in the form of a multiplier e 2πiθ(α,β,λ) , θ(α, β, λ) = (2π) −1 argΨ(α, β, λ). The decimation diagram takes the form
where for each n ∈ {1, 2, · · · , N }, α n−1 and β n−1 are determined from α n and β n via Proposition 2.3. We emphasize again the dependence of the magnetic Laplacians and fluxes on the spectral parameter λ under decimation. That said, to avoid an overcharged notation, we will suppress the flux symbols α N and β N in this subsection unless the context requires their presence.
The order of our analysis starts with the case Ψ(λ) = 0, followed by the case Ψ(λ) = 0.
4.3.1. Ψ(λ) = 0.
Proposition 4.5. In any of Cases II, III, and IV, suppose Ψ(λ) = 0.
On the one hand, suppose lim
and the corresponding eigenfunction vanishes on V N −1 .
On the other hand, suppose lim
and in general
That said, if none of the corresponding eigenfunctions vanishes on V N −1 , then the first two terms on the RHS of (4.11) vanish, and mult(
Proof. (G1): We are in the setting of Lemma 3.4. The only thing to justify is the existence of the limit on the RHS of (4.10). Indeed, from (2.26) and (2.27) we get Table 2 , λ is also a zero of Ψ. Therefore under the stated conditions λ can only be a simple zero of D.
Since Ψ is continuous, Ψ(λ) = 0, and D(λ) = 0, it follows that lim R x→λ [φ(x)] −1 = 0. Thus we are in the setting of either Lemma 3.6-(iii) or Lemma 3.6-(vi), provided that the following two limits exist:
and lim
For the first ratio in (4.12), since λ is a simple zero of D, and Ψ(λ) = 0,
This has a well-defined nonzero limit as x → λ. For the second ratio in (4.12),
the existence of the limit as x → λ is clear. If this limit is zero (resp. nonzero), Lemma 3.6-(iii) (resp. Lemma 3.6-(vi)) applies.
Given our knowledge of the functions D, Ψ, and A, it would be more satisfying to give concrete criteria for whether the limit of (4.13) is zero. Below is our best attempt using elementary analysis.
By assumption we may write D(x) = −(x − λ)(x − a)(x − b), a, b = λ being the two other zeros of D. Also, since D(λ) = 0 and Ψ(λ) = 0,
Therefore (4.13) rewrites as The same reasoning applies to the first term in the square bracket in (4.14). By construction, the polynomial in the denominator must contain at least one factor of (x − λ). If it contains multiple factors of (x − λ), then the first term converges to a nonzero limit. Luckily we can derive an explicit criterion. Proof of Lemma 4.6. Using (2.17) for A(α, β, ·), as well as the factorization D(β,
Thus λ is a multiple zero of H(α, β, ·) if and only if the expression in the square bracket vanishes when x = λ, i.e., 8(λ − 1) (1 − 2(λ − a)(λ − b)) = cos(2πα). We can then replace a + b and ab in terms of λ and coefficients of the cubic polynomial D(β, ·) to obtain (4.15).
We summarize the above discussions in Table 4 . 
That said, if none of the corresponding eigenfunctions vanishes on V N −1 , then the first two terms on the RHS of (4.17) vanish, and mult(L ω N , λ) = mult(L Ω N −1 , R(λ)). On the other hand, for all other scenarios In either case we find
where F is bounded in an R-neighborhood of λ. Consequently,
which has a well-defined nonzero limit as R x → λ by (4.16). is nonzero, i.e., whether F(λ) − F(·) has a multiple zero at λ. After a computation aided by Mathematica, we verify that the limit (4.19) is nonzero iff: α ∈ For our purposes, we need to involve two additional quadratic polynomials P and Q, without the requirement that P (0) = 0 or Q(0) = 0. . Now suppose F (n, α) = c n,1 α + c n,0 holds. Then denoting the two preimages of R by R −1
(1) and R −1 (2) , we have F (n + 1, α) = P −1 (R −(n+1) (w)) : w = α = P −1 (R −n (w)) : w ∈ R −1 (α) = F (n, R −1
(1) (α))F (n, R To better see the latter relation, we perform a change of variables g(n) = c n,0 + Making another change of variables to H(n) = g(n)(a 2 b 2 ) 2 n , we deduce (5.3).
In general the quadratic recurrence (5.3) cannot be solved in closed form, unless the constant term on the RHS is either 0 or −2 [46] , or under specific initial conditions. For instance of the latter, if we assume a 0 = 0, then G(n) = where we used the inequality 1 + x ≤ e x . Since k 1 2 k |H(k−1)| 2 is summable, it follows that lim k→∞ 2 −k log H(k) exists. By the same rationale, ξ k := 2 −k log(H(k) + 
