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WRIGHT FUNCTIONS GOVERNED BY FRACTIONAL
DIRECTIONAL DERIVATIVES AND FRACTIONAL ADVECTION
DIFFUSION EQUATIONS
MIRKO D’OVIDIO
Abstract. We consider fractional directional derivatives and establish some
connection with stable densities. Solutions to advection equations involving
fractional directional derivatives are presented and some properties investi-
gated. In particular we obtain solutions written in terms of Wright functions
by exploiting operational rules involving the shift operator. We also consider
fractional advection diffusion equations involving fractional powers of the nega-
tive Laplace operator and directional derivatives of fractional order and discuss
the probabilistic interpretations of solutions.
1. Introduction
In this work we study the solutions to fractional Cauchy problems involving the
operator
(1.1) (a · ∇) =
n∑
k=1
ak ∂xk
where ∇ = (∂x1 , . . . , ∂xn) and ‖a‖2 = a21 + · · · + a2n = 1. In particular, we are
interested in studying the solutions to the fractional advection equation
∂βψ
∂tβ
+ (a · ∇)αψ = 0, α, β ∈ (0, 1]
for the scalar field ψ = ψ(x, t) with constant velocity a. By exploiting operational
rules involving the shift operator, we obtain some representations of the scalar field
ψ in terms of Wright functions. From this, we arrive at the fractional advection
(convection) diffusion equation
∂βw
∂tβ
= −(−4)ϑw − (a · ∇)αw, ϑ, α, β ∈ (0, 1]
(where 4 = ∇ · ∇ is the Laplace operator) and the transport equation
∂β
∂tβ
w = −(−a · ∇)αw − λ(I −K)w
where K is the Frobenius-Perron operator corresponding to some transformation.
For the above equations we study the solutions from a probabilistic point of view.
Before starting with an overview of the work we introduce some notations which
turn out to be useful further in the text:
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2 MIRKO D’OVIDIO
• u = u(x, t) is a general solution to a general boundary value problem,
• u˜ is the Laplace transform of u,
• û is the Fourier transform of u,
• a · x = ∑nk=1 akxk and ‖x‖2 = x · x,
• ∂β
∂tβ
is the Dzerbayshan-Caputo time-fractional derivative,
• ∂βt and ∂αx are the Riemann-Liouville time- and space-fractional derivatives,
• ∂x = ∂/∂x and ∂t = ∂/∂t,
• hα is the density law of the stable subordinator Hαt , t > 0,
• lβ is the law of Lβt , t > 0 which is the inverse to Hβ .
After some preliminaries and auxiliary results, we introduce, in Section 3, the
rule
(1.2) eζ∂xf(x) = f(x+ ζ)
where the shift operator exp ζ∂x plays an important role in studying fractional
powers of ∂x and (1.1). By exploiting such a rule we define the fractional directional
derivative
(a · ∇)α =
∫ ∞
0
(
1− e−s(a·∇)
)
dγ(s)
where
dγ(s)/ds =
α s−α−1
Γ(1− α)
is the Le´vy measure of a stable subordinator. In Section 4, we study fractional
equations of the form
(1.3)
(
∂β
∂tβ
+ (a · ∇)α
)
uα,β(x, t) = 0, (x, t) ∈ Rn+ × (0,+∞)
for α, β ∈ (0, 1]. In particular we show that
uα,β(x, t) = Uαβ (a · x, t)
is the solution to the equation (1.3) subject to the initial and boundary conditions
uα,β(x, 0) = δ(x1)× · · · × δ(xn), uα,β(0, t) = 0
where
(1.4) Uαβ (x, t) = Exδ(HαLβt ), x ∈ R, t > 0
is the density law of the composition involving a stable subordinator Hαt and an
inverse process Lβt . If α = β ∈ (0, 1), then the function (1.4) becomes the Lamperti’s
law (see for example James [16]; D’Ovidio [9]) and the solution to (1.3), for α = β,
can be explicitly written as
uβ,β(x, t) =
sinβpi
pi
(a · x)β−1 tβ
(a · x)2β + 2(a · x)βtβ cosβpi + t2β , β 6= 1.
This is the case in which the density law of the composition of processes appearing
in (1.4) coincides with the law of the ratio of two independent stable subordinators
jH
β
t , j = 1, 2, that is
(1.5) Hβ
Lβt
law
= t× 1Hβt /2Hβt , t > 0.
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A special case of (1.3), for β ∈ (0, 1), is the time-fractional equation(
∂βt + (a · ∇)
)
vβ(x, t) = 0, (x, t) ∈ Rn+ × (0,+∞)
subject to the initial and boundary conditions
vβ(x, 0) = δ(x), vβ(0, t) = t
−nβ
+
for which we show that the solution can be written as
vβ(x, t) =
1
tnβ
W−β,1−nβ
(
−a · x
tβ
)
where
Wµ,ρ(z) =
1
2pii
∫
Ha
ζ−ρeζ+zζ
−µ
dζ
=
∞∑
k=0
zk
k! Γ(µk + ρ)
, µ > −1, ρ ∈ C, z ∈ C(1.6)
(Ha denotes the Hankel path) is the Wright function which has been introduced and
investigated by the British mathematician E. Maithland Wright in a series of paper
starting from 1933. By normalizing vβ we obtain the n-dimensional probability law
pβ whose one-dimensional marginals coincide with the density law of the hitting
time Lβt = inf{s ≥ 0 : Hβs /∈ (0, t)}, t > 0 which is the inverse to the stable
subordinator Hβt , t > 0. In particular, we get that
(1.7) pβ(x, t) =
Pr{1Xβt ∈ dx1, . . . , nXβt ∈ dxn}
dx1 · · · dxn
is the law of the process Xβ(t) = (1X
β
t , . . . , nX
β
t ) which can be regarded as the
inverse of
Hβ(x) = β
√
a1 × 1Hβx1 + . . .+ β
√
an × nHβxn
in the sense that
Pr{Xβ(t) < x} = Pr{Hβ(x) > t}.
Due to the fact that Hβt , t > 0, has non-negative increments, the multi-parameter
process Hβ(x), x ∈ Rn+, possesses non-decreasing paths.
For the time-fractional equation(
∂βt + (a · ∇)
)
Unβ(x, t) = 0, β ∈ (0, 1), (x, t) ∈ Rn+ × (0,+∞)
subject to the initial and boundary conditions
Unβ(x, 0) = δ(x), U
n
β(0, t) = t
n−nβ−1
+ , n ∈ N
we obtain that
Unβ(x, t) = t
n−nβ−1W−β,n−nβ
(
−a · x
tβ
)
and, for n,m ∈ N, we show that
Unβ(x, t) ∗ Umβ (y, t) = Un+mβ (x + y, t)
where ∗ stands for the Laplace convolution over t. Furthermore, for n = 1, we
obtain the density law of Lβt , t > 0.
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In Section 5, we present the solutions to the time-fractional problems involving
the operator
(1.8) |a · ∇|α = ((a · ∇)2)α2 =
 n∑
i=0
n∑
j=0
aij
∂2
∂xi∂xj
α2
and, for α = 2, we find out some connection with Gaussian laws. In particular, we
show that the solution to(
∂β
∂tβ
− (a · ∇)2
)
g(x, t) = 0, β ∈ (0, 1), (x, t) ∈ Rn × (0,+∞)
subject to the initial condition g(x, 0) = δ(x) is written in terms of the Wright
function (1.6) as follows
(1.9) g(x, t) =
1
tβ/2
W− β2 ,1− β2
(
−|a · x|
tβ/2
)
.
Furthermore, formula (1.9) can be written as
(1.10) g(x, t) =
∫ ∞
0
e−
(a·x)2
4s√
4pis
lβ(s, t)ds
where
(1.11) lβ(s, t) =
1
tβ
W−β,1−β
(
− s
tβ
)
is the law of the inverse process Lβt , t > 0.
Finally, we arrive at the fractional advection diffusion equation. We show that,
for ϑ ∈ (0, 1), α, β ∈ (0, 1) and a ∈ Rn such that ‖a‖ = 1, the solution w = w(x, t)
to the fractional equation
∂βw
∂tβ
= −(−4)ϑw − (a · ∇)αw
for (x, t) ∈ Rn × (0,+∞), is given by
w(x, t) =
∫ ∞
0
dz
∫
Rn+
ds T2ϑ(x− s, z)hα(a · s, z) lβ(z, t)
where T2ϑ(x, t) is the law of the isotropic stable Le´vy process S2ϑ(t), hα(x, t) is the
law of the stable subordinator Hαt and lβ(x, t) is the law of the inverse process L
β
t .
The distribution w represents the density law of a subordinated Rn-valued stable
process with stable subordinated drift given by
W(t) = S2ϑ(L
β
t ) + aH
α
Lβt
, t > 0.
We also show that the stochastic solution to the transport equation
(1.12)
∂βw
∂tβ
= −(a · ∇)αw − λ (I −K)w
where α, β ∈ (0, 1] and K = e−1·∇ is the shift operator, is given by
Yt = N(L
β
t ) + aH
α
Lβt
.
where Nt is a Poisson process. If a = 0, then K = B becomes the backward
operator and therefore w becomes the probability of the fractional Poisson process
N(Lβt ) (see for example Beghin and Orsingher [5] and the references therein).
FRACTIONAL ADVECTION DIFFUSION EQUATIONS 5
2. Preliminaries and auxiliary results
For m− 1 < α < m, m ∈ N, we define the Weyl’s fractional derivative
∂αx f(x) = ∂
m
x
[
xm−α−1
Γ(m− α) ∗ f(x)
]
=
∂mx
Γ(m− α)
∫ x
−∞
f(s) ds
(x− s)α+m−1 , x ∈ R
which is named Riemann-Liouville derivative if x > 0 whereas, for m− 1 < β < m,
we define the Dzerbayshan-Caputo fractional derivative as
∂βf
∂tβ
(t) =
[
tm−β−1
Γ(m− β) ∗ ∂
m
t f(t)
]
=
1
Γ(m− β)
∫ t
0
∂ms f(s) ds
(t− s)α+m−1 , t > 0.
The symbol ∗ stands for the Fourier convolution and for α = β = 1, both fractional
derivatives become ordinary derivatives. Furthermore, we recall the following con-
nection between the above fractional derivatives ([27])
(2.1)
∂βf
∂tβ
(t) = ∂βt f(t)−
m−1∑
k=0
∂kt f(t)
∣∣∣
t=0+
tk−β
Γ(k − β + 1)
which leads to the following relation between Laplace transforms
∂˜βf
∂tβ
(λ) = ∂˜βt f(λ)−
m−1∑
k=0
∂kt f(t)
∣∣∣
t=0+
λβ−k−1
where ∂˜βt f(λ) = λ
β f˜(λ).
Our aim in this section is to introduce the operational solutions to the fractional
equation
(2.2)
(
∂β
∂tβ
+ ∂αx
)
Uαβ = 0, x ≥ 0, t > 0
subject to the initial and boundary conditions Uαβ (x, 0) = ϕ0(x) and Uαβ (0, t) = 0
with α, β ∈ (0, 1]. The problem is to find an explicit form for the convolution
(2.3) Uαβ (x, t) = Eβ(−tβ∂αx )ϕ0(x)
where
(2.4) Eβ(z) =
1
2pii
∫
Ha
ζβ−1eζ
ζβ − z dζ =
∞∑
k=0
zk
Γ(βk + 1)
, <{β} > 0, z ∈ C
(Ha is the Hankel path) is the Mittag-Leffler function. We first observe that u(z) =
Eβ(−wβz)H(z), where w > 0 and H(z) is the Heaviside step function, is the
fundamental solution to the fractional relaxation equation
(2.5)
∂βu
∂zβ
(z) + wβ u(z) = 0.
For ϕ0 = δ, we get ϕ˜0(ξ) = 1 and thus, being ∂˜αxUαβ (ξ, t) = ξαU˜αβ (ξ, t) the Laplace
transform of the Riemann-Liouville derivative of Uαβ , we obtain the Laplace trans-
form
(2.6) U˜αβ (ξ, t) = Eβ(−tβξα).
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As we can immediately check, from (2.5) or the well-known fact that Eβ is an
eigenfunction for the Dzerbayshan-Caputo derivative, we reobtain
∂β
∂tβ
U˜αβ (ξ, t) = −ξα U˜αβ (ξ, t) =
∫ ∞
0
e−ξx
(−∂αxUαβ (x, t)) dx.
From (2.6) and the fact that (see for example Samko et al. [27])
Eβ(−zβaα) = sinβpi
pi
∫ ∞
0
wβ−1 e−wza
α/β
dw
w2β + 2wβ cosβpi + 1
, a > 0,
we can write
U˜αβ (ξ, t) =
sinβpi
pi
∫ ∞
0
e−xξ
α/β xβ−1 tβ
x2β + 2xβtβ cosβpi + t2β
dx.(2.7)
If we formally rearrange (2.3) from (2.7) we get that
(2.8) Uαβ (x, t) =
sinβpi
pi
∫ ∞
0
ds
sβ−1 tβ
s2β + 2sβtβ cosβpi + t2β
e−s∂
α/β
x ϕ0(x)
which takes, for α = β, the following form
(2.9) Uββ (x, t) =
sinβpi
pi
∫ ∞
0
ds
sβ−1 tβ
s2β + 2sβtβ cosβpi + t2β
ϕ0(x− s)
by taking into account the rule (1.2). Thus, from (2.9), for ϕ0 = δ, we arrive at
Uββ (x, t) =
sinβpi
pi
xβ−1 tβ
x2β + 2xβtβ cosβpi + t2β
which is the solution to the equation (2.2) or the inverse Laplace transform of
(2.7) for α = β. For a well-defined function ϕ0, the explicit representation of the
convolution (2.3) is therefore given by (2.8) or, for α = β, by (2.9).
The solution Uαβ (ξ, t), x ≥ 0, t > 0 for α, β ∈ (0, 1), can be regarded as the law
of the composition Hα
Lβt
, t > 0, where Hαt , t > 0 is an α-stable subordinator (see
Bertoin [6]) with Laplace transform
(2.10) E exp−ξHαt = exp−tξα
and Lβt , t > 0, is the inverse to the β-stable subordinator H
β
t (see for example
Baeumer et al. [3]) for which
(2.11) E exp−ξLβt = Eβ(−tβξ).
We also recall that
(2.12) E exp iξHαt = exp (−t(−iξ)α) = exp
(
−t|ξ|αe−ipiα2 ξ|ξ|
)
is the characteristic function of a totally (positively) skewed stable process. The sta-
ble subordinator Hαt is a Le´vy process with non-negative, independent and station-
ary increments whereas, the inverse process Lβt has non-negative, non-independent
and non-stationary increments as pointed out in Meerschaert and Scheffler [20] and
turns out to be fundamental in studying the solutions to some time-fractional equa-
tions. We refer to Lαt as the inverse of H
α
t in the sense that P{Lαt < x} = P{Hαx >
t}. We notice that, from the fact that Hαt has non negative increments, the process
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Lαt = inf{s ≥ 0 : Hαs /∈ (0, t)} is an hitting time. Let us write hα for the law of Hαt
and lβ for the law of L
β
t . The governing equations are known to be
(2.13)
(
∂
∂t
+ ∂αx
)
hα(x, t) = 0, x > 0, t > 0
subject to the initial and boundary conditions{
hα(x, 0) = δ(x)
hα(0, t) = 0
and
(2.14)
(
∂βt +
∂
∂x
)
lβ(x, t) = 0, x > 0, t > 0
subject to
(2.15)
{
lα(x, 0) = δ(x)
lα(0, t) =
t−β
Γ(1−β) .
In view of (2.1), formula (2.14) with conditions (2.15) can be rewritten in the
compact form
(2.16)
(
∂β
∂tβ
+
∂
∂x
)
lβ(x, t) = 0, x ≥ 0, t > 0.
From (2.5), by considering that ∂˜xlβ(ξ, t) = ξ l˜β(ξ, t), we obtain that l˜β(ξ, t) =
Eβ(−tβξ) which is the Laplace transform (2.11). We notice that (see D’Ovidio
[10])
t hα(t, x)
x lα(x, t)
=
xhα(x, t)
t lα(t, x)
= α ∈ (0, 1), x, t > 0
where lα can be written in terms of the Wright function (1.6) as in (1.11). Thus,
we can write the solution to (2.2) as
(2.17) Uαβ (x, t) =
∫ ∞
0
hα(x, s)lβ(s, t)ds =
α
x
∫ ∞
0
s lα(s, x) lβ(s, t) ds
and, from (2.10) and (2.11), we can write
U˜αβ (ξ, t) =
∫ ∞
0
e−sξ
α
lβ(s, t) ds = Eβ(−tβξα)
which is in accord with (2.6).
From the discussion above we arrive at the following fact
(2.18) Eβ(−tβAα) =
∫ ∞
0
ds Uαβ (s, t) e−sA
which holds for some well-defined operator A. In particular, for A = ∂x, from
(2.18) we write (2.3).
We also introduce the homogeneous distribution
(2.19) zη+ =
zη
Γ(1 + η)
H(z), z ∈ R, <{η} > −1
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(where H is the Heaviside function) which is locally integrable in R \ {0}. The
Fourier transform of (2.19) is written as
(2.20)
∫ +∞
−∞
eiξzzη+ dz = |ξ|−η−1ei
pi
2
ξ
|ξ| (η+1)
and can be obtained by considering the fact that
zη+ = lim
s→0+
(
e−szzη+
)
.
Furthermore, as a straightforward calculation shows
(2.21)
∫ ∞
0
e−λzzη+dz =
1
λη+1
.
3. Fractional Directional Derivatives
Let (X, d, µ) be a metric space, that is (X, d) is a locally compact separable
metric space and µ is a Radon measure supported on X. Let Lp(µ) be the space
of all real-valued functions on X with finite norm
(3.1) ‖u‖pp :=
∫
X
|u(x)|pdµ(x), 1 ≤ p <∞.
Let Tt be a strongly continuous semigroup on L
p(µ) and A be the infinitesimal
generator of Tt, that is
(3.2) lim
t→0+
∥∥∥Ttu− u
t
−Au
∥∥∥
p
= 0
for all u ∈ D(A) where
Dom(A) = {u ∈ Lp(µ) : the limit (3.2) exists}.
We formally write
(3.3) Tt = e
tA, t > 0
and Tαt will denote the semigroup for the fractional generator Aα.
The fractional power of operators has been examined in many papers since the
beginning of the Sixties. A power α of a closed linear operator A can be represented
by means of the Dunford integral
(3.4) Aα = 1
2pii
∫
Γ
dλλα (λ−A)−1, <{α} > 0
under the conditions
(i) λ ∈ ρ(A) (the resolvent set of A) for all λ > 0;
(ii) ‖λ(λI +A)−1‖ < M <∞ for all λ > 0
where Γ encircles the spectrum σ(A) counter-clockwise avoiding the negative real
axis and λα takes the principal branch. The reader can find information on this
topic in works by Balakrishnan [4], Ho¨vel and Westphal [15], Komatsu [17], Kras-
nosel’skii and Sobolevskii [18], Watanabe [30]. For <{α} ∈ (0, 1), the integral (3.4)
can be rewritten in the Bochner sense as follows
(3.5) Aα = sinpiα
pi
∫ ∞
0
dλλα−1(λ+A)−1A.
FRACTIONAL ADVECTION DIFFUSION EQUATIONS 9
From the proof of the Hille-Yosida theorem we have that
(λ+A)−1 =
∫ ∞
0
dt e−λte−tA.
By inserting this expression into (3.5) we get that∫ ∞
0
dλλα−1(λ+A)−1 =
(∫ ∞
0
ds s−αe−sA
)(∫ ∞
0
ds sα−1e−s
)
where ∫ ∞
0
ds sα−1e−s = Γ(α)
is the Gamma function for which the following well-known property holds true
Γ(α)Γ(1− α) = pi
sinpiα
and
(3.6)
∫ ∞
0
ds s−αe−sA = Γ(1− α)Aα−1
which holds only if 0 < α < 1 (the reader can also consults the interesting book by
Renardy and Rogers [26]). The representation (3.5) can be therefore rewritten as
Aα = Aα−1A, α ∈ (0, 1)
by considering (3.6). After some algebra, by exploiting the same calculation, we
can also arrive at the representation
(3.7) Aα = AnAα−n, n− 1 < α < n, n ∈ N.
The semigroup Tt of the translation operator
A = ∂
∂x
is strongly continuous in Lp(µ) with dµ(x)/dx = e
−ωx, ω > 0 and ‖Tt‖p = e−ωt/p
(see for example [8; 27]). In what follows we will study the fractional power of the
directional derivative operator A = (a · ∇).
The directional derivative of fractional order α ∈ (0, 1) ∪ (1, 2] has been first
introduced by Meerschaert et al. [21] in connection with models of anomalous diffu-
sions. By using the Fourier transform convention the authors define the fractional
derivative DαM of a well defined function f : Rn 7→ R by requiring that
(3.8) D̂αMf(ξ) = f̂(ξ)
∫
‖θ‖=1
(−iξ · θ)αM(dθ), ξ ∈ Rn, α ∈ (0, 1) ∪ (1, 2]
where M(dθ) is a probability measure on the unit sphere
Sn−1 = {θ ∈ Rn : ‖θ‖ = 1}.
In the one-dimensional case, θ = ±1 so that ‖θ‖ = 1. Formula (3.8) becomes
f̂(ξ) (p(−iξ)α + q(iξ)α) , ξ ∈ R
with p + q = 1 and therefore the inverse Fourier transform yelds the governing
operator of a one-dimensional asymmetric stable process (or symmetric if q = 1/2).
In order to define fractional directional derivatives and study fractional equations
involving the operator (1.1) we first introduce the rule
(3.9) eζ∂xf(x) = f(x+ ζ)
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for an analytic function f : R 7→ R and ζ ∈ R. The operational rules (3.9) plays
an important role in quantum mechanics ([2]) and formally, can be obtained by
considering the Taylor expansion of the analytic function f near x written as follows
f(ζ) =
∞∑
k=0
(ζ − x)k
k!
f (k)(x).
Thus, we get that
f(x+ ζ) =
∞∑
k=0
ζk
k!
f (k)(x) =
∞∑
k=0
ζk
k!
∂kxf(x) = e
ζ∂xf(x).
However (Feller [13]; Hille and Phillips [14]), the Taylor series and therefore the rule
(3.9), can be extended to the class of bounded continuous functions on (0,+∞).
The reader can find further details on the Taylor expansion for generalized functions
in works by Estrada and Kanwal [11]; Anastassiou [1] and the references therein.
In our view, from (3.7), (3.6) and (3.3) the fractional power of A can be written
as follows
(3.10) Aα = AAα−1 = A
[
1
Γ(1− α)
∫ ∞
0
ds s−αTs
]
and therefore, based on the discussion made so far, we introduce the following
representation of the fractional power of the directional derivative (1.1).
Definition 1. For 0 < α < 1, a ∈ Rn+ such that ‖a‖ = 1 and ∇ = (∂x1 , . . . , ∂xn)
we define
(3.11) (a · ∇)α := (a · ∇)
Γ(1− α)
∫ ∞
0
ds s−αe−s(a·∇).
Remark 1. We notice that, after some algebra, from (3.11) we get
(3.12) (a · ∇)α =
∫ ∞
0
(
1− e−s(a·∇)
)
dγ(s)
where
dγ(s)/ds =
α s−α−1
Γ(1− α)
is the Le´vy measure of a stable subordinator (Bertoin [6]). Indeed, a Berstein
function b : (0,+∞) 7→ R and therefore such that b ≥ 0 and (−1)k∂kxb(x) ≤ 0 for
all x > 0 and k ∈ N, is a Berstein function if and only if
(3.13) b(x) = c1 + c2x+
∫ ∞
0
(1− esx)dm(s), x > 0
for constants c1, c2 ≥ 0 and a non-negative measure m on [0,∞) satisfying
(3.14)
∫ ∞
0
(s ∧ 1)dm(s) <∞.
Furthermore, b is a Bernstein function if and only if there is a convolution semi-
group, say φt, such that
(3.15)
∫ ∞
0
e−sxdφt(s) = e−tb(x).
Here, we consider b(x) = xα with c1 = c2 = 0 and thus, m = γ and φt(s) = hα(s, t)
is the law of Hαt .
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Remark 2. In the one-dimensional case, from (3.11), for f : (0,+∞) 7→ R, we
obtain that the fractional derivative
∂αx f(x) =
∂
∂x
[
1
Γ(1− α)
∫ ∞
0
ds s−αTsf(x)
]
where −∂x is the generator of Ts, takes the form
∂αx f(x) =
∂
∂x
[
1
Γ(1− α)
∫ ∞
0
ds s−αe−s∂xf(x)
]
=
∂
∂x
[
1
Γ(1− α)
∫ ∞
0
ds s−αf(x− s)
]
=
∂
∂x
[
1
Γ(1− α)
∫ x
0
ds s−αf(x− s)
]
=
1
Γ(1− α)
∂
∂x
∫ x
0
ds f(s)
(x− s)α , α ∈ (0, 1)
which is the Riemann-Liouville fractional derivative on the half line (0,+∞) ([27]).
For f : (−∞,+∞) 7→ R, we also obtain that
∂αx f(x) =
∂
∂x
[
1
Γ(1− α)
∫ ∞
0
ds s−αf(x− s)
]
=
∂
∂x
[
1
Γ(1− α)
∫ x
−∞
ds (x− s)−αf(s)
]
=
1
Γ(1− α)
∂
∂x
∫ x
−∞
ds f(s)
(x− s)α , α ∈ (0, 1)
which is the Weyl derivative on the whole real line (−∞,+∞), see for example
Samko et al. [27].
4. Fractional advection equations
This section has been inspired by the works by Meerschaert et al. [21, 23] where
the authors studied the advection-dispersion equation
∂ρ
∂t
= −v · ∇ρ(x, t) + cDαMρ(x, t)
c > 0, introduced to model anomalous dispersion in ground water flow. The frac-
tional operator DαM is defined in the space of Fourier transforms in the sense that
DαMρ(x, t) is given as inverse of (−iξ · θ)αρ̂(ξ, t) with ‖θ‖ = 1. Thus, the operator
DαM generalizes the directional derivative D1M = θ ·∇. Here we study the advection
equations in which the fractional directional derivative has been previously defined
in (3.11) and find results based on the operational rule (3.9).
We will show that, for the operator A = (a · ∇), the solution to the space
fractional equation
(4.1)
(
∂
∂t
+Aα
)
uα = 0
subject to the initial condition
uα(x, 0) = u0(x)
can be represented as the convolution
(4.2) uα(x, t) = T
α
t u0(x)
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where
Tαt u0(x) = Ee−H
α
t A u0(x) =
∫ ∞
0
dφt(s)Ts u0(x).
The semigroup dφt(s) = dshα(s, t) represents the law of the positively skewed Le´vy
process Hαt , t > 0 and plays, in this context, the role of γ(s) in (3.12). Due to the
fact that Hαt
a.s.−→ t (which is the elementary subordinator) for α → 1, we obtain
that
lim
α→1
hα(x, s) = δ(x− s)
and therefore
u(x, t) = Tt u0(x)
is the solution to (4.1) for α = 1.
We start our analysis by noticing the following fact.
Lemma 1. For the solution to
(4.3)
(
∂
∂t
+ ∂αx
)
uα = 0, x ≥ 0, t > 0
subject to the initial and boundary conditions
uα(x, 0) = u0(x), uα(0, t) = 0,
we have that
(4.4) uα(x, t) = e
−t∂αx u0(x) = Ee−H
α
t ∂x u0(x).
Proof. By considering the function u : (0,+∞) 7→ R with
(4.5) u
∣∣
∂R+ = 0,
we get that
∂̂αx u(ξ) =
∫ +∞
−∞
dx eiξx∂αx u(x)
=
∫ +∞
−∞
dx eiξx
∂x
Γ(1− α)
∫ ∞
0
dz z−αe−z∂xu(x).
From the Foubini’s theorem and by taking into account (3.9), we obtain that
∂̂αx u(ξ) =
1
Γ(1− α)
∫ ∞
0
dz z−α
∫ +∞
−∞
dx eiξx∂x e
−z∂xu(x)
=
1
Γ(1− α)
∫ ∞
0
dz z−α
∫ +∞
−∞
dx eiξx∂x u(x− z)
=
1
Γ(1− α)
∫ ∞
0
dz z−α
∫ +∞
z
dx eiξx∂x u(x− z)
=
−iξ
Γ(1− α)
∫ ∞
0
dz z−α
∫ +∞
z
dx eiξxu(x− z)
provided that (4.5) holds true. Furthermore,
∂̂αx u(ξ) =
−iξ
Γ(1− α)
∫ ∞
0
dz z−α
∫ +∞
z
dx eiξxu(x− z)
=
−iξ
Γ(1− α)
∫ ∞
0
dz z−αeiξz
∫ +∞
0
dx eiξxu(x)
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=
−iξ
Γ(1− α)
∫ ∞
0
dz z−αeizξ û(ξ)
=(−iξ)α û(ξ) = |ξ|αe−ipiα2 ξ|ξ| û(ξ), α ∈ (0, 1)(4.6)
from the fact that formula (2.20) holds and provided that u ∈ L1(R+). From (4.6),
the equation
∂uα
∂t
= −∂αx uα
can be rewritten by passing to the Fourier transforms as
∂ûα
∂t
(ξ, t) = −∂̂αx uα(ξ, t) = −|ξ|αe−i
piα
2
ξ
|ξ| ûα(ξ, t)
which, in turns, leads to
(4.7) ûα(ξ, t) = û0(ξ) exp
(
−t|ξ|αe−ipiα2 ξ|ξ|
)
.
If A = ∂x in (4.2), then from the operational rule (3.9), we obtain that
u(x, t) = e−t∂xu0(x) = u0(x− t)
and thus
(4.8) uα(x, t) = e
−t∂αx u0(x) =
∫ ∞
0
ds hα(s, t)u0(x− s).
The Fourier transform of the convolution (4.8) is therefore written as
(4.9) ûα(ξ, t) =
∫ ∞
0
ds hα(s, t) e
iξsû0(ξ) = û0(ξ) ĥα(ξ, t)
where ĥα(ξ, t) = E exp iξHαt is that in (2.12) and thus (4.9) coincides with (4.7).
From this we obtain the claimed result. 
Remark 3. If we assume that ûα(ξ, 0) = 1, that is uα(x, 0) = δ(x), than we get
that uα = hα which is the law of a stable subordinator H
α
t , t > 0 with α ∈ (0, 1).
Lemma 2. Let u : D ⊆ Rn+ 7→ R be a function such that u ∈ Dom(a · ∇). For the
fractional operator (3.11) we have that
(4.10) ̂(a · ∇)αu(ξ) = (−ia · ξ)α û(ξ).
Proof. Let us consider the function u : D ⊆ Rn 7→ R with
u(x)
∣∣∣
∂D
= 0.
We have that
̂(a · ∇)αu(ξ) =
∫
Rn
dx eiξ·x
(a · ∇)
Γ(1− α)
∫ ∞
0
dz z−αe−z(a·∇)u(x)
=
(−ia · ξ)
Γ(1− α)
∫
D
dx eiξ·x
∫ ∞
0
dz z−αe−z(a·∇)u(x).
From the Foubini’s theorem we can write
̂(a · ∇)αu(ξ) = (−ia · ξ)
Γ(1− α)
∫ ∞
0
dz z−α
∫
D
dx eiξ·xe−z(a·∇)u(x)
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where∫
D
dx eiξ·xe−z(a·∇)u(x) =
∫
D+az
dx1 · · · dxn eiξ·xu(x1 − a1z, . . . , xn − anz)
=eiz(a1ξ1+···+anξn)
∫
D
dx1 · · · dxneiξ·xu(x1, . . . , xn)
=eiz a·ξ û(ξ).
From (2.20), by considering that
|ξ|−η−1eipi2 ξ|ξ| (η+1)
∣∣∣∣∣
ξ=a·ξ
= (−iξ)−η−1
∣∣∣∣∣
ξ=a·ξ
we obtain
̂(a · ∇)αu(ξ) = (−ia · ξ)
Γ(1− α)
∫ ∞
0
dz z−αeiz a·ξ û(ξ) = (−ia · ξ)α û(ξ)
and formula (4.10) is proved. 
We present the main result of this section.
Theorem 1. We have that:
i) for β ∈ (0, 1] and α ∈ (0, 1), the solution to the fractional equation
(4.11)
(
∂β
∂tβ
+ (a · ∇)α
)
uα,β(x, t) = 0, x ∈ Rn+, t > 0
subject to the initial and boundary conditions
uα,β(x, 0) = u0(x), uα,β(0, t) = 0
is written as
(4.12) uα,β(x, t) = Uαβ (a · x, t),
where Uαβ is the solution to (2.2).
ii) for β ∈ (0, 1), the solution to the fractional equation
(4.13)
(
∂βt + (a · ∇)
)
vβ(x, t) = 0, x ∈ Rn+, t > 0, β ∈ (0, 1)
subject to the initial and boundary conditions
vβ(x, 0) = δ(x), vβ(0, t) = t
ν
+, ν > −1
is given by
(4.14) vβ(x, t) = t
νW−β,ν+1
(
−a · x
tβ
)
.
iii) for ν = −β, the problem ii) can be rewritten as
(4.15)
(
∂β
∂tβ
+ (a · ∇)
)
vβ(x, t) = 0, x ∈ Rn+, t > 0, β ∈ (0, 1)
subject to the initial condition
vβ(x, 0) = δ(x)
and the solution (4.14) takes the form
(4.16) vβ(a · x, t) = lβ(a · x, t)
where lβ(x, t), (x, t) ∈ (0,+∞)2 is the law of Lβt , t > 0.
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Proof. Proof of i). From the previous result the Fourier transform of the equation
(4.11) is written as
∂β ûα,β
∂tβ
(ξ, t) = −(−ia · ξ)αûα,β(ξ, t).
The Mittag-Leffler function is an eigenfunction of the Dzerbayshan-Caputo frac-
tional derivative and therefore we get that
(4.17) ûα,β(ξ, t) = û0(ξ)Eβ
(−tβ(−ia · ξ)α) .
This is equivalent to write uα,β as follows
uα,β(x, t) =
∫ ∞
0
ds lβ(s, t)e
−s(a·∇)αu0(x)
=
∫ ∞
0
dsUαβ (s, t)e−s a·∇u0(x), α, β ∈ (0, 1)
where, we recall that,
(4.18) Uαβ (x, t) =
∫ ∞
0
hα(x, s)lβ(s, t)ds
is that in (1.4). From (3.9) we get that
uα,β(x, t) =
∫ ∞
0
dsUαβ (s, t)e−s a·∇u0(x)
=
∫ ∞
0
dsUαβ (s, t)u0(x1 − sa1, . . . , an − ansn)
and thus
ûα,β(ξ, t) =
∫ ∞
0
dsUαβ (s, t) ei s a·ξ û0(ξ1, . . . , ξn)
=û0(ξ) Ûαβ (a · ξ, t).
From (2.10), (2.11) and (4.18) we have that
Ûαβ (γ, t) =
∫ ∞
0
eiγxUαβ (x, t)dx
=
∫ ∞
0
e−s(−iγ)
α
lβ(s, t)ds
=Eβ(−tβ(−iγ)α), γ ∈ R
and thus
ûα,β(ξ, t) =û0(ξ) Ûαβ (γ, t)
∣∣∣
γ=a·ξ
= û0(ξ)Eβ
(−tβ(−ia · ξ)α) .
Proof of ii). The Laplace transform of vβ is written as
v˜β(x, λ) =
∫ ∞
0
e−λtvβ(x, t) dt
=
∫ ∞
0
e−λttνW−β,ν+1
(
−a · x
tβ
)
dt
=
∫ ∞
0
e−λttν
∞∑
k=0
(
−a · x
tβ
)k dt
k! Γ(−βk + ν + 1)
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=λ−ν−1
∞∑
k=0
(−λβa · x)k 1
k!
=λ−ν−1 exp
(−λβa · x)(4.19)
where, from (2.21),
λ−ν−1 =
∫ ∞
0
e−λtvβ(0, t)dt = v˜β(0, λ).
We immediately get that
∂
∂xj
v˜β(x, λ) = −λβ aj v˜β(x, λ)
and thus
n∑
j=1
aj
∂
∂xj
v˜β(x, λ) = −λβ
n∑
j=1
a2j v˜β(x, λ) = −λβ v˜β(x, λ)
being ‖a‖ = 1. This means that
(a · ∇)v˜β(x, λ) = −λβ v˜β(x, λ) =
∫ ∞
0
e−tλ
(
−∂βt vβ(x, t)
)
dt
where in the last identity we have considered the Laplace transform of the Riemann-
Liouville derivative ([27]).
Proof of iii). The Fourier transform of (4.15) is written as
∂β v̂β
∂tβ
(ξ, t) = (ia · ξ) v̂β(ξ, t)
and leads to
v̂β(ξ, t) = Eβ
(
itβ a · ξ)
which coincides with (4.17) for α = 1. We recall that∫ ∞
0
e−γx t−βW−β,1−β
(
− x
tβ
)
dx =
1
γtβ
E−β,1−β
(
− 1
γtβ
)
, γ > 0
where (see Beghin and Orsingher [5])
1
γtβ
E−β,1−β
(
− 1
γtβ
)
= Eβ,1(−γtβ)
and, from (3.9),∫
Rn+
dx eiξ·xe−s(a·∇)vβ(x, 0) =
∫
Rn+
dx eiξ·xvβ(x1 − sa1, . . . , xn − san, 0)
=ei s a·ξ
∫
Rn+
dx eiξ·xvβ(x1, . . . , xn, 0)
=ei s a·ξ v̂β(ξ)
where v̂β(ξ) = 1. Thus, we obtain that
Eβ
(
itβ a · ξ) =∫ ∞
0
ei s a·ξ t−βW−β,1−β
(
− s
tβ
)
ds
=
∫ ∞
0
ds
(∫
Rn+
dx eiξ·xe−s(a·∇)vβ(x, 0)
)
t−βW−β,1−β
(
− s
tβ
)
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=
∫
Rn+
eiξ·x
(∫ ∞
0
ds t−βW−β,1−β
(
− s
tβ
)
e−s(a·∇)vβ(x, 0)
)
dx
= [from the operational rule (3.9)]
=
∫
Rn+
eiξ·x
(∫ ∞
0
ds t−βW−β,1−β
(
− s
tβ
)
vβ(x− sa, 0)
)
dx
where vβ(x, 0) = δ(x) and x = sa if and only if x · a = s‖a‖2 with ‖a‖2 = 1. We
obtain that
Eβ
(
itβ a · ξ) = ∫
Rn+
eiξ·x
(∫ ∞
0
ds t−βW−β,1−β
(
− s
tβ
)
δ(a · x− s)
)
dx
=
∫
Rn+
eiξ·xvβ(x, t) dx
which concludes the proof. 
Remark 4. We remark that, for α = β, formula (4.12) becomes
uβ,β(x, t) =
sinβpi
pi
(a · x)β−1 tβ
(a · x)2β + 2(a · x)βtβ cosβpi + t2β , β 6= 1.
The law uβ,β(x, t), x ≥ 0, t > 0 can be interpreted as the density law of the ratio
of two independent stable subordinators both of order β ∈ (0, 1), see D’Ovidio
[9]; James [16]. This ratio (formula (1.5)) does not depend on t > 0.
Remark 5. For α = 1 and β ∈ (0, 1), the solution (4.14) (and (4.12)) with
vβ(0, t) = t
−β , can be written as
vβ(x, t) = t
−βW−β,1−β
(
−a · x
tβ
)
= lβ(a · x, t)
where lβ is the law of L
β
t , t > 0.
Remark 6. For β = 1 and α ∈ (0, 1), the solution (4.12) takes the form
(4.20) uα(x, t) = uα,1(x, t) = hα(a · x, t)
where hα is the density law of H
α
t and solves
(4.21)
(
∂
∂t
+ (a · ∇)α
)
uα(x, t) = 0, (x, t) ∈ Rn+ × (0,+∞)
subject to the initial condition
(4.22) uα(x, 0) = u0(x) =
n∏
k=1
u0(xk)
with u0(xk) = δ(xk) for all k = 1, 2, . . . , n. Indeed, we have that
(4.23) uα(x, t) = e
−t(a·∇)αu0(x) =
∫ ∞
0
ds hα(s, t) e
−s(a·∇)u0(x)
and
(4.24) ûα(ξ, t) = û0(ξ) ĥα(a · ξ, t)
where
(4.25) û0(ξ) =
n∏
k=1
û0(ξk)
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From (3.9) and the fact that u0(xk) = δ(xk) for all k, we rewrite (4.23) as follows
uα(x, t) =
∫ ∞
0
ds hα(s, t) δ(x− sa).
By considering that x = sa if and only if a · x = s we obtain (4.20). From (3.9)
and (4.22) we have that
e−s(a·∇)u0(x) =
n∏
k=1
u0(xk − sak)
and therefore we obtain the Fourier transform
ûα(ξ, t) =
∫
Rn+
eiξ·x
∫ ∞
0
ds hα(s, t)
n∏
i=k
u0(xk − sak) dx
=
n∏
k=1
û0(ξk)
∫ ∞
0
ds hα(s, t)e
is a·ξ
=û0(ξ) ĥα(a · ξ, t).
Formula (2.12) says that
ĥα(a · ξ, t) = exp
(
−t|a · ξ|αe−ipiα2 a·ξ|a·ξ|
)
= exp (−t(−ia · ξ)α) .
By taking into consideration (4.10), from the fact that
∂ĥα
∂t
(a · ξ, t) = −(−ia · ξ) ĥα(a · ξ, t)
we obtain (4.21).
From the previous result we arrive at the following statement.
Corollary 1. For β ∈ (0, 1), the solution to the time-fractional equation
(4.26)
(
∂βt + (a · ∇)
)
vβ(x, t) = 0, (x, t) ∈ Rn+ × (0,+∞)
subject to the initial and boundary conditions
vβ(x, 0) = δ(x), vβ(0, t) = t
−nβ
+
or equivalently
(4.27)
( ∂nβ
∂tnβ
+ (a · ∇)
)
vβ(x, t) = 0, (x, t) ∈ Rn+ × (0,+∞)
subject to the initial conditions
vβ(x, 0) = δ(x),
∂kvβ
∂tk
(x, 0) = 0, 0 < k < dnβe − 1
(d·e is the smallest following integer) is given by
(4.28) vβ(x, t) =
1
tnβ
W−β,1−nβ
(
−a · x
tβ
)
.
Proof. It suffices to consider ν = −nβ in Theorem 1 and the fact that
∂˜nβu
∂tnβ
(λ) = λnβ u˜(λ)−
dnβe−1∑
k=0
λnβ−k−1
∂ku
∂tk
(0+).

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Remark 7. We point out that the normalization of (4.28) given by
(4.29) pβ(x, t;n) =
a(n)
tnβ
W−β,1−nβ
(
−a · x
tβ
)
, x ∈ Rn+, t > 0
where a(n) = a1 · a2 · · · an, is a probability distribution whose one-dimensional
marginals coincide with lβ , that is the density law of the inverse process L
β
t , t > 0.
Indeed, for the law pβ(x, t;n), β ∈ (0, 1), (x, t) ∈ Rn+ × Rn+, we can show that
(4.30)
∫
Rk+
pβ(x, t;n)dx = pβ(y, t;n− k), y ∈ Rn−k, t ∈ Rn+
and also that
(4.31)
∫
Rn+
pβ(x, t;n)dx = 1.
To this end, we recall that (see for example Lebedev [19])
1
Γ(−α) =
1
2pii
∫
C
ds essα, α 6= 1, 2, . . . .
and we write
pβ(x, t;n) =
a(n)
(
∏n
j=1 t
β
j )
W−β,1−nβ
− n∑
j=1
ajxj
tβj

=
a(n)
(
∏n
j=1 t
β
j )
∞∑
k=1
1
k!
− n∑
j=1
ajxj
tβj
k 1
Γ(−βk + 1− nβ)
=
a(n)
(
∏n
j=1 t
β
j )
1
2pii
∫
C
essnβ−1
∑
k≥0
1
k!
− n∑
j=1
ajxj
tβj
k sβkds
=
a(n)
(
∏n
j=1 t
β
j )
1
2pii
∫
C
essnβ−1 exp
−sβ n∑
j=1
ajxj
tβj
 ds.
By observing that
∫ ∞
0
exp
−sβ n∑
j=1
ajxj
tβj
 dxj = tβj
ajsβ
exp
−sβ n∑
j=1
j 6=j
ajxj
tβj

we get that
∫ ∞
0
pβ(x, t;n) dxj =
a(n)
(
∏n
j=1
j 6=l
tβj )
1
al
1
2pii
∫
C
ess(n−1)β−1 exp
−sβ n∑
j=1
j 6=l
ajxj
tβj
 ds
=
a(n)
(
∏n
j=1
j 6=l
tβj )
1
al
∑
k≥0
1
k!
− n∑
j=1
j 6=l
ajxj
tβj

k
1
2pii
∫
C
ess(n−1)β−1−βk ds
20 MIRKO D’OVIDIO
=
a(n)
(
∏n
j=1
j 6=l
tβj )
1
al
∑
k≥0
1
k!
− n∑
j=1
j 6=l
ajxj
tβj

k
1
Γ(−βk + 1− (n− 1)β)
=
a(n)
al (
∏n
j=1
j 6=l
tβj )
W−β,1−(n−1)β
− n∑
j=1
j 6=l
ajxj
tβj

which is the marginal law of
pβ(x, t;n), x ∈ Rn+, t ∈ Rn+
and this proves (4.30). In order to obtain (4.31) it suffices to consider (4.30) and
the fact that lβ integrates to unity. Indeed, we recall that
pβ(x, t; 1) = lβ(x, t) =
1
tβ
W−β,1−β
(
− x
tβ
)
is the probability density on [0,+∞) of the process Lβt , t > 0.
Remark 8. The distribution (4.29) can be regarded as the law of a process which
is the inverse to the sum of stable subordinators. In particular, let us consider the
stable random sheet(
1H
β
x1 , . . . , nH
β
xn
)
, x = (x1, . . . , xn) ∈ Rn+
with independent stable subordinators jH
β
xj , j = 1, 2, . . . , n, of order β ∈ (0, 1). We
are interested in studying the inverse multi parameter process
Xβ(t) =
(
1X
β
t , . . . , nX
β
t
)
, t > 0
of the linear combination
Hβ(x) = β
√
a1 × 1Hβx1 + . . .+ β
√
an × nHβxn
law
= 1H
β
a1x1 + . . .+ nH
β
anxn
with aj ≥ 0, ∀j, in the sense that
(4.32) Pr{Xβ(t) > x} = P{1Xβt > x1, . . . nXβt > xn} = P{Hβ(x) < t}.
We first obtain that
(4.33) Pr{Hβ(x) ∈ ds}/ds = hβ(s,a · x)
Indeed, from (2.10), we get that
(4.34) E exp (−ξHβ(x)) = exp
(−ξβ(a · x)) = E exp(−ξHβ(a·x))
which means that
Hβ(x)
law
= Hβa·x, a ∈ Rn+, x ∈ Rn+.
From (4.32) and (4.33), we find the law of Xβ as follows
pβ(x, t) =
(−∂)n
∂x1 · · · ∂xnP{1X
β
t > x1, . . . nX
β
t > xn}
=
(−∂)n
∂x1 · · · ∂xnP{Hβ(x) < t}
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=
∫ t
0
(−∂)n
∂x1 · · · ∂xnP{H (x) ∈ ds}
=
∫ t
0
(−∂)n
∂x1 · · · ∂xn hβ(s,a · x) ds
From (2.10) and the fact that∫ ∞
0
e−λt
(∫ t
0
hβ(s,a · x) ds
)
dt =
1
λ
∫ ∞
0
e−λshβ(s,a · x) ds = 1
λ
e−(a·x)λ
β
we arrive at the Laplace transform∫ ∞
0
e−λtpβ(x, t)dt =
∫ ∞
0
e−λt
(∫ t
0
(−∂)n
∂x1 · · · ∂xnhβ(s,a · x) ds
)
dt
=
(−∂)n
∂x1 · · · ∂xn
1
λ
e−(a·x)λ
β
=
n∏
j=1
aj λ
nβ−1e−(a·x)λ
β
.
By recalling that a(n) = a1 · · · an and inverting the above Laplace transform, we
get that
pβ(x, t) =
a(n)
tnβ
W−β,1−nβ
(
−a · x
tβ
)
which is the claimed result.
We now extend the results presented in Theorem 1. Let us consider the solution
to the time-fractional problem
(4.35)
(
∂βt + (a · ∇)
)
Unβ(x, t) = 0, x ∈ Rn+, t > 0, β ∈ (0, 1)
subject to the initial and boundary conditions
Unβ(x, 0) = δ(x), U
n
β(0, t) = t
n−nβ−1
+ , n ∈ N.
From Theorem 1 we know that
(4.36) Unβ(x, t) = t
n−nβ−1W−β,n−nβ
(
−a · x
tβ
)
.
Theorem 2. For n,m ∈ N, we have that
(4.37) Unβ(x, t) ∗ Umβ (y, t) = Un+mβ (x + y, t)
where ∗ stands for the Laplace convolution over t. Furthermore, formula (4.36) can
be written as
(4.38) Unβ(x, t) = (u1 ∗ · · · ∗ un)(x, t)
where
(4.39) ui(xi, t) =
1
tβ
W−β,1−β
(
−aixi
tβ
)
, x ≥ 0, t ≥ 0, i = 1, . . . , n.
Proof. We first assume that formula (4.38) holds true and we write
φ(x, t) = (u1 ∗ · · · ∗ un)(x, t).
We have that
φ˜(ξ, t) =
∫ ∞
0
· · ·
∫ ∞
0
e−ξ·xφ(x, t) dξ1 · · · dξn
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=
∫ ∞
0
· · ·
∫ ∞
0
e−
∑n
i=1 ξixi(u1 ∗ · · · ∗ un)(x1, . . . , xn, t) dx1 · · · dxn
=(u˜1 ∗ · · · ∗ u˜2)(ξ1, . . . , ξn, t)
where, from (1.6) and (2.4),
(4.40) u˜i(ξi, t) =
∫ ∞
0
e−ξixiui(xi, t)dxi =
1
ai
Eβ
(
−ξit
β
ai
)
and thus ˜˜
φ(ξ, λ) =
∫ ∞
0
e−λt φ˜(ξ, t) dt =
n∏
i=1
λβ−1
(λβai + ξi)
.(4.41)
Now we consider the function
ϕ(x, t) = tn−nβ−1W−β,n−nβ
(a · x
tβ
)
.
From (1.6) we have that
(4.42) ϕ˜(x, λ) =
∫ ∞
0
e−λt ϕ(x, t) dt = λnβ−ne−λ
β(a·x).
As we can immediately check
(4.43)
∫
Rn+
e−ξ·xϕ˜(x, λ) dx =
λnβ−n∏n
i=1(ξi + λ
βai)
=
n∏
i=1
λβ−1
(ξi + λβai)
coincides with (4.41) and therefore φ = ϕ. This concludes the proof. 
Remark 9. For n = 2 we have that
U2β(x, t) =
∫ t
0
1
sβ
W−β,1−β
(
−a1x1
sβ
) 1
(t− s)βW−β,1−β
(
− a2x2
(t− s)β
)
ds
=
∞∑
i=0
∞∑
j=0
(−a1x1)i
i! Γ(1− βi− β)
(−a2x2)j
j! Γ(1− βj − β)
∫ t
0
s−βi−β(t− s)−βj−β ds
=
∞∑
i=0
∞∑
j=0
(−a1x1)i
i! Γ(1− βi− β)
(−a2x2)j
j! Γ(1− βj − β) t
1−β(i+j+2)B(1− βi− β, 1− βj − β)
=
∞∑
i=0
∞∑
j=0
(−a1x1)i
i!
(−a2x2)j
j!
t1−β(i+j+2)
Γ(2− 2β − βi− βj)
where
B(w1, w2) =
Γ(w1)Γ(w2)
Γ(w1 + w2)
is the Beta function. From the fact that (see Lebedev [19, p. 115])
1
Γ(α)
=
1
2pii
∫
C
s−αes ds
we can write
U2β(x, t) =t
1−2β
∞∑
l=0
∞∑
j=0
(−a1x1/tβ)l
l!
(−a2x2/tβ)j
j!
1
2pii
∫
C
s2β+βl+βj−2es ds
=t1−2β
1
2pii
∫
C
∞∑
l=0
∞∑
j=0
(−a1x1sβ/tβ)l
l!
(−a2x2sβ/tβ)j
j!
s2β−2es ds
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=t1−2β
1
2pii
∫
C
e−
(a1x1+a2x2)
tβ
sβs2β−2 ds
=t1−2β
1
2pii
∫
C
∞∑
k=0
(−(a1x1 + a2x2)/tβ)k
k!
sβks2β−2 ds
=t1−2β
∞∑
k=0
(−(a1x1 + a2x2)/tβ)k
k! Γ(−βk + 2− 2β)
=
1
t2β−1
W−β,2−2β
(
−a1x1 + a2x2
tβ
)
which is in accord with (4.36).
Remark 10. We can obtain the previous result by considering that
U˜2β(ξ, t) =
∫ t
0
u˜1(ξ1, s) u˜2(ξ2, t− s) ds
where
u˜ j(ξj , t) = Eβ(−ξj tβ/aj)/aj , j = 1, 2.
Thus, we arrive at
a1a2
∫ t
0
Eβ(−ξ2sβ/a2)Eβ(−ξ1(t− s)β/a1) ds =
∫ ∞
0
∫ ∞
0
e−γ1−γ2Σ(γ1, γ2) dγ1 dγ2
where
Σ(γ1, γ2) =
∞∑
l=0
∞∑
j=0
(−ξ2γ2/a2)l
l!Γ(iβ + 1)
(−ξ1γ1/a1)j
j!Γ(jβ + 1)
∫ t
0
slβ(t− s)jβ ds
=
∞∑
l=0
∞∑
j=0
(−ξ2γ2/a2)l
l!Γ(iβ + 1)
(−ξ1γ1/a1)j
j!Γ(jβ + 1)
tβ(l+j)+1
∫ 1
0
slβ(1− s)jβ ds
=
∞∑
l=0
∞∑
j=0
(−ξ2γ2/a2)l
l!Γ(lβ + 1)
(−ξ1γ1/a1)j
j!Γ(jβ + 1)
tβ(l+j)+1B(lβ + 1, jβ + 1)
=
∞∑
l=0
∞∑
j=0
(−ξ2γ2/a2)l
l!
(−ξ1γ1/a1)j
j!
tβ(l+j)+1
Γ(2 + β(l + j))
=
∞∑
l=0
∞∑
j=0
(−ξ2γ2/a2)l
l!
(−ξ1γ1/a1)j
j!
1
2pii
∫
C
s−1es (t/s)β(l+j)+1 ds
=
1
2pii
∫
C
s−1es(t/s)
∞∑
l=0
∞∑
j=0
(−ξ2/a2γ2tβ/sβ)l
l!
(−ξ1/a1γ1tβ/sβ)j
j!
ds
=
t
2pii
∫
C
s−2 exp
(
s− t
β
sβ
(ξ1γ1/a1 + ξ2γ2/a2)
)
ds.
By observing that
t
2pii
∫
C
s−2 exp
(
s− t
β
sβ
(ξ1γ1/a1 + ξ2γ2/a2)
)
ds
=
1
2pii
∫
C′
ests−2 exp
(
− (ξ1γ1/a1 + ξ2γ2/a2)
sβ
)
ds
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where C′ is similar to C (see [19]), we obtain that
U˜2β(ξ, t) =
1
a1a2
∫ ∞
0
∫ ∞
0
e−γ1−γ2
1
2pii
∫
C′
ests−2 exp
(
− (ξ1γ1/a1 + ξ2γ2/a2)
sβ
)
ds dγ1 dγ2
=
1
2pii
∫
C′
ests−2
1/a1
1 + ξ1/a1
sβ
1/a2
1 + ξ2/a2
sβ
ds
=
1
2pii
∫
C′
ests2β−2
1/a1
sβ + ξ1/a1
1/a2
sβ + ξ2/a2
.
By inverting the Laplace transform we get the Laplace convolution of two Mittag-
Leffler functions U˜2β .
5. Second order operators
In the previous sections we have studied the fractional power of the first order
operator (1.1). Here we present some result on the squared power of (1.1) and the
fractional power ϑ ∈ (0, 1) of the negative Laplace operator −4 which has been
first investigated by Bochner [7]; Feller [12] and many other authors so far.
Let us introduce the fractional power of (1.1) formally written as
(5.1) |a · ∇|α = ((a · ∇)2)α2 =
 n∑
i=0
n∑
j=0
aij
∂2
∂xi∂xj
α2
with aij = aiaj , 1 ≤ i, j ≤ n and acting on the space of twice differentiable functions
defined on Rn. We present some results for α = 2. As pointed out by Meerschaert
et al. [21, 22], for α = 2, formula (3.8) leads to the directional derivative
(5.2) D2Mf(x) = ∇A∇f(x) =
n∑
i=1
n∑
j=1
ai,j
∂2f(x)
∂xi∂xj
where A = {aij}1≤i,j≤n and
aij =
∫
‖θ‖=1
θiθjM(dθ).
Theorem 3. The solution to
(5.3)
(
∂β
∂tβ
− (a · ∇)2
)
g(x, t) = 0, (x, t) ∈ Rn × (0,+∞)
subject to the initial condition g(x, 0) = δ(x) is given by
(5.4) g(x, t) =
1
tβ/2
W− β2 ,1− β2
(
−|a · x|
tβ/2
)
.
Furthermore, formula (5.4) can be written as
(5.5) g(x, t) =
∫ ∞
0
e−
(a·x)2
4s√
4pis
lβ(s, t)ds
where
lβ(s, t) =
1
tβ
W−β,1−β
(
− s
tβ
)
.
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Proof. We recall that ∫ ∞
0
e−λxlβ(x, t)dx = λβ−1e−xλ
β
.
From the fact that (see Lebedev [19])
1
2
(
z2
4γ
) ν
2
∫ ∞
0
e−sγ−
z2
4s s−ν−1ds = Kν
(
|z|γ 12
)
, z ∈ R, γ > 0
where Kν is the modified Bessel function of imaginary argument and ([19])
K 1
2
(z) =
√
pi
2z
e−z
we obtain that∫ ∞
0
e−λt
∫ ∞
0
e−
(a·x)2
4s√
4pis
lβ(s, t)ds dt
=
λβ−1√
4pi
∫ ∞
0
s
1
2−1e−
(a·x)2
4s −sλβds
=
λβ−1√
pi
(
(a · x)2
4λβ
) 1
4
K 1
2
(
|a · x|λ β2
)
=
λβ−1√
pi
(
(a · x)2
4λβ
) 1
4
√
pi
2
(
|a · x|λ β2
)− 12
exp
(
−|a · x|λ β2
)
=
1
2
λ
β
2−1 exp
(
−|a · x|λ β2
)
which coincides with ∫ ∞
0
e−λt
1
2tβ/2
W− β2 ,1− β2
(
−|a · x|
tβ/2
)
dt
=
1
2
∞∑
k=0
(−|a · x|)k
k!
∫ ∞
0
e−λtt−β/2−
βk
2 dt
Γ
(
−βk2 + 1− β2
)
=
λ
β
2−1
2
∞∑
k=0
(−|a · x|λ β2 )k
k!
=
1
2
λ
β
2−1 exp
(
−|a · x|λ β2
)
.
This prove that formula (5.4) can be rewritten as (5.5). Formula (5.5) can be
rewritten as follows
g(x, t) =
∫ ∞
0
(
1
2pi
∫ +∞
−∞
e−iγ (a·x)e−γ
2sdγ
)
lβ(s, t)ds
=
1
2pi
∫ +∞
−∞
e−iγ (a·x)
(∫ ∞
0
e−γ
2slβ(s, t)ds
)
dγ
=
1
2pi
∫ +∞
−∞
e−iγ (a·x)Eβ
(−tβγ2) dγ.(5.6)
∂β
∂tβ
1
2pi
∫ +∞
−∞
e−iγ (a·x)Eβ
(−tβγ2) dγ = 1
2pi
∫ +∞
−∞
e−iγ (a·x)(−γ2)Eβ
(−tβγ2) dγ
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which coincides with
(a · ∇)2 1
2pi
∫ +∞
−∞
e−iγ (a·x)Eβ
(−tβγ2) dγ
by considering that ‖a‖ = 1 and provided that γ2Eβ
(−tβγ2) ∈ L1(dγ). By taking
the Fourier transform of (5.6) we obtain
ĝ(ξ, t) =
∫
Rn
eiξ·xg(x, t) dx =
∫ +∞
−∞
δ(ξ − γa)Eβ
(−tβγ2) dγ
where ξ = γa if and only if a · ξ = γ‖a‖2 = γ and therefore we get
ĝ(ξ, t) =
∫ +∞
−∞
δ(a · ξ − γ)Eβ
(−tβγ2) dγ = Eβ (−tβ(a · ξ)2) .
From the fact that∫ +∞
−∞
ei ξ·x (a · ∇)2u(x) dx = (−ia · ξ)2
∫ +∞
−∞
ei ξ·xu(x) dx = − (a · ξ)2 û(ξ)
u ∈ Dom (a · ∇), we get that the equation (5.3) becomes
∂β ĝ
∂tβ
(ξ, t) = − (a · ξ)2 ĝ(ξ, t)
which leads to
ĝ(ξ, t) = Eβ
(
−tβ (a · ξ)2
)
by taking into account the initial condition g(x, 0) = δ(x). We recall that the
Mittag-Leffler function is an eigenfunction for the D-C fractional derivative ∂
β
∂tβ
(see formula (2.5)). This concludes the proof. 
Remark 11. We notice that
2
e−
x2
4s√
4pis
=
1
t1/2
W− 12 ,1− 12
(
− |x|
t1/2
)
= l 1
2
(|x|, t)
and therefore we can write the function (5.4) as follows
g(x, t) =
∫ ∞
0
l 1
2
(|a · x|, s) lβ(s, t) ds.
Furthermore, the one-dimensional version of (5.3) is the fractional diffusion equa-
tion (
∂β
∂tβ
− ∂
2
∂x2
)
g(x, t) = 0, x ∈ R, t > 0
subject to the initial condition g(x, 0) = δ(x) whose stochastic solution is repre-
sented by the subordinated Brownian motion
B(Lβt ), t > 0
as shown by Orsingher and Beghin [25]; Meerschaert et al. [24]. Furthermore, we
notice that g(x, t) = l β
2
(|a · x|, t) and solves (5.3) whereas, l β
2
(a · x, t) solves
(5.7)
(
∂
β
2
∂t
β
2
− (a · ∇)
)
l β
2
(a · x, t) = 0, (x, t) ∈ Rn+ × (0,+∞)
as shown in Theorem 1.
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Let us consider u ∈ S where S is the Schwartz space of rapidly decaying C∞
functions in Rn. The fractional power ϑ ∈ (0, 1) of the negative Laplace operator
−4 is defined as follows
(−4)ϑu(x) =C p.v.
∫
Rn
u(x)− u(y)
|x− y|n+2ϑ dy
=− C
2
∫
Rn
u(x + y) + u(x− y)− 2u(x)
|y|n+2ϑ dy
where C is a constant depending on (ϑ, n) and, ”p.v.” stands for ”principal value”.
An alternative way (in the space of Fourier transforms) to define the fractional
power of −4 is
−(−4)ϑu(x) = 1
2pi
∫
R
e−iξ·x‖ξ‖2ϑû(ξ) dξ.
Indeed, we have that
(5.8)
∫
Rn
eiξ·x(−4)ϑu(x) dx = ‖ξ‖2ϑ û(ξ).
The solution to the fractional equation
(5.9)
∂u
∂t
(x, t) = −(−4)ϑu(x, t), x ∈ Rn, t > 0
in the Sobolev space
(5.10) Dom
(−(−4)ϑ) = {u ∈ L2(Rn) : ∫
Rn
(1 + ‖ξ‖2ϑ)|û(ξ)|2dξ <∞
}
and subject to the initial condition u0(x) = δ(x), represents the law of an isotropic
Rn-valued stable process, say S2ϑ(t), t > 0, with characteristic function
(5.11) E eiξ·S2ϑ(t) = e−t‖ξ‖
2ϑ
.
Thus, from our viewpoint, the isotropic stable process S2ϑ(t), t > 0, ϑ ∈ (0, 1) is
the stochastic solution to (5.9) subject to the initial datum u0 = δ. Obviously, for
ϑ = 1, we obtain S2(t) = B(t), t > 0 which is the n-dimensional Brownian motion.
We now present the main result of this section.
Theorem 4. For ϑ ∈ (0, 1), α, β ∈ (0, 1), a ∈ Rn+ such that ‖a‖ = 1, the solution
w = w(x, t) to the fractional equation
(5.12)
∂βw
∂tβ
= −(−4)ϑw − (a · ∇)αw
for (x, t) ∈ Rn × (0,+∞), subject to the initial condition w0 = δ, is given by
(5.13) w(x, t) =
∫ ∞
0
dz
∫
Rn+
ds T2ϑ(x− s, z)hα(a · s, z) lβ(z, t)
where T2ϑ(x, t), x ∈ Rn, t > 0 is the law of the isotropic stable Le´vy process S2ϑ(t),
t > 0; hα(x, t), x ∈ [0,+∞), t > 0, is the law of the stable subordinator Hαt , t > 0;
lβ(x, t), x ∈ (0,+∞), t > 0, is the law of the inverse process Lβt , t > 0.
Proof. First, from formulae (3.11) and (3.9), we evaluate the Fourier transform of
a function u ∈ L1(Rn) given by∫
Rn
eiξ·x(a · ∇)αu(x)dx =
∫
Rn
eiξ·x
(a · ∇)
Γ(1− α)
∫ ∞
0
ds s−αe−s(a·∇)u(x)dx
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=
(−ia · ξ)
Γ(1− α)
∫ ∞
0
ds s−α
∫
Rn
eiξ·xe−s(a·∇)u(x)dx
=
(−ia · ξ)
Γ(1− α)
∫ ∞
0
ds s−α
∫
Rn
eiξ·xu(x− sa)dx
=
(−ia · ξ)
Γ(1− α)
∫ ∞
0
ds s−αei s a·ξ
∫
Rn
eiξ·xu(x)dx
=(−ia · ξ)αû(ξ)(5.14)
(where we used (2.21)) which is in accord with (4.10) for functions in L1(Rn+). From
(5.8) and (5.14), by passing to the Fourier transform, the equation (5.12) takes the
form
(5.15)
∂βŵ
∂tβ
(ξ, t) = −‖ξ‖2ϑŵ(ξ, t)− (−ia · ξ)αŵ(ξ, t).
From the fact that∫
Rn
eiξ·xT2ϑ(x− s, z) dx = eiξ·s
∫
Rn
eiξ·xT2ϑ(x, z) dx = eiξ·s e−z‖ξ‖2ϑ
we get that
ŵ(ξ, t) =
∫
Rn
eiξ·xw(x, t) dx
=
∫ ∞
0
dz e−z‖ξ‖
2ϑ
∫
Rn+
ds eiξ·s hα(a · s, z) lβ(z, t)
From Remark 6 (formula (4.24) in particular) we have that
ŵ(ξ, t) =
∫ ∞
0
dz e−z‖ξ‖
2ϑ
e−z(−ia·ξ)
α
lβ(z, t)
and, from (2.11),
(5.16) ŵ(ξ, t) = Eβ
(−tβ‖ξ‖2ϑ − tβ(−ia · ξ)α) .
From the fact that
∂βEβ
∂tβ
(−tβζ) = −ζ Eβ(−tβζ), ζ > 0
which means that the Mittag-Leffler is an eigenfunction for the Dzerbayshan-
Caputo time-fractional derivative, we arrive at
∂βŵ
∂tβ
(ξ, t) = − (‖ξ‖2ϑ + (−ia · ξ)α) ŵ(ξ, t)
which coincides with (5.15). This concludes the proof. 
Remark 12. The distribution (5.13) can be regarded as the law of a subordinated
Rn-valued stable process with stable subordinated drift given by
W(t) = S2ϑ(L
β
t ) + aH
α
Lβt
, t > 0.
The characteristic function is given by
E eiξ·W(t) =E
[
E eiξ·S2ϑ(T )+iξ·aH
α
T
∣∣∣∣∣T = Lβt
]
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=E
[
e−T‖ξ‖
2ϑ
E e−(−iξ·a)H
α
T
∣∣∣∣∣T = Lβt
]
=(by (2.10))
=E
[
e−T‖ξ‖
2ϑ−T (−iξ·a)α
∣∣∣∣∣T = Lβt
]
=E e−(‖ξ‖
2ϑ+(−iξ·a)α)Lβt
=(by (2.11))
=Eβ
(−tβ ‖ξ‖2ϑ − tβ (−iξ · a)α)
which coincides with (5.16).
Remark 13. We remark that, for α = β, the stochastic solution to (5.12) becomes
S2ϑ(L
β
t ) + a t
1H
β
2Hβ
, t > 0.
where the ratio of two independent stable subordinators jH
β , j = 1, 2, is indepen-
dent from t and possesses distribution
(5.17) Pr{1Hβ/2Hβ ∈ dx}/dx = sinβpi
pi
xβ−1
x2β + 2xβ cosβpi + 1
, x ≥ 0, t > 0.
This has been pointed out also in Remark 4.
Remark 14. For ϑ = 1 in (5.12), we immediately have that the fractional equation
∂βw
∂tβ
= 4w − (a · ∇)αw
has a solution which is the law of the process
B(Lβt ) + aH
α
Lβt
, t > 0
(B is a Brownian motion) and can be written as follows
w(x, t) =
∫ ∞
0
dz
∫
Rn+
ds
e−
‖x−s‖2
4z√
4piz
hα(a · s, z) lβ(z, t).
For α → 1 we have that Hαt → t which is the elementary subordinator (obviously
hα(x, t)→ δ(x− s)) and therefore the solution to
∂βw
∂tβ
= 4w − (a · ∇)w
is written as
w(x, t) =
∫ ∞
0
dz
∫
Rn+
ds
e−
‖x−s‖2
4z√
4piz
δ(a · s− z) lβ(z, t)
=
∫ ∞
0
dz
∫
Rn+
ds
e−
‖x−s‖2
4z√
4piz
δ(s− az) lβ(z, t)
where we used the fact that a · s = z ∈ R+ iff s = az or, equivalently
w(x, t) =
∫ ∞
0
dz
∫
Rn+
ds
e−
‖x−s‖2
4z√
4piz
δ(a · s− z) lβ(z, t)
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=
∫
Rn+
ds
e−
‖x−s‖2
4(a·s)√
4pi(a · s) lβ(a · s, t).
Finally, for ϑ = 1 and α = 1, we get that
w(x, t) =
∫ ∞
0
dz
e−
‖x−az‖2
4z√
4piz
lβ(z, t)
is the law of the n-dimensional subordinated Brownian motion with subordinated
drift
B(Lβt ) + aL
β
t , t > 0.
If β → 1, then Lβt → t and lβ(x, t)→ δ(x, t). The solution to
∂w
∂t
= 4w − (a · ∇)w
is given by
w(x, t) =
e−
‖x−at‖2
4t√
4pit
which is the law of
B(t) + a t, t > 0.
Remark 15. For the sake of completeness we also observe that, for α = 1, equation
(5.12) becomes
(5.18)
∂βu
∂tβ
= −(−4)ϑu− (a · ∇)u
whose stochastic solution is given by the subordinated stable process with drift
(5.19) S2ϑ(L
β
t ) + aL
β
t , t > 0.
Indeed, for α→ 1, we have that Hαt → t.
Remark 16. We remark that ([28; 29]) the transport equation
∂u
∂t
= Au− λu+ λKu
where
Au = −
n∑
k=1
∂
∂xk
(a(x)u)
andK is the Frobenius-Perron operator corresponding to the transformation T (x) =
x+ f(x) has a solution which is the law of the solution to the Poisson (Nt) driven
stochastic differential equation
(5.20) dXt = a(Xt)dt+ f(Xt)dNt.
Remark 17. We recall that (see for example Beghin and Orsingher [5]) the frac-
tional Poisson process N βt = N(Lβt ) is a renewal process with
Pr{N βt = k} = pβk(t) = Epk(Lβt )
where pk(t) is the distribution of the Poisson process N(t), t > 0 and probability
generating function written as
(5.21) EzN
β
t = Eβ
(−λ(1− z)tβ) .
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From (5.21) and (2.5) we can write
(5.22)
∂β
∂tβ
pβk(t) = −λ
(
pβk(t)− pβk−1(t)
)
Furthermore, we recall that
(5.23) EzN(t) = e−λt(1−z)
and
(5.24) Ee−iξN(t) = exp
(−ξ(1− e−iξ)) .
Theorem 5. The stochastic solution to
(5.25)
∂βw
∂tβ
(x, t) = −
(
(a · ∇)α + λ (I − e−1·∇) )w(x, t), (x, t) ∈ Rn+ × (0,+∞)
where α, β ∈ (0, 1] and e−1·∇w(x, t) = w(x−1, t) is the shift operator, is the process
(5.26) Yt = N(L
β
t ) + aH
α
Lβt
, t > 0.
Proof. We have that
EeiξYt =E exp
(
−λ(1− eiξ)Lβt + ia · ξHαLβt
)
=E exp
(
−λ(1− eiξ)Lβt − (−ia · ξ)α Lβt
)
=Eβ
(−λ(1− eiξ)tβ − (−ia · ξ)α tβ)
=ŵ(ξ, t)
is the characteristic function of (5.26). From (2.5) we obtain that
∂βŵ
∂tβ
(ξ, t) =
(−λ(1− eiξ)− (−ia · ξ)α) ŵ(ξ, t)
where, from Lemma 2, ̂(a · ∇)αw(ξ, t) = (−ia · ξ)αŵ(ξ, t) and∫
Rn
eiξ·xλ
(
I − e−1·∇)w(x, t) dx =λ(1− ∫
Rn
eiξ·xw(x− 1, t) dx
)
=λ
(
1− eiξ) ŵ(ξ, t).
This shows that (5.26) is the solution to the Poisson driven stochastic differential
equation whose density law solves (5.25). 
Remark 18. Let us consider the equation
(5.27)
∂βw
∂tβ
(x, t) = −
(
∂αx + λ
(
I − e−τ∂x)
τ
)
w(x, t), (x, t) ∈ R+ × (0,+∞)
which coincides, for τ = 1, with (5.25) in the one-dimensional case and can be
rewritten, for τ 6= 0, as follows
(5.28)
(
∂β
∂tβ
+ ∂αx
)
w(x, t) = −λ
τ
(w(x, t)− w(x− τ, t)) .
Formula (5.28) is the governing equation of the one-dimensional process
(5.29) Yt = τN(τ
−1Lβt ) + H
α
Lβt
, t > 0.
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For τ → 0, we obtain that
(5.30)
(
∂β
∂tβ
+ ∂αx
)
w(x, t) = −λ∂xw(x, t)
is the governing equation of
(5.31) Yt = λt+ H
α
Lβt
, t > 0
which becomes, for α = β ∈ (0, 1),
(5.32) Yt =
(
λ+
1H
α
t
2Hαt
)
t, t > 0
where the ratio of independent stable subordinators has distribution (5.17).
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