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ADDITIVE PROPERTIES OF NUMBERS WITH
RESTRICTED DIGITS
HAN YU
Abstract. In this paper, we consider some additive properties of in-
tegers with restricted digit expansions. Let b ≥ 3 be an integer and Bb
be the set of integers whose base b expansions have only digits {0, 1}.
Let b1, b2, b3 be three integers greater than 2. We give some estimates
on the size of (Bb1 + Bb2) ∩ Bb3 . In particular, under mild conditions,
(Bb1 +Bb2) ∩Bb3 is a very thin set in the following sense that for each
ǫ > 0, as N →∞,
#((Bb1 +Bb2) ∩Bb3 ∩ [1, N ]) = O(N
ǫ).
1. Introduction
In this paper, we discuss a problem of Furstenberg type and an application
in number theory. Before jumping into the world of ergodicity, dynamical
systems and fractals, we first mention a number theoretic problem which
may be interesting on its own. We start with a definition.
Definition 1.1. Let b ≥ 3 be an integer. Let Bb be the set of positive integers
whose base b expansion contain only digits {0, 1}.
We consider the following problem.
Question 1.2. Find integers a, b, c and (x, y, z) ∈ Ba ×Bb ×Bc such that
x+ y = z.
We remark that if we fix a, b, c to be small integers then it is possible that
there are infinitely many solutions to x+ y = z, (x, y, z) ∈ Ba×Bb×Bc. For
example, we have the following result [Y20, Theorem 2.4]
Theorem. There are infinitely many elements (x, y, z) ∈ B3×B4×B5 with
x+ y = z.
However, if
log 2
log a
+
log 2
log b
+
log 2
log c
< 1 (*)
then we suspect that there are only finitely many such solutions. Let us first
make some simple observations. Clearly, for large integer N , the number of
(x, y, z) ∈ Ba ×Bb ×Bc ∩ [0, N ]3 is roughly
N log 2/ log a+log 2/ log b+log 2/ log c.
2010 Mathematics Subject Classification. Primary: 11K55, 11A63, 28A80, 28D05,
37C45.
Key words and phrases. dynamical system, Diophantine equation, Furstenberg’s inter-
section problem.
1
2 HAN YU
We want to count the number of above points which are also contained in the
plane {x+ y = z}. Now let us consider the family of planes {x+ y = z + k}
for integers k ∈ [−2N, 2N ]. All the points in Ba × Bb × Bc lies in precisely
one of the planes. The averaged number of points on planes is of order
N log 2/ log a+log 2/ log b+log 2/ log c/N.
Thus if we unrealistically believe that x+ y = z behaves like the average,
then the condition (*) in above tells us that there are not many points on
Ba ×Bb ×Bc ∩ [0, N ]3 ∩ {x+ y = z}.
We will make the above intuitive guess more precisely. Before that, we make
the following definition.
Definition 1.3. We say that integers b1, . . . , bk are strongly multiplicatively
independent if
1, log b1/ log b2, log b1/ log b3, . . . , log b1/ log bk
are Q-linearly independent. Then are pairwisely multiplicatively independent
if each pair bi, bj is multiplicatively independent, i.e. log bi/ log bj is irra-
tional.
Remark 1.4. Being strongly multiplicatively independent looks almost equiv-
alent to the usual multiplicative independence, i.e. that
1, log b2/ log b1, . . . , log bk/ log b1
are Q-linearly independent. The equivalence holds when k = 2. However, for
k ≥ 3, we suspect that they are not equivalent. Here, we note that a conjec-
ture of Schanuel (see [A71]) will in particularly imply that for multiplicative
independent integers b1, . . . , bk,
log b1, . . . , log bk
are algebraically independent. This will imply that b1, . . . , bk are strongly
multiplicatively independent. Indeed, let B =
∏k
i=1 log bi. We only need that
the homogeneous monomials on logarithms
B
log b1
, . . . ,
B
log bk
are Q-linearly independent. The other direction should not hold in general.
We suspect that 2, 3, 6 are strongly multiplicatively independent, although they
are not multiplicatively independent (2× 3 = 6).
All the results we proved here will be simpler to prove with strongly mul-
tiplicative independence which helps avoid some technical issues.
Conjecture 1.5. Let a, b, c ≥ 3 be pairwisely multiplicatively independent
integers such that
log 2
log a
+
log 2
log b
+
log 2
log c
< 1.
Then there are at most finitely many integers (x, y, z) ∈ Ba ×Bb ×Bc such
that
x+ y = z.
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Towards this direction, we will prove the following result which to some
extend, ’confirms’ Conjecture 1.5 up to a very small uncertainty.
Theorem 1.6. Let a, b, c ≥ 3 be pairwisely multiplicatively independent in-
tegers such that
log 2
log a
+
log 2
log b
+
log 2
log c
< 1.
Then, for each ǫ > 0, the number of solutions (x, y, z) ∈ Ba × Bb × Bc,
x+ y = z, with x, y, z ≥ 0 and z ≤ N is O(N ǫ).
Lastly, just for curiosity, we ask the following question.
Question 1.7. Are 2, 3, 5 strongly multiplicatively independent?
In fact, it is possible to show that at least one of the following triples are
storngly multiplicatively independent,
(2, 3, 5), (2, 3, 6), (2, 3, 7)
see for example, [BY19, Theorem 1.11].
2. Proof of Theorem 1.6: A Furstenberg’s problem
In order to prove Theorem 1.6 we need some tools from fractal geometry
and dynamical systems. A central result we need is as follows.
Theorem 2.1. Let a, b, c be three pairwisely multiplicatively independent in-
tegers, that is, 1, log a/ log b, log a/ log c are pairwisely linearly independent
over the field of rational numbers. Let Aa, Ab, Ac ⊂ [0, 1] be closed ×a, b, c
mod 1 invariant set respectively. Suppose that
dimHAa + dimHAb + dimHAc < 1.
For each ∆ > 0, we consider the set S∆ of directions in S
2 whose all three
coordinates have absolute values larger than ∆ (bounded away from being
parallel to coordinate planes). For each ǫ > 0 there is a constant C such that
for all planes P with normal direction in S∆ (we will call these planes to be
δ-generic) and all r ∈ (0, 1) we have the following box counting estimate for
all r > 0,
N(P ∩Aa ×Ab ×Ac, r) ≤ Cr−ǫ.
Here N(X, r) is the box covering number of a set X with cubes of side
length r, see Section 3. Theorem 2.1 is related to a higher dimensional ver-
sion of the Furstenberg intersection problem. The strong form of Furstenberg
intersection problem asks whether Aa ∩Ab is finite under the condition that
dimHAa + dimHAb < 1. For more details on Furstenberg intersection prob-
lem, see [F67], [F70], [S19], [W19], [Y20].
At this stage, we mention that Theorem 2.1 is dealing with fibres of linear
projections from R3 to R. For this reason, [S19, Theorem 1.11, Lemma 1.8]
can be used to prove this result. For general cases (See the next paragraph
with m = 1, d ≥ 3. Those cases were considered in [Y20] and [BY19]),
methods in [S19] cannot be directly applied. Thus we will introduce an
alternative approach by modifying the arguments in [Y20, Section 10]. As
this result is essentially known, we will only outline a sketch of the proof and
provide in detail all additional ingredients which were not provided in [Y20].
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Using our method, it seems to be quite likely that one can directly gener-
alize the above theorem by considering the intersections between any affine
m-subspace in Rd and Aa1 × Aa2 × · · · × Aad , where 1 ≤ m < d is an inte-
ger and a1, . . . , ad are multiplicatively independent integers. Results in this
direction can lead us to a generalization of Theorem 1.6 concerning linear
forms of numbers with restricted digits.
Assuming Theorem 2.1, the proof of Theorem 1.6 is straightforward.
Proof of Theorem 1.6 based on Theorem 2.1. We want to study the set H ∩
Bb1 ×Bb2 ×Bb3 where H is the plane {x+ y = z}. Let n be an integer and
we consider
Hn = {(x, y, z) ∈ H ∩Bb1 ×Bb2 ×Bb3 : z ∈ [bn3 , bn+13 − 1]}.
Now we apply the map Tn = (×b−[n log b3/ log b1]1 ,×b−[n log b3/ log b2]2 ,×b−n3 ) on
Hn. The image Tn(Hn) is contained in a plane and it is easy to see that
its normal direction in S2 has coordinates which are all away from being
zero, say, the absolute values are greater than ∆ for a constant ∆ > 0. Let
(a, b, c) ∈ Tn(Hn) then we see that a, b, c contain only digits 0, 1 in their base
b1, b2, b3 expansions respectively. The set of all numbers in [1, b1] whose base
b1 expansions contain only digits 0, 1 has Hausdorff dimension log 2/ log b1.
As
log 2
log b1
+
log 2
log b2
+
log 2
log b3
< 1
we can use Theorem 2.1. It is possible to check that for each ǫ > 0, there is
an integer N such that whenever n ≥ N we have
N(Tn(Hn), 2
−n) ≤ 2ǫn.
However, it is simple to check that bn3Tn maps the unit cube to a rectangular
shape whose sides are at least 1 and at most max{b1, b2}. Therefore we see
that there are constants c, c′ and
#Hn ≤ cbc′ǫn3 .
Here the constants c, c′ do not depend on n, ǫ. From here we see that as
n→∞ ∑
1≤k≤n
#Hn ≤ c′′bc′ǫn3
for another constant c′′ > 0. This concludes the result as we can choose ǫ to
be arbitrarily small. 
3. Preliminaries
From now on, we focus on proving Theorem 2.1. As we mentioned before,
the strategy will be similar to that in [Y20, Section 10] apart from a few
additional materials. We will present those materials in this section.
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3.1. ×p mod 1 invariant sets. In this paper, given an integer p ≥ 2, we
use Ap to denote an arbitrary closed ×p mod 1 invariant subset of [0, 1].
This is to say, for all a ∈ Ap, {pa} ∈ Ap, where {x} is the fractional part
of x. We say that Ap is strictly invariant if a ∈ Ap ⇐⇒ {pa} ∈ Ap. For
each closed ×p mod 1 invariant set Ap, it is known ( [F08, Theorem 5.1])
that dimHAp = dimBAp, where dim with different subscripts are notions of
dimensions which will be defined below.
3.2. Dimensions. We briefly introduce some notions of dimensions. For
more details on the Hausdorff and box dimensions, see [F05, Chapters 2,3]
and [M99, Chapters 4,5]. For the Assouad dimension, see [F14]. We shall
use N(F, r) for the minimal covering number of a set F in Rn with closed
cubes of side length r > 0.
3.2.1. Hausdorff dimension. Let g : [0, 1)→ [0,∞) be a continuous function
such that g(0) = 0. Then for all δ > 0 we define the following quantity
Hgδ(F ) = inf
{
∞∑
i=1
g(diam(Ui)) :
⋃
i
Ui ⊃ F,diam(Ui) < δ
}
.
The g-Hausdorff measure of F is
Hg(F ) = lim
δ→0
Hgδ(F ).
When g(x) = xs then Hg = Hs is the s-Hausdorff measure and Hausdorff
dimension of F is
dimH F = inf{s ≥ 0 : Hs(F ) = 0} = sup{s ≥ 0 : Hs(F ) =∞}.
3.2.2. Box dimensions. The upper box dimension of a bounded set F is
dimBF = lim sup
r→0
(
− logN(F, r)
log r
)
.
Similarly, the lower box dimension of F is
dimBF = lim inf
r→0
(
− logN(F, r)
log r
)
.
If the limsup and liminf are equal, we call this value the box dimension of
F , and we denote it as dimB F.
3.3. Sparse set. We also need the notion of sparseness which was intro-
duced in [Y20] for subsets of R. We now generalize this notion to Rd, d ≥ 2.
3.3.1. Densities of integer sequences. We also work with various notions of
densities of integer sequences. Let W ⊂ N be a sequence of integers, and we
denote
#nW = #{i ∈ [1, n] : i ∈W}.
Now we recall two notions of density for integer sequences.
Definition 3.1. The upper natural density of W is defined as
d(W ) = lim sup
n→∞
#nW
n
.
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Similarly, we define the lower natural density by replacing the above lim sup
with lim inf and write it as d(W ). If these two numbers coincide we call it
the natural density of W and write it as d(W ).
3.3.2. The big O and small o notations. Let f, g : N → [0,∞) be two func-
tions. We write f = O(g) if there exists positive number C > 0 such that
f(k) ≤ Cg(k) for all k ∈ N. Similarly, we write f = o(g) if for any ǫ > 0 there
existsN ∈ N such that for all k ≥ N we have f(k) ≤ ǫg(k). In some occasions
there is another parameter set S and we have functions f, g : N×S → [0,∞).
For each c ∈ S and we write f = Oc(g), oc(g) to indicate that the above ten-
dencies depend on the choice of c. We say that f = O(g), o(g) uniformly for
c ∈ S if the above tendencies do not depend on the choice of c.
3.3.3. Sparseness and box counting estimates.
Definition 3.2. Let X ⊂ Rd be a compact set. Let x ∈ Rd. We say that X
is sparse around x if the following sequence has natural density zero,
W (X,x) = {k ∈ N : X ∩ (B(x, 2−k) \B(x, 2−k−1)) 6= ∅}.
If x /∈ X, then W (X,x) is a finite sequence. Thus, X is not sparse
around X ony if x ∈ X. The relation between sparseness and box counting
numbers can be established via the following result whose proofs can be
found in [VK], [L98, Theorem 6.10] and [KRS12].
Theorem 3.3. Let d ≥ 1 be an integer. Let X ⊂ Rd be a compact set. Then
there is a doubling probability measure supported on X. Namely, there is a
measure µ ∈ P(X) and there exists an absolute constant (called the doubling
constant for Rd) Dd ≥ 1 such that for all a ∈ X and r > 0,
0 < µ(B(x, 2r)) ≤ Ddµ(B(x, r)) <∞.
In what follows, we write 0 for the origin of Rd.
Proposition 3.4. Let X ⊂ B(0, 0.5) be a closed sparse set. Assume further
that the zero density of W (X,x) holds uniformly for all x ∈ X. That is, for
each ǫ > 0 there is a constant C such that for all integer N ≥ C and x ∈ X
#W (X,x) ∩ [1, N ] ≤ ǫN.
Then for each ǫ′ > 0, there is a constant C ′ such that for all r ∈ (0, 1)
N(X, r) ≤ C ′r−ǫ′ .
Here the choice of C ′ does not depend on X.
Proof. We see that the following set has 0 upper natural density uniformly
across x ∈ X,
W (X,x) = {k ∈ N : X ∩ (B(x, 2−k) \B(x, 2−k−1)) 6= ∅}.
To bound the box counting numbers of X we shall use Theorem 3.3 and
find a doubling (with doubling constant D > 0 depending on d) probability
measure µ supported on X. Let x ∈ X be arbitrarily chosen and for any
integer n ≥ 0 we can find a nested sequence of balls x ∈ B(x, 2−n) ⊂
· · · ⊂ B(x, 1). Since we assumed that X ⊂ B(0, 0.5) therefore we see that
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µ(B(x, 1)) = 1. Now we make use of the sparseness of X. Observe that
X ∩B(x, 2−j) = X ∩B(x, 2−j−1) if j /∈W (X,x). Then we write
µ(B(x, 2−n)) = µ(B(x, 1))
n−1∏
j=0
µ(B(x, 2−j−1))
µ(B(x, 2−j))
.
If j /∈W (X,x) then X ∩B(x, 2−j) \B(x, 2−j−1) = ∅ therefore we see that,
µ(B(x, 2−j−1))
µ(B(x, 2−j))
= 1,
otherwise if j ∈W (X,x) we can still write
µ(B(x, 2−j−1))
µ(B(x, 2−j))
≥ D−1.
Since W (X,x) has natural density 0 uniformly across x ∈ X, we see that for
all ǫ > 0 there exist a Nǫ such that for all x ∈ X,N ≥ Nǫ we have
#W (X,x) ∩ [1, N ] ≤ ǫN.
Then we see that for all N ≥ Nǫ
µ(B(x, 2−N )) ≥ D−ǫN .
By Besicovich covering Theorem ( [M99, Chapter 2, Section 7]), we can cover
X with balls of radius 2−N−1 with bounded overlapping multiplicity. That is
for each x ∈ X; there are at mostM balls containing it. HereM is a constant
that depends only on d. Denote the collection of such balls as NN+1, then
for any B ∈ NN+1 there is a point x ∈ B ∩X such that B ⊂ B(x, 2−N ) and
therefore µ(B) ≥ D−ǫN . Since µ is a probability measure we see that
#NN+1 ≤MDǫN .
From here we see that there is a constant C and for all integer N ≥ Nǫ we
have N(X, 2−N−1) ≤ C2ǫN This concludes the proof by transforming the
constants properly. 
Now we introduce a notion of uniform sparseness.
Definition 3.5. Let E = {E}i∈I be a collection of closed subsets of Rd. We
say that E is uniformly sparse if for each ǫ > 0, there is an integer Nǫ such
that for each N ≥ Nǫ and all i ∈ I and x ∈ Ei we have
#W (Ei, x) ∩ [1, N ] ≤ ǫN.
The fact that the doubling constant D can be chosen independently with
respect with the underlying set helps us see that for a given uniformly sparse
collection E , for each ǫ > 0 there is a constant c such that
N(E, r) ≤ cr−ǫ
for all r > 0, E ∈ E .
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3.4. Some combinatorial results. Let d ≥ 1 be an integer and we consider
the direction set Sd−1. We are interested in the following problem.
Question 3.6. Let A ⊂ Rd be a compact set such that for each t ∈ Sd−1 ⊂
Rd there is an affine (d− 1)-hyperplane Ht normal to t and two points a, b ∈
H ∩A with |x− y| > 0.001. What can we say about dimBA?
The number 0.001 is of no significance, it can be replaced by any fixed
positive number. We choose 0.001 here just for concreteness. We will provide
a partial answer to the above problem. Here, we keep d to be a general integer
although we will only need the case when d = 3.
Theorem 3.7. Let d ≥ 3 be an integer. For δ ∈ (0, 1), let S ⊂ Sd−1 be a
δ-separated set with cardinality N. Here we use the spherical metric on Sd−1.
Suppose that for each t ∈ S, there is an affine (d − 1)-hyperplane Ht with
Ht ⊥ t and two points at, bt ∈ Ht ∩ [0, 1]d with |at − bt| > 0.001. Consider
Aδ =
⋃
t∈S{at, bt}. Then there is a constant C which does not depend on δ
such that
N(Aδ, δ) ≥ cN1/2δ(d−2)/2.
Proof. We shall use the pigeonhole principle. Let δ < 10−8. We cover [0, 1]d
with almost disjoint 0.01δ-cubes (they intersect each other only on bound-
aries). Let M > 0 be the largest integer such that there is a δ-cube which
contains at least M elements of the form at, t ∈ S. Fix this cube and we
want to consider the corresponding points bt. There are at least M of them,
but they may not be δ-separated. Let b be one of them. Since the unit
vectors normal to the hyperplanes Ht are δ-separated from each other. In
order that bt occupies the same 0.01δ-cubes as b there must be some restric-
tions on t. Heuristically, consider a line l ⊂ Rd, then the family of affine
(d− 1)-hyperplanes containing l forms a (d− 2)-dimensional family. In R3,
the situation is clear. Similar results hold in higher dimensional Euclidean
spaces as well.
Suppose that we have 0.01δ-cubes with separation at least 0.0005. These
two cubes roughly determine a direction in Sd−1. There is a constant c > 0
such that the direction of the lines which pass both those two cubes are
contained in a cδ ball in Sd−1. Since S is δ-separated, for a suitable constant
c, there are at most cδ−(d−2) many t ∈ S such that Ht can intersect both
these two cubes. That is to say, there are at least cMδd−2 many points of
form bt which are 0.01δ-separated. On the other hand, asM is the maximum
number of points of the form at being contained in one 0.01δ-cube then there
are at least N/M many 0.01δ-separated points of the form at. Therefore we
see that
N(
⋃
t∈S
{at, bt}, 0.01δ) ≥ max{N/M, cδd−2M} ≥
√
cNδd−2.
This concludes the proof by transforming constants suitably. 
The above result implies that dimBA ≥ 1/2 for Question 3.6. The argu-
ment also leads us to the following result.
Theorem 3.8. Let d ≥ 3 be an integer. For δ ∈ (0, 1), let S ⊂ Sd−1 be
a δ-separated set with cardinality N. Let a ∈ Rd. Suppose that for each
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t ∈ S, there is an affine (d − 1)-hyperplane Ht with Ht ⊥ t and a point
bt ∈ Ht ∩ [0, 1]d with |a − bt| > 0.001. Consider Aδ =
⋃
t∈S{bt}. Then there
is a constant c which does not depend on δ such that
N(Aδ, δ) ≥ cNδd−2.
In particular, if N ≥ c′δ−(d−1) then N(Aδ , δ) ≥ cc′δ−1.
For proof, notice that the multiplicity M in the proof of the previous
theorem can be chosen to be N .
We also consider the case when there are some more constraints on S. In
this case, we will only prove the following special result. For a smooth space
curve C : t ∈ [0, 1]→ (C1(t), C2(t), C3(t)) ∈ R3 to have nonvanishing torsion
if for all t ∈ [0, 1] the following matrix has full rank,
TorC(t) =

C1′(t) C2′(t) C3′(t)C1′′(t) C2′′(t) C3′′(t)
C1
′′′(t) C2
′′′(t) C3
′′′(t)

 .
Then the torsion of C at t is
torC(t) =
det(TorC(t))
|C ′(t)× C ′′(t)|2 ,
whenever the curvature |C ′(t)×C ′′(t)|2 6= 0. Here C ′(t) = (C ′1(t), C ′2(t), C ′3(t))
and C ′′(t) = (C ′′1 (t), C
′′
2 (t), C
′′
3 (t)). We also used × to denote the cross prod-
uct.
Theorem 3.9. Let C ⊂ S2 be a smooth curve with nonvanishing curvature
and nonvanishing torsion. For δ ∈ (0, 1), let D ⊂ C be a δ-separated set
with cardinality N.
• Suppose that for each t ∈ D, there is an affine 2-hyperplane Ht with
Ht ⊥ t and two points at, bt ∈ Ht ∩ [0, 1]3 with |at − bt| > 0.001.
Consider Aδ =
⋃
t∈S{at, bt}. Then there is a constant c > 0 which
does not depend on δ such that
N(Aδ, δ) ≥ cN1/2.
• Let a ∈ R3. Suppose that for each t ∈ D, there is an affine 2-
hyperplane Ht with Ht ⊥ t and a point bt ∈ Ht∩ [0, 1]3 with |a−bt| >
0.001. Consider Aδ =
⋃
t∈S{bt}. Then there is a constant c which
does not depend on δ such that
N(Aδ , δ) ≥ cN.
Remark 3.10. It is very important that there is a one-dimensional object
for us to transfer our counting arguments in the previous proofs. It is likely
that one can weaken the smoothness and nonvanishing torsion properties of
the curve and replace them with weaker ones.
Proof. Up to bounded scaling, we can assume that D is the image under C
of a δ-separated subset of [0, 1]. The argument in the proof of Theorem 3.7
can still be performed, but we need to restrict the counting to a curve.
Given t ∈ D, we see that at, bt defines a direction up to O(δ)-uncertainty.
In order that bt′ occupies the same 0.0001δ-cube as bt we see that t
′ = C(s′)
must be contained in a O(δ)-neighbourhood of a great circle on the sphere
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S2. Let R > 1 be a number. Suppose that C is R-tangent to this great
circle around t′ in the sense that C ′(s) and the direction of this great circle
at C(s) are O(δ)-close for s in a interval of length Rδ centred at s′. Then
the direction of at − bt is δ-close to the direction of the binormal vector of
C around s′, i.e. B(s) = C ′(s) × C ′′(s) for s in a Rδ-interval centred at
s′. However, as |B′(s)| = |torC(s)| is nowhere vanishing, it has a strictly
positive minimum for s ∈ [0, 1]. This implies that R can be chosen to be at
most RC , a positive value which depends on C. This in turn implies that
there are at most O(1) many t′ ∈ D with bt′ occupy the same cube as bt.
From here, with the help of the pigeonhole argument as in Theorem 3.7, we
see that
N(Aδ, δ) ≥ cN1/2.
for a constant c > 0 which depends on the curve C. This shows the first
part. The second part follows similarly. 
3.5. Discrepancy theory for irrational rotations. Let (a, b) ∈ T2 be
such that 1, a, b are linearly independent over the field of rational numbers.
For each N ≥ 1, there is a number DN (a, b) which is minimal with the
property that for each ball B ⊂ T2, we have the following estimate∣∣∣∣∣
N∑
k=1
1B({ka}, {kb}) −Nµ(B)
∣∣∣∣∣ ≤ NDN (a, b).
It is known that DN (a, b) decay to 0 as N →∞. The key point here is that
DN (a, b) can be chosen independently with respect to B, see [DT97, Theorem
1.6]. In some cases, it is possible to obtain more explicit upper bounds for
DN (a, b), for example [DT97, Theorem 1.80].
Now let ǫ > 0 be a positive number. For a large integer N we consider a
set W ⊂ {1, . . . , N} with cardinality at least ǫN. Intuitively, we think that
{({ka}, {kb})}k∈W
forms a large set. To show this, we cover T2 by disjoint squares with the same
side length rN . We need to choose rN in a way that the Lebesgue measure
of each square is much larger than DN (a, b). To be concrete, we can choose
rN =
√
DN (a, b) logD
−1
N (a, b). We say that rN → 0 as well. Now each such
square F contains between
[Nµ(F )−NDN (a, b), Nµ(F ) +NDN (a, b)]
many points in {({ka}, {kb})}k≤N . All other squares has the same Lebesgue
measure r2N . Suppose that {({ka}, {kb})}k∈W intersect onlyK many squares.
Then {({ka}, {kb})}k∈W has at most
K(Nr2N +NDN (a, b))
many points. Therefore we see that,
ǫN ≤ K(Nr2N +NDN (a, b)).
This implies that
K ≥ ǫ
r2N +DN (a, b)
.
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Now we choose rN such that DN (a, b) ≤ 0.001r2N . This can be satisfied as
r2N/DN (a, b) = log
2D−1N (a, b)→∞.
Then we see that
K ≥ ǫ
1.001
1
r2N
.
Observe that 1/r2N is roughly the number of disjoint squares we need to cover
T2.
If 1, a, b are rationally dependent and a, b are irrational. Then the irra-
tional rotation degenerates to an irrational rotation on a one-dimensional
subtorus. In this case, we can use discrepancy estimates on the one dimen-
sional rotation. We omit details and refer the reader to [DT97].
3.6. Bernoulli shift. Let Λ be a finite set of symbols and let Ω = ΛN be
the space of one sided infinite sequences over Λ. We define S to be the shift
operator, namely, for ω = ω1ω2 · · · ∈ Ω,
S(ω) = ω2ω3 . . . .
Then we take a σ-algebra on Ω generated by cylinder subsets. A cylinder
subset Z ⊂ Ω is such that Z = ∏i∈N Zi and Zi = Λ for all but finitely
many integers i ∈ N. We construct a probability measure µ on Ω by giving
a probability measure µΛ = {pλ}λ∈Λ on Λ and set µ = µNΛ. We require here
that pλ 6= 0 for all λ ∈ Λ. Then this system is weak-mixing and has entropy
h(S, µ) =
∑
λ∈Λ−pλ log pλ.We call this system a Bernoulli shift. We can also
introduce a metric topology on Ω by defining d(ω, ω′) = #Λ−min{i∈N:ωi 6=ω
′
i}.
This turns Ω into a compact and totally disconnected space. For ω ∈ Ω and
r ∈ (0, 1), we use B(ω, r) to denote the r-ball around ω with radius r with
respect to the metric d constructed above.
For more details on Bernoulli shifts and Sinai-Kolmogorov entropy, see,
for example, [D11, Section 4].
4. Proof of Theorem 2.1
Just as in [Y20, Section 6], the strategy for proving Theorem 2.1 contains
two main ideas. The first one is to extract a suitable torus rotation out of our
Cartesian product of dynamical invariant sets. We will illustrate this idea
in full details. The second important idea is an entropy method with Sinai’s
factor theorem. This method was introduced in [W19] and modified in [Y20].
After extracting the torus rotation (which is the central part), the application
of Sinai’s factor theorem will follow the same way as in [Y20, Section 10].
Throughout this section, we will assume, that a, b, c (later on 2, 3, 5 for
concreteness) are strongly multiplicatively independent. This is not a fact,
at least by the time of writing. Proceeding in this way helps us to avoid
being blocked by technical arguments. After this section, we will remove
this strongly multiplicative condition. In fact, we will weaken it further to
pairwisely multiplicative independence.
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4.1. Small set. Let us first assume that
s = dimHAa + dimHAb + dimHAc < 0.5.
Let H be the collection of planes whose normal directions are contained in
S∆.We want to show that the collection of subsets {H∩Aa×Ab×Ac}H∈H is
uniformly sparse (see Definition 3.5). Then the conclusion of this Theorem
will follow by applying Proposition 3.4. Suppose the contrary, there is a
positive number ǫ, for an integer N which can be chosen to be arbitrarily
large, we can find a plane H, a point x ∈ X = H ∩Aa × Ab × Ac such that
#W (X,x) ∩ [1, N ] ≥ ǫN. Let K ∈ W (X,x) ∩ [1, N ]. We can find a point
y ∈ B(x, 2−K) \ B(x, 2−K−1) and y ∈ H. In what follows we assume that
a = 2, b = 3, c = 5 concreteness.
Now we want to find a suitable way to re-zoom the whole situation. We
can apply ×2,×3,×5 on the three coordinates respectively. This allow us to
extract a nice dynamical system. Let l,m, n be positive numbers such that
1 ≤ m/l < 3, 1 ≤ n/l < 5. Define T (l,m, n) = (l′,m′, n′) with
l′ = 2l,m′ =
{
m m2l > 1
3m else,
n′ =
{
n n2l > 1
5n else.
We also define the corresponding linear map Tl,m,n by
Tl,m,n(u, v, w) = (2u, v
′, w′)
where v′ = v or v′ = 3v according to whether m/2l > 1 or not. Similarly, we
can define w′. Let H = {c1x+ c2y+ c3z = 0} be a plane passing through the
origin with c1, c2, c3 > 0. If we apply Tl,m,n on H, the image is another plane
{c′1x + c′2y + c′3z = 0} with (c1, c2, c3) = Tl,m,n(c′1, c′2, c′3). More explicitly,
c′1 = c1/2 and c
′
2 = c2 or c2/3 according to the relation between l,m. Similar
result hold for c′3 as well. This also works for planes of form {c1x+c2y+c3z+
c4 = 0}. Under the linear map Tl,m,n the parameter c4 is also transformed
but this will not affect anything. Since (c1, c2, c3) is normal to H we see that
Tl,m,n(H) has normal direction T
−1
l,m,n(c1, c2, c3). The action T on (l,m, n)
can be viewed as a tori rotation in the logarithmic scale. More precisely, we
see that
log(m′/l′) = log(m/l)− log 2 mod log 3
and
log(n′/l′) = log(n/l)− log 2 mod log 5.
Since 1, log 2/ log 3, log 2/ log 5 are linearly independent over the field of ra-
tional numbers we see that(
log(m′/l′)
log 3
,
log(n′/l′)
log 5
)
=
(
log(m/l)
log 3
,
log(n/l)
log 5
)
−
(
log 2
log 3
,
log 2
log 5
)
mod Z2.
We start with (l0,m0, n0) = (1, 1, 1) and for simplicity. We have a sequence of
linear maps determined by {T k(l0,m0, n0)}k≥0. We write Tk = TT k(l0,m0,n0).
We also obtain a sequence of planes by putting H0 = H,Hk = Tk−1(Hk−1).
Let tk = (1, ak, bk) be normal to Hk write L(tk) = (log ak, log bk). Then we
see that
L(tk+1) = L(tk) + (log 2/ log 3, log 2/ log 5) mod (1, 1).
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We iterate the above procedure K times. As a result, the point x is sent to
x′ and y is sent to y′. There are two constants c∆, C∆ (which depend only
on ∆) such that c∆ < |y′−x′| < C∆. The plane HK contains x′,y′ and it is
normal to the direction of 2−K(c1, c23
{K log 2/ log 3}, c35
{K log 2/ log 5}) which is
the same as
(c1, c23
{K log 2/ log 3}, c35
{K log 2/ log 5}).
Taking log on each coordinate we obtain the point
(log c1, log c2, log c3) + (0, {K log 2/ log 3} log 3, {K log 2/ log 5} log 5).
The second term, after a suitable linear transformation looks like
({K log 2/ log 3}, {K log 2/ log 5}).
Since log is monotone and smooth on [1, 5], if there are many choices of
integers K, then
{({K log 2/ log 3}, {K log 2/ log 5})}K∈W (X,x)∩[1,N ]
forms a rather large set in T2 and therefore the directions of
{(c1, c23{K log 2/ log 3}, c35{K log 2/ log 5})}K∈W (X,x)∩[1,N ]
forms a large set in S2. More precisely, for each r > 0, if N is large enough
(in a manner that only depends on r,∆) and W (X,x) ∩ [1, N ] ≥ ǫN, then
{({K log 2/ log 3}, {K log 2/ log 5})}K∈W (X,x)∩[1,N ]
contains at least 0.5ǫr−2 many r-separated points, see Section 3.5. Then we
see that the directions of
{(c1, c23{K log 2/ log 3}, c35{K log 2/ log 5})}K∈W (X,x)∩[1,N ]
contains a r-separated subset of S2 with cardinality cr−2 with a suitable
constant c > 0.
Now we have a pair of points x′,y′ which may not be in [0, 1]3. Since
A2, A3, A5 are ×2,×3,×5 mod 1 invariant we can translate x′,y′ together
by vectors in Z3. As a result, we have found a affine plane H ′K, two points
x′′,y′′ ∈ H ′K with |x′′ − y′′| ∈ (c∆, C∆) and x′′,y′′ are contained in A2 ×
A3 × A5 or one of its translated copies with translation vector in {0, 1}3.
By Theorem 3.7, we see that there is a subset of A2 × A3 × A5 which is
r-separated with cardinality & r−0.5. As r can be chosen to be arbitrarily
small, this implies that dimBA2+dimBA3+dimBA5 ≥ 0.5. Hence dimHA2+
dimHA3 + dimHA5 ≥ 0.5, a contradiction.
4.2. An ergodic sampling result. At this stage, one can already prove a
weaker version of Theorem 1.6 with a stronger condition that
log 2
log b1
+
log 2
log b2
+
log 2
log b3
<
1
2
.
Our task now is to replace the requirement ‘< 1/2’ with ‘< 1.’ In order to
do this, we need an ergodic sampling result which originates from [W19].
In order to state the result, we introduce the notion of almost Bernoulli
property.
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Definition 4.1. Let (X,S, µ) be an ergodic system on a compact metric
space X. Let A be a finite partition generating the Borel σ-algebra of X. For
δ > 0, we say that (X,S, µ) is δ-Bernoulli if the following statements hold:
There is a number cδ > 0 and for each integer n ≥ 1, there is an integer
N(n) and a measurable decomposition Dn = {Dn(1), . . . ,Dn(N(n))} of X
such that (DNn , πS, πµ) is a Bernoulli shift where π : X → D is defined by
taking π(x) to be the sequences of sets Dn ∈ Dn such that Sn(x) ∈ Dn.
For each i ∈ {1, . . . , N(n)}, we write M˜n(i) to be the collection of atoms of
An intersecting Dn(i). For each i, there is a subcollection Mn(i) ⊂ M˜n(i)
consisting at most cδ2
nδ many elements such that the union of atoms in
∪iMn(i) has µ measure at least 1− 2δ.
We say that (X,T, µ) satisfies the almost Bernoulli property if it is δ-
Bernoulli for each δ > 0.
The following result was essentially proved in [Y20, Theorem 9.10] where
H = {hk}k≥1 was taken to be an irrational rotation orbit on [0, 1] but there
is no difficulty to show this result for H being equidistributed (with respect
to the Lebesgue measure) on [0, 1]2. In the statement, for an integer sequence
K ⊂ N, we write
CK(H) = {hk : k ∈ K}.
In what follows, let X be a set and Ai, i ≥ 1 be a collection of elements in
the power set P(X). Then ∨iAi denotes the smallest σ-algebra on X that
contains all Ai, i ≥ 1.
Theorem 4.2. Let (X,S, µ) be an ergodic dynamical system with X being a
compact metric space. Let A be a finite partition of X such that ∨∞i=0S−iA
generates the Borel σ-algebra of X. For each x ∈ X not on the boundaries
of sets in ∨ni=1S−iA, for each n ∈ N we denote An(x) the unique atom A of
∨ni=0S−iA such that x ∈ A.
If µ does not give positive measures to boundaries of S−iA for all i ∈ N and
h(S, µ) > 0, then (X,S, µ) satisfies the almost Bernoulli property. Moreover,
let ǫ > 0 be arbitrarily chosen in (0, 1) and H = {hk}k≥1 be an equidistributed
sequence in [0, 1]2. For each δ ∈ (0, 1), there is a constant cδ > 0 and X ′δ with
full µ measure such that for all n ≥ 1, all x ∈ X ′δ and all K ⊂ N with lower
natural density at least ρ > 2δ + ǫ, there is a collection Mn =Mn(x,K) of
at most cδ2
nδ atoms of An with the following property:
Denote the union of elements in Mn as Mn. We construct the fol-
lowing sequence
K ′(x) = {k ∈ N : Sk(x) ∈Mn}.
Then the following set has Lebesgue measure at least ǫ
CK∩K ′(x)(H).
The statement of the above result is very technical. However, the idea
behind is intuitive. Let H be a given equidistributed sequence in [0, 1]2. We
choose a random subsequence by choosing each term independently with a
positive probability. Then it is possible to show that almost surely, the cho-
sen subsequence still equidistributes. Our task now is to replace the random
choosing procedure with a deterministic scheme. That is, given a dynami-
cal system (X,S, µ), a point x ∈ X and a finite partition of X, we follow
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the trajectory of x under S. As a result, we obtain a sequence of symbols
represented by the atoms containing the elements in the trajectory. This
sequence of symbols can be treated as an outcome of a coin-tossing proce-
dure. Of course, if (X,S, µ) is a Bernoulli system with a finite partition of
cylinder sets, then we have the same random choosing procedure as discussed
before. In general, if (X,S, µ) be an ergodic system with positive entropy,
then by Sinai’s factor theorem (see the discussions in [W19]), one can find
a Bernoulli factor with the same entropy. Thus, we can treat (X,S, µ) es-
sentially as a Bernoulli system with some quantifiable uncertainties. This is
where we consider a group of . 2δn atoms as a whole.
4.3. Large set. Now we only require that
dimHA2 + dimHA3 + dimHA5 < 1.
We want to use Theorem 3.8 instead of Theorem 3.7. In order to do this,
we need to find pairs of points containing in a large range of affine planes
with one of the points being trapped in a small set. This can be achieved by
using Theorem 4.2.
Consider the dynamical system with phase space X = [0, 1]3 × [0, 1]2 and
the map T : X → X defined by
T (x, y, z, u, v) = (x′, y′, z′, u′, v′)
where x′ = {2x}, u′ = {u + log 2/ log 3} and v′ = {v + log 2/ log 5}. If
u + log 2/ log 3 < 1 then we set y′ = y otherwise we set y′ = {3y}. If
v+log 2/ log 5 < 1 then we set z′ = z otherwise we set z′ = {5z}. Let H be a
plane and let (x, y, z) ∈ H∩A2×A3×A5. Suppose that the normal direction
of H is the same as the vector (1, 3u, 5v), where we have (u, v) ∈ [0, 1]2. Let
(x′, y′, z′, u′, v′) = T (x, y, z, u, v). Then (x′, y′, z′) ∈ H ′∩A2×A3×A5 where
H ′ is a plane whose normal direction is the same as the vector (1, 3u
′
, 5v
′
).
Let H′ be the collection of planes whose normal direction can be represented
by (1, a, b) for a ∈ [1, 3], b ∈ [1, 5]. Suppose that {H ∩ A2 × A3 × A5}H∈H′
is not uniformly sparse. Then there is a positive number ǫ > 0 such that
for all integers N we can find an integer N ′ ≥ N , a plane H ∈ H′, a point
x ∈ X = H∩A2×A3×A5 such that #W (X,x)∩[1, N ′] ≥ ǫN ′. Suppose that
the normal direction of H can be represented by (1, 3u, 5v) for (u, v) ∈ [0, 1]2
and let x = (x, y, z). Then we define the following probability measure on
[0, 1]5
µN =
1
N ′
N ′−1∑
i=0
δT i(x,y,z,u,v).
We can take a weak * limit µ of µN , N ∈ N. It can be checked that the
component of the last two coordinates of µ is invariant under the action
+(log 2/ log 3, log 2/ log 5) mod (1, 1).
Thus it must be the Lebesgue measure. T is not continuous when viewed
as a map T3 × T2 → T3 × T2. It is discontinuous at points (x, y, z, u, v)
where u = 1− log 2/ log 3 or v = 1− log 2/ log 5. This is where we are about
to choose different multiplication maps for y, z coordinates. However, the
projection of µ to the last two coordinates is the Lebesgue measure we see
that T is µ-a.e. continuous.
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Let us consider a function g : [0, 1]5 → {0, 1} as follows:
g(x, y, z, u, v) = 1 ⇐⇒ 1 ∈W (Hu,v ∩A2 ×A3 ×A5, (x, y, z)),
where Hu,v is the plane passing through (x, y, z) normal to (1, 3
u, 5v). Since
A2, A3, A5 are compact, it is possible to see that g is measurable and {g = 1}
is closed. By the construction of µ and the Portmanteau theorem we see that∫
gdµ ≥ ǫ.
By taking an ergodic component we can assume µ to be ergodic.
After this preparation, we can apply Theorem 4.2 just the same way as in
[Y20, Sections 10.1, 10.2, 10.3]. The result we obtain after applying Theorem
4.2 is that for each small number ǫ′ > 0, for all small enough r > 0, there is
a subset A ⊂ A2×A3×A5 with the following property: There is a r-cube F
and a set AF ⊂ A∩F such that for each x ∈ AF , there is a point y ∈ A and
x,y are contained in a plane Hx,y. The set of normal directions of planes of
form Hx,y forms a r-separated subset of S
2 with cardinality ≥ cr−2+ǫ′ where
c is a constant which depends on ∆, ǫ′. By Theorem 3.8, or directly from the
argument in proving Theorem 3.7, we see that
N(A, r) ≥ c′r−1+ǫ′
where c′ is another constant. This implies that dimBA2+dimBA3+dimBA5 ≥
1− ǫ′. Since ǫ′ can be chosen to be arbitrarily small, this contradicts the fact
that
dimBA2 + dimBA3 + dimBA5 = dimHA2 + dimHA3 + dimHA5 < 1.
5. Strongly multiplicative independence revisited
In this section, we will prove Theorem 2.1 in full generality. So far we
have assumed the Q-linear independence for the three numbers 1, log a/ log b,
log a/ log c. Again, for concreteness we again write a = 2, b = 3, c = 5.
Although unlikely, it can happen that 1, log 2/ log 3, log 2/ log 5 areQ-linearly
dependent. However, (un)proving this seems to be rather challenging, see
Remark 1.4 and Question 1.7. If this is the case, then the irrational rotation
+(log 2/ log 3, log 2/ log 5) mod Z2 degenerates to an irrational rotation on
a subtorus, since log 2/ log 3, log 2/ log 5 are irrational. Now at the end of
the proof of Theorem 2.1 in Section 4.1, the directions of
{(c1, c23{K log 2/ log 3}, c35{K log 2/ log 5})}K∈W (X,x)∩[1,N ]
contains a r-separated subset of S2 with cardinality only cr−1. This reflects
the fact that the irrational rotation is one-dimensional. The hypothetical
rational dependence among 1, log 2/ log 3, log 2/ log 5 now implies that the
above set of directions (real prjective space), viewed as elements on X = 1
at pieces of curves of form
(1, c33
t, c55
qt)
for suitable constants c3 6= 0, c5 6= 0 and a parameter t ranging over a suitable
interval in [0, 1] and q is a rational number. The fact that c3, c5 6= 0 follows
from the irrationailities of log 2/ log 3, log 2/ log 5. This is very crucial for
later use.
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Now we digress to some geometry. Consider the unit sphere S2 ⊂ R3. Let
C : [0, 1] → S2 be a smooth curve. Let x = C(t) ∈ C be a point. We are
viewing S2 as the moduli space of 2-dimentional subspaces. Thus we can
consider the affine plane at X = 1 as a subset of S2 via the natural projection
map y ∈ R3 \ {(0, 0, 0)} → y/|y|. Without loss of generality, we assume that
C is defined entriely on a compact subset of the X = 1 plane. Suppose that
C, as a smooth curve on S2, has vanishing torsion at x. Intuitively this
means that the plane H(t) spanned by C ′(t), C ′′(t) is ’stationary’ arount
t. Now, H(t) is represented as a straight line in the X = 1 plane. Thus,
vanishing torsion at x = C(t) implies that C, as a smooth curve on the
X = 1 plane is tangent to a line with order at least 2. That is, there is a line
L such that C is tangent to L at x = C(t) and∣∣∣∣ C ′(t+ δ)|C ′(t+ δ)| − C
′(t)
|C ′(t)|
∣∣∣∣ = O(δ2).
Now we come back to the original problem, we see that (c33
t, c55
qt), as a
plane curve, has no tangent line at order bigger than 1. For plane curves, this
reflects the fact that they have non-vanishing curvatures. Thus Theorem 3.9
can now be employed (for both the cases in Sections 4.1, 4.3) to deduce the
result.
Along the lines of the above argument, we have only used the fact that
2, 3, 5 are pairwisely multiplicatively independent. We need the two pairs
2, 3 and 2, 5 to obtain an at-least-one-dimenional irrational rotation. Then
we used the pair 3, 5 to conclude that the plane curve (c33
t, c55
qt) is not
tangent to any line of order bigger than 1, as long as q is a rational number.
Each pair of those multiplicative independences cannot be further dropped.
6. Further remarks and related problems
6.1. Lower bound estimates. We can also ask what happens for Theorem
1.6 if
s =
log 2
log b1
+
log 2
log b2
+
log 2
log b3
> 1.
In this case, we can use a dimension decomposition method as in [Y20,
Section 11] to show that Theorem 1.6 sill works in this case but we need to
replace CN ǫ with CN s−1+ǫ. As we do not actually need this result we omit
the proof. What is perhaps more interesting is to see whether the exponent
s − 1 is essentially sharp in this case. To be precise, we pose the following
conjecture.
Conjecture 6.1. Let b1, b2, b3 ≥ 3 be integers such that
s =
log 2
log b1
+
log 2
log b2
+
log 2
log b3
> 1.
Then for each ǫ > 0 there exists a constant C and for all integer N , the
number of solutions (x, y, z) with x, y, z ≥ 0 and z ≤ N is at most CN s−1+ǫ
and at least C−1N s−1−ǫ.
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6.2. Numbers with restricted digits in different bases. Another inter-
esting (and perhaps more natural) question to think about is numbers with
a stronger restriction on digits. For example, let b1, b2 be 2 multiplicatively
independent integers such that
log 2
log b1
+
log 2
log b2
< 1
then how large is Bb1 ∩ Bb2 . We believe that this intersection is finite, see
[BY19] for more details.
Conjecture 6.2. let b1, b2 be 2 multiplicatively independent integers such
that
log 2
log b1
+
log 2
log b2
< 1.
Then #Bb1 ∩Bb2 <∞.
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