be the polynomial ring over a noetherian commutative ring R and I p be the determinantal ideal generated by the p × p minors of the generic matrix (x ij )(1 ≤ p ≤ min(m, n)). We describe a minimal free resolution of S/I p , in the case m = n = p + 2 over Z.
Introduction
Let R be a noetherian commutative ring with unity, and x ij be variables with 1 ≤ i ≤ m and 1 ≤ j ≤ n. If we let S = R[x ij ] be the polynomial ring over R, then we have the generic matrix (x ij ) and we may form the determinantal ideal I p of S generated by the p × p minors of this matrix for 1 ≤ p ≤ min(m, n). For many years there has been considerable interest in finding minimal free resolutions of S/I p . Eagon and Hochster [6] proved that I p is perfect (i.e., gradeI p =pd S S/I p ) and that if R is a (normal) domain S/I p is a (normal) domain and S/I p is Rfree. If R is Cohen-Macaulay then so is S/I p . Therefore free resolutions of S/I p have the property of so-called depth sensitivity. If p = 1, then the Koszul complex gives us such a resolution. Eagon and Northcott [7] , Buchsbaum and Rim [5] constructed a minimal free resolution of S/I p when p = min(m, n), separately. On the other hand, Roberts [12] , Lascoux [11] , Pragacz and Weyman [13] constructed the minimal free resolution (Lascoux's resolution) of S/I p for any m, n, and p in the case when R contains the rational number field Q. Their description of the resolution is based on the representation theory of general linear group.
If we have a minimal free resolution P of S/I p when R = Z, the ring of integers, then for any ring R, R ⊗ Z P is a minimal free resolution, since S/I p is Z-free. There have been some efforts to apply the representation theory to the case R = Z. In 1979, Buchsbaum [3] gave another description of the Eagon-Northcott complex using multilinear algebra. In the early eighties Akin, Buchsbaum and Weyman developed characteristic-free representation theory of general linear groups and constructed a minimal free resolution (the Akin-Buchsbaum-Weyman complex) of S/I p over Z, in the case p = min(m, n) − 1 [1] .
Roberts proved that there exists a minimal free resolution of S/I p over Z if and only if the Betti numbers of S/I p are independent of characteristic of base field [4] . Using this fact, in the early nineties Hashimoto and Kurano [10] proved that there exists a minimal free resolution of S/I p when m = n = p + 2. Hashimoto extended this result to the case p = min(m, n) − 2 [9] and proved that there is no minimal free resolution of S/I p over Z, in the case 2 ≤ p ≤ min(m, n) − 3 [8] . But the construction of the minimal free resolution of S/I p over Z when
In section 2, we review some facts on characteristic free representation theory of general linear group including Schur modules and Schur complexes.
In section 3, we define the durfee square complex and give the explicit characteristic free resolution of an ideal generated by the submaximal minors of the generic square matrix. The main result consists of finding the minimal free resolution of the ideal of p × p minors of (p + 2) × (p + 2) matrix in a characteristic free case.
Preliminaries
This section is devoted to introducing the definitions and quoting without proofs the basic facts on Schur modules and Schur complexes from( [1, 2] ).
We will denote by N the set of natural numbers and by N 1 and 1 j i, and is denoted by ∆ λ . We are adopting the convention that is used with the matrices that the row index i increases as one goes downward and the column index j increases from left to right.
Using the diagrams, one can see that if λ is a partition thenλ = (λ 1 ,λ 2 , . . . ) is the partition whose jth termλ j is the number of squares in the jth column of diagram of λ, where we count the columns from left to right. It is therefore clear that λ = λ .
If F is a free module over a commutative ring R and
, we use the following notation:
where ∧, S, and D denote the exterior, symmetric and divided powers.
. We define µ ⊆ λ if µ i λ i for all i 1, and the skew partition, denoted by λ/µ, to be (
We are going to define a morphism of functors
which is isomorphic, by rearranging along the columns of A, to
As a ij ∈ {0, 1}, this is equal to
Now use multiplication in S to go to
Similarly, one defines a morphism
Let R be a commutative ring, F and G be free R-modules of ranks m and n, respectively, and φ : F ⊗ G → R be an R-map. We will identify Hom R (F ⊗ G, R) with Hom R (G, F * ) via the canonical isomorphism. With this identification, we will use the same symbol φ to denote the corresponding map φ : G → F * , and write φ * : F → G * for the map dual to φ. We will also denote by c φ the element of F * ⊗ G * corresponding to φ under the canonical isomorphism:
F . We will use the same notation, A l (φ), to denote either one of these two isomorphic complexes. 
We will denote the boundary map of
To describe the boundary map explicitly, we let {f i }, i = 1, . . . , m and {g j }, j = 1, . . . , n, be bases of F and G, respectively. Let {ρ i }, {γ j } be their respective dual bases. Then for 
Proposition 2.5 [1, Proposition 1.5]. For any free R-module F we have:
(
(G). Thus we may apply the map ∂ F to (x ⊗ v) and we have
, so with this identification understood, we may consider Definition 2.6. We define the maps
The notations ∂(F, G) and δ(F, G) underscore the fact that these maps depend only on the modules F and G; they are completely dependent of the map φ. (1)
is an exact sequence if p 0. Definition 2.8. For p 1 and k 0, we define
is anticommutative.
By the above lemma, we see that the maps
induce unique maps, which we will denote bȳ 
is exact. We therefore have an exact sequence 
Lemma 2.9 and 2.12 show us that the map∂(F, G) : G) ) is a map of complexes, and thus the map φ) is the kernel of the map of complexes
Let F and G be free R-modules of ranks m and n, where m n, respectively, and let p be a positive integer less than or equal to n. Let 
(by the standard basis theorem). Consequently, we have a map
which is the composition of the maps
where α is obtained by diagonalizing ∧ 
The followings are directly induced from the definition
Y p 1 (r, F, G) = L (p r ) F ⊗ L (p r ) G and 0 → Y p 2 (r, F, G) → Y p 1 (r, F, G) ⊗ F ⊗ G → I r p is exact.0 → Y p k+1 (r, F, G) → Y p k (r, F, G)⊗(F ⊗G) → Y p k−1 (r, F, G)⊗S 2 (F ⊗G).
Minimal free resolution
Let R be a commutative noetherian ring, and let F and G be free R-modules of ranks m and n, where p min(m, n). Then we have the following map
The above map is the composition
where α is the canonical embedding
and σ is the Koszul map. 
is exact.
Proposition 3.2. For each k 2, there is an exact sequence
Proof. To obtain the map
We can obtain followings when rankF = rankG = p + 2.
(a)
We have the exact sequence
(1)) = I 2 p+2 (φ) and H 2 (X
p+1
(1)) = 0. Proof. First we will prove (a). we use the fact that U p is the tensor product of two complexes:
and both complexes are acyclic [4] . By acyclic assembly lemma [2] , U p is acyclic. Since the indexing of our complex U p starts with 1, it accounts for the condition i 3.
We recall the two exact sequences in Section 2:
In fact the above sequences are exact sequences of complexes
complexes, etc., are graded, and so, therefore, is the homology of all of these complexes. We see that H 3 (Z p ) = 0 in the degrees less than p (since I p+1 (φ) has its first non-zero component in degree p + 1, and the map H 3 (Z p ) → I p+1 (φ) is of degree one). This permits us to define ψ 1 (1) as a map of degree p, and the degrees of the other are therefore also seen to be p.
