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BALLISTIC RANDOM WALK IN A RANDOM ENVIRONMENT
WITH A FORBIDDEN DIRECTION
FIRAS RASSOUL-AGHA AND TIMO SEPPA¨LA¨INEN
Abstract. We consider a ballistic random walk in an i.i.d. random environment
that does not allow retreating in a certain fixed direction. Homogenization and re-
generation techniques combine to prove a law of large numbers and an averaged
invariance principle. The assumptions are non-nestling and 1 + ε (resp. 2 + ε) mo-
ments for the step of the walk uniformly in the environment, for the law of large
numbers (resp. invariance principles). We also investigate invariance principles un-
der fixed environments, and invariance principles for the environment-dependent
mean of the walk.
1. Introduction
This paper studies random walk in a random environment (RWRE) on the d-
dimensional integer lattice Zd. This is a basic model in the field of disordered or
random media. The dimension d is in general any positive integer, but in certain
results we are forced to distinguish between d = 1 and d ≥ 2.
A general description of this model follows. An environment is a configuration of
vectors of jump probabilities
ω = (ωx)x∈Zd ∈ Ω = PZd ,
where P = {(pz)z∈Zd : pz ≥ 0,
∑
z pz = 1} is the simplex of all (infinite) probability
vectors on Zd. We use the notation ωx = (πx,x+y)y∈Zd for the coordinates of ωx. The
space Ω is equipped with the canonical product σ-field S and with the natural shift
πxy(Tzω) = πx+z,y+z(ω), for z ∈ Zd. On the space of environments (Ω,S) we are
given a T -invariant probability measure P such that the system (Ω,S, (Tz)z∈Zd,P)
is ergodic. All our results are for i.i.d. environments. This means that the random
probability vectors (ωx)x are i.i.d. across the sites x under P, or in other words that
P is an i.i.d. product measure on PZd .
Here is how the random walk operates. First an environment ω is chosen from the
distribution P. The environment ω remains fixed for all time. Pick an initial state
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z ∈ Zd. The random walk in environment ω started at z is then the canonical Markov
chain X̂ = (Xn)n≥0 with state space Zd whose path measure P ωz satisfies
P ωz (X0 = z) = 1 (initial state),
P ωz (Xn+1 = y|Xn = x) = πxy(ω) (transition probability).
The probability distribution P ωz on random walk paths is called the quenched law.
The joint probability distribution
Pz(dX̂, dω) = P
ω
z (dX̂)P(dω)
on walks and environments is called the joint annealed law, while its marginal on
walks Pz(dX̂,Ω) is called simply the annealed law. We will use E, E
ω
z , and Ez to
denote expectations under, respectively, P, P ωz , and Pz.
Not much of interest has been proved for random walk in random environment
in this generality, except in one dimension. In this paper and the subsequent paper
[11] we study the invariant distributions, laws of large numbers and central limit
theorems for a class of ballistic walks in an i.i.d. environment that possess a “forbidden
direction.” More precisely, we impose a non-nestling assumption that creates a drift
in some spatial direction uˆ, and we also prohibit the walk from retreating in direction
uˆ. However, there is some freedom in the choice of uˆ. The long term velocity v of
the walk need not be in direction uˆ, although of course the assumptions will imply
uˆ · v > 0. These assumptions are introduced in Section 2. Given the hypotheses
described above our results are complete, except for some moment assumptions that
most certainly are not best possible.
Our main result is the central limit picture for this class of walks. As preparation
for this we first need to establish the existence of suitable invariant distributions for
the environment chain, and also prove a law of large numbers n−1Xn → v.
The first point of the fluctuation question is that the annealed invariance principle
(functional central limit theorem) with nv centering is always valid. In other words,
the distribution of the process {Bn(t) = n−1/2(X[nt] − [nt]v) : t ≥ 0} under P0
converges to a Brownian motion with a certain diffusion matrix that we give a formula
for. This will be the object of Section 4.
The second fluctuation issue is the quenched invariance principle under measures
P ω0 . Here we encounter the following dichotomy.
I. Suppose the walk is one-dimensional, or that the environment ω constrains the
walk to be essentially one-dimensional in a sense made precise by Hypothesis (E) on
page 16 below. Then process Bn does not satisfy a quenched invariance principle.
However, under quenched mean centering a quenched invariance principle does hold.
In other words, for P-almost every ω, the process {B˜n(t) = n−1/2(X[nt] −Eω0 (X[nt])) :
t ≥ 0} under P ω0 converges weakly to a certain Brownian motion. Furthermore, the
centered quenched mean process {n−1/2(Eω0 (X[nt]) − ntv) : t ≥ 0} also satisfies an
invariance principle.
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II. In the complementary case the walk explores its environment thoroughly enough
to suppress the fluctuations of the quenched mean. The variance
E[ |Eω0 (Xn)− E0(Xn)|2 ]
of the quenched mean is of order n1−δ for δ > 0, the centerings nv and Eω0 (Xn)
for the walk are asymptotically indistinguishable on the diffusive scale, and both
processes Bn and B˜n defined above satisfy a quenched invariance principle with the
same limiting Brownian motion.
We can also view the dichotomy through the following decomposition of the fluc-
tuations:
E0[(Xn − nv)(Xn − nv)t]
= E[Eω0 (XnX
t
n)− Eω0 (Xn)Eω0 (Xn)t] + E[(Eω0 (Xn)− nv)(Eω0 (Xn)− nv)t]. (1.1)
In case I both terms contribute on the diffusive scale all the way to the limit. As the
results in Section 5 show, the fluctuations described by the annealed central limit
theorem decompose into quenched fluctuations of the walk around the quenched
mean, plus the fluctuations of the quenched mean around nv. (The centering nv in
(1.1) is not exactly the true mean E0(Xn), but the difference of the two is bounded
as shown in Theorem 3.2.)
In case II the second term on the right hand side of (1.1) is negligible relative to
the two other terms of order n. On the diffusive scale the fluctuations of the quenched
mean are not felt.
This paper covers the type I fluctuation results in Section 5 which forms the main
portion of the paper. The type II results are reported in the companion paper [11].
An appendix in the present paper contains a renewal lemma which is used in both
papers. Despite our restriction to the forbidden direction case, we cautiously believe
that the results and methods of proof are characteristic of more general ballistic
random walks in random environment.
We turn to a brief overview of some past work. Two main approaches to laws of
large numbers and central limit theorems for RWRE stand out in the literature.
Using regeneration techniques (see the renewal times σk in (3.7) below), [4] proves
a law of large numbers, [3] proves an annealed central limit theorem, both in the
case of a mixing environment, while [15] proves both results when the environment
is product. Also, using these techniques, [20] reduces the proof of the law of large
numbers in product environments to that of a certain 0-1 law.
On the other hand, using homogenization techniques (see Section 3), [8] proves a
law of large numbers in mixing environments and [10] proves a quenched central limit
theorem in space-time product environments. Furthermore, using this approach, [9]
extends the result of [20] to mixing environments.
The majority of results have been shown for the ballistic case where the velocity
of escape does not vanish. Recent quenched central limit results in the diffusive case
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can be found in [1] and [17]. For general overviews of the field and further literature
we refer the reader to the lectures in [19] and [16]. The introduction of [10] also
presents a brief list of papers on central limit theorems for random walks in random
environment.
To prove our central limit results we combine both homogenization and regenera-
tion techniques. As groundwork we need suitable equilibrium measures and the law of
large numbers. These have been proved in the past for more general ballistic walks,
but typically with stringent assumptions of ellipticity and nearest-neighbor steps.
Therefore, in Section 3, we reprove these results under our weaker assumptions. In
particular, these preliminary results are then used in the paper [11] that proves the
quenched invariance principle for the genuinely multidimensional walks.
2. Assumptions
The type of random walk in random environment that we study in this article
is defined by the following asymmetry condition. Given a nonzero vector uˆ, say the
distribution P on environments has forbidden direction −uˆ if
P
( ∑
z:z·uˆ≥0
π0z(ω) = 1
)
= 1. (2.1)
This condition says that Xn · uˆ never decreases along the walk.
Assumption (2.1) alone does not give the regeneration structure we need. Trivially,
even P(
∑
z·uˆ>0 π0z = 0) = 1 is possible, which permits an arbitrary (d−1)-dimensional
walk and the forbidden direction condition is vacuous. However, if we just assume
P(
∑
z·uˆ>0 π0z > 0) > 0, then there could still be a positive chance of having x 6= y ∈ Zd
such that π0x+ π0y = πx0 = πy0 = 1. In this case, a walker starting at 0 will be stuck
in the set {0, x, y} forever and the hypothesis on the uˆ-direction is again useless. If
we add on the assumption P(
∑
z·uˆ>0 π0z > 0) = 1, then the walker will eventually
move in the uˆ-direction, but the expected time of doing so could be infinite, leading
to zero velocity in direction uˆ. This scenario is illustrated by the next example.
Example 2.1. Consider a two-dimensional product environment P with marginal at
0 given by
P(ω0 = pi) = P(ω0 = qi) = 2
−i,
where for i ≥ 1
pi = (1− αi)δ(1,0) + αiδ(0,1) and qi = (1− αi)δ(1,0) + αiδ(0,−1)
with αi = 1 − 2−2i. The formulas above mean that if ωx = pi then from x the walk
jumps to x+(1, 0) with probability 1−αi, and to x+(0, 1) with probability αi. Note
that the jump size is finite, which is even stronger than the moment hypothesis (M).
Also, assumption (2.1) holds with uˆ = (1, 0).
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Define σ1 = inf{n : Xn · uˆ ≥ X0 · uˆ+ 1}. Then
P0(σ1 > n) ≥
∑
i≥1
P(ω(0,0) = pi, ω(0,1) = qi)α
n
i =
∑
i≥1
2−2i(1− 2−2i)n
and
E0(σ1) =
∑
n≥0
P0(σ1 > n) ≥
∑
i≥1
2−2i
∑
n≥0
(1− 2−2i)n =
∑
i≥1
2−2i22i =∞.
These degenerate situations are prevented by a non-nestling condition in direction
uˆ. That is our second assumption.
Hypothesis (N). There exists a positive deterministic constant δ such that
P
(∑
z
z · uˆ π0z ≥ δ
)
= 1.
It is noteworthy at this point that with a forbidden direction −uˆ, any sensible
uniform ellipticity assumption implies hypothesis (N). Indeed, if there exists a κ > 0
and an x0 ∈ Zd with x0 · uˆ > 0 and P(π0x0 ≥ κ) = 1, then (N) is satisfied with
δ = κ x0 · uˆ > 0. In this sense, hypothesis (N) is a fairly weak assumption that insures
a non-zero velocity in direction uˆ.
Most of the literature on random walks in random environment concentrates on
walks with nearest-neighbor or bounded jumps. This restriction we do not need,
but moment assumptions are necessary for laws of large numbers and central limit
theorems. This is our next assumption.
Hypothesis (M). There exist two deterministic positive constants M and p such
that
P
(∑
z
|z|pπ0z ≤Mp
)
= 1.
Here, and in the rest of this paper | · | denotes the l1-norm on Zd. Each time
hypothesis (M) is invoked, a range of values will be given for p, such as p > 1 or
p ≥ 2.
3. Invariant measures and the law of large numbers
To prove the law of large numbers we adopt the point of view of the particle. More
precisely, we consider the Markov process on Ω with transition kernel
πˆ(ω,A) = P ω0 (TX1ω ∈ A).
To apply the ergodic theorem one needs an invariant measure for the above process.
Since the state space Ω is large, there will be many such measures. The one that is
useful for us will be suitably “comparable” to the original measure P. For integers
n define σ-algebras Sn = σ(ωx : x · uˆ ≥ n). Our first result is the existence and
uniqueness theorem for the invariant distribution.
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Theorem 3.1. Let d ≥ 1 and consider a product probability measure P on environ-
ments with a forbidden direction −uˆ ∈ Rd \{0} as in (2.1). Assume non-nestling (N)
in direction uˆ, and the moment hypothesis (M) with p > 1. Then there exists a prob-
ability measure P∞ on (Ω,S) that is invariant for the Markov process with transition
kernel πˆ and has these properties:
(a) P∞ is absolutely continuous relative to P when restricted to Sk with k ≤
0. Moreover, P = P∞ on S1 and the two measures are mutually absolutely
continuous on S0.
(b) The Markov process with kernel πˆ and initial distribution P∞ is ergodic.
(c) There can be at most one P∞ that is invariant under πˆ, absolutely continu-
ous relative to P on Sk for all k ≤ 0, and satisfies (b). Moreover, Pn(A) =
P0(TXnω ∈ A) converges to P∞(A) for any A ∈ Sk for any k ≤ 0.
An issue of interest in the RWRE literature is the equivalence (mutual absolute
continuity) of P and P∞. To have equivalence of P and P∞ on all negative half-spaces
requires some sort of ellipticity. An example of strong enough ellipticity hypotheses
that imply such absolute continuity can be found in Theorem 2 of [8]. On page 16
below we introduce the ellipticity hypothesis (E) under which the CLT scenario II
of the introduction is valid, as proved in the companion paper [11]. Here we wish to
point out that this condition (E) is still too weak to imply mutual absolute continuity
on all Sk, as illustrated by this example.
Example 3.1. Consider a two-dimensional product environment P whose marginal
at 0 is, with equal probability, one of {p1, p2, p3}. Here,
p1 =
1
2
(δ(1,1) + δ(1,−1)), p2 = 12(δ(1,1) + δ(1,0)), and p3 =
1
2
(δ(1,−1) + δ(1,0)).
Here again we have finite-size jumps, so that the moment hypothesis (M) is in force. So
is the non-nestling hypothesis (N). As for ellipticity, only the weak version (hypothesis
(E) below) is satisfied.
A computation shows that
fn(ω) :=
∑
x·e1=−n
P ωx (Xn = 0) =
dPn
dP
(ω).
Thus, this is an L1(P)-martingale relative to the filtration {S−n}n≥0 and by the
martingale convergence theorem it converges in L1(P) to a limit f . Then, dP∞
dP
= f
and P∞ = Pn on S−n for all n ≥ 0.
Consider the event A = {ω(−1,0) = p1, ω(−1,1) = p2, ω(−1,−1) = p3}. A is S−1-
measurable and P(A) = 1/27 > 0. But, if ω ∈ A, n ≥ 1, and x is such that x · e1 < 0,
then P ωx (Xn = 0) = 0. This implies that P∞(A) = Pn(A) = 0 for all n ≥ 1.
Once one has a suitable invariant measure one can conclude a law of large numbers.
Define the drift as
D(ω) = Eω0 (X1) =
∑
z
zπ0z(ω).
RANDOM WALK IN RANDOM ENVIRONMENT 7
By part (a) of Theorem 3.1 the moment assumption (M) is also valid under P∞, so
there is no problem in defining
v = E∞(D).
Here, naturally, E∞ is expectation under P∞ of Theorem 3.1. Define also σ1 = inf{n :
Xn · uˆ ≥ X0 · uˆ+ 1}. One has the following:
Theorem 3.2. Let d ≥ 1 and consider a product probability measure P on environ-
ments with a forbidden direction −uˆ ∈ Rd \{0} as in (2.1). Assume non-nestling (N)
in direction uˆ, and the moment hypothesis (M) with p > 1. Then the following law of
large numbers is satisfied:
P0
(
lim
n→∞
n−1Xn = v
)
= 1.
Moreover, E0(σ1) <∞, v = E0(Xσ1)/E0(σ1), and
sup
n
|E0(Xn)− nv| <∞. (3.1)
Theorems 3.1 and 3.2 correspond essentially to Theorems 2 and 3 of [8]. However,
we will reprove them since some of our assumptions are weaker than those of [8]. We
start with a lemma.
Lemma 3.1. Let d ≥ 1 and consider a T -invariant probability measure P on environ-
ments with a forbidden direction −uˆ ∈ Rd \{0} as in (2.1). Assume non-nestling (N)
in direction uˆ, and the moment hypothesis (M) with p > 1. Then there exist strictly
positive, finite constants C¯m(M, δ, p), Cˆp¯(M, δ, p), and λ0(M, δ, p) such that for all
x ∈ Zd, λ ∈ [0, λ0], n,m ≥ 0, and P-a.e. ω,
Eωx (|Xm − x|p¯) ≤M p¯mp¯ for 1 ≤ p¯ ≤ p, (3.2)
Eωx (e
−λXn·uˆ) ≤ e−λx·uˆ(1− λδ/2)n, (3.3)
P ωx (σ1 > n) ≤ eλ(1− λδ/2)n, (3.4)
Eωx (σ
m
1 ) ≤ C¯m, (3.5)
Eωx (|Xσ1 − x|p¯) ≤ Cˆp¯ for 1 ≤ p¯ < p. (3.6)
Proof. Note first that Eωx (|Xm−x|p¯) = ETxω0 (|Xm|p¯), with a similar equation for each
of the above assertions. Therefore, without loss of generality, we will assume that
x = 0. To prove (3.2) we write
Eω0 (|Xm|p¯) ≤ mp¯−1
m−1∑
j=0
Eω0
(
E
TXjω
0 (|X1|p¯)
)
≤M p¯mp¯.
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Concerning (3.3), observe that since P ω0 (X1 · uˆ ≥ 0) = 1 P-a.s., one has
Eωx (e
−λXn·uˆ|Xn−1) = e−λXn−1·uˆETXn−1ω0 (e−λX1·uˆ)
≤ e−λXn−1·uˆ
(
1− λD(TXn−1ω) · uˆ+ λpE
TXn−1ω
0 (|X1|p)
)
≤ e−λXn−1·uˆ(1− λδ +Mpλp).
We have used the fact that D · uˆ ≥ δ and Eω0 (|X1|p) ≤ Mp, P-a.s. Taking now the
quenched expectation on both sides and iterating the procedure proves (3.3). Then
(3.4) follows immediately. Indeed,
P ω0 (σ1 > n) = P
ω
0 (Xn · uˆ < 1) ≤ eλEω0 (e−λXn·uˆ) ≤ eλ(1− δλ/2)n,
implying also (3.5). As for (3.6), we have
Eω0 (|Xσ1 |p¯) =
∑
m≥1
Eω0 (|Xm|p¯, σ1 = m)
≤
∑
m≥1
Eω0 (|Xm|p)
p¯
pP ω0 (Xm−1 · uˆ < 1)
p−p¯
p
≤M p¯eλ p−p¯p
∑
m≥1
mp¯
(
(1− λδ/2) p−p¯p
)m−1
<∞. 
Once P0(σ1 <∞) = 1 one can set σ0 = 0 and define, by induction, for k ≥ 1:
σk+1 = inf{n > σk : Xn · uˆ ≥ Xσk · uˆ+ 1} <∞, P0-a.s. (3.7)
Using ideas from [18], we next show an annealed renewal property.
Proposition 3.1. Let d ≥ 1 and consider a product probability measure P on envi-
ronments with a forbidden direction −uˆ ∈ Rd \ {0} as in (2.1). Assume non-nestling
(N) in direction uˆ, and the moment hypothesis (M) with p > 1. Then
(a) E0(σk) <∞ for all k ≥ 0. Moreover,
P0
(
lim
k→∞
k−1σk = E0(σ1)
)
= 1.
(b) Fix some integer K ≥ 0 and define
Θk =
(
σk+1 − σk ;Xσk+1 −Xσk , Xσk+2 −Xσk , . . . , Xσk+1 −Xσk ;
{ωx : |x · uˆ−Xσk · uˆ| ≤ K}
)
.
Then (Θm(2K+1)+m0)m≥1 is i.i.d. under P0 for any m0 ≥ 0. In particular, if
K = 0, then (Θm)m≥0 is i.i.d. under P0.
Proof. First, by (3.5) we know that E0(σ1) < ∞. If one takes m0 = 0 and K = 0 in
(b), then (σk+1 − σk)k≥0 is a sequence of non-negative i.i.d. random variables under
P0 and the rest of (a) follows. So we will now prove (b).
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Fix k ≥ 0 and L ≥ k + 1 + 2K and define
Gk = σ(σ1, . . . , σk+1, X1, . . . , Xσk+1, {ωx : x · uˆ ≤ Xσk · uˆ+K}).
Let F be a bounded function on Zd paths X̂ and environments ω which depends on
ω only through S−K . Let H be a bounded Gk-measurable function.
To understand where the independence here and in similar places elsewhere in the
paper comes from, observe that a quenched probability such as P ω0 (Xσk = x) is a
function of (ωz : z · uˆ < x · uˆ), while any quenched expectation Eωx [f(X0, X1, X2, . . . )]
of the process restarted at x is a function of (ωz : z · uˆ ≥ x · uˆ).
Since σk <∞ P0-a.s., we can write
E0[F (XσL+ · −XσL , TXσLω)H ] =
∑
x
E[Eω0 (H,XσL−K = x)]
× E[Eωx {F (XσK+ · −XσK , TXσKω)}]
=
∑
x
E0[H,XσL−K = x]
× E0[F (XσK+· −XσK , TXσKω)]
= E0[H ]E0[F (XσK+· −XσK , TXσKω)].
In the first equality we used
Xσk · uˆ+K < XσL−K−1 · uˆ+ 1 ≤ XσL−K · uˆ ≤ XσL · uˆ−K.
With L = m(2K + 1) +m0 and k = (m− 1)(2K + 1) +m0 the above shows that
Θm(2K+1)+m0 is independent of G(m−1)(2K+1)+m0 and distributed like ΘK . Since Θk is
Gk-measurable, the i.i.d. property follows. If K = 0, then one can start m from 0,
since ΘK = Θ0. 
The next proposition defines the invariant measure through a limit and a formula.
Proposition 3.2. Let d ≥ 1 and consider a product probability measure P on envi-
ronments with a forbidden direction −uˆ ∈ Rd \ {0} as in (2.1). Assume non-nestling
(N) in direction uˆ, and the moment hypothesis (M) with p > 1. Then there exists a
probability measure P∞ such that the sequence Pn(A) = P0(TXnω ∈ A) converges to
P∞(A) for all A ∈ S−k and all k ≥ 0. Moreover, if A is S−k-measurable for some
k ≥ 0, then
P∞(A) =
E0
(∑σk+1−1
m=σk
1I{TXmω ∈ A}
)
E0(σ1)
. (3.8)
Proof. Write
P0(TXnω ∈ A) = P0(σk+1 > n, TXnω ∈ A) + P0(σk+1 ≤ n, TXnω ∈ A).
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The first term on the right-hand-side goes to 0 as n goes to infinity. As for the second
term, we have
P0(σk+1 ≤ n, TXnω ∈ A) =
∑
j≥1
P0(σk+j ≤ n < σk+j+1, TXnω ∈ A)
=
∑
j≥1,x,y
0≤m≤n
P0(Xm = x, σj = m, σk+j ≤ n < σk+j+1, Xn = y, Tyω ∈ A)
=
∑
j≥1,x,y
0≤m≤n
P0(Xm = x, σj = m)P0(σk ≤ n−m < σk+1, Xn−m = y − x, Ty−xω ∈ A)
=
∑
j≥1
0≤m≤n
P0(σj = m)P0(σk ≤ n−m < σk+1, TXn−mω ∈ A)
=
n∑
m=0
P0(∃j ≥ 1 : σj = n−m)P0(σk ≤ m < σk+1, TXmω ∈ A).
In the third equality we have used the fact that TyA is Sy·uˆ−k-measurable, while
y · uˆ = Xn · uˆ ≥ Xσk+j · uˆ ≥ Xσj · uˆ+ k = x · uˆ+ k.
Finally, by Proposition 3.1, (σj − σj−1)j≥1 are independent under P0 and thus, by
the renewal theorem [7, p. 313], we have that P0(∃j ≥ 1 : σj = n−m) converges to
E0(σ1)
−1. This finishes the proof. 
We are now ready to prove Theorems 3.1 and 3.2.
Proof of Theorem 3.1. Let P∞ be the measure in Proposition 3.2. For k ≤ 0 and
A ∈ Sk, πˆ(ω,A) is also Sk-measurable. Then the invariance of P∞ follows from
passing to the limit in the equation Pn+1 = πˆPn, utilizing the convergence proved
in Proposition 3.2. Moreover, (3.8) shows the absolute continuity of P∞ relative to
P on each Sk and the absolute continuity of P relative to P∞ on S0. Now, if A is
S1-measurable, then
Pn(A) = P0(TXnω ∈ A) =
∑
x
∫
P ω0 (Xn = x)1I{Txω ∈ A}P(dω) = P(A),
since the two integrands above are independent and P is shift-invariant. This proves
that P = P∞ on S1, finishing the proof of part (a).
Consider a bounded local function Ψ that is σ(ωx : |x · uˆ| ≤ K)-measurable for
some K ≥ 0. Let Φk =
∑σk+1−1
j=σk
Ψ(TXjω). Due to Proposition 3.1, (Φm(2K+1)+m0)m≥1
is a sequence of i.i.d. random variables with a finite first moment under probability
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P0. This implies that
P0
 lim
m→∞
m−1
σ(m+1)(2K+1)−1∑
j=0
Ψ(TXjω) = (2K + 1)E0(ΦK)
 = 1. (3.9)
Note that in (3.9) the sum started at 0 instead of σ2K+1, since P0(σ2K+1 < ∞) = 1
and Ψ is bounded. Define now Kn = (mn + 1)(2K + 1) such that σKn ≤ n < σKn+1.
Then ∣∣∣∣∣n−1
n−1∑
m=0
Ψ(TXmω)− n−1
σKn−1∑
m=0
Ψ(TXmω)
∣∣∣∣∣ ≤ n−1(σKn+1 − σKn) ‖Ψ‖∞
goes to 0 P0-a.s., since n
−1σKn goes to 1. On the other hand, by Proposition 3.1,
k−1σk converges to E0(σ1) < ∞. Hence, n−1Kn converges to E0(σ1)−1 and n−1mn
converges to [(2K + 1)E0(σ1)]
−1. Thus, one has
P0
(
lim
n→∞
n−1
σKn−1∑
m=0
Ψ(TXmω) = E0(ΦK)/E0(σ1)
)
= 1.
Therefore, we have P-a.s.
P ω0
(
lim
n→∞
n−1
n−1∑
m=0
Ψ(TXmω) = E0(ΦK)/E0(σ1)
)
= 1. (3.10)
Since the above quantity is S−K-measurable, the same holds P∞-a.s. Moreover, the
constant limit cannot be anything other than E∞(Ψ). By bounded convergence, one
then has
lim
n→∞
n−1
n−1∑
m=0
Eω0 [Ψ(TXmω)] = E∞(Ψ), P∞-a.s.
Now approximate a general Ψ ∈ L1(P∞) by a bounded local Ψ in the L1(P∞)-sense.
The above convergence is then true in the L1(P∞)-sense for any Ψ ∈ L1(P∞). The
fact that all these limits are constants suffices for ergodicity. This follows from Section
IV.2 in Rosenblatt’s monograph [13], see especially Corollary 2, the definition at the
top of p. 94, and Corollary 5. Part (b) is proved.
Once one has ergodicity and absolute continuity on half-spaces uniqueness follows.
Indeed, recalling that (3.10) holds P-a.s. and using bounded convergence once again
implies that for any measurable bounded Ψ
lim
n→∞
n−1
n−1∑
m=0
E0(Ψ(TXmω)) = E∞(Ψ),
determining P∞ uniquely. The rest of part (c) is true by construction of P∞. 
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Proof of Theorem 3.2. We first prove a law of large numbers with limiting velocity
v¯ =
E0(Xσ1)
E0(σ1)
and then the approximation (3.1) with v¯ instead of v. Lastly we identify v¯ with
v = E∞(D).
Recall that E0(|Xσ1 |) <∞. Using K = 0 and m0 = 0 in part (b) of Proposition 3.1
one can see that (Xσk −Xσk−1 , σk − σk−1)k≥1 is a sequence of i.i.d. random variables,
under P0. Therefore, we have
P0
(
lim
k→∞
k−1(Xσk , σk) = (E0(Xσ1), E0(σ1))
)
= 1.
Now let Kn = K(n) = max{j : σj ≤ n}. We will sometimes use the notation K(n)
to avoid subscripts on subscripts. Clearly, n−1Kn converges P0-a.s. to E0(σ1)−1.
Write
Xn
n
=
Xn −XσK(n)+1
n
+
XσK(n)+1
Kn + 1
Kn + 1
n
. (3.11)
Using (3.6) with some p¯ ∈ (1, p), we have that for any ε > 0
P0(|Xn −XσK(n)+1 | > εn) ≤ ε−p¯n−p¯E0(|Xn −XσK(n)+1 |p¯) ≤ ε−p¯Cˆp¯n−p¯
is the general term of a convergent series. By Borel-Cantelli’s Lemma, the first term
on the right-hand-side of (3.11) goes to 0 P0-a.s. Therefore,
P0
(
lim
n→∞
n−1Xn = v¯
)
= 1.
This proves the law of large numbers with v¯ instead of v. Since
{Kn = k} =
{
k∑
j=1
(σj − σj−1) ≤ n <
k+1∑
j=1
(σj − σj−1)
}
,
Kn + 1 is a stopping time with respect to the filtration of the process {(Xσk −
Xσk−1 , σk − σk−1) : k ≥ 1}. Moreover, Kn + 1 is bounded, and both σ1 and Xσ1 are
integrable by Lemma 3.1. By Wald’s identity,
E0
(
Kn+1∑
j=1
(Xσj −Xσj−1)
)
= E0(1 +Kn)E0(Xσ1)
and
E0(σKn+1) = E0
(
Kn+1∑
j=1
(σj − σj−1)
)
= E0(1 +Kn)E0(σ1).
RANDOM WALK IN RANDOM ENVIRONMENT 13
From Xn =
∑Kn+1
j=1 (Xσj −Xσj−1)− (XσKn+1 −Xn) we get
E0(Xn) = E0(1 +Kn)E0(Xσ1)− E0(XσKn+1 −Xn)
= nv¯ + v¯ [E0(1 +Kn)E0(σ1)− n]−E0(XσKn+1 −Xn)
= nv¯ + v¯E0(σKn+1 − n)− E0(XσKn+1 −Xn).
The last two terms above are bounded by a constant. To see it for the last one, note
that
Eω0 (XσKn+1 −Xn) = Eω0
[
EωXn(Xσ1 −X0)
]
= Eω0
[
E
TXnω
0 (Xσ1)
]
which is bounded by a constant P-almost surely by (3.6). The same argument works
for E0(σKn+1 − n) via (3.5). This proves (3.1) with v¯ instead of v. One consequence
of this is that n−1E0(Xn) converges to v¯, as n goes to infinity.
On the other hand, by the ergodic theorem one has for P∞-a.e. ω
P ω0
(
lim
n→∞
n−1
n−1∑
m=0
D(TXmω) = v = E∞(D)
)
= 1.
Due to the absolute continuity of P relative to P∞ on S0 the above is also true
P-a.s. Due to the moment hypothesis (M), the drift D is bounded in norm by M ,
for P-a.e. ω. Therefore, by bounded convergence, we conclude that n−1E0(Xn) =
n−1E0(
∑n−1
m=0D(TXmω)) converges to v, P0-a.s. Thus v¯ = v and the proof of Theorem
3.2 is complete. 
4. The annealed invariance principle
Let us start with more notation and definitions. We write Γt for the transpose of a
vector or matrix Γ. An element of Rd is regarded as a d×1 matrix, or column vector.
For a symmetric, non-negative definite d × d matrix Γ, a Brownian motion with
diffusion matrix Γ is the Rd-valued process {W (t) : t ≥ 0} such thatW (0) = 0,W has
continuous paths, independent increments, and for s < t the d-vector W (t) −W (s)
has Gaussian distribution with mean zero and covariance matrix (t−s)Γ. The matrix
Γ is degenerate in direction ξ ∈ Rd if ξtΓξ = 0. Equivalently, ξ ·W (t) = 0 almost
surely.
For t ≥ 0 let
Bn(t) =
X[nt] − [nt]v√
n
.
Here [x] = max{n ∈ Z : n ≤ x} for x ∈ R.DRd([0,∞)) denotes the space of Rd-valued
cadlag paths endowed with the usual Skorohod topology, as developed for instance
in [6]. The next theorem is the annealed invariance principle.
Theorem 4.1. Let d ≥ 1 and consider a product probability measure P on environ-
ments with a forbidden direction −uˆ ∈ Rd \ {0} as in (2.1). Assume non-nestling
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(N) in direction uˆ, and the moment hypothesis (M) with p > 2. Then the distribu-
tion of the process Bn(t) under P0 converges weakly on the space DRd([0,∞)) to the
distribution of a Brownian motion with diffusion matrix
D =
E0[(Xσ1 − vσ1)(Xσ1 − vσ1)t]
E0[σ1]
.
The matrix D is degenerate in direction u if, and only if, u is orthogonal to the vector
space spanned by {x− y : E(π0x)E(π0y) > 0}.
Note that degeneracy in directions that are orthogonal to all x − y, where x and
y range over admissible jumps, cannot be avoided. This can be seen from the simple
example of a homogeneous random walk that chooses with equal probability between
two jumps a and b. The diffusion matrix is then 1
4
(a− b)(a− b)t.
Proof of Theorem 4.1. Using Lemma 3.1 one can check that non-nestling (N) in di-
rection uˆ and the moment hypothesis (M) with p > 2 imply that E0(σ
2
1) < ∞ and
E0(supj≤σ1 |Xj|2) < ∞. Then, since Xσk − vσk is a sum of square-integrable i.i.d.
random variables under P0, the process n
−1/2(Xσ[nt]−vσ[nt]) converges to a Brownian
motion with diffusion matrix E0[(Xσ1 − vσ1)(Xσ1 − vσ1)t].
Next the invariance principle is transferred to the process n−1/2(XσK([nt])−vσK([nt])),
where as before Kn = K(n) = max{j : σj ≤ n}. Now the limiting diffusion matrix
is D. We omit this step as it can be found in the proof of Theorem 4.1 of [14]. Note
that the regeneration times τk in [14] are exactly our σk, and that the event D =∞
in [14] is of full P0-measure in our case.
The last step passes the invariance principle to the process Bn(t), via the following
estimation.
P0
[
sup
t≤1
|Bn(t)− n−1/2(XσK([nt]) − vσK([nt]))| ≥ ε
]
≤ P0
[
sup
k≤Kn
sup
σk≤j<σk+1
|Xj −Xσk | ≥ ε
√
n/2
]
+ P0
[
sup
k≤Kn
(σk+1 − σk) ≥ ε
√
n/2|v|
]
≤ (n+ 1)P0
[
sup
0≤j<σ1
|Xj| ≥ ε
√
n/2
]
+ (n + 1)P0[σ1 ≥ ε
√
n/2|v|]
≤ 4(n+ 1)
nε2
{
E0
[
sup
0≤j<σ1
|Xj|2, sup
0≤j<σ1
|Xj| ≥ ε
√
n/2
]
+ |v|2E0[σ21, σ1 ≥ ε
√
n/2]
}
−→
n→∞
0.
We used the stationarity of (σk+1−σk, Xσk , . . . , Xσk+1−1)k≥0 andKn ≤ n which follows
from σn ≥ n. In the last step we used E0(σ21) < ∞ and E0(sup0≤j<σ1 |Xj |2) < ∞.
This proves the weak convergence of the process Bn(t) under P0.
Next we address the degeneracy of the diffusion matrix. We will first show that this
matrix is degenerate in direction u if, and only if, u is orthogonal to the vector space
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spanned by {x − v : E(π0x) > 0}. To this end, let u 6= 0 be such that P0(Xσ1 · u =
σ1v · u) = 1.
If x is such that x · uˆ > 0 and E0(π0x) > 0, then
P0(Xσ1 = x, σ1 = 1) ≥ E(π0x) > 0
implies that x · u = v · u and u is perpendicular to x− v.
If z 6= 0 is such that z · uˆ = 0 and E(π0z) > 0, then choose x such that x · uˆ > 0
and E(π0x) > 0. This is always possible, due to non-nestling (N). Then
P0(Xσ1 = nz + x, σ1 = n + 1) ≥ E(π0z)nE(π0x) > 0
implies that nz · u+ x · u = (n+ 1)v · u, for all n ≥ 0. This gives z · u = x · u = v · u
and u is perpendicular to z − v.
If E(π00) > 0, then by non-nestling (N) there exists a vector z 6= 0 such that
E(π00π0z) > 0. If z · uˆ > 0, then
P0(Xσ1 = z, σ1 = n + 1) ≥ E(πn00π0z) > 0
and z · u = (n + 1)v · u implies that v · u = 0. On the other hand, if z · uˆ = 0, then
choose x such that x · uˆ > 0 and E(π0x) > 0. In this case, we have
P0(Xσ1 = z + x, σ1 = n+ 2) ≥ E(πn00π0z)E(π0x) > 0,
which again implies (z + x) · u = (n+ 2)v · u and v · u = 0.
The above discussion shows that if the diffusion matrix is degenerate in direction
u, then u is orthogonal to the vector space spanned by {x−v : E(π0x) > 0}. Inversely,
if u is orthogonal to x− v for each x such that E(π0x) > 0, then
E0[|u · (Xσ1 − σ1v)|] =
∑
n≥1
E0
[
1I{σ1 = n}
∣∣∣∣∣
n−1∑
k=0
u · ((Xk+1 −Xk)− v)
∣∣∣∣∣
]
= 0
and the diffusion matrix is degenerate in direction u.
To finish, we observe that the span of {x− v : E(π0x) > 0} is the same as that of
{x−y : E(π0x)E(π0y) > 0}, which is the space that appears in the theorem. One part
comes simply from x− y = (x− v)− (y − v). Conversely,
x− v = lim
n→∞
n−1
n−1∑
k=0
(x− (Xk+1 −Xk))
shows that x− v lies in the span of x− y for admissible steps y. 
5. The quenched invariance principle
Two types of centering of the quenched process will be considered: the (random)
quenched mean Eω0 (Xn) and its asymptotic limit nv. For ω ∈ Ω, define two scaled
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processes
Bn(t) =
X[nt] − [nt]v√
n
and B˜n(t) =
X[nt] − Eω0 (X[nt])√
n
.
Let Qωn , respectively Q˜
ω
n , denote the distribution of Bn, respectively B˜n, induced by
P ω0 on the Borel sets of DRd([0,∞)). The key to distinguishing between the two
quenched scenarios I and II described in the Introduction is the following ellipticity
hypothesis.
Hypothesis (E). One has
P( ∀z 6= 0 : π00 + π0z < 1) > 0. (5.1)
Moreover, the walk is not supported by any one-dimensional subspace. More precisely,
if J = {y : E(π0y) > 0} is the set of all points that are accessible from 0 with one
jump, then J is not contained in any subspace of the kind Ru = {su : s ∈ R} for any
u ∈ Rd. In particular, this rules out the case d = 1.
It turns out that if we add assumption (E) to the earlier hypotheses (2.1), (N),
and (M) with p > 2, then both laws Qωn and Q˜
ω
n converge to a Brownian motion with
the diffusion matrix D of Theorem 4.1, for P-almost every ω. This is proved in the
companion paper [11].
What we show in the remainder of the present paper is that (E) is also necessary
in order for the processes Bn to satisfy the quenched invariance principle. So we have
an almost complete characterization of the central limit behavior of the non-nestling
walk with a forbidden direction. The only shortcoming is that some of our moment
hypotheses are almost certainly not best possible.
To be more precise, we show that if (E) fails while the other hypotheses are in force,
then scenario I from the Introduction is realized. And additionally, if a degenerate
situation is ruled out, the distributions {Qωn}n≥1 are not tight for a.e. ω, so the
processes Bn cannot satisfy a quenched central limit theorem. The proof is done
separately for the two possible ways in which hypothesis (E) can fail:
(i) The walk can be supported on a one-dimensional subspace. Such a walk can be
converted to the case d = 1, which is treated in Theorem 5.1.
(ii) We can have d ≥ 2 but condition (5.1) fails. This case is treated in Theorem
5.2.
The qualitative insight we take from this is that the quenched CLT centered at
nv demands enough random noise in the selection of the path of the walker under a
fixed environment. Only then can the walker experience a sufficiently rich sample of
environments so that the fluctuations of the quenched mean do not interfere at the
diffusive scale.
5.1. The one-dimensional case. When d = 1 we take uˆ = 1, and so our random
walk is totally asymmetric in the sense that Xn ≤ Xn+1 holds almost surely. Define
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the events Vi = {∃n ≥ 0 : Xn = i} and the coefficients
ai(ω) = (1− πii(ω))−1(P ω0 (Vi)− P ω1 (Vi)).
Let g(ω) = D(ω)− v and define
∆(ω) =
∑
i≥0
ai(ω)g(Tiω). (5.2)
Two observations that will help seeing how various formulas emerge: in the one-
dimensional case
dP∞
dP
=
(1− π00)−1
E[(1 − π00)−1] ,
and also
E[|Eω0 (Xσ1)− vEω0 (σ1)|2] = E[g2/(1− π00)2].
The following constants will be the diffusion coefficients in our next theorem.
κ2m = v
−1
E[|Eω0 (Xσ1)− vEω0 (σ1)|2]
∑
i≥0
E
[∣∣∣P ω0 (Vi)− i∑
k=0
P ωk (Vi)E∞π0k
∣∣∣2] , (5.3)
κ2q = E∞E
ω
0
( ∣∣∣X1 − v − X1−1∑
z=0
∆(Tzω)
∣∣∣2 ). (5.4)
We first state some properties of the diffusion constants.
Proposition 5.1. Let d = 1 and consider a product probability measure P on envi-
ronments with forbidden direction −uˆ = −1 as in (2.1). Assume non-nestling (N) in
direction uˆ, and the moment hypothesis (M) with p > 2. Then
(a) κm > 0 if, and only if,
P(D = v) < 1. (5.5)
Moreover, when κm = 0, one has E
ω
0 (Xn) = nv and Q
ω
n = Q˜
ω
n, P-a.s.
(b) κq > 0 if, and only if,
P(sup
z
π0z < 1) > 0. (5.6)
(c) One has
κ2m + κ
2
q = E0[|Xσ1 − vσ1|2]/E0(σ1),
which is precisely D from Theorem 4.1.
(d) We have this alternative representation:
κ2m =
v
E0,0(L)
E[|Eω0 (Xσ1 − vσ1)|2]
where E0,0(L) is the expected first common point
L = inf{ℓ > 0 : ∃n,m : Xn = X¯m = ℓ}
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of two walks that start at the origin and run independently in a common en-
vironment.
We do not have an argument for the decomposition in (c) directly from the defining
formulas. Instead, we justify it by a limit. In order not to interrupt the flow of ideas
we will prove this proposition after the statement and proof of the next theorem. But
before we proceed with the theorem, let us give two examples where one can compute
the above diffusion coefficients.
Example 5.1. Consider a one-dimensional product environment P with marginal
satisfying:
P(π01 + π02 = 1) = 1.
For convenience, we will use px = πx,x+1 and qx = πx,x+2 = 1− px. Then,
P ω0 (Vi)− P ω1 (Vi) = −q0(P ω1 (Vi)− P ω2 (Vi)) = · · · = (−1)iq0 · · · qi−1
and v = ED = 1 + Eq0. Hence
κ2m = (1 + Eq0)
−1
Var(Eω0X1)
∑
i≥0
E[|(P ω0 (Vi)− P ω1 (Vi)) + (P ω1 (Vi)− P ω2 (Vi))Eq0|2]
= (1 + Eq0)
−1
Var(q0)
(
1 +
∑
i≥1
E[|(q0 − Eq0)q1 · · · qi−1|2]
)
= Var(q0)
1− Eq0
1− E(q20)
while
κ2q = E0[|X1 − v|2]− κ2m.
The next example is used in the proof of Theorem 5.2.
Example 5.2. Consider a one-dimensional product environment P with marginal
satisfying
P(π00 + π01 = 1) = 1.
Then v = 1/E0(σ1) = (E0[π
−1
01 ])
−1 and a0(ω) = π−101 (ω) while ai(ω) = 0 for i ≥ 1.
This gives
κ2m = (E[π
−1
01 ])
−3
Var(π−101 ) =
Var(Eω0 [vσ1])
E0(σ1)
, (5.7)
κ2q = (E[π
−1
01 ])
−3
E
[π00
π201
]
=
E[Varω0 (vσ1)]
E0(σ1)
. (5.8)
The following theorem treats the one-dimensional situation. The moment needed
is defined by
p0 =
19
6
+
√
139
3
cos(
1
3
arccos(
1504
1393/2
)). (5.9)
This is approximately 7.06025.
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Theorem 5.1. Let d = 1 and consider a product probability measure P on environ-
ments with forbidden direction −uˆ = −1 as in (2.1). Assume non-nestling (N) in
direction uˆ and the moment hypothesis (M) with p > p0. Then
(a) For P-almost every ω the distributions Q˜ωn converge weakly to the distribution
of the process {κqB(t) : t ≥ 0} where B(t) denotes standard one-dimensional
Brownian motion.
(b) Under P, the scaled quenched mean process n−1/2{Eω0 (X[nt])− ntv} converges
in distribution to {κmB(t) : t ≥ 0}.
(c) Assume the non-degeneracy condition (5.5) holds. Then for P-almost every ω,
the sequence of distributions {Qωn : n ≥ 1} is not tight.
Remark 5.1. The crude moment bounds we use in the proof require the strong
assumption p > p0. We believe this can be improved, but do not venture into this.
Proof. Given the moment p of the hypothesis of the theorem, henceforth we write
m = 2p¯− 2
where p¯ is some value that satisfies 2 ≤ p¯ < p. The lower bound on p¯ ensures m ≥ 2,
which is convenient so that powers m/2 used below do not go below 1. Also, m > 1
is needed for applying Theorem 3.2 from [2] in the next proof.
Lemma 5.1. ∆ is S0-measurable, E( |∆|m ) <∞, and E(∆) = 0.
Proof of Lemma 5.1. The measurability statement is immediate from the definition
of ∆. Concerning the moments, first note that the moment hypothesis (M) implies
that g is uniformly bounded by 2M . Second, note that combining the non-nestling
hypothesis (N) with the moment hypothesis (M) and Ho¨lder’s inequality, one has
δ ≤
∑
x≥1
xπ0x ≤ (1− π00)(p−1)/pM,
which says that π00 is uniformly bounded away from 1. Third, note that if we denote
by P ωi,j the process of two independent walkers in the same environment ω, one starting
at i and the other at j, then
ai(ω) = (1− πii(ω))−1Eω0,1(1IVi − 1IV¯i),
where V¯i is the event corresponding to the walker starting at 1. If we denote by L
the first common point of the paths {Xn : n ≥ 0} and {X¯n : n ≥ 0}, then we have
|ai(ω)| ≤ (M/δ)p/(p−1)
∣∣∣ i∑
j=1
P ω0,1(L = j)E
ω
j,j(1IVi − 1IV¯i)
∣∣∣
+ (M/δ)p/(p−1)
∣∣∣Eω0,1(1IVi − 1IV¯i, L > i)∣∣∣
≤ (M/δ)p/(p−1)P ω0,1(L > i).
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The coefficients P ω0 (Vi) and P
ω
1 (Vi) are functions of ω0, . . . , ωi−1, hence independent
of (1− πii(ω))−1g(Tiω). By (3.8) and the definition of v we have
E[g/(1− π00)] = E∞(g)E0(σ1) = 0.
Therefore, under the measure P, ∆n =
∑n
i=0 ai(ω)g(Tiω) is a martingale relative to
the filtration σ(ω0, . . . , ωn). Then the Burkholder-Davis-Gundy inequality [2, Theo-
rem 3.2] gives us
sup
n
E[|∆n|m] ≤ C sup
n
E
[∣∣∣ n∑
i=0
|ai|2
∣∣∣m/2] ≤ C ′ E[∣∣∣∑
i≥0
P ω0,1(L > i)
∣∣∣m/2]
≤ C ′ E[|Eω0,1(L)|m/2] ≤ C
′
E0,1[L
m/2].
In the last stage above we can take P0,1 = P0 ⊗ P1 to be the process of two walkers
with independent annealed distributions. This works because the two walkers do not
meet until they visit site L for the first time. We can apply Lemma A.1 from the
appendix to L, by taking Yi = Xσi −Xσi−1 with distribution
P [Yi = k] = E[(1 − π00)−1π0k] , k ≥ 1.
Bound (3.6) from Lemma 3.1 gives E(Y p¯i ) <∞ for any p¯ < p. Then Lemma A.1 tells
us that E0,1(L
p¯−1) <∞ and we can take m = 2p¯− 2 in the bound above.
The integrability of L and the earlier bound on |ai(ω)| imply that the series (5.2)
defining ∆ converges absolutely, P-almost surely. By the moment bound above and
the martingale convergence theorem, ∆ is also the Lm(P)-limit of ∆n. This gives
E|∆|m <∞ and E[∆] = 0. 
Remark 5.2. A place where it should be possible to improve the moment hypotheses
needed for the argument is the moment bound on ∆. For example, one has∑
i≥0
|ai|2 ≤
∑
i≥0
P ω0,1(L > i)
2 = Eω(L ∧ L¯),
where L¯ is an independent copy of L. Then for the m-th moment of ∆n we get the
bound
E[Eω(L ∧ L¯)m/2] ≤ E[Eω(Lm/4 ∧ L¯m/4)2] ≤ E[Eω(Lm/4)2].
Now m is divided by 4 instead of 2, but the drawback is that one needs to bound the
quenched moment of L.
Define χ(0, ω) = 0, and for x ≥ 1
χ(x, ω) =
x−1∑
y=0
∆(Tyω).
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One can check that a0 = 1/(1− π00) and, for i ≥ 1,
i∑
j=0
aj(Ti−j ω)
∑
y>i−j
π0y(ω) = 0.
With the help of the above formula one can check that
Eω0 [χ(X1, ω)] = g(ω). (5.10)
This implies that, for P-a.e. ω,
Mn = Xn − nv − χ(Xn, ω) (5.11)
is a P ω0 -martingale. Using the invariance and ergodicity of P∞ under the process
(TXnω), and the ergodic theorem, one can check that Mn satisfies the conditions of
the martingale invariance principle; see, for example, Theorem (7.4) of Chapter 7 of
[5]. So the distribution of (n−1/2M[nt])t≥0 under P ω0 converges weakly to a Brownian
motion with diffusion coefficient E∞Eω0 (M
2
1 ), for P∞-a.e. ω. Since everything in this
statement is S0-measurable, the same invariance principle holds for P-a.e. ω.
To handle the random summation limit in χ(Xn, ω) we decompose
χ(Xn, ω) = Zn(ω) + Rn (5.12)
where Zn(ω) =
∑[nv]
y=0∆(Tyω) and Rn is the remaining part.
We can now outline the strategy for proving the invariance principles. From (5.11)
and (5.12) we write
Eω0 (Xn)− nv = Zn(ω) + Eω0 (Rn) (5.13)
and then
Xn − Eω0 (Xn) = Mn +Rn − Eω0 (Rn). (5.14)
With (5.14) the quenched invariance principle for the processes B˜n(t) = n
−1/2{X[nt]−
Eω0 (X[nt])} follows from the invariance principle of Mn observed above, after we
show that the errors Rn and E
ω
0 (Rn) are negligible. For the quenched mean pro-
cess n−1/2{Eω0 (X[nt]) − ntv} we show that the process Zn is close to a martingale
under P, and apply the martingale invariance principle again.
As a preparatory step we state an annealed bound on deviations of the walk.
Lemma 5.2. For every p¯ ∈ [2, p) there exists a constant C = C(p¯) < ∞ such that,
for h > 0 and n ≥ 1,
P0(|Xn − nv| > h) ≤ Ch−p¯np¯/2. (5.15)
Proof of Lemma 5.2. Recall the definition K(n) = max{j : σj ≤ n}. In one dimen-
sion σK(n)+1 = inf{k > n : Xk > Xn} because Xn does not jump during any time
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interval σi ≤ n < σi+1.
P0( |Xn − nv| > h) ≤ P0( |Xn −XσK(n)+1 | > h/3)
+ P0( |XσK(n)+1 − σK(n)+1v| > h/3) + P0(σK(n)+1 − n > h|v|−1/3)
≤ E0P ωXn(Xσ1 −X0 > h/3) + P0
(
max
k≤n+1
|Xσk − σkv| > h/3
)
+ E0P
ω
Xn(σ1 > h|v|−1/3).
For the last inequality we restarted the walk at time n for the first and last probability,
and used Kn ≤ n for the middle probability. ¿From (3.6) we get a bound on the first
probability:
E0P
ω
Xn(Xσ1 −X0 > h/3) ≤ Ch−p¯ ≤ Ch−p¯np¯/2.
The third probability is handled similarly via (3.5). For the middle probability note
that Xσk−σkv is a sum of mean zero i.i.d. random variables with finite p¯-th moment.
Use first Doob’s inequality, then the Burkholder-Davis-Gundy inequality [2, Theorem
3.2], and finally the Schwarz inequality:
P0
(
max
k≤n+1
|Xσk − σkv| > h/3
) ≤ Ch−p¯E0[ |Xσn+1 − σn+1v|p¯ ]
≤ Ch−p¯E0
[ ∣∣∣∣n+1∑
k=1
(Xσk −Xσk−1 − σkv + σk−1v)2
∣∣∣∣p¯/2 ]
≤ Ch−p¯(n+ 1)p¯/2E0
[
1
n+ 1
n+1∑
k=1
|Xσk −Xσk−1 − σkv + σk−1v|p¯
]
≤ C ′h−p¯np¯/2.
Inequality (5.15) has been verified. 
We turn to the first main task, bounding the errors Rn and E
ω
0 (Rn). Fix ε > 0 and
η ∈ (0, 1/2− 1/p), and let δn = n−η. The strategy is to develop summable deviation
estimates for the errors and apply Borel-Cantelli. Summability of the estimates will
require that η satisfies several conditions simultaneously. Then we show that for
p > p0 a single choice of η can satisfy all the requirements. Write
P0(|Rn| > ε
√
n) ≤ P0(|Xn − nv| > nδn) + P(Bεn) + P(Cεn) (5.16)
where
Bεn =
{
max
0≤i≤nδn
∣∣∣∣∣
i∑
j=0
∆(T−jω)√
n
∣∣∣∣∣ > ε2
}
and Cεn =
 max0≤i≤nδn
∣∣∣∣∣∣
[nδn]∑
j=i
∆(T−jω)√
n
∣∣∣∣∣∣ > ε2
 .
If we pick p¯ < p close enough to p so that
p−1 < p¯−1 < 1
2
− η (5.17)
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to ensure p¯(1
2
− η) > 1, Lemma 5.2 shows that the first term on the right-hand side
of (5.16) is summable:∑
n
P0( |Xn − nv| > nδn) ≤ C
∑
n
n−p¯(
1
2
−η) <∞. (5.18)
To control the other two terms in (5.16), define
Hn =
∑
k≥0
∆(T−n+kω)
∑
y>k
E∞π0y.
For the next calculations, recall that
dP∞
dP
=
(1− π00)−1
E[(1− π00)−1] and v = E∞D = E∞
∑
k≥0
∑
y>k
π0y.
Then, for m = 2p¯− 2,
E[|Hn|m] = vmE
[∣∣∣v−1∑
k≥0
∆(Tkω)
∑
y>k
E∞π0y
∣∣∣m]
≤ vm−1
∑
k≥0
E[|∆|m]
∑
y>k
E∞π0y
= vmE[|∆|m] <∞.
Also, under P, Hn is a martingale difference relative to the filtration S−n. To see
that, it is enough to show that E(H0|S1) = 0, since Hn = T−nH0. And indeed:
E[(1 − π00)−1]E[H0|S1] = E[∆|S1] +
∑
k≥1
∆(Tkω)
∑
y>k
E[(1 − π00)−1π0y ]
= E
[
(1− π00)−1
∑
k≥0
∆(Tkω)
∑
y>k
π0y
∣∣∣S1]
= E[(1− π00)−1g] = 0,
where we have used (5.10) and E∞g = 0. Moreover,
n∑
k=1
(v∆(T−kω)−Hk) =
∑
j≥0
∑
y>j
E∞π0y
n∑
k=1
(∆(T−kω)−∆(T−k+j ω))
=
∑
y>1
E∞π0y
y−1∑
j=1
n∑
k=1
(∆(T−kω)−∆(T−k+j ω))
=
∑
y>1
E∞π0y
y−1∑
j=1
j−1∑
k=0
(∆(Tk−nω)−∆(Tkω)),
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where the last line was obtained by adding (resp. subtracting) the necessary terms
in the third summation when j ≥ n (resp. j < n). Thus
v
n∑
k=0
∆(T−kω) =
n∑
k=1
Hk + Un, (5.19)
with
Un(ω) = v∆(ω) + A(T−nω)− A(ω),
A(ω) =
∑
y>1
E∞(π0y)
y−2∑
j=0
(y − j − 1)∆(Tjω).
Now, similarly to the moment bound above for Hn,
E[|A|m] ≤ E
[∣∣∣∑
j≥0
|∆(Tjω)|
∑
y>j
yE∞π0y
∣∣∣m] ≤ [E∞Eω0X21 ]mE[|∆|m].
Then, using Doob’s inequality, followed by the Burkholder-Davis-Gundy inequality
[2, Theorem 3.2], and then by Jensen’s inequality on the first term below, and Cheby-
shev’s inequality on the second term, one has
P(Bεn) ≤ P
(
max
i≤nδn
∣∣∣∣∣
i∑
k=1
Hk
∣∣∣∣∣ > vε
√
n
4
)
+ nδn max
i≤nδn
P
(
|Ui| > vε
√
n
4
)
≤ Cn−m/2E
∣∣∣∣[nδn]∑
k=1
Hk
∣∣∣∣m + Cδnn1−m/2
≤ Cn−m/2E
∣∣∣∣[nδn]∑
k=1
H2k
∣∣∣∣m/2 + Cδnn1−m/2
≤ Cn−m/2(nδn)m/2−1E
[nδn]∑
k=1
|Hk|m + Cδnn1−m/2
≤ C(δm/2n + δnn1−m/2). (5.20)
The same argument works also for P(Cεn), by first writing∣∣∣∣[nδn]∑
j=i
∆(T−jω)
∣∣∣∣ ≤ ∣∣∣∣[nδn]∑
j=0
∆(T−jω)
∣∣∣∣+ ∣∣∣∣ i−1∑
j=0
∆(T−jω)
∣∣∣∣.
In order to have the Borel-Cantelli Lemma imply that Rn/
√
n goes to 0 P-a.s. and,
therefore, also
max
k≤n
|Rk|/
√
n goes to 0, P-a.s. (5.21)
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we need ∑
n
(δm/2n + δnn
1−m/2) =
∑
n
(n−ηm/2 + n−η+1−m/2) <∞. (5.22)
Next, write
P(|Eω0 [Rn]| > ε
√
n) ≤P(|Eω0 [Rn, Xn − nv > nδn]| > ε
√
n/4)
+ P(|Eω0 [Rn, nv −Xn > nδn]| > ε
√
n/4)
+ P(Bε/2n ) + P(Cε/2n )
The last two terms can be controlled as in (5.20). The first two are similar to each
other, so we work only with the first one. To this end, we have
P(|Eω0 [Rn, Xn − nv > nδn]| > ε
√
n/4)
≤ 4
ε
√
n
∑
x>nv+nδn
E
P ω0 (Xn = x) x−1∑
y=[nv]
|∆(Tyω)|

≤ 4
ε
√
n
∑
x>nv+nδn
E[P ω0 (Xn = x)
m/(m−1)]1−1/m E
∣∣∣ x−1∑
y=[nv]
|∆(Tyω)|
∣∣∣m
1/m
≤ 4
ε
√
n
∑
x>nv+nδn
P0(Xn = x)
1−1/m
E
(x− [nv])m−1 x−1∑
y=[nv]
|∆(Tyω)|m
1/m
≤ 4E[|∆|
m]1/m
ε
√
n
∑
x>nδn
xP0(Xn − [nv] = x)1−1/m
≤ Cn−1/2+p¯(1−1/m)/2
∑
x>nδn
x1−p¯(1−1/m) ≤ Cn3/2−2η−p¯(1/2−η)(1−1/m),
where the next to last inequality came from Lemma 5.2. Again, the Borel-Cantelli
Lemma implies that
max
k≤n
|Eω0 (Rk)|/
√
n goes to 0, P-a.s. (5.23)
if
3/2− 2η − p¯(1/2− η)(1− 1/m) < −1. (5.24)
Recall the definition (5.9) of p0. Now we observe that p > p0 enables us to make
all the Borel-Cantelli arguments simultaneously valid. As throughout this section,
m = 2p¯− 2.
Lemma 5.3. Suppose p > p0. Then we can choose η ∈ (0, 1/2 − 1/p) so that there
exists ε1 > 0 such that, for all p¯ ∈ (p− ε1, p), requirements (5.17), (5.22), and (5.24)
all hold, and thereby the conclusions (5.21) and (5.23) hold.
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Proof of Lemma 5.3. The first requirement is easy: for any η ∈ (0, 1/2 − 1/p) there
is a whole range (p − ε2, p) of p¯-values that satisfy (5.17), and forcing p¯ closer to p
cannot violate this condition.
The second condition (5.22) has two parts. The first one requires 1 < ηm/2 =
η(p¯ − 1), or η > (p¯ − 1)−1. Observe that 1
2
(5 +
√
17) ≈ 4.6 is the larger root of
(p − 1)−1 = 1/2 − 1/p. Hence for p > 1
2
(5 +
√
17) and p¯ close enough to p, there is
room to choose η so that (p¯− 1)−1 < η < 1/2− 1/p.
The second part of (5.22) requires −η + 1 −m/2 < −1 which is satisfied for any
η > 0 if p¯ ≥ 3. With p > 1
2
(5 +
√
17) and p¯ close enough to p this is guaranteed.
Finally we consider requirement (5.24). Take first η = (p¯−1)−1 which was identified
as a lower bound for η two paragraphs above. By getting rid of denominators, observe
that (5.24) is satisfied iff
(2p¯− 2)(5p¯− 9)− p¯(p¯− 3)(2p¯− 3) < 0.
By calculus we see that over the interval (4,∞), this happens iff p is larger than
p0 =
19
6
+
√
139
3
cos(1
3
arccos( 1504
1393/2
)). Since the inequality above is strict, it remains in
force if η > (p¯− 1)−1 is close enough to (p¯− 1)−1.
To summarize, as long as p > p0, a pair (p¯, η) can be found to satisfy all the
requirements. 
We are ready to prove Theorem 5.1. Part (a) follows from (5.14), and the mar-
tingale invariance principle applied to Mn, because (5.21) and (5.23) show that
Rn − Eω0 (Rn) is a negligible error. Formula (5.4) says simply that the diffusion coef-
ficient is E∞Eω0 |M1|2.
For part (b), combine (5.19) with (5.13) to write
Eω0 (Xn)− nv = Zn + Eω0 (Rn)
= v−1
[nv]∑
k=1
Hk(T[nv]ω) + v
−1U[nv](T[nv]ω) + E
ω
0 (Rn).
(5.25)
By the calculation in (5.20), one can neglect Un. By (5.23), one can also neglect
Eω0 (Rn). Then, using the ergodicity of P, one can check that the martingale
∑n
k=1Hk
satisfies the conditions of the martingale invariance principle [5, Section 7.7]. This
implies (b), short of identifying the diffusion coefficient.
If we define κ2m as the limiting diffusion coefficient for the process n
−1/2{Eω0 (X[nt])−
ntv}, then (5.25) implies E(H20 ) = κ2mv. Then, to calculate E(H20 ), use the fact that
the partial sums of the infinite sum below form a martingale relative to the filtration
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σ(ω0, · · · , ωn):
E[H20 ] = E
[∣∣∣∑
i≥0
g(Tiω)
i∑
k=0
ai−k(Tkω)
∑
y>k
E∞π0y
∣∣∣2]
= E[g2/(1− π00)2]
∑
i≥0
E
[∣∣∣ i∑
k=0
(P ωk (Vi)− P ωk+1(Vi))
∑
y>k
E∞π0y
∣∣∣2]
= E[|Eω0 (Xσ1)− vEω0 (σ1)|2]
∑
i≥0
E
[∣∣∣P ω0 (Vi)− i∑
k=0
P ωk (Vi)E∞π0k
∣∣∣2] .
A comparison with (5.3) shows that this completes the proof of part (b).
As for part (c), use (5.25) to write
Xn − nv√
n
=
Xn − Eω0 (Xn)√
n
+
v−1U[nv](T[nv]ω) + Eω0 (Rn)√
n
+
∑[nv]
k=1Hk(T[nv]ω)
v
√
n
.
The first term above is tight under P ω0 , for P-a.e. ω, by part (a). We have shown that
the second term goes to 0 in P-probability. For the last term, we have also shown
that it converges to a Gaussian under P. This implies that
P
(
lim
n→∞
∑n
k=1Hk(Tnω)√
n
≥ y
)
> 0, ∀y.
Since the above is a tail event and P is product, the third term cannot be bounded,
for a fixed ω, unless 0 = E(H20 ) = vκ
2
m. But, according to part (a) of Proposition 5.1,
this is not allowed by the non-degeneracy condition. 
We conclude this section by proving Proposition 5.1 about the diffusion coefficients.
Proof of Proposition 5.1. To prove part (a) one notices that in the sum in (5.3) the
i = 0 term is positive unless the walk never leaves 0. But as observed in the proof
of Lemma 5.1, π00 is bounded away from 1. Therefore, κm = 0 if, and only if, (1 −
π00)
−1g = 0, P-a.s. Part (a) follows.
To prove part (b) we will distinguish two cases. First, if P(π00 > 0) > 0, then
κ2q ≥ v2(E0σ1)−1E
[ π00
1− π00
]
> 0.
On the other hand, if π00 = 0, P-a.s., and if there exist two distinct points x and
y such that Eπ0xπ0y > 0, then
E
[ y−1∏
i=0
πix,(i+1)x
x−1∏
i=0
πiy,(i+1)y
]
> 0
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and if X1 − v −
∑X1−1
z=0 ∆(Tzω) = 0, P0-a.s., then
xy−1∑
z=0
(1−∆(Tzω))
is simultaneously equal to
y−1∑
i=0
x−1∑
z=0
(1−∆(Tz+ixω)) = yv
and
x−1∑
i=0
y−1∑
z=0
(1−∆(Tz+iyω)) = xv
which implies that v = 0 and is a contradiction.
The proof of part (c) uses uniform integrability that follows from having p > 2.
Start with
E0
[(
Xn − nv√
n
)2 ]
= E0
[(
Xn − Eω0 (Xn)√
n
)2 ]
+ E
[(
Eω0 (Xn)− nv√
n
)2 ]
. (5.26)
Let 2 < p˜ < p¯ < p. Estimate (5.15) implies that
sup
n
E0
[ ∣∣∣∣Xn − nv√n
∣∣∣∣p˜ ] <∞,
which together with the annealed CLT (Theorem 4.1) implies
lim
n→∞
E0
[(
Xn − nv√
n
)2 ]
=
E0( |Xσ1 − σ1v|2 )
E0(σ1)
.
Similarly on the right-hand side of (5.26) we get convergence to κ2q+κ
2
m by observing
that uniform integrability follows from that already proved:
E
[ ∣∣∣∣Eω0 (Xn)− nv√n
∣∣∣∣p˜ ] = E[ ∣∣∣∣Eω0(Xn − nv√n
)∣∣∣∣p˜ ] ≤ E0[ ∣∣∣∣Xn − nv√n
∣∣∣∣p˜ ]
and then
E0
[ ∣∣∣∣Xn − Eω0 (Xn)√n
∣∣∣∣p˜ ] ≤ 2p˜E0[ ∣∣∣∣Xn − nv√n
∣∣∣∣p˜ ]+ 2p˜E[ ∣∣∣∣Eω0 (Xn)− nv√n
∣∣∣∣p˜ ].
To prove part (d), recall that K(n) = max{j : σj ≤ n} and observe that
E[|Eω0 (Xn)− nv|2] = E
[∣∣∣∣ n−1∑
k=0
Eω0 [g(TXkω)]
∣∣∣∣2]
= E
[∣∣∣∣Eω0 σK(n)+1−1∑
k=0
g(TXkω)
∣∣∣∣2]+ o˘ (n). (5.27)
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The bound o˘ (n) on the error above comes because of ergodicity of P∞, boundedness
of g and E∞g = 0, and because Eω0 (σK(n)+1 − n) = Eω0 EωXn(σ1) is bounded.
Neglecting the error, (5.27) equals
E
[
Eω0
(∑
x
σK(n)+1−1∑
i=0
1I{Xi = x}g(Txω)
)
× Eω0
(∑
y
σK(n)+1−1∑
j=0
1I{Xj = y}g(Tyω)
)]
. (5.28)
Manipulate each of the two expressions in the brackets as follows, noting that the
time spent at site Xσk is σk+1 − σk:
Eω0
(∑
z
σK(n)+1−1∑
k=0
1I{Xk = z}g(Tzω)
)
= Eω0
(∑
z
∞∑
k=0
1I{Xσk = z, σk ≤ n}(σk+1 − σk)g(Tzω)
)
=
∑
z
∞∑
k=0
P ω0 (Xσk = z, σk ≤ n)Eωz (σ1)g(Tzω)
=
∑
z
∞∑
k=0
P ω0 (Xσk = z, σk ≤ n)
g(Tzω)
1− πzz(ω) .
Combine the factors again, so that (5.27) turns into
E[|Eω0 (Xn)− nv|2] = o˘ (n)
+ E
[∑
x,y
∑
i,j≥0
P ω0 (Xσi = x, σi ≤ n)P ω0 (Xσj = y, σj ≤ n)
g(Txω)
1− πxx(ω)
g(Tyω)
1− πyy(ω)
]
.
If, for example, x < y then the factor g(Tyω)(1−πyy(ω))−1 is independent of the rest
and is mean zero. Hence we simplify to
E[|Eω0 (Xn)− nv|2] + o˘ (n)
= E
[∣∣∣∣ g(ω)1− π00(ω)
∣∣∣∣2]E[∑
x
∑
i,j≥0
P ω0 (Xσi = x, σi ≤ n)P ω0 (Xσj = x, σj ≤ n)
]
= E
[∣∣∣∣ g(ω)1− π00(ω)
∣∣∣∣2]E0,0(|X[0,n] ∩ X¯[0,n]|), (5.29)
where XI = {Xi, i ∈ I} and P0,0 = EP ω0,0 is the annealed process of two independent
walks X and X¯ in a common environment ω, both starting at 0.
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Define now L0 = 0 and for j ≥ 1,
Lj = inf{ℓ > Lj−1 : ∃n,m : Xn = X¯m = ℓ}.
Using similar arguments to those of Proposition 3.1 one shows that (Lj −Lj−1)j≥1 is
an i.i.d. sequence under P0,0. Since these are non-negative random variables, we have
that Lj/j converges to E0,0(L1).
Define Jn = max{j : Lj ≤ Xn ∧ X¯n}. Then
LJn ≤ Xn ∧ X¯n ≤ LJn+1,
and Theorem 3.2 implies that Jn/n converges to v/E0,0(L1). Since Jn/n ∈ [0, 1], we
have the same limit for E0,0(Jn)/n. Dividing by n in (5.29) and letting n→∞ shows
that the diffusion coefficient is given by
κ2m =
v
E0,0(L1)
E[|Eω0 (Xσ1 − vσ1)|2].

5.2. The restricted-path case. Now we consider the case where d ≥ 1 is arbitrary
but
P( ∃z 6= 0 : π00 + π0z = 1) = 1. (5.30)
Before the theorem we go through some preliminaries. Once an environment ω has
been fixed, each x ∈ Zd has a unique point w(x) ∈ Zd \ {x} such that πx,x(ω) +
πx,w(x)(ω) = 1. Once we assume forbidden direction and non-nestling (N) with uˆ in
addition to (5.30), any p > 1 in (M) implies uniform boundedness of the steps w(x)−x
and the existence of δ1 > 0 such that both πx,w(x)(ω) ≥ δ1 and (w(x) − x) · uˆ ≥ δ1
uniformly over x and P-almost every ω. It is convenient to replace the stopping times
{σj} with the stopping times λ0 = 0,
λi = inf{n > λi−1 : Xn · uˆ ≥ Xλi−1 · uˆ+ δ1} , i ≥ 1.
Replacing the increment 1 by δ1 in (3.7) does not affect the role of the stopping times
in the proofs of the LLN or the annealed CLT. Hence we can express the asymptotic
velocity as v = E0(Xλ1)/E0(λ1) and the diffusion matrix of the annealed invariance
principle as
D =
E0
[
(Xλ1 − λ1v)(Xλ1 − λ1v)t
]
E0[λ1]
(5.31)
As in Theorem 5.1, we will show next that the covariance matrix (5.31) of the annealed
walk can be decomposed as the limiting covariance of the quenched walk plus the
limiting covariance of the quenched mean process. Noticing that in the case at hand
Xσ1 is not random under P
ω
0 , define for the quenched mean process the matrix Dm,
analogously to (5.7), by
Dm =
E
[
(Xλ1 − Eω0 (λ1)v)(Xλ1 − Eω0 (λ1)v)t
]
E0[λ1]
. (5.32)
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For the quenched walk, define the constant κ0, analogously to (5.8), by
κ20 =
E[Varω0 (λ1)]
E0[λ1]
=
(
E
[ 1
1− π00
])−1
E
[ π00
(1− π00)2
]
.
The limit process for the quenched invariance principle is κ0B(·)v where B(·) is a
standard one-dimensional Brownian motion. It has diffusion matrix Dq = κ
2
0vv
t,
which is exactly what needs to be added to (5.32) to yield (5.31).
Remark 5.3. As it was in the one-dimensional case, κm > 0 if, and only if,
P(D = v) = P
(
ω : w(0) =
v
1− π00(ω)
)
< 1. (5.33)
If this condition fails, Qωn and Q˜
ω
n coincide. Secondly, κq = 0 if, and only if, P0(π00 =
0) = 1, i.e. (5.6) fails to hold.
Theorem 5.2. Let d ≥ 1 and consider a product probability measure P on environ-
ments with a forbidden direction −uˆ ∈ Rd \{0} as in (2.1). Assume non-nestling (N)
in direction uˆ, the moment hypothesis (M) with p > 1, and (5.30).
(a) For P-almost every ω the distributions Q˜ωn converge weakly to the distribution
of the process {κ0B(t)v : t ≥ 0} where B(t) denotes standard one-dimensional
Brownian motion.
(b) Under P, the scaled quenched mean process n−1/2{Eω0 (X[nt])− ntv} converges
weakly to a Brownian motion with diffusion matrix Dm.
(c) Assume non-degeneracy condition (5.33) holds. Then for P-almost every ω,
the sequence of distributions {Qωn : n ≥ 1} is not tight.
Proof. The environment ω uniquely determines a path {0 = z0, z1, z2, . . . } such that
zi+1 = w(zi). Each new point zi takes the walk to fresh environments. Consequently
under P0 the sequence {ωzi} of environments is also i.i.d. In particular, {ξi = zi−zi−1}
are i.i.d. random vectors with common distribution P0{ξi = z} = E[π0z(1 − π00)−1]
for z 6= 0 and mean v˜ = E0ξi.
Under P ω0 the walk Xn is confined to the path {zi}. Let Yn mark the location of
the walk along this path:
Xn = zYn.
Given ω, {Yn} is a nearest-neighbor random walk on nonnegative integers with tran-
sitions
P ω0 (Yn+1 = i|Yn = i) = π00(Tziω) = 1− P ω0 (Yn+1 = i+ 1|Yn = i).
The previously defined λi also give the hitting times λi = inf{n : Yn = i}. (This
is why we use them here.) Furthermore, under P0 Xλ1 has the same distribution as
ξ1 = z1, and so v˜ = E0ξi = E0(λ1)v.
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The limiting velocity for Yn is (P0-a.s.) n
−1Yn → γ = (E0λ1)−1. By Theorem 5.1
and Example 5.2, Yn satisfies a quenched invariance principle{Y[nt] − Eω0 (Y[nt])√
n
: t ≥ 0
}
dist.−→κqB(·) (5.34)
with limiting variance
κ2q = γ
3
E[Varω0 (λ1)] = (E0[λ1])
−2κ20.
Since the process κqB(t)v˜ is the same as the limit process κ0B(t)v claimed in part
(a) of the theorem, part (a) will follow from showing that
lim
n→∞
max
m≤n
1√
n
∣∣∣{Xm−Eω0 (Xm)} − {Ym−Eω0 (Ym)} v˜ ∣∣∣ = 0 P0-almost surely. (5.35)
Introduce the centered random vectors z¯i = zi − iv˜. Decompose (5.35) into two
tasks:
lim
n→∞
max
m≤n
1√
n
∣∣z¯Ym − z¯[mγ]∣∣ = 0 P0-a.s. (5.36)
and
lim
n→∞
max
m≤n
1√
n
∣∣z¯[mγ] − Eω0 (Xm) + Eω0 (Ym)v˜ ∣∣ = 0 P0-a.s. (5.37)
For (5.36),
P0
(
max
m≤n
∣∣z¯Ym − z¯[mγ]∣∣ ≥ ε√n)
≤
n∑
m=1
{
P0( | Ym − [mγ] | ≥ n3/4) (5.38)
+ P0
(
max
k:|k−[mγ]|≤n3/4
∣∣z¯k − z¯[mγ]∣∣ ≥ ε√n )}. (5.39)
Both probabilities are controlled by standard large deviation estimates. For this
we use the following general inequality.
Lemma 5.4. Let Sm = Z1 + · · ·+ Zm be a sum of i.i.d. mean zero random variables
{Zi} with an exponential moment: E(eθ|Z1|) < ∞ for some θ > 0. Then there is a
constant C determined by the distribution of {Zi} such that, for all m ≥ 1 and h > 0,
P (max
k≤m
Sk ≥ h) ≤ e−C(h
2
m
∧h). (5.40)
Same bound is of course valid for P (min
k≤m
Sk ≤ −h) = P (max
k≤m
(−Sk) ≥ h).
Proof of Lemma 5.4. Let φ(θ) = logEeθZ1. Note that φ(θ) ≥ 0, and there exist
constants 0 < A, θ0 <∞ such that φ(θ) ≤ Aθ2 for |θ| ≤ θ0. For 0 ≤ θ ≤ θ0, applying
Doob’s inequality to the martingale eθSk−kφ(θ) gives
P (max
k≤m
Sk ≥ h) ≤ e−θh+mφ(θ) ≤ e−θh+Amθ2.
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If h/(2Am) < θ0, pick θ = h/(2Am) to get the bound e
−h2/(4Am). Now if h/(2Am) ≥
θ0, then
−θh + Amθ2 ≤ −θh + θ2h/(2θ0) = −θ0h/2
where we chose θ = θ0. 
The walk Yn is not a sum of i.i.d. steps, but we can consider the i.i.d. sequence
{λj−λj−1} of successive sojourn times. Withm0 = [mγ]+[n3/4],m1 = ([mγ]−[n3/4])+,
and b ∈ (0, 1) a small positive number, the probability on line (5.38) is bounded as
follows:
P0(|Ym − [mγ]| ≥ n3/4)
≤ P0(λm0 ≤ m) + P0(λm1 ≥ m)1I{m1>0}
≤ P0(λm0 − E0(λm0) ≤ −bn3/4) + P0(λm1 −E0(λm1) ≥ bn3/4)1I{m1>0}
≤ e−C( bn
3/2
m0
∧n3/4)
+ e
−C( bn3/2
m1
∧n3/4)
1I{m1>0}
≤ 2e−Cn1/2. (5.41)
A direct application of (5.40) to line (5.39) gives a bound Ce−Cn
1/4
. To summarize,
we have the bound
P0
(
max
m≤n
∣∣z¯Ym − z¯[mγ]∣∣ ≥ ε√n) ≤ Cn(e−Cn1/2 + e−Cn1/4)
which is summable in n. By Borel-Cantelli, (5.36) has been verified.
For (5.37), note that by the boundedness of ξi − v˜, |z¯[mγ] − z¯i| ≤ Cn. Write
∣∣z¯[mγ] − Eω0 (Xm) + Eω0 (Ym)v˜∣∣ = ∣∣∣∣ m∑
i=0
P ω0 (Ym = i)(z¯[mγ] − z¯i)
∣∣∣∣
≤
∑
i:|i−[mγ] | ≥n3/4
P ω0 (Ym = i)
∣∣z¯[mγ] − z¯i∣∣
+
∑
i:|i−[mγ] |<n3/4
P ω0 (Ym = i)
∣∣z¯[mγ] − z¯i∣∣
≤ Cn
∑
i:|i−[mγ] | ≥n3/4
P ω0 (Ym = i) + max
i:|i−[mγ] |<n3/4
|z¯[mγ] − z¯i|
≤ CnP ω0
( |Ym − [mγ] | ≥ n3/4 ) + max
i:|i−[mγ] |<n3/4
|z¯[mγ] − z¯i|.
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The last term is treated as was done above for (5.39). For the second last term a
summable deviation bound develops as follows.
P
(
max
m≤n
nP ω0
( |Ym − [mγ] | ≥ n3/4 ) ≥ ε√n)
≤
n∑
m=1
n
ε
√
n
P0
( |Ym − [mγ] | ≥ n3/4 )
≤ Cn3/2e−Cn1/2 .
Above we repeated the estimate from line (5.41). To summarize, we have the bound
P0
(
max
m≤n
∣∣z¯[mγ] − Eω0 (Xm) + Eω0 (Ym)v˜∣∣ ≥ ε√n) ≤ Cn3/2(e−Cn1/2 + e−Cn1/4),
and (5.37) also has been verified. This completes the proof of the convergence of Q˜ωn.
We turn to part (b) of the theorem. To see the convergence of the quenched mean
process, note that nv = [nγ]v˜ +O(1) and write
Eω0 (Xn)− [nγ]v˜√
n
=
Eω0 (Xn)− Eω0 (Yn)v˜ − z¯[nγ]√
n
+
(
Eω0 (Yn)− [nγ]
)
v˜ + z¯[nγ]√
n
.
(5.42)
The first ratio after the equality sign tends to zero by (5.37).
Notice now that in (5.2), applied to the Yn walk satisfying P0(Y1 ∈ {0, 1}) = 1, we
have ai = 0 for i > 0, and
∆(ω) =
Eω0 (Y1)− γ
1− π00(ω) = 1− γE
ω
0 (λ1).
Therefore, (5.23) and (5.13) imply that on the diffusive scale the centered quenched
mean process Eω0 (Yn)− [nγ] behaves like the sum of i.i.d. mean zero random variables
1− γETzjω0 (λ1), 0 ≤ j ≤ [nγ]− 1. Expanding z¯[nγ], we see that the last term in (5.42)
is asymptotically the same as
1√
n
[nγ]−1∑
j=0
(
ξj+1 − γETzjω0 (λ1)v˜
)
. (5.43)
Under P this is a sum of mean zero i.i.d. random vectors, and this gives the invariance
principle for n−1/2(Eω0 (X[nt])− ntv).
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Lastly, part (c) is proved by comparison with (b). Write
Xn − [nγ]v˜√
n
=
Xn − Eω0 (Xn)√
n
+
Eω0 (Xn)− Eω0 (Yn)v˜ − z¯[nγ]√
n
+
(
Eω0 (Yn)− [nγ]
)
v˜ + z¯[nγ]√
n
.
The first ratio after the equality sign is tight under P ω0 by part (a). The second ratio
tends to zero by (5.37). As observed above, the last ratio is asymptotically the same
as the sum (5.43) of mean zero i.i.d. random vectors under P. Hence under a fixed
ω this sequence of normalized sums cannot be bounded unless the summands are
degenerate. This is exactly the condition in the theorem. 
Appendix A. A renewal process bound
We write N∗ = {1, 2, 3, . . .} and N = {0, 1, 2, . . . }. The setting for the next technical
lemma is the following. {Yi : i ∈ N∗} is a sequence of i.i.d. positive integer-valued
random variables, and {Y˜j : j ∈ N∗} is an independent copy of this sequence. Y will
also denote a random variable with the same distribution as Y1. The corresponding
renewal processes are defined by
S0 = S˜0 = 0, Sn = Y1 + · · ·+ Yn and S˜n = Y˜1 + · · ·+ Y˜n for n ≥ 1.
Let h be the largest positive integer such that the common distribution of Yi and Y˜j
is supported on hN∗. For i, j ∈ hN define
Li,j = inf{ℓ ≥ 1 : there exist m,n ≥ 0 such that i+ Sm = ℓ = j + S˜n}.
The restriction ℓ ≥ 1 in the definition has the consequence that Li,i = i for i > 0 but
L0,0 is nontrivial.
Lemma A.1. Let 1 ≤ p < ∞ be a real number, and assume E(Y p+1) < ∞. Then
there exists a finite constant C such that for all i, j ∈ hN,
E(Lpi,j) ≤ C(1 + ip + jp). (A.1)
Proof. First some reductions. If h > 1, then we can consider the random variables
{h−1Yi, h−1Y˜j}. Thus we may assume that h = 1.
For convenience, we assume i ≤ j in Li,j . The cases Li,i for i > 0 were already
observed to be trivial. If i < j then Li,j has the same distribution as i+ L0,j−i. If we
can prove the statement for all L0,j , then
E(Lpi,j) ≤ 2pip + 2pE(Lp0,j−i) ≤ 2pip + 2pC(1 + (j − i)p) ≤ 2p(C + 1)(1 + ip + jp).
So we only need to consider the case L0,j for 0 ≤ j <∞.
Next we remove the case L0,0. Suppose we have the conclusion for L0,j for all
0 < j < ∞. On the event {Y1 = j}, L0,0 = L˜j,0 computed with the partially shifted
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sequences (Y2, Y3, Y4, . . . ; Y˜1, Y˜2, Y˜3, . . . ), and furthermore L˜j,0 is independent of Y1
and distributed like L0,j . Thus
E(Lp0,0) =
∞∑
j=1
E(Y1 = j, L
p
0,0) =
∞∑
j=1
E(Y1 = j, L˜
p
j,0) =
∞∑
j=1
P (Y1 = j)E(L
p
0,j)
≤ C
∞∑
j=1
P (Y1 = j)(1 + j
p) = C(1 + E[Y p]) <∞.
(A.2)
Now we turn to proving the statement (A.1) for L0,j , 0 < j < ∞. The proof will
make use of several Markov chains.
Denote the forward recurrence time of the pure renewal process {Sn : n ≥ 0} by
B0k = min{m ≥ 0 : k +m ∈ {Sn : n ≥ 0}}.
More generally, if we start the renewal process with a deterministic delay Y0 = r ∈ N
and then define Sn = Y0 + Y1 + · · ·+ Yn for n ≥ 0, we denote the forward recurrence
time by Brk, defined exactly as above. {Brk : k ≥ 0} is a Markov chain with initial
state Br0 = r and transition probability
p(0, j) = P (Y = j + 1) for j ≥ 0, and p(j, j − 1) = 1 for j ≥ 1.
The usefulness of this Markov chain is that Brk = 0 if, and only if, k ∈ {Sn : n ≥ 0}.
The state space for the p-chain is Γ = [0, ρ) ∩ N where
ρ = sup{y : P [Y = y] > 0} ∈ N∗ ∪ {∞}
is the supremum of the support of Y . This chain is irreducible, and the assumption
h = 1 makes it aperiodic. Its unique invariant distribution is given by
π(j) =
P (Y > j)
E(Y )
.
We also consider the joint chain (Brk, B˜
s
k) of two independent copies of the Markov
chain Brk, started at (r, s) ∈ Γ2, with transition
p¯((x, y), (u, v)) = p(x, u)p(y, v).
The familiar argument from Markov chain theory shows that the irreducibility and
aperiodicity of transition p implies the irreducibility of transition p¯; see [12, p. 129-
130] or [5, p. 311]. The unique invariant distribution of p¯ is π¯(i, j) = π(i)π(j). We
are ready to prove (A.1) for bounded Y .
Case 1. ρ <∞.
For 0 ≤ i, j < ρ, Li,j has the same distribution as the first return time
T(0,0) = inf{k ≥ 1 : (Bik, B˜jk) = (0, 0)}
to state (0, 0), given that the joint chain starts from (i, j). The reason is that con-
sidering i+ Sm and j + S˜n is the same as starting the renewal processes with delays
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i and j. Since the state space of the p¯-chain is a single positive recurrent class, we
can pick for each state (r, s) ∈ Γ2 a finite path to (0, 0) of positive probability. Since
there are only finitely many states, there exist n0 <∞ and δ > 0 such that
inf
(r,s)∈Γ2
P(r,s)[T(0,0) ≤ n0] ≥ δ.
¿From this and the Markov property follow uniform exponential tail bounds
sup
(r,s)∈Γ2
P(r,s)[T(0,0) ≥ n] ≤ Cηn
for constants 0 < C <∞ and 0 < η < 1, and thereby
A0 ≡ sup
0≤j<ρ
E(Lp0,j) <∞.
To cover j ≥ ρ we can repeat the argument given above in (A.2). Let U be the
stopping time for the sequence (Yi) defined by SU−1 < j ≤ SU . On the event SU −
j = B0j = x > 0, let L˜x,0 be defined in terms of the partially restarted sequences
(YU+1, YU+2, YU+3, . . . ; Y˜1, Y˜2, Y˜3, . . . ). L˜x,0 is independent of B
0
j and distributed like
L0,x. We have L0,j = j + L˜x,0 because L˜x,0 ignores the distance from 0 to j.
E(Lp0,j) = j
pP (B0j = 0) +
∑
0<x<ρ
E
[
B0j = x, (j + L˜x,0)
p
]
≤ 2pjp + 2p
∑
0<x<ρ
P (B0j = x)E(L
p
0,x) ≤ 2pjp + A0.
Case 2. ρ =∞.
To handle this case we define another Markov chain on non-negative integers with
transition q. The chain absorbs at zero so q(0, 0) = 1. The other transitions are
q(x, y) = P (B0x = y), for x ≥ 1 and y ≥ 0.
Let {ζi : i ≥ 0} denote the process with transition q. This chain represents a con-
struction of L0,j where we take turns sampling variables Yi and Y˜k until the sums Sm
and S˜n meet. Assume now that 0 < j < ∞. For j = 0 the description below would
stop right away and not work correctly.
(i) Put ζ0 = j.
(ii) First, construct 0 = S0 < S1 < S2 < · · · until the first Sm ≥ j. If this Sm = j
we are done and we set ζ1 = 0 and L0,j = Sm = j. If Sm overshoots so that Sm > j,
then let ζ1 = Sm − j = B0j be the forward recurrence time at j = ζ0.
(iii) Now turn to construct 0 = S˜0 < S˜1 < S˜2 < · · · until the first S˜n ≥ ζ1. If
S˜n = ζ1 we are done, and then ζ2 = 0 and L0,j = ζ0 + ζ1. If S˜n > ζ1 overshoots, then
let ζ2 = S˜n − ζ1 = B˜0ζ1 be the new forward recurrence time.
(iv) Next go back to add more terms to the first sum Sm. The earlier terms do not
play a role. Given ζ2, we add new independent terms Y
′
1 , Y
′
2 , Y
′
3 , . . . until Y
′
1+. . .+Y
′
m ≥
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ζ2. And the overshoot is then ζ3 = Y
′
1 + . . . + Y
′
m − ζ2 = B0ζ2 , a forward recurrence
time relative to a new renewal process independent of the earlier ones.
These steps are repeated until the sums meet. This happens at time
ν0 = inf{i ≥ 1 : ζi = 0}
and then
for 0 < j <∞, L0,j =
ν0∑
i=0
ζi with ζ0 = j. (A.3)
The term ζν0 is zero but for conditioning it is convenient to extend the sum to ν0.
To make use of this we need two auxiliary bounds: a uniform bound on Ex(ζ
p
1),
and a tail bound on ν0.
Lemma A.2. Let 1 ≤ p <∞, a real number. Then for some constant C independent
of p, Ex(ζ
p
1 ) ≤ CE(Y p+1) for all x ≥ 0.
Lemma A.3. Assume ρ = ∞. Then there exist 0 < θ < 1 and A < ∞ such that
Px(ν0 > n) ≤ Aθn for all x ≥ 1 and n ≥ 0.
Let us complete the proof of the main statement and then return to prove the
auxiliary lemmas. Recall that 0 < j <∞. As all the summands are non-negative, we
can manipulate the sums without regard to finiteness.
E(Lp0,j) = Ej
[( ν0∑
i=0
ζi
)p ]
= Ej
[(
j +
ν0∑
i=1
ζi
)p ]
≤ 2pjp + 2pEj
[( ν0∑
i=1
ζi
)p ]
.
It remains to show that the last expectation is bounded by a constant independently
of j. Apply Minkowski’s inequality (with a limit to infinitely many terms), note that
the event {ν0 ≥ i} is measurable with respect to σ{ζ0, . . . , ζi−1}, and apply Lemmas
A.2 and A.3. {
Ej
[( ∞∑
i=1
1{ν0≥i}ζi
)p ]}1/p
≤
∞∑
i=1
{
Ej(1{ν0≥i}ζ
p
i )
}1/p
=
∞∑
i=1
{
Ej
(
1{ν0≥i}Eζi−1 [ζ
p
1 ]
) }1/p
≤
∞∑
i=1
C{E(Y p+1)}1/p{Pj(ν0 ≥ i)}1/p ≤ C1 <∞,
bounded independently of j as required. This completes the proof of Lemma A.1. 
It remains to prove the auxiliary lemmas used above.
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Proof of Lemma A.2. This lemma is trivial for x = 0 because the ζ-chain absorbs at
0. For x ≥ 1 a straightforward calculation, utilizing Sn ≥ n, gives
Ex(ζ
p
1 ) ≤ C
∞∑
k=1
P (B0x ≥ k)kp−1 = C
∞∑
k=1
x∑
n=1
x∑
i=1
P (Sn−1 = x− i, Sn ≥ x+ k)kp−1
= C
∞∑
k=1
x∑
n=1
x∑
i=1
P (Sn−1 = x− i)P (Y ≥ i+ k)kp−1
= C
∞∑
k=1
x∑
i=1
P (Sn = x− i for some n)
∞∑
m=i+k
P (Y = m)kp−1
≤ C
∞∑
k=1
x∑
i=1
∞∑
m=i+k
P (Y = m)kp−1
≤ C
∞∑
m=2
P (Y = m)
∞∑
k=1
∞∑
i=1
1I{i+ k ≤ m}kp−1
≤ C E[Y p+1].
The third last inequality came from bounding probabilities by 1, the second last
inequality from removing the upper bound x from the index i. 
Proof of Lemma A.3. Since the transition p of Brk is positive recurrent, irreducible
and aperiodic,
lim
x→∞
P (B0x = 0) = lim
k→∞
pk(0, 0) = π(0) > 0.
Fix 0 < ε0 < 1 and m0 <∞ so that P (B0x = 0) ≥ ε0 for x ≥ m0.
Now we use the assumption ρ = ∞. Since the support of the distribution of Y is
unbounded,
ε1 = P (Y ≥ 2m0) > 0.
Then for 0 < x ≤ m0
P (B0x ≥ m0) ≥ P (Y1 ≥ x+m0) ≥ ε1.
In terms of the transition q, for x < m0,
q2(x, 0) ≥
∑
y≥m0
q(x, y)q(y, 0) =
∑
y≥m0
P (B0x = y)P (B
0
y = 0) ≥ ε0ε1,
while for x ≥ m0,
q(x, 0) = P (B0x = 0) ≥ ε0 ≥ ε0ε1.
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From this follows, for any n ≥ 2, x ≥ 1, and with γ = 1− ε0ε1,
Px(ν0 > n) =
∑
z≥1
Px(ν0 > n− 2, ζn−2 = z)Pz(ζ1 6= 0, ζ2 6= 0)
≤
∑
1≤z<m0
Px(ν0 > n− 2, ζn−2 = z)Pz(ζ2 6= 0)
+
∑
z≥m0
Px(ν0 > n− 2, ζn−2 = z)Pz(ζ1 6= 0)
≤ γPx(ν0 > n− 2) ≤ · · · ≤ γ[n/2].

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