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1 Introduction
This is the third part of a series of several papers. The series is devoted to the study of principal
Lyapunov exponents and principal Floquet subspaces of positive random dynamical systems
in ordered Banach spaces.
Lyapunov exponents play an important role in the study of asymptotic dynamics of linear
and nonlinear random evolution systems. Oseledets obtained in [22] important results on
Lyapunov exponents and measurable invariant families of subspaces for finite-dimensional
dynamical systems, which are called now the Oseledets multiplicative ergodic theorem.
Since then a huge amount of research has been carried out toward alternative proofs of the
Oseledets multiplicative ergodic theorem (see [2,10,11,16,20,23,24] and the references con-
tained therein) and extensions of the Osedelets multiplicative theorem for finite dimensional
systems to certain infinite dimensional ones (see [2,10–12,16,20,23–26], and references
therein).
The largest finite Lyapunov exponents (or top Lyapunov exponents) and the associated
invariant subspaces of both deterministic and random dynamical systems play special roles
in the applications to nonlinear systems. Classically, the top finite Lyapunov exponent of a
positive deterministic or random dynamical system in an ordered Banach space is called the
principal Lyapunov exponent if the associated invariant family of subspaces corresponding to
it consists of one-dimensional subspaces spanned by positive vectors (in such case, invariant
subspaces are called the principal Floquet subspaces). For more on those subjects see [18].
In the first part of the series, [18], we introduced the notions of generalized principal
Floquet subspaces, generalized principal Lyapunov exponents, and generalized exponen-
tial separations, which extend the corresponding classical notions. The classical theory of
principal Lyapunov exponents, principal Floquet subspaces, and exponential separations for
strongly positive and compact deterministic systems is extended to quite general positive
random dynamical systems in ordered Banach spaces.
In the present, third part of the series, we consider applications of the general theory
developed in [18] to positive random dynamical systems arising from random parabolic
equations and systems of delay differential equations. To be more specific, let ((,F, P), θt )
be an ergodic metric dynamical system. We consider a family, indexed by ω ∈ , of second
order partial differential equations
∂u
∂t
=
N∑
i=1
∂
∂xi
⎛
⎝
N∑
j=1
ai j (θtω, x)
∂u
∂x j
+ ai (θtω, x)u
⎞
⎠ +
N∑
i=1
bi (θtω, x)
∂u
∂xi
+ c0(θtω, x)u, t > s, x ∈ D, (1.1)
where s ∈ R is an initial time and D ⊂ RN is a bounded domain with boundary ∂D,
complemented with boundary condition
Bθtωu = 0, t > s, x ∈ ∂D, (1.2)
where
Bωu =
⎧
⎪⎪⎨
⎪⎪⎩
u (Dirichlet)
N∑
i=1
( N∑
j=1
ai j (ω, x)
∂u
∂x j
+ ai (ω, x)u
)
νi + d0(ω, x)u (Robin).
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Above, ν = (ν1, . . . , νN ) denotes the unit normal vector pointing out of ∂D.We also consider
the following system of linear random delay differential equations,
du
dt
= A(θtω)u(t) + B(θtω)u(t − 1) (1.3)
where u ∈ RN , and A(ω), B(ω) are N by N real matrices (we write A(ω), B(ω) ∈ RN×N ):
A(ω) =
⎛
⎜⎜⎜⎝
a11(ω) a12(ω) · · · a1N (ω)
a21(ω) a22(ω) · · · a2N (ω)
...
...
. . .
...
aN1(ω) aN2(ω) · · · aNN (ω)
⎞
⎟⎟⎟⎠ ,
and
B(ω) =
⎛
⎜⎜⎜⎝
b11(ω) b12(ω) · · · b1N (ω)
b21(ω) b22(ω) · · · b2N (ω)
...
...
. . .
...
bN1(ω) bN2(ω) · · · bNN (ω)
⎞
⎟⎟⎟⎠ .
Under quite general assumptions, it is shown that (1.1) + (1.2) generates a monotone
random dynamical system on X = L2(D) and that (1.3) generates a monotone random
dynamical system on X = C([−1, 0], RN ) provided that A(ω) and B(ω) are cooperative
(see (OA1)).
Among others, we obtain the following results.
(1) Under some general assumptions, (1.1) + (1.2), (1.3) have nontrivial entire positive orbits
(see Theorems 3.1, 4.1 for detail);
(2) Assume some focusing property. (1.1) + (1.2), (1.3) have measurable invariant families
of one-dimensional subspaces {E˜1(ω)} spanned by positive vectors (generalized princi-
pal Floquet subspaces) and whose associated Lyapunov exponent is the top Lyapunov
exponent of the system (generalized principal Lyapunov exponent) (see Theorems 3.2,
4.2 for detail);
(3) Assume some strong focusing property. (1.1) + (1.2) have also measurable invariant
families of one-codimensional subspaces which are exponentially separated from the
generalized principal Floquet subspaces (see Theorem 3.3 for detail);
We remark that (1)–(3) are analogs of principal eigenvalue and principal eigenfunction
theory for elliptic and periodic parabolic equations. Our main assumptions on (1.1) + (1.2)
are the boundedness of ai j , ai , bi and d0. No boundedness of c0 is assumed. The results of
the current paper hence extend the corresponding ones in [17] (it is assumed in [17] that c0 is
also bounded). In addition to the cooperative assumption, our main assumptions on (1.3) are
the irreducibility of B(ω) or the positivity of B(ω). Such assumptions are also used in [21].
No boundedness of A(ω) and B(ω) is assumed in the current paper and the results of the
current paper extend those in [21,27] for cooperative systems of delay differential equations.
It should be pointed out that the generalized principal Lyapunov exponents in (2) may be
−∞. In such a case, when generalized exponential separation holds, the (nontrivial) invariant
measurable decomposition associated with the generalized exponential separation is essen-
tially finer than the (trivial) decomposition in the Oseledets multiplicative ergodic theorem.
The results obtained in this paper would have important applications to the study of
asymptotic dynamics of nonlinear random parabolic equations and systems of random delay
differential equations.
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The rest of this paper is organized as follows. First, for the reader’s convenience, in Sect. 2
we recall some notions, assumptions, definitions, and main results established in part I [18].
We then consider random systems arising from parabolic equations and cooperative systems
of delay differential equations in Sects. 3 and 4, respectively.
2 General Theory
In this section, we recall some general theory established in part I to be applied in this paper.
To do so, we first introduce some notions, assumptions, and definitions introduced in part I.
Then we recall some of the main results in part I.
2.1 Notions, Assumptions, and Definitions
In this subsection, we introduce some notions, assumptions, and definitions introduced in
part I. The reader is referred to part I [18] for detail.
If f is a real function defined on a set Y , we define its nonnegative (resp. nonpositive)
part f + ( f −) as
f +(y) :=
{
f (y) if f (y) ≥ 0
0 if f (y) < 0
, f −(y) :=
{
− f (y) if f (y) ≤ 0
0 if f (y) > 0
.
For a metric space (Y, d), B(y; ) denotes the closed ball in Y centered at y ∈ Y and with
radius  > 0. Further, B(Y ) stands for the σ -algebra of all Borel subsets of Y .
A probability space is a triple (,F, P), where  is a set, F is a σ -algebra of subsets of
, and P is a probability measure defined for all F ∈ F. We always assume that the measure
P is complete.
For a Banach space X , with norm ‖·‖, we will denote by X∗ its dual and by 〈·, ·〉 the
standard duality pairing (that is, for u ∈ X and u∗ ∈ X∗ the symbol 〈u, u∗〉 denotes the value
of the bounded linear functional u∗ at u). Without further mention, we understand that the
norm in X∗ is given by ‖u∗‖ = sup{ |〈u, u∗〉| : ‖u‖ ≤ 1 }.
For Banach spaces X1, X2, L(X1, X2) stands for the Banach space of bounded linear
mappings from X1 into X2, endowed with the standard norm. Instead of L(X, X) we write
L(X).
((,F, P), (θt )t∈R) (we may simply write it as (θt )t∈R, or as (θt )) denotes an ergodic
metric dynamical system.
For a metric dynamical system ((,F, P), (θt )t∈R), ′ ⊂  is invariant if θt (′) = ′
for all t ∈ R. ((,F, P), (θt )t∈R) is said to be ergodic if for any invariant F ∈ F, either
P(F) = 1 or P(F) = 0.
We write R+ for [0,∞). By a measurable linear skew-product semidynamical system,
denoted by	 = ((Uω(t))ω∈,t∈R+ , (θt )t∈R), on a Banach space X covering a metric dynam-
ical system (θt )t∈R we understand a (B(R+) ⊗ F ⊗ B(X),B(X))-measurable mapping
[
R
+ ×  × X  (t, ω, u) → Uω(t)u ∈ X
]
satisfying the following:
•
Uω(0) = IdX ∀ω ∈ , (2.1)
Uθsω(t) ◦Uω(s) = Uω(t + s) ∀ω ∈ , t, s ∈ R+; (2.2)
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J Dyn Diff Equat (2016) 28:1039–1079 1043
• for each ω ∈  and t ∈ R+, [ X  u → Uω(t)u ∈ X ] ∈ L(X).
Sometimes we write simply 	 = ((Uω(t)), (θt )).
Let	 = ((Uω(t))ω∈,t∈R+ , (θt )t∈R) be ameasurable linear skew-product semidynamical
system on a Banach space X covering (θt )t∈R. For ω ∈ , t ∈ R+ and u∗ ∈ X∗ we define
U∗ω(t)u∗ by
〈u,U∗ω(t)u∗〉 = 〈Uθ−tω(t)u, u∗〉 for each u ∈ X (2.3)
(in other words, U∗ω(t) is the mapping dual to Uθ−tω(t)).
In case where the mapping
[
R
+ ×  × X∗  (t, ω, u∗) → U∗ω(t)u∗ ∈ X∗
]
is (B(R+)⊗F⊗B(X∗),B(X∗))-measurable, we will call the measurable linear skew-prod-
uct semidynamical system 	∗ = ((U∗ω(t))ω∈,t∈R+ , (θ−t )t∈R) on X∗ covering (θ−t )t∈R the
dual of 	.
For measurable linear skew-product semiflows it often happens that for any ω ∈  and
any u ∈ X the mapping [
R
+  t → Uω(t)u ∈ X
]
is continuous.
Proposition 2.1 Let X be a separable Banach space. Assume that (θt )t∈R is a metric dynam-
ical system and that [
R
+ ×  × X  (t, ω, u) → Uω(t)u ∈ X
]
is a mapping satisfying (2.1), (2.2), such that the following holds:
• For any t ∈ R+ and u ∈ X the mapping
[  ω → Uω(t)u ∈ X ]
is (F,B(X))-measurable.
• For any ω ∈  and t ∈ R+, [ X  u → Uω(t)u ∈ X ] ∈ L(X).
• For any ω ∈  and u ∈ X the mapping
[
R
+  t → Uω(t)u ∈ X
]
is continuous.
Then 	 = ((Uω(t))ω∈,t∈R+ , (θt )t∈R) is measurable linear skew-product semiflow having
the following properties:
(i) For any T > 0 and any u ∈ X the mapping
[
  ω → [ [0, T ]  t → Uω(t)u ∈ X
]∈ C([0, T ], X)
]
is (F,B(C([0, T ], X)))-measurable.
(ii) For any ω ∈  the mapping
[R+ × X  (t, u) → Uω(t)u ∈ X ]
is continuous.
Proof The fact that [ (t, ω, u) → Uω(t)u ] is (B(R+)⊗ F ⊗ B(X),B(X))-measurable fol-
lows from [1, Lemma 4.51 on p. 153]. Part (i) is a consequence of [1, Theorem 4.55 on
p. 155].
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To prove (ii), fix ω ∈  and T > 0 and observe that for any u ∈ X the set { ‖Uω(t)u‖ :
t ∈ [0, T ] } is bounded. Hence, by the Uniform Boundedness Theorem, the set { ‖Uω(t)‖ :
t ∈ [0, T ] } is bounded (by M > 0, say). Take a sequence (tn)∞n=1 ⊂ [0, T ] convergent to t
and a sequence (un)∞n=1 ⊂ X convergent to u. We estimate
‖Uω(tn)un −Uω(t)u‖ ≤ ‖Uω(tn)(un − u)‖ + ‖Uω(tn)u −Uω(t)u‖
≤ M‖un − u‖ + ‖Uω(tn)u −Uω(t)u‖,
which goes to 0 as n → ∞. unionsq
By a cone in a Banach space X we understand a closed convex set X+ such that
• α ≥ 0 and u ∈ X+ imply αu ∈ X+, and
• X+ ∩ (−X+) = {0}.
A pair (X, X+), where X is a Banach space and X+ is a cone in X , is referred to as an
ordered Banach space.
If (X, X+) is an ordered Banach space, for u, v ∈ X we write u ≤ v if v − u ∈ X+, and
u < v if u ≤ v and u = v. The symbols ≥ and > are used in an analogous way.
For a nonzero u ∈ X+ we denote by Cu the component of u: v ∈ Cu if and only if there
are positive numbers, α, α, such that αv ≤ u ≤ αv.
For an ordered Banach space (X, X+) denote by (X∗)+ the set of all u∗ ∈ X∗ such
that 〈u, u∗〉 ≥ 0 for all u ∈ X+. The set (X∗)+ has the properties of a cone, except that
(X∗)+ ∩ (−(X∗)+) = {0} need not be satisfied (such sets are called wedges).
If (X∗)+ is a cone we call it the dual cone. This happens, for instance, when X+ is total
(that is, X+ + (−X+) is dense in X ).
Sometimes an ordered Banach space (X, X+) is a lattice: any two u, v ∈ X have a least
upper bound u ∨ v and a greatest lower bound u ∧ v. In such a case we write u+ := u ∨ 0,
u− := (−u) ∨ 0, and |u| := u+ + u−. We have u = u+ − u− for any u ∈ X .
An ordered Banach space (X, X+) being a lattice is a Banach lattice if there is a norm
‖·‖ on X (a lattice norm) such that for any u, v ∈ X , if |u| ≤ |v| then ‖u‖ ≤ ‖v‖. From now
on, when speaking of a Banach lattice we assume that the norm on X is a lattice norm.
For application purposes, we give some examples of Banach lattices.
Example 2.1 Let D ⊂ RN be a bounded domain. The separable Banach space L p(D),
where 1 < p < ∞, is considered with the standard norm (denoted by ‖·‖p). The stan-
dard cone L p(D)+ equals { u ∈ L p(D) : u(x) ≥ 0 for Lebesgue-a.e. x ∈ D }. The pair
(L p(D), L p(D)+) is a Banach lattice, and the norm ‖·‖p is a lattice norm. The dual cone in
L p(D)∗ = Lq(D), where 1p + 1q = 1, equals Lq(D)+.
Example 2.2 Let N be a positive integer. Recall that (RN , (RN )+), where (RN )+ denotes the
set of vectors with nonnegative coordinates, is a Banach lattice, and that both the Euclidean
norm ‖·‖ and the 1-norm ‖ · ‖1 on RN are lattice norms (cf., e.g., [19, Example 2.1]).
We consider the separable Banach space C([−1, 0], RN ) of continuous RN -valued func-
tions with norms
‖u‖ = sup
t∈[−1,0]
‖u(t)‖, ‖u‖1 = sup
t∈[−1,0]
‖u(t)‖1 for u(·) ∈ C
(
[−1, 0], RN
)
(the fact that, for instance, ‖·‖ is used for both the Euclidean norm on RN and the corre-
sponding supremum norm on C([−1, 0], RN ) should not cause any misunderstanding). We
define
C([−1, 0], RN )+ :=
{
u ∈ C
(
[−1, 0], RN
)
: u(τ ) ∈ (RN )+ for all τ ∈ [−1, 0]
}
.
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(
C([−1, 0], RN ) ,C ([−1, 0], RN )+) is a Banach lattice: for u ∈ C ([−1, 0], RN ), u+ (resp.
u−) are defined by u+(τ ) := (u(τ ))+ (resp. u−(τ ) := (u(τ ))−) for all τ ∈ [−1, 0]. Both
norms ‖·‖ and ‖·‖1 are lattice norms.
Note that the dual Banach space C([−1, 0], RN )∗ is not separable.
We introduce now our assumptions.
(C0) (Banach lattice) (X, X+) is a separable Banach lattice withdim X ≥ 2.
Observe that if, (X, X+) satisfies (C0), then all (A0)(i), (A0)(ii), and (A0)(iii) in [18] are
satisfied.
(C0)∗ (Banach lattice) (X∗, (X∗)+) is a separable Banach lattice with dim X∗ ≥ 2.
(C1) (Integrability/injectivity/complete continuity) 	 = (Uω(t), (θt )) is ameasurable linear
skew-product semidynamical systemon a separable Banach space X covering an ergodic
metric dynamical system (θt ) on (,F, P), with the complete measure P, satisfying the
following:
(i) (Integrability) The functions
[
  ω → sup
0≤s≤1
ln+ ‖Uω(s)‖ ∈ [0,∞)
]
∈ L1((,F, P))
and [
  ω → sup
0≤s≤1
ln+ ‖Uθsω(1 − s)‖ ∈ [0,∞)
]
∈ L1((,F, P)).
(ii) (Injectivity) For each ω ∈  the linear operator Uω(1) is injective.
(iii) (Complete continuity) For each ω ∈  the linear operator Uω(1) is completely contin-
uous.
In the sequel, by (C1)∗(i), (C1)∗(ii) and (C1)∗(iii) we will understand the counterparts
of (C1)(i), (C1)(ii) and (C1)(iii) for the dual measurable linear skew-product semidynam-
ical system 	∗. More precisely, for example (C1)∗(ii) means the following: “the map-
ping
[
R
+ ×  × X∗  (t, ω, u∗) → U∗ω(t)u∗ ∈ X∗
]
is
(
B(R+) ⊗ F ⊗ B(X∗),B(X∗))-
measurable, and for each ω ∈  the linear operator U∗ω(1) is injective.”
Observe that, assuming that the measurability in the definition of 	∗ holds, if (C1)(i)
is satisfied then (C1)∗(i) is satisfied, too; similarly, if (C1)(iii) is satisfied then (C1)(iii)∗ is
satisfied.
(C2) (Positivity) (X, X+) satisfies (C0) and 	 = ((Uω(t)), (θt )) is a measurable linear
skew-product semidynamical system on X covering an ergodic metric dynamical system (θt )
on (,F, P), satisfying the following:
Uω(t)u1 ≤ Uω(t)u2
for any ω ∈ , t ≥ 0 and u1, u2 ∈ X with u1 ≤ u2.
(C2)∗ (Positivity) (X∗, (X∗)+) satisfies (C0)∗ and 	∗ = ((U∗ω(t)
)
, (θ−t )
)
is a measurable
linear skew-product semidynamical system on X∗ covering an ergodic metric dynamical
system (θ−t ) on (,F, P), satisfying the following:
U∗ω(t)u∗1 ≤ U∗ω(t)u∗2
for any ω ∈ , t ≥ 0 and u∗1, u∗2 ∈ X∗ with u∗1 ≤ u∗2.
(C3) (Focusing) (C2) is satisfied and there are e ∈ X+ with ‖e‖ = 1 and an (F,B(R))-
measurable function  :  → [1,∞)with ln+ ln  ∈ L1((,F, P)) such that for any ω ∈ 
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and any nonzero u ∈ X+ there is β(ω, u) > 0 with the property that
β(ω, u)e ≤ Uω(1)u ≤ (ω)β(ω, u)e.
(C3)∗ (Focusing) (C2)∗ is satisfied and there are e∗ ∈ (X∗)+ with ‖e∗‖ = 1 and an
(F,B(R))-measurable function ∗ :  → [1,∞) with ln+ ln ∗ ∈ L1((,F, P)) such that
for any ω ∈  and any nonzero u∗ ∈ (X∗)+ there is β∗(ω, u∗) > 0 with the property that
β∗
(
ω, u∗
)
e∗ ≤ U∗ω(1)u∗ ≤ ∗(ω)β∗
(
ω, u∗
)
e∗.
(C4) (Strong focusing) (C3), (C3)∗ are satisfied and ln  ∈ L1((,F, P)), ln ∗ ∈
L1((,F, P)), and 〈e, e∗〉 > 0.
(C5) (Strong positivity in one direction) There are e ∈ X+ with ‖e‖ = 1 and an (F,B(R))-
measurable function ν :  → (0,∞), with ln− ν ∈ L1((,F, P)), such that
Uω(1)e ≥ ν(ω)e ∀ω ∈ .
(C5)∗ (Strong positivity in one direction) There are e¯∗ ∈ (X∗)+ with ‖e∗‖ = 1 and an
(F,B(R))-measurable function ν∗ :  → (0,∞), with ln− ν∗ ∈ L1((,F, P)), such that
U∗ω(1)e∗ ≥ ν∗(ω)e∗ ∀ω ∈ .
Remark 2.1 We can replace time 1 with some T > 0 in (C1), (C3), (C4), (C5), and (C1)∗,
(C3)∗, (C5)∗.
We now state the definitions introduced in [18]. Throughout the rest of this subsection,
until revocation, we assume (C0) and (C2).
Definition 2.1 (Entire positive orbit) For ω ∈ , by an entire positive orbit of Uω we
understand a mapping vω : R → X+ such that vω(s + t) = Uθsω(t)vω(s) for any s ∈ R and
t ∈ R+. The function constantly equal to zero is referred to as the trivial entire orbit.
Entire positive orbits of 	∗ are defined in a similar way.
A family {E(ω)}ω∈0 of l-dimensional vector subspaces of X is measurable if there are
(F,B(X))-measurable functions v1, . . . , vl : 0 → X such that (v1(ω), . . . , vl(ω)) forms a
basis of E(ω) for each ω ∈ 0.
Let {E(ω)}ω∈0 be a family of l-dimensional vector subspaces of X , and let {F(ω)}ω∈0
be a family of l-codimensional closed vector subspaces of X , such that E(ω) ⊕ F(ω) = X
for all ω ∈ 0. We define the family of projections associated with the decomposition
E(ω) ⊕ F(ω) = X as {P(ω)}ω∈0 , where P(ω) is the linear projection of X onto F(ω)
along E(ω), for each ω ∈ 0.
The family of projections associated with the decomposition E(ω)⊕ F(ω) = X is called
strongly measurable if for each u ∈ X the mapping [0  ω → P(ω)u ∈ X ] is (F,B(X))-
measurable.
We say that the decomposition E(ω) ⊕ F(ω) = X , with {E(ω)}ω∈0 finite-dimensional,
is invariant if 0 is invariant, Uω(t)E(ω) = E(θtω) and Uω(t)F(ω) ⊂ F(θtω), for each
t ∈ T+.
A strongly measurable family of projections associated with the invariant decomposition
E(ω) ⊕ F(ω) = X is referred to as tempered if
lim
t→±∞
ln ‖P(θtω)‖
t
= 0 P-a.e. on0.
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Definition 2.2 (Generalized principal Floquet subspaces and principal Lyapunov exponent)
A family of one-dimensional subspaces {E˜(ω)}ω∈˜ of X is called a family of generalized
principal Floquet subspaces of 	 = ((Uω(t)), (θt )) if ˜ ⊂  is invariant, P(˜) = 1, and
(i) E˜(ω) = span {w(ω)} with w : ˜ → X+\{0} being (F,B(X))-measurable,
(ii) Uω(t)E˜(ω) = E˜(θtω), for any ω ∈ ˜ and any t > 0,
(iii) there is λ˜ ∈ [−∞,∞) such that
λ˜ = lim
t→∞
ln ‖Uω(t)w(ω)‖
t
∀ω ∈ ˜,
(iv)
lim sup
t→∞
ln ‖Uω(t)u‖
t
≤ λ˜ ∀ω ∈ ˜, ∀u ∈ X\{0}.
λ˜ is called the generalized principal Lyapunov exponent of	 associated to the generalized
principal Floquet subspaces {E˜(ω)}ω∈˜.
Observe that if {E˜(ω)}ω˜∈ is a family of generalized principal Floquet subspaces of(
(Uω(t))ω∈,t∈R+ , (θt )t∈R
)
, then for any ω ∈ ˜, vω(·) is an entire positive orbit, where
vω(t) =
⎧
⎨
⎩
Uω(t)w(ω), t ≥ 0
‖w(ω)‖
‖Uθtω(−t)w(θtω)‖
w(θtω), t < 0.
In the literature on random linear skew-product dynamical systems the concept of the
top (or the largest) Lyapunov exponent is introduced. It can be defined either as the largest
exponential growth rate of the norms of the individual vectors (in such a case, when 	 has a
family of generalized principal Floquet subspaces then the generalized principal Lyapunov
exponent is, by definition, the top Lyapunov exponent), or as the exponential growth rate of
the norms of the operators. These definitions are equivalent, however we have been unable
to locate a concise proof in the existing literature. This is the reason why we decided to
formulate and prove the result below (the proof is patterned after the proof of [13, Theorem
2.2], in the light of the first and second remarks on p. 528 of [13]).
Proposition 2.2 Assume that 	 = ((Uω(t)), (θt )) has a family of generalized principal
Floquet subspaces, with the generalized principal Lyapunov exponent λ˜. Assume moreover
(C1)(i). Then
lim
t→∞
ln ‖Uω(t)‖
t
= λ˜
for any ω ∈ ˜, where ˜ is as in the Definition 2.2.
Proof We start by proving that
lim
n→∞
ln ‖Uω(n)‖
n
= λ˜ (2.4)
for any ω ∈ ˜.
Fix some ω ∈ ˜ and λ > λ˜, and define functions pn : X → [0,∞), n = 1, 2, . . . , and
p : X → [0,∞) as
pn(u) := ‖Uω(n)u‖
eλn
, p(u) := sup
n∈N
pn(u).
For m = 1, 2, . . . put
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Wm := { u ∈ X : p(u) ≤ m } =
∞⋂
n=1
{ u ∈ X : pn(u) ≤ m }.
The sets Wm are closed and their union equals the whole of X (by Definition 2.2(iv)). By the
Baire theorem, there is m0 ∈ N such that Wm0 has nonempty interior. In other words, there
exist v ∈ X and  > 0 such that B(v; ) ⊂ Wm0 . From this it follows that
‖Uω(n)(v + w)‖ ≤ m0eλn
for all w ∈ X with ‖w‖ ≤  and all n = 1, 2, . . . . In particular, by taking w = 0 we have
that ‖Uω(n)v‖ ≤ m0eλn for all n. By the triangle inequality,
‖Uω(n)w‖ ≤ 2m0eλn
for all w ∈ X with ‖w‖ ≤  and all n = 1, 2, . . . .
As λ > λ˜ is arbitrary, we have that
lim sup
n→∞
ln ‖Uω(n)‖
n
≤ λ˜,
which, combined with Definition 2.2(iii), gives (2.4).
The passage to the continuous time, under (C1)(i), goes by a standard argument, as pre-
sented for instance in the proof of [12, Lemma 3.4]. unionsq
Definition 2.3 (Generalized exponential separation) 	 = ((Uω(t)), (θt )) admits a gener-
alized exponential separation if it has a family of generalized principal Floquet subspaces
{E˜(ω)}ω∈˜ and a family of one-codimensional subspaces {F˜(ω)}ω∈˜ of X satisfying the
following
(i) F˜(ω) ∩ X+ = {0} for any ω ∈ ˜,
(ii) X = E˜(ω)⊕ F˜(ω) for any ω ∈ ˜, where the decomposition is invariant, and the family
of projections associated with this decomposition is strongly measurable and tempered,
(iii) there exists σ˜ ∈ (0,∞] such that
lim
t→∞
1
t
ln
‖Uω(t)|F˜(ω)‖
‖Uω(t)w(ω)‖ = −σ˜ ∀ω ∈ ˜.
We say that {E˜(·), F˜(·), σ˜ } generates a generalized exponential separation.
We end this subsection with the following proposition which follows from the Oseledets-
type theorems proved in [12] (we do not assume (C0) or (C2) now).
Proposition 2.3 Let X be a separable Banach space of infinite dimension. Let 	 =
((Uω(t)), (θt )) be a measurable linear skew-product semidynamical system satisfying
(C1)(i)–(iii). Then there exist: an invariant 0 ⊂ , P(0) = 1, and λ1 ∈ [−∞,∞)
such that
lim
t→∞
ln ‖Uω(t)‖
t
= λ1 ∀ω ∈ 0. (2.5)
Moreover, if λ1 > −∞ then there are a measurable family {E1(ω)}ω∈0 of vector subspaces
of finite dimension, and a family {Fˆ1(ω)}ω∈0 of closed vector subspaces of finite codimension
such that
(i) X = E1(ω) ⊕ Fˆ1(ω) for any ω ∈ 0, where the decomposition is invariant, and the
family of projections associated with this decomposition is strongly measurable and
tempered,
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(ii)
lim
t→±∞
ln ‖Uω(t)|E1(ω)‖
t
= lim
t→±∞
ln ‖Uω(t)u‖
t
= λ1 ∀ω ∈ 0, u ∈ E1(ω)\{0},
(iii)
lim
t→∞
ln ‖Uω(t)u‖
t
= λ1 ∀ω ∈ 0, u ∈ E1(ω)\Fˆ1(ω),
(iv) there is λˆ2 ∈ [−∞, λ1) such that
lim
t→∞
ln ‖Uω(t)|Fˆ1(ω)‖
t
= λˆ2 ∀ω ∈ 0.
Proof See [18, Theorem 3.4, and (3.1) on p. 5342]. unionsq
2.2 General Theorems
In this subsection, we state some general theorems, most of which are established in part I.
The first theorem is on the existence of entire positive orbits.
Theorem 2.1 (Entire positive orbits) Assume (C0), (C1)(i)–(iii) and (C2). If λ1 > −∞(λ1
is as in (2.5)), then there is a measurable set1 ofω ∈ 0 with P(1) = 1 such that for each
ω ∈ 1 there exists a nontrivial entire positive orbit vω : R → X+ of 	 = ((Uω(t)), (θt ))
and
lim
t→±∞
ln‖Uω(t)vω‖
t
= λ1.
The above theorem follows from [18, Theorem 3.5].
Next theorem shows the existence of generalized Floquet subspaces and principal Lya-
punov exponent.
Theorem 2.2 (Generalized principal Floquet subspace and Lyapunov exponent) Assume
(C0), (C1)(i), (C2) and (C3). Then there exist an invariant set ˜1 ⊂ , P(˜1) = 1, and an
(F,B(X))-measurable function w : ˜1 → X, w(ω) ∈ Ce and ‖w(ω)‖ = 1 for all ω ∈ ˜1,
having the following properties:
(1)
w(θtω) = Uω(t)w(ω)‖Uω(t)w(ω)‖
for any ω ∈ ˜1 and t ≥ 0.
(2) Let for some ω ∈ ˜1 a function vω : R → X+\{0} be a nontrivial entire positive orbit
of Uω. Then vω(t) = ‖vω(0)‖wω(t) for all t ∈ R, where
wω(t) :=
{(
Uθtω(−t)|E˜1(θtω)
)−1
w(ω) for t < 0
Uω(t)w(ω) for t ≥ 0,
with E˜1(ω) = span{w(ω)}.
(3) There exists λ˜1 ∈ [−∞,∞) such that
λ˜1 = lim
t→±∞
ln ρt (ω)
t
=
∫

ln ρ1 dP
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for each ω ∈ ˜1, where
ρt (ω) :=
{
‖Uω(t)w(ω)‖ for t ≥ 0,
1/‖Uθtω(−t)w(θtω)‖ for t < 0.
(4) For any ω ∈ ˜1 and any u ∈ X+\{0} there holds
lim
t→∞
ln ‖Uω(t)u‖
t
= λ˜1.
(5) For ω ∈ ˜1 and any u ∈ X\{0},
lim sup
t→∞
ln ‖Uω(t)u‖
t
≤ λ˜1,
and then {E˜1(ω)}ω∈˜1 is a family of generalized Floquet subspaces, with the generalized
principal Lyapunov exponent equal to λ˜1, and for any ω ∈ ˜1 there holds
lim
t→∞
ln ‖Uω(t)‖
t
= λ˜1.
(6) Assume, moreover, that (C1)(ii)–(iii) hold. Then λ1 in Proposition 2.3 equals λ˜1.
(7) Assume, moreover, that (C5) holds. Then λ˜1 > −∞.
Proof First of all, parts (1) through (3) are reformulations of [18, Theorem 3.6(1)–(3)].
We next prove (4). By (C3) and part (1), for each ω ∈ ˜1 there are γ1(ω) > 0 and
γ2(ω) > 0 such that
γ1(ω)e ≤ w(ω) ≤ γ2(ω)e,
which gives, via the monotonicity of the norm ‖·‖, that
lim
t→∞
ln ‖Uω(t)e‖
t
= lim
t→∞
ln ‖Uω(t)w(ω)‖
t
= λ˜1.
Further, for each ω ∈  and each u ∈ X+\{0} there are γ˜1(ω, u) > 0 and γ˜2(ω, u) > 0 such
that
γ˜1(ω, u)e ≤ Uω(1)u ≤ γ˜2(ω, u)e,
which again gives that
lim
t→∞
ln ‖Uω(t)u‖
t
= lim
t→∞
ln ‖Uθ1ω(t − 1)Uω(1)u‖
t
= lim
t→∞
ln ‖Uω(t)e‖
t
= λ˜1.
Now we prove (5). By (C0) and (C2), for any ω ∈ ˜1, t > 0 and u ∈ X ,
‖Uω(t)u‖ ≤ ‖Uω(t)|u|‖.
It then follows from (4) that
lim sup
t→∞
ln ‖Uω(t)u‖
t
≤ λ˜1,
and then {E˜1(ω)}ω∈˜1 is a family of generalized Floquet subspaces, with the generalized
principal Lyapunov exponent equal to λ˜1. Hence by Proposition 2.2, for any ω ∈ ˜1 there
holds
lim
t→∞
ln ‖Uω(t)‖
t
= λ˜1.
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Finally, (6) follows from [18, Theorem 3.6(4)] and (7) follows from the arguments of [18,
Theorem 3.8(6)]. unionsq
The theorem below is a counterpart of Theorem 2.2 for the dual system.
Theorem 2.3 (Generalized principal Floquet subspace and Lyapunov exponent) Assume
(C0)∗, (C1)∗(i), (C2)∗ and (C3)∗. Then there exist an invariant set ˜∗1 ⊂ , P(˜∗1) = 1,
and an (F,B(X∗))-measurable function w∗ : ˜∗1 → X∗, w∗(ω) ∈ Ce∗ and ‖w∗(ω)‖ = 1
for all ω ∈ ˜∗1, having the following properties:
(1)
w∗(θ−tω) = U
∗
ω(t)w
∗(ω)
‖U∗ω(t)w∗(ω)‖
for any ω ∈ ˜∗1 and t ≥ 0.
(2) Let for some ω ∈ ˜∗1 a function v∗ω : R → (X∗)+\{0} be a nontrivial entire positive
orbit of U∗ω. Then v∗ω(t) = ‖v∗ω(0)‖w∗ω(t) for all t ∈ R, where
w∗ω(t) :=
{(
U∗θ−tω(−t)|E˜∗1 (θ−tω)
)−1
w∗(ω) for t < 0
U∗ω(t)w∗(ω) for t ≥ 0,
where E˜∗1 (ω) = span{w∗(ω)}.
(3) There exists λ˜∗1 ∈ [−∞,∞) such that
λ˜∗1 = limt→±∞
ln ρ∗t (ω)
t
=
∫

ln ρ∗1 dP
for each ω ∈ ˜1, where
ρ∗t (ω) :=
{
‖U∗ω(t)w∗(ω)‖ for t ≥ 0,
1/‖U∗θ−tω(−t)w∗(θ−tω)‖ for t < 0,
(4) If (C0), (C1)(i), (C2) and (C3) are satisfied, then λ˜1 = λ˜∗1.
Proof It is just a restatement of [18, Theorem 3.7]. unionsq
To state the next theorem, we introduce some notions. Assume (C0), (C1)(i), (C2), (C3),
and (C0)∗, (C1)∗(i), (C2)∗ and (C3)∗. Let ˜1, w(·), and ˜∗1, w∗(·) be as in Theorems 2.2
and 2.3, respectively. For ω ∈ ˜∗1, define F˜1(ω) := { u ∈ X : 〈u, w∗(ω)〉 = 0 }. Then
{F˜1(ω)}ω∈˜∗1 is a family of one-codimensional subspaces of X , such that Uω(t)F˜1(ω) ⊂
F˜1(θtω) for any ω ∈ ˜∗1 and any t ≥ 0.
Theorem 2.4 (Generalized exponential separation) Assume (C0), (C1)(i), (C2), (C0)∗,
(C1)∗(i), (C2)∗, and (C4). Then there is an invariant set ˜0, P(˜0) = 1, having the following
properties.
(1) The family {P˜(ω)}ω∈˜0 of projections associated with the invariant decomposition
E˜1(ω) ⊕ F˜1(ω) = X is strongly measurable and tempered.
(2) F˜1(ω) ∩ X+ = {0} for any ω ∈ ˜0.
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(3) For any ω ∈ ˜0 and any u ∈ X\F˜1(ω) (in particular, for any nonzero u ∈ X+) there
holds
lim
t→∞
ln ‖Uω(t)‖
t
= lim
t→∞
ln ‖Uω(t)u‖
t
= λ˜1.
(4) There exist σ˜ ∈ (0,∞] and λ˜2 ∈ [−∞,∞), λ˜2 = λ˜1 − σ˜ , such that
lim
t→∞
1
t
ln
‖Uω(t)|F˜(ω)‖
‖Uω(t)w(ω)‖ = −σ˜
and
lim
t→∞
ln ‖Uω(t)|F˜1(ω)‖
t
= λ˜2
for each ω ∈ ˜0. Hence 	 admits a generalized exponential separation.
(5) Assume moreover (C1)(ii)–(iii) and (C1)∗(ii)–(iii). If λ˜1 > −∞ then, in the notation
of Proposition 2.3, λ˜2 = λˆ2(<λ˜1) and E1(ω) = E˜1(ω) and Fˆ1(ω) = F˜1(ω) for P-a.e.
ω ∈ 0.
Proof It follows from [18, Theorem 3.8]. unionsq
3 Linear Random Parabolic Equations
In this section, we consider applications of the general results stated in Sect. 2 to linear
random parabolic equations.
Let ((,F, P), (θt )t∈R)be an ergodicmetric dynamical system,withP complete. Consider
(1.1)+(1.2), that is, a family, indexed byω ∈ , of second order partial differential equations,
∂u
∂t
=
N∑
i=1
∂
∂xi
⎛
⎝
N∑
j=1
ai j (θtω, x)
∂u
∂x j
+ ai (θtω, x)u
⎞
⎠ +
N∑
i=1
bi (θtω, x)
∂u
∂xi
+ c0(θtω, x)u, t > s, x ∈ D, (3.1)
where s ∈ R is an initial time and D ⊂ RN is a bounded domain with boundary ∂D,
complemented with boundary condition
Bθtωu = 0, t > s, x ∈ ∂D, (3.2)
where
Bωu =
⎧
⎪⎪⎨
⎪⎪⎩
u (Dirichlet)
N∑
i=1
⎛
⎝
N∑
j=1
ai j (ω, x)
∂u
∂x j
+ ai (ω, x)u
⎞
⎠ νi + d0(ω, x)u (Robin).
Above, ν = (ν1, . . . , νN ) denotes the unit normal vector pointing out of ∂D. When d0 ≡ 0
in the Robin case, Bωu = 0 is also referred to as the Neumann boundary condition.
In addition, we consider also the adjoint problem to (3.1) + (3.2), that is,
− ∂u
∂s
=
N∑
i=1
∂
∂xi
⎛
⎝
N∑
j=1
a ji (θsω, x)
∂u
∂x j
− bi (θsω, x)u
⎞
⎠ −
N∑
i=1
ai (θsω, x)
∂u
∂xi
+ c0(θsω, x)u, s < t, x ∈ D, (3.3)
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where t ∈ R is a final time, complemented with boundary condition
B∗θsωu = 0, s < t, x ∈ ∂D, (3.4)
where B∗ω = Bω in the Dirichlet boundary conditions case, or
B∗ωu =
N∑
i=1
⎛
⎝
N∑
j=1
a ji (ω, x)
∂u
∂x j
− bi (ω, x)u
⎞
⎠ νi + d0(ω, x)u (3.5)
in the Robin case.
When we want to emphasize that (3.1) + (3.2) is considered for some (fixed) ω ∈  we
write (3.1)ω + (3.2)ω. The same holds for (3.3) + (3.4).
Throughout the present section, ‖·‖ stands for the norm in L2(D) or for the norm in
L(L2(D)), dependingon the context. Sometimesweuse summation convention. For example,
we can write (3.1) as
∂t u = ∂i
(
ai j (θtω, x)∂ j u + ai (θtω, x)u
) + bi (θtω, x)∂i u + c0(θtω, x)u.
When speaking of properties satisfied by points in D, we use the expression “for a.e. x ∈ D”
to indicate that the N -dimensional Lebesgue measure of the set of points not satisfying the
property is zero. Similarly, when speaking of properties satisfied by points in ∂D, we use the
expression “for a.e. x ∈ ∂D” to indicate that the (N − 1)-dimensional Lebesgue measure of
the set of points not satisfying the property is zero. The expressions “for a.e. (t, x) ∈ R×D,”
“for a.e. (t, x) ∈ R × ∂D” are used in an analogous way.
3.1 Measurable Linear Skew-Product Semiflows
In this subsection, we give a sketch of the existence theory for (weak) L2(D)-solutions of
(3.1) + (3.2) (or of (3.3) + (3.4)). It is an appropriate modification of the proof presented in
the authors’ monograph [17, Chapter 2 and Subsection 4.1.1].
First of all, we introduce some assumptions on D and the coefficients of the problem (3.1)
+ (3.2).
(PA0) (Boundary regularity) D ⊂ RN is a bounded domain with Lipschitz boundary ∂D.
(PA1) (Measurability) The functions ai j :  × D → R (i, j = 1, . . . , N ), ai :  × D → R
(i = 1, . . . , N ), bi : ×D → R (i = 1, . . . , N ) and c0 : ×D → R are (F⊗B(D),B(R))-
measurable. In the case of Robin boundary conditions the function d0 :  × ∂D → [0,∞)
is (F ⊗ B(∂D),B(R))-measurable.
(PA2)
(i) (Boundedness of second and first order terms) For each ω ∈  the functions [ (t, x) →
ai j (θtω, x) ] (i, j = 1, . . . N ), [ (t, x) → ai (θtω, x) ] (i = 1, . . . , N ) and [ (t, x) →
bi (θtω, x) ] (i = 1, . . . , N ) belong to L∞(R × D), with their L∞(R × D)-norms
bounded uniformly in ω ∈ . In the Robin case, for each ω ∈  the functions [ (t, x) →
d0(θtω, x) ] belong to L∞(R× ∂D), with their L∞(R× ∂D)-norms bounded uniformly
in ω ∈ .
(ii) (Local boundedness of zero order terms) For eachω ∈ , c0(ω, ·) ∈ L∞(D).Moreover,
there are (F,B(R))-measurable functions c(+)0 :  → [0,∞), c(−)0 :  → (−∞, 0],
such that for each ω ∈ ,
•
c(−)0 (ω) ≤ c0(ω, x) ≤ c(+)0 (ω), x ∈ D,
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1054 J Dyn Diff Equat (2016) 28:1039–1079
• the mappings
[
R  t → c(±)0 (θtω) ∈ R
]
are continuous.
(PA3) (Ellipticity) There exists α0 > 0 such that for each ω ∈  there holds
N∑
i, j=1
ai j (θtω, x)ξiξ j ≥ α0
N∑
i=1
ξ2i , ξ = (ξ1, . . . , ξN ) ∈ RN ,
and
ai j (θtω, x) = a ji (θtω, x), i, j = 1, 2, . . . , N ,
for a.e. (t, x) ∈ R × D.
Forω ∈  define functions aωi j : R×D → R, i, j = 1, . . . , N , by aωi j (t, x) := ai j (θtω, x),
and similarly for aωi , b
ω
i (i = 1, . . . , N ), c0, d0. Put
aω := ((aωi j )Ni, j=1, (aωi )Ni=1, (bωi )Ni=1, cω0 , dω0
)
(in the Dirichlet case we put d0 constantly equal to zero).
For s ∈ R, M > 0 and T > 0, let
s,M,T :=
{
ω ∈  : −M ≤ c(−)0 (θtω) ≤ c(+)0 (θtω) ≤ M for s ≤ t ≤ s + T
}
Lemma 3.1 Assume (PA0), (PA1) and (PA2)(ii). Then for any s ∈ R, any M > 0 and any
T > 0, the set s,M,T is a measurable subset of .
Proof Let Q be the set of all rational numbers. Then
s,M,T =
⋂
s≤r≤s+T
r∈Q
{
ω : −M ≤ c(−)0 (θrω) ≤ c(+)0 (θrω) ≤ M
}
.
Clearly, for any r ∈ Q, {ω : −M ≤ c(−)0 (θrω) ≤ c(+)0 (θrω) ≤ M} is a measurable subset of
. It then follows that s,M,T is measurable. unionsq
Observe that for any given s ∈ R and T > 0,
 =
⋃
M>0
M∈Q
s,M,T . (3.6)
From now on we assume that (PA0) through (PA3) are satisfied.
For any s ∈ R, T > 0 and ω ∈ , the restriction
aωs,T :=
(
(aωi j )
N
i, j=1|(s,s+T )×D, (aωi )Ni=1|(s,s+T )×D, (bωi )Ni=1|(s,s+T )×D, cω0 |(s,s+T )×D,
dω0 |(s,s+T )×∂D
)
belongs to L∞((s, s + T ) × D, RN2+2N+1) × L∞((s, s + T ) × ∂D, R). Moreover, the set
{ aωs,T : ω ∈ s,M,T } is bounded in L∞((s, s+T )×D, RN
2+2N+1)×L∞((s, s+T )×∂D, R).
For any s ∈ R, M > 0 and T > 0 we write Ys,M,T for the closure of { aωs,T : ω ∈ s,M,T }
in the weak-* topology of L∞((s, s + T ) × D, RN2+2N+1) × L∞((s, s + T ) × ∂D, R).
Ys,M,T is a compact metrizable space.
We consider, for each a˜ = ((a˜i j )Ni, j=1, (a˜i )Ni=1, (b˜i )Ni=1, c˜0, d˜0
) ∈ Ys,M,T ,
∂t u = ∂i
(
a˜i j (t, x)∂ j u + a˜i (t, x)u
) + b˜i (t, x)∂i u + c˜0(t, x)u, t ∈ (s, s + T ], x ∈ D (3.7)
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complemented with boundary conditions
Ba˜u = 0, t ∈ (s, s + T ], x ∈ ∂D, (3.8)
where Ba˜u = u in the Dirichlet case, or
Ba˜u =
(
a˜i j (t, x)∂ j u + a˜i (t, x)u
)
νi + d˜0(t, x)u (3.9)
in the Robin case. Recall that, if d˜0 ≡ 0 in the Robin case, Ba˜u = 0 is also referred to
as the Neumann boundary condition. To emphasize the dependence of the equation on the
parameter a˜ we write (3.7)a˜ +(3.8)a˜ .
Let V be defined as follows
V :=
⎧
⎪⎪⎨
⎪⎪⎩
◦
W 12 (D) (Dirichlet)
W 12 (D) (Neumann)
W 12,2(D, ∂D) (Robin)
(3.10)
where
◦
W 12 (D) is the closure of D(D) in W 12 (D) and W 12,2(D, ∂D) is the completion of
V0 :=
{
v ∈ W 12 (D) ∩ C(D¯) ∩ C∞(D) : ‖v‖V < ∞
}
with respect to the norm ‖v‖V := (‖∇v‖22 + ‖v‖22,∂D)1/2.
Let
W = W (s, s + T ; V, V ∗) := { v ∈ L2((s, s + T ), V ) : v˙ ∈ L2((s, s + T ), V ∗) } (3.11)
equipped with the norm
‖v‖W :=
⎛
⎝
s+T∫
s
‖v(τ)‖2V dτ +
s+T∫
s
‖v˙(τ )‖2V ∗ dτ
⎞
⎠
1
2
,
where v˙ := dv/dt is the time derivative in the sense of distributions taking values in V ∗ (see
[5, Chapter XVIII] for definitions).
For a˜ ∈ Ys,M,T denote by Ba˜ = Ba˜(t, ·, ·) the bilinear form on V associated with a˜,
Ba˜(t, u, v) :=
∫
D
(
(a˜i j (t, x)∂ j u+a˜i (t, x)u)∂iv−(b˜i (t, x)∂i u+c˜0(t, x)u)v
)
dx, u, v ∈ V,
(3.12)
in the Dirichlet and Neumann boundary condition cases, and
Ba˜(t, u, v) :=
∫
D
(
(a˜i j (t, x)∂ j u + a˜i (t, x)u)∂iv − (b˜i (t, x)∂i u + c˜0(t, x)u)v
)
dx
+
∫
∂D
d˜0(t, x)uv dHN−1, u, v ∈ V, (3.13)
in theRobin boundary condition case, where HN−1 stands for (N−1)-dimensionalHausdorff
measure (since ∂D is Lipschitz, HN−1 is in fact Lebesgue surface measure).
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Definition 3.1 (Weak solution) Let a˜ ∈ Ys,M,T and u0 ∈ L2(D). A function u ∈ L2((s, s +
T ), V ) is a weak solution of (3.7)a˜ + (3.8)a˜ on [s, s + T ] with initial condition u(s) = u0 if
−
s+T∫
s
〈u(τ ), v〉 φ˙(τ ) dτ +
s+T∫
s
Ba˜(τ, u(τ ), v)φ(τ) dτ − 〈u0, v〉φ(s) = 0 (3.14)
for all v ∈ V and φ ∈ D([s, s + T )), where D ([s, s + T )) is the space of all smooth real
functions having compact support in [s, s + T ).
Our next assumptions will guarantee continuous dependence of solutions on parameters.
(PA4) (Convergence almost everywhere)For any s ∈ R, M > 0 and T > 0, for any sequence
(a˜(n)) converging in Ys,M,T to a˜ we have that a˜
(n)
i j → a˜i j , a˜(n)i → a˜i , b˜(n)i → b˜i pointwise
a.e. on (s, s + T )× D and (in the Robin boundary condition case) d˜(n)0 → d˜0 pointwise a.e.
on (s, s + T ) × ∂D.
Below, in Sect. 3.2 we give sufficient conditions ((R)) for (PA4) to be fulfilled.
Proposition 3.1 Let M > 0, s ∈ R and T > 0. Then for each a˜ ∈ Ys,M,T and each
u0 ∈ L2(D) there exists a unique weak solution u˜M,T (·; s, a˜, u0) of (3.7)a˜ + (3.8)a˜ on
[s, s + T ] with initial condition u˜(0) = u0, satisfying the following properties.
(i) (Continuity in L2(D)) For each a˜ ∈ Ys,M,T the mapping
[
[s, s + T ] × L2(D)  (t, u0) → u˜M,T (t; s, a˜, u0) ∈ L2(D)
]
is continuous.
(ii) (Continuity in Ys,M,T ) Assume moreover (PA4). For each u0 ∈ L2(D) the mapping
[
(s, s + T ] × Ys,M,T  (t, a˜) → u˜M,T (t; s, a˜, u0) ∈ L2(D)
]
is continuous.
(iii) (Positivity) For any a˜ ∈ Ys,M,T and any nonzero u0 ∈ L2(D)+ there holds
u˜M,T (t; s, a˜, u0) ∈ L2(D)+\{0} for all t ∈ (s, s + T ].
(iv) (Compactness) Assume moreover (PA4). For any t1, t2 ∈ (s, s + T ], t1 ≤ t2, and any
bounded subset E ⊂ L2(D), { u˜M,T (t; s, a˜, u0) : a˜ ∈ Ys,M,T , t ∈ [t1, t2], u0 ∈ E } is
a relatively compact subset of L2(D).
Indication of proof. Existence of weak solutions follows from [4, Theorem 2.4]. (i) follows
from [4, Theorem 5.1]. (It should be remarked that, formally, in [4] the coefficients are
assumed to be essentially bounded on (s,∞) × D (resp. on (s,∞) × D). However, in the
results utilized here only the values on (s, s + T ) × D (resp. on (s, s + T ) × D) are of
importance.)
(ii), (iii) and (iv) follow along the lines of the proof of [17, Theorem 2.4.1(3), Proposition
2.2.9, Proposition 2.2.5], respectively. unionsq
Proposition 3.2 Let M > 0, s ∈ R and T > 0. Then for any two a˜(1), a˜(2) ∈ Ys,M,T such that
a˜(1)i j (t, x) = a˜(2)i j (t, x), a˜(1)i (t, x) = a˜(2)i (t, x), b˜(1)i (t, x) = b˜(2)i (t, x) a.e. on (s, s + T ) × D,
(in the Robin boundary condition case) d˜(1)0 (t, x) = d˜(2)0 (t, x) a.e. on (s, s + T ) × ∂D, but
c˜(1)0 (t, x) ≤ c˜(2)0 (t, x) a.e. on (s, S + T ) × D, and any u0 ∈ L2(D)+ there holds
u˜M,T (t; s, a˜(1), u0) ≤ u˜M,T (t; s, a˜(2), u0)
for all t ∈ (s, s + T ], where ≤ is understood in the L2(D)+-sense.
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Proof Compare the proof of [17, Proposition 2.2.10(1)–(2)]. unionsq
Define Es,M,T : s,M,T → Ys,M,T by Es,M,T (ω) := aω, restricted to (s, s + T ) × D (or
to (s, s + T ) × ∂D).
Lemma 3.2 Assume moreover (PA4). The mapping Es,M,T is
(
F,B(Ys,M,T )
)
-measurable.
Proof Cf. [17, Lemma 4.1.1]. unionsq
Fix for the moment ω ∈ , s ∈ R and u0 ∈ L2(D). We proceed now to the definition
of the global weak solution u(·; s, ω, u0) of (3.1)ω + (3.2)ω satisfying the initial condition
u(s) = u0.
For n = 1, 2, 3, . . . denote
Mn := max
{− inf{ c(−)0 (θtω) : t ∈ [s, s + n] }, sup{ c(+)0 (θtω) : t ∈ [s, s + n] }
}
.
By (PA2)(ii), Mn < ∞.
Definition 3.2 (Global weak solution) Let ω ∈ , s ∈ R and u0 ∈ L2(D). A global weak
solution of (3.1)ω + (3.2)ω with initial condition u(s) = u0 is defined as
u(t; s, ω, u0) := u˜Mt−s+1,t−s+1
(
t; s, Es,Mt−s+1,t−s+1(ω), u0
)
for t > s.
It follows from the uniqueness of weak solutions that the u(·; s, ω, u0) is well defined.
Lemma 3.3 The global weak solutions of (3.1) + (3.2) have the following properties.
(i) (Time translation) For any ω ∈ , any s ≤ t and any u0 ∈ L2(D) there holds
u(t; s, ω, u0) = u(t − s; 0, θsω, u0).
(ii) (Cocycle identity) For any ω ∈ , any s ≤ t1 ≤ t2 and any u0 ∈ L2(D) there holds
u(t2; s, ω, u0) = u(t2 − t1; t1, θt1−sω, u(t1; s, ω, u0)). (3.15)
Indication of proof. The proof goes by appropriately rewriting the proofs of Proposi-
tions 2.1.6 through 2.1.8 in [17]. unionsq
Similarly, for ω ∈ , t ∈ R and u0 ∈ L2(D) we define a global weak solution
u∗(·; t, ω, u∗0) of the adjoint problem (3.3) + (3.4) satisfying the final condition u(t, ·) = u0.
Lemma 3.4 Let ω ∈  and s < t . Then for any u0, u∗0 ∈ L2(D) there holds
〈u(t; s, ω, u0), u∗0〉 = 〈u0, u∗(s; t, ω, u∗0)〉.
Proof See [17, Proposition 2.3.2]. unionsq
We define
Uω(t)u0 := u(t, 0;ω, u0), (ω ∈ , t ≥ 0, u0 ∈ L2(D)) , (3.16)
U∗ω(t)u∗0 := u∗(−t, 0;ω, u∗0),
(
ω ∈ , t ≥ 0, u∗0 ∈ L2(D)
)
. (3.17)
From now on, we assume additionally that (PA4) is satisfied.
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Proposition 3.3 	 = ((Uω(t))ω∈,t∈R+ , (θt )t∈R) is a measurable linear skew-product
semidynamical system on L2(D) covering a metric dynamical system (θt )t∈R, with 	∗ =((
U∗ω(t)
)
ω∈,t∈R+ , (θ−t )t∈R
)
being its dual.
Proof Equation (2.1) follows in a straightforward way from the definition of a weak solution,
and (2.2) is a consequence of Lemma 3.3. The property that Uω(t) belongs to L(L2(D))
follows from Proposition 3.1(i).
By arguments similar to those in the proof of [17, Lemma 4.1.3], for fixed M > 0 and
T > 0 the mapping
[ [0, T ] × 0,M,T × L2(D)  (t, ω, u0) → u(t, ·;ω, u0) ∈ L2(D)
]
is
(
B([0, T ]) ⊗ F|0,M,T ⊗ B(L2(D)),B(L2(D))
)
-measurable. As T > 0 is arbitrary, it
follows via (3.6) that the mapping
[
R
+ ×  × L2(D)  (t, ω, u0) → Uω(t)u0 ∈ L2(D)
]
is
(
B(R+) ⊗ F ⊗ B(L2(D)),B(L2(D))
)
-measurable.
In order to check that 	∗ is indeed the dual of 	, observe that
〈u0,U∗ω(t)u∗0〉 = 〈u0, u∗(0,−t;ω, u∗0)〉 (by (3.17))
= 〈u(t; 0, θ−tω, u0), u∗0〉 (by Lemma 3.4)
= 〈Uθ−tω(t)u0, u∗0〉.
unionsq
Wewill call	 as above themeasurable linear skew-product semiflow on L2(D) generated
by (3.1)+(3.2). The above construction of the measurable linear skew-product semiflow on
L2(D), as well as its dual, can be repeated for the case when the zero-order term c0(·, ·) is
put to be constantly equal to zero, that is, for the problem
∂t u = ∂i
(
ai j (θtω, x)∂ j u + ai (θtω, x)u
) + bi (θtω, x)∂i u, t > s, x ∈ D, (3.18)
complemented with boundary condition
Bωu = 0, t > s, x ∈ ∂D, (3.19)
where Bω is the same as in (3.2), and its adjoint
− ∂su = ∂i
(
a ji (θsω, x)∂ j u − bi (θsω, x)u
) − ai (θsω, x)∂i u, s < t, x ∈ D, (3.20)
complemented with boundary condition
B∗ωu = 0, s < t, x ∈ ∂D, (3.21)
where B∗ω is the same as in (3.4).
For ω ∈ , s ∈ R and u0 ∈ L2(D) let u0(·; s, ω, u0) stand for the global weak solution
of (3.18)ω + (3.19)ω satisfying the initial condition u(s) = u0. Similarly, for ω ∈ , t ∈ R
and u0 ∈ L2(D) let u0∗(·; t, ω, u0) stand for the global weak solution of (3.20)ω + (3.21)ω
satisfying the final condition u(t) = u0. We write
U 0ω(t)u0 := u0(t, 0;ω, u0), (ω ∈ , t ≥ 0, u0 ∈ L2(D)) , (3.22)
U 0∗ω (t)u∗0 := u0∗(−t, 0;ω, u∗0),
(
ω ∈ , t ≥ 0, u∗0 ∈ L2(D)
)
. (3.23)
Since the coefficients of (3.18) + (3.19) and of (3.20) + (3.21) are bounded uniformly in
ω and x , one obtains the following exponential estimate (see [4, Theorem 5.1]).
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Proposition 3.4 There exists γ ∈ R such that
‖U 0ω(t)‖ ≤ eγ t (3.24)
for all ω ∈  and t > 0.
Proposition 3.5 For any ω ∈ , u0 ∈ L2(D)+ and t > 0,
exp
⎛
⎝
t∫
0
c(−)0 (θτω) dτ
⎞
⎠U 0ω(t)u0 ≤ Uω(t)u0 ≤ exp
⎛
⎝
t∫
0
c(+)0 (θτω) dτ
⎞
⎠U 0ω(t)u0.
Proof It follows by arguments as in the proof of [17, Lemma4.3.1] that the solution of (3.1)ω
+ (3.2)ω with c0(θtω, x) replaced by c
(±)
0 (θtω), satisfying the initial condition u(0, ·) = u0,
equals
[
t → exp
( t∫
0
c(±)0 (θτω) dτ
)
U 0ω(t)u0
]
.
It suffices now to apply Proposition 3.2. unionsq
3.2 Generalized Floquet Subspaces, Lyapunov Exponent, and Exponential Separation
In this subsection, we investigate the existence of generalized Floquet subspaces, Lyapunov
exponent, and exponential separation. Throughout this subsection, we assume (PA0)–(PA3).
We first introduce some further assumptions on D and the coefficients of the problem (3.1)
+ (3.2).
(PA5) (Focusing) There exist e, e∗ ∈ L2(D)+, ‖e‖ = ‖e∗‖ = 1, ˜, ˜∗ ≥ 1, and ν˜, ν˜∗ > 0
with the property that for each ω ∈  and any nonzero u0, u∗0 ∈ L2(D)+ one can find
β˜(ω, u0), β˜∗(ω, u∗0) > 0 such that
β˜(ω, u0)e ≤ U 0ω(1)u0 ≤ ˜β˜(ω, u0)e, (3.25)
β˜∗(ω, u∗0)e∗ ≤ U 0∗ω (1)u∗0 ≤ ˜∗β˜∗(ω, u∗0)e∗. (3.26)
Moreover,
β˜(ω, e) ≥ ν˜, (3.27)
β˜∗(ω, e∗) ≥ ν˜∗ (3.28)
for all ω ∈ .
At the end of this section, we give two sets of sufficient assumptions on the first and
second-order coefficients, (R)(i), and (R)(ii), for the satisfaction of (PA4) and (PA5).
(PA6) (Zero order terms)
(i) The mapping
[
  ω → ∫ 10 c(+)0 (θtω) dt ∈ R+
]
belongs to L1((,F, P));
(ii) the mapping
[
  ω → ln+ ∫ 10
(
c(+)0 (θtω) − c(−)0 (θtω)
)
dt ∈ R+ ] belongs to
L1((,F, P));
(iii) the mapping
[
  ω → ∫ 10
(
c(+)0 (θtω) − c(−)0 (θtω)
)
dt ∈ R+ ] belongs to
L1((,F, P));
(iv) the mapping
[
  ω → ∫ 10 c(−)0 (θtω) dt ∈ R−
]
belongs to L1((,F, P)).
In the rest of this subsection, 	 = ((Uω(t)), (θt )) denotes the measurable linear skew-
product semiflow on L2(D) generated by (3.1) + (3.2), and 	∗ = ((U∗ω(t)), (θ−t )) denotes
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the dual of	. The following are the main theorems of this subsection. Recall that we assume
that (PA0) through (PA3) are fulfilled.
Theorem 3.1 (Entire positive solution) Assume (PA4), (PA6)(i), and that (C1)(ii) holds for
	. Moreover, assume that
lim sup
t→∞
ln‖Uω(t)‖
t
> −∞.
Then for P-a.e. ω ∈  there exists a nontrivial entire positive solution of (3.1)ω + (3.2)ω.
Theorem 3.2 (Generalized principal Floquet subspaces and Lyapunov exponent) Assume
(PA4)–(PA5), and (PA6)(i)–(ii). Then there are:
• an invariant set ˜0 ⊂ , P(˜0) = 1,
• an (F,B(L2(D)))-measurable function w : ˜0 → L2(D)+ with ‖w(ω)‖ = 1 for all
ω ∈ ˜0,
• an (F,B(L2(D)))-measurable function w∗ : ˜0 → L2(D)+ with ‖w∗(ω)‖ = 1 for all
ω ∈ ˜0,
having the following properties:
(i)
w(θtω) = Uω(t)w(ω)‖Uω(t)w(ω)‖
for any ω ∈ ˜0 and t ≥ 0.
(i)∗
w∗(θ−tω) = U
∗
ω(t)w
∗(ω)
‖U∗ω(t)w∗(ω)‖
for any ω ∈ ˜0 and t ≥ 0.
(ii) Let for some ω ∈ ˜0 a function vω : R → L2(D)+\{0} be an entire orbit of Uω. Then
vω(t) = ‖vω(0)‖wω(t) for all t ∈ R, where
wω(t) :=
{(
Uθtω(−t)|E˜1(θtω)
)−1
w(ω) for t < 0
Uω(t)w(ω) for t ≥ 0,
with E˜1(ω) = span{w(ω)}.
(ii)∗ Let for some ω ∈ ˜0 a function v∗ω : R → L2(D)+\{0} be an entire orbit of U∗ω. Then
v∗ω(t) = ‖v∗ω(0)‖w∗ω(t) for all t ∈ R, where
w∗ω(t) :=
{(
U∗θ−tω(−t)|E˜∗1 (θ−tω)
)−1
w∗(ω) for t < 0
U∗ω(t)w∗(ω) for t ≥ 0,
with E˜∗1 (ω) = span{w∗(ω)}.
(iii) There is λ˜1 ∈ [−∞,∞) such that for any ω ∈ ˜0,
λ˜1 = lim
t→±∞
ρt (ω)
t
=
∫

ln ρ1 dP
= lim
t→±∞
ln ρ∗t (ω)
t
=
∫

ln ρ∗1 dP,
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where
ρt (ω) =
{
‖Uω(t)w(ω)‖ for t ≥ 0
1/‖Uθtω(−t)w(θtω)‖ for t < 0,
ρ∗t (ω) =
{
‖U∗ω(t)w(ω)‖ for t ≥ 0
1/‖U∗θ−tω(−t)w∗(θ−tω)‖ for t < 0.
(iv) For any ω ∈ ˜0 and u ∈ L2(D)+\{0},
lim sup
t→∞
ln ‖Uω(t)u‖
t
= λ˜1.
(v) For any ω ∈ ˜0 and u ∈ L2(D)\{0}
lim sup
t→∞
ln ‖Uω(t)u‖
t
≤ λ˜1
and
lim
t→∞
ln ‖Uω(t)‖
t
= λ˜1.
(vi) Assume, moreover, (PA6)(iv) hold. Then λ˜1 > −∞.
Theorem 3.3 (Generalized exponential separation) Assume (PA4)–(PA5) and (PA6)(i),(iii).
Then the family {P˜(ω)}ω∈˜0 of projections associated with the invariant decomposition
E˜1(ω) ⊕ F˜1(ω) = L2(D), where F˜1(ω) = { u0 ∈ L2(D) : 〈u0, w∗(ω)〉 = 0 }, is strongly
measurable and tempered. Moreover, the following holds.
(i) F˜1(ω) ∩ L2(D)+ = {0} for any ω ∈ ˜0.
(ii)
lim
t→∞
ln ‖Uω(t)‖
t
= lim
t→∞
ln ‖Uω(t)u0‖
t
= λ˜1
for any ω ∈ ˜0 and any u0 ∈ L2(D)\F˜1(ω) (in particular, for any nonzero u0 ∈
L2(D)+).
(iii) There exist σ˜ ∈ (0,∞] and λ˜2 ∈ [−∞,∞), λ˜2 = λ˜1 − σ˜ , such that
lim
t→∞
1
t
ln
‖Uω(t)|F˜(ω)‖
‖Uω(t)w(ω)‖ = −σ˜
and
lim
t→∞
ln ‖Uω(t)|F˜1(ω)‖
t
= λ˜2
for each ω ∈ ˜0.
Before we prove Theorems 3.1–3.3, we first prove some propositions.
Proposition 3.6 (Integrability) Assume (PA6)(i). Then (C1)(i) and (C1)∗(i) hold for 	 and
	∗, respectively.
Proof We prove the corresponding properties for 	 only, proofs for 	∗ being similar.
Since the norm on L2(D) is monotonic, it follows by Proposition 3.5 that
‖Uω(t)u0‖ ≤ exp
( t∫
0
c(+)0 (θτω) dτ
)
‖U 0ω(t)u0‖
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for anyω ∈ , t > 0 and u0 ∈ L2(D)+. As, by the Banach lattice property, each u0 ∈ L2(D)
can be written as u+0 − u−0 , with u±0 ∈ L2(D)+, ‖u±0 ‖ ≤ ‖u0‖, we have
‖Uω(t)‖ ≤ 2 exp
( t∫
0
c(+)0 (θτω) dτ
)
‖U 0ω(t)‖.
Proposition 3.4 together with (PA6)(i) conclude the proof. unionsq
Remark 3.1 (1) (Compactness) By Proposition 3.1 (iv), (C1)(iii) and (C1)∗(iii) are satisfied
for 	 and 	∗.
(2) (Positivity) By Proposition 3.1 (iii), (C2) and (C2)∗ are satisfied for 	 and 	∗.
Proposition 3.7 (Focusing) Assume (PA5) and (PA6)(ii). Then (C3) and (C3)∗ are satisfied
for 	 and 	∗, respectively.
Proof We prove (C3). (C3)∗ can be proved similarly.
Proposition 3.5 together with (PA5) implies that
β(u0, ω)e ≤ Uω(1)u0 ≤ (ω)β(u0, ω)e ∀ u0 ∈ L2(D)+,
where β(u0, ω) = β˜(ω, u0) exp(
∫ 1
0 c
(−)
0 (θtω) dt) and (ω) = ˜ exp(
∫ 1
0 (c
(+)
0 (θtω) −
c(−)0 (θtω)) dt). This together with (PA6)(ii) implies (C3). unionsq
Proposition 3.8 (Strong focusing) Assume (PA5) and (PA6)(iii). Then (C4) holds.
Proof First of all, by Proposition 3.7, (C3) and (C3)∗ are satisfied for	 and	∗, respectively.
Next, by the arguments of Proposition 3.7,
(ω) = ˜ exp
⎛
⎝
1∫
0
(
c(+)0 (θtω) − c(−)0 (θtω)
)
dt
⎞
⎠
and
∗(ω) = ˜∗ exp
⎛
⎝
1∫
0
(
c(+)0 (θtω) − c(−)0 (θtω)
)
dt
⎞
⎠ .
Then by (PA6)(iii),
ln , ln ∗ ∈ L1((,F, P)).
Now, by [17, Proposition 2.2.9(2)], for any u0, u∗0 ∈ L2(D)+\{0},
(
U 0ω(1)u0
)
(x) > 0 ∀ x ∈ D
and (
U 0∗ω (1)u∗0
)
(x) > 0 ∀ x ∈ D.
Then by (PA5),
e(x) > 0 and e∗(x) > 0 ∀ x ∈ D
and hence
〈e, e∗〉 > 0.
Therefore (C4) holds. unionsq
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Proposition 3.9 (Strong positivity in one direction) Assume (PA5) and (PA6)(iv). Then (C5)
and (C5)∗ hold.
Proof We prove the corresponding properties for 	 only, proofs for 	∗ being similar.
By (3.25), (3.27) and Proposition 3.5,
Uω(1)e ≥ ν˜ exp
⎛
⎝
1∫
0
c(−)0 (θtω) dt
⎞
⎠e
for any ω ∈ . This together with (PA6)(iv) implies that (C5) holds. unionsq
Wenow prove Theorems 3.1–3.3. Observe that (C0) and (C0)∗ are satisfied for X = X∗ =
L2(D).
Proof of Theorem 3.1 Assume (PA4), (PA6)(i), and that (C1)(ii) hold for 	. By Proposi-
tion 3.6 and Remark 3.1, (C1)(i)–(iii) and (C2) are satisfied. By Proposition 2.3,
λ1 = lim
t→∞
ln‖Uω(t)‖
t
> −∞ for P-a.e. ω ∈ .
The theorem then follows from Theorem 2.1. unionsq
Proof of Theorem 3.2 Assume (PA4)–(PA5), and (PA6)(i)–(ii). By Proposition 3.6 and
Remark 3.1, (C1)(i), (C1)∗(i), (C2), and (C2)∗ are satisfied. By Proposition 3.7, (C3) and
(C3)∗ are satisfied. Theorem 3.2(i)–(v) then follows from Theorem 2.2(1)–(5) and Theo-
rem 2.3.
Assume, moreover, (PA6)(iv) holds. Then by Proposition 3.9, (C5) holds. Theorem 3.2(vi)
then follows from Theorem 2.2(7). unionsq
Proof of Theorem 3.3 Assume (PA4)–(PA5) and (PA6)(i),(iii). By Proposition 3.6 and
Remark 3.1, (C1)(i), (C1)∗, (C2), and (C2)∗ are satisfied. By Proposition 3.8, (C4) is satisfied.
Theorem 3.3 then follows from Theorem 2.4. unionsq
We now give sufficient conditions, (R)(i), (R)(ii), for the satisfaction of (PA4) and (PA5).
(R) Either of the assumptions below, (R)(i) or (R)(ii), is satisfied:
(R)(i) (Higher-order coefficients independent of ω) In the Dirichlet boundary condition
case:
• The functions ai j (i, j = 1, . . . , N ), ai (i = 1, . . . , N ), bi (i = 1, . . . , N ) depend on
x only, and belong to L∞(D).
In the Robin boundary condition case:
• D is a bounded domain, where its boundary ∂D is an (N − 1)-dimensional manifold
of class C2.
• The functions ai j (i, j = 1, . . . , N ), ai (i = 1, . . . , N ), bi (i = 1, . . . , N ) depend on
x only, and belong to C1(D¯).
• The function d0 depends on x only, and belongs to C1(∂D).
(R)(ii) (Classical case) There exists α ∈ (0, 1) such that
• ∂D is an (N − 1)-dimensional manifold of class C3+α .
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• For each ω ∈  the functions aωi j (i, j = 1, . . . , N ) and aωi (i = 1, . . . , N ) belong to
C2+α,2+α(R × D¯). Moreover, their C2+α,2+α(R × D¯)-norms are bounded uniformly
in ω ∈ .
• For each ω ∈  the functions bωi (i = 1, . . . , N ) belong to C2+α,1+α(R × D¯).
Moreover, their C2+α,1+α(R × D¯)-norms are bounded uniformly in ω ∈ .
• In the Robin boundary condition case, for each ω ∈  the function dω0 belongs to
C2+α,2+α(R×∂D).Moreover, their C2+α,2+α(R×∂D)-norms are bounded uniformly
in ω ∈ .
Proposition 3.10 If (R) holds, then (PA4) and (PA5) are satisfied.
Proof First, assume (R)(i). Regarding (PA4) there is nothing to prove. As the coefficients
are independent of ω, we write the global solution of (3.1) + (3.2) (in the case c0 ≡ 0) with
initial value u(0) = u0 ∈ L2(D) as u0(·; u0). By Proposition 3.1(iii),
u0(1; u0) ≡ 0 ∀ u0 ∈ L2(D)+\{0}. (3.29)
We claim that there are e ∈ L2(D)+, C > 0, and β˜ : L2(D)+\{0} → (0,∞) such that
β˜(u0)e ≤ u0(1; u0) ≤ C β˜(u0)e (3.30)
for any nonzero u0 ∈ L2(D)+.
In fact, it follows from [8,9] that there is a simple eigenvalue λprinc (the principal eigen-
value) of the problem
{
∂i
(
ai j (x)∂ jv + ai (x)v
) + bi (x)∂iv = λv, x ∈ D,
Bωv = 0, x ∈ ∂D, (3.31)
which is real and larger than and bounded away from the real parts of the remaining eigenval-
ues, and that an eigenfunction corresponding to it (a principal eigenfunction) can be chosen
so to take positive values on D (note that Bω in (3.31) is independent of ω).
As e we take the principal eigenfunction, normalized so that ‖e‖ = 1. In the Dirichlet
boundary condition case, by [9, Theorem 2.1], there is a constant C > 1 such that
sup
x∈D
u0(1; u0)(x)
u0(1; e)(x) ≤ C infx∈D
u0(1; u0)(x)
u0(1; e)(x) (3.32)
for any u0 ∈ L2(D)+\{0}. In the Robin boundary condition case, by [8, Theorem 2.5], there
is a constant C¯ > 1 such that
sup
x∈D¯
u0(1; u0)(x) ≤ C¯ inf
x∈D¯
u0(1; u0)(x) ∀ u0 ∈ L2(D)+. (3.33)
Then by [17, Lemma 3.3.1], (3.32) also holds.
As u0(1; e) = eλprince, we obtain
β˜(u0)e ≤ u0(1; u0) ≤ C β˜(u0)e
for any nonzero u0 ∈ L2(D)+, where
β˜(u0) = eλprinc infx∈D
u0(1; u0)(x)
u0(1; e)(x)
is positive, since otherwise, by (3.32), u0(1; u0) would be constantly equal to zero, which
contradicts (3.29). Therefore, (3.30) holds, which implies that (3.25) is satisfied. (3.26) is
proved in an analogous way. Regarding (3.27) and (3.28), there is nothing to prove.
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Second, we assume (R)(ii). We embed problem into a family of problems as in [17].
For ω ∈  put
a0,ω := ((aωi j )Ni, j=1, (aωi )Ni=1, (bωi )Ni=1, 0, dω0
)
(in the Dirichlet case we put dω0 constantly equal to zero). Let Y
0 be the closure of the set
{ a0,ω : ω ∈  } in the weak-* topology of L∞(R × D, RN2+2N+1) × L∞(R × ∂D, R). We
define E0 :  → Y 0 by E0(ω) := a0,ω.
For each a˜0 = ((a˜i j )Ni, j=1, (a˜i )Ni=1, (b˜i )Ni=1, 0, d˜0
) ∈ Y 0 we have that a˜i j , a˜i ∈
C2+α,2+α(R × D¯), b˜i ∈ C2+α,1+α(R × D¯) and d˜0 ∈ C2+α,2+α(R × D¯), with the corre-
sponding norms bounded uniformly in a˜0 ∈ Y 0. Also, on Y 0 the weak-* and open-compact
topologies coincide. Consequently, (PA4) holds.
We consider, for each s ∈ R and each a˜0 ∈ Y 0,
∂t u = ∂i
(
a˜i j (t, x)∂ j u + a˜i (t, x)u
) + b˜i (t, x)∂i u, t ∈ (s,∞), x ∈ D (3.34)
complemented with boundary conditions
Ba˜0u = 0, t ∈ (s,∞), x ∈ ∂D, (3.35)
where Ba˜0 = B in the Dirichlet or periodic cases, or
Ba˜0u =
(
a˜i j (t, x)∂ j u + a˜i (t, x)u
)
νi + d˜0(t, x)u (3.36)
in the Robin case.
For s ∈ R, a˜0 ∈ Y 0 and u0 ∈ L2(D) let u˜0(·; s, a˜0, u0) stand for the global weak solution
of (3.34)a˜0 + (3.35)a˜0 satisfying the initial condition u(s) = u0. By the linearity of the
problems, we can (and do) write U 0
a˜0
(t)u0 for u˜0(t; 0, a˜0, u0).
By [17, Theorem 3.3.1], there is a continuous function w0 : Y 0 → L2(D)+ with
‖w0(a˜0)‖ = 1 for any a˜0 ∈ Y 0 such that
U 0a˜0(t)w
0(a˜0) = ‖U 0a˜0(t)w0(a˜0)‖w0(a˜0 · t) ∀ t ≥ 0, (3.37)
where a˜0 · t denotes the t-translate of a˜0. In the Dirichlet boundary condition case, let e be
the positive principal eigenfunction of
{
u = λu, x ∈ D
u = 0, x ∈ ∂D
with ‖e‖ = 1 and in the Robin boundary condition case, let e be a constant positive function
with ‖e‖ = 1. We claim that there are positive constants C−,C+ > 0 such that
C−e ≤ w0(a˜0) ≤ C+e ∀ a˜0 ∈ Y 0. (3.38)
In fact, assume that C− does not exist. Then there is a sequence (a˜(n)) ⊂ Y 0 such that
w0(a˜(n)) ≥ 1
n
e
does not hold for all n ≥ 1. By (R)(ii), without loss of generality, we may assume that
a˜(n) → a˜0 ∈ Y 0 as n → ∞. This implies that
w0(a˜(n)) → w0(a˜0)
as n → ∞ in L2(D). [17, Lemma 3.5.1] implies that
w0(a˜(n)) → w0(a˜0)
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in C1(D¯). As, by (3.37), w0(a˜0) equals U 0
a˜0·(−1)(1)w
0(a˜0 · (−1)) multiplied by a positive
number andw0(a˜0·(−1)) ∈ L2(D)+\{0}, from theHopfmaximumprinciple (in theDirichlet
case) or the strong maximum principle (in the Neumann or Robin cases) we deduce that there
is C0 > 0 such that w0(a˜0) > C0e, so
w0(a˜(n)) ≥ C0e ∀ n  1.
This is a contradiction. Hence C− exists. Similarly, we can prove that C+ exists.
We also claim that there is C > 0 such that
sup
x∈D
(
U 0
a˜0
(1, 0)u0
)
(x)
(
U 0
a˜0
(1, 0)w(a˜0)
)
(x)
≤ C inf
x∈D
(
U 0
a˜0
(1, 0)u0
)
(x)
(
U 0
a˜0
(1, 0)w(a˜0)
)
(x)
(3.39)
for all a˜0 ∈ Y 0 and u0 ∈ L2(D)+. In fact, in the Dirichlet boundary condition case, (3.39)
follows from [9, Theorem 2.1]. In the Neumann or Robin boundary condition cases, by [8,
Theorem 2.5], there is a constant C˜ > 1 such that
sup
x∈D¯
(
Ua˜0(1, 0)u0
)
(x) ≤ C˜ inf
x∈D¯
(
Ua˜0(1, 0)w(a˜
0)
)
(x) ∀ u0 ∈ L2(D)+, a˜0 ∈ Y 0.
Then by [17, Lemma 3.3.1], (3.39) also holds.
By (3.38) and (3.39),
β˜(u0)e ≤ U 0a˜0(1, 0)u0 ≤ C β˜(u0)e ∀ u0 ∈ L2(D)+, (3.40)
where
β˜(u0) = inf
x∈D
(
Ua˜0(1, 0)u0
)
(x)
(
Ua˜0(1, 0)w(a˜0)
)
(x)
is positive, since otherwise, by (3.39), Ua˜0(1, 0)u0 would be constantly equal to zero. This
implies (3.25).
To prove (3.27), suppose to the contrary that there is a sequence (a˜(n)) ⊂ Y 0 such that
Ua˜(n) (1, 0)e ≥
1
n
e
does not hold for all n ≥ 1. By (R)(ii), without loss of generality, we may assume that
a˜(n) → a˜0 ∈ Y 0 as n → ∞. [17, Proposition 2.5.4] implies that
Ua˜(n) (1, 0)e → Ua˜0(1, 0)e
in C1(D¯). By the Hopf maximum principle (in the Dirichlet case) or the strong maximum
principle (in the Neumann or Robin cases), we can find Cˆ > 0 such that Ua˜0(1, 0)e > Cˆe,
so
Ua˜(n) (1, 0)e ≥ C0e ∀ n  1.
This is a contradiction. Hence (3.27) is satisfied.
The fulfillment of (3.26) and (3.28) follows by applying analogous reasoning to the adjoint
problem. unionsq
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4 Systems of Linear Random Delay Differential Equations
In this section, we consider applications of the general results stated in Section 2 to (1.3),
that is, the following system of linear random delay differential equations,
du
dt
= A(θtω)u(t) + B(θtω)u(t − 1) (4.1)
where u ∈ RN , N ≥ 2, and A(ω), B(ω) are N by N real matrices (we write A(ω), B(ω) ∈
R
N×N ):
A(ω) =
⎛
⎜⎜⎜⎝
a11(ω) a12(ω) · · · a1N (ω)
a21(ω) a22(ω) · · · a2N (ω)
...
...
. . .
...
aN1(ω) aN2(ω) · · · aNN (ω)
⎞
⎟⎟⎟⎠ ,
and
B(ω) =
⎛
⎜⎜⎜⎝
b11(ω) b12(ω) · · · b1N (ω)
b21(ω) b22(ω) · · · b2N (ω)
...
...
. . .
...
bN1(ω) bN2(ω) · · · bNN (ω)
⎞
⎟⎟⎟⎠ .
Again, let ((,F, P), (θt )t∈R) be an ergodic metric dynamical system, with P complete.
In this section, as a Banach space X we will consider the space C([−1, 0], RN ) of con-
tinuous RN -valued functions defined on [−1, 0].
The symbol ‖·‖ stands, depending on the context, either for the Euclidean norm on RN , or
for the Euclidean matrix norm on the algebra RN×N , or else for the corresponding maximum
norm on C([−1, 0], RN ):
‖u‖ = max
t∈[−1,0]‖u(t)‖ for u(·) ∈ C([−1, 0], R
N ).
Similarly, ‖·‖1 stands either for the 1-norm on RN or for the corresponding maximum norm
on C([−1, 0], RN ):
‖u‖1 = max
t∈[−1,0]‖u(t)‖1 for u(·) ∈ C([−1, 0], R
N ).
Wewill use the notation≤ (and≥) to denote the order relations generated by the standard
cone (RN )+ in RN as well as the standard cone C([−1, 0], RN )+ in C([−1, 0], RN ).
Throughout this section, we make the following standing assumption.
(OA0) (Measurability) A, B :  → RN×N are (F,B(RN×N ))-measurable, and [R  t →
A(θtω) ∈ RN×N ], [R  t → B(θtω) ∈ RN×N ] are continuous for all ω ∈ .
Under the assumption (OA0), for any u0 ∈ C([−1, 0], RN ) and any ω ∈ , there is a
unique function
[ [−1,∞)  t → u(t;ω, u0) ∈ RN
]
such that
• Equation (4.1) is satisfied for each t ≥ 0, where for t = 0 we understand the right-hand
derivative;
• the initial condition
u(τ ;ω, u0) = u0(τ ) ∀ τ ∈ [−1, 0] (4.2)
holds.
For a proof see, e.g., [7, Chapter 2].
We give now a useful representation of the solution of (4.1)+(4.2). Namely, for ω ∈ 
and u00 ∈ RN denote by U 0ω(t)u00 the value at time t ≥ 0 of the solution of u′ = A(θtω)u
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satisfying the initial condition u(0) = u00. For each ω ∈  and each u0 ∈ C([−1, 0], RN )
the function u(·;ω, u0) is the solution of the integral equation
u(t;ω, u0) = U 0ω(t)u0(0) +
t∫
0
U 0θτ ω(t − τ)B (θτω) u (τ − 1;ω, u0) dτ, t > 0. (4.3)
For t ≥ 0, ω ∈  and u0 ∈ C([−1, 0], RN ) define Uω(t)u0 ∈ C([−1, 0], RN ) by the
formula
(Uω(t)u0) (τ ) := u (t + τ ;ω, u0) , τ ∈ [−1, 0].
Proposition 4.1 Under (OA0),
(
(Uω(t))ω∈,t∈[0,∞), (θt )t∈R
)
is a measurable linear skew-
product semiflow on C([−1, 0], RN ) covering (θt ).
Proof The satisfaction of (2.1) and (2.2) is a standard exercise.
The continuity, for any ω ∈  and any u0 ∈ C([−1, 0], RN ), of the mapping [ [0,∞) 
t → Uω(t)u0 ∈ C([−1, 0], RN ) ] is straightforward. The fact that for each ω ∈  and t ≥ 0
the mapping Uω(t) is a bounded linear operator from C([−1, 0], RN ) into C([−1, 0], RN )
is a consequence of the continuous dependence of solutions on initial values (see, e.g., [7,
Chapter 2, in particular Section 2.6]).
Fix now u0 ∈ C([−1, 0], RN ) and t > 0. In view of Proposition 2.1 it is enough to
prove the measurability of the mapping
[
  ω → Uω(t)u0 ∈ C([−1, 0], RN )
]
. Further,
it follows from (2.2) that it suffices to prove that for t ∈ (0, 1].
By a variant of Pettis’ Measurability Theorem (see, e.g., [6, Corollary 4 on pp. 42–
43]) combined with other results on measurable Banach-space-valued functions [1, Theo-
rem 4.38 on p. 145 and Lemma 11.37 on p. 424], the mapping
[
  ω → Uω(t)u0 ∈
C([−1, 0], RN ) ] is (F,B (C([−1, 0], RN )))-measurable if and only if the mapping [ 
ω → (Uω(t)u0) (τ ) ∈ RN
]
is
(
F,B(RN )
)
-measurable for each τ ∈ [−1, 0]. Conse-
quently, the problem reduces to proving the
(
F,B(RN )
)
-measurability of the mapping[
  ω → u(t;ω, u0) ∈ RN
]
for each t ∈ (0, 1].
Observe that for such t (4.3) takes the form
u (t;ω, u0) = U 0ω(t)u0(0) +
t∫
0
U 0θτ ω(t − τ)B (θτω) u0(τ − 1) dτ.
By repeated application of the variant of Pettis’ Measurability Theorem mentioned above,
together with (OA0) and the fact that
[
 × [0, 1]  (ω, s) → Uω(s) ∈ RN×N
]
is (F ⊗
B([0, 1]),B(RN×N ))-measurable (see, e.g., [2, Example 2.2.8]) together with (OA0) we
obtain the desired result. unionsq
From now until the end of the present section we assume that (OA0) holds. We
will call
(
(Uω(t))ω∈,t∈[0,∞), (θt )t∈R
)
the measurable linear skew-product semiflow on
C([−1, 0], RN ) generated by (4.1).
Proposition 4.2 (Compactness) For any k ∈ N, Uω(k) is, for each ω ∈ , completely
continuous.
Proof Let k ∈ N be given. Fix ω ∈ . Since for each u0 ∈ C([−1, 0], RN ) the mapping[ [0, k]  t → ‖Uω(t)u0‖ ∈ [0,∞)
]
is continuous, the Uniform Boundedness Theorem
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implies that the set { ‖Uω(t)‖ : t ∈ [0, k] } is bounded.Denote its supremumbyM . Obviously,
M ≥ 1. For any k − 1 ≤ t1 < t2 ≤ k and any u0 ∈ C([−1, 0], RN ) we estimate
‖u(t2;ω, u0) − u(t1;ω, u0)‖
≤
t2∫
t1
‖A(θsω)‖‖u(s;ω, u0)‖ ds +
t2∫
t1
‖B(θsω)‖‖u(s − 1;ω, u0)‖ ds
≤
⎛
⎝
t2∫
t1
max{‖A(θsω)‖, ‖B(θsω)‖} ds
⎞
⎠ (M + 1)‖u0‖,
which implies, via (OA0), that the set {Uω(k)u0 : ‖u0‖ ≤ 1 } is equicontinuous. unionsq
To investigate the generalized principal Floquet spaces and principal Lyapunov exponent
of
(
(Uω(t))ω∈,t∈[0,∞), (θt )t∈R
)
, we state more standing assumptions on A(ω) and B(ω).
Let
aii (ω) := min0≤s<t≤1
k=0,1,...,N+1
k+t∫
k+s
aii (θτω) dτ (4.4)
and
a(ω) := min{ea11(ω), ea22(ω), . . . , eaNN (ω)}. (4.5)
(OA1) (Cooperativity)
(i) ai j (ω) ≥ 0 for all i = j , i, j = 1, 2, . . . , N and ω ∈ .
(ii) bi j (ω) ≥ 0 for all i, j = 1, 2, . . . , N and ω ∈ .
(OA2) (Integrability)
(i) The function [  ω → max
1≤i, j≤N ai j (ω) ] is in L1((,F, P)).
(ii) The function [  ω → max
1≤i, j≤N bi j (ω) ] is in L1((,F, P)).
(OA3) (Irreducibility) There is an (F,B(R))-measurable function δ :  → (0,∞) such that
for each ω ∈  and i ∈ {1, 2, . . . , N } there are j0 = i, j2, j3, . . . , jN−1 ∈ {1, 2, . . . , N }
satisfying
(i) { j0, j1, . . . , jN−1} = {1, 2, . . . , N } and b jl+1 jl (θtω) ≥ δ(ω) for 0 ≤ t ≤ N + 2 and
l = 0, 1, . . . , N − 2.
(ii) ln+ ln
(
β/β
) ∈ L1((,F, P)), where
β(ω) = min
{
aN+2(ω)δk(ω)
k! ,
aN+3(ω)δk(ω)
k! : k = 1, 2, . . . , N
}
,
β(ω) = max{a¯N+2(ω)(1 + N δ¯(ω))N+1, a¯N+2(ω)N δ¯(ω)(1 + N δ¯(ω))N+1},
a¯(ω) = exp
⎛
⎝
N+2∫
0
N∑
l=1
max
1≤k≤N alk(θτω) dτ
⎞
⎠ , δ¯(ω) = max
0≤t≤N+2
i, j=1,2,...,N
bi j (θtω).
(iii) ln− β ∈ L1((,F, P)), where β is as in (ii).
(OA4) (Positivity)
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(i) There is an (F,B(R))-measurable function δ :  → (0,∞) such that for any ω ∈ 
and any i = j there holds max{bi j (θtω)} ≥ δ(ω) for t ∈ [0, 2].
(ii) ln+ ln
(
β/β
) ∈ L1((,F, P)), where
β(ω) = a2(ω)δ(ω)
and
β(ω) = max {a2(ω) (1 + N δ¯(ω)) , a2(ω)N δ¯(ω) (1 + N δ¯(ω))} ,
a¯(ω) = exp
⎛
⎝
2∫
0
N∑
l=1
max
1≤k≤N alk(θτω) dτ
⎞
⎠, δ¯(ω) = max
0≤t≤2
i, j=1,2,...,N
bi j (θtω).
(iii) ln− β ∈ L1((,F, P)), where β is as in (ii).
For an analog of (OA3) and (OA4) for quasi-periodic systems of delay differential equa-
tions, see [21].
In the rest of this section, 	 denotes
(
(Uω(t))ω∈,t∈[0,∞), (θt )t∈R
)
, the measurable linear
skew-product semiflow generated by (4.1) on C([−1, 0], RN ) covering (θt ). The following
are the main theorems of this section.
Theorem 4.1 (Entire positive solution) Assume (OA1) and (OA2). Assume, moreover, that
B(ω) is nonsingular for each ω ∈  and
lim
t→∞
ln ‖Uω(t)‖
t
> −∞ P-a.e. on . (4.6)
Then for P-a.e. ω ∈  there exists a nontrivial entire positive solution of (4.1)ω.
In view of Proposition 2.2, a sufficient condition for the satisfaction of (4.6) is given in
Theorem 4.2(2) below.
Theorem 4.2 (1) (Generalized principal Floquet subspaces and Lyapunov exponent) Let
(OA1) and (OA2) be satisfied. Moreover, assume (OA3)(i)–(ii) or (OA4)(i)–(ii).
Then 	 admits families of generalized principal Floquet subspaces {E˜1(ω)}ω∈˜1 ={span {w(ω)}}ω∈˜1 .
(2) (Finiteness of generalized principal Lyapunov exponent) Let (OA1) and (OA2) be satis-
fied. Moreover, assume (OA3)(i)–(iii) or (OA4) (i)–(iii). Then λ˜1 > −∞, where λ˜1 is the
generalized principal Lyapunov exponent of 	 associated to the generalized principal
Floquet subspaces {E˜1(ω)}ω∈˜1 .
To prove the above theorems, we first prove some propositions.
Proposition 4.3 (Positivity) Assume (OA1). Then 	 satisfies (C2).
Proof It suffices to prove that u(t;ω, u0) ≥ 0 for all t ≥ 0 provided that u0 ∈
C([−1, 0], RN )+. SinceU (0)ω (t) takes, for t ≥ 0, (RN )+ into (RN )+ (see, e.g., [28, Theorem
1]), we have, by (4.3), that u(t;ω, u0) ≥ 0 for all t ∈ [0, 1]. Now we proceed by induction:
If u(t;ω, u0) ≥ 0 for t ∈ [0, k] for some k ∈ N, repeating the previous reasoning with ω
replaced by θkω we obtain that u(t;ω, u0) ≥ 0 for t ∈ [k, k + 1]. unionsq
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Proposition 4.4 (Integrability). Assume (OA1) and (OA2). Then for any k ∈ N, (C1)(i) with
1 replaced by k is satisfied for 	, that is, the functions
[
  ω → sup
0≤s≤k
ln+ ‖Uω(s)‖ ∈ [0,∞)
] ∈ L1((,F, P))
and [
  ω → sup
0≤s≤k
ln+ ‖Uθsω(k − s)‖ ∈ [0,∞)
] ∈ L1((,F, P)).
Proof Fix ω ∈  and u0 ∈ X+ with ‖u0‖ = 1, and denote u(·) = (u1(·), . . . , uN (·)) :=
u(·;ω, u0). For each 1 ≤ i ≤ N we estimate
dui (t)
dt
=
N∑
j=1
ai j (θtω)u j (t) +
N∑
j=1
bi j (θtω)u j (t − 1)
≤ max
1≤ j≤N ai j (θtω) ·
N∑
k=1
uk(t) + max
1≤ j≤N bi j (θtω) ·
N∑
k=1
uk(t − 1).
Consequently, in view of Proposition 4.3,
d
dt
‖u(t)‖1 ≤
N∑
i=1
max
1≤ j≤N ai j (θtω) · ‖u(t)‖1 +
N∑
i=1
max
1≤ j≤N bi j (θtω) · ‖u(t − 1)‖1,
for all t ≥ 0, which implies that for any t ≥ 0,
‖u(t)‖1 ≤ exp
⎛
⎝
t∫
0
N∑
i=1
max
1≤ j≤N ai j (θsω) ds
⎞
⎠ ‖u(0)‖1
+
t∫
0
exp
⎛
⎝
t∫
τ
N∑
i=1
max
1≤ j≤N ai j (θsω) ds
⎞
⎠
(
N∑
i=1
max
1≤ j≤N bi j (θτω)
)
×‖u(τ − 1)‖1 dτ. (4.7)
By (4.7) and (OA1), for 0 ≤ t ≤ 1,
‖u(t)‖1
≤ exp
⎛
⎝
1∫
0
N∑
i=1
max
1≤ j≤N ai j (θsω) ds
⎞
⎠ ·
⎛
⎝1 +
1∫
0
N∑
i=1
max
1≤ j≤N bi j (θτω) dτ
⎞
⎠
max−1≤τ≤0‖u(τ )‖1 (4.8)
which implies that for 0 ≤ t ≤ 1,
‖Uω(t)u0‖1≤exp
⎛
⎝
1∫
0
N∑
i=1
max
1≤ j≤N ai j (θsω) ds
⎞
⎠ ·
⎛
⎝1+
1∫
0
N∑
i=1
max
1≤ j≤N bi j (θτω) dτ
⎞
⎠ · ‖u0‖1.
(4.9)
123
1072 J Dyn Diff Equat (2016) 28:1039–1079
AsC([−1, 0], RN ) is a Banach lattice, with ‖·‖1 a lattice norm, any u0 ∈ X , can bewritten
as u+0 − u−0 with ‖u+0 ‖1 ≤ ‖u0‖1, ‖u−0 ‖1 ≤ ‖u0‖1. By (4.9), we have that for 0 ≤ t ≤ 1,
‖Uω(t)u0‖ ≤ ‖Uω(t)u0‖1 ≤ ‖Uω(t)u+0 ‖1 + ‖Uω(t)u−0 ‖1
≤ 2 exp
⎛
⎝
1∫
0
N∑
i=1
max
1≤ j≤N ai j (θsω) ds
⎞
⎠ ·
⎛
⎝1 +
1∫
0
N∑
i=1
max
1≤ j≤N bi j (θτω) dτ
⎞
⎠
×‖u0‖1
≤ 2√N exp
⎛
⎝
1∫
0
N∑
i=1
max
1≤ j≤N ai j (θsω) ds
⎞
⎠ ·
⎛
⎝1 +
1∫
0
N∑
i=1
max
1≤ j≤N bi j (θτω) dτ
⎞
⎠
×‖u0‖ (4.10)
for all ω ∈ , u0 ∈ X and 0 ≤ t ≤ 1. This implies that
ln+ ‖Uω(t)‖
≤ ln 2 + 12 ln N +
1∫
0
(
N∑
i=1
max
1≤ j≤N ai j (θτω)
)
dτ + ln
⎛
⎝1 +
1∫
0
N∑
i=1
max
1≤ j≤N bi j (θτω) dτ
⎞
⎠
(4.11)
for all ω ∈  and 0 ≤ t ≤ 1. Observe that for 0 ≤ t ≤ 1,
‖Uω(t + k − 1)‖ = ‖Uθk−1ω(t)Uθk−2ω(1)Uθk−2ω(1) . . .Uω(1)‖
≤ ‖Uθk−1ω(t)‖ · ‖Uθk−2ω(1)‖ · . . . · ‖Uω(1)‖. (4.12)
Equations (4.10), (4.11) and (4.12) together with (OA2) imply the first statement in (1). The
second statement is proved in much the same way. unionsq
Proposition 4.5 (Focusing)
(1) Assume (OA1) and (OA3)(i)–(ii). Then (C3) with 1 replaced by N + 2 holds.
(2) Assume (OA1) and (OA4)(i)–(ii). Then (C3) with 1 replaced by 2 holds.
Proof (1) Assume (OA1) and (OA3)(i)–(ii). We let e denote both the vector (1, 1, . . . , 1)
and the function constantly equal to that vector on [−1, 0]. Let u0 ∈ C([−1, 0], RN )+ be
given.
We first claim that
β(ω)
⎛
⎝‖u0(0)‖1 +
1∫
0
‖u0(τ − 1)‖1 dτ
⎞
⎠ e ≤ Uω(N + 2)u0. (4.13)
Observe that it suffices to prove (4.13) for the case thatu0(t) = (0, . . . , 0, u0i (t), 0, . . . , 0).
Without loss of generality, we assume that u0(t) = (u01(t), 0, . . . , 0). By (OA3)(i),(ii), there
are j0, j1, . . . , jN−1 such that
b jl+1 jl (ω) ≥ δ(ω) ∀ j = 0, 1, . . . , N − 1,
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where j0 = 1, jl = jk for k = l, l, k = 1, 2, . . . , N − 1. We show by induction that for
k ≤ t ≤ k + 1, k = 1, 2, . . . , N − 1,
⎧
⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
u ji (t;ω, u0)≥ak+1(ω)δi (ω)
⎛
⎝
1∫
0
u01(τ−1) dτ · 1
(i − 1)! +u01(0) ·
1
i !
⎞
⎠ , 1≤ i≤k−1
u jk (t;ω, u0) ≥ ak+1(ω)δk(ω)
⎛
⎝
1∫
0
u01(τ − 1) dτ · (t − k)
k−1
(k − 1)! + u01(0) ·
(t − k)k
k!
⎞
⎠ .
(4.14)
Put ui (t) = ui (t;ω, u0). Note that for t ≥ 0,
u˙1(t) ≥ a11(θtω)u1(t) (4.15)
and
u˙ jl (t) ≥ a jl jl (θtω)u jl (t) + b jl jl−1(θtω)u jl (t − 1) ∀ l = 1, 2, . . . , N . (4.16)
Hence, for 0 ≤ t ≤ 1,
u1(t) ≥ exp
⎛
⎝
t∫
0
a11(θτω) dτ
⎞
⎠ u01(0) ≥ a(ω)u01(0) (4.17)
and
u j1(t) ≥
t∫
0
exp
⎛
⎝
t∫
τ
a j1 j1(θsω) ds
⎞
⎠ b j11(θτω)u1(τ − 1) dτ ≥ a(ω)δ(ω)
t∫
0
u01(τ − 1) dτ.
(4.18)
By (4.15)–(4.18), for 1 ≤ t ≤ 2,
u j1(t) ≥ exp
⎛
⎝
t∫
1
a j1 j1(θτω) dτ
⎞
⎠ u j1(1) +
∫ t
1
exp
⎛
⎝
t∫
τ
a j1 j1(θsω) ds
⎞
⎠
× b j11(θτω)u1(τ − 1) dτ
≥ a2(ω)δ(ω)
1∫
0
u01(τ − 1) dτ + a(ω)δ(ω)
t∫
1
u1(τ − 1) dτ
≥ a2(ω)δ(ω)
⎛
⎝
1∫
0
u01(τ − 1) dτ + u01(0) · (t − 1)
⎞
⎠ . (4.19)
Hence (4.14) holds for k = 1.
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Assume that (4.14) holds for k = l − 1. Then by (4.16), for l ≤ t ≤ l + 1,
u ji (t) ≥ exp
⎛
⎝
t∫
l
a ji ji (θτω) dτ
⎞
⎠ u ji (l)
≥ a(ω)u ji (l)
≥ al+1(ω)δi (ω)
⎛
⎝
1∫
0
u01(τ − 1) dτ · 1
(i − 1)! + u01(0) ·
1
i !
⎞
⎠
for i = 1, 2, . . . , l − 1,
u jl (t) ≥
t∫
l
exp
(∫ t
τ
a jl jl (θsω) ds
)
b jl jl−1(θτω)u jl−1(τ − 1) dτ
≥ a(ω)δ(ω)
t∫
l
u jl−1(τ − 1) dτ
≥ al+1(ω)δl(ω)
⎛
⎝
1∫
0
u01(τ − 1) dτ ·
t∫
l
(s − l)l−2
(l − 2)! ds + u01(0)
t∫
l
(s − l)k−1
(l − 1)! ds
⎞
⎠
= al+1(ω)δl(ω)
⎛
⎝
1∫
0
u01(τ − 1) dτ · (t − l)
l−1
(l − 1)! + u01(0) ·
(t − l)l
l!
⎞
⎠ .
By induction, (4.14) holds for k = 1, 2, . . . , N − 1.
Putting in (4.14) k = N − 1 and t = N we have
u ji (N ) ≥ aN (ω)δi (ω)
⎛
⎝
1∫
0
u01(τ − 1) dτ · 1
(i − 1)! + u01(0) ·
1
i !
⎞
⎠ , 1 ≤ i ≤ N − 1,
(4.20)
from which it follows, noting that u˙ ji (t) ≥ a ji ji (θtω)u ji (t), that
u ji (t) ≥ aN+2(ω)δi (ω)
⎛
⎝
1∫
0
u01(τ − 1) dτ · 1
(i − 1)! + u01(0) ·
1
i !
⎞
⎠ ,
N ≤ t ≤ N + 2, 1 ≤ i ≤ N − 1. (4.21)
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Regarding u1(t), observe that there is k ∈ {1, . . . , N − 1} such that b1 jk (θtω) ≥ δ(ω) for
0 ≤ t ≤ N + 2. For N ≤ t ≤ N + 2, by (4.21), we have
u1(t) ≥
t∫
N
exp
⎛
⎝
t∫
τ
a11(θsω) ds
⎞
⎠ b1 jk (θτω)u jk (τ − 1) dτ
≥ a(ω)δ(ω)
t∫
N
u jk (τ − 1) dτ
≥ aN+3(ω)δk+1(ω)
⎛
⎝
1∫
0
u01(τ − 1) dτ · 1
(k − 1)! + u01(0) ·
1
k!
⎞
⎠ (t − N ). (4.22)
It follows from (4.22) that
u1(t)≥aN+3(ω)δk+1(ω)
⎛
⎝
1∫
0
u01(τ − 1) dτ · 1
(k − 1)! +u01(0) ·
1
k!
⎞
⎠ , N+1≤ t≤N+2.
(4.23)
Putting together (4.21) and (4.23) we obtain (4.13).
Next, we claim that for any u0 ∈ C([−1, 0], RN )+,
u(t;ω, u0) ≤ β¯(ω)
⎛
⎝
1∫
0
‖u0(τ − 1)‖1 dτ + ‖u0(0)‖1
⎞
⎠ e, N + 1 ≤ t ≤ N + 2. (4.24)
To prove (4.24), let v(t) = ‖u(t;ω, u0)‖1. Notice that for t ≥ 0, we have
v˙(t) ≤
N∑
l=1
max
1≤k≤N alk(θtω) · v(t) + N δ¯(ω)v(t − 1). (4.25)
We prove by induction that for k − 1 ≤ t ≤ k, k = 1, 2, . . . , N + 2,
v(t) ≤ a¯k(ω)(1+N δ¯(ω))k−1v(0)+ a¯k(ω)N δ¯(ω)(1+N δ¯(ω))k−1
1∫
0
v(τ −1) dτ. (4.26)
In fact, for 0 ≤ t ≤ 1, by (4.25),
v(t) ≤ exp
⎛
⎝
t∫
0
N∑
l=1
max
1≤k≤N alk(θτω) dτ
⎞
⎠ v(0)
+ N δ¯(ω)
t∫
0
exp
⎛
⎝
t∫
τ
N∑
l=1
max
1≤k≤N alk(θsω) ds
⎞
⎠ v(τ − 1) dτ
≤ a¯(ω)v(0) + a¯(ω)N δ¯(ω)
1∫
0
v(τ − 1) dτ.
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Hence (4.26) holds for k = 1. Assume that (4.26) holds for k = l. Then for l ≤ t ≤ l + 1,
v(t) ≤ exp
⎛
⎝
t∫
l
N∑
l=1
max
1≤k≤N alk(θτω) dτ
⎞
⎠ v(l)
+ N δ¯(ω)
t∫
l
exp
⎛
⎝
t∫
τ
N∑
l=1
max
1≤k≤N alk(θsω) ds
⎞
⎠ v(τ − 1) dτ
≤ a¯(ω)v(l) + a¯(ω)N δ¯(ω)
t∫
l
v(τ − 1) dτ
≤ a¯(ω)(1 + N δ¯(ω))
[
a¯l(ω)(1 + N δ¯(ω)l−1v(0)
+ a¯l(ω)N δ¯(ω)(1 + N δ¯(ω))l−1
∫ 1
0
v(τ − 1) dτ
]
= a¯l+1(ω)(1 + N δ¯(ω)lv(0) + a¯l+1(ω)N δ¯(ω)(1 + N δ¯(ω))l
1∫
0
v(τ − 1) dτ.
By induction, (4.26) holds. The claim (4.24) follows from (4.26). (1) follows from (4.13)
and (4.24).
(2) Assume (OA1) and (OA4)(i)–(ii).
We first prove that for any u0 ∈ C([−1, 0], RN )+,
Uω(2)u0 ≥ β(ω)
(
‖u0(0)‖1 +
1∫
0
‖u0(τ − 1)‖1 dτ
)
e. (4.27)
Note that
u˙i (t;ω, u0) ≥ aii (θtω)ui (t;ω, u0) + δ(ω)‖u(t − 1;ω, u0)‖1 ∀ i = 1, 2, . . . , N .
Hence for 0 ≤ t ≤ 1 and 1 ≤ i ≤ N ,
ui (t;ω, u0) ≥ exp
⎛
⎝
t∫
0
aii (θτω) dτ
⎞
⎠ u0i (0) +
t∫
0
exp
⎛
⎝
t∫
τ
aii (θsω) ds
⎞
⎠
× δ(ω)‖u0(τ − 1)‖1 dτ
≥ a(ω)u0i (0) + a(ω)δ(ω)
t∫
0
‖u0(τ − 1)‖1 dτ.
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Then for 1 ≤ i ≤ N and 1 ≤ t ≤ 2, we have
ui (t;ω, u0) ≥ exp
⎛
⎝
t∫
1
aii (θτω) dτ
⎞
⎠ ui (1;ω, u0)
+
t∫
1
exp
⎛
⎝
t∫
τ
aii (θsω) ds
⎞
⎠ δ(ω)‖u(τ − 1;ω, u0)‖1 dτ
≥ a(ω)
⎛
⎝a(ω)‖u0(0)‖1 + a(ω)δ(ω)
1∫
0
‖u0(τ − 1)‖1 dτ
⎞
⎠
+ a(ω)δ(ω)
t∫
1
‖u(τ − 1;ω, u0)‖1 dτ
≥ a2(ω)‖u0(0)‖1 + a2(ω)δ(ω)
1∫
0
‖u0(τ − 1)‖1 dτ.
Hence (4.27) holds.
Next, we note that, by the arguments as in (1), there holds
u(t;ω, u0) ≤ ¯¯β(ω)
⎛
⎝‖u0(0)‖1 +
1∫
0
‖u0(τ − 1)‖1 dτ
⎞
⎠ e, 1 ≤ t ≤ 2. (4.28)
(2) follows from (4.27) and (4.28). unionsq
Proof of Theorem 4.1 By Proposition 4.2, Uω(k) satisfies (C1)(iii). Assume B(ω) is non-
singular. Then Uω(k) is injective and hence (C1)(ii) is satisfied. By Proposition 4.4, (C1)(i)
is satisfied with 1 replaced by any k ∈ N. By Proposition 4.3, (C2) is satisfied with 1 replaced
by any k ∈ N. Hence the conditions in Proposition 2.3 are satisfied. Theorem 4.1 then follows
from Theorem 2.1. unionsq
Proof of Theorem 4.2 (1) In view of Propositions 4.4 through 4.5 the first part follows from
Theorem 2.2(5).
(2) Assume, for definiteness, that (OA3)(iii) is satisfied. It follows from the proof of
Proposition 4.5 (Eq. (4.13)) and Proposition 4.3 that
Uω(N + 2)e ≥ 2Nβ(ω)e,
consequently, by the monotonicity of the norm ‖·‖,
ln ‖Uω(n(N + 2))e‖
n(N + 2) ≥
1
n(N + 2)
n−1∑
k=0
ln β(θk(N+2)ω) + ln(2N )
N + 2 .
An application of the Birkhoff ergodic theorem to the function − ln β gives that for P-a.e.
ω ∈  there holds
lim
n→∞
1
n
n−1∑
k=0
ln β(θk(N+2)ω)) =
∫

ln β(θN+2·) dP(·) > −∞,
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hence
lim sup
t→∞
ln ‖Uω(t)e‖
t
> −∞.
By Definition 2.2(iv), for P-a.e. ω ∈  we have
lim sup
t→∞
ln ‖Uω(t)e‖
t
≤ λ˜1,
which concludes our proof. unionsq
In systems of delay differential equations the choice ofC([−1, 0], RN ) as the “state space”
is not the only possible: observe that, since the dual space is not separable, we are unable
to apply the theory of generalized exponential separation as presented in [18]. It appears
that applying the (separable and reflexive) space L2((−1, 0), RN ) ⊕ RN (as in [3]) could be
useful in proving such properties.
For some linear time-periodic (systems of) delay differential equations with an addi-
tional structure invariant decompositions into countably many finite-dimensional subbundles
(labelled by a lap number) were proved in [14,15].
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