Abstract. The uniqueness theorem for the relative entropy was proven by A.Hobson. Recently, the Tsallis entropy was characterized by H.Suyari in terms of the generalized ShannonKhinchin's axiom. In this short paper, we characterize the Tsallis relative entropy in the finite discrete system by generalizing the conditions in Hobson's axiom.
Introduction
It is known that Shannon entropy is uniquely determined by the Shannon-Khinchin axiom [1] which is called the uniqueness theorem for Shannon entropy. This axiom was improved by Faddeev [2] in the sense that his axiom is simpler than Shannon-Khinchin's one. See [3, 4, 5, 6] , for the details. Acquiring the axiomatic derivation of Shannon entropy, information theory has widely been developed with the concept of entropy [6, 7, 8, 9, 10] . On the other hand, an another statistical measure of information was introduced in [11] . This quantity is now called the relative entropy or Kullback-Leibler information and plays an important role in information theory and statistical physics and so on [12] . The uniqueness theorem for this relative entropy was proven by A.Hobson in [13] .
Until today, several extensions of the entropy have been formulated and studied. See [14, 15, 16, 17, 18, 19, 20] for example. The Tsallis entropy introduced in [19] and the structural a-entropy introduced in [16] (the entropy of type β introduced in [17] ) are called nonextensive (nonadditive) entropies since they do not have additivity for two independent random variables, while the Rényi entropy introduced in [14] and the Shannon entropy are called extensive (additive) entropies. The uniqueness theorem for the structural a-entropy was given by four generalized axioms in [16] . Recently, the uniqueness theorem for the nonextensive entropy was completely proven by H.Suyari in [21] after the modifications of [22] and [23] . The relative entropy based on the Tsallis entropy which is one of the typical nonextensive entropy, was forumulated and discussed in [24, 25, 26] form the physical point of view. The fundamental properties of the Tsallis relative entropy both in classical system and quantum system were studied in [27] from the mathematical point of view. Getting togethor the results by A.Hobson [13] and by H.Suyari [21] , we characterize the Tsallis relative entropy by means of the generalized properties. Simultaneously, our result gives a generalization of the former two results [13] and [21] .
A characterization theorem and its proof
In the paper [13] , A.Hobson showed the uniqueness theorem for the relative entropy as follows.
Theorem 2.1 ([13])
We suppose the function D 1 (A|B) is defined for any pair of two probability distributions A = {a j } and B = {b j } for j = 1, · · · , n. If D 1 (A|B) satisfies the following conditions, then it is necessary given by the form k n j=1 a j log a j b j with a positive constant k.
(H1) Continuity: D 1 (A|B) is a continuous function of its 2n variables.
(H2) Symmetry :
(H3) Grouping axiom :
where
) is an increasing function of n 0 and a decreasing function of n, for any integers n, n 0 such that n 0 ≥ n.
The Tsallis entropy was defined in the following [19] . Definition 2.2 For any probability distribution A = {a j } satisfying a j ≥ 0 for all j and n j=1 a j = 1 and any positive real number q, the Tsallis entropy is defined by
After about one decade of discover of the Tsallis entropy, the Tsallis relative entropy was independently introduced in the following [24, 25, 26] .
Definition 2.3
We suppose A = {a j } and B = {b j } are probability distributions satsfying a j ≥ 0, b j ≥ 0 for any j and n j=1 a j = n j=1 b j = 1. Then the Tsallis relative entropy between A and B, for any q ≥ 0 is defined by
Note that the Tsallis entropy and Tsallis relative entropy are one parameter extensions of the Shannon entropy S 1 (A) and the relative entropy D 1 (A|B) respectively, in the sense that :
and
For the Tsallis relative entroy, it is known that the several fundamental properties, which are listed in the below, hold as parametrically extensions of the relative entropy. For example, see [27] .
Proposition 2.4 (1) (Continuity) D q (A|B) is a continuous function for a j and b j .
(5) (Pseudoadditivity)
(6) (Joint convexity) For 0 ≤ λ ≤ 1, any q ≥ 0 and the probability distributions
(8) (Monotonicity) For the transition probability matrix W , we have
Conversely, we show that we can characterize the Tsallis relative entropy by the generalized properties. We consider the function D q defined for two probability distributions A = {a j } and B = {b j } with one parameter q ≥ 0. We characterize the Tsallis relative entropy by means of the following the triplet of the generalized conditions (A1), (A2) and (A3). (A1) and (A2) are same to (H1) and (H2), respectively. We use the generalized condition (A3) instead of (H3) and (H4). As shown in the next section, we may use (A3') and (A4) instead of (A3). ((A3') and (A4) correspond to (H3) and (H4), respectively.) Acutually, in [13] , the general version of (H3) was derived :
and applied to prove the uniqueness theorem for the relative entropy. The condition (A5) corresponding to (H5) will be used in Proposition 3.2 to characterize the function φ(q) which will appear in the Theorem 2.5. Then we have the following theorem.
Theorem 2.5 If the function D q (A|B), defined for any pairs of the probability distributions A = {a i } and B = {b i } on a finite probability space, satisfies the conditions (A1)-(A3) in the below, then D q (A|B) is necessary given by the form
with a certain function φ(q).
(A1) Continuity : D q (a 1 , · · · , a n |b 1 , · · · , b n ) is a continuous function for 2n variables.
(A2) Symmetry :
(A3) Generalized additivity :
for any natural number s and t such that t ≥ s. By the use of (A2), we have
Also by (A3), we have
From the above two equations, we have
Thus we have
By the use of the quite similar way of Lemma 5 in the paper [16] , we find that there exists a certain function φ(q) that depends only on the parameter q, such that
Here we suppose all a i and b i are rational numbers. Then we may set c i =
m k for some natural numbers l i and m i such that l i ≤ m i . We further set a ij =
. Substituting these into (A3), we have
From (A1) and the fact that any real number can be approximated by a rational munber, the above result is true for any positive real number a i and b i satisfying
Our condition (A3) is a generalization of (H3') in the sense that the factor c 3 A charactrization of φ(q) and remarks on our axiom
In the first two propositions of this section, we characterize the function φ(q) which was appeared in Theorem 2.5 of the previous section.
Proposition 3.1
The property that Tsallis relative entropy is one parameter extension of relative entropy:
characterize the function φ(q) such as (c1) lim q→1 φ(q) = 0.
(c2) There exists an interval (a, b) such that a < 1 < b and φ(q) is differentiable on the interval (a, 1) ⊂ (1, b).
(c3) There exists positive number k such taht lim q→1
by q so that we obtain (c2). Moreover, by the l'Hopital's formula, we have
which implies (c3).
Proposition 3.2
The condition that D q (A|U ) takes the minimum value for fixed posterior probability distribution as uniform distribution
is concave in a i for q > 1 and convex in a i for 0 ≤ q < 1, we obtain (c4) in order to satisfy the condition that D q (A|U ) takes a minimum value.
As a simple example of φ(q) to satisfy the above four conditions from (c1) to (c4), we may take φ(q) = 1 − q and k = 1. Then we can obtain the Tsallis relative entropy defined in Eq.(3). Also if we set φ(q) = 1 − 2 1−q and k = 1, we obtain the relative entropy of type β :
which was appeared in the equation (7.2.46 ) of the book [18] . Finally, we give a few remarks on the conditions of Theorem 2.5 in the following two propositions.
Proposition 3.3
The following conditions (A3') and (A4) imply the condition (A3) in Theorem 2.5.
(A3') Generalized grouping axiom: The following additivity holds.
(Proof ) We introduce the symbol D q by D q (a 1 , · · · , a n | * ) ≡ D q (a 1 , · · · , a n |b 1 , · · · , b n ) to simplify the description of this proof. From the condition (A3'), we have
+ (a n−1 + a n ) q (b n−1 + b n ) 1−q D q a n−1 a n−1 + a n , a n a n−1 + a n | *
and D q (a 1 , · · · , a n−2 , a n−1 + a n | * ) = D q ( A, a n−1 + a n * |)
where 
which means the condition (A3) holds for n + 1. Thus we have the proposition.
Proposition 3.4
The conditions (A3') in the above Proposition 3.3 and the following condition (A4') imply the condition (A3) Theorem 2.5.
(A4') Expandability :
(Proof ) (A3') derive the equation Eq. (12) and Eq. (13) Proposition 3.3 and Proposition 3.4 tell us that we may use the axiom composed from the set of { (A1),(A2),(A3') and (A4) } or { (A1),(A2),(A3') and (A4') } instead of the set of { (A1),(A2) and (A3) } in Theorem 2.5.
Conclusion
We have characterized the Tsallis relative entropy by the parametrically extended conditions of the axiom formulated by A.Hobson [13] . This means that our theorem is a generalization of Hobson's one. Our result also includes the uniqueness theorem proven by H.Suyari [21] as a special case, in the sense that the choice of a trivial distribution for B = {b j } of the Tsallise relative entropy produces the essential form of the Tsallis entropy. However we should give a comment that our theorem require the symmetry (A2), although Suyari's one not so.
