This paper presents and compares several methods of measuring continuous baseline covariate imbalance in clinical trial data. Simulations illustrate that though the t-test is an inappropriate method of assessing continuous baseline covariate imbalance, the test statistic itself is a robust measure in capturing imbalance in continuous covariate distributions. Guidelines to assess effects of imbalance on bias, type I error rate and power for hypothesis test for treatment effect on continuous outcomes are presented, and the benefit of covariate-adjusted analysis (ANCOVA) is also illustrated.
Introduction
When properly designed, comparative randomised trials provide the foundation for concrete decisions on efficacy and safety of new therapies.
1,2 Green 3 explains that the goals of these clinical trials are to determine which of two or more interventions is more effective in treatment or prevention, and to convince the community of the results. The latter is best accomplished when treatment groups are comparable. Comparable treatment groups with respect to covariate distributions are important not only for face validity, but also for achieving maximal power, especially in the case of interim analysis, early stopping, and secondary outcome analyses. 4 Under random subject allocation, the expected level of imbalance in covariate distributions is zero. However, a single trial is only one experiment that is subject to stochastic phenomena. Therefore, individual randomised clinical trials will exhibit some level of covariate imbalance, and the questions arise:
(1) Did randomisation 'work' in balancing covariate distributions for a single trial? (2) What level of covariate imbalance will impact overall results and analysis (i.e. bias, type I error rate, power)?
Current practice in reporting clinical trial data generally involves presenting a ' Table 1 ,' displaying baseline variable summary statistics stratified by treatment group. A significance test often accompanies. Pocock et al. 6 and Austin et al. 7 reviewed clinical trials reported in four high profile journals from July to September of 1997 and January to June of 2007, respectively. Pocock et al. found that 92% of trials reported this Table 1 , and 48% of these tables included baseline significance tests. In the review by Austin et al., 96.5% of articles reported this table with baseline tests for significance occurring 38% of the time. In both reviews, the authors point out inconsistency, lack of clarity in interpretation of these tests, and failure to explain decisions to adjust for influential covariates in subsequent analysis.
Baseline significance tests seem a natural way of evaluating randomisation schemes, but they can be both controversial and uninformative. [6] [7] [8] [9] If subject allocation to treatment groups is random, then 'statistically significant' imbalances occur 5% of the time. Furthermore, tests for continuous covariate balance usually compare means or medians across treatment groups, and a statistically insignificant difference across treatment groups does not imply distributional balance. Senn 9 shows that statistically insignificant levels of imbalance, as measured by the two-sample independent Z-or t-statistic, can result in large inflation of type I error rates in analysis of a continuous, normal outcome. Thus, the t-test is an inappropriate way of assessing continuous baseline covariate imbalance across treatment groups, but the t-statistic itself may be a useful measure of baseline covariate imbalance. The level of imbalance (as measured by the t-statistic) resulting in biased treatment effect estimation remains to be discovered and it will be explored in this paper, but the t-statistic as a measure of imbalance relies heavily on the assumption of normality of covariate(s).
This paper compares several candidate measures of imbalance for continuous covariates (including the t-statistic) and uses simulation results to select one of these measures for predicting detrimental effect on power, type I error rate, and bias in an unadjusted analysis for continuous primary outcome. Based on the selected measurement of imbalance, specific levels of imbalance corresponding to nontrivial levels of bias in treatment effect estimation are presented. Section 2 explains several candidate measures of imbalance, and Section 3 outlines simulation methods and criteria for evaluating predictability of each measurement. Section 4 presents simulation results, and the final section discusses overall significance of these results.
Candidate measures of imbalance
The statistical literature illustrates a variety of candidate measurements of imbalance for comparing continuous covariate distributions in clinical trials. Evaluation of treatment allocation schemes often involves computer simulation to compare balancing capabilities of different algorithms. Stigsby and Taves 10 assess their rank-minimisation algorithm in comparison to other algorithms by comparing t-statistic values from baseline significance tests for different allocation schemes. The allocation algorithm showing the smallest t-statistic is deemed the 'best' method of balancing continuous covariates. Greevy et al. 11 use absolute difference in means across treatment groups and Wilcoxon rank-sum p-values in comparing balancing capabilities of treatment allocation algorithms. Rosenbaum and Rubin 12 have used a measure similar to the t-statistic known as the 'standardised covariate bias.' While the p-values associated with these statistics are not informative measures, the absolute mean difference, t-statistic, the standardised covariate bias, or the Wilcoxon rank-sum statistics themselves are potential candidate measures of imbalance for continuous covariate distributions.
Begg, Iglewicz 13 and Atkinson 14,15 use a precision or efficiency measurement in their simulation studies comparing optimum designs based on linear models. These measures capture precision associated with the treatment effect estimate in a final linear model for primary outcome, and they would, therefore, be expected to be associated with power and type I error rate. This measure seems logical for statisticians, but remains unintuitive for the less statistically inclined. Furthermore, calculations of this measurement are not universal across all types of outcomes (i.e. Calculation will be different for generalised linear models, proportional hazards models, etc.). [16] [17] [18] [19] For these reasons, the simulations to follow do not examine efficiency or precision. The measures compared in these simulation studies are discussed in more detail below.
The t-statistic
The Z or t-statistic (or variation thereof) is one candidate measure of imbalance that will be evaluated in the simulations that follow. Senn 9 illustrates that for a normally distributed outcome (Y) and a normally distributed covariate (X) in a clinical trial involving two treatment groups, a onesided hypothesis test for treatment effect failing to condition on a correlated X can result in inflated type I error rate that is directly related to level of imbalance in that covariate (as measured by the Z or t-statistic). In fact, the actual size ðd x Þ of a one-sided unadjusted test for mean treatment effect is equivalent to:
In this case corrðX, YÞ ¼ , Z is the one-sided critical value for a two-sample independent Z-test comparing mean outcome across treatment groups, n 1 (or n 2 ) is the number of subjects allocated to the active (or placebo) treatment arm, 2 x is the variance of X, d x is the mean difference in X across treatment groups, and d Ã x is the standardised mean difference in X across treatment groups (also known as the Z-statistic comparing means in covariate X across treatment groups). It can be easily seen that as d x or d Ã x increases for a positively correlated covariate (such that the active treatment group is favoured), ðd x Þ will also increase. On the other hand, if the placebo group is favoured, it can be shown that ðd x Þ decreases as the magnitude of imbalance increases, resulting in a conservative test for treatment effect. 6, 9 It can further be shown that d Ã x is also associated with power of an unadjusted test for treatment effect in the situation outlined above. The actual power ðd x Þ of such a test can be represented as follows:
In this case increases for a positively associated covariate such that the active treatment group is favoured, the actual power ðd x Þ of a test for treatment effect will increase (because type I error rate is inflated), but if the placebo group is favoured, d Ã x will decrease (because type I error rate will be much less than the nominal level). Pocock et al. 6 also point out that d Ã x is associated with biased treatment effect estimation.
Since in reality population variances are rarely known, d Ã x (or Z) can be estimated by the t-statistic (because the t-distribution converges in distribution to the standard normal). Thus, one possible candidate measurement of imbalance is the familiar t-statistic comparing standardised mean covariate values across treatment groups. This measure is tied to normality of the covariate, and it only uses information from the first two moments of the overall covariate distribution. However, balance according to this measurement (i.e. a t-statistic equal to zero) does not necessarily imply overall distributional balance across two treatment groups.
The large sample Wilcoxon rank-sum statistic
A natural nonparametric extension of the t-statistic is the Wilcoxon rank-sum statistic. 20 This statistic measures location differences across two distributions in a similar manner to the t-statistic, but it does not carry the dependence of normality. Thus, it may be a measurement of imbalance that can be applied to a wider range of covariate distributions. The statistic can be explained as follows:
Let R ij represent the rank of covariate observation
represents the Wilcoxon rank-sum statistic whose exact distribution has been determined for specific sample sizes. 20 The expectation and variance of this statistic are EðW 1 Þ ¼ , and this statistic has an asymptotic standard normal distribution under the null assumption of equal distributions. 20 The WRS is one candidate measure of imbalance that may have better capabilities in capturing distributional information than the parametric t-statistic.
The Kolmogorov-Smirnov statistic
It is important to note that measures such as the t-statistic and WRS statistic compare standardised means or median differences across treatment groups. They do not capture overall distributional imbalance because they rely on only the first one or two moments of the continuous covariate distribution. A covariate's distribution is not defined by the lower dimension moments alone, but much of the information associated with that distribution may be captured in these moments. If the distributions of a covariate in two treatment groups are the same, the lower dimension moments will be equivalent, but the converse is not true.
Huber 22 has introduced a balance test for observational data using the nonparametric Kolmogorov-Smirnov tests to assess overall covariate distributional differences. In addition, the R function GenMatch (a genetic search matching algorithm that attempts to maximise balance between treatment and control groups in an observational study) maximises the KolmogorovSmirnov test p-value in matching continuous covariate distributions. Sekhon 23 illustrates that this method of matching performs better than using other imbalance metrics relying on empirical quantile-quantile differences. Finally, Rosenberger and Sverdlov 24 have also used the Kolmogorov-Smirnov distance in comparing balancing capabilities of various covariate-adaptive response-adaptive allocation schemes.
The Kolmogorov-Smirnov test is a nonparametric test that looks for any distributional differences by using empirical distribution functions. The test itself is very stringent, but this work focuses on a variation of the test statistic (as opposed to the p-value associated with it).
For observation x ij ði ¼ 1, . . . , n i Þ in treatment group j ð j ¼ 1, 2Þ and indicator function I, let F n 1 ðtÞ ¼
Iðx i1 tÞ n 1 and G n 2 ðtÞ ¼
Iðx i2 tÞ n 2 represent the empirical cumulative distribution functions (Ecdfs) for covariate X in the active treatment and placebo arms, respectively. Then the Kolmogorov-Smirnov statistic is J ¼ n 1 n 2 d max À15t51 ðjF n 1 ðtÞ À G n 2 ðtÞjÞ , where d is the greatest common divisor of n 1 and n 2 . The exact distribution for selected small sample sizes has been derived, 20 but the simulations to follow focus on the large sample statistic,
J. It will be imperative to know the direction of imbalance, and for that reason, the actual maximum difference in Ecdfs is used to calculate a variation of this statistic as opposed to the absolute value of this difference. Because it compares Ecdfs, this nonparametric measure may be more useful in capturing distributional imbalances as opposed to mean or median differences for continuous covariates. Thus, this variation of the Kolgmorogov-Smirnov statistic (KS) is used as yet another candidate for measuring continuous baseline covariate imbalance in these simulations.
The area under the curve of cumulative imbalance
Ciolino et al. 21 present a novel way of illustrating distributional imbalance for continuous covariates. Let Fðx, j Þ represent the number of subjects randomised to treatment arm j ð j ¼ 1, 2Þ with covariate value less than or equal to x. Then DðxÞ ¼ Fðx, 1Þ À Fðx, 2Þ represents the distribution of cumulative covariate imbalances between the two treatment arms. Ideally, an imbalance at one value of the covariate can be compensated by another imbalance at a nearby value in the opposite direction. Thus, DðxÞ would be expected to linger around zero in its entire range, indicating a nearly balanced covariate distribution between the two arms. The more the curve strays from zero, the larger the level of distributional imbalance observed. As a result, the area under the curve of cumulative imbalance (AUC) serves as an additional candidate measure of imbalance, and Simpson's Rule is used to numerically estimate the area under DðxÞ in the simulations to follow. It is essential to determine the direction of overall imbalance, and the area under the curve of imbalance alone cannot accomplish this as it will always be positive. For this reason, the sign associated with the t-statistic multiplied by the estimated AUC, sAUC, is used in determining predictive ability for statistical parameters of interest.
The following section outlines the simulation study conducted to evaluate each of the measurements of imbalance discussed here. It also explains criteria used in choosing a measurement of imbalance with the 'best' predictive ability for statistical parameters of interest.
Methods 3.1 Simulation outline
Simulation studies were conducted in R that simulated a clinical trial involving two treatment arms with equal allocation (using a blocking scheme), one predictive baseline continuous covariate, and a normally distributed primary outcome. The simulation logic is outlined below:
(1) Simulate covariate (X) from a specified distribution (choices are normal, lognormal, bimodal). All possible combinations of covariate distribution (normal, lognormal, bimodal), level of covariate influence ( ¼ 0, 0:3, 0:6, 0:8), and treatment effect (corresponding to 2.5% power and 80% power) were simulated (for a total of 24 simulation scenarios). For each of the 24 scenarios, 5000 replications were performed. The nominal one-sided significance level for test of treatment effect was set at 2.5% and thus the treatment effect associated with 2.5% power is equivalent to zero. Each of the 24 scenarios were examined for sample sizes of 100, 300, 500 and 1000 and the mean treatment effects corresponding to 80% power for each of these sample sizes were approximately 5.6, 3.2, 2.5 and 1.8, respectively. Thus, the treatment was simulated to positively affect outcome, and positive levels (t > 0, WRS > 0, KS < 0, AUC > 0) of imbalance corresponded to larger values of the covariate in the active treatment group. For that reason, correlation was made positive when there was no simulated treatment effect in order to determine inflation of type I error rate, while correlation was made negative when there was a simulated treatment effect in order to determine detrimental effects on power (as opposed to inflation, since underpowered studies are of more interest). This change in direction of association was done for ease of interpretation and reporting of results.
Choosing an imbalance measure
Measuring imbalance in covariate distributions is not the same as measuring its impact on primary outcome analysis. However, since statisticians are concerned with the latter, these measures of imbalance were evaluated based on predictive ability for statistical parameters for primary outcome analysis in these simulations. The statistical parameters of importance are power, type I error rate and bias in treatment effect estimation. Using all of the simulated data, separate models were created for each of these parameters using each of the imbalance measurements in turn as predictors. Specifically, after each simulated clinical trial, an indicator variable was created to capture whether a treatment effect was detected at the one-sided 2.5% level of significance (i.e. p-value < 0.025). Then four separate generalised linear models (GLMs) with logit link functions were fit for this variable using each of the measurements of baseline covariate imbalance as explanatory variables. Goodness of fit for these models was based on magnitude of model Wald p-value associated with the effect of the imbalance measure, Akaike Information Criteria (AIC), 25 the Hosmer-Lemeshow goodness of fit test, 26 and a measure analogous to R-squared (for linear models) denoted D, originally introduced by McFadden 27 but also mentioned by Agresti. 25 The D criterion ranges from zero to one (as does R-squared in the linear model setup), but it is used as a relative measure since the value alone is difficult to interpret because it is based on log-likelihoods. These four criteria were examined simultaneously for each GLM, and the measurement with the most favourable characteristics (i.e. the lowest Wald p-value, lowest AIC, highest HosmerLemeshow p-value, and highest D) overall was chosen the 'best' measurement for modelling type I error rate (for the scenarios simulating no treatment effect) or power (for the scenarios simulating treatment effect corresponding to 80% power) for unadjusted test for treatment effect on normal outcome.
In addition to the generalised linear models for type I error rate and power, four separate simple linear models (LMs) were used to model bias for treatment effect estimation in each scenario. The criteria used to determine predictive ability in these models included the model p-value associated with the imbalance effect, R-squared, and AIC. Again, the imbalance measure showing the largest number of favourable characteristics (i.e. lowest p-value, lowest AIC, and highest R-squared) overall was deemed the 'best' measurement for modelling bias in an unadjusted test for treatment effect on normal outcome.
Once an ideal measure of imbalance was chosen, the GLMs and LMs were used to predict statistical parameter values for a given level of imbalance. Further, the probability of observing levels of imbalance corresponding to large effects on these parameters was calculated under simple random allocation. The next section reports overall results for the measurements' predictive ability, relationships between the measurements, and influential levels of imbalance to be used as guidelines in assessing clinical trial data. Tables 1 and 2 only present results for scenarios using a sample size of 1000 for the skewed, lognormally distributed covariate. The results are, however, generalisable to essentially all scenarios examined for each sample size (N ¼ 100, N ¼ 300, N ¼ 500, and N ¼ 1000) as well as each covariate distribution (normal, lognormal, bimodal). Table 1 illustrates the predictive ability of each measure of covariate imbalance for type I error rate and power when analyses fail to account for the influential covariate. The models for type I error rate are those corresponding to zero treatment effect in Table 1 , and the models for power are those corresponding to nonzero treatment effect in Table 1 . Table 2 illustrates the predictive ability of each measure of covariate imbalance for bias.
Results
None of the imbalance measurements examined were predictive for type I error rate, power, or bias when the covariate X had zero influence on outcome Y (i.e. ¼ 0). However, even with slight correlation ( ¼ 0:3) between covariate and outcome, each measure significantly predicts power, type I error rate, and bias for an unadjusted analysis as illustrated by the extremely small model p-values associated with each variable (p 5 2 Â 10 À16 in most cases, see Tables 1 and 2 ). Not surprisingly, as the simulated level of correlation between X and Y increased, the predictive ability for each measurement of imbalance also increased. Tables 1 and 2 show that the t-statistic unanimously had the lowest AIC for models of power (treatment effect ¼ 1.8 in this case, Table 1 ), type I error rate (treatment effect ¼ 0, Table 1 ), and bias ( Table 2 ). The t-statistic was the most predictive for bias as determined by the R-squared criterion, and it was also the most predictive for power and type I error rate as indicated by the analogous measure D. The Hosmer-Lemeshow goodness of fit test p-value was not as consistent as the other criteria in illustrating one measure's predictive ability over any others, but in all cases, this goodness of fit criterion does not suggest evidence against goodness of fit for models of power or type I error rate involving the t-statistic. The same cannot be said for the KS and sAUC measures. The results observed in Tables 1 and 2 are representative of the observed results for each simulated covariate distribution (normal, lognormal, bimodal) for all sample sizes examined (N ¼ 100, N ¼ 300, N ¼ 500, N ¼ 1000). For all of these reasons, the t-statistic was chosen as the most predictive measurement of imbalance in these simulated scenarios for a normally distributed outcome when analysis is unadjusted.
Relationship between measurements of imbalance
From Tables 1 and 2 it is clear that each of the measurements of imbalance examined have some predictive ability for the statistical parameters of interest, and it may be the case that these measures are related to one another. Figure 1 and Table 3 illustrate the relationships between these quantities. Table 3 shows the Pearson correlation estimates along with 95% confidence intervals for all possible pairwise comparisons between the four measurements examined. Figure 1 illustrates selected scatter plots that demonstrate these relationships for the bimodal covariate distribution. The t-statistic is strongly positively correlated with the WRS. It is also strongly negatively associated with the KS statistic, and the raw AUC value appears nonlinearly related to the t-statistic. However, if we take the slightly transformed AUC variable, sAUC (to illustrate the direction of imbalance), the t-statistic is highly correlated with this variable (Table 3, Figure 1 ). The strength of the relationships between each of the measurements of imbalance changes as the distribution of the covariate changes, but the overall shapes of these relationships remain the same (Table 3) . The relationship that remained consistent regardless of covariate distributions was that between the nonparametric WRS and KS measures (Pearson's r % À0.89 in all cases). Note that Figure 1 suggests nonlinear associations between the imbalance measures examined, suggesting that linear correlation coefficients may not have the capability of capturing the true nature of the relationship. It is obvious that strong relationships exist among these measures, and although not necessarily entirely appropriate, the Pearson sample correlation coefficients were included in Table 3 in an attempt to numerically quantify the strength of these associations.
Even though the t-statistic appears to be the most predictive of the statistical parameters of interest, each of the measurements of imbalance has some predictive ability since they are each significantly related to each other. These measurements of imbalance are thus capturing similar information about bias, power, and type I error rate. The level of predictive ability for each measure, however, depends on the strength of its association with the t-statistic. Table 2 , the model p-value was <2E-16, suggesting that imbalance (no matter which way it was measured) significantly predicted bias on all scenarios involving an influential covariate.
Resampling from clinical data: the NINDS tPA study
Using data from the National Institutes of Neurological Disorders and Stroke (NINDS) tissue plasminogen activator (tPA) study for acute ischemic stroke, 28 additional simulations were conducted in which subjects (covariate, treatment and outcome included) were resampled with replacement. The outcome variable used in these simulations was 90-day modified Rankin scale (mRS) score. The baseline covariate of interest for these simulations was National Institutes of Health Stroke Scale score (NIHSS), and there were two treatment arms (the active arm, receiving tPA and the control arm receiving placebo). Subjects (N ¼ 200) were drawn from the NINDS tPA study dataset with replacement and statistical analyses were conducted for each of 5000 simulated clinical trials. The four imbalance measurement values were calculated for each simulation, and models for power (GLM) and treatment effect (LM) were developed using each of these measurements in turn as done previously. Relationships between each of these measurements were consistent with those seen in the simulated data. Correlations between the t-statistic and WRS, KS and sAUC were estimated at 0.983, À0.781 and 0.909, respectively. The t-statistic again proved to be most predictive for power as determined by AIC, Hosmer-Lemeshow goodness of fit criterion, and the D measure. The t-statistic was also most predictive of treatment effect (and thus, bias. Note that we cannot calculate bias in this case as we do not know the 'true' treatment effect.) as determined by AIC and R-squared. The predictive ability of the WRS measure was very comparable to that of the t-statistic in these simulations, but the t-statistic showed slightly better predictive ability for power (D ¼ 0.144 for the t-statistic versus D ¼ 0.142 for WRS) and treatment effect (i.e. bias, R-squared ¼ 0.296 for the t-statistic versus R-squared ¼ 0.295 for the WRS).
Threshold levels of imbalance determined by the t-statistic
Based on the GLMs discussed in Section 4.1, estimates for the t-statistic values corresponding to detrimental effects on unadjusted analysis (in terms of type I error and power) were obtained for all sample sizes and each covariate distribution examined. The estimates were similar across sample sizes and covariate distributions. The average estimated t-statistics across these scenarios corresponding to specific decreases in power and increases in type I error rate are reported in Table 4 . In addition, the probabilities of observing imbalances as large or larger according to the standard normal distribution are reported. It was deemed appropriate to report probabilities according to the standard normal distribution as it is the limiting distribution of the t distribution and sample size is adequately large (N ¼ 100, N ¼ 300, N ¼ 500, or N ¼ 1000) in all scenarios to use the normal approximation to the t distribution.
When failing to control imbalance in continuous baseline covariate distributions, an estimated 10% decrease in power (i.e. 70% power in Table 4 ) of unadjusted test for treatment effect on a normally distributed outcome will occur approximately 11.5%, 23.3% or 23.9% of the time when the correlation between covariate and outcome is 0.3, 0.6 or 0.8, respectively (Table 4 ). In addition, actual estimated type I error rate is twice (i.e. 5% power in Table 4 ) the nominal (2.5%) level approximately 8.9%, 11.5% or 10.2% of the time for the same respective levels of correlation. Plots of type I error rate, power and bias estimates for the lognormal scenario can be seen in Figure 2 . It is evident that as the level of influence of the covariate increases, the impact on these statistical parameters becomes more substantial. In any case, the traditional two-sided 5% level baseline test for significance does not capture these issues (as indicated by the vertical dotted line at 1.96, Figure 2) . Thus, the threshold values shown in Table 4 are of more relevance than a baseline test for significance at the 5% level. 
The power of ANCOVA
The same methods outlined in Sections 3.1 and 3.2 were used to examine whether imbalance in influential baseline covariate distributions still has an impact on power, type I error rate and bias when analysis involves covariate-adjustment in a linear model (analysis of covariance or ANCOVA). The only differences in methodology occurred at the end of each simulation run, where adjusted p-values and adjusted treatment effects were captured in addition to the unadjusted information. In fitting GLMs and LMs for power, type I error rate and bias, none of the five measures alone proved to be significant predictors of these outcomes across all sample sizes and all scenarios examined. R-squared values were almost unanimously <0.001 in models for bias, and the analogous D values were also almost all <0.001 with few exceptions (maximum ¼ 0.016) in models for power and type I error rate. Thus, it appears that imbalance alone in a linearly related covariate does not seem to have a noticeable effect on covariate-adjusted statistical analysis of a continuous outcome.
Recall that when a treatment effect was simulated, it corresponded to 80% power for the unadjusted hypothesis test for mean treatment effect. This power was approximately observed for the unadjusted statistical analyses, but as the covariate effect increased, the estimated power for adjusted statistical analysis was much larger than 80%. For example, the estimated power (i.e. the proportion of successful treatment effect detections as determined by p-value < 0.025) for the covariate-adjusted analysis of treatment effect was about 99.6% when the correlation between a normally distributed covariate and the outcome was 0.80 for sample size of 100. Figure 3 illustrates the relationship between ANCOVA and the standard unadjusted test for treatment effect using the p-values for each test. In each of the plots illustrated, there was no simulated treatment effect and thus the p-values for each type of analysis should be uniformly distributed on (0,1). When there is no association between the covariate and outcome, there is almost perfect correlation between the two tests' p-values (Pearson's r ¼ 0.999). As Figure 3 illustrates, as the level of correlation between the covariate and the outcome increases, the strength of the association between the two types of statistical analyses diminishes. Figure 3(d) suggests relatively weak and noisy association between the two statistical tests when the covariate X is strongly associated with outcome Y. Thus, it is not surprising that imbalance is highly predictive of statistical parameters in the unadjusted test for treatment effect, while we have no evidence of its predictive ability for the adjusted test in these data. The final section to follow discusses the overall Figure 2 . These plots show the estimated (a) type I error rate, (b) power and (c),(d) bias for given levels of imbalance defined by the t-statistic comparing mean covariate values across two treatment groups. The t-statistic values greater than zero correspond to larger values of the covariate in the active treatment group. Plots (a) and (c) correspond to effects on these parameters for a covariate that is positively associated with outcome and plots (b) and (d) correspond to effects on these parameters for a covariate that is negatively associated with outcome.
significance of these results and concludes with guidelines for statistical analysis in clinical trials involving continuous outcomes with predictive covariates.
Discussion
In the clinical research literature, it has been common practice to report baseline variables in ' Table 1 ' in journal articles reporting clinical trial results. 6, 7 Although baseline significance tests are not an uncommon feature presented in this table, several authors [6] [7] [8] [9] [29] [30] [31] have discussed the problems associated with using significance tests to compare baseline covariate distributions across treatment groups. Aside from the fact that p-values associated with these tests are uninformative, Senn 29 also illustrates how easy it can be for systematic bias in allocation to go undiscovered using the t-test for baseline imbalance at the 5% level. This paper has shown that statistically insignificant imbalances in covariate distributions can have a substantial effect on power, type I error rate and bias in a test for treatment effect when analysis fails to adjust for that covariate. Altman 8 suggests a subjective assessment of baseline imbalance using common sense, but there is an evident disconnect between recommendation from the statistical literature and current practice in assessing baseline imbalance as is evidenced by the reviews of Pocock et al. 6 and Austin et al. 7 A possible reason for this discrepancy may be the lack of proper tools for objective assessment of baseline covariate imbalance.
Though a baseline significance test may be an inappropriate way of assessing influential covariate imbalance, the test statistics themselves may have the capacity to capture distributional imbalances that are predictive of biased treatment effect estimation. These simulations have compared four relatively straightforward measurements in order to better characterise the relationship between imbalance and statistical parameters for primary outcome analysis. The results suggest that imbalance in prognostic baseline covariates (no matter how it is measured) is highly predictive of bias, type I error rate, and power for an unadjusted hypothesis test for mean treatment effect in a normally distributed outcome. Of the four measurements of imbalance (t-statistic, WRS, KS, AUC) examined, the t-statistic had the best overall predictive ability for these statistical parameters. This was true whether the covariate distribution was symmetric (normal), skewed (lognormal), or bimodal. Thus, the t-statistic is a robust measurement of baseline covariate imbalance, and the authors recommend its use in evaluating imbalance in continuous covariate distributions across treatment arms in clinical trials.
However, the baseline 'significance' test associated with the t-statistic is not a proper way of evaluating imbalance because statistically insignificant imbalances (at the 5% level) still have the potential to result in substantial effects on type I error rate and power for an unadjusted statistical test. The appropriate level of significance (or equivalently, the appropriate amount of imbalance as measured by the t-statistic) for determining influential levels of baseline imbalance depends on the scenario (i.e. the amount of correlation between covariate and outcome and treatment effect). According to these results, a more appropriate one-sided baseline test for significance may have a significance level as high as 23.9% % 24% (or 48% for a two-sided test, see Table 4 ). At the very least, the authors suggest using Table 4 as a guideline, but to estimate actual type I error rate of an unadjusted hypothesis test for continuous outcome, use Equation (1), replacing with the estimated Pearson correlation coefficient, Z with the critical value for the hypothesis test for primary outcome, and d Ã x with the t-statistic comparing mean covariate values across treatment groups. Similarly, when estimating power for an unadjusted hypothesis test for treatment effect, use Equation (2), replacing d Ã y with the effect size. These equations can also be used in determining a 'tolerable' level of imbalance to preserve a given type I error rate or power.
The thresholds presented in Table 4 are comparable to those predicted based on Senn's and the authors' formulas (Equations (1) and (2)). As long as sample size is sufficiently large (N > 30), the discrepancy between the quantile values from the t-distribution and those from the standard normal distributional are minimal. 32 As a result, when using these equations, the quantile values from the t-distribution can be used in place of those from the standard normal as the standard normal is the limiting distribution for the t.
Consistent results were also obtained when resampling from real data. The results of the NINDS tPA study for acute ischemic stroke 28 examined in Section 4.3 have been the source of controversy partially due to large, but statistically insignificant imbalances in baseline NIHSS across treatment groups. 21, [33] [34] [35] Baseline NIHSS is a known predictor of three month outcome, and in this dataset the sample correlation coefficient between NIHSS at baseline and 90-day mRS was 0.54. The observed t-statistic comparing NIHSS across treatment groups was À1.48 (smaller values, or less severe strokes were assigned to the treatment group overall, two-sided p-value ¼ 0.14) for this trial. If the 90-day mRS score had been the primary outcome (though a global statistic that captured several stroke severity measures at 90 days was actually used in analysis), the estimated type I error for an unadjusted one-sided test for treatment effect (using a critical value corresponding to 2.5% level of significance) was actually about 8.38% according to Equation (1) . Resampling from real clinical data thus shows support for our results involving simulated data based on specific underlying relationships.
It should be noted, however, that only one baseline covariate was examined in the monte carlo simulations as well as the bootstrapped sampling. In the NINDS tPA dataset, it is possible that imbalance in additional covariates may have further biased results or offset the biases that were caused by baseline NIHSS imbalances in unadjusted analyses. This is true for any trial making unadjusted inferences on treatment effect in the presence of multiple covariates, and the situation quickly becomes complex with the addition of covariates, interactions, and multiple treatment arms. These situations are beyond the scope of this paper and will be explored in the future.
These simulations have also illustrated that adjustment in a linear model setting can be a very powerful tool in controlling variability associated with influential covariates. Results do not show strong evidence that the level of imbalance in influential covariates is directly associated with power, type I error rate or bias when using ANCOVA as a means of primary outcome analysis. In these simulations, power of the test for treatment effect in the adjusted analyses was generally much larger than in the unadjusted hypothesis test (99.6% adjusted versus 80% unadjusted). Thus, a conservative approach is to always adjust for known influential covariates when conducting a test for overall treatment effect in a continuous outcome.
Pocock et al. 6 have suggested that adjustment be made if the correlation between covariate and outcome is estimated to be greater than or equal to 0.50. However, the International Conference on Harmonisation (ICH) states that this adjustment should be specified a priori in the clinical trial's protocol, and any unplanned adjusted analysis will be considered secondary analysis. 36 Furthermore, there has historically been more emphasis on unadjusted statistical analyses of clinical trial data due to the ease of interpretation and generalisability. 18, 19 Austin et al. 7 claim that about 94% of clinical trial articles reviewed presented an unadjusted analysis for primary outcome, while only 34% included an adjusted analysis. Of those including the adjusted results, only 15% clearly pre-specified the adjustment, 18% made the post hoc decision to adjust, and the remaining 67% of trials were unclear as to whether the decisions to adjust in analyses were planned.
Green 3 has pointed out that the hope that one can simply adjust away any imbalance is just 'wishful thinking.' Imbalance in covariate distributions may not affect adjusted analysis as severely as one may think (as illustrated by these results), but balance is important for face validity, interim analysis, the case of small sample sizes, and secondary outcome analyses (these are all cases in which an unadjusted analysis may be preferred over the adjusted analysis). 4 Furthermore, Trowman et al. 37 show that imbalance in covariate distributions can result in misleading overall conclusions in meta-analyses. The authors use an example to illustrate that imbalance in covariate distributions must be taken into account when conducting meta-analysis in order to obtain a more precise overall estimate of treatment effect using data pooled from multiple studies.
Since both proper adjustment and balance for influential covariates have been shown to be important in analysis and interpretation of clinical trial results, the authors recommend use of the following guidelines:
(1) Attempt to control any known influential covariates at the design phase by including them in the treatment allocation scheme as well as planning to adjust for these covariates in the analysis. (2) If this is not possible (i.e. if the covariates were not known to be influential before the commencement of the trial), then an adjusted secondary analysis should be conducted. It should be noted however, that this analysis will not carry as much merit as the unadjusted primary analysis outlined in the clinical trial protocol. Any unplanned analyses will fall under the heading of exploratory analyses, and for that reason, interpretations must be made with caution. Furthermore, trial results based on inferences from unadjusted primary analysis may be questionable if there is imbalance in influential covariate(s). Therefore, proceed to guideline 3. (3) To assess the impact that imbalance may have on an unadjusted primary analysis, we suggest calculating a t-statistic comparing mean covariate value in the active treatment group to the mean covariate value in the placebo group (numerator ¼ " x tx À " x pbo ) as well as the estimated level of covariate influence (measured by the Pearson correlation coefficient between X and Y). If the active treatment group is favoured (i.e. if the t-statistic for a positively associated covariate is greater than zero or the t-statistic for a negatively associated covariate is negative), then a nontrivial type I error inflation may occur. For the impact on type I error, refer to Table 4 or Equation (1) . If the placebo group is favoured (i.e. the t-statistic for a negatively associated covariate is greater than zero or the t-statistic for a positively associated covariate is less than zero), then a nontrivial decrease in power is possible. For the impact on power, refer to Table 4 or Equation (2) .
Balance in influential covariates is by no means meant to replace adjustment because adjustment should be made for influential covariates regardless of level of imbalance. 9, 29, 38, 39 Perhaps Senn 29 explained it best when he said, '. . .balance has nothing to do with validity of statistical inference; it is neither necessary nor sufficient for it. Balance concerns the efficiency of statistical inference and valid inference depends on correct conditioning.' Although ensuring covariate balance does not make unadjusted analysis valid, it may be a compromise between the invalid unadjusted analysis and the less accepted and more difficult to plan adjusted analysis. These simulations have shown this to be true for the continuous outcome case for a clinical trial involving two treatment arms, but future work includes examining the impact of imbalance on unadjusted and adjusted analyses when the association between covariate and outcome is nonlinear, the outcome is not normally distributed, the case of more than two treatment groups, and the case of more than one covariate. In addition, evaluation of current treatment allocation schemes is planned in order to examine the distribution of continuous covariate imbalance under commonly implemented algorithms.
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