• We categorize virtual network security functions according to their types.
INTRODUCTION
Traditional IP networks are complex and difficult to manage in spite of their widespread use. In traditional network architecture, all network operations are performed by the network devices such as switches, routers, middleboxes etc. These devices are vendor-specific, and there may be many network devices produced by different vendors in this type of network architecture. Hence, when there is a need to make an operational change, all devices need to be reconfigured manually according to their vendor-defined lowlevel commands by the network operator. This situation increases both complexity and the probability of making mistakes. On the other hand, vertical integration, which means that software and hardware are supplied by a single vendor, slows down innovation and complicates making changes. Additionally, as a consequence of this hardware-centric architecture, researchers prefer to use testbeds, emulation and simulation environments to test their proposals instead of studying with real-world network topologies and traffic data [1] .
Software Defined Networking (SDN) is a new technology which emerged with the objective of making networks programmable, thus solving the problems mentioned above and facilitating innovation. The main philosophy of SDN is to decouple the control plane from the data plane. It separates the task of controlling network behavior from the underlying devices and delegates this task to the logically centralized controller software. The network devices in the data plane are only responsible for forwarding packets according to the rules determined by the controller software. Thus, vendor dependency is reduced and hardwareindependent development is provided. Furthermore, it becomes easier to analyze and predict network behavior thanks to the logically centralized nature of the controller software [2, 3] .
Network Functions Virtualization (NFV) is another new technology which emerged independently from SDN but tries to tackle the same issues of vendor dependence and making network operations programmable. NFV virtualizes network functions such as network address translation, firewall, load balancing etc. which reside in separate middleboxes in traditional networks and implements them as software on commodity servers. Thus, it provides cost efficiency by eliminating both special hardware cost and the energy cost arising from operating a separate device for each function in various parts of the network. Moreover, the time needed to deploy updates is reduced while openness and innovation are facilitated [4] .
The rest of the paper is organized as follows. We give a brief explanation of SDN and NFV technologies in Section 2. In Section 3, we provide some examples of virtual security functions and discuss their implementations in SDN. We review and compare the studies on optimal placement of virtual security functions in SDN in Section 4. We present some open research challenges and potential future directions in Section 5. Finally, in Section 6, we summarize our points and conclude the paper.
BACKGROUND: SDN and NFV

Software Defined Networking (SDN)
SDN is a networking philosophy with two main tenets: separating the control logic from forwarding devices, and giving the control to a centralized software program, known as the controller [1] . In other words, the control plane and the data plane are decoupled. The software controller is in charge of determining the rules that govern how forwarding is done, and the programmable forwarding devices on the data plane are responsible for routing the traffic according to the rules defined by the controller [8] . SDN architecture also includes a higher layer called the application layer where various application programs reside. Many of these programs provide some kind of network function such as monitoring, load balancing, proxy, firewall, intrusion detection system etc. [2] . Figure 1 illustrates the SDN architecture as presented by the Open Networking Foundation (ONF) [9] .
Figure 1. SDN layers
Below, we explain the principles of SDN in more detail, describing the properties of each layer and the interfaces between these layers.
Infrastructure layer
Infrastructure layer, also known as the data plane, consists of programmable packet forwarding devices. Unlike traditional network devices, these elements typically do not run distributed routing protocols and cannot make autonomous decisions. Instead, these programmable routers and switches forward packets according to the rules defined by the controller on the control layer [10, 11] . These rules are stored in flow tables on a switch and can be modified through an interface called Southbound API. This makes data plane elements simpler and eliminates vertical integration.
Southbound API
The protocol for the communication between the control plane and the data plane is defined by the Southbound API. Currently, OpenFlow [12] is the most common protocol and de facto standard for Southbound API. Since its development at Stanford University in 2008, OpenFlow has been adopted in various domains including data centers, backbone and enterprise networks. OpenFlow messages flow in both directions: Rules and updates go from the controller to the switches, while monitoring information and packets not matching any of the current rules on a switch go in the opposite direction [12, 13] .
Control layer
This layer hosts the controller, which is the most critical component of a software-defined network. In fact, there may be multiple controllers acting in a coordinated fashion, or organized in a hierarchy. The control layer manages the forwarding behavior and is considered the brain of the network. The controller determines forwarding rules and uses a Southbound API to transmit these rules to the programmable switches in the data plane [14] . There are many SDN controllers (NOX, POX, Floodlight, Beacon, DIFANE, OpenDaylight etc.) in active use with varying goals and priorities [1] .
Northbound API
As the complexity of the control logic increases, programming the controller directly becomes more difficult. Higher-level SDN programming languages and compilers are needed to make application development more accessible in this architecture. Northbound API provides the tools necessary for fast development in SDN, including a language with a more familiar syntax and a runtime to translate program code into flow rules to be installed on data plane devices [15] .
Application layer
The orchestration and management of a large software-defined network is generally performed by a range of coexisting modules or functions such as routing, monitoring, load balancing, intrusion detection, traffic filtering, deep packet inspection etc. [16] . Each function or application follows certain policies to make changes to the network. It is the responsibility of the Northbound API to ensure harmonious operation in the network by appropriately prioritizing rules and managing conflicts [1] .
Network Function Virtualization (NFV)
Today, network operators mostly rely on advanced purpose-built hardware devices called middleboxes for important networking functionality. The downside of this approach is the difficulty and costliness of adding new services to a network: One needs to select the number and locations of the appliances providing the desired service in accordance with budget restrictions and service-level agreement requirements, make devices operate in a coordinated manner, and sometimes redesign the entire network architecture. Moreover, deploying a dedicated device for each separate network function is neither cost-effective nor energy efficient [17] .
Network Functions Virtualization (NFV) is a nascent technology offering a solution to the above mentioned issues by decoupling network functions from dedicated hardware and implementing them as software on standard high-volume servers [18] . Figure 2 shows how the NFV approach works [19] . With NFV, virtualized network functions are easily deployed on existing servers in appropriate locations, making it possible to remove most of the special hardware appliances from the network. Similar to SDN, NFV reduces hardware dependency, cost and energy consumption. Other benefits are accelerated innovation and decreased time-to-market for network services since they are provided as software [4] . Furthermore, services can share physical resources efficiently and remote installation, update, and relocation become possible.
The Relationship between SDN and NFV
SDN and NFV have many similar goals, including reduced cost, increased manageability, and faster innovation. The SDN approach is based on centralizing and softwarizing the decision making process in the network while taking advantage of the programmability of forwarding devices. On the other hand, NFV focuses on eliminating special-purpose networking hardware as much as possible by virtualizing their functions and deploying these functions on general-purpose high-capacity servers. In other words, SDN provides a programmable network where virtual network functions (VNFs) can shape the forwarding decisions [20] .
Although it is possible to deploy SDN and NFV independently, these technologies are highly complementary. In fact, the full potential of both technologies can be realized when they are used together. NFV can utilize traditional virtualization techniques to deploy VNFs without SDN. However, when coupled with SDN, it becomes easier for NFV to reach its goals thanks to increased agility, quicker Figure 2 . How the NFV approach works [19] update ability and easier maintenance provided by a programmable network infrastructure under central control [9, 17] .
VIRTUAL SECURITY FUNCTIONS IN SDN AND THEIR CLASSIFICATION
In traditional networks, security functions such as firewalls, intrusion detection/prevention systems, and deep packet inspection (DPI) etc. are implemented on vendor-specific appliances or middleboxes located at fixed points [6] . On the other hand, in software defined networks intertwined with the NFV technology, these functions are virtualized and placed in appropriate virtual machines to be executed [21, 22] . According to Hu and Ahn [6] , there are three types of virtualized network security functions which are attack detection, attack prevention, and attack capturing functions. We propose a different classification with four types of functions: Attack detection, prevention, deception, and mitigation. Attack deception differs from prevention in that its goal is to confuse or mislead the attacker instead of just blocking the attack. In this way, defenders are able to collect valuable information about attacker behavior and make attackers waste their own resources. Attack mitigation is also different because it tries to limit the impact of attacks through a combination of various functions (including those from the other classes) when complete prevention cannot be achieved. For these reasons, we believe that these two categories should be separated from the others. The rest of this section provides an overview of the recent studies in each of the above mentioned categories.
Attack Detection Functions
Intrusion detection system (IDS)
Intrusion Detection Systems are the passive security functions that monitor the network, detect the malicious activities and policy violations and report them to system administrators [23] . IDSs on traditional networks use signature-based, statistical, and stateful protocol analysis methods. They utilize system records, services and node messages; hence detecting attacks to virtual machines is very hard and costly [24] . Also, performance is adversely affected as the network grows and complexity increases [25] . On the other hand, in SDN, collecting statistical data, making sense of it and routing the traffic is easier than the traditional networks due to its software based architecture. Using these advantages, Van Adrichem et al. [26] developed an IDS named as OpenNetMon working on POX controller. OpenNetMon detects the intrusions by evaluating the throughput, packet loss and delay metrics. The central view of the SDN controller enables access to a large amount of data to be analyzed and interpreted. Tang et al. [27] employ deep learning as the basis for an IDS which works in this manner at the control layer.
Malware scanner
Malware scanners protect the local network from the malicious software on the internet such as viruses, worms, trojans etc. Ceron et al. [28] proposed a malware analysis architecture by utilizing the flexibility of SDN. The inspection module which is implemented on top of the SDN controller analyzes network flows by looking for pre-defined patterns. If malicious traffic is detected, the containment module prevents the malware from communicating with other system elements, and the configuration manager modifies the network topology dynamically according to the changing traffic characteristics. Experimental results show that the proposed system has the ability to analyze advanced malwares dynamically, and detect more malware events than traditional solutions.
Distributed denial of service (DDoS) detector
In DDoS attacks, a target computer is overwhelmed by sending a high volume of fake requests, thus it cannot process real requests and remains out of service. There are a variety of solutions to detect DDoS in traditional networks; but most of these solutions require analyzing large numbers of packets; so their accuracy level decreases while response time increases [29, 30] .
However, in SDN, DDoS attacks can be detected more effectively with better response time since numerous switches can be directly controlled by the controller simultaneously. In this regard, Braga et al. proposed a DDoS detector function on NOX controller, and they easily add and remove the switches which are responsible for DDoS detection from the network. Also, they can easily include new attack types to the system [30] .
Deep packet inspection (DPI)
DPI is an advanced method for analyzing flows and user activities in detail and real-time. DPI engines examine the payload portion of a packet in terms of traffic type, protocol compliance and malware content in addition to the packet headers. In case of a suspicious event or an attack threat, DPI reroutes the packet to a different destination or reports it to another security tool [31] . Thus, it aims to protect the system from attacks, improve the performance, reduce bandwidth costs, control the congestion, and enhance the quality of service [32] .
In traditional networks, DPI engines which are implemented on hardware middleboxes are placed in specific locations on the network. However, with SDN and NFV, DPI tools are virtualized and dynamically deployed [7, 31] . In this regard, in [33] , the authors implemented a DPI engine on an SDN controller as a function and they show that performance of the network can be improved by up to 67%.
Attack Prevention Functions
Firewall
Firewall is the first level of access control placed between the local network and the internet. It protects the local network from untrusted devices outside. In traditional networks, due to the fixed firewall position, internal traffic cannot be seen and audited. With SDN, all internal traffic can be filtered because the firewall is implemented as a software function independent of physical location. Packet filtering is only one aspect of firewall design in SDN. Compliance with firewall rules and dynamic flow rules is also verified since network conditions, configurations and flow rules can change dynamically. In addition, firewall placement architecture (central or distributed) and the exact places for this function should be determined carefully [34, 35] .
There are two types of firewalls in traditional networks: stateless and stateful. In stateless firewalls, packets are filtered by checking only IP address and port number, while stateful ones track the connection status, protocols, and source and destination ports. In other words, stateful firewalls accept packets from only the flows known and established before [36] . However, firewalls in a software defined network apply stateless filtering because OpenFlow offers very limited information about the connection to the controller. Therefore, making SDN firewalls completely stateful is an important problem that should be addressed [34] .
There are a certain number of studies proposing firewall systems for SDN [12, 34, 37] . In this regard, Hu et al. developed a firewall solution called FlowGuard. It can resolve policy violations automatically and in real-time when networks conditions changed [34] . Deng et. al [18] claimed that the traditional firewall approach cannot be used in SDN effectively, and they proposed the VNGuard framework for managing virtual firewalls with NFV. VNGuard defines a policy language for virtual firewalls to produce high-level policies. In addition, it involves a module for finding the optimum places for the policies defined by the functions.
Intrusion prevention system (IPS)
IDSs only detect and report attacks, that is, they do not proactively prevent the attacks in early stages or even before they start. Therefore, intrusion prevention systems are needed in order to act quickly against suspicious network activities. Traditional IPSs are implemented on IDSs because they primarily need the attacks to be identified. However, this architecture is not extensible. Although many are open source software tools, different coding styles, development environments and interfaces make it difficult to deploy these systems. In addition, producing dynamic solutions to changing network states is quite difficult with the IPSs on traditional networks [24] .
In SDN, on the other hand, IPSs detect and prevent intrusions in a more agile, dynamic manner, and with lower cost. In the literature, the number of studies developing IPS for SDN is fewer than other security functions. Zhang et al. [38] proposed an SDN based IPS and a load balancing function. Experimental results show that the proposed IPS model can detect attacks in shorter time and reduce latency with load balancing.
Anti-spoofing
Spoofing in different network protocols is a widespread technique utilized by adversaries to combat attack detection and mitigation. Proposals against IP spoofing generally involve the use of cryptographic primitives such as message authentication codes and hash functions, as well as filtering tables maintained by SDN controller applications [39, 40] . Similarly, SDN application modules have been developed to prevent ARP spoofing by performing validation in real time using dynamic MAC-IP association lists [41] , or replacing the header fields of ARP request packets with safe dummy values to protect switches from cache poisoning [42] .
Attack Deception Functions
Honeypot
Honeypot is software with deliberately placed vulnerabilities to monitor penetrations and intrusions, learn about attack methods and detect new types of attacks. In SDN, the systems requiring dynamic learning and routing like honeypots attain better results than in traditional networks since the infrastructure is controlled by software [43] . In this regard, Shin et al. proposed a framework (Fresco) in which there are several security modules as well as honeypot. Fresco sends traffic to the honeypot when it detects a malicious connection request. Thus, the attackers think they connected to the real target and cannot penetrate the original system [44] . Another honeypot-based system called HoneyMix [45] utilizes the programmability in SDN to exercise fine-grained control on network traffic and keep attackers occupied on the honeynet as long as possible to prevent them from threatening valuable targets.
Moving target defense
Adversaries rely on information gathered about a network before planning and executing their attacks. Moving target defense (MTD) is a strategy for reducing the success of this reconnaissance effort by obscuring the structure of a network or deliberately deceving the attacker with false information. For instance, IP address mutation methods have been proposed for concealing the actual IP addresses of hosts and making only frequently changed virtual IPs visible [46, 47] . In SDN, such techniques can easily be deployed as a controller module working in concert with DNS resolvers and programmable switches. Other methods make use of virtual topologies to provide users with inaccurate views of the underlying network [48] [49] [50] . Comprehensive deception solutions should integrate various approaches like resource hiding, address mutation, honeypots, fake network component creation etc. through dynamic configuration of many network services including NAT, DHCP, ARP, and DNS.
Attack Mitigation Functions
Mitigation systems are commonly proposed as a layer of defense against DDoS attacks attempting to disable the targeted network. LFADefender [51] is such a system offering flexible and cost-efficient defense mechanisms against link flooding attacks (LFA) in SDN. These concentrated attacks are use numerous lowrate flows to congest a small number of critical links. Hence, they prove costly for the attacked network as they are difficult to detect and stop. LFADefender employs continuous link monitoring to pinpoint the target links by examining flow density and congestion levels. If it detects congestion on a link, it then mitigates the problem by rerouting a portion of traffic from that link to multiple other paths. After this step, it conducts further analysis to identify bots and blocks them completely.
Many LFAs such as crossfire attacks [52] start with a reconnaissance phase to assess the criticality of links using tools such as traceroute. Researchers have proposed a solution [53] against such attacks based on link profiling and traffic diversion in SDN. This mitigation solution first analyzes the concentration of traceroute attempts to find out which links are likely to be targeted by the attacker, and then diverts ICMP packets to other routes randomly in order to obfuscate the attacker's view.
PLACEMENT OF VIRTUAL SECURITY FUNCTIONS IN SDN
One of the promising application areas for NFV is providing network security. In an NFV based network, security is provided by deploying virtual security functions such as intrusion detection/prevention systems (IDS/IPS), deep packet inspection (DPI), firewall etc. However, one of the important new challenges faced by network operators is where to deploy these virtualized functions. To illustrate, assume a scenario in which a DPI and a firewall need to be deployed in order to provide secure communication. If we put the DPI before the firewall, all traffic flows will be examined deeply even though some of them would have to be filtered out by the firewall, meaning DPI resources are being wasted. On the other hand, if we place the firewall before DPI, then unallowed flows will be eliminated and only allowed flows will be inspected deeply. Furthermore, if these two functions are placed on two different servers, energy cost will be higher than the case when they are consolidated on a single server. However, the latter choice may lead to uneven load and reduced reliability. Hence, optimizing the placement of virtual security functions for various objectives is an important research issue [54] [55] [56] . From the operational point of view, these functions must be placed with regard to possibly conflicting objectives such as cost, energy consumption, load balancing, coverage, delay, congestion, and traffic management as well as meeting network security requirements [7, 57, 58] . Therefore, there is a need for virtual function placement solutions that simultaneously respond to the operational requirements of the network and do not compromise the security policies [21, 59, 60] .
Generally, studies on virtual security function placement focus on finding the optimal solution in terms of cost efficiency. In the literature, researchers define cost in different ways. More clearly, some studies consider the number of deployed functions and license fees to optimize cost, while others try to minimize the used network resources such as additional used bandwidth, number of links, CPU usage, etc. In this regard, we classify the parameters used to define cost in two categories: CAPEX (Capital expenditures) and OPEX (Operating expenses). CAPEX includes infrastructure costs such as purchased hardware, software license fees, installations etc. On the other hand, OPEX comprises network operational costs such as network planning, provisioning, reconfiguration and the usage of network resources etc. [61] .
In this section, the studies on the placement of virtual network security functions in software defined networks are summarized and categorized. In this regard, we classify existing solutions based on the cost parameters defined by researchers as shown in Figure 3 . 
Minimizing CAPEX
The NFV approach reduces CAPEX by eliminating the need for single-purpose hardware appliances in networks. CAPEX can be further reduced by minimizing the number of virtual functions, and thus the money spent for purchasing and deploying them on servers. Murukan et al. [62] studied the placement of multiple virtual security functions with the objective of minimizing the number of activated functions. Their optimization approach, which is based on genetic algorithm, allows specifying ordering constraints for functions. However, the authors do not take into account the specific needs, resource consumption parameters, and security requirements of different types of functions.
Minimizing OPEX
One of the most important factors affecting the network operating cost is energy consumption of the servers. To address this issue, an energy-aware virtual security function placement model is presented in [63] . This study aims to place virtual security functions at optimum locations while minimizing server energy consumption. For this purpose, an ILP model is proposed subject to strict security constraints which can be defined as "every traffic flow must pass through all security functions once". The model is tested on two different network topologies, and it has been shown that energy consumption of the servers can be reduced significantly while providing security at the desired level.
When placing multiple virtual security functions in SDN, rules of these functions should not conflict with each other. Therefore, sequential order of them should also be taken into consideration. Shameli-Sendi et al. [64] studied placing virtual security functions in specific order while minimizing latency and computing costs. They specified a security defense zone to place all functions and formulize the problem with integer linear programming. It is aimed to route traffic over less node in a short time. They tested their algorithm in OpenStack on OpenDaylight controller. Although the optimal placement cannot be found in reasonable 
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time for large problem sizes, proposed algorithm produces better results than the current placement algorithm of OpenStack. Doriguzzi-Curin et al. [65] consider the specific security and QoS requirements of each user application, and they aim to minimize total bandwidth used. Differently from other studies, they take security constraints into account instead of focusing on only cost optimization constraints. An important advantage of this model is that it solves the placement problem for dynamic network scenarios where the service requests change over time. The evaluation results show that the proposed method can reduce the average end-to-end latency by 2-3 times when the nodes in the network are partially busy.
Minimizing CAPEX and OPEX Together
Bouet et al. [31] stated that deploying DPI functions is costly in terms of license fees. It is needed to deploy DPI engines cost effectively to be able to meet network security constraints. For this purpose, the authors proposed a genetic algorithm based approach that minimizes the number of engines and the network load at the same time. Experiments are conducted with different traffic types and the results show that global cost can be reduced up to 58% with this multi-objective optimization approach. However, this approach is not scalable for larger networks. Therefore, the authors solved the same problem with integer linear programming [7] and reduced the complexity in [31] with their graph based greedy algorithm. Experiments conducted with real traffic data showed that the proposed heuristic is 20-25 times faster than the integer linear program and it is a scalable solution applicable in large networks.
Jarraya et al. [21] proposed a framework named OCDO (Ordered Cloud Defense Optimization) for the same problem as in [62] and [31] . OCDO determines the proper order for security functions by calculating their priorities. The main goal is to perform these tasks with minimum cost in a scalable manner. The authors formulated the problem with integer linear programming as well, but unlike others they used divideand-conquer technique in order to solve the problem in a reasonable time. Experimental results show that OCDO can reduce the cost at reasonable levels even for very large data centers and it is a scalable framework for optimal placement of security functions in a short time.
In a study by Shameli-Sendi et al. [66] , a Security Defense Patterns Aware Placement (SDPAP) approach is proposed, and security constraints are taken into account as well as cost optimization constraints. The main difference of this study is the consideration of network security defense patterns (NSDP), which are identified by network security experts, in determining different placement solutions. Thus, the authors are able to prevent incorrect or inefficient placement of security functions, such as deployment of an IDS at the core network while the VPNs are located next to the edges. They capture the needs of each customer's application requiring different levels of security, place the security functions at optimal locations according to those needs, and route the traffic through the appropriate security functions. In this way, they claim to provide a more resilient approach to attacks compared with the existing solutions in the literature. Table 1 provides a summary of the studies discussed above. As we see, there are some gaps in the literature such as the lack of dynamic flow handling strategies and solutions tailored to the needs of diverse application domains. The next section elaborates on future research challenges in this area.
RESEARCH CHALLENGES and FUTURE DIRECTIONS
In Section 4, the studies on optimal placement of virtualized security functions in SDN are presented and they are summarized in Table 1 . In this section, open research challenges are identified by analyzing the previous section, and illustrated in Figure 4 . In addition, several future research directions are provided for virtual security function placement problem.
Challenge 1: Different Types of Security Functions
Studies in the literature are generally tackling the placement of virtual DPIs and firewalls [7, 18, 31, 64] . However, the security functions that must be deployed on the network are not limited to firewalls and [71] , GLPK [67] Data Center DPIs, if there is a need for ensuring integrity, confidentiality, and availability of network communications. For example, IDSs are required to detect suspicious network activity, or IPSs must be deployed for blocking unwanted activity in early stages [78] . There appears to be a lack of studies addressing the placement of virtual IDSs, IPSs, DDoS detectors, malware scanners, honeypots etc. on SDN-enabled networks. In this regard, placing new security function types optimally by determining their requirements, constraints and missions entirely would be a good line of future research. 
Challenge 2: Security Function Chaining
The ordered placement of security functions and subsequently routing traffic flows through those functions is known as service function chaining [79, 80] . Considering the deployment order of these functions must be required in order to provide security effectively and efficiently. For example, assume a scenario in which all traffic flows must be inspected by the IDS. In such a case, if we place a set of virtual VPNs before the IDS, the traffic flows passing through the VPNs could not be fully analyzed by the IDS since they are encrypted. Therefore, considering placement of only one security function is inadequate and the placement approaches must be extended for several virtual security functions. However, the studies focusing on more than one security function evaluated them in a general framework. They did not dwell on scopes of these functions [21, [64] [65] [66] . Therefore, determining the types and requirements of security functions to be placed, analyzing the interactions between them, and taking the placement order of those functions into account is a promising direction for SDN and network security applications. The placement process must take into account the implications of coexisting network security functions, including but not limited to the dependencies and contradictions that may emerge.
Challenge 3: Different Operational Objectives
Generally, the main objective of virtual security function placement solutions is finding the optimal solution from the cost point of view. Additionally, they aim to provide good solutions in terms of performance, delay, and scalability [7, 18, 21, 31, 62, [64] [65] [66] . Unlike others, an energy-aware virtual security function placement model is addressed in [63] , which reduces the energy consumption significantly while providing security at the desired level. However, we have not come across any study on optimal placement of virtual security functions in a software defined network optimizing resilience, fault tolerance, and robustness etc. Therefore, there is a need for new models optimizing mentioned objectives for real world problems.
Challenge 4: Multi-Objective Optimization
As mentioned before, virtual security function placement solutions generally aim to optimize capital and operational expenditures. However, this problem is a multi-objective optimization problem by its nature, because many potential optimization objectives in networking are in conflict with each other, such as maximizing energy efficiency and fault tolerance, or minimizing delay and operational costs [81] .
In the literature, there are only a few studies aiming to optimize for conflicting objectives [31, 62] . For instance, Bouet et al. [7, 31] focused on minimizing the number of virtual DPI engines and network load at the same time. Therefore, after pinpointing new optimization objectives, future efforts can concentrate on optimizing them simultaneously by developing new multi-objective optimization algorithms.
Challenge 5: Dynamic Security Scenarios and Solutions
In order to achieve network security objectives, there is a need for dynamic, real-time placement solutions [82] [83] [84] since changing deployment locations of the functions, or adding a new security function may be of vital importance in case of an attack or crash. Dynamic security solutions could be provisioned in two ways: in one type of solutions, function placement does not change, instead paths traversed by flows are recalculated [85] . However, this approach may be inefficient when the set of flows change drastically over time. In another type of solutions, locations of function are redetermined depending on the new network conditions and requirements. This would be a more resilient solution but may lead to a more complex problem in terms of scalability [22] . Table 1 , there is only one study that proposes a dynamic solution [65] , and it dynamically invokes the related function chains according to the changing traffic characteristics. Other studies [7, 21, 31, 62, [64] [65] [66] did not provide any solution on how the placement should be changed dynamically in case of a new security threat, attack, failure, or natural disaster etc. Providing uninterrupted service in the face of such problems is a critical issue. In this regard, future research efforts must focus on developing models, algorithms, and solutions for dynamic planning and placement of functions after identifying the cases when placement should be changed.
As shown in
CONCLUSIONS
Software defined networking has emerged as a promising new technology with significant implications for the future of the Internet. The influence of SDN is growing at a fast pace, and SDN-based solutions are being used in many domains ranging from data centers to campus networks. Improving security has been recognized a primary goal, as the fine-grained control power and flexibility offered by SDN have been beneficial in developing new security applications.
In this survey we provide an overview of virtualized network security functions in SDN, with a focus on the optimal placement of these functions. We give a background for SDN and NFV concepts. We address network security functions in SDN by comparing what happens in traditional networks against what is happening in SDN. We review the existing studies on the optimal placement of virtual network security functions by comparing their cost parameters, optimization metrics, methods, technologies, tools and the data used for evaluation.
There are many open research issues in this field. Studying the deployment of different security function types is one of these issues as the variety of security functions considered should be increased. Additionally, the interactions and dependencies among them should be taken into account when tackling the placement problem, which is also known as security function chaining. Moreover, objectives such as energy efficiency and resilience should be incorporated into the solutions, possibly with a multi-objective optimization approach. It should also be noted that dynamic and agile solutions are necessary for responding to changing network conditions, security requirements and priorities.
