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I.  Pendahuluan
Robot adalah teknologi yang dapat memberikan 
manfaat untuk kehidupan manusia [1]. Robot dapat 
membantu manusia dalam berbagai bidang, misalnya di 
bidang pertanian [2], [3], industri[1], dan medis [4]. Robot 
dapat bekerja secara otomatis dan manual, gestur tangan 
atau jari adalah salah satu teknik yang digunakan untuk 
memberikan perintah pada robot secara manual. Untuk 
menggunakan teknik tersebut bisa menggunakan sarung 
tangan yang sudah terpasang sensor [5] dan menggunakan 
pengenalan gestur berbasis komputer vision [6]. Salah 
satu kelebihan komputer vision dibandingkan dengan 
menggunakan perangkat sensor pada sarung tangan adalah 
tidak memerlukan banyak komponen elektronik untuk 
mengenali gerakan tangan atau jari.
Pengendalian berbasis komputer vision telah menjadi 
topik penelitian yang populer, salah satu alasannya adalah 
pengguna tidak langsung terhubung dengan komponen 
elektronika seperti misalnya sensor.
Beberapa penelitian yang berkaitan dengan komputer 
vision sebagai perintah gerakan suatu perangkat atau robot 
adalah robot beroda yang dikendalikan menggunakan 
gesture tangan [7]. Tidak hanya robot, perangkat lain 
seperti pengaturan posisi tempat tidur bagi pasien juga 
dapat dikendalikan menggunakan gestur tangan, tujuannya 
adalah agar pasien tidak memerlukan tenaga yang besar 
untuk mengubah posisi tempat tidur [8].  Selain itu ada 
beberapa contoh penelitian yang menerapkan komputer 
vision untuk mengendalikan gerakan robot lengan dua 
DOF, misalnya untuk proses pengambilan barang [9], robot 
lengan dua DOF tersebut bekerja pada koordinat x dan y 
(Gambar 1), sehingga robot tersebut dapat memindahkan 
atau menggeser barang pada sumbu tersebut. Hal tersebut 
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Salah satu jenis robot adalah robot lengan. Robot lengan dapat bekerja secara otomatis maupun manual, beberapa 
teknik yang dapat digunakan untuk memberikan perintah pada robot adalah menggunakan gestur tangan dan jari, 
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Fokus penelitian ini adalah mengimplementasikan kamera untuk mengenali gestur jari operator sehingga mampu 
memberikan perintah kepada robot. Kamera akan menangkap citra dari jari operator, citra tersebut akan diproses 
di dalam komputer untuk mendapatkan parameter koordinat piksel ujung jari telunjuk dan piksel bagian bawah 
kanan dari citra, dan kemudian akan ditentukan sudut yang diperoleh dari kedua koordinat tersebut. Hasil yang 
didapat adalah robot dapat mengikuti gerakan jari pada sudut antara 30° sampai 150°.
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Abstract— The Robot is a technology that can help human to do daily activities. One type of robot is an arm robot, 
arm robot can work automatically, manually, and a combination of both. Some techniques that can be used to give 
commands to the robot are to use hand and finger gestures, to do the techniques can utilize the vision machine. One 
of the advantages of using a vision machine is that it does not require many electronic components to recognize hand 
and finger gestures. The focus of this research is to implement a camera to recognize the operator’s finger gestures 
so that the gesture can give commands to the robot. The camera captures the image of operator's finger, the image is 
a process inside the computer to obtain the pixel coordinate parameters of the index fingertip and right lower pixel 
of the image, and then the angle obtained from both coordinates using trigonometric equations. The result is that the 
robot can follow the movement of the finger when the angle between 30° to 150°.  
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dikarenakan robot lengan tersebut belum memiliki 
aktuator pada base robot.
Robot lengan atau robot manipulator memiliki 
kesamaan dengan lengan manusia. Gambar 2 menunjukkan 
ilustrasi robot manipulator [10], struktur mekanik robot 
manipulator terdiri dari links, joint, dan end effector, J1 
merupakan posisi joint pada base robot lengan, J2 adalah 
penghubung antara link 1 dan 2 robot lengan, dan D 
merupakan posisi end effector robot. Joint J1 bergerak ke 
atas dan ke bawah, sedangkan pada joint J2 bergerak ke 
kanan dan ke kiri.
Pada penelitian ini telah dirancang suatu pengenalan 
gestur tangan untuk mengendalikan robot lengan. 
Komputer vision digunakan sebagai pengenalan gestur 
tangan, algoritma skin detector akan diterapkan untuk 
mengenali tangan, berbeda dengan penelitian sebelumnya 
[11], [12] yang menggunakan algoritma template 
matching, signature signal algorithm, dan jaringan 
syaraf tiruan untuk pengenalan gestur tangan. Pada 
penelitian ini langkah setelah proses skin detector adalah 
menerapkan algoritma scanning pixel untuk menemukan 
koordinat tangan yang kemudian akan dijadikan sebagai 
acuan gerakan robot lengan, dengan menggunakan 
algoritma scaning pixel, gerakan tangan pengguna dapat 
merepresentasikan gerakan robot lengan.
II. Metode
Blok sistem yang telah dibuat dapat dilihat pada 
Gambar 3, webcam diletakkan di atas jari operator, 
intensitas cahaya disekitarnya konstan, webcam akan 
meng-capture setiap gerakan dari jari. Setiap gambar 
yang diambil oleh webcam akan diproses menggunakan 
laptop, data hasil pemrosesan gambar selanjutnya dikirim 
ke mikrokontroler menggunakan komunikasi serial, dan 
tahap terakhir adalah mikrokontroler memberikan sinyal 
kepada servo. Proses pengolahan gambar terdiri dari dua 
tahap, yaitu tahap pemisahan background, penerapan 
algoritma deteksi ujung jari dan selanjutnya adalah 
pengenalan perubahan sudut.
A. Pemisahan Background
Langkah awal untuk melakukan proses pemisahan 
background adalah mengkonversi gambar yang diperoleh 
menggunakan webcam A4tech pk-920h HD 1080P 
menjadi gambar YCbCr menggunakan persamaan (1), 
tahapan pemisahan background ditunjukkan pada Gambar 
4. YCbCr dianggap lebih baik dalam pengenalan karakter 
daripada RGB [13] dan memiliki tumpang tindih yang 
kecil antara skin color dan non-skin color dalam berbagai 
kondisi pencahayaan [14], [15], dan [16].
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Di setiap citra dimungkinkan akan terdapat derau 
yang berbentuk bintik-bintik. Untuk mengurangi derau 
tersebut, tahap selanjutnya adalah melakukan filter median 
menggunakan persamaan (2), filter median berguna untuk 
menghilangkan bintik-bintik pada sebuah citra [17].
[ ][ , ] ( , , , [ , ]) (2)origY x y median I i j i j nbor x y= ∈
dengan nbor[x,y] adalah sub image dari citra YCrCb dan 
Yorig [i,j]  adalah sebuah citra YCrCb.
Langkah terkahir adalah melakukan proses thresholding 
menggunakan persamaan (3). Nilai ambang diatur untuk 
Gambar 2. Ilustrasi robot manipulator dua DOF
Gambar 1. Robot pengambil objek dua DOF
Gambar 3. Blok sistem
Gambar 4. Tahapan pemisahan citra
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memisahkan citra background dan foreground, citra 
foreground direpresentasikan dengan nilai piksel di setiap 
parameter YCbCr dengan nilai 255 (berwarna putih), 
sedangkan warna piksel citra background adalah berwarna 
hitam.
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dimana G(x,y) adalah image biner, Y(x,y) adalah image 
YCrCb, Tymax dan Tymin menyatakan nilai threshold 
maksimal dan minimal komponen Y, Tcrmax, dan Tcrmin 
menyatakan nilai threshold maksimal dan minimal 
komponen Cr, Tcbmax dan Tcbmin menyatakan nilai 
threshold maksimal dan minimal komponen Cb.
B. Algoritma Deteksi Ujung Jari
Dibutuhkan dua koordinat untuk menentukan besaran 
sudut servo, koordinat pertama diperoleh dari ujung jari 
telunjuk operator (huruf ‘a’ pada Gambar 5), yang kedua 
adalah diperoleh dari piksel putih dari gambar paling 
kanan bawah (huruf ‘b’ pada Gambar 5).
Tahap selanjutnya setelah mendapatkan 2 koordinat 
tersebut adalah mencari nilai gradien dari 2 koordinat 
tersebut dan selanjutnya adalah menemukan besaran sudut 
dengan menggunakan persamaan trigonometri. Tahap 
terakhir adalah mengirimkan nilai sudut tersebut secara 
serial ke mikrokontroler untuk kemudian digunakan servo 
untuk menentukan gerakan dari robot.
Koordinat pertama (posisi ‘a’ pada Gambar 5) diperoleh 
menggunakan listing program berikut ini:
Sedangkan koordinat kedua (posisi ‘b’ pada Gambar 5) 
diperoleh menggunakan listing program berikut ini:
Citra yang digunakan adalah dengan ukuran lebar 320 
piksel dan tinggi 240 piksel, proses pemindaian koordinat 
piksel titik ‘a’ dimulai dari piksel terkanan dan teratas citra. 
Proses pemindaian tersebut dilakukan sampai menemukan 
piksel dengan warna putih, dan kemudian koordinat titik 
piksel tersebut disimpan. Hampir sama dengan proses 
pemindaian koordinat piksel titik ‘a’, proses pemindaian 
koordinat piksel titik ‘b’ dimulai dari piksel terkanan 
dan terbawah. Koordinat ‘a’ disimpan di variabel x_jari 
dan y_jari, sedangkan koordinat ‘b’ disimpan di variabel 
x_bawah dan y_bawah. Selanjutnya untuk mendapatkan 
besaran sudut menggunkan listing program berikut:
Setelah nilai besaran sudut diperoleh selanjutnya nilai 
tersebut dikirim ke mikrokontroler melalui komputer 
menggunakan perintah:
SerialPort1.Write(TextBox9.Text)
Arti perintah tersebut adalah data yang ditampilkan pada 
textbox 9 akan dikirim ke mikrokontroler, tapi sebelum itu 
di setiap akhir nilai sudut yang akan dikirim diberi tanda 
‘#’. Hal ini dilakukan untuk memberikan informasi ke 
mikrokontroler bahwa data yang dikirim adalah satu paket 
data serial, perintah yang digunakan adalah 
str1 = Convert.ToString(sudut)
TextBox9.Text = str1 + "#"
Sedangkan pada mikrokontroler program yang 
digunakan adalah terdiri dari 3 tahap, tahap pertama 
adalah persiapan variabel, pin output untuk motor servo, 
komunikasi serial, dan library yang digunakan, yaitu:
Gambar 5. Posisi Parameter a dan b pada jari operator
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Tahap kedua adalah algoritma untuk membaca data 
serial yang dikirim oleh komputer ke mikrokontroler. 
Mikrokontroler harus mampu membaca data yang dikirim 
oleh komputer untuk kemudian digunakan sebagai nilai 
sudut servo pada robot. Program yang digunakan yaitu:
Diagram alir dari kode program tahap kedua pada 
mikrokontroler ditunjukkkan pada Gambar 6. Setiap 
karakter yang dikirim oleh komputer akan diterima 
mikrokontroler melalui jalur serial. Setiap karakter yang 
diterima mikrokontroler disimpan di sebuah variabel, 
selama karakter yang diterima bukan karakter ‘#’. Karakter 
akan disimpan terlebih dahulu di variabel tersebut. 
Setelah mikrokontroler menerima karakter ‘#’ proses 
konversi dilakukan. Karakter yang tersimpan sebelumnya 
dikonversi menjadi tipe data float dan selanjutnya data 
tersebut digunakan untuk menentukan sudut putaran 
motor servo.
Tahap ketiga adalah melakukan pengiriman data ke motor 
servo robot lengan. Program yang digunakan adalah:
Program pada tahap ketiga mengirimkan data yang telah 
dikonversi menjadi type data float. Data yang telah 
dikonversi disimpan di variabel sudut_servo array ke 0.
C. Rangkaian Elektronika
Gambar 8. Tampilan antarmuka algoritma pengenalan gestur jari
Gambar 6. Diagram alir tahap kedua dari kode program pada 
mikrokontroler
Gambar 7. Rangkaian elektronika
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Diperlukan rangkaian elektronika untuk mengendalikan 
motor servo yang digunakan robot lengan. Motor servo 
tersebut digerakkan oleh sinyal yang diberikan oleh pin 
“analog out” dari mikrokontroler, mikrokontroler yang 
digunakan adalah ATmega328P yang telah terpasang pada 
board Arduino, pin yang digunakan tersebut adalah pin 
ke 9. Pin 9 dihubungkan pada kaki “sig” dari motor servo 
(Gambar 7), sedangkan pin 5 V dan GND motor servo 
dihubungkan ke keluaran dari IC regulator 7805.
III. hasIl dan PeMbahasan
Tampilan antarmuka dari algoritma gestur jari 
ditunjukkan pada Gambar 8, beberapa informasi yang dapat 
ditampilkan di tampilan antarmuka tersebut diantaranya 
adalah gambar jari dalam ruang warna RGB dan YCbCr, 
nilai kemiringan antara ujung telunjuk dan pangkal, dan 
informasi yang dapat dilihat juga adalah informasi sudut 
yang harus dikirim ke motor.
Algoritm pemrograman tersebut telah berhasil 
mengenali gestur jari. Kesimpulan tersebut dilihat dari 
hasil pengujian algoritma untuk menggerakkan motor 
servo yang terletak pada base dari robot lengan. Beberapa 
pengujian dapat dilihat pada Tabel 1, 2, dan 3.  Pengujian 
dilakukan sebanyak 9 kali pada setiap jarak yang berbeda 
antara webcam dengan jari telunjuk operator, dan pengujian 
Tabel 1. Hasil pengujian gerakan robot terhadap gestur jari (jarak antara 
webcam dengan jari opertator adalah 30 cm)










Tabel 2. Hasil pengujian gerakan robot terhadap gestur jari (jarak antara 
webcam dengan jari opertator adalah 45 cm)
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dilakukan dengan sudut yang berbeda yaitu 20°, 30°, 45°, 
60°, 90°, 120°, 135°, 150°, dan 170°. Dari tabel yang 
ditunjukkan tersebut dapat dilihat bahwa pengujian ke 2 
sampai 8 arah gerakan robot lengan di setiap jarak yang 
berbeda mengikuti gerakan jari, sedangkan pengujian ke 1 
dan ke 9 di setiap jarak yang berbeda, yaitu pada sudut 20° 
dan 170° gerakan robot tidak sesuai dengan arah gestur 
jari.
Ketidaksesuaian gerakan robot dengan gestur jari 
tersebut disebabkan karena algoritma yang digunakan 
tidak berhasil membaca koordinat piksel ujung jari dan 
koordinat piksel bagian bawah kanan dari tangan.
Algoritma yang telah dibuat pada penelitian ini dapat 
digunakan untuk tujuan lain, seperti misalnya untuk 
mengendalikan posisi tempat tidur pasien disabilitas. 
Pengendalian posisi tempat tidur pasien disabilitas 
menggunakan gestur tangan telah dilakukan [8]. Pada 
penelitian tersebut terdapat empat gestur yang perlu 
dikenali, gestur pertama digunakan untuk menaikkan 
posisi tempat tidur, gestur kedua untuk menurunkan, 
ketiga dan keempat digunakan untuk memiringkan tempat 
tidur ke kanan dan ke kiri. Berbeda dengan penelitian 
tersebut yang dapat dikatakan bahwa setiap gestur tersebut 
menggantikan sebuah tombol untuk mengubah posisi 
tempat tidur, pada penelitian ini menawarkan algoritma 
lain yaitu gestur tidak digunakan sebagai pengganti 
tombol, akan tetapi dapat dikatakan sebagai pengganti tuas 
untuk merubah posisi tempat tidur pasien disabilitas.
IV. KesIMPulan
Algoritma pengenalan gestur jari telunjuk untuk 
mengendalikan robot berhasil dibuat. Langkah pertama 
yang dilakukan adalah melakukan proses pemisahan 
citra jari operator dengan latar belakangnya. Citra 
yang dihasilkan adalah citra biner, warna piksel putih 
menunjukkan jari operator dan piksel warna hitam adalah 
latar belakang citra. Langkah berikutnya adalah melakukan 
pengenalan perubahan gerakan jari operator, posisi ujung 
jari telunjuk dan posisi warna piksel yang berada di posisi 
kanan bawah dari citra digunakan sebagai parameter 
untuk menentukan nilai sudut. Langkah terakhir adalah 
mengirim nilai tersebut ke mikrokontroler dan kemudian 
mikrokontroler mengirimkannya ke sebuah motor servo 
robot. Algoritma pemrograman mampu mengenali gestur 
jari dan data yang diterima mikrokontroler secara serial 
sesuai dengan yang dikirimkan dari komputer, sehingga 
gerakan robot mampu mengikuti gestur jari operator. Hasil 
yang didapat adalah robot dapat mengikuti gerakan jari 
antara sudut antara 30° sampai 150° di setiap jarak antara 
kamera dan jari operator yang berbeda. 
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