This paper is concerned with entropy methods for linear drift-diffusion equations with explicitly time-dependent or degenerate coefficients. Our goal is to establish a list of various qualitative properties of the solutions. The motivation for this study comes from a model for molecular motors, the so-called Brownian ratchet, and from a nonlinear equation arising in traffic flow models, for which complex long time dynamics occurs. General results are out of the scope of this paper, but we deal with several examples corresponding to most of the expected behaviors of the solutions.
Introduction
In this paper we consider explicitly time-dependent linear drift-diffusion equations which are motivated by traffic flow or Brownian ratchet models. We also study the case of degenerate diffusion coefficients, which are for instance of interest for traffic flow questions. To start let us first describe these models in more details.
Generally speaking Brownian ratchets are models of phenomena in which directed motion in a periodic medium occurs in the presence of unbiased (on average) forces and interactions. In recent years several examples that vary from molecular motors and molecular pumps to Janossy effect in liquid crystals have been studied 1, 6, 21, 31, 32 . A simple model of a Brownian ratchet is the so-called flashing ratchet 20, 28, 29, 16 given by the following Fokker-Planck type equation: σ u xx + (φ x u) x = u t , 0 < x < 1 , t > 0 ,
where φ = φ(x, t) is periodic in both x and t. As it turns out 29 the long time behavior of the flashing ratchet is described by the periodic (in t and of the same period as φ) solution u ∞ (x, t). It was shown further in 29 that u ∞ is unique and globally attracting. These facts are basic in showing that transport is induced in the flashing ratchet model. In this paper we use the entropy methods to show the existence, uniqueness and stability of u ∞ and generalize some preliminary results given in 20 . This approach is a significant simplification of that of 29 .
The homogeneous Fokker-Planck model of traffic dynamics as presented in 26 corresponds to u t = (σ(t, x) u ′ − β(t, x) u) ′ , (t, x) ∈ R + × (0, 1) .
The variable x represents the velocity of cars on a highway and u is the corresponding distribution function. Spatial effects are not taken into account. The coefficients σ and β are defined in a nonlinear way as functions of the average velocitȳ x(t) = 1 ρ and σ(t, x) = σ 0 m 1 (ρ) m 2 (x(t)) |x −x(t)| γ for some positive constants σ 0 , C A , C B (A and B respectively stand for Acceleration and Braking), and nonnegative exponents γ and δ. In 26 m 1 and m 2 are two continuous functions and the exponent γ is assumed to be smaller than 3. The parameter ρ is the total density of the traffic and does not depend on t. We refer to 25, 19 for further comments on this model.
The nonlinear dependence of σ and β on the solution u makes the analysis difficult. Moreover relevant phenomena for traffic modeling apparently occur on time scales much smaller than the ones of the asymptotic regimes. The degeneracy of the diffusion coefficient corresponds to an idealized situation since one can always argue for the presence of some "'residual" diffusion. It seems however that the degeneracy of σ makes sense at least to derive a picture at first order. The heuristic idea is that drivers adapt their speed to the mean speed of the traffic and the diffusion accounts for stochastic errors they make in their evaluation ofx. The closer they are tox and the smaller are the errors.
In this paper, as a rough approximation, we dont take nonlinearities into account but focus on the qualitative properties of the solutions due to the degeneracy of the diffusion coefficient and the time dependence of σ and β. The time dependence in traffic flow models is definitely relevant. As a special case, the time-periodic regime is of particular interest because of its connections with the phenomenon of "stop-and-go" waves 26, 23 .
For time-dependent as well as for degenerate coefficients, our approach is based on entropy estimates. The so-called entropy -entropy production method has received a lot of attention both in the linear and the nonlinear framework 35, 5, 12, 3 during the last few years. Alternative approaches based on variational methods 18 , mass transportation techniques 27, 33, 37 and hypercontractivity 22, 9 have also been developed. Since we deal with linear equations, there is some freedom in the choice of the entropy and whenever possible we use general convex entropies 5, 4 . This paper is organized as follows. We begin with general drift-diffusion equations and state the underlying contraction property which gives uniqueness and convergence to an asymptotic state. Although stated at a somewhat formal level, these results emphasize a fundamental property which is common to all special cases studied in this paper. Section 2 is devoted to equations with degenerate diffusion coefficients. We work on a caricature of a traffic flow equation and prove a HardyPoincaré inequality which relates entropy and entropy production, and therefore governs the long time behaviour. Section 3 is devoted to equations with explicitly time-dependent periodic coefficients. We prove the existence of a unique periodic asymptotic solution which attracts all solutions to the Cauchy problem. The examples of this section mostly refer to molecular motors. In the last section, we give several examples which mix the features observed in the two previous sections and provide a qualitative understanding of some phenomena that are numerically observed in traffic flow models.
In the applications to traffic flow and Brownian ratchets models, the dimension is one in most cases. However, our results hold for any dimension and should apply to other types of models, see, e.g., 15 . The two most striking points of our approach are: 1) general time-periodic forces can be considered, 2) the diffusion coefficient may be degenerate. This gives rise to power law weights in the Hardy-Poincaré inequality relating the entropy and the entropy production. We prove this inequality from a variational point of view. The proof of such a result by any of the other techniques mentioned above is as far as we know still open, except for the entropy -entropy production method, in some special cases, as we shall see in the last section.
General drift-diffusion equations
Consider the drift-diffusion equation
Here Ω is not necessarily bounded. Assume further that u satisfies Robin, or no flux, boundary conditions:
. Here ν(x) is the outgoing normal unit vector at x ∈ ∂Ω. For any (x, t) ∈ Ω × R + , the diffusion matrix σ(x, t) is assumed to be a nonnegative definite symmetric matrix. In most cases we will take it proportional to the identity, up to a scalar coefficient that will be called the diffusion coefficient. The drift force F (x, t) does not depend on u and is given, so that (1.1) is a linear equation. Our main tool is the relative entropy of u 1 with respect to u 2 , defined by
for an appropriately chosen convex function ψ. Although some of our tools are adequate for sign changing solutions (take for instance ψ(v) = |v − 1| 2 in that case), for simplicity we will restrict our study to nonnegative solutions of (1.1). Some results of this section are written only at a formal level in the sense that we assume that the solutions have sufficient regularity and decay properties to justify all computations as if they were smooth, and compactly supported in case of unbounded domains. The point is to give generic results which can be justified with all details in each of the examples of this paper. also belongs to L 1 (Ω). Assume that u 2 (·, t) is positive for any t ∈ R + and Ω u
If Ω is unbounded and if u 1 and u 2 decay fast enough at infinity, or if Ω is bounded, then, for any t > 0,
By sufficient decay at infinity and by smooth solutions, we simply mean that all integrations by parts needed in the proof make sense.
Proof. The lower estimate on e ψ [u 1 (·, t) | u 2 (·, t)] is a consequence of Jensen's inequality: for any two functions
with equality if and only if U 1 = U 2 a.e. The inequality holds as a special case if
The upper bound relies on the entropy decay which follows from the following computation:
The results of Theorem 1.1 can be extended to larger classes of solutions using the integral form of (1.3):
) and using convexity and lower semi-continuity properties. By regularizing the initial data and the coefficients of the equation, we can prove such an estimate for approximating solutions. Passing to the limit, if no further a priori estimates are available and if the second term of the left hand side is lower semi-continuous, the above identity generically becomes an inequality:
for any weak solution of (1.1)-(1.2) which is obtained by an approximating procedure. It is out of the scope of this paper to give optimal conditions for obtaining (1.6), but in all special cases where this procedure can be applied, we will simply refer to (1.6) without further justification.
Uniqueness
The contraction property has rather simple but interesting consequences concerning the uniqueness of the solutions to the Cauchy problem and stationary solutions. 
for any t ≥ 0, by (1.6). The equality case in Jensen's inequality means:
. Assume that the following uniform ellipticity condition is verified:
There exists a positive function σ 0 such that σ(x, t)
Let Ω be a simply connected, bounded domain. Assume that F is bounded, and G(x, t) := (σ(x, t)) −1 F (x, t) is independent of t and such that G = ∇ϕ for some bounded potential ϕ. Under Assumption (1.7), for any M > 0, (1.1) has a unique positive bounded stationary solution u ∞ such that Ω u ∞ dx = M , which moreover satisfies boundary conditions (1.2).
Proof. The function
is a stationary solution. For any other stationary solution u 1,∞ , we may find a strictly convex function ψ, satisfying the conditions of Theorem 1.1, such that e ψ [ u 1,∞ | u 2,∞ ] < ∞ and (1.6) holds. By (1.6) we know that
On the unique connected component of Ω, u 1,∞ and u 2,∞ are collinear:
If we don't assume that the stationary solution is bounded, then the question becomes more tricky. First of all, one has to find a convex function ψ such that e ψ [ u 1,∞ | u 2,∞ ] < ∞. This can always be done. See 10 for more details. Then one has to make sure that one can establish (1.6), which for stationary solutions is equivalent to (1.5) . This is far from being obvious at our level of generality but is usually easy to implement in all practical cases of applications.
Boundedness from above of the potential ϕ means that the unique stationary solution is positive which is convenient to define the relative entropy but not compulsory. Boundedness from below could be relaxed to the weaker assumption that e −ϕ ∈ L 1 (Ω). The result of Corollary 1.2 can be extended to time-dependent asymptotic states, see 20 . In Section 3, by assuming that the dependence of the coefficients of Equation (1.1) is time-periodic, we will prove a result of existence of a time-periodic asymptotic solution, which is also unique because of the contraction property, and generalizes somes of the results contained in the above references.
Large time behaviour: convergence to stationary solutions
Assume that the following conditions are satisfied:
If Ω is bounded, we can define
if Ω is bounded and simply connected, the function u ∞ is the unique bounded stationary solution of (1.1) with mass M . Moreover, let u be any solution of (1.1) with a nonnegative initial data u 0 in
Proof. There exists a strictly convex function ψ satisfying ψ(1) = ψ
Note that the choice of ψ may depend on u 0 , if we do not make further assumptions on u 0 . As a consequence of (1.6), ∇(u(·, t)/u ∞ ) converges to 0 as t → +∞, x ∈ Ω a.e. This proves simultaneously the uniqueness of the stationary solution, and the convergence of any other solution to u ∞ .
This result is formal in the sense that for a given u 0 , the existence of a function ψ such that (1.6) holds is not easy to check. In practical situations, ψ is given, such that the second term of the left hand side in (1.6) is lower semi-continuous as a function of u and we require that u 0 is such that e ψ [ u 0 | u ∞ ] is finite. Then Inequality (1.6) holds for any reasonable solution u obtained as a limit of an approximation procedure. The convergence of u to u ∞ in Theorem 1.2 has to be understood as
The existence of ψ in the stationary case holds for the same reasons as in the proof of Corollary 1.2. There are several possible generalizations, for instance to the case of an unbounded domain Ω, or to a time-dependent function G which converges to some time-independent limit. The result of Theorem 1.2 can also be extended to asymptotic states which are time-dependent. In Section 3, when the dependence of the coefficients of Equation (1.1) is time-periodic, we will prove that all solutions to the Cauchy problem converge to a unique time-periodic asymptotic solution.
Further elementary properties of convex entropies
A more precise inequality than (1.4) can be established by doing a Taylor expansion to order two if ψ ′′ (v) compares with v
. This is known as the Csiszár-Kullback inequality if p = 1 17, 30, 36 and the generalized Csiszár-Kullback inequality (see 18, 10 ) if p ∈ [1, 2] . For completeness, we give a precise statement with a proof, which is essentially taken from 10 .
, and consider a nonnegative strictly convex function φ ∈ C 2 (0, +∞). If
.
Proof. The case p = 1 is the well known Csiszár-Kullback inequality, see for inDrift-diffusion equations 9 stance 36 . Assume first that v 1 > 0. By a Taylor expansion at order two, we get
where ξ lies between v 1 and v 2 . By Hölder's inequality, for any h > 0 and for any measurable set A ⊂ Ω, we get
We apply this formula to two different sets.
and take h = v 1 :
ii) On
and take h = v 2 :
To prove the result in the case v 1 > 0, we just add the two previous inequalities and use the inequality (a + b) r ≤ 2 r−1 (a r + b r ) for any a, b ≥ 0 and r ≥ 1. To handle the case v 1 ≥ 0, we proceed by density: apply the result to v
2 ) and let ǫ → 0 using Lebesgue's convergence theorem.
The relative entropy e ψ [ u 1 | u 2 ] is homogeneous of degree 1 which is not the case of
, we need a uniform upper bound on u 2 .
Proof. First of all,
. By quadrature, we get that
and may therefore apply Proposition 1.1 using the homogeneity of φ:
A typical convex function ψ for which (1.8) is satisfied is
, and
in the limit case p = 1. Although more general statements can be obtained for general convex functions ψ satisfying (1.8), for simplicity we restrict now our estimates to the case ψ = ψ p for some p ∈ [1, 2] . In (1.9), we need some uniform estimate on u 1 L ∞ (Ω) . This is achieved by comparing the relative entropy
where f is the function defined on
, and for which, for any
which proves (1.10). In both cases,
from which (1.11) easily follows. Assertion (1.12) then follows from Corollary 1.3.
To get rates of convergence, the next step is to compare e ψp with e ψ2 , or, as we shall see in Section 2, I p / e ψp with I 2 / e ψ2 , where
is defined for any p ∈ [1, 2] and will appear later as the time derivative of
, when u is a solution of (1.1) and u ∞ is the stationary solution with same mass. Because the expression of I p [u] in terms of w is particularly simple, it is convenient to write
(1.13)
The next two lemmata will allow us to reduce the study to the case p = 2.
Proof. Assume first that p > 1. From
is concave on (0, w(p)) and convex on (w(p), ∞), with
This proves the lower bound.
As for the upper bound, we simply notice that
If p = 1, we can easily check that f 
, and in the end, f (v) ≥ 0 for any v ≥ 0. Thus we have proved the following result.
Notations and conventions. For simplicity, if ψ = ψ p , we shall denote the entropy
and the corresponding entropy production term by
Here we assume that u ∞ is a stationary solution of (1.1), and that it is unique, bounded in L 1 (Ω) and normalized such that Ω u ∞ dx = Ω u dx. As already mentioned at the beginning of this section, if p = 2, sign changing solutions can be considered, but otherwise for p ∈ [1, 2), the functional Σ p is convex only for nonnegative functions u. We shall therefore assume from now on that
without further notice. Whenever the uniqueness holds (see Section 1.2), any weak solution can always be approximated by a regularized solution. Inequality (1.6) then means that
at least in the distribution sense with respect to t.
To simplify the presentation, using an appropriate rescaling, we can assume that |Ω| = 1 if Ω is bounded. Since equation (2.1) is linear, we can always multiply u 0 by a constant. If Ω u 0 dx = 0, we may therefore assume that Ω u 0 dx = 1 so that Ω u(·, t) dx = 1 for any t ≥ 0.
Degenerate diffusions
In this section, we investigate what happens when the diffusion coefficient degenerates at some point inside the domain Ω. This corresponds to a non uniformly elliptic right hand side in Equation (1.1). To avoid technicalities, we focus here on a very special form of Equation (1.1) and refer to Section 4 for examples which are more realistic in view of the applications.
Reformulation of the problem and notations
As a special case of Equation (1.1), consider the equation
where α and β are positive constants. Assume that u satisfies the initial condition
and the boundary condition
Here Ω is a bounded or unbounded domain in R d with a smooth boundary such that 0 ∈ Ω, and Ω is possibly unbounded. Under decay assumptions at infinity if Ω is unbounded, a smooth nonnegative solution of (2.1) conserves mass:
Note that both (2.1) and (2.3) are satisfied by u ∞ . We assume next that u ∞ is integrable, which means α ∈ (0, 2) or α = 2 and β ∈ (0, d). The constant ρ is therefore chosen such that Ω u ∞ dx = M :
and Ω is bounded.
With v := u/u ∞ , (2.1) can be rewritten as
and the boundary conditions (1.2) are equivalent to homogeneous Neumann boundary conditions for v:
Assume that u ∞ is integrable and define the relative entropy as in Section 1. With these notations, the entropy and the entropy production terms are respectively
and, for any convex function ψ,
The convexity property of the function ψ is essential for our approach. As above, for ψ = ψ p , p ∈ [1, 2], we will simply denote these quantities by Σ p [u] and I p [u].
On convex entropies
For p ∈ [1, 2], if we write
the dependence of I p in p becomes trivial. Let us define a natural set for the functional Σ p : 
Case α ∈ [0, 2): Hardy-Poincaré inequality
The following Hardy-Poincaré inequality is the crucial tool for proving the exponential decay of the entropy e ψp . Notice that the limiting case α = 2 in this inequality is not relevant for Equation (2.1), but is covered by our result.
Theorem 2.1. Consider a bounded connected domain Ω ∋ 0. Let u ∞ ∈ L ∞ (Ω) be such that Ω u ∞ dx = 1 and assume that there exist two positive constants C 1 and C 2 such that
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Assume
By density, such an inequality also holds in the larger set of functions defined as the completion of C ∞ (Ω) with respect to the norm
Note indeed that the average with respect to the measure u ∞ dx is well defined because of the Cauchy-Schwarz inequality
The condition Ω u ∞ dx = 1 is not restrictive because of the homogeneity of the quotient. We denote by λ 2 the best constant, since it is the second eigenvalue of the operator −u
The first eigenvalue is λ 1 = 0, which corresponds to constant eigenfunctions. Homogeneous Neumann boundary conditions are the natural boundary conditions.
Proof. Compared to the standard Hardy-Poincaré inequality, there are two difficulties: 1) We are dealing with the measure u ∞ dx and the mean value of v is taken with respect to this measure. This difficulty is considered in Step 1.
2) The domain Ω is bounded and Neumann boundary conditions have to be considered.
Step 1. We reduce the problem to the case u ∞ = 1. By homogeneity,
Adding and substracting Ω v u ∞ dx and expanding the square, we get
Using the upper and lower bounds on u ∞ , it follows that
Step 2. Next we have to prove that the right hand side of the above inequality is bounded from below. For any bounded domain
It is elementary to check that Λ(Ω) is positive in one of the two following cases: 
Assume first that α < 1 and define ρ as the first zero of ψ ′ in (0, +∞), where ψ is the solution of the ODE
Then, up to a multiplication by a constant, ϕ(r) = ψ (rρ/R) and λ
If α ≥ 1, the condition ψ ′ (0) = 0 does not make sense, but for α ∈ [1, 2), we may simply replace it by the condition
In the case α = 2, let u be a function in C 1 (0, R), with u(R) = 0. By expanding the square and using an integration by parts for the cross term, we get
if Ω = B(0, R). Here we write u(x) = u(|x|) which is a standard abuse of notations.
Since
we conclude that
Note that the optimal constant in the above inequality is realized by radial functions, as can be shown by using Schwarz' symmetrization method in the ball in R
d+2
. Of course, we may now shift u by any arbitrary constant, so that the condition u(R) = 0 can be removed. This proves that for α = 2, Λ(
Notice that for α > 2, any minimizing sequence concentrates and Λ(Ω) = 0, so that the restriction α ∈ [0, 2] makes sense.
We have now to extend the results corresponding to the special cases (i) and (ii) to a general bounded connected domain. This is done using the next lemma, which completes the proof of Theorem 2.1. As seen above, Λ(Ω i ) > 0 for i = 1, 2, 3. Assume by contradiction that Λ(Ω) = 0 and consider a sequence (u n ) n∈N of functions in H 1 (Ω) such that
Let a n := Ω1 u n dx and notice that a n := − Ω2 u n dx. Since (a n ) n∈N is uniformly bounded, up to the extraction of a subsequence we may assume that it converges to some limit a. Also define
By assumption, lim n→∞ x n = lim n→∞ y n = lim n→∞ z n = 0. On the other hand, by definition of Λ(Ω 1 ) and Λ(Ω 2 ),
and
, so that u n converges almost everywhere to a |Ω1| on Ω 1 and to − a |Ω2| on Ω 2 . Let b n := Ω3 u n dx and consider b := lim n→∞ b n , up to the extraction of a further subsequence. By definition of Λ(Ω 3 ),
, so that u n converges almost everywhere to
. This proves that a = 0, a contradiction with
Case α = 2: Hardy's inequality
In the framework of the zero flux solution (2.3) of Equation (2.1), the case α = 2 has to be treated separately since u ∞ (x) = |x| −β is not bounded and has to be combined with the weight |x| α to get an estimate of Λ(Ω). The case with Dirichlet boundary conditions or in the whole space has been widely treated in the literature, see for instance 13, 34 . We are not aware of any result corresponding to Neumann boundary conditions and will therefore consider only the simple case of a ball.
Let u ∞ be as above and assume that β < d. Then there exists a positive constant λ 2 such that
As in the case α < 2, λ 2 is a second eigenvalue of an operator, namely −|x|
The result can also, as in the case of Theorem 2.1, be extended to a larger class of functions by density.
Proof. The result follows from the Caffarelli-Kohn-Nirenberg type inequality
in the limit case a = β/2 − 1, b = β/2, q = 2 after noticing as in the proof of Theorem 2.1 that
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This case is a generalized form of Hardy's inequality. The positivity of C CKN is equivalent to the positivity of the infimum of
where h is given by g(x) = |x| 1+a−d/2 h(s = − log |x|, ω = x/|x|) (see 13 ) and satisfies the boundary condition ∂ s h(0, ·) = 0. By symmetry with respect to s = 0, the problem is easily reduced to (s, ω) ∈ R × S d−1 which corresponds to the usual Caffarelli-Kohn-Nirenberg inequality.
Decay rates
We can now apply the results of Sections 2.1-2.4 to the study of the asymptotic behaviour of the solutions of (2.1).
Theorem 2.2.
Let Ω ∋ 0 be a domain with a smooth boundary, p ∈ (1, 2] and consider a weak nonnegative solution u of (2.1)
With the notations of Theorem 2.1 and Proposition 2.1, we have
Proof. According to (1.4) and Theorem 2.1 and Proposition 2.1, for a solution of (2.1),
The result follows by Gronwall's lemma.
Corollary 2.2.
Under the same assumptions as in Theorem 2.2, if α ∈ [0, 2) and if u ∞ is given by (2.4), for any solution u of (2.1), there exists a constant K > 0 which depends only on
Proof. Apply the generalized Csiszár-Kullback inequality (1.9) and notice that since
is bounded from below away from 0 by Lemma 1.1.
Note that in case p = 2, the convergence of u to u ∞ in L 1 (Ω) is a simple consequence of the Cauchy-Schwarz inequality:
If Σ 2 [u 0 ] is finite, by Lemma 1.3 we get
and then by Lemma 1.1,
Diffusion equations with time-periodic coefficients
We are now going to investigate the effect of the time-dependence of the coefficients of the equation in the large time behavior of the solutions. As in Section 2, we will consider a simple case: We will assume that the dependence of the coefficients is time-periodic.
Examples
Before giving a general result, let us start with some examples for which the computations are explicit. In this section, we will focus on time dependent coefficients, mostly time-periodic, and assume that the operator is uniformly elliptic.
Example of a drift with time-periodic intensity
Consider in R d a solution u of
for some function β given by
Here γ is a given positive constant, and we shall assume that R is a periodic function of period T such that there exists two constants R 1 > 0 and R 2 > 0 for which
Let R 0 := R(0) and
with R = R(t) . 
for some positive constant C p which depends only on Σ p
and M .
Proof. Consider the function v defined by
where R = R(t) and β = β(t) are related by (3.2) , and where τ satisfieṡ
It is immediate to check that v is a solution of the Fokker-Planck equation 
By the convex Sobolev inequalities (or generalized Poincaré inequalities: see Section 5 for more details), we have
This means that
by (1.9), (1.10) and (1.11). This proves (3.4) by undoing the change of variables.
If
, which is however bounded uniformly in τ by Lemma 1.1.
To illustrate the relation between R and β, we give two explicit examples: , 1) and consider the 1-periodic function if θ ≤ t < 1 .
Example of a drift centered at a time-periodic point
for some given function t → y(t) which takes its values in R d
. Let z be the solution ofż
which can be written as
We shall assume that y is a periodic function of period T and choose
e T − 1 so that t → z(t) is also a periodic function of period T . Consider
Under the above assumptions, any solution of (3.5)
for some positive constant C p which depends only on
is a solution of the Fokker-Planck equation
as in the proof of Proposition 3.
Example of diffusions with a general time-periodic drift term
If the drift term ψ in the equation
with initial data u(·, t = 0) = u 0 , does not depend on the time, the asymptotic state is given as the Gibbs state:
As seen in the two previous examples, the time-dependence of the drift term is reflected by a delay and the Gibbs state is not any more a solution. This is a general feature of diffusion equations with time-periodic coefficients that can be understood as follows. Consider in
where
and assume that both ϕ and ψ are periodic with (same) period T .
The existence of a solution to (3.8) satisfying (3.9) will be established in Section 3.2 under some additional assumptions. Let u be a solution of (3.7) and define
This allows to state the following formal result.
Assume that there exists a solution to (3.8) satisfying (3.9). Under the above assumptions, any solution of (3.7) with nonnegative initial
Proof. It is straightforward to check that u ∞ is a solution of (3.7) if and only if (3.8) is satisfied. The result is then a consequence of the contraction property stated in Theorem 1.1, Inequality (1.6) for ψ = ψ p and the generalized Csiszár-Kullback inequality, see Proposition 1.1.
Note that if ψ(x, t) = 1 2 |x| 2 + χ(x, t) where χ is a periodic bounded function, then one can solve (3.8) so that (3.9) holds, and then get an exponential convergence rate using the Holley-Stroock lemma (see Section 5 and 5 for more details). The generalization to convex quadratic or super-quadratic potentials is easy.
Convergence to time-periodic solutions
Here we state a generalization to any dimension of previous results obtained in 20 when the dimension is d = 1. The presentation closely follows the results in 20 . Consider a solution of the time-dependent drift-diffusion equation
is a local (time-dependent) Gibbs state. A sufficient condition for (3.11) to hold is that Ω is a bounded convex domain if φ/σ is a bounded function. See 5 for more details. For completeness, we will give a proof based on the entropy -entropy production method in the last section, in the one dimensional case.
Notice that in general u φ,σ is not a solution of (3.10). Let
Assume that u satisfies Robin (no flux) boundary conditions:
and that σ and φ are time-periodic of period T . Assume moreover for simplicity that σ is uniformly positive:
These assumptions are mostly motivated by flashing ratchet models.
). Under Assumptions (3.11) and (3.12), there exists a T -periodic nonnegative solution u ∞ to (3.10) such that
Moreover, there exist a constant K φ,σ depending on φ and σ only such that:
(3.13)
Proof. For simplicity, we assume first that there are no discontinuities in t and prove the result. Then we show how to extend it in the case of two subintervals of continuity (n = 2). The general case is left to the reader.
Step 1. -Assume first that n = 1 and define K φ,σ := sup 0≤t<T h φ,σ (t). Consider a solution u of (3.10) with u(·, t) L 1 (Ω) = 1. Then
Using the fact that
(u φ,σ ) dx = 0, we can estimate the last term of the right hand side by K φ,σ , so that
A Gronwall estimate shows that
Step 2. -We will now assume that
and φ is periodic with period T . We now have to modify the argument from the previous step taking into account the fact that φ, hence u φ,σ is in general not differentiable with respect to t at t = T 1 . Let u 1 := u φ,σ |t∈[0,T1) and u 2 := u φ,σ |t∈[T1,T2) . Using
Step 1 we get
14)
For each nonnegative function v we have
hence from (3.14)-(3.15) we get
where K(φ 1 , φ 2 , T 1 , T 2 ) is a constant depending on φ 1 , φ 2 , T 1 , T 2 only. Just like in the case of smooth potentials, the set
is stable under the action of the map T : u(·, 0) → T (u(·, 0)) = u(·, T ).
Step 3. -The map T has a fixed-point in Y . This is equivalent to the existence part of our theorem. We observe indeed that Y is a closed and convex subset of H 1 (Ω). By the Schauder Fixed-Point Theorem it suffices to show that:
Property (a) has been established in Steps 1 and 2, and Property (b) follows by parabolic regularity.
Step 4. -Once a time-periodic orbit is found in the set Y , (3.13) follows using the standard form of the Csiszár-Kullback inequality (1.9).
We can now conclude this section with some remarks.
(i) A special case of Equation (3.10) is the flashing ratchet model, where φ 1 is a sawtooth asymmetric potential (see 20 for an example) which does not depend on t and φ 2 ≡ 0.
(ii) Condition (3.11) is not purely technical. It can be shown in some cases that it is not always true. We will give an example where it is satisfied in Section 5. In an interval (i.e. for d = 1) of length L, the optimal value of Λ (iii) The case σ ≡ 0 on some subinterval of (0, T ) can be covered by our method.
Adaptations of the proof are left to the reader. (iv) It is natural to ask if one can use directly e ψp with p > 1 instead of e ψ1 . The estimate now reads
Since the last term of the right hand side can be bounded by
it seems that the method can be extended to the case p > 1 only under a smallness assumption, namely under the condition that (p − 1) K φ,σ is smaller than
Diffusion equations with highly degenerate diffusion coefficients
where Ω is a domain in R d
, d ≥ 1, σ is a diffusion coefficient which is not positive everywhere, and β is a positive parameter. The point we want to investigate here corresponds to the case of a degeneracy which is stronger than the one studied in Section 2, typically σ(|x|) = |x| α with α > 2. We are not going to give any general result in this section, but simply illustrate a few possible behaviors by some examples.
Example of a simple drift without diffusion: concentration
If σ ≡ 0, the solution is explicit, as it is easily shown using the characteristics. Let
and J(t) := e −d β t . If u is a solution of (4.1) with σ ≡ 0 and initial dataū 0 ∈ L 1 + (Ω), then v(x, t) := J(t) u(X(t), t) satisfies
An approximation method (see below example 4.2) then shows that if the initial condition is
is also a solution in the sense of distributions.
4.2.
Example of measure valued solutions in case α > 2
For simplicity, assume that σ(|x|) = |x| α and Ω is a simply connected domain contained in a ball B(0, R), with a radius R > 0 sufficiently small, i.e., such that
We are interested in understanding the consequences of the degeneracy of the diffusion coefficient at x = 0. 
, and assume that α > 2. Then there exists a unique global weak solution of (4.1) with boundary conditions (2.2) and initial datum u 0 such that the non-singular part u − m 0 δ belongs to
Moreover the solution fully concentrates as t → +∞: As for the singular component, consider a smooth nonnegative function φ with compact support such that Ω φ dx = 1. It is easy to see that
, so that the Dirac delta distribution centered at 0 is a stationary solution of (4.1).
Assume that m 0 = 0 or equivalently consider the non singular part of the solution. The concentration as t → ∞ relies on moment estimates. Straightforward computations show that
which proves the exponential decay of Ω |x| 2 u(x, t) dx as t → ∞. The global existence of a solution with the claimed regularity easily follows from standard results on parabolic equations.
Notice that the results of Proposition (4.1) are compatible with the observation that the zero flux solution u ∞ (x) = exp(−β (|x| 2−α − 1)/(α − 2)) is not integrable if α > 2.
Example of a decentered drift: integrable asymptotic solution
The situation is different if the drift force tends to concentrate the solution at a point where the diffusion does not degenerate, at least in dimension d = 1. Here we assume that σ(|x|) = |x| α if |x| ≤ 1 and σ(|x|) = 1 otherwise. The L 1 -boundedness of the zero flux solution can indeed be restored as shown by the following example. Let d = 1 and consider the equation
for some x 0 = 0. Take for instance x 0 > 0 (of course similar results also hold for x 0 < 0) and let
Here we take the nonnegative constant C such that R u 0 dx = R u ∞ dx. For simplicity, let us consider only a regular case and assume that u is of class C 1 . More general situations can easily be handled up to certain technical regularizations. 
Proof. First of all, an integration by parts shows that the mass is preserved and the support is contained in R + for any t > 0. Next, no concentration of mass is possible at x = 0. Otherwise, using the linearity of the equation and passing to the limit as t → +∞, this would mean that a Dirac delta distribution centered at 0 is a stationary solution, which is impossible. We can therefore apply the relative entropy method.
The only possible limit is therefore u ∞ .
Example of a time-dependent drift, without diffusion: concentration
Consider now the equation
without any diffusion: let σ ≡ 0 as in Example 4.1. Here we assume that x 0 (t) ≡ 0 a.e. and, for simplicity, d = 1. Let X(t; x, t 0 ) be the solution of the ODE
with initial value x at t = t 0 . The solution of (4.4) is given by Duhamel's formula:
and u converges to the unique time-periodic solution of (4.4) with period T if x 0 is itself time-periodic of period T . Such a solution is shown to exists by an elementary fixed point argument.
The solution u(x, t) of (4.3) is explicit and given by
where J(t) is the Jacobian of the transformation x → X(0; x, t). This solution of course generalizes the one of Example 4.1, wich corresponds to x 0 ≡ 0.
Time-dependent drift and diffusion terms: a conjecture
Although in Example 4.4 it may happen that X(0; x, t) = x 0 (t) for certain values of t, this is not the case for almost every t if x 0 is time-periodic, non constant. Thus, if we add a diffusion like in Example 4.3, namely if we consider the equation
for some time-periodic, non constant function x 0 (t) of period T , we can make the Conjecture. With the above assumptions, there is an asymptotic periodic state u ∞ of period T , which is bounded in L ∞ ((0, T ), L 1 (R)). Moreover, R u ∞ (x, t) dx = M does not depend on t, u ∞ is unique up to a multiplication by a constant, and any solution u with initial datum u 0 such that R u 0 (x) dx = M converges to u ∞ .
In other words, this means that even for α > 2, if x 0 is non constant, then the solution converges to a time-dependent asymptotic state which is bounded in L 1 (R) for almost any t > 0. Thus the situation is expected to be rather different from the one of Example 4.2, where concentration always occurs.
The entropy -entropy production method
In this last section, we present some considerations on the entropy -entropy production method, which is a very efficient method to prove inequalities relating the functionals e ψ and I ψ . To start with, we show how to use it in order to prove an inequality such as (3.11) in a bounded domain. For simplicity and since the method is not original, we shall consider the simple case of a bounded interval (d = 1). We refer to 5 for more details and to 8,4,2 for an alternative method and improvements. The goal of this section is to compare the entropy -entropy production method with the method of Section 2. At this point we dont need to make this convergence very precise: it holds almost everywhere with respect to u ∞ dx and in L p for some p ∈ [1, 2] in the cases of interest for this paper. The only crucial point is to get that where both X and Y are nonnegative definite matrices:
with v = u/u ∞ , we obtain that for λ = 2 inf R V ′′ α = 2 min(1, α), for any t ≥ 0,
After an integration from t to ∞, this proves that
which is equivalent to (5.2). To justify these computations, we can regularize V α , use smooth functions which are dominated by C u ∞ for a sufficiently large C > 0 and conclude by density.
By taking the limit α → +∞ and using Lebesgue's theorem of dominated convergence in (5.2), we obtain One may wonder if the entropy -entropy production method applies when the diffusion coefficient degenerates. Dealing directly with bounded domains is not easy, because the method involves several integrations by parts and one has to control boundary terms. Let us give an example in R 
