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Abstract
We consider the problem of characterizing the ‘duality gap’ between sparse
synthesis- and cosparse analysis-driven signal models through the lens of spec-
tral graph theory, in an effort to comprehend their precise equivalencies and
discrepancies. By detecting and exploiting the inherent connectivity structure,
and hence, distinct set of properties, of rank-deficient graph difference matrices
such as the graph Laplacian, we are able to substantiate discrepancies between
the cosparse analysis and sparse synthesis models, according to which the for-
mer constitutes a constrained and translated instance of the latter. In view of
a general union of subspaces model, we conduct a study of the associated sub-
spaces and their composition, which further facilitates the refinement of special-
ized uniqueness and recovery guarantees, and discover an underlying structured
sparsity model based on the graph incidence matrix. Furthermore, for circulant
graphs, we provide an exact characterization of underlying subspaces by de-
riving closed-form expressions as well as demonstrating transitional properties
between equivalence and non-equivalence for a parametric generalization of the
graph Laplacian.
Keywords: graph signal processing, green’s functions on graphs, union of
subspaces model, cosparsity, structured sparsity, graph theory
1. Introduction
Data models, representing a set of imposed mathematical constraints, are
predominantly employed for the regularization of ill-posed inverse problems and,
accordingly, their distinct choice and a thorough understanding of their proper-
ties is fundamental for their successful embedding in signal and image processing
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tasks. The study of inverse problems has recently inspired the investigation of
a ‘duality gap’ between the (sparse) synthesis and (cosparse) analysis signal
models, [1], [2], signifying two prominent instances of the more comprehensive
Union of Subspaces (UoS) signal model [3], and, as such, it has become of in-
creasing interest to comprehend when the two models cease to be equivalent,
and, specifically, how they differ. While the models are known to be equiva-
lent when the generating operator is nonsingular, their relation lacks a precise
characterization when the operator at hand is rank-deficient square (or rectan-
gular). In particular, it has become evident that it is necessary to go beyond
the description of single quantities such as the spark of a synthesis operator
D, and, more recently, with the advent of cosparsity [2], the maximum sub-
space dimension κΩ(l) of an analysis operator Ω inducing cosparsity l, in order
to quantify and describe non-trivial linear dependencies and understand model
discrepancies precisely.
We propose to remedy this by concretely looking at the underlying structure
and conducting an analytic characterization of the defining subspaces. In this
work, we investigate UoS signal models in the structured domain of graphs, pri-
marily based on the graph Laplacian matrix L, as a fundamental graph (differ-
ence) operator, which is square rank-deficient, with extensions pertaining to the
rectangular rank-deficient oriented incidence matrix S and higher-order general-
izations. Here, we interpret Ω = L as an analysis operator and consider its syn-
thesis counterpart through the Moore-Penrose Pseudoinverse (MPP) D = L†.
By focusing on a subset of highly structured graph difference operators, with
known and novel annihilation properties, we aim to provide refined insights into
the discrepancy between the cosparse analysis and sparse synthesis models. In
particular, we wish to elucidate the transition between the two when the gener-
ating operator is square singular in the discrete structured domain of undirected
connected (circulant) graphs, in an effort to comprehend their concise differences
and eventually motivate an Ansatz for more general scenarios. At its core, this
study uncovers that the underlying linear dependencies of rank-deficient graph
analysis operators pose constraints on their defining subspaces, effectively reduc-
ing the order of the underlying functions, as a result of the Fredholm Alternative
(F.A.) [4], in contrast to their unconstrained synthesis counterparts.
In the course of this analysis, we conduct a complete characterization of the
subspaces of the two models by defining their underlying structure through dis-
crete Green’s functions (in closed-form expressions, where applicable), as well
as by quantifying their number and dimension, which, as will become evident,
cease to be uniform beyond the non-singular case. Due to their rich structure,
circulant graph matrices particularly lend themselves for a more concrete anal-
ysis and the development of unique closed-form expressions. As a result of the
connection between Green’s functions and (pseudo)inverses, we observe the oc-
currence of boundary value phenomena which impact the shape and order of
functions, thereby distinctly demonstrating a difference between synthesis and
analysis-based solution subspaces via the F.A. constraint.
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Specifically, we discover how the singularity of L creates a discrepancy in the
type and localization of the underlying signal subspaces of each model as well
as dictates their associated discontinuities, i.e. (structured) sparsity pattern.
For circulant graphs, we concretely demonstrate that while the sparse synthe-
sis model induces up to piecewise quadratic polynomial signals, the cosparse
analysis model is degree-reduced and only encompasses up to piecewise linear
polynomials, both of which are subject to graph-dependent perturbations. By
considering a parametric extension of L on circulant graphs, in the form of
the previously developed operator Lα, which annihilates complex exponential
signals with exponent α ∈ C, [5], we further show that when Lα is singu-
lar, the associated sparse synthesis model generates up to (perturbed) linear
complex exponential polynomials, while the analysis model only generates (per-
turbed) complex exponentials. In contrast, when Lα is nonsingular, for certain
choices of α, both models become equivalent and generate (perturbed) complex
exponential signals. Accordingly, the separate study of a range of graph differ-
ence operators with closed-form expressions is intended to uncover transitional
properties between equivalence and non-equivalence of the two models, thereby
exemplifying their fundamental difference. Ultimately, we leverage developed
insights to initiate a model-based UoS framework on graphs. Here, we directly
quantify subspace measures for the refinement of existing uniqueness guaran-
tees as well as for UoS-based sampling theorems. We further discover that at
the heart of the introduced graph Laplacian-based UoS model lies a structured
sparsity model which inspires the creation of tailored UoS models with desirable
properties, such as a reduced number of total subspaces of low dimension.
Why Graphs?
Graph matrices provide insightful tools for the characterization of subspaces,
and UoS signal models in particular, due to a number of convenient proper-
ties which can help capture the inherent signal geometry: Graph Laplacians are
positive semi-definite (PSD) matrices of Gramian structure L = STS, with well-
defined, sparse structured incidence matrix S. The graph connectivity manifests
itself in the irreducibility2 of L, which ceases to apply for graphs with more than
one connected component. The nullspace and range of L (and by association, of
S and ST respectively) are known, and the linear dependencies of the matrix are
essentially the result of the zero-sum constraint (capturing wavelet-like ‘vanish-
ing moments’ on graphs) inherent in the columns of ST . These linear constraints
form an essential part of the analysis model of L, as imposed through the F.
A., and ultimately quantify a convenient rank deficiency of the matrix, which in
turn give rises to a structured sparsity model. In addition, owing to structural
properties of L and S, and their MPPs by association, including structured
sparsity, and, for more specialized graph structures such as circulants, extend-
ing to polynomial functions, they offer a broad representation range for signals.
2A matrix is irreducible if it cannot be transformed into a block-upper triangular matrix
via permutations [6].
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The growing field of Graph Signal Processing (GSP), [7], seeks to leverage the
inherent ability of graphs to capture the geometric complexity of irregularly
structured, complex data for arising signal representation and processing tasks.
Since this requires the extension of classical signal processing theory to the graph
domain, the development of a rigorous theoretical foundation is paramount.
Circulant graphs have been noted for providing a link between the classical (Eu-
clidean) and graph domain of signal processing, which previously motivated the
development of sparse graph wavelet analysis and sampling theory [5], [8]. As
we will discover in Sect. 4, most of the analysis pertaining to circulant graphs
can be derived on the basis of the simple cycle, which is central to classical
signal processing considering that a signal defined on its vertices is equiva-
lent to a time-periodic signal, while its graph Laplacian, which encapsulates
two vanishing moments, forms the high-pass portion of a fundamental discrete
wavelet matrix. Further, circulant matrices are uniformly diagonalizable by the
DFT-matrix and, as such, its underlying subspaces are essentially (complex ex-
ponential) polynomials, which will be substantiated in the derivation of MPPs,
and provides a tangible link between graph theory and harmonic analysis.
The presented study leverages links between several fields, facilitated through
the structural properties of graphs in general, and circulant graphs in particular,
in order to tackle the analysis vs. synthesis problem. In the first instance, graph
and matrix theory benefit from a rich interplay in that graphs can be represented
as structured matrices with unique linear algebraic properties, while their anal-
ysis uncovers interesting phenomena which inspire the study of more general
matrices.3 Further, the Fredholm Alternative, marking the decisive constraint
which separates the analysis from the synthesis framework, and which is further
found in the formulation of the MPP, originates from the theory of PDEs, as
does the concept of Green’s functions. The derivation of closed-form expressions
for MPPs on circulant graphs further leverages polynomial equations and recur-
rence relations, ordinarily employed for the solution of differential equations.
It is precisely the occurrence of structure which facilitates these links and ren-
ders the close investigation of the problem feasible. This work seeks to elucidate
these connections and thereby provide a rich and comprehensive description of
the defining subspaces in data models, with relevant implications for graph the-
ory and extending up to signal processing.
Contributions. We summarize the main contributions as follows:
1. Analytic description of the discrepancy between analysis and synthesis
models for the graph Laplacian L through subspace analysis (Thms. 3.1,
4.1, 4.2)
2. Development of closed-form expressions of the (pseudo)inverses (Green’s
functions) of L, S and Lα on circulant graphs, providing broad represen-
tation range for signals (Lemmata 4.1, 4.4, 4.5, 4.7, 4.8, Cor. 4.1)
3An example product of such an interaction is the Perron-Frobenius Theorem [6].
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3. Analysis of the special case of the parametric circulant graph Laplacian
Lα, showing a transition from inverse to MPP, and hence, the incremental
formation of model discrepancies (Thm. 4.2, Rem. 4.5)
Related Work. The study of identifying equivalencies and discrepancies be-
tween analysis-and synthesis-driven signal models was initiated in [1],[2], whereby
[2] introduced the novel concept of cosparsity, as a distinct and potentially more
powerful avenue than that of sparsity. While [2] establishes for matrices in gen-
eral position that the analysis model, as an instance of a UoS model, is a special
case of the synthesis model, and conducts a case study for the incidence matrix of
the grid graph, it does not take into consideration the specific composition of the
subspaces and their dependencies, nor does its analysis apply to rank-deficient
square operators. Unser et al. [9] derive representer theorems, which provide
the general, regularization-dependent, solution structure of both synthesis- and
analysis-driven approaches in comparison; while in infinite dimensions, this re-
quires the derivation of a stable constrained right-inverse operator for the anal-
ysis case, the finite rank-deficient case is not treated and a precise comparison of
subspaces not conducted. Further, in [9], a boundary condition is employed for
the construction of the right inverse operator in infinite dimensions; as pointed
out by Flinth et al. [10], the former focus on a specific class of operators with
finite kernel, termed Fredholm operators. As will become evident, the Fredholm
Alternative is crucial in the characterization of the analysis-synthesis discrep-
ancy of finite rank-deficient operators.
The field of GSP has featured analysis-driven approaches, in the form of gen-
eralized graph operator design, (multiresolution) graph wavelet analysis and
filterbank construction (e.g. [11], [12], [13]), as well as synthesis-driven ap-
proaches, including the learning and/or design of graph-based dictionaries [14],
with instances of one inducing the other, [15], [16]. Nevertheless, a comparative
theoretical study of the two models has not been realized in this context.
A previous body of work [5], [8], which developed a framework for sparse graph
wavelet analysis and sampling on circulant graphs and beyond, initiated the
study of signal sparsity in the light of the connectivity of graphs; however, it
offered only implicit characterization of the underlying signal model when the
graph at hand is circulant. In Sect. 4, we specifically leverage prior results in
order to motivate and expand the comparative study of the two models.
In [17], the topic of analysis-driven graph trend filtering, which employs the l1-
minimization of a difference term based on the graph Laplacian and its higher-
order generalizations, is explored; nevertheless, the derivation of the analysis
solution subspaces is flawed, ignoring crucial constraints. In [18], variational
splines on graphs are defined as the Green’s functions of a regularized graph
Laplacian operator L + IN , with small parameter  > 0, which is effectively
invertible. However, due to its invertibility, the operator loses the distinctive
features, aka the associated linear dependencies, of L, rendering the analysis-
synthesis discrepancy non-existent, and its underlying signal model constitutes
only an approximation on the graph. In contrast, in this work, we focus on the
properties of the graph Laplacian MPP L†, as a Green’s function.
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Part of this work appears in a conference paper [19].
This paper is organized as follows: we state the notation and relevant prerequi-
site theory from graph theory and graph signal processing in Sect. 2. In Sect. 3,
we formulate the problem statement and introduce the (co)sparse signal models
on general undirected graphs, where we firstly conduct a separate study of the
two models, before establishing their distinct differences as instances of UoS
models with regard to the composition, dimension and number of unique com-
binations of their associated subspaces. In Sect. 4, we lay the focus on circulant
graphs which facilitate a concretization of previously discovered model discrep-
ancies. In addition, we study a generalized, parametric version of the graph
Laplacian on circulant graphs, and its (pseudo)inverse, in order to elucidate
how the rank-deficiency of a structured difference operator creates a discrep-
ancy between the subspaces of analysis and synthesis-driven models. At last, in
Sect. 5, we leverage derived results in order to refine uniqueness and recovery
guarantees for signals belonging to constrained UoS graph models, and position
them within the field of model-based compressed sensing. Further, we estab-
lish that the developed (co)sparse UoS graph models give rise to a structured
sparsity model and discuss its properties, in the light of the question of what
constitutes a desirable UoS model. In Sect. 6, we make concluding remarks and
give all proofs not included in the main text in the appendix.
2. Preliminaries
2.1. Notation
We denote vectors with boldfaced lower case letters x and matrices with bold-
faced uppercase letters A. Let 1N and 0N define the constant column vectors of
length N with entries of 1’s and 0’s respectively, while t = [0 1 ... N−1]T denotes
the vector of sequential numbers from 0 to N − 1, as we adopt zero-based num-
bering unless stated otherwise. Further, let 1C , for some index set C, denote
the vector with 1’s at positions in C and zeros otherwise. The vector and matrix
norms of relevance are the l0-pseudo-norm, denoted with ||x||0 = #{i : xi 6= 0}
and the l2-norm, given by ||x||2 =
(∑N−1
i=0 |xi|2
)1/2
. The canonical basis vectors
ei satisfy ei(i) = 1 and ei(j) = 0, j 6= i, and JN is the all-ones matrix of size
N . Given a matrix L and (the sets of) indices A and B, the notation L(A,B)
or LA,B indicates that the corresponding rows and columns in L are chosen. In
addition the matrix ΨΛ is defined as the sampling matrix with
ΨΛ(i, j) =
{
1, j = λi ∈ Λ
0, otherwise
for the ordered index set Λ ⊂ [0 ... N −1], where λi denotes the i-th element in
Λ. Further, let ΨΛx = xΛ. We maintain for simplicity the notational convention
according to which DΛ denotes the Λ-indexed columns of D in the synthesis
model, while for the analysis model, ΩΛ represents the rows Λ of Ω. If no model
is specified, the former convention is applied.
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2.2. Graph Theory
A graph constitutes a connectivity structure, characterized by a set V =
{0, 1, ..., N − 1} of vertices and set E of edges, which connect pairs of vertices,
and is formally denoted by G = (V,E) with cardinality |V | = N . The adja-
cency matrix A ∈ RN×N captures the graph connectivity by assigning non-zero
weights to existing edges between any pair of vertices {i, j} at entries Ai,j > 0
and Ai,j = 0 otherwise, while the diagonal degree matrix D contains the sum
of the weights (denoted as degree) at each vertex with Di,i =
∑
j Ai,j . The
(non-normalized) graph Laplacian L = D − A is a prominent graph matrix
whose particular set of properties has been widely investigated within spectral
graph theory and made use of beyond, and constitutes a fundamental graph
difference matrix. In particular, for an undirected graph, L is a symmetric pos-
itive semi-definite (PSD) matrix with a complete set of orthogonal eigenvectors
{ul}N−1l=0 and a non-negative spectrum 0 = λ0 ≤ λ1 ≤ .. ≤ λN−1; when the
graph at hand is additionally connected we have λ1 > 0. Further, the operator
Lk, k ∈ N, is strictly k-hop localized in the vertex domain, with (Lk)i,j = 0
when the shortest-path distance (i.e. the number of hops) between i, j is greater
than k. For the remainder of this work, we a priori assume that the graph at
hand is undirected.
Another graph matrix of interest is the oriented edge-vertex incidence matrix
S ∈ R|E|×|V | of G, which assigns an arbitrary but fixed direction to each edge,
conventionally with Sk,i =
√
Ai,j and Sk,j = −
√
Ai,j if the k-th edge {i, j} is
directed from i to j, resulting in the operation (Sx){i,j} =
√
Ai,j(x(i) − x(j))
at edge {i, j}. In an analogy to discrete differential geometry operators and as
outlined in prior work [5], the graph Laplacian L constitutes a graph-realization
of a second-order differential operator, while the incidence matrix S can be in-
terpreted as a first-order differential operator. Moreover, the graph incidence
and graph Laplacian matrices are linked through the Gram operation L = STS,
which, as we will discover, marks a convenient property when dealing with pseu-
doinverse operations, while both S and L have rank N − t in general, where t is
the number of connected components in G. For a connected graph with t = 1,
we have N(L) = N(S) = z1N , z ∈ R, where N(·) denotes the nullspace, while
for a disconnected graph with t connected components and corresponding vertex
sets {Ck}tk=1, this becomes N(L) = N(S) = span{1C1 , ...,1Ct}.
We define a signal on the vertices of a graph G as a complex-valued scalar
function of dimension N , which assigns a sample value x(i) to node i and can
be represented as a vector x ∈ CN . This notion is central to Graph Signal
Processing (GSP), which i.a. studies the design of linear graph-based operators
and their application on the signal associated with the graph at hand [7]. In
GSP, signal smoothness has been more commonly associated with sparsity in
the graph frequency domain, a concept also known as bandlimitedness [7], while
a complete characterization in the vertex domain remains opaque. In this work,
we interpret the class of (piecewise) smooth graph signals to signify sparsity
with respect to the underlying graph connectivity, as induced via the operation
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with a designated graph operator, as follows:
Definition 2.1. The graph signal x ∈ RN is piecewise-smooth on G with re-
spect to a graph operator L if its representation Lx is sparse, i.e. ||Lx||0  N .
As will be established, this notion is guided by the underlying Green’s functions
(and by association, the MPP) of the operator. Furthermore, a relevant class
of graph signals on circulant graphs has been revealed to be that of classical
piecewise polynomials [5], which, for clarity, we define as follows:
Definition 2.2. ([5]) A graph signal p ∈ RN defined on the vertices of a circu-
lant graph G is (piecewise) polynomial if its labelled sequence of sample values,
with value p(i) at node i, is the discrete, vectorized version of a standard (piece-
wise) polynomial. In particular, we have p =
∑K
j=1 pj ◦1[tj ,tj+1), for Hadamard
product ◦, where t1 = 0 and tK+1 = N , with pieces pj(t) =
∑D
d=0 ad,jt
d, j =
1, ...,K, for t ∈ Z≥0, coefficients ad,j ∈ R, and maximum degree D = deg(pj(t)).
2.3. Circulant Graphs and Matrices
Circulant graphs reveal a distinct set of properties, which have previously
facilitated the development of graph wavelet analysis and sampling [5], [8]. A
circulant graph GS is defined via a generating set S = {s1, ..., sM}, with 0 <
sk ≤ N/2, whose elements indicate the existence of an edge between node pairs
(i, (i ± sk)N ), ∀sk ∈ S, where ()N is the mod N operation. In general, a
graph is circulant if its associated graph Laplacian is a circulant matrix under a
particular node labelling (see Fig. 1 for examples). In order to fully leverage the
properties of circulant matrices, we henceforth assume that the circulant graph
at hand is labelled such that its associated matrices are circulant. Further, a
circulant graph is connected if the greatest common divisor of the elements in
its generating set S and the graph dimension N is 1 [20]; for simplicity and, as
will become evident in subsequent derivations, in the interest of mathematical
convenience, we always assume s = 1 ∈ S to ensure connectivity. Circulant
matrices are characterized by a representer polynomial l(z) =
∑N−1
k=0 lkz
k whose
entries are taken from its first row [l0 l1 ... lN−1]. Symmetric circulant matrices
with first row [l0 l1 l2 ... l2 l1] and bandwidth M are of the form
L =

l0 l1 · · · l2 l1
l1 l0
. . .
. . . l2
...
...
. . .
. . .
...
l2 l3
. . .
. . . l1
l1 l2 · · · · · · l0

where l(z) can be converted to a Laurent polynomial with li = lN−i for i > 0
such that l(z) = l0 +
∑M
i=1 li(z
i + z−i). It is further noteworthy that circulant
matrices are diagonalizable by the DFT-matrix. In particular, l(z) gives rise
to the eigenvalues of L, as ordered per diagonalization by the DFT-matrix, at
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(a) S = {1} (simple cycle) (b) S = {1, 3} (c) S = {1, 2, 3, 4} (complete)
Figure 1: Circulant Graphs GS with Generating Set S
frequency locations 2piikN with l(e
2piik
N ) = λk, k = 0, ..., N − 1 [21]. Moreover, for
L = D − A with degree matrix D = dIN and symmetric circulant adjacency
matrix A, the individual entries are given by l0 = d =
∑M
i=1 2di and li = −di,
where di = Aj,(i+j)N denote the symmetric edge weights. We focus on cycli-
cally banded circulant matrices (graphs) of bandwidth M with 2M  N . It
has been shown in prior work (Lemma 3.1, [5]) that the representer polynomial
l(z) of the banded circulant graph Laplacian L has 2 vanishing moments, i.e. it
annihilates up to linear polynomials, and by circular convolution (matrix multi-
plication), Lk annihilates polynomials of up to order 2k−1, subject to a border
effect dependent on the bandwidth M of the graph. Here, the ‘border effect’
refers to the amplified spread around the discontinuities of a signal, incurred
following the application of a finite banded circulant graph operator, i.e. each
signal discontinuity is amplified by the bandwidth of the graph matrix.
Further, a parametric generalization of the graph Laplacian on circulant graphs
was designed to be of the form Lα = dαIN − A, with parameterized de-
gree dα =
∑M
j=1 2dj cos(αj), α ∈ C, so as to annihilate complex exponential
polynomial signals x = pe±iαt, with discrete polynomial p of degree 0 and
t = [0 1 ... N − 1]T . Unless α = 2pikN for k ∈ [0 N − 1], this is subject to a
border effect dependent on the bandwidth M of Lα and Lα is invertible (follows
from Cor. 3.3 [5], see also Property 4.2, Sect. 4). By extension, Lkα annihilates
complex exponential polynomials with the same exponent of degree k−1. Here,
the choice of dα is related to the characteristic eigenvalue structure of the circu-
lant A, and for α = 2pikN , we have dα = λk(A), k ∈ [0 N − 1]. The operator Lα
forms part of a more generalized class of graph Laplacians for arbitrary undi-
rected graphs G, given by L˜ = L + P [22], where P is an arbitrary diagonal
matrix, whose entries may be chosen to produce e.g. an annihilation effect for
a given class of signals.
3. The (Co)sparse Signal Model on Graphs
3.1. Problem Statement and Context
For the task of modelling a given signal x ∈ RN , we distinguish between
a sparse (generative) synthesis approach and a cosparse (descriptive) analysis
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approach. In the former case, the signal is ‘synthesized’ as the linear combina-
tion of few columns from a given dictionary D ∈ RN×M with M ≥ N , giving
rise to the representation x = Dc, where the coefficient vector c ∈ RM is sparse
with ||c||0  M . In the latter case, the signal is implicitly described through
the application of an analysis operator Ω ∈ RM×N such that Ωx is sparse with
||Ωx||0  M ; in particular, this model has inspired the advent of the concept
of cosparsity, which places emphasis on the zeros as opposed to the non-zeros,
as measured by the quantity l := M − ||Ωx||0.
Let Λ and Λ{ denote the locations of the sparse and cosparse entries of c
and Ωx respectively such that x = DΛ{cΛ{ and ΩΛx = 0Λ. Accordingly,
the solution subspaces induced by these signal models are respectively given by
VΛ{ := span(Dj , j ∈ Λ{) and WΛ := N(ΩΛ).
When D = Ω−1, the analysis and synthesis model become trivially equivalent
as their underlying subspaces are identical, however, when the operators are
rank-deficient and/or rectangular, discrepancies arise whose study is still in its
infancy and an exact characterization is desirable.
Given the analysis operator Ω, one possibility to evaluate its synthesis coun-
terpart operator is through the Moore-Penrose Pseudoinverse (MPP) D = Ω†.
For the general inverse problem Ωx = y, the MPP, which is uniquely defined, is
known to provide the set of solutions x′ which minimize ||Ωx′− y||2 [23], given
by
x′ = Ω†y + (IN −Ω†Ω)z, z ∈ RN . (1)
Here, PN(Ω) = (IN −Ω†Ω) is the orthogonal projector onto the nullspace of Ω
and solutions to the above problem exist if and only if ΩΩ†y = y. Specifically,
according to the Fredholm Alternative (F.A.) [4], a solution x′ exists if and only
if 〈y,nj〉 = 0 ∀nj ∈ N(ΩT ), where nj ∈ RN denote the basis atoms of the
nullspace, and equivalently if and only if y ∈ N(ΩT )⊥ = R(Ω), for range R(·).
This condition forms the basis for the creation of the MPP Ω† [23], and, as
such, is essential for the characterization of the solution set.
When Ω, with M = N , is invertible, the solution to the above problem is unique
and the nullspace translation-term vanishes; in other words, the analysis oper-
ation Ωx is equivalent to the synthesis operation Ω−1Ωx = Ω−1y with no loss
of information. When Ω, with M > N , is of full column rank, the solution re-
mains unique only if the Fredholm Alternative is satisfied for a particular choice
of y, however, as has been pointed out in [1], the two operations are no longer
equivalent owing to more subtle differences in their defining subspaces.
In [2], the measure κΩ(l) := max|Λ|≥l dim(WΛ) was defined to characterize the
interdependency between rows of the analysis operator, as a counterpart to the
spark in the synthesis model, which defines the minimum number of linearly de-
pendent columns in D. Derived solutions can be leveraged for the quantification
of necessary and sufficient (co)sparsity levels for uniqueness of representation
results. Here, we aim to take the comparison of the two models a step further
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by not only quantifying these dependency measures (as conducted in Sect. 5)
but also directly characterizing the underlying solution subspaces which facil-
itates more concrete claims on linear dependencies and how these models are
fundamentally interrelated.
We tackle this problem by considering analysis and synthesis operators which
represent structured graph (difference) matrices and their MPPs, specifically
focusing on the rank-deficient square graph Laplacian L, with extensions to
its high-order generalizations. In the following, we separately adopt the syn-
thesis and analysis perspective with focus on general undirected graphs in the
first instance, and connected (banded) circulant graphs in particular, the latter
of which are of interest due to the characteristic closed-form expressions and
concise insights one can obtain as a result of their structure. Subsequently, we
compare and discuss these derivations in light of a generalized union of subspaces
model and aim to position them within an analysis vs. synthesis discrepancy
spectrum as well as attempt to motivate generalizations beyond the structured
matrices of graphs. We begin by considering the graph Laplacian analysis op-
erator Ω = L and its synthesis counterpart D = L† in the vertex domain of an
undirected graph G = (V,E).
3.2. The Cosparse Analysis Model
In order to characterize the subspaces of piecewise-smooth graph signals x on
G, which can be partially annihilated by L, we need to derive N(ΨΛL), where
Λ ⊂ V denotes the cosupport associated with the zero entries of Lx. Hence, we
state the following:
Proposition 3.1. The nullspace of ΨΛL, where L is the graph Laplacian of
an undirected connected graph G = (V,E), has rank |Λ{| for |Λ| < N , and is
described by N(ΨΛL) = z1N + L
†ΨT
Λ{Wc, for arbitrary z ∈ R, c ∈ R|Λ
{|−1,
and W ∈ R|Λ{|×(|Λ{|−1) given by
W :=

|Λ{| − 1 0 . . . 0
−1 |Λ{| − 2 0 . . . 0
−1 |Λ{| − 3 ...
...
0
1
−1 −1 . . . −1

. (2)
Proof. We have N(L) = z1N ⊂ N(ΨΛL) for z ∈ R.
In order to obtain the complete subspace N(ΨΛL), we consider the problem
ΨΛLu = 0Λ, which is equivalent to solving b = Lu = N(ΨΛ). For a solution
u to exist, we need to satisfy the Fredholm Alternative, i.e. N(ΨΛ) ⊥ N(L).
Since this is not true in general, we need to introduce linear constraints; in par-
ticular, without loss of generality, let N(ΨΛ) = Ψ
T
Λ{ and consider the constraint
matrix W ∈ R|Λ{|×k so that Lu = ΨT
Λ{Wc, for unknown subspace dimension k
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and arbitrary coefficient vector c ∈ Rk. Then, for w := Wc, a solution u exists
with u = L†ΨT
Λ{w which we can synthesize to obtain:
ΨΛLu = ΨΛLL
†ΨT
Λ{w = ΨΛ
(
IN − 1
N
JN
)
ΨT
Λ{w = −
1
N
JΛ,Λ{w = 0Λ. (3)
Here, we have used the equality LL† = (IN− 1N JN ) for general graph Laplacians
of connected graphs. Overall, we deduce
W := N(J|Λ|,|Λ{|) =

|Λ{| − 1 0 ... 0
−1 |Λ{| − 2 0 .. 0
.. −1 |Λ{| − 3 0
.. 0
1
−1 −1 ... −1

(4)
which reveals a zero-sum column structure. In other words, the basis W ∈
R|Λ{|×(|Λ{|−1) is spanned by atoms whose entries sum to 0. Hence, we have
N(ΨΛL) = z1N + L
†ΨT
Λ{Wc,
for arbitrary coefficient vector c ∈ R|Λ{|−1 and z ∈ R.
It becomes evident that Prop. 3.1 facilitates a synthesis (generative) represen-
tation of an analysis subspace which establishes a first relation between the two
models.
Remark 3.1. Provided |Λ| < N , we discover that the matrix ΨΛL has full row-
rank |Λ|, and accordingly the basis for N(ΨΛL) has column rank N−|Λ| = |Λ{|
and is spanned by N(L) of rank 1 and, for |Λ| < N−1, L†ΨT
Λ{W of rank |Λ{|−1.
A closer examination of the F.A. constraint on the solution subspaces in Prop.
3.1 reveals a fundamental connection to the transposed incidence matrix ST ,
whose Gram matrix is given by L:
Remark 3.2. The constraint imposed by the F.A. is encapsulated in the zero-
sum column structure of ΨT
Λ{W. The same constraint is mirrored by the
columns of ST ∈ R|V |×|E|, up to a weight factor √Ai,j per column. In par-
ticular, the F.A. constraint can be alternatively (and more sparsely) expressed
as a basis in (ei−ej) for any i, j ∈ Λ{ ⊂ V which are connected via a path; since
the graph is connected, this is stringently satisfied for any vertex pair in V . In
fact, since there always exists a path between any pair of vertices in a connected
graph, we can interchangeably express the constraint both with respect to ST
and basis STP ∈ R|V |×|V |−1, which is the incidence matrix of the simple path
graph. Hence, we have ΨT
Λ{Wc = S
T t = STP t˜ for suitable c ∈ R|Λ
{|−1, t ∈ R|E|,
and t˜ ∈ R|V |−1, signifying a broad representation range.
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For higher order operators Lk, the generalizationN(ΨΛL
k) = z1N+L
†kΨT
Λ{Wc
trivially follows. Following the proof of Prop. 3.1 and specifically employing the
F.A. constraint, we can further provide a qualitative decomposition of the known
graph theoretical result N(SΛ) = span{1C1 , ...,1Ct} for the incidence matrix:
Corollary 3.1. Consider the disconnected graph GΛ = (V,Λ) with t connected
components, which arises from deleting all edges in Λ{ ⊂ E with E = Λ ∪ Λ{,
and let {Ck}tk=1 denote the corresponding vertex sets. Then we can express
N(ΨΛS) = z1N + span(
∑
k∈Ci S
†Sk, i ∈ [1 t]), where the second term is a
subspace of dimension t − 1, whose spanning set may be taken over any t − 1
components Ci.
Proof. We have N(S) = z1N ⊂ N(ΨΛS) for z ∈ R, as before. Further, we
need to solve ΨΛSu = 0Λ, or Su = N(ΨΛ), which has a solution u iff the F.A.
constraint ΨT
Λ{w ⊥ nj ,∀nj ∈ N(SH) is satisfied for some w ∈ R|Λ
{|.
Since for columns Sk, we have Sk ⊥ nj , we require ΨTΛ{w =
∑
k∈V˜ Sk for a
suitable subset of vertices V˜ ⊂ V such that the support of ∑k∈V˜ Sk is in Λ{.
In particular, we have that any unweighted sum of columns Sk, respectively
associated with indexed vertex k ∈ V˜ , has zeros at edge positions which con-
nect two vertices in the set, and non-zeros for every edge that only has one
vertex in V˜ . In order for this support to match the locations of the removed
edge set Λ{, and assuming the connected components Ck of the graph GΛ are
known, we need to consider the sums
∑
k∈Ci Sk, Ci ⊂ V . We thus have
u ∈ span(∑k∈Ci S†Sk, i ∈ [1 t]), which is orthogonal to N(S); in order for
the vectors to form a basis we require only t− 1 components since S1N = 0|E|.
It follows that the solution set is given by N(SΛ) = z1N+span(
∑
k∈Ci S
†Sk, i ∈
[1 t]), the second term spanning any t− 1 components, from which it becomes
evident that
∑
k∈Ci S
†Sk =
∑
k∈Ci(IN − 1N JN )k is piecewise constant, i.e. con-
stant over each connected component in Ci. Combined with N(S), this can be
transformed into the known basis N(SΛ) = span{1C1 , ...,1Ct}.
It trivially follows from the above thatN(ΨΛSL
k) = 1N+L
†kspan(
∑
k∈Ci S
†Sk, i ∈
[1 t]) for the span over any t−1 connected components Ci, must hold for higher-
order operators SLk.
Disconnected Graphs. Consider a graph G = (V,E) which is not connected,
instead consisting of t connected components (subgraphs) Gk = (Ck, Ek) with
vertex sets Ck such that V =
⋃t
k=1 Ck. Hence, the analysis subspace N(ΨΛL)
is modified by the underlying rank-deficiency and linear dependency structure
of its graph Laplacian L as follows:
Corollary 3.2. The nullspace N(ΨΛL) for L of a disconnected graph G =
(V,E) with t connected components and corresponding vertex sets {Ck}tk=1 is
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spanned by N(L) = {1C1 , ...,1Ct} of rank t and L†ΨTΛ{W, with W given by
W =

W1 0 . . .
0 W2 0 . . .
. . .
0 . . . Wt
 , (5)
of rank at least |Λ{|−t, with Wk ∈ R|Λ{k|×|Λ{k|−1 as in Eq. (4) and Ck = Λ{k∪Λk.
If for each subset Λ{k ⊂ Λ{ we assume |Λ{k| ≥ 1, the rank becomes exact.
Proof. See Appendix A
Remark 3.3. If there exists some set Λ{k = ∅, Wk is empty and the dimension
of W ∈ R|Λ{|×|Λ{|−t+1 increases accordingly by one, so that L†ΨT
Λ{W has rank
|Λ{| − t+ 1. For Wk to be non-empty, we require |Λ{k| ≥ 2.
Further to Rem. 3.2, for disconnected graphs the constrained solution space
L†ΨT
Λ{W can be alternatively expressed as
L†ΨT
Λ{Wc =

L†1S
T
1 0 . . .
0 L†2S
T
2 0 . . .
. . .
0 . . . L†tS
T
t


t1
t2
. . .
tt

with corresponding c ∈ R|Λ{|−t, where Si denote the incidence matrices of
Li = S
T
i Si per connected component, and the block-wise coefficient vectors
ti ∈ R|Ei| are chosen such that STi ti = Ψ˜TΛ{i Wici for suitable ci ∈ R
|Λ{i |−1 and
sampling matrix Ψ˜Λi ∈ R|Λi|×|Ci|. Further, we can more sparsely express each
subgraph constraint Ψ˜T
Λ{i
Wi as a basis in ek−ej for any k, j ∈ Λ{i ⊂ V . Overall,
the sparse vector of coefficients ΨT
Λ{Wc becomes block-wise sparse where each
block (connected subgraph) with vertex set Ci = Λi ∪ Λ{i is associated with
sparsity |Λ{i | and its coefficients sum to zero, as a result of the inherent constraint
of each set of basis functions Wi. This type of graph-structured sparsity will
be directly leveraged in the construction of desirable UoS models in Sects. 3.4
and 5.
3.3. The Sparse Synthesis Model
We proceed with the analysis of synthesis representation x = L†c = L†
Λ{cΛ{ ,
where c ∈ RN is sparse with vertex support Λ{ ∈ V on a connected graph
G = (V,E) and D = L† is a dictionary of graph signals, and explore its possible
solution subspaces for different choices of c as well as higher-order generaliza-
tions of L†.
In an effort to provide a more intuitive characterization of the synthesis subspace
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with span L†
Λ{ , we consider the specific notion of discrete Green’s functions and
its relation to the MPP. According to [24], the Green’s function (or matrix ) of an
invertible operator constitutes its inverse; in case of a square singular operator
L, the Green’s functions need to satisfy the conditions LL† = L†L = IN−PHP,
and L†P = 0, where P is the matrix of eigenvectors associated with the zero
eigenvalue (or N(L)), in order to be uniquely defined. This establishes a relation
to the MPP, which can be interpreted as constrained Green’s functions [25].
In light of this interpretation, the synthesis representation x constitutes a lin-
ear combination of Green’s functions4. Furthermore, when x is constrained to
be sparse with respect to L, the previous MPP constraints, in conjuction with
the Gramian structure of L = STS, reveal an inherent constrained, or rather,
structured sparsity pattern for coefficient vector c, whose non-zeros correspond
to the locations of discontinuities of the underlying Green’s functions.
In particular, we have L(L†STi ) = L(S
†
i ) = S
T
i , which entails that sparse lin-
ear combinations of the elementary Green’s functions (columns) S†i are sparse
with respect to analysis operator L with structured sparsity in the range of ST ;
more generally, any number of linear combinations of {S†i}i∈ES , whose index
locations (sequence of edges ES) form connected paths on G, can be combined
to yield a sparse output. Since the columns of ST are 2-sparse this further im-
plies that any piecewise smooth signal is at least 2-sparse with respect to L. It
becomes evident that the analysis operation Lx = c directly characterizes the
constrained synthesis representation x = L†
∑
j∈ES S
T
j =
∑
j∈ES S
†
j with sparse
pattern c =
∑
j∈ES S
T
j . This insight, along with generalizations to higher order
operators, is summarized in the following Lemma:
Lemma 3.1. The signal x on connected graph G = (V,E), which is piecewise-
smooth with respect to a designated graph difference operator, can be charac-
terized through weighted combinations of elementary Green’s functions of the
operator, for suitable weights wj ∈ R, and resulting structured sparse vectors,
as follows:
(i) The signal x =
∑
j∈ES wjL
†kSTj =
∑
j∈ES wjL
†k−1S†j, for suitable edge sub-
set ES ⊂ E, is sparse with respect to Lk with sparse vector
∑
j∈ES wjS
T
j ∈ R|V |.
(ii) The signal x =
∑
j∈VS wj(L
†k)j, for suitable vertex subset VS ⊂ V , is sparse
with respect to SLk with sparse vector
∑
j∈VS wjSj ∈ R|E|.
Further, if G is sufficiently sparse with ||c||0  N for c =
∑
j∈VS wjLj:
(iii) The signal x =
∑
j∈VS wj(L
†k−1)j =
∑
j∈VS wjL
†kLj, for suitable vertex
subset VS ⊂ V , is sparse with respect to Lk with sparse vector
∑
j∈VS wjLj ∈
R|V |.
Proof. See Appendix.
The piecewise-smooth graph signals in Lemma 3.1 can also be interpreted as
4For simplicity, we will refer to both the matrix as well as its individual columns as Green’s
functions.
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the splines of their defining operator [26], with knots given by the support of
the induced sparse pattern. Since we are exclusively operating in the discrete
domain and the operators are rank deficient, the connection with splines origi-
nating from continuous Green’s functions is not strict.5 For simplicity, we will
use the term knots here more generally to refer to the discontinuities of (any
linear combination of) discrete Green’s functions of rank-deficient operators. As
an aside, the nullspace of the operators at hand also forms part of the space of
piecewise-smooth signals but is not directly associated to knots.
It thus becomes evident that the non-zero entries of the columns of ST , and,
where applicable, of S and L, assume the role of knots of the Green’s functions
and thereby define an underlying structured sparsity model for graphs. Thus
choosing c in the range of ST (and if applicable, L) provides a constrained
synthesis representation of the form x = L†kc which is analysis-sparse, and
therefore also contained in the corresponding analysis model.
Remark 3.4. The relation L†L = IN − 1N JN constitutes the projection onto
N(L)⊥. Accordingly, we deduce that the synthesis representations L†Lj and
L†STj = S
†
j , which can be respectively annihilated by L with resulting patterns
Lj (if G is sufficiently sparse) and S
T
j , encapsulate different orders of smooth-
ness. Here, L†Lj , which is also sparse with respect to the lower order operator S
with pattern Sj , is one degree less smooth than S
†
j and two degrees less smooth
than L†j . This interpretation can be generalized to higher order operators.
The synthesis representation x is further sparse with respect to the analysis
operator SLk with sparsity pattern in the range of S; nevertheless, its basis
atoms, consisting of edge signals Sj ∈ R|E|, do not lie in the same domain,
providing an intermediate analysis stage. In particular, SLk−1 and Lk signify
incremental orders of annihilation, which will be more clearly substantiated
for circulant graphs in Sect. 4. For arbitrary c, provided the graph at hand
sufficiently sparse, the analysis of x with Lk+m and SLk+m for m, k ∈ Z≥0,
creates the constrained sparse vectors Lmc and SLmc respectively.
3.4. The graph Laplacian UoS model
In light of previous derivations, we summarize the structural relation between
the graph Laplacian-based signal models for a connected graph:
Theorem 3.1. For a connected graph, the cosparse analysis model, described by
N(ΨΛL), constitutes a constrained case of the sparse synthesis model, generated
by L†ΨT
Λ{ , with respect to matrix W ∈ R|Λ
{|×Λ{−1 (see Eq. (4)) which satisfies
〈ΨT
Λ{Wej ,N(L)〉 = 0, j = 0, ..., |Λ{| − 2, up to a translation by N(L) =
z1N , z ∈ R.
5In contrast to classical Green’s functions and splines, we note that while the discrete
Green’s functions of L are given by L†, its splines are in the range of S† = L†ST , marking a
difference in order.
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Proof. Follows from previous discussion.
Notably, the atoms of the synthesis subspaces (and of its constrained coun-
terpart in the analysis model), are orthogonal to the translation vector N(L),
confining its solution space.
More formally, the signals x which satisfy the model constraint ||Lx||0 = N − l
(or LΛx = 0Λ) for cosupport Λ are elements of the analysis union of sub-
spaces
⋃
Λ WΛ over all subspaces WΛ, defined as WΛ := N(LΛ), of cardinality
|Λ| = l, i.e. the subspaces of all signals which have cosparsity l with respect to
L. Given a dictionary L†, the vectors x that satisfy x = L†c with ||c||0 = k
(or x = L†
Λ{cΛ{), are elements of the synthesis union of subspaces
⋃
Λ{ VΛ{ ,
where VΛ{ are k-dimensional subspaces spanned by k columns from L
†
j , i.e.
VΛ{ = span(L
†
j , j ∈ Λ{).
In direct comparison, consider the subspace VΛ{ of dimension |Λ{| = k; for ar-
bitrary support Λ{ of fixed cardinality k, the synthesis model defines the union⋃
|Λ{|=k VΛ{ comprising
(
N
k
)
subspaces. In contrast, the analysis model, ex-
cluding the nullspace N(L) and provided |Λ| < N − 1, induces the subspace
WΛ spanned by the columns L
†(ei − ej), i, j ∈ Λ{ (see Rem. 3.2), whose
union
⋃
|Λ|=N−k WΛ, for arbitrary cosupport Λ of fixed cardinality l = N − k,
comprises the same number of subspaces
(
N
k
)
of reduced dimension k−1. It be-
comes evident that, despite generating the same number of unique subspaces6,
the analysis UoS model describes only a subset of elements of the synthesis UoS
model as a result of the rank deficiency constraint and associated dimensionality
reduction. In this case, we conclude
⋃
|Λ|=N−k WΛ ⊆
⋃
|Λ{|=k VΛ{ , which is in
line with the result for operators in general position [2].
Nevertheless, when N(L) of dimension 1 is taken into account, the analysis
model is translated and no longer contained in the synthesis model, while their
respective subspace dimensions become identical. For the previous nesting prop-
erty to hold, one therefore needs to consider the projection of the analysis sub-
spaces onto the range of L via LL†. Table 1 summarizes the differences in
subspace distribution of the two models. Here, it is noteworthy that the sub-
space dimensions and number for both models are equivalent, just as in the case
of an invertible square operator, except when k = N − l = 1.
Disconnected Graphs. When the graph is disconnected with t components,
the number of subspaces and their dimension is no longer globally consistent
and depends on the distribution of the vertex sets Ci = Λi
⋃
Λ{i per connected
component of cardinality Ni = |Ci|, with N =
∑t
i=1Ni and Λ =
⋃t
i=1 Λi.
For simplicity, let t = 2 and assuming k < Ni for the sparsity level k, the syn-
thesis UoS model consists of
(
N
k
)
possible unique subspaces VΛ{ , with |Λ{| = k,
of dimension k.
6Here, we assume for simplicity, the absence of degenerate cases, resulting from further
linear dependencies.
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Sparsity Dim. Subsp. No. Dim. Subsp. No.
1 1 L†j N 1 1N 1
2 2 span(L†j , j ∈ Λ{)
(
N
2
)
2 span(1N ; L
†(ei − ej), i, j ∈ Λ{)
(
N
2
)
k  N k span(L†j , j ∈ Λ{)
(
N
k
)
k span(1N ; L
†(ei − ej), i, j ∈ Λ{)
(
N
k
)
Table 1: Subspace Characterization of L for a Connected Graph
Conversely, the analysis UoS model, excluding N(L), of subspaces WΛ with co-
support cardinality |Λ| = l = N−k, is split into ( N1k−1)+( N2k−1)+∑k−2k1=2 (N1k1 )( N2k−k1)
subspaces of dimension k − 2 and (N1k ) + (N2k ) subspaces of dimension k − 1,
whose total sum is less than
(
N
k
)
, marking a reduction in comparison to the
synthesis model. Further, the
(
N1
k−1
)
+
(
N2
k−1
)
subspaces of dimension k−1 in fact
generate signals of increased cosparsity l+ 1 = N −k+ 1, despite the constraint
|Λ| = l. These phenomena occur as a result of the bases in L†t(ei−ej), i, j ∈ Λt
being empty for |Λ{t | ≤ 1, and entails that subspace unions for a fixed |Λ| share
subspaces with others of higher/lower cardinality, but with the same cosparsity.
Here, we have employed the Chu-Vandermonde identity [27](
N
k
)
=
k∑
k1=0
(
N1
k1
)(
N2
k − k1
)
with N = N1 +N2 and k = k1 + k2,
to establish a reduction in the number of unique subspaces of fixed dimension,
i.e.
(
N
k
)
>
(
N1
k1
)(
N2
k2
)
, when the sparsity level ki per subgraph is fixed. One may
exclude the special cases with ki = 0, 1, i = 1, 2, by imposing ki ≥ 2 per con-
nected component, resulting in
∑k−2
k1=2
(
N1
k1
)(
N2
k−k1
)
subspaces of fixed, uniform
dimension k − 2 and cosparsity l.
Overall, it becomes evident that while the distribution of subspace dimension
and number is location dependent in the analysis model, the total number of
subspaces changes as well. When taking into account N(L), the total dimension
of the analysis subspaces is equivalent to that of the synthesis subspaces, except
for the cases with |Λ{i | = 0, where the total dimension increases to k + 1 in the
analysis model. The comparison for t = 2 is summarized in Table 2; here, the
analysis model includes N(L).
This analysis can be further generalized to graphs with t connected components,
as the formula admits the extension(
N
k
)
=
∑
k1+k2+...+kt=k
(
N1
k1
)(
N2
k2
)
...
(
Nt
kt
)
.
In particular, provided t < k < Ni, the UoS of cardinality |Λ| = N − k, for
a graph with t connected components, comprises subspaces ranging from total
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|Λ{| Dim. No. No. & Dim.
1 1 N #1 N(L) of dim. 2
2 2
(
N
2
)
#1 N(L) of dim. 2,
(
N1
2
)
+
(
N2
2
)
of dim. 3
3 3
(
N
3
) (
N1
2
)
+
(
N2
2
)
of dim. 3,
(
N1
3
)
+
(
N2
3
)
of dim. 4
k k
(
N
k
) (
N1
k−1
)
+
(
N2
k−1
)
+
∑k−2
k1=2
(
N1
k1
)(
N2
k−k1
)
of dim. k,
(
N1
k
)
+
(
N2
k
)
of dim. k + 1
Table 2: Subspace Characterization of L for Graph with t = 2 Connected Components
Synthesis Analysis
|Λ{| Dim. No. Constr. No. & Dim.
1, ..., t t
(
N
t
) |Λ{i | ≤ 1 #1 N(L) = {1C1 , ...,1Ct} of dim. t
t < k < Ni k
(
N
k
) |Λ{i | ≥ 2 #1 N(L) of dim. t and∑
k1+...+kt=k, 2≤ki≤k−2
(
N1
k1
)
...
(
Nt
kt
)
of dim. k − t
Table 3: Subspace Characterization of L for Graph with t Connected Components (Con-
strained)
dimension k to the maximum k + t− 1, and whose total number is necessarily
smaller than
(
N
k
)
. This can be standardized by applying support constraints
and we summarize this scenario in Table 3.
Further to Tables 1 and 2, we note that the structure of the analysis subspaces
constitutes a ‘reduced’ version, and in the special case of circulant graphs, as
will be shown in Sect. 4, a ‘degree-reduced’ version, of the synthesis subspaces
by a step-size of 1 for t = 1 (see Rem. 3.4). For t > 1, the analysis sub-
spaces become piecewise-’reduced’, consisting of t pieces. Specifically, due to
the block-diagonal structure of L†, the generated subspaces in both models
define piecewise distributed graph signals, which are piecewise-smooth with re-
spect to the individual subgraphs; the discrepancy between the two models is
maintained through the imposed block-wise constraints in the analysis model,
which induce a (rank-)reduction. In general, it would appear that the higher the
rank-deficiency of L (associated with decreased connectivity), the more struc-
turally constrained its subspaces.
The linear constraints imposed in form of a rank-deficient analysis operator de-
fine a UoS signal model of piecewise smooth (Green’s) functions with structured
discontinuities which separate functions of (possibly) different type, following
the application of constraints of variable order (see Rem. 3.4). Further, the basis
in (ei−ej), i, j ∈ Λ{ of the analysis model, signifies a structured sparsity model
whose linear dependencies (constraints) affect both the location and value of its
coefficients; this will be further enlarged upon in Sect. 5.
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4. The (Co)sparse Signal Model on Circulant Graphs
4.1. Motivation: From Analysis to Synthesis
Previous work on wavelets and sparsity on circulant graphs [5], has focused
on the derivation of annihilation properties of circulant graph difference opera-
tors, including the graph Laplacian L and the novel, generalized graph Laplacian
design Lα. Serving as the pillars of the cosparse analysis model on circulant
graphs, we proceed to show how these insights, in combination with derived
closed-form expressions for the Green’s functions of the (generalized) graph
Laplacian in form of MPP L† (L†α), and the theory of Sect. 3, can be extended
to form a comprehensive and uniquely characterizable union of subspaces model.
In an effort to further comprehend transitional properties, we further demon-
strate how the arising discrepancies between the analysis and synthesis models
can be concretely exemplified on the basis of the parametric generalized graph
Laplacian Lα, which is nonsingular for certain α and singular otherwise. We
initiate the discussion by intuitively demonstrating the relation between an anal-
ysis and synthesis view of the circulant graph Laplacian:
Let x ∈ RN denote a linear polynomial signal, as per Def. 2.2, with slope 
and a discontinuity between x(0) and x(N − 1) on an undirected banded circu-
lant graph of dimension N with associated graph Laplacian L, and consider the
graph measurement vector y = Lx. In [5] it was established that the representer
polynomial l(z) of L has two vanishing moments, i.e. it annihilates linear poly-
nomials subject to a border effect dependent on the bandwidth of the graph.
With N(L) = 1N , for the system to yield a solution, as per the Fredholm Al-
ternative, we require 〈y,1N 〉 = 0. We directly evaluate y via simple algebra to
be of the form
yT =
[
y1 y2 . . . yM 0 . . . 0 −yM . . . −y2 −y1
]T
where yi = −N(
∑M
j=i dj), and discover that the F.A. trivially holds.
Let L† denote the MPP of L, which is also symmetric and circulant, with
columns L†j ; accordingly, the solution x
′ to the graph Laplacian system can be
more generally written in a sparse, constrained synthesis formulation as:
x′ = L†y +N(L) =
M∑
j=1
yj(L
†
j−1 − L†N−j) + z1N , z ∈ R. (6)
The particular structure of y and L† elucidate an interesting phenomenon,
specific to circulant matrices: the column pairs {L†j ,L†N−j−1}j of L†, whose
pairwise difference is considered, constitute flipped versions of each other. In
particular, when L†j is a discrete polynomial with even order exponent 2k, its
vertically flipped version L†N−j−1 represents its reflection across a vertical line
so that their difference removes all terms of that order; this is not satisfied in
the case of odd exponents.
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In order to deduce the exact nature of the basis functions L†j , we proceed with
the analysis of the simple cycle, as the base case for general circulant graphs,
which will lay the foundation of all subsequent analysis.
4.1.1. The simple cycle
Consider the simple cycle graph GC = (V,EC) with edge weight set to
d1 = 1, without loss of generality, and Laplacian representer polynomial lC(z) =
(2 − (z + z−1)), which corresponds to two vanishing moments. We deduce
from the annihilation property of lC(z) and, hence, expression x = y1(L
†
C,0 −
L†C,N−1) + z1N , z ∈ R from Sect. 4.1, that the difference between consecutive
entries l˜i = L
†
C(j, (i+ j)N ) of L
†
C , such as in
L†C,0 − L†C,N−1 =

l˜0 − l˜1
l˜1 − l˜2
...
−(l˜1 − l˜2)
−(l˜0 − l˜1)

must be linearly decreasing, which implies that L†C,0 and L
†
C,N−1 must be of a
quadratic polynomial form. In fact, an explicit expression for the MPP pseu-
doinverse L†C of the simple cycle graph Laplacian has been derived as the sum
of quadratic and piecewise linear terms:
Property 4.1. (see Thm. 1, [28]). The pseudoinverse L†C of the (unnormalized)
graph Laplacian of the simple cycle has entries
L†C(i, j) =
(N−1)(N+1)
12N − 12 |j − i|+ (j−i)
2
2N , for 0 ≤ i, j ≤ N − 1.
We discover that on the basis of this expression, one may re-derive the annihi-
lation property of LC and, by extension, L. In particular, consider the columns
L†C(i, j1) and L
†
C(i, j2), with variable i, 0 ≤ i ≤ N − 1, and fixed but arbitrary
j1, j2 ∈ [0 N − 1], such that
L†C(i, j1)− L†C(i, j2) = −
1
2
|j1 − i|+ 1
2
|j2 − i|+ (j
2
1 − j22)− 2i(j1 − j2)
2N
which is (piecewise) linear in i. Specifically, for j2 < j1 (wlog), we have
L†C(i, j1)− L†C(i, j2) =
(j21 − j22)− 2i(j1 − j2)
2N
+

1
2
(j2 − j1), 0 ≤ i ≤ j2
i− 1
2
(j2 + j1), j2 < i ≤ j1
− 1
2
(j2 − j1), j1 < i ≤ N − 1
(7)
with discontinuities whose location depends on the specific choice of j1, j2. For
increasing j2 and decreasing j1, this produces a 2-piece linear polynomial with
respective pieces on j2 < i ≤ j1, and, following circularity, on the joint interval
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of j1 < i ≤ N − 1 and 0 ≤ i ≤ j2. When j1 = N − 1 and j2 = 0, we obtain for
L†C,N−1 − L†C,0
L†C(i,N − 1)− L†C(i, 0) = −
N − 1
2N
+
i
N
, 0 ≤ i ≤ N − 1, (8)
which returns the 1-piece linear polynomial with a discontinuity at its endpoints,
as the minimum possible number of discontinuities. This (anti-)symmetric pat-
tern continues for all pairs chosen j1 = N − 1− j2,
L†C(i, j1)−L†C(i, j2) =
(2i−N + 1)(2j2 −N + 1)
2N
+

j2 − (N − 1)/2, 0 ≤ i ≤ j2
i− (N − 1)/2, j2 < i ≤ N − 1− j2
− (j2 − (N − 1)/2), N − 1− j2 < i ≤ N − 1
,
which gives rise to a 2-piece linear polynomial which is anti-symmetric with
respect to a vertical line.
It becomes evident that simple differences of the Green’s functions always an-
nihilate the quadratic term; this further reaffirms our previous observation that
the difference of pairs L†j and L
†
N−j−1 from a symmetric circulant matrix L
† in-
duces a degree reduction when they are of polynomial form with even exponents.
Moreover, the general signal structure aL†C(i, j1) + bL
†
C(i, j2), for a, b ∈ R and
a 6= −b, gives rise to piecewise quadratic polynomials. At last, when coef-
ficient tuples of 3 are chosen to be of the form of columns of LC , we have
L†CLC = IN − 1N JN , constituting a twofold degree reduction to a piecewise
constant solution.
In line with previous derivations, we state the complete subspace of the cosparse
analysis model for the simple cycle graph GC = (V,EC) as
N(ΨΛLC) = z1N + L
†
CΨ
T
Λ{Wc = z1N +
∑
j∈ES
tj(S
†
C)j ,
where S†C is the MPP of the incidence matrix SC of GC , for suitable edge se-
quence ES ⊂ E, weights tj ∈ R, z ∈ R and coefficient vector c ∈ R|Λ{|−1.
The incidence matrix. We conclude by deriving a closed-form expression
for S†C :
Lemma 4.1. On the simple cycle graph, the entries of the MPP S†C of the
circulant incidence matrix SC with first row [1 − 1 0 ... 0] are given by
S†C(i, j) =
N − 1
2N
− j − i
N
for i ≤ j, 0 ≤ i, j ≤ N − 1
and give rise to piecewise linear polynomial rows and columns.
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Proof. From S†CSC = IN − 1N JN and letting S†C(n) := S†C(i, j) with n = j − i
represent each entry as a function of the distance n due to circularity, we obtain
the recurrence relation S†C(n) − S†C(n − 1) = − 1N with boundary condition
S†C(0)−S†C(N−1) = 1− 1N and, from S†1N = 0N , the constraint
∑N−1
n=0 S
†
C(n) =
0. The solution is given by S†C(n) = − nN + N−12N . Since SC is circulant (but not
symmetric), we conduct the change of variable n = j− i and obtain the desired
result. While this describes that the rows and columns of the upper-triangular
part of S†C are piecewise linear, it follows from circularity that this also holds
for the lower-triangular part.
Remark 4.1. One can alternatively directly infer an expression for S†C via
L†CS
T
C = S
†
C from
S†C(i, j) = L
†
CS
T
C(i, j) = L
†
C(i, j)−L†C(i, j+1) =

N − 1
2N
− j − i
N
, 0 ≤ i ≤ j
1−N
2N
, i = j + 1
−N − 1
2N
− j − i
N
, j + 1 < i ≤ N − 1
,
where 0 ≤ j ≤ N − 2. When j = N − 1, we have S†C(i,N − 1) = −N−12N + iN on
0 ≤ i ≤ N − 1 as in Eq. (8), due to circularity.
In contrast to taking differences between arbitrary columns of L†C , as seen in
Eq. (7), which generally results in piecewise linear polynomial solutions with at
most two pieces, the special case of Rem. 4.1 where differences are consecutive,
resulting in exclusively 1-piece linear polynomials, presents an alternative solu-
tion space with respect to the incidence matrix.
Furthermore, we discover that taking arbitrary differences of the rows of S†C
produces piecewise-constant solutions:
Lemma 4.2. The differences between arbitrary rows i1 and i2 of S
†
C , with
i1 < i2 wlog, and variable 0 ≤ j ≤ N − 1, produce piecewise-constant row-
functions of the form
S†C(i1, j)− S†C(i2, j) =

i1 − i2
N
, 0 ≤ j ≤ i1 − 1
1 +
i1 − i2
N
, i1 ≤ j ≤ i2 − 1
i1 − i2
N
, i2 ≤ j ≤ N − 1
with zero row-sum.
Proof. See Appendix A.
Similarly, one can show that taking differences between arbitrary columns of
S†C produces piecewise constant solutions. In view of Cor. 3.1, it is interesting
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to observe that the known solution space of N(ΨΛSC) with terms of the form
S†C(SC)j is given through the degree-reduction of piecewise linear polynomials.
More generally, this entails that the solution L†Cc subject to the double con-
straint c = ((ei−ej) ∗ (ek−el))modN , which is the circular convolution modulo
N of two zero-sum constraint vectors, and provided at least one pair of i, j ∈ V ,
k, l ∈ V , is consecutive, gives piecewise constant solutions. The particular choice
c = (LC)j of support 3, which has 2 vanishing moments in the classical sense,
produces the solution with least discontinuities L†C(LC)j = (ej − 1N 1N ).
In summary, by reinterpreting the analysis description of the simple cycle graph
Laplacian as a constrained synthesis formulation generated via the MPP and
leveraging its closed-form expression as a discrete polynomial, we have arrived
at a complete analytic characterization of the underlying functions defining the
subspaces of the sparse synthesis model. Here, arbitrary linear combinations of
the columns of L†C give rise to up to piecewise-quadratic polynomials, whose dis-
continuities depend on the particular choice of columns, or in other words, the
locations of the sparse entries in y ∈ RN for synthesis representation x = L†Cy.
When, furthermore, the amplitudes of the sparse entries yi are constrained to
sum to 0, which will be further enlarged upon in the next section, the represen-
tation x assumes a purely piecewise linear polynomial (or piecewise constant)
form, which can also be described via the incidence matrix MPP S†C , subject to
a translation by N(LC), within the cosparse analysis model of LC .
Notably, the developed relations establish a synthesis interpretation of (classical)
vanishing moment constraints in form of analytical MPP expressions, revealing
the underlying solution subspaces which govern the implicit analysis operation
of LC , which is central as a high-pass operator to classical discrete wavelet anal-
ysis. Here, vanishing moments further represent the linear dependencies which
determine the rank-deficiency of LC .
4.2. General Circulant Graphs
Equipped with the comprehensive theory for the simple cycle graph, we
proceed to investigate signal models induced by difference operators on general
undirected connected circulant graphs, and begin by deriving a decomposition
result for the graph Laplacian, which extends (Lemma 3.1, [5]):
Lemma 4.3. The graph Laplacian L of a circulant graph GS = (V,E), with
generating set S such that s = 1 ∈ S and bandwidth M < N/2, can be de-
composed as L = PGSLC , where PGS is a circulant positive definite matrix of
bandwidth M − 1, which depends on GS, with representer polynomial
PGS (z) =
(
M∑
i=1
idi
)
+
M−1∑
i=1
(
M∑
k=i+1
(k − i)dk
)
(zi + z−i)
and weights di = Aj,(i+j)N , and LC denotes the graph Laplacian of the un-
weighted simple cycle.
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Proof. See Appendix A.
Here, s = 1 ∈ S is a sufficient condition which ensures that GS is connected. In
the case of the simple cycle graph, we trivially have PGS = IN up to a constant
weight factor, and, in general, PGS encapsulates the additional connectivity
information of GS , creating the border effect in the annihilation of polynomial
signals; from Lemma 4.3 it becomes evident that its coefficients directly mirror
the structure of y in Sect. 4.1 as a special case.
Leveraging the decomposition of L on circulant graphs, we establish:
Lemma 4.4. The MPP of L in Lemma 4.3 can be decomposed as L† = P−1GSL
†
C
and its rows/columns constitute piecewise quadratic polynomials which are ‘per-
turbed’ by P−1GS and orthogonal to N(L) = z1N , z ∈ R.
Proof. See Appendix A.
Remark 4.2. According to [29], the inverse of a cyclically banded positive
definite matrix, such as PGS when GS is banded, contains entries that decay
exponentially (in absolute value) away from the diagonal and corners of the
matrix, inducing a ‘perturbation’ on L†C . Here, the specific shape of P
−1
GS
is
governed by the edge weights and bandwidth M , and assumes that of an ap-
proximately banded matrix when the weights are (close to being) uniform and
M sufficiently small.
We further infer for the elementary piecewise-smooth functions (S†)j on GS :
Lemma 4.5. The columns of S† = P−1GSL
†
CS
T for a circulant graph (as above)
are piecewise linear polynomials, subject to a perturbation by P−1GS .
The preceding result establishes a fundamental relation between polynomial
functions and circulant graphs. In particular, while Lemma 4.1 states that the
rows and columns (and their linear combinations) of S†C are piecewise linear
polynomials, Lemma 4.5 implies that the columns of PGSS
† and their linear
combinations describe piecewise linear polynomials. Here, both PGS and S
†
encapsulate information, specific to the connectivity of the circulant graph at
hand, which is cancelled out through their product. In other words, any piece-
wise linear polynomial function, which is in the subspace orthogonal to 1N , can
be represented via PGSS
† on an arbitrary circulant graph.
In light of Lemmata 4.4 and 4.5, we proceed to quantify the discrepancy between
the analysis and synthesis models on circulant graphs:
Theorem 4.1. On circulant graphs (as per Lemma 4.3), the signal subspaces
associated with the cosparse analysis model of L, given by
N(ΨΛL) = z1N + P
−1
GS
L†CΨ
T
Λ{Wc,
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for z ∈ R and c ∈ R|Λ{|−1, with alternate representation L†CΨTΛ{Wc = S
†
Ct
for suitable t ∈ RN , consist of up to piecewise linear polynomials, subject to
a translation by N(L), while those of the sparse synthesis model, generated by
L†, describe up to piecewise quadratic polynomials, respectively subject to graph-
dependent perturbations in form of factor P−1GS .
Proof. Follows from above discussion.
Remark 4.3. Owing to unique structural properties of L and S, including
structured sparsity and polynomial functions, Thm. 4.1 exemplifies their rich
representation range within both models: these properties facilitate alternative
representations of signals through both L† and S†, subject to constraints, while
simultaneously establishing closed-form expressions for crucial graph operators.
The synthesis model defines graph signals x = L†c as linear combinations of
(perturbed) piecewise quadratic polynomials, encompassing piecewise linear and
piecewise constant signals for suitable choices of c, which are orthogonal to 1N
and whose discontinuities depend on the location of the sparse entries (knots)
of c at Λ{. This establishes a comprehensive model, containing different orders
of smoothness and hop-localization of the subspaces7, while the analysis model
constitutes a structured instance thereof, comprising signals that are sparse with
respect to L, up to a shift by 1N .
The constraint matrix W in the analysis subspace P−1GSL
†
C(Ψ
T
Λ{)W, which takes
zero-sum differences between atoms of L†C , thereby giving rise to (piecewise)
linear polynomials subject to a perturbation by P−1GS , marks a significant dis-
crepancy in the structure of basis functions between the analysis and synthesis
models. By applying the double constraint c = ((ei − ej) ∗ (ek − el))modN , the
solution L†c further reduces to perturbed piecewise constant form, while in the
special case L†L, we obtain piecewise constant solutions with one discontinuity.
Higher-Order Operators. Theorem 4.1 can be trivially generalized to higher-
order operators Lk, yielding the partial subspace L†kΨT
Λ{Wc = L
†k−1S†t, for
suitable t ∈ R|E| and c ∈ R|Λ{|−1. The known analysis-property that Lk anni-
hilates up to degree 2k − 1 polynomials, subject to a graph-dependent border
effect, as per (Lemma 3.1, [5]), implicitly defines the solution space of N(ΨΛL
k),
which, combined with the constrained synthesis-based expression of Lemma 3.1
(i), reveals that L†k−1S† necessarily gives rise to degree 2k−1 (piecewise) poly-
nomials, which are orthogonal to 1N , and (possibly) subject to graph-dependent
perturbations through P−1GS .
In view of Lemma 3.1 (iii) for k = 2, the MPP relation L2L† = L further re-
veals that for sufficiently banded GS , L
2, whose rows have 4 vanishing moments,
7In particular, S†j is piecewise smooth with respect to L, which induces sparsity localized
with respect to a 1-hop neighborhood of the graph, and for sufficiently sparse graphs, L†j is
piecewise smooth with respect to L2, which induces 2-hop localized sparsity.
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annihilates the ‘perturbed’ quadratic polynomial (L†)j with structured sparse
output Lj . In other words, the non-zeros of the columns Lj are the locations of
the knots of the Green’s functions L†2L = L†. Here, L† is sparse with respect
to a 2-hop localized neighborhood on the graph.
While closed-form expressions for the higher-order MPPs need to be derived on
a case by case basis, it has been shown that the columns of L†2C describe 4th
order polynomials [30], from which it then naturally follows that the columns
of L†2C S
T
C = L
†
CS
†
C are cubic polynomials which are sparse with respect to the
operator L2C ; accordingly, L
†2
C LC = L
†
C describe quadratic polynomials, fol-
lowing a twofold degree-reduction. In addition L†2C is sparse with respect to
SCL
2
C , which possesses an extra vanishing moment through SC . Statements
carry over, subject to perturbations, for sufficiently banded circulant graphs.
Further building on this discussion, we state a generalization of the annihilation
property to operators of the form SLk:
Lemma 4.6. For any banded circulant graph, SLk, k ∈ N annihilates polyno-
mial signals of up to order 2k, subject to graph-dependent border effects.
It becomes evident that SLk functions as the intermediate graph difference op-
erator between Lk and Lk+1, whose number of vanishing moments8 increases
in degree steps of 2. Further, the above result, in conjunction with Lemma 3.1
(ii), provides a concrete identification of the constrained synthesis (or analysis)
signal space for circulant graphs, whereby a signal of the form x = L†kw with
suitable w ∈ RN that is sparse with respect to SLk, in the range of S, must
belong to the space of degree 2k (piecewise) polynomials, which are orthogonal
to 1N , possibly subject to perturbations through P
−1
GS
. Thus, in the specific
instance when a given higher-order polynomial can be expressed as L†kw, its
sparse pattern with respect to SLk is given by Sw.
A note on discontinuities. The (perturbed) piecewise linear functions of
N(ΨΛL) exhibit discontinuities whose locations depend on the choice of subset
Λ and the graph connectivity/bandwidth. The specific structure of P−1GSL
†
Ct,
with structured sparse vector t = ΨT
Λ{Wc, whose non-zeros are at locations Λ
{
and sum to 0, in fact, reveals piecewise linear polynomials, whose discontinu-
ities are perturbed (and hence amplified in spread) by the graph-dependent, (if
applicable) approximately banded matrix P−1GS . Here, the choice and density of
pattern t determines the number, location and/or spread (i.e. amplification via
P−1GS ) of the discontinuities. The analysis of the simple cycle previously revealed
that the number of discontinuities, and hence, number of distinct polynomial
pieces, is minimized to one, when considering differences between consecutive
atoms of L†C . Accordingly, the spread of the discontinuity is amplified by P
−1
GS
for general circulant graphs, its size increasing with the graph connectivity. One
8In the ideal scenario of a simple cycle, SCL
k
C has an odd number of vanishing moments
2k + 1, compared the even number of vanishing moments 2k of LkC .
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may further enforce an anti-symmetric function shape, by e.g. taking differences
L†j−L†i for i, j ∈ V , confined to pairwise flipped versions j = N−i−1, which fa-
cilitates anti-symmetry with respect to a vertical line, as observed on the simple
cycle. Furthermore, one may specifically tailor the relative signal smoothness
through t, as the following remark exemplifies:
Remark 4.4. The representation x = P−1GSL
†
CΨ
T
Λ{Wc, assumes different or-
ders of smoothness according to the choice of basis W. Consider basis ΨT
Λ{W˜,
which absorbs column (PGS )j while satisfying the constraints of W via circular
convolution, such that Λ{ covers the support of p := ((PGS )j∗(ek−el))modN , for
suitable j, k, l ∈ V . Consequently, x = L†p becomes sparse with respect to LC ,
in addition to L, with sparse output respectively given by (ej ∗ (ek − el))modN
and p, and can be considered piecewise-smooth in the ‘classical’ sense as well
as with respect to GS , removing the perturbation by P
−1
GS
.
In view of the above, a signal L†t on a general circulant graph can achieve the
same smoothness and minimum number of discontinuities as a signal on the sim-
ple cycle for t = ((PGS )j ∗(ek−el))modN with suitable j, k, l ∈ V . One needs to
distinguish here between the discontinuities relative to the graph connectivity,
in form of a more dense t, as well with respect to the simple cycle, which fa-
cilitates a notion of classical smoothness that is detached from the graph domain.
Special Case (Complete Graph). In the special case of an unweighted
complete (circulant) graph, we have S† = 1N S
T and L† = 1N2 L, which result
from L†L = 1NL and the MPP relations L
†ST = S† and LS† = ST . This
implies that (S†)j is trivially smooth with respect to L, as it simultaneously
represents its sparsity pattern. Nevertheless, since the graph is dense, (L†)j is
not sparse with respect to L2. As a result of the maximum graph connectivity,
the piecewise-smooth functions (S†)j thus take the form of two opposite-sign
impulses, as per (ST )j , while (L
†)j is piecewise constant, just as (L)j .
We conclude by illustrating the specific model subspace discrepancies through
examples. In Fig. 2, (a)-(b), we consider two distinct quadratic polynomial
atoms (L†)j with a discontinuity respectively at position t = i, j along with
their difference, which gives rise to the linear signal with two discontinuities at
positions i, j and, hence, 2-sparse analysis representation ei − ej with respect
to L. Here, subfigures (a) and (b) respectively illustrate the functions result-
ing from the domain of two different unweighted circulant graphs of dimen-
sion N . The perturbation effect, resulting from approximately banded matrix
P−1GS of decaying support, is clearly visible around the discontinuities for the
non-trivial circulant case in (b). Further, in Fig. 2(c), we consider the MPP
(S†)0 = L†(ST )0 for unweighted circulant graphs of increasing connectivity, sub-
ject to rescaling for visibility, where (ST )0 uniformly corresponds to (e1 − e0).
For the simple cycle, (S†)0 is a 1-piece linear polynomial with a single disconti-
nuity at its endpoints, which is subject to perturbations with increasing graph
connectivity. In the limiting case of the complete graph, we observe two consec-
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(a) Functions on GS with S = {1}
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(b) Functions on GS with S = {1, 2, 3}
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(c) (S†)0 on different GS
Figure 2: Comparison of signal models on circulant graphs
utive, opposite sign impulses at the discontinuity location and zeros otherwise.
4.3. The generalized graph Laplacian
In an effort to explore signal models for broader classes of signals on graphs,
we study the generalized, parametric circulant graph Laplacian operator Lα =
dαIN −A, with node degree dα =
∑M
j=1 2dj cos(αj) parameterized by α ∈ C.
Designed, in previous work (see Lemma 3.2, [5]), to possess the property to
annihilate classes of complex exponential signals of the form x = e±iαt with
exponent α ∈ C, and by extension, for its powers Lkα to annihilate complex
exponential polynomials of degree k − 1 of the form x = e±iαtp, this operator
further possesses the following emergent characteristic (see Appendix B):
Property 4.2. The generalized graph Laplacian Lα on a circulant graph is
invertible for α 6= 2pik/N, k ∈ N, and rank-deficient otherwise.
Consequently, we achieve exact annihilation of complex exponentials withN(Lα) =
z1e
iαt + z2e
−iαt, z1, z2 ∈ C for α = 2pik/N, k ∈ N, while, otherwise, this is
subject to a border effect dependent on the graph bandwidth M . Further, Lα
reduces to the classical graph Laplacian for α = 0. Accordingly, it serves as a
relevant case to explore transitional properties and relations between UoS mod-
els for square invertible and rank-deficient operators respectively.
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We proceed to derive closed-form expressions for both cases on the simple cy-
cle graph with LC,α = 2 cos(α)IN − AC and representer polynomial lC,α =
2 cos(α)− z − z−1 = −z2(1− eiαz)(1− e−iαz), which has two exponential van-
ishing moments:
Lemma 4.7. The inverse L−1C,α of LC,α on the simple cycle, for α 6= 2pik/N, k ∈
N, has entries
L−1C,α(m,n) =
1
(−e−iα + eiα)(−1 + eiαN )e
iα|n−m|+
1
(e−iα − eiα)(−1 + e−iαN )e
−iα|n−m|,
0 ≤ m,n ≤ N − 1.
Lemma 4.8. The pseudoinverse L†C,α for α = 2pik/N, k ∈ N and α 6= 0, kpi,
of LC,α on the simple cycle has entries
L†C,α(m,n) =
eiα
2N
(
2|n−m|(−1 + e2iα) + (N − 1)− e2iα(N + 1)
(−1 + e2iα)2
)
eiα|n−m|
+
e−iα
2N
(
2|n−m|(−1 + e−2iα) + (N − 1)− e−2iα(N + 1)
(−1 + e−2iα)2
)
e−iα|n−m|, 0 ≤ m,n ≤ N−1.
For α = pi (k = N/2 at even N) we have
L†C,pi(m,n) = (−1)|n−m|+1
(
(n−m)2
2N
− 1
2
|n−m|+ N
2 − 1
12N
)
= (−1)|n−m|+1L†C(m,n), 0 ≤ m,n ≤ N − 1.
It becomes evident that, according to α, the rows and columns of the paramet-
ric inverse L−1C,α define complex exponentials, while those of the rank-deficient
parametric pseudoinverse L†C,α define linear complex exponential polynomials,
i.e. their function order exceeds the former by two degrees, as a result of the
operator’s rank-deficiency. In addition, the atoms (L−1C,α)j and (L
†
C,α)j both
exhibit a discontinuity between positions j − 1 and j.
Remark 4.5. The derived formulae both cease to apply at α = 0, the classical
graph Laplacian case, since they have a pole at that value; nevertheless, the ex-
pression for L†C is known from previous work (see Property 4.1) to be a piecewise
quadratic polynomial. To further reinforce the link between these derivations,
we note that the recurrence relation resulting from the graph Laplacian MPP
system LCL
†
C = IN − 1N JN with unknown L†C(m,n) and L†C(r) := L†C(m,n)
for r = |n − m|, is −L†C(r + 1) + 2L†C(r) − L†C(r − 1) = −1/N , with bound-
ary condition 2L†C(0) − 2L†C(1) = 1 − 1/N and constraint
∑N−1
r=0 L
†
C(r) = 0.
The homogeneous solution to the system is (L†C)H(r) =
N2−1
12N − 12r, which is
notably linear, while the particular solution becomes (L†C)P (r) =
r2
2N as a re-
sult of repeated roots at 1. In contrast, the recurrence relations for L−1C,α and
L†C,α give rise to single and double roots at (e
±iα)r respectively, which leads to
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their respective solution sets of complex exponentials e±iαt and linear complex
exponential polynomials pe±iαt + e±iαt. Here, distinct circular boundary con-
ditions and constraints lead to multiple repeated roots, and hence, an extended
solution space through the particular solution, for the MPP L†C,α. Eventually,
in the special case of α = 0, the system solution for L†C,α=0 = L
†
C gains triple
roots with a quadratic polynomial solution set, i.e. the solution set for L†C,α
gains another repeated root at 1r for α = 0. For α = pi, we similarly observe
the occurrence of triple roots in the recurrence relations for L†C,pi, with the dis-
tinction that they are given by (−1)r; in fact, as a result of similar boundary
conditions, the formulae for L†C,pi and L
†
C coincide up to a factor (−1)r+1. We
refer to Appendix B for the detailed proofs.
In order to extend these properties to general circulant graphs, we state the
following decomposition, as a generalization of Lemma 4.3:
Lemma 4.9. The generalized graph Laplacian Lα on a connected circulant
graph, with generating set S and bandwidth M < N/2, can be decomposed as
Lα = LC,αPα, where LC,α is the generalized simple cycle graph Laplacian and
Pα is a circulant matrix of bandwidth M − 1 with representer polynomial
Pα(z) =
M∑
j=1
dj
(
rj−1 +
j−1∑
t=1
rj−1−t(zt + z−t))
)
where
rt =
(t+1)/2−1∑
k=0
2 cos(α(2k−t)) = 2 cos(αt)+2 cos(α(2−t))+...+2 cos(α3)+2 cos(α)
when t is odd, and otherwise,
rt = 1 +
t/2−1∑
k=0
2 cos(α(2k − t)) = 2 cos(αt) + ...+ 2 cos(α2) + 1
which depends on the graph at hand.
Unlike Lemma 4.3 for α = 0, the positive definiteness (or invertibility) of the
banded matrix Pα depends on parameter α and the graph connectivity; due to
the complex connectivity of graphs and plethora of special cases, we refrain from
deriving exact conditions on when this is satisfied here and assume this to be
the case a priori. We note a relation to the occurrence of repeated eigenvalues in
Lα. In general, we observe that with an increase in connectivity (i.e. bandwith
M) and in the value of α, P−1α gains larger magnitude entries, and eventually
loses its positive definite (non-singular) property. We proceed to state:
Corollary 4.1. (i) The inverse of Lα for α 6= 2pik/N, k ∈ N, can be de-
composed as L−1α = L
−1
C,αP
−1
α , and its rows and columns constitute complex
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exponentials, as per Lemma 4.7, which are perturbed by P−1α .
(ii) For suitable α, satisfying α = 2pik/N and α 6= 0, kpi, k ∈ N, and graph
connectivity GS, such that Pα is positive definite, the MPP of Lα can be de-
composed as L†α = L
†
C,αP
−1
α . The rows and columns of L
†
α constitute complex
exponential linear polynomials, as per Lemma 4.8, which are perturbed by P−1α .
Consequently, we derive the cosparse analysis model for Lα, generated byN(ΨΛLα):
Proposition 4.1. The nullspace N(ΨΛLα) of the generalized graph Laplacian
operator Lα on a circulant graph is given by
(i) N(ΨΛLα) = L
−1
α Ψ
T
Λ{ c˜ for α 6= 2pik/N, k ∈ N, with arbitrary c˜ ∈ R|Λ
{|, and
(ii) N(ΨΛLα) = L
†
αΨ
T
Λ{Wαc + z1e
iαt + z2e
−iαt for α = 2pik/N, k ∈ N, and
α 6= 0, kpi, with Wα := N(ΨΛEαΨTΛ{) ∈ C|Λ
{|×|Λ{|−2, Eα =
∑2
j=1 uju
H
j for
u1 = e
iαt, u2 = e
−iαt, and arbitrary c ∈ C|Λ{|−2 and z1, z2 ∈ C.
If |Λ{| < 3, N(ΨΛLα) = N(Lα), while in the special case where Λ{ = {m, (m+
N
2 )}, m ∈ V , N(ΨΛLα) has rank |Λ{|+ 1.
Proof. See Appendix.
In the rank-deficient case of Prop. 4.1, the analysis constraint ΨT
Λ{Wα encapsu-
lates orthogonality to complex exponentials such that (Eα)j ⊥ ΨTΛ{Wαc, j ∈
Λ, is satisfied and the complex exponential part of L†α is annihilated, signifying a
reduction in its order. Specifically, we can express ΨT
Λ{Wαc as (wα∗w−α)modN ,
the circular convolution of 2-sparse constraint vectors w±α ∈ CN , with w±α =
(e±iα(n−m)em − en), n > m, of support in Λ{, which respectively capture or-
thogonality to eiαt and e−iαt. When Λ{ is entirely arbitrary, the specific shape
of the subspace L†αΨ
T
Λ{Wα is more opaque due to the variation in Ψ
T
Λ{Wα; if
additional conditions are imposed however, we can state the following:
Remark 4.6. In the case when Λ{ ⊂ V has at least three consecutive elements,
the constraint ΨT
Λ{Wα can be conveniently formulated through a basis whose
vectors possess consecutive non-zero entries [−1 2 cos(α) − 1] and zeros oth-
erwise. In particular, these represent the (wavelet) basis elements of shortest
length 3, which are orthogonal to e±iαt, and further represent the rows/columns
of LC,α. Due to L
†
α(LC,α)j = P
−1
α L
†
C,α(LC,α)j = P
−1
α (IN − 1NEα)j such
that ΨT
Λ{Wαc = (LC,α)j for suitable j and c, the analysis subspace conse-
quently assumes the form of perturbed complex exponentials with discontinu-
ities at positions j. When Λ{ further contains the graph support such that
L†αΨ
T
Λ{Wαc = L
†
α(Lα)j = (IN − 1NEα)j for some Wαc and index j, the solu-
tion subspace generates complex exponentials with knots at positions j. Never-
theless, unlike in the classical graph Laplacian case where one may consider the
constrained L†Lj and L†STj , this representation does not facilitate any further
reduction in degree since the generalized Lα does not feature any additional
vanishing moments compared to LC,α.
9
9Since L is PSD, the possible analysis constraints, given by STj , which is necessary and
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Following Rmk. 4.6, for certain Λ{, the introduced constraint reduces the sub-
space L†α = P
−1
α L
†
α,C of perturbed linear complex exponential polynomials by
two orders, i.e. to perturbed complex exponentials, which confines the solution
subspace of the analysis model N(ΨΛLα) to perturbed (piecewise) complex ex-
ponential functions. As a result, their order effectively coincides with the order
of the functions in N(ΨΛLα) = L
−1
α Ψ
T
Λ{c in the invertible case.
Accordingly, for Λ{ as above, apart from a difference in admissible parame-
ter values, the analysis subspaces of the rank-deficient and full-rank operators
are comparable in order, while their corresponding synthesis subspaces differ
in order, i.e. the latter exceeds the former by two exponential degrees. In
direct comparison, the basis functions L−1α of the full-rank operator Lα are
(perturbed) complex exponentials facilitating equivalence between the analysis
and synthesis domains, while the basis functions L†α of the rank-deficient Lα
are (perturbed) complex exponential polynomials in the synthesis case, which
exceed the former by two degrees and reduce to complex exponentials via the
exponential vanishing moment constraints in the analysis case; hence, within
their respective domain for α, L−1α and L
†
α are comparable in the analysis case
as they assume the same order up to the knots10 and parameterization, while
their degrees differ in the synthesis case.
Furthermore, due to the existence of a nullspace for the rank-deficient case,
we further note that the corresponding solution subspaces in both analysis and
synthesis models, i.e. L†αΨ
T
Λ{Wα and L
†
αΨ
T
Λ{ , are orthogonal to N(Lα). Here,
we assume that Pα is positive definite, invoking a localized perturbation effect;
if this is not satisfied, the solution structure is further affected by a potentially
dense P−1α and, in case of singularity, P
†
α and N(Pα).
In the merging of these findings, we substantiate the relation between the
cosparse analysis and sparse synthesis models for Lα:
Theorem 4.2. The cosparse analysis graph signal model, described by the gen-
eralized graph Laplacian Lα, with Λ
{ as in Rm. 4.6, encompasses perturbed
(piecewise) complex exponential functions, generated by
(i1) L−1α Ψ
T
Λ{ c˜ for α 6= 2pik/N, k ∈ N, with c˜ ∈ C|Λ
{|, and by
(ii1) L†αΨ
T
Λ{N(ΨΛEαΨ
T
Λ{)c + z1e
iαt + z2e
−iαt for α = 2pik/N, k ∈ N and
α 6= 0, kpi, with c ∈ C|Λ{|−2.
The sparse synthesis graph signal model
(i2) is equivalent to the former, in the nonsingular case, for α 6= 2pik/N, k ∈ N,
(ii2) otherwise, in the singular case for α = 2pik/N, k ∈ N and α 6= 0, kpi, it
is described by perturbed piecewise linear complex exponential polynomials, gen-
sufficient by the F.A., and the higher-order Lj , are incremental; since Lα is not PSD, sim-
ilar decompositions do not exist and the exponential vanishing moments of (Lα)j are both
absorbed into the analysis constraint, while for L only one vanishing moment is needed.
10The knots can be inferred from Lα(L
−1
α )j = ej and, assuming a sufficiently sparse graph
support, L2α(L
†
α)j = (Lα)j .
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erated by L†αΨ
T
Λ{ . Hence, the analysis model represents a constrained version
of it with respect to N(ΨΛEαΨ
T
Λ{), and up to a translation by the nullspace
N(Lα) = z1e
iαt + z2e
−iαt.
In particular, when α 6= 2pik/N and Lα is invertible, both the analysis and
synthesis models generate
(
N
k
)
subspaces of dimension k, for any k = |Λ{| with
k ∈ [1 N ]. The unique rank-deficiency of Lα for α = 2pik/N (α 6= 0, kpi) further
gives rise to the following discrepancy:
Remark 4.7. For k = |Λ{| ≥ 3, the number of subspaces (Nk ) of the cosparse
analysis model coincides with that of the synthesis model, where, the former is
composed of N(Lα) of dimension 2 and L
†
αΨ
T
Λ{Wα of dimension |Λ{|−2; when
k < 3 and excluding the special case Λ{ = {m, (m + N2 ), m ∈ V }, the former
trivially has a single subspace N(ΨΛLα) = N(Lα).
Similarly as for L in Rmk. 4.4, one can tailor the smoothness of the analysis
subspace L†αΨ
T
Λ{Wα by incorporating columns (Pα)j into the constraint, pro-
vided Λ{ covers the support of ((Pα)j ∗ (LC,α)k)modN for suitable j, k ∈ V .
For a sufficiently sparse graph GS , the perturbed complex exponential linear
polynomial (L†α)j is annihilated by L
2
C,α, whose representer polynomial has 4
exponential vanishing moments, with approximately sparse output L2C,α(L
†
α)j =
P−1α (LC,α)j , as well as by L
2
α, with sparse output L
2
α(L
†
α)j = (Lα)j . Further-
more, we can extend insights to higher-order, by noting the generative repre-
sentation N(ΨΛL
k
α) = N(Lα) + L
†k
α Ψ
T
Λ{Wαc, for Λ
{ as in Rm. 4.6, such that
ΨT
Λ{Wαc = (Lα)j for some j, which encompasses signals of the form L
†k−1
α . In
an extension of Lemma 3.1 (iii) for operator Lkα, and provided the graph GS
is sufficiently sparse, we discover that linear combinations of atoms (L†k−1α )j
are sparse with respect to Lkα, with knots in the range of Lα. By additionally
leveraging the property that Lkα annihilates up to k − 1 degree complex expo-
nential polynomials of the form pe±iαt, subject to a graph-dependent border
effect, in conjunction with Lemma 4.8, we deduce that the range of L†k−1α gives
rise to perturbed complex exponential polynomials of degree k − 1, which are
orthogonal to e±iαt.
In Fig. 3, we depict the basis functions of L−1α and their constrained linear com-
bination L−1α (LC,α)30 for α = 0.21, respectively for the unweighted simple cycle
and the circulant graph with generating set S = {1, 2, 3} of dimension N = 64.
In Fig. 4, we depict the basis functions of L†α and their constrained (analysis)
representation L†α(LC,α)30 for α = 4pi/N , for the same graphs as above. The
representer polynomial of Pα for the unweighted graph GS with S = {1, 2, 3} is
given by Pα(z) = (2+2 cos(α)+2 cos(2α))+(1+2 cos(α))(z+z
−1)+(z2 +z−2).
Here, Fig. 4 (c) further illustrates the shape of the perturbation given by
the columns of P−1α at α = 4pi/N , which exhibits a small support followed
by approximate sparsity. In particular, the matrix P−1α represents the dif-
ference between the MPPs of the simple cycle in (a) and the extended cir-
culant in (b), and accordingly perturbs the functions underlying the former
34
0 10 20 30 40 50 60
Vertex
-6
-4
-2
0
2
4
6
Si
gn
al
 V
al
ue
(a) Functions on GS with S = {1}
0 10 20 30 40 50 60
Vertex
-0.5
-0.4
-0.3
-0.2
-0.1
0
0.1
0.2
0.3
0.4
0.5
Si
gn
al
 V
al
ue
(b) Functions on GS with S = {1, 2, 3}
Figure 3: Comparison of signal models on circulant graphs for L−1α at α = 0.21.
around its discontinuities, resulting in the constrained analysis representation
L†α(LC,α)30 = P
−1
α (IN − 1NEα)30, as depicted in (b).
Further, in Fig. 5, we directly compare the functions L†C,α(LC,α)30 for α = 4pi/N
and (L−1C,α)30 for α = 0.21 on the simple cycle, the latter of which has been nor-
malized. Both functions are complex exponentials (i.e. trigonometric func-
tions in the real domain) of comparable order, with a discontinuity at the
same location, and represent the analysis subspaces of the singular and non-
singular Lα. They are respectively given by L
†
C,α(LC,α)30 = e30 − 2 cos(αt˜)N and
(L−1C,α)30 = − 12 sin(α) (cot(αN/2) cos(αt˜) + sin(αt˜)) (the latter of which follows
from Lemma 4.7 using Euler’s formula), for t˜ = (t ∗ e30)modN .
In order to complete the comparison, we further depict in Fig. 6 the same set
of functions and constraints for the standard graph Laplacian case with α = 0.
Here, the representer polynomial of Pα=0 = PGS at α = 0 takes the form
PGS (z) = 6 + 3(z + z
−1) + (z2 + z−2).
While generating different types of functions in the synthesis case of the uncon-
strained L†α and L
†, i.e. ranging from linear complex exponential polynomials
to quadratic polynomials, their constrained analysis representations, through
multiplication of the former respectively by columns (LC,α)j and (LC)j , give
rise to the same two-fold reduction in degree. While in the case of α = 4pi/N ,
we effectively generate (perturbed) complex exponentials as a result of the two
exponential vanishing moments in (LC,α)j , in the graph Laplacian case with
α = 0, we obtain a piecewise constant function due to the double vanishing
moment property of (LC)j . The perturbations in form of P
−1
α and P
−1
GS
nev-
ertheless remain relatively close in value to the proximity of their inverses for
α = 0 and α = 4pi/N ≈ 0.1963.
5. Model-based Uniqueness and Recovery Guarantees on Graphs
Building on the preceding qualitative and quantitative analysis of the sub-
spaces of graph-based UoS models, we seek to leverage the acquired insight for
the solution of linear inverse problems subject to graph-structured constraints,
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Figure 4: Comparison of signal models on circulant graphs for L†α at α = 4pi/N .
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Figure 5: Comparison of L†C,α1LC,α1 , α1 = 4pi/N , and L
−1
C,α2
, α2 = 0.21, on GS with
S = {1}
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Figure 6: Comparison of signal models on circulant graphs for L†.
specifically, the quantification of specialized guarantees for the uniqueness of
a solution. Furthermore, we discuss the derived graph-based UoS models in
the context of model-based Compressed Sensing (CS), particularly with regard
to the design of structured UoS models with desirable properties for refined
sampling and recovery results.
5.1. Uniqueness
Let M ∈ Rm×N , m < N , denote a suitable (graph-)measurement matrix
with linearly independent rows and consider the problem of identifying the
unique (co)sparse solution of y = Mx, where x belongs to a graph Lapla-
cian based UoS model on a connected graph.
For the synthesis model with representation x = Dc, in order to uniquely iden-
tify the unknown k-sparse signal c, we require 2k < spark(MD) ≤ m+1, where
the spark measures the minimum number of linearly dependent columns of a
matrix [31]. On the other hand, for the analysis model, an equivalent measure
to the spark, κΩ(l) := max|Λ|≥l dim(WΛ), is established [2], which quantifies the
interdependency between rows through the maximum analysis subspace dimen-
sion of WΛ for a given cosparsity level l. Thereby, to determine the l-cosparse
signal x with ΩΛx = 0Λ, given mutually independent M and Ω (i.e. their
rows do not have non-trivial linear dependencies, according to [2]), we require
2κΩ(l) ≤ m as a sufficient condition (see Prop. 3, [2]).
Due to its uniquely characterizable linear dependencies and following Prop. 3.1,
the interdependency measures for L can be respectively identified as spark(L†) =
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N and κL(l) = N − l = k for l < N − 1; when, additionally, the graph is discon-
nected with c components, we further have κL(l) = k+c−1. According to [32], a
necessary condition for the recovery of cosparse signals belonging to a UoS model
is given by m ≥ κ˜Ω(l), with κ˜Ω(l) := max{dim(WΛ1 +WΛ2) : |Λi| ≥ l, i = 1, 2}
quantifying the maximum dimension of the sum of any two subspaces in the
union. In the graph Laplacian-based UoS model, N(L) forms part of every sub-
space in the union and its dimension is known, which facilitates the following
tighter result for the analysis model:
Corollary 5.1. For mutually independent M ∈ Rm×N and L on an undirected
graph G, the graph-Laplacian-based problem
Mx = y with ||Lx||0 ≤ N − l = k
has at most one solution, provided k > 1, if
(i) m ≥ 2k − 1, when the graph is connected,
(ii1) m ≥ 2k − 2 + c, when the graph is disconnected with c components.
(ii2) If x ∈ ⋃|Λ|=N−k WΛ, for WΛ := N(LΛ), subject to the additional con-
straint, |Λi| < Ni − 1, the latter condition can be relaxed to m ≥ 2k − c.
Proof. Follows from dim(U + W ) = dim(U) + dim(W ) − dim(U ∩W ) for the
sum U + W = {u + w : u ∈ U, w ∈ W} of any two subspaces U,W [33].
We have for any U,W in the resulting union of subspaces
⋃
|Λi|≥lWΛi that
max{dim(U)+dim(W )} = 2k for c = 1, max{dim(U)+dim(W )} = 2(k+c−1)
for c > 1, and dim(U ∩W ) = c in this case. If the cosupport constraint of (ii2)
is additionally applied for c > 1, we have max{dim(U) + dim(W )} = 2k.
Notably, the employment of the measure κ˜Ω(l) leads to a minimum sampling
requirement slightly below the number of degrees of freedom of signals in the
analysis model. In particular, for a signal on a connected graph, the total num-
ber of degrees of freedom is 2k, with 2k − 1 for representation L†ΨT
Λ{Wc with
|Λ{| = k, as a result of its linearly dependent coefficients, and 1 for its nullspace
vector coefficient. Accordingly, for a disconnected graph with c components,
this can range between 2k, if the cosupport constraint is applied, and 2k+c−1.
Nevertheless, we note that while the measures κΩ(l) and κ˜Ω(l) quantify a de-
pendency, the unique structural quality and composition of the underlying sub-
spaces of L (or ST ) are not leveraged in this result.
Recovery. In [34], the problem of recovering the k-sparse solution x′ to
min ||x||0, subject to y = STx, on a connected graph G, which contains cy-
cles, was considered, where ST ∈ R|V |×|E| functions as the sampling operator
(or dictionary) of G and y = STx′. It is established i.a. that the spark of ST
is associated with the length g of the shortest simple cycle (or girth) of G, i.e.
the smallest number of linearly dependent columns in ST , which gives rise to
the uniqueness of a k-sparse solution x′ to the optimization problem for g > 2k
(see Prop. 2, [34]). Ultimately, the structured sparsity of y is leveraged in the
algorithmic recovery of x′. When the graph is acyclic, ST ∈ R|V |×|V |−1 has
linearly independent columns and the problem is trivially solved by applying
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the left inverse S†T on y to obtain x′.
In the present scenario, given the constrained analysis-sparse representation
x = L†c, one may consider the problem of identifying the sparse vector t in the
structurally sparse vector of knots c = ST t, based on [34], for either an acyclic
and non-acyclic graph.
5.2. A Desirable UoS Model
In [3], sampling theorems for signals which belong to a finite-dimensional
UoS model are developed, with the union UK of L linear subspaces defined as
UK =
L⋃
j
U˜j = {x = Ωjaj , Ωj ∈ RN×kj ,a ∈ Rkj}
where Ωj are the subspace bases of dimension kj ≤ K. While the invertibil-
ity of M over the UoS guarantees the unique identification of any signal in
that union, in practice, one requires additional properties such as robustness to
noise, which is related to distance preserving properties of M, also known as
the Restricted Isometry Property (RIP) [3]. In particular, it is established that
for a stable sampling scheme, the number of required measurements depends
necessarily logarithmically on the number of subspaces in UK :
Theorem. (see Thm. 3, [35]) Let UK be the union of L subspaces of dimension
K in RN . Then, for any t > 0 and
m ≥ 1
c(δUK/6)
(
2ln(L) + 2Kln
(
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δUK
)
+ t
)
there exists a function c(δ) > 0 and matrix M ∈ Rm×N , such that ∀y1,y2 ∈ UK ,
the UK-RIP
(1− δUK )||y1 − y2||22 ≤ ||M(y1 − y2)||22 ≤ (1 + δUK )||y1 − y2||22
holds with RIP constant δUK . If M is generated by randomly drawing i.i.d.
entries from an appropriately scaled subgaussian distribution, it satisfies the
UK-RIP with probability at least 1− e−t.
As is evident from the expression, it is generally desirable for a given UoS
model to contain a small number L of subspaces of small maximum dimension
K in order to achieve robust recovery at a smaller number of measurements.
Model-based Compressed Sensing is concerned with the formulation of theoret-
ical guarantees and development of algorithms for the recovery of sparse signals
with structural dependencies imposed on (or inherent in) their locations and
coefficients [36]. Specifically, it seeks to exploit the occurrence of structure in
a signal model for the improvement of performance guarantees, such as a re-
laxed RIP constraint with a reduction in the number of samples necessary for
recovery. Previous model-based CS frameworks have featured concepts such as
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block-sparsity, wavelet-trees etc [36], which focus on restricting the location,
rather that the amplitude, of the sparse coefficients, thereby producing a re-
duced number of subspaces.
In the presented cosparse analysis graph Laplacian UoS model for a connected
graph, while the inherent linear dependencies of the coefficients directly affect
the dimension of the generated subspaces, the number of subspaces itself remains
the same (except for the case k = 1), unless concrete location constraints, such
as the omission of certain vertex sets, are imposed. In the disconnected case, the
number of subspaces is naturally affected by the block-diagonal matrix struc-
ture and rank-deficiency, which increase the dimension of the nullspace, thereby
reducing the number of possible unique subspace combinations and increasing,
where applicable, their total dimension. As alluded to in Sect. 3.4, one may
further restrict the admissible sparsity level per subgraph, so as to exclude de-
generate cases and obtain subspaces exclusively of the same dimension as well
as control the dimension itself, thereby effectively further reducing the total
number of subspaces.
Specifically, in contrast to the models of block-sparsity, where coefficients clus-
ter in blocks and joint sparsity, where the support is shared across blocks, [36],
the presented cosparse analysis UoS model for disconnected graphs defines in-
dependent blocks (subgraphs) which may feature different sparsity patterns and
levels per block; in addition, its coefficient structure is constrained through lin-
ear dependencies within each block.
In particular, we can express the cosparse analysis graph-based UoS model
for a graph with c connected components and maximum subspace dimension
K as the union U cK =
⋃L
s U˜
c
s with subspaces Ωsas = N(L)as,1 + L
†Zsas,2 for
s = 1, ..., L possible subspace configurations, where
Zs = span((em − en), m, n ∈ Λ{t,s, t = 1, ..., c) ∈ RN×K−c
with
∑c
t=1 |Λ{t,s| = K, as,1 ∈ Rc and as,2 ∈ RK−c. Here, Zs simultaneously
serves as a basis for structured sparse signals and represents the linear con-
straints which induce easily characterizable rank deficiencies. We discover that
these linear dependencies, arising from the connectivity of the graph, and man-
ifesting themselves in form of linear constraints imposed on the analysis sub-
spaces, signify an instance of a structured sparsity model. This can be specifi-
cally defined as the UoS
U˜ cK−c =
⋃
s∈Σ
Z˜s, s.t. Z˜s := {c : cΛ{t,s ∈ R
Kt ,
Kt−1∑
i=0
c(i) = 0, cΛt,s = 0Λt,s , t = 1, ..., c}
with set {Λ{t,s}(t,s)∈T×Σ of admissible supports with |Λ{t,s| > 1 and total cardi-
nality
∑c
t=1 |Λ{t,s| = K > 1, parameterized by configuration s ∈ Σ for connected
component t ∈ T = [1 c]. Therefore, each subspace Z˜s contains all sparse vec-
tors c with support in
⋃c
t=1 Λ
{
t,s, necessarily resulting in L <
(
N
K
)
subspaces of
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reduced dimension K − c. Here, one can additionally constrain |Λ{t,s| individu-
ally per connected graph component.
While the specific properties of the present graph model were the result of its
characteristic rank-deficiency and structure, they motivate the creation of a
UoS model with desirable properties by i.a. applying a blockwise restriction
of the sparsity level, thereby omitting certain subspace combinations, and/or
removing the nullspace in rank-deficient systems to reduce the overall subspace
dimension.
As such, one may further tailor the characteristics of analysis-driven models
toward model-based compressed sensing, i.a. by inducing a small number of
subspaces of a certain dimension and composition. In general, in order to re-
duce the number of subspaces for a graph of arbitrary connectivity, one needs to
restrict the parameter set Λ{ such that the sparse signal c has its support only
on designated subgraphs (or alternatively the set of rows Λ of L correspond to
vertex sets outside those subgraphs), resulting in
(
Ni
k
)
subspaces with k = |Λ{|
and Ni < N , while the support size ki may be further restricted per subgraph,
resulting in
(
N1
k1
)(
N2
k2
)
...
(
Nc
kc
)
<
(
N
k
)
subspaces. Such restricted node-sets may
involve connected subgraphs, cycles or paths, trees of a certain size etc.
We leave the development of specialized recovery algorithms and experimental
performance assessment for future work.
6. Conclusion
In this work, we have provided a comprehensive analysis of union of sub-
spaces models associated with structured difference matrices on graphs; specifi-
cally, we have substantiated the discrepancy between the cosparse analysis and
sparse synthesis models. We have established that for the graph Laplacian ma-
trix of connected (and disconnected) graphs, the cosparse analysis constitutes
a special instance of the sparse synthesis model, subject to a structured spar-
sity constraint, with differences in the distribution in subspace dimension and
number as a result of increased rank-deficiency. In particular, we have shown
that the imposed constraint, and associated model-discrepancy, is a result of
the Fredholm Alternative. By building a bridge between the MPP and the con-
cept of Green’s functions, we have further characterized the exact composition
of the underlying functions defining the subspaces for the special case of circu-
lant graphs. Furthermore, the investigation of a generalized, parametric graph
Laplacian on circulant graphs with variable singularity, has revealed transitional
properties between equivalence and non-equivalence for the two models. At last,
we have unified results in the context of uniqueness and recovery of (co)sparse
signals in UoS models and discussed the development of ideally constrained in-
stances thereof.
In future work, it would be of interest to leverage the developed theory on
graph-based UoS models and/or block-wise sparsity for the creation of refined
UoS signal models with enhanced, robust sampling and recovery guarantees
as well as to further investigate the question of what constitutes a meaningful
structured sparsity model. In addition, the investigation of UoS models (their
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properties and associated guarantees) for rank-deficient rectangular operators
on and beyond graph difference matrices constitutes an avenue worth pursuing.
Appendix A.
Proof of Corollary 3.2. We proceed similarly as for the proof of Prop. 3.1, by
considering the solution to Lu = ΨT
Λ{w, for suitable w ∈ R|Λ
{| in the span of
basis W ∈ R|Λ{|×k of unknown rank k, such that ΨT
Λ{w ⊥ N(L) is satisfied.
Under suitable labelling and wlog, Eq. (3) then assumes the following blockwise
structure
ΨΛLL
†ΨT
Λ{w = ΨΛ

IN1 − 1N1 JN1 0 0 ...
0 IN2 − 1N2 JN2
.. ..
0 0 INt − 1NtJNt
ΨTΛ{w = 0N
with
L =

L1 0 . . .
0 L2 0 . . .
. . .
0 . . . Lt
 and L† =

L†1 0 . . .
0 L†2 0 . . .
. . .
0 . . . L†t
 ,
where Lk ∈ RNk×Nk refers to the graph Laplacian on the k-th connected com-
ponent. We define Λ = Λ1 ∪ Λ2... ∪ Λt with vertex sets (blocks) Ck = Λk ∪ Λ{k
of cardinality |Ck| = Nk per connected component, assuming that each set Λ{k
is non-empty, and observe that the constraint matrix W takes the form
W =

W1 0 . . .
0 W2 0 . . .
. . .
0 . . . Wt
 (A.1)
with Wk = N(JΛk,Λ{k
) as in Eq. (4) for k = 1, ..., t; here, we note that W is not
blockdiagonal since its blocks Wk are rectangular whose individual sizes depend
on the corresponding sets Λk. The resulting solution subspace for N(ΨΛL) is
defined as the span of
L†ΨT
Λ{W =

L†1Ψ˜
T
Λ{1
W1 0 . . .
0 L†2Ψ˜
T
Λ{2
W2 0 . . .
. . .
0 . . . L†tΨ˜
T
Λ{t
Wt
, with Ψ˜Λk ∈ R|Λk|×|Ck|
and N(L) = {1C1 , ...,1Ct}, which comprises the indicator vectors of the t con-
nected components and is of rank t.
Here, the former requires |Λ{k| ≥ 2 for Wk to be non-empty. We note that W,
and by extension L†ΨT
Λ{W, has rank at least |Λ{| − t. According to (Thm.
6.5.5, [33]) and the Rank-Nullity Thm. such that dim(N(ΨΛ)) + dim(N(L)) ≥
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dim(N(ΨΛL)) ≥ N − |Λ| = |Λ{|, N(ΨΛL) has dimension at least |Λ{| − t+ t =
|Λ{|; if we assume that each set Λ{k is non-empty the latter becomes an equal-
ity.
Proof of Lemma 3.1. We utilize extensions of the classical MPP relations:
(i) We have LkL†kST =
(
IN − 1N JN
)k
ST = ST , from which it follows Lkx =∑
j∈ES wjS
T
j ∈ R|V |. Further, L†kST = L†k−1L†ST = L†k−1S† gives x =∑
j∈ES wjL
†kSTj =
∑
j∈ES wjL
†k−1S†j . Here, the MPP-relation S
†S†TST = S†
trivially follows from SVD-decomposition with S = UΣVH such that
S†S†TST = VΣ†(Σ†)TΣTUH = VΣ†UH = S†.
(ii) Similarly, we have SLk(L†k)j = S(ej − 1N 1N ) = Sj , such that SLkx =∑
j∈VS wjSj .
(iii) From LkL†k−1 = LLk−1L†k−1 = L, it follows Lkx =
∑
j∈VS wjLj . Fur-
ther, we have L†k−1 = L†k−2L† = L†kL such that x =
∑
j∈VS wj(L
†k−1)j =∑
j∈VS wjL
†kLj .
Proof of Lemma 4.2. Consider the general expression for row i of S†C(i, j), from
Rem. 4.1:
S†C(i, j) =

−N − 1
2N
− j − i
N
, 0 ≤ j < i− 1
1−N
2N
, j = i− 1
N − 1
2N
− j − i
N
, i ≤ j ≤ N − 1
Accordingly, for S†C(i1, j)− S†C(i2, j), with i1 < i2, we obtain:
S†C(i1, j)− S†C(i2, j) =

i1 − i2
N
, 0 ≤ j < i1 − 1
i1 − i2
N
, j = i1 − 1
1 +
i1 − i2
N
, i1 ≤ j < i2 − 1
1 +
i1 − i2
N
, j = i2 − 1
i1 − i2
N
, i2 ≤ j ≤ N − 1
We further discover that the sum of entries for the above difference is zero:
(i1 +N − i2) i1−i2N + (i2 − i1)
(
1 + i1−i2N
)
= 0.
Proof of Lemma 4.3. The associated representer polynomial l(z) of a circulant
graph Laplacian of bandwidth M < N/2 with node degree d =
∑M
i=1 2di and
weights di = Aj,(i+j)N , can be decomposed as
l(z) =
M∑
i=1
2di −
M∑
i=1
di(z
i + z−i) =
M∑
i=1
di(z
i − 1)(z−i − 1)
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= (z−1)(z−1−1)
(
M∑
i=1
di(1 + z + z
2 + ...+ zi−1)(1 + z−1 + z−2 + ...+ z−(i−1))
)
= (−z + 2− z−1)
M∑
i=1
dili(z)li(z
−1) = (−z + 2− z−1)PGS (z)
which reveals that any banded circulant graph Laplacian can be factored as the
product of the simple cycle graph Laplacian (i.e. 2 vanishing moments with
2 zeros at z = 1, as is known) and a circulant matrix PGS with representer
polynomial PGS (z). In particular, we prove that PGS is positive definite, and
hence invertible, by first observing that the term li(z)li(z
−1) gives rise to a
Gramian matrix which is at least positive semi-definite by default, while under
the assumption of nonnegative weights di ≥ 0 and d1 > 0 due to s = 1 ∈ S
(ensuring connectivity), we have PGS (z) = d1 +
∑M
i=2 dili(z)li(z
−1). Therefore
PGS is the sum of positive (semi-)definite matrices and the positive definite
matrix d1IN , making it positive definite. Explicitly, it is given by
PGS (z) = d1 +
M∑
i=2
di
(
i+
i−1∑
k=1
(i− k)(zk + z−k)
)
=
(
M∑
i=1
idi
)
+
(
M∑
i=2
(i− 1)di
)
(z+z−1)+
(
M∑
i=3
(i− 2)di
)
(z2+z−2)+...+dM (zM−1+z−(M−1))
and it becomes evident that its coefficients directly mirror the structure of y
in Sect. 4.1. Hence, we always have L = PGSLC , where LC denotes the graph
Laplacian of the unweighted simple cycle.
Proof of Lemma 4.4. We have L† = P−1GSL
†
C , which can be shown via simple
eigendecomposition. Let the eigendecompositions and their pseudoinverses re-
spectively be given by: L = VΣ2V
H , LC = VΣ1V
H , PGS = VSV
H and
L† = VΣ†2V
H , L†C = VΣ
†
1V
H , P−1GS = VS
−1VH , with common basis V the
DFT-matrix, as a result of circularity. Then
L = PGSLC = VSΣ1V
H = VΣ2V
H
gives Σ2 = SΣ1 and so
P−1GSL
†
C = VS
−1Σ†1V
H = V(SΣ1)
†VH = L†.
According to Thm. 2, in [29] (see also Thm. 2.4, [37]), the inverse of a cyclically
banded positive matrix is ‘approximately’ banded with entries that decay expo-
nentially (in absolute value) away from the diagonal and corners of the matrix.
Therefore the expression P−1GSL
†
C suggests that for large N and sufficiently small
bandwidth M , relative to N , the rows and columns of L† are polynomials of
the same form as L†C subject to border effects (or perturbations) dependent on
the ‘approximate’ bandwidth of P−1GS .
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Proof of Lemma 4.5. We have
S† = L†ST = P−1GSL
†
CS
T
such that (S†)j = P−1GSL
†
C(S
T )j . It was shown in Sect. 4.1.1. (see Eq. (7)), that
taking unweighted differences between any two columns (rows) of L†C , which are
piecewise quadratic polynomials, results in piecewise linear polynomials. Thus
each column of L†ST is a ‘perturbed’ piecewise linear polynomial, following a
degree reduction, but of different form since ST has non-circular columns, and
it is only in the simple cycle case, where SC is circulant, that S
† becomes linear
along both dimensions.
Proof of Lemma 4.6. Consider first the example of the simple cycle with LC =
STCSC , where SC has first row [1 − 1 0 ... 0]. Both STC and SC are circulant
with respective representer polynomials sTC(z) = 1 − z−1 and sC(z) = 1 −
z1, which have one vanishing moment each. Due to the equivalence between
polynomial and circulant matrix multiplication, the representer polynomial of
LC has two vanishing moments and, by extension, that of SCL
k
C has 2k + 1
vanishing moments, i.e. SCL
k
C annihilates polynomials of up to order 2k.
In the general circulant graph case, we have SLk = SLkCP
k
GS
; with S = S†TL,
this can be rewritten as
SLk = SLkCP
k
GS = S
†TLLkCP
k
GS = S
†TSTCPGS (SCL
k
C)P
k
GS .
The representer polynomial of factor SCL
k
C has 2k+1 vanishing moments, while
the factor PkGS , provided it is sufficiently banded, simply amplifies the discon-
tinuities of the polynomial signal. The remaining factor S†TSTCPGS = SS
†
C =
(S†TC S
T )T takes differences between the piecewise-linear rows of S†C , so that its
rows constitute piecewise constant signals, as per Lemma 4.2.
Given a piecewise polynomial x of order up to 2k, the output y = SCL
k
CP
k
GS
x
is sparse with non-zeros around the locations of its discontinuities, further am-
plified by PkGS . In addition, due to N(SC) = N(S
T
C) = z1N , z ∈ R, y is
orthogonal to 1N , i.e. its entries sum to zero. Hence, y is orthogonal to the
rows of SS†C , provided the support of y coincides with the locations of all-
constant pieces of SS†C , which is satisfied when the graph is banded, i.e. the
spread around the discontinuities via PkGS is sufficiently small. Therefore, the
final output SLkx = SS†CSCL
k
CP
k
GS
x is sparse, proving that the operator SLk
annihilates polynomials of order up to 2k.
Appendix B.
Proof of Property 4.2. Consider Lα = dαIN−A with dα =
∑M
j=1 2dj cos(αj), α ∈
C on a circulant graph. We need to show when this operator is invertible and
begin by assuming that its nullspace is non-empty. Let z be in the nullspace
of Lα and consider the representation z = Vr, for DFT-matrix V such that
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A = VΓVH with eigenvalue matrix Γ, and coefficient vector r ∈ CN .
Then we have
(dαIN −A)z = dαVr−VΓr = 0N .
By taking the l2-norm of both sides and squaring the result, we obtain
||dαVr−VΓr||22 = 0
⇔
N−1∑
i=0
|r(i)|2(d2α − 2dαγi + γ2i ) =
N−1∑
i=0
|r(i)|2(dα − γi)2 = 0,
where γi denotes the i-th eigenvalue in Γ, as ordered by the DFT-matrix. Since
dα defines the structure of an eigenvalue of A, with dα = γk when α = 2pik/N
for some k ∈ [0 N − 1], it follows from the above that |r(i)| ≥ 0 for certain i,
corresponding to the locations of γk and its possible multiplicities, and |r(i)| = 0
otherwise. Letting z = Vkr˜ denote the span of eigenvectors associated with
eigenvalue γk of multiplicity m, with coefficients r˜ ∈ Cm, we obtain
(dαIN −A)z = dαVkr˜− γkVkr˜ = 0N .
proving that Lα has a non-empty nullspace in that case. Otherwise, for α 6=
2pik/N , we must have r = 0N and hence Lα is invertible.
Proof of Lemma 4.7. For circulant symmetric matrix LC,α, with α 6= 2pik/N, k ∈
N, and LC,αL−1C,α = IN , we can express the entries L
−1
C,α(l) := L
−1
C,α(m,n) of L
−1
C,α
as a function depending only on the index distance l = |n−m| due to symmetry
and circularity. This gives the homogeneous linear recurrence relation
2 cos(α)L−1C,α(l − 1)− L−1C,α(l)− L−1C,α(l − 2) = 0.
Via the substitution of L−1C,α(l) = r
l, we obtain −r2 + 2 cos(α)r − 1 = 0 with
roots r1/2 = e
±iα, which gives rise to the general homogeneous solution struc-
ture L−1C,α(l) = C1e
iαl + C2e
−iαl for coefficients C1, C2 ∈ C.
Hence, for the unique solution of this system, we require two constraints. We
begin by noting L−1C,αLC,α1N = (2 cos(α) − 2)L−1C,α1N = 1N , following the cir-
cularity and, hence, equal row-sum of LC,α, such that we obtain L
−1
C,α1N =
1
2 cos(α)−21N , or
∑N−1
l=0 L
−1
C,α(l) =
1
2 cos(α)−2 .
Therefore, we need to satisfy the constraint
∑N−1
l=0 (C1e
iαl+C2e
−iαl) = 12 cos(α)−2
and boundary condition
2 cos(α)L−1C,α(0)− 2L−1C,α(1) = 2 cos(a)(C1 + C2)− 2(C1eiα + C2e−iα) = 1,
where L−1C,α(−1) = L−1C,α(1), which gives C2 = C1 + 1eiα−e−iα .
For the former, utilizing the exponential sum formula
∑N−1
l=0 e
iαl = 1−e
iαN
1−eiα , we
obtain
C1(1− eiαN ) + C2(e−iα(N−1) − eiα)
1− eiα =
1
2 cos(α)− 2
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⇔ C1(e−iα − 1− eiα(N−1) + eiαN ) + C2(e−iαN − 1− e−iα(N−1) + eiα) = 1.
Substituting C2 = C1 +
1
eiα−e−iα from the boundary condition, and, following
simplifications, we obtain
C1(e
−iα−1−eiα(N−1)+eiαN )+
(
C1 +
1
eiα − e−iα
)
(e−iαN−1−e−iα(N−1)+eiα) = 1
⇔ C1 = 1
(−e−iα + eiα)(−1 + eiαN )
and, equivalently
C2 =
1
eiα − e−iα +
eiα
(−1 + e2iα)(−1 + eiαN ) =
1
(e−iα − eiα)(−1 + e−iαN ) .
Further inspection confirms that the coefficients form complex conjugates C1 =
C¯2. Note that if α = 2pik/N , k ∈ N, there would be a pole at (−1 + eiαN ),
however, this case is not applicable here. Eventually, we obtain the desired
result
L−1C,α(m,n) =
1
(−e−iα+eiα)(−1+eiαN )e
iα|n−m| + 1
(e−iα−eiα)(−1+e−iαN )e
−iα|n−m|,
0 ≤ m,n ≤ N − 1.
Proof of Lemma 4.8. For circulant symmetric matrix LC,α, with α = 2pik/N, k ∈
N, we now have the system LC,αL†C,α = L
†
C,αLC,α = IN− 1NEα, where Eα(m,n) =
2 cos(α|n−m|).
As a result, we obtain the non-homogeneous recurrence relation
− L†C,α(l) + 2 cos(α)L†C,α(l − 1)− L†C,α(l − 2) = −
2 cos(α(l − 1))
N
(B.1)
with L†C,α(l) := L
†
C,α(m,n) and l = |n − m|, following the same argument as
in the proof of Lemma 4.7. In particular, we know from the previous proof
that the homogeneous solution to the system is (L†C,α)H(l) = C1e
iαl + C2e
−iαl
for coefficients C1, C2 ∈ C, and, as a result of repeated roots, the particular
solution must be of the form (L†C,α)P (l) = l(C3e
iαl + C4e
−iαl) for coefficients
C3, C4 ∈ C. Via substitution of (L†C,α)P (l) into Eq. (B.1), we obtain
(L†C,α)P (l) =
l
N
(
1
eiα − e−iα e
iαl +
1
−eiα + e−iα e
−iαl
)
with complex conjugate coefficients C3 = C¯4.
At last we impose the boundary condition 2 cos(α)L†C,α(0) − 2L†C,α(1) = N−2N
47
and constraint
∑N−1
l=0 2 cos(αl)L
†
C,α(l) = 0, following from L
†
C,αEα = 0, to
describe the homogeneous solution. Here, we use the power sum formula
n∑
k=0
kxk =
x− (n+ 1)xn+1 + nxn+2
(x− 1)2
which gives
N−1∑
n=0
nei2αn =
ei2α + (N − 1)ei2α(N+1) −Nei2αN
(ei2α − 1)2
such that
N−1∑
l=0
2 cos(αl)(L†C,α)P (l) =
−e−iα(2N−1)e2iα(N − 1)
N(e2iα − 1)3
+
e−iα(2N−1)(e2iα(1+2N)(N − 1) +N(e4iα − e4iαN ))
N(e2iα − 1)3
and
N−1∑
l=0
2 cos(αl)(L†C,α)H(l) = C1
(N + 1)−Ne2iα − e2iαN
(1− e2iα)
+ C2
N + e2iα(e−2iαN − (N + 1))
(1− e2iα) .
From 2 cos(α)L†C,α(0)−2L†C,α(1)+2/N−1 = 0, we again have C2 = C1+ 1eiα−e−iα
and substitute this into
∑N−1
l=0 2 cos(αl)L
†
C,α(l) = 0, to obtain
C1 = −e
iα(3−2N) − eiα(3+2N) + eiα((−1 + eiα2)(eiα2 + eiα2N )N + (−1 + eiα2)2N2)
(−1 + eiα2)2(−(−1 + e−iα2N )(eiα2N + eiα2)N + 2N2(−1 + eiα2))
C2 =
eiα(3+4N) − eiα3 − eiαN(−1 + eiα2)(eiα2 + eiα2N ) + eiα(1+2N)(−1 + eiα2)2N2
e2iαN (−1 + eiα2)2(−(−1 + e−iα2N )(eiα2N + eiα2)N + 2N2(−1 + eiα2))
= −e
−iα3(e2iαN − e−2iαN ) + e−iα((−1 + e−iα2)(e−iα2 + e−iα2N )N + (−1 + e−iα2)2N2)
(−1 + e−iα2)2(−(−1 + eiα2N )(e−iα2N + e−iα2)N + 2N2(−1 + e−iα2))
so that C2 = C¯1. We can simplify expressions further due to α = 2pik/N , which
e.g. entails eiαNk = 1 for any k, so that we obtain
C1 = −e
iα((eiα2 + 1) + (−1 + eiα2)N)
2N(−1 + eiα2)2
C2 =
eiα(−(1 + eiα2) + (−1 + eiα2)N)
2N(−1 + eiα2)2 = −
e−iα((1 + e−2iα) + (−1 + e−2iα)N)
2N(−1 + e−2iα)2
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Consequently, the pseudoinverse L†C,α for α = 2pik/N, k ∈ N and α 6= 0, pik, of
LC,α on the simple cycle has entries
L†C,α(m,n) =
eiα
2N
(
2|n−m|(−1 + e2iα) + (N − 1)− e2iα(N + 1)
(−1 + e2iα)2
)
eiα|n−m|
+
e−iα
2N
(
2|n−m|(−1 + e−2iα) + (N − 1)− e−2iα(N + 1)
(−1 + e−2iα)2
)
e−iα|n−m|, 0 ≤ m,n ≤ N−1.
Note that for certain α such as α = 0, kpi the formula does not apply due to
the pole with −1 + e2iα = −1 + ei2pik = 0 and an alternative construction is
required.
For the case α = pi at even N , we need to modify the boundary condition and
constraint as follows: we have the problem LC,piL
†
C,pi = IN − 1N J¯N , where J¯N
is the circulant matrix with first row [1 − 1 1 − 1 . . . ] with cos(α) = −1, and
the constraint L†C,piJ¯N = 0, which translates into
−L†C,pi(l + 1)− 2L†C,pi(l)− L†C,pi(l − 1) = (−1)l+1/N
with −2L†C,pi(0)−2L†C,pi(1) = 1−1/N and
∑N−1
l=0 L
†
C,pi(l)(−1)l = 0. We similarly
infer homogeneous solution (L†C,pi)H(l) = (−1)lC1 + (−1)llC2 and particular
solution (L†C,pi)P (l) =
(−1)l+1l2
2N , giving C1 =
1−N2
12N and C2 =
1
2 , so that
L†C,pi(m,n) = (−1)|n−m|+1
(
(n−m)2
2N
− 1
2
|n−m|+ N
2 − 1
12N
)
= (−1)|n−m|+1L†C(m,n),
0 ≤ m,n ≤ N − 1.
Proof of Lemma 4.9. Consider Lα = dαIN −A on a banded circulant graph of
bandwidth M < N/2 with dα =
∑M
j=1 2dj cos(αj). In Lemma 3.2, [5], it was
shown that the representer polynomial lα(z) of Lα has two vanishing exponential
moments. We further extend this to yield the decomposition
lα(z) =
M∑
j=1
dj(1−eiαjzj)(1−e−iαjzj)(−z−j) = (1−eiαz)(1−e−iαz)
M∑
j=1
djpj(z)qj(z)(−z−j)
= (−z−1 + 2 cos(α)− z)
M∑
j=1
djpj(z)qj(z)z
−(j−1) = lC,α(z)Pα(z),
where pj(z) = (1 + e
iαz + e2iαz2 + ...+ eiα(j−1)zj−1), and qj(z) = (1 + e−iαz +
e−2iαz2 + ... + e−iα(j−1)zj−1). Here, lC,α(z) and Pα(z) are the representer
polynomials of LC,α for the unweighted simple cycle and the circulant matrix
Pα of bandwidth M − 1 respectively, such that we have Lα = LC,αPα. It
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becomes evident that for α 6= 0, Pα is not necessarily positive definite, and we
further proceed to derive its entries.
Consider the arising terms
pj(z)qj(z)z
−(j−1) = z−(j−1)
2(j−1)∑
t=0
rtz
t, with rt =
∑
m+n=t
eiαme−iαn.
It can be easily checked that pj(z)qj(z) = pj(z
−1)qj(z−1)z2(j−1) is a palindromic
polynomial, which gives pj(z)qj(z)z
−(j−1) = rj−1 +
∑j−1
t=1 rj−1−t(z
t + z−t) with
rt = r2(j−1)−t, where for even t
rt = 1 +
t/2−1∑
k=0
eiα(2k−t) + e−iα(2k−t) = 1 +
t/2−1∑
k=0
2 cos(α(2k − t))
= 1 + 2 cos(2α) + 2 cos(4α) + ...+ 2 cos(tα)
and for odd t
rt =
(t+1)/2−1∑
k=0
2 cos(α(2k − t)) = 2 cos(α) + 2 cos(3α) + ...+ 2 cos(tα).
Proof of Cor. 4.1. (i) From Property 4.2, we know that if α 6= 2pik/N, k ∈ N,
both Lα and LC,α must be invertible. By extension, and given the decom-
position Lα = LC,αPα, it trivially follows that Pα must be invertible and
L−1α = L
−1
C,αP
−1
α .
(ii) For α = 2pik/N and α 6= 0, kpi, k ∈ N and suitable GS such that Pα is pos-
itive definite, the decomposition L†α = L
†
C,αP
−1
α holds, following the argument
of eigendecomposition (as shown in the proof of Lemma 4.4).
Provided that Pα is positive definite such that P
−1
α becomes approximately
banded with entries which decay exponentially in absolute value, for suitable α
and GS (see [29]), P
−1
α can be interpreted as invoking a perturbation on L
†
C,α,
which constitute linear complex exponential polynomial functions.
Proof of Prop. 4.1. (i) Since Lα is invertible for α 6= 2pik/N, k ∈ N, it triv-
ially follows that N(ΨΛLα) = L
−1
α N(ΨΛ) from ΨΛLαL
−1
α N(ΨΛ) = 0Λ, with
N(ΨΛ) = Ψ
T
Λ{ as a possible basis.
(ii) For α = 2pik/N, k ∈ N, excluding α = 0, kpi, we have by design N(LC,α) =
z1e
iαt + z2e
−iαt, z1, z2 ∈ C, of dimension 2. With Pα positive definite, this
entails N(Lα) = N(LC,α). In addition, in line with the proof of Prop. 3.1 for
α = 0, we identify the solution set of Lαu = N(ΨΛ)Wαc subject to some con-
straint Wα ∈ R|Λ{|×k with subspace dimension k, which needs to satisfy the
F.A. N(ΨΛ)Wα ⊥ N(Lα), to be of the form L†αΨTΛ{w, with N(ΨΛ) := ΨTΛ{
and w = Wαc for suitable c, as follows
ΨΛLαL
†
αΨ
T
Λ{w = ΨΛ
(
IN − 1
N
Eα
)
ΨT
Λ{w = 0Λ,
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where we have used LαL
†
α = (IN − 1NEα), with Eα =
∑
λj=0
uju
H
j and
u1 = e
iαt, u2 = e
−iαt. The latter is a symmetric circulant matrix with di-
agonals of the form −2N cos(αk), where cos(αk) = cos(α(N − k)) for the given
α, and main diagonal N−2N . Hence, we need to determine the nullspace of the
matrix ΨΛ(IN − 1NEα)ΨTΛ{ .
We discover that w is in N(ΨΛEαΨ
T
Λ{), i.e. it must be orthogonal to par-
tially supported complex exponential signals, or, e±iαt ⊥ ΨT
Λ{w. Here, Eα has
rank k = 2, as does ΨΛEαΨ
T
Λ{ for |Λ{| > 1, up to special cases; according
to the rank-nullity Thm. [6], this implies that N(ΨΛEαΨ
T
Λ{) is of dimension
|Λ{|−2, generating a basis of size |Λ{|× |Λ{|−2. Since N(Lα) has dimension 2,
we require |Λ{| ≥ 3 in order for N(ΨΛLα) to be full-rank and for its subspace
L†αΨ
T
Λ{Wα to be non-empty; specifically we have Wα ∈ C|Λ
{|×|Λ{|−2 which
must have at least three entries |Λ{| ≥ 3 to yield a solution. Else, we have
N(ΨΛLα) = N(Lα).
In a special case for |Λ{| = 2, it can be shown that the system resulting from
e±iαt ⊥ ΨT
Λ{w
c1e
±iαt1 + c2e±iαt2 = 0, for unknown c1, c2 ∈ C, t1, t2 ∈ Λ{
has the only non-trivial solution of the form t2 = t1 +
N
2 for c1 = c2(−1)k+1.
Hence, for Λ{ = {m, (m + N2 ), m ∈ V }, we have that N(Lα) has dimension
|Λ{|+ 1 = 3 and the minimum support size to annihilate Eα is 2.
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