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Fig. 3.11 Frequency Response of Q(s) and 1 −Q(s). . . . . . . . . . . . . . . . . . 56
Fig. 3.12 Comparison of Output Responses when the System is Regulated Only by
ulc and the Proposed Scheme . . . . . . . . . . . . . . . . . . . . . . . . . 57
Fig. 3.13 Control Signals and Actuator Outputs with the Proposed Scheme . . . . 57
Fig. 3.14 Output Responses without udc or unn. . . . . . . . . . . . . . . . . . . . . 57
Fig. 3.15 Comparison of Responses with/without CH . . . . . . . . . . . . . . . . . 59
Fig. 4.1 Output Feedback Augmentation in the External Model Following Archi-
tecture . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
Fig. 4.2 Comparison of the Output Response of the Bottom Disk with/without the
Adaptive Element in the External Model Following Architecture . . . . . 69
Fig. 4.3 Comparison of Output Responses of the Bottom Disk under Sinusoidal
Disturbances in the External Model Following Architecture . . . . . . . . 70
Fig. 4.4 Comparison of the Output Response of the Middle Disk with and without
the Adaptive Element in the External Model Following Architecture . . . 71
Fig. 4.5 Output Response of the Middle Disk under Sinusoidal Disturbances . . . 71
Fig. 4.6 Inverted Pendulum Apparatus from Quanser Inc. . . . . . . . . . . . . . . 72
Fig. 4.7 Cart Position with yc = 0. . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
Fig. 4.8 Angle of the Pendulum with yc = 0. . . . . . . . . . . . . . . . . . . . . . 75
Fig. 4.9 Cart Position with a Square Wave Command yc. . . . . . . . . . . . . . . 76
Fig. 4.10 Angle of the Pendulum with a Square Wave Command yc. . . . . . . . . 76
Fig. 5.1 An Inverted Pendulum with Coupled Masses. . . . . . . . . . . . . . . . . 92
Fig. 5.2 Comparison of Regulated Outputs with/without Augmentation . . . . . 95
Fig. 5.3 Matched Uncertainty ∆1 and Adaptive Signal uad. . . . . . . . . . . . . . 96
Fig. 5.4 Stabilization of the Carts with/without Augmentation when subjected to
an External Disturbance . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
Fig. 5.5 Displacements of the Carts with/without Augmentation when subjected
to an External Disturbance . . . . . . . . . . . . . . . . . . . . . . . . . . 97
x
Fig. 6.1 System Configuration: Three inverted pendulums on Three Carts Con-
nected by Springs and Dampers . . . . . . . . . . . . . . . . . . . . . . . 109
Fig. 6.2 Comparison of the Cart Displacements with/without Adaptive Signal uadi . 112
Fig. 6.3 Comparison of the Rod Angles with/without Adaptive Signal uadi . . . . . 112
Fig. 6.4 Comparison of Control Signals with/without Adaptive Signal uadi . . . . . 112
Fig. 7.1 Comparison of Output Responses of the Linear Control and the Proposed
Control . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124
Fig. 7.2 Comparison of Estimation Errors by the Linear Observer and the Adaptive
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SUMMARY
Neural network-based adaptive output feedback approaches that augment a linear
control design are described in this thesis, and emphasis is placed on their real-time im-
plementation with flexible structural systems. Two different control architectures that are
robust to parametric uncertainties and unmodelled dynamics are presented. A key feature
of these approaches is that the order of the system need not be known. The unmodelled
effects can consist of minimum phase internal dynamics of the system together with external
disturbance process acting on the system. Within this context, adaptive compensation for
external disturbances is addressed.
In the first approach, internal model-following control, augmenting elements are designed
using feedback inversion. The effect of an actuator limit is treated using control hedging, and
the effect of other actuation nonlinearities, such as dead zone and backlash, is mitigated by
a disturbance observer-based control design. The effectiveness of the approach is illustrated
through simulation and experimental testing with a three-disk torsional system, which is
subjected to control voltage limit and stiction.
While the internal model-following control is limited to minimum phase systems, due
to the inversion-based augmenting control design, the second approach, external model-
following control, does not involve feedback linearization and can be applied to non-minimum
phase systems. The unstable zero dynamics are assumed to have been modelled in the design
of the existing linear controller. The laboratory tests for this method include a three-disk
torsional pendulum, an inverted pendulum, and a flexible-base robot manipulator.
The external model-following control architecture is further extended in three ways.
The first extension is an approach for control of multivariable nonlinear systems. The
second extension is a decentralized adaptive control approach for large-scale interconnected
systems. The third extension is to make use of an adaptive observer to augment a linear
observer-based controller. In this extension, augmenting terms for the adaptive observer
xiii
can be used to achieve adaptation in both the observer and the controller simultaneously.
Simulations to illustrate these approaches include an inverted pendulum with its cart serially
attached to two carts (one unmodelled), three spring-coupled inverted pendulums, and an





A major limitation on the operational performance of air, land, and space systems is the
mechanical flexibility in their structural and mechanical elements. Systems made of light
materials exhibit a high degree of flexibility and encounter unavoidable deflection and vi-
bration problems. As a result, an active control system that compensates for flexibility
and that suppresses vibration is an essential part of the development of high-performance,
lightweight systems. Designing an effective controller for flexible systems, however, is an
challenging task. The difficulties associated with control design in flexible systems include
structural parameter uncertainties and their variations over time, low damping over wide
range of modal frequencies, unmodelled closely spaced modes, structural nonlinearities, and
operation under a wide range of loadings and disturbances. In most instances there is a
large degree of uncertainty associated with flexible structures. In addition, flexible systems
containing a mechanical structure with distributed parameters are typically represented by
partial differential equations while most present control algorithms have been developed
for lumped parameter systems. Therefore, approximation of distributed parameter systems
by finite order models for control design purposes introduced a further degree of uncer-
tainty. The presence of a high degree of uncertainty combined with the desire for high
performance provides sufficient motivation for developing approaches to adaptive control of
flexible systems.
Adaptive control is a natural strategy to enhance performance of uncertain systems with
minimal sacrifice in performance. Early state feedback approaches in adaptive control were
developed for linear systems [1–4], and for nonlinear systems with linearly parameterized
uncertainty [2, 5]. Recent progress in state feedback adaptive control include approaches
that do not require any parameterization of state-dependent uncertainties [6, 7]. Design
1
approaches for adaptive output feedback control are more limited in their applicability due
to the fact that a state observer must be employed in the feedback architecture. In this
respect, a high-gain observer introduced in [8] has had a great influence on the literature
that followed [9–15]. Ref. [8] highlighted a destabilizing effect of the high-gain observer,
a so-called peaking phenomenon [16, 17], and suggested the employment of saturation in
control input to prevent it. The peaking phenomenon has proven to be a fundamental
obstacle in extending global results in linear systems to nonlinear systems [17]. In the
case of uncertain nonlinear systems, results on adaptive output feedback control have been
restricted to the class of nonlinear systems either affine in uncertain parameters [14, 18] or
with uncertainties dependent only upon available measurements [19,20].
The use of a neural network (NN) in adaptive control greatly broadened the class of
systems that can be treated by adaptive control. Whereas in most classical adaptive control
approaches [2–4,19, 21] uncertainties are restricted to linearly parameterized uncertainties,
NN-based adaptive control allows for functional uncertainty as well. It is well established
that a NN can approximate any continuous function to any desired accuracy on a compact
set [22, 23]. This universal approximator property of NNs has lead to their evolution as a
powerful tool for designing adaptive controllers for uncertain nonlinear systems [24]. In the
early to mid 1990’s, the feasibility of using NNs in identification and control for uncertain
nonlinear systems was illustrated through various simulation studies [25–28]. The potential
of employing NNs to compensate for flexibility in the uncertain systems was demonstrated
in [29–33]. These approaches were essentially experimental evaluation of the simulation
studies in [25, 27] and lacked a stability proof. Since the mid 1990’s, several researchers
have proposed control methods that employ NNs together with stability proofs based on
Lyapunov’s direct method in a state feedback setting [34–37]. In [38], the NN control method
in [36] was tested in a single-link flexible beam and shown to outperform conventional PD
and PID controllers. Extensions to NN-based adaptive output feedback have been developed
either by employing a high-gain observer [39–41], or by incorporating a second NN in the
estimation process [42, 43].
Applying an adaptive technique for control of uncertain systems, in most cases, implies
2
replacement of an existing control system. Because of the high cost in this process, it
is highly desirable to consider an adaptive approach that can be implemented in a form
that augments an existing controller. In particular, within various fields of applications,
there exists a legacy of experience with an existing control system architecture, and control
designers would prefer to augment their controllers with an adaptive process rather than
replace them with a totally new control system. This rationale has been a main driving force
for applying adaptive control to augment existing control systems in space robotics [44],
power systems [45, 46], temperature regulation [47], and flight control systems [48, 49], to
name a few. Incorporating a NN as a tool for augmenting adaptive control was also tried
in [50,51] in a state feedback setting.
Since the late 1990’s, NN-based adaptive control in conjunction with a baseline inverting
controller has been applied to flight control systems and led to successful implementation
results [52–57]. This success initiated an attempt to employ NN-based adaptive methods
for augmenting a baseline linear controller in [58–61]. These methods were, however, based
on state feedback, and assumed that the dimension of the system is known. This prevented
these approaches from being applied to control of flexible systems in which only a set of
measurements are available, and for which unmodelled dynamics are the rule rather than
the exception.
In inversion–based NN adaptive control, major progress towards the output feedback
problem was made in [62, 63] by employing the approximation scheme in [64]. Whereas
the approaches in [39–41] employ a high-gain observer to generate the NN inputs needed
to approximate the uncertainty, the approach in [64] made use of time delayed values of
input/output data, and greatly simplified the approximation process. This approximation
scheme was further proved in [65], and an upper bound for the NN approximation error was
established. The approaches in [62, 63] can be applied to a broad class of minimum phase
nonlinear systems in which regulated outputs have a known vector relative degree. The
approaches are robust to parametric uncertainties and unmodelled dynamics. Laboratory
experiments have illustrated their effectiveness in a real-time environment [66,67].
The objective of this thesis is to provide a output feedback methodology that employs
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NN-based adaptive control to augment a fixed-gain linear controller. The problem formula-
tion involves how the adaptive designs in [62,63] can be used to augment a fixed-gain linear
controller. The resulting approaches are robust to parametric uncertainties and unmod-
elled dynamics, and can be applied to control of flexible systems. The thesis also includes
experimental results to show the effectiveness of the control designs in a real-time, complex
environment.
1.2 Contributions of Thesis
This thesis extends the previous augmenting approaches in [58–61] from state feedback to
output feedback, with emphasis on real-time implementation to flexible systems. The prob-
lem formulation involves extending the approaches in [62,63] from augmenting an inverting
baseline controller to augmenting a linear controller, so that the approaches can be used
for adaptive control of flexible systems. An important assumption in the development of an
augmenting approach is that the relative degree of the system is known. This assumption
is a fundamental requirement for robust control system design.
A key feature of the method is that the order of the system dynamics need not be
known. The unmodelled effects can consist of minimum phase internal dynamics of the
system together with external disturbance processes acting on the system. Within this
context, we present a new approach to adaptive compensation for external disturbances.
Unlike the output regulator [68] and disturbance accommodating control [69], we do not
need to know the frequencies of external sinusoidal disturbances.
Figure 1.1 organizes the results presented in this thesis. The approaches fall into two
classes depending on control architectures: internal model-following control and external
model-following control. Their distinction lies between emphasizing closed-loop behavior
versus plant behavior. In internal model-following control the true plant is modified by
the adaptive element so that its behavior is close to that of the plant model. In external
model-following control, the adaptive element is used to modify the closed-loop behavior so
that it is close to that of the reference model. In both architectures, the disturbance only























- Flexible Base Robot
Fig. 1.1: Organization Diagram for Adaptive Augmenting Output Feedback Control
well suited for disturbance rejection.
Within the internal model-following control architecture, we describe how we can com-
pensate for actuator nonlinearities. From the perspective of adaptive control, common
actuator nonlinearities can be grouped into two classes: dead zone, backlash, and hysteresis
generally limit the control system performance when the control demand is low, and ampli-
tude/rate saturation degrades performance when the control demand is high. Inspired by
pseudo-control hedging (PCH) [57,70] developed in the architecture of inverting controller,
we develop a method, called control hedging (CH), to protect the adaptive process in the
case of input saturation. While the problem of input saturation has been well recognized
in the literature [57, 70–75], the treatment of other class of nonlinearities is relatively new,
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and adaptive methods to compensate for them have appeared only recently in the litera-
ture [76–80]. For this class of nonlinearities, we pay attention to the results in [81,82] that
establish structural equivalences among model based disturbance compensating controllers.
We note that the internal model-following control architecture is equivalent to a robust
internal-loop compensator (RIC) architecture in [82], which has been shown equivalent to
a disturbance observer. Subsequently, we realize the disturbance observer in the internal
model-following architecture to achieve the result in [77], i.e., performance enhancement
by compensating for actuator nonlinearities. When this scheme is combined with CH, we
obtain a method highly effective for a great variety of actuator nonlinearities (dead zone,
backlash, and saturation). Internal model-following control and CH are tested in a labo-
ratory experiment consisting of a three-disk torsional pendulum system subject to control
voltage saturation. Disturbance observer-based performance enhancement is illustrated
through simulations in which the actuator is subject to dead zone and saturation.
External model-following control is an extension of the method in [61] from state feed-
back to output feedback. In this architecture, as in [61], the external model, the so-called
“reference model”, is utilized in the design of adaptive elements. The reference model is the
closed-loop system consisting of the plant model regulated by the existing controller, and is
assumed to meet the performance specifications. NN-based adaptive elements based on the
design method in [63] are added to force the output of the system to track that of the refer-
ence model. Whereas the internal model-following architecture employs feedback inversion
in the adaptive control design, the adaptive design in the external model-following archi-
tecture does not depend on inversion. Hence, the method can be applied to non-minimum
phase systems. Laboratory tests for this architecture include the three-disk torsional pen-
dulum noted earlier, an inverted pendulum, and vibration control for a large flexible-base
manipulator.
As a final step in this thesis, we extend external model-following control in three ways.
First, the framework of external model-following control is extended to a multi-input multi-
output (MIMO) setting following the design in [83]. Another extension is a decentralized
scheme for large-scale interconnected systems. Decentralized control problems often arise
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from either the physical inability to share subsystem information or the lack of computing
capabilities for a single central controller in large-scale interconnected systems. By em-
ploying the external model-following control method, we develop a decentralized scheme for
interconnected systems with unknown interconnections. That is, each subsystem is regu-
lated by a NN-based adaptive control to compensate for interconnected effects to achieve
implicit cooperation [84, 85] for the whole composite system. Finally, we show how the
adaptive observer in [86] can be employed to adaptively tackle the unmatched uncertainty.
The observer in [86] augments an existing linear observer by injecting uncertainty estimates
generated by a NN. In this extension, we show how the adaptive observer in [86] can be
used to achieve adaptation in both the observer and a controller simultaneously. This is in
contrast to the control architectures in [42, 43] where two NNs are used for observer and
controller design.
1.3 Thesis Outline
The thesis is organized following the diagram in Figure 1.1. In Chapter 2, the internal model-
following control architecture is described. The adaptive NN-based elements are added to
compensate for modelling uncertainties between the system and the plant model. The main
assumptions are known relative degree and the minimum phase property of the regulated
output. Experimental results with a three-disk torsional pendulum system illustrate the
validity of the method in Section 2.7.
In Chapter 3, we address the problem of actuator nonlinearities in the framework of
Chapter 2. The CH technique is described in Section 3.2. Experiments are carried out
by limiting control voltage with the three-disk torsional pendulum. The results show its
effectiveness in handling input saturation. In Section 3.3, the control design to deal with
actuator nonlinearities such as dead zone and backlash is described. The problem is formu-
lated assuming that the plant model is fully linearizable. The simulation results show that
the method, combined with CH, is effective with dead zone and saturation nonlinearities as
well as when the system is subject to dynamic friction.
In Chapter 4, external model-following control is developed. In this architecture, the
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adaptive control design does not involve feedback linearization, so the method can be applied
to non-minimum phase systems. Main assumptions are that the system has known relative
degree and that the non-minimum phase zeros are accounted for to a sufficient degree of
accuracy in the nominal design. Experimental results in Section 4.4 with the three-disk
torsional pendulum show the same level of performance as that in Section 2.7. In Section
4.5, the method is also tested with an inverted pendulum to prove its validity in control of
a non-minimum phase system.
In Chapter 5, we extend the augmenting method developed in Chapter 4 to a MIMO
setting. The basic assumption is that the vector relative degree of the nonlinear system
is known and that the non-minimum phase zeros are accounted for to a sufficient degree
of accuracy in the nominal design. Simulation results with an inverted pendulum that is
connected to an additional cart illustrate the approach.
In Chapter 6, we develop a decentralized control method for large-scale interconnected
systems, in which each subsystem is regulated by the centralized control method in Chapter
4. It is assumed that all the controllers share information about the system reference models.
Based on this information, a linearly parameterized NN for each subsystem is introduced to
partially cancel the effect of the interconnections on local tracking performance. Simulations
are performed with a system consisting of three inverted pendulums connected by springs
and dampers.
In Chapter 7, we show how an adaptive observer can be used to enhance the performance
of the observer and controller simultaneously when the existing system employs a linear
observer. This problem also falls under the architecture of Chapter 4. In this process, we
show how an unmatched uncertainty is treated by an adaptive signal. The approach is
illustrated with an inverted pendulum with initial conditions in which a controller based a
linear model is destabilizing.
In Chapter 8, the control methodology in Chapter 4 is applied to control of a large,
flexible-base manipulator. The testbed consists of a micromanipulator serially attached to
the tip of a flexible cantilevered beam. Section 8.4 describes how the method is modified
so as to augment a two-time scale controller. Experimental results in Section 8.5 show that
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the adaptive control achieves vibration suppression for the base in the transient period and
high-accuracy positioning for the micromanipulator in steady state.
Finally, we conclude the thesis and recommend some future research direction in Chapter
9. Throughout the manuscript, ‖·‖ denotes Euclidean norm, and ‖·‖F denotes Frobenius





OUTPUT FEEDBACK AUGMENTATION IN INTERNAL
MODEL-FOLLOWING CONTROL
This chapter describes the internal model-following control implemented with a NN-based
adaptive element. The control framework involves a mechanism which forces the system to
follow the plant model, the model used in the design of an existing control system. Per-
formance of the controlled system is guaranteed by the existing controller when the system
behaves like the plant model. The basic approach involves formulating an architecture
for which the associated error equations have a form suitable for applying existing results
for adaptive output feedback control. The approach is applicable to non-affine, nonlinear
systems with both parametric uncertainties and unmodelled dynamics. The approach is
particularly well suited for control of flexible structural systems. Its effectiveness is illus-
trated through simulation results with a mass-spring-damper system, and it is further tested
on a laboratory experiment consisting of a three disk torsional pendulum system.
2.1 Introduction
This chapter describes the internal model-following control implemented with a NN-based
adaptive element. Previous adaptive output feedback control approaches have been applied
within a control architecture that uses an inverting type of controller for the non-adaptive
portion of the control system [62, 63]. Considering that the vast majority of controllers
are locally linear controllers, it would be highly desirable to retrofit such systems with
an adaptive element, rather than to replace them with an inverting controller. This is
particularly so in applications calling for control of flexible systems.
Several attempts to develop a method for adding an adaptive element to an existing
controller architecture have recently appeared in the literature [49, 51, 58–61, 87]. Some of
the methods [58–61] are restricted to state feedback, and impose restrictive conditions with
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respect to properties of the regulated variable, and the manner in which the uncertainty
affects the plant. For example, they might require that the regulated output has full relative
degree (meaning that the number of times the regulated variable must be differentiated
before the control appears equals the number of state variables needed to describe the plant
dynamics), or that the plant uncertainty is matched (meaning that the uncertainty enters
the plant dynamics in the same manner as the control). Since the methods [51, 58–61] are
based on matching the state response of an idealized model with that of the true plant,
they cannot be applied to a system of higher order than the model used in the design
process. Consequently, they are not robust to the unmodelled dynamics. The methods in
[49, 87] use an adaptive technique called input error method [2, p.102] for reconfigurable
flight control. It requires, however, that the open loop system is stable. State feedback
is also very restrictive, and flexible systems with large degrees of freedom provide a good
example in which a state feedback approach is not practical.
The controller architecture in this chapter relies on recent developments in the area of
nonlinear adaptive output feedback control [62,63]. It can be applied to a linear controller
architecture without any of the restrictions mentioned above. The main restrictions are
that the system to be controlled is minimum phase, and that the relative degree of the
regulated output variable is known at least over the band of frequencies that the plant is
regulated. Knowledge of relative degree is a fundamental requirement for any robust control
system design. In a linear setting, this assumption amounts to saying that the roll-off at the
crossover frequency is known. If applied absolutely, then it means that the high frequency
roll-off is known.
The approach can also be applied to control of distributed parameter systems, provided
that their dynamics can be approximated to sufficient accuracy by a finite dimensional
model. In this setting, the order of the model need not be known. It is assumed that
a known lower order approximate model, having the same relative degree as that of the
accurate model, is employed in the design of the linear controller [88].
This chapter is organized as follows: First we describe the control system architecture in
Section 2.2. Section 2.3 develops the error equation needed to apply an existing approach to
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adaptive output feedback augmentation. Section 2.4 summarizes the approach used for the
adaptive portion of the design and presents a new result concerning adaptive disturbance
cancellation. Section 2.5 presents results related to observability of the system subject to
the external disturbance that is required for adaptive disturbance cancellation. Section
2.6 illustrates the approach using a multiple spring-mass model for a flexible system. Sec-
tion 2.7 considers a three-disk torsional pendulum laboratory experiment and describes the
controller design and the experimental results. Conclusions are given in Section 2.8. For
simplicity we have limited the development to single-input single-output(SISO) systems,
but extensions to multi-input multi-output (MIMO) systems can be carried out following
the steps in [83,89].
2.2 Control Architecture
Figure 2.1 depicts the conceptual layout for augmenting a linear controller. The nominal
feedback control system consists of the true plant under regulation of a linear controller.
It is assumed that the linear controller is designed based on a linear plant model, so that
ym(t) tracks yc(t). The linear controller produces the output ulc(t) that is normally used to
regulate the plant. The shaded portion of the diagram highlights the elements to be added
to the nominal system. The adaptive process augments the linear controller by adding a
signal uad(t) to the linear controller output to form the new plant input u(t). The adaptive
controller shown is essentially the method of adaptive control design described in [62]. It
could just as well be replaced by the method of adaptive control design described in [63], or
any other method of adaptive control design that requires only the output variables to be
available for feedback. It is assumed that the plant model is the model used to design the
existing controller and that the relative degree of the plant model matches that of the true
plant over the bandwidth of interest. Normally, this model is not used to actually control
the plant. Here it is used to generate the error signal, e1 = ym − y, which is needed by
the adaptive controller. What is important is the form of the equations that describe the
dynamics of this error signal, e1, and that it has the correct form for which the theory of

































Fig. 2.1: Adaptive Control Augmentation Diagram in the Internal Model-Following Ar-
chitecture.
2.3 Output Tracking Error Equation
Let the true plant dynamics Σp over the bandwidth of interest be described by
ẋp = fp(xp, u,d), y = hp(xp,d), (2.1)
where xp ∈ Dp ⊂ Rnp is the state of the system, u(t) ∈ Du ⊂ R is the control variable,
y(t) ∈ R is the regulated output and d(t) ∈ Rns is the external disturbance. There may be
additional outputs that are not regulated but that are available for feedback. These may
be included with a slight modification of the overall design approach, so for simplicity in
presentation they are not explicitly treated in the development. We regard the functions
fp : Dp × R × Rns → Rnp and hp : Dp × Rns → R as uncertain but sufficiently smooth.
That is, all needed derivatives exist and are continuous. We assume that fp(0, 0, 0) = 0,
and hp(0, 0) = 0. If there are unmodelled dynamics, the system dimension np is unknown.
Assumption 2.1. The system (2.1) has known relative degree [90] equal to r on the domain
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Dp.
The bounded disturbance vector d(t) evolves according to its own dynamics defined by
ẋd = fd(xd), d = hd(xd), (2.2)
where xd(t) ∈ Dd ⊆ Rnd , and nd is the unknown dimension of exogenous disturbance
dynamics. The functions fd : Dd → Rnd and hd : Dd → Rns are sufficiently smooth, but
also uncertain, due to the fact that even though disturbances have finite bandwidth, they
are usually unknown functions of time. The augmented system consisting of the plant and







⎤⎥⎦ = f(x, u),
y = hp(xp,hd(xd)) = h(x).
(2.3)
Assumption 2.1 implies
y(i) =hi(x), 0 ≤ i ≤ r − 1
y(r) =hr(x, u) i.e.,
∂hi
∂u




= 0, ∀(x, u) ∈ Dx( Dp ×Dd) ×Du.
(2.4)
That is, the system in (2.3) can, by a diffeomorphism on Dx ×Du, be transformed into the
following normal form [90]:
ξ̇ =Aξξ + bξhr(zo, ξ,xd, u)
żo =fo(zo, ξ,xd)
ẋd =fd(xd),




y, · · · , y(r−1)
]
so that ξ ∈ Dξ ⊆ Rr, and zo ∈ Dzo ∈ Rn−r. The set
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Dξ ×Dzo is diffeomorphic to Dp. The system matrices are given by
Aξ =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 1 0 · · · 0


























Assumption 2.2. The system żo = fo(zo, ξ,xd) is input-to-state stable [91, p.217], with
ξ and xd viewed as its input.
Assumption 2.3. The system (2.3) is locally observable for all x ∈ Dx.
Let the plant model Pn(s) be described by
ẋm = Amxm + bmulc
ym = cTmxm
y(r)m  ĥr(xm, ulc) = cTr xm + drulc,
(2.7)










The linear control signal ulc is the output of the following compensator C(s)
ẋc = Acxc + bc(yc − y)
ulc = cTc xc + dc(yc − y),
(2.9)
where xc ∈ Dc ⊂ Rnc . The plant model in (2.7) regulated by the linear controller in (2.9),
with the replacement of y by ym, results in the following nominal closed loop system
˙̄xnom = Āx̄nom + b̄cyc(t)
ynom = c̄T x̄nom,
(2.10)
where xnom ∈ Dnom ⊂ Rm+nc and,
Ā =
⎡⎢⎣ Am − bmdccTm bmcTc
−bccTm Ac
⎤⎥⎦ , b̄c =
⎡⎢⎣ bmdc
bc





where yc(t) is a bounded reference command. It is reasonable to assume that the controller
in (2.9) is designed so that performance specifications are satisfied by the nominal system
in (2.10). Therefore, Ā in (2.11) is Hurwitz. This, in turn, guarantees that the trajectories
given by (2.10) are bounded and restricted to Dnom for all t ≥ 0 for bounded yc(t).
Using Eqs.(2.4)-(2.8), the following error dynamics can be derived
e
(r)
1 = −dr(u− ulc) − ∆(x,xm, u)
= −druad − ∆(x,xm, u),
(2.12)
where e1 = ym − y, and
∆(x,xm, u) = hr(x, u) − cTr xm − dru. (2.13)
It can be seen from Eq.(2.12) that the goal of uad is to stabilize the error dynamics and
cancel ∆(x,xm, u). Thus, uad in Eq.(2.12) is expressed as
uad = d−1r (νdc − νad), (2.14)
where νdc is the output of a linear controller, with e1 as its input, that is designed to stabilize
the error dynamics in Eq.(2.12) when ∆(x,xm, u) = 0, and νad is the output of a NN, whose
weights are adapted in a way to guarantee a bounded error response. Substituting Eq.(2.14)
into Eq.(2.12) results in the final form of the error equation
e
(r)
1 = −νdc + νad − ∆. (2.15)
Remark 2.1. In a linear system, Assumption 2.2 implies that the zeros of the system in
(2.1) lie in the left half complex plane. With the regulated output as e1, in a completely
linear setting, it can be shown that the closed loop eigenvalues of the plant model when
regulated by the linear controller, together with zeros for the system in (2.3) constitute the
eigenvalues of the zero dynamics for the closed loop system depicted in Figure 2.1.
From Eqs.(2.12) and (2.13), it follows that ∆ depends on νad through u, whereas νad is
designed to cancel ∆.
Assumption 2.4. There exists a fixed point to the equation νad = ∆(x,xm, νad) uniformly
in x ∈ Dx,xm ∈ Dm on Du.
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According to the Brouwer fixed point theorem, any continuous mapping with its range
contained in the bounded domain must have at least one fixed point [92, p. 163]. A typical
assumption when a control signal is involved in an uncertainty, for example, sliding mode
control [91, p. 603], is
|∆(x,xm, u)| ≤ ρ(x,xm) + ku|u|, (2.16)
where a continuous function ρ(x,xm) ≥ 0 and ku ∈ [0, 1) are assumed to be known.
Whenever (2.16) is satisfied, Assumption 2.4 holds. Furthermore, we do not assume that
the bounds in (2.16) are known. Existence and uniqueness of a fixed point is guaranteed
when the mapping νad → ∆ is a contraction. It can be shown that the map νad → ∆ is a





∣∣∣∣ /2 < |dr| <∞. (2.17)
These conditions mean that control reversal is not permitted and there is a lower bound
on the estimate of the control effectiveness dr of the plant model. A different development
that uses the mean value theorem to eliminate the fixed point assumption can be found in
[40,89].
2.4 Adaptive Output Feedback Augmentation
The approach in [62] allows for designing the signals νdc and νad in Eq.(2.15) using only







where the first output νdc is designed to stabilize the error dynamics in Eq.(2.15) and the
second output ỹad is a training signal for a NN which is a linear combination of the error
compensator states and its input, the tracking error e1. With the error compensator in
Eq.(2.18), the error equation given in Eq.(2.15) results in the following transfer function
17





≡ G(s)(νad − ∆).
(2.19)
A linearly parameterized NN is used to approximate ∆ in Eq.(2.13). It is a universal
approximator if a set of basis functions can be selected over a compact domain of ap-
proximation. For example, it has been shown that an arbitrary continuous function can be
approximated to any desired accuracy on a compact domain using radial basis functions [93].
The result has been extended to map the uncertainty of an observable plant, generally a
function of states and control, from available input/output history [64, 65]. That is, given
ε > 0, there exist a n0 ∈ N and a d∗ > 0 such that for every nh ≥ n0 and 0 < d ≤ d∗, ∆
can be approximated by a linearly parameterized NN over a compact domain with bounded
weights W and a suitable set of basis functions φ(·) that provide a universal approximation.
Thus,
∆ = W Tφ(η) + ε(η), ‖ε(η, d)‖ < ε, (x,xm, u) ∈ Dx ×Dm ×Du, (2.20)








, ‖η‖ ≤ η∗
ūTd (t) = [u(t) u(t− d) · · ·u(t− (n1 − r − 1)d)]T ,
ȳTd (t) = [y(t) y(t− d) · · · y(t− (n1 − 1)d)]T ,
(2.21)
where n1 ≥ n is the length of a sliding window of measurements, r is the relative degree,




where Ŵ are estimates of the weights W in Eq.(2.20) that are adjustable on-line.
In order to obtain an adaptation rule dependent only upon available signals, G(s) is
required to be strictly positive real (SPR) [62]. G(s) can be made SPR by properly choosing
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Nad(s) in case r = 1. If r > 1, a stable low pass filter T−1(s) is introduced so that G(s)T (s)
is SPR
ỹad(s) = G(s)T (s)[T−1(s)(νad − ∆)], (2.23)
where the polynomial T (s) is Hurwitz but can otherwise be freely chosen along with Nad(s)












Fig. 2.2: Block Diagram for the Error Compensator and the SPR Filter.
The filtered NN reconstruction error, ψ  T−1(s)(νad−∆), can be written as follows [62]:
ψ = W̃
T
φf + θ − εf , (2.24)
where φf and εf are the signals φ and ε, respectively, after being filtered through T−1(s),
and θ is the mismatch term given by
θ(s) = T−1(s)(W̃
T
φ) − W̃ Tφf , (2.25)




, α > 0, (2.26)
where W̃ = Ŵ−W represents weight deviations from the optimal weights W . The transfer
function from ψ to e1 is realized as follows (see Figure 2.2):
że = Aeze + beψ
e1 = cT1 ze.
(2.27)
The transfer functions from e1 to ỹad and νdc are realized as follows:
żdc = Adczdc + bdce1
ỹad = cTadzdc + dade1
νdc = cTdczdc + ddce1,
(2.28)
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where Adc is assumed Hurwitz. Combining Eq.s (2.27) and (2.28) leads to the following
non-minimal realization for the tracking error dynamics in Figure 2.2.
ż = Aclz + bclψ, z ∈ Rnz
ỹad = cTclz, νdc = c
T










⎤⎥⎦ , bcl =
⎡⎢⎣ be
0
















Since the transfer function from ψ to ỹad is SPR, by the Meyer-Kalman-Yakubovitz Lemma
[4, p.129], there exist Q > 0 and P > 0 such that
ATclP+PAcl +Q = 0
Pbcl = ccl.
(2.31)
The SPR filter T−1(s) is realized by





The SPR filter is designed to be stable, so for any Qf > 0 there exist Pf > 0 such that
ATf Pf + PfAf +Qf = 0. (2.33)
The signals φf are used in the following NN adaptation rule
˙̂
W = −ΓW [ỹadφf + σŴ ], (2.34)
where ΓW > 0 is the adaptation gain, defining the “learning rate” and σŴ is the σ−modification
term [1, pp.85-88]. The procedure for designing the error compensator, the SPR filter T (s),
and the stability proof for the NN adaptation law is given in [62].
Theorem 2.1. With assumptions 2.1-2.4, the error signals of the system comprised of the
dynamics in Eq.(2.15), together with the feedback control law u = ulc + d−1r (νdc − νad) and
the NN adaptation rule in Eq.(2.34), are uniformly ultimately bounded.
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Proof. The result follows from the theorems given in [62] and the fact that (2.3) is locally
observable.
Theorem 2.1 guarantees boundedness of the output tracking error e1 and NN weights Ŵ .
Since the linear controller is designed to stabilize the plant model, it immediately follows
that if yc(t) and e1(t) are bounded, then e(t) = yc − y is bounded. It is also apparent that
when e1 = 0 we recover the tracking performance associated with the existing controller
design, with the plant model substituted for the true plant. In particular, for this idealized
setting, the disturbances d(t) will be cancelled.
2.5 Observability of the Augmented System
Theorem 2.2. If the linear system
ẋ = Ax, y = Cx
is observable, where A = ∂f∂x |x=x0 and C = ∂h∂x |x=xo, then the nonlinear system in (2.3) is
locally observable at the point x0.
Proof. See [94, pp.272-280,Theorem 2.6].
Define
A =
























The following theorem establishes a sufficient condition for the local observability of the
augmented nonlinear system in (2.3).
Theorem 2.3. Consider the system of matrices defined in (2.35) together with the following
assumptions:
1. (Ap, Cp) observable.





⎤⎥⎦ has full column rank .
Then the augmented nonlinear system in (2.3) is locally observable at x = x0 if Ap and Ad
have no common eigenvalues.
Proof. See Appendix A.
Condition 2 means that the realization of the disturbance model is locally minimal, and
condition 3 means that the realization of the influence that the disturbance has on the
plant is locally minimal. Therefore these two conditions are not restrictive. The following
corollary shows that, subject to the assumptions in Theorem 2.3, nonlinear systems are
almost always observable.
Corollary 2.1. Under the assumptions stated in Theorem 2.3, the augmented system in
(2.35) is not observable if and only if Ap and Ad share a common eigenvalue λ ∈ C, and




, where C̄ =
⎡⎢⎣ Dp
−Bp
⎤⎥⎦Cd and q2 is
the eigenvector of Ad associated with λ.
Proof. See Appendix A.
Theorem 2.3 taken together with Corollary 2.1 suggests that the adaptive element should
be able to cancel the effect of d(t) on y(t), modulo the effect due to a component of d(t)
satisfying a very narrow set of conditions. The generic property of observability further
justifies that the observability assumption is not restrictive [94, pp.272-280].
2.6 Simulation Results with a Mass Spring Damper System
A simple two degree of freedom spring-mass-damper system shown in Figure 2.3 is used to
illustrate the approach. The plant model used to design the existing controller is shown on
the left, and the true plant appears on the right. There is both unmatched parametric error
and unmatched unmodeled dynamics associated with the design of the existing controller.
A comparison of the Bode plots associated these models is given in Figure 2.4. Note that the








































Fig. 2.4: Mass Spring Damper System:Bode Plots for the Plant Model and True Plant
difficult design challenge because all of the modes are closely spaced. The disturbance d(t)
is a base displacement, consisting of a sum of sinusoids with frequencies close to the natural
modes of the true plant. The output to be regulated is the acceleration of the second mass.
The existing controller is an LQG design that minimizes
J = E{y2} + kE{u2lc}
with d(t) modelled as a white noise process and k = 0.01. The parameter values are: m̂1 =
m̂2 = 1, k̂1 = 1, k̂2 = 5, ĉ1 = 0.05, ĉ2 = 0.01 for the plant model, and m1 = 1,m2 = 0.8, k1 =
1.5, k2 = 3.5, c1 = 0.005, c2 = 0.01,m3 = 0.2,m4 = 0.1, k3 = 0.8, k4 = 0.7, c3 = 1× 10−9 and
c4 = 1 × 10−10 for the true plant.
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The relative degree of the regulated output equals 1 for both the plant model and the true
plant dynamics when regarded over an infinite frequency band. However, for frequencies
within the design bandwidth, it is better approximated as equal to 2. That is, the transfer
functions contain a zero that is far beyond the loop crossover frequency. This can also be
seen by noting that cTpApbp = c2/m1m2 = 0.0125 for the true plant and c
T
mAmbm = 0.01
for the plant model. Physically this means that the acceleration of the second mass is
influenced primarily by the force exerted through the spring that couples it to the first
mass (rather than through the damper). Consequently the adaptive portion of the design
was performed using r = 2.
The output responses of the open loop plant, the plant controlled by the existing con-
troller, and the plant controlled using the architecture in Figure 2.1 are compared in Figure
2.5. Note that the existing controller does provide a level of response reduction in com-























Fig. 2.5: Mass Spring Damper System:Output Comparison Plot.
parison to the open loop response. However, this response, if allowed to continue, becomes
unstable. That is, the existing controller, when applied to the plant model, provides a stable
response by design, but when applied to the true plant it is destabilizing due to the presence
of parametric uncertainty and unmodelled dynamics in the plant model. When the adaptive
element is added to the existing controller, the response is not only stabilized, it is nearly
reduced to zero. That is, the disturbance is not only attenuated, it is nearly cancelled by
the adaptive element, due to the fact that adaptive element is able to control not only the
24
unmodelled dynamics of the true plant, but also the dynamics of the disturbance. Similar
results were obtained when unmatched force disturbances were applied to the other masses.
Figure 2.6 shows that the adaptive signal comes very close to perfectly cancelling ∆ when
a force disturbance is applied to the third mass. Although not shown, the same result was

















Fig. 2.6: Mass Spring Damper System:Uncertainty ∆ and νad
obtained regardless of where the disturbance was introduced into the system dynamics.
2.7 Experimental Results with a Three-Disk Torsional Sys-
tem
Figure 2.7 depicts a torsional pendulum system which is made up of three disks connected
by a vertical flexible shaft [95]. The actuation device, a brushless DC servo motor, applies
torque to the bottom disk. A disturbance can also be applied to the top disk. The equations
of motion for the system are as follows:
J1θ̈1 +Bθ̇1 +K(θ1 − θ2) + fc1(θ̇1, θ1, θ2) = KdVd,
J2θ̈2 +Bθ̇2 −Kθ1 + 2Kθ2 −Kθ3 + fc2(θ̇2, θ1, θ2, θ3) = 0,
J3θ̈3 +Bθ̇3 −K(θ2 − θ3) + fc3(θ̇3, θ2, θ3) = Kvtu,
(2.36)
where Ji = 0.103kg · m2 (i = 1, 2, 3) are the moments of inertia, B = 0.0018kg · m/s is the
viscous damping coefficient, K = 2.2625kg · m2/s2 is the spring constant, Kd = 0.05N·mV is
the gain from disturbance voltage to torque, Kvt = 0.42N·mV is the gain from control voltage
to torque, and fci represents nonlinearities, such as coulomb friction. The control input
25
Fig. 2.7: The Three-disk Torsional Pendulum System (shown without the disturbance
drive on the top disk).
u is the voltage applied to the control motor, and the disturbance input Vd is the voltage
applied to the disturbance drive attached to the rim of the top disk.
2.7.1 Bottom Disk Control-a Collocated Control Problem
When the regulated output variable is the angular displacement of the bottom disk θ3, the
output is collocated with the control u. The output has relative degree 2 if the dynamics
of the DC motor are treated as lying outside the bandwidth of the design. With fci = 0,





Ka(s2 + 2ζz1ωz1s+ ω
2
z1)(s
2 + 2ζz2ωz2s+ ω
2
z2)
s(s+ c)(s2 + 2ζp1ωp1s+ ω2p1)(s
2 + 2ζp2ωp2s+ ω2p2)
. (2.37)
The parameters were determined experimentally to be: Ka = 40.46, ζz1 = 0.009, ωz1 =
9.87, ζz2 = 0.0035, ωz2 = 25.8, c = 0.1786, ζp1 = 0.00559, ωp1 = 16(rad/sec) and ζp2 =
0.00323, ωp2 = 27.7(rad/sec). The zero dynamics for the system in (2.36), with fci = 0, are
given by:
J1θ̈1 +Bθ̇1 +K(θ1 − θ2) = KdVd
J2θ̈2 +Bθ̇2 −Kθ1 + 2Kθ2 = 0
ẋd = fd(xd), Vd = hd(xd)
(2.38)
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where xd represents the states of the bounded disturbance dynamics. The eigenvalues asso-
ciated with the zero dynamics are −0.089±15.97i and −0.893±27.66i. Therefore the system
is globally exponentially minimum phase. Thus Assumptions 2.1-2.2 are easily verified.
To simulate the presence of unmodelled dynamics, the following low frequency model







where Kn = 13.49 is determined so that low frequency gain of the plant model matches
that of the 6th order plant. Figure 2.8 compares the frequency response of the assumed



































Fig. 2.8: Frequency Responses for the 6th Order Model and the Plant Model for the
Torsional Pendulum with the Bottom Disk Regulated
frequencies but differs significantly at high frequencies due to the unmodelled flexible modes.






(θ2 − θ3) − 1
J3
fc3(θ̇3, θ2, θ3) +
Kvt
J3
u+ cẏm −Knu. (2.40)
By simple manipulation, we can assure that Assumption 2.4 is satisfied ifKn−Kvt/J3 = Dr.
The linear controller is designed as a lead compensator that results in a dominant mode




(yc − y), (2.41)
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where K1 = 0.67, a1 = 4.8, b1 = 0.1786. The error compensator and the SPR filter are






⎤⎥⎦ e1, T−1(s) = 1
s+ 1
. (2.42)




2/2σk , σk =
√
5, k = 1, . . . , 78. (2.43)
The centers ηck are randomly selected over a grid of possible values for the vector η. All of
the NN inputs are normalized using an estimate for their maximum values. The NN input
is constructed as in (2.21) using 2 delayed values of control signal u and 5 delayed values of
output y with a delay d = 0.1sec. That is, ūTd (t) = [u(t) u(t− d) u(t− 2d)]T , ȳTd (t) =
[y(t) y(t− d) · · · y(t− 5d)]T . To circumvent a fixed point iteration in the real-time envi-
ronment, the control signal is further delayed before it is used as the network input. In
simulation, this was compared to obtaining a fixed point solution, and the results were
indistinguishable. Adaptation gains are chosen as ΓW = 100, σ = 0.5.
Figures 2.9 compares the response of the regulated output with and without the adaptive
element for a square wave command of 20◦. The response with the controller in (2.41) but
without the adaptive element is shown dashed. The reference command and the response
with the adaptive element are shown solid. The absence of the flexible modes in the response
with the adaptive element shows that the augmented controller provides adaptation to the
unmodelled flexible modes. Furthermore, the output response without the adaptive element
exhibits a large steady state error. This is caused by stiction which is also unmodelled in
the nominal controller design. The output response with the adaptive element removes the
steady state error, showing that the effect of stiction on the output response is removed.
An alternative approach to removing steady state error is to add integral action in
the linear controller. A lead/lag controller was designed with integral action (low frequency
pole of the compensator at zero) to provide approximately the same transient response when
applied to the linear model in (2.39). This design increased the loop crossover frequency from
28
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Fig. 2.9: Comparison of Output Responses with/without the Adaptive Element and Inte-
gral Control.
1.8 rad/sec to 2.5 rad/sec and reduced the phase margin from 70◦ to 55.6◦. However, due
to the nonlinear stiction characteristic of the actuator, this resulted in a nonlinear response
to a step command that ultimately staircases to a near zero steady state error. In essence,
the integrator repeatedly winds up until it overcomes the stiction. The experimental results
for a response to a square wave command is depicted in Figure 2.9 for the design value
of the integral gain (Ki=1.5), and a higher value of integral gain (Ki=2.5). The staircase
behavior is not seen in this response due to the fact that the command is not held constant
for a sufficient duration. The increased destabilizing effect that this controller has on the
flexible modes can also be seen. In contrast, the response with the adaptive element (and
without integral control) is nearly identical to the ideal model response (the response of the
plant model regulated by the lead controller), does not exhibit a nonlinear characteristic,
and completely eliminates the effect of the unmodelled modes.
To demonstrate both good tracking and attenuation of disturbances by the augmented
controller, a set of reference commands and disturbances are combined in an experiment
with the results shown in Figure 2.10. For this case, the bandwidth of the linear controller
is increased to ωn = 5 rad/sec. A disturbance is applied as an external torque to the system
using a friction drive motor which is attached to the rim of the top disk. This introduces
unmodelled dynamics associated with the disturbance process. Hence, the disturbance is
29




0.7 sin 15.7t (0 ≤ t ≤ 22)
0.4(sin t+ sin 3t+ sin 15.7t+ sin 27.7t) (22 ≤ t ≤ 45)
(2.44)
where Vd(t) is the voltage applied to the disturbance drive motor. With the disturbance
in (2.44), it is straightforward to check that the disturbance dynamics have eigenvalues
that are distinct from those of the plant dynamics in (2.37). The augmented dynamics
consisting of plant dynamics and disturbance dynamics are observable by Theorem 3. Thus
Assumption 2.3 is satisfied.
In Figure 2.10 the upper traces show the output response (angular position of the lower
disk) while the lower trace shows the control voltage. The reference command is zero for
the first 22 seconds and is a 0.2 Hz square wave of magnitude 20◦ for the remaining 23
seconds. The results during the first 7 seconds show the open loop response. The linear
controller is activated at t=7 sec. and is able to noticeably reduce the output response to the
disturbance. At t=14 sec., the adaptive element is turned on and is able to essentially cancel
the effect of the disturbance in the output response. At t=22 sec. the adaptive element is
turned off and the square wave is applied as the command to test tracking performance. At
the same time, the disturbance signal, Vd(t), is modified as defined in (2.44). Under these
conditions, the linear controller is clearly not able to track the reference command, and
the response deviates wildly. At t=29 sec., the adaptive element is turned on again and is
quickly able to begin tracking the command with increasing fidelity as the NN adapts.
2.7.2 Middle Disk Control-a Non-collocated Control Problem
When the regulated output variable is the angular displacement of the middle disk θ2, the
output variable is non-collocated with the control u. The output has relative degree 4. To
ensure observability of the system, two more masses are added on the bottom disk increase
the moment of inertia, and this results in moments of inertia for the system in (2.36) as
30
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Fig. 2.10: Experimental Results with/without the Adaptive Element with the Bottom
Disk Regulated
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Ka(s2 + 2ζz1ωz1s+ ω
2
z1)
s(s+ c)(s2 + 2ζp1ωp1s+ ω2p1)(s
2 + 2ζp2ωp2s+ ω2p2)
(2.45)
The parameters are : Ka = 10170, ζz1 = 0.0064, ωz1 = 18.4, c = 0.1877, ζp1 = 0.0059, ωp1 =
16(rad/sec) and ζp2 = 0.0037, ωp2 = 30.7(rad/sec). The zero dynamics , similar to that
shown in (2.38), are given by:




The associated eigenvalues are −0.089± 15.97i. Therefore, the system is globally exponen-
tially minimum phase.
In the plant model, the shaft which connects the top and middle disk is assumed rigid.
Furthermore, it is assumed that the moments of inertia in (2.36) are of the same value,





s(s+ c)(s2 + 2ζnωns+ ω2n)
(2.47)
where K = 5159, c = 0.18, ζn = 0.0046, ωn = 19.6. The system matrices for the plant
model in (2.47) are as follows:
Am =
⎡⎢⎢⎢⎢⎢⎢⎢⎣
0 1 0 0
−127.5 −0.1786 127.5 0
0 0 0 1

















Figure 2.11 compares the frequency response of the assumed plant model with that of the
6th order model in (2.45).
The linear controller in (2.9 ) is designed as a LQG controller:
Ac =
⎡⎢⎢⎢⎢⎢⎢⎢⎣
−1.5 1 0 0
−128.7 −0.2 128.7 0
−1.5 0 0 1
























































Fig. 2.11: Frequency Responses for the 6th Order Model and the Plant Model with the
Middle Disk Regulated.
The experiment is carried out in the same manner as was done for the case of collocated
control, and representative output responses are shown in Figure 2.12. It shows that the
LQG controller performs very poorly due to the modelling error, even though it showed
good tracking and reasonable disturbance attenuation in simulation with the plant model.
With the augmented controller, the responses are similar to those in Figure 2.10, however,
NN adaptation is slower compared to that observed in the collocated control case.
2.8 Conclusions
This chapter describes an approach for augmenting an existing linear controller design with
a neural network based adaptive element. The adaptive control forces the system output
to track the plant model output. The main assumptions are that the relative degree of the
plant is known within the bandwidth of the control design, and that the augmented system
describing the plant and disturbance dynamics is observable. An analysis of the augmented
nonlinear system shows that the observability condition is almost always satisfied so long as
the plant is observable. Numerical examples with a mass-spring-damper system show that
the overall system is highly effective from the perspective of adaptation to both unmatched
unmodeled dynamics and disturbances. This is further illustrated by the experimental
33
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Fig. 2.12: Experimental Results on the Middle Disk Control
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results with the three-disk torsional pendulum.
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CHAPTER 3
ADDRESSING ACTUATOR NONLINEARITIES IN
INTERNAL MODEL-FOLLOWING CONTROL
In this chapter, we describe a control design to deal with actuator nonlinearities to guarantee
stability and enhance the performance of an adaptive control system described in Chapter
2. The effect of an actuator limit is treated using control hedging. The other class of
actuator nonlinearities, such as dead zone and backlash are addressed by a disturbance
observer design. In this case, the basic approach involves showing that the augmenting
adaptive output feedback architecture is structurally equivalent to a robust internal-loop
compensator (RIC), which has been shown equivalent to a disturbance observer. It is
shown that this combination is highly effective for a variety of actuator nonlinearities (
dead zone, backlash, and saturation). Control hedging is tested on a three-disk torsional
pendulum. The overall approach is illustrated using the three-disk torsional system with
dynamic friction, when the actuator is subject to dead zone and saturation.
3.1 Introduction
Actuator nonlinearities have been a major obstacle in guaranteeing stability and perfor-
mance of adaptive control systems. From the perspective of control design, common ac-
tuator nonlinearities can be grouped into two classes. Whereas dead zone, backlash, and
hysteresis limit the control system performance when the control demand is low, amplitude
and rate saturations degrade the performance, and raises a question of stability when the
control demand is high.
While actuator nonlinearity is often present, most control design methods either ignore
them, or treat a single type of nonlinearity. In the first class of actuation characteristics,
such as amplitude and rate saturation, many approaches have accounted for the capacity
of the actuation device in relation to the control system performance in both adaptive
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and non-adaptive control designs [57, 71–75, 96]. In particular, Ref. [57, 97] developed an
approach called “pseudo-control hedging” (PCH) that is applicable when augmenting a
nonlinear, state feedback inverting controller with an adaptive element in the presence of
control saturation, and other nonlinear effects. The role of PCH is to protect the adaptive
process from attempting to adapt to the effects of actuator nonlinearities. Its validity in a
real-time setting has also been shown through various flight tests and simulations [98, 99].
We show how to incorporate the PCH method in a NN-based output feedback setting which
augments a linear controller, and refer to it as “control hedging” (CH). The method was
introduced in [100], and its stability has been proved in [101] in case of input saturation.
In the first part of this chapter, we formulate the problem in a more general setting than
that in [101] and provide a stability anaylsis. A class of static actuator characteristics can
be extended to those which can be approximated by a Lipschitz function in the range of
control signal. This class includes amplitude saturation as a special case, for it is globally
Lipschitz [91, pp.70-71].
While the first class of actuator nonlinearities are problematic in relation to stability of
adaptive control system, the other class of nonlinearities, such as dead zone and backlash
are more problematic in relation to its effect on performance since nonlinearities in this
class manifest their presence at low command levels. This class of nonlinearities renders
the system response sluggish and may result in a limit cycle in its steady-state. Thus, these
nonlinearities have been tackled by seeking an inverse of a selected characteristic [76, 78,
80]. In [76, 80], parametric uncertainties are addressed by adaptive inverse compensation.
In [78], an inverse for dead zone is sought by employing a NN which includes neurons
whose activation functions provide a jump function basis set to approximate a discontinuous
dead zone inverse. In a non-adaptive control setting, Ref. [77] provides an interesting
use of a disturbance observer to compensate for actuator nonlinearities. A disturbance
observer has typically been used in high-precision robotic motion control systems [77, 82,
102–106] to compensate for external disturbances. This method estimates the effects of
external disturbances and modelling errors to cancel them and subsequently to make the
system behave like the plant model. The results in [77] indicate that the disturbance
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observer can greatly mitigate the effect of actuator nonlinearities of the second class. In
[82], a method called robust internal-loop compensation (RIC) was proposed and shown
structurally equivalent to the disturbance observer. In the second part of this chapter, we
show that the control architecture in Chapter 2 is equivalent to that of RIC. Using this
structural equivalence, we apply the results in [77] to the adaptive control architecture
in Chapter 2, and incorporate CH to protect the adaptive process. It is shown that this
combination is highly effective for multiple types of actuator nonlinearities ( dead zone,
backlash, and saturation).
This chapter is organized as follows. CH is described in Section 3.2. Its formulation
and a stability analysis are presented in the sections 3.2.1 and 3.2.2. The experimental
results with the three-disk torsional system with control voltage limit is provided in Section
3.2.3. Section 3.3 describes the disturbance observer design. In Section 3.3.1, a structural
equivalence between a disturbance observer and the internal model-following control archi-
tecture is established using the RIC framework. In Section 3.3.2 we describe the method
of augmenting adaptive control based on [63]. The design involves deriving error dynamics
and constructing a reduced error observer to generate a teaching signal for an adaptation
law. Simulation results are presented in Section 3.3.4. Conclusions are given in Section 3.4.
3.2 Control Hedging
3.2.1 Control Hedging Architecture
PCH is introduced to protect an adaptive process, by preventing it from attempting to adapt
to selected input nonlinearities (such as those due to amplitude and rate saturation) [70].
This is accomplished by modelling and removing the effect of these characteristics in the
error dynamics. For example, this permits the adaptive process to continue to estimate
the modelling error, so that when the process comes out of saturation, the correct adaptive
control is immediately available. The approach was originally developed for use when
augmenting an inverting controller. The implementation of PCH consists of calculating the
difference between a commanded pseudo-control signal, and an estimate of the achievable
pseudo-control. This difference is referred to as the hedge signal because it is subtracted
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from the dynamics of a command filter. Its implementation in the context of augmenting
a linear controller is illustrated in Figure 3.1. In this setting the difference is formed at the
level of the control signal, rather than the pseudo-control signal, so we refer to it as control


















Fig. 3.1: Implementation of Control Hedging.
The nonlinear input characteristic is defined as
δ  g(u), |δ| ≤ δ0, (3.1)
where u is the commanded control input and δ0 is the control limit. With the input
nonlinearity, the dynamics in (2.3) are written as
ẋ = f(x, g(u)), y = h(x)
y(r) = hr(x, g(u)).
(3.2)
If δ is available for feedback, then δ̂ = δ. Otherwise, we assume it is estimated using
δ̂ = ĝ(u), |δ̂| ≤ δ̂0, (3.3)
where δ̂0 is an estimate for δ0. Further we assume that the estimate for the input satisfies
a Lipschitz condition. This assumption is required for stability analysis.
Assumption 3.1. There exists L > 0 such that ‖ĝ(u1) − ĝ(u2)‖ ≤ L |u1 − u2| for ∀ u1, u2 ∈
U .
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Note that input saturation globally satisfies the assumption 3.1 with L = 1.
With CH, the plant model dynamics in (2.7) are modified as follows:




r xm + dr(ulc − uh),
(3.4)
where
uh = ulc + d−1r (νdc − νad) − ĝ(ulc + d−1r (νdc − νad)). (3.5)
The control hedging signal uh represents an estimate for the deficient part of commanded
control signal due to the nonlinearity of the actuator. For example, with amplitude satura-






Fig. 3.2: Control Hedging Signal uh with Input Saturation
The plant model dynamics in (3.4) regulated by the linear controller in (2.9) can be
described by
˙̄x = Āx̄ + b̄cyc + b̄ce1 − b̄uh, (3.6)
where x̄T = [xTm, x
T
c ], b̄
T = [bTm, 0
T ]. Define the plant model error vector em  x̄nom − x̄,
then comparing (3.6) to (2.10) leads to the following plant model error dynamics:
ėm = Āem − b̄ce1 + b̄uh, em ∈ Ωem ⊆ Rm+nc , (3.7)
40
where the domain Ωem  {em ∈ Rm+nc : x̄nom ∈ Dm, x̄ ∈ Dm ×Dc}. The sets Dnom, Dm,
and Dc are defined in the following lines after (2.10), (2.7), and (2.9), respectively. Since Ā
is Hurwitz by design, for any Qn > 0, there exists Pn > 0 such that
ĀTPn + PnĀ+Qn = 0. (3.8)
With the form of ĥr in (2.7) and δ̂ in (3.3), y(r) in (3.2) can be written as
y(r) =ĥr(xm, ĝ(u)) + ∆(x,xm, u)
=cTr xm + dr δ̂ + ∆(x,xm, u),
(3.9)
where
∆(x,xm, u) = hr(x, g(u)) − cTr xm − dr δ̂. (3.10)
Comparing Eq.(3.4) and Eq.(3.9) leads to the following output tracking error dynamics:
e
(r)
1 = −druad − ∆(x,xm, u). (3.11)
Using Eq.(2.14), the output tracking error dynamics in (2.12) is finally written as
e
(r)
1 = −νdc + νad − ∆. (3.12)
Note that the error dynamics maintain the same form as in Eq.(2.15), while the definition
of the modelling error ∆ has changed from that in Eq.(2.13) to that in Eq.(3.10). This
implies that Theorem 2.1 remains valid so long as Assumptions 2.2 and 2.4 are not violated
with ∆ being defined as in (3.10). it is also notable that without CH, Assumption 2.4 is
violated in case of input saturation [101].
3.2.2 Stability Analysis with CH
For stability analysis, we introduce the following definition:
u∗h = ulc + d
−1
r (νdc − ν∗ad) − ĝ(ulc + d−1r (νdc − ν∗ad)). (3.13)
The term u∗h represents uh in (3.5) when NN adaptation is exact. That is, νad = ν
∗
ad =
Wφ(η). With Eq.s (2.9) and (2.28), u∗h can be explicitly written as
u∗h = dcyc+J1x̄nom−J1em+J2z−d−1r Wφ−ĝ(dcyc+J1x̄nom−J1em+J2z−d−1r Wφ), (3.14)
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where J1 =
[−dccTm, cTc ], and J2 = [(dc + d−1r ddc)cT1 , d−1r cTdc]. Note that u∗h depends
on the nominal closed loop performance(through x̄nom, yc), the modelling error (through
W Tφ(η)), and the degree of NN adaptation to the modelling error (through em, z). The
following technical assumption requires that u∗h satisfies a linear growth condition on Ωem .
In case of input saturation, the assumption implies that the deficient control depicted in
Figure 3.2 satisfies the linear growth condition when NN adaptation is exact.
Assumption 3.2. The signal u∗h is bounded as follows:
|u∗h| ≤ µ1 ‖em‖ + µ2 ‖z‖ + µ4, for em ∈ Ωem , (3.15)
where µ1, µ2, µ4 ≥ 0.
Compared to u∗h in (3.13), uh in (3.5) can be expressed as




ad − νad] + [ĝ(ulc + d−1r (νdc − ν∗ad)) − ĝ(ulc + d−1r (νdc − νad))] (3.16)
Using Eq.(3.15), with Assumption 3.1, uh is bounded by
|uh| ≤ µ1 ‖em‖ + µ2 ‖z‖ + µ3
∥∥∥W̃∥∥∥ + µ4, for em ∈ Ωem , (3.17)
where µ3 = (1 + L) ‖φ‖.
We will show via Lyapunov’s direct method that the signals em in (3.7), z in (2.29), zf
in (2.32), and NN weight errors W̃ are bounded. With that objective in mind, we define
the error vector ζT ∆= [ eTm z
T zTf W̃
T




ζ ∈ Ωem × Rnz+nf+nh : x̄nom ∈ Dnom, x̄ ∈ Dm ×Dc
}
, (3.18)
which includes the origin. Let us consider a convex compact set BR ∆= {ζ ∈ Ωo : ‖ζ‖ ≤
R, R > 0} so that for every ζ ∈ BR, the NN approximation implied in (2.20), with ∆
defined in (3.10), is valid. Consider the following Lyapunov function candidate












tr{W̃ TΓ−1W W̃ }, (3.19)
42





Pn 0 0 0
0 P 0 0
0 0 Pf 0
0 0 0 Γ−1W
⎤⎥⎥⎥⎥⎥⎥⎥⎦
. (3.20)
Introduce Tm, TM which are minimal and maximal eigenvalues of T respectively. Then




R,Bα = {ζ ∈ BR : ‖ζ‖ ≤ α}.





C ≥ C, (3.21)
where C is defined later in (B.8). Subject to assumptions 2.1-3.2, the control law u =
ulc + d−1r (νdc − νad) with plant model dynamics in (3.4) guarantees that the signal ζ is




C , provided the following conditions
hold
γ1 >γ4




λmin(Qf ) > ‖Pfbf‖ ‖φ‖







where γ1 = 12λmin(Qn) − µ1
∥∥Pnb̄∥∥ , γ2 = ∥∥Pnb̄ccTe1∥∥ + µ2 ∥∥Pnb̄∥∥ , γ3 = µ3 ∥∥Pnb̄∥∥ , γ4 =
µ4
∥∥Pnb̄∥∥.
Proof. see Appendix B.
The uniform ultimate boundedness of em and z guarantees, using (2.10) and (2.29),
that the tracking error is bounded; |yc− y| ≤ |yc− ynom|+ |ynom − ym|+ |e1| ≤ |yc− ynom|+∥∥cTm∥∥ ‖em‖+ ∥∥cT1 ∥∥ ‖ze‖, where |yc − ynom| represents the nominal tracking error bound for
the system in (2.10).
Remark 3.1. The assumption that ζ(0) ∈ Bα implies that the control system initially belongs
to the domain where stabilization is possible, for whenever ζ ∈ Bα and ‖ζ‖ > C, L̇ < 0.
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If the system initially belongs to the region in which it cannot be stabilized, the control
hedging signal uh goes unbounded and results in em /∈ Ωem after some time.




C ≥ C implies both an upper and a lower
bound for the adaptation gain. Define γ̄  max ΓW , γ  min ΓW , λ̄ = max (λmaxPn, λmaxP, λmaxPf ),
λ = min (λminPn, λminP, λminPf ), where λ(·) denotes a eigenvalue. If the adaptation gain
is large such that γ > 1
λ




gain. Likewise, for γ̄ < 1
λ





Remark 3.3. The closed loop system when the NN adaptation is exact, i.e., νad = ν∗ad (Ŵ =
W ) ⇒ uh = u∗h, is defined as a non-adaptive subsystem in [70]. The performance of this
system represents the best performance that can be achieved with CH together with the
NN based adaptive element. The uniform ultimate bounded region, in this case, further
shrinks, because all the constants related to W̃ vanishes from C in (B.8).
3.2.3 Experimental Results with the Three-disk Torsional System
The CH technique is tested in the three-disk torsional pendulum system with the bottom
disk regulated as in Section 2.7.1. In practice the applied control voltage must be limited
because excessive angular displacement between two disks can damage the flexible shaft
connecting them. This amounts to introducing a form of control saturation, but the CH
method can be employed to allow the adaptive process to continue during saturation.
In the first experiment, the control voltage is limited to 0.18 V. Fig. 3.3 compares
the output tracking performances when the square wave is the reference command. The
response without CH shows similar phenomenon as integrator wind-up, i.e. big overshoot.
With CH, the control system moves out of initial phase saturation and gradually tracks the
reference command without input saturation.
In the next experiment, a control limit of 0.3 volts is introduced. Since it is implemented
in software, δ in (3.1) equals δ̂ in (3.3). The reference command is set to zero, and the
disturbance is constructed as Vd(t) = 0.5(sin t + sin 3t + sin 12t + sin 15.7t + sin 27.7t).
Since the control voltage limit is set to a value which does not permit cancellation of the
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Fig. 3.3: Responses of Plant Model ym and the Output y without External Disturbance
disturbance, the disturbance is expected to be only partially attenuated. The main focus
in this experiment is to show that the CH technique insures correct adaptation while the
actuator is in saturation. The results are presented in Figure 3.4. Figure 4(a) shows the
response when the adaptive element is active, but without CH. Incorrect adaptation is
evidenced by a growing response and the difference between the actual plant(y) and the
plant model(ym) under the continual input saturation as shown in Figure 4(c). The NN
weights also diverge due to control saturation. Figure 4(b) shows the response for the
same controller, but with CH active. Note that although the disturbance is not completely
cancelled, the output tracks the plant model response reasonably well. This illustrates that
correct adaptation is achieved with CH, even when there is a significant amount of control
saturation. The NN weight histories (not shown) were also bounded.
3.3 Disturbance Observer-based Performance Enhancement
In this section, we address the second class of actuator nonlinearities, such as dead zone
and backlash. We consider the nonlinear system Σp in (3.2) expressed in its normal form

































(a) Responses of Plant Model, ym, and the out-
put, y without CH






















(b) Responses of Plant Model, ym, and the out-
put, y with CH
























(c) Control Signal without CH
























(d) Control Signal with CH
Fig. 3.4: Comparison of Output Responses with/without CH when subjected to External
Disturbances
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where explicit dependence on the external disturbance d is removed for simplicity of pre-
sentation.
In addition to a known relative degree, the linear plant model Pn(s) in (2.7) is further
assumed to have no zeros. In other words,
Assumption 3.3. The linear plant model Pn(s) is fully linearizable.
Thus, the linear plant model is described by
ξ̇m =Amξm + bmu
ym =cTmξm, y
(r)
m = ĥr(ξm, u) = c
T
r ξm + dru
(3.23)
where ξm ∈ Rr, cm = cξ, and
Am =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 1 0 · · · 0





0 · · · 1
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Our objective in this section is to show how we can systematically design the augment-
ing signal uad in (2.14) when actuator nonlinearities are present in the adaptive control
framework in Chapter 2.
3.3.1 Structural Equivalence between Disturbance Observer and Internal Model
Following Architecture
Figure 3.5 represents a typical closed loop system. This is the same as the system depicted in
Figure 2.1 with augmenting elements removed. If Σp = Pn(s), all performance specifications
are satisfied, and the closed loop system becomes identical with the nominal closed-loop
system in (2.10). Figure 3.6 illustrates how an inner-loop disturbance observer is used
to augment the outer-loop controller of Figure 3.5. Its goal is to force the system Σp to
behave like the plant model Pn(s) by rejecting external disturbances and modelling errors























Fig. 3.6: Disturbance Observer Architecture
which the system is linear, Σp = P (s). The terms dex, w represent external disturbance and
sensor noise, respectively. The Q-filter is designed to reject disturbances below a cut-off
frequency [82]. From Figure 3.6, the output y is expressed as
y = [Pn(s)ulc + Pn(s){1 −Q(s)}dex −Q(s)w] P (s)
X(s)
, (3.25)
where X(s) = Pn(s) + [P (s) − Pn(s)]Q(s). From (3.25), we can see that it is desirable
that |1−Q(jω)|  0 to reject external disturbances, while |Q(jω)| should be small in order
to reduce the effect of sensor noise w. Thus, the design of Q(s) is s compromise between
these conflicting objectives, which can be formulated as a mixed sensitivity optimization
problem [106,107].











in which ak, τ are design parameters. A structural equivalence between the disturbance
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in which K(s) is the compensator designed for the unity feedback system in Figure 3.5, with
C(s) and Σp replaced by K(s) and Pn(s), respectively. The relation in (3.27) implies that
if a compensator K(s) is designed for Pn(s) in order to satisfy a given robustness criterion,
such as gain/phase margin, the Q-filter is automatically designed.
The feedback control system with RIC as an internal-loop compensator is depicted in























Fig. 3.7: The Robust Internal-loop Compensator (RIC) Architecture
Figure 3.6 is reformulated as
δd = −udc = −K(s)e1, (3.28)
in which e1 is defined by e1 = ym − y. The control signal u∗ is an additional control input
used to compensate for plant uncertainty. It can be designed using either a fixed gain
method or an adaptive method. From Figure 3.7 it follows that
y =














where L(s) = P (s)K(s), Ln(s) = Pn(s)K(s), Xc(s) = 1 + L(s) + {1 + Ln(s)}P (s)C(s).



















[1 + Pn(s)C(s)][1 + Ln(s)]
. (3.31)











yc − Pn(s)1 + Ln(s)deq
]
. (3.32)
The effect of deq on ec decreases by a factor of 1 + Ln(s) compared to the control loop in
Figure 3.5. A stability analysis based on small-gain theorem can be found in [82] for the
case of multiplicative model uncertainty, P (s) = Pn(s)[1 + ∆(s)].
Figure 3.9 depicts the architecture in Chapter 2 in which the adaptive controller is
designed using the approach in [63]. The adaptive controller can also be replaced by that
in [62], which is utilized in Chapter 2. It is apparent that the architecture in Figure 3.9
is equivalent to the RIC framework in Figure 3.7 . With u∗ = −unn, the architectures
are identical if Σp = P (s). Thus, we can design a linear controller K(s) in Figure 3.9,
using RIC, to achieve performance enhancement when actuator nonlinearities (dead zone
and backlash) belong to the class defined in [77]. In addition, when a class of nonlinearities
described in Section 3.2 are present, the CH technique can be introduced. In this case, the
architecture in the dotted box in Figure 3.9 is modified as that in Figure 3.1. The rationale
of CH combined with the RIC design is as follows. When actuation is nonlinear at low
control command levels, the RIC controller boosts the control command. When actuation
is nonlinear at high control command levels, CH modifies the control command to Pn(s) to

























Fig. 3.9: Internal Model Following Architecture with Adaptive Elements
3.3.2 Augmenting Control Design
With CH introduced, the plant model dynamics in (3.23) are modified as:
ym(s) = Pn(s)(ulc − uh), (3.33)
which is realized as in (3.4) with system matrices given in (3.24). Define the tracking error
vector
e = ξm − ξ. (3.34)
With the following control signal augmentation:
u = ulc + uad = ulc + udc − unn, (3.35)
comparing (3.22) to (3.4) leads to the following tracking error dynamics:





where udc is the control signal designed by RIC, and unn is an adaptive signal to approxi-
mately cancel the uncertainty Φ(zo, ξ, u), which is defined by
Φ(zo, ξ, ξm, u) =
1
dr
[hr(zo, ξ, g(u)) − ĥr(ξ, ĝ(u))] = 1
dr
[hr(zo, ξ, g(u)) − cTr ξ − drĝ(u)].
(3.37)
Remark 3.4. Note that the control uad in (3.35) is equivalent to that in (2.14). However,
unlike ∆ in (3.10), the uncertainty Φ(zo, ξ, u) in (3.37) is defined without xm. The uncer-
tainty also implies that the effect of actuator nonlinearities is adaptively compensated by
the employed NN. Therefore, the role of udc is to further reject the NN reconstruction error
by incorporating disturbance observer design.
A single hidden layer NN (SHLNN) is used to approximate Φ in (3.37). Since the
uncertainty Φ is a function of states and control, we recall the main result from [65] that
enables approximation of unknown bounded processes using finite input/output history.
Theorem 3.2. For arbitrary ε > 0, there exist a n0 ∈ N, a d∗ > 0, and bounded constant
weights M,N such that for every nh ≥ n0 and 0 < d ≤ d∗,
Φ(zo, ξ, u) = MTσ(NTη) + ε(η, d), ‖ε(η, d)‖ ≤ ε, (3.38)
where ε(η) is the NN reconstruction error, nh is the number of neurons in the hidden layer,
and η is the network input vector defined in (2.21), with xm removed, σ being a vector of







The adaptive signal unn is designed as
unn = M̂Tσ(N̂Tη) (3.39)
where M̂ and N̂ are estimates of M and N to be adapted on-line.
To design K(s) using RIC, a critical step involves defining an equivalent disturbance
deq as in (3.30). We define it as the approximation error between unn and Φ in (3.37)
deq  −unn + Φ(zo, ξ, u). (3.40)
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This implies that the NN approximation error is further attenuated by udc. The linear
controller K(s) is described by
ẋdc = Adcxdc + bdce1
udc = cTdcxdc + ddce1 .
(3.41)
Applying udc in (3.41) to (3.36) leads to the following error dynamics
Ė =FE − gEdeq
Z =cTEE,
(3.42)
where ET = [ eT xTdc ], and
F =




⎤⎥⎦ , gE =
⎡⎢⎣ bm
0




Since F is Hurwitz, for any QE > 0, there exists a PE > 0 such that
F TPE + PEF +QE = 0. (3.44)
Note that the error dynamics in (3.42) have the same form as in [63], thus the NN weights
update law can be derived in the same manner as in [63]. The NN weights update law
requires teaching signals which are generated by the estimator for the error dynamics in
(3.42).
3.3.3 Reduced Error Observer and Adaptation Law
With the definition of deq in (3.40), the error dynamics in (3.36) can be equivalently de-
scribed by
e1(s) = Pn(s)[−udc − deq]. (3.45)
According to (3.28), udc is an estimate for the equivalent disturbance as shown in Figure 3.6.
Therefore, by the relation between Q(s) and K(s) in (3.27), Eq.(3.45) can be rearranged as
follows
e1(s) = −Pn(s)(1 −Q(s))deq. (3.46)
53
Since the Q-filter is designed so that (1 − Q(s))deq ≈ 0 below a cut-off frequency, we
construct an error observer assuming (1 −Q(s))deq ≈ 0 for the dynamics in (3.46)
˙̂e = Amê + L(e1 − ê1)
ê1 = cTmê,
(3.47)
The observer gain L is designed so that Am − LcTm is Hurwitz.






The NN weights M̂, N̂ are updated according to the following adaptation laws [63]
˙̂
M = − ΓM [(σ̂ − σ̂′N̂Tη)ÊTPE b̄ + kM̂ ],
˙̂
N = − ΓN [ηÊPE b̄M̂T σ̂′ + kN̂ ]
(3.49)
in which ΓM , ΓN > 0 are positive definite adaptation gain matrices, k > 0 is a σ−modification
constant, σ̂  σ(N̂η), σ̂′ is the Jacobian computed at the estimates: σ̂′ = σ′(N̂η).
Theorem 3.3. Consider the system in (3.22) that satisfies Assumptions 2.1–3.3. Together
with the NN adaptation rule in (3.49), the control law in (3.35) guarantees that the signal
ec is ultimately bounded.
Proof. Ultimate boundedness with CH has been addressed in Theorem 3.1. Following the
lines in [63], it can be shown that the tracking error, e1, is bounded. Then, Assumption
2.2 ensures that zo is bounded. Since the linear controller C(s) is designed to stabilize the
plant model Pn(s), it immediately follows that if yc and e1 are bounded, then ec is bounded.
3.3.4 Illustrative Design Example
We illustrate the proposed approach using the three-disk torsional pendulum in Figure 2.7.
In this simulation, the equations of motion for the system are as follows:
J1θ̈1 +K(θ1 − θ2) + fc1(θ̇1) = 0,
J2θ̈2 −Kθ1 + 2Kθ2 −Kθ3 + fc2(θ̇2) = 0,
J3θ̈3 −K(θ2 − θ3) + fc3(θ̇3) = Kvtg(u),
(3.50)
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where fci , i = 1, 2, 3 represents dynamic friction torque as in [108].
żi = θ̇i − σf |θ̇i|
G(θ̇i)






fci = σ0zi + σ1żi + σ2θ̇i, i = 1, 2, 3,
(3.51)
where Tc = 0.075 N · m is the Coulomb friction level, Ts = 0.083 N · m is the stiction
torque, and θ̇s = 0.0001 rad/s is the Stribeck velocity. The constants σf = 4 N · m, σ0 =
2 N · m, σ1 = 0.1 N · m · s are friction parameters, and σ2 = 0.0018 kg · m/s represents a
viscous damping coefficient. This model of dynamic friction is generally adopted in adaptive
dynamic compensation approaches [109,110]. The control input u is the voltage applied to
the control motor, and the stiction value Tc corresponds to the control voltage 0.2V with
the given gain Kvt. The actuator nonlinearity g(u) consists of dead zone and saturation
with ud = ±0.1V and ulim = 1.2V as depicted in Figure 3.10. However, the estimate for







Fig. 3.10: Actuator Characteristic g(u) and its Estimate ĝ(u) in CH.
The bottom disk angle θ3 is selected as the regulated variable. That is, all the parameters
related to the existing control system are the same as in Section 2.7.1. Since CH is employed












g(u) + cθ̇3 −Knĝ(u)]. (3.52)
The RIC controller K(s) is designed in the same manner as C(s), which puts the dominant






Using the relation in (3.27), the frequency response of Q(s) and 1 − Q(s) are shown in




























Fig. 3.11: Frequency Response of Q(s) and 1 −Q(s).
gain decrease is achieved around ω = 1rad/s with respect to the external disturbance.
The reduced error observer is designed so that the eigenvalues of Am−LcTm are located
at −82.12± 82.12i. The SHLNN is introduced to approximate the uncertainty Φ. It has 20
hidden layers, with 6 delayed values of y for ȳd combined with 4 delayed values of u for ūd
as its input vector, and has the following learning rates and σ−modification factor:
ΓM = 0.5I, ΓN = 0.5I, k = 1.3.
Figure 3.12(a) compares output responses of the system in (3.50) regulated only by the
controller C(s) in (2.41) to that of the plant model in (2.39) regulated by the same controller.
The reference command is made up of a square wave of 1 rad. at 0.2 Hz. The response is
oscillatory and exhibits a large steady state error. When C(s) is augmented by the controller
architecture in Figure 3.9, the steady-state error and oscillations are drastically decreased as
shown in Figure 3.12(b). The commanded control signal u and the achieved control signal
g(u) are compared in Figure 3.13(a). The modelling error Φ and the adaptive signal unn are
compared in Figure 3.13(b) to illustrate NN adaptation. The overall compensation scheme
is further justified by the results in Figure 3.14. Without the adaptive signal unn, as shown
in Figure 3.14(a), the plant model output ym and the system output y do not converge to
each other. Without udc, Figure 3.14(b) shows that bounded tracking is achieved, but is
much more oscillatory than that in Figure 3.12(b).
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(a) Comparison of the Nominal Loop Response
and the Output Regulated only by ulc.


















(b) Output Response with u = ulc + udc − unn
Fig. 3.12: Comparison of Output Responses when the System is Regulated Only by ulc
and the Proposed Scheme














(a) Comparison of u and g(u)















(b) Comparison of Φ and unn
Fig. 3.13: Control Signals and Actuator Outputs with the Proposed Scheme





















(a) Output Responses when u = ulc + udc






















(b) Output Responses when u = ulc − unn
Fig. 3.14: Output Responses without udc or unn.
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The role of CH can be illustrated when the magnitude of the reference command in-
creases to 3 rad. The responses with and without CH are compared in Figure 3.15. Without
CH, the plant model output ym and the system output y significantly deviate from each
other as shown in Figure 3.15(a). Whenever the actuator is in saturation, without CH, the
adaptive signal unn loses track of the uncertainty Φ as shown in Figures 3.15(c) and 3.15(e).
With CH, almost perfect tracking is maintained with correct NN adaptation as shown in
Figures 3.15(b), 3.15(d) and 3.15(f).
3.4 Conclusions
This chapter describes a control design that addresses actuator nonlinearities in the internal
model-following control architecture. A key ingredient of control design is control hedging
and the structural equivalence between the architecture of the internal model-following
control and that of a disturbance observer using the framework of robust internal-loop
compensation. Multiple types of actuator nonlinearities can be effectively compensated
when the disturbance observer is combined with control hedging. Experimental results with
the three-disk torsional pendulum illustrate the effectiveness of control hedging with control
voltage saturation. Simulation results further demonstrate the validity of the approach when
the actuator nonlinearities consist of dead zone and saturation.
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(a) Output Responses Without CH


















(b) Output Responses with CH


















(c) u and g(u) Without CH


















(d) u and g(u) With CH



















(e) Φ and unn Without CH















(f) Φ and unn With CH
Fig. 3.15: Comparison of Responses with/without CH
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CHAPTER 4
OUTPUT FEEDBACK AUGMENTATION IN EXTERNAL
MODEL-FOLLOWING CONTROL
In this chapter, we address augmenting a fixed gain linear controller with an output feedback
adaptive element in the framework of external model-following control. In this architecture,
adaptive control does not rely on feedback linearization, thus it can be applied to non-
minimum phase systems. We assume a linear model for the plant dynamics that has the
same relative degree as the true plant dynamics. We further assume that this linear model
represents the non-minimum phase zeros of the true plant to a sufficient degree of accuracy,
and that the linear controller takes into account the presence of these zeros. By this,
we mean that a conic sector bound holds on the modelling error of the non-minimum
phase internal dynamics. Any unmodelled dynamics, present within the bandwidth of
the control design, is assumed to be globally exponentially stable and globally Lipschitz.
The approach is experimentally validated using the three-disk torsional pendulum and an
inverted pendulum.
4.1 Introduction
While stabilization and tracking problems in minimum phase systems are well understood
in state and output feedback settings [5, 19, 20, 68], feedback control system design for
non-minimum phase systems remains a challenging problem in nonlinear control theory.
Early state feedback results in control of non-minimum phase systems include the nonlinear
regulator equation [111] and non-causal inversion [112,113]. In an output feedback setting,
most approaches [9, 12] employ a high-gain observer [13] to realize a feedback controller
based on partial states (time derivatives of the output up to the relative degree of the
system). In [14], a stabilization problem for a non-minimum phase system with parametric
uncertainty has been solved by employing a high gain observer.
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In this chapter we revisit the problem formulation in Chapter 2 and develop a method-
ology that does not rely on feedback inversion, so it can be applied to non-minimum phase
systems. From the perspective of augmenting adaptive control, the method extends the
state feedback method in [61] to an output feedback method. As in [61], we make use of a
reference model, the linear design model regulated by a linear controller. Main assumptions
are that the relative degree of the regulated output variable is the same as that of the linear
model used in the design of the linear controller, and that the zero dynamics of the linear
model represent the internal dynamics of the non-minimum phase system to sufficient ac-
curacy. By this, we mean that the unstable zero dynamics are recognized and addressed
in the design of the linear controller. In linear systems, unstable zero dynamics are not as
problematic as nonlinear systems, regardless of limitations on achievable performance [114].
To compensate for the modelling errors that arise from linear approximation of the non-
linear system, a NN-based adaptive element is introduced to augment the linear controller.
This rationale is in line with that in [14] in the sense that we make use of unstable zero
dynamics for feedback purposes, in contrast to feedback inversion which renders the zero
dynamics unobservable in the output.
This chapter is organized as follows: After we present the control problem in Section
4.2, the approach for augmenting a linear controller with an adaptive element is described
in Section 4.3. Experimental results with the torsional pendulum follow to demonstrate the
validity of the approach for flexible systems in Section 4.4. Section 4.5 presents experimental
results for an inverted pendulum to show its applicability to non-minimum phase systems.
Conclusions are given in Section 4.6.
4.2 Control Architecture
The conceptual layout for augmenting a linear controller in the external model-following
control architecture is depicted in Figure 4.1. The shaded portion of the diagram highlights
the elements to be added. In the typical closed-loop system, the true plant is regulated
by a linear controller that is designed using a linear model so that ym tracks the reference






































Fig. 4.1: Output Feedback Augmentation in the External Model Following Architecture
the absence of modelling errors. This closed-loop system constitutes the reference model,
which specifies the best performance that can be achieved by the adaptive control design.
The adaptive process augments the linear controller by adding uad to the linear controller
output ulc(y) to render the tracking error e1 = ym−y ultimately bounded. This is achieved
by employing the adaptive control method in [63]. The error observer is employed to
estimate the states of the error dynamics Ê to construct a teaching signal for a NN. The
NN reconstructs the system uncertainty from a finite history of available input/output
ūd, ȳd to form the adaptive signal unn. The architecture provides an additional control
degree of freedom udc. To accelerate NN adaptation and reduce the ultimate bound on the
tracking error, a linear controller can be employed depending on specific applications.
4.3 Error Dynamics and Adaptive Output Feedback Aug-
mentation
Consider the system presented in normal form in (2.5). Without loss of generality, explicit
dependence on external disturbances is removed for simplicity of presentation. After a
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suitable change of coordinates in the state space, the linear plant model in (2.7) can also





0 zm + a1ξm1 + · · · + arξmr + dru
żm =F0zm + g0ξm1
yl =ξm1
(4.1)
where zm ∈ Rm−r are the states of the internal dynamics. Compared to the plant model in
(4.1), the system in (2.5) can be written as:
ξ̇1 =ξ2
...
ξ̇r =hT0 z1 + a1ξ1 + · · · + arξr + dr[u+ ∆1(z1, z2, ξ, u)]
ż1 =F0z1 + g0ξ1 + ∆2(z1, z2, ξ)
ż2 =f2(z1, z2, ξ)
y =ξ1
(4.2)




2 ] and z1 ∈ Rm−r represents the part of the states of the internal
dynamics that are modelled through zm in (4.1), and z2 ∈ Rn−m are introduced to represent
any unmodelled dynamics if m < n. The terms ∆1 and ∆2 represent the matched and
unmatched uncertainties respectively, defined as
∆1(z1, z2, ξ, u) =
1
dr
[h(z1, z2, ξ, u) − hT0 z1 − a1ξ1 · · · − arξr − dru]
∆2(z1, z2, ξ) = f1(z1, z2, ξ) − F0z1 − g0ξ1 (4.3)
Assumption 4.1. The zero solution of ż2 = f2(0, z2, 0) is globally exponentially stable,
and the function f2(z1, z2, ξ) is globally Lipschitz in its arguments.
The plant model in (4.1), when regulated by (2.9), constitutes a “reference model”.
Defining ξTm  [ ξm1 · · · ξmr ] and denoting xcm the states of the controller in (2.9)
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when applied to (4.1), i.e. when y is replaced by ym in (2.9), the “reference model” can be
written as:
˙̄xl = Āx̄l + b̄cyc, x̄l ∈ Rm+nc
































0 1 0 · · ·


































Note that the reference model in (4.4) is equivalent to the nominal closed loop system in
(2.10). Thus, Ā, b̄c, c̄ in (4.5) are matrices obtained by a coordinate transformation from
(2.10).
Let
u = ulc − uad (4.7)
When the control signal u, with ulc defined in (2.9), is applied to the system in (4.2), it
results in the following closed loop system:
˙̄x = Āx̄ + b̄cyc − b̄uad + ∆
ż2 = f2(z2, z1, ξ)
y = c̄T x̄ , (4.8)






















With the following definition of the error vector
E  x̄l − x̄ (4.9)
comparing (4.4) and (4.8), the error dynamics can be written as:
Ė =ĀE + b̄(uad − ∆1) −B∆2
z2 =f2(z2, z1, ξ)
Z =C̄E ,
(4.10)
where Z represents the signals available for feedback:
Z =













, I ∈ R(m−r)×(m−r). Since Ā is Hurwitz by design, there exist a
Pn = P Tn > 0 such that for an arbitrary Qn > 0,
ĀTPn + PnĀ+Qn = 0 (4.12)
Note that this is the equivalent equation in (3.8), for Ā is the transformed matrix from that
in (3.8).
The control signal uad is designed to approximately cancel ∆1. Notice from (4.7) and
(4.3) that ∆1 depends on uad through u, and that the role of uad is to cancel ∆1.
Assumption 4.2. There exists a fixed point to the equation uad = ∆(z0, ξ, u) uniformly in
(zo, ξ) ∈ Dzo ×Dξ on Du.
The set Dzo ×Dξ is defined in the lines after (2.5). This assumption is exactly the same
as Assumption 2.4 except the definition of uncertainty. Thus, the same analysis after the
assumption 2.4 remains valid.
The unmatched uncertainty ∆2 is assumed to satisfy a linear bound in the error norm
as in [115].





∥∥∥∥∥∥∥+ π2 ‖z2‖+ π3 , (z1, z2, ξ) ∈ Dzo ×Dξ
with some π1, π2, π3 > 0.
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A SHLNN is used to approximate ∆1(zo, ξ, u) in (4.3), which can be approximated using
input/output delayed values, η in (2.21) with xm removed, as in Theorem 3.2. That is, the
NN input is as follows
η(t) =
[




, ‖η‖ ≤ η∗, (4.13)
where ūdt), ȳd(t) are defined in the following lines after (2.21). The adaptive signal uad is
designed as in (3.39)
uad = unn = M̂Tσ(N̂Tη). (4.14)
The weight adaptation laws are similar to the ones in [63]. To this end, we introduce the
following linear error observer for the dynamics in (4.10):
˙̂
E = ĀÊ +K(z − ẑ)
Ẑ = C̄Ê,
(4.15)
where K is chosen to make Ā−KC̄ stable. Then, the NN weights update laws are the same
as (3.49) except that Pn is a solution to the equation in (4.12)
˙̂
M = − ΓM [(σ̂ − σ̂′N̂Tη)ÊTPnb̄ + kM̂ ],
˙̂
N = − ΓN [ηÊPnb̄M̂T σ̂′ + kN̂ ]
(4.16)
Theorem 4.1. Consider the system in (4.2) regulated by the control law in (4.7). Subject
to Assumptions 2.1, 2.3, 4.1–4.3, together with the NN adaptation rule in (4.16), the signals
E in (4.9) and the NN weights M̂, N̂ are uniformly ultimately bounded.
Proof. The theorem is a special case of the MIMO theorem 5.2 in Chapter 5.
In many realistic applications, it is of great interest to achieve tracking performance
with the smallest possible bound. Towards this end, the control law in (4.7) can be aug-
mented by an additional controller which accelerates the adaptation process and corrects
NN adaptation while NN learning is at its initial phase. Consider the following modification
of the adaptive control signal uad
uad = unn + udc (4.17)
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where unn represents the adaptive signal defined in (4.14), and udc is a linear control signal,
designed to robustify the error dynamics in (4.10), and designed as
ẋdc = Adcxdc +BdcZ
udc = cTdcxdc + ddcZ.
(4.18)
Applying the controller in (4.18) to the dynamics in (4.10) leads to the following redefined
error dynamics:
Ėa = LaEa +
⎡⎢⎣ b̄
0








⎤⎥⎦ , La =
⎡⎢⎣ Ā+ b̄ddcC̄ b̄cdc
BdcC̄ Adc
⎤⎥⎦ . (4.20)
Notice that with the choice of design gains in (4.18), the eigenvalues of La can always be
placed in the open left-half plane. The dynamics in (4.19) are similar to that in (4.10),
except for the dimension of the error vector. Thus its stability analysis is similar to that
used for (4.10).
Remark 4.1. Introducing the additional control signal udc leads to the similar control signal
as in Chapter 2 and Section 3.3. Whereas these control designs involve either stabilizing a r
chain of integrators in Chapter 2 or estimating external disturbances as shown in Figure 3.6
in Section 3.3, in this chapter, it is designed so as to further robustify the error dynamics in
(4.10) influenced by the NN reconstruction error uad − ∆1 and the unmatched uncertainty
∆2.
4.4 Experimental Results with the Three-disk Torsional Sys-
tem
The approach is tested in the same laboratory setting as in Section 2.7. That is, the same
existing control system as that in Section 2.7 is augmented by the adaptive elements in this
chapter. In case of a collocated control problem, the bottom disk control, the plant model
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⎤⎥⎦ , gξ =
⎡⎢⎣ 0
13.49




In design of augmenting elements, we employ a reduced observer rather than the full order
observer in (4.15), for the states of the controller are available. That is, with the definition
eT = [ym − y, ẏm − ẏ], we design a reduced order observer to obtain an estimate for e
˙̂e = Fξê + gξ[ulc(ym) − ulc(y)] + gξudc +K(e1 − ê1) (4.22)
where ulc(ym) is the linear control signal in the reference model and ulc(y) is the linear
control signal in the system, as they are depicted in Figure 4.1. The observer gain K is
decided so that the eigenvalues of Am −KcTm are −46.2 ± 46.2i. Then the error vector in














(θ2 − θ3) − 1
J3
fc3(θ̇3, θ2, θ3) +
Kvt
J3
u+ cθ̇3 −Knu]. (4.24)
Note that ẏm in (2.40) is replaced by θ̇3. The NN has 5 hidden layer neurons, with 5 delayed
values of y for ȳd combined with 3 delayed values of u for ūd as its input vector, and has
the following learning rates and σ−modification gain
ΓM = 0.5I, ΓN = 0.5I, k = 1.3.
The additional control udc is added to accelerate NN adaptation. It is designed as a linear
quadratic Gaussian(LQG) controller so as to attenuate effects of the disturbance, and of
the NN reconstruction error unn − ∆1 in (4.10).
In the first experiment, the performance of output tracking with and without the pro-
posed adaptive element is compared when a square wave command of 20◦ at 20 Hz is
applied. Figure 4.2 compares the response of the regulated output. The response without
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Fig. 4.2: Comparison of the Output Response of the Bottom Disk with/without the
Adaptive Element in the External Model Following Architecture
the adaptive element is shown dash-dotted and the output of the reference model is dashed.
The absence of the flexible modes in the response with the adaptive element shows that the
augmented controller provides adaptation to the unmodelled flexible modes. In addition,
the adaptive elements remove the steady state error caused by stiction and result in almost
perfect tracking for ym.
In another set of experiments, disturbance attenuation is evaluated with yc = 0. A
disturbance was introduced using a friction drive motor attached to the rim of the top disk
as in Section 2.7. The disturbance is made up of sinusoids:
Vd(t) = 0.5 sin t+ 0.3 sin 2t+ 0.2 sin 10t+ 0.2 sin 15.7t+ 0.2 sin 27.7t (4.25)
The output responses of the open loop plant, the plant controlled without the adaptive
element, and the plant controlled with the adaptive element are compared in Figure 4.3.
The response of the open loop system is shown dotted, the output of the system regulated
only by the linear controller is dash-dotted, and the output of the system with the adaptive
element is solid. Note that the linear controller provides a level of response reduction
in comparison to the open loop response. When the adaptive element is added to the
linear controller, the response is nearly reduced to zero. This result is analogous to the
experimental results in Section 2.7.1.
The other case, the middle disk control problem, is evaluated in a similar manner.
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Fig. 4.3: Comparison of Output Responses of the Bottom Disk under Sinusoidal Distur-
bances in the External Model Following Architecture
After the system in (2.48) is transformed to its normal form, the reduced error observer
is designed similarly as in (4.22) with the following definition for eT = [ym − y, ẏm −
ẏ, . . . , y
(3)
m − y(3)]. The observer gain K is decided so that the eigenvalues of Fξ −KcTξ are
−182.3 ± 440.5i,−440.1 ± 182.5i. The SHLNN and the additional control signal udc are
designed in the similar manner as in the bottom disk control problem.
Figure 4.4 compares output responses with and without the adaptive element when
the same square wave as in the bottom disk control is applied. It is notable that the linear
controller without the adaptive element almost completely fails to overcome the stiction due
to increased inertia which is not captured in the plant model. Compared to perfect tracking
shown in Figure 4.2, the response with the adaptive element is more oscillatory. The steady
state error is, however, effectively eliminated. Figure 4.5 compares the output responses,
when the same disturbance as in (4.25) is applied. The control law with adaptation shows
significant disturbance rejection compared to that of the linear control law without the
adaptive element. However, the disturbance attenuation is not as drastic as Figure 4.3.
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Fig. 4.4: Comparison of the Output Response of the Middle Disk with and without the
Adaptive Element in the External Model Following Architecture

















Fig. 4.5: Output Response of the Middle Disk under Sinusoidal Disturbances
4.5 Experimental Results with an Inverted Pendulum
An inverted pendulum regulation is a typical example of a non-minimum phase control
problem [12,14,116]. In this section, we apply the method for control of an inverted pendu-
lum in a real-time setting. Figure 4.6 depicts an inverted pendulum mechanism, Quanser
Inc. [117]. It consists of a motor driven cart, which is equipped with two quadrature en-
coders. One encoder (0.05mm resolution) measures the position of the cart via a pinion (x),
which meshes with the track. The other encoder( 0.09◦ resolution) measures the angle of
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the pendulum ( θ), which is free to swing at the side of the cart. The equations of motion
Fig. 4.6: Inverted Pendulum Apparatus from Quanser Inc.
for the system are as follows:
(M +m)ẍ+ cM ẋ+mlpθ̈ cos θ −mlpθ̇2 sin θ + Ψ(ẋ, x) = F
mlp cos θẍ+ (Jp +ml2p)θ̈ + cmθ̇ −mglp sin θ = 0
(4.26)
where x is the displacement of the cart along the track (m), F is the force applied to
the cart (N), M is the mass of the cart (kg), m is the mass of the rod (kg), lp is the
position of the center of gravity of the rod (half of full length)(m), Jp = 13ml
2
p is a moment
of inertia of the rod with respect to its center of gravity (kg · m2), g is the gravitational
acceleration (kg ·m/sec2), cM , cm are the viscous damping coefficients, and Ψ(ẋ, x) is an
uncertain nonlinearity which is caused by the cart moving mechanism, i.e., combined effects
of stiction, coulomb friction, and backlash. There are also unmodelled dynamics due to
flexibility in the direction perpendicular to the track. The force, F , is a consequence of an











ẋ = a1u− a2ẋ (4.27)
whereKm is a back EMF constant(Volts/(rad/sec)), Kg is a gear ratio in motor gearbox, Rm
is a motor armature resistance (Ohms), and r is the radius of motor pinion that meshes with
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the track (m). The system parameters are M = .815, m = 0.21, lp = 0.305, g = 9.8, a1 =
2.33, a2 = 10.42. The control objective is to regulate x so that it tracks the reference
command yc, using measured outputs x, θ, while balancing the inverted pendulum.
With the definition, ξ1 = x, ξ2 = ẋ, z1 = θ, z2 = ẋlp cos θ+
4
3 θ̇, the system in (4.26) is put




M +m(1 − 3/4 cos θ2)
[
a1u− a2ξ2



























sin z1 − 3cm4mlp z2.
(4.29)
Linearization of z1, z2 dynamics in (4.29) about the desired equilibrium point (z1, z2) =








> 0. Therefore the system is
non-minimum phase.
The plant model is constructed linearizing Eq.(4.26) with Jp = 0. Furthermore, the
uncertain nonlinearity Ψ(ẋ, x) and viscous damping terms (cM , cm) are not accounted in
the linear model. With ξm1 = x, ξm2 = ẋ, zm1 = θ, zm2 =
ẋ
lp






















M +m(1 − 3/4 cos θ2)
[
a1u− a2ξ2 − cMξ2 − Ψ(ξ1, ξ2) +mlpθ̇2 sin θ + 34cmθ̇ cos θ
− 3
4
mg sin θ cos θ
]
+mgθ − a1u+ a2ξ2
]
∆2 =
⎡⎢⎣ −14z2 + 1lp ξ2(1 − 34 cos θ)
g
lp
(sin θ − θ) − cmmlp θ̇ − 1lp ξ2θ̇ sin θ
⎤⎥⎦
(4.31)
The linear controller is designed as a LQG controller based on the plant model in (4.30),
in which two measured outputs ξ1, z1(= θ) are available. In the experimental tests, it was
observed that a high bandwidth design is stabilizing, while a low bandwidth design results
in an unstable system. To address the effectiveness of the approach, we augment the low
bandwidth design. The LQG controller places the eigenvalues of Ā at -0.3, −4.9 ± 1.3i,
−8.2 ± 5.9i, −10.3 ± 2.4i , -31.6.
The reduced order error observer as in (4.22) is designed so that its poles are located at
-1.0, -99.9, −26.5 ± 24.0i. The additional controller is not necessary, so udc = 0. Since two
outputs are available, network inputs are constructed as follows
ηT = [ξ1, ξ1(t− d), z1, z1(t− d), u], d = 0.01sec.
The NN consists of 6 neurons in the hidden layer and its parameters are
ΓM = 150I, ΓN = 150I, k = 1.2.
Figures 4.7 and 4.8 show the experimental results with yc = 0. The pendulum is swung
up to the vertical position by hand before the the proposed controller starts at t=7.8 sec.
While the linear controller is augmented by the adaptive NN, the cart position and the
angle of the pendulum are regulated within ±0.05(m) and ±1◦. When the NN is turned off
at t=44.6 sec., the control system immediately goes unstable.
Figures 4.9 and 4.10 show the output responses when a square wave command of 0.15
m at 0.01 Hz is applied. The result shows that ym is tracked with a bounded error, while
the inverted pendulum is rapidly stabilized after a short transient.
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Controller Start. NN OFF 
Fig. 4.7: Cart Position with yc = 0.

















Controller Start NN OFF 
Fig. 4.8: Angle of the Pendulum with yc = 0.
4.6 Conclusions
This chapter describes an approach for augmenting a linear controller with an adaptive
element that can be applied to both minimum phase and non-minimum phase uncertain
nonlinear systems. The framework involves an external model-following architecture. The
key properties of the design are that only output variables are used, and it is adaptive to
both parametric errors and unmodelled/unmatched dynamics and disturbances. The main
assumptions are that the relative degree of the regulated output is known, and that the
unmatched uncertainty in the error dynamics satisfies a conic sector bound. In the case of
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Fig. 4.9: Cart Position with a Square Wave Command yc.


















Fig. 4.10: Angle of the Pendulum with a Square Wave Command yc.
unstable zero dynamics, the unstable zeros must be accounted for in the design of the linear
controller.
Experimental results obtained using a three-disk torsional pendulum laboratory model,
which is minimum phase, shows that the proposed control law achieves significant im-
provement in tracking and disturbance attenuation. Experimental results with an inverted




ADAPTIVE CONTROL AUGMENTATION FOR
MULTI-INPUT MULTI-OUTPUT SYSTEMS
This chapter extends the approach in Chapter 4 to mutlivariable nonlinear systems. The
basic assumptions are that the vector relative degree of the nonlinear system is known and
that the non-minimum phase zeros of the nonlinear systems are modelled to a sufficient
accuracy. Ultimate boundedness of error signals is shown using Lyapunov’s direct method.
5.1 Introduction
A fundamental goal for many research efforts in control theory is the development of sys-
tematic design methods for controlling system outputs in the presence of structured uncer-
tainties, such as parameter variations, and unstructured uncertainties, such as unmodelled
dynamics and disturbances. While for linear systems stabilization and tracking can be
achieved by output feedback via standard methods [118, 119], for nonlinear systems this
is not an obvious task. Most of the nonlinear control methodologies, robust or adaptive,
impose the assumption that the zero dynamics are asymptotically stable [18–20], and thus
are limited to minimum phase systems. Output feedback control of non-minimum phase
nonlinear systems remains as one of the challenging problems in control theory. In [9] out-
put feedback stabilization of a class of nonlinear non-minimum phase systems is considered,
and a useful solution is obtained for systems linearizable by state feedback. Ref. [14] also
addresses this problem and proposes an elegant solution for robust semiglobal practical
stabilization based on auxiliary constructions.
In this chapter we address the problem of adaptive output feedback control of observable
and stabilizable multivariable non-minimum phase systems with well-defined vector relative
degree. This is done from the perspective of augmenting a fixed gain linear design that is
assumed to satisfy performance requirements in the absence of modelling errors. We assume
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that the linear model of the system dynamics has the same vector relative degree and
represents the non-minimum phase zero dynamics of the nonlinear system up to a tolerable
accuracy. By this, we mean that the modelling error associated with the non-minimum
phase zero dynamics satisfies a sector bound. This assumption permits these dynamics to
be managed by a robust control component. Any unmodelled dynamics, present within the
bandwidth of the control design, is assumed to be globally exponentially stable and globally
Lipschitz.
From the perspective of classical adaptive control, we relax the assumptions on affinity
in the control and/or the unknown parameters by invoking a NN for modelling the un-
certainties in the control range [36, 39, 42]. Similar to the approaches in [62, 63], the NN
reconstructs the unknown dynamics from a finite history of available measurements [65].
This property allows us to formulate and address the synthesis problem for systems with
unknown dimension, as long as the vector relative degree is known. The adaptive laws are
written in terms of the output of a linear observer for the nominal system’s error dynam-
ics as in [63]. Ultimate boundedness of error signals is shown through Lyapunov’s direct
method. The benefits of the approach are that it is robust to both parametric uncertainties
and unmodelled dynamics, and that it is applicable to non-minimum phase systems.
This chapter is organized as follows. In Section 5.2 we define the system dynamics, the
linear model used for the design of the linear controller, the linear control law and state the
problem formulation. In Section 5.3 we state assumptions on the relationship between the
linear model and the nonlinear system and formulate the approach. Section 5.4 addresses
the design of the adaptive element and derivation of the error dynamics. In Section 5.5 we
present the proof on ultimate boundedness of error signals. An illustrative example is given
in Section 5.6. Conclusions are in Section 5.7.
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5.2 Problem Formulation
Let the dynamics of an observable and stabilizable nonlinear multi-input-multi-output (MIMO)
system be given by the following equations:
ẋ = f0(x,u)
y = g(x) , (5.1)
where x ∈ Dx ⊂ Rn is the state of the system, u ∈ Du ⊂ Rm , y ∈ Rm are the system input
(control) and output (measurement) signals, respectively, and f0(x,u) : Rn × Rm → Rn,
g(x) : Rn → Rm are sufficiently smooth partially known functions, n need not be known.
Extensions to situations in which there are m regulated outputs and other outputs that are
not regulated are straightforward, and consequently are not explicitly treated here.
Assumption 5.1. The dynamical system in (5.1) has the vector relative degree r 
[
r1 r2 · · · rm
]T
,
such that r  r1 + r2 + · · · + rm ≤ n.




















with L(i)f0gj being the Lie derivatives, gi’s the elements of g in (5.1), that transforms the
system (5.1) into the so called normal form [90]







i = hi(ξ, z,u)
yi = ξ1i , i = 1, · · · ,m , (5.3)
















and z are the states associated with the internal dynamics. Comparing with (5.1), notice
79
that




cT1 0 · · · 0













Assume there exists a linear design model of the system dynamics in (5.3) that has the
same vector relative degree and is transformable to normal form









= hTi zl + a
T






, , i = 1, · · · ,m
where ξl =
[










, zl ∈ Rnm−r are the
states of the zero dynamics, ai =
[

















and nm ≤ n is the dimension of the linear system. Consider the
following stabilizing linear controller for the dynamics in (5.6):
ẋc = Acxc +Bc(yc − y)
ulc = Ccxc +Dc(yc − y) ,
(5.7)
where xc ∈ Rnc are the states of the controller, yc ∈ Rm is a bounded reference input of
interest to track, and Ac, Bc, Cc, Dc are matrices of appropriate dimensions. Let
‖yc‖ ≤ βc. (5.8)
The linear design model in (5.6), when regulated by (5.7), define a “closed-loop reference
model”. Denoting xcl the states of the controller in (5.7) when applied to (5.6), i.e. when
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The dynamics in (5.9) can be written in the following compact form
ẋl =Āxl + B̄yc
ym =C̄xl ,
(5.10)
where xl ∈ Rnm+nc , and Ā is Hurwitz. Note that Eq.(5.10) is a MIMO version of the
reference model in (4.4.) We immediately note that given Hurwitz Ā, there exists a positive
definite matrix P = P T solving the Lyapunov equation
ĀTPn + PnĀ = −Qn (5.11)
for arbitrary Qn > 0.
The objective is to augment the linear control law ulc in (5.7) with an adaptive element
so that when applied to the system (5.3) the output y tracks yc. In what follows, we will
derive error dynamics for the signal yl − y and prove through Lyapunov’s direct method
that it is ultimately bounded. This in turn ensures that y tracks yc with bounded errors.
5.3 The Approach
To derive the error dynamics we need the following assumption, establishing the relationship
between the system in (5.3) and the linear model in (5.6).
Assumption 5.2. The z dynamics in (5.3) can be decomposed as:
ż1 = f1(ξ, z1, z2) = F0z1 +G0ξ + ∆2(ξ, z1, z2), z1 ∈ Rnm−r (5.12)
ż2 = f2(ξ, z1, z2), z2 ∈ Rn−nm , (5.13)
where the equilibrium z2 = 0 of ż2 = f2(0, 0, z2) is globally exponentially stable, the function
f2(ξ, z1, z2) : Rn → Rn−nm is globally Lipschitz in its arguments, and ∆2 = f1(ξ, z1, z2)−
F0z1 −G0ξ can be viewed as modeling error in the dynamics of z1, satisfying the following
upper bound with known constants [115]:
‖∆2‖ ≤ β0 ‖ξ‖ + β1 ‖z1‖ + β2‖z2‖ + β3 , β0, β1, β2, β3 > 0. (5.14)
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Remark 5.1. From a converse Lyapunov theorem one can deduce that there exists a Lya-
punov function Vz2(z2) satisfying the following conditions [91]
c1‖z2‖2 ≤ Vz2(z2) ≤ c2‖z2‖2
∂Vz2
∂z2
f2(0, 0, z2) ≤ −c3‖z2‖2 (5.15)∥∥∥∂Vz2
∂z2
∥∥∥ ≤ c4‖z2‖ ,
implying that the ż2 = f2(ξ, z1, z2) dynamics, with ξ, z1 as inputs, are input-to-state




f2(ξ, z1, z2) =
∂Vz2
∂z2
f2(0, 0, z2) +
∂Vz2
∂z2














Assumption 5.3. Let βi’s and c5 be such that Q in (5.11) can be chosen to satisfy







where Qm is the minimum eigenvalue of Q, δ1  max{β0, β1}, and the matrix B2 has the




, I ∈ R(nm−r)×(nm−r).
Remark 5.2. Assumptions 5.2 and 5.3 basically state the relationship between the nonlinear
system in (5.3) and the linear model in (5.6), used for the design of the linear controller.
In case nm = n there are no z2 dynamics, and the relationship in (5.12) implies that the
zero-dynamics in (5.6) represent the internal dynamics of (5.3) up to the accuracy of ∆2.
Also notice, that the upper bound in (5.14) along with the lower bound in (5.17), which in
the absence of z2 will involve only the first two terms, specify the dependence between the
linear design gains involved in Ā, choice of the matrix Q, and the unmatched uncertainty
∆2. More insight on this will be presented after the stability proof. Finally, if nm < n,
Assumption 5.2 permits existence of globally exponentially stable dynamics in (5.3) not
captured in (5.6), like that of z2, while Assumption 5.3 restricts the choice of the matrix Q
and the linear design gains in Ā.
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The last equation in (5.3) can be put in the following form
hi(ξ, z,u) = hTi z1 + a
T
i ξ + b
T
i (u + ∆1) (5.18)
where bTi ∆1(ξ, z,u) = hi(ξ, z,u)−hTi z1 −aTi ξ − bTi u can be viewed as the portion of the
modeling error that lies in the range space of the control. Augment the linear controller in
(5.7) with an adaptive signal:
u = ulc − uad, (5.19)
where uad is designed to approximately and adaptively cancel ∆1. Notice from (5.19) and
(5.18) that ∆1 depends on uad through u, and that the role of uad is to cancel ∆1. The
following assumption introduces a sufficient condition for the existence and uniqueness of a
solution for uad.
Assumption 5.4. The mapping uad → ∆1 is a contraction.
Contraction mapping is defined by the following condition:∥∥∥∥ ∂∆1∂uad
∥∥∥∥ < 1 .
In the case of a completely decoupled MIMO system is equivalent to the conditions in [62]
sgn (∂hi/∂ui) = sgn(bi), i = 1, · · · ,m (5.20)
|bi| > |∂hi/∂ui|/2 > 0, i = 1, · · · ,m. (5.21)
The first condition states that unmodeled control reversal is not permissible, and the second
condition places a lower bound on the estimate of the control effectiveness, bi.
For the design of the adaptive controller, we will refer to the universal approximation
property of NN as in (3.2) in a MIMO setting.
Theorem 5.1. Given arbitrary ε > 0, there exists a set of bounded weights M,N and
a positive time delay d > 0, such that the modeling error ∆1(ξ, z,u) in (5.18) can be
approximated over a compact set Dx ×Du by a SHL NN
∆1(ξ, z,u) = MTσ(NTη) + ε(η), ‖ε‖ < ε (5.22)
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using the input vector:
η(t) =
[




, ‖η‖ ≤ η∗, (5.23)
where ȳd(t), ūd(t) are the vectors of delayed values of the measurement and control variables
respectively, and η∗ is a known uniform bound on Dx ×Du.
5.4 Adaptive Controller, Error Dynamics and Adaptation
Laws
The adaptive signal unn is designed as in (4.14)
uad = M̂Tσ(N̂Tη), (5.24)
where M̂ and N̂ are estimates of M and N to be adapted online. Using (5.18), (5.13), and
(5.12), the nonlinear system in (5.3) under the regulation of (5.19) along with (5.7) can be
written as
ẋ = Āx + B̄yc −B1uad + ∆
ż2 = f2(ξ, z1, z2)

































With the following definition of the error vector
E  [ (ξl − ξ)T (zl − z1)T (xcl − xc)T ]T (5.26)
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following (5.10) and (5.25), the error dynamics can be expressed as
Ė =ĀE +B1(uad − ∆̄1) −B2∆2
ż2 =f2(ξ, z1, z2)
Z =C̄E ,
(5.27)
where Z represents the signals available for feedback
Z =
⎡⎢⎣ yl − y
xcl − xc
⎤⎥⎦ = C̄E . (5.28)
Notice that (5.27) has the same form as (4.10) with the only difference being the in-
put/output dimension. Thus, the remaining control design procedure is the same as that
in Section 4.3. We introduce the following linear error observer for the dynamics in (5.27)
˙̂
E = ĀÊ +K(z − ẑ)
ẑ = C̄Ê,
(5.29)
where K is chosen to make Ã  Ā−KC̄ Hurwitz, and the following adaptive laws
˙̂
M = − ΓM [(σ̂ − σ̂′N̂Tη)ÊTPB1 + kM̂ ]
˙̂
N = − ΓN [ηÊPB1M̂T σ̂′ + kN̂ ] ,
(5.30)
in which the NN parameters have the same meaning as in (3.49). This choice of adaptive
laws is based on Lyapunov’s direct method and partially cancels out the uncertainties in
the error dynamics as it will be demonstrated in Section 5.5.
The stability of the closed-loop system should be addressed along with the observer
error dynamics. Define the signal Ẽ = Ê − E. Then
˙̃
E = ÃẼ −B1(uad − ∆̄1) +B2∆2. (5.31)
We immediately note that given Hurwitz Ã, there exists a unique positive definite matrix
P̃ = P̃ T , solving the Lyapunov equation for arbitrary Q̃ > 0
ÃT P̃ + P̃ Ã+ Q̃ = 0. (5.32)
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5.5 Stability Analysis
In this section we will show through Lyapunov’s direct method that both the tracking and
observation errors E, Ẽ along with the NN weight errors M̃  M̂ −M , Ñ  N̂ −N are











⎤⎥⎦, and the operator vec is stacking a matrix into a vector. Notice
that the following upper bounds can be immediately derived:
‖M̂‖F < ‖M̃‖F +M∗, ‖N̂‖F < ‖Ñ‖F +N∗ , (5.34)
where M∗, N∗ are known upper bounds on the Frobenius norms of the weights in (5.22):
‖M‖F < M∗, ‖N‖F < N∗. (5.35)
With (5.34), the forcing term in (5.27) and (5.31) can be upper bounded in terms of some
constants α1 and α2
‖M̂Tσ(N̂Tη) −MTσ(NTη) − ε‖ ≤ α1‖Z̃‖F + α2, α1 > 0, α2 > 0 . (5.36)
For the stability proof we need the following representations




+ M̂T σ̂′ÑTη + w − ε,(5.37)
where
w = M̃T σ̂′NTη −MTO(ÑTη)2 . (5.38)
This is achieved via Taylor series expansion of σ(NTη) around the estimate N̂Tη [120].
Over the compact set Dx ×Du the following upper bounds can be derived [120]
‖w − ε‖ ≤ γ1‖Z̃‖F + γ2 , γ1 > 0, γ2 > 0 , (5.39)
where γ1, γ2 are constants, such that γ1 depends upon η∗, while γ2 depends upon ε.
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+ β2‖z2‖ + β3 (5.40)
Given Hurwitz Ā in (5.10) and the bound in (5.8), with
∥∥∥eĀt∥∥∥ ≤ k0eAM t, we immediately
conclude that
‖xl‖ ≤ k0eAM t‖xl(0)‖ + k0
AM
‖B̄‖βc  β4 , (5.41)






+ β2‖z2‖ + β3
= δ1‖E‖ + δ1β4 + β2‖z2‖ + β3 (5.42)
and ultimately put in the form:
‖∆2‖ ≤ δ1‖E‖ + β2‖z2‖ + δ2 , (5.43)
















With the upper bounds derived in (5.34), (5.36), (5.39) and (5.43), using Lyapunov’s
direct method, we will prove that the error signals are ultimately bounded. For that we
need to introduce a positive invariant set in the error space to which the initial errors can
belong. Later, we will show that given an initial condition in that set, the error signals will
be ultimately bounded. Notice that the error vector in (5.33) has been defined using the
state variables ξ, ξl, z1, zl,xc,xcl, z2, Ê, Ẑ and the constant matrix Z:







⎤⎥⎦, and F represents an implicit mapping from
the original domains of the arguments to the space of error variables. Recall that (5.22)
introduces the set Dx × Du in the state space over which the NN approximation is valid.
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Based on the definition of error variables and continuity of solutions of differential equations,
this set maps onto a bounded set Ωζ in the error space. Introduce the largest hypersphere
which is included in Ωζ in the error space:
BR
∆= {ζ | ‖ζ‖ ≤ R} , R > 0 . (5.46)
For every ζ ∈ BR, we have (x,u) ∈ Dx×Du, ensuring that the NN approximation in (5.22)






2P 0 0 0 0
0 2P̃ 0 0 0
0 0 Γ−1M 0 0
0 0 0 Γ−1N 0







2P 0 0 0 0
0 2P̃ 0 0 0
0 0 Γ−1M 0 0
0 0 0 Γ−1N 0
0 0 0 0 c2I
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (5.47)
where I is the identity matrix of dimension (n− nm) × (n− nm) and the following positive
definite function, which will further be used for the stability analysis:








tr(ÑTΓ−1N Ñ) + Vz2(z2) . (5.48)
Notice that the bounds in (5.15) immediately imply:
ζTT1ζ





T = R2T1m ,
where T1m is the minimum eigenvalue of T1. Introduce the following set:






≥ γ , (5.51)
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where T2M is the maximum eigenvalue of the matrix T2, defined in (5.47), γ is defined as:
γ = max(C1, C2, C3, C4)
C1 =
√√√√‖PB1‖2γ22 + κ22 + Z̄ + δ22(‖PB2‖2 + ‖P̃B2‖2) + (c4c5)2c3 β24




√√√√‖PB1‖2γ22 + κ22 + Z̄ + δ22(‖PB2‖2 + ‖P̃B2‖2) + (c4c5)2c3 β24
Q̃m − 3 − 2δ1‖P̃B2‖ − (2‖P̃B2‖β2)2c3
C3 =
√√√√‖PB1‖2γ22 + κ22 + Z̄ + δ22(‖PB2‖2 + ‖P̃B2‖2) + (c4c5)2c3 β24
k
2 − κ21 − [γ1‖PB1‖]2
C4 = 2
√









, κ1 = Θα1 + ‖PB1‖γ1, κ2 = Θα2 + ‖PB1‖γ2, Θ  ‖PB1‖+
‖P̃B1||. Further assume that δ1 is such that the matrix Q̃ in the Lyapunov equation in
(5.32) can be chosen to satisfy the following condition











The significance of this Assumption is discussed in Remarks 5.3 and 5.4. We are now
ready to state the main result.
Theorem 5.2. Let Assumptions 5.1-5.5 hold. Then, if the initial error ζ(0) belongs to
the compact set Ωα, defined in (5.50), the feedback control law given by (5.19), (5.24),
along with (5.30), guarantees that the signals E, Ẽ, z2, M̃ , Ñ in the closed loop system are
ultimately bounded.
Proof. See Appendix.
Remark 5.3. The bounded analysis explicitly shows the “price” of the error in modelling
of non-minimum phase zeros on the tracking performance. If ∆2 = 0, implying βi =
0, i = 0, 1, 2, 3, δ1 = δ2 = 0, Lyapunov analysis results in the ultimate bounds in (C.8),
as one can find in [63] where a similar approach has been developed for minimum phase
systems. The terms, involving ci’s and β4 in the ultimate bounds, indicate the price of the
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unmodeled dynamics on the tracking performance. The ultimate bounds also imply that
the non-minimum phase zeros of the nonlinear system and the unmodeled dynamics are
compensated by the linear design gains, and not by adaptation. This defines the approach
to be robust adaptive in a sense that adaptation is compensating only for the matched
uncertainties in the error dynamics.
Remark 5.4. Assumption 5.5 may be interpreted as implying both an upper and lower bound
for the adaptation gains. Define γ̄ ∆= max(λmax(F ), λmax(G)), γ
∆= min(λmin(F ), λmin(G))
and λ̄ ∆= max(λmax(P ), λmax(P̃ )) and λ
∆= min(λmin(P ), λmin(P̃ )), where λ(·) denotes the
eigenvalue. Then an upper bound for the adaptation gains results when 2λ̄γ > 1 and
2λγ̄ > 1, for which the relation in (5.51) reduces to γ̄ < R2/(2γ2λ̄). A lower bound for
the adaptation gains results when 2λ̄γ < 1 and 2λγ̄ < 1, for which (5.51) reduces to
γ > γ2/(2R2λ).
Remark 5.5. The assumption on global exponential stability and global Lipschitz of the z2
dynamics in (5.13) can be relaxed to input-to-state practical stabilizability assumption [121],
if instead of conic sector bound on ∆2 one considers constant norm bound. The proof can
be completed without the use of Vz2 in the Lyapunov function.
Remark 5.6. In many applications it is very often the case that the available linear model
and the linear control design for it are predetermined and cannot be altered. If this linear
controller does not ensure that the conditions in (5.17), (5.51), (5.52) can be satisfied, then
an additional linear controller udc can be introduced to “speed up” the error dynamics
following the procedure described after Theorem 4.1. In this case, the conceptual layout for
the overall design process is summarized in Figure 4.1.
5.6 Simulation Results
Consider the system depicted in Figure 5.1. An inverted pendulum of mass m is connect by
a massless rod to a cart of mass M1, which is in turn connected to additional carts of mass












Fig. 5.1: An Inverted Pendulum with Coupled Masses.
be described as follows:
(M1 +m)s̈1 + c1(ṡ1 − ṡ2) +K1(s1 − s2) +mL(θ̈ cos θ − θ̇2 sin θ) = u1
mL(s̈1 + Lθ̈ − g sin θ) = 0
M2s̈2 − c1(ṡ1 − ṡ2) −K1(s1 − s2) + c2(ṡ2 − ṡ3) +K2(s2 − s3) = u2
M3s̈3 − c2(ṡ2 − ṡ3) −K2(s2 − s3) = d
(5.53)
where u1, u2 are input forces, d is an external disturbance, L is is the length of the rod, g is
the gravitational acceleration, K1,K2 are the spring constants, and c1, c2 are the damping
coefficients. The parameter values are: M1 = M2 = 1.378,m = M3 = 0.051, g = 9.8, L =
0.325,K1 = 15,K2 = 20, c1 = 2.7, c2 = 2.2. The measured variables consist of the displace-
ments of the carts s1, s2, and the angle of the pendulum θ. The control objective is to have
s1, s2 track reference commands s1c , s2c while balancing the pendulum.
With the definition: ξ11 = s1, ξ
2
1 = ṡ1, ξ
1
2 = s2, ξ
2
2 = ṡ2, z
1
















M1 +m sin2 z11
[−K1(ξ11 − ξ12) − c1(ξ21 − ξ22) −mg sin z11 cos z11 +mLθ̇2 sin z11 ]
+
1























































Linearization of z11 , z
2




L . Therefore the system is non-minimum phase.
The linear design model in (5.6) is constructed by linearizing Eq.(5.53) with respect to
its zero position. Further, the dynamics associated with M3 are ignored. With d = 0, the
function f2 in (5.13) is written as:




[K2(ξ12 − z12) + c2(ξ22 − z22)
⎤⎥⎦ . (5.56)
The zero solution for ż2 = f2(0, 0, z2) is globally exponentially stable, and f2 is globally
Lipschitz in its arguments. With the variables: ξ1l1 = s1, ξ
2
l1
= ṡ1, ξ1l2 = s2, ξ
2
l2








































⎤⎥⎦ , B2z =
⎡⎢⎣0 0
0 0






⎡⎢⎣0 − 1L 0 0
0 0 0 0






where M̂1, M̂2, m̂, K̂1, ĉ1 are estimates for parameters M1,M2,m,K1, c1. These are chosen
as: M̂1 = M̂2 = 1.8, m̂ = 0.14, K̂1 = 10, ĉ1 = 1.0. Each parameter has at least 25%
parametric error in its value. Comparing (5.54) to the plant model described by the system
matrices in (5.57) leads to the following expressions for the modelling errors:
∆11 =
M̂1
M1 +m sin2 z11
[−K1(ξ11 − ξ12) − c1(ξ21 − ξ22) −mg sin z11 cos z11 +mLθ̇2 sin z11 ]
+
M̂1
M1 +m sin2 z11


























The dynamic compensator in (5.7) is designed as a Linear Quadratic Gaussian (LQG)
controller based on the linear model in (5.57), in which three measured outputs ξ1l1(=
s1), ξ1l2(= s2), z
1
l (= θ) are available for control design. Its design follows a non-zero regula-
tion procedure used in [118] to track the given reference command yTc = [s1c , s2c ]
T . Since
xcl−xc is available, we employ a reduced order observer to obtain estimates for unavailable
errors [(ξl − ξ)T , (zl − z1)T ]T .
The SHL NN consists of 6 neurons, 12 inputs and 2 outputs. Its learning rate F,G are
tuned as a diagonal matrices. The σ−modification factor k = 10.5. The simulations are
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run with the following initial conditions:
s1(0) = −0.1, ṡ1(0) = 0, s2(0) = 0.01, ṡ2(0) = 0, s3(0) = ṡ3(0) = 0, θ(0) = 25◦, θ̇(0) = 10◦/s,
and the reference commands s1c , s2c are square waves having a magnitude of 0.1 m and a
frequency of 1/30 Hz. These reference commands correspond to synchronous motion for
the first two carts. Figure 5.2 compares s1, s2 with and without augmentation, for d = 0.
The system regulated by the linear controller goes unstable. The augmented system not
only stabilizes the system but also suppresses the oscillatory responses. Furthermore, the


























Fig. 5.2: Comparison of Regulated Outputs with/without Augmentation
motion of the unmodelled cart (s3) is also synchronized. Figure 5.3 compares the adaptive
signals and the modelling error that they are intended to approximately cancel. Large
oscillations up to 10 sec. are mainly caused by initial conditions. The decay in the modelling
errors, after 10 sec., can be explained by the fact that the effects of springs and dampers
become negligible as synchronized motion is achieved, and the nonlinear terms related to
the pendulum dynamics become small as it is balanced.
Figures 5.4 and 5.5 depict stabilization and tracking with disturbance d(t) = 0.1(sin 1t+
sin 3t + sin 5t + sin 10t + sin 20t). Note that excellent disturbance rejection is achieved.
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Fig. 5.3: Matched Uncertainty ∆1 and Adaptive Signal uad.


























Fig. 5.4: Stabilization of the Carts with/without Augmentation when subjected to an
External Disturbance
That is, the disturbance is not attenuated, but rather nearly cancelled by adaptation.
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Fig. 5.5: Displacements of the Carts with/without Augmentation when subjected to an
External Disturbance
5.7 Conclusion
This chapter describes an approach for augmenting a linear controller with an output feed-
back adaptive element in a MIMO setting. The approach is applicable to non-minimum
phase nonlinear systems. The key properties of the design are that only output variables
are used, and the design is adaptive to both parametric errors and unmodelled dynamics.
The main assumptions are that the vector relative degree of the regulated output is known,
and the unmatched uncertainty in the error dynamics satisfies a conic sector bound.
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CHAPTER 6
COORDINATED DECENTRALIZED CONTROL OF
INTERCONNECTED SYSTEMS
In this chapter, we describe a decentralized adaptive output feedback control design for
large-scale interconnected systems. It is assumed that all the controllers share prior informa-
tion about the system reference models. Based on that information, a linearly parameterized
NN is introduced for each subsystem to partially cancel the effect of the interconnections
on tracking performance. Boundedness of error signals is shown through Lyapunov’s direct
method.
6.1 Introduction
With the advent of complex engineering systems, interest in design of decentralized con-
trollers has especially increased. The problem can be briefly formulated as a control design
for a system composed of several dynamically interconnected subsystems, such that the
output of each subsystem has to track a prescpecified reference trajectory, while no com-
munication is allowed between the controllers. The problem was first introduced in [122]
for weakly interconnected subsystems that have regulated outputs with relative degree 1
or 2. In [123, 124] a framework for model reference adaptive control has been developed
under restrictive assumptions: i) positive definiteness of an M-matrix involving unknown
constants, ii) relative degrees of outputs being one or two, iii) and matched uncertainties.
The first condition was relaxed in [124] using an alternative adaptive high-gain approach,
assuming a standard strict matching condition on the disturbances. Relaxation of the con-
dition on subsystem relative degrees was first tried in [125]. Only partially decentralized
adaptive controllers were designed. The design relies on bounds for the effects of interactions
from the subsystems. In [126] this restriction is relaxed by employing parameter projection
together with static normalization. Ref. [127] attempted to remove this condition using
98
Morse’s dynamic certainty equivalence principle. Ref. [128] made a similar attempt using
integrator backstepping. Stability results using an indirect pole assignment scheme, without
restriction on the relative degrees, were reported in [129–131]. Efforts in relaxing the relative
degree constraint in the case of direct adaptive control have been made in [132–134] by using
advanced adaptive strategies. Ref. [135] relaxed the assumption on the type of uncertain
interconnections, considering a class of large-scale systems with general polynomial-type
interconnections with matching conditions. Ref. [136] relaxed the strict matching assump-
tion by combining a high-gain approach with adaptive backstepping. In [137,138], sufficient
conditions are derived for asymptotic stabilization of large-scale systems via decentralized
controllers. However, these design procedures are not appropriate for systems in which the
interconnections are uncertain. In [139–141] large-scale systems have been considered with-
out the matching condition, using polynomial growth conditions on the interconnections,
and restricted output nonlinearities. Furthermore, the system nonlinearities are allowed to
depend upon unmeasured zero dynamics.
Here we formulate and solve the problem of decentralized adaptive output feedback con-
trol for a class of nonlinear subsystems with known relative degrees, subject to unknown
interconnections with known upper bound. We depart from attempting to obtain global re-
sults, and restrict the synthesis approach to a domain over which the interconnections and
nonlinearities can be approximated by a linearly parameterized NN. Similar attempts of
incorporating neural networks into decentralized adaptive control have have been reported
in [41, 142–145] for design of state feedback controllers. Following [84, 85, 146], we assume
that the desired trajectories are known to all the controllers, i.e. the controllers share prior
information about their goals, and we develop an adaptive output feedback synthesis ap-
proach that achieves ultimate boundedness of tracking errors. As in [84, 85], we will say
that the controllers are engaged in implicit cooperation. While most of the existing results
in decentralized control literature rely on the definition of a robust controller for dominating
the interconnections, we show through Lyapunov’s direct method that a linearly parame-
terized NN, operating over reference model states, can partially cancel the interconnection
effects. The adaptive laws are based on the adaptive output feedback theory developed
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in Chapter 4 for centralized design. Ultimate boundedness of error signals is shown using
Lyapunov’s direct method. This decentralized method should be viewed as the extension
of adaptive output feedback control approach developed in Chapter 4 for centralized con-
trol to a decentralized setup, using the viewpoint of [84, 85, 146] for definition of implicit
cooperation.
This chapter is organized as follows. In Section 6.2 we state the problem formulation
and assumptions about the subsystem dynamics. In Section 6.3 we develop the approach
and define the error dynamics. In Section 6.4 we introduce a linear observer for the tracking
error dynamics that provides a training signal for the adaptation laws. In Section 6.5, we
define the adaptive controller for each subsystem and derive associated bounds. Section
6.6 provide a stability analysis. In Section 6.7, we illustrate the theoretical results on a
non-minimum phase system consisting of three inverted pendulums connected by springs
and dampers. Conclusions are given in Section 6.8.
6.2 System Description and Problem Formulation
Let the large-scale system be composed of m stabilizable nonlinear single-input single-output
(SISO) subsystems, represented in the following normal form:
ẋi = Aixi +Bizi + bi [ui + fi(x1, z1, . . . ,xm, zm)] i = 1, · · · ,m,
żi = Cixi +Dizi + gi(x1, z1, . . . ,xm, zm) (6.1)







∈ Rri+(ni−ri) is the state vector of the realization of the ith subsystem
in normal form, ri representing the relative degree, ui ∈ R and yi ∈ R are the control and
measurement of the ith subsystem, fi : Rn1+···+nm → R , gi : Rn1+···+nm → Rni−ri are suf-
ficiently smooth unknown functions, representing the modelling errors and interconnection
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effects, while Ai, Bi, bi, ci are matrices and vectors corresponding to the normal realization:
Ai =
⎡⎢⎢⎢⎢⎢⎢⎢⎣
0 1 · · · 0
0 0
. . . 0
...
...
. . . 1




0 0 · · · 0
0 0
. . . 0
...
...
. . . 0

















Assumption 6.1. The functions gi(x1, z1, . . . ,xm, zm) are bounded as follows:




∥∥∥ [xTj zTj ]T ∥∥∥ , αi > 0 , i = 1, · · · ,m (6.3)
Problem formulation. The objective is to synthesize decentralized adaptive output
feedback control laws ui, such that yi(t) tracks a smooth bounded reference trajectory yli(t)
with bounded errors for all i = 1, · · · ,m, under the assumption that the ith controller knows
the desired states of all the subsystems j = 1, · · · ,m, while having access only to its own
measurement yi(t).
Following [84,85,146], we introduce the following assumption.
Assumption 6.2. The signals yli(t) are assumed to be generated by the following stable
linear closed-loop reference models
ξ̇li = Āiξli + briyci (6.4)
yli = c̄
T
i ξli , (6.5)
consisting of an open loop system
ẋli = Aixli +Bizli + biuli
żli = Cixli +Dizli
yli = c
T
i xli , i = 1, · · · ,m (6.6)
and a stabilizing dynamic compensator:
ẋci = Acixci + bci(yci − yli)
uli = c
T





Ai − bidcicTi Bi bicTci
Ci Di 0
−bcicTi 0 Aci
















and yci is a bounded input of interest to track, while xci ∈ Dxci ⊂ Rnci . The matrices
Ai, Bi, bi, ci correspond to the normal realization, as defined in (6.2), so that dimxli =
dim xi, and dimzli = dimzi. Notice that this choice of the open loop system in (6.6)
implies that the relative degree of the ith open-loop reference model equals that of the ith
open-loop subsystem. The following bounds are known:
∥∥∥ [ xTli zTli
]T ∥∥∥ ≤ βi , i = 1, · · · ,m. (6.9)
Remark 6.1. In [84], this problem formulation has been addressed for linear subsystems,
and, by a proper choice of robustifying signal, it has been shown that global asymptotic
tracking can be achieved if the robustifying gain satisfies a lower bound, depending upon
the number of subsystems and the apriori known bound on the interconnection effects.
In [85], these results have been extended to nonlinear interconnections, modelled by known
nonlinear functions. Moreover, output feedback has been formulated and solved for the case
of subsystems having regulated outputs with relative degree 1. Our approach is different in
two perspectives: i) we formulate the problem in output feedback for arbitrary relative degree
by extending the results of Chapter 4 for centralized control, ii) we use an adaptive signal for
overcoming the effect of interconnections on the tracking performance. On the other hand
it should be understood that, due to results in [147], one cannot expect global results while
using dynamic output feedback compensators with the class of nonlinear systems presented
here.
6.3 Controller Design and Tracking Error Dynamics
The control design for each of the subsystems will be based on the logic of combining a
linear controller, that stabilizes the nominal linear model in the absence of interconnections,
with a NN that approximately cancels the interconnection effects in the controllable range.
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Towards this end, introduce the following control signal
ui = uci − uadi , (6.10)
where uci is the output of the following dynamic compensator
η̇ci = Aciηci + bci(yci − yi)
uci = c
T
ciηci + dci(yci − yi) , i = 1, · · · ,m , (6.11)
where ηci ∈ Dηci ⊂ R
nci , Aci , bci , cci , dci are introduced in (6.7), and the adaptive signal
uadi will be defined later. This results in the following closed-loop subsystem dynamics:
ξ̇i = Āiξi + briyci − b̄i(uadi − fi) + ḡi (6.12)


















Following [85], define the error vector Ei = ξli − ξi, and write the tracking error dynamics:
Ėi = ĀiEi + b̄i(uadi − fi) − ḡi





separates the signals available for feedback.
6.4 Error Observer Dynamics
Following the previous work on centralized adaptive output feedback [63,83,148], we propose
a linear observer for the tracking error dynamics (6.15). This observer gives estimates of
the tracking error states that will later be used in the adaptive laws (6.26). Towards this
end, consider the following linear observers for the tracking error dynamics in (6.15):
˙̂
Ei = ĀiÊi +Ki (ȳi − ŷi)
ŷi = C̄iÊi, i = 1, · · · ,m, (6.16)
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where Ki is a gain matrix, and should be chosen such that Āi − KiC̄i is asymptotically
stable. Let
Ãi
∆= Āi −KiC̄i, Ẽi = Ei − Êi, i = 1, · · · ,m. (6.17)
The observer error dynamics can be written:
˙̃
Ei = ÃiẼi + b̄i(uadi − fi) − ḡi, i = 1, · · · ,m. (6.18)
We immediately note that for arbitrary positive definite Q̃i > 0 matrix there exists a unique
solution P̃i = P̃ Ti > 0 such that
ÃTi P̃i + P̃iÃi = −Q̃i . (6.19)
6.5 Neural Network Approximation of Nonlinearities
6.5.1 Neural Network Approximation of Interconnections
Following [93], given arbitrary ε∗ > 0 and a continuous function f(x) : Rn → Rm, defined
on a compact set x ∈ D ⊂ Rn, there exists a set of bounded constant weights W , and a set
of basis functions φ(x), such that the following representation holds ∀x ∈ D:
f(x) = W Tφ(x) + ε(x) , ‖ε(x)‖ < ε∗ . (6.20)
Thus, one can model the interconnections
fi(x1, z1, · · · ,xm, zm) = W Ti φi(Y ) + εi(Y ), |εi| < ε∗i , ‖W i‖ ≤W ∗i , (6.21)





1 · · · xTm zTm
]T
∈ D ⊂ Rn1+···+nm (6.22)
and a vector of the radial basis functions
φi(Y ) =
[
φi1(Y ) · · · φiNi (Y )
]T
, φik(Y ) = e
−‖Y −Y ick ‖
2/2σik , (6.23)
where Ni is the number of basis functions to be used by the ith subsystem, Y ick is the vector
of centers of the basis functions used by the ith subsystem, having the same dimension as
Y in (6.22), while σik specifies the width of the k
th basis function in the ith subsystem.
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6.5.2 Adaptive control
Since our interest is in decentralized design, the states of other subsystems are not available
to individual controllers, therefore the input vector defined in (6.22) cannot be used in
designing adaptive elements. Based on the assumption that the controllers share prior
information about their reference models, the adaptive control signal for the ith subsystem
can be designed following the same logic as in [85]:
uadi = Ŵ
T
i φi(Y l), (6.24)






· · · xTlm zTlm
]T
(6.25)
having the states of all the subsystems in (6.22) replaced by their corresponding reference
states. Notice that following (6.9) there exists a set Dl in the extended space such that
Y l ∈ Dl. The adaptive laws for Ŵ i are similar to those in [63]:
˙̂




i Pib̄i + kiŴ i
]
, (6.26)
in which Pi is the solution of the Lyapunov equation
ĀTi Pi + PiĀi = −Qi , (6.27)
for some Qi > 0, and Fi, ki > 0 are adaptation gains. The error dynamics in (6.15) can be
expressed as:




i φi(Y l) − W Ti φi(Y ) − εi
]
− ḡi
ȳi = C̄iEi. (6.28)
Through several algebraic manipulations and, using the mean value theorem, one can obtain
uadi − fi = Ŵ
T
i φi(Y l) − W Ti φi(Y ) − εi = Ŵ
T
i φi(Y l) + W
T
i φi(Y l) − W Ti φi(Y l)
−W Ti φi(Y ) − εi = Ŵ
T
i φi(Y l) − W Ti φi(Y l) + W Ti (φi(Y l) − φi(Y )) − εi
= W̃
T












1 · · · x̃Tm z̃Tm
]T
(x̃i = xli − xi, z̃i = zli − zi) (6.29)
is comprised of the tracking errors of all the subsystems, and φ′i(Y
∗) is the bounded deriva-
tive of the basis function in an intermediate point Y ∗ = Y l + (1 − λ)Y , 0 < λ < 1, and
W̃ i  Ŵ i−W i is the parameter error vector. The following upper bound follows from the






In this section we show through Lyapunov’s direct method that the error signals Ei, Ẽi, W̃ i,




ET1 · · · ETm Ẽ
T








∈ R2(n1+···+nm) × RN1+···+Nm (6.31)
and consider the following positive definite function
V (ζ) ∆= ζTTζ (6.32)
where T = blockdiag
[
P1 · · · Pm P̃1 · · · P̃m 12F−11 · · · 12F−1m
]
. Further, notice
that the compact set D over which (6.22) defines the RBF network approximation can be
arbitrarily large. Based on the definition of the compact set Dl, and the boundedness of




ET1 · · · ETm
]T
∈ Rn1+···+nm : Y ∈ D, Y l ∈ Dl, xc ∈ Dxc , ηc ∈ Dηc
}
where xc
∆= [xTc1 · · ·xTcm ]T , Dxc = Dxc1×· · ·×Dxcm , ηc
∆= [ηTc1 · · ·ηTcm ]T , Dηc = Dηc1×· · ·×
Dηcm . In the expanded space of the composite error variable ζ ∈ R2(n1+···+nm)×RN1+···+Nm ,
consider the largest level set of V (ζ) = ζTTζ such that its projection on the subspace of
the error variable [ET1 · · · ETm]T completely lies in ΩE. Introduce the largest ball that lies
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inside that level set BR = {ζ | ‖ζ‖ ≤ R}. Let α be the minimum value of V (ζ) = ζTTζ on




V (ζ) = R2λmin(T ) , (6.33)
where λmin(T ) is introduced for the minimum eigenvalue of T . Introduce the following set:
Ωα




λmax(T )/λmin(T ) (6.35)



















θ1 · · · θm
]
,












θ̃1 · · · θ̃m
]
, (6.37)
θ̃i = λmin(Q̃i) − 2mαiλmax(P̃i) − (mφ∗i + 1)
(‖Pib̄i‖ + µi)− µi‖φi(Y l)‖ > 0
Λ ∆= diag
[

























φ∗i  W ∗i ‖φ′i(Y ∗)‖, µi  ‖P̃ib̄i + Pib̄i‖ . (6.38)
This assumption implies upper and lower bounds for the adaptation gains, as discussed
by the end of the proof.
Theorem 6.1. Let Assumptions 6.1, 6.2 and 6.3 hold. Then, if the initial errors lie in
Ωα, defined in (6.34), the feedback control law given by (6.10), along with (6.11), (6.24),
(6.26), guarantees that the signals Ei, Ẽi, W̃ i, i = 1, · · · ,m, in the closed loop system are
ultimately bounded.
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Remark 6.2. The results obtained above can be extended to the case where the modeling er-
rors also depend upon the control signal, i.e. in (6.1) one can have fi(ui,x1, z1, . . . ,xm, zm),
subject to ∂fi/∂ui = 0. Notice then that due to (6.10) the adaptive signal in (6.24) will be
introduced to cancel a function fi(ui(uadi(·), ·) of itself. To avoid this algebraic loop, one
way of implementing this is to use a one step delayed value of the control signal ui(t− d),
where d > 0 is sufficiently small.
Remark 6.3. The synthesis approach presented here is “robust adaptive” in a sense that it
ensures that the modeling error associated with the zero dynamics, represented by gi, is
dominated by the linear design, while adaptation ensures approximate cancellation of the
modeling error presented by fi, that lies in the controllable subspace.
Remark 6.4. Assumption 6.3 may be interpreted as placing both upper and lower bounds on




∆= min(λmin(Pi), λmin(P̃i)), i = 1, · · · ,m. Then an upper bound for the adaptation
gains results when 2λ̄γ > 1 and 2λγ̄ > 1, for which the relation in (6.35) reduces to
γ̄ < R2/(2γ2λ̄). A lower bound for the adaptation gains results when 2λ̄γ < 1 and 2λγ̄ < 1,
for which the relation in (6.35) reduces to γ > γ2/(2R2λ). Notice that the upper bound for
the adaptation gain has R in the numerator, while the lower bound has R in the denomi-
nator. Therefore, R can be selected sufficiently large to ensure that γ < γ̄.
Remark 6.5. The adaptive laws in (6.10) are based on backpropagation along with σ−modification
term for preventing the parameter drift. One can alternatively use the projection based
adaptive algorithm to ensure boundedness of the RBF weights by definition [149].
6.7 Simulations
We consider three inverted pendulums mounted on carts, as depicted in Figure 6.1. The
carts are connected by springs and dampers. In each subsystem, we assume that the position


















Fig. 6.1: System Configuration: Three inverted pendulums on Three Carts Connected by
Springs and Dampers
by input forces (ui). The equations of motion for the system are described as follows:
(M +m)ẍ1 +mlpθ̈1 cos θ1 −mlpθ̇21 sin θ1 = u1 + s1 (6.39)
mlp cos θ1ẍ1 + (I +ml2p)θ̈1 −mglp sin θ1 = 0 (6.40)
(M +m)ẍ2 +mlpθ̈2 cos θ2 −mlpθ̇22 sin θ2 = u2 − s1 + s2 (6.41)
mlp cos θ2ẍ2 + (I +ml2p)θ̈2 −mglp sin θ2 = 0 (6.42)
(M +m)ẍ3 +mlpθ̈3 cos θ3 −mlpθ̇23 sin θ3 = u3 − s2 (6.43)
mlp cos θ3ẍ3 + (I +ml2p)θ̈3 −mglp sin θ3 = 0 (6.44)
where u1, u2, u3 are input forces to the carts(N), M is the mass of the cart (kg), m is the
mass of the rod (kg), lp is the distance from the pivot on the cart to the center of gravity of
the rod(half of full length)(m), I(= 13ml
2
p) is the moment of inertia of the rod with respect
to its center of mass (kg·m2), g is the gravitational acceleration (kg·m/sec2), k is the spring
constant (N/m), c is the damping constant (N·sec/m), s1 = k(x2 − x1) + c(ẋ2 − ẋ1), s2 =
k(x3−x2)+c(ẋ3−ẋ2) are interconnection forces due to springs and dampers. The parameter
values are: M = 0.9,m = 0.18, lp = 0.305, g = 9.8, k = 1, c = 2×10−5. Our control objective
is to regulate the displacements of the carts xi while balancing the inverted rods on the
carts without velocity measurements.
The open loop subsystem in (6.6) is derived after the dynamics in (6.39)–(6.44) are first
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linearized with respect to equilibrium position xi = θi = 0, and then put into a normal form
by the transformation: xli1 = xi, xli2 = ẋi, zli1 = θi, zli2 =
ẋi
lp
+ θ̇i. The linear subsystem,















⎡⎢⎣ 0 − 1lp
0 0










The constants M̂ = 0.815, m̂ = 0.21 represent parameter estimates for M,m respectively.
Further, in this linear model, the inverted rod is treated as a lumped mass located on its
center of mass, i.e., I = 0. Putting each subsystem in (6.39)–(6.44) into normal form leads




M +m(1 − 3/4 cos θ2i )
(
ui +mlpθ̇2i sin θi −
3
4
mg sin θi cos θi + τi
)
+ m̂gθi − ui
]
gi =
⎡⎢⎣ − cos θilp xi2 − 13 θ̇i + 1lpxi2
g
lp






where τ1 = s1, τ2 = −s1 + s2, τ3 = −s2. The term τi in Eq.(6.46) implies that the
spring and the damper are not considered in the open loop model. The term ui means that
the modelling error also depends on the control signal as in Remark 6.2. Note that the
interconnection between two carts and modelling errors contain velocity terms which are
not measured. This implies that the existing adaptive output feedback approaches in the
decentralized control literature, such as the ones developed in [136, 140] and many others
cannot be applied. Moreover, regulation of xi using ui to the carts renders the control
problem non-minimum phase. (Linearization of each subsystem about vertical-up position
leads to unstable zero
√
g
L .) These issues make the control problem even more challenging.
The dynamic compensator in (6.11) for each subsystem is designed as a LQG controller
based on the open loop model in (6.45), in which two measured outputs xi, θi are available for
control design. The error observer in (6.16) is designed such that the smallest eigenvalue
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of Ãi in (6.18) equals approximately five times the smallest eigenvalue of Āi. The basis
functions have the following structures for three subsystems:
φik(Y l) = e
−‖Y l−Y ick ‖
2/2σik , σik = 1, i = 1, 2, 3, k = 1, . . . , Ni (6.47)
where N1 = N3 = 7, N2 = 9. The centers Y ick are randomly selected over a grid of possible
values for the vector Y l. All of the NN inputs are normalized using an estimate for their
maximum values. Since the dynamics of the first and third carts are coupled only through
the dynamics of the middle cart, and the modelling error contains a control signal, we choose
the NN input vectors as:
Y Tl1 =
[








u3 0 0 0 0 xl21 xl22 0 0 xl31 xl32 zl31 zl32
]
where Y li represents the NN input vector for the ith subsystem. Adaptation gains are
chosen as: Fi = 0.5I, ki = 0.05.
Figure 6.2 compares output tracking performances when the reference command yci , i =
1, 2, 3 is a square wave signal of magnitude 0.15m at 0.05 Hz. The pendulum angles are
shown in Figure 6.3. The initial conditions are:
x1(0) = ẋ1(0) = 0, θ1(0) = −30o, θ̇1(0) = −10o/sec
x2(0) = ẋ2(0) = 0, θ2(0) = 30o, θ̇2(0) = 10o/sec
x3(0) = ẋ3(0) = 0, θ3(0) = 20o, θ̇3(0) = −10o/sec
(6.48)
Without adaptive control compensation, the system goes unstable. When each control
is augmented with an adaptive term, the three carts are in synchronous motion with each
inverted pendulum balanced, implying implicit cooperation for output tracking. The de-
centralized coordination of three carts can be further illustrated by the control signals in
Figure 6.4. In contrast to the disharmony between three control signals in Figure 6.4(a),
the control signals in Figure 6.4(b) become almost identical after an initial transient period.
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Fig. 6.2: Comparison of the Cart Displacements with/without Adaptive Signal uadi .







































































Fig. 6.3: Comparison of the Rod Angles with/without Adaptive Signal uadi .
























(a) without adaptive signal
























(b) with adaptive signal
Fig. 6.4: Comparison of Control Signals with/without Adaptive Signal uadi .
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6.8 Conclusions
In this chapter we have presented a methodology for adaptive output feedback decentral-
ized control design under the assumption that the reference trajectories are known to all
subsystems. A linearly parameterized neural network is used to model the interconnection
effects on-line. Boundedness of error signals is shown using Lyapunov’s direct method. The
methodology is applicable to non-minimum phase subsystems.
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CHAPTER 7
ADAPTIVE OBSERVER-BASED OUTPUT FEEDBACK
CONTROL
A method of adaptive output feedback control design for an uncertain nonlinear system
is presented. The control design augments a state observer based linear control law by
an adaptive observer in a manner that adaptive estimation and control augmentation is
achieved through a single neural network. In this process, we show how unmatched un-
certainty can be managed by an adaptive signal. The proposed synthesis can be applied
to non-affine systems having parametric and dynamic uncertainties. The approach is also
applicable to non-minimum phase systems if the non-minimum phase zero dynamics are
treated in the linear control design. We illustrate the effectiveness of the approach using an
inverted pendulum example.
7.1 Introduction
In this chapter we consider the problem of augmenting an observer-based linear control law
with adaptive signals. It is assumed that the linear controller is designed using a linear model
for the system dynamics. A linear observer for the linear model of the system dynamics is
augmented by an adaptive NN as in [86]. The main contribution of this chapter is to show
how the linear controller, based on these state estimates, can be augmented by the same
NN employed for the adaptive observer, to achieve adaptation both in the observer and
in the controller design process. This is in contrast to the control architecture in [42, 43]
where two NNs are used for the observer and controller design. The approach is applicable
to non-minimum phase systems if the unstable zero dynamics are modelled in the linear
design.
This chapter is organized as follows: We formulate the control problem in Section 7.2.
The process of augmenting a linear observer using a NN is presented in Section 7.3. The
114
adaptive control design, which utilizes estimates for the uncertainty generated by the NN,
is explained in Section 7.4. Next, a stability analysis is presented in Section 7.5. Simulation
results with an inverted pendulum follow to illustrate the approach for a non-minimum
phase system in Section 7.6. Finally, conclusions are given in Section 7.7.
7.2 Problem Formulation
Consider an observable and stabilizable nonlinear system in its normal form:
ż1 =F0z1 + g0x1 + φ2(z1, z2, ξ)
ẋ1 =x2
...
ẋr =h(z1, z2, ξ, u)
=hT0 z1 + a1x1 + · · · + arxr + dr[u+ φ1(z1, z2, ξ, u)]
ż2 =f2(z1, z2, ξ)
y =x1,
(7.1)
where ξ = [x1, . . . , xr]T ∈ Rr. The linear plant model, which is used to design a linear
control law, is written in a compact form:













⎤⎥⎦ , b =
⎡⎢⎣ bm
0







0 1 0 · · · 0



















0 0 . . . dr
]
r
, cTm = [ 1 0 · · · 0 ]r.
(7.4)
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In (7.1), the variable z1 ∈ Ωz1 ⊂ Rm−r represents the part of the states of the inter-
nal dynamics that are modelled, z2 ∈ Ωz2 ⊂ Rn−m represents any unmodelled dynamics,
u ∈ Du ⊂ R1 and y ∈ R1 are control and measurement variables, and r is the known
relative degree of the system [90]. The terms φ1 and φ2 represent matched and un-
matched uncertainties respectively as in (4.2). They are unknown continuous functions,
and φ1(0, 0, 0, 0) = 0, φ2(0, 0, 0) = 0.
Assumption 7.1. The zero solution of ż2 = f2(0, z2, 0) is globally exponentially stable,
and the function f2(z1, z2, ξ) is globally Lipschitz in its arguments.
Consider the following state feedback controller for the dynamics in (7.2), which is de-
signed to track a given bounded reference command yc:
ulc = −kTx + kcyc, (7.5)
where kcyc represents a feedforward term. The plant model in (7.2), when regulated by (7.5),
constitutes the reference model, which is the nominal closed loop system. The reference
model is described as follows:
ẋl = Āxl + bkcyc, xl ∈ Ωxl ⊂ Rm
ym = cTxl,
(7.6)
where Ā = A− bkT .
When compared to (7.2), the system in (7.1) can be written in a compact form:
ẋ = Ax + bu+ bdφ(x, z2, u),
y = cTx (7.7)
ż2 = f2(x, z2),




⎤⎥⎦ , φ(x, z2, u) =
⎡⎢⎣ φ1(x, z2, u)
φ2(x, z2)
⎤⎥⎦ . (7.8)
The control objective is to design a control law u(·) for the dynamics in (7.7) so that its
output y tracks the reference model output ym. We achieve this goal through the following
steps:
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1. We use the adaptive observer from [86] to generate the state estimates x̂ to implement
the control law in (7.5) as follows:
ulc = −kT x̂ + kcyc. (7.9)
2. The linear control law ulc is augmented by an adaptive control uad, as follows:
u = ulc + uad, (7.10)
where uad is designed using the estimates for the uncertainties generated by the NN
in the process of state estimation.
7.3 Adaptive Observer Design
The adaptive observer design in [86] makes use of the linear model in (7.2) and augments
the following linear observer:
˙̂x = Ax̂ + bu+ L(y − ŷ)
ŷ = cT x̂,
(7.11)
by a SHL NN which approximates the modelling error φ. As in Theorem 3.2. for arbitrary
ε∗ > 0, there exist bounded constant weights M,N such that:
φ(x, z2, u) = MTσ(NTη) + ε(η), ‖ε(η)‖ ≤ ε∗, ∀(x, z2, u) ∈ Ωx × Ωz2 ×Du, (7.12)
where the NN input η is the same as in Theorem 3.2.
The adaptive observer is defined as:
˙̂x = Ax̂ + bu+ bdφ̂ + L(y − ŷ), x̂ ∈ Ωx̂ ⊂ Rm
ŷ = cT x̂,
(7.13)
where L is an observer gain matrix designed to make F ∆= A − LcT stable, and φ̂ is the
estimate for the modelling error:
φ̂ = M̂Tσ(N̂Tη), (7.14)
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where M̂ and N̂ are estimates of M and N to be adapted on-line. Denote the observation
error vectors E = x̂ − x, z = ŷ − y. Then the observation error dynamics can be written
as:
Ė = FE + bd[φ̂ − φ], E ∈ ΩE ⊂ Rm
z = cTE.
(7.15)
Since F is Hurwitz, for any Q > 0, there exists a P > 0 such that:
F TP + PF +Q = 0. (7.16)
The NN weights are updated using the teaching signal generated by the linear observer
for the dynamics in (7.15):
˙̂
E = F Ê + H(z − ẑ)
ẑ = cT Ê,
(7.17)
where H is a gain matrix chosen such that F̃ ∆= F − HcT is stable. This observer is used
only to generate an error signal needed in adapting the NN weights [86]. Let Ẽ = Ê − E.
Then, the estimation error dynamics for E is written as:
˙̃
E = F̃ Ẽ − bd[φ̂ − φ], Ẽ ∈ ΩẼ ⊂ Rm. (7.18)
Since F̃ is Hurwitz, for any Q̃ > 0, there exists a P̃ > 0 such that:
F̃ T P̃ + P̃ F̃ + Q̃ = 0. (7.19)
The NN weights M̂, N̂ are updated according to the following adaptation laws [86]:
˙̂
M = − ΓM [(σ̂ − σ̂′N̂Tη)ÊTPbd + kM̂ ]
˙̂
N = − ΓN [ηÊPbdM̂T σ̂′ + kN̂ ]
(7.20)
in which the NN parameters are the same as those in (3.49).
Following the analysis in Section 5.5, the forcing term φ̂−φ in (7.15) and (7.18) allows
for the following upper bound [86]:
‖φ̂ − φ‖ ≤ α1‖Z̃‖F + α2, α1, α2 > 0. (7.21)
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Following the lines in Section 5.5 , the NN approximation error φ̂ − φ can be described as
φ̂ − φ = M̃(σ̂ − σ̂′N̂Tη) + M̂T σ̂′ÑTη + w − ε (7.22)
where ω − ε can be bounded as follows:
‖w − ε‖ ≤ γ1‖Z̃‖F + γ2, γ1, γ2 > 0. (7.23)
It has been shown in [86] that, with u ≡ 0, E in (7.15) and Ẽ in (7.18) and M̃, Ñ are
bounded under a set of assumptions about Q, Q̃, k. The following Lyapunov function was
used that in that analysis
Vo(E, Ẽ, M̃ , Ñ) =ETPE + Ẽ
T










where P, P̃ are defined in (7.16), (7.19) respectively.
7.4 Adaptive Control design
When the control law in (7.10) is applied, with ulc in (7.9) being implemented using x̂ in
(7.13), the closed loop system in (7.7) is written as:
ẋ = Ax + bkcyc − bkT x̂ + buad + bdφ. (7.25)
Let uad = uad1 + uad2 . Adding and subtracting bk
Tx, bdφ̂, the dynamics in (7.25) can be
further arranged as follows:




+ bd[φ − φ̂].
(7.26)
Define tracking error vector as follows:
el = xl − x, el ∈ Ωel when xl ∈ Ωxl , x ∈ Ωx. (7.27)
Note that el represents the trajectory deviations of the closed loop system in (7.26) from
those of the reference model in (7.6). Its dynamics are given by
ėl = Āel + bkTE − b(uad1 + φ̂1) − buad2 −
⎡⎢⎣ 0
φ̂2
⎤⎥⎦− bd[φ − φ̂]. (7.28)
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The control signal uad1 is designed in the same manner as in [150], to approximately cancel
φ1:
uad1 = −φ̂1. (7.29)
Notice from (7.29) and the form of φ1 that φ1(·, u) depends on uad1 through u, and that
the role of uad1 is to cancel φ1.
Assumption 7.2. There exist a fixed point solution to the equation uad1 = −φ1(·, uad1)
uniformly in (x, z2) ∈ Ωx × Ωz2 on Du.
With uad1 in (7.29), the tracking error dynamics become:
ėl = Āel + bkTE − buad2 −
⎡⎢⎣ 0
φ̂2
⎤⎥⎦− bd[φ − φ̂]. (7.30)
Note that with uad2 = 0, the unmatched uncertainty φ2 directly enters the tracking error
dynamics. To remedy this situation, we consider the following Lyapunov function for the




where Pl is the positive definite solution to the following Lyapunov equation:
ĀTPl + PlĀ+Ql = 0, (7.32)
for some Ql > 0. The main idea for uad2 is to determine the control law so that it reduces
the effect of the unmatched uncertainty on the time derivative of Vel in (7.31).
With (7.30) and (7.32), the time derivative of Vel is described by:
V̇el = −eTl Qlel − 2eTl Plbuad2 − 2eTl Pl
⎡⎢⎣ 0
φ̂2
⎤⎥⎦− 2eTl Plbd[φ − φ̂] + 2eTl PlbkTE. (7.33)
One can see from this expression that it is desirable to design the signal uad2 in a way that





⎤⎥⎦ = 0. (7.34)
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However, since el is not available, we use êl
∆= xl − x̂ ∈ Ωêl ∈ Rm. Towards this end, the
expression in (7.33) is rewritten as:







⎤⎥⎦− 2eTl Pl[φ − φ̂] + 2eTl PlbkTE.
(7.35)
With the following definition:






the adaptive signal uad2 is designed as:
uad2 = N (ŝ) =
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩











if µ2 < |ŝ| ≤ µ
0 if |ŝ| ≤ µ2
(7.37)
where µ > 0 is a design factor introduced to reduce the control action uad2 when ŝ is
small, and to prevent uad2 from becoming unbounded when ŝ = 0. This case may occur
if êl ⊥ Plb, êl(= 0). The control signal uad2 is smooth and motivated by a switching
σ−modification [151]. The overall control signal is summarized as follows:
u = ulc + uad1 + uad2 = −kT x̂ + kcyc − φ̂1 + N (ŝ). (7.38)
7.5 Stability Analysis
Before we develop the proof of boundednessf, we need to derive bounds for φ̂ and ψ̂ in
terms of Z̃ defined after (5.33). With the following bound for each element of the estimate
for the unmatched uncertainty φ̂2:
|φ̂2i | ≤ pi‖Z̃‖F + qi, i = r + 1, . . . ,m, pi, qi > 0, (7.39)




i=r+1 pi, c2 =
∑m
i=r+1 qi. The bound in (7.39) can be derived using ‖φ̂2i‖ ≤
‖M̂i‖ ≤ c‖M̂‖F ≤ c‖M̃‖F + cM∗ with c > 0, where M̂i represents the row vector of M̂
which corresponds to φ̂2i .
In order to derive a bound for ψ̂ in (7.36), we define constants πi, i = r + 1, . . . ,m,
according to the following inequalities:
|êTl Pli | ≤ ϕi(êl)|ŝ| ≤ πi|ŝ|, when êl ∈ Ωêl \Bµ
(









∣∣∣ ≤ 2|êTl Pli |µ , πi = sup
êl∈Ωêl\Bµ
ϕi(êl), and Pli represents the ith column






















i=r+1 πipi, π2 =
∑m
i=r+1 πiqi.
We will show that the signals el in (7.30), E in (7.15), Ẽ in (7.18), and NN weight
errors Z̃ are bounded,, using the following Lyapunov candidate function:
V (el,E, Ẽ, M̃ , Ñ) = Vel + Vo(el,E, Ẽ, M̃ , Ñ), (7.43)
where Vel , Vo are defined in (7.31), (7.24) respectively. With this objective in mind, we







and the ball BR ∆= {ζ|‖ζ‖ ≤ R, R >
0} ⊆ Ωel ×ΩE ×ΩẼ ×ΩZ̃ such that for every ζ ∈ BR, the control signal u in (7.38) belongs
to Du, and ‖η‖ ≤ η∗, thus NN approximation implied in (7.12) is valid. With the definition
of ζ, the Lyapunov function in (7.43) can be compactly written as:
V (ζ) = ζTTζ, (7.44)





2Pl 0 0 0 0
0 2P 0 0 0
0 0 2P̃ 0 0
0 0 0 2Γ−1M 0




Let Tm, TM be minimal and maximal eigenvalues of T . Then, Tm‖ζ‖2 ≤ V (ζ) ≤ TM‖ζ‖2.





R, Bα = {ζ ∈ BR | ‖ζ‖ ≤ α}. (7.46)
Theorem 7.1. Suppose ζ(0) ∈ Bα and R > C, C being defined in (E.14). Subject to
Assumptions 7.1-7.2, the control design described in (7.38) guarantees that the signal ζ is
uniformly ultimately bounded, provided the following conditions hold:





2 + δ21 + Θ
2,





where δ1 = c1λmax(Pl) + (π1 + γ1)‖Pbd‖, δ′1 = γ1‖Pbd‖, Θ = γ1‖Pbd‖ + α1‖(P + P̃ )bd‖.
Proof. See Appendix E.
Theorem 7.1 implies that x is bounded since xl in (7.6) and el in (7.30) are bounded.
Then Assumption 7.1 ensures that z2 is bounded since it is input-to-state stable [91]. The
assumption that u ∈ Du and ‖η‖ ≤ η∗ is also guaranteed, since Bα ⊆ BR is positively
invariant set. Hence all the signals in the closed loop system are bounded.
7.6 Simulation Results with an Inverted Pendulum
We illustrate the proposed approach using the inverted pendulum mechanism depicted in
Figure 4.6. The mechanism is described in Section 4.5. In the simulation, the system
parameters are M = 1.2, m = 0.15, lp = 0.305, g = 9.8, a1 = 1.72, a2 = 7.68. Also
Ψ(x, ẋ) = 0 in (4.26). Its normal form and the definitions for the matched uncertainty
and unmatched uncertainty are obtained by setting Ψ(x, ẋ) = 0 in (4.28) and (4.31 ). The
plant model is given in (4.30). The control objective is to regulate the displacement of
the cart x, using measured outputs x, θ to track given command yc. A linear quadratic
regulator(LQR) compensator is designed so that ym tracks yc. Its parameters are
kT = [−7.1, 8.1,−43.3,−8.1], kc = −7.1. (7.48)
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The linear observer in (7.11) is designed such that its closed poles are located at −2.2 ±
0.6i, − 11.6 ± 2.0i. The observer poles for the teaching signal of the NN are at −75.4 ±
13.2i,−14.1 ± 4.0i. Since two outputs are available, network inputs are constructed as
follows:
ηT = [x1, x1(t− d), z1, z1(t− d), u], d = 0.04 sec. (7.49)
The modelling error φ is approximated by 3 NNs rather than 1 NN because it allows
easy tuning for its parameters and learning rates to approximate each uncertainty. This is
equivalent to the use of 1 NN [36]. The design parameters µ in (7.37) are chosen as 0.02.
Figure 7.1 compares the output (x) responses of the closed loop system regulated by
the linear controller, the LQR controller in (7.48) combined with the linear observer, and
the one regulated by the proposed controller when the reference command is a square wave
of .15(m) at .05 Hz. The initial conditions are:
x(0) = ẋ(0) = θ̇(0) = 0, θ(0) = 5o. (7.50)
The proposed control achieves significant reduction in output oscillations. To compare the

















Fig. 7.1: Comparison of Output Responses of the Linear Control and the Proposed Control
performances of the linear observer and the adaptive observer, the estimation errors for ẋ
and θ̇, i.e. the 2nd and 4th elements of E are shown in Figure 7.2. The importance of uad
is verified when we set the initial conditions as:
x(0) = ẋ(0) = 0, θ(0) = 50o, θ̇(0) = 5o/sec. (7.51)
In this case, the linear control law combined with the adaptive observer fails to regulate the
124



















Fig. 7.2: Comparison of Estimation Errors by the Linear Observer and the Adaptive
Observer : a) ẋ Estimation Error b) θ̇ Estimation Error
system. With the adaptive law uad, on the other hand, Figure 7.3 shows that following a
large transient, the control system recovers output tracking.
















Fig. 7.3: Output Response of the Proposed Controller with the Initial Condition for which
a Linear Control Law is not Valid
7.7 Conclusions
This chapter presents an approach for adaptive output feedback control of uncertain non-
linear systems. The control is based on augmentation of a linear control law, which uses
states generated by an adaptive observer. To compensate for the uncertainties, the linear
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controller is augmented by an adaptive element. This approach is applicable to both min-
imum phase and non-minimum phase nonlinear systems. The key properties of the design
are that only output variables are used and the unmatched uncertainty is compensated by
adaptive control. The main assumption is that the relative degree of the regulated output
is known. Simulation results with an inverted pendulum demonstrate the validity of the
approach for control of a nonlinear non-minimum phase system.
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CHAPTER 8
APPLICATION TO A FLEXIBLE ROBOT CONTROL
This chapter addresses adaptive augmentation of an existing inertial damping mechanism,
for controlling a micromanipulator that is serially attached to a macromanipulator. The
objective of the control design is to compensate for the flexibility of the macromanipulator,
and suppress vibrations. An experimental testbed is used to demonstrate the theoretical
approach. In the testbed, the micromanipulator is mounted at the tip of a cantilevered
beam which resembles a macromanipulator with its joint locked. The inertial damping
control combines acceleration feedback with a separately designed position control for the
micromanipulator. There were several design challenges that had to be faced from an
adaptive control perspective. One challenge was the presence of a non-minimum phase zero
in an output feedback adaptive control design setting in which the regulated output variable
has zero relative degree. Other challenges included flexibility in the actuation devices, lack
of control degrees of freedom, and high dimensionality of the system dynamics. In this
paper we describe how we overcame these difficulties. Experimental results are provided to
illustrate the effectiveness of the augmenting approach to adaptive output feedback control
design.
8.1 Introduction
A rigid micromanipulator attached serially to a macromanipulator is used in industrial
robotics where a lightweight and long-reach capability is needed, such as might be the case in
a space robotics application. To achieve tip positioning with high accuracy within acceptable
time, the flexibility in the macromanipulator necessitates the design of a control system
that includes provision for vibration damping. Inertial damping control has experimentally
proven effective using the test bed in the Intelligent Machine Dynamics Laboratory (IMDL)
at Georgia Tech., in which a micromanipulator, SAMII ( Small Articulated Manipulator
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II), is mounted at the tip of a cantilevered beam fixed to the ceiling, the base motion of
which is similar to that at the tip of a flexible manipulator with locked joints [152–154].
In inertial damping control, the micromanipulator is commanded so as to produce inertial
forces that damp the unwanted vibration in the base. Therefore, the method generally
requires a relatively accurate model for the interactions between the micromanipulator and
the base, which is essential to avoid particular locations where coupling effects between the
micromanipulator and the base are not suitable for vibration damping. In the design, it
is important to limit the control gain to ensure that model uncertainties do not lead to
instabilities. Also, it is important to maintain a proper link configuration so that inertial
effects dominate the interaction forces [155].
When the robot executes its task in a real-time environment, however, the control
method which requires a sound model for its dynamic process may be deficient due to
inherent uncertainties in the system modelling and operating conditions. In [156], it is
shown that modal uncertainty associated with the macromanipulator dynamics can lead to
controller induced instabilities. Thus, uncertainty in the system dynamics and operating
conditions makes the design of an augmenting adaptive controller highly desirable for this
application.
In this chapter we implement adaptive control in Chapter 4 to augment the existing
inertial damping control system given in [156] for suppressing flexible base vibration. After
all, the approach allows the system to be non-minimum phase and thus can be applied
to control of flexible-link robot arms that can be non-minimum phase when actuators and
sensors are not collocated [157, pp.20-26]. Beyond the non-minimum phase aspect of the
problem, several challenges need to be addressed. For one, the output regulated variable
has zero relative degree. In addition, the actuation device exhibits significant flexibility
[158]. Furthermore, the control degrees of freedom is smaller than the coupled number
of outputs to be regulated. That is, the existing system combines both position control
and vibration control in a single input design setting. Finally, the dimension of the system
dynamics increase as the second mode of base vibration is considered in design of the existing
controller.
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The chapter is organized as follows: In Section 8.2, we describe the essential features of
IMDL testbed. In Section 8.3, the existing control system is presented. Next, the details
of the augmenting adaptive controller design are given in Section 8.4, with emphasis on
how the approach in Chapter 4 was adapted to address the challenges in this application.
In Section 8.5, experimental results are described that support the validity of the overall
approach. Conclusion are given in Section 8.6.
8.2 System Description
Figure 8.1 depicts SAMII mounted serially to the 5-m long cantilevered beam suspended
from an I-beam of the building. The actuators of the system are hydraulic servo motors at
Fig. 8.1: Testbed at the Intelligent Machine Dynamics Laboratory (IMDL) at Georgia
Tech.
the joints of SAMII. These are rotary vane actuators with electro-hydraulic servo valves.
Optical encoders located on the shaft of each joint perform measurement of the rotational
position of the joints. For vibration control, accelerations are measured by accelerometers
located at the beam tip. Figure 8.2 defines the coordinates related to the control design.
With the definitions given in Figure 8.2, the configuration in Figure 8.1 is described by
θ1 = −90◦, θ2 = 90◦, and θ3 = 90◦, and x = 0, which represents the initial position where
the control system starts. The existing control system considers only vibration control of a
single direction (x) by implementing an inertial damping controller to a single link (link 2)












Fig. 8.2: Definitions of Coordinates in the Existing Control System
feedback control. Therefore, only the variable θ2 among joint angles is used in design of the
control system, and the notation θ is used in place of θ2 throughout the chapter.
The hydraulic actuator model in [156], a linear model derived by curve fitting experi-




K1[(s/ω2)2 + 2ζ2(s/ω2) + 1]
s(s/τ + 1)[(s/ωp)2 + 2ζp(s/ωp) + 1]
, (8.1)
where θ◦ is in degrees, and u is the input voltage to the hydraulic actuator. The parameters
in this model are: K1 = 20, ωd = 8.2Hz, ζd = 0.11, ω2 = 10Hz, ζ2 = 0.06, τ = 30Hz.
Figure 8.3 compares the frequency response of the model in Eq.(8.1) to that of experimental
data. Note that the model in (8.1) includes flexibility in the actuator model, in contrast to
that in [152,155].
In the same manner, the acceleration of the base is modelled as a transfer function.
This linear model implies that the Coriolis term and centrifugal forces are negligible in the
interaction forces. The transfer function for the base acceleration with the joint angle θ as
input is given in [156] as
ẍ
θ
= Pf (s) =
s4B1φ1(L)
(s/ω1)2 + 2ζ1(s/ω1) + 1
+
s4B2φ2(L)
(s/ω2)2 + 2ζ2(s/ω2) + 1
,
(8.2)
where x represents the displacement of the point on which the accelerometer is mounted









































Fig. 8.3: Comparison of Frequency Response of the Actuator Model in (8.1) to Experi-
mental Data
terms φ1 and φ2 represent the normalized mode shapes so that φ1(L) = φ2(L) = 1. The
frequency response of the model in (8.2) is compared to the experimental data in Figure
8.4. Note that the model in (8.2) is only valid up to a frequency of 20 Hz. This means that
the dynamics at high frequency are essentially unknown. Furthermore, with 4 zeros at the
origin ( s4) , the opposite sign of B1 and B2 in (8.2) results in right-half plane zeros and
renders the acceleration output with the input u non-minimum phase. This is physically
due to the sensor location which is not collocated with the hydraulic actuator as explained
in [156] ( See also Figure 8.2). The uncertainty in high frequency dynamics together with
its non-minimum phase property severely restricts the control gains, and thus renders the
design of a high-performance vibration controller a challenging task.
8.3 Existing Control System
The existing control system consists of a position controller combined with an inertial
damping controller which is separately designed to suppress vibration. In spirit, the control
scheme is based on separation of bandwidths, or two time-scales, in which the fact that
the base vibration is relatively “fast” compared to the robot motion is exploited [154].





















































Hydraulic Actuator Flexible Base
Fig. 8.5: Existing Control System Architecture
controller for the rigid link is a proportional feedback
ur = Kr(θd − θ), (8.3)
where θd is the position command for the link, and Kr = 1. Proportional acceleration
feedback, with Kf = −1.435, is used to suppress vibrations, based on the assumption that
the hydraulic actuator results in a velocity proportional to voltage. As can be seen from
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Figure 8.3, this is approximately true up to a bandwidth of 8 Hz. However, according to the
analysis in [156], with B1 and B2 in (8.2) having opposite signs, this proportional feedback
results in a design that adds damping to the first mode, at the expense of reducing the
damping in the second mode. Therefore, a butterworth low-pass filter, Gf (s), is introduced
before ẍ is used for feedback purpose. That is,
af = Gf (s)ẍ =
1
(s/ωc)2 + 2ζc(s/ωc) + 1
ẍ (8.4)
where ωc = 2Hz = 12.6rad/s, ζc = 0.707. Subsequently, the acceleration controller is
realized as
uf = Kfaf . (8.5)
A more description of the existing control system can be found in [156].
8.4 Adaptive Control Augmentation
8.4.1 Addressing Main Challenges
When attempting to apply the adaptive approach in Chapter 4 to this system, one imme-
diate difficulty is the lack of control degrees of freedom, i.e., a single control input needs to
achieve combined position and vibration control with measurements of joint angle and base
vibration. Thus, a new regulated output variable is defined by blending these two outputs
yo = W1θ +W ′2
ẍ
Lω21
= W1θ +W2ẍ. (8.6)
The weights W1 = 0.5 and W2 = −0.5 were intentionally selected due to the fact that the
control has an opposite effect on the base acceleration and the link 2 ( Moving the link in
positive θ direction leads to negative ẍ). The blended output yo has relative degree zero,
as can be seen by combining transfer functions in (8.1) and (8.2). On the other hand, if we
use af in (8.4) in blending process,
yb =W1θ +W2Gf (s)ẍ (8.7)
the blended output has relative degree 2. Since the approach in Chapter 4 assumes that the
relative degree of the regulated output is greater than zero, the variable yb in (8.7) is selected
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as regulated output variable. This is also in accordance with the philosophy of the existing
inertial damping control system. That is, high frequency in the measurement is suppressed
by the low-pass filter. In addition, since the electro-hydraulic servo valve dynamics lie
outside bandwidth of our design (τ = 30 Hz), yb is treated as having a practical relative
degree of 1.
The adaptive design concerns the two-time scale approach used to design the existing
control system. This renders difficult to define a reference model for the adaptive portion
of the design, for the reference model should be defined so that it represents the closed loop
dynamics of the plant model being regulated by the existing controller. According to the
results in [156], the overall performance of the of the system could be significantly improved
if a coupled single controller were designed for the combined dynamics in (8.1) and (8.2).
Hence, the reference model for the adaptive design was defined in a way so as to achieve a
higher level of performance.
8.4.2 Reference Model Design
We start to design the reference model by selecting the plant model. The hydraulic actuator





s[(s/ωp)2 + 2ζp(s/ωp) + 1]
. (8.8)
This model ignores the elector-hydraulic servo valve dynamics and its high frequency zero.





(s/ω1)2 + 2ζ1(s/ω1) + 1
. (8.9)
Finally, regulated output is defined without the low-pass filter
ymb = W1θm +W2ẍm, (8.10)
since the second mode of the base is not considered in the design model. The resulting
blended output has relative degree 1 and matches that in (8.7) within the bandwidths of
interest, as shown in Figure 8.6. In this figure , the frequency response of the blended

















































: output filtered + no servo valve dynamics
Fig. 8.6: Comparison of the Blended Output of the Design Model to that in (8.7) without
Servo Valve Dynamics
valve dynamics are not present. The combined dynamics of the transfer functions in (8.8)
and (8.9), together with the blended output in (8.10), are described in the following state
space form





As a next step, we design a linear quadratic regulator (LQR) controller for the design





where Q = diag[.5 .5 .5 1.5 2.5] and R = 0.01. The resulting controller is as follows:
ulqr = −Klqr(χ − χd), (8.13)
where χd = [θd 0 0 0 0 ]T represents the steady state vector which generates the desired
position angle θd for the link and Klqr = [ 7.46 8.94 7.07 4.41 19.46 ].
Now the reference model is put into its normal form. Since ymb is of relative degree 1,
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the normal form is written as
ξ̇m = a1ξm + +hTmzm + bu
żm = Fmzm + gmξm
ymb = ξm,
(8.14)
where ξm ∈ R, zm ∈ R4, b = −85.58, and
a1 = −11.4, hTm =
[




0 −9.70 −0.67 −9.16
32 0 0 0
0 16 0 0











Using the same transformation, the LQR controller in (8.13) can be expressed as
ulqr = −k1ξm − kT2 zm + k1θd, (8.16)
where k1 = −3.23, kT2 = [−22.96, − 5.48, − 5.38, 1.20]. The design model in (8.14)
regulated by the controller in (8.16) leads to the reference model in the normal form























The performance of the reference model is compared to that of the combined model of
(8.1) and (8.2) regulated by the existing controller of (8.3) and (8.4) in Figures 8.7 and 8.8
for a reference command corresponding to the step response of the following command filter
R(s) =
1
(s/ωd)2 + 2ζd(s/ωd) + 1
, (8.19)
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Fig. 8.7: Comparison of the Joint Angle Response between the Reference Model and the
Combined Model of (8.1) and (8.2) regulated by the Existing Controller

























Fig. 8.8: Comparison of the Base Acceleration Response between the Reference Model
and the Combined Model of (8.1) and (8.2) regulated by the Existing Controller
where wd = 10rad/s, ζd = 0.8.
The reference model achieves less oscillatory tracking response in the position control of
the link with much less vibration in the base compared to the closed loop of the combined
model of (8.1) and (8.2) under the regulation of the existing controller. Thus use of this
reference model in the adaptive design implies that we expect the adaptive controller to
achieve a higher level of performance in the presence of modelling error, than that of the
existing controller operating in the absence of modelling error.
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8.4.3 Augmenting Adaptive Elements
To employ the adaptive approach in Chapter 4, the system dynamics are, with the regulated
output yb in (8.7), expressed in normal form
ξ̇ = a1ξ + hTmz1 + bu+ φ1(z1, z2, u)
ż1 = Fmz1 + gmξ + φ2(ξ,z1, z2)
ż2 = f2(ξ,z1, z2)
yb = ξ,
(8.20)
where z1 are the states of the internal dynamics modelled through zm in (8.14), z2 are
the states of unmodelled dynamics which are assumed to be input-to-state stable with
ξ,z2 viewed as input, φ1(z1, z2, u) represents the matched uncertainty, and φ2(ξ,z1, z2)
represents the unmatched uncertainty.
Define,
u = ulc + uad (8.21)
where ulc represents the output of the existing controller, and uad is the output of the
adaptive controller. The first equation in (8.20) is rearranged as
ξ̇ =(a1 − bk1)ξ + (hTm − bkT2 )z1 + bk1θd
+ b(uad + ∆1),
(8.22)




φ1(z1, z2, u) + k1ξ + kT2 z1 + k1θd + ulc, (8.23)





⎡⎢⎣ ξm − ξ
zm − z1
⎤⎥⎦ , E ∈ R5. (8.24)
Comparing (8.20), with its first equation as in (8.22), to (8.17) leads to the following ex-
pression for the error dynamics













The error dynamics (8.25) have the same form as that in (4.10). Define,
uad = −unn − udc, (8.27)
where unn is the adaptive NN output variable, and udc is output of a linear controller





which is described by the state space form as
ẋa = acxa + bce1
udc = ccxa + dce1.
(8.29)
Applying the controller in (8.28) to the dynamics in (8.25) leads to the following redefined
error dynamics:
Ėa = LaEa +
⎡⎢⎣ b̄
0








⎤⎥⎦ ∈ R6, La =




Since La is Hurwitz by design, there exist a P = P T > 0 such that, for some Qe > 0,
ĀTP + PĀ+Qe = 0. (8.32)
For this design we used Qe = 1.1I6×6.
Notice from (8.21) and (8.27) that ∆1 in (8.23) depends on unn through u, and that the
role of unn is to cancel ∆1. This constitutes a fixed point problem. Within the range of
bandwidths of interest, if we assume that the frequency response model in Figure 8.6 is a
close approximate for the physical system, it can be easily seen that the conditions in (2.17)
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are satisfied. Thus Assumption 4.2 is assured. To circumvent a fixed point iteration in the
real-time environment, the control signal is delayed by the single sampling time before it
is used as a network input. In a preliminary simulation, this was compared to obtaining a
fixed point solution, and the results were not distinguishable.
A SHLNN is used to approximate ∆1 in (8.23). Since the system dimension is not
exactly known, 9 delayed values of yb in (8.7) and 8 delayed values of the input u, with
delay d = 0.06 sec., are combined to realize the NN input signal in (4.13). The squashing
functions are chosen as sigmoidal functions
[σ(NTη)]i =
1
1 + e−a(NT η)i
, i = 1, · · · , 6, (8.33)
where a = 1 represents the activation potential.
The adaptive signal unn is expressed in the form
unn = M̂Tσ(N̂Tη) (8.34)
where M̂ and N̂ are weights that are adapted on-line. The weight adaptation law in (3.49)
used in Chapter 4 requires construction of an estimator for all of the states Ea in (8.30), or
E in (8.25) in case the state of the additional controller xc are excluded from the estimated
states. However, the method in [63] does not require an error observer in case the output
has relative degree 1. Thus, we utilized the following update law
˙̂
M = − ΓM [(σ̂ − σ̂′N̂Tη)e1P11b+ kM̂ ]
˙̂
N = − ΓN [e1P11bηM̂T σ̂′ + kN̂ ] ,
(8.35)




⎤⎥⎦ P11 ∈ R, P22 ∈ R5×5. (8.36)
The following parameters are used for the adaptive law in (8.35)
ΓM = 0.017I7×7, ΓN = 0.068I20×20, k = 0.24. (8.37)
The overall NN-based adaptive control architecture is depicted in Figure 8.9, where the





























Fig. 8.9: Adaptive Control Augmenting Architecture with Flexible Robot
8.5 Experimental Results
To analyze the effectiveness of the existing control scheme and the NN-based augmenting
scheme during two-dimensional robot motion, a square wave of magnitude 15◦ and frequency
of 0.025 Hz is applied through the command filter in (8.19) with all other degrees of freedom
locked. The control objective is to achieve inertial tip positioning of the end effector attached
to the micromanipulator. Relative rotation of the joint angle with respect to the base is
measured by an encoder, and the base acceleration is measured by an accelerometer ( See
Figure 8.2).
The joint angle θ and the base acceleration ẍ responses are shown in Figures 8.10
and 8.11. Dashed lines represent the responses without the inertial damping controller,
dotted lines represent the responses with the inertial damping controller, and the solid lines
represent the responses with adaptive augmentation. Due to the scale used in these figures,
the differences in responses are hard to distinguish, but selected regions are zoomed into in
successive figures below.
Figures 8.12 and 8.13 show the differences in transient response for each of the different
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shown in        
Fig.s  8.12  &  8.14 
Fig. 8.10: Comparison of the Joint Angle Responses with a Square Wave Reference Com-
mand






























Fig.s 8.13 & 8.15 
Fig. 8.11: Comparison of the Base Acceleration with a Square Wave Reference Command
control strategies. Without damping control, the joint angle tracks the reference command
very closely, but the base acceleration is completely uncontrolled. This results in a long
settling time because of the long vibration decay time. In contrast, with the inertial damp-
ing control added (“uf without uad”), the responses in Figures 8.12 and 8.13 show that
the micromanipulator is moved in a manner to damp the base vibration. At the expense
of a slight overshoot with oscillations in the joint angle, the acceleration in the flexible
base is greatly diminished. The frequency content observed in the joint angle shows that
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Fig. 8.12: Comparison of Transient Responses for the Joint Angle





























Fig. 8.13: Comparison of Transient Responses for the Base Acceleration
the first mode vibration is damped. Similar oscillations are also observed when adaptive
augmentation is applied (“uf with uad”).
Inspection of the steady state responses from Figures 8.10 and 8.11 as shown in Figures
8.14 and 8.15 reveals interesting features of the different controllers. With the existing
control system, the base vibrates continuously, and this vibration is also reflected in the
oscillating joint angle. This kind of behavior is problematic if the manipulator is to be
employed for tasks requiring high precision. In contrast, the augmented control regulates
the joint angle close to the accuracy of the encoder resolution (0.044◦), and it suppresses
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Fig. 8.14: Comparison of Steady State Responses for the Joint Angle
































Fig. 8.15: Comparison of Steady State Responses for the Base Acceleration
the vibration to the level of that without damping control (Without damping control, the
vibration decays completely to zero in its steady state response, thus oscillations in the
acceleration measurement are due to sensor noise).
Investigation of the joint angle steady state reveals another interesting phenomenon in
the existing control system: the joint angle oscillates around a value that is offset from
the desired angle due to actuator nonlinearities such as dead zone and stiction. These
nonlinearities in the actuation are configuration dependent and time-varying, depending on
operating conditions. In tests it was observed that this phenomenon became prominent and
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the existing control system exhibited a large steady state error (about 2◦). Figures 8.16
and 8.17 illustrate the joint angle and the base acceleration responses for such a case. The
steady state error in the joint angle is clearly visible when the system is under the regulation
of the existing control system. This indicates that the fixed gain control deviates when it
encounters an uncertain operating condition. When the adaptive elements are turned on,
however, the steady state error quickly decays to zero while the remaining vibration of the
base is damped out. The action of the adaptive elements in augmenting the existing control

















Fig. 8.16: Joint Angle Responses in the case of a Large Steady State Error in the Joint
Angle




















Fig. 8.17: Base Acceleration in the case of a Large Steady State Error in the Joint Angle
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can be explained by investigating the tracking error e1 in (8.24). This error is the deviation
of the regulated output from that of the reference model, and Figure 8.18 shows this error.
As soon as the adaptive control is turned on, the error is regulated to zero. This is only
possible when the regulation of the joint angle and the suppression of the base vibration
are achieved simultaneously, because the regulated output combines the joint angle and the
base vibration.












Fig. 8.18: Tracking Error e1 in (8.24) in the case of a Large Steady State Error in the
Joint Angle
Finally, to more fully illustrate the potential benefits of the augmenting adaptive con-
troller, the acceleration gain for the inertial damping control is increased from Kf = −1.435
to Kf = −3.28. In this case, the closed loop system under regulation by the existing con-
troller becomes highly unstable and requires increasing the gain in the lead compensator in
(8.28) from 0.2 to 0.6. Figures 8.19, 8.20, and 8.21 show the responses of the joint angle,
the base acceleration, and the tracking error e1, respectively. Without the augmenting ele-
ments, the existing system immediately goes unstable while the augmented control system
maintains good performance.
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Fig. 8.19: Joint Angle Responses with Increased Acceleration Control Gain




























Fig. 8.20: Base Acceleration with Increased Acceleration Control Gain
8.6 Conclusions
This chapter addresses NN-based adaptive output feedback augmentation of an existing
combined position and vibration control system. The method involves applying the ap-
proach in Chapter 4 to an existing linear two time-scale controller. Both the nonadaptive
and the adaptive controllers with damping control are effective in reducing the transient time
of the vibration. However, in steady state, with adaptation the micromanipulator achieves
a level of accuracy on the order of the encoder resolution. Furthermore, adaptation over-
comes the effects of actuation nonlinearities due to dead zone and stiction, providing highly
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This thesis describes NN-based adaptive output feedback control methods with flexible
systems as the main application. The adaptive control is assumed to augment an existing
linear controller. The main assumption is that the relative degree of the regulated output
is known. When the regulated output is minimum phase, internal model-following control
is shown to be effective in compensating for modelling errors, external disturbances, and
actuator nonlinearities. The implementation results with a three-disk torsional system
illustrates its effectiveness in a real-time environment. External model-following control
does not rely on inversion, thus it can be applied to non-minimum phase systems. Its
effectiveness in both minimum phase systems and non-minimum phase systems is illustrated
through experiments with the three-disk torsional system, an inverted pendulum, and a
flexible-base manipulator. This approach is further extended so that it can be applied
to control of MIMO non-minimum phase systems and, in a decentralized setting, to a
large-scale interconnected systems. The flexibility of the external model-following control is
further shown by employing the control architecture in order to adaptively augment a linear
observer-based controller. In this approach, a single neural network is used for adaptation
in the observer and controller simultaneously, resulting in an adaptive control method that
compensates for the unmatched uncertainty as well.
9.2 Recommended Future Research
There are three areas in which further theoretical research is recommended. The first is
to mathematically clarify some issues regarding the use of a set of input/output delayed
values to approximate an uncertainty. The issue concerns the fixed-point problem in the
NN-based adaptive output feedback methods. This problem arises due to the fact that the
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uncertainty ∆(·, u) is, through u, a function of the adaptive signal uad while the goal of uad
is to approximately cancel ∆(·, u). The existence of a fixed-point solution is not restrictive,
and this point has been addressed in Section 2.3. In a real-time environment, however,
the algebraic loop is broken by implementing a delayed values for the control input to the
NN. This process has been justified in [89], in which the mean value theorem is utilized
to eliminate the fixed-point assumption. However, with a fixed-point assumption, this is
mainly justified by simulation studies in which the use of delayed control signal produces
the same result as the fixed-point iteration. Mathematical justification for this process is a
current research topic.
Another issue related to the use of input/output pairs concerns the stability proofs
presented in this thesis. According to the analysis in [65], the NN approximation theorem
based on a finite history of input/output pairs is only valid for a class of bounded nonlinear
processes. However, when combined with control synthesis, boundedness of all the closed-
loop signals are in turn guaranteed by properly designing a control law. To break this
seemingly circular argument, one must show that all the signals remain bounded a posteriori
when the system is regulated by the NN-based adaptive controller. In a state feedback
setting, this has been shown for a given controller by identifying a positively invariant set
to which the initial conditions are required to belong [41]. In the stability proofs in this
thesis (for example, see Section 5.5), the compact set for initial conditions is determined
by an implicit mapping rather than an explicit mapping. Defining the compact set by an
explicit mapping is a topic currently under investigation.
Together with a proof of ultimate boundedness, equally important is the issue of the
“size” of the ultimate bound. The stability proofs in this thesis do not provide a means
for achieving an arbitrarily small ultimate bound. In state feedback settings, an arbitrarily
small ultimate bound has been implied by employing a high-gain controller [36,37,40]. Re-
cent progress includes guaranteeing an arbitrary bound, as a function of design parameters,
on tracking error [?]. In output feedback settings, most approaches [40, 41] have attacked
this problem by employing a high-gain observer [13]. Addressing this problem, especially
in relation to the error observer in [63], is a remaining research topic. It is expected that
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with employing a high-gain observer for the error dynamics, an arbitrarily small bound for
tracking error can be assured.
The third issue is related to the uncertainty for which a NN is employed. In Section 3.3,
we address compensation for actuator nonlinearities such as dead zone, backlash, and hys-
teresis based on the results in [77] in which a class of nonlinearities that can be decomposed
as a linear portion and a Lipschitz-type nonlinearity are considered. When a NN is em-
ployed to compensate for this class of nonlinearities as in Section 3.3, the question about the
capability of a NN for this class of nonlinearities naturally arises. In particular, a hysteresis
with nonlocal memory [159, pp. 14-17 in Introduction] involves a dependency from the his-
tory of its input. This implies, unlike dead zone, backlash, and a single relay hysteresis, that
hysteresis with nonlocal memory may be better described by input-output dynamic opera-
tors. For example, in [160], the input-output passivity of the classical Preisach model [159]
pointed out in [161] is used to analyze and design controllers for linear systems with hys-
teretic actuators. The NN-based hysteresis identification schemes have used a NN either as
an substitute for hysteresis [162,163] or as an approximator for unknown weights with its in-
put preprocessed by elementary hysteretic operators [164–166]. The approaches in [167–169]
utilize a different set of inputs for NNs instead of introducing internal states. The analysis
of a proper NN structure, with its theoretical clarification and simulation studies in relation
to the well-developed Preisach hysteresis model, remains a topic for future research.
From the perspective of applications, we need to further explore issues related to non-
linear actuation, sensor noise, and unmodelled dynamics. Control hedging, or its analo-
gous mechanism, pseudo-control hedging in augmenting an inverting controller, has been
relatively well tested through many flight control systems and other laboratory settings
[66, 67, 99]. The disturbance observer-based compensation for actuator nonlinearities has
not been tested yet. Evaluation of this method using, for example, an inverted pendulum
apparatus should be done. Such an apparatus, if based on a rack-and-pinion gear and
torque motor actuation system, will likely exhibit a highly nonlinear behavior at low com-
mand levels due to high stiction in the gears and to slight asymmetry in the behavior. As a
result, regulating the displacement of the cart with high precision will further test the use
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of a disturbance observer-based compensation for actuator nonlinearities. The modelling
of this apparatus necessarily involves zeros in the plant model whether it is obtained from
linearization with respect to the vertical-up position (unstable, non-minimum phase ) or
the vertical-down position (stable, minimum phase). However, the result in Section 3.3
requires that the plant model is fully linearizable. This calls for extension of the approach
to address an augmenting design problem in which the plant model contains zero dynamics.
In parallel with this development, the development of a control algorithm to compensate
for actuator nonlinearities in the external model-following control will be a challenging but
fruitful research topic. It is expected that the structure of RIC will play a key role in im-
plementing a disturbance observer-based design within the external model-following control
framework because it does not require any property of the system regarding zero dynamics
or stability [82].
The problem of sensor noise is especially problematic for those output feedback ap-
proaches that employ a high-gain observer in the estimation process. The high-gain ob-
server may also cause implementation problems due to limited sampling frequency in most
available laboratory systems. Ref. [15] illustrates how carefully it should be designed in
relation to sampling frequency. In [170], it has been pointed out that the full order observer
in Chapter 4 is more sensitive to sensor noise compared to a reduced observer. This idea
is exploited in control of the flexible-base manipulator where the measurements of base
accelerations are highly noisy. To circumvent the estimation problem, experiments with the
relative degree of the regulated output equal to 1 were carried out, utilizing a new update
law that requires only the tracking error. The stability proof of this approach, in which the
NN weights are updated using only estimates of the reduced error observer, remains a future
research topic. In addition, research on how to solve for an optimal solution when multiple
objectives among performance requirements and robustness need to be synthesized will be
vital for successful implementation of the NN-based adaptive algorithm in highly complex,
multi-degree-of-freedom systems. In general, for complex systems the performance specifi-
cations tend to be diverse and complex. One viable solution, when multiple objectives are
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need to be met, is to utilize multi-objective LMI [171, 172] to provide systematic perfor-
mance tuning while the adaptation is used to compensate for uncertainties in the control
system.
From implementation of the adaptive control in the flexible base manipulator, we ob-
tained promising results in control of a single degree of freedom system. Subsequent research
must verify that adaptation is useful for compensating for changes in inertia and system
configuration that result when the robot executes tasks such as picking up an object and
carry it through the workspace. The implementation of the adaptive approach in a full 6
degree-of-freedom system will be a challenging and very insightful excursion into real-world
applications.
The decentralized approach in this thesis is formulated with the assumption that un-
modelled dynamics are not present. This is not the case in most large-scale interconnected
systems, in which a certain degree of unmodelled dynamics are unavoidable in practice.
When we attempt to extend the approach to allow for unmodelled dynamics, we encounter
the issues of how to achieve an implicit cooperation for the whole system consisting of
completely independent subsystems, and how to specify an observability condition for the
whole composite system at the level of each subsystem, without communication among the
subsystems. In the approach of this thesis, the issue of implicit cooperation was treated
by sharing the states of the reference models among every subsystem. This somewhat vi-
olates the concept of “ completely decentralized control” because the approach allows a
central information flow to every subsystem. It is proposed that research on properly re-
stricting reference commands should relax the above need. That is, by restricting reference
commands to those realizable by the whole composite system and not by each decoupled
subsystems, the implicit coordination should be achieved without any communication be-
tween subsystems. The other problem of observability can be tackled by investigating the
observability of a local group consisting a subsystem and its neighbors. By concentrating
on local groups instead of the whole system, the problem of observability can be addressed
in a rather “small scale.” By this, we can limit the dimension of the NN input required to
reconstruct an unknown process, and this prevents it from growing proportionally to the
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dimension of the whole system.
Finally, a critical assumption in this thesis is the knowledge of the relative degree of
the system. Considering that frequency response is the most common form of system
identification, it is desirable that we develop the approach that requires the knowledge of the
relative degree within the bandwidth of interests. The problem of practical relative degree
versus the absolute relative degree has typically been addressed by a singular perturbation
approach [173,174] in which the stability of the original system is analyzed by investigating a
reduced model consisting of the degenerate system when a very small parameter is replaced
by zero. Addressing this problem in the setting of ultimate boundedness has not been
reported in the literature, and research on this topic is expected to further justify a practical




Proof of Theorem 2.3 : By the Popov-Belevitch-Hautus(PBH) test [175], the linear









⎤⎥⎥⎥⎥⎦ = np + nd, ∀s ∈ C. (A.1)
Due to the zero block in (A.1), whenAp andAd have no common eigenvalues, observability of




It remains to be shown that observability of (Ad, C̄) is equivalent to observability of (Ad, Cd).
From the PBH eigenvector test [175], (Ad, C̄) is not observable iff there exists a vector q = 0
such that Adq = λq and C̄q = 0. By assumption 3 in Theorem 2.3, C̄q = 0 iff Cdq = 0. 
Proof of Corollary 2.1 : If Ap and Ad do not share a common eigenvalue, then from
Theorem 2.3 it follows that (A,C) in (2.35) is observable. Suppose Ap and Ad do share a
common eigenvalue at s = λ. Then by PBH eigenvector test (A,C) is not observable iff







⎤⎥⎥⎥⎥⎦ q̄ = 0.
Let q2 be an eigenvector of Ad corresponding to λ, then there exists a q1 such that⎡⎢⎣ Cp
λInp −Ap




Proof of Theorem 3.1 : Consider the Lyapunov function candidate V in (3.19). With
NN update rule in (2.34) and using zTPbcl = zTccl = ỹad from (2.31), together with the
dynamics described in (3.7), (2.29), and (2.32), the time derivative V̇ is described by
V̇ = − 1
2
em
TQnem + eTmPn[−b̄ce1 + b̄uh]
−1
2





f Pfbfφ − σtr{W̃
T
(W̃ + W )},
(B.1)
where Qn, Q,Qf are defined in (3.8), (2.31), and (2.33) respectively. Assuming that the filter
T−1(s) is scaled so that its maximum gain is unity, the filtered error εf can be bounded as
|εf | ≤ ε∗. (B.2)
With this bound, the time derivative V̇ is upper bounded by
V̇ ≤− 1
2
qn ‖em‖ + ‖em‖ ‖z‖
∥∥Pnb̄ccTe1∥∥ + ‖em‖∥∥Pnb̄∥∥ |uh|
−1
2
q ‖z‖ + ‖z‖ ‖Pbcl‖ [|θ| + ε∗]
−1
2
qf ‖zf‖ + ‖zf‖ ‖Pfbfφ‖ − σtr{W̃
T
(W̃ + W )},
(B.3)
where qn = λmin(Qn), q = λmin(Q), qf = λmin(Qf ). Using the inequality in (3.17), V̇ is
arranged as
V̇ ≤− γ1 ‖em‖2 + γ2 ‖em‖ ‖z‖ + γ3 ‖em‖
∥∥∥W̃∥∥∥ + γ4 ‖em‖
−1
2
q ‖z‖2 + β1 ‖z‖
∥∥∥W̃∥∥∥ + β2 ‖z‖
−1
2











∥∥Pnb̄∥∥ , γ2 = ∥∥Pnb̄ccTe1∥∥ + µ2 ∥∥Pnb̄∥∥ , γ3 = µ3 ∥∥Pnb̄∥∥ , γ4 = µ4 ∥∥Pnb̄∥∥
β1 =α ‖Pbcl‖ , β2 = ε∗ ‖Pbcl‖ , β3 = ‖Pfbfφ‖ , ‖W ‖ ≤W ∗.
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The terms that involve products of variables and are linear in the variables are upper
bounded as follows:
γ4 ‖em‖ ≤ γ42 [‖em‖
2 + 1],
β2 ‖z‖ ≤ β22 [‖z‖















Using the bounds in (B.6), the time derivative V̇ in (B.5) is finally bounded as















Υ2 = 12 [γ4 + β2 + β3 +
σ2W ∗2
2 ].























C, Bρ = {ζ ∈ BR : ‖ζ‖ ≤ ρ}, then ζ is




Proof of Theorem 5.2 : Consider the following positive definite radially unbounded
function as a candidate Lyapunov function for the dynamics in (5.27), (5.30), (5.31)








tr(ÑTΓ−1N Ñ) + Vz2(z2). (C.1)
Its derivative along (5.27), (5.31) will be
















With the definition of Ẽ = Ê − E and (5.37), this can be written






+ M̂T σ̂′ÑTη + w − ε] − 2ETPB2∆2











Substituting the adaptive laws implies





















Using upper bounds from (5.36), (5.39), (5.43), (5.44), the derivative of the Lyapunov
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function candidate can be upper bounded as
V̇ ≤ −Qm‖E‖2 − Q̃m‖Ẽ‖2 + 2‖E‖‖PB2‖
[









































where the following property for matrices has been used
tr
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Completion of squares implies
V̇ ≤ −
(
































Grouping terms, (C.3) can be written
V̇ ≤ −
(







































and further put in the form
V̇ ≤ −
(

































Upon completion of squares, we get
V̇ ≤ −
(







‖E‖2 + 2γ2‖PB1‖‖E‖ + (δ2‖PB2‖)2
−
(




‖Ẽ‖2 + 2κ2‖Ẽ‖ + (δ2‖P̃B2‖)2
+ κ21‖Z̃‖2F + [γ1‖PB1‖]2 ‖Z̃‖2F −
k
2








One more completion of squares allows for the following upper bound:
V̇ ≤ −
(







‖E‖2 + γ22‖PB1‖2 + (δ2‖PB2‖)2
−
(



















Either of the following conditions
‖E‖ >
√√√√‖PB1‖2γ22 + κ22 + Z̄ + δ22(‖PB2‖2 + ‖P̃B2‖2) + (c4c5)2c3 β24




√√√√√‖PB1‖2γ22 + κ22 + Z̄ + δ22(‖PB2‖2 + ‖P̃B2‖2) + (c4c5)2c3 β24
Q̃m − 3 − 2δ1‖P̃B2‖ − (2‖P̃B2‖β2)2c3
‖Z̃‖F >
√√√√‖PB1‖2γ22 + κ22 + Z̄ + δ22(‖PB2‖2 + ‖P̃B2‖2) + (c4c5)2c3 β24
k
2 − κ21 − [γ1‖PB1‖]2
‖z2‖ > 2
√







will render V̇ < 0 outside a compact set. To complete the proof, consider the hypershere
Bγ = {ζ ∈ BR | ‖ζ‖ < γ}
in the space of the error vector ζ outside of which V̇ (ζ) < 0. Notice from (5.51), that
















Fig. C.1: Geometric Representation of the Sets in Error Space.
Introduce the set, Figure C.1:
Ωγ =
{
ζ | ζTT2ζ ≤ Γ
}
.
The condition in (5.51) ensures that Ωγ ⊂ Ωα. Thus, if the initial error ζ0 = ζ(0) belongs
to Ωα, then there exists a time instant tζ(ζ0), such that ζ(t) will enter the set Ωγ at tζ and





Proof of Theorem 6.1 : Consider the following Lyapunov function candidate for each
of the subsystems:









i W̃ i . (D.1)
The derivative of Vi along (6.28), (6.18) will be
V̇i = −ETi QiEi − Ẽ
T






















With the definition of Ẽi = Ei − Êi, this can be written as
V̇i = −ETi QiEi − Ẽ
T


























With the representation in (6.29), we have
V̇i = −ETi QiEi − Ẽ
T




































Substituting the adaptive laws from (6.26) implies
V̇i = −ETi QiEi − Ẽ
T


































αi[‖Ej‖ + βj ] (D.2)
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Then using (6.30), the following upper bound can be derived
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Completing the squares, this can be reduced to
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Another completion of squares will reduce to the following upper bound





2‖Ej‖2 + ‖Ẽi‖2 + ‖Ei‖2
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+ 2 (ε∗i )
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λmin(Q̃i) − 2mαiλmax(P̃i) − (mφ∗i + 1)


































































− θi‖Ei‖2 − θ̃i‖Ẽi‖2 − λi‖W̃ i‖2
]
+ ω. (D.5)
Following an argument similar to that in [142], define the vectors E ∆=
[










‖W̃ 1‖ · · · ‖W̃m‖
]T
. Then the expression in
(D.5) can be put into the following form:
V̇ ≤ −ETDE − ẼT D̃Ẽ − W̃ TΛW̃ + ω .
The following upper bound
V̇ ≤ −λmin(D)‖E‖2 − λmin(D̃)‖Ẽ‖2 − λmin(Λ)‖W̃ ‖2 + ω













will render V̇ < 0 outside the compact set Bγ = {ζ | ‖ζ‖ ≤ γ}. Notice from (6.35) that
Bγ ∈ BR. Let Γ be the maximum value of the function V (ζ) on the edge of Bγ
Γ ∆= max
‖ζ‖=γ
V = γ2λmax(T ) .
Introduce the level set of V (ζ), that touches the ball Bγ from outside:
Ωγ = {ζ | V = Γ} .
The condition in (6.35) ensures that Ωγ ⊂ Ωα. Thus, if the initial error ζ0 = ζ(0) belongs
to Ωα, then there exists a time instant tζ(ζ0), such that ζ(t) will enter the set Ωγ at tζ and






Proof of Theorem 7.1 : Consider the Lyapunov function in (7.44). Following similar
lines in the stability proof given in [63], with the dynamics in (7.33), (7.15), (7.18) and the
NN weights update rules in (7.20), it is straightforward to show that:
V̇ = −eTl Qlel − 2eTl Plbuad2 − 2eTl Pl
⎡⎢⎣ 0
φ̂2
⎤⎥⎦− 2eTl Pl[φ − φ̂]
+ 2eTl Plbk
TE − ETQE + 2ÊTPbd(ω − ε) − ẼT Q̃Ẽ










The stability proof is carried out depending upon |ŝ| due to uad2 in (7.37).
(i) when |ŝ| > µ, i.e., uad2 = −1ŝ ψ̂
The time derivative V̇ in (E.1) can be arranged as:
V̇ = −eTl Qlel − 2










⎤⎥⎦− 2eTl Pl[φ − φ̂] + 2eTl PlbkTE
− ETQE + 2ÊTPbd(ω − ε) − ẼT Q̃Ẽ










The term (∗) in (E.2) is zero as a consequence of the choice of uad2 . Using (7.42), the
following bound is immediate:∣∣∣∣∣−ETPlb ψ̂ŝ
∣∣∣∣∣ ≤ ‖E‖‖Plb‖ [π1‖Z̃‖F + π2] . (E.3)
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Using the upper bounds from (7.40) and (E.3), V̇ can be bounded by (see [63] for details):
V̇ ≤ −ql‖el‖2 + 2β1‖el‖‖E‖ + 2β2‖el‖‖Z̃‖F + 2β3‖el‖
− q‖E‖2 + 2δ1‖E‖‖Z̃‖F + 2δ2‖E‖
− q̃‖Ẽ‖2 + 2Θ‖Ẽ‖‖Z̃‖F + 2ν‖Ẽ‖
− k‖Z̃‖2F + Z̄,
(E.4)
where ql = λmin(Ql), q = λmin(Q), q̃ = λmin(Q̃), and
β1 = ‖PlbkT ‖, β2 = α1λmax(Pl), β3 = α2λmax(Pl)
δ2 = 2c2λmax(Pl) + (π2 + γ2)‖Pbd‖
ν = γ2‖Pbd‖ + α2‖(P + P̃ )bd‖, Z̄ = k
[‖M‖2F + ‖N‖2F ] .
(E.5)
Upon completion of squares, V̇ can be bounded by:
V̇ ≤ −(ql − 3)‖el‖2 − (q − 2 − β21)‖E‖2 − (q̃ − 2)‖Ẽ‖2
− (k − β22 − δ21 − Θ2)‖Z̃‖2F + Υ1,






























∣∣∣∣ ≤ µ [π1‖Z̃‖F + π2] . (E.7)
And the same bound for |ETPlb ψ̂µ | as in (E.3) leads to the following:











the time derivative of the Lyapunov function V̇ is written as:
V̇ ≤ −(ql − 3)‖el‖2 − (q − 2 − β21)‖E‖2 − (q̃ − 2)‖Ẽ‖2
− (k − µπ1
2
− β22 − δ21 − Θ2)‖Z̃‖2F + Υ2,






(iii) When |ŝ| ≤ µ/2, i.e., uad2 = 0
In this case, using (7.40), V̇ in (E.1) can be bounded as:
V̇ ≤ −ql‖el‖2 + 2β1‖el‖‖E‖ + 2β′2‖el‖‖Z̃‖F + 2β′3‖el‖
− q‖E‖2 + 2δ′1‖E‖‖Z̃‖F + 2δ′2‖E‖
− q̃‖Ẽ‖2 + 2Θ‖Ẽ‖‖Z̃‖F + 2ν‖Ẽ‖
− k‖Z̃‖2F + Z̄,
(E.11)
where β′2 = (α1+c1)λmax(Pl)( > β2), β′3 = (α2+c2)λmax(Pl)( > β3), δ′1 = γ1‖Pbd‖( < δ1),
δ′2 = γ2‖Pbd‖( < δ2). Upon completion of squares, V̇ can be bounded as:
V̇ ≤ −(ql − 3)‖el‖2 − (q − 2 − β21)‖E‖2 − (q̃ − 2)‖Ẽ‖2
− (k − β′22 − δ′21 − Θ2)‖Z̃‖2F + Υ3,





From (i), (ii), (iii), either of the following conditions:
‖el‖ > C1, ‖E‖ > C2, ‖Ẽ‖ > C4, ‖Z̃‖F > C4 (E.13)




































C = max{C1, C2, C3, C3}, BC  {ζ ∈ BR|‖ζ‖ ≤ C}, (E.14)





C, Bρ = {ζ ∈ BR|‖ζ‖ ≤ ρ} ⊂ Bα, (E.15)
then ζ is ultimately bounded in Bρ [91, Corollary 5.1]. 
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