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I. INTRODUCTION 
Consider a linear system 
(S) dx/dt = &(t) = A(t) x(t), (1) 
where x is an n-vector, t a real variable, and A(t) a real 12 x n matrix. If A(t) 
is continuous and periodic in t with period w, then it is known that any 
fundamental matrix of the solution may be put in the form 
X(t) = P(t) etR, (2) 
where P(t) is a nonsingular periodic matrix with period w and R a constant 
matrix; see, for instance Ref. 1. Let X(t) be the fundamental matrix with 
X(0) = I a unit matrix. It follows that P(0) = I. Let 
H = X(W) = ewR (3) 
and for convenience let us call it the growth matrix of the system. Then, 
so far as the stability of the system is concerned, H or R is crucial. P(t) in (2) 
being periodic, one has essentially the stability character of the zero solution 
of (1) in hand if one can determine R or H. We recall specifically that there 
will be asymptotical stability x(t) + 0 as t -+ co if and only if all the eigen- 
values of H have absolute values less than one. However, for systems of high 
orders and with a general function A(t) the actual determination of R or H, 
whether analytically or numerically, is not an easy matter. Most analytical 
methods of stability study involve severe approximation and limitation, and 
even then the computation required is often lengthy and intricate [2-6]. In 
[7] a new approximate method for finding H was proposed. The basic idea 
is to divide the period w into K number of very small and equal intervals 
and to approximate in each interval the system (1) by one with a constant 
coefficient matrix. It was hoped that when K is sufficiently large the stability 
of (1) can be ascertained to a high degree of accuracy by examining the 
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approximate piecewise constant system. Some computational results given 
in [7] for the Mathieu equation indicate that the method is indeed a viable 
and also exceedingly practical one. Nevertheless, the method was proposed 
there without any rigorous justification with regard to convergence of the 
process and other mathematical questions. In this paper we prove several 
theorems on convergence in order to put the proposed method on a firm 
foundation. In addition, we also establish the validity of several other appro- 
ximation schemes one of which in particular is more desirable from the 
computational point of view than the one proposed in [7]. For all these 
approximation schemes estimates are made concerning their rates of con- 
vergence in the asymptotic sense as the interval size decreases. 
II. STEP FUNCTION APPROXIMATION OF A GENERAL PERIODIC MATRIX 
Suppose that we wish to study the stability of a periodic system (1) with 
x(0) = c and A(t) continuous and periodic of period w. This system will 
be referred to henceforth as (S) and is so designated in (1). Instead of attacking 
(S) directly, let us consider an approximating system which is periodic and 
piecewise constant, and is to be constructed in the following manner. Divide 
each period w into K intervals by t, , k = 0, I,2 ,..., K with 
Denote the K-th interval [t,-, , tk] by 71c and its size by d, = t, - tk-, . In 
the K-th interval replace the coefficient matrix A(t) by a constant matrix C, 
which is to have the value 
or 
Ck = Mk‘,), fk E *k 
A(s) ds. 
Thus, we are led to consider an approximating system 
(AS-l) 
where 
j(t; K) = C(t; K) y(t; K), ~(0; K) = c (6) 
C(t; K) = f 5 CJU(t - mw - t,-,) - lJ(t - mu 
m=--m k=l 
(4) 
(5) 
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with U(t) being the Heaviside unit function. This system will be referred to 
as (AS-l). The fundamental matrix Y(t; K) for (AS-l) with Y(0; K) = I 
may be written explicitly as 
Y(C K) = exp[(t - L,) Gl exp&-,G-,) exp(LG-,I ..* exp(W,), 
tE7k, h = 1, 2 ,...) K, (8) 
and has the extension property 
Y(t + jf.0; K) = Y(t; K) [Y(w; K)]j, j an integer. (9) 
By (8) we can find the growth matrix of the system. Denote it by H,(K). 
H,(K) = exp(n,C,) exp(d,-rC,-,) *.. exp(d,C,). (10) 
Let X(t) be the fundamental matrix of (S) with X(0) = I and H be the 
growth matrix of(S). Then, 
-w> = 4) X(t), X(0) = I. (11) 
We also have 
qt; K) = C(t; K) Y(t; K), Y(0; K) = I. (12) 
Furthermore, let d = max,sksK d k . By comparing (11) and (12) and recalling 
the definition of C(t; K), one could expect that as K increases and d decreases, 
the solution Y(t; K) will be a better and better approximation to X(t) and 
consequently HI a better and better approximation to H. Before presenting 
a theorem for the limiting case we give below a lemma which will be used 
repeatedly. 
LEMMA 1 [8, p. 351. If u, z, > 0, if c is a positive constant, and if 
then 
I 
t 
U<C-k uv ds 
0 
t 
u<cexp 
s 
v ds. 
0 
With the aid of this lemma we can prove the following. 
THEOREM 1. As K-t cc and d -+ 0, Y(t; K) + X(t). 
Proof. This result seems obvious; nevertheless we provide here with a 
proof. Denote D(t; K) = C(t; K) - A(t). From (12) 
P(t; K) = A(t) Y(t; K) + D(t; K) Y(t; K). (13) 
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Therefore, 
Y(t; K) = X(t) + X(t) .r’ X-l(s) D(s; K) {X(s) + [Y(s; K) - X(s)]} ds. 
0 
(14) 
Now let the norm of a scalar be given by its absolute value, the norm of a 
vector x by 
II4 = i I% 
i=l 
and the norm of a matrix X by 
Then, by (14) we have 
G It x(t)11 ” II X-l(s)ll * II D(s; K>ll * [II X(s)11 + II Y(s; K) - X(s)ll] ds. 
0 
Consider now a closed interval 
]I X-l(t)11 are bounded. Let 
ml = OS& II X(t)11 
(15) 
[0, w] of t. Over this interval j/ X(t)/1 and 
and m2 = oyu II -wt)ll * 
Then from (15) we have for 0 < t < w 
ml + II Y(c K) - X(t)11 
< ml + s 0t m1m2 II W; K)ll [m, + II Y(s; K) - -W)lll ds. 
(16) 
Applying now Lemma 1, we obtain 
m, + II UC K) - XWll < ml exp /jot mlm2 IIW; WI/ ds/ . (17) 
AsK+coandd-+O,/ID(t;K)II+O.C onsequently, 11 Y(t; K) - X(t)]1 + 0 
and Y(t; K) -+ X(t). Theorem 1 is thus proved for 0 < t < w. The extension 
of the theorem to all values of t > 0 is then made by recalling the extension 
property (9) satisfied by Y(t; K) and a similar one by X(t). 
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From Theorem 1 we have specifically 
H = X(UJ) = &II,~ Y(w; K) = K+l@jio H,(K). (18) 
Thus the growth matrix of (S) is the limit of the growth matrix of (AS-l) 
and the stability of (S) is the same as that of (AS-l) with K -+ co and d -+ 0. 
Here and henceforth when we refer to the stability character of a periodic 
system we shall always mean the stability properties determined by its 
growth matrix. 
Theorem 1 merely says that we can ascertain the stability of(S) by studying 
(AS-l) as K + 00 and d + 0. In order for the method of approximation to 
have any practical value we need to show that if K is sufficiently large and d 
sufficiently small then (S) and (AS-l) will have certain stability character 
in common. For this purpose we study the following. From (11) we have 
X(t) = C(t; K) X(t) - D(t; K) X(t). (19) 
If by the Floquet theory we write 
Y(t; K) = Q(t; K) etR’ (20) 
the solution X(t) of (19) may be expressed as 
X(t) = Q(t; K) etR’ - s 
t Q(t; K) e(t--s)R’Q-l(s; K) D(s; K) X(s) ds. (21) 
0 
If all solutions of (AS-l) go to zero as t + co, 11 etR’ // < c,e-a’t with a’ > 0. 
By denoting 
cz = ,ywlI Q(c K)Il and ~3 = gw, II Q-V; K)ll , 
we have from (21) 
II X(t)11 < II Q(c 911 * II etR’ II 
+ lt II Q(c WI * II e(t-s)R’ II . II Q-‘6; K)ll * II 4s; Wll * II -Wll ds 
< c2cle-a’ t 
+( 
c1c2c3e-a’(t-s) 11 D(s; K)ll - 11 X(s)// ds (22) 
or 
/I x(t)\\ ea’t < clc3 + I 0t clw3 II D(s; K)Il ’ 11 x(s)li eO’s ds. (23) 
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Applying now lemma 1, we obtain 
If 
II -WI! eapt 6 clcz exp Is," c1w3 II Wll q * (24) 
1 t 
t 1 II Wll CiJ < & 
0 
(25) 
then 11 X(t)11 -+ 0 as t -+ co, and we have 
THEOREM 2. 1f(AS-1) is asymptotically stable, then (S) is asymptotically 
stable if 
1 t 
i 1 II C(s; K) - 44ll ds < &. 
0 
(26) 
If we denote 
then a weaker result is the following. 
THEOREM 3. If (AS-l) is asymptotically stable, then (S) is asymptotically 
stable if 
a’ 
E<---. 
clc2c3 
(27) 
The converses of Theorems 2 and 3 are probably more relevant. Write 
X(t) = P(t) etR, (28) 
and assume that (S) is asymptotically stable so that /I etR /I < die-at with 
a > 0. Consider now the solution Y(t; K) to (12). By carrying out a norm 
estimate analysis on Y(t; K) similar to that given above for X(t) we easily 
establish the following. 
THEOREM 4. If (S) is asymptotically stable, then an approximating system 
(AS-l) is also asymptotically stable if 
1 t 
t 1 II C(s; K) - WI ds < + . 
0 123 
(29) 
40914511-16 
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THEOREM 5. If (S) is asymptotically stable, then an approximating system 
(AS-l) is also asymptotically stable if 
The above development establishes the validity of this approximate 
method of replacing a general periodic A(t) by a piecewise constant function. 
For an arbitrary A(t) it might be difficult to ascertain precisely the stability 
character of(S). But the replacing system (AS-l) is easy to deal with. More- 
over, Theorem 4 says that if(S) is asymptotically stable then all approximating 
systems (AS-l) with sufficiently large (but finite) K and small enough A are 
also asymptotically stable. Thus, for example, if we take 
tk = k(wIK), h = 0, l,..., K, 
A = A, = t, - t,-, = w/K, (31) 
ck = -‘%k), ‘fk = @k-l + tk)/2, 
then a practical way to ascertain the stability character of (S) is to take a 
sufficiently large K, evaluate the growth matrix II,(K) of (AS-l) 
II,(K) = exp(AC,) exp(AC,-,) ... exp(AC,) (32) 
and study its eigenvalues. 
The above approximate method using systems (AS-l) will be regarded as 
the basic one for the present study. In the remainder of the paper we shall 
discuss several variations of this basic scheme. 
For (AS-l) we have a periodic matrix C(t; K) which is a constant matrix 
C, in the K-th interval (t,-, , Ic t ). Let us now construct a new periodic matrix 
in the following manner. In each interval (t,-, , tk), instead of a constant C, , 
let us have a constant Bk which covers only part of the interval, namely: 
(& , t’“‘), t,-, < i, < t’“’ < t, . The matrix B, is so chosen that the total 
impulse remains the same, i.e., 
For the remaining part of the interval the coefficient matrix is taken to be 
zero. In other words, we have a new approximating system governed by 
(AS-2) j(t; K) = W; K) y(c K), ~(0; K) = c, (34) 
where 
B(t; K) = 2 2 [U(t - mw - ik) - U(t - mw - t’“))] B, . (35) 
m=-m k=l 
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This system will be designated as (AS-2). It is again a periodic system with 
piecewise constant coefficients. For the period 0 < t < w its fundamental 
matrix Y(t; K) with Y(0; K) = I is given by 
Y(t; K) = {exp[(ttk-” - i,-,) Bk-J} {exp[(t’“-“’ - 2,-r) Bk--;I) 
... {exp[(t(l’ - iJ B,]}, P-1’ < t < i \ k, l<k<K 
Y(t; K) = {exp[(t - 2,) B,]} {exp[(r@l) - f,-r) Bk--J} 
(36) 
x (exp[(t(“-“’ - lli-J &a]} 0.. {exp[(W - QB,]}, 
2, < t < P’, 1 <k<K. 
This fundamental matrix for (AS-2) and that given by (8) for (AS-l) are, 
of course, different. However, on account of (33) they are equal at t = t, , 
1 < k < K. More specifically they are equal at t = w and therefore the 
growth matrix is same for both systems. Thus we have the following result. 
THEOREM 6. The stability characters of (AS-l) and (AS-2) are the same. 
III. DELTA FUNCTION APPROXIMATION OF A GENERAL PERIODIC FUNCTION 
If for the system (AS-2) we make 2, + t CL) for all k, then in the limit the 
equations (34) and (35) b ecome what will be designated as (AS-3) 
(AS-3) j(c K) = qt; K)y(t; q, (37) 
where 
B(t; K) = f -f BW(t - mu - tck)) (38) 
with 
m=-cc k=l 
II(“) = lim Bk(ttk) - f,) = (tk - t,-,) C, , 
i,+t(“’ (39) 
and 8(t) being the Dirac delta function. Here the periodic matrix consists of a 
sequence of delta functions. Periodic systems of this kind may be called 
impulsive periodic systems and have been studied recently in [9]. What 
constitutes as a solution to such a system needs to be defined. We adopt the 
following definition. 
DEFINITION 1. The solution to (AS-3) is the limit of the solution to 
(AS-2) as f, + tfk’. 
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The solution used in [9] is entirely equivalent to this definition. With this 
definition one finds that the fundamental matrix Y(t; K) for (AS-3) with 
Y(0; K) = I is given by 
Y(t; K) = I 
Y(t; K) = [exp B’k-1J] [exp B(“-2’] *** [exp B(l)] 
for 0 < t < t(l) 
for t(“-l’ < t < t(lr), 
k = 1, 2,..., K 
Y(t; K) = [exp HK)] [exp B(K-l)] *a. [exp B(l)], for tfK’ < t < W. (Jo) 
One notes here that while the fundamental matrices for (AS-l) and (AS-2) 
are continuous, the fundamental matrix for (AS-3) has, in general, a jump 
discontinuity at each of ttk), k = 1, 2 ,..., K. Although the details of the solu- 
tions to these three systems could be vastly different, the main thing of 
interest to us is the following result which also follows immediately from 
Theorem 6. 
THEOREM 7. (AS-l), (AS-2) and (A!+-3) have the same growth matrix 
and hence the same stability character. 
Thus, so far as the stability character is concerned the approximations of 
(S) by (AS-l), (AS-2) or (AS-3) lead to the same result. 
IV. SOME OTHER METHODS OF APPROXIMATION 
The approximation scheme using (AS-l) requires the evaluation of matrices 
exp(d kCk) in %tK) as shown in (10). This evaluation is equivalent to solving 
an eigenvalue problem for each matrix d&k . For high order systems this 
is a substantial and time consuming task. It will be desirable to avoid this, 
if possible. In this section we show the validity of replacing each exponential 
factor in H,(K) by the first few terms in its series expansion and thereby 
reduce the computational effort involved. 
But, first let us introduce two special notations needed below. Given a 
continuous functionf(t) and given a partitioning of the time axis into intervals 
by mu + t, , where m, w and t, have the same meanings as before, we can 
construct a function which has within each interval [mw + t,-, , mw + tk) 
a constant magnitude equal to the value of the functionf(t) at the beginning 
of that interval. Such a stepwise constant derived function will be denoted 
by h(t). Thus, 
fs(t> =fcmw + tk-l) for mu + tkel < t < mw + tk. (41) 
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This notation when applied to vector-valued functions and matrix-valued 
functions means applying (41) to each component. We also denote by r(t) a 
sawtooth shaped function defined by 
r(t) = t - mw - tkel for mw + t,-, < t < mu + tk . (42) 
With these notations on hand let us examine a system governed by 
(AS-4) 2(t; K) = G,(t; K) z,(t; K), z(0; K) = c (43) 
where 
G,(t; K) = C(t; K) 
I 
ecctiK)r(t) - & -!J [r(t)]j [C(t; K)]j (44 
with C(t; K) the same as defined in (7) and J a positive integer > 1. This 
system is designated as (AS-4). A straightforward integration interval by 
interval yields the following fundamental matrix Z(t; K) with Z(0; K) = I. 
Z(t; K) = exp[(t - t,-,) C,] - 
I 
d - t,-,)j Ck3 
I 
k-l 
x bII, ew(4Ci) - jc$+l + (4)i Cij 
I i 
for ta-1 < t < tk , k = 1, 2,..., K 
Z(t + mw; K) = Z(t; K) [H,(K)]“, 
where the growth matrix H,(K) is given by 
(45) 
W) 
(47) 
With regard to the product sign, it is understood that the order of positioning 
of the factors is material and that the k-th factor is to be placed in front of 
the (k - 1)th factor. We note here that if we remove the summation term in 
(44) the solution to (AS-4) becomes identical to that for (AS-l). Thus, we are 
justified for our purpose to regard (AS-4) as the ]-th order approximation 
to (AS-l). Later on we will be particularly interested in the cases where 
J = 1 and 2. For convenience we shall designate the case J = 1 as (AS-5) and 
409/45/I-17 
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the case J = 2 as (AS6) and their growth matrices H,(K) and H,(K), 
respectively. They are 
(AS-5) f&(K) = fi v + 4GJ (48) 
k=l 
To justify the use of (AS+ and specifically (AS-5) and (AS-6) as appro- 
ximating systems to study the stability character of(S) we present the follow- 
ing theorems. 
THEOREM 8. As K + co and d --+ 0, Z(t; K) + X(t). 
Proof. The fundamental matrix Z(t; K) satisfies 
z(t; K) = G,(t; K) .Z,(t; K), Z(0; K) = I 
which can be written as 
(50) 
ct(t; K) = A(t) Z(t; K) + G,(t; K) Z,(t; K) - A(t) Z(t; K). (51) 
In a typical interval [mu + t,-, , mw + tk), the solution to (50) is given by 
Z(t; K) = G,(t; K) Z,(t; K) (52) 
where 
G,(t; K) = 
I 
er(t)C(t:K) _ jj+l + P(Qlj MC 41’1 . (53) 
We recall that r(t) as defined by (42) satisfies 0 < r(t) < d. When d is 
sufficiently small G,(t; K) is dominated by the first term. Hence, G,(t; K) 
is nonsingular and by (52) 
Z,(t; K) = G,‘(t; K) Z(t; K). (54) 
The solution of (51) may now be written as 
Z(t; K) = X(t) + X(t) St X-‘(s) {G,(s; K) G;l(s; K) - A(s)} Z(s; K) ds. 
0 
(55) 
Here, (54) has been used. Rearranging and taking a norm estimate, we have 
ml + II Z(t; K) - X(t)ll d ml + s t mlmZ II G(s; K) G&; K) - A(s)I1 
. [ml ill -G; W - -WI11 ds, (56) 
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where m, and ma are the quantities used in the proof of Theorem 1. An 
application of Lemma 1 now leads us to 
ml + II z(C K) - -V>ll < ml exp IJot mlm2 IIG&; K) W(S; K) - 40 dsl- 
(57) 
Consider now the first period 0 < t < w. As K + co and A + 0, 
r(t) + 0. Hence G,(s; K) + C(s; K) and G,‘(s; K) + I. Moreover, since 
11 C(t; K) - A(s)11 + 0 we have in the limit Ij Z(t; K) - X(t)11 -+ 0 and 
consequently Z(t; K) + X(t). The result is extended to all values of t > 0 
by using the extension property like (46) which is possessed by both Z(t; K) 
and X(t). 
Next, we state two theorems which are the counterparts of Theorems 4 
and 5 for (AS-4). Proofs will be omitted. 
THEOREM 9. If (S) is asymptotically stable, then the approximating system 
(AS-4) is also asymptotically stable ;f 
1 t 
t 1 II GO; K) G;l(s; K) - 4)ll ds -=c d+ . 63) 
0 123 
THEOREM 10. If(S) is asymptotically stable, then the approximating system 
(AS-4) is also asymptotically stable if 
SUP II G,(t; K) Gl(c K) - -Wll -=c & . 
o<t<w 123 (59) 
We note here that if for (AS-4) the summation term in (44) is removed then 
G,(t; K) = C(t; K) exp[r(t) C(t; K)], G;l(t; K) = exp[-r(t) C(t; K)], 
G,(t; K) G,‘(t; K) = C(t; K), 
and Theorems 9 and 10 coincide with Theorems 4 and 5. 
V. COMPARISON OF THE ACCURACIES OF DIFFERENT APPROXIMATIONS 
In order to assess the accuracies of various schemes of approximations, let 
us take a very large K and make all the intervals equal so that t, = hA, 
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d = A, = UJ/K. For the ease of comparison we group here the expressions 
of the growth matrices for various schemes. 
(AS-l) 
(AS-5) 
(AS-6) 
f&(K) = fi [expWk)1 
k=l 
H,(K) = fi [I + AC,1 
k=l 
H,(K) = fi [I + AC, + +(A’%)‘]. 
k=l 
(60) 
(61) 
(62) 
Here to be definite we take C, according to (5).l 
For the system (S) we have no closed form explicit solutions. Formal 
solutions in infinite series are, however, available. If we use the version given 
by (3.28) in [lo], the growth matrix for (S) may be written as 
(9 H = fi [exp Q&VI (63) 
where 
k=l 
Ok(,) = s,’ Ak(“) do + & lo7 [A,(‘+ 1; Ak(f’) dp] do 
+ terms involving three or more integrations 
(64) 
with 
Ak(u) = A(tk-, + u), O<u<A, (65) 
and [V, w] being the bracket-product or Lie-product defined by 
[V, w] = VW- WV. (66) 
To make the comparison between this H of (S) and H,(K), H,(K) and H,(K) 
of the approximate systems, let us first consider the factors associated with a 
typical interval. Without any loss of generality .we can take the first interval. 
For that interval A,(t) = A(t). Noting that A is small and assuming that A(t) 
allows series expansion, it can be shown that the second and the remaining 
terms on the right hand side of (64) is of the order 43. Thus, 
L+(A) = j” A(s) ds + O(A3). 
0 
(67) 
1 The error estimates to be given below are equally valid for C, taken according 
to (31). 
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Here, by the symbol O(A3) it is meant that each element in the matrix 
representing the omitted terms is of the order A3 in the asymptotic sense as 
d -+ 0. Recognizing now that AC’, = 6 A(s) ds, we obtain 
!G$(A) - AC, = O(A3). (68) 
Hence the difference between the corresponding first factors in H and H,(K) 
is given by 
exp Q&l) = exp(dC,) + O(A3). (6% 
Similar results apply to factors associated with other intervals. Having 
obtained the estimates of the factors we turn to the growth matrices. In 
evaluating H or H,(K), K factors are involved. Noting that each factor 
satisfies an equation like (69) and that K N l/A, we can obtain the following 
estimate when A is small. 
H - H,(K) = O(A2). (70) 
Next, consider the first factor in the growth matrix H,(K). Obviously, 
exp(AC,) = (I + AC,) + O(A2). Th us, the factors in H,(K) approximate 
the factors in H,(K) up to an error of order AZ. On account of (69), they also 
approximate the factors in H up to the same order of accuracy. For the 
growth matrix itself we can then expect 
H - H,(K) = O(A). (71) 
For (AS-6), since 
exp(AC,) = (I + AC, + &AzCk2) + O(A3) 
we can expect again 
H - H,(K) = O(A2). (72) 
Comparing these estimates, one sees that the (AS-5) scheme is not parti- 
cularly accurate. (AS-l) and (AM) h ave about the same accuracy. (AS-l) 
is probably slightly more accurate than (AS+, but the latter does have the 
advantage mentioned earlier that the evaluation of each factor is much more 
economical. 
Before concluding this section, we will also give an asymptotic error 
estimate for yet another scheme of approximation which has also been pro- 
posed in [9]. This scheme seems to be a desirable one under certain circum- 
stances. Consider (S) with A(t) given in the form 
A(t) = A + A’(t) (73) 
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where A is a constant matrix and A’(t) is such that its average over a period w 
is a zero matrix. Let us consider now a replacing system (AS-7) governed by 
(AS-7) 
where 
+ 2 2 A(%(t - mw - P) 
m=-m k-1 I 
~(t; K), (74) 
f 
tk 
t”E’ = $(tk-l t- t/J, A(“) = A’(s) ds. 
tk-1 
(75) 
In other words, the action of A’(t) and A’(t) a 1 one is replaced by a sequence of 
delta functions located at the mid-points of the intervals. The growth matrix 
for (AS-7) is found to be 
H,(K) = fi {exp[&lA] exp[A(k)] exp[+lA]}. 
k-=1 
(76) 
Comparing now the k-th factor in H,(K) against the corresponding one in 
H,(K) and taking into consideration the definition of Ack), one finds 
exp[+AA] exp[Atk)] exp[@lA] = exp(dC,) + O(A3). (77) 
By (69) one has then 
exp Qk(d) = exp[+lA] exp[A(“)] exp[+lA] + O(A3). 
Consequently, 
H - H,(K) = O(Ll2). (78) 
With regard to H,(K), a slightly modified form may be used. Since we are 
only interested in the eigenvalues of the growth matrix and since commuting 
the foremost factor exp[$ AA] of H,(K) with the rest leaves the eigenvalues 
unchanged, we can use the following form which is more convenient from 
the standpoint of computation. 
H,‘(K) = fi {exp[A(k)] exp[AA]}. (79) 
k=l 
The evaluation of H,(K) or N,‘(K) requires the computation of matrix 
exponentials, an undesirable feature for high order systems and when K 
is very large. However, for some systems A’(t) takes on a very special form so 
that all A(“) satisfy the square-zero condition [Afk)12 = 0, [9], and H,‘(K) 
has the form 
H,‘(K) = fi {[I + A’“)] exp[dA]} 030) 
k=l 
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In that case only one exponential exp(dA) needs to be evaluated no matter 
how large is K. The other parts of the computation involve only matrix 
additions and multiplications. 
From a practical point of view the result that the asymptotic error is of the 
order A2 for (AS-l), (AS-6) and (AS-7) is important. It permits us to improve 
the computed results by extrapolate to the “zero d” case after we have made 
computation with two small values of d. To verify this error estimate and to 
see how convenient these approximate methods can be applied the Mathieu 
equation is used as a test case. The equation is taken in the form 
(d2x/dt2) + (h + b sin t) x = 0. (81) 
Mathieu equation is chosen because exact stability criteria are available. 
For instance, for b = 1.0 the exact values of h on the boundary curves of 
stability regions in the Ince-Strutt chart are given by 
a,-branch, h = -0.378489; 
a,-branch, h = 0.594800; 
a,-branch, h = 1.293166; 
aa-branch, h = 2.342580. 
b,-branch, h = -0.347669; 
b,-branch, h = 0.918058; 
&branch, h = 2.285157; 
where we have adopted the notation used in [l l] to label the various bran- 
ches. 
In order to study the accuracy of the approximate values of h on these 
stability boundary curves obtained by using schemes (AS-l), (AS-6) and 
(AS-7), let us define 
%-error of h = 
h 
apprr - hexact x 1oo 
exact 
In Fig. 1 we show some of the typical results in the form of %-error curves 
plotted against d 2. By looking at the accuracies achieved by using merely 
moderately large values of K, the efficacy of these methods is evident. More 
important is, perhaps, the fact that on this log-log plot all the curves (includ- 
ing those not shown) have clearly 1 - 1 slope at their left ends. This, indeed, 
confirms the analytic estimate that the asymptotic error for these approximate 
methods is of the order A2. In concluding, it might be mentioned that the 
approximation (AS-5) and (AS-6) are equivalent, in accuracy, to the nume- 
rical integration procedures utilizing Euler’s method and the second order 
Runge-Kutta method, respectively. The formulas (61) and (62) are, however, 
more transparent and explicit. 
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