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RESUMO
Este trabalho tem por objetivo apresentar um pouco da Teoria de Gra-
fos para, com isto, termos uma fundamentac¸a˜o teo´rica que mostrara´ a
viabilidade da aplicac¸a˜o no Ensino Me´dio, em destaque o Algoritmo de
Dijkstra, onde o educando podera´ modelar situac¸o˜es problemas num
grafo, para obtenc¸a˜o do caminho mais curto. Este algoritmo tem uma
vasta aplicac¸a˜o em diversas a´reas do conhecimento, em especial na a´rea
de tecnologia, como por exemplo em redes de comunicac¸a˜o. Propor-
cionando assim, uma oportunidade u´nica de aplicac¸o˜es em problemas
reais, atuais e do interesse do educando. Na˜o so´ estudamos a questa˜o
do caminho mais curto, mas tambe´m consideramos o problema da co-
nexidade em grafos e a existeˆncia de caminhos disjuntos, demonstrando
o famoso teorema de Menger. Por exemplo, no caso de uma rede de
comunicac¸a˜o e´ interessante saber qual e´ o ponto vulnera´vel do sistema e
verificar a existeˆncia de um caminho alternativo, caso um destes pontos
venha a falhar, uma aplicac¸a˜o imediata do Teorema de Menger.
Palavras-chave: Grafo. Conexidade. Algoritmo de Dijkstra. Teo-
rema de Menger.

ABSTRACT
We give a brief presentation of Graph Theory in a way that a stu-
dent without any knowledge in graphs can learn the basic definitions,
examples and properties and can apply these in a real life situation. In
particular, we study the Dijkstra algorithm, where the student can ap-
ply this algorithm to find the shortest path between nodes in a graph.
This algorithm has a lot of real life applications, especially in techno-
logy such as paths in a network communication. This gives a unique
opportunity of solving current real problems. Not only we study the
problem of finding the shortest path, we also consider the problem of
connectedness in a graph and the existence of different paths which do
not intersect, proving the famous Menger’s Theorem. For instance, in
the case of a network communication, it is interesting to know the pro-
blem points where the system is vulnerable and of one these points fail,
one can try to verify the existence of an alternative path, an immediate
application of Menger’s Theorem.
Keywords: Graphs. connectedness of a graph. Dijkstra algorithm.
Menger’s theorem.
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1 INTRODUC¸A˜O
A teoria de grafos e´ um assunto antigo com muitas aplicac¸o˜es
em situac¸o˜es atuais. As ideias ba´sicas foram introduzidas por volta do
se´culo XVIII pelo famoso matema´tico su´ıc¸o Leonhard Euler, que utili-
zou grafos para resolver um problema que hoje e´ conhecido como “As
sete pontes de ko¨nigsberg ”. Esse problema e´ considerado por muitos
como sendo um marco do in´ıcio a teoria de grafos e a um novo ramo da
matema´tica, chamado de topologia, o qual teve um avanc¸o considera´vel
no se´culo XX e possui aplicac¸o˜es em diversas a´reas de conhecimento.
Informalmente, um grafo pode ser visto como um conjunto finito de
elementos, chamados de ve´rtices, e as relac¸o˜es existentes entre seus ele-
mentos, chamadas de arestas, que nada mais sa˜o do que as ligac¸o˜es
ou conexo˜es entres seus elementos. As representac¸o˜es utilizadas para
ve´rtices sa˜o pontos (que representam os elementos) e para as arestas
sa˜o linhas que conectam os devidos pontos. Tal simplicidade permite
a modelagem de diversas situac¸o˜es atuais concretas tais como: redes
de computadores, de comunicac¸a˜o, aplicac¸o˜es em engenharia ele´trica,
como manutenc¸a˜o de redes ele´tricas, e de telecomunicac¸o˜es, engenha-
ria qu´ımica, soluc¸o˜es para tra´fego ae´reo e terrestre entre tantas outras
situac¸o˜es nas quais podemos aplicar grafos.
O algoritmo de Dijkstra tem por objetivo obter o menor caminho
entre um ve´rtice fixo dado, que sera´ o ve´rtice inicial escolhido, e todos
os demais ve´rtices do grafo. Consiste basicamente em fazer um visita
por todos os ve´rtices do grafo, comec¸ando pelo ve´rtice inicial dado e
encontrando sucessivamente o ve´rtice mais pro´ximo, o segundo mais
pro´ximo, o terceiro e assim sucessivamente ate´ que todos os ve´rtices
do grafo tenham sido visitados. Este algoritmo foi publicado em 1959
e criado pelo matema´tico holandeˆs Edsger Dijkstra, que trouxe uma
soluc¸a˜o para o problema do menor caminho num grafo ponderado. O
algoritmo de Dijkstra, ainda hoje e´ considerado um dos algoritmos
mais engenhosos na cieˆncia da computac¸a˜o. Edsger Dijkstra era um
defensor ferrenho da simplicidade e elegaˆncia matema´tica, acreditava
que todo problema complicado tinha uma parte acess´ıvel, uma entrada,
e a matema´tica era uma ferramenta a ser usada para encontra´-la e
explora´-la.
Por u´ltimo iremos demonstrar o teorema de Menger que relaci-
ona a conexidade de um grafo com a existeˆncia de caminhos disjuntos,
pois mais importante que saber se um grafo e´ conexo, ou na˜o, e´ saber
da existeˆncia de caminhos alternativos independentes. Em redes de te-
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lecomunicac¸o˜es ou em centrais de distribuic¸a˜o de energia e´ primordial
saber da existeˆncia destes caminhos, para o caso de acontecer algum
problema com uma das centrais, a rede permanecer em operac¸a˜o, na˜o
prejudicando todo o andamento do servic¸o prestado.
Esta dissertac¸a˜o esta´ organizada da seguinte maneira. No segundo
cap´ıtulo sera´ apresentado o problema das sete pontes de ko¨nigsberg,
um marco na teoria de grafos . No terceiro cap´ıtulo sera˜o expostos
alguns conceitos e definic¸o˜es para um melhor entendimento da teoria.
No quarto cap´ıtulo sera´ mostrado o algoritmo de Dijkstra, sua demons-
trac¸a˜o e uma aplicac¸a˜o deste algoritmo. No quinto cap´ıtulo sera´ ex-
ternado o Teorema de Menger e sua demonstrac¸a˜o. No sexto cap´ıtulo
algumas atividades que podera˜o servir de exemplos para aplicac¸o˜es em
atividades em sala. No se´timo cap´ıtulo, uma conclusa˜o da possibilidade
de inclusa˜o desta teoria no ensino me´dio.
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2 UM POUCO DE HISTO´RIA
2.1 GRAFOS
A teoria dos grafos e´ um assunto antigo com muitas aplicac¸o˜es
modernas. As ideias ba´sicas de grafos foram introduzidas no se´culo
XV III pelo famoso matema´tico su´ıc¸o Leonhard Euler. Ele usou gra-
fos para resolver o problema hoje conhecido como “As sete pontes de
ko¨nigsberg ”. Na antiga cidade de Ko¨nigsberg, na Pru´ssia Oriental,
hoje chamada de Kaliningrado, situada atualmente na regia˜o ocidental
da Ru´ssia, onde existe uma ilha chamada Kneiphof, que possui 7 pontes
como ilustrado na Figura 1.
Figura 1 – As sete pontes de Ko¨nigsberg
Esta ilha divide o rio Pregel, que banha a cidade, em dois ramos.
Para facilitar a travessia dos habitantes da cidade, foram constru´ıdas 7
pontes, batizadas pelos seguintes nomes: Ponte do Mel, Ponte Verde,
Ponte da Madeira, Ponte do Ferreiro, Ponte do Comerciante, Ponte de
Conexa˜o e Ponte Alta. Segundo a lenda, os habitantes dessa cidade
tinham como passatempo tentar encontrar um caminho que passasse
pelas sete pontes uma u´nica vez e regressar ao ponto de partida. Sendo
que nenhuma das tentativas tinha sucesso, houve um questionamento
se tal caminho existia. Somente na de´cada de 1730 este problema foi
questionado de forma matema´tica e comprovado ser imposs´ıvel percor-
rer tal trajeto, que sera´ confirmado nas pro´ximas sec¸o˜es. O matema´tico
su´ıc¸o Leonhard Euler (1707− 1783) , em 1736, na˜o so´ conseguiu eluci-
dar o problema como acabou por criar uma teoria denominada Teoria
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de Grafos e um novo ramo da matema´tica denominado Topologia que
e´ aplicado a va´rios problemas da atualidade [6] . Ele usou um modelo
simplificado das ligac¸o˜es entre as regio˜es e estabeleceu um teorema que
diz em que condic¸o˜es e´ poss´ıvel percorrer cada aresta (ponte) exata-
mente uma vez e voltar ao ponto inicial[1].
2.2 ALGORITMO DE DIJKSTRA
Em 1962 Ford e Fulkerson desenvolveram a teoria dos fluxos em
redes, um dos mais importantes resultados da teoria dos grafos. Os
grafos sa˜o usados na a´rea de Te´cnicas da Informac¸a˜o, na criac¸a˜o de
fluxogramas, redes de comunicac¸a˜o, modelos de fluxo de dados, layout
de circuitos, algoritmos de pesquisa e ordenac¸a˜o. A teoria dos grafos
constitui uma ferramenta muito u´til para a modelagem matema´tica
de problemas do nosso dia-a-dia. Alguns exemplos de problemas que
podem ser tratados com grafos sa˜o,[2]:
• roteiros de passeio ou viagem
• redes ele´tricas
• organogramas
• a´rvores de procedimentos computacionais
• telecomunicac¸o˜es: alocac¸a˜o de frequeˆncias
• co´digos
• demanda de energia ele´trica
• distribuic¸a˜o de servic¸os: a´gua, luz, ga´s, telefone
• circuitos impressos (componentes eletroˆnicos)
• ana´lise ou colorac¸a˜o de mapas
• organizac¸a˜o de tra´fego
• trajetos o´timos: vendedor, carteiro, caminha˜o de lixo
• instalac¸o˜es: mecaˆnicas, hidra´ulicas, ele´tricas, a cabo
• organizac¸a˜o de campeonatos
• minimizac¸a˜o de caminhos em geral.
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Este u´ltimo foi solucionado atrave´s de um algoritmo publicado
em 1959. Criado por um matema´tico computacional holandeˆs, Edsger
Dijkstra, que trouxe uma soluc¸a˜o para o problema do caminho mais
curto num grafo orientado, este algoritmo que leva seu nome, Algoritmo
de Dijkstra, segue como uma das coisas mais engenhosas na cieˆncia
da computac¸a˜o. Um defensor ferrenho da simplicidade e elegaˆncia na
matema´tica, ele acreditava que todo problema complicado tinha uma
parte acess´ıvel, uma entrada, e a matema´tica era uma ferramenta a ser
usada para encontra´-la e explora´-la.
Em 1956, Dijkstra estava trabalhando no ARMAC, uma ma´quina
de computac¸a˜o paralela instalada no Centro Matema´tico da Holanda.
Tratava-se da sucessora dos computadores ARRA e ARRA II, que ha-
viam sido, essencialmente, as primeiras ma´quinas deste tipo no pa´ıs.
Seu dever era programa´-la, e assim que estivesse pronta, seria reve-
lada ao pu´blico. Apo´s dois anos de esforc¸o conjunto, Dijkstra precisava
de um problema para solucionar. “Para uma demonstrac¸a˜o feita para
pessoas na˜o ligadas a` informa´tica, o problema tem que ser descrito de
forma que na˜o-matema´ticos possam compreender”, relembrou Dijks-
tra em uma entrevista concedida na˜o muito antes de sua morte, em
2002. “Elas tem que entender ate´ mesmo a resposta. Enta˜o projetei
um programa que encontraria a rota mais curta entre duas cidades na
Holanda, usando uma espe´cie de mapa reduzido do pa´ıs, em que havia
escolhido 64 cidades” Qual a distaˆncia mais curta para ir de Rotter-
dam a` Groningen?”, disse Dijkstra. “E´ o algoritmo para o caminho
mais curto, que desenvolvi em cerca de 20 minutos”. Na figura 2 temos
uma foto de Edsger Dijkstra e uma aplicac¸a˜o de seu algoritmo [2].
Figura 2 – Foto de Edsger Dijkstra
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2.3 CONTRIBUIC¸A˜O DE KARL MENGER
Karl Menger (1902-1985) foi um matema´tico austr´ıaco-americano
que trabalhou em a´lgebra e geometria, contribuindo tambe´m para a te-
oria dos jogos e cieˆncias sociais. Suas publicac¸o˜es compreendem um
per´ıodo de meio se´culo e abrangem uma incr´ıvel variedade de a´reas, da
lo´gica a` teoria dos conjuntos, a` geometria, a` ana´lise, a` dida´tica da ma-
tema´tica e a` economia, entre outras. Em teoria dos grafos, o teorema
de Menger, provado em 1927, consiste em um resultado fundamental
sobre conectividade em grafos finitos e na˜o direcionados.
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3 TEORIA DE GRAFOS
O que e´ um grafo? O que sa˜o ve´rtices e arestas?
“ O leitor seria capaz de desenhar a Figura 3 sem tirar o la´pis do papel,
tendo que ir a todos os pontos e na˜o podendo passar pela mesma linha
duas vezes?” [3].
Figura 3 – Casinha
Uma brincadeira se´ria, pois pode-se introduzir atrave´s da Fi-
gura 3 muitos conceitos da teoria de Grafos, como as noc¸o˜es de grafos,
ve´rtice, aresta, grau do ve´rtice, ciclo e outros que sera˜o vistas nas
pro´ximas sec¸o˜es.
3.1 DEFINIC¸A˜O
Um grafo G consiste em um conjunto finito e na˜o vazio V (G) de
objetos chamados ve´rtices, juntamente com um conjunto E(G) de pares
na˜o ordenados de ve´rtices cujos elementos sa˜o chamados de arestas.
Pode-se representa´-lo por G = (V ;E), onde V = V (G) e E = E(G).
Seja G(V ;E) um grafo e u, v dois de seus ve´rtices, diz-se que u e v sa˜o
adjacentes se existe uma aresta que incida nestes dois ve´rtices. Pode-
se denotar a aresta por {u, v} ou simplesmente uv quando na˜o houver
perigo de confusa˜o.
Grafos sa˜o geralmente representados por diagramas, onde os
ve´rtices de V correspondem aos pontos no plano e as arestas de E cor-
respondem aos arcos que ligam os ve´rtices correspondentes. O diagrama
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obtido pela Figura 4 na˜o tem significado geome´trico, seu propo´sito e´
representar um esquema entre as relac¸o˜es de adjaceˆncia dos ve´rtices de
G. Por exemplo, G = {{a, b, c, d}; {{a, b}, {a, c}, {a, d}, {b, c}}} [5].
Figura 4 – A e B diagramas diferentes de um mesmo grafo G
Informalmente pode-se considerar como um conjunto finito de
elementos denominados ve´rtices e sua ligac¸o˜es, as arestas. Exemplo:
Conjunto de pontos tur´ısticos do centro de Floriano´polis { Prac¸a XV,
Teatro Alvares de Carvalho (TAC), Mercado Pu´blico, Catedral Metro-
politana Nossa Senhora do Desterro, Pala´cio Cruz e Sousa} e as rotas
que os unem.
A Figura 5 apresenta os pontos tur´ısticos, ve´rtices, e suas co-
nexo˜es (arestas). Temos enta˜o 5 ve´rtices e 7 arestas.
Figura 5 – Pontos Tur´ısticos
Para um grafo ficar bem definido sa˜o necessa´rios dois conjuntos:
i) O conjunto V , dos ve´rtices. Neste caso, os pontos tur´ısticos do
centro de Floriano´polis.
ii) O conjunto E das arestas, que neste caso sa˜o as conexo˜es dos pontos
tur´ısticos.
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Pode-se concluir que o mais importante no grafo e´ determinar:
i) Quem sa˜o os ve´rtices.
ii) Quais sa˜o os ve´rtices que esta˜o conectados pelas arestas (ve´rtices
adjacentes).
3.2 CONCEITOS FUNDAMENTAIS
3.2.1 Grafos orientados e na˜o orientados
Um detalhe que varia na definic¸a˜o de G e´ a existeˆncia de uma
orientac¸a˜o espec´ıfica em cada aresta. Os grafos que incluem essa in-
formac¸a˜o sa˜o ditos grafos orientados e aqueles que na˜o a apresentam
sa˜o ditos na˜o orientados. Em um grafo orientado, as arestas sa˜o pares
ordenados, ou seja, um ve´rtice e´ considerado a origem da aresta e o
outro seu destino. Nas ilustrac¸o˜es de grafos orientados, o sentido de
cada aresta e´ geralmente indicado por uma seta da origem para o des-
tino. Como pode-se verificar na Figura 6, (a, b) e´ uma aresta do grafo
orientado A, logo diz-se que (a, b) incide do ve´rtice a (sai do) e incide
no ve´rtice b (entra no).
Figura 6 – Grafo A orientado Grafo B na˜o orientado
3.2.2 Grafo ponderado ou valorado
Um grafo e´ dito ponderado ou valorado se cada aresta tem um
valor associado. Este valor pode ser a distaˆncia entre os ve´rtices, uma
tarifa ou uma dificuldade para ir de um ve´rtice ao outro. Formalmente,
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um grafo ponderado G = (V,E) consiste em um conjunto V de ve´rtices,
um conjunto E de arestas, e uma func¸a˜o f de E para P , onde P repre-
senta o conjunto de valores (pesos) associados a`s arestas. Na Figura 7
observa-se que cada aresta tem um peso. Este peso pode ser a distaˆncia,
dificuldade ou um peda´gio.
Figura 7 – Grafo ponderado
3.2.3 Grau de um Ve´rtice
Para cada ve´rtice de G, define-se seu grau como sendo o nu´mero
de arestas a ele incidentes e denota-se por gr(v). Desta forma obteˆm-se
o grau de cada ve´rtice da Figura 7 contando quantas arestas incidem
em cada ve´rtice:
a) O ve´rtice Pala´cio Cruz e Sousa tem grau 3.
b) O ve´rtice do TAC tem grau 3.
c) O ve´rtice da Igreja Matriz tem grau 2.
d) O ve´rtice da Prac¸a XV tem grau 4.
e) O ve´rtice do Mercado Pu´blico tem grau 2.
Teorema 3.2.1 Para todo grafo simples G, a soma dos graus de todos
os ve´rtices e´ igual ao dobro do nu´mero de arestas.∑
v∈V (G)
gr(v) = 2.|E|, (3.1)
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onde gr(v) e´ o grau do ve´rtice e |E|, o nu´mero de arestas.
Demonstrac¸a˜o:
Tem-se que o grau de um ve´rtice e´ o nu´mero de arestas que
incidem sobre o mesmo, e cada aresta incide sobre dois ve´rtices, ao
contarmos os graus dos ve´rtices, contamos as extremidades das ares-
tas que saem de um ve´rtice e aquelas que chegam a outro ve´rtice, ou
seja, estamos contando a aresta duas vezes, pois ela apresenta duas
extremidades. O que pode-se verificar na Figura 8.
Figura 8 – Extremidades de uma aresta
Corola´rio 3.2.2 Todo grafo G possui um nu´mero par de ve´rtices de
grau ı´mpar.
Demonstrac¸a˜o:
Tendo um nu´mero ı´mpar de ve´rtices de grau ı´mpar a soma seria
ı´mpar que somando-se aos graus dos ve´rtices de grau par, ter´ıamos um
nu´mero ı´mpar, o que e´ um absurdo. Pelo teorema 3.2.1 a soma dos
graus e´ o dobro do nu´mero de arestas e, portanto um nu´mero par de
ve´rtices com grau ı´mpar.
3.3 ALGUMAS DEFINIC¸O˜ES
3.3.1 Arestas paralelas
A aresta passa a informac¸a˜o de que dois ve´rtices, u e v, sa˜o
adjacentes. Nessa condic¸a˜o, o conjunto E pode ser definido como um
conjunto de pares de ve´rtices u e v que esta˜o ligados se, e somente se,
o par {u, v}) esta´ em E. Em um grafo, duas arestas com os mesmos
extremos sa˜o denominadas paralelas. Conforme e´ visto na Figura 9.
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Figura 9 – Aresta paralela
3.3.2 Lac¸o
Tem-se um lac¸o quando uma aresta liga um ve´rtice a ele pro´prio.
Como pode ser visto na Figura 10.
Figura 10 – Lac¸o ou auto-loop
3.3.3 Multigrafos
Quando observada a ocorreˆncia de arestas paralelas em um grafo,
o chamamos de multigrafo. Todo grafo sem lac¸os e arestas paralelas e´
um grafo simples. Vide Figura 11.
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Figura 11 – Multigrafo e grafo simples
3.3.4 Isomorfismo
Dois grafos, G1 e G2, dizem-se isomorfos se existe uma bijec¸a˜o
f : V (G1) −→ V (G2) preservando a adjaceˆncia de ve´rtices, isto e´, tal
que o nu´mero de vezes em que (u, v) ocorre em E(G1) e´ igual ao ao
nu´mero de vezes que (f(u), f(v)) ocorre em E(G2). Escreve-se G1 ∼= G2
para indicar que G1 e G2 sa˜o isomorfos.
De acordo com a Figura 12, os grafos G1 e G2 sa˜o isomorfos, este
isomorfismo se da´ pela func¸a˜o:
f : V (G1) −→ V (G2)
ai −→ bi, (i = 1, 2, 3, 4, 5) (3.2)
Figura 12 – Grafos isomorfos
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3.3.5 Grafos conexos
Informalmente, um grafo e´ conexo se for poss´ıvel caminhar de
qualquer ve´rtice para qualquer outro ve´rtice atrave´s de uma sequeˆncia
de arestas adjacentes.
Chama-se caminho, uma sequeˆncia v0; a1; v1; a2; ...; vm−1; am; vm
, com vi ∈ V (G), i ∈ {0, 1, 2, ...,m} e aj = (vj−1, vj) ∈ E(G), j ∈
{1, 2, ...,m}. O caminho e´ dito fechado caso v0 = vm. O caminho
fechado sem repetic¸o˜es de ve´rtices intermedia´rios, pois v0 = vm por
definic¸a˜o, chama-se ciclo, que e´ considerado um grafo 2-conexo. Se
v0 6= vm o caminho e´ dito aberto. Um grafo e´ conexo se existir um
caminho entre qualquer par de ve´rtices, caso contra´rio e´ desconexo.
Conforme ilustrado na Figura 13.
Figura 13 – Exemplos de: a)caminho fechado b) ciclo
c)caminho aberto
Definic¸a˜o: Seja G um grafo. Dois ve´rtices distintos u e v de G
esta˜o conectados se, e somente se existe um caminho de u para v. Um
grafo G e´ conexo se, e somente se dado um par qualquer de ve´rtice u e
v em G, existe um caminho de u para v. Simbolicamente temos, G e´
conexo ⇔ para todos os ve´rtices u e v ∈ V (G), existe um caminho de
u para v [4].
Teorema 3.3.1 Seja G um grafo com n ve´rtices. Se todo ve´rtice tem
grau pelo menos (n− 1)/2, enta˜o G e´ conexo.
Demonstrac¸a˜o:
Suponha que G na˜o seja conexo, ou seja, existem dois ve´rtices,
u e v, que na˜o esta˜o conectados. Sejam u, v ∈ V (G), logo de u partem
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pelo menos (n−1)/2 arestas que ligam u a pelo menos (n−1)/2 ve´rtices
distintos e diferentes de v . O mesmo acontece para o ve´rtice v, ou seja,
de v partem pelo menos (n − 1)/2 arestas que ligam v a pelo menos
(n−1)/2 ve´rtices distintos e diferentes de u, como verifica-se na Figura
14
Figura 14 – Ve´rtices adjacentes
Na figura 14, tem-se um total de ((n − 1)/2) + 1 ve´rtices no
lado esquerdo e ((n − 1)/2) + 1 ve´rtices no lado direito, totalizando
((n− 1)/2) + 1 + ((n− 1)/2) + 1 = n+ 1. O que e´ um absurdo, se esses
ve´rtices sa˜o disjuntos, pois tem-se por hipo´tese n ve´rtices. Logo G e´
conexo.
Seja G um grafo.
• Se G e´ conexo, enta˜o quaisquer dois ve´rtices distintos de G podem
ser conectados por um caminho.
• Se os ve´rtices u e v fazem parte de um ciclo de Ge uma aresta e´
removida do ciclo, ainda assim existe um trajeto de u para v em
G.
• Se G e´ conexo e conte´m um ciclo, enta˜o uma aresta do ciclo pode
ser removida sem desconectar G.
Diz-se que um grafo e´ k-conexo se, ao retirarmos (k−1) ve´rtices
( e as arestas a etes adjacentes) quaisquer do grafo, ele continua conexo.
Por exemplo, temos na Figura 15 um grafo 2-conexo, pois pode-se re-
tirar um ve´rtice qualquer e mesmo assim o grafo continua conexo e
outro 3-conexo, pois pode-se escolher 2 ve´rtices quaisquer para retirar,
e mesmo assim o grafo continuara´ conexo[3].
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Figura 15 – Grafo 2 e 3-conexo
3.3.6 Componentes Conexas
Definic¸a˜o: Um subgrafo conexo maximal de G e´ chamado compo-
nente de G. Um ve´rtice que separa dois outros ve´rtices de componentes
distintas e´ chamado de ve´rtice de corte e a aresta que une estes ve´rtices
de corte sa˜o chamadas de pontes.
Conforme verifica-se na Figura 16, em qualquer grafo as pontes
sa˜o as arestas que na˜o pertencem a nenhum ciclo.
Figura 16 – Ponte
Teorema 3.3.2 Se G(V,E) e´ um grafo tal que gr(v) ≥ 2(onde gr(v)
e´ o grau do ve´rtice) para todo v ∈ V , enta˜o G conte´m um ciclo.
Demonstrac¸a˜o:
Caso G tenha algum lac¸o ou aresta mu´ltipla, o resultado e´ ime-
diato. Supondo enta˜o que G seja um grafo simples. Dado v ∈ V ,
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constru´ımos um ciclo atrave´s de um processo recursivo, escolhemos um
ve´rtice qualquer, v1, adjacente a v e, para cada i > 1, escolhemos vi+1,
algum ve´rtice diferente de vi−1, adjacente a` vi. Temos que a existeˆncia
de tais ve´rtices e´ garantida, pois cada ve´rtice pertence a no mı´nimo
duas arestas. Como G tem um nu´mero finito de ve´rtices, e´ necessa´rio,
em algum momento, escolher um ve´rtice ja´ escolhido antes. Se vk e´ o
primeiro tal ve´rtice, enta˜o o percurso entre as duas ocorreˆncias de vk e´
um ciclo. [6].
Teorema 3.3.3 Todo grafo G que conte´m um caminho de tamanho
δ(G) = min{gr(v); v ∈ V (G)}, isto e´, o menor grau entre os graus dos
ve´rtices de G, conte´m um ciclo de tamanho maior ou igual a δ(G) + 1,
desde que δ(G) > 1.
Demonstrac¸a˜o:
Seja x0x1...xk o maior caminho em G. Enta˜o todos os ve´rtices
adjacentes a xk esta˜o no caminho x0x1...xk, pois se algum adjacente a
xk na˜o esta´ nesse maior caminho, poder´ıamos continuar o caminho via
esse tal ve´rtice adjacente a xk e ter´ıamos um caminho maior, mas isso
e´ uma contradic¸a˜o com o fato de x0x1...xk ser o maior caminho.
Suponha por exemplo que x3, x5 e x7 sa˜o os ve´rtices adjacentes a xk
(neste caso assumindo que k > 7), todos esta˜o no caminho x0x1...xk.
Seja i o menor ı´ndice tal que xixk e´ aresta de G, aqui no nosso exemplo
i = 3. Considere o ciclo xixi+1...xkxi, no exemplo ter´ıamos x3x4...xkx3.
Veja que os ve´rtices adjacentes a xk esta˜o nesse ciclo, no exemplo temos
que x3, x5 e x7 esta˜o em x3x4x5...xkx3 , logo o tamanho desse ciclo e´
maior ou igual ao grau de xk mais um (depois de chegar em xk, volta
para xi). Portanto o tamanho desse ciclo e´ maior ou igual ao grau
(xk) + 1, que por sua vez e´ maior ou igual a δ(G) + 1.
Teorema 3.3.4 Os ve´rtices de um grafo conexo G sempre podem ser
enumerados, digamos v1, v2, ..., vn, de forma que Gi = G[v1, ..., vi] (o
subgrafo de G com os ve´rtices v1, v2, ..., vi e as arestas que conectam
esses ve´rtices) e´ conexo para todo i.
Demonstrac¸a˜o:
Tome um ve´rtice v1 qualquer em G e assuma que escolhemos por
induc¸a˜o os ve´rtices v1, v2, ..., vi, com i < |G|. Agora escolha um ve´rtice
v qualquer em G−Gi, onde Gi = G[v1, ..., vn. Como G e´ conexo, existe
um caminho P ligando v a vi. Seja vi+1 o primeiro ve´rtice de P que
na˜o esta´ em Gi. Enta˜o vi+1 e´ vizinho de Gi, isto e´, existe um vk ∈ Gi
e uma aresta ligando vk a vi+1. A conexidade de Gi segue por induc¸a˜o
em i.
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3.4 TIPOS ESPECIAIS DE GRAFOS
3.4.1 Grafo regular
Um grafo G e´ dito regular se todos os seus ve´rtices teˆm o mesmo
grau. Em particular, se o grau dos ve´rtices e´ n, G e´ chamado n-regular,
lido como sendo regular de grau n. A Figura 17 mostra a representac¸a˜o
de um grafo regular.
Figura 17 – Grafo 2-regular
3.4.2 Grafo completo
Um grafo G e´ denominado completo se na˜o possui lac¸os e existe
exatamente uma aresta entre cada par de ve´rtices. Denota-se por Kn
um grafo completo com n ve´rtices e e´ n−1-regular , conforme pode-se
verificar na Figura 18 [5].
Figura 18 – Grafo Completo K5,(4-regular)
39
3.4.3 Grafo complementar
Um grafo A e´ um grafo complementar do grafo G e denota-se
por G quando tem-se V (G) = V (G) e E(G) ∪ E(G) inclui todas as
arestas do grafo completo Kn, isto e´, da unia˜o de G com G tem-se um
grafo completo, conforme verifica-se na Figura 19 [5].
Figura 19 – Grafos Complementares
3.4.4 Grafo Nulo ou Vazio
Um grafo G e´ nulo ou vazio quando o conjunto de arestas E(G)
e´ vazio, como verifica-se na Figura 20.
Figura 20 – Grafo Nulo
3.4.5 A´rvore
Chama-se a´rvore um grafo conexo sem ciclos. Por na˜o possuir
ciclos, a a´rvore e´ considerada a maneira mais econoˆmica de conectar
ve´rtices. A um grafo na˜o conexo que na˜o possui ciclos denomina-se
floresta, ou seja, uma floresta e´ uma unia˜o disjunta de a´rvores. Pode-se
observar na Figura 21 uma a´rvore e uma floresta [3].
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Uma a´rvore possui as seguintes caracter´ısticas:
• E´ conexo e sem ciclos;
• E´ conexo e tem n ve´rtices e n− 1 arestas;
• Inserindo uma nova aresta e mantendo o mesmo conjunto de
ve´rtices, e´ poss´ıvel formar um ciclo.
Figura 21 – Exemplo de: a) a´rvore b) floresta
3.4.6 Grafos bipartidos
Chama-se grafo bipartido o grafo em que o conjunto V de ve´rtices
pode ser dividido em dois subconjuntos disjuntos V1 e V2, V1 ∩ V2 = ∅,
sendo que toda aresta de G tem uma extremidade em cada um dos
conjuntos V1 e V2. Define-se tambe´m que Grafos bipartidos completos
sa˜o grafos bipartidos em que todos os ve´rtices de V1 esta˜o conectados
a todos os ve´rtices de V2, sua notac¸a˜o e´ Kp,q, onde p e´ a quantidade de
elementos de V1 e q, a quantidade de elementos de V2. Conforme pode
ser verificado na Figura 22, tem-se um grafo bipartido e outro bipartido
completo [3].
3.4.7 Grafo planar e Grafo de Kuratowski
Grafo planar e´ aquele que permite a representac¸a˜o no plano sem
que as arestas se cruzem. Todo grafo que na˜o e´ planar e´ chamado de
grafo de Kuratowsky, como por exemplo o da Figura 23.
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Figura 22 – a) Grafo bipartido b) Grafo bipartido Completo K2,4
Figura 23 – a) Grafo Planar b) Grafo de Kuratowski
3.4.8 Grafo Euleriano
Diz-se que um grafo e´ euleriano quando este admite um caminho
fechado contendo todas as arestas sem repeti-las. Caso este caminho
seja aberto, vi 6= vf , diz-se que e´ um grafo semi-euleriano, conforme
mostra a Figura 24 [6].
Figura 24 – Exemplo de grafo euleriano e semi-euleriano
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Teorema 3.4.1 (Euler, 1736) Um grafo conexo G e´ euleriano se e
somente se o grau de qualquer ve´rtice de G for par.
Demonstrac¸a˜o:
(⇒) Tem-se que G e´ um grafo euleriano, logo existe um caminho
fechado T que inclui, sem repeti-las, todas as arestas de G. Cada vez
que um ve´rtice v aparece no trajeto, o grau de v e´ contabilizado de duas
unidades, pois sempre que uma aresta chegar em v temos outra saindo
de v, ou seja, se T passa por um ve´rtice v , enta˜o T contribui com pelo
menos duas arestas para o grau de v. Isto ocorre em todos os ve´rtices
intermedia´rios inclusive, como pode-se observar na Figura 25, para o
ve´rtice final, pois tem uma aresta saindo deste e para o ve´rtice inicial,
que tem a mesma aresta chegando. Cada aresta aparece exatamente
uma vez em T , conforme Figura 25, logo cada ve´rtice possui grau par.
Figura 25 – Caminho T
(⇐) Supondo que todos os ve´rtices tenham grau par e que vi seja
um ve´rtice qualquer de G constroi-se um caminho C1, que na˜o passe
duas vezes pela mesma aresta, ate´ que chegue no ve´rtice inicial. Temos
que todos os ve´rtices possuem grau par, logo e´ sempre poss´ıvel entrar e
sair de um ve´rtice, com excec¸a˜o do ve´rtice vi onde o caminho termina.
Se C1 conte´m todas as arestas de G, enta˜o G e´ um grafo eule-
riano. Sena˜o, retira-se de G todas as arestas que fazem parte de C1,
obtendo assim um grafo G′ com todos os ve´rtices de grau par e pelo
menos um destes ve´rtices pertencente ao grafo C1. Caso contra´rio, o
grafo deixaria de ser conexo. Recomec¸amos o mesmo processo com
G′ comec¸ando de um ve´rtice comum a C1, obtendo assim um novo
circuito C2. A Figura 26 mostra que dois ciclos com um ve´rtice em
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comum podem formar um u´nico ciclo, pois ao percorrer o primeiro e
chegar ao ve´rtice comum, basta continuar o percurso no outro. Con-
tinuando este procedimento, necessariamente obteremos um circuito
u´nico em que todas as arestas de G esta˜o contidas. Portanto G e´ um
Grafo Euleriano[7].
Figura 26 – Circuito U´nico
Teorema 3.4.2 Um grafo conexo e´ semi-euleriano se, e somente se,
possuir exatamente dois ve´rtices de grau ı´mpar.
Demonstrac¸a˜o:
(⇒) Considerando G um grafo semi-euleriano, temos enta˜o um
caminho aberto que comec¸a no ve´rtice vi e termina no ve´rtice vf . Por
ser um caminho aberto, tem-se vi 6= vf , portanto o grau deles e´ ı´mpar
ja´ que o caminho na˜o volta por onde comec¸ou. Quanto aos ve´rtices
intermedia´rios, estes tem grau par pois sempre existem duas arestas
que incidem sobre cada um destes ve´rtices. Logo pode-se concluir que
um grafo semi-euleriano possui exatamente dois ve´rtices de grau ı´mpar.
(⇐) Supondo que G e´ conexo e possui 2 ve´rtices, v, w, de grau
ı´mpar. Seja um grafo G′ obtido de G pela junc¸a˜o de uma aresta que liga
v a w. Aplicando o teorema 3.4.1 conclui-se que G′ e´ um grafo euleriano
ja´ que todos os ve´rtices tem grau par. Sendo assim, e´ poss´ıvel obter
um caminho fechado passando, sem repetir, por todas as arestas. Ao
retirar a aresta que liga v a w obte´m-se um caminho aberto que passa
por todas arestas de G, logo o grafo G e´ semi-euleriano [8].
3.4.9 Grafo Hamiltoniano
Um grafo e´ Hamiltoniano se possuir um caminho que passa por
cada ve´rtice uma u´nica vez, como verificado na Figura 27 [9].
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Note-se que, nesta nova abordagem, apesar de se tratar tambe´m
de procurar caminhos sobre grafos, o problema na˜o esta´ em percor-
rer todas as arestas existentes sem repetic¸o˜es ou com o mı´nimo de
repetic¸o˜es, mas antes em escolher algumas delas para visitar todos os
ve´rtices, sem ter de repetir a visita a qualquer um deles.
Figura 27 – Grafo Hamiltoniano
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4 ALGORITMO DE DIJKSTRA
O algoritmo de Dijkstra e´ um dos algoritmos mais eficientes
para solucionar problemas de caminho mais curto, podendo somente
ser aplicado para arestas cujos valores atribu´ıdos a elas sejam na˜o
negativos. Tem ampla aplicac¸a˜o em redes de telefonia, ele´tricas, ro-
dovia´rias, de esgoto, televisa˜o a cabo, informa´tica, etc. Seu objetivo
principal e´ ligar um ponto inicial s (chamado ve´rtice inicial) a outro
ponto qualquer v (ve´rtice) de uma rede espec´ıfica, da forma mais efi-
ciente e econoˆmica poss´ıvel. O algoritmo baseia-se em um processo
de rotulac¸a˜o dos ve´rtices do grafo (rede) e classificac¸a˜o dos respectivos
ro´tulos. A cada ve´rtice vi, e´ atribu´ıdo um ro´tulo (p(v), d(vi)), onde
d(v) e´ a distaˆncia atual de s ate´ v e p(v) predecessor de vi, que pode
ser permanente (fixo) ou tempora´rio. Isto e´, o ro´tulo tempora´rio de um
ve´rtice representa um limite superior da distaˆncia mais curta de s para
esse ve´rtice, uma vez que o caminho que lhe esta´ associado pode ser ou
na˜o o mais curto. O algoritmo consiste em um processo de fixac¸a˜o dos
ro´tulos dos ve´rtices do grafo(rede). Comec¸ando por s, o grafo e´ orde-
nado segundo as distaˆncias de cada ve´rtice a s. Em cada iterac¸a˜o, e´
escolhido um ve´rtice vi com ro´tulo tempora´rio de menor valor d(v) que
se torna permanente, para depois varrer todos os ve´rtices adjacentes a
vi (que tenham ro´tulos tempora´rios), para atualizac¸a˜o de seus ro´tulos.
O algoritmo termina quando na˜o existirem ve´rtices com ro´tulos tem-
pora´rios (caminho mais curto do ve´rtice s para todos os outros) ou
quando o ro´tulo do u´ltimo ve´rtice passar a permanente (caminho mais
curto do ve´rtice s ao ve´rtice final) [10].
Seja V o conjunto de ve´rtices do grafo G(V,E), R um conjunto
vazio e s o ve´rtice de partida.
Primeiro passo : Sera´ atribu´ıdo o valor zero para o ve´rtice inicial s
e infinito ∞ para os demais ve´rtices, ou seja,
Para todo v ∈ V − {s}, temos
 d(v) :=∞d(s) = 0
R := ∅
.
A Tabela 1 demonstra o procedimento do primeiro passo.
Segundo passo : Todas as distaˆncias sera˜o comparadas e o ve´rtice
de menor valor sera´ anexado ao conjunto R, utilizando a seguinte
fo´rmula:
Se R 6= V , tome u 6∈ R tal que d(u) = min{d(v), ∀v 6∈ R}
e R = R ∪ {u}. Caso contra´rio, pare.
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Tabela 1 – Visualizac¸a˜o do primeiro passo
s y z w
(s, 0) (∗,∞) (∗,∞) (∗,∞)
Terceiro Passo : Para todos os ve´rtices de V adjacentes ao ve´rtice u
fixado no segundo passo, sendo que l(u, v) e´ o peso da aresta que
liga o ve´rtice u ao ve´rtice v, e´ aplicada a` seguinte fo´rmula:
Se d(v) > d(u) + l(u, v)⇒ d(v) := d(u) + l(u, v). (4.1)
A Tabela 2 demonstra o procedimento do terceiro passo. Sendo
a a distaˆncia do ve´rtice inicial s ate´ z e b a distaˆncia do ve´rtice
inicial s ate´ w, tendo a < b.
Tabela 2 – Visualizac¸a˜o do segundo e terceiro passo
s y z w
(s,0) (∗,∞) (s, a) (s, b)
Quarto passo : Enquanto R 6= V , retorna-se ao segundo passo e se
inicia um novo ciclo ate´ que R = V . Neste momento, o algoritmo
ja´ calculou a menor distaˆncia do ve´rtice inicial s a cada um dos
ve´rtices.
A Tabela 3 demonstra o procedimento do quarto passo, retor-
nando ao segundo e fixando z. Este procedimento ocorrera´ ate´
que R = V .
Tabela 3 – Visualizac¸a˜o do quarto passo
s y z w
(s,0) (∗,∞) (s,a) (s, b)
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4.1 CORRETUDE DO ALGORITMO DE DIJKSTRA
Afirmac¸a˜o: Ao fim desse processo, para cada v ∈ V , o valor
final de d(v) = δ(v) e´ a distaˆncia mı´nima do ve´rtice de partida s ao
ve´rtice v.
Demonstrac¸a˜o:
Esta demonstrac¸a˜o sera´ feita por induc¸a˜o sobre o nu´mero de
ve´rtices.
Seja |V | a quantidade de ve´rtices do grafo G(V,E) e |V | = n, n e´ uma
quantidade finita de ve´rtices.
i) Se |V | = 1 enta˜o V = {s}. Esse caso e´ trivial pois s e´ o ve´rtice de
partida e chegada, logo d(s) = 0 = δ(s), como visto na Figura 28.
Figura 28 – Grafo com apenas um ve´rtice
ii) Suponha que este algoritmo funciona para n− 1 ve´rtices.
E´ conhecido o valor da distaˆncia mı´nima da origem para cada
um dos n − 1 ve´rtices indexados ao conjunto R′, ou seja, temos
d(v) = δ(v) para todo v ∈ R′, como podemos ver na Figura 29.
Figura 29 – Grafo com n− 1 ve´rtices indexados a R′
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iii) Pela Hipo´tese de induc¸a˜o, se v ∈ R′, enta˜o d(v) = δ(v) (distaˆncia
mı´nima do ve´rtice s a um ve´rtice v qualquer). Deve-se mostrar
que apo´s a indexac¸a˜o de u ao conjunto R′, obtemos o menor
caminho do ve´rtice de origem s ate´ u, ou seja, d(u) = δ(u). Isto
significa que apo´s inserido o ve´rtice u ao conjunto R′ temos R =
R′ ∪ u = V e d(v) = δ(v) para todo v ∈ V .
Para isto, supo˜e-se que existe um outro caminho, chamado Q,
entre a origem s e o ve´rtice u de tal forma que a distaˆncia deste
caminho seja menor que a distaˆncia de s ate´ u, l(Q) < d(u), sendo
l(Q) o tamanho do caminho de s ate´ u. Este novo caminho, Q,
tem in´ıcio em s ∈ R′ e em algum momento passa por um ve´rtice
x 6∈ R′. Conforme mostra a Figura 30.
Figura 30 – Grafo passando pelo caminho Q
Logo, existe um v ∈ R′ ∩ Q e um x ∈ Q − R′ tal que v e x sa˜o
ve´rtices adjacentes, esta˜o ligados por uma aresta. Desta forma tem-se,
l(Qv) + l(v, x) ≤ l(Q). (4.2)
Como pode ser observado na equac¸a˜o 4.2, a distaˆncia de s ate´ o
ve´rtice v (um subcaminho de Q) que somado ao tamanho da aresta que
liga v ∈ R′ ∩Q a x ∈ Q−R′ e´ menor ou igual ao tamanho do caminho
Q que liga s a u passando pelo ve´rtice x.
Pelo fato de v e x serem adjacentes, d(v) = δ(v) ≤ l(Qv) e pela hipo´tese
de induc¸a˜o, d(x) ≤ d(v) + l(vx), sendo Qv um subcaminho de Q que
pertence a R′.
Sabendo que d(v) ≤ l(Qv) e somando l(vx) em ambos os lados da
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desigualdade, obte´m-se:
d(v) + l(vx) ≤ l(Qv) + l(vx). (4.3)
Pela suposic¸a˜o proposta anteriormente de que existe um caminho
Q,
l(Q) < δ(u). (4.4)
Sabendo tambe´m que:
d(x) + l(vx) ≤ l(Qv) + l(vx) ≤ l(Q), (4.5)
Tem-se:
d(x) + l(vx) ≤ l(Qv) + l(vx) ≤ l(Q) < d(u). (4.6)
Como pode ser observado na Figura 31.
Figura 31 – Grafo de caminhos para u
Atrave´s do passo 2 do algoritmo de Dijkstra deduz-se que d(u) e´ a
menor distaˆncia, logo d(u) ≤ d(x). Com o passo 3, que atualiza a
tabela, obte´m-se d(u) ≤ d(x) ≤ d(v) + l(vx):
d(v)+l(vx) ≤ l(Qv)+l(vx) ≤ l(Q) < d(u) ≤ d(x) ≤ d(v)+l(vx). (4.7)
Obtendo d(v)+l(vx) < d(v)+l(vx), que e´ um absurdo, pois uma
distaˆncia na˜o pode ser estritamente menor que ela pro´pria. Portanto,
o caminho dado pelo algoritmo de fato e´ o menor caminho entre s e u.
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4.2 EXEMPLOS DA APLICAC¸A˜O DO ALGORITMO DE DIJKS-
TRA
4.2.1 Exemplo 1
Aplicando o algoritmo de Dijkstra no grafo apresentado pela
Figura 32, pode-se calcular a menor distaˆncia entre o ve´rtice origem s
e os demais ve´rtices.
Figura 32 – Grafo ponderado
Seja o conjunto de ve´rtices V = {s, u, v, x, y} e G um grafo pon-
derado orientado, tem-se que s e´ o ve´rtice inicial e sendo u e v ve´rtices
adjacentes, define-se l(uv) como sendo o tamanho, ou peso, da aresta
que liga o ve´rtice u ao ve´rtice v. Segundo o Algoritmo de Dijkstra:
Seja (G, s):
para todo v ∈ V − {s}:
 d(v) :=∞d(s) = 0
R := ∅
.
O conjunto R sera´ atualizado a cada passo do algoritmo. En-
quanto R 6= V :
∀u /∈ R com d(u) = min{d(v),∀v /∈ R}. (4.8)
No primeiro momento, o algoritmo atribui o valor “zero”para o ve´rtice
s, indexando este ve´rtice ao conjunto R, pois R := ∅ ∪ {s} = {s}. O
pro´ximo passo do algoritmo e´ que para todos os ve´rtices de V adjacentes
a s, conforme visto na equac¸a˜o 4.8, tem-se:
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Tabela 4 – Atribuic¸a˜o do zero ao ve´rtice inicial
s u v x y
(s, 0) (∗,∞) (∗,∞) (∗,∞) (∗,∞)
Tabela 5 – Primeira tabela de distaˆncias atualizada
s u v x y
(s,0) (s, 10) (∗,∞) (s, 5) (s, 7)
Se d(v) > d(u) + l(uv)⇒ d(v) := d(u) + l(uv). (4.9)
Neste momento e´ comparado com a Tabela 4 a distaˆncia de s
ate´ u, d(u) = 10, de s ate´ x, d(x) = 5, e de s ate´ y, d(y) = 7.
(i) Se d(u) > d(s) + l(su)⇒∞ > 0 + 10, enta˜o d(u) = 10.
(ii) se d(x) > d(s) + l(sx)⇒∞ > 0 + 5, enta˜o d(x) = 5.
(iii) Se d(y) > d(s) + l(sy)⇒∞ > 0 + 7, enta˜o d(y) = 7.
Atualizando, como pode-se observar, a Tabela de distaˆncias 5.
Com R 6= V , tem-se que x /∈ R e d(x) = min{d(v),∀v /∈ R} ,
consequentemente o ve´rtice x e´ indexado ao conjunto R, enta˜o R :=
{s}∪ {x} = {s, x}. Como e´ visto na Tabela 6, fixa-se o ve´rtice de onde
ele veio e a distaˆncia d(x).
Utiliza-se a equac¸a˜o 4.8 para todos os ve´rtices de V adjacentes
ao ve´rtice x. E´ calculada enta˜o a distaˆncia de s passando por x ate´
o ve´rtice u, tem-se d(u) = 5 + 3, de s passando por x ate´ v, tem-se
d(v) = 5 + 9 e de s passando por x ate´ y, tem-se d(y) = 5 + 2.
Tabela 6 – Tabela atualizada
s u v x y
(s,0) (s, 10) (∗,∞) (s,5) (s, 7)
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Tabela 7 – Tabela atualizada
s u v x y
(s,0) (x, 8) (x, 14) (s,5) (x,7)
Tabela 8 – Tabela atualizada
s u v x y
(s,0) (x,8) (y, 13) (s,5) (x,7)
Feita a comparac¸a˜o, obte´m-se:
(i) Se d(u) > d(x) + l(xu)⇒ 10 > 5 + 3, enta˜o d(u) = 8.
(ii) se d(v) > d(x) + l(xv)⇒∞ > 5 + 9, enta˜o d(x) = 14.
(iii) Se d(y) > d(x) + l(xy)⇒ 7 > 5 + 2, enta˜o d(y) = 7.
Sendo R 6= V e y /∈ R com d(y) = min{d(v),∀v /∈ R}, o ve´rtice y e´
indexado ao conjunto R atualizando-se os valores de d(u) e d(v), logo
R := {s, x} ∪ {y} = {s, x, y}.
Observa-se na Tabela 7, a fixac¸a˜o do ve´rtice y, o ve´rtice de onde
ele veio e sua distaˆncia d(y).
Repete-se o processo, ou seja, para todos os ve´rtices de V adja-
centes ao ve´rtice y, utiliza-se a equac¸a˜o 4.9, neste caso e´ feito o ca´lculo
da distaˆncia de s passando por y ate´ v, d(v) = 7 + 6. Feita a com-
parac¸a˜o, obte´m-se d(v) > d(y) + l(yv) como 14 > 7 + 6 = 13, o valor de
d(v) = 13 da Tabela 8 e´ atualizado. Tem-se que R 6= V ,u /∈ R e d(u) =
min{d(v),∀v /∈ R} enta˜o o ve´rtice u e´ indexado a R, R := {s, x, y, u}.
A Tabela 8 e´ atualizada, fixando o ve´rtice de onde veio e a distaˆncia
d(u).
Aplicando o passo 3 do algoritmo obte´m-se a distaˆncia do ca-
minho iniciando em s, passando por u ate´ v d(v) = 8 + 1 e de s pas-
sando por u ate´ x d(x) = 8 + 2, onde e´ feita uma atualizac¸a˜o, pois:
d(v) > d(u) + l(uv), ou seja 13 > 8 + 1 enta˜o d(v) = 9,logo o valor e´
atualizado, d(x) > d(u) + l(ux), ou seja 5 > 8 + 2 como a inequac¸a˜o
na˜o e´ satisfeita o valor e´ mantido, d(x) = 5 . Te´m-se R 6= V , v /∈ R e
d(v) = min{d(v),∀v /∈ R}, logo o ve´rtice v e´ indexado ao conjunto R e
obte´m-se R = V .
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Tabela 9 – Tabela atualizando v
s u v x y
(s,0) (x,8) (u,9) (s,5) (x,7)
Observa-se na Tabela 9 a fixac¸a˜o do ve´rtice v, o ve´rtice adjacente
anterior u e sua distaˆncia d(v). Como temos R = V , todas as distaˆncias
ja´ foram calculadas, obte´m-se assim o menor caminho para cada ve´rtice,
para isto basta pegar o ve´rtice adjacente anterior, sucessivamente ate´
chegar na origem s. Como pode ser visto na Tabela 9, o menor caminho
para chegar ao ve´rtice v e´ passando por u e para chegar neste deve-
se passar por x e consequentemente deve-se antes passar por s que e´
o ve´tice inicial, obtendo-se assim o caminho s −→ x −→ u −→ v e
d(v) = δ(V ) = 9, [3].
4.2.2 Exemplo 2
Outra aplicac¸a˜o do algoritmo e´ em tabelas que indicam as distaˆncias
entre localidades, para isto deve-se primeiramente modelar um grafo
ponderado.
Com a Tabela 10 pode-se desenhar um grafo G(V,E) que re-
presente as conexo˜es entre as localizac¸o˜es s, a, b, c, d, e, f, g obtendo-se
assim o menor caminho entre estas.
Para melhor visualizac¸a˜o do grafo, tenta-se desenha´-lo de modo que
Tabela 10 – Tabela Distaˆncia entre localidades
s a b c d e f g
s 0 11 5 8 − − − −
a 11 0 − 3 − − 8 −
b 5 − 0 2 8 − − −
c 8 3 2 0 4 − 12 11
d − − 8 4 0 15 − 4
e − − − − 15 0 3 7
f − 8 − 12 − 3 0 2
g − − − 11 4 7 2 0
54
Tabela 11 – Ca´lculo da distaˆncia entre as localidades
s a b c d e f g
(s,0) (∗,∞) (∗,∞) (∗,∞) (∗,∞) (∗,∞) (∗,∞) (∗,∞)
(s,0) (s, 11) (s,5) (s, 8) (∗,∞) (∗,∞) (∗,∞) (∗,∞)
(s,0) (s, 11) (s,5) (b,7) (b, 13) (∗,∞) (∗,∞) (∗,∞)
(s,0) (c,10) (s,5) (b,7) (c, 11) (∗,∞) (c, 19) (c, 18)
(s,0) (c,10) (s,5) (b,7) (c,11) (∗,∞) (a, 18) (c, 18)
(s,0) (c,10) (s,5) (b,7) (c,11) (a, 26) (a, 18) (d,15)
(s,0) (c,10) (s,5) (b,7) (c,11) (g, 22) (g,17) (d,15)
(s,0) (c,10) (s,5) (b,7) (c,11) (f,20) (g,17) (d,15)
na˜o haja intersec¸o˜es entre as arestas, por se tratar de mapas tem-se
sempre um grafo planar, como pode ser verificado na Figura 33.
Figura 33 – Distaˆncias entre as localidades
Aplicando o algoritmo de Dijkstra obte´m-se a Tabela 11, que
indica a menor distaˆncia de cada ve´rtice em relac¸a˜o a origem e tambe´m
o caminho a ser seguido. Para isto, um ve´rtice e´ selecionado marcando-
se o ve´rtice de onde ele veio repetidamente ate´ chegar na origem. Para
determinar o menor caminho de g ate´ a origem, deve-se selecionar o
ve´rtice de onde ele veio, ve´rtice d, como visto na Tabela 11 o ve´rtice
anterior a este e´ o ve´rtice c, depois o ve´rtice b e finalmente chegando
a origem s. Determinando assim o menor caminho que e´ dado por
g −→ d −→ c −→ b −→ s e d(g) = 15.
A Tabela 11 e´ visualizada passo a passo atrave´s de grafos apre-
sentados pelas Figuras de 34 a 41, [3].
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Figura 34 – Grafo referente a 1a linha da Tabela 11
Figura 35 – Grafo referente a 2a linha da Tabela 11
Figura 36 – Grafo referente a 3a linha da Tabela 11
Figura 37 – Grafo referente a 4a linha da Tabela 11
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Figura 38 – Grafo referente a 5a linha da Tabela 11
Figura 39 – Grafo referente a 6a linha da Tabela 11
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Figura 40 – Grafo referente a 7a linha da Tabela 11
Figura 41 – Grafo referente a 8a linha da Tabela 11
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5 TEOREMA DE MENGER
Nem sempre o suficiente e´ perceber se um grafo e´ ou na˜o conexo,
o mais importante e´ saber da existeˆncia de caminhos alternativos e po-
der quantificar esta informac¸a˜o, para enta˜o poder avaliar ate´ que ponto
um grafo e´ mais conexo que outro. Sabe-se que um grafo k-conexo
continua conexo com a retirada de k − 1 ve´rtices deste grafo. Desta
definic¸a˜o observa-se de imediato, que para todo par de ve´rtices em um
determinado grafo k-conexo deve ser conectado por pelo menos k ca-
minhos sem ve´rtices intermedia´rios em comum. A Figura 42 apresenta
um exemplo de um grafo 3-conexo com treˆs caminhos, do ve´rtice u ao
x, sem ve´rtices intermedia´rios em comum.
Figura 42 – Exemplo de grafo 3-conexo
Sejam u, v dois ve´rtices distintos e na˜o adjacentes de um grafo G.
Define-se C(u, v) como sendo a menor quantidade de ve´rtices distintos
cuja retirada desconecta u de v e F (u, v), a maior quantidade de cami-
nhos disjuntos que conectam u a v, isto e´, sem ve´rtices intermedia´rios
em comum, com excec¸a˜o dos ve´rtices u e v. Conforme pode-se verificar
na Figura 43.
Figura 43 – Grafo 2-conexo
Iremos provar que C(u, v) = F (u, v), que e´ exatamente o que diz
o Teorema de Menger.
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Teorema 5.0.1 (Menger, 1927) Um grafo e´ k-conexo se, e somente
se, todo par de ve´rtices na˜o adjacentes e´ conectado por pelo menos k
caminhos sem ve´rtices intermedia´rios em comum.
Demonstrac¸a˜o:
Temos que se G e´ k-conexo, enta˜o k e´ a quantidade mı´nima de
ve´rtices retirados que desconecta u de v. Logo G e´ C(u, v)-conexo e
F (u, v) a quantidade mı´nima de caminhos independentes que conectam
u a v(ma´xima de caminhos disjuntos).
Tem-se que C(u, v) ≥ F (u, v), pois todo conjunto de ve´rtices que
separa u de v, tem que ter pelos menos um destes ve´rtices para cada
caminho que liga u a v. Conforme pode ser ilustrado na Figura 44.
Figura 44 – Grafo 3-conexo
Provaremos agora que C(u, v) ≤ F (u, v). Para isto iremos usar
induc¸a˜o sobre k, mostrando que se C(u, v) = k enta˜o F (u, v) ≥ C(u, v) =
k, ou seja, se retirarmos k ve´rtices de um grafo G que desconecte u de
v, enta˜o, existe pelo menos k caminhos unindo estes dois ve´rtices.
Para k = 1 e´ imediato, pois se temos apenas um ve´rtice que
separa u de v isto significa que existe pelo menos um caminho entre u
e v. Basta verificar na Figura 45.
Figura 45 – Para k = 1
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Hipo´tese de induc¸a˜o: supondo k ≥ 1 e C(u, v) = k enta˜o F (u, v) ≥
k , ou seja, se G e´ k-conexo, enta˜o existe pelo menos k caminhos que
separam u de v.
Vamos provar para C(u, v) = k + 1, isto e´, devemos retirar
pelo menos k + 1 ve´rtices para desconectar u de v. Pela hipo´tese
de induc¸a˜o temos k caminhos disjuntos C1, C2, ..., Ck unindo os dois
ve´rtices. Como C(u, v) = k+1 enta˜o os k ve´rtices adjacentes ao ve´rtice
u na˜o separam u de v, logo existe um caminho C conectando estes dois
ve´rtices cujo ve´rtice adjacente a u e´ diferente de todos os outros ve´rtices
adjacentes correspondentes aos Ci′s caminhos. Como e´ mostrado na Fi-
gura 46.
Seja x ∈ C o primeiro ve´rtice depois de u que pertence a algum
dos Ci′s e Ck+1 o caminho de u ate´ x via o caminho C, conforme e´
apresentado na Figura 46.
Figura 46 – Caminho C com ve´rtice x
Se x = v, encontramos k+1 caminhos disjuntos e o teorema esta´
provado. Deve-se verificar agora para x 6= v.
Assumindo x 6= v, podemos supor, sem perda de generalidade,
que x /∈ C1, C2, ..., Ck−1 e que x ∈ Ck.
Agora comoG−{x} e´ k-conexo, exitem k caminhos disjuntos de u
a v em G−{x}. Veja que podemos escolher os caminhos D1, D2, ..., Dk
usando a menor quantidade poss´ıvel de arestas no conjunto E(G) −
∪k+1i=1E(Ci), i.e., menor quantidade poss´ıvel de arestas fora dos ca-
minhos C1, C2, ..., Ck, Ck+1. Portanto D1 = C1, D2 = C2, ..., Dk−1 =
Ck−1 eDk disjunto deD1, D2, ..., Dk−1 com a menor quantidade poss´ıvel
de arestas em E(G)− (E(Ck) ∪ E(Ck+1)).
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Seja H o grafo unindo todos os caminhos Di′s e o ve´rtice x.
Escolha um caminho Cj cujo primeiro ve´rtice depois de u na˜o esta´ em
H e y o primeiro ve´rtice de Cj depois de u que esta´ em H. Temos pela
construc¸a˜o dos Ci′s que x na˜o e´ um primeiro ve´rtice depois de u no
caminho Cj , por isso podemos escolher tal caminho. Veja a Figura 47.
Figura 47 – Caminho Cj
Se y = v, temos k + 1 caminhos, D1 = C1, D2 = C2, ..., Dk−1 =
Ck−1, Dk e Cj , logo o teorema esta´ provado. Devemos enta˜o verificar
para y 6= v.
Temos que y e´ o primeiro ve´rtice de Cj que esta´ em H e x ∈ H,
enta˜o conclu´ı-se que y esta´ antes de x ou y = x, caso contra´rio y na˜o
seria o primeiro ve´rtice.
Se y 6= x, enta˜o y esta´ em algum Dt. Veja que segue da cons-
truc¸a˜o dos D′is que y esta´ em Dk, e Cj e´ Ck ou Ck+1. Considere o
subcaminho em Dk de u ate´ y. Veja que esse subcaminho possui pelo
menos uma aresta em E(G) − (E(Ck) ∪ E(Ck+1)), i.e., fora de Ck e
Ck+1. Por exemplo considerando a aresta wy de Dk, tem-se que wy
na˜o esta´ em Cj , pois y e´ o primeiro ve´rtice de encontro de Cj que esta´
em H, logo w 6∈ Cj . Ao trocarmos o trecho de u ate´ y em Dk pelo
trecho de u ate´ y em Cj e seguindo de y ate´ v por Dk, obte´m-se um
caminho em G − {x} disjunto de D1, D2, ..., Dk−1 com menos arestas
em E(G)− (E(Ck) ∪ E(Ck+1)) que o caminho Dk, mas isso contradiz
a definic¸a˜o do caminho Dk. Portanto y = x.
Seja y = x e E o menor caminho de x a v em G−{u}. Tomando z
como o primeiro ve´rtice de E pertencente a algum Di. Considere agora,
o caminho proveniente da unia˜o da parte de Cj , de u a x, seguido pelo
caminho E de x a z e depois de z a v via Di e chame-o de E˜, como
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pode ser verificado na Figura 48.
Figura 48 – Caminho E
Se E˜ e´ disjunto de D1, D2, ..., Dk, temos enta˜o z = v e obte´m-
se k + 1 caminhos disjuntos D1, D2, ..., Dk e E˜ demonstrando assim o
teorema, caso isto na˜o ocorra temos z ∈ Di, para algum i = 1, 2, ..., k.
Considere agora os caminhos E1 = D1, E2 = D2, ..., Ek = Dk
e Ek+1 o subcaminho de E˜ que liga o ve´rtice u ate´ z. Temos que a
intersec¸a˜o destes caminhos e´ vazia, ou seja, Ei ∩ Ej = φ, se i 6= j, a
menos de u , z e v.
Enquanto x = y aplicamos o procedimento descrito acima, che-
gando sempre a k + 1 caminhos disjuntos. Tem-se que dois deles
encontram-se em z, com z cada vez mais pro´ximo de v. Logo quando
z for igual a v teremos k + 1 caminhos distintos, provando assim o
teorema.
Portanto, para x = y repetimos o processo descrito acima ate´
obtermos k + 1 caminhos disjuntos. Conclu´ındo enta˜o que C(u, v) =
F (u, v), provando assim Teorema de Menger [11].
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6 ATIVIDADES
Nesta cap´ıtulo sera˜o apresentadas algumas atividades com o ob-
jetivo de estimular o racioc´ınio e a criatividade do educando.
A Teoria de Grafos favorece aplicac¸o˜es interdisciplinares, permi-
tindo tambe´m o trabalho com o lado lu´dico, ajudando assim na mo-
tivac¸a˜o e interesse do aluno pelo assunto.
Atividade 1) Qual dos itens apresentados pela Figura 49 e´ imposs´ıvel
de ser feito sem tirar o la´pis do papel e passando apenas uma vez
por cada linha?
Obs: Pode-se passar mais de uma vez nos ve´rtices dos desenhos.
Figura 49 – Figuras
Soluc¸a˜o: Resposta correta e´ a letra “D”, pois pelo Teorema 3.4.1,
para obtermos um caminho com todas as arestas sem repetic¸a˜o,
devemos ter todos os ve´rtices de grau par. Ou pelo Teorema 3.4.2,
dois ve´rtices de grau ı´mpar (semi-euleriano).
Objetivo: Reconhecer um grafo Euleriano atrave´s do grau de
seus ve´rtices.
Atividade 2) (OBMEP-2009) A Figura 50 mostra a planta de uma
escola que tem seis salas, indicadas pelas letras de A ate´ F . Joa˜o
Vitor entrou na escola, percorreu todas as salas e foi embora,
tendo passado exatamente duas vezes por uma das portas e uma
u´nica vez por cada uma das outras. A porta pela qual Joa˜o Vitor
passou duas vezes liga:
A) as salas A e B.
B) as salas C e E.
C) as salas E e F .
D) a sala D e o lado de fora da escola.
E) a sala F e o lado de fora da escola.
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Figura 50 – Mapa da escola
Soluc¸a˜o: Resposta correta e´ a letra “B”. Atrave´s da mode-
lagem do mapa da escola, obtemos um grafo semi-euleriano com
dois ve´rtices ı´mpares, conforme podemos verificar pela Figura 51.
Consequentemente, iniciando em C e terminando em E. Para sair
da escola e´ necessa´rio voltar para a sala C (por este motivo a res-
posta correta e´ a letra B) e saindo pela u´ltima porta que resta.
Figura 51 – Grafo da Escola
Objetivo: Modelar uma situac¸a˜o problema e reconhecer um
grafo semi-euleriano.
Atividade 3) Os estados Brasileiros podem ser representados por um
grafo, em que cada ve´rtice e´ um dos estados e dois estados sa˜o
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adjacentes no grafo se teˆm uma fronteira comum. Baseado na
Figura 52 construa o grafo dizendo quantos ve´rtices e arestas
possui.
Figura 52 – Mapa do Brasil
Soluc¸a˜o: Um poss´ıvel grafo seria representado pela Figura 53,
com 26 ve´rtices e 98 arestas.
Objetivo: Interdisciplinaridade estimulando o racioc´ınio, cria-
tividade e a contextualizac¸a˜o da matema´tica em diversas a´reas.
Modelando um problema e reconhecendo suas arestas e ve´rtices.
Atividade 4) Quantas arestas tem um grafo com ve´rtices de graus 5,
2, 2, 2, 2, 1? Desenhe um poss´ıvel grafo.
Soluc¸a˜o: Um total de 7 arestas, pois 5+2+2+2+2+1 = 2|E|,
logo E = 7. A Figura 54 e´ uma poss´ıvel representac¸a˜o do grafo
pedido.
Objetivo: Aplicac¸a˜o direta do Teorema 3.2.1 e modelagem de
um grafo.
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Figura 53 – Grafos dos Estados Brasileiros
Figura 54 – Grafo da atividade 4)
Atividade 5) Verifique se existe um grafo simples com cinco ve´rtices
com os seguintes graus?
a) 3, 3, 3, 3, 2
b) 1, 2, 3, 4, 5
Soluc¸a˜o: Item a) existe um grafo, pois 3 + 3 + 3 + 3 + 2 = 14,
e possui uma quantidade par de ve´rtices de grau ı´mpar. Ja´ no
item b) na˜o existe um grafo, pois 1 + 2 + 3 + 4 + 5 = 15,
Objetivo: Aplicac¸a˜o direta do Teorema 3.2.1 e corola´rio 3.2.2.
Atividade 6) Considere um tabuleiro, visto na Tabela 12, com 3× 4
quadr´ıculas. Cada quadr´ıcula conte´m um nu´mero:
O objetivo do jogo consiste em deslocar um pea˜o desde o canto
superior esquerdo ate´ ao canto inferior direito, atrave´s de uma
sequeˆncia de movimentos para a direita ou para baixo, de forma a
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Tabela 12 – Tabuleiro
0 4 3 6
7 8 6 8
2 3 1 8
minimizar o somato´rio dos pontos correspondentes a`s quadr´ıculas
por onde passou.
A) Formule este jogo como um problema de caminho mı´nimo.
B) Resolva-o, usando o Algoritmo de Dijkstra.
Soluc¸a˜o: A) A Figura 55 representa a formulac¸a˜o do jogo atrave´s
de grafos.
Figura 55 – Jogo reformulado atrave´s de grafos
B) Utilizando permutac¸a˜o com repetic¸a˜o temos P 3,25 = 10, logo
pode-se concluir que existem 10 poss´ıveis caminhos de A ate´ L.
Usando o Algoritmo de Dijkstra encontramos o caminho cujo so-
mato´rio seja mı´nimo, este caminho e´ A→ E → I → J → K → L,
totalizando 21 pontos.
Objetivo: Modelagem de um problema estimulando o racioc´ınio
e a criatividade no educando. Aplicac¸a˜o do algoritmo de Dijkstra,
podendo usar conhecimentos de ana´lise combinato´ria para deter-
minar quantos passos precisara´ executar para alcanc¸ar o resultado
desejado.
Atividade 7) A Tabela 13 mostra as distaˆncias em Km entre as lo-
calidades P (onde esta´ situada uma pizzaria), A,B,C,D,E, F e
G. So´ sa˜o indicadas distaˆncias nos casos em que as localidades
sa˜o ligadas diretamente por uma via.
A) Desenhe um grafo que represente as conexo˜es entre as locali-
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dades(tente desenhar o grafo de modo que na˜o haja intersec¸o˜es
entre as arestas).
B) Encontre o menor caminho a ser seguido por um entregador
de pizza para fazer uma entrega em cada uma das localidades.
C) Verifique se o grafo e´ 3-conexo. Caso afirmativo, encontre 3
caminhos disjuntos de P ate´ G.
Tabela 13 – Tabela Distaˆncia entre localidades
P A B C D E F G
P 0 12 6 9 - - - -
A 12 0 - 4 - - 9 -
B 6 - 0 3 9 - - -
C 9 4 3 0 5 - 13 12
D - - 9 5 0 16 - 5
E - - - - 16 0 4 8
F - 9 - 13 - 4 0 3
G - - - 12 5 8 3 0
Soluc¸a˜o: A) A Figura 56 representa um poss´ıvel grafo indicando
as conexo˜es entre as localidades P,A,B,C,D,E, F,G.
Figura 56 – Grafo das localidades P,A,B,C,D,E, F,G
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B) Utilizando o Algoritmo de Dijkstra encontra-se o menor cami-
nho para cada localidade, conforme pode-se verificar na Figura
57.
Figura 57 – Menor caminho entre P,A,B,C,D,E, F,G
C) O grafo e´ 3-conexo, pois basta retirar os ve´rtices A, B e C que
o ve´rtice P fica desconectado dos demais ve´rtices. Os 3 poss´ıveis
caminhos disjuntos sa˜o P → B → D → G, P → C → G e
P → A→ F → G.
Objetivo: Trabalhar com a modelagem de uma situac¸a˜o pro-
blema, estimulando a criatividade, para que o grafo represente
uma melhor visualizac¸a˜o da situac¸a˜o exposta e, facilitando assim
na aplicac¸a˜o do algoritmo de Dijkstra para a obtenc¸a˜o do menor
caminho. Aproveitando tambe´m para aplicar o Teorema de Men-
ger, que relaciona a quantidade mı´nima de ve´rtices retirados com
a existeˆncia de caminhos disjuntos.
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7 CONCLUSA˜O
Uma das grandes dificuldades que o professor enfrenta no En-
sino Me´dio e´ o questionamento do aluno:“Pra que serve este assunto?”
“Onde vai ser aplicado este conteu´do?” Lo´gico, o educando ainda na˜o
tem maturidade suficiente para perceber a importaˆncia do conteu´do,
mas se o professor conseguir unir o conteu´do ministrado com assuntos
do interesse do aluno, de seu cotidiano, tais como descobrir a melhor
rota entre sua casa e a escola, qual o melhor roteiro de uma viagem ob-
servando tempo, custo e comodidade ou como funciona o Google Maps,
tornaria o assunto mais atraente e consequentemente aprenderia mais.
A importaˆncia crescente de problemas relacionados com a me-
lhor rota a escolher, manutenc¸a˜o de distribuic¸a˜o de energia ele´trica,
redes de telefonia, redes de computadores, que implicam em tomadas
de deciso˜es, leva a considerar a Teoria de Grafos como um importante
to´pico a ser introduzido no conteu´do programa´tico do Ensino Me´dio.
A Teoria de grafo consiste em uma o´tima ferramenta para incentivar
os alunos a trabalhar com modelagem matema´tica, ao usar grafos para
modelar uma situac¸a˜o, ha´ um ganho na compreensa˜o da mesma por
permitir uma visualizac¸a˜o mais n´ıtida da questa˜o como tambe´m uma
melhor organizac¸a˜o das informac¸o˜es para resoluc¸a˜o do problema.
Apresentamos inicialmente uma fundamentac¸a˜o da Teoria de
Grafos, que e´ um assunto de fa´cil compreensa˜o, para dar suporte teo´rico
na aplicac¸a˜o de problemas de percurso, generalizando para estrutura
abstrata de grafos conexos. Atrave´s do algoritmo de Dijkstra, o aluno
descobre o melhor (no caso o menor) percurso a ser utilizado e percebe,
atrave´s do Teorema de Menger, a existeˆncia de outros caminhos alterna-
tivos disjuntos. Problemas como este sa˜o uma caracter´ıstica marcante
da Teoria de Grafos com va´rias aplicac¸o˜es no cotidiano dos alunos.
Um fato interessante e´ que apesar de ser uma matema´tica muito
antiga, ela ainda oferece soluc¸o˜es para problemas atuais, o que incentiva
o educando a querer aprender. A u´nica diferenc¸a e´ que agora na˜o nos
preocupamos somente com uma soluc¸a˜o, mas sim com um algoritmo,
ou seja, uma se´rie de procedimentos que, independente da extensa˜o do
problema, nos leve a uma soluc¸a˜o. O que se fazia na forc¸a bruta, hoje
basta programar um computador com o algoritmo apropriado para re-
alizar o trabalho. E para termos um bom algoritmo precisamos de um
bom conhecimento teo´rico de matema´tica.
Segundo Jurkiewicz Samuel,TEIXEIRA(2016) [12] observa-se
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que:
Os grafos sa˜o fonte imensa e inesgota´vel de problemas
teo´ricos ou aplicados que apresentam, em sua grande mai-
oria, enunciados de simples entendimento, mas que, mui-
tas vezes, escondem uma sofisticada estrutura matema´tica
onde precisam ser modelados visto que, vez por outra, suas
soluc¸o˜es (nem sempre exatas) exigem dif´ıceis me´todos de
procura e obtenc¸a˜o.
Uma argumentac¸a˜o para inclusa˜o de Grafos no ensino me´dio esta´ na
relac¸a˜o da sua capacidade de relacionar conhecimentos matema´ticos
com questo˜es de tecnologia. Temos enta˜o uma grande oportunidade de
contribuir para que o ensino da matema´tica seja atrativo, contextuali-
zado e atual.
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