Abstract-Motivated by previous comparison work, a configuration for partial response maximum likelihood detection using the Viterbi algorithm (PRML/VA) detectors with adaptive target polynomials is examined. In this configuration, a mean-quared error decision feedback equalization (MSE-DFE) is used to adapt both the forward equalizer and the target channel for the Viterbi detector. The performance of this adaptive PRML/VA is analyzed and compared with other detection techniques. The issue of convergence speed is also studied.
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I. INTRODUCTION
P ARTIAL response maximum likelihood detection using the Viterbi algorithm (PRML/VA) [9] , decision feedback equalization (DFE) [10] , [13] , and fixed-delay tree search with decision feedback (FDTS/DF) [2] are the three sampling detection techniques most often considered for digital magnetic recording. In a previous paper, detailed performance analyses for each of these different detection techniques were provided and their relative performances in different situations were compared [11] . The work presented here was motivated by the results of that comparison. In this paper, a configuration for adaptive PRML is analyzed. There have been many research activities to optimize the target polynomials for maximum likelihood sequence detection (MLSD) while reducing the complexity of the Viterbi detector [14] - [16] . In this paper, an effort has been made to relate the adaptive PRML detector with the well understood DFE detector and complete some performance comparisons in a wider spectrum of detection techniques.
The paper is organized as follows. In Section II, the design and performance analysis of each detector is briefly reviewed, and the comparison results of our previous work are summarized [11] . Then in Section III, the motivation and derivation of this adaptive PRML configuration are discussed. Theoretical calculations of the performance are also given and compared with those of other detectors in this section. In Section IV, some implementation issues, such as the adaptation algorithm and the complexity of the implementation are considered. Then in Section V, the issue of convergence of the adaptation and the tradeoff between the final performance and the convergence speed are discussed. Finally, some conclusions are given in Section VI.
II. OPTIMAL DETECTOR DESIGNS
A block diagram of a disk drive read channel with a sampling detector is shown in Fig. 1 .
In this block diagram, the incoming binary data sequence is assumed to be written on the disk in a nonreturnto-zero (NRZ) format to create the magnetization . The terms and are media noise and electronic noise, respectively.
is the transfer function of the magnetic recording channel.
is a continuous-time receive filter. The output of this filter is sampled at a rate of . is a discrete time equalizer and its output is fed into a detector that will yield , the estimate of the input sequence .
A. PRML/VA Detection
A PRML read channel with a VA detector can be modeled as shown in Fig. 2 .
In Fig. 2 , equalizes the channel to a target polynomial . An error signal is defined to be the difference between the outputs of the target channel and the equalized channel. An optimal mean-squared error (MSE) design is to choose the equalizer so that the power of the error signal will be minimized. Usually, the error signal in front of the VA detector is not white, and the effect of error correlation should be dealt with separately for each different possible error event. Suppose the length of an error event is and the target polynomial is (1) 0018-9464/98$10.00 © 1998 IEEE then it can be derived [11] , [14] that the probability of this error event is Prob (2) where is the distance between the correct and incorrect branches in the trellis, and are the auto-correlation of the error signal.
Knowing the probability of each error event, the bit error rate (BER) can be approximately given by [4] BER (3) where is a path that can have a minimum-distance error event, is the set of all such paths, is given by (2) , and is the number of errors in error event .
B. DFE Detection
A read channel with a DFE detector can be modeled as shown in Fig. 3 .
Here, removes the precursor intersymbol interference (ISI) and is a feedback equalizer, a strictly causal filter that removes all the post-cursor ISI. An error signal is defined to be the difference between the input and the output of the slicer. An optimal design is to choose both and so that the power of the error signal is minimized. To deal with the effect of error propagation in the DFE detector, an -element vector can be defined that consists of the past decision errors, which will affect the current decision (4) Given the present error state vector and the probability distribution of the error signal (consisting of noise and mis-equalization), the conditional probability of a particular decision error term can be calculated
where Prob can be evaluated given the probability distribution of the error signal.
These conditional probabilities also define the transition probabilities from one error state to the others. Assuming the successive error signal samples are independent, this is a Markov process [5] . With all the transition probabilities available, the following transition equation can be defined ( )
where is the probability of a particular error state at time and is the probability of the next error state being given the current error state being . Here the time subscripts are dropped because is not a function of time. Since each error state can only evolve into one of three error states, there are only three nonzero elements in each row or column. The fact that this matrix is sparse is critical and greatly reduces the memory required to implement a solution. The steady-state probabilities of all the error states can be derived iteratively. Then the BER of the DFE is given by [11] BER Prob (7) where is the steady-state probability of error state .
C. FDTS/DF Detection
A read channel with a FDTS/DF detector can be modeled as shown in Fig. 4 .
The forward equalizer equalizes the channel to a certain target. The feedback equalizer will cancel the "tail" of the target response. The FDTS decision unit, which is a depth-limited exhaustive tree search algorithm, will see a truncated version of the target response.
The design of a FDTS/DF detector can be divided into two steps. First, the optimal forward equalizer and optimal target polynomial are chosen so that the power of the difference signal between the target channel and the equalized channel is minimized. The second step is to divide the optimal target polynomial into two parts. Assuming the order of is , if the depth of the tree structure in the FDTS block is , then the first terms of will constitute the target polynomial that the FDTS sees, and the later terms of will constitute the feedback filter . Because of the finite depth of the tree structure and the decision feedback, error propagation is introduced. Fortunately, in order to evaluate the performance of the FDTS/DF detector with error propagation included, a method that is similar to the evaluation of the performance of the DFE can be used.
Since the past decisions and the future inputs affect the current decision, an -element error state vector is defined, which consists of the past decisions and the future inputs (note that the time is regarded here as the current time) (8) Approximating the successive error samples as independent, the progression of this error vector with time is a Markov process, and the transition probability can be calculated.
Suppose the current error state is given by (8) and the correct input at time is , then the transition probability from this state to the state is Prob Prob Prob Prob Prob metrics of paths starting with metrics of paths starting with (9) Similarly, all other transition probabilities can be calculated. The transition probability matrix is again sparse. Based on this idea, an algorithm was developed to calculate the BER of the FDTS/DF detector with error propagation included [11] .
Based on the above algorithms, a theoretical comparison of the three detection techniques has been performed. The overall performance comparison results are given in Fig. 5 . In this comparison, a Lorentzian model is used for the channel, and an ideal lowpass filter (LPF) with a bandwidth equal to half of the baud rate is used as the front-end filter. For the VA detectors, the target polynomials have the form . The media noise and the electronic noise terms make equal contributions to the noise power at the output of the LPF. In all cases, enough taps have been used in the equalizers that adding taps does not improve the performance noticeably.
III. PRML/VA WITH ADAPTIVE TARGET CHANNELS
From the above comparison, it can be seen that FDTS/DF with complexity outperforms every other detector shown. The main reason for this impressive performance is that the overall target polynomial of the FDTS/DF detector is optimized at each different linear density. Since the tree structure of the decision unit is a sub-optimal form of a Viterbi detector, it seems reasonable to suggest that a PRML/VA detector with a target polynomial optimized at each linear density should perform even better.
In fact, for a given system, the best performance is given by a whitened matched filter (WMF) followed by a PRML/VA detector, as is shown in Fig. 6 [4] .
In this figure, is a continuous-time matched filter and is a discrete-time whitening filter. To simplify the following discussion, only the electronic noise is considered unless stated otherwise.
This design of the optimal PRML/VA is identical to the design of a ZF-DFE for the same system. In fact it can be proven [4] that for a ZF-DFE designed for the same system, the forward equalizer is given by (10) and the feedback equalizer is given by (11) where is the target polynomial of the optimal PRML/VA detector.
Therefore, the PRML/VA detector with optimal target polynomial can be related to the zero forcing DFE (ZF-DFE) as shown in Fig. 7 .
In a real system, the ZF criterion cannot be implemented adaptively, because noise and mis-equalization error cannot be separated. So a more practical criterion, the MSE criterion, has to be used. The MSE design of an optimal PRML/VA detector can also be modeled by the block diagram in Fig. 2 . Remember that is now an unknown target polynomial that is to be optimized.
Assuming that there is only electronic noise, the power spectrum of the error signal , as defined in Fig. 2 , is given by (12) where is the power spectrum of the binary data. The optimal design is to choose both , which should be strictly causal, and the forward equalizer , so that the power spectrum of the error signal is minimized for all frequencies.
Again, this MSE design of an optimal PRML/VA detector is identical to the design of a MSE-DFE for the same system [4] . In fact, the forward equalizer of the MSE-DFE is given by mse (13) and the feedback equalizer of the MSE-DFE is given by mse (
So this MSE-designed optimal PRML/VA detector can be related to the MSE-DFE as shown in the Fig. 8 . Since a MSE-DFE detector can be implemented adaptively, in the same way a MSE-designed optimal PRML/VA detector can be implemented adaptively. Fig. 8 is the adaptive PRML/VA detector configuration that is proposed in this paper.
This configuration is optimal in the following sense. First, the power of the error signal at the input to the VA detector is minimized given that the target polynomial is monic; second, the adaptation of the MSE-DFE tends to whiten the error signal in front of the detector, so the performance of the PRML/VA detector is not significantly reduced by noise correlation. Thus, it can be expected that when the SNR is reasonably high, and the numbers of taps of both the forward and feedback equalizers are reasonably large, the performance of the adaptive PRML/VA should be very close to that of the optimal one given in Fig. 6 .
Based on the configuration given in Fig. 8 , the performance of the adaptive PRML/VA detector (APRML/VA) has been analyzed and compared with other detectors. Again in this calculation, a Lorentzian channel model is used and it is assumed that the media noise and the electronic noise make equal contributions to the noise power at the output of the front end receive filter, for which an ideal lowpass filter is used. The complexity of the VA detector is limited by limiting the number of feedback taps in the MSE-DFE. Because of the finite order of the target polynomials, the error signal at the input of the detector is not completely whitened. So in the performance calculation, the effect of the error correlation is included. Some comparison results are given in Fig. 9 . As can be seen, for the same order of target polynomial, (EPR4 and APRML/third, EEPR4 and APRML/fourth), the adaptive PRML/VA detector shows significant improvement over the Fig. 7 . Implementation of the optimal PRML using ZF-DFE. Fig. 8 . Implementation of adaptive PRML using MSE-DFE. performance of the VA detector with standard PR polynomials. When the recording density is relatively high, the APRML/VA with the fourth-order target polynomial will outperform the FDTS/DF detector with and . Note that at low linear densities, the FDTS/ detector performs better than the APRML/VA detectors shown. This result is due to the fact that the FDTS/DF detector has an eighth-order overall target polynomial, which is divided between the FDTS detector and the DF filter, and therefore has a better chance to whiten the error signal and to maximize the detection SNR. On the other hand, the APRML/VA with the fourth-order target does not have the added benefit of the feedback and the error signal at the input of the VA detector is, therefore, not as close to being white. So the performance of the adaptive PRML/VA detector still suffers to a larger extent from error correlation than a FDTS/DF detector with a comparable complexity in the tree structure.
IV. IMPLEMENTATION

A. Stochastic Gradient (SG) Algorithm
From Fig. 8 , it can be seen that if an adaptive DFE is implemented, the forward equalizer of the adaptive DFE can be used as the forward equalizer for the PRML detector, while the coefficients of the feedback equalizer can be used as those of the target polynomial for the PRML detector. An adaptive DFE is illustrated in Fig. 10 .
The forward and feedback equalizers must be FIR filters where (15) and (16) A common algorithm for adapting the DFE is the stochastic gradient algorithm (SG), which minimizes the power of the error signal at every sample time by adjusting the coefficients of both the forward and the feedback equalizers. The SG algorithm can be described by (17) where (18) (19) and (20)
B. Complexity
In our previous comparison, enough forward and/or feedback taps are used to achieve essentially the best possible performance. In fact, for the PRML detectors, the number of forward taps does not have to be very large. In Fig. 11 , the performance of the following seven detectors are compared: a DFE detector, two PRML detectors with EPR4 and EEPR4 targets, two adaptive PRML detectors with third-and fourthorder targets, and two FDTS/DF detectors with and where, for each of the seven detectors, only seven taps have been used for the forward equalizer. The same channel and noise models are used as in the previous comparison. Comparing Fig. 11 with Fig. 5 , it can be seen that by reducing the number of forward taps from infinity to seven, the performance degradation of every PRML detector is less than 0.45 dB in terms of channel SNR for the practical range of recording densities ( ). Actually the performance degradation is less than 0.25 dB for most of the PRML detectors over most of the practical density range. The performance of the DFE detector is, on the other hand, more sensitive to the number of forward and feedback taps. It can be seen that a performance degradation ranging from 0.5 dB at lower densities to 1.5 dB at higher densities has been introduced by reducing the complexity of the DFE to seven forward taps and four feedback taps. The performances of the FDTS/DF detectors with and are also given in Fig. 11 , but the curves shown are only approximations of the real performances. Because of the finite number of feed forward taps, the error signal at the input of the FDTS decision unit is not completely white, but correlated. In the calculation of the performance of the FDTS/DF detectors, the effect of error correlation was not considered, since a good method to deal with this effect has not been found. Based on the performance degradation due to noise correlation observed in the APRML detectors, a rough estimate is that the real performance of the FDTS/DF detectors should be 0.4-0.6 dB worse than the curves given in Fig. 11 , which would make the performance of the APRML/fourth approximately equal to that of the FDTS/DF with .
V. CONVERGENCE AND PERFORMANCE
It has been proven in [4] that the speed of convergence of the adaptation process is decided by the eigenvalue spread of the auto-correlation matrix given by (21) The smaller the eigenvalue spread is, the faster the convergence will be. The diagonal submatrices of the auto-correlation matrix , , and are usually diagonally dominant, meaning that in each row, the amplitude of the element on the diagonal of the matrix is bigger than the other terms. In order to make the eigenvalue spread of the matrix small, it is desirable to make the amplitudes of the elements of the nondiagonal matrices and as small as possible. From Fig. 10 it can be seen that 's are the binary inputs to the channel, and 's are the sampled outputs of the channel. Intuitively, it is expected that current inputs and current outputs are more correlated, while the past inputs and future outputs are less correlated. So, if is set in (23), there will be less correlation between vector and vector . Thus the amplitudes of the elements of the matrices and will be smaller, and the eigenvalue spread of the auto-correlation matrix will be smaller. Because of the constraint, the overall performance of the detector after convergence might have to suffer to some extent. So there is a tradeoff involved between the final performance and the convergence speed.
A theoretical comparison of the performances of several detectors with general forward equalizers and with anti-causal forward equalizers is shown in Fig. 12 . In this comparison, it is assumed that the adaptation process for each different detector has fully converged. For all the detectors, seven taps were used for the forward equalizers. But there are two different kinds configurations for the forward equalizers. For the first group of DFE, APRML/third, and APRML/fourth detectors, the general configuration was used for the forward equalizer, i.e., and . Their performances are represented by the DFE, APRML_third, and APRML_fourth curves in the plot. For the second group of DFE, APRML/third, and APRML/fourth detectors, the anti-causal configuration was used for the forward equalizer, i.e., and . Their performances are represented by the DFE_AC, APRML_third_AC, and APRML_fourth_AC curves in the plot. In this figure, it can be seen that because of the constraint, the performance of each different detector has been degraded by 0.6-2.0 dB depending on recording density. In Fig. 13 , the eigenvalue spreads of the auto-correlation matrices are compared for APRML/third and APRML/fourth detectors with different configurations of forward equalizers at a fixed channel SNR of 16 dB. From this figure, it can be seen that because of the constraint, the eigenvalue spreads of the auto-correlation matrices of the detectors are greatly reduced. Since the convergence speed of the adaptation is inversely exponentially proportional to the eigenvalue spread, the difference between the eigenvalue spreads in Fig. 13 represents a much greater difference in convergence speed. For example, at recording density , the eigenvalue spreads of APRML/third and APRML/fourth are reduced by a factor of 8 because of the constraint. But in simulations, it takes a quarter million training samples for the APRML/third and APRML/fourth with general forward equalizers to fully converge while it takes only a thousand training samples for the APRML/third and APRML/fourth with anti-causal forward equalizers to fully converge. Fig. 14 shows the eigenvalue spreads of the auto-correlation matrix versus the number of causal taps in the forward equalizer for a particular detector, APRML/fourth, at a linear density of T, and a channel SNR of 16 dB. From this figure, it can be seen that a single causal tap in the forward equalizer can cause a significant increase in the eigenvalue spread and, therefore, a great decrease in the convergence speed. This is because the eigenvalue spread is decided by the minimum eigenvalue (the maximum eigenvalue does not change very much with the number of causal taps). A single causal tap can produce at least one element with large amplitude in each of the two nondiagonal matrices and , and therefore reduce the amplitude of at least one eiginvalue dramatically. Further increasing the number of causal taps beyond one does not increase the eigenvalue spread very much since it does not further reduce the amplitude of the minimum eigenvalue significantly. From the above discussion, it can be seen that a tradeoff exists between the performance and convergence for the adaptive PRML/VA detectors. Which configuration of the forward equalizer to use depends on what kind of application is considered. If the system parameters are changing rapidly and on-line adaptation is needed, then it may be suitable to choose the anti-causal forward equalizer and sacrifice some performance to quickly follow the change of the parameters. In some other applications, the hard disk can be divided into many small zones according to different radii, and for each small zone known, sets of parameters for the forward equalizer and target polynomial are used. When the read head is moving into this zone, the known sets of parameters are loaded in to achieve the best possible performance. In this case, the convergence speed is not a critical issue, and it may be desirable to choose the general configuration of the forward equalizer to guarantee the best performance.
VI. CONCLUSIONS
A configuration for adaptive PRML detection has been presented. It uses an adaptive MSE-DFE to provide the optimal forward equalizer and optimal target polynomial for the PRML/VA detector at each different linear density. The implementation is practical and optimal in the sense that the power of the error signal in front of the detector is minimized and the error signal is whitened. Performance analyses and comparisons with other detectors indicate that this is a promising technique for the future.
