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Abstract
The Hilbert scheme of n points in a smooth del Pezzo surface S parameterizes zero-dimensional
subschemes with length n on S . We construct a flat family of deformations of HilbnS which can
be conceptually understood as the family of Hilbert schemes of points on a family of noncom-
mutative deformations of S . Further we show that each deformed HilbnS carries a generically
symplectic holomorphic Poisson structure. Moreover, the generic deformation of HilbnS has a
(k +2)-dimensional moduli space, where the del Pezzo surface is the blow up of projective plane at
k sufficiently general points; and each of the fibers is of the form that we construct. Our work gen-
eralizes results of Nevins-Stafford constructing deformations of the Hilbert scheme of points on
the plane, and of Hitchin studying those deformations from the viewpoint of Poisson geometry.
ii
Acknowledgments
I would like to thank my advisor Tom Nevins for his guidance in both mathematical and meta-
mathematical matter. He brought me to this topic of research, painstakingly read the manuscript,
and always encouraged me. He helped me with navigating graduate school, lecturing skill, and
professional development in general.
Many thanks to the Mathematics Department at UIUC. Thank you to my committee members,
Professor Bradlow, Katz and Schenck, for enduring both my prelim and final exam. A special
thanks to my undergraduate advisor Zhangju Liu. You taught me so many intuitions of the geom-
etry. Many thanks to Emanuele Macri for taking interest in my work and inspired discussion.
iii
Table of Contents
Chapter 1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 del Pezzo surfaces . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.3 Hilbert scheme of points . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
1.3.1 Geometric properties of Hilbert scheme . . . . . . . . . . . . . . . . . . . 11
1.3.2 Hilbert-Chow morphism . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
1.3.3 Go¨ttsche’s Formula . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
Chapter 2 Hilbert scheme of points on a del Pezzo surface . . . . . . . . . . . . . . . . 16
2.1 Exceptional sheaves on del Pezzo surfaces . . . . . . . . . . . . . . . . . . . . . . 16
2.1.1 Exceptional objects . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.2 Non-commutative version of del Pezzo surface . . . . . . . . . . . . . . . . . . . 20
2.3 Deformation in family . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.4 K-complexes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.5 Homology sheaf of a K-complex . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
Chapter 3 Deformation of HilbnS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
3.1 Construction via Grassmannians . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
3.2 Stable locus . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
3.3 Noncommutative del Pezzo surface revisited . . . . . . . . . . . . . . . . . . . . 38
3.3.1 Homological group of EK . . . . . . . . . . . . . . . . . . . . . . . . . . 40
3.3.2 H om• complex of EK . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
3.4 Smoothness of the family . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
Chapter 4 Deformation as holomorphic Poisson manifolds . . . . . . . . . . . . . . . . 51
4.1 Construction of the Poisson structure . . . . . . . . . . . . . . . . . . . . . . . . . 51
4.2 Generic dimension of deformation space . . . . . . . . . . . . . . . . . . . . . . . 54
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
iv
Chapter 1
Introduction
1.1 Overview
Given a space X, the configuration space that parameterizes the collections of n points on X is
given by the n-th symmetric product of the space X. In algebraic geometry, X is usually a smooth
projective variety. When the dimension of X is greater than 1, this classical configuration space
can be very singular in the algebraic sense. One modification for this configuration space is to keep
track of the information of how these points collide. The information for 2 colliding points not
only contains the position of the point, but also a tangent direction. This idea is highly successful
at least when X is a surface.
To be specific, one may define the space HilbnX that parameterizes zero-dimensional sub-
schemes with length n on X. Grothendieck’s foundational work in [14] ensures that this con-
figuration space can be realized as a reasonable and nice model in algebraic geometry. HilbnX
is actually a projective variety, which is frequently not the case if one parameterizes some more
general objects. Although HilbnX may still have singularities when the dimension of X and n are
large numbers, when X is a smooth surface, HilbnX is smooth and irreducible by the milestone
work [6] by Fogarty.
The question that I address in the thesis is how can we construct deformations for HilbnX. This
question is wildly unknown when the dimension of X is greater than or equal to 3. We first of all
focus on the case that X is a surface S . The surface case has been investigated in much literature —
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Bogomolov, Bottacin [4], Fantechi [5], Goto [11], Hitchin [16], Nevins, Stafford [25], etc. Given
a flat family of irreducible smooth surfaces, there is a flat family of Hilbert schemes of points on
each surface. One natural question is whether all deformations of HilbnS are induced by those of
the surface. When the surface S is of general type, it has been shown in [5] that the deformation of
HilbnS is always induced by the deformation of S . The case that S has trivial canonical divisor (K3
surface case) has been studied by Beauville [2] and Fujiki [8] in order to construct more examples
of higher-dimensional symplectic manifolds; in their case, the Hilbert scheme has a deformation
which is not induced from S : the coarse moduli space for marked K3 surfaces has dimension 20,
while that for the Hilbert scheme has dimension 21.
By the classification result of algebraic surfaces, the remaining case includes the projective
space P2, del Pezzo surfaces, ruled surfaces, Abelian surfaces, Enriques surfaces, elliptic surfaces
and hyperelliptic surfaces. The most interesting case is when the surface itself is rigid, which
means S has no deformation itself. In [16], Hitchin showed that in this case every deformation of
the Hilbert scheme is obtained from a holomorphic Poisson structure on the Hilbert scheme that
is induced from a holomorphic Poisson structure on S . Each Poisson structure induces a Kodaira-
Spencer class which can be integrated to a one-parameter family of deformations. In particular,
in the P2 case, where the Poisson structure is determined by its vanishing locus which is a cu-
bic curve, Hitchin shows that the generic deformation has a two-dimensional local moduli space,
which is parametrized by the modulus of the cubic curve and a degree 3 line bundle on the curve.
This rephrases the results in [25] by Nevins and Stafford. In their work, the deformation is induced
from the deformation of P2 as a noncommutative surface (the Hilbert scheme of points on such a
noncommutative surface is commutative!). They construct the deformation as the moduli space of
graded right modules (quotient by right bounded ones) with rank 1, trivial c1 and χ = 1 − n over a
Skylanin algebra.
At the end we focus on the Hilbert schemes of del Pezzo surfaces. By Hitchin’s approach
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from Poisson deformation or general deformation theory, there is an upper bound estimate for
the generic dimension which is 11 − d, i.e., 2 plus the number of blown up points. However,
we cannot get more than 2 explicit parameters by this approach. That is the reason why we try
the method with inspiration from non-commutative geometry to construct the deformations from
non-commutative deformations. From this non-commutative style approach, the first obstacle is
that in general we do not know how to make the non-commutative construction on the ring level.
However, as in [1] and [29], we can talk about the bounded derived category of sheaves on a non-
commutative del Pezzo surface. These categories are a deformed version of the derived category
of sheaves on commutative del Pezzo surfaces, and each of them is generated by an exceptional
collection and has a semiorthogonal decomposition, hence we can use the Beilinson type spectral
sequence to reconstruct objects there. On the other hand HilbnS parameterizes those stable objects
with some fixed invariants, and we may construct HilbnS via geometric invariant theory.
Now since the deformation space is not constructed as a Hilbert scheme of modules over rings,
we can establish few properties for the deformed spaces outside of the commutative case. How-
ever, by considering these spaces in a family MB → B (where B contains the parameter of the
datum of non-commutative del Pezzo surfaces including an elliptic curve E, two degree 3 line
bundles L1 and L2 (embedding and translation) and k blowing-up points on E), we show that this
morphism is proper and smooth, in other words we get a deformation and each fiber shares the
same good properties as the HilbnS in commutative case.
In the next few sections of this chapter, we review some classical results about del Pezzo surfaces
and the Hilbert scheme of points on surfaces. In Chapter 2, we introduce the derived category of
sheaves on del Pezzo surfaces and non-commutative del Pezzo surfaces from [1]. In addition, we
give a description of the Hilbert scheme of a commutative del Pezzo surface via GIT.
Theorem 1.1.1 (Proposition 2.5.5). HilbnS ' MKss(n) ∥ (G/C×). Here we write MKss(n) for
the moduli space of framed semistable K-complexes with type (n, 2n + 1, n + 1, . . . , n + 1, n) (see
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Definition 2.4.1). G is a product of general linear groups and G/C× acts freely on MKss(n).
K-complexes are defined in Section 2.4. In Chapter 3, we set up the construction of deformations
spaces. To be specific, given a family datum (µA, pi) of non-commutative del Pezzo surfaces, the
family of their Hilbert scheme of n points is constructed as MsµA,pi(n) → SpecA. We then prove
some properties of the morphismMsµA,pi(n)→ SpecA and get our main technical result.
Theorem 1.1.2 (Theorem 3.4.3). Let A be a noetherian ring such that SpecA is a smooth curve
over C and (µA, pi) be a flat family of noncommutative del Pezzo surfaces with one fiber being the
commutative S (see Definition 2.3.1). ThenMsµA,pi(n)→ SpecA is a smooth family of deformations
of HilbnS .
The main part of the proof is on the smoothness, which is contained in the section 3.4. To
show the smoothness, we translate the problem of whether the Jacobian matrix has full rank to the
exactness of global sections of a complex of sheaves on an elliptic curve. As a byproduct, when the
degree of the del Pezzo surface is 8, 2 or 1, HilbnS is described as the moduli space parameterizing
some specific tuples of vectors bundles on an elliptic curve and maps between them. In Chapter 4,
we construct the natural Poisson structure on the deformed Hilbert schemes of del Pezzo surfaces.
Then by the results in [16], we may describe the Kodaira-Spencer classes tangent to each direction
of the deformation of HilbnS , and compute the generic dimension of versal deformation base space
of HilbnS showing that the base space of the family that we construct has the same dimension.
Theorem 1.1.3 (Proposition 4.1.2). Suppose the degree of the del Pezzo surface is 8, 2 or 1, and let
(µC, pi) be a data of noncommutative del Pezzo surface (see Definition 2.2.1). ThenMsµ,pi(n) admits
a natural Poisson structure which is generically symplectic. The generic deformation of HilbnS
has a (2 + k)-dimensional space of moduli and each of them is of the formMsµA,pi(n) depending on
a smooth elliptic curve E, k blown up points on it and two degree 3 line bundlesL1,L2 (accurately
speaking, the difference of them L−12 ⊗ L1).
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1.2 del Pezzo surfaces
In this section, we review the basic facts of del Pezzo surfaces. We always assume that the
scheme/variety is over the complex number field C.
Definition 1.2.1. A Fano variety is a complete variety whose anticanonical bundle is ample. A del
Pezzo surface is a two-dimensional Fano variety. In the thesis, when we talk about a del Pezzo
surface, we always assume it is smooth.
Let K be the canonical bundle of a del Pezzo surface. The degree of the surface is defined to be
the intersection number K2. We denote del Pezzo surface with degree n by Dn.
Example 1.2.2. Here are examples of del Pezzo surfaces.
1. The projective plane P2 has canonical sheaf O(−3). Up to isomorphism, it is the unique del
Pezzo surface with degree 9.
2. The Hirzebruch surface Σ0, which is isomorphic to P1 × P1, has canonical sheaf O(−2,−2).
The Hirzebruch Σ1 is isomorphic to P2 blown up at a point. Fix a section C0 lifted from P1
and a fiber f , Σ1 has canonical divisor −2C0 − 3 f . Both surfaces have degree 8.
3. The smooth cubic surface D3 in P3 has canonical divisor OD3(−1). It has degree 3 and is
isomorphic to P2 blown up at six points in general position.
4. The complete intersection of two quadrics in P4 has canonical divisorOD4(−1). It has degree
4 and is isomorphic to P2 blown up at five points in general position.
By the classification result, except for P1×P1, del Pezzo surfaces can be realized as P2 blown-up
at 9 − n points. To be a del Pezzo surface, the blown-up points are on general positions: no three
lie on a line, no six lie on a conic and no eight of them lie on a cubic having a node at one of them.
Let X be a normal projective variety; we denote by Pic(X) the Picard group. We consider
PicQ(X)(= Pic(X) ⊗ Q) to be the Q-Cartier divisors. We denote by N1(X)Q the Q-Ne´ron-Severı`
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space, i.e., the quotient of PicQ(X) by the numerically trivial Q-divisors. We denote by N1(X)Q the
quotient group of Q-1-cycles on X by the subgroup of numerically trivial R-1-cycles. A divisor D
∈ PicQ(X) is nef if (D ·C) ≥ 0 for every irreducible curve C ⊂ X.
The Picard group of P1 × P1 is generated by the classes [O(1, 0)] and [O(0, 1)]. In the other
general cases, let `0 be a curve on S which is the proper transform of a projective line on P2 not
through any blown-up point; let `i, 1 ≤ i ≤ 9 − n, be the other exceptional lines. Then the Picard
group of Dn is generated by the classes [O(`0)], [O(`1)], . . . [O(`9−n)]. We may also denote `i as
the generator [O(`i)] of Pic(S ) when it causes no confusion. The intersection numbers of the pairs
are
(`0)2 = 1, `0 · `i = 0, `i · ` j = −δi j, for any 1 ≤ i, j ≤ 9 − n.
The class of the canonical divisor K is −3`0 + `1 + · · · + `9−n.
Notation 1.2.3. We consider the following cones.
• Nef(X) ⊂ N1(X)R: the closed cone of nef divisors;
• Eff(X) ⊂ N1(X)R: the closed cone of effective divisors;
• NE(X) ⊂ N1(X)R: the closed cone of effective 1-cycles.
A reference for these terminologies is [20]. By Kleiman’s criterion Nef(X) and NE(X) are dual
to each other. When X is a smooth surface, Eff(X) ⊂ N1(X)R and NE(X) ⊂ N1(X)R are identified
together.
Lemma 1.2.4. When 7 ≥ n ≥ 3, Eff(Dn) is a convex polyhedral cone with all extremal rays
spanned by `a, `0 − `a − `b, and 2`0 − `a − `b − `c − `d − `e. Here a, b, c, d, e are distinct and greater
than 0, whenever these classes exist.
When n = 2, there are 7 more extremal rays spanned by −K − `a.
When n = 1, there are 4 more sets of extremal rays:
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• −K − `a + `b; −K + `0 − `a − `b − `c; −2K − `0 + `a + `b; −2K − `a.
Proof. Each divisor class listed above has self-intersection number −1. Each divisor can be rep-
resented by the strict transform of certain curve on P2 across some blown up points with certain
multiplicities. By Lemma 1.22 in [18], each of them spans an extremal ray for Eff(Dn).
To see that all the extremal rays are listed in the lemma, let C be a nonsingular irreducible curve
other than the (−1)-curves listed in the lemma. Since C · `i ∈ Z≥0, for 0 ≤ i ≤ 9 − n, the divisor
class of C can be written as
a0`0 − a1`1 − a2`2 − · · · − a9−n`9−n,
where all ai’s are non-negative integers and in addition that a0 > 0. By the adjunction formula
(page 361 in [15]), we have
C ·C ≥ −1.
By Corollary 1.21 in [18], if the rank of the Picard group is not 1 and C spans an extremal ray,
then C · C is either −1 or 0. Since C · L ≥ 0 for any L listed in the lemma, we have the following
constrains for the pre-extremal class a0`0 − a1`1 − a2`2 − · · · − a9−n`9−n.
ai ≥ 0;
a20 − (a21 + · · · + a29−n) = 0 or − 1;
a0 ≥ ai + a j;
2a0 ≥ ai + a j + ak + al + am;
other constrains when n ≤ 2.
By an elementary argument and a case-by-case checking, the self-intersection number of C must
be 0 and [C] is spanned by the exceptional divisors. The details are in the appendix. 
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Example 1.2.5. The total number of (−1)-curves is obtained by computing the extremal rays in
Lemma 1.2.4. D7 has 3 (−1)-curves. D6 has 6 (−1)-curves. D5 has 10 (−1)-curves. D4 has 16
(−1)-curves. D3 has 27 (−1)-curves. D2 has 56 (−1)-curves. D1 has 240 (−1)-curves.
The following example from [24] says that the effective cone can be terrible when we blow up
more than 8 points on P2.
Example 1.2.6. Consider a pencil of cubic curves; the base locus has nine points. Let D0 be
P2 blown up at the nine points. For any point on D0, there is a unique cubic curve in the pencil
passing through it. This induces a map by mapping each point on D0 to the pencil P1. The map is
actually a morphism with fibers of cubic curves. Fix one of the nine exceptional lines as the zero
section, the other sections on cubic curve fibers generate an infinite group of actions on X along
the fibers. X has infinitely many (−1)-curves. Again by Lemma 1.22 in [18], all of the curves span
an extremal ray of Eff(X). The details are in [24].
1.3 Hilbert scheme of points
Hilbert scheme
Let X be a quasi-projective scheme over C, H be an ample divisor. For any closed subscheme Z ⊂
X, which is proper over C, the Hilbert polynomial of Z is defined in the usual sense:
PZ(n) := χ
(OZ ⊗ OX(nH)).
Given a polynomial P, the Hilbert scheme functor is defined as following.
HilbP(X) : Schemesop → Sets
S 7→ {Z ⊂ S × X|Z proper and flat/S , PZs = P for any fiber s ∈ S }.
HilbP(X) is a well-defined contravariant functor: for any morphism f : T → S , the family
ZT := ( f × idX)−1(Z ) is flat and proper over T .
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Theorem 1.3.1 (Grothendieck [14]). The functor HilbP(X) is represented by a quasiprojective
scheme. If X is projective, then HilbP(X) is also projective.
In particular, fixing the constant Hilbert polynomial P ≡ n, the scheme Hilbn(X) parameterizes
all zero-dimensional subschemes of length n.
Example 1.3.2. We consider the zero-dimensional subscheme support at one point on a surface.
We may assume that the surface is SpecC[x, y] and the subscheme is supported at (0, 0). These
objects are parameterized by the subscheme Hilbn0(C
2).
1. n = 1: the ideal is 〈x, y〉.
2. n = 2: 〈x2, ax + by, y2〉. (a, b) is a nonzero pair of complex numbers. Two subschemes are
isomorphic to each other when and only when (a : b)’s are the same. The information of a zero-
dimensional subscheme with length 2 contains the information of a point and the tangent direction
ax + by = 0.
3. n = 3: 〈ax + by + cx2 + dxy + ey2, x3, x2y, xy2, y3〉 and 〈x2, xy, y2〉. (a, b) is a nonzero pair of
complex numbers.
There is aC××C× action on Hilbn0(C2): (a, b) maps each ideal 〈p1(x, y), . . . , pk(x, y)〉 to 〈p1(ax, by),
. . . , pk(ax, by)〉. There are finitely many fixed ideals by the action. Each fixed ideal can be written
in the form 〈xα0 , xα1yβk , . . . , xαkyβ1 , yβ0〉, where α0 > α1 > · · · > αk > 0 and β0 > · · · > βk > 0.
There is a one-to-one correspondence between the partitions λ of n and fixed ideals of the C× ×C×
action.
λ = (λ1, . . . , λk)↔ 〈xλ1 , xλ2y1, . . . , xλkyk−1, yk〉.
Example 1.3.3 (Monad resolution for quotients). A free resolution for the quotient C[x, y]/(x, y)
is simply given by:
C[x, y]

y
−x

−−−→ C[x, y]⊕2
x y

−−−−−→ C[x, y] −→ C[x, y]/(x, y).
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A free resolution for the quotients Qa,b = C[x, y]/(x2, ax + by, y2) can be given by:
C[x, y]⊕2

y a
0 y
−x b
0 −x

−−−−−−−−→ C[x, y]⊕4

x −b y a
0 x 0 y

−−−−−−−−−−−−−→ C[x, y]⊕2 −→ Qa,b.
Here the last map can be written as
[
x b
]
or
[
y −a
]
whenever a or b is non-zero respectively.
A free resolution for the quotient Q(2,1) = C[x, y]/(x2, xy, y2) is given by:
C[x, y]⊕3 −→ C[x, y]⊕6

x 0 −1 y 0 0
0 x 0 0 y −1
0 0 x 0 0 y

−−−−−−−−−−−−−−−−−−−−−→ C[x, y]⊕3
x y 1

−−−−−−−−→ Q(2,1).
A free resolution for the quotient Qλ = C[x, y]/〈xλ1 , xλ2y1, . . . , xλkyk−1, hyk〉 can be written as:
C[x, y]⊕|λ| −→ C[x, y]⊕2|λ| M2−−→ C[x, y]⊕|λ| M3−−→ Qλ.
M2 is 
xIdλ∗s −I(λ∗s, λ∗s−1) 0 0 Jy(λ∗s) 0 0 0
0 · · · −I(λ∗3, λ∗2) 0 0 ·· 0 0
0 0 xIdλ∗2 −I(λ∗2, λ∗1) 0 0 ·· 0
0 0 0 xIdλ∗1 0 0 0 Jy(λ
∗
1)

.
Here s = λ1 and λ∗ = (λ∗1, λ
∗
2, . . . , λ
∗
s) is the dual partition of λ. Jy(c) is a c by c Jordan block.
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I(c, d) is a c by d matrix.
Jy(c) =

y −1 0 ·· 0
0 y −1 ·· 0
·· ·· ·· ·· ··
0 0 0 ·· y

; I(c, d) =

0 · · 0 −1 0 ·· 0
0 · · 0 0 −1 ·· 0
·· · · ·· ·· ·· ·· ··
0 · · 0 0 0 ·· −1

.
M3 is written as:
(xλ1−1yλ
∗
s−1, xλ1−1yλ
∗
s−2, . . . xλ1−1, xλ1−2yλ
∗
s−1−1, xλ1−2yλ
∗
s−1−2, . . . xλ1−2, . . . , xyλ
∗
2−1, . . . , x, yλ
∗
1−1, yλ
∗
1−2, . . . , 1)
1.3.1 Geometric properties of Hilbert scheme
We review some classical results for HilbnX. When a scheme represents a functor, there is an
intrinsic description of the Zariski tangent space at closed points.
Theorem 1.3.4 (Grothendieck [14]). Let [Z] ∈ Hilbn(X) be a closed point representing a sub-
scheme Z ⊂ X. Then there is a canonical isomorphism
T[Z]Hilbn(X) ' HomOX (IZ,OZ).
Sketch of proof. A tangent vector at [Z] : Spec C→ HilbnX corresponds to a morphism τ : Spec
C[t]/(t2) → Hilbn(X) such that Spec C → Spec C[t]/(t2) → Hilbn(X) is [Z]. By the definition of
HilbnX as a functor, τ corresponds an ideal I˜ on X× Spec C[t]/(t2) which is flat over Spec C[t]/(t2)
and restricts to IZ on the closed point on Spec C[t]/(t2). By the flatness of I˜, there is a short exact
sequence:
0→ IZ ·t−→ I˜ → IZ → 0
on SpecC[t]/(t2). The inclusion I˜ ⊂ OX[t]/(t2) embeds the the quotient I˜/IZ (' IZ) intoOX[t]/(tIZ, t2)
11
= OX ⊕ tOZ. The second factor ρ : IZ → tOZ gives the map in Hom(IZ,OZ). Conversely, such
a ρ defines an inclusion from IZ to OX[t]/(tIZ, t2). It lifts to an ideal sheaf I˜ in O[t] and hence
determines a tangent vector. 
Theorem 1.3.5 (Fogarty [6]). Let X be a smooth connected quasi-projective surface. Then the
Hilbert scheme Hilbn(X) is connected and smooth of dimension 2n.
Sketch of proof. The connectedness holds in a more general case by Hartshorne’s connectedness
theorem: the Hilbert scheme that parameterizes subschemes of Pr with fixed Hilbert polynomial is
connected. HilbnX always contains a connected 2n-dimensional configuration space of unordered
n-tuples of pairwise disjoint points. Adopting the connectedness theorem by Hartshorne, HilbnX
is connected.
By the theorem 1.3.4 of Grothendieck, the smoothness can be proved by showing that
HomOX (IZ,OZ) ' C2n,
for any 0-dimensional subscheme Z with length n on X. This reduced to the case that Z is supported
on a point. We may assume that Z is support on (0, 0) and X is C2. Under the C∗ × C∗ action, any
such ideal contracts to an Iλ. We only need show the smoothness at all Iλ’s. This can be proved by
an induction argument on the shape of Young tableaux. The details are left to the reader. Another
approach is to apply Hom(−,OZ) on the short exact sequence:
0→ IZ → O → OZ → 0.
Then since Ext2(OZ,OZ) ' Hom(OZ,OZ)∗ = Cn, and Ext1(OX,OZ) = 0, we have HomOX (IZ,OZ) =
C2n. 
The geometry of HilbnX can be terrible in the higher dimensional cases.
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Example 1.3.6. Consider the three dimensional affine space C3. Let Z be the subscheme given by
the ideal IZ = 〈x2, y2, z2, xy, yz, zx〉. Then
HomOC3 (IZ,OZ) ' HomC( spanC{x2, y2, z2, xy, yz, xz}, spanC{x, y, z}) ' C18.
Since Hilb4C3 is connected and has dimension 12 at a general point, Hilb4C3 is not smooth.
Remark 1.3.7 (Vakil [28]). Murphy’s Law: every singularity type of finite type over Z appears on
some component of some Hilbert scheme.
1.3.2 Hilbert-Chow morphism
Definition 1.3.8. Let X be a smooth quasi-projective surface, Symn(X) be the n-th symmetric prod-
uct of X. The Hilbert-Chow map is defined as:
HC : Hilbn(X)→ S ymn(X)
[Z] 7→
∑
x∈X
length(OZ,x) · x
at set-theoretical level.
Proposition 1.3.9 ([17] Example 4.3.6). The Hilbert-Chow map defined as above is a morphism.
Notation 1.3.10. We denote the ‘big diagonal’ in SymnX as ∆: in other words,
∆ := {(x1, x2, . . . , xn)|xi = x j, for some i , j} ⊂ S ymnX.
We denote the exceptional locus of the Hilbert-Chow morphism as B. As a set,
B = {[Z] ∈ HilbnX|∃x ∈ X : length(OZ,x) ≥ 2}.
13
1.3.3 Go¨ttsche’s Formula
Let X be a smooth irreducible projective surface. As a manifold, the Hilbert scheme Hilbn(X) is
smooth compact with real dimension 4n. The j-th Betti number b j(Hilbn(X)) can be computed in
terms of b j(X) by the Go¨ttsche’s formula.
Theorem 1.3.11 (Go¨ttsche’s Formula [12]). Adopt the notations as above. Let Pt(HilbnX) be the
Poincare´ polynomial of HilbnX. The Go¨ttsche’s formula is given by:
∞∑
n=0
Pt(HilbnX)qn =
∞∏
m=1
(1 + t2m−1qm)b1(X)(1 + t2m+1qm)b3(X)
(1 − t2m−2qm)b0(X)(1 − t2mqm)b2(X)(1 − t2m+2qm)b4(X) .
Here t and q are formal parameters.
Remark 1.3.12. 1. When b1(X) is zero, the Hilbert scheme HilbnX has zero odd homology groups.
2. (Reference [7]). The Betti numbers of the Hilbert schemes stabilize as n increases. In particular,
b2(HilbnX) is b2(X) + 1 when n ≥ 1. The N1(HilbnX) is generated by the pull-back divisors from
SymnX and the exceptional divisor B/2.
Recall that Hilbn0(C
2) (⊂ Hilbn(C2)) parameterizes the subschemes supported on (0, 0). Its
Poincare´ polynomial is
∞∑
n=0
Pt(Hilbn0(C
2))qn =
∞∏
m=1
(1 − t2m−2qm)−1.
To see this, recall that we have the C× × C× action whose fixed points are labeled by the partitions
of n. We may choose a sub group Ha,b = {(ta, tb)|t ∈ C×} in C× × C× such that the fixed point set
of H is the same as that of C× × C×. Here (a, b) are positive integers depending on n, for example,
we may choose (a, b) such that the ratio ab is not
k
m for any 0 ≤ k,m ≤ n. There is a stratification
on Hilbn0(C
2):
Hilbn0(C
2) :=
∐
λ`n
Hilbλ,(a,b)0 (C
2),
where Hilbλ,(a,b)0 (C
2) = {[Z] ∈ Hilbn0(C2)| limH3g→0g · IZ = Iλ}. The Hilbλ,(a,b)0 (C2) can be the repre-
sentatives for the homology classes of Hilbn0(C
2).
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Example 1.3.13. Hilb30(C
2). The fixed ideals of the C× × C× are I(3) = 〈x3, y〉, I(2,1) = 〈(x2, xy, y2)
and I(1,1,1) = (x, y3). Let the subgroup be (t, t4), then each ideal 〈a1x + a2y + a3x2 + a4xy + a5y2〉
contracts to a fixed ideal according to the values of a1 and a3:
a1 , 0, 〈x, y3〉;
a1 = 0 and a3 , 0, 〈x2, xy, y2〉;
a1 = a3 = 0, 〈x3, y〉.
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Chapter 2
Hilbert scheme of points on a del Pezzo
surface
2.1 Exceptional sheaves on del Pezzo surfaces
2.1.1 Exceptional objects
Let T be the bounded derived category of coherent sheaves on a smooth projective variety (more
generally, a triangulated category linear over C and for any two objects A, B ∈ T the space
⊕iHomi(A, B) is finite-dimensional). The references for the following concepts are [1], [9], [19]
and [23].
Definition 2.1.1. An object E in T is called exceptional if
Homi(E, E) = 0, for i , 0; Hom0(E, E) = C.
An ordered collection of exceptional objects {E0, . . . , Em} is called an exceptional collection if
Hom•(Ei, E j) = 0, for i > j.
An exceptional collection of two objects is called an exceptional pair.
Definition 2.1.2. Let E= {E0, . . . , En} be an exceptional collection. We call E strong, if Homk(Ei, E j)
= 0, for all i and j and k , 0. We call E full, if E generates T under homological shifts, cones and
direct summands.
Let S = D9−k be a smooth del Pezzo surface (exclude P1 × P1 and P2) with k (1 ≤ k ≤ 9) points
in general position blown up on P2. We denote pi : S → P2 as the projection map, and TP2 as the
tangent sheaf on P2. Let Db(S ) be the the bounded derived category of coherent sheaves on S .
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Proposition 2.1.3 (Theorem 2.5 in [1]). Db(S ) has a full strong exceptional collection:
{E0, E1, . . . , Ek, Ek+1, Ek+2} = {O(`0),O(`1 + `0), . . . ,O(`k + `0), pi∗T ,O(2`0)}.
Proof. ‘Strong exceptional’ is due to the calculation by using Riemann-Roch and Serre duality
for line bundles and the short exact sequence: 0 → O → O(`0)⊕3 → pi∗T → 0. For example,
Hom(O(`1+`0),O) = 0, Ext2(O(`1+`0),O) ' (Hom (O,O(−2`0+2`1+· · ·+`k))∗ = 0, χ(O(−`1−`0))
= (−`1−`0)·(−`1−`0+(3`0−`1−· · ·−`k))/2 +1 = −1 implies Ext1(O(`1+`0),O) =C; in the same way
Hom(O(`1 + `0),O(`0)) = 0, Ext2(O(`1 + `0),O(`0)) ' (Hom (O(`0),O(−2`0 + 2`1 + · · ·+ `k))∗ = 0,
χ(O(−`1)) = (−`1) · (−`1 + (3`0 − `1 − · · · − `k))/2 +1 = 0 implies Ext1(O(`1 + `0),O) = 0. Now
apply Hom(O(l0 + l1),−) to the short exact sequence 0 → O → O(`0)⊕3 → pi∗T → 0, we get Exti
(O(`0 + `1), pi∗T ) = C for i = 0, and = 0 for i , 0. The other relations can be checked in a similar
way. ‘Full’ is due to Theorem 2.5 in [1]. 
A zero-dimensional subscheme of S is equivalently described by an ideal sheaf, in other words,
a rank 1 torsion-free sheaf with trivial first Chern class. We compute Exti(E j,−)’s of these sheaves
at first.
Lemma 2.1.4. Let F be a rank 1, torsion-free sheaf with trivial first Chern class on S . Write n =
1 − χ(F ). Then we have
dimExti(E j,F ) =

n,when i = 1, j = 0, k + 2;
n + 1,when i = 1, 1 ≤ j ≤ k;
2n + 1,when i = 1 j = k + 1;
0, otherwise.
Proof. Consider the natural map F → F ∗∗. Since F is torsion-free and S is smooth, the map is
injective and the cokernel is supported on a finite set. Since c1(F ) is trivial and Pic0(S ) is trivial,
17
F ∗∗ ' OS . Apply Exti(E j,−) to the short exact sequence: 0 → F → OS → OZ → 0. Since all
E j’s are locally free and Z has dimension 0, Exti(E j,OZ) = 0 for i = 1, 2.
Ext0(E j,OS ) = 0: when j , k+1, E j is a line bundle and the divisor is effective. When j = k+1,
Ek+1 is the cokernel of O → O(`0)⊕3. Ext2(E j,OS ) = 0: when j , k + 1, E j is a line bundle and the
divisor is not greater than the anti-canonical divisor 3`0 − `1 − · · · − `k. When j = k + 1, pi∗T is the
kernel of O(2`0)⊕3 → O(3`0). By Serre duality, Ext2(E j,F ) = 0.
The computation on Ext1 is an application of the Riemann-Roch formula, for example:
− ext1(O(`1 + `0),F ) = χ(F (−`1 − `0))
=(1,−`1 − `0, (−`1 − `0)
2
2
− n) · (1, (3`0 − `1 − · · · − `k)/2, 1)
=1 − 2 − n = −1 − n.
In the case of pi∗T , the computation is done by using O → O(`0)⊕3 → pi∗T and the additive
property of χ. 
Definition 2.1.5. The left transformation LEF of an exceptional pair (E, F) is defined as the object
that fits into the distinguished triangle:
LEF → R·Hom(E, F) ⊗ E → F → LEF[1].
The cocollection of {E0, . . . , Ek+2} is defined to be
{E∨0 , . . . , E∨k+2} := {E0, LE0 E1, LE0 LE1 E2, . . . , LE0 LE1 . . . LEk+1 Ek+2}.
The following definition is from [19].
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Definition 2.1.6. An infinite sequence {Ei}i∈Z of objects of the derived category Db(S ) is called a
helix of period n if {Ei+1, . . . , Ei+n} an exceptional collection for all i ∈ Z and in addition,
Ei = Ei+n ⊗ OS (K)[3 − n].
Lemma 2.1.7. Let {E∨0 , . . . , E∨k+2} be the exceptional collection in Lemma 2.1.3. The collection
{E∨0 , . . . , E∨k+2} is
{O(`0), O`1(−1)[−1], . . . ,O`k(−1)[−k],O(`1 + · · · + `k)[−k],O(`1 + · · · + `k − `0)[−k]}.
Proof. E∨0 = O(`0) by definition. When 1 ≤ i ≤ k, since Hom(O(`i + `0),O(` j + `0)[t]) = 0 for any
t and i , j, E∨i = O`i(−1)[−i]. As the exceptional collection generates the category, the sequence
of objects {Ei}s∈Z, which is extended from {E0, . . . , En} by setting E−i = LE−i+1 . . . LEn−i−1 En−i, is a
helix of period n + 1 by Proposition 1.12 in [19]. As the property of a helix,
E∨k+2 = E−1 = Ek+2 ⊗ ωS [−k] = O(`1 + · · · + `k − `0)[−k].
Also we know that LE∨k+2(E
∨
k+1) = LE∨k+2(LE0 . . . LEk Ek+1) = Ek+1 ⊗ ωS [−k]. By writing down each
step of the left mutations, we know that LE0 . . . LEk Ek+1 is concentrated in degree −k. In addition,
it fits into the short exact sequence
0→ E−1 → E−2 ⊗ Hom(E−2, E∨k+1)→ E∨k+1 → 0,
in other words 0→ pi∗T ⊗O(−3`0 + `1 + · · · + `k)→ O(`1 + · · · + `k − `0) ⊗Hom(O(`1 + · · · + `k −
`0), E∨k+1[k])→ E∨k+1[k]→ 0. Thus, E∨k+1 = RE−1 E−2 = O(`1 + · · · + `k)[−k]. 
Proposition 2.1.8 (Formula 2.24 in [10], Proposition on page 82 in [9]). Write sk+2 = k, sk+1 = k
and si = i for 0 ≤ i ≤ k. Given a torsion-free sheaf F with invariants (r, c1, χ) = (1, 0, 1 − n) on
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S , there is a spectral sequence with Ep,q1 = Ext
q−s−p (E−p,F ) ⊗ E∨−p[s−p] that converges to F on
p = −q diagonal and 0 on the other part. 
2.2 Non-commutative version of del Pezzo surface
We recollect some concepts and notations of non-commutative deformation of del Pezzo surfaces
from [1]. Recall from Section 2.1 that the bounded derived category of coherent sheaves on S has
a full strong exceptional collection {OS (`0),OS (`1 + `0), . . . , pi∗TP2 ,OS (2`0)}. Denote the C-linear
morphism spaces between those sheaves by:
U := Hom(OS (`0), pi∗T ); V := Hom(pi∗T ,OS (2`0)); W := Hom(OS (`0),OS (2`0));
Ei := Hom(OS (`0),OS (`i + `0)); Fi := Hom(OS (`i + `0), pi∗T ); Gi := Hom (OS (`i + `0),OS (2`0)),
and the main composition law by
µ : U ⊗ V → W.
Since each Ei, Fi has dimension 1, the composition of them determines a morphism in U up to a
scalar, we denote each image line by pi ∈ P(U), where P(U) stands for the projectivization of U.
In other words,
pi := [Fi ◦ Ei].
The dimensions of U,V,W, Ei, Fi,Gi for 1 ≤ i ≤ k are 3, 3, 3, 1, 1, 2 respectively.
Since the exceptional collection above generates Db(S ), by the philosophy of [3] , the triangu-
lated category is determined by the composition laws of the morphisms between them. Namely, a
deformation of this category is just a deformation of the composition laws. Under this procedure,
we need some extra requirements on the laws to make the deformation non-degenerate.
Definition 2.2.1. We call (µ, p1, . . . , pk) ∈ HomC(U ⊗ V,W) × P(U) × . . . × P(U) a datum of
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noncommutative del Pezzo surface if it satisfies the following conditions.
1. For any nonzero u ∈ U, the induced map µu : V u⊗•−−→ W has rank at least 2.
2. Each µpi has rank 2: since µpi factors as V → Ei
⊗
Fi
⊗
V → Ei
⊗
Gi → W, its image has
dimension 2.
Further observation shows that the other composition laws of morphisms are determined by µ
and pi’s. For example, the composition Ei ⊗Gi → W identifies Gi as the image of µpi in W.
Since µu has rank 2 only when detµu = 0 (which is given by a degree 3 equation (or constantly
zero) if we write down-to-earth by choosing basis for U,V,W), degenerate points may either form
a cubic curve in P(U) or the whole space of U. In the second case, Db(S ) is the bounded derived
category of sheaves on the classical commutative surface. The fact that pi could be any point
on P(U) indicates that one can blow-up any point on the surface. In the cubic curve case, the
second condition in Definition 2.2.1 says that one can only blow-up points on the degenerate cubic
curve E. Namely, the datum (µ, pi) depends on (k + 2)-parameters: as explained in Section 3.2, µ
depends on 2 parameters including the modulus of cubic curve and the difference of two degree 3
line bundles; all pi’s are restricted on E. More relations between U,V,W and E are discussed in
Section 3.2. Further details on non-commutative deformations of del Pezzo surfaces which we do
not use here appear in [1], Section 2.
Remark 2.2.2. Since we are only interested in generic case in this note, when the degenerate
curve is a cubic curve, the curve E is assumed to be a smooth elliptic curve.
Notation 2.2.3. Each µpi has a 1-dimensional kernel in V; we denote it by qi ∈ P(V). The null
spaces of pi and qi in U∗ and V∗ are denoted by Ypi and Zqi (or Zµ,pi) respectively; the dual map of
µ, µ∗ : W∗ → U∗⊗ V∗ has 3-dimensional image in U∗⊗ V∗, and we denote it by Xµ.
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2.3 Deformation in family
The discussion in Section 2.2 makes sense for any field F over C. We may also talk about it over
arbitrary commutative noetherian ring over ground field C.
Definition 2.3.1. Let A be a commutative noetherian ring, a morphism of A-modules µA : UA ⊗VA
→ WA is called non-degenerate if for any field F over C and A → F, the induced morphism
µF : UF
⊗
F VF → WF is non-degenerate. An element pi in UA is called degenerate if µ(pi,VA) is
a rank 2 projective submodule of WA. A family of deformed noncommutative del Pezzo surfaces
consists of the following datum:
{a nondegenerate morphism of A-modules µA : UA⊗VA → WA; degenerate elements p1, . . . pk in UA},
where UA,VA,WA are projective A-modules of rank 3. Similarly as those notations in Section 2.2,
we have YA,pi ⊂ U∗A, and XµA ⊂ U∗A ⊗ V∗A.
For technical reasons, we require that the family satisfies flatness conditions: (µA, pi) is said to
be flat if the following holds:
1. For any field F and morphism A→ F, the canonical maps YA,pi ⊗ F → Ypi⊗F; XµA ⊗ F → XµA⊗F are
isomorphisms.
2. For each i, there is a non-vanishing element qi in VA such that µA(pi, qi) = 0 and the corresponding
ZA,qi ⊗ F → Zqi⊗F is an isomorphism; the different choice of qi gives the same ZA,qi , we denote it by
ZµA,pi .
3. U∗A/YA,pi and V
∗
A/ZA,qi , U
∗
A ⊗ V∗A/XµA are projective A-modules. (*)
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2.4 K-complexes
By a similar strategy to [21] and [25], where the base variety is a projective plane instead of a
general del Pezzo surface, we define an analogue of Kronecker complexes for sheaves on a del
Pezzo surface.
Definition 2.4.1. Given a del Pezzo surface S , a K-complex K is given by the following data:
vector spaces (H2,H1,HT1 , . . . ,HTk ,H0) and maps:
I : O(−`0) ⊗ H2 −→ O ⊗ H1;
Li : H1 −→ HTi , for 1 ≤ i ≤ k;
J : O ⊗ H1 −→ O(`0) ⊗ H0.
Here O is the structure sheaf on S . (H2,H1,HT1 , . . . ,HTk ,H0) are vector spaces with finite dimen-
sions (h2, h1, hT1 , . . . , hTk , h0). To be a K-complex, the data must satisfy the following requirements:
1. (⊕1≤i≤kLi) ◦ I = 0;
2. J|kerLi : O ⊗ kerLi → O(`0) ⊗ H0 is zero on `i.
3. J ◦ I = 0.
We call (h2, h1, hT1 , . . . , hTk , h0) the type of a K-complex.
Remark 2.4.2. We have the following two remarks.
1. I is equivalently described as a map I• in Hom(H2,H1) ⊗ Hom(O(−`0),O), respectively J•.
2. A subcomplex K˜ of K is the data (I˜, J˜, L˜1, . . . , L˜k; H˜2, H˜1, H˜T1 , . . . , H˜Tk , H˜0), where each H˜i is
a subspace of Hi such that the morphisms are compatible with them, i.e., I (O(−`0) ⊗ H˜2) ⊂
O ⊗ H˜1 and so on. The morphisms of K˜ are just the restriction of the original ones. We can
talk about morphisms between two K-complexes. Such a complex is just a collection of maps
( f2, f1, fTi’s, f0) between vector spaces (H2,H1,HTi’s,H0) which commutes with (I, J, Li’s).
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It is not hard to check that the kernel and cokernel of these maps are still K-complexes.
K-complexes form an Abelian category.
Proposition 2.4.3. Suppose F is a rank 1 torsion-free sheaf on S with trivial first Chern class.
The spectral sequence for F in Proposition 2.1.8 induces a K-complex with type (n, 2n + 1, n +
1, n + 1, . . . , n + 1, n), and the morphism between such sheaves induces maps between homology
groups and morphisms between their K-complexes.
Proof. By Lemma 2.1.4, Ep,q1 can be non-zero only at E
−k−2,k+1, E−k−1,k+1 and Ei,i+1 for k ≥ i ≥ 0.
Terms are H1(F (−2`0))⊗O(`1+· · ·+`k−`0), Ext1(pi∗T ,F )⊗O(`1+· · ·+`k), H1(F (−`i−`0))⊗O`i(−1))
for k ≥ i ≥ 1 and H1(F (−`0)) ⊗ O(`0), respectively. Since all of the O`i(−1)’s are orthogonal in
Db(S ), we may combine the first k pages of the spectral sequence in Proposition 2.1.8 together and
simplify the whole picture as:
H2 ⊗ E∨k+2[k] I // H1 ⊗ E∨k+1[k]
⊕Li//
J′′: on the 2nd step ++
⊕
i HTi ⊗ E∨i [i]
H0 ⊗ E∨0 .
(4)
Here (H2,H1,HT1 , . . . ,HTk ,H0) =
(
H1(F (−2`0)), Ext1(pi∗T ,F ), H1(F (−`1 − `0)), . . . , H1(F (−`k −
`0)), H1(F (−`0)). We denote I and Li’s as the map on the first page, and J′′ as the map from
ker⊕Li/imI to H1(F (−`0))⊗O(`0) on the next page. The subsheaf Ext1(pi∗T ,F )⊗O in Ext1(pi∗T ,F )⊗
O(`1 + · · · + `k) is always in the kernel of any morphism from Ext1(pi∗T ,F ) ⊗ O(`1 + · · · + `k) to
⊕i(H1(F (−`i − `0)) ⊗ O`i(−1)). Denote the kernel of ⊕Li by K . On the second page, J′′ maps
K/imI to H1(F (−`0)) ⊗ O(`0). We define J to be the restriction of J′′ on Ext1(pi∗T ,F ) ⊗ O.
We then check that the data (H2,H1,HT1 , . . . ,HTk ,H0); (I, Li, J) gives a K-complex. The first
page implies that ⊕Li ◦ I is 0. Since the term H1 (F (−`i − `0)) ⊗O`i(−1) is not on the diagonal,
Li is always surjective. By the definition of J, J|`i is 0 at the kernel part of Li. J′ is given by K
→ K/imI J
′′
−→ O(`0) ⊗ H0. Condition 3 is clear. The dimension of each Ext1(E j,F ) is computed
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in Lemma 2.1.4, which gives the type of K. Since only K appears on the diagonal, the spectral
sequence concentrates to H0(K). By Proposition 2.1.8, this is the sheaf F . 
We denote the homology sheaf at the middle term of complex (4) by H0(K), the homology sheaf
at H2 ⊗ E∨k+2[k] by H−1(K). Invariants of a K-complex according to its type are listed in the table
below.
Rank: r(K) := h1 − h2 − h0.
First Chern class: c1(K) := (h2 − h0)`0 + ∑ki=1(h1 − h2 − hTi)`i.
Euler characteristic: χ(K) := h1 − 3h0.
Hilbert polynomial w.r.t divisor H = s`0 − `1 − · · · − `k:
pK :=
1
2
r(K)t(t + 3) + (c1(K) · H)t + χ(K).
When the K-complex is induced from a sheaf F on S , these invariants coincide with those of the
sheaf F .
Definition 2.4.4. A K-complex K is called (semi)stable (with respect to divisor s`0 − `1 − · · · − `k),
if for every non-zero proper subcomplex K˜ of K, one has r(K)pK˜ − r(K˜)pK < 0 (resp. ≤ 0) under
the lexicographic order on polynomials, i.e.
1.(r(K)c1(K˜) − r(K˜)c1(K)) · (r`0 − `1 − · · · − `k) ≤ 0, and
2. if ‘=’ holds in 1, then r(K)χ(K˜) − r(K˜)χ(K) < 0 (respectively ≤ 0 for semistable).
Since Lemma 2.1.4 tells us the dimension of Hi’s, we will focus on those semistable (actually
stable) K-complexes of type (n, 2n + 1, n + 1, . . . , n + 1, n). In our case, the semistable condition on
a K-complex means that for any non-zero proper subcomplex K˜ of K, c1(K˜)(s`0 − `1 − · · · − `k) =
(s − k)˜h2 + k˜h1 − s˜h0 −∑ h˜Ti ≤ 0, if ‘=’ holds then h˜1 − 3˜h0 − (˜h1 − h˜2 − h˜0)(1 − n) ≤ 0.
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2.5 Homology sheaf of a K-complex
In this section, we show that the homology sheaves of any semistable K-complex of type (n, 2n +
1, n + 1, . . . , n + 1, n) concentrate at the middle term and H0(K) is a torsion-free sheaf of rank 1.
That sets up a map from K-complexes to sheaves. The proof is purely linear algebra, which can be
easily generalized to the non-commutative case.
For any point P on a del Pezzo surface S , we denote IP as the morphism I at the fiber P.
We may choose different bases {xi, yi, zi}, 1 ≤ i ≤ k for Hom(O,O(`0)) such that yi and zi span
Hom(O(`i),O(`0)). Under each base {xi, yi, zi}, I• (J•) can be written as xiIi1 + yiIi2 + ziIi3 (resp. J•),
where Iit ∈ Hom (H2,H1), for 1 ≤ t ≤ 3. Under such a decomposition, Li ◦ Ii1 = 0 and Ji1 factors
through Li.
Remark 2.5.1. 1. Ii1 and Ji1 do not depend on the choice of xi (up to a scalar). Besides, for any
point P that is not on the exceptional line, we may choose base {o, p, q} for Hom(O,O(`0)) such
that o, q span the subspace of sections that vanish at P. If we write I• = oI1 + pI2 + qI3, then up to
a scalar I2 is just the mapping matrix from H2 to H1 on the fiber at P.
2. For any complex numbers a, b, c such that b and c are not both 0, we may choose different
bases {x′i , y′i , z′i} such that if we decompose I• under these new bases as mx′i Ii1 + y′i I′i2 + z′i I′i3, then
I′i2 = aIi1 + bIi2 + cIi3.
Proposition 2.5.2. For any semistable K-complex K = (I, J, L1, . . . , Lk; H2 . . . ,H0) of type (n, 2n +
1, n + 1, . . . , n + 1, n), we have:
1. each Li is surjective;
2.K J
′
−→ H0 ⊗ O(l0) is surjective;
3. I is injective.
In particular the homology sheaves of this complex concentrate in degree 0. Furthermore, H0(K)
is a rank 1 torsion free sheaf with trivial first Chern class.
Proof. 1. Li is surjective: if Li is not surjective for some i, we may consider the subcomplex K′ that
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consists of spaces H2,H1,HT1 , . . . , im(Li), . . . ,H0. Now (r(K)c1(K
′)−r(K′)c1(K))·(r`0−`1−· · ·−`k)
= n + 1 - dim(im(L1))> 0. This contradicts the semistable assumption on K.
2. J′ is surjective: surjectivity can be checked over fiber on each closed point. There are two
different cases: the point is not on any exceptional line; the point is on an exceptional line.
Case 1: The point P is not on any exceptional line. Assume the map on that fiber is not surjec-
tive. By choosing a basis (o, p, q) for Hom(O,O(`0)) such that o, q span the subspace of sections
that vanish at P, we can write J• = oJ1 + pJ2 + qJ3, then J′ is not surjective at P if and only if J2
is not surjective. Let H˜0 =im(J2), H˜1 = J−11 (H˜0)
⋂
J−13 (H˜0), H˜Ti = Li(H˜1), H˜2 = I
−1
1 (H˜1). To show
that H˜i’s form a subcomplex, we need to check I(H˜2) ⊂ H˜1⊗ Hom (O,O(`0)), i.e. I2(H˜2), I3(H˜2) ⊂
H˜1.
J3 ◦ I2(H˜2) = J2 ◦ I3(H˜2) ⊂ H˜0 which implies I2(H˜2) ⊂ J−13 (H˜0); similarly we know I2(H˜2) ⊂
J−11 (H˜0), hence I2(H˜2) ⊂ H˜1. In almost the same way, I3(H˜2) ⊂ H˜1.
Now we see that H˜0 = im(JP), H˜1 = J−1• (H˜0 ⊗ Hom(O,O(`0))), H˜2 = I−1• (H˜1 ⊗ Hom(O,O(`0))).
Hence H˜i’s do not depend on the base choice of Hom(O,O(`0)), so that we may assume that given
any exceptional line li, we may choose q such that p and q span the subspace Hom (O(`i),O(`0)).
Let the codimension of H˜0 be c, then the codimension of H˜1 is less than or equal to 2c. Since kerLi
⊂ kerJxi ⊂ J−1xi (H˜0), now choose base such that p and q span the subspace Hom (O(`i),O(`0)) (we
can do this since P is not on any exceptional line) then h˜Ti ≤ h˜1−dim(kerLi
⋂
J−13 (H˜0)) ≤ h˜1−(n−c).
Similarly, since imI1 ⊂kerJ1 ⊂ J−11 (H˜0), then h˜2 ≥ n− c. This contradicts the semistableness of the
complex.
Case 2: The point P is on an exceptional line `1. Assume the map on that fiber is not surjective.
We may choose a basis (x1, y1, z1) for Hom(O,O(`0)) (recall that y1 and z1 span Hom (O(`1),O(`0)))
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such that the zero locus of y is the union of `1 and the transverse image of a line across `1 at P.
Write J• = x1J1 + y1J2 + z1J3, then the morphism K J
′
−→ H0 ⊗O(`0) restricts on `1 to the following
map:
⊕
kerL1 ⊗ O`1 (−1)
(H1/kerL1) ⊗ O`1
H0 ⊗ O`1
J2y′1 + J3z
′
1
J1
y′1 is the morphism that vanishes on fiber P. From the picture, we know that the map is not
surjective at P if and only if imJ1 + J3(kerL1) is not the whole space of H0. Let imJ1 + J3(kerL1)
be H˜0, then other H˜i’s can be defined similarly as that in Case 1. The only different thing here is
that we use kerL1 ⊂ J−13 (ker L1) ⊂ J−13 (H˜2) to estimate h˜T1 . Similarly, we get the contradiction.
3. Injectivity and torsion-freeness: we use the following lemma:
Lemma 2.5.3. Let P be a closed point not on any exceptional line `i (i ≥ 1), assume that kerIp
is not empty. Let H′2 be a 1-dim subspace in the kernel, then we can choose a subcomplex K
′,
(H′2,H
′
1,H
′
T1 , . . . ,H
′
Tk
,H′0) with dimension (1, 2, 1, . . . , 1) such that the complex 0→ H′2 ⊗ O(−`0 +
`1 + · · · + `k) → K ′ → H′0 ⊗ O(`0) is exact. The same result holds for P on `i (i ≥ 1), if kerIi1
contains a 1-dim subspace H′2 such that Li ◦ Ii2(H′2) and Li ◦ Ii3(H′2) are the same or either one of
them is zero.
Proof of the lemma. When P is not on any exceptional line, we may choose a base (o, p, q) as
before and write I• = oI1 + pI2 + qI3 (resp. J•). Let H′1 = I1(H
′
2) + I3(H
′
2), H
′
Ti = Li(H
′
1),
H′0 = J1(H
′
1) + J2(H
′
1) + J3(H
′
3). It is easy to see that this is a subcomplex and does not depend on
the choice of bases {o, p, q}. We only need show that it has the desired dimensions.
h′1 = 2: If h
′
1 is 0, this obviously contradicts the semistableness of the complex. If h1 = 1, then
H′0 is J3 ◦ I1(H′2) = −J1 ◦ I3(H′2), but (mI1 + nI3)(H′2) = 0 for some m, n ∈ C, hence H′2 = 0. This
contradicts the semistableness.
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h′Ti ≤ 1: since P is not on any `i for any i, we know Ii1(H′2) , 0, else h′1 ≤ 1. Now Li ◦ ITi = 0
implies the inequality.
h′0 = 1: J2(H
′
1) = 0, since J2 ◦ I j = J j ◦ I2 for all j. That means H′0 is generated by J3 ◦ I1(e) =
J1 ◦ I3(e), so h′0 ≤ 1. Since the complex is semistable, the only possible case is that h′Ti = 1 and
h′0 = 1.
Exactness: The complex 0 → H′2 ⊗ O(−`0 + `1 + · · · + `k) → K ′ → H′0 ⊗ O(`0) is a resolution
of the skyscraper sheaf OP. This can be checked fiber-wise: for a point that is not on any `i’s,
the O`i(−1)’s can be ignored; for a point on an exceptional line, this can be done by restricting
morphisms on that line.
If P is on the exceptional line. We may repeat the same procedure. The only different place is
that h′Ti might be 2 if Li ◦ Ii2(H′2) and Li ◦ Ii3(H′2) span a 2-dim space. That is why we make the
requirement in the lemma. 
Back to the proof of the proposition: if IP satisfies the requirements in the lemma for some
P on S , then we get a subcomplex whose quotient complex (I′′, J′′, L′′i ) has type (n − 1, 2n −
1, n, . . . , n, n − 1). It is easy to see that the quotient complex is also semistable.
Since H′2⊗O(−`0+`1+· · ·+`k)→ K ′ is injective, the injectivity of I′′ implies the injectivity of I.
Since the subcomplex is exact at 0-degree, the map of complexes K→ K′′ induces an embedding
of sheaves F ↪→ F ′′. The torsion-freeness of F ′′ implies the torsion-freeness of F . According
to the previous discussion, we may assume that IP is injective if P is not on any exceptional line,
and for any `i (i ≥ 1) and an element e ∈ kerIi1, we have Li ◦ Ii2(e) and Li ◦ Ii3(e) generate a 2-dim
subspace in HTi .
Injectivity: If I is not injective, then the kernel sheaf of I is locally free, hence the dual mor-
phism IT : O(−`1 − · · · − `k) ⊗ H∗1 −→ O(`0 − `1 − · · · − `k) ⊗ H∗2 is not surjective on any fiber, which
implies imITP , H
∗
2. Hence for any P, kerIP is not empty, a contradiction.
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Torsion-freeness: we only have to show that the cokernel of O(−`0 + `1 + · · · + `k) ⊗ H2 I−→ K
is torsion free. Since both sheaves are locally free, it is sufficient to show that the dual morphism
IT : K ∗ → O(`0 − `1 + · · · + `k) ⊗ H∗2 is surjective. For any point P that is not on the exceptional
line, the surjectivity of IT on fiber P is the same as the injectivity of IP which is known by the
assumption. For a point that is on the exceptional line `i, restricting the morphism IT on that line:
⊕
(H∗1/imL
T
i ) ⊗ O`i (1)
imLTi ⊗ O`i
H∗2 ⊗ O`i (1)
ITi1
yiITi2 + ziI
T
i3
The morphism at P (with coordinate (a, b)) is given by the matrix aITi2 + bI
T
i3 on imL
T
i part and
ITi1 on (H
∗
1/ imL
T
i ) part (since I
T
i1 ◦ LTi = 0, this is well-defined). If IT is not surjective at P, then
imITi1+im(aI
T
i2◦LTi +bITi3◦LTi ) is not the whole H∗2, i.e., kerIi1∩ker(aLi◦Ii2+bLi◦Ii3) , 0. This contra-
dicts the assumption that for any e ∈kerIi1, Li◦ Ii2(e) and Li◦ Ii3(e) generates a 2-dimensional space.
4. Semistable: By the previous discussion, and easy computation of the invariants of sheaves,
we know that F =H0(K) has rank 1 and trivial first Chern class. The torsion-freeness implies the
semistability since F has rank 1. 
To finish the construction in proposition 2.5.5, we need the following lemma.
Lemma 2.5.4. Let F be a rank 1, torsion-free sheaf with trivial first Chern class on S . Then the
K-complex K of F is semistable.
Proof. If K is not semistable, among all of the proper non-zero sub-K-complexes whose Hilbert
polynomials are greater than the polynomial of K, we may choose one K′ with maximum c1(K′)·H
and χ(K′) in lexicographic order. Since H−1(K) = 0, we have H−1(K′) = 0.
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We claim the following: 1. each L′i is surjective,K ′
J′−→ H′0⊗O(`0) is surjective; 2. H−1(K/K′) =
0. Suppose both two claims are true, we get an injective map from H0(K′) to H0(K). Since the
Hilbert polynomial of H0(K′) is greater than H0(K)’s, we get the contradiction.
1. Surjectivity: If either surjectivity doesn’t hold, then we may use the same argument as that
in Proposition 2.5.2 and get a subcomplex K˜ of K′, which has greater c1 · H or the same rank and
greater χ. This subcomplex is non-zero since the quotient K/K˜ has Hilbert polynomial smaller
than the Hilbert polynomial of K.
2. H−1(K/K′) = 0: write K′′ for the quotient K-complex. If H′′2 ⊗ O(`1 + · · · + `k − `0)
I′′−→
H′′1 ⊗ O(`1 + · · · + `k) is not injective, then for any point P ∈ S , I′′P is not injective. We may choose
a point P which is not on any exceptional line `i Starting from a 1-dim subspace in kerI′′P , we get
a subcomplex in K′′ with positive c1 · H or c1 · H = r = 0 and positive χ. Adding this part to K′,
we get a new subcomplex of K with greater c1 · H, χ in lexicographic order, this contradicts the
properties of K′. 
Let Mss,HS (1, 0, n) be the moduli space of rank 1 torsion free sheaves with trivial first Chern
class and Euler character χ equal to 1 − n. By the discussion in [17] Example 4.3.6, HilbnS is
canonically isomorphic to Mss,HS (1, 0, n) obtained by sending subscheme Z ⊂ S to the ideal sheaf
IZ. On the other hand, we denote the moduli space of framed semistable K-complexes with
type (n, 2n + 1, n + 1, . . . , n + 1, n) as MK ss(n). It is realized as a subvariety in Hom(H2,H1)⊗
Hom(O(−`0), O) × Hom(H1,HT1) × . . . × Hom(H1,HTk) × Hom(H1,H0)⊗ Hom(O, O(`0)). We
summarize this section in the following result.
Proposition 2.5.5. Mss,HS (1, 0, n) ' MKss(n)/(G/C×).
Proof. We will see in Proposition 3.4.1 that MKss(n) is smooth. Lemma 3.2.4 tells us the ac-
tion of G/C× is free on MKss(n). Now by Luna’s slice theorem [22], MK ss(n) is a principal
G/C×-bundle over MK ss(n)/(G/C×). By Proposition 2.5.2 and Lemma 2.5.4, there a map between
31
MK ss(n)/(G/C×) and Mss,HS (1, 0, n) which is a set-theoretical bijection. The universal family of
K-complex Ku on MKss(n) also has cohomology concentrated on the middle term. Since MKss(n)
is smooth and the Hilbert polynomial is constant H0(Ku) is a flat family of sheaves on P2 over
MKss(n) . The map from MKss(n) to Mss,HS (1, 0, n) is a morphism. Since both MK
ss(n)/(G/C×)
and Mss,HS (1, 0, n) are smooth, they are isomorphic. 
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Chapter 3
Deformation of HilbnS
3.1 Construction via Grassmannians
Let A be a noetherian ring, (µA, pi) be a flat family of deformed del Pezzo surface as that in the
appendix, H1 be a projective module over A of rank 2n + 1. Consider the following product of
Grassmanians:
GrA = Grn(H1 ⊗A V∗A) × Grn(H1 ⊗A UA) × Grn+1(H1) . . . (k times) × Grn+1(H1),
where Grn(H1⊗A V∗A) is the the Grassmannian of rank n subbundle of H1⊗A V∗A, and Grn(H1⊗A UA)
is the rank n quotient bundles of H1 ⊗A UA. As the case in [25], GrA corepresents the functor GRA:
RingA →Set: to an affine scheme R =SpecB f−→ SpecA, it associates the set of pairs:
{(I, j, Li)|I : H2 ↪→ H1,R ⊗OR ( f ∗V∗A), j : H1,R ⊗OR ( f ∗UA) H0, Li : H1,R  HTi},
where H1,R := f ∗H1, H2 is a subbundle of rank n, H0 is a quotient bundle of rank n, and HTi’s are
of rank n + 1. The map j induces a map
J : H1,R → H1,R ⊗ f ∗UA ⊗ f ∗U∗A
j⊗id−−→ H0 ⊗ f ∗U∗A.
Compose J with I and we get a map from H2 to H0 ⊗ f ∗U∗A ⊗ f ∗V∗A.
We define NA to be the subfunctor of GRA which assigns pairs (I, J, Li) for R = SpecB
f−→ SpecA
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satisfying the following conditions:
1. The image of Li ◦ I : H2 → HTi ⊗OR ( f ∗V∗A) is in HTi ⊗OR ( f ∗ZµA,pi).
2. The image of J ◦ I : H2 → H0 ⊗OR ( f ∗V∗A ⊗ f ∗U∗A is in H0 ⊗OR ( f ∗XµA,pi).
3. For any point SpecF on R, and 1 ≤ i ≤ k, J induces a map ci,F from H1,F to H0,F by H1,F →
H0,F⊗U∗F → H0,F⊗U∗F/Ypi,F ' H0,F . We require that ci,F factors through Li,F : H1,F → HTi,F .
(**)
Lemma 3.1.1. Let (µA, pi) be a flat family of deformed noncommutative del Pezzo surface, and
GRA, NA be as defined in Section 3.1, then there is a closed GL(H1)-invariant subschemeNA ⊂ GrA
that corepresents the subfunctor NA.
Proof. Choose affine covers Ti =SpecAi for Spec A such that the restricted bundles Ui,Vi, Wi, Xi j,
Yi j,Zi j’s (1 ≤ j ≤ k) are free Ai modules and on each SpecAi there are free bases of Xi j,Yi j,Zi j
as Ai module, and they expand to free bases of U∗i ⊗ V∗i ,U∗i ,V∗i . We can select such Ai’s be-
cause of the flatness requirement (*) in the appendix on (µA, pi). Consider the space of matri-
ces Hom(Ani , A
2n+1
i ⊗ V∗i )×Hom(A2n+1i ⊗ Ui, Ani )×
∏
1≤ j≤k Hom(A2n+1i , A
n+1
i ), GL(Ai, n)×GL(Ai, n)×∏
1≤ j≤k GL(Ai, n + 1) acts freely on an open set, and GrA(SpecAi) is just the quotient base space
of this principle bundle. Lifting to the whole space, under the bases for Xi j,Yi j,Zi j the three
requirements (**) for NA(SpecAi) are quadratic equations for coefficients, and the zero locus is
GL(Ai, n) × GL(Ai, n) × GL(Ai, n + 1)-invariant, hence the image in GrA(SpecAi) is closed and it
corepresents the functor NSpecAi , we denote it by NSpecAi .
For different covers SpecAs and SpecAt, by flatness of (µA, pi), each of their common fibers
SpecAs ← SpecF → SpecAt, NSpecAs⊗ SpecF and NSpecAt⊗SpecF are naturally isomorphic to
each other. That means we may glue those closed subschemes NSpecAi in each part of GrA(SpecAi)
together and get NA in GrA which corepresents NA. 
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We may write NA for NA when there is no confusion. As an immediate result, for any ring
morphism A→ A′, we have the induced (µA′ , pA′,i), then NA′ = NA×SpecASpecA′.
3.2 Stable locus
In this section we study the semistable locus of N under S L(H1) action with respect to a certain
linearization sheaf. The variety Gr has natural ample line bundle O(s, l,m1, . . . ,mk) obtained by
pulling back O(s), O(l) and O(mi)’s from projective spaces under the Plu¨cker embeddings of the
(k + 2) factors of Gr. We denote the open subset of N consisting of (semi)stable points under the
S L(H1) action with respect to the line bundle O(s, l,m1, . . . ,mk) by N s(s, l,m1, . . .mk).
Lemma 3.2.1. Choose t  0 according to n, thenN s((r−k)t +1−n, rt +2+n, t)(N ss((r−k)t +1−
n, rt + 2 + n, t)) corepresents the pairs (I, j, L) such that: for any A→ F, where F is an algeraically
closed field, there is no nonzero proper subspaces H˜2, H˜1, H˜Ti , H˜0 of H2,H1,HTi ,H0 compatible
with (I, j, L) such that (r − k)˜h2 − r˜h0 + k˜h1 −∑ h˜Ti > 0; or (r − k)˜h2 − r˜h0 + k˜h1 −∑ h˜Ti = 0 and
(n − 1)(˜h1 − h˜2 − h˜0) + h˜1 − 3˜h0 > 0(≥ 0 for semistable).
Proof. Let F be an algebraically closed field, then Gr(SpecF) consists of pairs (I : H2 → H1 ⊗
V∗, j : H1 ⊗ U → H0, Li : H1 → HTi). According to [21], such a point is in N s(s, l,m1, . . . ,mk)
if and only if for any proper nonzero F-linear subspace H˜′1 ⊂ H1 with H˜′2 := H2 ∩ (H˜′1 ⊗ V∗),
H˜′0 :=Im( j : H˜
′
1 ⊗ U → H0), H˜′Ti :=Im(Li : H˜′1 → HTi), we have:
h1(s˜h2 − l˜h0 −
k∑
i=1
mi˜hTi) − h˜1(sh2 − lh0 −
k∑
i=1
mihTi) < 0(≤ 0 for semistable). (4)
Here hi and h˜i’s are the dimensions of Hi, H˜i’s. It is easy to see that for any proper non-zero
subspaces H˜2, H˜1, H˜Ti , H˜0 which are compatible with (I, j, Li),
the inequality (4) still holds.
Let s = (r− k)t + 1− n, l = rt + 2 + n and mi = t for t  0 determined by n. Now, the left hand side
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of (4) is (2n+1)((r−k)˜h2− r˜h0 + k˜h1−∑ h˜Ti)t+(2n+1)((n−1)(˜h1− h˜2− h˜0)+ h˜1− 3˜h0). By choosing
t large enough, (4) is equivalent to two inequalities in lexicographic order in the lemma. 
We denoteN s(ss)(2t + 1 − n, 3t + 2 + n, t) byN s(ss)(n) for short. The semistable and stable locus
coincide in our case.
Lemma 3.2.2. N s(n) and N ss(n) are the same.
Proof. : Suppose N ss(n)(SpecF) has a non-stable pair (I, j,K), then there are non-zero proper
subspaces H˜2, H˜1, H˜Ti , H˜0 compatible with (I, j,K) such that
(r − k)˜h2 − r˜h0 + k˜h1 −
k∑
i=1
h˜Ti = 0; (3.1)
(n − 1)(˜h1 − h˜2 − h˜0) + h˜1 − 3˜h0 = 0. (3.2)
However this cannot happen due to an elementary computation:
Case 1: h˜1 − 3˜h0 ≥ 0.
Since each Li is surjective, h˜1 ≥ h˜Ti , hence by (3.1), (r − k)˜h2 ≤ r˜h0 =⇒ h˜2 ≤ r3(r−k) h˜1 =⇒
h˜1−h˜2−h˜0 > 0. By (3.2), n = 1 and h˜1 = 3˜h0, hence (˜h2, h˜1, h˜Ti , h˜0) = (0, 0, 0, 0) or (1, 3, 2, . . . , 2, 1),
that corresponds to the case that H˜i’s are zero or the whole spaces.
Case 2: h˜1 − 3˜h0 < 0.
We may assume n > 1. If h˜1 − h˜2 − h˜0 ≥ 2, then by (3.2), we have 2 − 2n ≥ h˜1 − 3˜h0, plug this into
(3.1), we get (2−2n)k + (3k− r)˜h0 + 2˜h2−∑ h˜Ti ≥ 0, this implies h˜2 ≥ 1. Since h˜1− h˜2− h˜0 ≥ 2, we
know h˜1 ≥ 3 + h˜0. This together with h˜1 − 3˜h0 ≤ 2 − 2n =⇒ 3˜h0 ≥ 2n + 1 + h˜0 =⇒ h˜0 ≥ 2n+12 > n,
contradiction.
Hence by (3.2), h˜1 − h˜2 − h˜0 = 1, we have the following equalities:
h˜1 − h˜2 − h˜0 = 1;
3˜h0 − h˜1 = n − 1;
(r − k)˜h2 − r˜h0 + k˜h1 −
∑
h˜Ti = 0.
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Solve them in term of h˜1, we get
∑
h˜Ti = ((r + k)˜h1 − 2rn − r + 2k + kn)/3, since each Li is
surjective, h˜1 − h˜Ti ≤ n which implies h˜1 ≥ 2n + 1. Hence H˜2, H˜1, H˜Ti , H˜0 must be the wholes
spaces, contradiction. 
Lemma 3.2.3. Let (µF , pi) be a deformed noncommutative del Pezzo surface, (I, j, L) be a stable
pair in N s(n). Then the stabilizers of (I, j, Li) in GL(H1) are scalars.
Proof. Let g1 be a stablizor action, then g1/a ∈ SL(H1) for some a ∈ F. Since (I, j, Li) is in the sta-
ble locus of S L(H1), g1/a must have finite order and is semistable. H1 decomposes as eigenspaces
H1,λ1 ⊕ H1,λ2 ⊕ . . .H1,λs of g1 with different eigenvalues λ1, . . . , λs respectively. Suppose g1 is not a
scalar, then s ≥ 2.
First, we show that HTm =
⊕
i Lm(H1,λi). Suppose Lm(x1 + x2 + . . . xs) = 0, where xi ∈ H1,λi .
Since H1,λi’s are eigenspaces of g1, L j(λ
k
1x1 +λ
k
2x2 + . . . λ
k
s xs) = 0 for k = 1, . . . , s. The determinant
of the matrix [λsi ] is non zero, hence Lm(xi) = 0 for all i = 1, . . . , s. Since HTm =
∑
i Lm(H1,λi), it is⊕
i Lm(H1,λi). By a similar argument, H0 has such a decomposition.
Next, we show that H2 =
⊕
I−1(H1,λi ⊗ V∗). Here, we only need H2 =
∑
I−1(H1,λi ⊗ V∗). Let
x be an element in H2, I(x) decomposes into x1 + x2 + · · · + xs, where xi ∈ H1,λi ⊗ V∗. We make
induction on the number of non-zero elements of xi’s to show that x ∈ ∑ I−1(H1,λi ⊗ V∗). If I(x)
only has one factor, nothing to proof. We may assume x1, x2 are nonzero. As g1 is a stabilizor of
the pair (I, j,K), there exists g2 ∈ GL(H2) such that I ◦ g1 = g2 ◦ I. Now x splits into two parts:
x = (λ1 − λ2)−1(g2 − λ2)x + (λ1 − λ2)−1(λ1 − g2)x. Each part’s image in H1 has factors less than that
of x. By induction, these two parts are in
∑
I−1(H1,λi), so is x.
Now, H2,HT j ,H0 decompose as direct sum of (I, j, Li) invariant subspaces H2,λ1⊕H2,λ2⊕. . .H2,λs .
That contradicts the stableness, since
∑
i((r − k)h2,λi − rh0,λi + kh1,λi −
∑
m hTm,λi) = 0 and
∑
i((n −
1)(h1,λi − h0,λi − h2,λi) + h1,λi − 3h0,λi) = 0. 
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Corollary 3.2.4. Let (µA, pi) be a flat family of deformed noncommutative del Pezzo surfaces, the
projection N s(n)→ N s(n) ∥ PGL(n) is a principal bundle.
We denote the base space byMsµA,pi(n).
3.3 Noncommutative del Pezzo surface revisited
Let (µ, pi) be the data of a non-commutative del Pezzo surface. When the degenerate locus of µ is
a smooth cubic curve, the data µ : U ⊗V → W can be rephrased in terms of an elliptic curve E and
two degree 3 line bundles on E: (E,L1,L2). Here, E is the degenerate locus in P(U) and P(V).
U∗ = H0(E,L1), V∗ = H0(E,L2) and W∗ is the kernel of the following map:
W∗
µ∗−→ U∗ ⊗ V∗ = H0(E,L1) ⊗ H0(E,L2)→ H0(E,L1 ⊗ L2).
Each pi is a point on E. Ypi is identified as H
0(E,L1(−pi)) or Hom(OE(pi),L1). Both of them
are consisted by the map which is 0 on the fiber pi, or equivalently, whose cokernel contains the
subquotient Opi . Similarly, Zpi = H0
(
E,L2(−pi)) = Hom(OE(pi),L2). Xµ is the image of W∗ in
H0(E,L1) ⊗ H0(E,L2). H0(E,L1 ⊗ L2(−pi)) is Ypi ⊗ V∗ + U∗ ⊗ Zpi/Xµ.
The pair K = (I, j, Li) ∈ N s(n) associates to the following morphisms of sheaves on E.
IE : L−12 (p1 + · · · + pk) ⊗ H2
I−→ L−12 (p1 + · · · + pk) ⊗ V∗ ⊗ H1 → OE(p1 + · · · + pk) ⊗ H1.
LE : OE(p1 + · · · + pk) ⊗ H1 ⊕Li−−→ OE(p1 + · · · + pk) ⊗ (⊕HTi)→
⊕(Opi ⊗ HTi).
JE : OE ⊗ H1 J−→ OE ⊗ U∗ ⊗ H0 → L1 ⊗ H0.
The restrictions (**) require (IE, JE, LE) satisfying the followings.
1. LE ◦ IE = 0.
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2. JE factors through a morphism OE ⊗ H1 ↪→ K → L1 ⊗ H0, where K is the kernel of the map
LE. Since OE ⊗ H1 is always in the kernel of LE, it is identified as a subsheaf of K .
3. L−12 (p1 + · · · + pk) ⊗ H2
IE−→ K → L1 ⊗ H0 is a complex.
The first two requirements are easy to check. The last requirement is due to J ◦ I ⊂ Hom(H2,H0)⊗
Xµ and the following diagram.
Hom(L−12 (. . . ) ⊗ H2,K) −→ Hom(L−12 ⊗ H2,O ⊗ H1) ' V∗ ⊗ Hom(H2,H1)
× × ×
Hom(K ,L1 ⊗ H0) −→ Hom(O ⊗ H1,L1 ⊗ H0) ' U∗ ⊗ Hom(H1,H0)
↓ ↓ ↓
Hom(L−12 (. . . ) ⊗ H2,L1 ⊗ H0) −→ Hom(L−12 ⊗ H2,L1 ⊗ H0) ' U∗ ⊗ V∗/Xµ ⊗ Hom(H2,H0).
The first horizontal arrow is the embedding of Hom (L−12 (p1+· · ·+ pk)⊗H2,K) into Hom
(L−12 (p1+
· · · + pk) ⊗ H2,O(p1 + · · · + pk) ⊗ H1). The second horizontal arrow is applying Hom(−,L1 ⊗ H0)
to O⊗H1 → K . The third horizontal arrow is applying Hom(−,L1 ⊗H0) to L−12 ⊗H2 → L−12 (p1 +
· · · + pk) ⊗ H2 → ⊕Opi ⊗ H2. This diagram commutes, thus the composition of two elements in
Hom(L−12 (p1 + · · · + pk) ⊗ H2,K) and Hom(K ,L1 ⊗ H0) is 0 when J ◦ I ⊂ Hom(H2,H0) ⊗ Xµ.
In the rest of the section, we assume k = 8. Apply Hom(−,L1 ⊗ H0) to 0→ K → O(p1 + · · · +
p8) ⊗ H1 LE−→ ⊕Opi ⊗ HTi → 0, we get
0→ Hom(K ,L1⊗H0)→ ⊕Ext1(Opi⊗HTi ,L1⊗H0)
LE−→ Ext1(L−1(p1+· · ·+p8)⊗H2,L1⊗H0)→ · · · .
(♦)
Namely, JE ∈ Hom(K ,L1⊗H0) is determined by its image in Ext1(Opi⊗HTi ,L1⊗H0)’s, in another
word, by the data Mi ∈ Hom(HTi ,H0).
Remark 3.3.1. Let vi1’s be the representatives for pi’s in V , Ji1 is defined as pi◦J and Mi is defined
as the matrix such that Ji1 = MiLi. In this way, Mi is well-defined not only up to a scalar. Besides,
Mi is identified as an element in Ext1(Opi ⊗ HTi , L1 ⊗ H0).
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Moreover, we have the following complex EK in Db(S h(E)):
EK : L−12 (p1 + · · · + p8) ⊗ H2
IE−→ O(p1 + · · · + p8) ⊗ H1 LE−→ ⊕Opi ⊗ HTi
⊕Mi−−→ L1[1] ⊗ H0.
Here, ‘complex’ means: LE ◦ IE = 0 and ⊕Mi ◦ LE = 0. The second equation is due to (♦): ⊕Mi is
in the image of Hom (K ,L1⊗H1), hence the image of ⊕Mi in Ext1(O(p1 + · · ·+ p8)⊗H1,L1⊗H0)
is 0.
3.3.1 Homological group of EK
In this section we study the homological group of EK and prove Lemma 3.3.2 that is an ingredient
in the proof of Lemma 3.3.3. The method is almost the same as that in Proposition 2.5.2 for the
commutative case. The different part is that Jk’s and Il’s fail to satisfy some equations, for example
the formula Jk ◦ Il = Jl ◦ Ik is not always true. That leads the construction of the subspaces H˜i’s
failed. To solve this problem, we choose some suitable bases for U and V .
Suppose given u1 , u2 ∈ E ⊂ P(U). If im µu1 = im µu2 , then any point on the plane span{u1, u2}
is degenerate. This cannot happen since we assume the degenerate locus is a smooth elliptic curve.
Any 3 points u1, u2, u3 on E generate U (resp. V), if and only if L1(−u1 − u2 − u3) , O (resp.
L2). We may choose a u3 ∈ E such that u3 together with u1, u2 form a base of U. Choose vi to
be a non-zero kernel of µui for i = 1, 2, 3. We may choose u3 such that v1, v2, v3 generate V and
µ(u2, v3) < imµu1 . Let w1 = µ(u2, v3), w2 = µ(u1, v2), w3 = µ(u1, v3). By the previous discussion w1,
w2, w3 span W. Under these bases, the images of vi’s under µu j’s are listed below.
imµu1 w1 w2 w3 imµu2 w1 w2 w3 imµu3 w1 w2 w3
v1
v2
v3

0 0 0
0 1 0
0 0 1

v1
v2
v3

a11 a12 a13
0 0 0
1 0 0

v1
v2
v3

a21 a22 a23
a31 a32 a33
0 0 0

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Hence Xµ in U∗ ⊗ V∗ has bases:
w∗1 = a11u
∗
2 ⊗ v∗1 + a21u∗3 ⊗ v∗1 + a31u∗3 ⊗ v∗2 + u∗2 ⊗ v∗3,
w∗2 = a12u
∗
2 ⊗ v∗1 + a22u∗3 ⊗ v∗1 + a32u∗3 ⊗ v∗2 + u∗1 ⊗ v∗2,
w∗3 = a13u
∗
2 ⊗ v∗1 + a23u∗3 ⊗ v∗1 + a33u∗3 ⊗ v∗2 + u∗1 ⊗ v∗3.
Suppose I = I1v∗1+ I2v
∗
2+ I3v
∗
3, J = J1v
∗
1+ J2u
∗
2+ J3u
∗
3. Since J ◦ I ∈ Hom (H2,H0) ⊗ X.
J1I1 = 0 (3.3)
J2I2 = 0 (3.4)
J3I3 = 0 (3.5)
a11J2I3 + a12J1I2 + a13J1I3 = J2I1 (3.6)
a21J2I3 + a22J1I2 + a23J1I3 = J3I1 (3.7)
a31J2I3 + a32J1I2 + a33J1I3 = J3I2 (3.8)
We call such bases of U∗, V∗ and W∗ standard bases. Given q ∈ U (V), we denote Jq by the maps
q ◦ J from H1 to H0. When q ∈ E, Jq is just the morphism of JE at fiber q up to a scalar. Iq is in a
similar situation.
Lemma 3.3.2. Let K= (I, J, Li) be a stable pair in N(Spec C), then:
1. Jq is surjective when q is not any pi). ImJpi + Jq(kerLi) = H0, if q , pi.
2. kerIq1∩kerIq2 = 0 for any q1 , q2 ∈ V, i.e., dim(Ii1(x) + Ii2(x) + Ii3(x)) ≥ 2 for any non-zero
x ∈ H2.
Proof. Statement 2: Since Xµ contains no nonzero element with form v∗ ⊗ U∗ for any element
v∗ ∈ V∗, if dim(Ii1(x)+ Ii2(x)+ Ii3(x)) = 1, then J ◦ I|x ∈Hom(x,H0)⊗ (Xµ∩ (v∗⊗U∗)) = 0. Consider
the minimum subspaces of Hi’s that are compatible with (I, J, Li) and contain x, the subspace in
H0 is 0. This contradicts the stableness of K.
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Statement 1, when q is not any pi: Choose standard bases for U, V and W with u2 = q. In
addition, we may choose the u3 such that imµu3 , imµv1 . Suppose Jq(= cJ2) is not surjective. As
in the commutative case, let H˜0 =im(Jq), H˜1 = J−11 (H˜0)
⋂
J−13 (H˜0), H˜Ti = Li(H˜1) and
H˜2 = I−13 (H˜1), if a12 , 0;
H˜2 = I−11 (H˜1), if a12 = 0.
We first show these subspaces are compatible with (I, J, Li). In the first case when a12 , 0, for any
x ∈ H˜2, by equations (3.3), (3.5), J1I1x and J3I3x are in H˜0. By definition, J1I3x and J2Ilx are in H˜0
for all l = 1, 2, 3. Now by equations (3.6), (3.7), (3.8), the following elements are in H˜0: a12J1I2x,
a22J1I2x − J3I1x, a32J1I2x − J3I2x.
Since a12 , 0, JiIlx is in H˜0 for any i, l.
When a12 = 0, we know that a13 and a22 are non-zero. By equations (3.3) and (3.5), J1I1x, J3I3x,
J2Ilx and J3I1x are in H˜0. Then by the rest equations, the following elements are in H˜0: a13J1I3x,
a22J1I2x + a23J1I3x, a32J1I2x + a33J1I3 − J3I2x.
Hence, JiIlx is in H˜0 for any i, l. (H˜2, H˜1, H˜Ti , H˜0) is compatible with (I, J, Li) and does not
depend on the choice of bases.
Now we may estimate the dimension of each linear subspace. Let the codimension of H˜0 be c,
then the codimension of H˜1 is less than or equal to 2c. To estimate h˜Ti , we may choose u1 = pi.
Since q is not any pi, we can choose pi, q, oi as a standard base of U, then H˜1 = J−1pi (H˜0)∩ J−1oi (H˜0).
Since kerLi ⊂ kerJpi ⊂ J−1pi (H˜0), we have h˜Ti ≤ h˜1−dim(kerLi
⋂
J−1oi (H˜0)) ≤ h˜1 − (n− c). Similarly,
since imI1 ⊂kerJ1 ⊂ J−11 (H˜0) (resp. I3 version), h˜2 ≥ n − c. This contradicts the stableness of the
complex. Therefore, Jq is surjective.
The rest argument for imJpi + Jq(kerLi) = H0 is the same as that in the commutative case. 
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3.3.2 H om• complex of EK
We denote each term of EK by E3 = L−12 (p1 + · · · + p8) ⊗ H2, E2 = O(p1 + · · · + p8) ⊗ H1,
E1 = ⊕Opi ⊗ Hi, E0 = L1[1] ⊗ H0 and Ei = 0 for i , 0, 1, 2, 3; each morphism by e3 = IE, e2 = LE,
e1 = ⊕Mi and ei = 0 for i , 1, 2, 3.
For i = 1, 2, 3, we may define the complex Homi(EK ,EK) as
Homi(EK ,EK) :=
⊕
j∈Z
Hom(E j+i,E j).
For i = 1, 2, the derivative map di : Homi(EK ,EK)→ Homi+1(EK ,EK) is given as
(φ j) j∈Z 7→ (e j+1φ j+1 + (−1)i+1φ jei+ j+1) j∈Z.
We draw L−12 (p1 + · · ·+ p8), O(p1 + · · ·+ p8), Opi and L1[1] on the rank-degree coordinate plane
of Db(Coh(E)).
L1[1]
Opi
E′2
O(. . . )
•
gL1[1] gOpi gE′2
gO(. . . )
Rank
Degree
Since all Ei’s are on a same half plane, there exists g ∈ Aut(Db(Coh(E))) ⊃ S˜ L2(Z) Y Pic0(E)
that transits all Ei’s to the right half plane. Since each Ei is semistable, g(Ei) is locally free. Let
Fi := g(Ei), fi := g(ei) for all i. We get a new sequence FK of locally free sheaves. FK is a complex
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since EK is so. Since slope(E3) <slope(E2) <slope(E1) <slope(E0), the Hom•(EK ,EK) complex
and Hom•(FK ,FK) are naturally isomorphic.
TheH om• complex of FK is defined in the usual sense:
H omi(FK ,FK) :=
⊕
j∈Z
H omOE (F j+i,F j), for all i ∈ Z.
The derivative map di :H omi(FK ,FK)→H omi+1(FK ,FK) is given by:
(φ j) 7→ ( f jφ j + (−1)i+1φ j−1 f i+ j).
It is easy to check that di+1◦di = 0 since FK is a complex. di induces map from Hl(H omi(FK ,FK))
to Hl(H omi+1(FK ,FK)) for all l ∈ Z≥0, we denote them by di. When l = 0, di is the same as the
that for Hom• complex.
Lemma 3.3.3. Let EK be the complex of sheaves induced by a stable pair K = (I, J,Mi, Li), g be
an element in Aut
(
Db(Coh(E))
)
, such that g(Ei) is locally free sheaf for any i. Let FK = g(EK),
then H0(H om1(FK ,FK)) d
1−→ H0(H om2(FK ,FK)) d
2−→ H0(H om3(FK ,FK)) is exact.
Proof. Since the complex H om−3 (FK , FK) d
−3
−−→H om−2 (FK , FK) d
−2
−−→H om−1 (FK , FK) is iso-
morphic to its dual complexH om1 (FK , FK) d
1
−→H om2 (FK , FK) d
2
−→H om3 (FK , FK). By Serre
duality, the statement is equivalent to that H1(H om−3)
d−3−−→ H1(H om−2) d−2−−→ H1(H om−1) is ex-
act.
By lemma 3.3.2, as K is stable, H0(EK) is the only non-zero cohomological sheaf of EK . Write
H0(EK) as L ⊕ Q, where L is a line bundle with non-positive degree, and Q is the torsion part. It
is not hard to see that g(L) = R[−1] for some stable sheaf R with rank 2d − 1 and degree d. gQ is
the direct sum of some semi-stable sheaves with slope 1/2.
Let the cokernel of E3 → E2 and the extension sheaf of E0 by E1 be Q1 ⊕ B1 and Q0 ⊕ B0
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respectively, where Qi’s are the torsion parts. Then the complex GK := { gQ1 ⊕ gB1 → gQ0 ⊕ gB0
} has kernel gQ and cokernel gL[1]. GK and FK are connected by two quasi-isomorphic maps of
complexes, thereforeH om• (GK ,GK) andH om• (FK ,FK) have the same hyper-cohomologies.
Let (g1, g2, g3) be the morphism from gQ1 ⊕ gB1 to gQ0 ⊕ gB0 in GK , where g1 : gQ1 → gQ0,
g2 : gQ1 → gB0, g3 : gB1 → gB0. Suppose an element (φ1, φ2, φ3) ∈ Hom (gQ0 ⊕ gB0, gQ1 ⊕ gB1)
is in the kernel of d−1 Hom−1 (GK ,GK)→ Hom0 (GK ,GK). Here φ1 : gQ0 → Q1, φ2 : gB0 → gQ1
and φ3 : gB0 → gB1. By the definition of di, we have φ1g1 = g1φ1 = 0. Let Q′ be the cokernel of
gQ1 → gQ0, then 0 → gB1 → Q′ ⊕ gB0 → gL[1] → 0 is exact. φ1 factors through Q′. As φ1g2
+ φ2g3 = 0, (φ1, φ2) factors through gL[1]. Since the slope of gL[1] is greater than 1/2, (φ1, φ2)
is 0. Finally, since (g2, g3) on gB1 is injective, φ3 is 0. Now Hom−1 (GK ,GK) → Hom0 (GK ,GK)
is injective. Since GK only has two non-zero terms, Hi (H om•(GK , GK)) = 0 unless i = 0, 1. In
particular, the hypercohomology H−1(H om•
(FK ,FK)) is 0.
On the other hand, we may compute the hypercohomology ofH om• (FK ,FK)) by the spectral
sequence E1pq = H
q (H omp (FK , FK)). The nonzero part of the page E1pq is shown below.
H1(H om−3) d
−3
// H1(H om−2) d
−2
// H1(H om−1) d
−1
// H1(H om0) 0 . . .
0 0 0 H0(H om0) d
0
// H0(H om1)d
1
// . . .
Here we write H omi instead of H omi(FK ,FK) for short. H0(H om−i) and H1(H omi) are 0 for
i > 0, since the slope of Fi is increasing. The next page reads:
• ker d−2/imd−3
))
•
))
coker d−1
((
0 0 0
0 0 0 End(FK) • • •
Since H−1
(
H om•(FK ,FK)) = 0, kerd−2/imd−3 maps injectively into End(FK) on this page. By
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Lemma 3.2.4, End(FK) = C. To get rid of the possibility that ker d−2/imd−3 = C, the rest part of
the proof is to show that the map kerd−2/imd−3 is trivial.
Consider the natural embeddingOE→H om0(Fi,Fi) by mappingOE to each factorH om(Fi,Fi)
as the identity. Let H˜ om
0
(FK ,FK) be the quotient of the embedding. Since d0(OE) = 0, we get a
quotient complex H˜ om
•
(FK ,FK) by replacing H om0 by H˜ om0 while keeping the other terms.
We show the following two things to finish the claim.
1. H−1(H˜ om
•
(FK ,FK)) = 0.
2. d˜0 : H0(H˜ om
0
(FK ,FK))→ H0(H om1(FK ,FK)) is injective.
Fact 1: For any closed point x ∈ E, we consider the map d−1 ofH om•(FK ,FK) on the fiber at x.
The image of d−1x restricted on the factorH om(F1,x,F1,x) is spanned by the maps F1,x → F2,x
f2,x−−→
F1,x and F1,x f1,x−−→ F0,x →F1,x. Any element in ker f1,x\ im f2,x is never mapped to itself by any mor-
phism in the image of d−1x inH om(F1,x,F1,x). Ker f1,x\ im f2,x is not empty since the homological
sheaf at F1 is non-zero. Thus the identity is not in the image of d−1, i.e., imd−1 does not contain the
image of OE in H om0(FK ,FK). The homological sheaf of H˜ om• (FK ,FK) at degree −1, which
is isomorphic to OE ∩ imd−1, is a proper subsheaf of OE. It doesn’t have global section, therefore
H−1(H˜ om
•
(FK ,FK)) = 0.
Fact 2: since OE → H om0(FK ,FK) → H˜ om0 splits by the trace map fromH om0(FK ,FK) to
OE, H0(H˜ om0) = H0(H om0)/H0(OE), that means d˜0 is injective.
Now by the first claim kerd˜−2/imd˜−3 maps injectively into kerd˜0, which is 0 by the second claim.
As d˜i = di for i = −2,−3, the lemma holds. 
3.4 Smoothness of the family
Theorem 3.4.1. Let A be a finite type algebra over C, and (µA, pi) be a flat family of deformed
non-commutative del Pezzo surfaces. ThenMsµA,pi(n) is smooth over Spec A.
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Proof. As the same argument in the proof of [25] Theorem 8.1, the smoothness is equivelant to
the smoothness ofN s(n)→ Spec A. By the liftness criterion of smoothness, Proposition IV.17.7.7
in [13], we can prove this proposition by showing the following statement: given any local com-
mutative C-algebra R′ with a factor ring R = R′/I, where I2 = 0. Any stable pair (I, j, Li) in
N s(n)(SpecR) can be lifted to a stable pair (I˜, j˜, L˜i) in N s(n)(SpecR′).
(tangent direction) SpecR //

N s(n)

(extending powers) SpecR′ //
?
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SpecA
Suppose a stable pair (I, j, Li) can be lifted to a pair (I˜, j˜, L˜i). Since I is nilpotent, it is contained
in the kernel of any map R′ → F. As R′ → F factors through a map R → F, (I˜, j˜, L˜i) ⊗ F =
(I, j, Li) ⊗ F. Thus (I˜, j˜, L˜i) is a stable R′-pair.
Liftness. Since R,R′ are local rings, projective R′-modules are free. Since (µA, pi) satisfies
the flatness condition (*), we can choose bases {u∗i2, u∗i3} for Ypi(for the definition, see Appendix),
1 ≤ i ≤ k. These bases can be extended to bases {u∗i2, u∗i3, u∗i1} for U∗. Similarly, we have bases
{v∗i2, v∗i3, v∗i1} for V∗, where each {v∗i2, v∗i3} is a base for Zµ,pi . In this way, I = Ii1⊗v∗i1 + Ii2⊗v∗i2 + Ii3⊗v∗i3,
J = Ji1 ⊗ u∗i1 + Ji2 ⊗ u∗i2 + Ji3 ⊗ u∗i3, where Ii j ∈ Hom (H2,R′ ,H1,R′) (resp. Ji j ∈ Hom (H1,R′ ,H0,R′)).
Up to a scalar Ii1 and Ji1 only depend on pi. Now the restriction 1 in (**) is translated as
Li ◦ Ii1 = 0.
The restriction 3 on the pairs in N(n) (Spec R′) turns out to be
Ji1 = Mi ◦ Li for an Mi ∈ Hom(HTi,R′ ,H0,R′).
Since each Li is surjective, Mi is determined by Ji1 and Li. Lifting (I, j, Li) to (I˜, j˜, L˜i) is the same
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as lifting (I, J,Mi, Li) to (I˜, J˜, M˜i, L˜i).
To find a suitable lifted pair, first we lift (I, J,Mi, Li) to a pair (I˜, J˜, M˜i, L˜i) which may not sat-
isfy the three restrictions in (**). Suppose L˜i ◦ I˜i1 = Ci ∈ Hom(H2,HTi) ; J˜pi − M˜i ◦ L˜i = Di ∈
Hom(H1,H0); J˜ ◦ I˜ = B ∈ Hom(H2,H0) ⊗ (U∗ ⊗ V∗). Pay attention that under basis {u∗i1 ⊗ v∗i1, u∗i1 ⊗
v∗i2 . . . , u
∗
i3⊗v∗i3} of U∗⊗V∗, if we write B as Bi11u∗i1⊗v∗i1+Bi12u∗i1⊗v∗i2+· · ·+Bi33u∗i3⊗v∗i3, then the factor
Bi11 = MiCi+DiIi1. Hence B ∈ ⋂1≤i≤k ((MiCi+DiIi1)u∗i1⊗v∗i1+ Hom(H2,H0)⊗(U∗⊗Zµ,pi +Ypi⊗V∗)).
Since the pair (I, J,Mi, Li) satisfies the three restrictions in (**), we have Ci ∈Hom(H2,HTi) ⊗ I,
Di ∈Hom(H1,H0) ⊗ I and B ∈⋂i ((MiCi +DiIi1)u∗i1⊗v∗i1+ Hom(H2,H0)⊗(U∗⊗Zµ,pi +Ypi⊗V∗)⊗I)
modulo Hom(H2,H0) ⊗ Xµ. Define S (I11,...,Ik1,M1,...,Mk) to be the submodule of
⊕
i( Hom(H2,HTi) ⊕
Hom(H1,H0)) ⊕ (Hom(H2,H0) ⊗ U∗ ⊗ V∗/ Xµ) as following.
S (Ii1,Mi) := {(C1, . . . ,Ck,D1, . . . ,Dk, B)|
B ∈
⋂
i
(
MiCi + DiIi1) ⊗ u∗i1 ⊗ v∗i1 + Hom(H2,H0) ⊗ ((U∗ ⊗ Zµ,pi + Ypi ⊗ V∗)/Xµ)}.
We need show that there is an adjustment (I′, J′,M′i , L
′
i) ∈ Hom(H2,H1 ⊗ V∗) ⊗ I×Hom(H1,H0 ⊗
U∗) ⊗ I ×∏Hom(HTi ,H0) ⊗ I ×∏Hom(H1,HTi) ⊗ I such that:
1. (L˜ + L′) ◦ (I˜1 + I′1) = 0 or equivalently, LI′1 + L′I1 = −Ci;
2. (J˜i1 + J′i1) = (M˜i + M
′
i ) ◦ (L˜i + L′i) or equivalently, J′i1 − M′i Li − MiL′i = −Di;
3. (J˜ + J′) ◦ (I˜ + I′) ∈Hom(H2,H0) ⊗ Xµ or equivalently, JI′ + J′I ∈ −B+Hom(H2,H0) ⊗ Xµ.
We summarize it as the following proposition.
Proposition 3.4.2. Let F be an algebraically closed field, and (µF , pi) be a non-commutative del
Pezzo surface. Let (I, j, Li) be a stable pair inN sF(n) with Mi ∈Hom(HTi ,H0) such that Ji1 = Mi◦Li.
Define the adjusting map as follow:
AdjI,J,Mi,Li: Hom(H2,H1 ⊗V∗) ⊕ Hom(H1,H0 ⊗U∗) ⊕
(⊕
i Hom(H1,HTi)
) ⊕ (⊕i Hom (HTi ,H0))
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→ S (Ii1,Mi).
AdjI,J,Mi,Li(I
′, J′,M′i , L
′
i) := (LiI
′
i1 + L
′
i Ii1, J
′
i1 − M′i Li − MiL′i , J′I + JI′).
By the previous discussion, this map is well-defined. We claim that AdjI,J,Mi,Li is surjective.
Proof. Let EK be the complex of sheaves induced by a stable K = (I, J, Li,Mi), then by Lemma
3.3.3, Hom1(EK , EK) d
1−→ Hom2(EK ,EK) d
2−→Hom3(EK ,EK) is exact. By Lemma 3.3.2, IE,p is injec-
tive for a general p ∈ E. We may add another blowing-up point by adding Lp and HTp into the pair,
where Ip is injective and p is at a general position w.r.t pi’s andLi’s. Lp is given as an isomorphism
from H1/imIp to HTp , since Jp ◦ Ip = 0, Jp factor through Lp. Since Ip is injective, the new pair
with the extra data Lp and HTp is still stable. In addition, if the new Adj is surjective, then the
original one is surjective. We may assume k = 8. The rest part is due to a translation of the data.
By definition, Hom1 (EK ,EK) = Hom (L−12 (p1 + · · · + pk) ⊗ H2,O(p1 + · · · + pk) ⊗ H1) ⊕ Hom(O(p1 + · · · + pk) ⊗ H1, ⊕(Opi ⊗ HTi)) ⊕ Ext1 (⊕ (Opi ⊗ HTi ,L1 ⊗ H0)). Each direct sum factor
corresponds to the data I′, L′i , M
′
i respectively.
Hom2 (EK ,EK) = Hom (L−12 (p1 + · · · + pk) ⊗ H2,⊕(Opi ⊗ HTi))⊕ Ext1 (O(p1 + · · · + pk) ⊗
H1,L1 ⊗ H0). The first factor corresponds to the data Ci’s. Applying Hom(−,L1 ⊗ H0) to 0 →
O ⊗ H1 → O(p1 + · · · + pk) ⊗ H1 → ⊕Opi ⊗ H1 → 0, we get 0 → Hom(O ⊗ H1,L1 ⊗ H0) →
⊕iExt1(Opi ⊗ H1,L1 ⊗ H0) → Ext1(O(p1 + · · · + pk) ⊗ H1,L1 ⊗ H0) → 0. The second factor Ext1
(O(p1 + · · · + pk) ⊗ H1,L1 ⊗ H0) is Ext1 (Opi ⊗ H1,L1 ⊗ H0) modulo Hom(O ⊗ H1,L1 ⊗ H0).
Hom3 (EK ,EK) = Ext1 (L−12 (p1 + · · · + pk) ⊗ H1,L1 ⊗ H0). The datum B ∈Hom(L−12 ⊗ H2,L1 ⊗
H0) is determined by (Ci,Di)’s, since MiCi + DiIi1 tells the morphism at point pi and k > 6.
d2(C1, . . . ,Dk) = 0 only when
⋂
i((MiCi + DiIi1)u∗i1⊗v∗i1+ Hom(H2,H0)⊗ (U∗⊗Zµ,pi +Ypi ⊗V∗))/Xµ
is not empty. Now by the definitions of d1 and AdjI,J,Mi,Li , the statement is clear. 
Back to the proof of the proposition, we show that Lemma 3.4.2 implies Proposition 3.4.1. In
the proof of the proposition, we may consider the similar adjusting map of R′ version. Consider the
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image of AdjI,J,Mi,Li as a R
′-submodule of S (Ii1,Mi). To show this is the whole space, by Nakayama
Lemma, we only have to consider the tensor R′/m version. And since I/mI is a linear space over
the residue field, we may assume it is one dimension. Since this is a linear map, by embedding
the residue field k to its algebraic closure k¯, the surjectiveness over k¯ version implies the one over
k. 
Recall that the quotient space N sA ∥PGL(H1) is denoted byMsµA,pi(n), our main technical result
reads:
Theorem 3.4.3. Let A be a noetherian ring such that SpecA is a smooth curve over C and (µA, pi)
be a flat family of deformed noncommutative del Pezzo surface with one fiber being the commuta-
tive S , i.e., there is a point Spec C→ SpecA such that (µC, pC,i) is the commutative datum. Then:
1. MsµA,pi(n) is smooth over Spec A.
2. For any closed point b : A→ C, we haveMsµA,pi(n)⊗b C =Msµb,pb,i(n) and it is a smooth, projec-
tive, irreducible scheme over C with dimension 2n. Namely,MsµA,pi(n) is a family of deformations
of the HilbnS .
Proof. The smoothness of f :MsµA,pi(n)→ SpecA is shown in Propostion 3.4.1.
The second part is proved in the same way as that in [25] Proposition 8.6. By Lemma 3.1.1,
MsµA,pi(n) ⊗b C = Msµb,pb,i(n). In particular, when (µb, pb,i) is the commutative data, N sµb,pi(n) =
MK s(n) which is defined in the previous section. By Theorem 3.4.1, Msµb,pi(n) is smooth and
thus isomorphic to HilbnS by Proposition 2.5.5. By [27] Theorem 4, Ms(n) →SpecA is proper,
thus the image is close. By Theorem 3.4.1, this morphism is flat, thus the image is open. Now
Msµb,pb,i(n) is non-empty, each fiber is non-empty. Now f∗OMs is torsion a free sheaf over SpecA.
As H0(Msµb,pb,i(n)) = C and the function h0(Msµx,px,i(n)) is upper semi-continuous on SpecA by
Theorem III.12.8 in [15], h0(Msµx,px,i(n)) is actually constant 1. By Corollary III.12.9 in [15],
f∗OMs(n) is a rank 1 vector bundle. Thus each fiberMsµx,px,i(n) is connected by Corollary III.11.3 in
[15]. In addition, as each fiber is smooth, it is irreducible. 
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Chapter 4
Deformation as holomorphic Poisson
manifolds
4.1 Construction of the Poisson structure
Each space Msµ,pi(n) in the family carries a natural holomorphic Poisson structure that is gener-
ically symplectic. The construction of the Poisson structure is almost the same as that in [25]
Section 9.1, we first recollect some of the notations from there.
Fix a positive integer n (n might be 3 or 4 in our case), let M′′ denote the moduli stack pa-
rameterizing E = (Ei, ei)0≤i≤n−1 of n-tuples of locally free sheaves Ei on an elliptic curve E and
maps ei : Ei+1 → Ei. LetM′ be the closed substack that parameterizes complexes of sheaves. Let
M =M(Fn, . . . ,F1) be the locally closed substack ofM′ parameterizing (Ei, ei) for which Ei ' Fi
for all i. Given a data (Ei, ei), a complex C = C(Ei, ei) is defined as: Ci = H omi(E,E) for i = 0, 1
and Ci = 0 for other i. By [26], the smooth locus M′′0 in M′′ consists of points (Ei, ei) whose
hypercohomology of C(Ei, ei) satisfies: H2(C) = 0 and H0(C) = C. Let M′0 := M′ ∩ M′′0 and
M0 :=M∩M′′0 . The dual complex C∨[−1] of C is isomorphic to the complexH om−1(E,E)
d∗−→
H om0(E,E), concentrated in degree 0 and 1, with differential d∗ : (hi) 7→ (eihi − hi−1ei−1). By [26]
Section 1, the tangent space and cotangent space toM′′0 at (Ei, ei) are identified as the hypercoho-
mology spaces:
T(Ei,ei)M′′ = H1(C); T ∗(Ei,ei)M′′ = H1(C∨[−1]).
Define the maps ψ : C∨[−1] → C by: ψ0(hi) = ((−1)i+1(eihi − hi−1ei−1)) and ψ1 = 0. By [26],
Theorem 2.1, ψ globalizes to a map Ψ′′ : T ∗M′′|M′0 → TM′′|M′0 that at the fiber over (Ei, ei) is
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exactly the map H1(ψ).
Define a complex B by setting B0 =H om0(E,E) and B1 =H om2(E,E), with zero differential.
Let Ξ : C → B be a map of complexes, where Ξ0 is the identity and Ξ1 maps (hi) ∈ C1 to
(eihi+1 + hiei+1). Now we can summarize the results in [25] Section 9.
Proposition 4.1.1 (Lemma 9.7 to Proposition 9.9 in [25]). If (Ei, ei) determines a point ofM0, then
under the identification that T(Ei,ei)M′′ = H1(C), we have T(Ei,ei)M0 = ker(H1(Ξ)) and T ∗(Ei,ei)M0 is
the cokernel of the dual map. Ψ′′|M0 factors through a map Ψ : T ∗M0 → TM0, and Ψ is a Poisson
structure onM0.
Now applying this theorem, we can construct the Poisson structure on the deformed Hilbert
schemesMsµ,pi(n).
Proposition 4.1.2. Suppose k =1, 7, or 8, let (µC, pi) be a data of noncommutative del Pezzo
surface, thenMsµ,pi(n) admits a Poisson structure which is generically symplectic.
Proof. Let E be the smooth elliptic curve of the degenerate locus of µ; L1, L2 be the two degree 3
line bundles as before. When k ≥ 7, there exists g in Aut(Db(Sh(E))) such that gL−12 (p1 + · · ·+ pk),
. . . , gL1[1] are locally free sheaves concentrate on degree 0. Let Fi be the sheaves as that in the
previous section: F3 = gL−12 (p1 + · · · + pk) ⊗ H2, F2 = gO(p1 + · · · + pk) ⊗ H1, F1 = ⊕gOpi ⊗ HTi ,
F0 = gL1[1] ⊗ H0.
Msµ,pi(n) is identified as a substack ofM(F3, . . . ,F0). By Theorem 3.4.3, it is smooth with di-
mension 2n, which is the dimension of M0(F3, . . . ,F0), to show that Msµ,pi(n) admits a Poisson
structure, we only need check that the stable pairs fall into the smooth locus of M′′, or equiva-
lently, H2(C(F3, . . . ,F0)) = 0 and H0(C) = C. The first equality is due to H1(H om1(FK ,FK)) =
0. The second one: H0(C) =End(EK) = C is due to Lemma 3.2.4.
52
When k = 1, let F2 = L−12 (p)⊗H2, F1 = K , F0 = L1⊗H0, whereK is (O⊗H1/HT )⊕(O(p)⊗HT ).
Since the kernel of L : O(p)⊗H1 → Op⊗HT is always isomorphic toK , a stable pair associates to
such a complex. The next lemma shows thatMsµ,p(n) is identified as a substack inM0(F2,F1,F0).
Lemma 4.1.3. Let (I, J, L) be a pair in N s(n), FK be the complex of sheaves on E associate to it.
Then FK is exact except the middle term, and EndOE (FK ,FK) = C.
Proof. By Lemma 3.3.2, JE is surjective and IE is injective.
Suppose we have morphism (t2, t1, t0) in EndOE (EK ,EK). Then t2 ∈ Hom(L−12 (p) ⊗ H2, L−12 (p),
⊗H2) 'Hom(H2,H2), t0 ∈Hom(L1⊗H0,L1,⊗H0) 'Hom(H0,H0). SinceK is always isomorphic
to O(p)⊗ kerL ⊕ H1/kerL ⊗ O, t1 ∈Hom(K ,K) is identified as an endomorphism t˜1 of H1 which
maps kerL to kerL. That means we can write an endomorphism tT of HT such that tT L = L˜t1. It is
easy to check that (t2, t˜1, tT , t0) is an endomorphism of (I, J,M, L) by Lemma 3.2.4. Thus (t2, t1, t0)
is a scalar. 
Back to the proof of the proposition. The lemma implies H0(C(F2,F1,F0)) = C, and since the
slopes of Fi’s are increasing, H2(C) = 0. This finishes the construction of Poisson structure for
k = 1 case.
At the last, we show that the Poisson structure is generically symplectic. By Proposition 4.1.1,
the tangent space at (Fi, fi) of M0(Fi) is identified as the homological vector space at the mid-
dle term of the complex H0(H om0(FK ,FK))→H0(H om1(FK ,FK))→ H0(H om2(FK ,FK)). The
cotangent space is given by the homological vector space at the middle term of the complex H1
(H om−2 (FK ,FK))→H1 (H om−1 (FK ,FK))→ H1 (H om0 (FK ,FK)). The Poisson map is given
by the map between these two spaces on the third page of the spectral sequence that computes
the hypercohomology of H om•(FK ,FK). By the previous discussion in Lemma 3.3.3, the two
scalars C on the last picture would stay. The Poisson map is surjective if and only if the hyper-
cohomology H1(H om•(FK ,FK)) is C. An equivalent description is that the homological sheaf of
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FK is concentrate on one degree and is stable. No matter what k is, that means the homological
sheaf of L−12 (p1 + · · · + pk) ⊗ H2 → K → L1 ⊗ H0 concentrates at the middle and has no torsion
part, i.e., it is isomorphic to (L−12 ⊗L1)⊗n. That corresponds to the deformation of Hilbn(S \ E) for
commutative del Pezzo surface cutting an anti-canonical elliptic curve. 
Remark 4.1.4. One can also calculate the rank of the Poisson map on the degenerating locus by
the torsion part of the homological sheaf of EK . In the commutative case, this coincides with the
result in [4].
4.2 Generic dimension of deformation space
In this part, we apply the result in [16] to show that the generic deformation of HilbnS has a (k+2)-
dimensional space of moduli. Some notations and results in [16] are collected as the followings.
Let σ ∈ H0(S ,K∗) be a non-zero holomorphic Poisson structure on S , then by [4], it induces a
Poisson structure τ on HilbnS . When n ≥ 2, let F be the exceptional divisor of the Hilbert-Chow
map HilbnS → SymnS , then [F] stands in H1( HilbnS ,T ∗). Theorem 1 in [16] tells us that any
class τ([F]) ∈ H1 ( HilbnS , T ) is tangent to a deformation of complex structure. Moreover, there
is a split exact sequence:
0→ H1(S ,T )→ H1(HilbnS ,T ) ρ−→ H0(S ,K∗)→ 0
Theorem 4.2.1 (Theorem 9 in [16]). ρ(τ([F])) = −2σ. 
The theorem tells us that each deformation of the complex structure of HilbnS is induced by
τ([F]) +φ that relates to some Poisson structure σ on S and a class in H1(S ,T ), which induces de-
formation of S . The following proposition is just an easy exercise after reading [16]’s Proposition
11.
Proposition 4.2.2. Letσ be a Poisson stucture on S whose zero set is a smooth elliptic curve, let M
be the deformation of HilbnS induced by τ([F]) for sufficiently small t , 0. Then dimH1(M,T ) ≤
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k + 2.
Proof. Repeat the argument in [16] Proposition 11, when k ≤ 4, we replace all P2 there by S .
Since S is rigid, the differences are the dimensions of some cohomology groups. The dimension
of H1(S [n],T )(' H0(S ,K∗)) is 10 − k. h0(S [n],T ) = h0(S ,T ) = 8 − 2k. Since there are only finite
−1-curves on S , the holomorphic vector fields on S must fix those curves. Since the zero set of the
Poisson structure σ is a smooth elliptic curve that intersects all exceptional curves, it is not fixed
by any non-zero vector field as the case in P2. The dimension of H1(M,T ) is at most H1(M,T ) −
H0(M,T ) = 2 + k.
When k > 4, by the upper semi-continuity property, dim H1(M,T ) ≤ dim H1(S [n],T ) = dim
H1(S ,T ) + dim H0(S ,K∗) = (2k − 8) + (10 − k) = 2 + k. 
On the other hand, we have constructed a (k+2)-parameters family deformations of HilbnS with
natural Poisson structures, hence H1 (M,T ) is a (k + 2)-dimensional space. The Kodaira-Spencer
class of each tangent direction at HilbnS can be explained explicitly. The variation of the positions
of pi’s on E contributes to the factor H1(S ,T ) (when it is non-zero) in H1(HilbnS ,T ). The variation
of L−12 ⊗ L1 contributes to the factor τ([F]), whose degenerate locus is E, in H0(S ,K∗). The last
assertion is due to the following result in [16] and a computation of line bundle with first Chern
class [F] restricted on SymnE.
Proposition 4.2.3 (Proposition 10 in [16]). Under the deformation of HilbnS induced by τ([F]),
the line bundle with Chern class [F] restricted to the zero set SymnE of the Poisson structure varies
linear in t in H1( SymnE, O∗). 
The SymnE inM′′0 consists of pairs such that the Poisson map Ψ is 0, i.e., H1(H om•(FK ,FK))
is C2n+1, i.e., the middle term cohomological sheaf of L−12 (p1 + · · · + pk) ⊗ H2 → K → L1 ⊗ H0 is
L⊕Q for some line bundle with degree −n. Q is a torsion sheaf of length n and is a quotient sheaf
of O. Such torsion sheaves are naturally identified as SymnE. The exceptional divisor F is more
subtle. A K-complex K is in F if and only if it is S-equivalent (w.r.t to G/C× action and character
55
(det,0,. . . ,0,det−1)) to another K-complex, i.e. it has a filtration 0 = K0 ⊂ K1 . . . ⊂ Km =K such
that there is another K′ non isomorphic to K who has an isomorphic filtration 0 = K′0 ⊂ K′1 . . . ⊂
K′m = K
′ in the sense that K j+1/K j ' K′j+1/ K′j has type (l, ∗, . . . , ∗, l).
We call a K-complex with type (1, 2, 1, . . . , 1) a resolution of point p if its associate complex
L−12 (p1 + . . . pk) → K → L1 on E has homological sheaves Op and Oι(p) at the last two terms. ι
is an automorphism of E and depends linearly on L−12 ⊗ L1. In the commutative case, when L1
= L2, F ∩ SymnE is the big diagonal of SymnE where at least two points coincide. It consists of
the K-complexes with a filtration 0 = K0 ⊂ K1 . . . ⊂ Kn =K where both Kn/ Kn−1 ' Kn−1/ Kn−2
have type (1, 2, 1, . . . , 1) and are resolutions of a same p ∈ E; each K j+1/ K j is a resolution of
point on E or with type (1, 3, 1, . . . ). In the non-commutative case, there is only one non-trivial
extension of a resolution of p by itself, and the torsion sheaf Q is a quotient sheaf of OE. Defferent
from the commutative case, containing two same factor is not the feature of F ∩ SymnE. On the
other hand, there is a non-trivial extension of p-resolution complex by ι−1(p)-resolution complex.
F ∩ SymnE contains K which has two such factors. As a result, the line bundle with Chern class
[F] restricted to SymnE varies linearly in H1( SymnE, O∗) along the deformation induced by the
variation of L−12 ⊗ L1. By Theorem 4.2.3, τ([F]) is tangent to this deformation direction.
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Appendix
Extremal rays of the effective cone of Dn
We complete the proof of Lemma 1.2.4. All the arguments are elementary and well-known to the
experts on unimodular lattice.
Claim: any tuple A of non-negative real numbers (a0, a1, . . . , a9−n), 1 ≤ n ≤ 7, satisfying the
following constrains
ai ≥ 0;
a20 − (a21 + · · · + a29−n) ≤ 0;
a0 ≥ ai + a j;
2a0 ≥ ai + a j + ak + al + am;
3a0 ≥ 2ai + a j + ak + al + am + ao + ap;
4a0 ≥ 2ai + 2a j + 2ak + al + am + ao + ap + ar;
5a0 ≥ 2ai + 2a j + 2ak + 2al + 2am + 2ao + ap + ar;
6a0 ≥ 3ai + 2a j + 2ak + 2al + 2am + 2ao + 2ap + 2ar
is in the cone spanned by tuples listed in Lemma 1.2.4.
Proof. We may assume a0 ≥ a1 ≥ a2 ≥ · · · ≥ a9−n.
n = 7: (a0, a1, a2) = (1, 1, 1) or (a, a, 0).
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n = 6: We may assume a1 ≥ a0/2, then a20 ≥ a21 + 2(a0 − a1)2 ≥ a21 + a22 + a23. The equality holds
only when a1 = a0 and a2 = a3 = 0.
n = 5: Again, a20 ≥ a21 + 3(a0 − a1)2. When a0 ≥ 1, the equality holds only when a0 = a1 or ai
= a0/2 for all 1 ≤ i ≤ 4. In the last case, the tuple (2n, n, n, n, n) is spanned by (2, 1, 1, 0, 0) and
(2, 0, 0, 1, 1).
n = 4: 2a1a2 ≤ a20 - a21 - a22 ≤ a23 +a24 +a25 ≤ 3a22.
⇒ a2 ≥ 23a1 or a2 = 0. If a2 = 0, then a1 = a0 and other ai’s are zero. We may assume a2 ≥ 23a1.
We may assume a5 > 0, since else the problem reduces to n = 5 case. We may therefore assume
a3 = a2, since else one may always use (a0, a1, a2, a3 + a, a4, a5 − a) as a new tuple which also
satisfies the constraints. Now we have the following two inequalities:
a1 ≥ a4 + a5;
2a1a2 ≤ a22 + a24 + a25.
These imply a5 must be 0 and the tuple is in the form (2n, n, n, n, n, 0).
n = 3: As we may replace (a1, a2) by (a1 + a, a2 − a), for the similar reason as that in the n = 4
case, we may assume that a2 = a3. As we may also adjust (a1, a5), we may assume that a5 = a6 > 0.
Case 1, a4 , a5. If a1 + a2 , a0, then we may replace (a1, a4) by (a1 + a, a4 − a). Therefore we may
assume that a0 = a1 + a2. Now we have the following inequalities:
a1 ≥ a4 + a5;
2a1a2 ≤ a22 + a24 + 2a25.
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By the first inequality, a21 ≥ a24 + 3a25. Hence by the second inequality, we have (a1 − a2)2 ≥ a25, in
another word, a1 − a2 ≥ a5. The tuple is in the form (2n, n, n, n, n, 0, 0).
Case 2, a4 = a5. If a1 + a2 = a0, then by the same argument in Case 1, we get contradiction. We
may assume 2a0 = a1 + a2 + a3 + a4 + a5 = a1 + 2a2 + 2a5, since else we may replace a0 by some
a0 − a. Now we have the following inequalities:
a5 ≥ a12 ;
(
a1
2
+ a2 + a5)2 ≤ a21 + 2a22 + 3a25.
As a quadric function of a1, the second inequality holds either when a1 = 2a5 or when a1 = a2.
In the case that a1 = 2a5, we have a22 − 4a2a5 + 3a25 ≥ 0. Hence the tuple is in the form
(3n, 2n, n, n, n, n, n) which is spanned by (1, 1, 1, 0, 0, 0, 0) and (2, 1, 0, 1, 1, 1, 1). In the case that
a1 = a2, we have 3a22 − 12a2a5 + 8a5 ≥ 0. Since a2 ≥ a5, we have a2 > 2a5 ≥ a1, contradiction.
n = 2: Recall that the new constrain in this case is:
3a0 ≥ 2a1 + a2 + a3 + a4 + a5 + a6 + a7.
By a similar discussion as that in the n = 3 case, we may assume a7 > 0 and a5 = a6. In addition,
a3 = a2 or a4 = a5.
Case 1, a1 ≥ 2a7. Since we may replace the pair (a1, a7) by (a1 + a, a7 − 2a), we may assume that
either a0 = a1 + a2 or 2a0 = a1 + a2 + a3 + a4 + a5.
Case 1, 2a0 > a1 + a2 + a3 + a4 + a5 and a0 = a1 + a2. Since we may adjust the pair (a3, a7), we can
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assume that a3 = a2. For the same reason a4 = a5 = a2. Now we have the following inequalities:
a1 ≥ 2a2;
a1 + 3a2 ≥ 5a2 + a7;
2a1a2 ≤ 4a22 + a27.
The last two inequalities imply that a7 = 0, contradiction.
Case 2, a0 > a1 +a2 and 2a0 = a1 +a2 +a3 +a4 +a5. We may adjust pair (a2, a3), (a2, a4) or (a3, a4),
hence we may assume either a3 = a4 = a5; a3 = a2 = a1; or a1 = a2 and a5 = a4. Now we have the
inequalities:
a3 + a4 + a5 > a1 + a2;
a2 + a3 + a4 ≥ a1 + a5 + 2a7;
(a1 + a2 + a3 + a4 + a5)2 ≤ 4a21 + 4a22 + 4a23 + 4a24 + 8a25 + 4a27.
In the case that a3 = a4 = a5, the inequalities becomes:
3a3 > a1 + a2;
a2 + a3 ≥ a1 + 2a7;
2a1a2 + 6a1a3 + 6a2a3 ≤ 3a21 + 3a22 + 7a23 + 4a27.
Combining the last two inequalities, we have a1a2 + 2a1a3 + a2a3 ≤ a21 + a22 + 2a23. Hence (a1 −
a3)2 + (a2 − a3)2 ≥ a2(a1 − a3). We have a2 ≥ a1 − a3 + a2 − a3, contradiction.
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In the case that a3 = a2 = a1, the inequalities becomes:
a4 + a5 > a1;
a1 + a4 ≥ a5 + 2a7;
(3a1 + a4 + a5)2 ≤ 12a21 + 4a24 + 8a25 + 4a27.
Combining the last two inequalities, we have a1a4 + 2a1a5 + a4a5 ≤ a21 + a24 + 2a25. For the same
reason, we have 2a5 ≤ a1. We may rewrite the last inequality as:
6a1a4 + 6a1a5 + 2a4a5 ≤ 3a21 + 3a24 + 11a25.
Hence a5(6a1 + 2a4−11a5) ≤ 3(a1−a4)2 ≤ 3a25. We have 2a5 = a1 and a4 + a5 = a1, contradiction.
In the case that a1 = a2 and a5 = a4, the inequalities becomes:
2a3 + a5 > 2a1;
a3 ≥ 2a7;
(2a1 + a3 + 2a4)2 ≤ 8a21 + 4a23 + 8a24 + 4a27.
Combining the last two inequalities, we have a1a3 + 2a1a4 + a3a4 ≤ a21 + a23 + a24. In a similar way,
we get contradiction.
Case 3, a0 = a1 + a2 and 2a0 = a1 + a2 + a3 + a4 + a5. We may assume a3 = a2 or a4 = a5. In any
case, we have the following constrains:
a3 + a4 + a5 = a1 + a2;
a2 + a3 + a4 ≥ a1 + a5 + 2a7;
2a1a2 ≤ a23 + a24 + 2a25 + a27.
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In the case that a3 = a2, we have a1 = a4 + a5 and inequalities:
a2 ≥ a5 + a7;
2a2a1 ≤ a22 + a24 + 2a25 + a27.
We have (a1 − a2)2 ≥ 2a4a5 − a25 − a27. Since a2 ≥ a4, we have 2a4a5 ≤ 2a25 + a27, which implies
a4 ≤ a5 + a72 ≤ a2− a72 . Suppose a7 = la5, for some 0 < l ≤ 1, then 2a4a5−a25− l2a25 ≤ (1− l2 )2a25. We
have l ≥ 45 and a4 ≤ 98a5. On the other hand, a1−a2 ≤ a4−a7. Hence 2a4a7 +2a4a5 ≤ a24 +2a27 +a25.
This implies a4 = a5 = a7, and the tuple is in the form (4n, 2n, 2n, 2n, n, n, n, n).
In the case that a4 = a5, we have the following constrains:
a3 + 2a4 = a1 + a2;
a2 ≥ a4 + a7;
2a1a2 ≤ a23 + 3a24 + a27.
Plug the the first inequalities into the third inequality, we have
2(a2 − a4)a4 ≤ (a2 − a3)2 + 2(a2 − a4)2.
Hence 3a2 ≥ a3 +4a4. Combining with the first inequality, we have a1 +2a4 ≤ 2a2. Therefore, a2 ≥
2a4. By the third inequality, 2a1a2 ≤ a23+a22. Hence the tuple is in the form (4n, 2n, 2n, 2n, n, n, n, n).
Case 4, a0 > a1+a2 and 2a0 > a1+a2+a3+a4+a5. We may assume 3a0 = 2a1+a2+a3+a4+2a5+a7.
Since we may adjust the pair (a2, a7); (a3, a7); (a4, a7) and (a5, a7). We may assume that a2 = a3 =
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a4 = a5 = a1. We have the following inequalities:
a1 ≤ 2a7;
3a0 = 7a1 + a7;
a20 ≤ 6a21 + a27.
Plug the second equality into the last inequality, we have (5a1−4a7)(a1−2a7) ≥ 0. Hence the tuple
is in the form (5n, 2n, 2n, 2n, 2n, 2n, 2n, n).

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Cones of HilbnP2
In this subsection, we discuss the birational geometry and deformation of HilbnP2 for some small
numbers of n.
n = 2: Except for the Hilbert-Chow morphism, Hilb2P2 has a morphism to (P2)∗, which is space
of all lines on P2. We denote MF as the morphism. For [Z] ∈ Hilb2P2 that supports at two points,
MF([Z]) is the unique line passing through Z. For [Z] ∈ Hilb2P2 that supports at one point, recall
from the previous example that [Z] determines a tangent direction at the point, MF([Z]) is the line
with this tangent direction. The fiber of MF morphism at a point ` on (P2)∗ is the Hilbert scheme
of 0-dimensional subschemes with length 2 on `. Since Hilb2` ' Sym2` ' P2, MF realizes Hilb2
as P2 fiber bundle over (P2)∗. Let T be the tangent sheaf of (P2)∗, a section σ of T at ` determines
a line on (P2)∗. In another word, σ|` determines a point on `. A section τ|` in Sym2T determines
a pair of points in Sym2`. This identification works globally, and the fiber bundle is given by the
projectivization of Sym2T . The deformations of Sym2T induces deformations of Hilb2P2. We
have
Ext1(S ym2T, S ym2T ) = C10; Ext2(S ym2T, S ym2T ) = 0.
All the deformations of Hilb2P2 are induced by the deformations of the sheaf Sym2T .
n = 3: Except for the Hilbert-Chow morphism, Hilb3P2 has a divisorial contraction by contract-
ing [Z] to [`] if Z is a subscheme of a line `. 5-dimensional locus on Hilb3P2 are contracted to
(P2)∗. The total base scheme of this divisorial contraction is isomorphic to the Kronecker model:
{O(−3)⊕2 → O(−2)⊕3}. In another word, the moduli space of all (3,−2)-stable representations of
quiver C⊕2 V C⊕3.
Another slightly different way to describe this contraction is as following. The canonical model of
divisor |4H − B|maps Hilb3P2 into the Grassmanian G(3, 6). Here C6 is the space Hom(O(−2),O).
When [Z] is not a subscheme of any line `, Hom(O(−2),IZ) has dimension 3. When [Z] is a
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subscheme of a line `, Hom(O(−2),I`) has dimension 3. In either case, Hom(O(−2), ∗) is a 3-
dimensional subspace in Hom(O(−2),O), and realized as a point in G(3, 6).
When n ≥ 4, except for the Hilbert-Chow morphism, HilbnP2 has no other non-trivial divisorial
contraction or fiberation morphism. Since HilbnP2 is a Mori dream space with Picard number 2,
after doing finite steps of flip and flop, the new model has a unique divisorial contraction or fiber-
ation morphism.
n = 4: The birational model of Hilb4P2 has a divisorial contraction. The base space is a Kro-
necker model {O(−4) → O(−2)⊕2} which is isomorphic to the Grassmanian G(2, 6). The image of
the exceptional locus has dimension 4.
n = 5: The birational model of Hilb5P2 has a fiberation contraction. Strictly speaking, in this
case, not all fibers are isomorphic to each other. The base space of this fiberation has dimension 5,
and is isomorphic to the Kronecker model {O(−4)⊕2 → O(−3)⊕2}. This model is not smooth. The
smooth locus is isomorphic to P5 \P2×P2, the fiber over the smooth locus is isomorphic to P5. On
the singular locus, a generic fiber has dimension 4. The total fiber space over the singular locus on
the Kronecker model {O(−4)⊕2 → O(−3)⊕2} has codimension 2.
n = 6: The birational model of Hilb6P2 has a divisorial contraction. The base space is a Kro-
necker model {O(−4)⊕3 → O(−3)⊕4}. The image of the exceptional locus has dimension 4.
n = 7: The birational model of Hilb7P2 has a divisorial contraction. The base space is the pro-
jective space P14. The image of the exceptional locus has dimension 7.
n = 8: The birational model of Hilb8P2 has a fiberation contraction. The base space is isomor-
phic to the projective space P2. Each fiber is isomorphic to G(2, 9).
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n = 9: The birational model of Hilb9P2 has a fiberation contraction. The base space contains a
Kronecker model {O(−5)⊕3 → O(−4)⊕3}, which is not smooth. The base space has dimension 10.
n = 10: The birational model of Hilb10P2 has a divisorial contraction. The base space is a Kro-
necker model {O(−5)⊕4 → O(−4)⊕5}. The image of the exceptional locus has dimension 10.
n = 11: The birational model of Hilb11P2 has a fibration contraction. The base space is a Kro-
necker model {O(−5)⊕2 → O(−4)⊕4} with dimension 5.
n = 12: The birational model of Hilb12P2 has a divisorial contraction. The base space is a Kro-
necker model {O(−6)⊕2 → O(−4)⊕3}. The image of the exceptional locus has dimension 2.
n = 13: The birational model of Hilb13P2 has a fibration contraction. The base space is a Kro-
necker model {O(−6)⊕3 → O(−5)⊕2} with dimension 6.
n = 14: The birational model of Hilb14P2 has a divisorial contraction. The base space contains
a Kronecker model {O(−5)⊕4 → O(−4)⊕4}, which is not smooth and has dimension 17.
n = 15: The birational model of Hilb15P2 has a divisorial contraction. The base space is a Kro-
necker model {O(−6)⊕5 → O(−5)⊕6}. The image of the exceptional locus has dimension 15.
n = 16: The birational model of Hilb16P2 has a fibration contraction. The base space is a Kro-
necker model {O(−6)⊕3 → O(−5)⊕5} with dimension 12.
n = 17: The birational model of Hilb17P2 has a fibration contraction. The base space is a Kro-
necker model {O(−7)⊕2 → O(−5)}, which is is isomorphic to G(2, 6) with dimension 8.
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n = 18: The birational model of Hilb18P2 has a divisorial contraction. The base space is a Kro-
necker model {T (−8)→ O(−5)⊕3}, which is isomorphic to G(3, 15). The image of the exceptional
locus has dimension 11.
n = 19: The birational model of Hilb19P2 has a fibration contraction. The base space is a Kro-
necker model {O(−7)⊕4 → O(−6)⊕3} with dimension 12.
n = 20: The birational model of Hilb20P2 has a fibration contraction. The base space contains a
Kronecker model {O(−7)⊕5 → O(−6)⊕5} with dimension 26.
n = 21: The birational model of Hilb21P2 has a divisorial contraction. The base space is a Kro-
necker model {O(−7)⊕6 → O(−6)⊕7} with dimension 21.
n = 22: The birational model of Hilb22P2 has a fibration contraction. The base space is a Kro-
necker model {O(−7)⊕4 → O(−6)⊕6} with dimension 21.
n = 23: The birational model of Hilb23P2 has a fiberation contraction. The base space is a
Kronecker model {O(−7)⊕2 → O(−6)⊕5} which is isomorphic to P2.
n = 24: The birational model of Hilb24P2 has a divisorial contraction. The base space is a Kro-
necker model {O(−8)⊕3 → O(−6)⊕4}.
n = 25: The birational model of Hilb25P2 has a fibration contraction. The base space contains a
Kronecker model {O(−8)⊕4 → O(−7)⊕2} with dimension 5.
n = 26: The birational model of Hilb26P2 has a fibration contraction. The base space is a Kro-
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necker model {O(−8)⊕5 → O(−7)⊕4} with dimension 20.
n = 27: The birational model of Hilb27P2 has a fibration contraction. The base space contains a
Kronecker model {O(−8)⊕6 → O(−6)⊕6} with dimension 37.
n = 28: The birational model of Hilb28P2 has a divisorial contraction. The base space is a Kro-
necker model {O(−8)⊕7 → O(−7)⊕8} with dimension 28.
n = 29: The birational model of Hilb29P2 has a fibration contraction. The base space is a Kro-
necker model {O(−8)⊕5 → O(−7)⊕7} with dimension 32.
n = 30: The birational model of Hilb30P2 has a fibration contraction. The base space is a Kro-
necker model {O(−8)⊕3 → O(−7)⊕6} with dimension 10.
n = 31: The birational model of Hilb31P2 has a fibration contraction. The base space is a Kro-
necker model {O(−9)⊕3 → O(−7)⊕2} with dimension 24.
n = 32: The birational model of Hilb32P2 has a fibration contraction. The base space is a Kro-
necker model {O(−9) → O(−7)⊕4} which is isomorphic to G(2, 6) with dimension 8.
n = 33: The birational model of Hilb33P2 has a fibration contraction. The base space is a Kro-
necker model {O(−9)⊕5 → O(−8)⊕3} with dimension 12.
n = 34: The birational model of Hilb34P2 has a fibration contraction. The base space is a Kro-
necker model {O(−9)⊕6 → O(−8)⊕5} with dimension 30.
n = 35: The birational model of Hilb35P2 has a fibration contraction. The base space contains a
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Kronecker model {O(−9)⊕7 → O(−8)⊕7} with dimension 50.
n = 36: The birational model of Hilb36P2 has a divisorial contraction. The base space is a Kro-
necker model {O(−9)⊕8 → O(−8)⊕9} with dimension 36.
n = 37: The birational model of Hilb37P2 has a fibration contraction. The base space is a Kro-
necker model {O(−9)⊕6 → O(−8)⊕8} with dimension 45.
n = 38: The birational model of Hilb38P2 has a fibration contraction. The base space is a Kro-
necker model {O(−9)⊕4 → O(−8)⊕7} with dimension 20.
n = 39: The birational model of Hilb39P2 has a divisorial contraction. The base space is a Kro-
necker model {O(−10)⊕3 → T (−9)⊕2}, the image of the exceptional locus has dimension 11.
n = 40: The birational model of Hilb40P2 has a divisorial contraction. The base space is a Kro-
necker model {O(−10)⊕4 → O(−8)⊕5}, the image of the exceptional locus has dimension 34.
n = 41: The birational model of Hilb41P2 has a fibration contraction. The base space is a
Kronecker model {O(−10)⊕5 → O(−9)⊕3} with dimension 12.
69
References
[1] D. Auroux, L. Katzarkov, and D. Orlov. Mirror symmetry for del Pezzo surfaces: vanishing
cycles and coherent sheaves. Invent. Math., 166(3):537–582, 2006.
[2] A. Beauville. Varie´te´s Ka¨hleriennes dont la premie`re classe de Chern est nulle. J. Differential
Geom., 18(4):755–782 (1984), 1983.
[3] A. A. Beı˘linson. The derived category of coherent sheaves on Pn. Selecta Math. Soviet.,
3(3):233–237, 1983/84. Selected translations.
[4] F. Bottacin. Poisson structures on Hilbert schemes of points of a surface and integrable
systems. Manuscripta Math., 97(4):517–527, 1998.
[5] B. Fantechi. Deformation of Hilbert schemes of points on a surface. Compositio Math.,
98(2):205–217, 1995.
[6] J. Fogarty. Algebraic families on an algebraic surface. Amer. J. Math, 90:511–521, 1968.
[7] J. Fogarty. Algebraic families on an algebraic surface. II. The Picard scheme of the punctual
Hilbert scheme. Amer. J. Math., 95:660–687, 1973.
[8] A. Fujiki. On primitively symplectic compact Ka¨hler V-manifolds of dimension four. In
Classification of algebraic and analytic manifolds (Katata, 1982), volume 39 of Progr. Math.,
pages 71–250. Birkha¨user Boston, Boston, MA, 1983.
[9] A. L. Gorodentsev. Exceptional bundles on surfaces with a moving anticanonical class. Izv.
Akad. Nauk SSSR Ser. Mat., 52(4):740–757, 895, 1988.
[10] A. L. Gorodentsev and S. A. Kuleshov. Helix theory. Mosc. Math. J., 4(2):377–440, 535,
2004.
[11] R. Goto. Deformations of generalized complex and generalized Ka¨hler structures. J. Differ-
ential Geom., 84(3):525–560, 2010.
[12] L. Go¨ttsche. The Betti numbers of the Hilbert scheme of points on a smooth projective
surface. Math. Ann., 286(1-3):193–207, 1990.
[13] A. Grothendieck. Ele´ments de ge´ome´trie alge´brique, chapters iii and iv. Inst. Hautes E´tudes
Sci. Publ. Math., 11, 1961.
70
[14] A. Grothendieck. Techniques de construction et the´ore`mes d’existence en ge´ome´trie
alge´brique. IV. Les sche´mas de Hilbert. In Se´minaire Bourbaki, Vol. 6, pages Exp. No.
221, 249–276. Soc. Math. France, Paris, 1995.
[15] R. Hartshorne. Algebraic geometry. Springer-Verlag, New York-Heidelberg, 1977. Graduate
Texts in Mathematics, No. 52.
[16] N. Hitchin. Deformations of holomorphic Poisson manifolds. Mosc. Math. J., 12(3):567–
591, 669, 2012.
[17] D. Huybrechts and M. Lehn. The geometry of moduli spaces of sheaves. Cambridge Mathe-
matical Library. Cambridge University Press, Cambridge, second edition, 2010.
[18] J. Kolla´r and S. Mori. Birational geometry of algebraic varieties, volume 134 of Cambridge
Tracts in Mathematics. Cambridge University Press, Cambridge, 1998. With the collabora-
tion of C. H. Clemens and A. Corti, Translated from the 1998 Japanese original.
[19] S. A. Kuleshov and D. O. Orlov. Exceptional sheaves on Del Pezzo surfaces. Izv. Ross. Akad.
Nauk Ser. Mat., 58(3):53–87, 1994.
[20] R. Lazarsfeld. Positivity in algebraic geometry. I, volume 48 of Ergebnisse der Mathematik
und ihrer Grenzgebiete. 3. Folge. A Series of Modern Surveys in Mathematics. Springer-
Verlag, Berlin, 2004.
[21] J. Le Potier. Lectures on vector bundles, volume 54 of Cambridge Studies in Advanced
Mathematics. Cambridge University Press, Cambridge, 1997. Translated by A. Maciocia.
[22] D. Luna. Slices e´tales. In Sur les groupes alge´briques, pages 81–105. Bull. Soc. Math.
France, Paris, Me´moire 33. Soc. Math. France, Paris, 1973.
[23] E. Macrı`. Stability conditions on curves. Math. Res. Lett., 14(4):657–672, 2007.
[24] M. Nagata. On rational surfaces. II. Mem. Coll. Sci. Univ. Kyoto Ser. A Math., 33:271–293,
1960/1961.
[25] T. A. Nevins and J. T. Stafford. Sklyanin algebras and Hilbert schemes of points. Adv. Math.,
210(2):405–478, 2007.
[26] A. Polishchuk. Poisson structures and birational morphisms associated with bundles on el-
liptic curves. Internat. Math. Res. Notices, (13):683–703, 1998.
[27] C. S. Seshadri. Geometric reductivity over arbitrary base. Advances in Math., 26(3):225–274,
1977.
[28] R. Vakil. Murphy’s law in algebraic geometry: badly-behaved deformation spaces. Invent.
Math., 164(3):569–590, 2006.
[29] M. Van den Bergh. Blowing up of non-commutative smooth surfaces. Mem. Amer. Math.
Soc., 154(734):x+140, 2001.
71
