Temperature predicting is the utilization to forecast the condition of the temperature for an upcoming date for a given area. Temperature predictions are done by gathering quantitative data in regard to the current state of the atmosphere. In this study, a proposed hybrid method to predication the daily maximum and minimum air temperature of Baghdad city which combines standard backpropagation with simulated annealing (SA). Simulated Annealing Algorithm are used for weights optimization for recurrent multi-layer neural network system. Experimental tests had been implemented using the data of maximum and minimum air temperature for month of July of Baghdad city that got from local records of Iraqi Meteorological Organization and Seismology (IMOS) in period between 2010 to 2016. The results show that the proposed hybrid method got a high accuracy prediction results that reach nearly from real temperature records of desired year.
Introduction
Artificial neural networks (ANN) are one of the best learning methods known in the present day to solve the certain types of problems, that gives a powerful strategy to estimating vector-valued, discrete-valued and real-valued target functions. Backpropagation neural network (BPNN) is the most common method of ANN technologies. BPNN is a type of multi-layer feed forward neural network model, will be able to learn a wide range of model mapping relationship, which simulate the intelligent behavior of human brain, and is commonly used in the area of classification and pattern recognition, as well as prediction and many other various fields, this because it has strong adaptive ability. Nevertheless, the BPNN is dependent upon the error gradient descent process that the weight inevitably is categorized as local minimum points, besides slow convergence speed and may easy to cause faults for example shock. Simulated Annealing (SA) is great at global searching, and search for accuracy seems to be partial capacity Limited. SA offers a significant advantage over alternative methods is the possibility to avoid being trapped at local minimum. SA algorithm uses a random search that not only allows changes that reduce objective function, as well as several changes that raise it. The SA algorithm works effectively on a neighborhood search within solution space, acceptance probability, and inferior ways to avoid trap (i.e., local optimal solution) [ [1, 2] .
In this study, a temperature predicting models has been designed for predicting the minimum and maximum air temperature for month of Juley by using a combination of artificial neural network (ANN) and Simulated Annealing (SA). Minimum and maximum temperature for lead seven days were taken into account in this analysis Iraq Meteorological Organization and Seismology (IMOS) provides forecast of deviation of minimum and maximum temperature for one week and forecast of minimum and maximum temperature are very essential whenever there was a high or low temperature epoch.
Statement of Problem
BP is a typical approach to teaching ANN the way to perform a specified task. It is classified as supervised learning procedure, which is a generalization of the delta rule. BP needs a teacher that knows, or will be able to calculate, the required output for every input in the training set. BP is very useful for feedforward networks (FFNN) The name is an acronym with regard to "backward propagation of errors". However, this method provides a produced with promising results. The SA has not fully realized neural network ability to estimate any unidentified function for any preferred degree of accuracy, since of its tendency being trapped in local optima. Studies have used a range of methods attempt to adjust for this characteristic of BP. As an example, algorithm parameters can be modified to affect the step size or momentum of the search which means the search will get out of locals and go to the global solution. The appropriate value of such parameters, however, isn't known a priori which is usually problem specific. Thus, for any given problem, a number of parameters should be tried to create confidence that a global solution will found. Because this algorithm was made to converge on local solutions, the dependency takes place between the initially randomly starting points and the located solutions. However, several initial points are often tried, there isn't any known strategy, beyond mere chance, for locating a global solution with BP [3, 4] .
SA is the more useful method could be used to replace the gradient based search method with a global search method. Many studies have been done in field of predicating air temperature using ANN, some dependent on local search such as used BPNN, some on global search techniques such as genetic algorithm, and some hybrid local and global search such as hybrid genetic to persistently find superior solutions in comparison with BP for training ANN. In this work, we investigate the use of simulated annealing (SA) with BP for ANN training.
Search Algorithms
The next sections give a historical background of the SA and BP algorithms in addition to a general explanation of these algorithm that used in this research. The compared between these algorithms are dependent on their suitability for training ANN, as well as the need for parameter adjustment for locating superior solutions
Backpropagation Neural Network
Predicting with ANN is common due to its capability in estimating any nonlinear function and finding prediction via learning process. In this particular analysis, we focused on prediction network that used feed-forward BPNN [5] .
A BP network is consisted of at minimum three layers (multilayer perception): input layer, hidden layer, and output layer. As opposed to Hopfield networks and Interactive Activation and Competition Harba Iraqi Journal of Science, 2018, Vol. 59, No.1C, pp: 591-599 593 (IAC) ANN, the connection weights in BPNN are one way. Generally, units are linked in a feedforward model with input units completely linked to units in the hidden layer, then these hidden neurons are fully connected to the output neurons. When a BPNN is cycled, it propagated the input pattern toward the output units via the intervening hidden to output and input to hidden weights. AS the BP algorithm name means, the errors (and so the learning) is propagates backwards from output layer nodes to the inner layer nodes. So theoretically, BP is utilized to evaluate the gradient of the error of the network according to the network modifiable weights. Gradient is often utilized in a basic stochastic gradient descent algorithm for getting weights that reduce the error. BP generally allows for rapid convergence on satisfactory local minima for error in the type of networks that it is suitable [6] . The BP algorithm can be applied as follows [7] : 1. Initialize every bias and weights and normalize the data of training; 2. Computing the output of hidden layer neurons and in the output layer using
Where: is the transformation function, is the bias, , the weight of the node (j) that can be calculated as follows:
Where: is the step size and the ( ) is the weighted sum of error, and; 3.
Computing the output of hidden layer neurons and in the output layer by use modified delta rule; 4. Update all bias and weights. 5. Repeat Steps 2 and 3 for all training data; 6. Repeat Steps 2 to 4 until the error converges to a suitable level.
Simulated Annealing Algorithm (SA)
SA is a common probabilistic meta algorithm used for the global optimization issue, specifically finding a good approximation for the global optimum of the given function in any large search space. SA, has been inspired by Boltzmann equation and the physical annealing process. It has been suggested by Kirkpatrick et al. [8] to be an algorithm for solved the combinatorial optimization problems. In addition to it is easy implementation, this algorithm presents the wonderful option of finding global optimal solutions due to the flexibility to analyze suboptimal solutions over the method execution. In opposition to SA, BP algorithm using the Delta Rule [9] is a local search algorithm, therefore it is not capable of locating global optimal solutions [10] .
SA can solve the local optimum problem by including a few amounts of randomness that allows to allow lesser states earlier in the search using the intent of allowing to overcome local or suboptimal optimum solutions. It could be noticed that through the iterative state search, the optimal solution is always remembered, as a result even when accepting a weak solution will not eventually make a better solution the algorithm continues to maintain a better solution. The SA standard algorithm is the Kirkpatrick SA (KSA), which included a temperature schedule for effective searching. KSA solves the local optimum problem via integrating a few amounts of randomness generic the Metropolis Monte Carlo integration algorithm (MMCI) [11] . The randomness permits to accept a weak state early in the search with the intent of allows to overcome suboptimal or local optimum solutions. A sufficiency proof was then proven to place on lower bound on that schedule as 1/ log (t), in which it is an artificial time measure of the annealing schedule [12] . The Simulated Annealing algorithm can be can be described as in follows [5] :  At First, set the initial temperature and create a random initial solution.  Start looping until stop condition is met. Usually either the system has sufficiently cooled, or a good-enough solution has been found.  Select a neighbor by making a small change to current solution.  Make decision whether to move to that neighbor solution.  Finally, decreased the temperature and continue looping.
SA for combinatorial optimization has a generator, which outputs a randomly-chosen state from any input state. The set of output states produced from input states is called the neighborhood of s. The algorithm randomly chooses a first state, and then starts a loop. The loop calls the generator to obtain a Harba Iraqi Journal of Science, 2018, Vol. 59, No.1C, pp: 591-599 594 trial-state from the current-state. If the trial-state has lower cost, the algorithm selects the trial-state as its new current-state, otherwise, is selects the old current-state. The SA continues its loop, generating trial-states and selecting the next state until some stopping criteria is met, usually when it sees no further improvement for several iterations. The SA algorithm then returns the current-state as its outcome.
SA augments the greedy algorithm with a random escape from local minima. The escape is controlled through a value called "temperature". Higher temperatures make the algorithm more likely to increase cost when selecting a trial-state. In this way, SA can "climb out" of a local minimum. Figure-1 illustrated the algorithm and details of algorithm. As shown from figure 1, the line 1 sets the initial temperature to T 0 . Lines 2 and 3 set the currentstate s and its cost E. the loop at lines 4-12 generates a trial-state's', evaluates the change in cost , selects the next current-state, and reduces the temperature until the stopping criteria is met. Line 8 shows how simulated annealing accepts a trial state. The first term, ( ≤ o), expresses greedy it always accepts a lower-cost trial state. The random function returns a uniformly distributed random value between 0 and 1. The second term of line 6, (random () < e -/T ), expresses the likelihood of accepting a costlier trial-state. When the stopping criterion is met, SA returns current-states as its outcome.
SA has a useful property at a fixed temperature, it "equilibrates". That is, it approaches a stationary probability distribution, or "equilibrium" temperature changes are usually chosen to keep transient distributions close to equilibrium. SA equilibrium is the "Boltzmann distribution", a probability distribution dependent solely on the cost-function. These terms-annealing, equilibrium, temperature, Boltzmann distribution, etc.-come from thermodynamics. SA solves the local optimum problem by incorporating a small amount of randomness. The randomness allows us to accept poorer states earlier in the search with the intent of allowing us to overcome suboptimal or local optimum solutions. It should be noted that during the iterative state search, the best solution is always remembered, so even if accepting a poor solution does not eventually result in a better solution the algorithm still maintains the better solution. The standard of SA is the Kirkpatrick algorithm to include a temperature schedule for efficient searching Kirkpatrick SA solves the local optimum problem by incorporating a small amount of randomness generalized the Metropolis Monte Carlo integration algorithm [11] . The randomness allows us to accept poorer states earlier in the search with the intent of allowing us to overcome suboptimal or local optimum solutions. It should be noted that during the iterative state search, the best solution is always remembered, so even if accepting a poor solution does not eventually result in a better solution the algorithm still maintains the better solution. The standard of SA is the Kirkpatrick algorithm to include a temperature schedule for efficient searching generalized the Metropolis Monte Carlo integration algorithm [11] . A sufficiency proof was then shown to put on lower bound on that schedule as 1/ log (t), where t is an artificial time measure of the annealing schedule [14] However, independent credit usually goes to several other authors for independently developing the algorithm that is now recognized as SA [15, 16] . and hence faster convergence. [17] .
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The default parameter-sampling distribution permits temperature schedules exponentially faster (T=T 0 .exp(-C i K) 1/D ) than a Cauchy distribution (T=T 0 /k), which is in turn exponentially faster than a Gaussian/Boltzmann distribution (T=T 0 /lnk), according to each distribution's proof for (weakly) ergodic sampling of the parameter space [17, 18] . ASA algorithm permits an annealing schedule for "temperature" T decreasing exponentially in annealing-time K. Optimization using VFSR and ASA has been effectively applied in wide variety pf situations, including three-dimensional image compression [19] , modeling of financial markets [20, 21] , dairy forming [22] , neural networks [23, 24] , geophysical inversion [25] , electroencephalography ( [26, 27] ), and combat simulation [28] .
Proposed Method
In this work, we proposed a hybrid approach for global optimization of neural networks' topology and weight adjustment using SA for the former and standard backpropagation for the latter, until convergence of the training process. This method comprises a series of cycles where SA produces candidate network topologies by activating or deactivating neurons with all their associated connections and the standard backpropagation algorithm gradually adjusts, during a short-predefined number of epochs, the connections' weights. These cycles continue until the optimal topology for the architecture and the optimal weight adjustment for the connections is found. Figure-2 shows the block diagram of proposed system. 
Study Area (Data Collection)
The area selected for this study is the city of Baghdad, the capital of Iraq. The Baghdad is a densely populated city which has desert climate. July is the hottest month of the year in Baghdad, where the average temp.is to 34.75°C (94.6°F), but sometimes rise up to reach 44°C (111.2°F). In spite of this, January is the coldest month of the year in Baghdad, where the average temperature is 9.65°C (49.4°F), but may get lower to 3.8°C (49.4°). The observed predictor dataset for study the maximum and minim air temperature of Baghdad has been obtained from Iraqi Meteorological Organization and Seismology (IMOS) and form underground weather site which stores data of major weather observing stations (www.undergroundweather.com). Dataset of month of July for period of 12 years (2005-2016) was taken for analysis out for forecasting one year (2016) to determine the efficiency of the derived models.
Hybrid BPNN and SA Algorithm
The proposed model algorithm of hybrid BPNN with SA are described in follows: A. Initialization: set all biases and weights of the network to small random numbers. Note that the activation of node biases is fixed at 1.
B. Forward Pass:
1) The activation level of an input unit (Si) is determined by the instance present to: Science, 2018, Vol. 59, No.1C, pp: 591-599 596 Where: Xi: input nodes (i) input the layer including bias node(X 0 =1), nin: number of input nodes.
2) The activation level of a hidden unit and the output(ok) of an output unit is determined by the equations given (Unipolar Sigmoid function):
Where: : output of the ( ) in the hidden layer including bias node( =1), =the activation output of the hidden ( ) in the hidden layer, =number of hidden neurons, = the weight of connection, which is from ( )that is in input layer toward the ( ) in the hidden layer including bias node weight (v0j) ( ) (∑ ) where 1 ≤k ≤ nout (6) Where:
= the activation output of the output node(j)in the output layer nout= number of output nodes = output of the node(k)in the output layer =the weight of connection from node(j)in the hidden layer to node(k) in the output layer including bias node weight ( The activation level (hj) of a hidden unit and the output(ok) of an output unit is determined by the equations given (Unipolar Sigmoid function) ( ) where (9) Where:
netj=the activation output of the hidden node(j)in the hidden layer nhid=number of hidden nodes vij=the weight of connection from node(i)in the input layer to node(j) in the hidden layer including bias node weight(v0j) ( ) (∑ ) where 1 ≤ k ≤nout (11) netk= the activation output of the output node(j)in the output layer. nout= number of output nodes Ok= output of the node(k)in the output layer 6-Equation for compute error (Performance Measurement) The error (predication) of neural network is compute by the equation (7) and ( 
. Results and Discussions
Forecast precision for the proposed methods for month of July is arranged in table 1 (a) and (b), where the forecast precision of the proposed model is compared with real readings of Baghdad temperature in 2016. As appeared in Table-1 , the proposed hybrid model is noticed to possess greater forecast precision for seasons with low error (less than 0.05 degree).
Conclusion
The paper studies the performance of hybrid method of BP and in the area of forecasting daily maximum and minimum air temperature. In this paper we have proposed a model that based on BP and SA method, where we exposed to achieve good forecasting results when combined it with regular BPNN. For experimental level, we have trained network with large scale of data, that is the temperature records for month of July for six years (2010-2015) then we predicate the temperature of July for year of 2016, then compered the predicated temperature with actual temperature from IMOS records in 2016. The results show that this hybrid method have got an excellent forecasting
