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Tari et al. [A. Tari, M.Y. Rahimi, S. Shahmorad, F. Talati, Solving a class of two-dimensional
linear and nonlinear Volterra integral equations by the differential transform method, J.
Comput. Appl. Math. 228 (2009) 70–76], presented some fundamental properties of TDTM
for the kernel functions in two-dimensional Volterra integral equations. Here, we suggest
simple proofs of those fundamental properties by using the basic properties of TDTM.
Furthermore, we present some fundamental properties of TDTM for the kernel functions of
a quotient type in two-dimensional Volterra integral equations. Numerical illustrations are
demonstrated to show the effectiveness of the TDTM for solving two-dimensional Volterra
integral equations.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
In recent work, authors in [1] employed the differential transform method (DTM) [1–7] for solving two-dimensional
Volterra integral equations of the form
u(x, t)−
∫ t
0
∫ x
0
K(x, t, y, z, u(y, z))dydz = f (x, t) (1)
where K and f are continuous functions and K has the following form
K(x, t, y, z) =
p∑
i=0
vi(x, t)wi(y, z, u(y, z)). (2)
They derived fundamental properties of the differential transforms of some kernel functions K in Volteral integral equations.
However, their proofs are based on the definition of the differential transform, which is a Taylor series. Thus, it requires
a cumbersome calculation to obtain the basic properties of the differential transforms. Here, we present simple proofs for
the fundamental properties of the same kernel functions in [1] as well as the kernel function of a quotient type. In order
to demonstrate the effectiveness of the DTM, several illustrative examples for the kernel function of a quotient type are
presented.
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Table 1
Fundamental properties for the two dimensional DTM.
Original functionw(x, t) Transformed functionW (m, n)
u(x, t)± v(x, t) U(m, n)± V (m, n)
∂k+lu(x,t)
∂xk∂t l
(m+k)!
k!
(n+l)!
l! U(m+ k, n+ l)
u(x, t)v(x, t)
∑m
k=0
∑n
l=0 U(k, l)V (m− k, n− l)
2. Description of the differential transform
Let us recall the definition of the differential transform. Suppose a functionw(x, t) is analytic in the given domain T and
(x0, t0) ∈ T . The differential transformW (m, n) ofw(x, t) at (x0, t0) is defined by
W (m, n) = 1
m!n!
[
∂m+nw(x, t)
∂xm∂tn
]
x=x0,t=t0
. (3)
The differential inverse transform ofW (m, n) is defined by
w(x, t) =
∞∑
m=0
∞∑
n=0
W (m, n)(x− x0)m(t − t0)n. (4)
Some fundamental properties of the differential transforms are demonstrated in Table 1. Firstly, let us give simple proofs
for the fundamental properties of the differential transforms in [1].
Theorem 2.1. Assume that U(m, n), V (m, n),H(m, n) and G(m, n) are the differential transforms of the functions u(x, t),
v(x, t), h(x, t) and g(x, t) respectively, then we have:
(a) If g(x, t) = ∫ t0 ∫ x0 u(y, z)dydz, then
G(m, 0) = G(0, n) = 0, m, n = 0, 1, . . . ,
G(m, n) = 1
mn
U(m− 1, n− 1).
(b) If g(x, t) = ∫ t0 ∫ x0 u(y, z)v(y, z)dydz, then
G(m, 0) = G(0, n) = 0, m, n = 0, 1, . . . ,
G(m, n) = 1
mn
n−1∑
l=0
m−1∑
k=0
U(k, l)V (m− k− 1, n− l− 1), m, n = 1, 2, . . . .
(c) If g(x, t) = h(x, t) ∫ t0 ∫ x0 u(y, z)dydz, then
G(m, 0) = G(0, n) = 0, m, n = 0, 1, . . . ,
G(m, n) =
n−1∑
l=0
m−1∑
k=0
H(k, l)
U(m− k− 1, n− l− 1)
(m− k)(n− l) , m, n = 1, 2, . . . .
Proof. It is clear that G(m, 0) = G(0, n),m, n = 0, 1, . . . ,we omit the proof of them for each case.
(a) It is easy to obtain the following from g(x, t)
∂2g(x, t)
∂t∂x
= u(x, t).
The fundamental property in Table 1 yields
(m+ 1)(n+ 1)G(m+ 1, n+ 1) = U(m, n), m, n = 0, 1, . . . .
Replacingm+ 1 bym and n+ 1 by n respectively, gives
G(m, n) = 1
mn
U(m− 1, n− 1) m, n = 1, 2, . . . .
(b) Since
∂2g(x, t)
∂t∂x
= u(x, t)v(x, t).
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The fundamental property in Table 1 yields
(m+ 1)(n+ 1)G(m+ 1, n+ 1) =
n∑
l=0
m∑
k=0
U(k, l)V (m− k, n− l) m, n = 0, 1, . . . ,
which implies
G(m, n) = 1
mn
n−1∑
l=0
m−1∑
k=0
U(k, l)V (m− k− 1, n− l− 1) m, n = 1, 2, . . . .
(c) Let
f (x, t) =
∫ t
0
∫ x
0
u(y, z)dydz.
From (a), we have
F(m, n) = 1
mn
U(m− 1, n− 1), m, n = 1, 2, . . . .
Using the property of the differential transform of g(x, t) = h(x, t)f (x, t) gives
G(m, n) =
n∑
l=0
m∑
k=0
H(k, l)F(m− k, n− l)
=
n∑
l=0
m∑
k=0
H(k, l)
U(m− k− 1, n− l− 1)
(m− k)(n− l) , m, n = 1, 2, . . . . 
We obtained the same results which are presented in [1] by using the basic properties of the differential transforms in
Table 1. Furthermore, we can also obtain the fundamental properties of the differential form for the kernel functions of a
quotient type in Volterra integral equations.
Theorem 2.2. Assume that U(m, n), V (m, n) and G(m, n) are the differential transforms of the functions u(x, t), v(x, t) and
g(x, t) respectively, then we have:
(a) If g(x, t) = ∫ t0 ∫ x0 u(y,z)v(y,z)dydz, then
G(m, 0) = G(0, n) = 0, m, n = 0, 1, . . . ,
m∑
k=0
n∑
l=0
(m− k+ 1)(n− l+ 1)V (k, l)G(m− k+ 1, n− l+ 1) = U(m, n).
(b) If g(x, t) = 1
v(x,t)
∫ t
0
∫ x
0 u(y, z)dydz, then
G(m, 0) = G(0, n) = 0, m, n = 0, 1, . . . ,
m+1∑
k=0
n+1∑
l=0
V (k, l)G(m− k+ 1, n− l+ 1) = 1
(m+ 1)(n+ 1)U(m, n).
Proof. It is clear that G(m, 0) = G(0, n),m, n = 0, 1, . . . for each case.
(a)
∂2g(x, t)
∂t∂x
= u(x, t)
v(x, t)
.
Let us define g˜(x, t) by
g˜(x, t) = ∂
2g(x, t)
∂t∂x
. (5)
Then we have
v(x, t)g˜(x, t) = u(x, t).
Using the property of the DTM in Table 1 gives
m∑
k=0
n∑
l=0
V (k, l)G˜(m− k, n− l) = U(m, n), m, n = 0, 1, . . . ,
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where G˜(m, n) is the differential transform of g˜(x, t). From (5) we have
G˜(m, n) = (m+ 1)(n+ 1)G(m+ 1, n+ 1), m, n = 0, 1, . . . .
Hence, form, n = 0, 1, . . ., we have
m∑
k=0
n∑
l=0
(m− k+ 1)(n− l+ 1)V (k, l)G(m− k+ 1, n− l+ 1) = U(m, n).
(b) Let
f (x, t) = v(x, t)g(x, t).
Then, the differential transform F(m, n) of f (x, t) is
F(m, n) =
m∑
k=0
n∑
l=0
V (k, l)G(m− k, n− l), m, n = 0, 1, . . . . (6)
Since
∂2f (x, t)
∂t∂x
= u(x, t),
we have
(m+ 1)(n+ 1)F(m+ 1, n+ 1) = U(m, n), m, n = 0, 1, . . . . (7)
Substituting (6) into (7) gives
(m+ 1)(n+ 1)
m+1∑
k=0
n+1∑
l=0
V (k, l)G(m− k+ 1, n− l+ 1) = U(m, n). 
Remark 1. The above theorem also can be proved by using the method presented in [1].
u(x, t) = v(x, t) ∂
2g(x, t)
∂t∂x
implies
∂m+nu(x, t)
∂xm∂tn
= ∂
m+n
∂xm∂tn
(
v(x, t)
∂2g(x, t)
∂t∂x
)
= ∂
m
∂xm
[
n∑
l=0
(n
l
) ∂ lv(x, t)
∂t l
∂n−l+2g(x, t)
∂x∂tn−l+1
]
=
m∑
k=0
n∑
l=0
[(n
l
) (m
k
) ∂k+lv(x, t)
∂xk∂t l
∂m+n−k−l+2g(x, t)
∂xm−k+1∂tn−l+1
]
.
The definition of the DTM yields
m!n!U(m, n) =
m∑
k=0
n∑
l=0
[(n
l
) (m
k
)
k!l!V (k, l)(m− k+ 1)!(n− l+ 1)!G(m− k+ 1, n− l+ 1)
]
.
It gives
m∑
k=0
n∑
l=0
(m− k+ 1)(n− l+ 1)V (k, l)G(m− k+ 1, n− l+ 1) = U(m, n), m, n = 0, 1, . . . .
In the similar manner, (b) also can be easily proved.
3. Examples
Here we demonstrate several examples with kernel functions of a quotient type in Volterra integral equations by using
the differential transform method. Let us consider the following two-dimensional Volterra integral equation of the form
u(x, t)− g(x, t) = f (x, t). (8)
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where g(x, t) is defined by
g(x, t) =

∫ t
0
∫ x
0
u(y, z)
v(y, z)
dydz,
1
v(x, t)
∫ t
0
∫ x
0
u(y, z)dydz.
(9)
Applying the DTM to (8) yields
U(m, n) = G(m, n)+ F(m, n),
U(0, 0) = 0, U(m, 0) = F(m, 0), U(0, n) = F(0, n), m, n = 1, 2, . . . , (10)
where F(m, n) can be easily obtained by the Taylor series of f (x, t) and G(m, n) can be found by the Theorem 2.2. For each
case of g(x, t) in (9), G(m, n) can be obtained the following equations:
m−1∑
k=0
n−1∑
l=0
(m− k)(n− l)V (k, l)G(m− k, n− l) = U(m− 1, n− 1),
m∑
k=0
n∑
l=0
V (k, l)G(m− k, n− l) = 1
mn
U(m− 1, n− 1).
(11)
Substituting the value of G(m, n) to (10) determines U(m, n).
In order to compare the approximation obtained by the DTM with the exact solution, let us define um,n by
um,n(x, t) =
m∑
k=0
n∑
l=0
U(k, l)xkt l.
Following two examples are given for the first type of g(x, t) in (9).
Example 1. Consider the Volterra integral equations with the following functions
v(x, t) = 2+ sin(x+ t), f (x, t) = (x− t)(4+ 2 sin(x+ t)− xt).
It is easy to see that the exact solution is u(x, t) = 2(x− t)(2+ sin(x+ t)).
For n,m ≤ 5, using (10) with the first equation in (11) gives all values of G(m, n)which implies
u5,5(x, t) =
(
4x+ 2x2 − x
4
3
)
+
(
−4− 2x
3
3
+ x
5
15
)
t +
(
−2+ x
4
12
)
t2
+
(
2x
3
− x
5
180
)
t3 +
(
1
3
− x
2
12
)
t4 +
(
− x
15
+ x
3
180
)
t5,
which is the partial sum of the Taylor series of the exact solution.
Example 2. Consider the following functions
v(x, t) = exp(t − x)/2, f (x, t) = sin(x+ t)(exp(x− t)+ 1)− sin(t) exp(−t)− exp(x) sin(x).
It is easy to see that the exact solution is u(x, t) = sin(x+ t).
For n,m ≤ 5, the DTM yields all values of G(m, n)which implies
u(x, t) =
(
x− x
3
6
+ x
5
120
)
+
(
1− x
2
2
+ x
4
24
)
t +
(
− x
2
+ x
3
24
− x
5
240
)
t2
+
(
−1
6
+ x
2
12
− x
4
144
)
t3 +
(
x
24
− x
3
144
+ x
5
2880
)
t4 +
(
1
120
− x
2
240
+ x
4
2880
)
t5,
which is the partial sum of the Taylor series of the exact solution.
For each example, comparisons between the approximation um,n(x, t) and the exact solution u(x, t) at the given test
points (x, t) are presented in the Tables 2 and 3. Here we obtain the approximation um,n(x, t) form = n = 5.
The remaining two examples are presented for the second type of g(x, t) in (9).
B. Jang / Journal of Computational and Applied Mathematics 233 (2009) 224–230 229
Table 2
Comparisons with u(x, t) and u5,5(x, t) at test points (x, t) in Example 1.
(x, t) u(x, t) u5,5(x, t) (x, t) u(x, t) u5,5(x, t)
(0.2, 0.1) 0.459104041 0.459104041 (0.5, 0.7) −1.172815634 −1.172815640
(0.2, 0.4) −1.025856989 −1.025856989 (0.8, 0.1) 3.896657673 3.896657681
(0.2, 0.7) −2.783326910 −2.783326912 (0.8, 0.4) 2.345631269 2.345631289
(0.5, 0.1) 2.051713979 2.051713979 (0.8, 0.7) 0.599498997 0.599499020
(0.5, 0.4) 0.556665381 0.556665382 (1.0, 0.9) 0.589260017 0.589260307
Table 3
Comparisons with u(x, t) and u5,5(x, t) at test points (x, t) in Example 2.
(x, t) u(x, t) u5,5(x, t) (x, t) u(x, t) u5,5(x, t)
(0.2, 0.1) 0.2955202067 0.2955202184 (0.5, 0.7) 0.9320390860 0.9321460859
(0.2, 0.4) 0.5646424734 0.5646439552 (0.8, 0.1) 0.7833269096 0.7834038828
(0.2, 0.7) 0.7833269096 0.7833750551 (0.8, 0.4) 0.9320390860 0.9322215424
(0.5, 0.1) 0.5646424734 0.5646461680 (0.8, 0.7) 0.9974949866 0.9978859380
(0.5, 0.4) 0.7833269096 0.7833397500 (1.0, 0.9) 0.9463000877 0.9481536354
Table 4
Comparisons with u(x, t) and u5,5(x, t) at test points (x, t) in Example 3.
(x, t) u(x, t) u5,5(x, t) (x, t) u(x, t) u5,5(x, t)
(0.2, 0.1) 0.1402334500 0.1402334500 (0.5, 0.7) 1.517167404 1.517134500
(0.2, 0.4) 0.5750532561 0.5750528000 (0.8, 0.1) 0.260433550 0.260433550
(0.2, 0.7) 1.0620171830 1.0619941500 (0.8, 0.4) 1.067956047 1.067955200
(0.5, 0.1) 0.2003335000 0.2003335000 (0.8, 0.7) 1.972317625 1.972274850
(0.5, 0.4) 0.8215046516 0.8215040000 (1.0, 0.9) 3.079550177 3.079262250
Example 3. Consider the following functions
v(x, t) = (x+ 1) exp(t), f (x, t) = x exp(−t)(1− cosh(t))+ sinh(t)(2x+ 1).
It is easy to see that the exact solution is u(x, t) = (2x+ 1) sinh(t).
For n,m ≤ 5, using the DTM (10) with the second equation in (11) determines all values of G(m, n) which gives the
approximation u5,5(x, t)
u5,5(x, t) = (1+ 2x)t +
(
1
6
+ x
3
)
t2 +
(
1
120
+ x
60
)
t5,
which is the partial sum of the Taylor series of the exact solution.
Example 4. Consider the following functions
v(x, t) = exp(x− t), f (x, t) = − sinh(x− t)(exp(t − x)+ 1)− exp(t − x)(sinh(x)− sinh(t)).
It is easy to see that the exact solution is u(x, t) = sinh(t − x).
In the similar manner, we can obtain all values of G(m, n) by using (10) with the second equation in (11). For n,m ≤ 5,
u5,5(x, t) is
u5,5(x, t) =
(
−x− x
3
6
− x
5
120
)
+
(
1+ x
2
2
+ x
4
24
)
t +
(
− x
2
− x
3
12
− x
5
120
)
t2
+
(
1
6
+ x
2
12
+ x
4
144
)
t3 −
(
x
24
+ x
3
144
+ x
5
2880
)
t4 +
(
1
120
+ x
2
240
+ x
4
2880
)
t5,
which is the partial sum of the Taylor series of the exact solution.
For the Examples 3 and 4, Tables 4 and 5 shows the comparisons between the approximation u5,5(x, t) and the exact
solution u(x, y) at the given test points (x, t). Asm = n is increasing, the maximum errors ‖un,n − u‖Ω,∞ are compared for
each example in Fig. 1, whereΩ = (0, 1)2. It shows that the DTM gives very accurate approximate solutions.
4. Conclusion
In this work, we presented simple proofs of the differential transforms of many kernels in Volterra integral equations.
Several illustrative examples show that DTM is very efficient for solving two-dimensional Volterra integral equations.
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Table 5
Comparisons with u(x, t) and u5,5(x, t) at test points (x, t) in Example 4.
(x, t) u(x, t) u5,5(x, t) (x, t) u(x, t) u5,5(x, t)
(0.2,0.1) −0.100166750 −0.100166756 (0.5, 0.7) 0.201336002 0.201388764
(0.2,0.4) 0.201336002 0.201336785 (0.8, 0.1) −0.758583701 −0.758578397
(0.2,0.7) 0.521095305 0.521111647 (0.8, 0.4) −0.410752325 −0.410853580
(0.5,0.1) −0.410752325 −0.410752945 (0.8, 0.7) −0.100166750 −0.100269035
(0.5,0.4) −0.100166750 −0.100171416 (1.0, 0.9) −0.100166750 −0.100597906
Fig. 1. Comparisons of the maximum error ‖un,n − u‖∞ for each example.
It is worth noting that DTM does not require complex computational work such as Adomian polynomials in Adomian
decomposition and Lagrange multipliers by solving stationary equations in variational iteration method. It is easy to
implement and give accurate approximations for many problems. It is concluded that DTM is a powerful tool for solving
many linear and nonlinear problems. Here, all algebraic computations are performed by using Mathematica 5.0.
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