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alised for the kinematic associahedron, which is the positive geometry of bi-adjoint scalar
cubic theory.
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1 Introduction
Scattering amplitudes are central quantities in fundamental physics. Being the building
blocks for cross sections measured in high-energy colliders, amplitudes provide the bridge
between theoretical descriptions and experimental observations. Throughout the decades,
significant effort has been devoted to searching for increasingly more efficient methods for
computing them, and tremendous progress has been achieved which not only provides us
with more powerful tools for calculations, but also with an enhanced understanding of the
underlying theories.
One basic, well-established technique which simplifies calculations in gauge theories is
color decomposition; see [1] for a comprehensive review. This decomposition disentangles
the color and kinematic degrees of freedom, and repackages the latter into objects called
color-ordered or partial amplitudes, which are gauge invariant, easier to compute and en-
code purely kinematic information. At tree level, a standard decomposition for amplitudes
Atreen involving n particles which transform in the adjoint representation of the gauge group
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where the sum is over the (n − 1)! non-cyclic permutations of particle labels for which
particle 1 has been fixed to the first position. Here, Atreen are the color-ordered partial
amplitudes which depend only on the momenta and type of the external particles. The
partial amplitudes Atreen [i1, i2, . . . , in] are not all independent: they are cyclically symmet-
ric, invariant under reflections, and they obey U(1) decoupling identities. They also satisfy
the Kleiss-Kuijf (KK) relations [2, 3], which arise from the fact that the amplitude Atreen
can be alternatively expanded in a basis formed from the gauge group structure constants.
The KK relations
Atreen [1, {α}, n, {β}] = (−1)nβ
∑
σ
Atreen [1, σ({α}{βT }), n] , (1.2)
where the sum is over certain permutations of the sets {α} and {β} of external particles,
are consistent with all previous identities, and they further reduce the number of linearly
independent partial amplitudes to (n−2)!. Importantly, the U(1) decoupling identities are
special cases of the KK relations.
In the standard Feynman approach, color-ordered amplitudes are easier to compute,
as they carry purely kinematic information and receive contributions only from Feynman
diagrams with a particular cyclic ordering. In recent years, it has also become apparent
that, at least in some theories, these amplitudes can be calculated using a novel approach
based on geometry. To establish the link with geometry, partial amplitudes need to be
thought of as differential forms, rather than functions, on kinematic space, i.e. the space
of physical kinematic variables. These differential forms are, in fact, canonical differential
forms of positive geometries [4], i.e. real, oriented, closed geometries with boundaries of all
co-dimension equipped with differential forms which have logarithmic singularities along
all boundaries. The prime example of a positive geometry has been the amplituhedron [5],
which encodes tree-level and (integrands of) loop-level amplitudes in planar N = 4 su-
persymmetric Yang-Mills (sYM) in momentum twistor space. This geometry is strictly
related to the planar sector since the ordering is embedded in the construction of momen-
tum twistors. In the spinor helicity space, the tree-level amplitudes in N = 4 sYM are
described by the momentum amplituhedron [6].
The natural question to ask is how the aforementioned relations between partial am-
plitudes emerge from this geometric description and whether they can be derived using
positive geometries. As we will show in this paper, the answer is affirmative for tree-level
amplitudes in N = 4 sYM, as well as for those in bi-adjoint scalar cubic theory, where
positive geometries provide a beautiful geometrical realization of the KK relations!
The momentum amplituhedron provides us with the right framework for studying the
KK relations amongst partial amplitudes in N = 4 sYM, because it is defined in terms of
spinor helicity variables where no specific ordering is enforced (in contradistinction with the
definition of the amplituhedron in momentum twistor space), and we can freely consider
amplitudes for any ordering of external particles, as demanded by (1.2). We will show that
the KK relations can be realised geometrically as collections of momentum amplituhedra
which combine to form bounded regions without vertices, to be defined shortly. Specifi-

















amplituhedronM(σ)n,k is a subset of a particular (2n−4)-dimensional subspace of the spinor
helicity kinematic space. It is equipped with a differential form Ω(σ)n,k which has logarithmic
singularities on all boundaries of M(σ)n,k. For two orderings σ 6= τ , the momentum ampli-
tuhedra M(σ)n,k and M
(τ)
n,k do not overlap, but they do share common boundaries. In the
simplest scenario, these two regions share a co-dimension one boundary, and the singularity
associated with this boundary vanishes in the sum of canonical forms Ω(σ)n,k + Ω
(τ)
n,k. More
generally, such cancellations can occur deeper into the geometry, after taking a sequence
of boundary operations. For the purposes of this paper, we are interested in finding sums
of momentum amplituhedra for which these cancellations take place for all possible se-
quences of 2n − 4 boundary operations. Such sums of positive geometries are no longer
positive geometries as they do not possess boundaries of all co-dimensions, specifically
zero-dimensional boundaries, i.e. vertices, and the sums of the corresponding canonical
differential forms vanish. In this paper we will show that all KK relations for N = 4 sYM
descend from such sums of momentum amplituhedra, providing a geometric origin for these
relations. While for maximally-helicity violating (MHV) amplitudes it is possible to de-
scribe this geometric construction using the language of polyhedral geometry, for higher
helicity sectors we will use a homological approach based on the known boundary structure
of the momentum amplituhedron [7].
A similar construction exists for scattering amplitudes in bi-adjoint scalar cubic the-
ory, for which the positive geometry is the kinematic associahedron [8]. In order to derive
the KK relations in this setting we will provide a new definition of kinematic associahedra
which are relevant for orderings different from the standard one. In this new definition, all
associahedra for different orderings live on the same affine subspace inside the kinematic
space, and therefore we will be able to compare them directly. Since the kinematic associ-
ahedron is a polytope, our construction significantly simplifies and mimics the polyhedral
construction for MHV amplitudes in N = 4 sYM alluded to earlier.
We note that the KK relations for tree-level MHV amplitudes in N = 4 sYM were
already studied in [9] in terms of an extended notion of positivity for the Grassmannian
G(2, n) where a simple, yet combinatorial description of these relations was provided.
This paper is organised as follows. In section 2, we review the color structure of
scattering amplitudes in gauge theories, and collect the identities which they satisfy. In
section 3, after a review of positive geometries, we show how to add them and explain when
their sum might fail to be a positive geometry. We recall the definition of the momentum
amplituhedron in section 4. In section 5 we present the main result of this paper: we show
how amplitude relations originate geometrically from the momentum amplituhedron. In
particular, we present two approaches: a ray-based approach, valid for MHV amplitudes,
and a poset-based approach, applicable to any n and k. In that section we also present
explicit examples illustrating our construction. In section 6 we expand our results to the
KK relations for the bi-adjoint scalar φ3 theory and explain how they arise geometrically

















2 Color structure for gauge theory amplitudes
In this section we give more details on how the color structure of SU(N) gauge ampli-
tudes is organised; we recall the definition of color-ordered amplitudes and the relations
between them. For a more extensive review see e.g. [1]. We start by considering the trace
decomposition, where the color factors are written in terms of the generators of the gauge
group. In the case of tree-level amplitudes with external states in the adjoint representa-
tion, such as is the case for the states in N = 4 sYM, we have the following trace-based
color decomposition
Atreen ({pi,hi,ai}) = gn−2
∑
σ∈On
Tr(T a1T aσ(2) · · ·T aσ(n))Atreen
[
1h1 ,σ(2h2), . . . ,σ(nhn)
]
, (2.1)
where On ∼= Sn/Zn ∼= Sn−1 is the set of (n− 1)! non-cyclic permutations of the n particles,
where the position of particle 1 has been fixed to the first entry using the cyclic invariance
of the trace, and T ai are the generators of SU(N) with adjoint indices ai = 1, . . . , N2 − 1.
The full amplitude Atreen is a function of the momenta pi and helicities hi of the external
particles, as well as of the color indices ai. The objects Atreen are called color-ordered or
partial amplitudes and carry only kinematic information, since the color dependence has
been stripped off. They receive contributions only from planar diagrams in a particular
ordering and therefore have singularities only when the sum of adjacent momenta in this
ordering go on-shell. The (n − 1)! color-ordered amplitudes are not all independent and
enjoy various relations:
• Cyclicity: An[1, 2, . . . , n] = An[2, . . . , n, 1] = . . . = An[n, 1, 2, . . . , n− 1] ,
• Reflection symmetry: An[1, 2, . . . , n] = (−1)nAn[n, . . . , 2, 1] ,
• U(1) decoupling identity: An[1, 2, . . . , n] +An[2, 1, 3, . . . , n] + . . .+An[2, 3, . . . , 1, n] = 0 .
There also exists another color decomposition, in terms of the structure constants fabc
of the gauge group rather than the traces of the generators, which reads:
Atreen ({pi, hi, ai}) = gn−2
∑
σ∈Sn−2
fa1aσ1b1f b1aσ2b2 . . . f bn−3aσn−2anAtreen [1, σ(2 . . . n− 1), n] ,
(2.2)
where now the sum is over (n − 2)! elements, rather than (n − 1)!. This exposes a larger
class of identities for the partial amplitudes called the Kleiss-Kuijf (KK) relations [2, 3]
Atreen (1, {α}, n, {β}) = (−1)nβ
∑
ω∈{α}{βT }
Atreen (1, {ω}, n) , (2.3)
where {α} and {β} are disjoint sets of external particle lables with {α} ∪ {β} =
{2, 3, . . . , n − 1}. {βT } denotes the reverse ordering of the labels {β}, nβ is the num-
ber of elements in {β} and {α} {βT } denotes the set of all shuffles of {α} with {βT },
i.e. the set of permutations on {α} ∪ {β} preserving the ordering within {α} and {βT }.
These relations can be used to put any two legs next to each other, these being 1 and n
in (2.3). Both the reflection symmetry relations and the U(1) decoupling identities are

















3 Positive geometries and how to add them
In the following sections we will use the momentum amplituhedron and kinematic associa-
hedron to show how the KK relations arise from positive geometries. Both the momentum
amplituhedron and the kinematic associahedron are families of geometries, whose explicit
shape can become very intricate. In particular, their dimensions grow with the number
of particles. This complexity makes it difficult to see the geometric origin of the cancella-
tions between differential forms which must occur in order to produce the KK relations.
However, the general strategy we will employ in this paper can be easily explained using
examples in two dimensions and this will be the purpose of this section.
Let us start by recalling the definition of a positive geometry [4]. We take X to be
a complex projective variety of dimension d ≥ 0 and X≥0 ⊂ X(R) to be an oriented d-
dimensional subset of its real slice. Then the pair (X,X≥0) is a d-dimensional positive
geometry if it can be equipped with a unique non-zero logarithmic top-form Ω(X,X≥0),
called the canonical form, satisfying the following recursive condition: for d > 0 every
boundary component (C,C≥0) of Ω(X,X≥0) is again a positive geometry of dimension d−1,
whose canonical form is constrained by the residue relation ResC Ω(X,X≥0) = Ω(C,C≥0)
and Ω(X,X≥0) has no singularities elsewhere. For d = 0, X≥0 is a single real point and
Ω(X,X≥0) = ±1 depending on the orientation of X≥0. We will often borrow language from
polyhedral geometry and refer to co-dimension-one boundary components as facets, one-
dimensional boundaries as edges, zero-dimensional boundaries as vertices, etc. To simplify
our notation, from now on we will refer to a positive geometry (X,X≥0) by keeping track
only of its real part X≥0.
Since every positive geometry comes equipped with a differential form, it is possible to
combine positive geometries by means of adding their respective differential forms. How-
ever, when two canonical differential forms are added, the resulting form is not necessarily
canonical, with leading singularities ±1. In this section we want to show in various scenarios
what the possible outcomes of such sums are, and how to interpret them geometrically.
As was pointed out in [4], if one takes two positive geometries X1 and X2, with differ-
ential forms Ω1 and Ω2 respectively, such that their intersection is empty, X1∩X2 = ∅, then
their union X1 ∪X2, with the orientation inherited from X1 and X2, is a positive geome-
try with logarithmic canonical form ΩX1∪X2 = Ω1 + Ω2. Instead, we will be interested in
scenarios when positive geometries do intersect. We will consider two cases: when two (or
more) positive geometries intersect only along their boundaries, and when one geometry
is a subset of another. In order to properly account for the orientations of the geometries
X1, X2, . . . Xp, we will introduce the notion of an oriented sum of such geometries, which
we denote by X1 ⊕X2 ⊕ . . .⊕Xp.
To illustrate how the oriented sum is defined, let us consider the decomposition of the
two-dimensional plane into regions depicted in figure 1. Moreover, let us denote the positive
quadrant by X8 = {(x, y) : x ≥ 0, y ≥ 0}, and X9 = {(x, y) : x ≤ 0, y ≥ 0}. Each region Xi
for i = 1, . . . , 9 is a positive geometry if we additionally equip it with an orientation. For
each Xi we have two possible choices: it can be oriented clockwise or counter-clockwise,
which we denote by X−i or X+i respectively. In both cases, the canonical forms differ only

















Figure 1. Decomposition of the two-dimensional plane into positive geometries used to illustrate
examples of oriented sums in the text.
Let us consider different scenarios which arise when we start to combine these differ-
ential forms:
(I) Combinations of two geometries giving a positive geometry.
• X+1 ⊕X+2 = X+8 . The canonical forms for the individual summands are given by
Ω+1 = d log x ∧ d log y + d log
y
x
∧ d log(1− x− y), Ω+2 = d log
x
y
∧ d log(1− x− y).
(3.1)
The resulting positive geometry is just the positive quadrant with the differential
form
Ω = Ω+1 + Ω+2 = d log x ∧ d log y . (3.2)
The common boundary between the regions X+1 and X+2 is oriented in opposite ways,
and therefore disappears as a pole in the sum of canonical forms. From the geometric
point of view, we understand it as taking the closure of the union of the interiors of
X+1 and X+2 . In this way, the line 1 − x − y = 0 is part of the geometry, and each
point on the line is counted only once. This type of behaviour is familiar from when
we discuss triangulations of positive geometries, where a bigger positive geometry
can be decomposed into a union of smaller geometries, with orientations such that
singularities along spurious boundaries cancel in the sum of canonical forms.
• X+1 ⊕X−5 . The resulting positive geometry is the region shaded in figure 2 with the
differential form
Ω = Ω+1 + Ω−5 = d log
y
x

















Figure 2. Example of an oriented sum of positive geometries which is a positive geometry.
where Ω+1 is as before and
Ω−5 = −d log x ∧ d log y . (3.4)
Interestingly, although both geometries X+1 and X−5 have the point (x, y) = (0, 0)
as a vertex, it is not a vertex of their oriented sum. This can be explained by the
residue calculation:
resx=0 resy=0 Ω+1 = −1 , resx=0 resy=0 Ω−5 = 1 , (3.5)
and
resy=0 resx=0 Ω+1 = 1 , resy=0 resx=0 Ω−5 = −1 , (3.6)
which implies that, when we arrive at this particular zero-dimensional boundary, we
can approach it from two different directions, and the resulting residues cancel each
other, independent of the order in which we take these residues. Although the origin
is not a vertex of the oriented sum, the combination X+1 ⊕X−5 is a positive geometry,
with two vertices at (1, 0) and (0, 1), which have residues ±1.
• X+1 ⊕X−8 = X+2 . In this scenario, one geometry is a subset of another and they also
share common boundaries. The boundaries which are shared are oriented oppositely,
and therefore they are not present in the oriented sum. Interestingly, this particular
scenario has already been exploited in [10] for the amplituhedron-like geometries

















Figure 3. Example of an oriented sum of positive geometries which is not a positive geometry.
(II) Combinations of two geometries not giving a positive geometry.
• X+1 ⊕ X+5 . In this case we get a similar picture as in figure 2, where the only
difference is the orientation of the region X5. The sum of the canonical differential
forms Ω+1 + Ω+5 is no longer a canonical differential form. The reason for this is that
when we calculate the residue of Ω+1 + Ω+5 at x = 0, the resulting one-dimensional
differential form has a singularity at y = 0 with residue resy=0resx=0(Ω+1 + Ω+5 ) = 2.
Since the residues at the two vertices (1, 0) and (0, 1) are ±1, it is not possible to
rescale the full differential form such that all vertices have residues ±1. Therefore
this combination violates the definition of positive geometry.
• X+8 ⊕X−5 . The union of these regions is depicted in figure 3. The resulting geometry
is the union of the positive and the negative quadrants. The orientations of these
regions are aligned in such a way that the lines x = 0 and y = 0, i.e. the one-
dimensional boundaries of this geometry, are oriented from ∓∞ to ±∞. With this
particular orientation of the geometries, the sum of the canonical forms vanishes
Ω = Ω+8 + Ω−5 = d log x ∧ d log y − d log x ∧ d log y = 0 . (3.7)
As in a case discussed before, the origin is not a vertex of the oriented sum. Since
in this case there are no other zero-dimensional boundaries in either X+8 or X−5 ,
the oriented sum X+8 ⊕ X−5 has no vertices. Consequently, not only is the oriented
sum not a positive geometry, but the sum of the differential forms Ω+8 + Ω−5 must
necessarily vanish.
• X+8 ⊕ X+9 . The geometry which we obtain is the upper-half plane as illustrated in

















Figure 4. Example of an oriented sum of positive geometries which is not a positive geometry.
from left to right. When treating the two geometries separately, we can evaluate
residues along this line and we get
resy=0 Ω+8 = −
dx
x




The boundaries of both geometries X+8 and X+9 , when restricted to the line y = 0,
are half-lines with the boundary at x = 0. The residues at x = 0 are
resx=0 resy=0 Ω+8 = −1 , resx=0 resy=0 Ω+9 = +1 . (3.9)
Here we see that as we approach the zero-dimensional boundary, i.e. the vertex
(x, y) = (0, 0), from opposite directions along the line y = 0, the residues of the
canonical forms for each geometry produce opposite signs. If we now consider the
sum of the two geometries, these residues/zero-dimensional canonical forms cancel
and hence the sum Ω+8 + Ω+9 has a vanishing residue at the origin. We can explain
this purely in geometric terms by observing that the oriented sum X+8 ⊕X+9 again
does not have any zero-dimensional boundaries, and the orientations of both regions
along the one-dimensional boundary match.
Our analysis can easily be extended to higher-dimensional positive geometries and to
positive geometries with ‘curvy’ boundaries, as for example is the case for the positive
Grassmannian and the momentum amplituhedron. In this paper, we will be primarily
interested in cases where the oriented sum of positive geometries is not a positive geometry
because the sum of canonical differential forms is zero, as in the last two cases above.
This statement can be checked by performing the residue calculation as we did above.
However, even for more complicated cases, it is possible to determine for which collections
of positive geometries the sum of their canonical forms will vanish by studying the boundary
stratifications of the individual geometries we are combining. In particular, we claim:
If the oriented sum of positive geometries has no vertices in its boundary

















In the following sections we develop methods to make this statement more precise. This
will allow us to find all KK relations for N = 4 sYM and for the bi-adjoint φ3 theory purely
from the geometry of momentum amplituhedron and kinematic associahedron respectively.
4 Momentum amplituhedron
The momentum amplituhedron is the positive geometry associated with tree-level scatter-
ing amplitudes in N = 4 sYM in spinor helicity space [6]. In N = 4 sYM, an n-particle
superamplitude An = An(Φ1,Φ2, . . . ,Φn) — where Φi are on-shell chiral superfields which
collect the on-shell supermultiplet — can be expanded in terms of helicity sectors, denoted
by k, as follows:
An = An,2 +An,3 + . . .+An,n−2, n ≥ 4 , (4.1)
where An,2 is the maximally-helicity-violating (MHV) amplitude, An,3 is the next-to-MHV
(NMHV) amplitude and so on, with An,k the amplitude for the Nk−2MHV sector and
having Grassmann degree 4k. In turn, each of the amplitudes An,k can be expanded into
different color orderings, as in (2.1). We denote the partial amplitude with ordering σ by
An,k[σ]. In order to make connection to geometry, and therefore to interpret the amplitudes
as differential forms, one needs to write them in the non-chiral superspace (λa, ηr | λ̃ȧ, η̃ṙ),
with indices a, ȧ, r, ṙ = 1, 2, where a Fourier transform for two of the four Grassmann-odd
variables is performed. In this way, via the replacement
ηa → dλa , η̃ȧ → dλ̃ȧ , (4.2)
the tree-level Nk−2MHV scattering amplitudes can be written as differential forms of de-
gree (2(n − k), 2k) in (dλ, dλ̃) [11]. Importantly, due to supersymmetric Ward identities,
this 2n-form vanishes and one needs to strip off (dq)4 or (dq̃)4 to obtain the non-trivial
information relevant for scattering amplitudes [11], where the supercharges are defined as
(dq)aȧ = ∑ni=1 λai dλ̃ȧi and (dq̃)ȧa = ∑ni=1 λ̃ȧi dλai . In this way, the scattering amplitude
An,k[σ] in N = 4 sYM can be translated into a differential form of degree (2n− 4) which is
the canonical differential form of the momentum amplituhedron in ordering σ, as we will
define shortly.
The momentum amplituhedron can be defined directly in terms of kinematic data in
spinor helicity space and we start by recalling its definition for the standard ordering [12].
We define an affine subspace of the kinematic space
Vn,k ≡
{








where (λ∗, λ̃∗) are two fixed two-planes in n dimensions, ∆̃ is a fixed k-plane and ∆ is a fixed
(n − k)-plane in n dimensions, with a = 1, 2, α = 1, . . . , n − k and ȧ = 1, 2, α̇ = 1, . . . , k.




























Λ̃ is a positive matrix and Λ is a twisted positive matrix; see [13] for a precise definition of
the latter. Notice that Vn,k is a co-dimension-four subspace of an affine space of dimension
2n, parameterized by (yaα, ỹȧα̇) modulo momentum conservation. Next we define a winding
space Wn,k as the subset of kinematic space satisfying the conditions [11]
Wn,k ≡ {(λai , λ̃ȧi ) : 〈i i+ 1〉 ≥ 0, [i i+ 1] ≥ 0, si,i+1,...,i+j ≥ 0 ,
the sequence {〈12〉, 〈13〉, . . . , 〈1n〉} has k − 2 sign flips ,
the sequence {[12], [13], . . . , [1n]} has k sign flips} , (4.5)
where si,i+1,...,i+j are planar multiparticle Mandelstam variables: si,i+1,...,i+j = (pi+pi+1 +
. . . + pi+j)2. Then the momentum amplituhedron Mn,k for the standard ordering is the
intersection
Mn,k ≡ Vn,k ∩Wn,k . (4.6)
The canonical differential form Ωn,k of the momentum amplituhedron Mn,k has degree
which is independent of k and equals 2n − 4. The scattering amplitude in non-chiral
superspace can then be obtained as




An important information about the momentum amplituhedron which we will use later
is its boundary stratification. This was found in [7] using the MathematicaTM package
amplituhedronBoundaries [14] and can be easily generated for all values of n and k.
Importantly, each boundary of Mn,k is labelled by a cell in the positive Grassmannian
G+(k, n), which in turn is labelled by an affine permutation; see [15] for details.
In this paper we are interested in scattering amplitudes with various color orderings, we
also need to introduce a definition of the momentum amplituhedron for orderings different
from the standard one. At tree-level, scattering amplitudes in different color orderings can
be obtained from the standard one simply by relabelling the momenta, or equivalently the
spinor helicity variables, and we can write




To reflect this, we define the momentum amplituhedron for the ordering σ, M(σ)n,k, as the
following intersection
M(σ)n,k ≡ Vn,k ∩W
(σ)
n,k , (4.9)
where the subspace Vn,k is exactly the same as the one we used for the standard order-
ing (4.3), while the winding space with respect to the color ordering σ is
W(σ)n,k = {(λi, λ̃i) : (λσ(i), λ̃σ(i)) ∈ Wn,k} . (4.10)

























and the scattering amplitude with the ordering σ can be simply calculated as




In the following, we will not use the differential forms Ω(σ)n,k to derive the KK relations.
Instead, we will show how to derive them using the boundary stratifications of momentum
amplituhedra for different orderings. To do that, we will use the fact that the boundary
stratifications ofM(σ)n,k are combinatorially isomorphic to the known boundary structure of
the momentum amplituhedron in the standard ordering. Moreover, the zero-dimensional




, are shared by all particle
orderings. In fact, in order to derive the KK relations from geometry, it is sufficient to
study the boundary structure of momentum amplituhedra for different orderings around a
single, shared vertex.
5 Kleiss-Kuijf relations from the momentum amplituhedron geometry
In the previous section, we discussed how the momentum amplituhedron for a given particle
ordering is defined as the intersection of two regions: a proper-dimensional subspace of the
spinor helicity space and a winding space which depends on the ordering. This definition
does not make any explicit reference to information about color structure in the gauge
theory, and it is interesting to understand how the KK relations between different color-
ordered amplitudes arise in this purely geometric setting.
A first attempt in this direction was presented in [9], where the KK relations were
obtained for MHV amplitudes from the combinatorial properties of the Grassmannian
G(2, n). By characterizing on-shell diagrams for MHV amplitudes in terms of collections of
triples, the KK relations for Parke-Taylor factors were observed to follow from considering
different configurations of ordered points on a circle which are compatible with a given
ordering of these triples.
In this section, we instead derive the KK relations from the geometry of the momentum
amplituhedron for all helicity sectors. We begin by studying the MHV case where it is easy
to visualise these relations for four and five particles. Thereafter, we present a general
procedure for deriving the KK relations in any helicity sector and for any number of
particles. This algorithm is homological in nature and it is based on the structure of
boundaries of the momentum amplituhedron for different particle orderings.
5.1 Simplicial realization for MHV amplitudes
Let us begin by considering the k = 2 momentum amplituhedron Mn,2 for the standard
ordering. The proper-dimensional subspace Vn,2 of the spinor helicity space given in (4.3)
is defined in terms of (2n−4) y variables and 4 ỹ variables. These variables are constrained
by 4 equations coming from momentum conservation, which we can use to fix all ỹ variables
in terms of y’s. Since the latter parametrise λ, then Vn,2 is fully determined by λ. The
winding space Wn,2 given in (4.5) forces all ordered maximal minors of λ to be positive:

















α-parametrization of the positive Grassmannian G+(2, n). For example, in the patch for
which 〈12〉 6= 0, we can parametrise λ as
Vn,2 : λ =
(
1 ∑n−2i=1 α2i (∑n−3i=1 α2i)α2(n−2)−1 (∑n−4i=1 α2i)α2(n−3)−1 . . . α2α3 0




which we obtained using the MathematicaTM package positroids [15]. Notice that the
origin of the space of α’s corresponds to the zero-dimensional cell of the Grassmannian
for which 〈12〉 6= 0. For the standard ordering all αi are non-negative. In order to find
an appropriate region for some different particle ordering σ, we take the subset of Vn,2 for
which 〈σ(i)σ(j)〉 ≥ 0 for all 1 ≤ i < j ≤ n.
In section 2 we introduced On as the set of all (n − 1)! different n-particle orderings,
i.e. the set of n-tuples up to cyclic permutations. Without loss of generality we choose
the position of particle 1 to be fixed to the first position in each tuple. Then for each
ordering σ ∈ On we have that 〈1i〉 > 0 for 1 < i ≤ n, according to the definition of W(σ)n,2 .
This implies that all the odd α’s are always positive and we do not need to consider them
when comparing different orderings. This simplification halves the dimensionality of the
space of α parameters leaving us with an (n− 2)-dimensional real space Rn−2 of only even
α’s. Consequently, in the neighbourhood of the vertex for which 〈12〉 6= 0 (and indeed any
vertex), it is sufficient to describe the k = 2 momentum amplituhedron for each ordering




co-dimension-one hyperplanes in Rn−2 which pass through the origin. These hyperplanes
are defined in terms of even α’s as
〈ij〉 = 0 ⇐⇒
n−i∑
l=n−j+1
α2l = 0, (for 1 < i < j ≤ n) . (5.2)
Let us denote the set of these co-dimension-one hyperplanes by Hn. The hyperplanes divide
Rn−2 into (n − 1)! regions, which we will call positive sectors. These positive sectors are
precisely the regions in Rn−2 cut out by the remaining positivity conditions inW(σ)n,2 for each
ordering σ ∈ On. Moreover, each positive sector is an oriented simplicial cone, spanned by
(n− 2) rays and having (n− 2) hyperplane facets, and its orientation is inherited from the
orientation of the coordinate system of even α’s. We will denote each positive sector by
c[σ] where σ ∈ On. These positive sectors form a complete fan in Rn−2.
For four and five particles, positive sectors correspond to cones in two- and three-
dimensions, respectively, and we shall study them in the examples below. In these examples,
we will also see how the KK relations arise geometrically. In particular, we will see that the
KK relations correspond to collections of positive sectors whose oriented sum (see section 3)
no longer contains a zero-dimensional boundary. In such cases, the oriented sum of positive
sectors is no longer a positive geometry and the corresponding sum of canonical differential
forms must vanish.
Before proceeding to these examples, we also note an interesting relationship between
the complete fan of positive sectors in Rn−2 and the permutohedron. The permutohedron
of order (n − 1) is an (n − 2)-dimensional polytope whose vertices correspond to the per-

















(1234) (1243) (1324) (1342) (1423) (1432)
〈12〉 = 1 + + + + + +
〈13〉 = α3 + + + + + +
〈14〉 = α1 + + + + + +
〈23〉 = α3α4 + + − − + −
〈24〉 = α1(α2 + α4) + + + − − −
〈34〉 = α1α2α3 + − + + − −
Table 1. Positivity conditions coming from W(σ)4,2 for each ordering σ ∈ O4.
(1234) (1243) (1324) (1342) (1423) (1432)
〈23〉 ∼ α4 + + − − + −
〈24〉 ∼ α2 + α4 + + + − − −
〈34〉 ∼ α2 + − + + − −
Table 2. Positivity conditions on even α’s coming from W(σ)4,2 for each ordering σ ∈ O4.
permutations. We find that the dual to the complete fan of positive sectors for n particles
is (isomorphic to) the permutohedron of order (n−1). In particular, each positive sector is
dual to a vertex of the permutohedron while rays correspond to facets. Consequently, this
construction of positive sectors from the α-parametrization of the positive Grassmannian
G+(2, n) gives a new and explicit realization of the permutohedron.
Four-particle MHV Amplitudes. Let us consider the parametrization for λ in the
subspace V4,2 given by the α-parametrization for the positive Grassmannian G+(2, 4) in
the patch for which 〈12〉 6= 0:
V4,2 : λ =
(
1 α2 + α4 α2α3 0
0 1 α3 α1
)
. (5.3)
The positivity conditions coming from W(σ)4,2 for each ordering σ ∈ O4 are summarised in
table 1. As explained before, since 〈1i〉 > 0 for each ordering, the odd α’s are always
positive and therefore do not need to be considered. The remaining positivity conditions
on 〈ij〉 for 1 < i < j ≤ 4 produce table 2. From table 2, we see that each positive sector is
cut out by three inequalities, one of which is always redundant. In particular, each positive
sector is an oriented simplicial cone. Together they form a complete fan in R2 as displayed
in figure 5. We orient each positive sector counter-clockwise.
In this simplified setting, it is easy to understand how the KK relations arise geometri-

















Figure 5. Positive sectors corresponding to four-particle MHV amplitudes for each ordering.
are given by
A[1432] = A[1234] , (5.4a)
A[1423] = A[1324] , (5.4b)
A[1243] = A[1342] . (5.4c)
It is clear from figure 5 that these reflection relations stem from the fact that the cor-
responding positive sectors (identified by the same colors in the figure) define equivalent
positive geometries with identical canonical differential forms:
Ω(c[1432]) = Ω(c[1234]) = d log(α4) ∧ d log(α2) , (5.5a)
Ω(c[1423]) = Ω(c[1324]) = d log(α2 + α4) ∧ d log(α4) , (5.5b)
Ω(c[1243]) = Ω(c[1342]) = d log(α2) ∧ d log(α2 + α4) . (5.5c)
Alternatively, let us denote by c−[σ] the cone c[σ] carrying the opposite orientation. Then
Ω(c−[σ]) = −Ω(c[σ]). It is easy to see that the oriented sums c[1432]⊕ c−[1234], c[1423]⊕
c−[1324], and c[1243] ⊕ c−[1342] have no zero-dimensional boundaries and hence the sum
of the corresponding canonical differential forms in each case must vanish:
0 = Ω(c[1432]) + Ω(c−[1234]) = Ω(c[1432])− Ω(c[1234]) , (5.6a)
0 = Ω(c[1423]) + Ω(c−[1324]) = Ω(c[1423])− Ω(c[1324]) , (5.6b)
0 = Ω(c[1243]) + Ω(c−[1342]) = Ω(c[1243])− Ω(c[1342]) . (5.6c)
Secondly, consider the two U(1) decoupling relations coming from (2.3) when nβ = 1
which are given by
A[1342] +A[1324] +A[1234] = 0 , (5.7a)

















Figure 6. The three positive sectors c[1234], c[1324], c[1342] appearing in the U(1) decoupling
relation (5.7a).
Figure 7. The three positive sectors c[1234], c[1324], c[1243] appearing in the U(1) decoupling
relation (5.7b).
These relations correspond to the configurations of positive sectors depicted in figure 6 and
figure 7. In each case, the oriented sum of positive sectors produces a geometry without
zero-dimensional boundaries and hence the sum of the corresponding canonical differential
forms in each case must vanish.
Finally, notice that the polytope dual to the complete fan of positive sectors depicted

















Figure 8. The permutohedron of order 3 is dual to the complete fan of positive sectors for G+(2, 4).
Figure 9. The permutohedron of order 4 is dual to the complete fan of positive sectors for G+(2, 5).
Five-particle MHV Amplitudes. The same analysis from the previous example can
be applied to the five-particle case. Here the space of non-trivial (even) α’s is the three-
dimensional space R3 and it is divided by 6 hyperplanes into precisely 24 regions, each of
which is a simplicial cone. These positive sectors form a complete fan whose dual is the

















Figure 10. Geometric realizations of three different types of KK relations for n = 5: (left) the
reflection relation in (5.8a); (middle) the KK relation in (5.8b); (right) the U(1) decoupling identity
in (5.8c). Each region is a cone emanating from the origin.
There are three types of KK relations for n = 5 coming from (2.3) corresponding to
the three different lengths of β and examples of each are given below
A[15432] = −A[12345] , (nβ = 3) , (5.8a)
A[12543] = A[12345] +A[13245] +A[13425] , (nβ = 2) , (5.8b)
A[13452] = −A[13425]−A[13245]−A[12345] , (nβ = 1) . (5.8c)
The geometric realizations of these three relations as configurations of positive sectors is
given in figure 10. The first relation is an example of a reflection relation, the third relation
is an example of a U(1) decoupling relation, and the second relation can be thought of as a
combination of a reflection relation and a U(1) decoupling relation. In each case, the KK
relation manifests geometrically as a collection of positive sectors (some possibly carrying a
reverse orientation to that inherited from the coordinate system, which explains the minus
signs) whose oriented sum has no zero-dimensional boundaries and hence the corresponding
sum of the canonical differential forms for these positive sectors must vanish.
5.2 Ray-based homological description for MHV amplitudes
The analysis from the previous subsection can be extended beyond n = 5 and in the fol-
lowing we construct a homological algorithm for deriving all KK relations between MHV
amplitudes from the geometry of positive sectors in Rn−2. It exploits the simplicial struc-
ture of each positive sector as the positive span of rays. We will see that the algorithm relies
on the ability to identify which pairs of rays point in opposite directions. Furthermore, it
is possible to abstract this notion of “pairs of rays pointing in opposite directions”. This
will be done in the next subsection and it will allow us to derive the KK relations in any
helicity sector from the geometry of the momentum amplituhedron.




co-dimension-one hyperplanes in Rn−2 which divide it





. In certain cases, the intersections of (n− 3) of these hyperplanes are
one-dimensional and defines a line through the origin. Each line defines two unit vectors
in Rn−2 which point in opposite directions along the line and we call these vectors rays.

















(n− 3) hyperplanes, which is precisely the number of facets of the permutohedron of order
(n− 1). We will denote the set of all rays in Rn−2 by Rn and we will enumerate them by
Rn = {rj}|Rn|j=1 where |Rn| = 2n−1 − 2.
As we have already pointed out, each positive sector is a simplicial cone, which implies
that for each ordering σ ∈ On, the positive sector c[σ] is given by the positive span of
(n− 2) rays {rjσ1 , rjσ2 , . . . , rjσn−2} ⊆ Rn:
c[σ] = spanR≥0{rjσ1 , rjσ2 , . . . , rjσn−2} . (5.9)
Moreover, we can associate a formal form to each ray, and by extension a formal form to
each positive sector, which will allow us to discuss boundary operations in the language of
linear algebra. In particular, to each c[σ] we can assign a formal (n− 2)-form
ω(c[σ]) =
det(rjσ1 , rjσ2 , . . . , rjσn−2)
| det(rjσ1 , rjσ2 , . . . , rjσn−2)|
r̃jσ1 ∧ r̃jσ2 ∧ · · · ∧ r̃jσn−2 , (5.10)
where det(rjσ1 , rjσ2 , . . . , rjσn−2) is the determinant of the matrix whose columns are the rays
rjσ1 , rjσ2 , . . . , rjσn−2 and, given any ray r, we denote by r̃ a formal one-form labelled by it.
We will call any such formal one-form a ray one-form and we will call the p-fold wedge
product of ray one-forms a ray p-form. The definition of ω(c[σ]) is manifestly invariant
under a relabelling and rescaling of the rays in Rn and hence it is well-defined. We can
define a boundary operator with respect to any hyperplane h ∈ Hn, denoted by ∂h, which
acts on ray p-forms as follows: given a single ray r define
∂hr̃ = Θ̄h(r) ≡
{
0, if r ∈ h
1, otherwise , (5.11)
where r ∈ h means r is contained in the hyperplane h, and for p > 1 rays {rj1 , rj2 , . . . , rjp}
define
∂h(r̃j1 ∧ r̃j2 ∧ · · · ∧ r̃jp) = Θ̄h(rj1)Θh(rj2 , . . . , rjp) r̃j2 ∧ . . . ∧ r̃jp
−Θh(rj1) r̃j1 ∧ ∂h(r̃j2 ∧ · · · ∧ r̃jp) ,
(5.12)
where
Θh(rj2 , . . . , rjp) ≡ Θh(rj2) · · ·Θh(rjp) , Θh(rj1) ≡ 1− Θ̄h(rj1) . (5.13)
By definition, the boundary operator with respect to any hyperplane h ∈ Hn is nilpotent
(i.e. ∂2h = 0) because Θ̄h(r)Θh(r) = 0 for all rays r ∈ Rn. Moreover, the result of applying
the boundary operator ∂h to the ray form of a given positive sector is the ray form of the
simplicial cone obtained as an intersection of h with the positive sector.
Finally, let us construct a graded vector space which combines all ray forms for positive






















V (0)n ≡ spanZ {ω(c[σ]) : σ ∈ On} (5.15)
is the vector space of integer linear combinations of the ray forms of degree (n − 2) given
in (5.10) corresponding to positive sectors, and for 1 ≤ i ≤ n− 2
V (i)n ≡ spanZ
∧
j∈J










denotes the collection of (n − 2 − i) element subsets of [|Rn|] ≡




∂h−→ · · · ∂h−→ V (n−3)n
∂h−→ V (n−2)n = Z
∂h−→ 0 . (5.17)
With these definitions in place, we can now determine all KK relations between MHV
amplitudes from the geometry of the positive sectors in Rn−2. In the previous subsection,
we saw that each KK relation was realized geometrically as a collection of positive sectors
whose oriented sum was void of any zero-dimensional boundaries. We can equivalently
express this observation as follows: a KK relation corresponds to a vector ν ∈ V (0)n such









ν = 0 . (5.18)
The above condition simply expresses the fact that the geometry corresponding to ν does




× (n − 1)!
matrix whose rows are labelled by (n− 2) element subsets I of [|Hn|], whose columns are







We will call this matrix Mn : V (0)n → V (n−2)n the boundary matrix. Then the kernel of the
boundary matrix is the space of all KK relations amongst the different particle orderings.
In order to clarify this discussion, we will apply it to the four-particle case.
Four-particle MHV Amplitudes. For four particles we have 3 hyperplanes (which are
lines) and 6 rays. Let us label the hyperplanes by
h1 : α4 = 0 , h2 : α2 + α4 = 0 , h3 : α2 = 0 , (5.20)
and the rays by
r1 = (1, 0) = −r4 , r2 = (0, 1) = −r5 , r3 =
1√
2

















These rays correspond to those drawn in figure 5. Using the definition given in (5.10), the
ray forms for each positive sector are given by
ω(c[1234]) = r̃1 ∧ r̃2 , ω(c[1243]) = r̃2 ∧ r̃3 ,
ω(c[1423]) = r̃3 ∧ r̃4 , ω(c[1432]) = r̃4 ∧ r̃5 ,
ω(c[1342]) = r̃5 ∧ r̃6 , ω(c[1324]) = r̃6 ∧ r̃1 .
(5.22)
For the above enumeration of hyperplanes, the boundary matrix computed according
to (5.19) reads
M4 =
(1234) (1243) (1324) (1342) (1423) (1432)
{1, 2} 0 1 −1 1 −1 0 ∂h1∂h2{1, 3} 1 −1 0 −1 0 1 ∂h1∂h3
{2, 3} 1 −1 0 −1 0 1 ∂h2∂h3
r̃1 ∧ r̃2 r̃2 ∧ r̃3 r̃6 ∧ r̃1 r̃5 ∧ r̃6 r̃3 ∧ r̃4 r̃4 ∧ r̃5
. (5.23)
We find the following basis for the kernel of the boundary matrix
−ω(c[1234]) + ω(c[1432]) ,
−ω(c[1324]) + ω(c[1423]) ,
ω(c[1234]) + ω(c[1324]) + ω(c[1342]) ,
ω(c[1234]) + ω(c[1243]) + ω(c[1324]) .
(5.24)
By replacing ω(c[σ]) 7→ A[σ] in each of the above vectors and then equating each vector to
zero we reproduce the KK relations for four particles as listed in (5.4) and (5.7).
We have used this ray-based homological algorithm for up to n = 7 and found all KK
relations for MHV amplitudes. Since we know that the KK relations for a given n hold
across helicity sectors, we have therefore found all KK relations for n ≤ 7 for any helicity.
However, we can explicitly check that this is the case by deriving the KK relations for
non-MHV sectors. To do this requires more sophisticated machinery which is the topic of
the next subsection.
5.3 Poset-based homological algorithm
In section 5.1, we explained how the geometry of the momentum amplituhedron for k = 2
naturally leads to a polytopal realization for MHV amplitudes in terms of positive sec-
tors/oriented simplicial cones. These positive sectors capture which boundaries of the
momentum amplituhedron are shared between different particle orderings. Exploiting this
description, we then presented a ray-based homological algorithm for determining the KK
relations between MHV amplitudes in section 5.2. Unfortunately, the simplifications which
produced cones for MHV amplitudes do not extend to other helicities. For n particles and
k > 2 we cannot reduce the space of α’s parametrizing λ by fixing some subset of them
while still satisfying all positivity constraints for every particle ordering, and the inequalities

















conservation between λ’s and λ̃’s produces rational inequalities for α’s. These inequalities
define complicated, curvy hypersurfaces and in the neighbourhood of any vertex the pos-
itive geometries for different particle orderings can no longer be described as cones. This
being said, the description of MHV amplitudes for different particle orderings in terms of
cones is not essential for deriving the KK relations. Indeed, the only information we used
was that (1) we knew which rays were shared by different particle orderings and (2) we
knew which pairs of rays lived in the same one-dimensional intersection of hyperplanes —
we knew which pairs of rays pointed in opposite directions. The latter point, namely being
able to identify one-dimensional boundaries of momentum amplituhedra which inhabit the
same one-dimensional intersection of hypersurfaces will prove to be the crucial point for
deriving the KK relations beyond k > 2, albeit in a more abstract guise.
In this subsection, we abstract the derivation of the KK relations given previously for
k = 2 and present a poset-based homological algorithm which can be applied to any helicity
sector. Our algorithm does not depend on any detailed analysis of parametrizations for each
positive geometry, but rather it takes as inputs the combinatorial structure of boundaries of
the momentum amplituhedron for different particle orderings which we generate using the
MathematicaTM package amplituhedronBoundaries [14]. We will introduce this algorithm
first by example and re-derive all KK relations for four-particle MHV amplitudes. In order
to simplify our discussion and to make direct contact with the previous subsection, we will
initially continue to work as we did before and parametrise λ in terms of α’s according
to (5.3). Thereafter, we will describe how to move away from this simplified setting.
Throughout our presentation, we will introduce new concepts and terminology which will
ultimately allow us to abstract the notion of “pairs of rays pointing in opposite directions”.
5.3.1 Revisiting MHV amplitudes
Recall that O4 is the set of four-tuples describing the (4 − 1)! = 6 different four-particle
orderings. As detailed previously, for each σ ∈ O4 we can describe the geometry of the
k = 2 momentum amplituhedron as an oriented simplicial cone c[σ] in the two-dimensional
(α2, α4)-space as depicted in figure 5. Each cone has two co-dimension one boundaries
which are semi-infinite lines spanned by rays and a single co-dimension two boundary
which is the vertex v at the origin. We have labelled the six rays in figure 5 by ri where
i = 1, . . . , 6.
Let us denote by P(σ) the set containing c[σ] together with all of its boundaries (of all
co-dimensions). For example,
P(1234) = {c[1234], r1, r2, v} . (5.25)
We will generically refer to elements of P(σ) as boundaries. P(σ) defines a partially ordered
set or poset where the partial order  is defined for any two boundaries B1,B2 ∈ P(σ) by
B1  B2 if B1 = B2 or B1 is a boundary (of any co-dimension) of B2 . (5.26)
If B1  B2 and B1 6= B2, then we write B1 ≺ B2. Each boundary B ∈ P(σ) has a well-defined

















More generally, given a positive geometry (X,X≥0), let P[X≥0] be the set consisting
of X≥0 and all of its boundaries (of all co-dimensions) in X. Then P[X≥0] forms a graded
poset which we will call the boundary stratification of X≥0. In what follows, we will write
P = P[X≥0] for brevity. The combinatorial relationships between boundaries in P can be
depicted graphically as a Hasse diagram. A Hasse diagram is a graph where each node
corresponds to a boundary and two nodes are connected by an edge if one of the nodes is a
co-dimension one boundary of the other. Specifically, if B1 is a co-dimension one boundary
of B2, we draw a directed edge e = (B2,B1) from B2 to B1. Here B2 is the source node of
e, denoted by ∂−(e), and B1 is the target node of e, denoted by ∂+(e). We will always
use a lowercase e to denote a directed edge of a Hasse diagram. Let H[P] label the Hasse
diagram corresponding to P and let E[P] be the set of its directed edges.
The Hasse diagrams H[P(σ)] for each σ ∈ O4 are drawn in figure 11. Note that we
have labelled each directed edge e by a subset of the expressions in {α2, α4, α2 + α4}. We
will refer to these as edge labels. Given a directed edge e = (B2,B1), an expression l = l(~α)
in α parameters is an edge label for e if B1 is a boundary of B2 in the limit l → 0. We
will always use a lowercase l for edge labels and we will use L(e) to denote the set of edge
labels for e. For example, H[P(1234)] has edges
e1 = (c[1234], r1) , e2 = (c[1234], r2) , e3 = (r1, v) , e4 = (r2, v) , (5.27)
which are labelled by
L(e1) = {α4} , L(e2) = {α2} , L(e3) = {α2,α2+α4} , L(e4) = {α4,α2+α4} . (5.28)
Since we are ultimately interested in deriving relations between momentum ampli-
tuhedra for different particle orderings, it will be useful to introduce some terminology for
families of positive geometries. From now on, we will assume that n and k are fixed (and
k = 2 in this subsection) which will allow us to label relevant positive geometries using
permutations from On. Then {P(σ)}σ∈On is an indexed family of boundary stratifications
of positive geometries X(σ)≥0 and let us suppose we have assigned edge labels to every edge





Given an edge label l we define
Ě(l) ≡ {e ∈ E : l ∈ L(e)} (5.30)
to be the set of all edges for which l is an edge label. For example for n = 4, the posets
{P(σ)}σ∈O4 are such that the sets Ě(α2), Ě(α4), and Ě(α2 + α4) each contain 12 edges as
can be verified from figure 11.
Having introduced the definitions for Hasse diagrams and edge labels, we now turn
our attention to defining boundary operators in analogy with what we did in section 5.2.
Here the notion of “boundary operators with respect to hyperplanes” will be replaced

















Figure 11. The Hasse diagrams H[P(σ)] for all four-particle orderings.
“boundary matrix” as we did before, and the kernel of this matrix will be spanned precisely
by all KK relations. In order to define our boundary operators, it will prove useful to assign
signs to edges in each Hasse diagram subject to certain compatibility criteria. In order to
clarify these compatibility criteria, we need to define poset intervals and diamonds.
Let B1 and B2 be two boundaries in some boundary stratification P and suppose that
B1  B2. Then their interval, denoted [B1,B2], is defined as the set of all boundaries B




∣∣B1  B  B2} . (5.31)
Let I = [B1,B2]. If dim(B2) = dim(B1) + 2 and I = {B1,B,B′,B2} where B and B′
are both co-dimension-one boundaries of B2, and B 6= B′, then we will call this interval
a diamond. The terminology reflects the fact that the Hasse diagram for this interval is
diamond-shaped. We will also use the term diamond to refer to any subgraph of a Hasse
diagram which represents a diamond. The Hasse diagrams in figure 11 are all examples
of diamonds.
Returning to our generic interval I, it is possible to assign a sign to each edge in the
corresponding Hasse diagram H[I] such that for every diamond D:∏
e∈E[D]

















Figure 12. Example of diamond-compatible sign assignment for the Hasse diagrams H[P(σ)],
σ ∈ O4.
where the product is over all edges e in the diamond D and sgn(e) is the sign assigned to e.
We will refer to an assignment of signs satisfying this condition as being diamond compat-
ible. We demand this condition to make the boundary operator nilpotent, and therefore
our construction homological. An example of a diamond compatible sign assignment for
the Hasse diagrams in figure 11 is given in figure 12. With these sign assignments, we can
now define boundary operators with respect to edge labels.
For an edge label l, we define the boundary operator with respect to l, denoted by ∂l,





where the sum is over all directed edges e with source node ∂−(e) = B which can be labelled
by l. For example, from figure 12 we see that
∂α4∂α2c[1234] = ∂α4r2 = v and ∂α2∂α4c[1234] = ∂α2r1 = −v . (5.34)
By construction, ∂2l = 0 for any edge label l. This follows from that fact that for every
pair of edges (e, e′) where ∂+(e) = ∂−(e′), their sets of edge labels are always disjoint:





















with the sum over all distinct edge labels l, then using the diamond compatible sign as-
signment given in figure 12, it is easy to check that for all particle orderings σ ∈ O4
∂2c[σ] =
(
∂α2 + ∂α4 + ∂(α2+α4)
)2
c[σ] = 0 , (5.36)
i.e. the total boundary operator ∂ is nilpotent. In fact, the diamond compatibility condition
was chosen precisely such that the total boundary operator would be nilpotent.
The boundary operator with respect to an edge label gives us a way to move from a
level (all boundaries of the same dimension) in a Hasse diagram to a level of one lower
dimension. We next consider chains of these boundary operators which take us from the
top of a Hasse diagram to the bottom. To this end it is useful to introduce the notion of
complete paths, complete path labels, and boundary operators with respect to these labels.
Let P be the boundary stratification of a d-dimensional positive geometry X≥0 and
let v be one of the zero-dimensional boundaries in P — a vertex. We will denote by
Iv = [v,X≥0] an interval with the lowest element min(Iv) = v and the top-dimensional
element max(Iv) = X≥0. We define a complete path γ in Iv to be a path in H[Iv] from
X≥0 to v. Each complete path γ can be expressed as a d-tuple of edges γ = (e1, . . . , ed)
where the edges form a connected chain: ∂−(e1) = X≥0, ∂+(ed) = v, and every pair of
adjacent edges (ei, ei+1) in γ satisfies ∂+(ei) = ∂−(ei+1). We will use Γ[Iv] to denote the
set of complete paths in Iv.
Now let us consider {I(σ)v }σ∈On = {[v,X
(σ)
≥0 ]}σ∈On — an indexed family of intervals
where min(I(σ)v ) = v is the same for all σ ∈ On. Additionally, suppose we have assigned
edge labels to all edges as well as signs compatible with diamonds. We will denote by Γv




Γ[I(σ)v ] . (5.37)





γ = (e1, . . . , ed) ∈ Γ[I(σ)v ] : ei ∈ Ě(l(i))
}
⊆ Γv (5.38)
to be the set of all complete paths in each interval which can be identified by ~l. If Γ̌(~l ) 6= ∅,
then we will refer to ~l as a complete path label. For example, for n = 4 there are 4 complete
paths which can be labelled by ~l = (α4, α2), therefore (α4, α2) is a complete path label and
Γ̌(α4, α2) has 4 elements.
Returning to {I(σ)v }σ∈On , the significance of these complete path labels is that they
formalise the notion of “pairs of rays pointing in opposite directions”. More precisely, given
a complete path label ~l = (l(1), . . . , l(d−1), l(d)), the complete paths in Γ̌(~l ) allow us to iden-
tify all one-dimensional boundaries inhabiting the same one-dimensional variety defined by
l(1) = · · · = l(d−1) = 0. The one dimensional boundaries for which l(1) = · · · = l(d−1) = 0 are
given by the source nodes ∂−(ed) of the final edges ed in each path γ = (e1, . . . , ed) ∈ Γ̌(~l ).
Consequently, using complete path labels allows us to identify one-dimensional boundaries

















join together to form the one-dimensional variety given by l(1) = · · · = l(d−1) = 0 without
needing to solve any equations.
We define the boundary with respect to the complete path label ~l = (l(1), . . . , l(d)),
denoted by ∂~l, as
∂~l ≡ ∂l(d) · · · ∂l(1) , (5.39)
the product (written in reverse order) of the boundary operators with respect to each edge
label appearing in ~l. For example, in our example for n = 4
∂(α2,α4)c[1234] = ∂α4∂α2c[1234] = v and ∂(α4,α2)c[1234] = ∂α2∂α4c[1234] = −v . (5.40)
Having defined these boundary operators, we now want to define the analogue of the
“boundary matrix” introduced in section 5.2. We do this by first identifying a minimal
collection of complete paths needed in order for the kernel of the resulting boundary matrix
to be congruent with the space of all KK relations. A set of complete path labels Γmin ⊂ Γv
is called a minimal collection if for every σ ∈ On and for every one-dimensional boundary
B ∈ I(σ)v , there exists a complete path γ = (e1, . . . , ed) labelled by one of the labels in Γmin,
that is γ ∈ ⋃~l∈Γmin Γ̌(~l ), such that γ passes through B (i.e. ∂−(ed) = B). Generically, the
sets of complete paths in {Γ̌(~l )}~l∈Γmin are not mutually disjoint and their union is a strict
subset of Γv. An example of a minimal collection for n = 4 is given by {~l1,~l2,~l3} where
~l1 (solid) = (α4, α2) , (5.41a)
~l2 (dashed) = (α2, α4) , (5.41b)
~l3 (dotted) = (α2 + α4, α2) . (5.41c)
The complete paths identified by these labels are drawn in figure 13 as solid, dashed and
dotted paths, respectively.
Finally, we define the boundary matrix with respect to a minimal collection of complete












) v , (5.42)
where ~lj ∈ Γmin, σ ∈ On and v is the common vertex for each interval. In the second
equality we have written a sum over all complete paths in H[I(σ)v ] labelled by ~lj and for
each complete path we have taken the product of the signs along the edges of the path.
Crucially, the null space of M determines all KK relations between the positive ge-
ometries {X(σ)≥0 }σ∈On . To see this, remember that any minimal collection of complete
path labels has the property that for each one-dimensional boundary B in an interval in
{I(σ)v }σ∈On , there is at least one complete path identified by one of the labels in Γmin which
passes through B. Let νnull ∈ ker(M) be a non-trivial element of the kernel of M . Then
νnull is a linear combination of the positive geometries {X(σ)≥0 }σ∈On such that for every

















Figure 13. Complete paths for n = 4 and the minimal collection of labels which identify them.
variety defined by l(1) = · · · = l(d−1) = 0, which passes through the zero-dimensional
boundary v and which contains a non-empty subset of one-dimensional boundaries from
the intervals in {I(σ)v }, the one-dimensional boundaries which inhabit this variety conspire
in νnull to completely remove the zero-dimensional boundary. Consequently, νnull represents
a geometry without a zero-dimensional boundary which means that it cannot be a positive
geometry and, hence, the corresponding linear combination of canonical differential forms
must vanish.
For example, using the minimal collection of complete path labels given in (5.41) for
n = 4, the corresponding boundary matrix is given by
M =

∂~l1c[1234] · · · ∂~l1c[1432]
∂~l2c[1234] · · · ∂~l2c[1432]
∂~l3c[1234] · · · ∂~l3c[1432]
 =
−1 0 −1 0 1 11 −1 0 1 0 −1
0 1 1 −1 −1 0
 . (5.43)
We find the following basis for the null space of M :
c[1234] + c[1432] ,
c[1324] + c[1423] ,
c[1234]− c[1324]− c[1342] ,
c[1234] + c[1243]− c[1324] .
(5.44)
We now want to replace the cones in each of the four null vectors listed above by their

















we will need to multiply each canonical differential form by an appropriate sign in order
for its leading singularities (its residues on zero-dimensional boundaries) to be compatible
with the signs we assigned to the edges of the corresponding Hasse diagram. To find these
multiplicative weights, we begin by listing the canonical differential forms for each cone,
Ω(c[1234]) = Ω(c[1432]) = d logα4 ∧ d logα2 ,
Ω(c[1243]) = Ω(c[1342]) = d logα2 ∧ d log(α2 + α4) ,
Ω(c[1324]) = Ω(c[1423]) = d log(α2 + α4) ∧ d logα4 ,
(5.45)
which can be read off from figure 5. For each of the complete path labels ~l = (l(1), l(2)) ∈
{~l1,~l2,~l3} given in (5.41) we can define the residue operation along ~l, denoted by res~l , as
res~l = resl(2)=0 resl(1)=0 . (5.46)
Then for each σ ∈ O4, the weight required to multiply Ω(c[σ]), which we will denote by w[σ],
is obtained by taking a single complete path label ~l with respect to σ (i.e. Γ̌(~l)∩Γ[I(σ)v ] 6= ∅)
and computing
res~l Ω(c[σ])× v = w[σ]× ∂~l c[σ] . (5.47)
It is easy to check that
w[1234] = −1 = −w[1432] , w[1243] = −1 = −w[1342] , w[1324] = 1 = −w[1423] .
(5.48)
If we now replace c[σ] → w[σ]Ω(c[σ]) in (5.44) and set each null vector to zero we obtain
the four-particle KK relations for the canonical differential forms
−Ω(c[1234]) + Ω(c[1432]) = 0 ,
−Ω(c[1324]) + Ω(c[1423]) = 0 ,
Ω(c[1234]) + Ω(c[1324]) + Ω(c[1342]) = 0 ,
Ω(c[1234]) + Ω(c[1243]) + Ω(c[1324]) = 0 ,
(5.49)
in agreement with the KK relations for four-particle MHV amplitudes listed in (5.4)
and (5.7).
A similar strategy can be employed in the general case when working with {I(σ)v }σ∈On .
For each σ ∈ On, we define the weight w[σ] by taking any complete path label ~l with
respect to I(σ)v and computing
res~l Ω(X
(σ)
≥0 )× v = w[σ]× ∂~lX
(σ)
≥0 , (5.50)
where Ω(X(σ)≥0 ) is the canonical differential form for X
(σ)
≥0 , v is again the zero-dimensional
boundary common to each interval, and res~l is the natural generalization of residue opera-
tion along ~l defined previously. Then each vector in the null space of the boundary matrix
(with respect to some minimal collection) can be mapped to a KK relation by replacing
each X(σ)≥0 with w[σ]Ω(X
(σ)

















5.3.2 All helicity sectors
The poset-based homological algorithm presented in the previous subsection was used to
derive the KK relations for MHV amplitudes in the simplified setting of section 5.1, where
each positive sector was an oriented simplicial cone in (n−2) dimensions as opposed to the
full (2n− 4)-dimensional space. However, we can also derive the same KK relations using
the full boundary stratification of the momentum amplituhedron for different orderings.
In fact, this algorithm can be readily applied to any helicity sector. The only steps which
need to be clarified in order to do this are (1) how to find the boundary stratification of
the momentum amplituhedron for different orderings, and (2) how to generate edge labels.
For a general n and k, with 2 ≤ k ≤ n − 2, the zero-dimensional boundaries (or ver-
tices) of the standard-ordering momentum amplituhedronMn,k =M(12...n)n,k are shared by




of them. These vertices are in one-to-one corre-
spondence with vertices of the non-negative Grassmannian G≥0(k, n) via a linear map [6].
Each vertex of Mn,k can be labelled by a k-element subset I of [n] = {1, 2, . . . , n} which
identifies the only non-zero maximal minor of the matrix representing the corresponding




as vI . Fix




. The poset interval betweenMn,k and vI , denoted by [vI ,Mn,k],
can be easily obtained using the function momInterval from the MathematicaTM package
amplituhedronBoundaries [14]. Given any ordering σ ∈ On, the interval between M(σ)n,k
and vI is isomorphic to the interval between the standard ordering momentum amplituhe-










Consequently, momInterval can again be used to obtain intervals for different orderings
around each vertex vI . Examples of such intervals forM(σ)4,2 can be found in appendix A.
Turning our attention to edge labels, for any boundary B of the momentum amplituhe-
dronM(σ)n,k, we can determine which spinor brackets and which multi-particle Mandelstam
variables vanish for B. Additionally, starting from n = 6 and k = 3, some elements in
the boundary poset ofMn,k might have boundaries corresponding to a sum of more than
two external momenta going soft. We will denote the set of vanishing spinor brackets,
multi-particle Mandelstam variables and multi-particle momenta pi1 + . . . + pir for r > 2,
by Z(B). Now, given a directed edge e = (B2,B1) in the Hasse diagram for the interval
[vI ,M(σ)n,k] we fix the set of edge labels for e to be S(e) = Z(B1) \ Z(B2). It contains all
spinor brackets, Mandelstam variables and sums of momenta which vanish for B1 but are
not zero for B2.
Once all intervals have been generated and edge labels have been determined, our
poset-based homological algorithm can be used to derive the KK relations in all helicity sec-
tors. Importantly, it is sufficient to consider just one vertex, say v{1,2,...,k}, to derive all KK
relations. This can be attributed to the fact that all momentum amplituhedra share all ver-
tices and moreover that the geometries around a given vertex vI are identical with the ones
around v{1,2,...,k}, after a relabelling. We have explicitly checked that this reproduces the

















6 Kleiss-Kuijf relations from the kinematic associahedron geometry
Our construction from the previous section can also be adapted to bi-adjoint scalar φ3
theory to derive KK relations using the kinematic associahedron. The kinematic associa-
hedron An is the positive geometry associated with tree-level amplitudes of scalars in the
adjoint representation of the product of two color groups SU(N)×SU(Ñ) with cubic inter-
actions. A comprehensive discussion of this theory can be found in [16] and the kinematic
associahedron was first introduced in [8]. The n particle tree-level amplitude Mn in this






Tr (T aα(1)T aα(2) · · ·T aα(n))Tr
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where α and β encode the orderings, and mn(α|β) are referred to as double-partial am-
plitudes. Since the KK relations refer to a single color structure, in the following we will
fix α to be the standard ordering and define mn(1, 2, . . . , n|β) ≡ mn(β). In this case, the









where the sum is over planar Feynman diagrams which can also be ordered with re-
spect to β, Xi,j ≡ si,i+1,...,j−1 are the planar Mandelstam variables formed of momenta
of consecutive particles and are the propagators in each Feynman diagram, and nflip(β) ≡
nflip(1, 2, . . . , n|β) is defined in [16].
The fact that the amplitudes (6.1) have a similar color structure to that of SU(N) gauge
theories described earlier allows for a derivation of similar KK relations. In particular, in
analogy to (2.3) the double-partial ordered amplitudes satisfy
mn(1, {α}, n, {β}) = (−1)nβ
∑
σ∈{α}{βT }
mn(1, {σ}, n) . (6.3)
In this section we show how these relations can be derived from the kinematic associa-
hedron.
Let us start by recalling the usual definition of the kinematic associahedron for the
standard ordering [8]. Similarly to the momentum amplituhedron, it is defined as an
intersection:
An ≡ ∆n ∩Hn , (6.4)
where ∆n is the positive region defined by the requirement that all planar Mandelstam
variables are positive, i.e. Xi,j ≥ 0, and Hn is the affine subspace defined by demanding
the following constants to be positive:

















for all non-adjacent 1 ≤ i < j < n. Since the subspace Hn is (n − 3)-dimensional, when
solving (6.5) we can choose which planar variables parametrize Hn. In the following we
will parametrize Hn by X1,i for 3 ≤ i ≤ n− 1.
For a non-standard ordering β, certain variables Xi,j do not appear in the amplitude
m(β) since they are not planar with respect to this ordering. At the level of the underly-
ing geometry, this corresponds to taking the corresponding boundaries of the (standard-
ordering) associahedron to infinity. This can be accomplished in the definition of the asso-
ciahedron for the ordering β in two different ways. One option is to change the definition
of the affine subspace Hn by modifying the constraints in (6.5), as was done in [8]. This
however leads to associahedra for different orderings living on different subspaces. Instead,
and in order to apply the results of previous sections, here we will define the associahedron
An(β) for the ordering β by modifying the definitions of the positive regions. Then
An(β) = ∆n(β) ∩Hn , (6.6)
where the positive region ∆n(β) can be obtained using a method which closely follows
the construction of double-partial amplitudes in [16]. First, draw a circle with n nodes
on its boundary, labelled by the standard ordering, and link the nodes with a loop of line
segments according to the ordering β. Thereafter, one proceeds iteratively as follows: start
by locating a set {i, i+1, . . . , i+r} of at least two consecutive external labels, r > 1, which
are also consecutive in the β-ordering. We assume that this set is maximal and cannot be
extended by adding other consecutive labels. If there is no such set then ∆n(β) = ∅ and
if r = n then ∆n(β) = ∆n. Next, redraw the graph by moving all points in the set along
the boundary of the disk, until they are close to each other. If the lines emanating from
the nodes labelled by i and i + r intersect, call this intersection point by R. The points
{i, i+ 1, . . . , i+ r,R} form a convex polygon which should now be removed by bringing the
point R to the boundary of the disk. This leads to a new graph, with R as an external
point, and one can repeat the same procedure. If at any given point one fails to find a
consecutive set of r external labels with r > 1 then ∆n(β) = ∅. Finally, every time we
remove a polygon we define a pair of labels (ij , ij + rj + 1). These labels provide a partial
triangulation of a regular n-gon with diagonals given by
D(β) = {(i1, i1 + r1 + 1), (i2, i2 + r2 + 1), . . . , (iq, iq + rq + 1)} , (6.7)
where q indicates the number of iterations of the above procedure before it halts. To define
the positive region ∆n(β), for each diagonal (i, j) ∈ D(β) we demand Xi,j ≥ 0, and for each
diagonal (a, b) which does not intersect any diagonal (i, j) ∈ D(β), we demand Xa,b ≥ 0
also. In this way, given an ordering β we can construct the positive region ∆n(β) from
the partial triangulation of a regular n-gon D(β) corresponding to β. We illustrate our
definition of the positive regions with the example in figure 14. It is worth emphasizing
that in our construction ∆n(β) = ∆n(β−1) and therefore An(β) = An(β−1). Moreover, in
contradistinction to the momentum amplituhedron case, all associahedra do overlap.
Definition (6.6) allows us to define an oriented sum of associahedra for different or-


















Figure 14. Definition of the positive region ∆7(1547632). We get a partial triangulation of a
regular 7-gon with diagonals D(1547632) = {(1, 4), (1, 6), (4, 6)}. This leads to ∆7(1547632) =
{X1,3 ≥ 0, X1,4 ≥ 0, X1,6 ≥ 0, X2,4 ≥ 0, X4,6 ≥ 0}.
relations for bi-adjoint scalar φ3 amplitudes, we will look for oriented sums which do not
have vertices in their boundary stratifications. Importantly, given an ordering β, the asso-
ciahedron An(β) is an (n−3)-dimensional polyhedron in Hn, whose vertices are a subset of
the vertices of the associahedron for the standard ordering. Let us call this set of vertices
Vn. In particular |Vn| = Cn−2, where Cn is the n-th Catalan number.
Having defined the associahedron An(β) for any ordering β, one can find a canonical
differential form ω(β)n = Ω(An(β)) with logarithmic singularities on all its boundaries. For








where the sum is over all planar cubic graphs and the signs are determined by requiring
that the form must be projective. The canonical forms ω(β)n can be found from (6.8) by
setting to zero all terms involving dlogXi,j for which the boundaries Xi,j = 0 are pushed
to infinity in A(β)n . In particular, we define
ω(β)n = (−1)nflip(β)ω(12...n)n
∣∣∣
dlogXi,j→0 if Xi,j=0 is not a boundary of ∆n(β)
, (6.9)
where nflip(β) was introduced earlier in (6.2) and the prefactor (−1)nflip(β) determines the
orientation of the associahedron A(β)n relative to the standard ordering. This orientation is
chosen such that the double-partial amplitudes mn(β) can be consistently extracted from








We conclude this subsection with an interesting remark on the number of non-empty
positive regions ∆n(β) for a given n. In the definition of ∆n(β), we specified that if at any
stage we cannot find a set of r consecutive external labels with r > 1 then ∆n(β) = ∅. This

















n 4 5 6 7 8
pn 6 22 90 394 1806
Table 3. Number of non-empty positive regions pn for 4 ≤ n ≤ 8 particles.
and we say that the ordering β is not compatible with the standard ordering. This implies
that the number of non-empty positive regions is not simply (n − 1)! = |On|, but can
be smaller. In particular, we found by direct enumeration that the number of non-empty
positive regions pn for n particles is given (up to n = 8) by the numbers listed in table 3.
This sequence of numbers is called the Large Schröder Numbers and has already been
found in the context of positive geometries in the study of generalized triangles for the
amplituhedron A(2)n,k, see [17] for details. In particular, the partial triangulations which we
construct in the definition of the positive region ∆n(β) correspond to the graphical labels
for generalized triangles described in [17].
6.1 Ray-based homological description
In order to determine the KK relations (6.3) for mn(β) we will apply the ray-based ho-
mological construction from section 5.2 to each vertex of the associahedron An, namely
all vertices v ∈ Vn. Once again, we will find that the KK relations correspond to oriented
sums of associahedra which do not have any vertices in their boundary stratification. For
such oriented sums, the corresponding sum of canonical forms must vanish. We will exploit
the fact that when one zooms in on any vertex v ∈ Vn, then around this point every asso-
ciahedron An(β) which contains v as a vertex looks like an (n− 3)-dimensional simplicial
cone spanned by exactly (n− 3) rays. We denote this cone by










if v ∈ An(β) and otherwise it is empty. Here rv
jβi
are rays. To each such cone we can
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∧ · · · ∧ r̃v
jβn−2
, (6.12)
if v ∈ An(β) and otherwise zero. Again, we can construct boundary operators which act
on these ray forms as explained in section 5.2 and proceed to construct boundary matrices
M
(v)
n around each vertex v ∈ Vn. Then the KK relations are given by the common null
space of all matricesM (v)n . Importantly, there are exactly pn−|Vn| = pn−Cn−2 independent
KK relations, where pn is given by the number of non-empty positive regions, and Cn is
the n-th Catalan number.
We illustrate this discussion by providing kinematic associahedra for n = 4, 5 and we


















Figure 15. Partial triangulations in the definition of positive regions ∆4(β).
Four-particle Amplitudes. For n = 4 there are six non-empty positive regions la-
belled by the β-orderings in O4. Since ∆n(β) = ∆n(β−1) we get three distinct positive
regions: ∆4(1234) = ∆4(1432), ∆4(1243) = ∆4(1342) and ∆4(1423) = ∆4(1324). Using
the definition of ∆n(β) we find
∆4(1234) = {X1,3 ≥ 0, X2,4 ≥ 0} , (6.13)
∆4(1243) = {X1,3 ≥ 0} , (6.14)
∆4(1423) = {X2,4 ≥ 0} , (6.15)
which can be found from the partial triangulations of a square, depicted in figure 15. The
affine subspace H4 is given by
H4 = {(X1,3, X2,4) : X2,4 = c13 −X1,3} ⊂ R2 . (6.16)
The three associahedra for n = 4, in the space parametrized by X1,3, are given by a segment
for the standard ordering and two semi-infinite lines for the remaining two orderings:
A4[1234] = [0, c13] , A4[1243] = [0,+∞) , A4[1423] = (−∞, c13] . (6.17)
The set of vertices V4 = {v1, v2} contains two points: v1 = (0) and v2 = (c13). Around each
vertex in V4, the associahedra can be described as one-dimensional cones and we collect
this information in table 4, where rv1 = (1) and rv2 = (−1). The ray one-forms for each
associahedron around each vertex are given in table 5.














for which the common kernel is spanned by a single vector (1, 1, 1). Therefore, the canonical
























β A4(β) around v1 = (0) around v2 = (c13)
(1234) [0, c13] v1 + spanR≥0{r
v1} v2 + spanR≥0{r
v2}
(1243) [0,+∞) v1 + spanR≥0{r
v1} ∅
(1423) (−∞, c13] ∅ v2 + spanR≥0{r
v2}
Table 4. Associahedra for n = 4 in the neighbourhood of each vertex in V4 as one-dimen-
sional cones.
β A4(β) around v1 = (0) around v2 = (c13)
(1234) [0, c13] r̃v1 −r̃v2
(1243) [0,+∞) −r̃v1 0
(1423) (−∞, c13] 0 r̃v2
Table 5. Ray one-forms describing associahedra for n = 4 in the neighbourhood of each vertex
in V4.
⊕ ⊕ =
Figure 16. Oriented sum of three associahedra for n = 4 producing an infinite line.
from which we can immediately extract the KK relation
m4(1234) +m4(1243) +m4(1423) = 0 , (6.20)
using (6.10). This KK relation can be understood directly in terms of the oriented sum
A4(1234) ⊕ A4(1243) ⊕ A4(1423) which is depicted in figure 16. There we see that the
oriented sum of the three associahedra produces an infinite line without any vertices, and
this absence of zero-dimensional boundaries necessitates (6.19).
Five-particle Amplitudes. The five-particle case is the first time when not all permu-
tations β in O5 lead to non-empty positive regions ∆5(β). In particular, ∆5(13524) =
∆5(14253) = ∅ and we are left with only 22 non-trivial associahedra, and 22/2 = 11 dis-
tinct positive regions, which we depicted in figure 17. The associahedron A(12345)5 in the
standard ordering is a pentagon and therefore the set of all vertices which we need to

















Figure 17. Associahedra for n = 5. The depicted geometries are all oriented counter-clockwise.
parametrized by X1,3 and X1,4, having coordinates
(0, 0)︸ ︷︷ ︸
v1
, (c13, 0)︸ ︷︷ ︸
v2
, (c13 + c14, c14)︸ ︷︷ ︸
v3
, (c13 + c14, c14 + c24)︸ ︷︷ ︸
v4
, (0, c14 + c24)︸ ︷︷ ︸
v5
, (6.21)
where cij are positive constants. To define boundary operators we need to consider the set
of five hyperplanes H5 = {h1, h2, h3, h4, h5} where
X1,3 = 0︸ ︷︷ ︸
h1
, X1,4 = 0︸ ︷︷ ︸
h2
, X1,3 − c13 − c14 = 0︸ ︷︷ ︸
h3
, X1,4 − c14 − c24 = 0︸ ︷︷ ︸
h4




Around each vertex v ∈ V5, every positive region ∆5(β) is either a two-dimensional cone
c(v)[β] spanned by two rays or it is empty. Therefore we can assign a ray two-form ω(cv[β])





× p52 = 10 × 11. We need to find all elements which are common to
the kernels of these matrices. To do this we stack these matrices together and define








5 ). We find that the kernel of M5 is 6-dimensional








































































5 = 0 .
(6.23)
These relations together with the reflection relations provide all 6 + 11 = 17 KK relations
between canonical forms ω(β)5 and therefore between double-partial amplitudes m5(β). To
illustrate further how these relations arise geometrically, we include in figure 18 the oriented
sum of the associahedra participating in the fourth KK relation listed above. The oriented
sum produces the bounded region where X2,5 ≥ 0. Since this bounded region does not
have any vertices, the corresponding sum of canonical differential forms must vanish.
7 Conclusions and outlook
In this paper, we showed how the KK relations for tree-level partial amplitudes originate in
the framework of positive geometries. In particular, we derived the KK relations in N = 4
sYM and in bi-adjoint φ3 theory from the geometry of the momentum amplituhedron and
the kinematic associahedron, respectively. To this purpose, we started by defining these
positive geometries for orderings of the external particles different from the standard. The
momentum amplituhedron and the kinematic associahedron are defined as the intersection
of two spaces — a proper-dimensional affine subspace of the appropriate kinematic space
and a winding space/positive region. For both geometries, we can choose the positive
region to depend on the particle ordering, while the affine subspace remains the same
across different orderings. In this way, we can directly compare the positive geometries
for different orderings and study how they fit together. After formulating the notion of an

















geometries give rise to a vanishing sum of canonical differential forms. We showed that,
whenever the oriented sum of positive geometries has no zero-dimensional boundaries,
i.e. vertices, the corresponding sum of canonical forms must vanish. This serves as the
principle underlying the geometric representation of the KK relations.
Using this guideline, we were able to derive the KK relations from the geometry of the
momentum amplituhedron. We presented two procedures, both homological in nature. The
first algorithm was applicable only to the MHV sector, where the definition of the k = 2
momentum amplituhedron for n particles naturally gives rise to a complete fan of oriented
simplicial cones in Rn−2 (incidentally, this fan is dual to the permutohedron of order (n−1)).
This algorithm exploited the fact that each positive sector — each simplicial cone — could
be written as the positive span of (n−2) rays. The essence of this method was that we were
able to identify which pairs of rays pointed in opposite directions; these were the rays which
lived in the same one-dimensional intersection of (n − 3) facet-defining hyperplanes. By
abstracting this notion, and taking as input the combinatorial structure of boundaries of the
momentum amplituhedron for different orderings, we presented a poset-based homological
algorithm for deriving the KK relations in any helicity sector. Afterwards, we moved to
consider the kinematic associahedron. In order to compare kinematic associahedra for
different particle orderings we modified the original definition presented in [8] such that
the same affine subspace could be shared. In the neighbourhood of each vertex, kinematic
associahedra can be described as oriented simplicial cones and in doing this we were able
to reuse the ray-based homological algorithm developed for MHV amplitudes to derive all
KK relations in this context.
The results found in this paper are surprising since the KK relations, which are group-
theoretic in nature, arise geometrically from partial amplitudes which do not carry any
information about color. Nevertheless, we see that the notion of positivity with respect
to some ordering is rich enough to fully encode all KK relations between color-ordered
amplitudes. This fits well with the idea that “color is kinematics” [8].
This paper opens various directions for future research. The first direction to consider
is how to formalise the oriented sum of positive geometries introduced here. In particular,
can one formulate a well-defined set-theoretic definition for the oriented sum of semi-
algebraic sets in the real slice of some complex projective algebraic variety? The idea of
adding positive geometries already appeared in a previous paper [18] where we considered
the sum of canonical forms for momentum amplituhedra over different helicity sectors. The
oriented sum also appears in the cancellation of spurious boundaries in triangulations of a
positive geometry. This mathematical point certainly deserves further investigation.
Furthermore, having demonstrated how the KK relations are realized geometrically
from the momentum amplituhedron and the kinematic associahedron, it is natural to ask
whether the Bern-Carrasco-Johansson (BCJ) relations [19] can also be derived from a ge-
ometric perspective. In particular, can we find a meaning for the kinematic pre-factors
multiplying partial amplitudes in these relations? It would be very interesting to under-
stand whether and how these kinematic pre-factors could arise in a geometric fashion. We

















Figure 19. Hasse diagrams of the interval between M(1234)4,2 (left) and M
(1324)
4,2 (right), and the
vertex v{1,2}.
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A Poset intervals for MHV four-point amplitudes
In this appendix we present in figure 19 the Hasse diagrams of the intervals between the
momentum amplituhedraM(1234)4,2 ,M
(1324)
4,2 and the zero-dimensional boundary, or vertex,
v{1,2} using the full boundary stratifications. The intervals for the other orderings are
topologically equivalent to the ones presented here. In the Hasse diagrams, we explicitly
indicate the edge labels, i.e. the spinor brackets which vanish when approaching a specific
boundary, and a diamond-compatible assignment of signs to every edge.
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