Abstract. It is critical for companies to accurately predict customer churn if they want to achieve sustained development. Previous studies have used many machine learning methods to predict customer churn. The common models cannot make full use of time series features. To overcome this shortcoming, we propose a model based on LSTM and CNN which has cross-layer connections between the LSTM layers and the convolution layers. This model can simultaneously learn latent sequential information and capture important local features from time series features. Moreover, we introduce a method of constructing new features by training an XGBoost model on the existing features. Experimental results on the real-life dataset show that the model we proposed performs better than other comparison models.
Introduction
Customer churn is the phenomenon that the customers abandon continuing to use the services provided by the companies. In recent years, with the increasingly fierce market competition, customer churn is increasing in various industries, including the music streaming industry. A slight variation in churn can significantly affect the profits [1] . The cost of acquiring new customers is more than five times the cost of retaining existing customers [2] . Therefore, to maintain sustainable development, companies must accurately identify potentially churn customers and implement corresponding retention operations.
Customer churn prediction has attracted widespread attention in industry and academia in many fields, such as telecommunications [3, 4] , music streaming [5, 6] and insurance [7] . It is generally regarded as a binary classification task to predict the probability of customer churn in the future. Many popular machine learning models have been successfully used for this task, such as Logistic Regression (LR) [3] , Random Forests (RF) [8] and Support Vector Machine (SVM) [9] . Nowadays, companies can collect a large amount of log data from customers and extract time series features which can characterize the potential behavioral trends of customers. The conventional models cannot process time series features and need a large amount of hand-crafted features. To overcome these shortcomings, Convolutional Neural Networks (CNN) [10] and Long Short-Term Memory (LSTM) [6] are used in customer churn prediction. However, the structure of these two models is simple, and their ability to learn features is limited. LSTM can automatically learn latent sequential information from time series data, but it cannot capture important local features. CNN is the opposite.
In this paper, we proposed a densely-connected LSTM-CNN (DLCNN) model for customer churn prediction in music streaming. This model uses LSTM layers to learn latent sequential information and then uses convolutional layers to capture important local features from LSTM layers' output. At the same time, we introduce cross-layer connections between LSTM layers and convolutional layers. Moreover, we propose a method of constructing new features by training an XGBoost [11] model on the existing features. This can improve model performance from the feature level.
In summary, the contributions of this paper are as follows: 1) We propose a novel model based on LSTM and CNN for customer churn prediction without any hand-crafted features.
2) We introduce a method of constructing new features by using existing features. 3) We compare the proposed model with the commonly used churn prediction model on a real-life dataset and verify the effect of the method of constructing features.
The remainders of this paper are organized as follows. In Section 2, we review related work. Next, we introduce the proposed model DLCNN and the proposed method of constructing new features in Section 3. After that, we report experiments in Section 4 and conclude the paper in Section 5.
Related Work
Although there are not many studies on customer churn prediction in music streaming industry, there are many researches on customer churn prediction in other fields. Many machine learning models have been used for customer churn prediction successfully. Nie et al. used logistic regression and decision tree to predict the churn of credit card users [12] . Mishra et al. compared RF to existing well-known base classifiers, such as SVM, C4.5 and found that RF performs best [4] . Gregory used XGBoost and LightGBM on the customer churn prediction dataset with a wide-variety of temporal features [5] . Castanedo et al. proposed a multilayer feed-forward neural network to predict customer churn in telecom [13] . Zhang et al. proposed Deep & Shallow model to take the strengths of both memorization and generalization in the insurance industry [7] .
Some deep learning models have been developed to predict customer churn with time series features. Martins used LSTM to model time series features and the experimental results showed that LSTM had a comparable performance to RF for churn detection in music streaming service [6] . Wangpaiowang organized features into images and then trained a CNN model. The results showed that the CNN model outperformed other simpler models such as decision tree [10] . Zhang proposed WiseNet which was consisted of a convolutional network and a novel encoding method that transforms customer data into images to predict customer churn in telecommunication operators [14] .
Methodology
In this section, we first introduce proposed model DLCNN in detail. Then, we describe how to construct new features from existing features. 
DLCNN
To simultaneously learn latent sequential information and capture important local features, we propose DLCNN model which is consisted of LSTM and CNN. Inspired by DenseNet [15] , we introduce cross-layer connections between LSTM layers and convolutional layers, that is, we input the output of LSTM layers directly to all convolution layers. Cross-layer connections have two advantages: on the one hand, it makes gradient flow easier when updating the model's parameters, which is beneficial to the training of the model; on the other hand, the high-level convolution layers can capture more complex features, which can improve the model's performance. The architecture of DLCNN is shown in Fig. 1 .
The model has k branches before the concatenate layer. Time series features with different time granularities are input into different branches. In this paper, there are two branches and the input of the model is
x is the input of the first branch and 2 x is the input of the second branch. The network structure of different branches is the same, so we take the first branch as an example to introduce its structure in detail.
Two LSTM layers follow behind the input layer and each layer outputs the value of hidden state for each time step in LSTM. The first LSTM layer takes p is a real number between 0 and 1, indicating the probability of a customer leaving in future. After the end of the model forward propagation calculation, the backpropagation algorithm is used to optimize the cross-entropy loss function to update the model parameters. The loss function of a single sample is as follows: 
Where y represents the actual label of the sample, and p represents the predicted value of the model for the sample.
Method of Constructing New Features
Adding fine and useful features can often lead to significant improvements in model performance, but this requires a lot of feature engineering. We can construct new features by combining and transforming the existing features without adding additional hand-crafted features. Facebook used GBDT to construct new features in the field of ad click prediction [16] . We draw on this idea and use XGBoost to construct tree model features from the original features. XGBoost needs to train multiple decision trees. In the training process of each decision tree, the feature that maximizes the current gain is selected for node splitting. Then each path from the root node to the leaf node corresponds to a combination of features. After the training of the XGBoost model is finished, the samples are predicted using the trained model. Each sample falls on a leaf node of each tree in XGBoost. Then we use One-Hot encoding for the relevant leaf node numbers as new features, named tree model features. Fig. 2 shows an example of tree model features when the XGBoost model only has two decision trees. The result of predicting the sample x with this model is that x falls into the third leaf node in the first tree and falls into the second leaf node in the second tree. After One-Hot encoding, the tree model features constructed for the sample is   0 0 1 0 0 1 , , , , , . When using the tree model features, we directly splice the tree model features with the output of the first fully-connected layer for final classification. 
Experimental Analysis
In this section, we first describe our dataset and feature engineering. Then, we introduce the evaluation metrics. Finally, we analyze the specific experiments.
Dataset
Our dataset comes from WSDM CUP 2018, which is designed to predict the churn rate of subscribers to a music streaming service. In this dataset, the customer who has not renewed within 30 days after his subscription expires is defined as churned customer. The original data is composed of transaction data and log data of customers. We use Spark to extract training and testing set from transaction data. The training set consists of 625850 customers whose subscription expires within the month of January 2017, and the testing set consists of 492315 customers whose subscription expires within the month of February 2017. Moreover, we extract 10% of the customers from the training set as a validation set.
Feature Engineering
All the features used in the experiment are time series features. Since each record in the original data has date information, the features can be obtained by simple data processing of the original data, and no additional hand-crafted features construction is performed. Specifically, the features we use consist of transaction features and log features. We intercept the last 20 records in the most recent year from the transaction data and sort the records of different customers by date as transaction features, such as the amount of each transaction of the customer in the past year. We intercept the last 30 records in the most recent month from the log data and sort the records of different customers by date as log features, such as the length of listening to songs every day for the last month. Before feeding features to the model, we fill the missing values with 0 and use One-Hot encoding for the data of discrete value types. Moreover, we also normalize the data.
Evaluation Metrics
We use precision and recall metrics on top N samples to evaluate the model performance. First, we predict all samples with the model and sort all predicted probability values in descending order. Then, we consider the top N samples with the highest predicted probability value as positive examples, and the remaining samples are considered as negative examples. Finally, we calculate p and recall based on the current predictions. In this paper, we set the value of N to 10000.The specific formulas are as follows where TP denotes the number of true positive samples and FN denotes the number of false negative samples:
In addition, we also use AUC and PR-AUC as evaluation metrics. AUC is the area under ROC curve. The larger AUC indicates the better prediction performance. PR-AUC [17] is the area under precision-recall curve. In the case of data imbalance, PR-AUC is more suitable than AUC as the metric of the model. The positive sample ratio in the experimental data in this paper is about 5.5%.
Experiment of Model Comparison Compared Models
We compare DLCNN with five other models. To verify the effect of cross-layer connections on the model, we test the model which is obtained after removing all cross-layer connections in DLCNN, named LCNN. RF is implemented by Scikit-learn. The other deep learning models are implemented by Pytorch. There are some common hyperparameters of the deep learning models mentioned below: batch size is 512; activation function is relu; optimizer is adam; learning rate is 0.001. We adopt the strategy of earlystop to train deep learning models. When the validation loss does not decrease for 10 consecutive epochs, we stop training.
1) RF: Random Forests Random forest is a variant of bagging which can effectively prevent
overfitting. The number of decision trees is 200 and the max depth of each decision tree is 10.
2) XGBoost: XGBoost is an improvement of the GBDT algorithm which uses boosting to integrate decision trees. The number of decision trees is 150 and the max depth of each decision tree is 6. The learning rate of the model is 0.05.
3) CNN: One-dimensional CNN is used here. The model consists of two convolution layers and two fully-connected layers. After each convolution layer, an average pooling layer is attached. The number and size of kernels in all convolution layers is 64 and 3 respectively. The padding values of the two convolution layers are 1 and 0 respectively. The kernel size and stride of all pooling layers are both 2. Two fully-connected layers have 128 and 32 units respectively.
4) LSTM:
The model consists of two LSTM layers and two fully-connected layers. The first LSTM layer outputs the value of hidden state for each time step and the second LSTM layer only outputs the value of hidden state at last time step. The number of hidden units in two LSTM layers is 32. Two fully-connected layers have 128 and 32 units respectively. When we train RF and XGBoost, time series features are directly flattened into a vector. The results are shown in Table 1 , the model we proposed outperforms the other models on all metrics, especially on precision and PR-AUC. RF and XGBoost perform the worst, because they ignore the latent sequential information in time series features. LSTM performs slightly better than CNN. LCNN performs better than models other than DLCNN. This proves that combining LSTM and CNN can improve model performance. Meanwhile, DLCNN outperforms LCNN and this shows that cross-layer connections can work.
Experimental Results

Experiment of Hyperparameters
We test the impact of two hyperparameters on DLCNN, the number of convolution kernels and the number of LSTM hidden units. The number of convolution kernels in all convolution layers is same and the number of LSTM hidden units in all LSTM layers is same too. At the same time, we only consider Precision and PR-AUC in terms of metrics, because the other two metrics change slightly. As we can see in the left subgraph of Fig. 3 , as the number of kernels increases, the model performs better. When number of kernels changes from 64 to 128, metrics decrease and overfitting occurs. The model achieves the best performance when the number of kernels is 64. In right subgraph of Fig. 3 , when the number of hidden units changes from 16 to 32, the performance of model improves a lot. When the number of hidden units is greater than 32, metrics change slightly. So in order to reduce the time of training model and achieve better performance, we set the number of hidden units to 32.
Experiment of Constructing New Features
We add the constructed tree model features to the existing features and test them on CNN, LSTM and DLCNN. As we can see from Table 1 and Table 2 , adding tree model features allows the three models to achieve better performance. Meanwhile, precision and PR-AUC values increase significantly. This proves that the method of constructing new features by using existing features can improve the performance of the model adding additional hand-crafted features.
Conclusion
In this paper, we propose a novel model named DLCNN for customer prediction in the music streaming industry, which combines LSTM and CNN to learn latent sequential information and capture important local features from time series features. Meanwhile, we introduce cross-layer connections to learn more complex features automatically which can make the model perform better. Furthermore, we propose a method of constructing new features without any hand-crafted features. The experiment results show our model outperforms the other compared models and the features constructed can improve the performance of the model.
