Finite element methods, particularly the discrete variable representation (DVR), have proved very successful for calculations on highly excited vibrational states. A procedure is given for calculating the corresponding rotationally excited states for triatomic molecules represented by either scattering (Jacobi) or Radau coordinates. By exploiting the quadrature approximation and the transformation between DVR and basis function representations, this procedure greatly simplifies the calculation of the Coriolis coupling matrix eiements. The computational expense of the calculation is thus dominated by that of the underlying vibrational problem. Test results are presented for the benchmark molecules H 2 S, H 2 0 and Ht.
I. INTRODUCTION
The calculation of high lying vibrational states has taken on a new lease of light with the advent of finite element methods. Particularly popular is the discrete variable representation (DVR) which has applied to a number of triatomic l -5 and more recently tetratomic 6 ,7 molecules. Calculations using a DVR in all coordinates have proved particularly powerful for studying large numbers of vibrational states. 8 -11 More recently several groups have extended DVR calculations 2 -4,12-15 and other methods 16 to consider the effect of rotational motion on high lying vibrational states. In particular, Light and Choi 12 used an adaptation of Tennyson and Sutcliffe's (TS)17 two-step method for a 3D DVR for studying rotational excitation of water. Alternatively Tennyson, 15, 18 have exploited the transformation properties between the DVR and the corresponding finite basis representation (FBR) to perform the second step of the calculation entirely in an FBR and thus in the form originally proposed by TS. This approach has been criticized by Lipkin et al., 13 but has computational advantages which will be discussed below.
In this work a reformulation of the two-step approach is presented, appropriate for triatomic molecules whose wave functions are represented entirely using a DVR. This approach takes advantage of the transformation properties between DVR and FBR to choose the representation in each coordinate which gives the simplest matrix elements. This greatly reduces the cost of constructing the final Hamiltonian for the problem and shifts the emphasis onto finding efficient algorithms for solving the first ("vibrational") step of the calculation. Calculations are presented for the benchmark molecules H 2 S (J = 1 for the vibrational fundamentals), H 2 0 (J = 9 for the vibrational ground state) and Ht (J = 1 for the lowest 150 or so vibrational states).
II. THEORY
The basic idea of TS's two-step approach is, for a given rotational angular momentum J, to first solve a series of problems for which k, the projection of J on the body-fixed z axis is assumed to be a good quantum number. For each Jthere are J + 1 (k = 0,1, ... ,J) such unique ' vibrational' problems. The second step solves the full ro-vibrational Hamiltonian, including the full Coriolis coupling offdiagonal in k, using selected solutions of the first step. The theory for each of these steps, based on representing all vibrational coordinates in a DVR, is presented below.
A. The first step: the 'vibrational' problem
The multidimensional DVR used in this work uses either scattering (Jacobi) or Radau coordinates which can both be represented by the coordinates (rl>r2,O) . 19 Using a finite basis representation (FBR), the Hamiltonian matrix for a triatomic molecule with a given (J, k) , where k is assumed to be a good quantum number, can be written 
where, if the body-fixed z-axis is taken parallel to rl then It) = I m) , s = n and i = 1; conversely if z is along r2' 1 t} = 1 n} , s· = m and i = 2.
In this work the angular basis functions U} are the polynomial portion of associated Legendre functions, Pj, k(COS 0) . The theory does not constrain the form of the radial basis functions provided that they can be expressed as in terms of orthogonal polynomials in an appropriate coordinate. In practice Morse-like and spherical oscillators are often used, both of which are related to associated Laguerre polynomials. 20 ,21 In (1), V is the potential, and the radial kinetic energy integrals are given by
where 1 t) = 1 m) for i = I and 1 t) = I n) for i = 2. JLiare the appropriate reduced masses. 19 A ID DVR transformation for either of rIo r2 or e is defined in terms of points, 1], and weights, w 7J , of the N-point Gaussian quadrature associated 22 with the orthogonal polynomials used for the FBR in that coordinate:
where It) = I m), In), Ij) for 1] = a,{3,y, respectively.
Note that for the angular coordinate, e, a different grid is generated for each value of 1 k I. The k dependence of the DVR points and transformation will be left implicit below.
The transformation in all coordinates is simply a product of 1D transformations:
A three dimensional DVR is obtained by applying the
Hamiltonian, i.e., the one for which k is assumed to be a good quantum number, can be written at the DVR grid points as ~'!',{3,f3',r,r' =K~~~,8{3,f3'8r,r' + K1~,8a,a,8r,y'
where i = 1 for z embedded parallel to fl and i = 2 for z along f2' In (6), the potential energy operator is diagonal be- 
where (rla,r2P,e y ) is the value of (rIor2, e) at (a,{3,y) . The kinetic energy terms in (6) are obtained by transforming the FBR matrix elements:
again applying the quadrature approximation, and where
The extra term, diagonal in k, introduced by rotational excitation is given by if i = 1, when it is diagonal in {3, and
if i = 2, when it is diagonal in a.
Multidimensional DVR calculations are generally set up as a series of coordinate by coordinate diagonalizations and truncations, but this has been extensively discussed elsewhere.
2 4-26 The final result is a series of eigenenergies for each iIJ,k, E{;k, and wave function amplitUdes at the grid points, t/t~~,~ As iIJ,k depends only on ~, solutions are only needed for the J + 1 problems with k = O,I, ... ,J.
B. Second step: ro-vibrational coupling
Unlike vibration basis function, the rotational problem can be fully expanded in terms of a finite set of functions, generally called rotation matrices. These functions can be symmetrized to reflect the rotational parity of the system, given by ( -1)l+P with p = 0,1; these functions will be denoted IJ,k,p) below. To deal satisfactorily with the transition from linear to nonlinear geometries it is usual to couple these rotation matrices with the k dependent angular functions denoted 1 j) above. 19 The FBR Hamiltonian matrix for the fully coupled vibration-rotation problem can be expressed as (m,n,j ,J,k,p I iII m' ,n',j' ,J,k',p) =~k,k,(m,n,j
where as before, if the body-fixed z-axis is taken parallel to fl then It) = I m) , s = nand i = 1; and if z is along f2' It) = I n) ,s = m and i = 2. The angular factors are given by (15) In either an FBR or a DVR, if one uses the solutions of the first step as a basis to expand the full problem, then the first term in (14) is simply E{;k. In this case the problem of constructing the Hamiltonian matrix reduces to the one of constructing the second term. In the usual FBR approach this is done by transforming the matrix element (tlt il I t') to t~e new basisy,2o,27 However, in a DVR the number of points used to expand the first step wave function is often fairly large, and these transformations can prove computationally expensive. 2 ,IS Another difference between FBR and DVR approaches is that in the FBR the angular integral over associated Legendre polynomials is diagonal. This is not so in the DVR.28 This means using a DVR for the angular coordinate implies an extra transformation. This approach has been applied to a number of (12) and (13)]. Conversely the angular contribution is diagonal in the FBR. Therefore transforming the wave functions from the first step to an FBR in
means that no matrix element transformations are required. It should be noted that the above transformation, unlike that of the matrix elements, is one-dimensional and therefore rapid. In this new DVR 2 FBR I representation, the Hamiltonian matrix in terms of solutions of the first step is (h,k,pIHlh',k',p) =Sh,h,Sk,k,Ej"k - 
The proposed algorithm is thus as follows. For a given J, one solves the J + 1 unique Coriolis decoup1ed 'vibrational' problem, each of which has a final Hamiltonian of dimension N. In principle N can vary with k, but this possibility will not be explored here. The 'vibrational' problems can be solved using program DVR3D.2 9 One selects the M lowest energy solutions of these calculations 3o as a basis for the full problem. The angular coordinate of these M solutions are transformed back to an FBR and the Hamiltonian constructed. Because of its sparse nature, only the diagonal elements and (k,k + 1) off-diagonal blocks are computed and stored. The matrix is diagonalised iteratively, a procedure which has proved very successful for programs ROTLEVD 31 and ROTLEV2. 18 As has been previously noted,32 the p = 1 matrix is simply a submatrix of the p = 0 problem with the k = 0 rows and Table  I summarizes the results for a series of calculations with N = 600, M = 150, the body-fixed z axis embedded along rl and an odd parity symmetrized DVR 2 used in the e coordinate.
All these calculations give results in complete agreement with those of Carter et al. However, as would be expected from the analysis of Henderson et al. 26 on optimal coordinate ordering in multidimensional DVR calculations, the calculations which considered the e coordinate first in the diagonalization truncation show faster convergence. Similar results were obtained for calculations using an even symmetry DVR and for the r2 embedding.
B. H 2 0
Henderson et al. IS have recently compared various methods of calculating J = 9 levels for the vibrational ground state of water using Jensen's spectroscopically determined potential. 35 This comparison showed that while the different methods gave results of comparable accuracy, the computer time used for essentially similar calculations varied enormously. This is thus a useful problem with which to demonstrate the computational efficiency of the present approach.
Before turning to rotationally excited states of water, it is necessary to consider th~ vibrational band origins of this molecule. In a recent paper Choi and Light (CL) 10 performed highly accurate 3D DVR calculations on the band origins of water using Jensen's potential. They comment, without explanation, that their results are slightly different from the previous calculations by Fernley, Miller, and Ten- However, the price of this method is that it is necessary to treat the angular coordinate in the DVR and thus twodimensional transformations of the angular matrix elements are required. This in contrast to the procedure proposed here, or the usual FBR two-step procedure as implemented in TRIATOM and ROTLEVD. 31 The procedure used by Tennyson and Henderson 2 of transforming the results of DVR1D I8 back to an FBR and then using ROTLEVD also avoids the extra transformations of ROTLEV2.
As all methods give similar results for similar size problems, the most interesting aspect of Table II is computer timings, given in single processor Cray-YMP seconds, for the two steps of the calculation performed by various methods. It should be noted that the FBR calculation given by TRIATOM/ROTLEVD is inevitably favored by using the vibrational ground state to make the comparison as it is not possible to cut DVR calculations below a certain size without loss of accuracy. 38 However, it is not practical to make comparisons for very high lying states, where DVR calculations perform best, as FBR calculations are no longer feasible in this region.
The first step of the DVR calculations is slower than the FBR because, for N = 800, the region where final diagonalization of the Hamiltonian dominates has not yet been reached. The 3D DVR calculations were performed on the 23,040 grid points given above. One might therefore expect the construction of the second step Hamiltonian using the DVR vectors, which are the length of the total number of grid points, to take appreciably longer than us-ing the FBR vectors, which are only of length N. Thus, for example, TRIATOM drives ROTLEVD nearly 6 times faster than DVRlD, in both cases one set of matrix elements, in the radial coordinate, needs to be transformed. DVRlD driving ROTLEV2 is 60 times slower than DVRlD driving ROTLEVD. This is despite the fact that ROTLEV2 allows a fully symmetrized basis to be used and therefore smaller problems are being solved. ROTLEV2 is slow because of the need to transform the matrix elements in both the angular and one of the radial coordinates. In contrast ROTLEV3 is only slightly slower than ROTLEVD driven by TRIA TOM. This shows the benefit of making all the transformations diagonal.
C.Ht
From the nuclear motion point of view Hi is a challenging and interesting system with much work having been stimulated by the near-dissociation spectra of Carrington and co-workers. 39 The Hi ion is difficult because of its large amplitude motions, the strong Coriolis interactions and the low barrier to linearity at about 12000 cm -I above the vibrational ground state. In addition the high symmetry of Hi causes problems not only for methods like ours which cannot reflect the full symmetry of the ion,40 but also for other methods, many of which show different convergence characteristics with different symmetry.
Tennyson The present results show excellent convergence with respect to M. For all symmetries it was found that the M = 1800 calculations were converged to within 0.01 cm -1 , see Tables V and VII. This means that any error in the calculations is directly attributable to lack of convergence in the first step of the calculation.
BZ only claim convergence of 1 em -1 for their calculations. Generally the present results and BZ's are in closer agreement-within 0.2 cm -1 for most states. Indeed this agreement was such that symmetry assignments were made for all levels presented here by direct comparison with BZ's levels.
However, both calculations show differential convergence with respect to symmetry. In particular the present results obtained from even symmetry first step calculations -which give the (AI, p = 1), (A 2 , P = 0), (Eo, p = 0), and (Ee> P = 1) 'symmetries-are much more reliable than the other symmetries generated by the odd first step calculation. In BZ's case the E states appear less well converged than the A symmetry ones. A full study of the behaviour of the very high lying ro-vibrational states of H{ is currently under way44 using ROTLEV3.
IV. CONCLUSIONS
A method of calculating rotationally excited states of vibrational states of triatomic molecules which have been represented entirely in a discrete variable representation (DVR). The method is shown to be capable of giving results of accuracy competitive to conventional finite basis representation (FBR) methods, to be computationally more efficient than other DVR based procedures and to be particularly useful for studying highly excited vibrational states. It should be noted that, in the studies presented here, the bulk of the computer time was spent on the first step of the calculation. As the time taken for this step scales only linearly with the degree of rotational excitation, the method should be useful for much higher J states than have been studied here.
Finally, it is should be noted that the ability to switch DVR and FBR representations can be used in other situations. In partiCUlar it should be possible to derive an efficient algorithm for evaluating dipole transition matrix elements in a similar fashion to the one used above.
