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Abstract
Additive Manufacturing (AM), the fabrication of 3-D parts from CAD models, is a disruptive
technology that is transforming the manufacturing industry. In any manufacturing process,
understanding the process-structure-property-performance (PSPP) linkage is crucial to
predict the lifespan of the manufactured component. In the PSPP linkage, the solidication
microstructure (liquid-solid phase transformation) is one of the important factors aecting
the mechanical property and performance of the additively manufactured components.
During rapid solidication, the solidication microstructure is dictated by the thermal
gradient

(G)

at the liquid-solid interface and velocity

(R)

of the liquid-solid interface.

In

this work, the transient heat transfer and uid ow within the molten pool is numerically
analyzed using Truchas, a solidication code developed at Los Alamos National Laboratory.
The spatial and temporal variations of temperature gradient

(G)

and growth velocity

(R)

at the liquid-solid interface of the melt pool were calculated using the data from numerical
modeling.
1. The obtained transient knowledge from numerical modeling is used to design new melt
scan strategies for an electron beam powder bed AM system (Arcam

®) and achieve

the following.

•

Control the grain size of the columnar grains.

•

Control the grain morphology transition (Columnar to Equiaxed).

2. The eect of build geometry on the grain morphology control has been reported. It is
found that the scan parameters have to be modied as a function of geometry. The
data from in-situ process monitoring (infrared imaging) is also analyzed to distinguish
the underlying grain morphology.

vii

3. The eect of uid ow and surface tension as a function of dierent surfactant
concentration is analyzed numerically and compared with pure heat conduction
simulations.

It is concluded that the necessity of uid ow in the model depends

on the scan strategy in addition to the alloy dependent surface tension.
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Chapter 1
Introduction
1.1 Introduction to Additive Manufacturing Process
Additive manufacturing (AM), commonly referred to as rapid prototyping, is the fabrication
of 3-D parts by additively fusing one layer of raw material over the previously fused layers.
An important advantage of AM over conventional processes is that it enables fabrication
of complex structures which are either impossible or cost prohibitive to manufacture
through traditional methods like milling and machining. New additive manufacturing (AM)
technologies are revolutionizing the manufacturing sector with a signicant reduction in
manufacturing lead time, material wastage, and energy consumption.

They are being

adapted to fabricate critical components in aerospace, automobile, defense and medical
industries[1].

In aerospace sector, fabrication of functional parts using AM dramatically

reduces the buy-to-y ratio compared to conventional subtractive manufacturing processes
like machining, where the desired shape and size of the part is obtained by removing the
excess material. Metal AM systems can be classied based on the type of raw material and
energy source used in the process to melt the raw material.

The majority of metal AM

systems fall into two main classications; powder bed fusion and directed energy deposition.
For powder bed fusion systems the starting material is metal powder in contrast to directed
energy technologies where the starting material may be either powder or wire. Lasers and
electron beams are the two most commonly used heat sources to selectively melt the metal
powder particles in the bed and fuse them to the underlying layers.
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Thin metal sheets

Figure 1.1:

Classication of metal AM systems

are also used as raw materials and are bonded layer by layer using fast moving sonotrode.
Classication of metal AM systems is shown in Figure 1.1. An electron beam additive process
(Arcam

®) is the focus of this research work.

1.1.1 Business and Environmental Implications of Additive Manufacturing Technology
Conventional manufacturing processes generally involve multiple steps to manufacture a part
and number of steps may signicantly increase with increase in the complexity of the design
of the part.

The complexity of the part is also limited by the ability of the conventional

manufacturing processes. On the other hand, additive manufacturing is a single step process
to manufacture a part however complex it may be.

Additive manufacturing eliminates

multiple steps involved in the conventional manufacturing process like machining.
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In the

global market for manufacturing sector, it is important to remain competitive in terms of
quality and cost. If wisely chosen, additive manufacturing will help in the reduction of overall
product cost by reducing the material wastage, processing cost, energy cost, inventory cost
and transportation cost involved during various stages of conventional manufacturing.
Looking at the environmental perspective, AM helps in reducing the carbon footprint of
a manufactured part.

A case study [2] on a real world application of a titanium part in

aerospace industry compared the amount of greenhouse gas emissions due to manufacturing
of the part by AM and conventional manufacturing through milling. Using AM technology
to manufacture that particular component, GHG emissions was estimated to be 49% less
compared to conventional manufacturing process. Once the engineering and metallurgical
challenges in various additive manufacturing processes are addressed, AM is claimed to play
vital role in reducing greenhouse emissions of next generation smart industries. Figure 1.2
shows the results of detailed investigation [3] on comparison of energy consumption during
various stages (raw material preparation phase and part fabrication phase ) by AM and
injection molding (IM) of 500,000 units of a part.

It can be observed that AM uses

comparatively less energy during raw material phase and signicantly more energy during
production phase.

It was concluded that for the given case, there is a threshold number

of production units below which AM is advantageous and above which conventional IM
is protable in terms of energy and economy.

Apart from addressing current engineering

challenges in the eld additive manufacturing, it is important to study the various other
factors involved including market demand situation, inventory costs and other related factors
in the entire production chain of a particular component in order for successful production
scale implementation of AM to manufacture that component.
During the early stages, additive manufacturing was used to make prototypes, models and
for tooling applications. In recent years, it has found the way into large scale manufacturing
sector, particularly in aerospace and medical implant industries.

Aerospace and medical

implant industries are showing great interest in additive manufacturing due to the advantage
of reduction in material wastage of expensive raw materials, reduction in manufacturing
lead-time and design freedom.

In aerospace industries, reduction in material wastage of
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Figure 1.2:

Energy Usage Comparison between AM and IM [3]
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expensive raw materials like titanium and nickel-base alloys will reduce the buy-to-y ratio
of the components. Design freedom allows the aerospace industry to replace the heavy weight
conventional design of the parts with low weight optimized design.

Industrialization of Metal AM
GE Aviation is one of the pioneers in transforming additive manufacturing from prototype
level process to pilot-line production scale process. GE Aviation is considering utilizing the
laser sintering process to additively manufacture turbine blades with titanium aluminide
for next generation engine GE9X for the new Boeing 777X. According to GE, GE9X is the
most advanced fuel-ecient commercial aircraft engine ever built. Currently, GE Aviation is
additively manufacturing fuel nozzle using direct metal laser melting (DMLM) process for its
upcoming LEAP engine with each engine requiring 19 fuel nozzles in its combustion section.
With more than 6700 orders till now from 20 countries, adding up to nearly

$96 billion (U.S.

list price), the LEAP is GE Aviation's best-selling engine in its history. According to a recent
report from GE [4], benets of the new additively manufactured fuel nozzle compared to the
previous generation are

•

Consolidation of 20 parts into one additively manufactured component

•

5x life improvement of overall fuel delivery system

•

25% reduction in weight of the part

Figure 1.3 shows the above mentioned fuel nozzle and also the world`s rst additively
manufactured component to y in a commercial jet engine.

1.1.2 A Brief Introduction to Arcam® process
In an electron beam additive system, ne metal powders (30 µm-100 µm) stored in the powder
hopper are raked over the start plate using a metallic brush. The layer thickness is usually
in the range of

50 µm

to

100 µm.

The entire layer of powder is preheated and sintered using

diused electron beam to avoid surface charge accumulation on the powder particles and
'smoking'[6] during melting. The powder particles are then melted using the electron beam
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Figure 1.3:

Production scale additively manufactured fuel nozzle from
GE Aviation [5]

3D CAD Model

Slicer: 2D layers

To Machine

Nth Layer

Fabricated
Component

(N+1)th Layer

Melting

Preheating

Figure 1.4:

Processing steps in Arcam

®

according to the 2D design of the particular layer and fused with the previous layers. The
build platform is then lowered and new layer of powder is raked and melted. This process
continues until melting of all the layers of the part is complete.

The component is then

taken out of the build chamber and powder recovery system is used to recover the unmelted
powder particles. Figure 1.4 shows the processing steps involved in the Arcam

® process.

Electron beam based processes have signicantly higher power density [7] than laser

® process has comparatively faster

based processes, and also, the electron beam based Arcam

part fabrication rate than laser based processes. The dierence in part fabrication rate is
attributed to dierence in beam deection mechanisms.

Mechanical inertia experienced

by the deecting mirrors limits the travel speed of the laser beam while electron beam
can travel much faster (8000 m/ sec)[8] owing to the use of electromagnetic deection coils.
Parts fabricated using the electron beam process also tend to have signicantly lower residual
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Figure 1.5:

® machine and corresponding

Schematic of an Arcam

picture of the build chamber [10]

stresses [9] compared to parts manufactured using laser based fabrication processes. Even
though AM is a layer by layer fabrication technique, the underlying physics is the same as
welding, but for the complex boundary conditions and type of raw material typical to each

® machine.

AM process. Figure 1.5 shows the schematic of an Arcam

1.1.3 Alloys used in powder bed AM processes
Aerospace and medical implant industries are couple of the major sectors adapting additive
manufacturing for production scale. In addition to design freedom, to extract the economical
advantage of AM process through reduction of the buy-to-y ratio, the raw material used for
fabrication have to expensive. Couple of the most commonly used alloys that are expensive
in aerospace and medical implant industries are nickel-base superalloys and titanium alloys.
In general, nickel-base superalloys constitute about 40-50% of the the total weight of the
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aircraft engine [11].

In addition to corrosion resistance at high temperature, they exhibit

high strength, toughness, and creep resistance at high temperatures. Some of the nickel alloys
can withstand temperatures upto 1200°C [11] (∼

90% of the melting point).

Due to this, the

nickel alloys are used in hot section of a turbine engine. The high temperature properties

0
are owed to precipitation strengthening (γ -N i3 Al and

γ”

-

N i3 N b)

of the alloy system.

Inconel 625 (solid solution strengthened) and Inconel 718 (γ” strengthened) are couple of
the most commonly and successfully used nickel-based superalloys in AM processes.
fabrication of high

γ0

AM

nickel-alloys are challenging because of it`s non-weldability owing to

their sensitivity to cracking.

Numerous research works [12, 13] are trying to address the

challenges for successful fabrication of non-weldable nickel-base alloys using AM.
On the other hand, due to their high strength to weight ratio, titanium alloys are used in cold
section of turbine engine (low pressure compressor section) and for structural applications
in replacing low alloy steel and aluminum alloys [14]. Due to it`s excellent bio-compatibility,
titanium alloys are extensively used in dental and orthopedic implants [15, 16, 17]. Ability
of fabricating patient specic designs and complex mesh structures has enabled the foray
of AM in this eld. Among titanium alloys, Ti6Al4V is the most commonly used in metal
AM processes. There has been considerable research and development activities on replacing
some heavier nickel-base superalloy components with lighter titianium aluminide alloy (γ Ti-Al-based alloy) for high temperature applications [18, 19].
[20, 21] have evaluated the feasibility of fabricating

Some of the recent studies

γ -Ti-Al-based

alloys using additive

manufacturing.

1.2 Factors Aecting Mechanical Performance of Engineering Components
Lifetime and performance of any fabricated component depend on its mechanical properties.
In general, the mechanical properties (fatigue, yield strength, ultimate tensile strength,
ductility, and creep) of an engineering component are primarily dictated by (a) design
geometry, (b) surface roughness, and (c) microstructure of the component.
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Usually, the

geometry and surface roughness play a role during crack initiation, while crack propagation
is predominantly dictated by the underlying microstructure.

In this process-structure-

property-performance (PSPP) linkage, understanding the process-structure relationship is
important to obtain desired mechanical performance of the part fabricated through AM.
The microstructure of the fabricated component can be controlled by understanding the
(a) liquid-solid and (b) solid-solid phase transformations of the alloy system with respect
to complex thermal histories,

which is in turn aected by the processing conditions.

In the electron beam additive process (Arcam

®)

discussed in this work, depending on

the material system and processing conditions, both types of phase transformations can
occur simultaneously in dierent locations depending upon spatiotemporal variations of
temperature. Depending on the alloying elements and processing conditions, an alloy can
have dierent crystal structures (FCC, BCC, HCP, etc.,) and multiple crystal structures can
coexist at the nal stage which dictates the ductility, tensile and other mechanical properties
of the alloy system. Formation of precipitates is also dictated during the solid-solid phase
transition.

Understanding this phenomenon helps in pinning the dislocation movement

thereby increasing the lifetime of the material.

This phenomenon is well understood and

Time-Temperature-Transformation (TTT) diagram is available in literature [22, 23, 24] for
most commonly used alloy systems. In addition to JMAK and STK models, software like
Thermo-Calc can be used to understand the solid-solid phase transitions with respect to the
alloy compositions.
The primary focus of this research work is to understand the process-strucutre relationship
by analyzing the transient behavior of liquid-solid phase transformation (solidication) as a
function of process parameters.
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Chapter 2
Literature Review and Scientic Gaps
2.1 Literature Review
2.1.1 Fundamentals of Solidication
To study the feasibility of grain size and grain morphology control in metal additive
manufacturing, it is vital to understand the fundamental concepts of the solidication
phenomenon. Two key aspects of the solidication process to be understood are

•

Nucleation phenomenon

•

Growth mechanism

Some of the fundamental concepts of the solidication process discussed in this section
can be referred to the literature [25] and books by Kurz-Fisher [26] and Dantzig-Rappaz [27].

Nucleation
There are 2 types of nucleation that will happen within the liquid.

•

Homogeneous nucleation

•

Heterogeneous nucleation

Thermodynamics of homogeneous nucleation:

Homogeneous nucleation occurs within

the liquid melt without the help of any inclusions, impurities or surfaces like substrates
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and walls during casting.

m
The Gibbs free energy of the solid phase (Gs ) is higher than

m
the free energy of liquid phase (Gl ) above the melting point (T

> Tm ).

According to

thermodynamics, low energy phase is favored over the higher energy phase. Hence it is not
energetically favorable for the solid phase to exist above melting point. In melt at higher
temperatures, the atoms are disordered with high mobility. As the temperature decreases
below the equilibrium melting point (Tm ), the atoms join together form clusters forming
short range order over few atomic radii. As the temperature is further decreased, some of
the clusters can overcome the energy barrier to form a nuclei of structured solid phase within
the liquid phase. Other clusters which can not overcome the energy barrier dissolve back
into liquid phase.

To quantify it, free energy change of the cluster has to be calculated.

Let us assume the geometry of the clusters to be spherical with radius

R. When a cluster

is formed, there are 2 energies associated with it (a) volumetric energy and (b) interfacial
surface energy between the solid cluster and liquid. Hence the total free energy change is the
sum of the change in volumetric free energy term and surface energy term. Hence change in
free energy of the cluster is given by Equation (2.1).

∆G = V ∗ ∆gv + A ∗ γsl
where

∆G is the free energy change, V

free energy change per unit volume,

A

(2.1)

is the volume of the cluster,

∆gv

is the volumetric

is the surface area of the cluster and

interfacial surface energy per unit area of the cluster.

γsl

is the

Since the cluster is assumed to be

spherical, the surface area and volume of the cluster can be calculated as a function of
it`s radius.

For

T < Tm ,

temperature (∆T

when the clusters begin to form in the liquid, the dierence in

= T − Tm )

is termed as undercooling. The volumetric free energy can be

expressed as a function of entropy change

(Deltagv = ρ ∗ ∆s ∗ ∆T ).

Hence, the total free

energy change of the system in Equation (2.1) can be derived as

4
∆G = − πR3 ρ∆sf ∆T + 4πR2 γsl
3

(2.2)

From Equation (2.2), it can be observed that the volumetric energy term (∝
the overall free energy of the system and the surface energy term (∝
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R3 ) reduces

R2 ) increases the overall

Figure 2.1:

Free energy change during homogeneous nucleation of
Aluminum [27]

energy. Hence, depending on the radius of the cluster, the dominance of the terms changes.
Hence, the radius required to overcome the energy barrier has to be calculated by taking the
derivative of Equation (2.2) with respect to the radius and equating it to zero. The critical
radius (R

hom
> Rcritical
)

for the cluster to avoid remelting and form a homogeneous nucleus is

dened as

hom
Rcritical
=
The term

γsl /ρ∆s

2γsl
ρ∆s∆T

(2.3)

is called as the Gibbs-Thompson co-ecientΓsl . From Equation (2.3)

and Equation (2.2), the critical free energy change required for heterogeneous nucleation can
be dened as

∆Ghom
critical =

16πγsl 3
3ρ2 ∆s2 ∆T 2

(2.4)

Figure 2.1 shows the change in volumetric free energy term, surface energy term and total
free energy term as a function of radius of the cluster. Critical radius (Rc ) of the cluster and

homo
homogeneous nucleation barrier (∆Gn
) is also pointed out in Figure 2.1
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Figure 2.2:

Heterogeneous nucleation on an existing wall or substrate
[27]

Homogeneous nucleation is an ideal scenario and can be observed in pure metals when
extreme care is taken to avoid any impurities.

Thermodynamics of heterogeneous nucleation:

Heterogeneous nucleation happens on

surfaces of the containers or intentionally added inclusions or unintentional impurities within
the liquid melt. For rapid solidication conditions during welding/additive manufacturing
and

solidication

of

multicomponent

alloy

systems,

the

nucleation

is

almost

always

heterogeneous in nature.
Figure 2.2 shows the formation of cluster on an existing foreign body (substrate) and
corresponding surface energy term associated with dierent interfaces (γsl : solid & liquid,

γf l

: foreign body & liquid,

γf s

: foreign body & solid).

Because of the presence of additional interface,

Θ

is termed as the wetting angle.

the Gibbs free energy change for

heterogeneous nucleation can be formulated similar to Equation (2.1).

∆G = V ∗ ∆gv + Asl ∗ γsl + Af s ∗ (γf s − γf l )

(2.5)

The area and volume of the spherical cap can be formulated as a function of wetting
angle (Θ) and the radius (R). Simplifying the Equation (2.5) by substituting the volume
and area terms , the equation of free energy change of heterogeneous nucleation is given by
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Equation (2.6)


∆G =


4 3
2
− πR ρ∆sf ∆T + 4πR γsl f (Θ)
3

(2.6)

Similar to Equation (2.3) and Equation (2.4), the critical radius and critical free energy
change for heterogeneous nucleation can be dened as

het
Rcritical
=

∆Ghet
critical


=

2γsl
ρ∆s∆T

16πγsl 3
3ρ2 ∆s2 ∆T 2

(2.7)


f (Θ)

(2.8)

where,

(2 + cos Θ) (1 − cos Θ)2
f (Θ) =
4
Equation (2.8) and Equation (2.4), it can be noted that when
cap is completely spherical (Θ

= 180),

Θ = 0),

f (Θ) = 1, i.e, the spherical

the energy barrier for heterogeneous nucleation is

equal to the energy barrier for homogeneous nucleation.
wetting

(2.9)

When

f (Θ) = 0

the energy barrier for heterogeneous nucleation is zero.

or complete

Heterogeneous

nucleation energy barrier is always less than or equal to the homogeneous nucleation energy
barrier. Figure 2.3 compares the energy barrier for homogeneous, heterogeneous nucleation
and epitaxial growth. It can be observed that the epitaxial growth has no energy barrier to
grow from the existing substrate of the same material (example: growth from fragmented
dendrites).

Undercooling: The term ∆T is Equation (2.8) and Equation (2.4) is termed as undercooling
or supercooling. For a give composition of an alloy system, amount of undercooling plays
crucial role for nucleation. Higher the undercooling, easier the nucleation. It is the sum of
4 major types of undercooling∆T

•

= ∆TC + ∆Tth + ∆Tk + ∆Tcurv .

Thermal Undercooling (∆Tth ) : Undercooling the liquid bath below the melting point for
nucleation.

This type of undercooling plays vital role only when nucleation due to

other means are dicult. For rapid solidication conditions, this is negligible.
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Figure 2.3:

Qualitative Comparison of free energy change required for

homogeneous, heterogeneous nucleation and epitaxial growth. [25]

•

Kinetic Undercooling (∆Tk ) : This is directly proportional to the rate of attachment of
atoms to form nucleus. For all metal solidication processes, this value is comparatively
smaller (<1K).

•

Curvature Undercooling (∆Tcurv ) : When there is curvature at the liquid-solid interface,
the surface energy term in the energy barrier changes with respect to the curvature.
The undercooling associated with that is called curvature undercooling.

•

Constitutional Undercooling (∆TC ) :

During solidication, rejection of solutes at the

liquid-solid interface reduces the freezing point of the enriched region due to dierence
in composition. This is termed as constitutional supercooling. This plays signicant
role in determining the morphology during rapid solidication of alloy systems and is
explained in the following section.

Growth
Growth is followed by nucleation.

Depending on dierent solidication conditions, the

growth will result in dierent grain morphology . Figure 2.4 shows a schematic of dierent
solidication morphology as a function of processing conditions namely
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Figure 2.4:

Variation of solidication morphology as a function of
and

R

•

Thermal Gradient at the liquid-solid interface :

•

Velocity of the liquid-solid interface :

G

G

R

Eect of constitutional supercooling is signicant in determining the stability of the
interface and nucleation ahead of the interface. These two factors (stability and nucleation)
are signicant in dictating the solidication grain morphology.
To understand constitutional supercooling, non-equilibrium (no diusion in solid) solidication aspect of the phase diagram has to be understood. Rapid solidication during welding
and additive manufacturing is non-equilibrium in nature.

Figure 2.5 (a) shows the the

schematic of a phase diagram of an alloy with equilibrium solute concentration of

Co .

As the

temperature drops below the liquidus, the absence of diusion in solid results in rejection of
solute to the liquid at the interface. Increase in concentration of the solute st the interface
is schematically shown in Figure 2.5 (b).

From Figure 2.5 (a), it can be observed that

increasing the concentration of the solute reduces the liquidus temperature locally.
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Figure 2.5:

(a) Phase Diagram with respect to solute concentration
(b) Solute enrichment at the interface

Figure 2.6 (b) shows the schematic of change in liquidus temperature as a function of
distance from the liquid-solid interface. The slope of the curve is the thermal gradient at
the interface.

If the processing thermal gradient (actual thermal gradient) is higher than

the theoretical thermal gradient, then there will be no constitutional supercooling. If the
processing thermal gradient is controlled and reduced, there will be undercooled region ahead
of the solidication front. The region can be measured by the area of the curve overlapping
with the processing thermal gradient.
Based on processing conditions, the condition for constitutional super cooling can be
derived with respect to alloy system. The criteria for constitutional supercooling to occur is

G
Tl − Ts
<
R
DL
where

G

is thermal gradient at the interface,

the liquidus and solidus of the alloy system,

R

DL

is the velocity of the interface,

(2.10)

Tl

and

There are 2 ways in which constitutional supercooling can be introduced in the melt

By changing the processing conditions aecting solidication.

17

is

is the diusion co-ecient of the the solute

in the liquid.

•

Ts

Figure 2.6:

(a) Solute enrichment (b) No constitutional undercooling

at the interface (c) Presence of constitutional undercooling
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Figure 2.7:

(a) Breakdown of liquid-solid interface due to solute

rejection as a function of time (b) Change in morphology by
introducing impurity [28]

•

By changing the composition of the alloy.

Figure 2.7 (a) shows the breakdown of solid-liquid interface (from planar to cellular due to
solute segregation) of a metal analog system (pivolic acid) as a function of time. Figure 2.7 (b)
shows the variation in solidication morphology during solidication of carbon tetrabromide
through increase of constitutional supercooling by increasing the amount of impurity in the
melt.

2.1.2 Evolution of Microstructure in Rapid Solidication Processes
Lessons from Welding Literature
The grains grow normal to the interface of the melt pool which is the direction of resultant
thermal gradient. Hence, shape of the melt pool is crucial for the resultant microstructure.
Shape of the melt pool is determined by the velocity of the welding heat source and thermal
diusivity of the material. The shape will be circular if the welding velocity is very small
[28]. As the velocity is increased the shape becomes elliptical and on further increasing the
velocity, it becomes tear drop shaped.

In electron beam AM process, the velocity of the

heat source for melting can be in the range of 4-10 m/s. In such case, it is possible for the
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Figure 2.8:

Epitaxial grain growth at (a) High velocity (b) Low
velocity (c) Oscillation[28]

melt pool to be elongated such that it becomes a linear heat source. When the melt pool is
elongated with high aspect ratio, the grains grow perpendicular to the direction of the melt
pool. Eect of oscillation of heat source on microstrucutre has also been reported. Figure 2.8
shows the eect micrstructure variation with respect to change in the linear speed of the
welding torch and also due to oscillation of the welding torch.
To promote ner grains during weld through nucleation, dierent engineering approaches
have been made.

Kou et al [29, 28] proposed multiple strategies including dendritic

fragmentation

promoting

and

nucleation

Heterogeneous nucleation by adding

T iB2

by

blowing

cooling

gas

at

the

top

surface.

particles in aluminum welds [30] is also reported.

Lim et al. [31] used magnetic stirring to break down the long columnar grains. Figure 2.9
shows comparison of the EBSD data of solidication of gas tungsten arc welding (GTAW)of
a nickel alloy without (Figure 2.9 (a)) and with magnetic stirring(Figure 2.9 (b)).
evaluation was done over a range of stirring frequencies (1.5 - 50 Hz).

The

The maximum

amount of misorientated grain growth was reported to be at 7 Hz. In addition to dendrite
fragmentation, this might also be attributed to the spatiotemporal variation of solidication
velocity and thermal gradient promoting nucleation ahead of solidication front due to
constitutional supercooling. These results prove the signicance of weld path or scan strategy
in additive manufacturing to control the solidication microstructure.
Few of the most relevant works to this research are the study of repair of single crystal
blades. Gäumann et al. [32, 33] and Vitek [34] studied the formation of stray grains during
the welding of single crystal turbine blade as a function of weld input parameters.
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It

Figure 2.9:

EBSD of (a) unstirred melt pool vs (b) with magnetic stirring
at 7Hz. [31]

was shown that the formation of stray grains can be controlled by changing the process
parameters (including weld velocity and beam diameter) which in turn controls the local

G and R. Theoretical formulation of the relationship between
the stray grain formation and solidication parameters (G,R) is given in Chapter 5.

solidication parameters of

The fundamental understanding of the correlation between the process parameters and
solidication microstructure in welding can be translated to AM process.

2.1.3 Electron Beam Welding
History of usage of electron beam as heat source dates back to 1905 when Marcello von Pirani
designed an electron beam furnace to melt tantalum powder [35]. In 1958, rst successful
electron beam welding was done on Zircaloy plates (5mm thick) [36]. One of the signicant
advantages of electron beam heat source compared to other heat sources is the power density.
Power density of current electron beam systems is around

109 W/m2

101 1 − 101 2W/m2

compared to

for arc welding processes [35]. Due to such high energy density, the electron beam

welding exhibits high depth to width ratio of the melt pool and is extensively used in joining
of thick plates. The power of the most powerful electron beam welder developed till now is

300kW

with an accelerating voltage of

60kV

which is capable of penetrating into 12 inches

of steel [37].
Primary energy transfer mechanism in electron beam melting is the transfer of kinetic energy

1
mv 2
2



from the beam to the substrate or material to be welded. The mass of the impinging
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Figure 2.10:

Velocity of electrons as a function of accelerating voltage.[35]

beam is decided by the current (amount of electrons) and the velocity is dictated by the
accelerating voltage. At an accelerating voltage of

1.5x108 m/s [35].

60kV ,

the electrons travels at a speed of

At such high speeds, the mass of an electron increases by 35%. Figure 2.10

shows the variation of velocity of the electrons with respect to the accelerating voltage.
There are 4 important components in any electron beam melting systems.

•

Cathode to generate electrons - made up of high melting point elements (tungsten or
tantalum).

•

Anode to accelerate the generated electrons.

•

Focusing coils to focus the accelerated electrons.

•

Electromagnetic beam deection coils to deect the beam to required co-ordinates.

22

During the impingement of electrons on the substrate, the few of the electrons undergo
elastic reection by the electrons in the substrate and are called primary electrons. Further,
some conduction electrons from the substrate are ejected by the collision with the incoming
electrons. the ejected electrons are termed as secondary electrons. Primary and secondary
electrons are called back scattered electrons. Scattered electrons contribute to reduction of
energy transfer eciency. But, in general, the energy transfer eciency is high

(∼ 0.9)

in

electron beam processes compared to other heat source interaction like arc and laser [38]. In
addition, X-rays are emitted due to the loss in energy of the reected primary electrons. The
penetration depth of the electrons is dictated by the accelerating voltage and the density
of the substrate.

Comprehensive details on the application of electron beam welding in

aerospace, automobile, construction and medical device fabrication is given in chapter 10 of
the book "Electron Beam Welding" by Schultz [35].
Electron beam welding has been extensively used in dissimilar metal weldings as well.

A

review article by Sun et al. [39] describes the successful application and challenges of electron
beam for dissimilar welding. Due to high energy density, electron beam welding is used to join
refractory elements (Nb, Mo) with high melting point. For refractory metals like Niobium
and Molybdenum, the ductile to brittle transition temperature (DBTT) is increased above
the room temperature because of recrystallization and grain growth [39]. Due to ne beam
radius and high cooling rate, the heat aected zone is smaller.

Hence, by using electron

beam welding, the brittle cracking can be avoided by reducing or avoiding the amount of
recrystallization in the heat aected zone. In addition, since electron beam welding is done in
vacuum or inert atmosphere, it is also used to weld reactive metals (Al, Ti alloys). Figure 2.11
shows the successful dissimilar metal welding done using electron beam heat source. Kim
and Kawamura [40] also reported successful dissimilar electron beam welding of Zr based
bulk metallic glass and Titanium.
Rappaz et al. [41] and David et al. [42] studied the eect of orientation of single crystal
substrate (Fe-15Ni-15Cr) on melt pool shape and grain growth during electron beam welding.
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Figure 2.11:

Dissimiliar metal welding using electron beam. [39]

In addition, Su et al. [43] studied welding of light weight metals including pure Mg and MgAl alloys using electron beam and evaluated the variation in melt pool shape and texture as
a function of input power.

2.1.4 Modeling of Rapid Solidication Process
It is evident that the thermal management in and around the melt pool is important to
control the solidication microstructure.

Experimental measurement of the soldication

parameters (G and R) is challenging. Hence, to reduce the experimental expense in terms of
money and time, modeling tools can be employed apriori to understand the eect of process
parameters on the spatio-temporal variation of temperature.

Analytical Models
Analytical models are mathematical models derived as closed form solutions.

Since

the output is expressed as a function of input parameters, analytical models are not
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computationally expensive compared to numerical models. To understand the temperature
distribution in welding applications, one of the most commonly used analytical solution is
the Rosenthal equation [44]. Rosenthal derived the analytical equation for a moving heat
source by solving the heat ow equation with appropriate boundary conditions.
analytical formulation for a point heat source moving with velocity

The 3D

V is x-direction is given

in Equation (2.11).

T = To +
where

k

To

!

ηQ
2πk

p
2

x2

+ y2 + z2


p
2
2
2
2
x +y +z −x
−V

∗ exp 
2α


is the temperature of the substrate,

is the thermal conductivity,

α

η

is the eciency,

Q

(2.11)

is the beam power,

is the thermal diusivity. This analytical solution does not

account for latent heat of fusion. Several analytical models listed in Grong [45] have been
derived for dierent boundary conditions based on Rosenthal solution.

Few other studies

[46, 47] built on the initial Rosenthal (analytical) model to include the eect of phase change
and convection due to uid ow. However, since additive manufacturing is highly transient
in nature with complex boundary conditions, it becomes dicult to capture the accurate
thermal signatures using analytical models. Numerical modeling tools can be used to address
this issue.

In addition to the prediction of thermal eld through analytical model, theoretical prediction
of "humping" phenomenon has been investigated [48] using Plateau-Rayleigh instability
criterion with the assumption that the weld pool is partially bounded cylinder.

Width

to length ratio of the weld pool was found to be the signicant factor in dictating the
onset of the "humping" phenomenon. It was concluded that the surface tension aects the
kinetics of "humping" phenomenon but not the onset.
higher the instability and vice versa.

Lower the width-to-length ratio,

Figure 2.12(a) shows the humping phenomenon in

welding as a function of weld speed and Figure 2.12(b) shows the corresponding process map
as a funcntion of power and weld speed. This phenomenon in welding is analogous to the
"balling eect" Figure 2.12(c) in electron beam additive manufacturing. Zah at al. [49] did
a parametric study and developed a process map to avoid the balling eect. By increasing
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Figure 2.12:

(a) Hump formation during welding as a function of welding speed [50] (b)

Process map of humping as a function of welding speed and power [50] and (c) Melt ball
formation in additive manufacturing [49].

the power and reducing the velocity, the width-to-length ratio of melt pool increased thereby
increasing the stability of the molten pool. This prevented the "balling" during fabrication.

Numerical Models
In numerical modeling, the physical process is dened as a partial dierential equation.
The dierential equations are then discretized into set of polynomial equations using
dierent discretization techniques (nite dierence, nite element, nite volume). The set of
polynomial equations are then solved using iterative solvers. Since the solution is obtained
in an iterative manner, numerical models are computationally expensive than analytical
models.
The heat transfer and uid ow during welding, can be captured by solving 3 conservation
equations of mass, momentum and energy. Comprehensive explanation of the conservation
equation are given in Chapter 3 and Chapter 7.

The numerical modeling of welding

phenomenon has been pioneered by Zacharia et al.

[51] and Debroy at al.

[52, 53, 54].

Extensive work has been done by Debroy et al.[55, 56, 53, 54] on understanding the eect
of marangoni ow and weld process parameters of spot welding, repair welding and friction
stir welding on the solidication parameters of G and R.
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Some studies [57, 58, 59, 60] employed thermal imaging techniques to measure the surface
temperature distribution of the melt pool.

The validity of understanding the melt pool

behavior by analyzing the surface temperature data using thermal cameras is questioned
using heat transfer and uid ow modeling by Raghavan et al.[61]. It was proved that the
molten pools with similar surface can have signicantly dierent subsurface shapes resulting
in dierent cooling rates at dierent locations across the melt pool.
In addition, study on evaporation kinetics of weld pool [62, 63] begun using Langmuir`s
equation (Equation (2.12)).

J=√

pi
2 ∗ π ∗ M RT

(2.12)

J is the evaporation ux, pi is the vapor pressure of ith element in the alloy system,
the molecular weight, R is the gas constant, T is the temperature. Experimental

where

M

is

evidences [64] showed that the Langmuir`s equation holds good at very low pressure
environments but tends to over-predict (5-10 times) the amount of vaporization at normal
welding conditions and welding at atmospheric pressure [65].

200 µm

Even at pressure as low as

of Hg, the expression over-predicted the evaporation rate [66].

To overcome this

drawback and improve the accuracy, in addition to solving equation of mass, momentum
and energy, Mundra and Debroy[67] added the equation of translational kinetic energy of
vapor near the weld pool surface. Interaction of vapors between the various layers (Knudsen
layer, Shielding gas layer) near the weld pool surface was taken into account in the numerical
model. He et al. [68, 69] used the results from numerical modeling to understand the extent
of alloying element vaporization during spot welding of steel. They also calculated the mass
loss due to ejection of powder particles by calculating the recoil force as a function of pressure
dierence.
Duringn welding, key-holing occurs when the recoil force in the molten pool is greater than
the surface tension force holding the molten metal together to the substrate. This causes
void in the melt pool thereby increasing the internal reections of laser. This increases the
laser energy deposition desnity on the substrate or weld metal.

Rai et al.

[56] reported

the numerical modeling of key-hole welding of Ti-6Al-4V and 304 stainless steel.In addition,
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Figure 2.13:

Comparison of Langmuir`s model and Mundra et al`s model. [67]

"key-hole" mode melting in laser additive manufacturing was reported by King et al.[70].
A parametric study of single track melting was done in a powder bed laser AM machine
(Concept Laser) using 316L stainless steel. This combined experimental and modeling work
showed that the ratio of absorbed energy density to melting enthalpy is the key factor
determining the transition from conduction mode to key hole mode.

Ratio of melt pool

depth normalized to the beam diameter as a function of normalized enthalpy is shown in
Figure 2.14. Transition from conduction mode to key-hole mode can be observed for dierent
values of power.

Feasibility of Site-Specic Microstructure Control in AM
In general, during the rapid solidication in additive manufacturing processes, the grains
grow epitaxially from the previously solidied layers. Formation of highly textured columnar
grains along the build direction is a well known phenomenon [71, 72, 73, 74].

Sames [75]

reported the formation of textured columnar grains in a electron beam fabricated Inconel
718 (IN718).

Figure 2.15 shows the electron back scattered diraction data (EBSD) of
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Figure 2.14:

Key-hole mode in AM: Normalized melt pool depth as a function of
normalized enthalpy. [70]
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Figure 2.15:

® fabricated IN718 (a) XY plane and (b) XZ plane [75].

EBSD of Arcam

planes parallel to build direction (Figure 2.15(b)) and perpendicular (Figure 2.15(a)) to
the build direction.

This will lead to anisotropic mechanical response of the additively

manufactured component.

Depending on the slip systems and critically resolved shear

stresses, the directional behavior of mechanical response varies for dierent crystal structures.
Bontha et al. [76] employed combination of analytical and numerical model to analyze
the eect of beam velocity and power on the temperature gradient and growth rate at the
liquid solid interface of the melt pool to understand the columnar to equiaxed transition in
Ti-6Al-4V. Only two (beam velocity and power) of the many available process parameters
were considered and the process map generated by the study predicts a range of velocity
(2-10mm/s) and beam power (300W-30,000W) which is signicantly unusual compared to
nominal range of values of beam power (100-2000W). Experimental validation was not
reported by Bontha et al.

[76] and there are potential practical diculties in fabrication

of the parts with such high values of energy density.
Körner et al.

[77] achieved near equiaxed grain growth by using the raster melt pattern.

They reduced the hatch spacing from

150 µm

to

37.5 µm

2.2 m/s to 8.8 m/s to break down the columnar grains.
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and increased the velocity from
Figure 2.16 shows the EBSD of

Figure 2.16:

EBSD of plane along the build direction (XZ) of Arcam

with hatch spcaing and velocity of (a)

Figure 2.17:

150 µm,

2.2 m/s and (b)

® fabricated IN718

37.5 µm,

8.8 m/s [77].

Crystallographic Texture Engineering by Modication of Melt Pattern [78]

the plane of the samples parallel to the build direction.

By reducing the hatch spacing

and increasing the velocity of the beam, they were able to breakdown the columnar grains.
However, the eect of scan strategy on nucleation and constitutional supercooling was not
comprehensively rationalized.
Deho et al.[78] demonstrated the columnar to equiaxed transition (CET) in the same
layer by introducing pulsed point heat source that resulted in highly misoriented equiaxed
grains and columnar grains within the same layer.

Figure 2.17 shows the combination of

melt patterns used and corresponding crystallographic orientation map (XY plane).
From Figure 2.17(b), it can be noted in that the grains are oriented along preferred

< 001 >

direction in the region 3 where the raster melt pattern is used and misoriented
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grains in region 2 and combination of oriented and misoriented grains in region 1. There is
no prior work on the numerical modeling of heat transfer phenomenon in the application of
point heat source scan strategy in AM which quanties the eect all the process parameters
that assists in controlling the grain orientation as demonstrated by Deho et al. [78].

2.2 Scientic Gaps and Research Plan
2.2.1 Research Gaps
However, none of the aforementioned studies have been extended to design a new melt
strategy for site-specic control over grain morphology and grain size in metal additive
manufacturing by predicting the spatial and temporal variation of thermal gradient (G)
and liquid-solid interface velocity (R). The crux of this work is to introduce new melt
scan strategies for electron beam additive manufacturing system and predict the transient
solidication conditions

a-priori

using a heat transfer and uid ow modeling tool. To be

precise, the primary research questions to be addressed are

•

Is it possible to predict spatio-temporal variation of solidication conditions using
numerical model and use the data in already developed theoretical models developed
for rapid solidication in welding?

•

Is it possible to control the columnar grains size in bulk sample fabricated through electron
beam AM system?

•

Is it possible to change the bulk grain morphology of additvely manufactured samples from
columnar to equiaxed?

2.2.2 Material System
Inconel 718 has been used as the processing material in this research work.

Inconel 718

(IN 718) is a precipitation strengthened nickel-base superalloy that has excellent mechanical
properties at elevated temperatures primarily used in gas turbine engines in aircraft and
power generation industries. The matrix (γ ) has face centered cubic (FCC) crystal structure.
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Table 2.1:
N i Cr N b M o

Min
Max

Nominal composition (wt%) of Inconel 718 [79].

Ti

Al

Co

C

Mn

1

0.08

0.35

Si

P

S

50

17 4.7 2.8 0.65 0.2

55

21 5.5 3.3 1.15 0.8 max max max max max

B

0.35 0.015 0.015 0.006
max

Cu

Fe

0.3

bal

max max bal

00
Primary strengthening precipitate (γ -N i3 N b) has Body Centered Tetragonal (BCT -DO22)
0
crystal structure. Contribution of gamma prime (γ -N i3 (Al, T i), LI2 crystal structure) to
strengthening is signicantly lesser due to lower concentration of Al and Ti compared to

0
Nb. These phases (γ ,

γ 00 )

are coherent with the

γ

matrix with similar lattice parameters.

IN718 is a highly weldable nickel alloy compared to other high

γ0

nickel alloys. MX carbides,

laves and delta are the other precipitates that can form inside the gamma matrix. These
three precipitates have signicantly larger lattice parameters making them incoherent with
the matrix. Formation of these precipitates are detrimental to the strength of the material.
These carbides, laves and delta phases consume Nb from the matrix reducing the amount of

γ 00 precipitation thereby reducing the strength of the material.

Nominal chemical composition

of IN718 is given in Table 2.1.

2.2.3 Numerical Code
Three dimensional numerical simulations were performed using the code Truchas[80].
Truchas was developed under the Advanced Simulation and Computing (ASC) program at
Los Alamos National Laboratory (LANL) for simulation of metal casting processes. It is an
open-source, continuum scale, multi-physics simulation tool designed to solve large problems
on parallel high-performance computing (HPC) platforms. Truchas employs physical models
for alloy solidication with heat transfer and phase change algorithms accounting for nonisothermal phase change in mushy zones, which is a typical characteristic of complex alloys
like IN718. Appropriate user subroutines are written to dene the scan strategy and other
beam input parameters including the prole of the heat source distribution. A comprehensive
explanation of the numerical modeling tool is provided in Chapter 3.
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Table 2.2:

Verication and validation of Truchas [81].
Truchas

Debroy et al.[69]

Experiment

Weld pool radius (mm)

0.241

0.254

0.313

%dierence vs experiment

-23%

-19%

Weld pool depth (mm)

0.199

0.202

%dierence vs experiment

+4.7%

+6.0%

Radius/depth ratio

1.21

1.26

%dierence vs experiment

-27%

-24%

0.190

1.65

Why Truchas?
There are many commercial numerical codes like Abaqus, Comsol, Flow3D available to
analyze the rapid solidication behavior. One of the main reasons for choosing Truchas is
because it is an open source code and has been tested for welding and casting applications
[81, 82, 80, 83]. Parietti and Lim [81] validated multiple solidication physics of Truchas by
comparing the results of solidication during welding (with and without phase change, with
and without convection) with ABAQUS. The code was also validated against experimental
results and modeling results by Debroy et al.

[69].

Table 2.2 shows the quantitative

comparison of the codes in terms of melt pool width and depth.

The results were found

in good agreement for both the cases.
The code can also be employed on a high performance computing platform. Comparatively, ease of access to developers of the code at Los Alamos National Laboratory was also
taken into consideration before choosing this code for this research work. Similar open source
software with larger user community like OpenFOAM [84] can also be used incorporate the
physics and evaluate this research work.

At the time of beginning of this work, Truchas

was the known, parallel capable and tested open-source code with the solidication physics
built-in and hence, it was used in this research work.
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2.2.4 Experimental Methodology
Part Fabrication

® S12 and A2 machines

For experimental validation, the samples were fabricated using Arcam

located at the Manufacturing Demonstration Facility (MDF) in Oak Ridge National
Laboratory (ORNL). The

stl

® build assembler

les were sliced into 2-D layers using Arcam

software. An in-house code was developed and used to create a new le dening the proposed
melt-scan strategy. The genereated le was fed back into the Arcam

® build assembler to

create the Arcam build le (*.abf ) which was then loaded into the machine for fabrication.

Characterization
The fabricated samples have been cut along the planes parallel (XY plane) and perpendicular
(XZ plane) to the build direction. The samples are then mounted and well-polished (<1 µm)
for characterization.

Optical microscopy has been used to study the grain structure and

analyze the primary dendrite arm spacing of the etched sample.

To reveal the dendrites,

the samples were etched using a mixture of nitric acid, acetic acid and hydrochloric acid in
equal proportion (1:1:1).
microscopy.

Leica DM4000 M

instrument has been used to perform optical

Further, to understand the variation in grain morphology, crystallographic

orientation, and texture variation, a scanning electron microscope (SEM -

M)

Leica DM4000

equipped with electron back scattered diraction (EBSD) detector has been used.
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Chapter 3
Overview of Numerical Modeling
Framework
3.1 Truchas
Truchas [80] is an open-source, highly parallel, multi-physics continuum scale code developed
as a part of Advanced Simulation and Computing (ASC) project (Telluride) at Los Alamos
National Laboratory (LANL). Primary motivation for the development of the code was to
understand the transient metal casting process for nuclear application. Truchas is primarily
written in Fortran with a small fraction of the software written in C and Python. Appropriate
user-subroutines have been developed to design and implement melt scan strategies (moving
heat source) in Truchas to simulate the transient rapid solidication occurring during metal
powder bed additive manufacturing processes.

3.1.1 Conservation Equations
Multi-physics aspect of Truchas includes heat transfer and phase change, uid dynamics
including Marangoni ow due to surface tension gradient,
mechanics.

electromagnetics and solid

The simulations and results in Chapter 4 and Chapter 5 considers only the

physics of heat conduction and phase change.
and phase change is given by Equation (3.1).
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Conservation equation for heat conduction

∂(ρh)
= 5. (k 5 T (h)) + Ṡ
∂t
where

Ṡ

ρ

is the density,

k

is the the thermal conductivity,

(3.1)

h

is the specic enthalpy and

is the source term. Source term includes both positive and negative uxes. Some of the

source terms considered for the additive manufacturing problem are

•

Heat source used to melt the powder particles (electron beam or laser).

•

Latent heat evolution during phase change.

•

Radiative and convective heat uxes at the boundaries.

Equation (3.1) contains the diusive ux, the advective ux is described in Chapter 7.
The partial dierential equation is then discretized by mimetic nite dierence method. The
resulting set of non-linear equations are then solved using one of Jacobian Free Newton
Krylov (JFNK) or Accelerated Inexact Newton(AIN) methods.
The eect of uid mechanics on solidication is explained in Chapter 7.

The physics

involved, conservation equation and solution procedure are discussed in Chapter 7.

3.1.2 Heat Source Prole
To improve the accuracy of the prediction of the numerical simulations, it is important to
understand the eect of interaction of the heat source on the material being fabricated. One
of the important parameters of the interaction is the distribution prole of heat source. An
electron beam additive manufacturing system (Arcam

®) is the focus of this research.

In

general, laser interacts only with the surface of the material while electron beam penetrates
into the impinging material. In addition to the surface heat source prole, there will be a
heat source prole along the depth of the material as well. The surface prole is given by
Gaussian distribution as given in Equation (3.2).

Ixy

1
=
exp
2 ∗ π ∗ σ2
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− (x2 + y 2 )
2 ∗ σ2


(3.2)

where

Ixy

is the surface intensity prole ,σ is the standard deviation,

x

and

y

are the

distance from the center of the beam in X and Y axis respectively. Beam diameter is directly
related to

σ.

The vertical intensity prole is given by an equation derived from experimental measurement. Absorbed power per unit volume and penetration depth has been approximated and
the quadratic approximation of the vertical intensity prole is given in Equation (3.3)[49]

 2
z
z
Iz = −3
+2 +1
2
ze
ze
where

Iz

is the heat source intensity prole along z-direction,

from the surface of the sample,

ze

(3.3)

z

is the distance (depth)

is the absolute penetration depth. Absolute penetration

depth is dened as the depth at which 99% of the electron beam power is absorbed. Absolute
penetration depth is given by Equation (3.4) [85, 86]


ze = 21 ∗
where
beam in

ze

is the penetration depth in

kV , ρ

µm, Ve

is the density of the material in

Ve2
ρ


(3.4)

is the accelerating voltage of the electron

kg
.
m3

Volumetric prole of the electron beam heat source is given by

Q̇ (x, y, z) = −ηe ∗ ηb ∗ Qmax ∗

Ix y ∗ Iz
ze

(3.5)

where

Qmax = Ie ∗ Ve
where

Ie

is the electron beam current,

energy conversion and

ηb

Ve

is the electron beam voltage,

(3.6)

ηe

is the surface

is the beam control eciency. In general, beam control eciency

and surface energy conversion are high

(∼ 0.9)
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for most of the materials interacting with

electron beam systems [38].

Combining Equation (3.2), Equation (3.3), Equation (3.5),

following heat source prole can be dened.

4 ∗ ln(0.1)
exp
Q̇ (x, y, z) = −ηe ∗ηb ∗Ie ∗ Ve ∗
π ∗ d2 ∗ ze



   2

4ln (0.1) ∗ (x2 + y 2 )
z
z
∗ −3
+2 +1
d2
ze 2
ze
(3.7)

where

d

is the electron beam diameter. In Arcam

®, the beam voltage (Ve) is constant

(60 kV) and beam current (Ie ) is variable.

3.1.3 Limitations and Assumptions of the model
The simulations are completely continuum scale.

The interaction between the powder

particles and electron beam is ignored. Preheating (sintering) phase of the process is ignored.
Selective evaporation of elements in the melt pool has been reported [87] in AM process.
Energy loss due to evaporation cooling is not considered in this model.

Expansion and

shrinkage of the material due to the changes in temperature during melting and solidication
are not accounted for in these simulations. The mass is conserved within each cell, and cell
volumes are kept constant before, during and after the phase change. Hence, the density of
the material is assumed to be constant for all the phases of materials used in the simulation.

3.1.4 Initial and Boundary Conditions

®

Local preheat temperature of the substrate, one of the indirect control parameters in Arcam

process, was used as the initial condition of the spatial domain, and was considered a variable
in the simulations.

The top surface of the build radiates heat to the surroundings.

Part

® process takes place in a low pressure environment (10−3 mbar

fabrication in the Arcam

partial pressure of helium) [88], therefore the heat transfer due to convection on the top
surface of the domain is negligible and was assumed to be zero in the simulations. Hence the
boundary condition at the top surface (γ ) was formulated by applying energy conservation
Equation (3.8)
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− k∆T =  ∗ σ ∗ Tx4 − Ta4
where



x  γ

(3.8)

Ta is the ambient temperature (25°C ), k is the thermal conductivity of the material

Table 3.2,



is the emissivity (0.4 [89]) and

σ

is the Stefan-Boltzmann constant (5.67 x

10−8 W.m.K −4 ).

During the fabrication process, the part is encapsulated by ne metal powder particles
of varying diameters

(20 µm − 100 µm).

Alkahari et al [90] experimentally measured and

theoretically veried the thermal conductivity of metal powders of varying diameters

(10 µm − 100 µm) used in selective laser melting.
was found to be between

The thermal conductivity of metal powders

0.33−1.5% of the thermal conductivity of bulk metals.

The thermal

conductivity of metal powders is so low such that it can be considered an insulator for the
short duration (ms) of simulations. Hence the boundary conditions on the remaining ve
faces were assumed to be adiabatic. That is, a Neumann boundary condition with zero ux
across the surfaces.

3.1.5 Geometry and Meshing
Since the focus of this research is to understand the transient conditions in bulk geometry
of the printed part, the physical domain is assumed to be a thick plate. The maximum size
of the domain simulated was 5 x 5 x 2 mm.

The geometry is created and meshed using

CUBIT[91]. Depending on the beam diameter, the mesh size was changed between

20 µm.

5 µm and

Template script for generating the mesh using CUBIT command line can be found

in Appendix B.1.

3.1.6 Scaling of the Code
Truchas is developed to run on high performance clusters with distributed memory systems.
Systems in which the CPU`s have their own memory is called distributed memory architecture
opposed to shared memory architecture where the a common memory is shared by all
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the CPUs.

Truchas uses MPI library (Message Passing Interface) along with PGSLib to

communicate between the processors. Depending on the size of the problem, the maximum
number of spatial domains used in the simulations is about 3 million. Truchas is a parallel
code capable of employed in HPC clusters for ecient simulations. Depending on the number
of processors used, the spatial domain (mesh) is discretized into numerous sub-domains
during the initializing phase of the simulation using Chaco partition library.
Scalability analysis was done to understand the eectiveness of the code in clusters. 2 types
of scaling analysis can be done (a) weak scaling and (b) strong scaling. During weak scaling
analysis, load per core or processor remains constant (number of nodes/equations in the mesh
allocated per core/processor is constant) but number of workers/processors is increased. In
strong scaling, the total load (number of nodes/equations in the mesh allocated to the cluster
is constant) is kept constant but the number of processors is increased.
Strong scaling analysis is done for pure heat transfer and phase change problem in Truchas.
Total number of elements in the mesh is kept constant at 2 million. Total number of time
steps in the simulation is constant at 2068. Number of cores used to solve the problem has
been increased from

23

to

210 .

This analysis was done on a Cray XK7 machine with 16 core

AMD interlagos and 32GB of RAM per node (cluster name: CADES, location: ORNL).
Absolute strong scaling eciency of a problem size

N

on

P

processors is dened in

Equation (3.9) [92].

η (N, P ) =
where

T (N, P )

T (N, 1)

1 T (N, 1)
P T (N, P )

is the total wall time of the simulation of size

is total wall time of the simulation using

P

(3.9)

N

using 1 processor and

processors. Since the current problem

size (2 million elements) is too large for 1 processor, minimum number of processors used
in this case is 16. Hence, the relative scaling eciency of scaling from

Q

processors to

P

processors is dened in Equation (3.10) [92].

η (N, P |Q) =
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Q T (N, Q)
P T (N, P )

(3.10)

Speed up ratio is another quantity to measure the performance of the code. Speed up
of the code is dened as the ratio of time taken for the code to run on 1 core to time taken
on N cores. Table 3.1 shows the detailed usage of wall clock time by each part of the code
during execution for the specied xed problem size (strong scaling).

Table 3.1:
Total

Elements

Strong Scaling: Wall Time Usage Analysis

Total Wall

Reading

Initializa-

Diusion

Time (s)

Input (s)

tion(s)

Solver (s)

Writing
Output

Number

assigned

of Cores

per core

16

125,000

15640

0.104

1934

13060

449

32

62,500

8510

0.140

1551

6599

265.7

64

31,250

4915

0.145

1394

3305

171.8

128

15625

3261

0.150

1400

1732

117.6

256

7813

2420

0.161

1401

906.8

106.2

512

3906

1955

0.1548

1377

472.3

101.4

1024

1953

1816

0.2947

1460

276

77.26

(s)

Figure 3.1(a) shows the speed up ratio and Figure 3.1(b) shows the comparison of relative
scaling eciency with data from 16 processors as the baseline calculated from the data in
Table 3.1. From Figure 3.1 (b), it can be concluded that for this physics and dened problem
size, increasing the number of processors to 1024 is essentially a waste of the computational
resource. It can also be concluded that for ecient use of the computational resource, the
load assigned should be between 30k and 15k elements per processor approximately. Care
should be taken that this scaling analysis will not be valid if new physics is added to the
model.

3.1.7 Material Properties
Thermophysical properties of IN718 used in the simulations are given in Table 3.2

3.1.8 Calculation of G and R
As explained in Chapter 2, the solidication microstructure is primarily dictated by thermal
gradient (G) at the liquid-solid interface and velocity (R) of the liquid-solid interface. The
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Figure 3.1:

(a) Speed up ratio and (b) Scaling Eciency of Truchas (Heat
transfer and phase change)

Table 3.2:

Thermophysical properties of IN718 [93, 94]

Property

Value

Unit

Density

7451

kg.m−3

Solidus Temperature

1528

K

Liquidus Temperature

1610

K

Latent Heat of Fusion

227000

J.kg −1
J.kg −1 .K −1
J.kg −1 .K −1
W.m−1 .K −1
W.m−1 .K −1

Specic heat capacity of solid

600

Specic heat capacity of liquid

775

Thermal conductivity of solid @ 1300 K

26.6

Thermal conductivity of liquid @ 1850 K
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output of Truchas is spatio-temporal variation of temperature. The values of resultant

G

is

extracted from the temperature data based on Equation (3.11).

q
G = 2 Gx 2 + Gy 2 + Gz 2
where

Gx , Gy

and

Gz

(3.11)

are thermal gradient along X, Y and Z directions respectively as

shown in Equation (3.12).

Gx =

dT
dT
dT
; Gy =
; Gz =
dx
dy
dz

(3.12)

The cooling rate is calculated according to Equation (3.13).

CoolingRate = |

dT
|
dt

(3.13)

The cooling rate is negative during melting and positive during solidication. This will help
in identifying whether particular mesh element is melting or solidifying.
The liquid-solid interface velocity can now be calculated as the ratio of cooling rate and
resultant thermal gradient as shown in Equation (3.14)[95].

| dT
|
dt
R= q
2
Gx 2 + Gy 2 + Gz 2

(3.14)

To demonstrate the calculation of G and R and their distribution, a single spot simulation
is performed. Figure 3.2 shows the liquid-solid interface tracking along XZ symmetrical plane
(side view) of the melt pool solidication with plots of liquidus (1610K) isotherm of the melt
pool at dierent time of a simulation with beam current of
a preheat temperature of

1528 K

20 mA

turned ON for

1 ms

with

(solidus). From Figure 3.2, it is evident that the melting

and expansion of the melt pool continues even after the beam is turned o at
case, the melt pool continues to expand and solidication begins only at
Figure 3.2 (a) and completely solidies at

30 ms

1 ms.

10 ms

In this

as shown in

as shown in Figure 3.2 (d).

Figure 3.3 shows the overlap of Figure 3.2 (a), i.e. the liquidus isotherm at the beginning
of the solidication, and temperature gradient vector of the entire domain. The temperature
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Figure 3.2:

Transient Liquid-Solid interface tracking of melt pool (a)

at the beginning of solidication 10ms (b) 20 ms, (c) 26 ms, and (d)
end of solidication 30 ms.

Figure 3.3:

Overlap of Thermal Gradient vector and Liquidus

isotherm (1610 K) along the XZ plane.

gradient vectors in the melt pool point towards the center of the heat source where the
temperature is higher. The direction of the thermal gradient vector is normal to the liquidsolid interface along the liquidus isotherm which essentially dictates the direction of crystal
growth at the liquid-solid interface.
Spatio-temporal distribution of

G and R are then calculated according to Equation (3.11)

and Equation (3.14). The values are calculated at all of the elements in the spatial domain
of the simulation.

The values have to be ltered only along the elements at the liquid-

solid interface. This extraction is automated and performed using a python script coupled
with an open-source, parallel, data visualization software VisIt [96]. The script is given in
Appendix B.2. The values along the liquidus isotherm (1610 K) of the melt pool are used to
obtain spatial and temporal distributions of the G and R only at the liquid-solid interface
as the melt pool solidies. These distributions are then used to predict the transition from
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Figure 3.4:

Variation of G and R as a function of solidication time

columnar to equiaxed microstructure.

The extracted G and R values are plotted on the

reference solidication map [97] for IN718.
Figure 3.4 shows the variation of temperature gradient (G) and liquid-solid interface
velocity (R) as the melt pool collapses. From Figure 3.4, it is evident that the temperature
gradient is high and the liquid-solid interface velocity is low as the melt pool begins to solidify.
As the liquid front advances and melt pool shrinks, the temperature gradient decreases and
the liquid-solid interface velocity increases rapidly. This behavior of G and R with respect
to solidication time agrees with the results for spot welding by Debroy et al. [54, 98, 53,
52].

Quantitative and qualitative analysis of this spatio-temporal variation and it`s eect

on solidication microstrucutre in electron beam additive manufacturing is explained in the
following chapters.
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Chapter 4
Grain size and Primary Dendrite Arm
Spacing control
4.1 Inuence of Grain Size on Mechanical Properties
In general, for room temperature applications, the yield strength of a metallic component
is inversely proportional to the square root of grain size (Hall-Petch relationship).

Grain

boundaries pin the movement of dislocations by creating lattice mismatch thereby increasing
the yield strength [99]. In structural components used in the environment at or below the
homologous temperature of te material, the mechanical properties (yield strength, fracture
toughness, fatigue life) tend to increase with increase in grain boundary area per unit volume
(grain size renement).

On the other hand, for components used in high-temperature

applications, the reduction in grain size or the increase in grain boundary area per unit
volume is detrimental to the creep and stress rupture properties. This is because, a decrease
in grain size increases the diusion rate, thereby increasing the creep rate of the component
and thereby inducing shorter service life.

The eect of grain size on creep behavior of

Nickel-base superalloys has been reported in the literature [100, 101]. In addition to grain
size, primary dendrite arm spacing (PDAS) is also reported to have signicant impact on
the high cycle fatigue life of components fabricated using Nickel alloys [102]. This chapter
examines the feasibility of grain size and PDAS control by changing the melt strategy.
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Figure 4.1:

Types of raster melt-scan (a) unidirectional (b) bidirectional.

4.2 Melt-Scan Strategy
4.2.1 Conventional Melt Sequence
The most widely used melt-scan strategy (Figure 4.1) in the current AM processes is similar
to multi-pass welding.

The heat source moves linearly from one end to the other with

temporally varying current and velocity.

The distance between adjacent raster lines (H -

hatch spacing) dictates the overlap of the melt pools. As shown in Figure 4.1, the scanning
can be unidirectional or bidirectional.

The angle (φ-rastering angle) between the scan

direction and a reference axis can also be changed from one layer to the next.

Epitaxial

solidication of columnar grains within the melt pool and along the build direction is a wellknown phenomenon for raster melt-scans[2,27]. The length of the raster scan depends on the
geometry of the part being fabricated. Therefore, the local thermal history and solidication
conditions are signicantly aected by changes in geometry and it is a complex challenge
to obtain robust site-specic control over the solidication microstructure using the raster
melt-scan strategy for arbitrary geometries.
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4.2.2 Proposed Melt Strategy
As explained in the Section 2.1 in Chapter 2, during rapid solidication, the solidication
microstructure is primarily dictated by the thermal gradient (G ) at the liquid-solid interface
and velocity of the liquid-solid interface (R ). The motivation behind the design of new
melt-scan strategy is to control the local

G

and

R

during solidication.

Localized

solidication control leads to consistent and similar solidication microstructure within the
whole component.
In this study, continuous melt scan has been replaced by pulsed spot melt scan strategy
to achieve localized control over solidication condition.
can move at the high velocities (∼

4 km/s),

®

Since electron beam in Arcam

the ratio of energy deposition rate to the heat

removal or diusion rate can be so high such that, depending on velocity and power, the
raster scan can be made to have a linear energy prole in 1D or areal energy prole in 2D.
This complexity makes it challenging to use raster melt strategy to control solidication
microstructure for complex geometry. Since point or spot melt has zero velocity, it can be
considered as 0-D and it becomes relatively easier to control the solidication phenomenon in
complex geometries. Thereby, using spot scan pattern as the design variable is to decouple
the process parameters from the geometry of the part being fabricated.

To decouple the

geometry and achieve localized solidication conditions throughout the area of a particular
layer, the 2-D slice of the layer is spatially discretized into smaller sub-domains. Figure 4.2(a)
shows a schematic of a square area to be melted, which is divided into numerous smaller subdomains or 'tiles'. The numbers within each sub-domain indicate the sequence in which each
of sub-domains will be melted. The horizontal or vertical distance between a sub-domain
and the next in the sequence along X and Y axis is termed as external oset (X1 and Y1
respectively).

External oset is employed to ensure that the melting and solidication of

the sub-domains in sequence are independent of each other (i.e. solidication in domain 1 is
independent of domain 2). Further, as shown in Figure 4.2(b), each sub-domain contains 5
spots at which the electron beam energy is deposited. The 5 spots within one sub-domain
can be moved closer or away from each other. The horizontal (Xo ) or vertical (Yo ) distance
between the center spot and one of the fringe spots within the sub-domain is termed as
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Figure 4.2:

Proposed Melt Scan Strategy (a) Partitioning of melt area into

subdomains (b)Distribution of spots within one subdomain.

internal point oset. The rationale behind moving the spots closer or farther from each other
is to gain control over the solidication parameters (thermal gradient G, liquid-solid interface
velocity R and cooling rate G*R) which is vital to control the solidication grain size. This
spot melting (Figure 3) pattern is repeated layer-by-layer depending on the geometry of the
slice of the particular layer.

Since a cubic geometry is chosen for this investigation, the

2-D cross section of the geometry remains constant for all the layers. In this chapter, the
experiment was done in advance and then the results were analyzed and rationalized using
the results from numerical modeling.

4.3 Experimental Set up
®

Samples were fabricated using IN718 powder in an Arcam
thickness of

50 µm

S12 machine with a layer

and a bed temperature of 1050°C. The dimension of the samples was

2x2x2 cm. A layer of 2x2 cm is divided into 40 x 40 overlapping sub-domains on the XY
plane. The sub-domains overlap laterally (500 µm from one aub-domain to the adjacent) to
avoid lack of fusion porosity through the build. At each spot, the electron beam is turned on
for a constant amount of time (0.25
machine cannot be varied.

ms ).

The accelerating voltage (60

kV )

of the Arcam

®

Beam current is a variable, but for this study, uniform beam
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Table 4.1:

Values of input parameters of proposed scan strategy

Case

Internal Point Oset (µm)

Beam Current (mA)

Beam On Time (ms)

1

200

20

0.25

2

400

20

0.25

3

600

20

0.25

4

800

20

0.25

current of

20 mA

is used at each spot. The external oset value (X1 =Y1 =3mm) was chosen

based on the predicted heat aected zone during solidication of a sub-domain and is kept
constant for all the samples. There are 1600 sub-domains and 8000 spots per layer per sample.
Because the number of spots per layer was kept constant, energy deposition per layer (2.4
kJ) remained constant for all the samples. Variation of solidication microstructure between
the samples at constant energy density is also to show the signicance of the melt strategy
on solidication. Table 4.1 shows the values of beam input parameters and internal point
oset variable of the proposed scan strategy to be analyzed.

The size of the sample and

corresponding process parameter window including the number of spots and energy density
per layer were chosen based on the previous experience for successful fabrication. Focus coil
current of 0 mA was used for fabrication. The focus coil current controls the beam diameter.
Analyzing the quantitative relationship between the focus coil current and beam diameter
is beyond the scope of this work.

4.4 Results and Discussions
4.4.1 Melt pool shape
Figure 4.3 shows the image of the fabricated samples on the substrate with varying internal
point oset as mentioned in Table 4.1. On closer observation, variation in surface topology
can be noticed. To further investigate this variation, the samples were examined under the
optical microscope.
Figure 4.4 shows the dierences in shape of top surface of the melt pool formed within
one sub-domain. All the melt pools were concave in nature wth respect to the surface. From
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Figure 4.3:

Figure 4.4:

Top view of fabricated samples with internal point oset of
(1)200 µm (2)400 µm (3)600 µm (4)800 µm

The top surface of fabricated samples showing the variation in

met-pool shape as a function of internal point oset (1)200 µm (2)400 µm
(3)600 µm (4)800 µm

Figure 4.4 (1) and (2), it can be observed that for samples with internal point oset of
and

400 µm

200 µm

respectively, the individual melt pools of all the 5 spots merge together to form

a single melt pool. While looking at Figure 4.4 (3), it can be observed that the melt pools
begin to pull away from each other forming 'buttery' like shape and by futher increasing
the internal point oset to

800 µm,

all the 5 melt pools are completely independent of each

other(Figure 4.4 (4)).
All 4 processing conditions were simulated using Truchas (Chapter 3) in conduction
only mode to verify the solidication behavior. Beam diameter of

200 µm

was used in the

simulations. Figure 4.5 shows the shape and size of the simulated melt pools captured at
the simulation time just before the melt pools start to collapse. The results agree with the
experimental results shown in Figure 4.4.
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Figure 4.5:

Size and shape of the top surface of the simulated met-pool as a

function of internal point oset (a)200 µm (b)400 µm (c)600 µm (d)800 µm
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Table 4.2:

Properties of IN718 used in analytical equations to predict PDAS [106].
Parameter

Value

Unit

L

28

-

Partition Co-ecient
Diusivity

kp

(Nb)

D

Γ
Equilibrium Solidication Range ∆To
Non-Equilibrium Solidication Range ∆T
Gibbs Thompson Co-ecient

0.48

-

3E − 9
1E − 7

m2 s−1

82

K
K

200

-

4.4.2 Variation in Primary Dendrite Arm Spacing
Theory
Hunt [28] derived an analytical formulation for the calculation of PDAS as a function of
solidication conditions and alloy properties with an assumption that the dendrite tip can
be approximated as a sphere.

Trivedi [103] extended the model derived by Hunt [28] as

shown in Equation (4.1). Kurz-Fisher et al. [104] derived a similar analytical formulation
based on the Langer and Muller-Krumbhaar stability criterion [105] which assumes that the
dendrite tip radius is equal to the wavelength of the instability at the liquid-solid interface.
The simplied relationship derived by Kurz-Fisher et al. [104] is given in Equation (4.2).

 0.5 
0.25
1
∆To ∗ L ∗ kp ∗ D ∗ Γ
λ = 2.83 ∗
∗
G
R

λ = 4.3 ∗
where
interface,

∆T
G

0.5 
∗

D∗Γ
R ∗ kp ∗ ∆To

0.25
(4.2)

λ is the primary dendrite arm spacing, G is the thermal gradient at the liquid-solid
R

is the velocity of the liquid-solid interface,

∆To

is the temperature dierence

between equilibrium liquidus and solidus temperature of the alloy,
solidication range of the alloy,
ecient ,

(4.1)

kp

Γ

∆T

is the Gibbs-Thompson co-ecient,

is the partition co-ecient,

is the non-equilibrium

D

is the diusion co-

L is the harmonic function of the perturbation.

material dependent properties in the above equations are listed in Table 4.2.
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The

By applying known values for the variables in Equation (4.1) and Equation (4.2), the
PDAS can be expressed as a function of just

G

and

R.

For IN718, the Trivedi and Kurz-

Fisher models can be simplied to Equation (4.3) and Equation (4.4) respectively.

λ = 2145.952 ∗ G−0.5 ∗ R−0.25

(4.3)

λ = 3195.214 ∗ G−0.5 ∗ R−0.25

(4.4)

These analytical equations have been used by Lee et al. [106] to predict the PDAS in
laser deposited IN718 and the experimental results were found to compare reasonably well
with the theoretical prediction. The comparison of the predicted values from the theoretical
models and experimentally measured values is discussed in the following section.

Experimental Observation
For IN718 in the Arcam

®

process, immediately after the solidication, the columnar

dendritic structures formed with microsegregated elements (Mo, Nb) [107] between the
dendrites. However, because the build chamber was held at an elevated temperature (1000°C)
during the build, the segregated elements diuse from the interdendritic region into dendrites
[108, 107]. Immediately after the melting of the nal layer completes, the chamber begins
to cool. Figure 4.6 shows the experimentally measured temperature prole at the bottom of
the substrate during fabrication of the samples.
Since rapid cooling commences instantaneously after melting the last layer, segregated
elements in the interdendritic region of the melt pool do not have enough time to diuse and
homogenize.

The diusion kinetics of additively fabricated nickel-base superalloy (IN625)

has been studied by Zhang et al.[108] using synchrotron. At 870°C, the segregated elements
diused completely in 900 seconds. Since the build for this work was done at 1050°C, the
homogenization kinetics should be equal to or faster than the kinetics reported by Zhang
et al.[108]. The time taken for fabrication of single layer was about 100 seconds and hence,
microsegregation and dendritic structures was observed only in the top few layers (<10) of
the samples. Accordingly, after etching, columnar dendrites were observed in the top layers
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Figure 4.6:

Experimentally Measured Temperature Prole of the bottom of
the substrate during the build.

(∼

500 µm)

and a homogenized, columnar microstructure in the rest of the layers of the

fabricated sample.
Figure 4.6 shows the experimentally measured temperature prole at the bottom of the
substrate during fabrication of the samples. Color coded regions shows the dierent stages

® process. Figure 4.7 shows the same data points zoomed during the transition

of the Arcam

from sintering to melting of the rst layer of the samples. The drop in temperature during
initial few layers of the build can be attributed to radiative heat loss from the substrate since
it is exposed to the ambiance. After few layers, most of the substrate is covered with sintered
powder which has low thermal diusivity and hence the radiative energy loss is minimized
to a signicant extent.

Therefore, measured temperature at the bottom of the substrate

stabilizes after initial few layers of the build.
Since rapid cooling commences immediately after melting of the last layer, segregated
elements in the interdendritic region do not have enough time to diuse and homogenize.
Hence, the characteristics of segregation and dendritic structures can be observed only in
the top layers of the samples. Figure 4.8 shows an example of variation in microstructure as
a function of build height. Columnar dendrites were observed in the top layers (∼

500 µm)

and a homogenized, bulk columnar microstructure in the rest of the layers of the fabricated
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Figure 4.7:

Experimentally Measured Temperature Prole during melting
of the rst layer.
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Figure 4.8:

Visible dendritic morphology on top layers (∼
sample with internal point oset of

200 µm.

500 µm)

of the

sample. This phenomenon was observed in all the fabricated samples. The visible dendrites
at the top most layers were used to measure the primary dendrite arm spacing (PDAS)
of the samples fabricated with the proposed scan strategy.

From Figure 4.8, it can also

be observed that groups of primary dendrites are parallel to each other. The change in the
dendritic growth direction between the groups can be attributed to change in the direction of
the thermal gradient vector during solidication of overlapping sub-domains in the melt-scan
strategy.

Numerical Prediction
From the simulated data, the liquid-solid interface was tracked during solidication and the
spatiotemporal values of

G and R were extracted for each of the 4 cases specied in Table 4.1.

The PDAS was calculated based on Equation (4.3) and Equation (4.4). Figure 4.9 shows the
spatial variation of calculated PDAS within the melt pool for the simulation with
internal point oset.

The depth of the melt-pool

(∼ 450 µm)

can also be inferred from

Figure 4.9. The thickness of the powder layer used in the process is

50 µm.

When the i

layer is melted, the previously solidied melt pools of (i-8) layers are re-melted.
the simulation data from bottom

50 µm

200 µm
th

Hence,

of the melt pool was used in all the upcoming

calculations to provide the statistics of the solidication microstructure since they are not

58

Figure 4.9:

Variation (along XZ plane of melt pool) of PDAS predicted by
the (a) Trivedi and (b) Kurz-Fisher model.

re-melted during subsequent layers. From Figure 4.9 (a),(b) it can be inferred that the PDAS
predicted by the Trivedi and Kurz-Fisher models are about

8 µm

and

12 µm

respectively.

Figure 4.10 shows a colored scatter plot of the variation in PDAS as a function of G
and R on a reference solidication map [97] for the columnar-to-equiaxed transition of
IN718.

Data used in Figure 4.9(b) is plotted as a function of

G

and

R

in Figure 4.10.

Comparing the distribution of PDAS as a function of melt pool depth (Figure 4.9(b)) and
solidication parameters (G & R Figure 4.10), it can be observed that the
the bottom region of the metlpool lies within the

12 µm

G

and

R

of

region in the scatter plot which is

consistent with a columnar grain structure. Figure 3.4 shows the variation of G and R as
a function of solidication time. Following the logic, the area of the map (Figure 4.10) in
the equiaxed region corresponds to the top region in the melt pool which will be remelted
by the subsequent layers. Hence, the model prediction is consistent with the observation of
a columnar microstructure through the entire height of the sample.
Similarly, the PDAS was predicted for all 4 cases using the coupled numerical-theoretical
model. Figure 4.11 shows the comparison of mean PDAS (experimental vs predicted) as a
function of internal point oset. It can be observed that the PDAS varies from
when the internal point oset is varied from

200 µm

to

800 µm,

10 µm to 4 µm

respectively.

The Trivedi

model overestimates and the Kurz-Fisher model underestimates the PDAS prediction, but
the trends are consistent with the experimental observations. The experimentally measured
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Figure 4.10:

Variation of PDAS (Kurz-Fisher model) as a function of G and

R on the reference solidication map for the internal point oset of
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200 µm.

Figure 4.11:

Comparison of numerically predicted and experimentally
measured PDAS.

PDAS data is sandwiched between the two theoretical models but closer to the predictions
of the Kurz-Fisher model.

4.4.3 Variation in Grain Size
Theory
During rapid solidication conditions in AM, the two most probable solidication mechanisms are (a) epitaxial growth and (b) heterogeneous nucleation and growth. During epitaxial
growth, the shape of the melt pool plays a crucial role in determining the dendritic growth
direction.

This phenomenon may be analogous to formation of misoriented grains during

the casting of single crystal or directionally solidied alloys. During solidication of single
crystals, thermosolutal convection and fragmentation of grains causes the deviation of the
primary dendrite growth direction with respect to the direction of the thermal gradient,
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resulting in the formation of misoriented grains [109, 11, 110]. In this study, the deviation
of primary dendrites from the build direction has been correlated to the shape of the melt
pool. The shape of the melt pool is quantied based on the spatiotemporal distribution of
the thermal gradient vector normal to the solid-liquid interface during solidication.
On the other hand, grain size may also be determined by the nucleation density within the
liquid melt pool. In a temporal scale, nucleation density controls the nucleation rate. It is
valid to assume that nucleation rate dictates the solidication grain size.
be either (a) homogeneous or (b) heterogeneous.

Nucleation can

Heterogeneous nucleation during rapid

solidication is primarily due to constitutional supercooling. Compositional gradient at the
liquid-solid interface due to segregation aects the local equilibrium liquidus temperature
(TL ) near the interface. Depending on the compositional gradient at the liquid-solid interface,
G, R, and the amount of constitutional supercooling varies.
gradient at the interface,

TL

at the interface is lowered.

For a steep concentration

When the actual temperature

gradient is lower than the temperature gradient at the interface due to spatial variation of

TL

, constitutional supercooling occurs at the interface and promotes nucleation ahead of the

solidication front. The volume rate of heterogeneous nucleation is dened by Equation (4.5)
[111].


Nhet = f ∗ C ∗ exp

where

Nhet

−∆G∗ het
k∗T



is the heterogeneous nucleation rate per unit volume,

(4.5)

f

a function of the surface

area of the critical nuclei, vibrational frequency of atoms and the activation energy for
diusion in the liquid,

C

the number of atoms in contact with the nucleation sites per unit

volume of the melt pool, and

G∗ het

the activation energy required to overcome the barrier for

heterogeneous nucleation, which is a function of undercooling. Higher undercooling makes
it easier to overcome the energy barrier for nucleation.
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An empirical study by Uttormark et al.

[112] analyzed the relationship between

undercooling and nucleation rate in a molten spherical aluminum droplet. The nucleation
rate of the aluminum droplet was observed to increase with an increase in undercooling.
Yang et al. [113] extended the study by developing fast scanning calorimetry to understand
the eect of cooling rate on the undercooling of a molten tin droplet. The observation proved
that an increase in cooling rate increased the undercooling within the molten droplet. Hence,
an increase in the cooling rate of the melt pool increases the undercooling which in turn
increases the nucleation density resulting in ner grains. Equation (4.6) can be derived (see
Appendix A) from Equation (4.5) to show the analytical relationship between undercooling
and cooling rate

 
Ṫ

with an assumption that the melt pool is a spherical droplet.

C1
Ṫ
where

C1

and

C2

Z

∆T

0



1
C2
∗ exp −
dT = 1
T2
(Tm − T ) T 2

are material constants and

Tm

(4.6)

is the melting point.

Hence, the nucleation rate can be controlled by the controlling the cooling rate. The cooling
rate of the melt pools in the proposed melt strategy can be predicted.

Variation in the

predicted cooling rates and corresponding experimental grain size variation are discussed in
the next section.

Experimental Observation
EBSD characterization was used to understand the size and morphology of the grains.
Figure 4.12 shows the EBSD data depicting the variation in the size of the columnar grains
along the build direction for each melt-scan strategy.
The grains are coarser in sample 1 when the 5 spots merge together to form a single
melt pool. The grains become ner as the melt pools move away from each other, i.e. as
the internal point oset distance is increased from

200 µm

to

800 µm.

The grains are not

only wider in sample 1 but also longer compared to sample 4, eectively reducing the grain
boundary area per unit volume of the sample, which may inuence the mechanical behavior
of the component.
Figure 4.13 shows the quantitative variation in grain size with respect to the internal point
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Figure 4.12:

Variation in grain size and corresponding qualitative texture
plot as a function of internal point oset.

oset. Even though the shape and size of the top surface of the melt-pools from samples
1 and 2 look similar (Figure 4.4), the resultant microstructure (Figure 4.12) is signicantly
dierent. With the help of numerical modeling, Debroy et al. [98] showed that the subsurface
solidication behavior of two similarly shaped melt pools can be signicantly dierent even
though their surfaces look similar. Current results reiterate the above argument and calls for
further investigation using modeling. The pole gures in Figure 4.12 also indicate that the tilt
of the grains with respect to build direction increases as the internal point oset increases,
which may be due to the change in the resultant melt pool shape (3-D). As mentioned
earlier, the grain size variation is rationalized considering two solidication phenomenon (a)
epitaxial growth (b) heterogeneous nucleation and growth ahead of the solidication front
due to undercooling.

Epitaxial Growth
Considering epitaxial growth, the variation in grain size is attributed to changes in the
dendritic growth direction.

The dendritic growth direction was quantied using the
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Figure 4.13:

Variation of experimentally measured grain size and area as a

function of internal point oset in the proposed melt strategy.
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Figure 4.14:

Distribution of dendritic growth direction of the bottom

50 µm

of the melt pool.

spatiotemporal variation of direction of temperature gradient at the liquid-solid interface
during solidication. The growth direction was calculated based on Equation (4.7).

−1

θ = cos
where



Gz


(4.7)

Gresultant

θ is the angle between the resultant thermal gradient vector (Gresultant ) at the solid-

liquid interface and the z-component of the thermal gradient vector

(Gz )

which is aligned

with the build direction. Like the PDAS calculations, the data was ltered to retain only
the bottom

50 µm of the melt pool.

Histograms of the distributions of calculated solid-liquid

interface growth directions relative to the build direction as calculated from the simulations
are shown in Figure 4.14.
The curvature at the bottom

50 µm of the simulated melt pools is quantied in Figure 4.14

and it can be observed that for the simulation with internal point oset of
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200 µm

(coarser

Figure 4.15:

Variation of cooling rate with respect to internal point oset.

grains - 1 merged melt pool), the curvature is smaller and the dendrites are well-aligned
with the build direction compared to the case with

800 µm

internal point oset (ner grains

- 5 independent melt pools). Hence, introducing the curvature in the resultant melt pool
promotes larger mismatch between the resultant thermal gradient and the fast-growth <001>
orientations of the pre-existing grains that solidied during the production of previous layers.

Heterogeneous Nucleation and Growth
Changes to the internal point oset also corresponds to signicant changes in the cooling rate
during solidication.

The spatiotemporal variation in cooling rate for dierent conditions

was calculated from the simulations and the probability density distribution is plotted in
Figure 15. It can be observed from Figure 4.15 that the cooling rate of the merged melt pool
(point oset:

200 µm)

is smaller than the 5 independent melt pools (point oset:

The cooling rate increases from
increased from

200 µm

to

800 µm

2 ∗ 103 K/s

to

15 ∗ 103 K/s

800 µm).

if the internal point oset is

respectively. The cooling rate of the extreme cases diers

by a factor of 3-4.
The higher cooling rates for individual melt pools (600 µm and

800 µm

spacing) shown

in Figure 4.15 will tend to increase curvature undercooling at the dendrite tips, producing
an increased driving force for heterogeneous nucleation [113, 112, 25]. However, this alone
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does not explain the production of highly textured, ne-grained columnar structures as
shown in Figure 4.12, because if it was the case that heterogeneous nucleation is favored
under these conditions, then a weakly textured equiaxed structure would be expected. To
rationalize these results, it is necessary to also consider the eect of the distribution of
angles between the resultant thermal gradient and build direction as shown in Figure 4.14.
Consider a simple case in which the grains from the previous layer have their

< 001 >

fast-

growth directions perfectly aligned with the build direction. In this case, the distributions
of the angles between the thermal gradients and the build direction (Figure 4.14) is also
a description of the misorientation between the thermal gradient vector and the dendrite
growth direction. For epitaxial growth to continue under these conditions, the component
of the dendrite tip velocity aligned with the thermal gradient must equal the velocity of the
liquidus isotherm. The dendrite tip velocity in the

< 001 > direction may then be expressed

as a function of the solid-liquid interface velocity (R) and the angle between the

< 001 >

direction and the thermal gradient [114].

R<001> =

R
cos θ

Due to this relationship between the thermal gradient vector and the

(4.8)

< 001 >

crystallographic direction, larger misorientations result in higher dendrite tip velocities. The
undercooling of the dendrite tips increases with the tip velocity, and consequently, with this
misorientation angle, creating a region with an increased driving force for heterogeneous
nucleation. If indeed nucleation takes place under these conditions, it is expected that the
newly nucleated grains would undergo a brief period of competition, resulting in the selection
of those grains that have a

< 001 >

type crystallographic direction most closely aligned

with the thermal gradient vector. These grains will therefore grow with a smaller amount
of undercooling, reducing the thermodynamic driving force available for heterogeneous
nucleation.

The consequence of this mechanism is therefore the nucleation of a small

number of equiaxed grains at the edge of the re-melted region, followed by a transition
back to columnar growth more closely aligned with the thermal gradient vector.

Larger

misorientations and higher cooling rates will result in a higher heterogeneous nucleation rate,
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Figure 4.16:

Evidence for heterogeneous nucleation by changing the scan
strategy along the build direction.

and therefore, a smaller grain size, consistent with the observations in textured, ne-grained
columnar structures as shown in Figure 4.12 and the simulated distribution of thermal
gradient angles in textured, ne-grained columnar structures as shown in Figure 4.14.
To test this theory, an experiment was designed in which the melt strategy was changed
along the height of the build.

A sample of

20 mm

was fabricated with the bottom half

(10 mm) of the sample using a raster scan strategy (0.1 mm hatch spacing) and the top
half (10 mm) of the sample fabricated using a spot melt strategy (20mA, 0.25ms).

From

previous experience, the raster scan strategy was expected to result in comparatively coarse
columnar grains.

The occurrence of coarser columnar grains (600

∼ 700 µm)

may be due

to comparatively atter bottom surface of the melt pool and therefore, thermal gradients
that are more uniformly aligned with the build direction.

Alternatively, the spot melt-

scan strategy was expected to produce ne columnar grains due to large deviations in the
direction of the thermal gradients from the build direction. This experiment was designed to
investigate the possibility of heterogeneous nucleation at the transition region due to changes
in the thermal gradient relative to the

< 001 > direction of the pre-existing columnar grains.

Figure 4.16(a) shows the inverse pole gure of the fabricated sample along the build
direction. At the transition region from raster to spot mode, evidence for grain renement
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can be observed.

To obtain evidence for heterogeneous nucleation in the constitutionally

cooled region, which can be challenging, pairs of grains were chosen at the transition region
and checked for any common

< 001 >

< 001 > poles.

Figure 4.16(b) shows that there are no common

poles, eliminating the possibility of epitaxial growth in these cases.

It appears

that at the transition point, heterogenous nucleation occurred, creating a small number of
equiaxed grains, which then competed to return to columnar growth. The pole gures in
Figure 4.16(b) show that pairs of grains observed at the transition region of the sample did
not have common

< 001 >

poles, supporting the conclusion that these grains nucleated

heterogeneously. The results in Figure 4.16 support the theory that mismatch between the
direction of the thermal gradient and the

< 001 > growth direction of the previously existing

grains requires a large enough undercooling to enable heterogeneous nucleation to take place.
Even though the result in Figure 4.16 supports the argument, it may not be the conclusive
proof since the grains may have grown from out of plane as well. This theory is also consistent
with results observed by Helmer et al. [77] in which periodic changes in the direction of the
raster pattern produce highly textured columnar grains of dierent lengths due to changes
in the orientation of the resultant thermal gradient.
The evidence presented in Figure 4.16(b) is only a simplied example of the phenomenon
discussed above.

In this case, the raster pattern used for the bottom

produced a coarse columnar structure with grains whose

< 001 >

10 mm

of the build

directions are highly

oriented with the build direction. However, when solidifying new layers on existing grains
with more textural variation (Figure 4.12) the relationship between the thermal gradient
and the epitaxial growth directions is signicantly more complex. Modeling of the resultant
thermal gradients across several subsequent layers is necessary to fully understand these
eects and may necessitate the use of microscale numerical models for grain nucleation and
growth [115].
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4.5 Summary


A new scan strategy was developed to control the size of the columnar grains and the
primary dendrite arm spacing. The experimental observations were rationalized using
the numerical modeling tool.



To rationalize the variation in grain size, two of the most probable solidication
mechanisms (epitaxial growth and heterogeneous nucleation) were considered.

The

thermodynamic driving force available for heterogeneous nucleation was correlated to
the local solidication conditions as well as the shape of the resultant melt pool by
calculating the dendritic growth direction with respect to build direction.

The key

factor deciding the grain size was inferred to be the curvature of the resultant melt
pool. Increasing the curvature of the melt pool promotes ner grains by increasing the
undercooling available for heterogeneous nucleation due to misorientation between the
resultant thermal gradient and pre-existing <001> directions of grains from previous
layers. The grain size variation is attributed to the nucleation rate which is a function of
both the cooling rate and melt pool curvature through undercooling. Hence, controlling
the geometry of the resultant melt pool of a layer plays an important role in the
development of the grain structure.



A simple experiment was designed and analyzed to show the evidence of heterogeneous
nucleation and examine the eect of mismatch between the thermal gradient and
epitaxial growth direction. The experimental results support a mechanism based on
heterogeneous nucleation followed by grain growth competition and the establishment
of new columnar grains with <001> crystallographic directions that are highly oriented
with the thermal gradient.



One of the advantages of the proposed melt-scan strategy is that it is localized
and allows for consistent solidication microstructure across the build.

Localized

solidication control partially decouples the eect of geometry and scan strategy on
the solidication microstructure.

Hence, the same parameters may be used across

geometries, provided the geometry is larger than the size of the melt pool.
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Chapter 5
Evaluation of Columnar to Equiaxed
Transition (CET)
5.1 Motivation
This chapter investigates the feasibility of columnar to equiaxed transition during solidication of Inconel 718 in electron beam AM process. Components fabricated in metal AM
process tend to have highly textured columnar grains along the build direction [71, 72, 73,
74]. Feasibility of controlling the solidication grain morphology adds another dimensional
freedom to the AM process.

As discussed in Chapter 3, the grain morphology of metals

during rapid solidication processes is dictated by the thermal gradient (G) and the velocity
or growth rate (R) at the liquid-solid interface of the melt pool.

The G and R can be

controlled by controlling the process parameters during fabrication.

In general, for any

powder bed metal AM process, multiple input parameters aect the solidication behavior.
The availability of numerous controllable input parameters (power, velocity, scan strategy,
layer thickness, etc) in EBM process means that the control strategy becomes enormous.
Hence, experimental verication and validation of multiple input parameters becomes an
expensive process in terms of cost and time. To reduce the experimental expense, in this
chapter, the numerical modeling and statistical analysis is done apriori to the experimental
investigations. Results in this chapter are published in the journal [116].
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5.2 Qualitative Analysis of Parameters
Based on the prior published literature by Deho et al.[78], spot melt scan strategy was
chosen in place of raster melt scan strategy to investigate the bulk columnar to equiaxed
transition.

Four process parameters of the spot melt scan strategy were selected for the

comprehensive numerical experimentation. The chosen controllable input process parameters
were

•

Electron beam diameter

•

Electron beam current

•

Spot ON time

•

Preheat temperature

The chosen process parameters are applicable to each of the spots in the melting strategy.
Since electron beam accelerating voltage is constant (60 kV), the electron beam current was
used as the variable to change the power deposited at a spot. Spot ON time is the dwell
time of the electron beam at a particular spot. The preheat temperature is the temperature
of the substrate or region nearby to that particular spot. This factor cannot be explicitly
controlled like electron beam ON time and diameter but can be controlled by coupling it
with the scan strategy. This is explained in the later part of this chapter.
As explained in Section 3.1.8, Truchas was used to simulate a single spot with beam ON time
of

1 ms,

preheat temperature of

1528 K

(solidus) and beam current of

20 mA.

The G and

R data were extracted at each of the nodal elements in the spatial domain as explained in
Section 3.1.8. The extracted data in Figure 3.4 were the plotted on a reference solidication
map of IN718. Figure 5.1 shows the G vs R plot on a reference solidication map [97] of
IN718. From Figure 5.1, it is evident that grain morphology is columnar as the melt pool
begins to solidify and it moves towards mixed region during solidication and results in an
equiaxed region at the end of solidication.
To do a qualitative analysis of the eect of the process variables on the distribution of G
and R, simulations have been performed for dierent values of the input variables which were
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Figure 5.1:

G vs. R plotted on reference solidication map [97] for the simulation
with beam current of

20 mA
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and ON time of

1 ms.

Figure 5.2:

Variation of temperature gradient (G) and liquid-solid interface

velocity (R) of spot melt prole as a function of (a) preheat temperature, (b) spot
ON time, (c) beam diameter, and (d) spot beam current.

changed one by one while the value of other input variables were kept constant. For example,
4 dierent preheat conditions have been simulated while keeping beam current, diameter and
ON time constant for all 4 simulations. In a similar manner, 12 more simulations have been
performed for rest of the variables. Values of the variables used in the simulations are

•

Electron beam diameter -

•

Electron beam current -

•

Spot ON time -

•

Preheat temperature -

200 µm, 400 µm, 600 µm, 800 µm

5 mA, 10 mA, 15 mA, 20 mA

0.1 ms, 0.25 ms, 0.5 ms, 1 ms
400 K, 800 K, 1000 K, 1200 K

Figure 5.2 shows the spatio-temporal variation of G and R as a function of dierent values
of 4 dierent beam input parameters.
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From Figure 5.2, it can be concluded that increasing the preheat temperature, beam
current, spot ON time and beam diameter moves the microstructure map towards the
equiaxed region from the columnar region by reducing the temperature gradient. Increasing
the energy input by increasing the beam power and ON time eectively moves the grain
morphology towards the equiaxed region, which is in accordance with the results shown
by Bontha et al. [76]. The sensitivity of the temperature gradient (G) and the liquid-solid
interface velocity (R) with respect to dierent parameters is shown in Figure 5.2. In order for
robust understanding of the columnar to equiaxed transition (CET) during the solidication
of the melt pool, it is important to quantify the inuence of the beam input parameters on
G and R.

5.3 Quantitative Analysis
5.3.1 Theory
An analytical model for the columnar to equiaxed transition in casting processes was
developed by Hunt [117] which provided relationship between the thermal gradient (G),
interface velocity (R) and volume fraction of equiaxed grains (Φ) formed during solidication.
Gäumann et al. [32] extended the theory using Kurz-Giovanola-Trivedi (KGT) model for
rapid solidication processes by neglecting the nucleation undercooling (∆Tn ) at high thermal
gradients (∼

106 K/m).

The underlying thermodynamics and kinetics of the columnar to

equiaxed transition were simplied by Gäumann et al. [32] as formulated in Equation (5.1).



where

Gn
R




=a

−4 ∗ π ∗ No
3 ln(1 − Φ)

 31

1
n+1

!n
(5.1)

G is the temperature gradient, R is the velocity of the liquid-solid interface, No is

the nucleation density,
formation,

Φ is the volume fraction of equiaxed grains or probability of stray grain

n and a are the alloy constants.

Nucleation density (No ) depends on composition

of the alloy and undercooling. Higher the value of

No ,

higher the probability of formation of

equiaxed grains during the solidication. Analytical calculation of the value of

No

is complex

and beyond the scope of this research work. In the literature [34, 118, 32], the value of
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No

was experimentally calibrated and optimized.
same alloy system [34, 118, 32].
this paper are

Dierent values are being reported for the

Values of a, n and

1.25x106 , 3.4 and 2x1015

No

assumed in the results section of

respectively as reported by Gäumann et al. [32] and

Vitek [34] for a similar nickel-base superalloy. By rearranging Equation (5.1) and applying
the value for constants, the ratio

Gn /R

can be directly correlated to the volume fraction of

equiaxed or stray grains (Φ) formed during the solidication of the melt pool [119].

R3/3.4
Φ = 1 − exp −2.36E19 ∗
G3



(5.2)

From Equation (5.2),it can be noted that, for a given material system, the value of
depends only on the values of

G

and

Φ

R.

5.3.2 Calculation of Spatio-temporal Φ
Quantitative analysis can be done by calculating the volume fraction of equiaxed grains
formed during solidication for dierent cases of simulated melt pool. The volume fraction
of equiaxed grains, or the probability of stray grain formation (Φ), can be calculated at
every time step and at every nodal element of spatial domain of the liquid-solid interface
using Equation (5.2). The histogram plot in Figure 5.3 shows the non-dimensional volume
(frequency of nodal elements) vs. the probability of stray grain formation (Φ). It can be
observed from Figure 5.3 that the volume fraction of equiaxed grains in the solidied melt
pool can be changed from less than 10% (Figure 5.3(a)) to more than 90% (Figure 5.3(b))
by changing the beam input parameters.
For quantitative analysis of the eect of input parameters on the volume fraction of stray
grains, design and analysis of experiments (DOX) [120] approach was used. A full factorial
model was developed with all the 4 input parameters with 2 levels for each of the factors

k
(2

= 24

simulations). To do the analysis, the response variable has to be a single value.

So, volume weighted average was used to calculate the weighted average probability of stray
grain formation in the entire melt pool.

The volume fraction of equiaxed grains (Φ) was

used as the response variable in the design. Formulation to calculate the response variable
is given in Equation (5.3).
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Figure 5.3:

Change in volume fraction of equiaxed grains (Φ) or solidication

morphology with respect to dierent input parameters.

Φ=
where
and

φi

vi

Σvi φi
Σvi

(5.3)

is the volume of the discretized nodal element in the spatial domain (dx*dy*dz)

is the probability of stray grain formation at the corresponding nodal element

calculated using Equation (5.2).

5.3.3 ANOVA
The input variables and the parameter window within the practical limitations are listed in
Table 5.1

Table 5.1:

Values of input parameters of proposed scan strategy
Parameter

Minimum

Maximum

(µm)
Electron Beam Current (mA)
Spot ON time (ms)
Preheat Temperature (K)

200

800

5

20

Electron Beam Diameter

0.1

1

973

1528

Simulations were performed for all 16 possible combinations of parameters and weighted
volume average of

Φ

was calculated for each of the simulations. The response variable (Φ)

calculated from the simulations for the statistical design is given in Table 5.2.
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Table 5.2:

24

simulation combinations and the corresponding volume fraction of equiaxed
grains used in DOX
A

B

C

D

Beam

Beam

Beam On

Preheat

Diameter

Current

Time

Temperature

(µm)

(mA)

(ms)

(K)

1

200

5

0.1

973

13.7

2

200

5

0.1

1528

57.5

3

200

5

1

973

15.9

4

200

5

1

1528

75.3

5

200

20

0.1

973

15.8

6

200

20

0.1

1528

67.8

7

200

20

1

973

20.6

8

200

20

1

1528

86.0

9

800

5

0.1

973

14.1

10

800

5

0.1

1528

58.8

11

800

5

1

973

20.4

12

800

5

1

1528

76.9

13

800

20

0.1

973

17.4

14

800

20

0.1

1528

68.2

15

800

20

1

973

22.9

16

800

20

1

1528

88.1

Case

Response
Variable

Φ

(%)

Analysis of variance (ANOVA) approach was used to quantify the eect of each input
parameter on the response variable (Φ). The correlation between the input parameters and
the response variable was studied in detail.
Statistical signicance of the individual parameters on the response variable was
understood by analyzing the variance (ANOVA) of the design as shown in Table 5.3. The
statistical validity of the model was conrmed with the adjusted R-squared value of the
design greater than 98%. The signicance of each of the input parameters can be explained
by their corresponding F-values listed in Table 5.3. The higher the F-value of the parameter,
the greater it`s inuence on the response variable (Φ). Factors with F-value less than 4 are
deemed statistically insignicant. The F-values of the parameters indicate that the beam
diameter is insignicant (F-value=2.12) and that preheat temperature (F-value = 2012.99)
is the most signicant in aecting the volume fraction of equiaxed grains (Φ) formed during
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Table 5.3:
Source
Model

Analysis of Variance (ANOVA) of the design

Sum of Degrees
Mean
Free- Square
Squares ofdom

FValue

p-value
Probability
>F

5

2580.84

433.68

< 0.0001

12904.19

A-Beam
Diameter

12.60

1

12.60

2.12

0.1763

B-Beam
Current

183.6

1

183.6

30.85

0.0002

C-Beam ON
Time

538.4

1

538.4

90.45

< 0.0001

2012.99

< 0.0001

32.00

0.0002

D-Preheat
Temperature

11979.30

C*D

190.44

1

11979.30

1

190.44

the solidication. Quantitative relationship between the input parameters and the output
response variable (volume fraction of equiaxed grains) was obtained using DOX approach
which is formulated in Equation (5.4).

Φ (%) = −72.07 + 0.4517 ∗ B − 21.6595 ∗ C + 0.083408 ∗ D + 0.027628 ∗ CD
where

B

is beam current (mA),

temperature (K).

C

is beam ON time (ms) and

D

(5.4)

is the preheat

Local preheat temperatures can be maintained high by modifying melt

strategies and keeping the entire layer close to the solidus temperature of the alloy.

The

design of scan strategy and experimental validation of simulation results is reported in the
following section.
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5.4 Experimental Validation
5.4.1 Scan Strategy and Fabrication
To validate the modeling results, bulk samples of dimension 2 cm x 2 cm x 2 cm were

® S12 machine.

fabricated with IN718 powder using Arcam

As mentioned earlier, a novel

spot melting strategy was developed and used instead of a standard raster melt pattern.
The qualitative dierence between spot and raster melting is explained in Figure 5.4.
Figure 5.4(a) depicts a standard raster melt pattern in which the electron beam moves
linearly to ll the space, as shown by the lines and arrows. Figure 5.4(b) depicts the spot
melting pattern used to fabricate the samples to validate the model. In spot melting, the
electron beam is turned on at a point with a specied current for a period of time (beam ON
time), as indicated in Table 5.1. Once the time period exceeds the dened beam ON time,
the beam is moved to a new spot according to the sequence shown in Figure 5.4(b). Once the
entire layer is lled with the independent spots (1-9), the next spot (10) is placed, overlapping
the rst spot, and the

10th

11th

spot is placed beside the

2nd

spot, making it independent of the

spot, and so on. The spot lling pattern shown in Figure 5.4 (b) is purely qualitative.

The number of spots per unit length and number of spots to skip in X and Y direction changes
with respect to the fabricated samples. The spot lling continues in both the horizontal and
vertical directions until the entire 2D layer (2 cm x 2 cm) is completely melted. Subsequently,
the build platform is lowered and the melt pattern continues for the next 2D layer. Each
layer is 50 microns thick and the samples consist of 400 layers (2 cm) in total.
A total of 16 samples (Figure 5.5(a)) were fabricated with varying beam current (5-20

mA)

and beam ON time (0.05-0.25

ms).

Figure 5.5(b) shows the corresponding energy

deposited (kJ) per layer of the samples.

5.4.2 Insignicance of Beam Diameter
The signicance of beam diameter on grain morphology was experimentally analyzed by
fabricating two samples using spot scan strategy (Figure 5.4(b)) with same beam current
(20 mA) and beam ON time (1 ms) but dierent beam diameters.
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The electron beam in

Figure 5.4:

Qualitative comparison of (a) raster scan and (b) spot melting
strategy

Figure 5.5:

(a) Top view of samples fabricated using spot melting strategy with

varying beam current and beam ON time (b) Energy deposited (kJ) per layer of
samples
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Arcam

® is focused using electromagnetic coils, and changing the focus coil current controls

the diameter of the beam.

Even though the quantitative relationship between focus coil

current and beam diameter is unknown, it can be qualitatively determined that larger coil
current defocuses the beam, resulting in a larger beam diameter. Samples were fabricated
with focus coil currents of

0 mA (highly focused - small beam diameter) and 20 mA (defocused

- large beam diameter) within the practical limitation of the process.

The samples were

fabricated with lower energy deposition (1.9 kJ) per layer in order to decouple the eect of
beam diameter from the preheat temperature. Energy deposition was controlled by reducing
the number of spots in a layer. Samples were cut along the build direction (XZ plane) and the
orientation of the grains were analyzed by studying the EBSD data using a scanning electron
microscope.

Figure 5.6 shows the inverse pole gure along with the corresponding grain

aspect ratio of the two samples. In agreement with the results from numerical simulations,
no signicant change in grain aspect ratio was observed between the samples.

5.4.3 Signicance of Preheat Temperature
Figure 5.7 shows the top surface (XY plane) of samples 8 and 16 (in Figure 5.5(a)), that are
fabricated using beam currents of

0.25 ms
10 mA

10 mA

and

20 mA,

respectively.

The beam ON time of

was kept the same for each spot. In the sample fabricated with the beam current of

(Figure 5.7 (a)), it is important to note that the adjacent melt pools are distinct and

their solidication are independent of each other. It can be logically inferred that the local
preheat temperature of the substrate when electron beam hits spot # 10 (see Figure 5.4(b))
is less than the solidus temperature of IN718 (1528 K). But in Figure 5.7 (b), the adjacent
melt pools are indistinguishable, which means melt pool # 1 does not solidify completely
before the electron beam hits spot # 10 (see Figure 5.4(b)). This shows that the local preheat
temperature of the substrate when electron beam hits spot # 10 is greater than or equal to
the solidus temperature of IN718 (1528 K). Local preheat temperature of the substrate in
the sample 16 is maintained high by depositing more energy per layer (Figure 5.5(b)) which
keeps the entire layer in molten state before the solidication begins.
The samples 8 and 16 (Figure 5.5) were cut along the build direction (XZ plane)
and electron back scattered diraction (EBSD) imaging was done to determine the
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Figure 5.6:

EBSD: Inverse pole gure of samples (XZ plane) fabricated with

beam current of

0 mA

(b)

20 mA.

20 mA,

beam ON time of

1 ms

and focus oset coil current of (a)

Grain aspect ratio of sample built with focus oset coil current of
(c)

0 mA

and (d)
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20 mA

Figure 5.7:

Melt pool of samples fabricated with beam current of (a)

20 mA

with beam ON time of

crystallographic orientation of the grains.
gures of samples 8 and 16 respectively.

10 mA

(b)

0.25 ms

Figure 5.8(a) and (b) shows the inverse pole
Figure 5.8(c) and (d) shows the corresponding

grain aspect ratio map. Directional (columnar) grain growth along the build direction was
observed in the sample 8 with distinct melt pools (Figure 5.7(a)). Equiaxed grain growth
was observed in the sample 16 with indistinguishable melt pools (Figure 5.7(b)).
These experimental results validate the modeling results that local preheat temperature is
the most signicant factor in columnar to equiaxed transition (CET) during the solidication
in the electron beam AM process. Statistical evidence is provided by corresponding grain
aspect ratio maps shown in Figure 5.8 8(c) and (d). The sample fabricated with beam current
of

10 mA has 60% of grains with aspect ratio less than 0.25 while the sample fabricated with

beam current of

20 mA

has only 6% of grains with aspect ratio less than 0.25.

The results in Figure 5.8 and Figure 5.6 experimentally verify that changing beam diameter
has an insignicant eect compared to changing the local preheat temperature of the
substrate.

5.5 Summary


Solidication texture of IN718 alloy was controlled during electron beam additive
manufacturing by developing a novel melt scanning strategy optimized with a 3-D

85

Figure 5.8:

EBSD: (a) Inverse pole gure of samples (XZ plane) fabricated with

10 mA and (b) 20 mA (c) Grain aspect ratio of sample
10 mA and (d) 20 mA with beam ON time of 0.25 ms

beam current of
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built with

numerical model capable of predicting the fraction of equiaxed grain formation as a
function of beam diameter, beam current, beam ON time, and preheat temperature.
The model relies on the spatial and temporal calculation of thermal gradient (G)
and liquid-solid interface velocity (R). The results of the numerical calculations were
then coupled with theoretical model for columnar to equiaxed transition during
solidication.



Using design of experiments principles, numerical evaluations showed that the volume
fraction of equiaxed grains (Φ) increased, with an increase in beam-diameter, current
and ON time, as well as, preheat temperature.

The analysis of variance (ANOVA)

approach was used to quantify the eect of all the input parameters on the volume
fraction of equiaxed grains formed during the solidication of the simulated melt pool.
A quantitative relationship was derived between the input parameters and the volume
fraction of equiaxed grains formed.

Preheat temperature is found to contribute the

most in altering the volume fraction of equiaxed grains formed, and beam diameter is
found to be the least signicant among all the parameters considered. The inuence
of each of the beam input parameters on the columnar to equiaxed transition during
the solidication was statistically explained.



The obtained results not only depend on the parameters of the new scan strategy but
also rely on the geometry of the part being fabricated. The eect of build geometry
on columnar to equiaxed transition is described in next chapter Chapter 6.
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Chapter 6
Geometry Dependency of CET and
Infrared In-situ Monitoring
6.1 Eect of Build Geometry on CET
The obtained result from previous chapter is extended to study the eect of the process
parameters of the scan strategy on build geometry.

The scan strategy was explained

qualitatively in the previous chapter Figure 5.4 (b).
Initially, the 3D CAD geometry is sliced into numerous thin layers with respect to the layer
thickness.

Then, the corresponding images of all the 2D layers are pixelated.

corresponds to a spot to be melted.

Each pixel

The linear pixel density (number of pixels per unit

length) is one of the variables during this step. The pixel density is kept constant for a given
part. Each pixel corresponds to one melt spot during fabrication as shown in Figure 6.1.
Another parameter in the spot melt strategy is the number of pixels to skip between two
consecutive spot melts (pixels skipped between #1 and #2 in Figure 6.1). Hence, energy
deposition per layer per part can be varied by varying (a) pixel density and/or (b) beam ON
time at a spot and/or (c) beam current.
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Figure 6.1:

Qualitative spot melting strategy.

6.1.1 Scan Strategy and Parameters

®

In this experiment, 6 samples were fabricated with the spot melting using an Arcam
machine.

From Figure 5.5 and Figure 5.7, it can be observed that increasing the energy

density resulted in the transition from columnar to equiaxed morphology. In this study, the
beam ON time

0.25 ms and beam current 20 mA were kept constant for all the samples.

The

energy deposited per layer was changed from one part to the other by varying the linear
pixel density. Table 6.1 lists the dimensions of the parts, linear pixel density and associated
energy density. Energy density is calculated as per Equation (6.1).

EnergyDensity =
where

Np

voltage,

A

Np ∗ I ∗ V
A

is the number of pixels per part per layer,

I

is the beam current,

(6.1)

V

is the beam

is the cross sectional area of part.

All the parts are

20 mm

tall.

4 parts were fabricated with cross section of 20x20mm

and 2 parts were fabricated with a cross section of 40x40mm. The linear pixel density was
increased from 4px/mm to 7 px/mm from part 1 to part 4. It is important to note that part
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Table 6.1:

Spot melt parameter list to study the eect of geometry on CET
Linear
Dimensions

Part #

pixel

(L x W x

Density

H)(mm)

(pixels

Total pixels

Energy

per layer

Density
2
(MJ/m )

per mm)
1

20x20x20

4

6400

4.8

2

20x20x20

5

10000

7.5

3

20x20x20

6

14400

10.8

4

20x20x20

7

19600

14.7

5

40x40x20

5

40000

7.5

6

40x40x20

7

78400

14.7

Figure 6.2:

(a) Schematic of the build showing part geometry and corresponding

energy density (MJ/sq.m) (b) Top view of the fabricated component

2 and part 5 has same pixel density (energy density) but dierent cross section. Similarly,
part 4 and part 6 has the same energy density but dierent cross section.
Figure 6.2(a) shows the part geometry and the energy density associated. Figure 6.2(b)
shows the fabricated samples.
Figure 6.3 shows the top surface (melt pool) of the parts and corresponding grain
morphology along the build direction (XZ plane). The results agree subjectively with the
results explained in Figure 5.7 and Figure 5.8. Whenever distinct melt pools are visible on
the top surface of the part, it results in columnar grains and whenever entire area is molten, it
results in equiaxed grain structure. This essentially reiterates the numerical modeling results
in Table 5.3 which showed that preheat temperature of the substrate is crucial for equiaxed
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grain formation.

It is important to note that even though part 2 and part 5 have same

spot scan parameters (pixel density and energy density), the resulting grain morphology
is dierent.

This is attributed to the change in geometry.

Increasing the cross sectional

area of the parts without increasing the energy density will result in dierent return time of
the electron beam because of increase in number of pixels per layer. Using Figure 6.1, the
return time is subjectively dened as the time dierence between the beginning of melt 1
and beginning of melt 11. By increasing the cross sectional area by 4 times from
to

1600sq.mm,

the return time is increased by 4 fold.

400sq.mm,

Because of this increase in return

time in part 5, the energy deposited in the melt spot 1 is diused through conduction and
radiation.

Melt spot 1 is already solidied before melt spot 11 hits (Figure 6.1).

This

results in lower local preheat temperature for melt spot 11. This initial condition with lower
local preheat temperature applies to all the pixels in part 5. Absence of sucient preheat
temperature prevent any nucleation ahead of the solidication front thereby resulting in
columnar morphology.

Hence, increasing the energy density from part 5 to part 6, there

is enough energy to preheat the substrate locally and maintain the area melt resulting in
equiaxed grains.

This shows that the columnar to equiaxed transition (CET) is highly

geometry dependent and comprehensive tool path optimization is required to translate this
result to a complex geometry.

6.1.2 Comparison of Texture
To further quantify the grain structure, EBSD of the plane perpendicular (XY) to build
direction was studied. Figure 6.4 (a) and Figure 6.4 (b) show the EBSD and texture of XY
plane of part 5 and part 6 respectively. The EBSD data of XY plane reported in Figure 6.4
can be compared with the EBSD of XY plane of sample fabricated through raster melt
strategy reported in literature(Figure 2.15 (a)). There is no surprise in the texture of part 5
as it is highly textured along the build direction. But for part 6, it is interesting to note that
even though the grain morphology is equiaxed, it exhibits texture along the build direction.
The texture has not been completely removed but weakened to an extent. Similar texture
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Figure 6.3:

Top surface of the parts showing the melt pools and corresponding
grain morphology along the build direction.
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Figure 6.4:

EBSD and corresponding texture plot of (a) part 5 and (b) part 6

along the plane perpendicular (XY plane) to the build direction.

is observed in part 2, 3 and 4 with equiaxed morphology.

It can be concluded that even

though there is nucleation ahead of the solidication front, the majority of the direction of
thermal gradient is still along the build direction.

Demonstration build with hybrid microstructure:

Based on these results, a demon-

stration component (Figure 6.5) was fabricated using IN718 with hybrid grain morphology
(columnar + equiaxed in same component). In the arms where equiaxed data is shown, a
part with 20x20mm cross section was loaded separately and spot parameters corresponding
to part 2 in Table 6.1 was used. Rest of the part was built using normal raster scan strategy.
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Figure 6.5:

A Demonstration component with hybrid microstructure

6.1.3 Analysis of Island Melt Strategy to Overcome Geometry
Eect
To

decouple

the

eect

of

geometry

and

melt

pattern,

a

new

localized

"island"

or

"checkerboard" or "tile" melt scan strategy was designed. In this melt strategy, the layer
to be melted was divided into smaller squares of
"tile".

5 mm

each.

Each square is termed as a

For example, Figure 6.6 shows a 20x20 mm geometry discretized into 16 5x5 mm

tiles. Numbers within each tile dictates the sequence in which they will be melted. Skipping
the tile is to maintain thermal isolation in such a way that melting of tile 2 doesn`t have
signicant thermal eect on the melting of tile 1 and so on. The hypothesis behind the tile
melt sequence is that, if area melting can be induced within a tile (similar to Figure 6.3),
equiaxed grain can be obtained in the area of the tile irrespective of the geometry.
Within each tile, spot melt strategy as shown in Figure 6.1 was implemented. Number
of pixels or spots within a tile can be varied along with beam current and dwell time. In
addition, number of pixels to skip along X and Y direction (Figure 6.1) can also be varied.
This aects the return time of the adjacent spot.

A total of 16 samples were fabricated.

Table 6.2 shows the variables used to fabricate the samples.
Two sets of 8 samples were built.

One with 100 pixels per tile and other with 144 pixels
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Figure 6.6:

Schematic and sequence of tile melt strategy.

per tile essentially changing the amount of energy deposited per tile. Within one set of 8
samples, 4 were built with beam current of
with beam current of

10 mA

5 mA and ON time of 2 ms.

and ON time of

1 ms

and rest were built

Similar variation is performed for the other

set of 8 samples with 144 pixels per tile. Figure 6.7 shows the picture of as-built samples.
The fabricated samples were then cut, mounted, polished and EBSD data was collected
on the plane along the build direction (XZ plane). Figure 6.8 shows the sample number and
corresponding EBSD data along the build direction. Figure 6.8(a) corresponds to samples
fabricated with beam current of

10 mA

and ON time of

to samples fabricated with beam current of

5 mA

1 ms

and Figure 6.8(b) corresponds

and ON time of

2 ms.

From, Figure 6.7, it can be seen that all the samples have complete area melt within
all the tiles. According to previous conclusion in Figure 6.3, area melting should result in
equiaxed grain structure. Earlier in Chapter 5 (Table 5.3), it has been concluded that preheat
temperature of the substrate is the most important factor in increasing the volume fraction
of equiaxed grains within the melt pool. But, from Figure 6.8, it can be observed that most
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Figure 6.7:

Top view of fabricated samples.
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Figure 6.8:

EBSD of samples
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Table 6.2:

Spot melt parameter list to study the eect of geometry on CET
Linear

Part #

pixel

Pixel

count per

skip

tile

Total

Beam

Beam

Energy

pixels per

Current

ON Time

per tile

tile

(mA)

(ms)

(J)

1

10

2

100

10

1

60

2

10

4

100

10

1

60

3

10

6

100

10

1

60

4

10

8

100

10

1

60

5

10

2

100

5

2

60

6

10

4

100

5

2

60

7

10

6

100

5

2

60

8

10

8

100

5

2

60

9

12

2

144

10

1

86.4

10

12

4

144

10

1

86.4

11

12

6

144

10

1

86.4

12

12

8

144

10

1

86.4

13

12

2

144

5

2

86.4

14

12

4

144

5

2

86.4

15

12

6

144

5

2

86.4

16

12

8

144

5

2

86.4

of samples resulted in columnar grains even though the tile had area melt. But in samples
5 and 13, the columnar grains were broken with misoriented grains were observed.

Only

dierence between sample 1 and 5 is the reduced current and increased ON time (Table 6.2).
The dierence can be attributed to the competition between the energy input rate and the
energy removal rate due to thermal diusion and radiation. Even though same amount of
energy is deposited per tile for sample 1 and 5, by increasing the beam ON time by twice and
reducing the current by twice, the ratio of energy input rate per tile is reduced. In sample 1,
it took

100 ms to deposit 60 J of energy in one tile while in sample 2, it took 200 ms to deposit

same amount of energy. There is more time for sample 2 to diuse heat into the substrate
compared to sample 1. Hence, it is fair to conclude that in sample 1, the energy deposition
rate is high such that the substrate is not hot enough to reduce the thermal gradient at
the liquid-solid interface and promote nucleation ahead of the solidication front.
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But in

sample 2, the energy deposition rate is slow enough to promote some nucleation ahead of the
interface. The results of samples 9 and 13 can be explained based on the similar argument.

6.2 Infrared Imaging
Numerical modeling tools are computationally expensive to capture the variation in thermal
signatures and corresponding solidication characteristics over an entire layer of the build.
Hence, for ecient detection of solidication strucutre over larger time and length scales, a
non-contact, in situ process monitoring technique has been employed. The method used in
this section employs the algorithm and tool developed by Raplee et al. [121].
Infrared thermal imaging is used to measure the solidication parameters and detect the
microstructure variation in the build. In this experiment, a FLIR 7600 camera was focused
onto the substrate inside the build chamber of an Arcam

® S12 through a circular window.

The interaction of electron beam with the powder particles produces X-rays.
damage due to X-rays, a lead glass is placed over the window.

To avoid

Since the electron beam

energy source is highly dense, the liquid metal vaporizes and gets deposited on the circular
window including the surface inside the chamber [87].
window, a rolling kapton lm set up was used.

To reduce the metalization on the

The frame rate was set at 100Hz.

The

physical set up of the system is comprehensively disccussed by Dinwiddie at al. [122].
Infrared radiation is emitted by all the bodies except blackbody. IR camera has a sensor
which records the intensity of the radiation. Intensity of the radiation depends on the (a)
emissivity, (b) surface roughness or topology and (c) thermal energy of the emitting body.
Higher the thermal energy higher the intensity of radiation recorded.

In electron beam

process, during melting, both preheated sintered powder and printed surface co-exist. Since
the surface topologies of the sintered powder and printed surface are signicantly dierent,
each state of the system must be calibrated to convert the intensity to temperature of the
respective regions. Calibration polynomials of the camera for as printed surface and sintered
powder (IN718) was taken from Dinwiddie et al.[123].
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6.2.1 Algorithm for Calibration of IR data
The raw infrared data is in the form of 3D matrix. At a given instant, the data is 2D and
the third dimension is the time.

At a given time, a given pixel in the raw IR data, can

either be at sintered powder state or at printed solid state or at liquid metal state. Each
of the states have their own emissivity.

Hence each of the state has to be calibrated to

convert the raw data to accurate temperature data. The temperature calibration was done
by capturing the raw intensity data at dierent states and curve tting the raw intensity
to known temperature measure by thermocouple at solid and sintered powder state for the
set up.

Calibrating for liquid state is challenging and it has not been done.

Method of

calibration for IN718 and Ti-6Al-4V is comprehensively discussed by Dinwiddie et al. [123].
For IN718, the calibration equation for sintered powder and printed solid surface derived by
Dinwiddie et al. [123] is given in Equation (6.2) and Equation (6.3) respectively.

Tpowder (C) = −3.7979 ∗ 10−22 I 6 + 4.2727 ∗ 10−17 I 5 − 1.2895 ∗ 10−12 I 4
(6.2)

+ 1.7210 ∗ 10−8 I 3 − 1.1787 ∗ 10−4 I 2 + 4.5893 ∗ 10−1 I + 31.093

Tsolid (C) = 1.3905 ∗ 10−20 I 6 + 5.8866 ∗ 10−16 I 5 − 9.8350 ∗ 10−12 I 4
(6.3)

−8 3

−4 2

−1

+ 8.2644 ∗ 10 I − 3.7006 ∗ 10 I + 8.9133 ∗ 10 I − 44.667
where

Tpowder , Tsolid

respectively and

I

are the calibrated temprature of the sintered powder and printed solid

is the raw intensity count recorded at each pixel.

During the process, a layer of powder is initially raked on the previous layer and is
sintered using a preheat current. After that melting process begins. Depending on the 2D
layer geometry, at the end of melting of a layer, only certain pixels are melted and converted
into solid part and rest remains in the sintered powder state. Initially, the temporal data
is calibrated at both the states (sintered powder and printed solid) for each pixel. But, the
actual state of the pixel is unknown.

The state of the pixel has to be identied to apply
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proper calibration equation. Before melting, the sintered powder equation has to be used
and after melting as printed equation has to be used.

To identify this transition region,

Raplee et al. [121] outlined an algorithm by studying the temporal behavior of each of the
pixels. The details of the algorithm is given in Figure 6.9 and briey discussed below.

When the melting occurs, there is an instantaneous drop in the calculated temperature
at the pixel due to change in the emittance of the liquid state. To identify the correct frame
at which the drop occurs, local slope is calculated and compared with a threshold value.
The data is smoothed in advance to avoid noises.

In addition, the unmelted pixels cool

down due to radiation heat loss while the melting is happening. To distinguish the unmelted
pixels, regional slope is calculated. The slope of melted pixel is signicantly smaller than
the unmelted pixel. Figure 6.10 shows the dierence in regional slope between the unmelted
and melted pixel.
Once the transition point is identied and correct temperature calibration is applied
before and after melting, the thermal gradient along X and Y axis and cooling rate are
calculated in a similar manner explained in Section 3.1.8 (Equation (3.11), Equation (3.12)
and Equation (3.13)). From resultant thermal gradient and cooling rate, interface velocity
can be calculated. At the end of solidication of a layer, spatial (2D surface) and temporal
variation of G and R are captured. This can be plotted on a reference map and correlated
to corresponding grain morphology.

6.2.2 Experimental Observation
For a xed geometry, the melt strategy and process parameters have already been identied
Table 6.1 to obtain the required solidication microstructure.

For this study, 2 samples

(20x20x20 mm) were fabricated. For sample 1, the linear pixel density was set at 4 and for
sample 2, the linear pixel density was set at 6. From Table 6.1 and Figure 6.3, it can be
observed that sample 1 will result in columnar grain and sample 2 will result in equiaxed
grain.
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Figure 6.9:

Flowchart describing the algorithm to identify the state of a pixel

and calculate spatiotemporal G & R data (recreated based on Raplee et al. [121].)
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Figure 6.10:

Figure 6.11:

Regional slope of (a) unmelted and (b) melted pixel. [121].

G and R calculated from IR data for (a) sample 1 (b) sample 2.
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Figure 6.12:

Surface topology of (a) sample 1 and (b) sample 2.

Figure 6.11 shows the heat map of temperature gradient and liquid-solid interface velocity
calculated from the IR data. The square region in Figure 6.11 (a) corresponds to the surface
of the sample 1 and the peripheral noises are due to sintered powder surrounding the sample.
Data for sample 2 (Figure 6.11 (b)) is interesting to observe. Signicant amount of noise can
be observed. Since surface topology can aect the intensity, to rationalize this, the surface
topology of the samples were analyzed. From Figure 6.12, it can be observed that surface of
sample 1 is almost at and the variation is approximately
is skewed (convex) by about

500 µm.

50 µm.

For sample 2, the surface

Correlation between the keyence data (Figure 6.12(b))

and the thermal data (Figure 6.11 (b)) can be observed. the eect of concavity and convexity
on the collected intensity is discussed by Raplee et al. [121].
Another important thing to note in the thermal data of sample 2 (Figure 6.11 (b)) is that,
the top most region has high thermal gradient and low velocity corresponding to the columnar
regime. Keyence data of the same region is not skewed and rightly so, the eect of topology
can be ruled out. It can be correlated to the spot melting sequence described in Figure 6.1.
It should be noted that the bands of spots moves from top left to the bottom right, hence
the top most region will not have interaction with the spots in upcoming sequences once
the top few bands of pixels are melted. G and R are plotted on the reference solidication
map. Figure 6.13 (a) and (b) show the distribution of G and R for sample 1 and sample 2

104

Figure 6.13:

G and R overlay on reference solidication map [97] of IN718 for (a)
sample 1 and (b) sample 2.

respectively. It can be observed that the data for sample 1 lies completely in the columnar
regime but sample 2 is widely distributed across. As mentioned earlier, the variation can be
attributed to the noise due to non-at surface topology but can also be attributed to the top
most region where the gradient is higher.
To validate it experimentally, EBSD was done at top and bottom region of the sample
2 as pointed out in Figure 6.14. Figure 6.14 (a) and (b) shows the EBSD and grain aspect
ratio of the edge (XZ plane) where the thermal gradient is high and low respectively. It can
be observed that, at one edge of the sample the grains grow in columnar orientation and
at the other edge the grains are equiaxed.

This result correlates with the data shown in

Figure 6.11 (b) and Figure 6.13 (b).

6.3 Summary
Three topics have been discussed in this chapter.



Eect of build geometry on columnar to equiaxed transition has been analyzed.

It

has been concluded that same melt strategy and process parameters that resulted in
equiaxed grains for a geometry can not be used for a dierent geometry to induce
equiaxed grains. Appropriate process parameter modications have to be made as a
function of geometry.
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Figure 6.14:

EBSD and aspect ratio map of (a) top region and (b) bottom region
of sample 2.
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A demonstration component was built with both columnar and equiaxed grains within
the same component.



A localized "island" melt scan strategy has been evaluated.

The importance of the

competition between energy deposition rate and diusion rate has been discussed.
Further modeling and experimental work is necessary to understand and analyze the
thermal behavior of the proposed scan strategy.



Usage of in-situ process monitoring technique of infrared imaging to detect the grain
morphology has been discussed based on a published algorithm. Correlation of surface
topology and noise in the IR data has been reported.
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Chapter 7
Eect of Fluid Flow and Surface Tension
Gradient on Solidication
The numerical modeling results in Chapter 4 and Chapter 5 considers only the physics of
heat transfer and phase change.

Eect of convection within the melt pool is discussed in

this chapter.

7.1 Eect of Surface Tension on Convection
Oreper et al. [124] and Kou et al. [125] pioneered the development of 2D and 3D numerical
tools repectively to study the convection within the melt pool during welding.

Eect of

convection within the molten pool has been extensively studied using numerical modeling
by Zacharia et al. [51] and Debroy et al. [52, 53, 54]. Depending on the forces acting on the
liquid within the molten pool, the convection might have signicant eect on the solidication
microstructure and mechanical properties. Heiple [126, 127, 128, 129, 130] reported various
experimental investigations on variation in shape of the fusion zone during welding of stainless
steel and other alloys.

The variation was correlated to variation in elemental fraction

cetain elements and impurities in the base metal. During electron beam welding, 4 major
forces aect the uid ow including buoyancy, electromagnetic, drag and surface tension or
thermocapillary force.

In general, among all the forces, surface tension force is found to

be the most dominant during electron beam welding [127]. Surface tension is a function of
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temperature. For pure metals, the variation of surface tension with respect to temperature

(dγ/dT )

is negative. But addition of certain surface active elements over a threshold level

is found to alter the sign of surface tension gradient with respect to temperature from
negative to positive.

For example, in Fe and Ni alloys, when concentration of Sulfur and

Oxygen is increased above 10 ppm, the value

(dγ/dT ) becomes positive at 1600°C [131].

The

resultant ow due to surface tension gradient is termed as Thermocapillary or Marangoni
convection.

Sahoo et al.

[131] reported theoretical analysis of the eect of surface active

elements (Oxygen, Sulfur, Selenium and Tellurium) on surface tension gradient.

These

elements alter the surface tension gradient thereby altering the direction of the ow within
the melt pool. Theoretical relationship derived by Sahoo et al. [131, 132] for calculation of
surface tension as a function of temperature and solute is given in Equation (7.1).

γ = γ o − A (T − Tm ) − RT Γs ln (1 + ka ∗ exp (−∆Ho /RT ))
where

T

γ

is the surface tension of metal plus solute,

is the temperature,

saturation,

k

Tm

is the melting point,

R

γo

(7.1)

is the surface tension of pure metal,

is gas constant,

is a constant related to entropy of segregation and

Γs

∆Ho

is surface excess at

heat of adsorption.

The direction of uid ow is always from low tension to high tension region. Figure 7.1
shows the the variation of ow pattern with respect to change in surface gradient with respect
to temperature. Negative surface tension gradient

7.2 Conservation Equations
In addition to diusive energy transfer, convection also plays vital role within the melt pool.
Hence, to increase the accuracy of the prediction, the uid dynamics in the molten pool has
to be accounted for in the model.

To account for uid dynamics, an advection term has

to be added to the energy conservation equation (Equation (3.1)).

In addition to solving

conservation of energy, mass and momentum equations have to solved simultaneously. The
3 conservation equations are given by Equation (7.2), Equation (7.3) and Equation (7.4)
respectively.
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Figure 7.1:

(a) Variation of surface tension with temperature (b) Top surface
ow (c) Side view of the ow pattern


∂(ρh)
+ 5. ρL hL f L u − 5. (k 5 T (h)) = Ṡ
∂t
where

f L ,hL

and

u

(7.2)

are volume fraction of liquid in the node and specic enthalpy of the

liquid and velocity respectively.

where

∂ρ
+ 5. (ρu) = 0
∂t

(7.3)

∂ρu
+ 5. (ρuu) = − 5 p + 5.τ̃ + S
∂t

(7.4)

ρ is density, p is pressure, τ̃

is the shear stress tensor and

S

is the source term. Source

term can contain body forces, surface tension forces, drag force etc.

7.3 Simulation and Results
A single spot is simulated with beam current of 20 mA and on time of 1 ms.

Since in

Chapter 5, it was gured out that preheat temperature plays crucial role in stray grain
formation, in this section two extreme cases of initial conditions were considered (25°C and
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1000°C). In addition, eect of dierent levels of surfactant concentration on the uid ow
pattern has been studied. A total of 4 simulations with dierent combinations of preheat
temperature and surfactant concentration have been done. Thermophysical properties used
in the simulations are given in Table 3.2. Surface tension gradient for low (6 ppm sulfur,
< 10 ppm Oxygen) and high (20 ppm sulfur, 8 ppm Oxygen) surfactant concentration
used in the simulations is given in Figure 7.2. Surface tension

Figure 7.2:

(N m−1 )

and surface tension

Surface Tension as a function of temperature for IN718 with dierent
surfactant concentration [133]

gradient

(N m−1 K −1 ) as a function of temperature for low surfactant concentration are given

by Equation (7.5) and Equation (7.6) respectively. The transition temperature where the
surface tension gradient ips the direction is

1740 K.

γ = (1.02308E − 10) T 3 − (0.84788E − 6) T 2 + (2.02088E − 3) T + 0.236238505
dγ
= (13.06924E − 10) T 2 − (1.6958E − 6) T + 2.02088E − 3
dT
Surface tension

(N m−1 )

and surface tension gradient

(N m−1 K −1 )

(7.5)

(7.6)

as a function of

temperature for high surfactant concentration are given by Equation (7.7) and Equation (7.8)
respectively. The transition temperature where the surface tension gradient ips the direction
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is

1895 K.
γ = (1.4849E − 10) T 3 − (1.2436E − 6) T 2 + (3.1122E − 3) T + 0.7539

(7.7)

dγ
= (4.45455E − 10) T 2 − (2.48721E − 6) T + 3.1122E − 3
dT

(7.8)

7.3.1 Preaheat Temperature: 25°C
Since the melt pool is a single spot, four fold symmetry is applied and quarter of the melt
pool has been simulated for all the cases.

As described in Section 3.1.8, the G and R

data is calculated for these simulations. Figure 7.3 compares the spatially varying

G

data

along the depth of the melt pool (XZ plane) for pure heat transfer simulation and uid
ow simulations with low and high surfactant concentration for preheat of 25°C. Figure 7.3
also provides comparison of melt pool shapes for dierent cases. From Figure 7.3, it can be
concluded that there is no signicant dierence in the sub-surface shape of the melt pool.

Figure 7.3:

Thermal gradient

G

(a) Pure Heat transfer (b) Fluid ow (Low

Surfactant) (c) Fluid ow (High Surfactant)

Figure 7.4 shows the comparison of uid ow pattern at dierent time of the simulation.
Images in top row corresponds to low surfactant concentration and images in bottom row
corresponds to high surfactant concentration. The heat source was turned ON for 1 ms. From
Figure 7.4(a) at

3 ms (3ms after the the beam is turned on),

it can be seen that for both the

cases, the direction of ow is in the same direction (outwards ow). At

3.5 ms, low surfactant

concentration maintains the direction of ow but the high surfactant concentration starts
to ip the direction of the ow at te edge of the melt pool with both inward and outward
ow co-existing.

At

4.5 ms,

the direction of ow for high surfactant concentration case is
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completely inwards while the low surfactant concentration just begins the ip the direction
with both ows co-existing.

Figure 7.4:

Comparison of uid ow pattern for low and high surfactant
concentration at (a)

3 ms

(b)

3.5 ms

(c)

4.5 ms

7.3.2 Preaheat Temperature: 1000°C
Figure 7.5 compares the spatially varying

G data along the depth of the melt pool (XZ plane)

for pure heat transfer simulation and uid ows simulations with low and high surfactant
concentration for preheat of 1000°C. Figure 7.5 also provides comparison of melt pool shapes
for dierent cases. Unlike the simulations at low preheat, from Figure 7.5, dierence in the
sub-surface shape of the melt pool can be observed due to 'lipping' eect near the top edge
of the melt pool. This can be attributed to the ow pattern within the molten pool.

Figure 7.5:

Thermal gradient

G

(a) Pure Heat transfer (b) Fluid ow (Low

Surfactant) (c) Fluid ow (High Surfactant)

113

Figure 7.6 shows the comparison of uid ow pattern at dierent time of the simulation.
Images in top row corresponds to low surfactant concentration and images in bottom row
corresponds to high surfactant concentration. In this case also, the beam was turned ON for
1 ms. From Figure 7.6(a) at

4 ms,

it can be seen that for low surfactant cases, the direction

of ow is outward and for the high surfactant case, the majority of the ow is in outwards
direction but, at the edge of the molten pool, the direction begins to ip.

At

5 ms,

low

surfactant concentration maintains the direction of ow and start to ip the direction at
the edge but the direction of ow for high surfactant concentration is completely reversed
(inward).

At

8 ms,

for both the cases, the direction of ow is inward but the maximum

velocity of ow for high surfactant case is found to be higher at

0.3m/s compared to 0.13m/s

for low surfactant case. Non-dimensional analysis of the modes of heat transfer is reported
in the next section.

Figure 7.6:

Comparison of uid ow pattern for low and high surfactant
concentration at (a)

4 ms

(b)

5 ms

(c)

8 ms

7.3.3 Comparison of Peclet number
Peclet number is a dimensionless number and is dened as the ratio of convective heat
transfer to the diusive heat transfer. In a melt pool, calculation of Peclet number describes
the dominating heat transfer mechanism during melting and solidication. Peclet number is
given by Equation (7.9).
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Pe =
where

U

is the velocity,

the material.

L.U
ConvectiveHeatT ransf erRate
Pe =
Dif f usiveHeatT ransf erRate
α
L

is the characteristic length and

α

(7.9)

is the thermal diusivity of

In this case spatially varying grid Peclet number is calculated by using the

velocity data at each of the discretized elements in the melt pool and

L

is taken as the size

of the element (δx) [134]. Thermal diusivity is calculated from the specic heat capacity
and thermal conductivity values listed in Table 3.2.

Figure 7.7 and Figure 7.8 shows the

Peclet number calculated for 25°C and 1000°C respectively with the maximum Peclet number
mentioned for each data.

Figure 7.7:

Comparison of Peclet number for low and high surfactant

concentration with preheat of 25°C at (a)

If the

Pe

3 ms

(b)

3.5 ms

(c)

4.5 ms

is equal to 1, both convection and conduction play equal role. In general,

Pe

is high at the surface of the melt pool. In both the cases, the conductive heat transfer begin
to dominate as the time proceeds. But, convective heat transfer is much more prominent for
the alloy with high surfactant concentration compared to low surfactant concentration. For
example, in Figure 7.7 (c), for high S content, the maximum
low S alloy. This dierence in

Pe

P e is 0.56 compared to 0.16 for

between dierent S concentration might alter the volume

fraction of stray grains formed in melt pool.

115

Figure 7.8:

Comparison of Peclet for low and high surfactant concentration with
preheat of 1000°C at (a)

4 ms

(b)

5 ms

(c)

8 ms

7.3.4 Eect of uid ow on microstructure
In order to check the inuence of uid ow and surfactant concentration on the solidication
microstructure, the predicted

G

and

R

data is then compared with pure heat conduction

simulation for the same parameters. Weighted average of volume fraction of stray grains was
calculated for each of the cases and is reported in Table 7.1.

Table 7.1:

Comparison of

Preheat
Temperature

Φ

value with and without uid ow in the model
Volume fraction
Physics

of equiaxed
grains

Φ

25

HT

15.46

25

HT + FF (Low Surfactant)

24.3

25

HT + FF (High Surfactant)

29.7

1000

HT

74.84

1000

HT + FF (Low Surfactant)

78.01

1000

HT + FF (High Surfactant)

84.44

%

It can be observed that presence of high surfactant concentration increases the probability
of stray grain formation.
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Figure 7.9:
200 µm

Comparison of shape of simulated melt pool with internal point oset of

(a) Pure heat transfer - top surface (XY plane) (b) Pure heat transfer - build

direction (XZ plane) (c) heat transfer plus uid ow (high surfactant) - top surface (XY
plane) (d) heat transfer plus uid ow (high surfactant) - build direction (XZ plane)

7.3.5 Signicance of Scan Strategy on Fluid Flow and Experimental
Comparison of melt pool shape:
To further understand the eect of uid ow on the shape of the melt pool as a function of
complex scan pattern, "5-spot" pattern described in Chapter 4 (Figure 4.2) and by Raghavan
et al.[135] is used in the simulations. At each spot, the electron beam was turned ON for

0.25 ms

with beam current of

Figure 4.2(b)) of

200 µm

and

20 mA.

800 µm

Two extreme cases with internal point oset (ref:

are used to analyze the eect of uid ow on the size

of the melt pool. In case 1 (internal point oset:

200 µm),

5 melt pools combine to form

single melt pool and in case 2, 5 independent melt pools are formed (Figure 4.3).

Two

simulations of each case has been performed (pure heat transfer and uid ow with high
surfactant concentration). For, the uid ow cases, the surface tension gradient described in
Equation (7.8) is applied. Since the "5-spot" scan pattern exhibits four fold symmetry, one
quadrant of the scan strategy is simulated and compared with the experimental data.
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Figure 7.10:

Melt pool with internal point oset of

200 µm

(a) Top surface (XY

plane) (b) Build direction (XZ plane)

Case 1:

Figure 7.9 shows the comparison of the shape of the top surface of one quadrant

simulated melt pool (Internal point oset:

200 µm) of heat transfer only (Figure 7.9 (a)) and

with uid ow (Figure 7.9 (b)). In this case, 5 spots within a domain of the scan strategy
(Figure 4.2) merges to form single melt pool. Figure 7.9 (c) and (d) shows the shape of the
melt pool along the build direction without and with uid ow respectively. The simulation
data is compared with the experimental data. Figure 7.10 (a) shows the surface topology of
the melt pool depicting it`s width. Figure 7.10 (b) is the optical image of the etched sample
showing the depth of the melt pool traces along the build direction. The measured depth of
the melt pool will not be accurate as the 3-D data of the depth was not characterized. Serial
sectioning of the sample has to be done to improve the accuracy of the data.

Case 2:

Similarly, simulations has been done for the case 2 (Internal point oset:

800 µm).

In this case, 5 independent molten pools are formed within a domain of the scan strategy
(Figure 4.2). Figure 7.11 shows the comparison of the shape of the top surface of one quadrant
simulated melt pool (Internal point oset:

800 µm)

of heat transfer only (Figure 7.11 (a))

and with uid ow (Figure 7.11 (b)). Figure 7.11 (c) and (d) shows the shape of the melt
pool along the build direction without and with uid ow respectively. Figure 7.12 (a) shows
the top surface of the melt pool depicting it`s width. Figure 7.12 (b) is the optical image of
the sample showing the depth of the melt pool traces along the build direction.
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Figure 7.11:
oset of

Comparison of shape of simulated melt pool with internal point

800 µm

(a) Pure heat transfer - top surface (XY plane) (b) Pure heat

transfer - build direction (XZ plane) (c) heat transfer plus uid ow (high
surfactant) - top surface (XY plane) (d) heat transfer plus uid ow (high
surfactant) - build direction (XZ plane)

Figure 7.12:

Melt pool with internal point oset of

800 µm

(a) Top surface (XY

plane) (b) Build direction (XZ plane)

To analyze the data quantitatively, the width and depth of the melt pool were measured
for dierent simulation cases and the experiment.

The data was quantied using ImageJ

software [136]. Measured data are listed in Table 7.2. It can be observed that for the case
with

800 µm

internal point oset, there is no signicant dierence between the depth and
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width of the simulation data between the heat transfer only (HT) model and the model with
the uid ow (HT+FF). But, signicant dierence is observed between the 2 models for
the case with

200 µm

internal point oset. This shows that the scan pattern has signicant

impact on the inuence on the necessity of uid ow in the model. Also, for both cases, the
simulation tend to under predict the width of the melt pool. This can be attributed to the
uncertainty in the surface tension data used in the simulations.

Table 7.2:

Experimental comparison of width and depth of the melt pool with
and without uid ow in the model

Internal Point

Depth (µm)

Width (µm)

Oset (µm)

Data Type

800

Experiment

800

HT

178 (-7.7%)

606 (-26.4%)

800

HT + FF

184 (-4.7%)

620 (-24.6%)

193

390

∗

∗

823

200

Experiment

1439

200

HT

300 (-23.1%)

910 (-36.7 %)

200

HT + FF

415 (+6.02%)

1124 (-21.8 %)

7.4 Summary
Eect of uid ow on a single spot melting has been studied in this chapter. In particular,



Eect of dierent concentration of surfactents on the uid ow pattern and shape has
been analyzed for extreme cases of preheat temperatures of 25°C and 1000°C. The
results are compared with the simulations without uid ow.



Competition between convective heat transport and conductive heat transport is
analyzed by calculating spatially varying non-dimensional Peclet number.



Volume fraction of stray grain was calculated and compared for low S, high S cases
with pure heat transfer simulation. A maximum of 10% dierence was observed for
the case with 1000°C while a maximum of 15% was observed for the case with 25°C
preheat.
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Eect of uid ow on the shape and size of the melt pool was compared with the
experimental data. In the "5-spot" melting strategy, for the scan strategy with smaller
areal energy density, there is no signicant dierence in the shape and size of the melt
pool between the heat transfer only model and the model with uid ow turned ON.
Signicant dierence was observed with higher areal density. It was concluded that in
addition to the material dependent surface tension, the scan strategy also has signicant
impact on the necessity of the uid ow in the model to improve the accuracy of the
prediction of shape of the melt pool. Higher the energy density, more important the
uid ow is and vice versa.

121

Chapter 8
Conclusion and Path Forward
8.1 Summary


Signicance of tool path design to control the solidication microstructure in metal
additive manufacturing process has been reported.



A parallel numerical modeling tool has been used to predict the spatiotemporal
variation of the solidication parameters (a) Thermal gradient at the liquid-solid
interface



(G) (b) Velocity of the liquid-solid interface (R).

A new scan strategy has been introduced for on-demand control of solidication grain
size and primary dendrite arm spacing.

Numerical tool was used to rationalize the

eect of the scan strategy on the grain size by quantifying the shape of of the molten
pool.

Increase in curvature of the melt pool resulted in ner grains.

In addition to

epitaxial solidication, possibility of heterogeneous nucleation has been analyzed based
on the variation in cooling rate predicted using the simulations. Conventional raster
pattern resulted in columnar grain size of about
strategy, the grain size was reduced to about



700 µm, while using the modied scan

30 µm.

Predicted spatio-temporal G and R data was coupled with theoretical model to
quantify the volume fraction of equiaxed grains formed within a melt pool during
solidication.

Relative signicance of dierent beam input parameters on equiaxed
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grain formation was statistically analyzed through design of experiments approach.
Preheat temperature was found to be the most signicant factor in contributing to the
increase in stray grain formation. Appropriate scan strategy was designed and bulk
columnar to equiaxed transition has been experimentally veried.



In addition to the eect of scan strategy, geometry was also found to play a crucial
role in columnar to equiaxed grain morphology transition. The parameters of the scan
strategy has to be changed appropriately with respect to theh geometry to obtain the
desired microstructure. A localized "tile" melt strategy was introduced to overcome
the eect of geometry and the competition between the energy deposition rate and
energy diusion rate has been analyzed.



In-situ process monitoring tool (IR imaging) was employed to capture the spatial
variation of the solidication parameters (G and R). Spatially varying G,R was
correlated to spatially varying microstructure (grain morphology).



Eect of surface tension on melt pool shape and volume fraction of stray grain
formation was studied. Flow patterns for low and high surfactant concentration has
been compared.

Competition between convective heat transfer rate and conductive

heat transfer rate was analyzed by calculating the Peclet number within the melt pool.



In addition, the importance of uid ow with respect to the scan strategy (energy
density) has been discussed by comparing the simulation data with the experimental
data (width and depth of melt pool). Fluid ow was found to play a key role in altering
the shape of the melt pool when the energy deposition density is higher and vice versa.

8.2 Path Forward
There are numerous pathways to improvise the reported modeling and experimental
framework.

Other AM processes and Materials:

Is it possible to translate the results of this work

across dierent AM processes and material systems? What is the signicance of scan strategy
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in laser powder bed system, laser powder blown system and wire based AM systems? Few
other interesting improvisations and questions to be addressed are listed below.

Complex Geometry:

So far in this work, eect of scan strategy in complex geometry has

not been studied. Figure 8.1 shows the dierent scan strategy implemented on an airfoil.
The airfoil layer is discretized into 115 pixels or spots. Color scale corresponds to the time
stamp or the sequence of each spot with respect to the scan pattern. Figure 8.1 (a) is the
normal raster pattern and Figure 8.1 (b) is the "Deho" ll which is same as the spot ll
pattern mentioned in Figure 6.1 but for complex geometry.

Figure 8.1:

Sequence of ll in an airfoil (a) Raster ll (b) Deho ll or spot ll.

Corresponding G and R plot is given in Figure 8.2.

There is no signicant dierence

between the 2 cases. Eect of scan pattern on complex geometry was discussed briey in this
section and further investigation is necessary. Innovative scan strategies have to be taken
into consideration to achieve on-demand solidication microstructure control for complex
geometries. This is just a proof of concept that the framework and proposed approach can
be used for complex geometries.

Detailed investigation can be made to design the scan

strategy for complex geometry.

Fidelity Analysis and Uncertainty Quantication:
from this work,

Through the knowledge gained

it would be interesting to analyze the eect of the delity of the

numerical models on solidication microstructure.

Is it vital to include the beam-powder

interaction in the model? Is free surface modeling important to understand the solidication
microstructure?

Models across scales have to be coupled with uncertainty quantication

tools like Dakota [137] and PUQ [138] to check for the sensitivity of the output as a function
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Figure 8.2:

G vs R for the raster ll and "Deho" ll

of input material properties.

Alloy Design for AM: Most of the current researches in AM are focussed on processing
existing commercial alloys which are processed through casting. Since AM is highly transient
in nature, the solidication phenomenon including segregation, undercooling and solid state
precipitation will be dierent compared to casting processes.
in specic for AM is an important topic to be discussed.

Alloy design/modications

Is it possible to modify alloy

compositions and/or add innoculants/nucleating agents which can promote equiaxed grains
for complex geometries but at the same time maintain the columnar growth when necessary
within the processing window? Recent work by Martin et al. [139] showed the possibility
of mitigating cracking of additively fabricated high strength Aluminum alloys by adding
innoculants in the form of Zr nanoparticles and producing equiaxed grains.

However the

thermodynamic reasoning behind the choice of nucleant was not discussed comprehensively.
Modication of alloy chemistry based on interface response function theory for columnar to
equiaxed transition is an important research topic to be addressed.

Integration With Machine Learning Algorithms:
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One of the signicant unanswered

questions in this work of controlling grain morphology is the design of scan strategy for
complex geometries.

As described in Chapter 5(Table 5.3), for any given geometry, the

grain morphology control is dictated by the local preheat temperature of the substrate.
Local preheat temperature is dictated by the competition between the energy deposition
rate and energy dissipation rate. Energy deposition rate is controlled by the frequency of the
adjacent spots in the scan strategy. Frequency analysis has to be done to control the energy
deposition rate. Since complex geometries will have complex boundary conditions (overhangs
vs no-overhangs - powder vs solid), the energy dissipation rate will vary with respect to the
geometry. Energy dissipation rate can be studied as a function of geometry by coupling the
numerical modeling with machine learning algorithms. But simulating the entire part will be
computationally expensive. A brief suggestion that can be developed into a comprehensive
research work is detailed below. In any geometry, highly transient heat transfer eect can
be observed only in the top few layers Figure 8.3 (a). The rest of the previously built layers
will be at steady state (comparatively).

Hence, it is sucient to understand the eect of

processing parameters in the transient region to control the solidication microstructure.
The transient region can then be spatially discretized into a binary matrix format of 1`s and
0`s. 1`s represent solid (bulk) part and 0`s represent powder region. This essentially represent
a complex geometry with complex boundary conditions.

Figure 8.3 (b) shows the matrix

format of a triangle built without any overhangs and Figure 8.3 (c) shows the triangle with
overhangs. Numerical simulations can be performed for dierent frequencies of the spots and
dierent boundary conditions. The results can be analyzed by using sophisticated machine
learning algorithms and a surrogate model can be created.

The surrogate model can be

used to reduce the computational expense and optimize the scan strategy as a function of
geometry.

Integrated Computational Framework:

Looking from a larger perspective, the

numerical codes across dierent time and length scales can be coupled along with machine
learning algorithms to develop an integrated computational framework to predict the processstructure-property linkage. Schematic of the proposed approach is given in Figure 8.4. Using
this framework, the lead time and experimental expense in designing new alloy systems and
time taken to optimize the process parameters can be reduced signicantly.
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Figure 8.3:

(a) Variation in transient nature as a function of build height (b) Matrix

format of complex geometry (triangle) without overhang (c) with overhang.

Figure 8.4:

Integrated Computational and Machine Learning Framework to predict
process-structure-property in AM process.
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Appendix A
Appendix-1
A.1 Nucleation Rate as a Function of Cooling Rate
Cooling rate is dened by

CoolingRate =

dT
dt

(A.1)

Number of nuclei formed in a given liquid melt at a given time can be formulated as

Z
(Ns ∗ S + Nv ∗ V ) dt

n (t) =
where,

n (t)

is the number of nuclei a time

area of the liquid melt,

S

t, Ns

is the nucleation rate per unit surface

is the surface area of the liquid melt,

unit volume of the liquid melt,

V

(A.2)

Nv

is the nucleation rate per

is the volume of the liquid melt.

When the rst critical nucleus is formed, the integral of the Equation (A.2) from the
liquidus temperature

(Tl )

to nucleation temperature

(Tn )

should be equal to unity.

From

Equation (A.1) and Equation (A.2), following equation can be derived.

1
CoolingRate

Z

Tn

(Ns ∗ S + Nv ∗ V ) dT = 1

(A.3)

Tl

Undercooling is be dened by

∆T = Tl − Tn
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(A.4)

From classical nucleation theory, analytical equation was derived [112, 113, 140] to predict
the surface nucleation rate for spherical liquid droplet.

ns ∗ Φ ∗ (1 − cos θ)
Ns =
∗ exp
∆T



−Ψ ∗ Fs
(Tm − ∆T ) ∆T 2


(A.5)

where,

Φ=

8π ∗ σ 2 ∗ Dl ∗ Tm2
a4o ∆H 2

(A.6)

16π ∗ σ 3 ∗ Tm2
3 ∗ k ∗ ∆H 2

(A.7)

cs
a2o

(A.8)

Ψ=

ns =

Fs = Fo ∗ f (θ)

f (θ) =

where

f (θ)

(2 + cos θ) (1 − cos θ)2
4

(A.10)

is the contact angle factor between the liquid melt surface and the catalytic

heterogeneous surface. In this case the value of
melting enthalpy,

cs

θ is close to 90.

is the surface impurity concentration,

solid-liquid interfacial energy,

k

(A.9)

Dl

Tm

Hence

f (θ) = 0.5. ∆H

is the

σ

is the

is the melting point,

is the diusivity in liquid metal,

ao

is the atomic spacing,

is the Boltzmann constant. These equations can be simplied to obtain Equation (4.6)

providing relationship between the cooling rate and undercooling.
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Appendix B
Appendix-2
B.1 CUBIT: Mesh Generation Script Template
# Delete existing mesh
reset
# Specify the XYZ dimensions of the entire domain
create brick x 0.008 y 0.008 z 0.0007
# Move to make z=0 on surface and X and Y appropriately
move volume 1 z -0.0004
move volume 1 x +0.0025
move volume 1 y +0.0025
# Number of spatial discretisation in X
curve 2 4 6 8 interval 266
# Number of spatial discretisation in Y
curve 1 3 5 7 interval 266
# Number of spatial discretization in Z
curve 9 10 11 12 interval 28
# Specify sidesets that will help in mentioning Boundary Conditions while running the
program
sideset 1 surface 1
sideset 2 surface 2
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sideset 3 surface 3
sideset 4 surface 4
sideset 5 surface 5
sideset 6 surface 6
preview mesh volume all
mesh volume all
block 1 volume 1
block 1 element type HEX
nodeset 100 volume all
set large exodus le o
# export the mesh le *.exo to specied path Change the path in the following command
export mesh "/home/n22/block.exo" block 1 overwrite

B.2 Python script to lter G and R at interface
#! / u s r / b i n / python

import
import

os
sys

s y s . p a t h . append ( ' /home/ n22 / s o f t w a r e s / v i s i t / 2 _10 / 2 . 1 0 . 2 / l i n u x −
x86_64 / l i b / s i t e

from v i s i t import
import g l o b

−p a c k a g e s

')

*

LaunchNowin ( )

# C o n s t r u c t Thermal G r a d i e n t v e c t o r and f i l t e r t h e t h e r m a l
g r a d i e n t a t t h e l i q u i d s o l i d i n t e r f a c e and t h e l i q u i d s o l i d
i n t e r f a c e v e l o c i t y with help of cooling rate
OpenDatabase ( "MAIN−d a t a . * . gmv

database " ,
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0)

D e f i n e S c a l a r E x p r e s s i o n ( " Cooling_Rate " ,

"(<dT/ dt >)" )

D e f i n e V e c t o r E x p r e s s i o n ( " Thermal_Gradient_Vector " ,

"{<dT/ dx>,<dT/ dy

>,<dT/ dz >}" )
D e f i n e S c a l a r E x p r e s s i o n ( " Thermal_Gradient_Magnitude " ,

" magnitude (

Thermal_Gradient_Vector ) " )
D e f i n e S c a l a r E x p r e s s i o n ( " Thermal_Gradient_Interface " ,
l t (T, 1 6 1 0 ) ,

g t (T, 1 6 0 0 ) ) , l t ( C o o l i n g _ R a t e , 0 ) ) ,

Thermal_Gradient_Magnitude ) ,

abs (

0) " )

DefineScalarExpression ( " LS_Interface_Velocity " ,
,1610) ,

" i f ( and ( and (

" i f ( and ( and ( l t (T

g t (T, 1 6 0 0 ) ) , g t ( Thermal_Gradient_Magnitude , 1 ) ) ,

C o o l i n g _ R a t e / ( Thermal_Gradient_Magnitude ) ) ,

abs (

0) " )

#C a l c u l a t e number o f time s t a t e s
n=T i m e S l i d e r G e t N S t a t e s ( )

− 1;

#Check f o r c o m p l e t e s o l i d i f i c a t i o n

open ( " T i m e s t a t e s . t x t " ,
TS . w r i t e ( str ( n ) ) ;
TS =

"wb+" )

TS . c l o s e ( )
AddPlot ( " P s e u d o c o l o r " ,

"T" )

DrawPlots ( )
SetTimeSliderState (n)
Query ( "Max" )
max_temp = G et Que ry Ou tp ut Va lu e ( )

open ( "max_temp . t x t " , "wb+" )
MT. w r i t e ( str ( max_temp )+" K"+" i s
MT =

final

time

step

of

the

the

maximum

temperature

simulation ") ;

MT. c l o s e ( )

if

max_temp > 1 6 1 0 :
ER =

open ( " p o s t p r o c e s s i n g _ f a i l u r e . t x t " ,
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"wb+" )

at

the

ER . w r i t e ( " P o s t P r o c e s s i n g
nMelt

pool

ended .
input
"+

Try

has

not

has

been

solidified

increasing

bounds

terminated
completely

of

f i l e . \ nMaximum T e m p e r a t u r e

str ( max_temp )+"

Output_T
at

the

prematurely . \
when
in

last

simulation

the

simulation

time

K" ) ;

ER . c l o s e ( )
sys . exit ()

#Export I n t e r f a c e V e l o c i t y i n XYZ( . okc ) format
DeleteAllPlots ()
AddPlot ( " P s e u d o c o l o r " , " L S _ I n t e r f a c e _ V e l o c i t y " )
DrawPlots ( )

for

i

in range ( T i m e S l i d e r G e t N S t a t e s ( ) ) :

SetActiveWindow ( 1 )
SetTimeSliderState ( i )
ExportDBAtts = E x p o r t D B A t t r i b u t e s ( )
ExportDBAtts . db_type = "Xmdv"
ExportDBAtts . f i l e n a m e = "R%04d " %i
ExportDBAtts . d i r n a m e = " . "
ExportDBAtts . v a r i a b l e s = ( " L S _ I n t e r f a c e _ V e l o c i t y " )
ExportDBAtts . o p t s . t y p e s = ( )
E x p o r t D a t a b a s e ( ExportDBAtts )

# Export I n t e r f a c e Thermal G r a d i e n t i n XYZ ( . okc ) format
DeleteAllPlots ()
AddPlot ( " P s e u d o c o l o r " , " T h e r m a l _ G r a d i e n t _ I n t e r f a c e " )
DrawPlots ( )

for

i

in range ( T i m e S l i d e r G e t N S t a t e s ( ) ) :

SetActiveWindow ( 1 )
SetTimeSliderState ( i )
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step

is :

ExportDBAtts = E x p o r t D B A t t r i b u t e s ( )
ExportDBAtts . db_type = "Xmdv"
ExportDBAtts . f i l e n a m e = "G%04d " %i
ExportDBAtts . d i r n a m e = " . "
ExportDBAtts . v a r i a b l e s = ( " T h e r m a l _ G r a d i e n t _ I n t e r f a c e " )
ExportDBAtts . o p t s . t y p e s = ( )
E x p o r t D a t a b a s e ( ExportDBAtts )

sys . exit ()
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