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Zusammenfassung
Bedingt durch die technologischen Entwicklungen im Bereich der Nano-
technologie ist in den letzten Jahren ein stetig wachsendes Interesse an sowohl
quantenmechanischen als auch klassischen Rechnungen, wie sie z.B. Moleku-
lardynamik Simulationen darstellen, zu beobachten. Fu¨r den theoretisch ar-
beitenden Chemiker oder Physiker stellen die mesoskopischen Systeme eine
hohe Herausforderung dar, da sie zum einen von hoher praktischer und
wirtschaftlicher Bedeutung sind und zum anderen eine Komplexita¨t auf-
weisen, die praktische Berechnungen in den Bereich des Mo¨glichen ru¨ckt.
Dies gilt um so mehr, als es die rasante Entwicklung auf dem Soft- sowie
Hardwaresektor immer leichter macht, anspruchsvolle Simulationen in einem
sowohl zeitlich als auch finanziell akzeptablem Rahmen durchzufu¨hren. Die
vorliegende Arbeit hat es sich zum Ziel gesetzt, eine Software zu entwickeln,
welche es sowohl dem Theoretiker, aber auch dem im Labor arbeitenden
Praktiker, ermo¨glichen soll, derartige Rechnungen durchzufu¨hren.
Als theoretische Grundlage dient hierbei die tight-binding Methode, die
als die Festko¨rperadaption der wohlbekannten LCAO-Methode der theore-
tischen Chemie aufgefasst werden kann (Kapitel 2). Um im Rahmen dieser
Methode die Bandstruktur und Zustandsdichte einer kristallinen Substanz
berechnen zu ko¨nnen, muss die der Struktur der Substanz entsprechende
Hamiltonmatrix aufgestellt werden. Wie sich nun aber leider zeigt, ist das
Aufstellen dieser Matrix fu¨r ein simples System, wie es z.B. Silizium darstellt,
zwar eine triviale Sache, aber fu¨r komplexere Systeme, wie z.B. monoklines
TiO mit Fehlstellen, hingegen eine von Hand nicht mehr durchfu¨hrbare Auf-
gabe. In der gegenwa¨rtigen Literatur werden demzufolge auch nur strukturell
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sehr einfach aufgebaute Systeme, vornehmlich solche mit kubischer, Diamant-
oder Zinkblendestruktur, behandelt. Das in dieser Arbeit entwickelte Pro-
grammpaket ist entgegen dem konventionellen Ansatz vo¨llig allgemeingu¨ltig
konzipiert. Es entwickelt den Hamiltonoperator auf der Grundlage der allge-
meinen Struktur, d.h. Bravais Gitter plus Basis, fu¨r ein beliebiges System,
unabha¨ngig von dessen Komplexita¨t (Kapitel 2). Die Philosophie der Soft-
ware ist dabei ausgerichtet auf Erweiterbarkeit und einfache Bedienbarkeit.
Dies bedeutet einen streng modularen Aufbau, sowie die Steuerung der einzel-
nen Module durch eine grafische Benutzeroberfla¨che. Es ist evident, dass eine
derartige Allgemeingu¨ltigkeit und Bedienfreundlichkeit nur auf Kosten des
Programmieraufwands erreichbar ist. Dieser rechtfertigt sich aber spa¨testens
dann, wenn komplexere Systeme als solche mit Kochsalz oder Zinkblende-
struktur in Angriff genommen werden sollen. Derartige komplexe Struk-
turen sind in der Praxis nicht die Ausnahme, sondern eher die Regel, wie
schon ein Blick auf die momentan hoffnungsvollsten Vertreter im Bereich der
Supraleitung zeigt.
Ein zweiter wesentlicher Punkt neben der Struktur ist die Wahl der tight-
binding Parameter. Wu¨nschenswert wa¨re hier ein genereller Satz von Pa-
rametern fu¨r alle Elemente des Periodensystems, welcher die Beschreibung
einer beliebigen Verbindung zuliesse. Der in diese Richtung gehende Ansatz
von Harrison wird im zweiten Kapitel untersucht. Es zeigt sich dabei, dass
der Parametersatz von Harrison, angewendet auf verschiedene Verbindungen,
lediglich ein grobes, qualitatives Bild der Substanz liefert. Eine quantitativ
korrekte Beschreibung ist nicht mo¨glich. Es ist im Gegenteil so, dass der
beno¨tigte tight-binding Parametersatz fu¨r jede Substanz speziell erarbeitet
werden muss. In der Literatur sind viele Beispiele fu¨r derartige spezielle
Parametersa¨tze angegeben. Leider zeigt es sich hierbei aber allzu ha¨ufig,
CONTENTS 10
dass die in der a¨lteren Literatur gegebenen Parametersa¨tze zwar die exzel-
lente Reproduktion einer mit ab initio Methoden berechneten Bandstruktur
ermo¨glichen, sie aber einfachsten sinnvollen Annahmen u¨ber das Vorzeichen
und das Skalenverhalten von Matrixelementen widersprechen. Die Ursache
ist im Aufsuchen dieser Parameter zu sehen. Die Parameter werden durch ein
Fitverfahren gefunden, welches den Abstand der tight-binding Bandstruktur
oder DOS im Sinne einer Norm von einer Zielfunktion an ausgesuchten Fit-
punkten minimiert. Nun ist allerdings der Parameterraum sehr gross (u¨ber
100 Parameter sind keine Seltenheit) und das Fitproblem ist nichtlinearer
Natur. Um es zu lo¨sen, bedarf es einer guten Kenntnis des Parameterraums
(hier ist insbesondere die Wahl des Startvektors zu nennen) und der Eigen-
schaften des Fitalgorithmus. Alles Dinge, die dem erfahrenen Anwender
vorbehalten sind. Und selbst diesem ist es dann nicht immer mo¨glich, kon-
sistente Parametersa¨tze anzugeben. Um eine Verbesserung in Bezug auf diese
Tatsachen zu erreichen, wird in der vorliegenden Arbeit im dritten Kapitel
ein Fitalgorithmus auf der Grundlage des simulated annealing vorgestellt und
untersucht. Dieser Algoritmus ist stark genug, den Parameterraum in seiner
ganzen Weite und in ada¨quater Zeit nach geeigneten, physikalisch sinnvollen,
Werten zu durchsuchen.
Im vierten Kapitel der Arbeit wird gesondert auf die Vorzeichen und
besonders die Skalengesetze der Matrixelemente eingegangen. Fu¨r diese ex-
istieren in der neuesten Literatur eine Reihe von unterschiedlichen Vorschla¨-
gen. Es wird untersucht, in wie weit man diese Skalengesetze verallgemeinern
und abschwa¨chen kann und immer noch physikalisch sinnvolle Ergebnisse
erha¨lt. Dies ist notwendig, um die Universalita¨t der Software sicherzustellen.
Es zeigt sich, dass die zu fordernden Restriktionen erstaunlich gering sind.
Nur die Vorgabe der richtigen Vorzeichen und eines rein qualitativen Skalen-
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gesetzes fu¨hrt zu qualitativ hochwertigen Ergebnissen. Diese Erkenntnis ist
um so bemerkenswerter, wenn man noch die beno¨tigte Menge an Eingangsin-
formation in Betracht zieht. Als Eingabe sind nur sehr wenige Energiewerte
ausreichend, welche direkt aus spektroskopischen Befunden gewonnen werden
ko¨nnen.
Um in der Arbeit den Anschluss und die Vergleichbarkeit mit anderen
Verfahren und Ansa¨tzen zu gewa¨hrleisten, wurde vornehmlich das Beispiel
Silizium behandelt. Dieses stellt in der Literatur, zusammen mit Kohlenstoff,
das im Kontext des vorliegenden Ansatzes am besten untersuchte System dar.
Ein im Rahmen dieser Arbeit nicht dargestellter aber in die Software im-
plementierter Teil, befasst sich mit in der schnellen und stabilen numerischen
Bestimmung der DOS. Es wurde dazu ein Algorithmus implementiert, welcher
linear mit der Anzahl der Atome skaliert und in seinem Kern in parallelisierter
Form vorliegt. Dieser Algorithmus ist ein weiterer wichtiger Schritt in Rich-
tung auf die Berechenbarkeit mesoskopischer Systeme.
Auf Grund der Untersuchungen zeigt sich, dass die tight-binding Methodik
als konzeptionelle Grundlage, im Zusammenspiel mit den modernen Ver-
fahren der Optimierung und Numerik, sowie der rasanten Entwicklung der
Soft- und Hardware, ein mo¨glicher Zugangsweg zum qualitativen und quan-
titativen Versta¨ndnis der kondensierten Materie darstellt. Als Stichwo¨rter
seien hier chemical engineering und material science genannt, welche in den
kommenden Jahren in ihrer Bedeutung weiter wachsen und wahrscheinlich
einen wesentlichen Wirtschaftsfaktor ausmachen werden.
Chapter 1
Introduction
The last few years have seen a growing interest in the properties of sub-
stances on a mesoscopic length scale. This interest is mainly driven by the
progress of miniaturization in the field of electrical engineering. To make
present day computers more and more powerful, it is essential to make the
circuits ever smaller. The next generation of devices will reach a level of
miniaturization, which trespasses the length scale from where on quantum
mechanical phenomena become relevant. These quantum mechanical phe-
nomena are not necessarily obstacles for progress, but also represent ways
and means to create new devices, with properties yet unknown. This is also
true for a growing number of new substances, whose astonishing properties
rest upon their mesoscopic structure, e.g., fullerenes, bucky paper, etc. [74],
[24], [28], [63]. It is the objective of chemical/material engineering to under-
stand and than to manipulate these substances/devices to give them new and
useful properties. To do so, it is mandatory to be able to perform quantum
mechanical computations in the mesoscopic region, i.e., at least in the region
of 106 − 1012 atoms.
Investigating the electronic and magnetic properties of a solid can be re-
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garded in principle from two different viewpoints. As a pure theoretician,
one will try to derive all the interesting features of the material under in-
vestigation by solving the fundamental equations of physics. This is to say
that one tries to solve the Schro¨dinger equation without any assumptions
in the form of fitted parameters. While very satisfactory from a philosophi-
cal point of view, the disadvantage is that this approach does not work for
substances, which are significantly more complex than hydrogen. In the real
world, however, more complex materials are the ones, which are of relevance
for basic research on complex phenomena and for industry. Thus one has
to fall back on different approximations, which in turn implies to a certain
degree fitting to empirical data. In the extreme limit one could fit an empir-
ical data set to a numerically convenient fitting function, e.g., a polynomial,
and then extrapolate the function into the unknown region, with the hope
that the fit function can predict the behaviour of the material in the area of
interest. While this approach might be adequate for an engineer, who only
needs a nomogram for numerical purposes, it is not acceptable for some-
one, who tries to get some differentiated insight into the interdependence
of the components making up the system, and their impact on the system
behaviour. While these two starting points are only limiting methods, which
can hardly be found in practice, a very broad spectrum of methods, which
lies in between these two extremes, is in practical use.
1.1 Objective of the work
Having in mind the physics/chemistry in the mesoscopic region, we will re-
strict ourselves in this work to the tight-binding method. The tight-binding
method can be regarded as an adaptation of the well known LCAO method
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from theoretical molecular chemistry to solid state problems. The strength
of the method rests upon the fact that one is able to handle numerically very
large clusters consisting of a variety of elements without the help of symmetry
arguments. This is especially important for systems which exhibit no long
range ordering. The disadvantage of the method is that one needs a lot of
parameters to describe the individual elements in a way which lead to results
comparable in quality to the more exact methods such as density functional,
pseudopotential or augmented plane wave methods, to mention a few. Nor-
mally the parameters are fitted to results obtained with these more ’exact’
methods, which in contrast are only applicable to simple ordered structures
or very small clusters, due to the limitations of present day computers.
As a guiding principle for our work, we will think of an experimentalist,
who wants to do quantum mechanical computations on his/her1 own for his
device/substance. To set the point, we wish to develop a program with the
following features:
1. The theoretical basis of the program has to be commonly accepted,
and the results should be easy to interpret in terms of common chemi-
cal/physical models.
2. The program has to be of great flexibility, to cover a wide range of
possible questions.
3. For the input data, we have to look for the practical availability and
quality of data.
4. With respect to useability, the program has to fulfill the following pre-
requisites:
1The use of the masculine form is by no means meant discriminatory but follows only
the standard language convention.
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(a) A user interface which is menu driven and easy to use. Thus it
must have a graphical interface.
(b) It should be possible to perform the calculations in reasonable
time, i.e. in a range of minutes to a few hours, on a modern
PC/workstation, which should be standard in a well equipped
laboratory. This means that we wish to be independent of super-
computing resources.
Although this is an ambitious programme, we will see that the breathtaking
advances in computer hardware, software development tools, and last but
not least mathematical progress, have made it possible to get on with this
task.
Chapter 2
The tight-binding method
To start with, a short outline of the tight-binding method is given. A good
description of the formalism is presented in [79], [65], [29], [84], [64], [33]
[26]. As stated in the introduction, the method can be regarded as the solid
state adaption of the well known LCAO-method from chemistry [51]. In the
tight-binding method the one-electron wave function is expressed as a linear
combination of Bloch sums built up from hydrogen like atomic orbitals:
| φinlm(~k, ~r)〉 =
1√
N
∑
~Rn
ei
~k(~Rn+~ρi)ϕinlm(~r − ~ρi − ~Rn). (2.1)
The sum extends over the atoms of the lattice. The function ϕinlm(~r) is the i-
th hydrogen like function in the unit cell located at position ~ρi. The energies
for the quantum mechanical eigenvalue problem are found by solving the
secular equation
det(〈φi | H − ES | φj〉) = 0. (2.2)
To reduce the computational effort as much as possible, we assume that
the atomic functions are orthonormal (this could be achieved by Lo¨wdin
orthonormalization, which is preserving the symmetry of the orbitals [43],
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[44]). The remaining matrix elements of the Hamiltonian are of the form:
Eij =
∑
~Rn
ei
~k((~Rm+~ρj)−(~Rn+~ρi))
∫
dv ϕi∗nlm(~r − ~ρi − ~Rn)Hϕjnlm(~r − ~ρj − ~Rm).
(2.3)
To simplify 2.3 further, we neglect all the three-center integrals and retain
only the two center integrals for which we obtain a functional form depending
on the connection vector
~r = d

l
m
n
 , ‖

l
m
n
 ‖ = 1, d = distance,
between the two atoms on which the orbitals are located and their symmetry.
E.g., the expression for the matrix element between a px- and a dx2−y2-orbital
is:
Ex,x2−y2 =
1
2
√
3l(l2 −m2)Vpdσ + l(1− l2 +m2)Vpdpi. (2.4)
The complete set of two-center integrals for all hydrogen like functions (in
the sense of symmetry) is:
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2.1 LCAO band structures 19
The remaining task is to find the V-parameters for the two-center integrals.
This could be done in two ways. The first way is, to fit the parameters to
experimental data or to more exact calculations at some high symmetry
points in the Brillouin zone. This is obviously a method which is only valid
for a single given substance. If one is interested in universal properties of
condensed matter, it would be preferable to have universal expressions for
the V-parameters at hand. A compilation for the periodic table of elements
has been given, e.g., by Harrison [29].
Vll′m = ηll′m
h¯2
med2
Vldm = ηldm
h¯2r
3/2
d
med7/2
Vddpi = ηddm
h¯2r3d
med5
ηssσ = −1.40 ηsdσ = −3.16 ηddσ = −16.2
ηspσ = 1.84 ηpdσ = −2.95 ηddpi = 8.75
ηppσ = 3.24 ηpdpi = 1.36 ηddδ = 0
ηpppi = −0.81
Where d is the atomic distance, me the electron mass, and rd is an element
dependend adjustable constant.
2.1 LCAO band structures
With the help of these tables, we should always be able to compute for an
arbitrary crystalline substance the band structure. The only problem is to
work out the needed coupling matrices. For the simpler crystal structures
this work has been done by several authors. E.g., the tight-binding matrix
for crystalline silicon reads [29], [7], [79]:
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s1 s2 p1x p
1
y p
1
z p
2
x p
2
y p
2
z
s1 1s Essg0 0 0 0 Espg1 Espg2 Espg3
s2 Essg
∗
0 
2
s −Espg∗1 −Espg∗2 −Espg∗3 0 0 0
p1x 0 −Espg1 1p 0 0 Exxg0 Exyg3 Exyg2
p1y 0 −Espg2 0 1p 0 Exyg3 Exxg0 Exyg1
p1z 0 −Espg3 0 0 1p Exyg2 Exyg1 Exxg0
p2x Espg
∗
1 0 Exxg
∗
0 Exyg
∗
3 Exyg
∗
2 
2
p 0 0
p2y Espg
∗
2 0 Exyg
∗
3 Exxg
∗
0 Exyg
∗
1 0 
2
p 0
p2z Espg
∗
3 0 Exyg
∗
2 Exyg
∗
1 Exxg
∗
0 0 0 
2
p
The connection vectors and phase factors are (for a cell constant a):
~d1 = [111]
a
4
(2.5)
~d2 = [11¯1¯]
a
4
(2.6)
~d3 = [1¯11¯]
a
4
(2.7)
~d4 = [1¯1¯1]
a
4
(2.8)
g0(~k) = e
i~k ~d1 + ei
~k ~d2 + ei
~k ~d3 + ei
~k ~d4 (2.9)
g1(~k) = e
i~k ~d1 + ei
~k ~d2 − ei~k ~d3 − ei~k ~d4 (2.10)
g2(~k) = e
i~k ~d1 − ei~k ~d2 + ei~k ~d3 − ei~k ~d4 (2.11)
g3(~k) = e
i~k ~d1 − ei~k ~d2 − ei~k ~d3 + ei~k ~d4 (2.12)
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The matrix elements are:
Ess = Vssσ (2.13)
Esp = −Vspσ/
√
3 (2.14)
Exx =
1
3
Vppσ +
2
3
Vpppi (2.15)
Exy =
1
3
Vppσ − 1
3
Vpppi (2.16)
Taking the lattice constant and nearest neighbor distance from [39], we get
the following band structure:
cell constant a 5.43
◦
A
nearest neighbor distance d 2.35
◦
A
Vssσ – 1.932 eV
Vspσ +2.539 eV
Vppσ +4.471 eV
Vpppi – 1.118 eV
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Figure 2.1: Band structure of silicon, parameters from Harrison
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2.2 General approach to LCAO-bands
We should be able by now to compute the band structure for many different
elements and compounds. The only time consuming task is to compile the
LCAO-matrix, because every different crystal structure needs its own matrix.
The dimension of the matrix depends on the number of atoms in the unit
cell and the number of orbitals each atom contributes. This is the crucial
point for the method. While it is very simple to set up the matrix for a
simple compound with only a small number of orbitals, it is quite a different
problem to do the same thing for a more complex substance. This can be
seen, if one studies the computercodes in the book of Papaconstantopoulos
[65]. There we find the listings for many of the most common and simple
crystal structures. While the computer code for the simple diamond structure
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(eight times eight matrix) runs to four pages, the code for the hexagonal
close-packed structure (18 times 18 matrix) runs to 12 pages with hundreds
of sine and cosine terms. These terms have been compiled in previous work,
mostly on the basis of group symmetry arguments, e.g. [59], [15], [17]. If one
is interested in more complex structures, it is evident that this pedestrian
approach is no longer feasible. One way to overcome the difficulty is to work
out a general computer program, which will construct the LCAO-matrix
automatically. This approach is taken here.
2.2.1 A note on software engineering
As stated in the introduction, the objective of the work is the development
of a self consistent software tool for large scale quantum mechanical simu-
lations. The approach is a general one, i.e., while writing the program, we
have no special substance class in mind, but the whole diversity of possi-
ble geometries. This makes the development of the computer code a much
more complex task than writing a code for a restricted single purpose. For-
tunately, we have today very efficient programming languages and software
development environments, which gives us convenient access to the preva-
lently used program modules, like databases, graphical interfaces, etc. With
the help of these languages and tools, we have implemented the following
system structure.
The band structure module
Because we want a general program, we can go in principle two ways. One
way is to implement for any common structure the band-structure matrix
as a separate module. This path was chosen in [65]. The disadvantage of
this approach is that every time one is interested in a structure not yet
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implemented a new module has to be written. Furthermore, this approach
is limited to simple structures, because the band structure matrices for unit
cells with more than 18 orbitals are cumbersome or in the end can hardly
be handled. As an example, let us think of monoclinic TiO with vacancies.
Describing the basic monoclinic unit cell without vacancies (which is by itself
a unit cell much harder to investigate than a cubic one) needs 108 orbitals,
because the unit cell contains 12 Ti-atoms with five d-orbitals per atom, as
well as 12 O-atoms with one s- and three p-orbitals per atom. To print out
the resulting matrix needs several meters of paper. The situation becomes
even more drastic, if we think of the more complex structures of substances,
which are relevant in superconductivity.
The second way is to implement the abstract rules for the matrix set-up,
i.e., one implements to a certain extent the rules of group theory which leads
to the band-structure matrix. This second approach was taken here. Since
the approach is the implementation of our mental manipulations of a crystal,
the logical choice for the programming language should be an object orien-
tated one, such as C++. Despite the advantages and the beauty of object
orientated languages, the core of the program has been written in Fortran
77/90. The reason is that we end up with a numerical problem, the com-
putation of eigenvalues and eigenvectors, after constructing the matrix. The
most efficient routines for numerical purposes are written in Fortran. For
comparison and further manipulations some additional routines are written
in MathematicaTM . For the database connection, the graphical output, etc. a
mixed language mode was chosen, i.e., the combination of C++ and Fortran.
To visualize the structure and symmetry operations, we make use of VRML
[1], [31]. This new internet language is primarily intended to design interac-
tive 3-dim virtual worlds for games and business purposes. But of course, we
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can also use its strength to visualize chemical structures and symmetry op-
erations. It is furthermore possible to get the output in a standard chemical
format, like MXYZ, to have access to chemical visualization programs.
The band structure program module requires as input the primitive trans-
lation vectors for the Bravais lattice, and the description of the basis in terms
of the translation vectors, and the standard symmetry notation for the or-
bitals; for examples see below. Furthermore the numerical values for the
different coupling parameters can be given explicitly, or they are taken auto-
matically from Harrison’s solid state table. To compute the band structure,
the path in the Brillouin zone is required. From this information the pro-
gram creates the LCAO-matrix (both numerically as well as symbolically)
and computes the band structure of the substance.
As an example, the input files for the simple silicon example reads:
Table 2.1: The input file for the silicon basis
* This file contains the basis for Si
* Ref.: Kittel p.29
2
1 Si 0.000 0.000 0.000 4 3S0 3X0 3Y0 3Z0
2 Si 0.250 0.250 0.250 4 3S0 3X0 3Y0 3Z0
Stars serve to denote comments. The first number in the first line is the
number of atoms in the unit cell. In the following lines for each atom the
number of this atom is given and then the type of atom is labeled in chemical
notation (one needs always two letters to label an atom, so oxygen is labeled
as Ox and not as O), its position in terms of the lattice vectors, the number
of orbitals, and the symmetry label for the orbitals.
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Table 2.2: The file for the path in the Brillouin zone
*This is the path in the Brilliouin zone for Silicon which is used by
*Harrison
8.000
20.000
*
0.579–> 0.000
-0.579–> 0.000
0.579–> 0.000
*
0.000–> 0.000
0.000–> 0.000
0.000–> 1.157
*
0.000–> 0.289
0.000–> -0.289
1.157–> 1.157
*
0.000–> 0.000
-0.868–> 0.000
0.868–> 0.000
The first two numbers indicate the number of corner points in the Bril-
louin zone, respectively the number of points for every edge on which the
eigenvalues are computed. Then the corner points are listed. To visualize
the whole data set, one can get a graphical output for the Brillouin zone.
2.2 General approach to LCAO-bands 27
The visualization is done with the program MOIL-View written by Carlos
Simmerling [78].
Furthermore, the program needs as input the coupling radius. The cou-
pling radius determines the range for the neighbors (first, second, etc.)
The DOS cluster module
Because we are mainly interested in systems which exhibit no long range
ordering, we very often have to compute the spectrum of very large sparse
matrices. It is one aim of numerical mathematics to do such computations.
For a full diagonalization classical methods scale with N3. It would be a great
advantage to have methods at hand which scale lineary with N. Recently
there have been proposals for such methods. Implemented in the software is
the method of [76], [77]. The basis forms a maximum entropy method. Its
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computational kernel is a matrix vector multiplication, which is well suited
for a parallel computer.
2.3 The density of states
Having developed the general tool to compute the band structure of an ar-
bitrary substance, it is no problem to get the second important information
for a crystal. This is the density of states (DOS). The DOS can be easily
computed by random sampling of the corresponding unit cell of the recipro-
cal lattice. The parallelepiped of the reciprocal lattice in ~k−space is spanned
by the reciprocal vectors, which are:
~k1 = 2pi
~t2 × ~t3
~t1 · ~t2 × ~t3
(2.17)
~k2 = 2pi
~t3 × ~t1
~t1 · ~t2 × ~t3
(2.18)
~k3 = 2pi
~t1 × ~t2
~t1 · ~t2 × ~t3
(2.19)
We get the following DOS for silicon (where we have used the parameters
of Harrison, 100000 sampling points, and a bin width of 0.1 eV to plot the
DOS):
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Figure 2.2: DOS of silicon, parameters from Harrison
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With these two methods and the general code at hand, we are in principle
able to compute the more interesting electronic features of a crystalline solid.
But as we will see, this is, unfortunately, not quite the reality. The restriction
lies in the range of applicability of the parameters listed in the Solid State
Table of Harrison.
2.4 Some illustrative examples
In the following we will compute some illustrative examples using the Harri-
son approach, to get a feeling for the range of applicability and the restric-
tions.
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Textbook examples
First we consider the simple s-band models in one, two, and three dimensions
[84]. The parameters are:
parameter value
on-site energy α – 1.0 eV
coupling energy β – 0.1 eV
sampling points 100000
bin width 0.01 eV
−1.4 −1.3 −1.2 −1.1 −1 −0.9  −0.8  −0.7  −0.6 
energy (eV)
Figure 2.3: DOS of the 1-dimensional s-band model
We get the typical shape for the 1-dimensional DOS, extending from α−2β
to α + 2β.
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−1.5 −1.4 −1.3 −1.2 −1.1 −1 −0.9  −0.8  −0.7  −0.6  −0.5 
energy (eV)
Figure 2.4: DOS for the 2-dimensional s-band model
The DOS extends from α− 4β to α + 4β.
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energy (eV)
Figure 2.5: DOS for the 3-dimensional s-band model
The DOS extends from α− 6β to α + 6β.
Now we will advance to the more complex examples, to confirm that our
program works properly. As a further example we choose the simple cubic
tungsten trioxide. The basis consists of one tungsten atom with five 5d-
orbitals, and three oxygen atoms with one s- and three p-orbitals each. We
treat the full problem, coupling only the first neighbors. The program gets
as input:
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Table 2.3: The input file for the WO3 basis
* edge length : 3.7845 Angstroem
* ref.: Straumanis, J.Am.Chem.Soc. 71, 679 (’49)
4
1 Wo 0.000 0.000 0.000 5 5X2 5Z2 5XY 5ZX 5YZ
2 Ox 0.500 0.000 0.000 4 2S0 2Y0 2Z0 2X0
3 Ox 0.000 0.500 0.000 4 2S0 2X0 2Z0 2Y0
4 Ox 0.000 0.000 0.500 4 2S0 2X0 2Y0 2Z0
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Table 2.4: The input file for the path in the Brillouin zone
* G -> X -> M -> G -> R -> X
10.000
50.000
*
0.000–> 0.831
0.000–> 0.000
0.000–> 0.000
*
0.831–> 0.831
0.000–> 0.000
0.000–> 0.831
*
0.831–> 0.000
0.000–> 0.000
0.831–> 0.000
*
0.000–> 0.831
0.000–> 0.831
0.000–> 0.831
*
0.831–> 0.831
0.831–> 0.000
0.831–> 0.000
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Table 2.5: The parameters for WO3 from Harrison
cell constant a 3.7845
◦
A
first neighbor distance d 1.9
◦
A
on-site oxygen s – 29.14 eV
on-site oxygen p – 14.13 eV
on-site tungsten d – 10.96 eV
Vsdσ – 3.6976 eV
Vpdσ – 3.4519 eV
Vpdpi +1.5914 eV
Figure 2.6: Band structure of WO3, parameters from Harrison
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The bands are in agreement with the computations done by Wolfram [89],
Mattheiss [45], and Du¨cker [14], and for analogous structures [8], [40], [81].
By sampling the Brillioun zone, we get the DOS.
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parameters Harrison
coupling first nearest neighbors
sampling points 10000
bin width 0.1 eV
Figure 2.7: DOS of WO3, parameters from Harrison
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Because of the two dispersionless bands, we have two pronounced peaks.
To give these two bands a dispersion, one must widen the coupling range.
2.5 The breakdown of the method
Having found that all the examples, given in Harrison’s book so far, are
correctly reproduced, we are convinced that every arbitrary substance should
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be computable. As a next example we choose a more complex substance,
RuO2. The Bravais lattice is tetragonal, and the translation vectors are:
~t1 = a~i, ~t2 = a~j, ~t1 = c~k,
where a and c are the lattice parameters. The basis reads in terms of these
vectors:
Table 2.6: The input file for the RuO2 basis
* ref.: Mattheiss, Phys. Rev. B, 13, No.6, pp. 2433 - 2450, (1976)
6
1 Ru 0.000 0.000 0.000 5 3Z2 3X2 3XY 3ZX 3YZ
2 Ru 0.500 0.500 0.500 5 3Z2 3X2 3XY 3ZX 3YZ
3 Ox 0.306 -0.306 0.000 4 2S0 2Y0 2Z0 2X0
4 Ox -0.306 0.306 0.000 4 2S0 2Y0 2Z0 2X0
5 Ox 0.194 0.194 0.500 4 2S0 2Y0 2Z0 2X0
6 Ox -0.194 -0.194 -0.500 4 2S0 2Y0 2Z0 2X0
The unit cell is given in the following figure:
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Figure 2.8: Unit cell of RuO2
The space group for the rutile structure is D144h(P42/mnm) which is non-
symmorphic. The low symmetry of the structure makes it difficult to work
out the corresponding tight-binding matrix, as Mattheiss wrote citeMattheiss3.
The needed group theoretical work is presented in [15] and [61]. To compare
the results with the work of Mattheiss [47], we take his coupling structure:
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Table 2.7: Coupling structure for RuO2, Mattheiss [47]
edge length a 4.4919
◦
A
edge length c 3.1066
◦
A
position u 0.306
parameters
A-A d1 = c 3.107
◦
A
d2 = [
1
2
+ (c/2a)2]
1
2 a 3.536
◦
A
d3 = a 4.492
◦
A
A-B d1 =
√
2ua 1.944
◦
A
d2 = [2(
1
2
− u)2 + (c/2a)2] 12 a 1.983
◦
A
B-B d1 =
√
2(1− 2u)a 2.465
◦
A
d2 = [
1
4
+ (1
2
− 2u)2 + (c/2a)2] 12 a 2.777
◦
A
d3 = c 3.107
◦
A
d4 = [(1− 2u)2 + (2u)2] 12 a 3.255
◦
A
The resulting DOS is:
Table 2.8: DOS for RuO2 parameters
parameters Harrison
coupling Mattheiss [47]
sampling points 10000
bin width 0.01
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Figure 2.9: DOS of RuO2, parameters from Harrison
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RuO2 is correctly predicted to be a metal, but the DOS looks by no
means similar to the one given by Mattheiss (see below). The reason could
be twofold. Either our program has made a mistake in computing the DOS
or something is going wrong with the parameters. To study this, we apply
the parameters given by Mattheiss. Because Mattheiss is working with a
slightly different description for the substance including overlap and different
p-orbital energies, we have to adjust his parameters. To be consistent with
the prevalent notation in the literature, we abbreviate the Vabc notation to
(abc)n, where the subscript refers to the distance or the neighbor shell.
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Table 2.9: Parameters for RuO2 given by Mattheiss and the adjusted values
Type Mattheiss Adjusted Type Mattheiss Adjusted
Es -1.1887 (ddσ)2 -0.0095
(ssσ)1 -0.0181 (ddpi)2 0.0003
(ssσ)2 -0.0083 (ddδ)2 0.0002
(ssσ)3 -0.0057 (ddσ)3 0.0073
Ex+y -0.0747 -0.0850 (ddpi)3 0.0018
Ex−y -0.0980 -0.0850 (ddδ)3 -0.0028
Ez -0.0906 -0.0850 (sdσ)1 -0.1633
(ppσ)1 0.0466 (Ss)1 0.0361 0.0000
(pppi)1 -0.0161 (pdσ)1 -0.1849
(ppσ)2 0.0290 (Sσ)1 0.0838 0.0000
(pppi)2 -0.0056 (pdpi)1 0.0816
(ppσ)3 0.0181 (Spi)1 -0.0848 0.0000
(pppi)3 -0.0001 (sdσ)2 -0.1837
(ppσ)4 0.0159 (Ss)2 0.0590 0.0000
(pppi)4 -0.0006 (pdσ)2 -0.1638
Ed 0.1591 (Sσ)2 0.0748 0.0000
(ddσ)1 -0.0366 (pdpi)2 0.0722
(ddpi)1 0.0039 (Spi)2 -0.0136 0.0000
(ddδ)1 0.0019
With these parameters we are able to reproduce the DOS obtained by
Mattheiss:
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Figure 2.10: DOS of RuO2, parameters from Mattheiss (adjusted)
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This agreement with the work of Mattheiss proves that the program is
working correctly. We have to conclude that the parameters given by Har-
rison are not valid in general. The rich distance structure of the RuO2 sys-
tems allows for a direct comparison of the parameters given by Harrison and
Mattheiss. To this aim we interpolate the Mattheiss parameters with a poly-
nomial fit function and plot the resulting function in comparison with the
Harrison scaling law. This is done for all different types of V-parameters.
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Figure 2.11: Comparison for Vssσ
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Figure 2.12: Comparison for Vppσ
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Figure 2.13: Comparison for Vpppi
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Figure 2.14: Comparison for Vddσ
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Figure 2.15: Comparison for Vddpi
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Figure 2.16: Comparison for Vddδ
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Figure 2.17: Comparison for Vsdσ
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Figure 2.18: Comparison for Vpdσ
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Figure 2.19: Comparison for Vpdpi
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The comparison of our polynomial fit with the scaling laws given by Harrison
shows for most of the parameters a great similarity in the curvature. The
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main difference is an absolute shift in the curves. Only the parameter Vsdσ is
completely at odds. The two proposed scaling laws show the opposite slope.
It has to be clearly stated that the failure of the general method can be
found in the fact that we have used Harrisons parameters for a longer coupling
range than only first nearest neighbors. In his book [29], Harrison pointed out
that his parameters should only be used for first nearest neighbor coupling.
But the restriction to first nearest neighbors makes the tight-binding method
too inaccurate in this case. We will see this from the example of TiO2. This
substance has like RuO2 a rutile structure. For the structural and electronic
properties see [88], [62], [6], [60], [23], [11], and [5]. First we compute the
DOS with the help of Harrison’s solid state table.
Table 2.10: TiO2 DOS data
parameters Harrison
coupling first nearest neighbors
sampling points 10000
bin width 0.1
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Figure 2.20: DOS of TiO2, parameters from Harrison
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The experimentally observed 2p-3d fundamental energy gap of 3.0 eV is
correctly predicted. The large peak at approximately -14 eV stems from a
band without dispersion. To give it a dispersion which it ought to have, we
have to extend the coupling range. A range of 3.6
◦
A leads to the following
result:
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Figure 2.21: DOS of TiO2, parameters from Harrison, extended coupling
range
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The result is totally inappropriate and meaningless. The important band
gap has totally disappeared. Because we investigate the same geometric
structure, the resulting DOS resembles the one of RuO2. And as we have
seen there, a special parameter set has to be used. For the TiO2 example,
we choose the parameter set of Vos [88].
2.5 The breakdown of the method 49
Table 2.11: Parameters for TiO2 from Vos
d (
◦
A) E (eV) d (
◦
A) E (eV) d (
◦
A) E (eV)
Ti Edσ 0.0 -6.4
Ti Edpi 0.0 -6.4
O Epσ 0.0 -10.5
O Eppi 0.0 -10.5
O Es 0.0 -25.0
Ti-O pdσ 1.94 -2.30 1.99 -2.30
Ti-O pdpi 1.94 1.15 1.99 1.15
Ti-O sdσ 1.94 -2.50 1.99 -2.50
O-O ppσ 2.52 0.60 2.78 0.40 2.96 0.25
O-O pppi 2.52 -0.12 2.78 -0.08 2.96 -0.05
Ti-Ti ddσ 2.96 -0.500 3.57 -0.200 4.59 0.0
Ti-Ti ddpi 2.96 0.260 3.57 0.104 4.59 0.0
Ti-Ti ddδ 2.96 -0.0350 3.57 -0.014 4.59 0.0
With this parameter set we can perfectly reproduce the band structure
given in the work of Vos.
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Figure 2.22: Band structure of TiO2, parameters from Vos
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The more reliable DOS, which was computed in [62] is then:
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Figure 2.23: DOS of TiO2, parameters from Vos
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2.6 Conclusion
From the examples above it should be clear that the general LCAO method
forms a powerful tool to describe the electronic structure of an arbitrary
substance. But as we have seen, the correct choice of the parameters is by
no means trivial. A general solid state table gives only a first and quick
impression of the substance, but it does not provide high quality results. To
get results which are more reliable, one has to work out a special param-
eter set. This parameter set has to include for the majority of substances
at least second nearest neighbor coupling. This requirement is intuitively
clear from physical reasons. To recognize this, we go back to the examples
with the rutile structure. The band structure is of course dominantly influ-
2.6 Conclusion 52
enced by the octahedron in the center of the unit cell (see figure 2.8). This
octahedron is correctly described by the assumption of first nearest neigh-
bor coupling. But clearly the long range ordering of the octahedrons must
have also an influence of the electronic structure. To take the long range
ordering into account, we have to compute a larger coupling sphere. But for
this larger sphere the global Harrison parameters give no longer valid results.
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Finally we show the direct comparison of the two densities of states:
Figure 2.24: DOS of TiO2, parameters from Harrison
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Figure 2.25: DOS of TiO2, parameters from Vos
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Chapter 3
Fitting a band structure
From the above sections it should be abundantly clear that there is no general
set of parameters and scaling laws for describing the whole world of solid state
physics and chemistry. It depends on the special system under investigation
which parameters have to be chosen. In the following we will develop a
general method to find high quality parameters for an arbitrary substance.
We further require that the method does not request any special knowledge
about the global behaviour of the parameters by the user. This means, we
want a fully automated version of a parameter search algorithm.
Looking into the literature, we find that there are mainly two different
ways for the parameter fitting. The simplest way is to find the needed pa-
rameters by an ’educated guess’. This ’method’ requires indeed a very good
knowledge of the tight-binding theory and works only in a simple set-up. So
the method is restricted to the experienced user. There are many examples
in the literature, where one has found the parameters by experience and more
or less strong physical reasoning [48], [36], [88]. Without any deeper insight,
one could try to find the parameters by trial and error, a very dry and tedious
task [82], [88]. It is therefore evident that an automated search algorithm is
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of great advantage. To set up such an algorithm, we recast our search prob-
lem into an optimization problem. The objective function is an adequately
chosen distance between the tight-binding band structure and the objective
band structure, which may be computed by a more elaborate method such
as augmented plane wave (APW), Korringa, Kohn, and Rostoker (KKR),
linear muffin-tin orbital (LMTO), density functional theory (DFT), etc. The
remaining fitting task is a nonlinear least-squares fitting problem. The prob-
lem is that of adjusting the LCAO parameters to minimize D, the sum of the
weighted squares of residuals, where
D =
√√√√ 1
M
∑
~k,n
w~k,n(E~k,n − ~k,n)2, (3.1)
and E~k,n and ~k,n are the n LCAO and exact energies (in total there are M
energy values) at point ~k [46]. In general the E~k,n are nonlinear functions of
the parameter vector ~p = {p1, ..., pj}. This can be seen as follows [12]. The
matrix elements of the Hamiltonian between two Bloch sums depend linearly
on the LCAO parameters pi. The dependence of the energy eigenvalues on
pi is given by the Hellman-Feynman theorem [68]:
∂ELCAOn (
~k)
∂pi
= ~c tn(
~k)
∂H(~k)
∂pi
~cn(~k)
This is not a linear dependence because the eigenvectors ~cn(~k) depend on
the parameters pi as well. If the E~k,n were linear functions of ~p, one could
numerically solve the set of linear equations which arise from setting
∂D
∂pi
= 0 for i ∈ {1, ..., j}. (3.2)
In the non-linear case, one has to choose an iterative method, e.g., a Taylor-
series expansion method [46], [72]. To improve the convergence behaviour,
the method of Hartley [30] proved to be useful, or one could rely on an
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implemented standard method, such as the direction set method of Powell
[71] or the Levenberg-Marquardt algorithm [71], [53]. Such an algorithm is
capable of computing the needed parameters from a properly chosen starting
vector ~p. The choice of the starting vector remains a nontrivial task, because
if the starting vector is not well chosen, the fitting algorithm will get trapped
in one of the many local minima, which might be rather useless. But even
if we have found the global minimum, we have to be aware of the fact that
the parameters, which have been found by the optimization algorithm, are
sometimes not physically meaningful. A minimal distance is not equivalent
to physically reasonable parameters. As we will see in section 3.1.2, a poorer
distance may result in parameters, which better represents the physics. Thus
the task we are facing is not a true optimization problem. Many attempts
have been made to avoid unphysical parameters. E.g., a symmetrized basis
ensures that the LCAO eigenvalues and APW eigenvalues belong to the same
irreducible representation [12], [53].
Up to now all the introduced methods have in common that they require
a complex manipulation of the LCAO matrix. E.g., the symmetrized basis
requires a unitary transformation, which splits the hamiltonian into subma-
trices belonging to the same various irreducible representations. Further-
more, to find the start vector, the hamiltonian has to be block-diagonalized
and approximated at the fit-points, which are selected high symmetry points
in the Brillouin zone [65] (see section 3.2.) It should be clear that such a
complex manipulation can only be done for relatively simple matrices.
To avoid the manipulation of the LCAO matrix and the knowledge of
a good starting point in parameter space, we will go another route. We
choose as an optimization algorithm a random search. In the last few years
there have been several proposals for such random search algorithms, which
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proved to be of great importance. These algorithms belong to the classes
of simulated annealing algorithms, evolutionary programming, and genetic
algorithms. Especially in engineering problems these algorithms were able
to solve even very complex problems which were out of reach for the classic
optimization tools. The use of a genetic algorithm for fitting the bands in the
class of zinc-blende structures can be found in [83]. Ten populations running
on Sun 10-52 workstations provide after ten hours a set of parameters, which
is judged by the authors as superior to those achieved by traditional methods.
Evolutionary programming algorithms have so far not been applied to the
problem at hand.
Another class of algorithms, which has come into vogue, are neural net-
works, but the attempt to fit the band structure by using feedforward neural
networks proved to be very difficult [82].
3.1 Simulated annealing
For our purposes, we introduce a variation of the well known simulated an-
nealing algorithm, called self adapting simulated annealing. This algorithm
proves to be very fast and robust. Its simple algorithmic structure makes its
implementation easy in terms of the global structure modules. Thus no re-
striction to a special structure is given and our claim of generality is fulfilled.
Simulated annealing was introduced as a Monte Carlo technique in sta-
tistical physics [58]. Since then the method was constantly expanded and
applied to many different optimization problems [38], [37]. In the conven-
tional set-up, called Boltzmann annealing, the method works as follows:
1. Given a state ~sold in a d-dimensional state space, one randomly chooses
a new state ~snew according to a probability law. The increments in the
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individual dimensions are independently and normally distributed, so
one works with a d-dimensional Gaussian distribution:
pdf~sold(~snew) = (2piT )
−d/2 exp[−(~snew − ~sold)2/(2T )] (3.3)
The variance T, called the temperature, of this random walk is not
constant but depends on a schedule.
2. For the new state the cost function E(~s) is evaluated. If this function
decreases, one accepts the new state. In case of an increase the new
state is accepted according to an acceptance probability, i.e., one draws
a random number from a uniform distribution over [0, 1]. If the number
is smaller then
h~sold(~snew) =
1
1 + exp[(E(~snew)− E(~sold))/T ] , (3.4)
one accepts the new state, in the opposite case one rejects the new
state.
3. In the course of the process the temperature is constantly decreased.
The art of simulated annealing consists mainly in choosing a good tem-
perature schedule. If one is cooling down the process too quickly, it will
get captured in a local minimum. If the process is cooled too slowly,
the computing time will be excessive. Given pdf~sold(~snew), it has been
proven [22] that it should be sufficient to cool down not faster than
T (k) =
T0
ln(k)
(3.5)
to reach the global minimum, where k is the step index.
While the above set-up is based on a strong physical analogy/reasoning (the
annealing of a physical system, which is falling into an energetic minimum),
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it is by no means mandatory. Being aware of the fact that we only need a
heuristic approach, we can widely vary the three introduced functionals. This
has led in the past to many different approaches. To mention a few, these
are fast annealing [86], very fast annealing, very fast simulated reannealing
[34], [35].
3.1.1 Self adapting simulated annealing
We are by no means the first who try to solve the optimization problem with
the help of a simulating annealing algorithm. The method itself was success-
fully applied by many authors, see e.g. [41], [16], [3]. One disadvantage of
the random search methods is that their great flexibility with respect to the
starting point in parameter space must be compensated by more computing
time. A typical optimization run may cost several hours or even one or two
days [41], [83]. In the present work we wish to introduce a different heuristic
approach for searching which turns out to be very fast. The intention of
the algorithm is to search the parameter space on different length scales in
a decreasing order. The algorithm works as follows:
1. For tight-binding theory all parameters are expressed as a.bcde with
four figures beyond the decimal point.
2. First we determine the sign of the parameters (see chapter 4). Having
chosen the sign, we choose +1.0000 as starting value for the parameters
with a positive sign, and – 1.0000 for those with a negative sign.
3. The algorithm starts to change randomly and independently every pa-
rameter one digit at position b maximally by one unit, i.e., we draw a
random number from a uniform distribution over [−0.1, 0.1] and add it
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to b. It presents no problems if the order of magnitude of a parameter
is different from the starting value.
4. In an initialization phase, the algorithm computes the mean change in
the objective function in case of a deterioration in the cost function
〈E(~snew) deterioration − E(~sold)〉.
5. In case of a decrease in the objective function, the new state is ac-
cepted, in case of an increase, the new state is accepted if a uniformly
distributed random number over [0, 1] is less than
exp(−E(~snew)− E(~sold)
T
). (3.6)
Otherwise it is rejected.
6. The temperature is decreased exponentially. The starting temperature
is the mean change in the objective function (computed in the initial-
ization phase).
7. If there is no acceptance for a larger number of steps (this number is
adjustable), then the algorithm switches to the next digit and begins
anew.
Having introduced the heuristics, we first have to show that the global
minimum can be found from an arbitrary starting point. We thus choose
a tight-binding band structure, which we try to reconstruct from its energy
values at five symmetry points. We choose as an example the stochiometric
TiO with rocksalt structure, which is another structure not yet tested above.
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Table 3.1: TiO structure parameters
structure fcc
lattice parameter a 4.181
◦
A from [67]
A tight-binding description for the substance can be found in [46]. The
description takes second nearest neighbors into account. The parameters are:
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Table 3.2: TiO tight-binding parameters from Mattheiss [46]
parameter value (Ry)
Es – 1.1027
ssσ – 0.0086
Ep – 0.0370
ppσ +0.0179
pppi – 0.0044
Ed +0.7979
ddσ – 0.0569
ddpi +0.0294
ddδ – 0.0047
spσ 0.0000
sdσ +0.0509
pdσ – 0.1235
pdpi +0.0566
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Figure 3.1: Band structure of TiO, parameters from Mattheiss
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Figure 3.2: DOS of TiO, parameters from Mattheiss
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Now we will reconstruct this LCAO band structure only from the energy
values at the high symmetry points in the Brillouin zone and assume that
we ignore the parameter values altogether. The program needs as input the
fit points:
Table 3.3: The input file for fitting the TiO LCAO bands (Mattheiss)
*These are the symmetry points for fitting:
*G , X , W , L , K(=U)
5.000
9.000
0.000 0.000 0.000 ENERGIES: -1.206 -0.001 -0.001 -0.001 0.721 0.721 0.721 0.868 0.868
0.000 0.000 1.504 ENERGIES: -1.310 -0.109 -0.019 -0.019 0.524 0.827 0.963 0.973 0.973
0.000 -0.752 1.504 ENERGIES: -1.246 -0.083 -0.080 -0.079 0.764 0.764 0.858 0.933 0.973
0.752 -0.752 0.752 ENERGIES: -1.103 -0.187 -0.116 -0.116 0.722 0.826 0.826 0.962 0.962
1.128 1.128 0.000 ENERGIES: -1.247 -0.097 -0.086 -0.056 0.655 0.857 0.891 0.939 0.946
The first number gives the number of fit points in ~k-space, and the second
number is the number of energy values at each fit point.
In the following plots the reconstructed band structure is shown after 0,
4000, 4500 and 10000 steps. The stars, respectively the dotted lines, denote
the exact LCAO band structure.
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Table 3.4: Progression in fitting the band structure of TiO
steps 0 4000 4500 15000 exact
distance 4.373693 0.204864 0.051647 0.000647 0.000000
ssσ – 1.0000 – 0.0268 – 0.0010 – 0.0086 – 0.0086
spσ +1.0000 +0.0000 +0.0000 +0.0000 +0.0000
ppσ +1.0000 +0.0598 +0.0287 +0.0181 +0.0179
pppi – 1.0000 – 0.0058 – 0.0159 – 0.0045 – 0.0044
spσ – 1.0000 – 0.0917 – 0.0558 – 0.1689 – 0.1691
pdσ – 1.0000 – 0.2040 – 0.1298 – 0.1235 – 0.1235
pdpi +1.0000 +0.1053 +0.0153 +0.0564 +0.0566
ddσ – 1.0000 – 0.1121 – 0.0462 – 0.0569 – 0.0569
ddpi +1.0000 +0.0661 +0.0189 +0.0294 +0.0294
ddδ – 1.0000 – 0.0600 – 0.0046 – 0.0047 – 0.0047
Es(O) – 1.0000 – 1.3268 – 1.2965 – 1.1033 – 1.1027
Ep(O) – 1.0000 – 0.0025 – 0.0410 – 0.0374 – 0.0370
Ed(Ti) +1.0000 +0.7653 +0.8215 +0.7978 +0.7979
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Figure 3.3: Band structure of TiO, fit after 0 steps
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Figure 3.4: Band structure of TiO, fit after 4000 steps
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Figure 3.5: Band structure of TiO, fit after 4500 steps
X
 
W L Γ K(U)Γ X −1.4
−1.3
−1.2
−1.1
−1.0
−0.9
−0.8
−0.7
−0.6
−0.5
−0.4
−0.3
−0.2
−0.1
0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1.0
1.1
Figure 3.6: Band structure of TiO, fit after 15000 steps
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The progression for the optimized distance is shown in the following plot:
Figure 3.7: Progression for the TiO fitting, distance versus steps
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As we can see, the optimized distance becomes smaller in time and the
variance of the optimized distance is diminishing. This can be explained as
follows. The algorithm, which can be regarded as a random walker in the
parameter space, starts with a large step size. This makes the random walker
fast, but he sees the cost function on a coarse scale. Because the step size is
large, every step may imply a large change in the function to be optimized,
even if the function is very smooth. This in turn causes the large variance at
the beginning. After approximately 4000 and 8000 steps the algorithm makes
a switch to a smaller step size and the variance decreases. This bounds the
random walker longer to the formerly found optimum area in the parameter
space, which he can see now with a higher resolution. The crucial point
in simulated annealing is of course the acceptance probability in case of a
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deterioration in the cost function. This acceptance is controlled by the mean
change in the cost function, and the temperature, whose evolution is shown
in the following plot:
Figure 3.8: Mean change in the distance function and temperature versus
steps in fitting TiO
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As we can see, the algorithm is able to find the global minimum and
hence to reconstruct the LCAO band structure, starting from an arbitrary
parameter vector.
3.1.2 Examples for the fitting strategy
In the above case, we have fitted a LCAO band structure by a LCAO band
structure. Thus it was possible to reconstruct the total band structure to
any desired accuracy. If we fit a band structure which was computed via
another approach, e.g., APW, LMTO, etc., we should not expect that a
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totally identical band structure will result. Furthermore, one should keep
in mind that the finding of the correct band structure is by itself not an
optimization task. The finding of the global minimum does not guarantee
that this minimum represents the correct electronic structure. To illustrate
this, we will fit in the following the empirical pseudopotential band structure
for silicon [65]. The fitting points are:
Table 3.5: The input file for fitting the Si band structure
*For the data see: Papaconstantopoulos (page 263).
*Symmetry points are:
*G , X , L , W
4.000
8.000
0.000 0.000 0.000 ENERGIES: -12.599 0.000 0.000 0.000 3.413 3.413 3.413 4.464
1.157 0.000 0.000 ENERGIES: -8.363 -8.363 -3.079 -3.079 1.221 1.221 12.230 12.230
0.579 0.579 0.579 ENERGIES: -10.260 -7.351 -1.294 -1.294 2.214 3.984 3.984 8.751
1.157 0.579 0.000 ENERGIES: -8.201 -8.201 -4.009 -4.009 4.903 4.903 5.932 5.932
If we let our fitting algorithm roam freely in the parameter space, we will
get after 30000 steps the following result:
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Figure 3.9: Band structure fit for Si after 30000 steps
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The parameters found at the minimum are by no means capable to re-
produce the electronic structure of silicon. A closer look at the parameters
reveals that they are not even consistent with the simplest physical demands
one has for the hopping elements.
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Table 3.6: Parameters from silicon band structure fit
steps 30000
distance 0.542918
(ssσ)1 +3.2778
(spσ)1 – 0.3231
(ppσ)1 +3.4816
(pppi)1 – 0.2406
(ssσ)2 – 0.2134
(spσ)2 – 1.9439
(ppσ)2 +0.5849
(pppi)2 – 0.1595
(ssσ)3 – 0.3826
(spσ)3 – 2.1758
(ppσ)3 – 2.2186
(pppi)3 +0.8231
Es(Si) – 1.3431
Ep(Si) +0.5262
Some simple aspects concern the sign and the scaling law of a parameter
with distance. We should expect the following signs [29], [84]:
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Table 3.7: The signs for the parameters
parameter sign
ssσ –
spσ +
ppσ +
pppi –
Because we are interested in reproducing the results obtained by Papa-
constantopoulos, we force the algorithm to obey the signs for the parameters
from Papaconstantopoulos. These are:
Table 3.8: The signs for silicon according to Papaconstantopoulos [65]
parameter first second third
ssσ – + +
spσ + – +
ppσ + + –
pppi – – +
For the scaling law, we expect at least that the absolute value of the
parameter should monotonically decrease to zero as the distance increases.
With the signs from table 3.8, and obeying a very simple qualitative scaling
law (for the second neighbor (spσ)2, we demand also a simple quantitative
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scaling)
|(ssσ)1| > |(ssσ)2| > |(ssσ)3|
0.2 |(spσ)1| > |(spσ)2| > |(spσ)3|
|(ppσ)1| > |(ppσ)2| > |(ppσ)3|
|(pppi)1| > |(pppi)2| > |(pppi)3|
one gets the following fit:
Figure 3.10: Band structure fit for Si after 30000 steps with constraints
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Table 3.9: Parameters from the band structure fit for Si with constraints
steps 30000
distance 1.112539
(ssσ)1 – 2.2373
(spσ)1 +2.2872
(ppσ)1 +3.4662
(pppi)1 – 0.7534
(ssσ)2 +0.0387
(spσ)2 – 0.3499
(ppσ)2 +0.7071
(pppi)2 – 0.3414
(ssσ)3 +0.0372
(spσ)3 +0.0011
(ppσ)3 – 0.7061
(pppi)3 +0.2412
Es(Si) – 4.3717
Ep(Si) +1.5056
While the distance is much greater for this fit, the result shows the band
structure for silicon essentially correctly. The only incorrect result can be seen
at position L. Here we see that bands five and six have been interchanged.
This is mostly due to the parameters for the second and third neighbor
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coupling, as we can learn if we omit the second and third neighbors.
Figure 3.11: Band structure for silicon, parameters from table 3.9, but only
coupling to first nearest neighbors
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We see further that the fitting for the higher bands is worse than for the
low lying bands, which is a well known shortcoming in the tight-binding
approach. To take this into account, we introduce a weight factor of four for
the bands 1-6 to force the algorithm to handle these bands more exactly.
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Figure 3.12: Band structure fit for Si after 30000 steps with constraints, and
weights
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This band structure is very similar to the band structure obtained from
an empirical pseudopotential calculation [65]. For this band structure Papa-
constantopoulos has also given a LCAO fit. We compare our parameters to
those of Papaconstantopoulos:
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Table 3.10: Parameters from band structure fit for Si
steps 30000
distance 1.481891
parameter our fit fit ref. [65]
(ssσ)1 – 2.1665 – 2.3623
(spσ)1 +2.0800 +1.8640
(ppσ)1 +3.6125 +2.8588
(pppi)1 – 0.8574 – 0.9469
(ssσ)2 +0.1078 +0.1360
(spσ)2 – 0.3416 – 0.2638
(ppσ)2 +0.5458 +0.4101
(pppi)2 – 0.3414 – 0.1370
(ssσ)3 +0.0017 +0.0460
(spσ)3 +0.0001 +0.1943
(ppσ)3 – 0.3225 – 0.0526
(pppi)3 +0.0575 +0.0808
Es(Si) – 5.0436 – 5.1928
Ep(Si) +1.7993 +1.0583
For a better comparison, we show both band structures in one plot:
3.2 Conclusion 79
Figure 3.13: Band structure fit for Si, solid line: present fit, dashed line: ref.
[65].
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The total cost in computing time on a DEC alpha workstation is approx-
imately 30 minutes, which is much faster than the genetic algorithm of [83].
3.2 Conclusion
These two sets of results are in a remarkably good agreement, in particu-
lar if one considers that we have used only four fit points in contrast to
Papaconstantopoulos, who has used 33 fit points, which allows for a much
better guidance of the bands. But these were not available in the literature.
The second aspect is that our method is much simpler to apply. It works
in general for simple systems as well as for complex systems. To appreciate
our approach, we outline the fitting approach, taken by Papaconstantopou-
los [65], for the very simple silicon system. As we will see, even for this
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simple system, the effort to find good starting values, which are absolute
necessary here, and then finding the ’physical minimum’ is demanding. To
find the needed starting parameters, we treat the problem in its three center
formulation first, because the set-up is more easy in the three center formal-
ism. The starting values are found from approximating linear equations for
the problem, which demands a block diagonalization of the eight times eight
hamiltonian at some special high symmetry points in the Brillouin zone, a
task, which is of course only possible for a simple matrix. These equations
are:
E(Γ1) = Es,s(000) + 4Es,s(
1
2
1
2
1
2
) + 12Es,s(110) (3.7)
E(Γ2′) = Es,s(000)− 4Es,s(1
2
1
2
1
2
) + 12Es,s(110) (3.8)
E(Γ15) = Ex,x(000) + 4Ex,x(
1
2
1
2
1
2
) + 8Ex,x(110) + 4Ex,x(011) (3.9)
E(Γ25′) = Ex,x(000)− 4Ex,x(1
2
1
2
1
2
) + 8Ex,x(110) + 4Ex,x(011) (3.10)
E(X3) = Ex,x(000) + 4Ex,y(
1
2
1
2
1
2
)− 4Ex,x(011) (3.11)
E(X4) = Ex,x(000)− 4Ex,y(1
2
1
2
1
2
)− 4Ex,x(011) (3.12)
To solve the above system of simultaneous equations, the additional approxima-
tion of setting the parameters Es,s(
1
2
1
2
1
2
) and Ex,x(110) equal to zero is made.
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Then the solution reads:
Es,s(000) =
1
2
[E(Γ1) + E(Γ2′)] (3.13)
Ex,x(000) =
1
4
[E(Γ15) + E(Γ25′) + E(X3) + E(X4)] (3.14)
Es,s(
1
2
1
2
1
2
) =
1
8
[E(Γ1)− E(Γ2′)] (3.15)
Ex,x(
1
2
1
2
1
2
) =
1
8
[E(Γ15)− E(Γ25′)] (3.16)
Ex,y(
1
2
1
2
1
2
) =
1
8
[E(X3)− E(X4)] (3.17)
Ex,x(011) =
1
16
[E(Γ15) + E(Γ25′)− E(X3)− E(X4)] (3.18)
Thus one gets seven out of 13 three-center parameters corresponding to first-
and second-neighbor interactions. To determine all 13 parameters a least-
squares program is used. The encoding of a standard least-squares fit al-
gorithm demands again a substantial programming effort. The next step
is to add the seven additional third-neighbor interaction parameters and go
through the least-squares program again to find all 20 parameters. Finally,
utilizing the relations between three- and two-center integrals, Papaconstan-
topoulos obtains estimates for the starting parameters for the two-center fit.
The fitting is done for 33 k-points for all eight bands. The higher number
of k-points allows a much better guidance of the bands. But if we consider
the fact that an experimentalist will only have a few values, which he has
measured at high symmetry points, it is of great advantage to get a good fit
from only four or five k-points. As we have seen, this is possible with our
annealing algorithm. The only choice left to the user is the weight function
for the distance. Here no recipes can be given.
Chapter 4
The scaling laws for the
hopping integrals
While we were able to reproduce very well a given band structure in the
section above, one point remains to be solved. Looking at the parameters
in the book of Papaconstantopoulos, but also in many other papers, we see
that the parameters exhibit different scaling laws with distance, and obey
different sign rules. This is in contrast to our simple physical intuition, which
demands that the hopping matrix elements decay steadily and do not change
sign for distances close to or greater than the nearest-neighbor distance.
Looking at tight-binding theory in the context of density functional theory
confirms our intuition [20], [21], [69]. To summarize these investigations,
we can state that our parameters should obey some more or less prescribed
simple scaling laws without sign change. The absolute form of these laws,
and their transferability to different substances, is a hotly debated topic in
tight-binding theory [66], [53], [25], [49], [18], [75], [9], [10], [50], [3], [41], [52],
[85].
In the following we will see that it is possible to find scaling laws for the
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hopping parameters, which fulfill three basic postulates:
1. The sign of the hopping matrix elements comply with the basic as-
sumptions of tight-binding theory.
2. The hopping matrix elements decay steadily with distance and do not
change sign for distances close to or greater than the nearest-neighbor
distance.
3. The scaling laws for the hopping matrix element should allow for trans-
ferability. This is to say that it must be possible to extrapolate to
substances or substance properties, which have not been taken into
account in the fitting.
With the help of our general tight-binding and fitting program, it is relatively
simple to find such scaling laws under very mild conditions. We will construct
reasonable band structures from only four or five fit points, without the
assumption of any special quantitative scaling laws, and without the faintest
idea of tight-binding theory. This is to the best of the author’s knowledge in
contrast to the currently available programs. These programs require a much
deeper theoretical background of the user, they are not general, and need
many more fit points. But it is this universality, which makes a program
useful in the field of practical applications, where one wants to know the
most important electronic features of a solid, without spending much time
in theory and programming, and where one only has a few measured values
at hand.
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4.1 The sign for the parameters
To determine the sign of a hopping matrix element, we only have to remember
basic Hu¨ckel molecular orbital (HMO) theory [32], [84]. The orthogonal
two center tight-binding approach can be interpreted in terms of the simple
hydrogen molecule, which forms the paradigm for the two center bonding.
We assume that we can write the Hamilton operator as:
H = − h¯
2∇2
2m
+ V1(~r) + V2(~r), (4.1)
with V1(~r) and V2(~r) the potentials on atom one and two. Hence we write
for H12 :
H12 = 〈1| − h¯
2∇2
2m
+ V1(~r) + V2(~r)|2〉 (4.2)
= 〈1| − h¯
2∇2
2m
+ V2(~r)|2〉+ 〈1|V1(~r)|2〉 (4.3)
= E2〈1|2〉+ 〈1|V1(~r)|2〉 (4.4)
Because we assume orthogonality for our basis, we have:
H12 = 〈1|V1(~r)|2〉 (4.5)
The sign of H12 is therefore determined by the sign of the orbital lobes of
〈1| and 〈2|, and of the potential, which is attractive , i.e. negative. E.g., for
the ppσ integral, we get a positive sign. In total we obtain the following sign
rules:
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Table 4.1: The signs for the parameters
parameter sign
ssσ –
spσ +
ppσ +
pppi –
4.2 The scaling laws
While it was very simple to derive the appropriate signs for the hopping
matrix elements, it is much harder to find transferable scaling laws. To make
a first step, we remember chapter 2.5, pages 42 – 45. There we have seen that
the scaling laws given by Harrison are not bad at all when compared to the
results of Mattheiss, who has fitted his APW band structure. Representing
Mattheiss’s values by polynomials, we have seen that the curvature of these
polynomials was often approximately the same as the curvature of Harrison’s
scaling laws. They were incorrect only as there is an absolute shift in energy.
Therefore it seems reasonable to keep Harrison’s scaling laws in a slightly
modified form, and only to adjust the energies. This approach is taken, e.g.,
in [18], [85]. Here the dd-scaling is given by the authors as:
ddσ = −6W (2
5
)(
S
r
)5 (4.6)
ddpi = +4W (
2
5
)(
S
r
)5 (4.7)
ddδ = −1W (2
5
)(
S
r
)5, (4.8)
4.2 The scaling laws 86
where S is the Wigner-Seitz radius, and W is the nominal bandwidth. In
fitting to the actual bandwidth the approach is not able to produce high
quality tight-binding band structures. To get the full flexibility, we can as-
sume a standard fit function, e.g., an ordinary polynomial [75], a Chebychev
polynomial, or a cubic spline [41]. Increasing the order of the polynomials
makes the fit better. In ref. [21] the authors used Chebychev polynomials
of order 12 to fit the matrix elements. A fit function, which is intermedi-
ate between these two approaches, rests upon the following consideration.
Most scaling laws we find in nature are of exponential or power law form. It
is therefore natural to assume for the form of the fit function a mixture of
exponential and power law terms. In ref. [50] we find the following proposal:
H(r) = A1r
B1e−C1r + A2rB2e−C2r, (4.9)
where A and B are to be fitted and C is prescribed. In ref. [9], [53] we find
a similar suggestion:
H(r) = (α + βr + γr2)e−δ
2rf(r) (4.10)
with
f(r) =
1
exp[(r − r0)/l] + 1 , (4.11)
where f(r) is a universal cutoff function chosen to simplify the calculation
(with r0 and l prescribed.)
Each of these suggestions leads to high quality results in the band struc-
ture. Examples for calculations can be found in [70], [57], [54], [90]. The data
presented there rest upon a large data base of information. To obtain these
data, very often a fit to first principle computations for small clusters has
been done, and then the results of these computations have been reproduced
by their tight-binding analogue. As a matter of fact this approach needs a
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substantial computational effort to set up the needed data base, and requires
an enormous amount of data for input. But what is to be done, if one is not
in the fortunate situation to have access to such a data base, or if one is an
experimentalist, who normally has at his disposal only few measurements?
Is it possible to get reasonable results, even in such a precarious situation?
As we will see, the answer is a restricted yes.
4.2.1 The minimal qualitative scaling
In the previous section, we have seen that each fit was done for a special
scaling law. The choice of such a scaling law depends on theoretical knowl-
edge, experience, and numerical purposes. Here we will raise the question,
to what extent we can minimize the information on the scaling law and the
data, and nonetheless get reasonable results. The answer to the question
is intriguingly simple. The signs of the parameters and a pure qualitative
scaling is sufficient. We will show this for the paradigma silicon. Endowed
with only four fit points, the correct signs, and a pure qualitative scaling law
|(ssσ)1| > |(ssσ)2| > |(ssσ)3|
|(spσ)1| > |(spσ)2| > |(spσ)3|
|(ppσ)1| > |(ppσ)2| > |(ppσ)3|
|(pppi)1| > |(pppi)2| > |(pppi)3|
our search algorithm supplies us with the following band structure:
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Figure 4.1: Band structure fit for Si
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Table 4.2: Parameters from the band structure fit for Si with minimal input
steps 57000
distance 1.8557
(ssσ)1 – 1.9877
(spσ)1 +2.1150
(ppσ)1 +3.6500
(pppi)1 – 0.8037
(ssσ)2 – 0.0175
(spσ)2 +0.0494
(ppσ)2 +0.6292
(pppi)2 – 0.2575
(ssσ)3 – 0.0116
(spσ)3 +0.0027
(ppσ)3 +0.0229
(pppi)3 – 0.1071
Es(Si) – 4.7043
Ep(Si) +1.6067
The valence bands are correctly reproduced. There is only a bias at L1.
The higher lying conduction bands are not as well represented as the valence
bands. But this is a general failure of tight-binding theory, when one uses only
a minimal basis. Here it is of much greater importance to notice the fact that
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we have obtained our band structure in the interesting region, i.e. the valence
bands and the first two conduction bands, from very little information. This
becomes more obvious if we compare our results to other computations and
experimental data [3]. These computations are:
• The approach taken by Frauenheim and coworkers [4], [21], who are
working with a nonorthogonal two center formalism. All the needed
hopping
Hij = 〈Φi|H|Φj〉 (4.12)
and overlap
Sij = 〈Φi|Φj〉 (4.13)
integrals are computed explicitly. The |Φi〉 are eigenfunctions from
DFT/LDA calculations of a single atom in a confining potential. The
approach is denoted as DF-TB.
• The approach taken by Menon and Subbaswamy [57], [56], [55], denoted
as MS-TB.
• The approach taken by Bernstein and Kaxiras [3], which is a modifica-
tion of the MS-TB approach. This approach is denoted as NO-TB.
• Our approach which fits to a few given values on a minimal information
base. The approach is denoted as MIN-TB.
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Table 4.3: Comparison of experiment and theory for different approaches
DFT/LDA NO-TB MS-TB DF-TB MIN-TB Exp.
Valence band width 11.92 11.75 13.83 10.69 13.1
Band gap at Γ 3.15 1.68 3.07 3.20 3.1 2.74a
Minimum band gap 1.14 1.51 2.72 3.20 1.38 1.17b
aRef. [87]
bRef. [73]
At first glance, one would say that the DFT/LDA results are in excellent
agreement with experiment. A closer look reveals that this is not the case.
DFT/LDA underestimates the band gap systematically of about one eV. To
compensate this systematic error, a so called scissor-operator is introduced,
which is nothing else than an appropriately chosen numerical constant, to
widen the gap [19], [2], [13]. The DFT/LDA results in table 4.3 include a 0.6
eV scissor-operator shift of the conduction levels [19], [2]. Taking the scissor-
operator into account, we find that the MIN-TB approach supplies the best
description for the most important features of the band-structure. A more
detailed picture concerning experiment and MIN-TB shows the following
table:
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Table 4.4: Comparison of experiment, empirical pseudopotential, and MIN-
TB
Position Experiment Pseudopotential minimal fit
(empirical)Ref. [65]
Γ1 −12.4± 0.6Ref. [27] – 12.6 – 13.0
−12.5± 0.6Ref. [42]
Γ15 +3.4 +3.2
Γ2′ +4.5 +4.0
Γ25 0.0 +0.1
Σ1 −4.7± 0.2Ref. [27], [42] – 3.6
−4.4Ref. [80]
X1 – 8.4 – 8.0
X1 +1.2 +2.5
X3 +12.2 +8.3
X4 −2.5± 0.3Ref. [42] – 3.1 – 3.1
−2.9Ref. [80]
L2′ −9.3± 0.4Ref. [42] – 10.3 – 10.0
L2′ +8.8 +8.2
L1 −6.4± 0.4Ref. [27] – 7.4 – 8.7
−6.8± 0.2Ref. [42]
L1 +2.2 +1.5
L3′ −1.2± 0.2Ref. [80] – 1.3 – 1.5
L3 +4.0 +4.0
W – 8.2 – 7.5
W – 4.0 – 4.3
W +4.9 +3.7
W +5.9 +7.8
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If we demand ’better’ results, we must extend our knowledge about silicon,
i.e., we need more input data in the form of more fit points, to ensure a
better guidance of the bands. To become more flexible, we could increase
the coupling range.
4.3 Conclusion
Summarizing the last results, we can say:
1. Our approach supplies a reasonable band structure, and estimates for
the main electronic features, such as the band gap and the valence band
width on a very restricted basis of information.
2. Looking at table 4.3, we see, that the results are in excellent agreement
with experiment.
3. The theoretical basis is reduced to its minimum. We only need the
correct sign rules, and a minimal scaling law. This makes the software
nearly universal.
4. The time needed to get the results for Si is on a modern Pentium
computer of about 60 min.
In this work, we will not address the question of transferability, because
to this purpose, three more steps have to be taken. This is the compilation
of an extended data base for different silicon clusters on the basis of first
principle methods, a fitting to this data base, and then the extrapolation to
properties which can only be explained on a mesoscopic scale, e.g., attributes
which can be computed with the help of molecular dynamics, etc. However it
should be pointed out that the fitting procedure proposed here is the proper
tool to approach this problem.
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