A linear program has a unique least 2-norm solution provided that the linear program has a solution. To locate this solution, most of the existing methods were devised to solve certain equivalent perturbed quadratic programs or unconstrained minimization problems. Different from these traditional methods, we provide in this paper a new theory and an effective numerical method to seek the least 2-norm solution of a linear program. The essence of this method is a (interior-pointlike) path-following algorithm that traces a newly introduced regularized central path which is fairly different from the central path used in interior-point methods. One distinguishing feature of the method is that it imposes no assumption on the problem. The iterates generated by this algorithm converge to the least 2-norm solution whenever the linear program is solvable; otherwise, the iterates converge to a point which gives a minimal KKT residual when the linear program is unsolvable.
Let S * P and S * D denote the optimal solution sets (possibly empty) of the problems (1.1) and (1.2), respectively. If a linear program has an optimal solution, it is said to be solvable; otherwise, it is unsolvable. According to linear programming theory (see for instance, Theorem 1.13 in [34] ), the primal (1.1) and the dual (1.2) have optimal solutions if and only if both problems have feasible solutions. If one of the problem (1.1) or (1.2) has no feasible solution, then the other one is either unbounded or has no feasible solution, and if one of the problem (1.1) or (1.2) is unbounded, then the other one has no feasible solution. Therefore, we may say that the primal problem is solvable if and only if the dual is solvable. Equivalently, the primal is unsolvable if and only if the dual is unsolvable.
Throughout this paper, we denote by · ∞ the ∞-norm of a vector, and · 2 the 2-norm, i.e., Euclidean norm. The purpose of this paper is to give a new method to find the least 2-norm solutions of both primal and dual linear programs, i.e., to find x * ∈ S Given certain norm, the problem of finding the least-norm solution to some optimization problems or other applied mathematical problems have been studied by many authors such as Tikhonov and Arsenin [30] , Tucker [28, 29] , Parsons and Tucker [21] , and Wolfe [32, 33] . In particular, many authors have studied the theoretical property of the least 2-norm solution of a linear program, and have tried to design numerical methods to compute this solution. See for instance, Tikhonov and Arsenin [30] , Mangasarian [13, 14, 15, 16] , Mangasarian and Meyer [19] , Mangasarian and De Leone [18] , Lucidi [11, 12] , Skarin [25] , Kiwiel [6, 7] , Smith and Wolkowicz [24] , and Kanzow, Qi and Qi [5] . Note that the least 2-norm solution of a linear program could be a vertex of the feasible set, and could be also a relative interior point of the optimal faces. Thus, in general case, both simplex methods and interior-point methods (see [23, 34] ) may not find the least 2-norm solution of a linear program. The first method for the least-norm solution of a linear program was the canonical Tikhonov regularization method [30] . The basic idea of this method is to solve successively the following quadratic problem in x:
where µ is a positive parameter. For each µ > 0, denote by x(µ) the solution to the above quadratic program. Tikhonov (see [30] ) showed that x(µ) converges, as µ → 0, to the least 2-norm solution of (1.1). Later, Mangasarian and Meyer [19] showed that there exists aμ > 0 such that for any µ ∈ (0,μ], the perturbed quadratic program (1.3) becomes an exact problem, i.e., for any µ ∈ (0,μ] the solution x(µ) =x, wherex is the least 2-norm solution of (1.1). Based on this observation, Mangasarian [14, 16] used successive overrelaxation (SOR) methods to solve the dual problem of (1.3). As pointed out by Lucidi [11] , the main advantage of SOR algorithms is that they preserve the sparsity structure of the problem, and thus can tackle large scale problems. However, the main difficulty encountered by this method appears to be the difficulty of knowing such a threshold value ofμ. Thus, in general, it is not sure if a value of µ is small enough such that the solution x(µ) of (1.3) is the least 2-norm solution of (1.1). Even the condition x(µ k+1 ) = x(µ k ) with µ k+1 < µ k does not imply that x(µ k+1 ) is the least 2-norm solution of (1.1). There are two classes of ways to circumvent this difficulty. The first class of approaches, including Lucidi [11, 12] and Kiwiel [6] , attempts to establish an effective computational criterion to check whether the current perturbed quadratic program is exact. However, Lucidi's methods [11, 12] require that the linear program (1.1) be nondegenerate (the gradients of active constrains at the least 2-norm solutionx are linearly independent), whereas Kiwiel's method [6] solves the perturbed quadratic program by finite active-set methods (see for example, Best [1] and Kiwiel [8] ) which may not be effective for large-scale problems. The second class of the methods was developed by Mangasarian and De Leone [18] . In their method, a decreasing sequence µ k → 0 is stipulated, and for each µ k an approximate solution x(µ k ) is computed by applying SOR algorithms to the dual problem of (1.3). They showed that if the residual inaccuracy of x(µ k ) falls below a certain threshold related to µ k , the approximate sequence {x(µ k )} converges to the least 2-norm solution as k → ∞. It is worth mentioning that Kiwiel [7] extended the method in [18] to piecewise linear programs which include the linear program as a special case.
In summary, the aforementioned approaches focus on solving the problem (1.3) or its dual problem. We may categorize them as (sequential) quadratic programming methods for solving the least 2-norm solution of a linear program. Of course, in addition to SOR methods, the problem (1.3) or its dual problem may also be solved by other algorithms, see Lin and Pang [10] and the references therein.
Besides the methods using an equivalent perturbed quadratic program, the least 2-norm solution of a linear program can also be obtained by solving an equivalent unconstrained convex minimization problem. The first result in this aspect was due to Mangasarian [15] . In [15] , Mangasarian first proved that the least 2-norm solution problem of linear programs can be transformed into an equivalent unconstrained minimization of a parameter-free convex continuously differentiable function. As a result, some unconstrained optimization methods can be used to solve the least 2-norm solution of a linear program. Recently, Kanzow et al [5] studied another equivalent unconstrained reformulation of the least 2-norm solution problem. Their method is based on the result of Smith and Wolkowicz [24] which is essentially related to the result of Mangasarian and Meyer (Corollary 2 in [19] ). Based on their reformulation, Kanzow, Qi and Qi [5] proposed a Newton-type method to solve their unconstrained minimization problem. However, unlike Mangasarian's reformulation, the unconstrained minimization problem in Kanzow, Qi and Qi [5] contains a parameter which is required to be sufficiently large (but it is unknown in advance). Also, their convergence analysis needs certain relatively restrictive assumptions such as the strict feasibility of (1.1) and the nondegeneracy of the least 2-norm solution.
It is well-known that a linear program can also be formulated as an equivalent linear complementarity problem (LCP). In fact, writing out the Karush-Kuhn-Tucker (KKT) optimality conditions of the linear program (1.1), we have
which can be written as the following monotone LCP:
Thus, locating the least 2-norm solutions of primal and dual linear programs is completely equivalent to finding a least 2-norm solution of the above monotone LCP. For LCPs, the least 2-norm solution has also been extensively studied by several authors, for example, Subramanian [26] , Mangasarian [17] , Sznajder and Gowda [27] , and Zhao and Li [35, 36, 37] . The least 2-norm solution of a complementarity problem is also related to Tikhonov regularization methods for complementarity problems (see for instance, Isac [4] , Facchinei [2] , Facchinei and Kanzow [3] ). In fact, in [26, 27, 35] , it is shown that the Tikhonov regularization trajectory of a monotone complementarity problem converges to the least 2-norm solution of the problem. In [35] , a new homotopy continuation trajectory, later called regularized central path in [37] , is constructed for complementarity problems. It turns out that this new trajectory converges to the least 2-norm solution of a monotone complementarity problem as the parameter approaches to zero.
Motivated by recent results in [35, 36, 37] , the purpose of this paper is to develop a new theory and an alternative computational method for the least 2-norm solution of linear programs. The proposed method is different from most of the existing methods which either require additional conditions besides the solvability of the problem, or have to solve quadratic programs successively. The proposed algorithm in this paper does not impose any assumption on the problem. It is convergent regardless of whether the linear program is solvable or not. If the problem (1.1) is solvable, then the iterates generated by the proposed algorithm converge to the least 2-norm solution. If the problem has no solution, the iterates still converge to a point which gives a minimal KKT residual of the problem (1.1). This algorithm is a kind of interior-point-like path-following algorithm (but not an interior-point algorithm), which is based on a new concept of regularized central path {x(µ) : µ > 0} of a linear program. Remarkable features of this path are that its existence and convergence for any (solvable or unsolvable) linear program can be guaranteed. These features distinguish it from the conventional central path whose existence and boundedness require that the primal and the dual have interior-points, which in turn implies that both primal and dual problems have bounded solution sets (see, Theorem 5.10.1 and Corollary of Theorem 3.4.1 in [23] ). When a linear program has an unbounded solution set in which case the problem is unstable (see, Robinson [22] ), the interior-point does not exist, and hence the central path does not exist. However, the regularized central path proposed in this paper always exists for any linear program, and converges, as µ tends to zero, to the least 2-norm solution of any solvable linear program despite of the unboundedness of its solution set. This motivates us to design a new path-following method for linear programs. To our knowledge, the proposed method can be viewed as the first (interior-point-like) path-following algorithm for the least 2-norm solution of a linear program.
In the next section, we introduce the concept of a regularized central path for linear programs. In Section 3, we specify a path-following algorithm. In Section 4, we prove the global convergence of the algorithm. The unsolvable case is studied in Section 5. Numerical results are illustrated in Section 6. Conclusions are given in the last section.
Throughout the paper, we use the standard notation found in the interior-point algorithm literature. For example, all the vectors are column. For vectors u and v ∈ R n , we also use (u, v) to denote the column vector (u T , v T ) T if there is no confusion. The vector e denotes the vector of ones, and its dimension, unless otherwise stated, depends on the context. For a vector x, x + denotes the vector with components (x + ) i = max{x i , 0}, i = 1, ..., n, and X denotes the corresponding diagonal matrix, i.e., X = diag(x). R n + denotes the nonnegative orthant of n-dimensional Euclidean space R n . If x ∈ R n + , we also write it as x ≥ 0. In particular, x > 0 means that all components of x are positive.
Regularized central path.
We begin with recalling the concept of a central path of a linear program. The linear program (1.1) can be rewritten as
The central path is defined by a parameter µ > 0, and for each µ > 0, it is the solution to the following logarithmic barrier problem:
The Lagrangian of the above problem is
where y ∈ R m is the Lagrange multiplier vector corresponding to the constraint Ax − z = b. Thus, the central path is actually defined by the stationary point of the above Lagrange function, that is,
which, by setting s = µX −1 e > 0, can be written as
It is well known that for every µ > 0, the above system has a unique solution denoted by (x(µ), y(µ), s(µ), z(µ)) if and only if the primal and the dual problems have interior points. If the primal and the dual have interior points, x(µ) converges (as µ → 0) to the analytic center of the primal optimal face, and y(µ) converges to the dual optimal face (Theorems 5.10.1 and 5.10.3 in [23] , or Theorems 2.16 and 2.17 in [34] ). Clearly, the analytic center is not necessarily the least 2-norm solution.
It is worth pointing out that the existence of the central path is not guaranteed for the case when the problem has an unbounded optimal solution set, i.e., when the linear program has no interior point (see for instance, Theorem 5.10.1 and the corollary of Theorem 3.4.1 in [23] ). We now construct a new smooth path that is expected to converge to the least 2-norm solution even when the problem has an unbounded solution set. We first define a perturbed Lagrange function of (2.1). Notice that in (2.1), the Lagrange multiplier y is related to the decision variable of the dual problem.
satisfies the KKT system (1.4). By the theory of linear programming, y * is an optimal solution to the dual problem. Thus, in order to obtain the least 2-norm solution of the primal and the dual linear programs, we consider the following augmented Lagrange function:
where µ and θ are two positive parameters. The term θ( x 2 2 − y 2 2 ) attached to the Lagrangian (2.1) is used to force the stationary point of the augmented Lagrange function to approach the least 2-norm solution. It will be seen from our later discussion that the above augmented form is a judicious choice for locating the least 2-norm solution, and for covering the aforementioned case of an unbounded solution set. Although the parameters µ and θ can be independent, for simplicity, however, we consider here only the case of θ = µ p , where p ∈ (0, 1) is a fixed constant. Thus, the above function (2.2) can be written as the following one-parameter form: 
( Proof. It is evident that the system (2.4) can be written as
ii) For any finite number 0 <μ < ∞, the set {(x(µ), z(µ), y(µ), s(µ)) : µ ∈ (0,μ]} is bounded if and only if the linear problem (1.1) is solvable. (iii) The linear problem (1.1) is solvable if and only if
where e ∈ R m+n , and
Then the system (2.5) can be further written as
Under the one-to-one transformation of µ = ε/(1 − ε) where ε ∈ (0, 1), the above system is equivalent to
The above system can be finally written asH
Noting that p ∈ (0, 1), we have ε/φ(ε) → 0 as ε → 0. Since the matrix M is a monotone matrix, it must be a P 0 matrix or a P * matrix. By Theorem 4.2(a) or Theorem 5.2(a) in [35] (but applied to monotone LCP), we conclude that the above system (2.6) has a unique solution (u(ε), w(ε)) for each given ε > 0. The result (i) is proved.
To see that (ii) holds, we first note that if the path {(x(µ), y(µ), s(µ), z(µ)) : µ ∈ (0,μ]} is bounded, taking µ → 0 in system (2.4) we see that any accumulation point of the path is a solution to KKT system (1.4), and thus it is a solution to the linear program. Conversely, assume that the linear program is solvable. This is equivalent to saying that the LCP (1.5) is solvable. Notice that (2.4) can be written as (2.5). It follows from Theorem 5.1(b) in [35] that the path
Since the solutions of LCP (1.5) are the same as the solutions of the primal and the dual programs (1.1) and (1.2), result (iii) is an immediate consequence of Theorem 5.2 in [35] .
From the above result, we obtain the following characterization of the least 2-norm solution of a linear program. 3. Algorithm. Our algorithm can tackle both solvable and unsolvable linear programming problems. For simplicity, however, we consider first the solvable problems. The general case, including unsolvable problems, is treated in Section 5.
For a fixed scalar p ∈ (0, 1), we denote
Note that the regularized central path is given by the following system:
We also note that the vector (x * , y * , s * , z * ) is a solution to the KKT system (1.4) if and only if it satisfies
To give a path-following algorithm, we employ the following set as a neighborhood of the regularized central path:
where β ∈ (0, 1) is a fixed scalar. From a starting point (x 0 , y 0 , s 0 , z 0 ) > 0, the purpose of our path-following algorithm is to generate a positive sequence (x k , y k , s k , z k ) confined in the above neighborhood. This sequence converges to a solution of the problem. In each step of the algorithm, only one linear algebraic equation is solved and the Armijo-type line search is used to determine the stepsize. While the iteration of this algorithm proceeds in the positive orthant, i.e., all the iterates maintain positivity, the iterates are not necessarily to be interior points of the problem. In fact, this algorithm does not require that the problem possess an interior point, and thus it does not belong to the class of central path-based interior-point algorithms.
Algorithm 3.1:
Step 1. (Initial step) Let β ∈ (0, 1) be a positive scalar. Assign scalars α 1 , α 2 , and σ in (0,1).
and go to Step 3. Otherwise, let (∆x k , ∆y k ) be the solution to the following equation
Then, set
Let λ k be the maximum among the values ofᾱ, α 1ᾱ , α 2 1ᾱ , ... such that
and go to Step 3.
Step 3. (Reduction step for µ) Let γ k be the maximum among the values of
i.e.,
, and go to Step 2. Remark 3.1. In numerical implementation, the initial points and some stopping criterion are needed. For the above algorithm, we may use
k < ε as the stopping criterion, where ε is a termination tolerance. The initial point for the above algorithm can be constructed without any additional cost. For instance, a practical initial step proceeds as follows:
, and let
Then, assign β ∈ [η, 1). From the above choice, by (3.1) we see that
By the choice of µ 0 , it follows that 0 < η < 1. Thus, η ≤ β < 1 and (
We now point out that at the current point ( 
which is a 2(m + n)-dimensional linear system. Notice that the Jacobian Matrix of
The system (3.5) coincides with the following:
Hence, the direction (∆x, ∆y, ∆s, ∆z) is actually the Newton direction determined by (3.7). Since the matrix
given by (3.6) is nonsingular. This fact follows from Lemma 5.4 in Kojima et al [9] . Thus the system (3.7) has a unique solution, and hence the systems (3.2) and (3.3) have a unique solution. This can also be explained another way. In fact, at (
it is easy to verify that the nonsingularity of the matrix
implies the nonsingularity of the matrix
While the system (3.2) together with (3.3) is equivalent to the system (3.5) or (3.7), we choose to solve the system (3.2) since it has lower dimension than (3.5).
Global convergence.
In this section, we show that whenever the solution set is nonempty, the iterates {(x k , y k )} generated by Algorithm 3.1 converge to the least 2-norm solutions of the primal and the dual linear programs. We first show that the algorithm is well-defined. 
We verify that each step of the algorithm is well-defined. By Remark 3.1, the first step is well-defined. The starting point satisfies
By induction, we now assume that
We show that the next iterate (x k+1 , y k+1 , s k+1 , z k+1 ) generated by the algorithm still maintains positivity, and satisfies the condition (
, from Remark 3.2, the system defined by (3.2) and (3.3) has a unique solution, and the Newton direction (∆x
Thus, the line search rule (3.4) is well-defined, and hence Step 2 is well-defined. Since
from (3.4) we have
that is,
which implies that
By the choice ofᾱ and λ k , we see that (x k+1 , y k+1 , s k+1 , z k+1 ) is nonnegative. Combining this fact and the above inequalities, where 0 < β < 1, concludes that the next iterate (x k+1 , y k+1 , s k+1 , z k+1 ) must be positive. We now show that Step 3 is well-defined, and hence the next iterate is contained in the set N β (µ k+1 ). There are two possible cases. Case 1:
. By continuity, there is a γ k determined by Step 3 such that
Thus, by setting 
Thus, by (3.4) and the above inequality, we have
Since 1 − σλ k < 1, there is a positive scalarγ > 0 such that for all γ ∈ (0,γ], the term in the above bracket is less than one. Thus, for all sufficiently small γ > 0 we have
Step 3 is well-defined. Of course, the sequence {µ k } is monotonically decreasing since
We employ auxiliary sequences (u
2) can be written as
These relations play a key role in the remainder analysis. We now prove the main result of this section. 
converges to (x,ŷ,ŝ,ẑ) wherê x is the least 2-norm solution of the primal linear program (1.1), andŷ is the least 2-norm solution of the dual problem (1.2).
Proof. We prove this result in three steps: (i) If the solution set is nonempty, then the iterative sequence (x k , y k , s k , z k ) generated by the algorithm is bounded.
(
Thus, every accumulation point of the iterative sequence is a solution to the linear program.
(iii) The accumulation point is unique and must be the least 2-norm solution of the linear program.
We now prove (i). Let x * be an arbitrary optimal solution of (1.1), and y * be an arbitrary optimal solution of its dual problem (1.2 .4) that
Notice that for any (x, y) ∈ R n+m , we have
By the positivity of ( .5), (4.6), (4.9), (4.8), and (4.7), we have
Dividing both sides of the above by (µ k ) p , we have
is uniformly bounded, the boundedness of the iterative sequence (x k , y k , s k , z k ) follows from the above inequality. The part (i) is proven.
We now prove part (ii). Since all iterates are confined in N β (µ k ), it implies that (4.1) holds for all k. Thus, to show
. Taking the limit in (4.1), we have that
We assume to the contrary thatμ = 0, i.e.,μ > 0. We now derive a contradiction. Combining the fact
We deduce from (4.12) that
Since 0 < β < 1 and (x,ŷ,ŝ,ẑ) ≥ 0, the above inequality implies that (x,ŷ,ŝ,ẑ) > 0. Thus, by Remark 3.2, the Jacobian ∇Fμ(x,ŷ,ŝ,ẑ) is nonsingular, and hence the matrix
is nonsingular. Therefore, the following system has a unique solution, denoted by (∆x, ∆ŷ, ∆ŝ, ∆ẑ),
By Remark 3.2, this is equivalent to
In particular, γ k →γ > 0, which contradicts γ k → 0. This contradiction shows that µ k must converge to zero and thus
Therefore, for any accumulation point (x,ŷ,ŝ,ẑ), by continuity we have F 0 (x,ŷ,ŝ,ẑ) = 0 which implies that (x,ŷ) is a solution pair to the primal and the dual linear programs.
Finally, we show that the accumulation point of the iterates is the unique least 2-norm solution. From (4.10), we have
Let (x,ŷ,ŝ,ẑ) be an arbitrary accumulation point of the iterates. Notice that p ∈ (0, 1),
Taking the limit in the above inequality, we have
which can be written as
Since (x * , y * ) is an arbitrary solution pair of the primal and the dual, from the above inequality we deduce thatx andŷ are the least 2-norm solutions of the primal and the dual, respectively. (In fact, substituting (x * , y * ) by (x * ,ŷ) and (x, y * ), respectively, we see that the above inequality implies that (x,ŷ) 2 ≤ (x * ,ŷ) 2 and (x,ŷ) 2 ≤ (x, y * ) 2 for all primal and dual solutions x * and y * . The desired result follows.)
5. Possibly unsolvable linear programs. We now consider a general linear program (1.1) which is possibly unsolvable. Let R : R n+m + → R + be a measure function for solvability of the problem (1.1), that is,
Clearly, the value of the above function can also be viewed as a KKT residual corresponding to an approximate solution (x, y) of the linear program. Notice that (x * , y * ) ≥ 0 is a solution to the primal and the dual (1.1) and (1.2) if and only if R(x * , y * ) = 0. Thus a linear program is equivalent to the following global minimization problem:
We may refer (5.1) to the problem of minimizing the 1-norm solvability of linear program (1.1). By a basic idea of Mangasarian [16] , the above problem can be reformulated as a linear programming problem. Indeed, by introducing nonnegative variables (s, z, t) ∈ R n+m+1 + , the problem (5.1) can be equivalently transformed into the following linear program:
where e ∈ R n+m+1 . This problem is always feasible. In fact, for any fixed (
Since the objective function is nonnegative, the above linear program is always solvable, and hence the problem (5.1) has a global optimal solution. Let
, and u = (x, y, z, s, t) . Then, (5.2) can be written as
Replacing (c, A, b) by (c , A , b ) and applying Algorithm 3.1 to the above problem, we can obtain the unique least 2-norm solution (x * , y * , s * , z * , t * ) of the problem (5.2). We note that for any solution (x,ŷ,ŝ,ẑ,t) of (5.2), the following holdŝ
Thus, for any solution (x,ŷ,ŝ,ẑ,t) of (5.2) we have for all solution (x,ŷ, 0, 0, 0) of (5.2), which implies that x * and y * are the least 2-norm solutions of the primal (1.1) and the dual (1.2), respectively.
In summary, when applied to the linear program (5.2), Algorithm 3.1 is convergent no matter whether (1.1) is solvable or not. For solvable problems, the algorithm will converges to (x * , y * , 0, 0, 0) where x * and y * are the least 2-norm solutions of the primal and the dual problems (1.1) and (1.2); otherwise, Algorithm 3.1 converges to a point which gives a minimal KKT residual.
6. Numerical results. While the linear system (3.2) is (m + n)-dimensional, we now point out that this system can be further reduced so that at each step, only an m-or n-dimensional linear system needs to be solved. In fact, (3.2) can be written as
When m ≥ n, eliminating ∆y leads to
where M k is an n × n matrix given by
Thus, we can obtain ∆x by solving the above system, and then set
If m ≤ n, by the same way, eliminating ∆x from (6.1) and (6.2) yields
where H k is an m × m matrix given by
Since the system (3.2) has a unique solution, it follows that both M k and H k are nonsingular. Thus, at each step of Algorithm 3.1, we only need to factorize a matrix of size min(m, n)× min(m, n).
In numerical experiments, we took common parameters and starting points for all the test problems. Parameters were set as p = 0.99, σ = 1e − 5, α 1 = 0.9 and α 2 = 0.85. The starting point (x 0 , y 0 , s 0 , z 0 ) was set as in Remark 3.1, where µ 0 and β were given by
Before stating our numerical results on some test problems, let us first see a very simple example with multiple solutions. Consider the following problem:
It is easy to check that the solution set is {(x * 1 , x * 2 ) = (4 + 4t, 2 − 2t) : 0 ≤ t ≤ 1}. Under a stopping rule of µ k < 10 −12 , the following primal and dual solutions were obtained by the proposed algorithm,
Corresponding objective value of the original problem is −8.0000000000002828. We note that (4, 2) and (1, 0) are exact least 2-norm solutions of the primal and the dual problems, respectively, and the exact optimal objective value is −8. This example shows that the proposed algorithm does locate the least 2-norm solution of the problem. We now give out a set of test examples and corresponding numerical results. We used µ k ≤ 10 −10 or 10 −8 as the stopping criterion for most of these test problems. All tests were carried out on a DEC Alpha V 4.0 machine. Results for 14 test problems were summarized in Table 6 .1 and Table 6 .2. The first problem was the well-known Beale's example and the second was Padberg's example ( [20] , pp.60). Both problems are cycling for simplex methods. The problem "refinery" can be found in [20] . The problems "william1", "william2", and "william3" were taken from [31] (M = 50000 was used in the problem "william3"). All other test problems here were taken from the collection of LP Data in NETLIB. In our code, all problems were transformed into the form of (1.1). To this end, all original inequalities "≤" became "≥" by multiplying both sides of inequalities by −1, and all equations were written equivalently as two inequalities. This preprocessing makes no change on the number of columns and keeps the sparsity of coefficient matrix A. However, the number of rows will be increased when the problem has equation constraints. The numbers of rows and nonzero entries of A in Table 6 .1 are the resultant ones after this preprocessing. Under our stopping criterion, the computational optimal objective values, the values of
and CPU time were listed in Table 6 .1. The computational primal and dual least 2-norm solutions for these test problems were given in Table  6 .2, where only the first six components were listed due to the space limitation.
From our results, we note that Algorithm 3.1, using the initial strategy in Remark 3.1, is efficient for small-scale linear programs. However, the convergence rate of the algorithm becomes slow as the dimension of problems increases. The main reason might be that the stepsize of Armijo-type linear search may become smaller and smaller when iterates approach the least 2-norm solution. We also note that the matrices M k and H k are dense in general cases. Thus, when m and n are large, at each iteration a large and dense matrix needs to be factorized, which takes certain amount of CPU time. Thus, the current version of the algorithm is not so efficient for solving large-scale problems. Some modified versions of the algorithm are worth studying in the future in order to improve its convergence rate. A possible method is to use certain approximate Newton step to accelerate the iteration as we have done for nonlinear complementarity problems in [37] . 7. Conclusions. In this paper, we have introduced a new concept of regularized central path for linear programs, which is different from the conventional central path. The regularized central path always exists for all linear programs, even if the linear program is unsolvable. If a linear program is solvable, the regularized central path converges, as the parameter µ tends to zero, to the unique least 2-norm solution of the linear program. As a result, we propose in this paper a regularized central path-based path-following algorithm to solve linear programming problems. This is a new alternative algorithm for locating the least 2-norm solution of a linear program. When applied to the equivalent problem (5.2), the iterative sequence generated by this algorithm is always convergent no matter whether the problem is solvable or not. If the primal problem is solvable, the limiting point of the sequence is the least 2-norm solution; otherwise, the limiting point gives a minimal KKT residual.
It should be pointed out that most of the existing algorithms for the least-norm solution of the linear program are akin to the canonical Tikhonov regularization method.
One significance of the proposed algorithm is that it introduces the framework of interior-point methods into the canonical Tikhonov regularization method. As a result, the proposed algorithm can be viewed as a new effective implementation version of the classical Tikhonov regularization method. In addition, the convergence of the algorithm needs no assumption when applied to the reformulated problem (5.2).
From our results, some interesting problems arise: What is the rate of convergence of Algorithm 3.1? Can certain modified version of the algorithm be superlinearly (or quadratically) convergent in the neighborhood of the least 2-norm solution of a linear program? Can the least 2-norm solution of a linear program be solved in polynomial time? We believe that these problems are worth studying in the future.
