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INTRODUCTION 
If R is a ring, there are several graded algebras which are associated with 
R. If M is any R-module, then Exti(M, M) = @ C,“=O Ext”,(M, M) is a 
graded algebra, where the product is the Yoneda product. If Jz! c RMod is 
any collection of R-modules, then 0 CM6 .& CNt ,A( Ext;?;(M, N) is also a 
graded ring, where the product is the Yoneda product, where it is defined, 
and zero elsewhere. 
In this paper, we shall give a description of these structures for certain 
classes of modules over rings satisfying certain conditions. In particular, in 
this paper, all rings are assumed to be finite-dimensional algebras over 
some fixed algebraically closed field F, and all modules are left modules. If 
R is such a ring, yR (or just 9, if the context ensures no ambiguity) E 
RMod will be a collection containing one representative of each 
isomorphism class of simple R-modules. We shall compute the structure of 
Exts(S, S) for SEY and of Ext(R)= @CsG,Y’CTtTfExtr?;(S, T) when R 
is pro-uniserial, injec-uniserial, or Nakayama. 
DEFINITIONS AND NOTATION 
Before beginning the body of this paper, we list the definitions and 
notation we shall use throughout the paper. 
An R-module M is said to be uniserial iff it has a unique composition 
series. A ring R is called 
(1) pro-uniserial iff every indecomposable projective R-module is 
uniserial, 
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(2) injec-uniserial iff every indecomposable injective R-module is 
uniserial, 
(3) uniserial, or Nakayama, iff it is both pro-uniserial and injec- 
uniserial. 
Let J(R) denote the Jacobian radical of the ring R. If M is an R-module, 
let J(M)=J,(M)=J(R).M, J,(M)=(J(R))*~M=J(J,(M)), and, for 
n> 1, J,(M)=(J(R))“.M=J(J,~,(M)). 
If R is a ring as described in the Introduction, then R is Artinian, and so 
has only finitely many, say, Y, non-isomorphic simple modules. It is well 
known that R also has exactly r non-isomorphic indecomposable projective 
modules and exactly r non-isomorphic indecomposable injective modules. 
Moreover, if P is an indecomposable projective R-module, then P/J(P) is 
simple, and if SE ,yk, then there is a unique (up to isomorphism) indecom- 
posable projective R-module P with Sg P/J(P). We shall use P, to denote 
this module. Similarly, if Z is an indecomposable injective R-module, then 
sot I is simple, and, if SE yX, there is a unique indecomposable injective R- 
module I with sot IzS. We shall denote this module by I,. 
If M is any R-module, e(M) will denote the composition length of M. 
Suppose that R is a ring, S, T, U E RMod, [f] E Ext”,(S, T), 
[g] E Ext;( T, U), and 
and 
. ..- w/i+ w,A woe, T-O 
are projective resolutions of S and T, respectively. It is well known that, for 
0 < id m, there exist maps cli: Q, + i -+ W, so that the following commutes: 
Here, fe Hom.(Q,, T) and g E Hom,( W,, U) are representatives of [f] 
and [g], respectively. Moreover, it is well known that g 0 ~1, E ker a:+,,,, 
where a~+,:HomR(QntmP1, U) +Hom.(Q,+,, ), and that the class of 
goa, in Ext i+“‘(S, U) is independent of the choice of the a:s. The Yoneda 
product of [S] and [g] is denoted by [f] 0 [g] and is defined by 
CflC3Csl=Cg~d~E~t~ “+“‘(S, U). See pages 82-91 of [S] for proofs. 
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HOMOLOGICAL STRUCTURES OVER PRO-UNISERIAL RINGS 
In this section, all rings are assumed to be pro-uniserial. 
If R is such a ring, we can define a finite directed graph, called the graph 
of R, as follows: for each SE YK, there is exactly one node in the graph. If 
S, TE YR, then there is an arrow from S to T in the graph iff 
TgJ( Ps)/Jz(Ps). The components and connectedness of the graph are 
defined in the usual graph-theoretic manner, using the underlying undirec- 
ted graph. A component of the graph is called cyclic if it is possible to start 
at some node in the component and, by following arrows, return to that 
node; if a component is not cyclic, it is called linear. If a component is 
cyclic, its cycle length is defined to be the least number of nodes one must 
pass through before repeating a node. 
If S, TE YR, we say that T lies beneath S iff TEJ(P,)/J~(P,). It is 
known that, if T lies beneath S and M is any uniserial R-module 
with SZJ,~,(M)/J,,(M) for some n, then either J,(M) =0 or 
TzJ,(M)/J,+,(M) (see [3]). If M is any uniserial R-module, and 
Sr M/J(M), then we say that S lies at the top of M; if S~soc M, we say 
that S lies at the bottom of M. 
If SE .YR, we define the list on S as follows: &(S) = S, and 9,(S) = 
J(P soc~.~)lJz(Psocp,s ). Note that since P, is uniserial, sot P, must be simple. 
Also, define 9, (0) = 0. Now, for n 3 2, define yn(S) = 9’,(.=.5$+ ,(S)). Notice 
that, for any m, n > 0, 9m + ,,(S) = ym(TH(S)). 
For SE CYR, we can use the list on S to construct a projective resolution 
of S. Let Q, = P, and d,: Q, + S be the projection map. If P( P,) = 1, set 
Q, = 0 for n 3 1; otherwise, let T = P,s/J( P,s), and let 
en = p,,,,, 3 n = 2k 
=P A+(T) 2 n=2k+l 
with the exception that, if for some N, (-l)Nf’+ 
C,“~OF1)” n e(Q) = 0, then, for all IZ > N, Qn = 0. It can be shown that 
.'.__f Q 
4 2++Q,&Qo-S-0 
is indeed a projective resolution of S, where for each n > 0, d,, : Q,, -+ Q, , 
is a projection map followed by an inclusion map, and, for each n, 
/(kerd,,)=(-l)“+’ + i: (-l)“P’e(Qi). 
i=O 
If U is any simple R-module, we can use this resolution of S to compute 
Ext”,(S, U), for n > 0, and we find that Ext”, (S, U) = 0 if Q,, #P,, and, if 
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Qn = P, for any n, then Exti(S, U)gHom,(P,, U)Z F. If Ext”,(S, U) #O, 
we will use e, to denote the class of the projection map from P, to .?J in 
Ext;(S, U); this is a generator of Ext”,(S, V) as an F-module. See [3] for 
details of these results. 
Next, we divide yR into three subsets as follows: 
(1) SE Y; if it is possible to start at S in the graph of R and, by 
following arrows, reach S again. 
(2) SE% if S$q and ~‘~(S)EY;. 
(3) SE% if S$q and 6c;(S)$z. 
Recall that, given any finite, directed graph having the property that no 
node has more than one arrow originating there, and a collection of 
positive integers X(S), for s a node of the graph, having the property that, if 
s and t are nodes and there is an arrow from s to t in the graph, then 
X(S) - 1 d x(t), then there is a pro-uniserial ring R having the given graph 
as its graph, and if S is the simple R-module associated with the node s in 
the graph, then L’(P,) =x(s). See the Appendix to [3] for details. 
As shown in [3], every pro-uniserial ring is Morita equivalent to a ring 
which is a direct sum of rings having connected graphs, each of whose 
graphs is isomorphic to a component of the graph of the original ring. 
Since Morita equivalence preserves all homological structures, and since 
the homological structures of a direct sum are merely the direct sums of the 
structures of the summands, it is sufficient to study only pro-uniserial rings 
having connected graphs. Therefore, for the remainder of this section, every 
ring is assumed to have a connected graph. 
Let R be such a ring. We begin with a series of lemmas concerning the 
Yoneda product. In Lemmas 1 through 7, assume that S, T, and UE yX, 
and that 
and 
. ..L W,-.liz, W,A W,+ T-0 
are the projective resolutions of S and T, respectively, described earlier. 
Also, suppose [f] E Ext”,(S, T) and [g] E Ext;( T, U), so that 
f~ HomR(Qn, T) and gg Hom,( W,,,, U). Using (*) to compute the Yoneda 
product [f] 0 [g], we notice the following: 
(1) If Qn+m ZP,, then, by Lemma 3 of [4], HomR(Qn+mr U) = 0, 
and so goa,: Qn+m + U must be the zero map. Hence, if Q,,, #P,, we 
must have [f] @ [g] = 0. 
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(2) If Qn+m= P, but ker CC,,, #O, we must have Im ~1, $ P,* 
Im 01, E J(P,), the unique maximal submodule of P,. But since U is 
simple, and g: P, -+ U, ker g must be a maximal submodule of P,. 
Thus kerg=J(P,)zIma,=>goa, =O. Hence again we must have 
v-1 0 Es1 = 0. 
(3) If Qn+m= P, and ker ~1, =O, then if g is not the zero map, 
neither is g 0 CC,,,, and so [f] 0 [g] # 0. In particular, if [f] - e, and 
Es1 = em, so that f and g can be assumed to be projection maps, then since 
each differential in each of the resolutions is simply a composition of pro- 
jection and inclusion maps, each a, can be chosen to have the same form. 
Hence a,, in this case, can be chosen to be simply the identity function of 
P,, and so [f]@[g]=[g~~,]=[g]=e,,+~~Ext;+~(S, U). 
In summary, we see that 
e,Qe,=e,+, if Q,,+,,,= PU and ker (Y,,, # 0 
=o otherwise 
Using this, we can now prove the following: 
LEMMA 1. Zf e, E Ext;(S, T), e, E Ext;( T, U), Q, + m # 0, and m is even, 
then e, @ e, = e,, + ,,, 
Proof. This is merely a restatement of Lemma 7 of [3]. 
LEMMA 2. Zf e, E Ext”,(S, T), e, E Ext;( T, U), m is odd, Q, + m = P,, and 
UEY;U,V;, then e,Qe,=e,,,,. 
Proof: First note that, since m is odd, c(, cannot be the zero map: if it 
were, then 0 = d,,,~ CX,,, = a,,-, ~a,,+,,,. But m - 1 is even, and since 
#O also. It thus follows from Lemma 1 that 
~~:,l,“~~~~and~ ..,=lW,~,.HenceO=cr,_,~d,+,=a,+,,which 
would imply that Qn+: =O, a contradiction. Thus ~1, cannot be the zero 
map. 
Since Im ~1, #O, we must have 0 # ~mU’uYJMpuN g GUW 
a,(J(P,))r P,/J(P,,) cz U, since c(, is just a composition of projection and 
inclusion maps. Thus Im ~1, has a composition factor which is isomorphic 
to U. If ker c(, # 0, then Im CI,,, $ P, 3 Im c(, c J( Pu), the unique maximal 
submodule of P, + J(P,) has a composition factor isomorphic to U. But 
UE Y2 u Y; * the only composition factor of P, isomorphic to U is 
P,/J( Pu). Hence we must have ker CC,,, = 0, and so e, 0 e, = e, + m. 
LEMMA 3. Zf i is odd and S E $, then e( ker aj) < k, where k is the cycle 
length. 
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Proof: If i = 1, then 
/(kera,)=/(Q,)--/(Ima,) 
=t!(Q,)-t?(kera,) 
=f(Q,)-(f(Qo)- 1) 
=QQ,)-e(Qo)+ 1. 
From the construction of the resolution, Q, = P,, and Q,/J(Q,)g 
J(P,)/J,(P,), so SE g = Q,/J(Q,) E CV; also. Hence, by Lemma 4 of [3], 
/(Qi)-/(QO)<k- 1. Thus 
/(kerd,)=/(Q,)-G(Q,)+ 1 dk- 1 + 1 =k. 
Now assume i > 1, and that the lemma is true for all odd j < i. Let 
a = /(ker a,-*) = /(Im ajP i); by induction, a < k. Then /(ker a,- ,) = 
G(Ima,)=e(Q,+,)-a. Let Y=Q;/J(Q;). Since J,(Q;~ ,) is the unique 
submodule of QiP, having composition length /(Q,+ ,)-a, we must 
have J,(Qimm,)=Ima,, and so Y= Q;/J(Q;)r(Im a;)/J(Im 8,)~ 
J,(Qi~,)/J,+,(Qj-~,). 
If a= k, then, since k is the cycle length, Jk(Q,-,)/Jk+,(QiP,)g 
Qj_ ,/J(Q,+ ,). Hence we must have QiP, = P,= Q;. As noted earlier, 
L(kerai)=t(Q,)-c(Qj ,)+t(Q; ?)- ... --e(QO)+ 1 
=P(P,)-I(P,)+f(Ql 2)- ... -t’(QJ+ 1 
=S(Q,-,)- ... -t(Q,J+ 1 
= [(ker 8,. 2) 
=k 
Hence we certainly have P(ker 8,) d k. 
If a<k, let V=Q,-,/J(Q,- ,), so that Qjpl=P,. Then, since 
J,(P,)/J,+ ,(Py)g Y, there is a path of length a from V to Y in the graph 
of R. Since SE $, we have Y and V E Y; also, and so, since k is the cycle 
length, there is a path from Y to V in the graph of R of length k-a. By 
Lemma 2 of [3], if X and Z E <4pR and there is a path from X to Z of length 
1 in the graph of R, then /(P,) 3 t(P,) - 1; this can easily be extended by 
induction to prove that, if X and Z E yX and there is a path of length b 
from X to Z in the graph of R, then C(P,) 3 L’(P,) - 6. Hence, in this case, 
we have t(PY)3/(PY)-(k-u)aC(P.)2f(P.)+u-kad(Qim ,)a 
f(Q,)+u-k*l(QJ-f(Q, ,)dk-a. Now, 
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&(ker 8;) = l(Qi) - e(Im 8,) 
=t(Q,)-t(kerai.-l) 
=QQJ-MQ, d-WmLd 
=p(Q,)-f(Q,- ,)+Uma, ,I 
=t(Q,)-t(Qi-,)+a 
<k-a+a 
= k. 
Thus ((ker a,) 6 k in this case also. 
LEMMA 4. If e, E Ext”,(S, T), e, E Extz( T, U), n is even, m is odd, SE #, 
Q ,,+,,,=Pu, and W,,,+, #O, then e,@e,=e,+,. 
Proof First note that, since SE C%, we must have T and U E :C. Also, 
as in the proof of Lemma 2, m odd j c(, is not the zero map. Since 
z,,: P, + P, and U E ,Sg , ((ker r,) must be a multiple of k, where k is the 
cycle length. By Lemma 8 of [3], m odd 3 !(ker ~1,) = P(ker 8, +,) - 
C(ker d,). Since n + m is odd, by Lemma 3, /(ker a, + ,) 6 k, and so cer- 
tainly ((ker CI,) <k. Hence either [(ker ax,) = k or {(ker a,) = 0. 
Suppose !(ker r,) = k. Since P(ker a, +,) <k and [(ker LX,) = 
4ker 8, + m ) - e(ker d,), we must have P(ker a,,+ ,) = k and /(ker d,) = 0. 
However, if /(ker d,) = 0, we must have W,, + , = 0, from the construction 
of the resolution. But this contradicts our hypothesis. 
Thus we must have P(ker a,) = 0, and so e, @ e,, = e,, + ,,,. 
LEMMA 5. If S = T = U, n is even, m is odd, and Q, + m # 0, then 
e,Oe,=e,+,. 
ProoJ If S = T, then certainly SE S$. Also, if W,,, , = 0, then, for all 
a>n+l, Q,=O. But Wnfm=Q,+,#O, and certainly n+m>n+l. 
Hence W,,, 1 # 0. Thus by Lemma 4, it wil suffice to show that Qn + m = P,. 
But Qn + m = W, + ,,, = p+,( w,,,lJc wmjj = plr,i2~ps,J~ps~~ = Pyo,2,sj = f’,, since, by 
hypothesis, P, = W, = Ppni2csj. The lemma follows. 
It is obvious to ask if the hypotheses of Lemmas 2 and 4 can be 
weakened to correspond to those of Lemma 1; one would like to know if 
the conditions that Qn +m = P, and either SE 9, or U E Y; u Y; could be 
eliminated. Unfortunately, as the following examples illustrate, none of 
these conditions can be eliminated. 
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EXAMPLE 1. Consider a ring having the graph 
s 
with the lengths of the indecomposable projectives as follows: 
QP,)=4 
e(P,)=t(P,)=L(P,)=e(P,)= 3. 
(Note that the construction in the Appendix of [3] guarantees the 
existence of such a ring. This comment applies to the examples that follow, 
also.) It is easy to show that the first parts of the projective resolutions of S 
and Tare 
Taking n = 2 and m = 1, we have an example which satisfies all the 
hypotheses of Lemma 4 except that Qn+m = Q3 = P,# P,, and so 
e,Qe,=O. 
EXAMPLE 2. Consider a ring having the graph 
with the lengths of the indecomposable projectives as follows: 
L(P,)=4 
It is easy to show that the first parts of the projective resolutions for S 
and Tare 
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and 
Again, taking n = 2 and m = 1, we have an example which satisfies all the 
hypotheses of Lemma 2 except that Q,,+,,, = Q3 = P, # P,, and so 
e2 Q e, = 0. 
EXAMPLE 3. Consider a ring having the graph 
u 
. 
with the lengths of the indecomposable projectives as follows: 
e(p,) = 2, f(P,)=d(P,)=QP,)=4. 
The initial portions of the projective resolutions of S and T are 
and 
. -+P”-tP”~P,+P”+P,+s+o 
.‘. +Pv-,Pv+P,-,P,+P,+T+O. 
Again using n = 2 and m = 1, we have an example with Qn + m = Q3 = P,, 
but S $ $ and U $9, u Y; ; a straightforward computation shows that 
e, @ e, = 0 in this case also. 
There is obviously one case left unconsidered: what is the product 
e, 0 e, when n and m are both odd? Before answering this, we require the 
following lemma: 
LEMMA 6. Suppose there is some TEE such that e(P,)zO (mod k), 
where k is the cycle length. Then, if SE Y; and 2’J S) = S for some a > 0, we 
must have [(P,) = {(P,). 
Proof. Let f(P,) = bk, for some b > 0. Also, let S, = J(P,)/J,(P,), 
s2 = J(Ps,)IJ2(Ps,), & = J(Ps,)IJ2(f’s2), etc., so that SrJ(P,_,)IJ,(Ps,~,). 
Suppose /(P,) > bk; say, /(P,) = bk + r,,. Then YI(S) = S,, and, for 
ldi<rr,, e( Ps,) > bk + r,, - i > bk. Also, e( Ps,J > bk + r0 - r0 = bk. Sup- 
pose 6( PsrO) > bk also; say, 8( Ps,,) = bk + r, . Then J&(S) = PI (S,) = S,, + r,, 
and for r,<i<r,+r,, f(P,) 3 bk + r, - (i - rO) > bk, so, for 1 < i < 
ro+rl, f(P,) > bk. Also> W’s,u+,, ) 3 bk. Similarly, for each ,j> 2, if 
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~(f&+,,+. )’ 
1 <i<r,+&! ... 
bk Put f(P s,o+,,+ +?-,)=bk + rj; then for 
must have /(P,+,I 
+ rj, l(P,) > bk and e(P,+,, + J,> bk. Eventually, we 
,,) = bk for some c, since otherwise we will ultimately 
get r,+r,+ .:. Tr,.$k- 1, and /(P,) > bk for all i, 1 < i < 
r,+r, + ... + rC = all of the k simples in 9, have corresponding indecom- 
posable projectives whose composition lengths are greater than bk. But, by 
hypothesis, /(P,) = bk, and TE 8. So say e(P, ) = bk; put 
L=r,+r, + ... + rC. Then z(S) = S,. Since G(P,,)Ehk, ‘??,(S,) = S,, 
and so for all i>O, g(S,)=S,. Thus, for all i>O, q+,.(S)=z(g.(S))= 
z(SJ = S,. By hypothesis, YU( S) = S for some a > 0, and so, for all d> 0, 
YUd(S) = S. For large enough d, ad > c, and so S = ZJS) = S,. Hence 
S = S,, and so /(P,) = bk, a contradiction. 
Now suppose lp(Ps) < bk, say, e(P,) = bk - r,,. Then, for k - r0 < 
i < k - 1, we get tY( P,) < bk, and d(PsAm ,,) < bk. Proceeding in a manner 
similar to above, if f(P,i~,Oo,,~ J<bk, put f(P,~,Oo,,~ -+,I = 
bk - rj; then, for k-r,, - r, - ..’ - rj < id k - 1, we get /(P,,) < bk. 
Hence, eventually, for some c, we must have /(P,,~,O~~,~ ) = bk, since 
otherwise we get that for all UE Sg , f(P,) < bk, a contradiction to 
8( P,) = bk. Then YC(S) = S, ~ ‘o r, ~ r,, and so L(P,,,,) = bk. As above, 
this implies that S= Sk ,o~ r, ~ li, and so [(P,) = bk, another con- 
tradiction. 
Hence we cannot have f(P,) > bk or f(P,) < bk, so we must have 
t( P,) = bk = e( PT). 
LEMMA 7. Suppose S = T= U, e, E Ext;(S, S), e, E Ext;(S, S), n and m 
are both odd, and Q,,, = P,. Let k be the cycle length. Then 
(1) iff(P.y)<k e,,Oe,=e,+,; 
(2) if k < [(P,) < 2k, then 
(i) ifQ,+,-, =Ps, e,Oe,=e,,,, 
(ii) ifQ,,+,,- I #P,, e,Oe,=O; 
(3) if2k<d(P,), e,@e,=O. 
Proof (1) If l(Ps) < k, then, since CC,: P, + P,, either c(, is the zero 
map or ker tl,,, = 0. However, as in the proof of Lemma 2, a, cannot be the 
zero map, since m is odd. Thus we must have ker ~1, = 0, and so 
e,Oe,=e,+,. 
(2) If k < [(P,) 6 2k, first note that for all WE #, we must have 
f(P,) > k: Suppose there were some WE Sp with f(P,) < k. Then certainly 
l(P,) < k <l(P,), and so, by Lemma 5 of [3], there is some VE Y; with 
e( P “) = k. Since n and m are both odd, n + m is even, and so Q, + m = P, G= 
3 (n +m),2(S). Hence it follows from Lemma 6 that [(P,) = /(P,) = k, a con- 
tradiction. 
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Now consider the following directed graph: the number of nodes in the 
graph is equal to IsP,I, and for each WE 8, there is a node labeled 6’. If fi 
and p are two nodes in the graph, there is an arrow from I@ to p iff 
[(P,) > k + 1 and VEJ(P,)/J,(P,). Also, for each node I&, let Z( I&) = 
/(P,) -k. It follows from the Appendix of [3] that there is a pro-unserial 
(actually, Nakayama) ring ff having this graph as its graph and, for each 
of its simple modules 6’, having /(Pm) = Z( I@) = /(P,) - k. 
It is clear from the way in which ff was chosen that, for each 6’eE,Y;i, 
and for all a > 0, if TO,( I@ # 0, then PU( I@ = p, where 6p(W) = V. (Notice 
that it is possible to have gU( I@) = 0 even if 6p,( W) # 0.) It therefore follows 
that if 
is the projective resolution of S, then for all b 3 0, if Qb # 0, we must have 
Qb = Pp, where Qb = P, in the resolution of S. 
Observe the following: suppose a < n + m, and Q, # 0. If a is odd, 
Werd,)=~(Q,)-4Q, ,)+ ... +f(Q,)-f(Q,,)+l 
=e(~,)+k-(e(~,--,)+k)+ ... +/(&)+k 
- V@,) + k) + 1 
=a)-wL)+ ... +ea-e(&,)+ 1 
= /(ker a^,). 
If a is even. 
b(kera,)=e(Q,)-e(Q,~,)+ ... +f(Qd-t(Q,)+e(Q,)- 1 
=e(~,)+k-(e(~,-,)+k)+ ... +@,)+k 
- (~(~,)+k)+~(&,)+k-1 
=@,)-@,A)+ ... +e(~,)-e(~,)+e(~,)+k-1 
= d( ker a^,) + k. 
Now suppose en+,,, + t&+m- I. We claim that, in this case, we must 
have &+,,, # 0: suppose Q, + ,,, = 0. Let Q be the largest integer such that 
&, ~0. Thn a<n +m and ker aU=O. If u were odd, then {(ker c?~)= 
[(ker a,) 3 ker ~3, = 0 3 for all i > u, Qj = 0, a contradiction, since Q,,, = 
P, # 0. Thus we must have a even, and so 8(ker 8,) = e(ker aa) + k = k. 
Hence /(Ima,+,)=k, and so Q,+~/J(Q,+~)~Im~,+,/JIm~,+,)= 
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ker~a+~/J(ker~~+l) = Jk(Qa+lYJk+l(Q,+l) z Q~+llJ(Q,+d. Hence 
Q a+1 = Qa+*. Also, 
e(kera,+,)=d(Q,+,)-e(Q,+,)+e(Q,)-e(Q,..,) 
+ ... +QQz)-e(Q,,+e(Qo,- 1 
=e(Q,+z)-e(Q,+,)+e(kera,) 
= 8(ker 8,) = k. 
It follows by induction that, if b is any positive even integer, 
Q a+b=Q,+,P,#O and e(kera,+,)=k. In particular, since a and n+m 
are both even so is n+m-u. Certainly Q,+,=Q,+,,+,~,,, and so 
Q n+m =Q n+m-19 a contradiction. Hence, if Qn+m # en+,,- i, we must 
have Qn+m#O. 
By Lemma 8 of [3], since m is odd, 8(ker a,) = [(ker 8, +m) - e(ker a,). 
Since n + m is even, e(ker 8n+m) = [(ker 8, +m) + k; since m is odd, 
/(ker 8,) = /(ker 8,). Hence 
[(ker ~1,) = /(ker a,,,) - e(ker 8,) 
=e(ker8U+,)+k-e(ker$,,,) 
=e(keran+,)-L(keram)+k 
= e(ker 6,) + k 
bk>O, 
and so e,Qe,=O. 
Next, suppose Qn+m=Q,+,.-,. Then 8(QX+,+l/Im8,+,) must be a 
multiple of k. Since 8, +m is not the zero map, e(Im a,,,) > 0. Also, 
QQ n+m-l) = QQ,,,) = e(P,) d 2k. Hence ~(Q,+m-llIm~n+m) = 
QQ .+,-1)-/(Im8,+,)<2k. In addition, since Im8,+,=ker8,+,-,, 
QQ .+,~1)-e(Im~,+,)=e(Q,+m~I)-~(ker~,+,~,)=~(Im~,+,~,). 
If e(Ima,,+,-,)=O, then anfmPl is the zero map = QnfmP1=O, a con- 
tradiction. Thus we must have k=e(Q,,+,,P,/Iman+,,,)=e(Qn+,,P,)- 
4Im 8, + m )=e(Q,+,)-e(Ima,+,)=e(kera,+,). 
By Lemma 8 of [3], since m is odd, /(ker c(,) = /(ker a,,,,,) - [(ker 8,). 
Hence e(ker a,) < k, since certainly [(ker 8,) > 0. But since ~1,: P, + P,, 
e(ker cc,) must be a multiple of k. Thus ker tl,,, = 0, and so e, @ e, = en+,,,. 
(3) If l(P,) > 2k, first note that, as in part (2) above, for each 
WE Y;, we must have t(P,) > 2k also. Let 2 be the ring constructed in 
part (2). In addition, consider another directed graph which is a copy of 
the graph of fi with the exception that, if WE Y; and f(P,) = 2k + 1, then 
the arrow in this new graph originating at l@ is omitted. For each m’~ yii, 
label the corresponding node in this new graph i? For each WE Y; , let 
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y( @) = e(P,)- 2k. It then follows from the Appendix of [3] that there is 
a pro-uniserial ring, call it i?, having this as its graph and having 
t(P,,)=,(@‘)=t(P,)-2k for all @E&. As above, let 
...4$,~~1sQ,~s-o 
and 
- 82 - “‘b Q*--+ Ql”‘- Q,L s-0 
be the projective resolutions of 3 and 3 over i? and R, respectively. 
As above, we have that, if Q,=Pw, then either &,=O or Qa= Pp; if 
& = PC, then either Q, = 0 or QU = Pw. Also, if Q, # 0, 
d(ker aa) = L(ker aO) = e(ker 13,) a odd, 
= /(ker 8,) -k = /(ker a,) - 2k, a even. 
Suppose & + m = 0. Then &, +,,, = 0 also, since, if 0, + m # 0, {(ker Ji) > 0 
for all i, 0 < i < n + m; but e(ker ai) 3 e(ker $i) for all i, so &(ker a^,) > 0 for 
all i, O<i<n+m*Q,+, ~0. Let a be the largest integer such that 
Q,#O; then O<a<n+m. If a is odd then O=e(ker J,)=/(ker a,)* 
e “+,,, = 0, a contradiction. Thus a must be even. But then, as in part (2), we 
have e(ker a,) = k and, for all i > 0, Q, + zi = Q, + zi- I # 0, and so, in par- 
ticular, Q, + m # 0. 
Hence O#Q,+,= P3. Now, by Lemma8 of [3], 
[(ker a,) = /(ker 8, +,) - /(ker a,,,) 
=e(kera^,+,)+k-e(kera^,) 
= e(ker a,,+, ) - t( ker a^,) + k 
= [(ker a,) + k 
>k>O 
and so e,@e,=O. 
At this point, we should check if the condition Qn+m = P, is necessary in 
Lemma 7. The following example confirms that it is indeed necessary: 
EXAMPLE 4. Consider a ring having the graph 
s 
/A . -- 
V T 
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with the lengths of its indecomposable projectives as follows: 
4Ps) = 4P,) = 2, .qP,) = 3. 
It is easy to show that the first part of the projective resolution of S is 
‘.. ~P”~P”~P”-rP,~P”~P,~P,-tS~O. 
Taking n=m=3, it is obvious that Q, = Q, = Q, = P,, but 
Q nfm=Q6=Pv#Ps, and so e,@e,=O. 
We can now prove our first major theorem: 
THEOREM 1. Suppose SE yX. Then Extg( S, S) has one of the following 
structures as an F-algebra: 
(a) Exti(S, S) = F and Ext”,(S, S) = 0 for all n > 0. 
(b) Exts(S, S) has one generator z of degree 0 and one generator b in 
an odd degree, z2 = z, zb = bz = b, and b2 = 0. 
(c) Extg(S, S) has one generator z of degree 0 and one generator a in 
a positivie even degree, z2 = z, za = az = a, and up = 0 for some p > 0. 
(d) Extz(S, S) has one generator z of degree 0 and one free generator 
a in an even positive degree, z2 = z, a = az = a. 
(e) Extg(S, S) has three generators: deg z = 0, deg a > 0 and even, 
degb is odd; a is free, z2=z, za=az=a, zb=bz=b, ab=ba#O, and 
b2 = up for some p > 0. 
(f) ExtX(S, S) has three generators: deg z = 0, deg a > 0 and even, 
degb odd; a isfree, z’=z, za=az=a, zb=bz=b, ab=ba#O, andb2=0. 
ProoJ First, note that 0 # e, E Exti(S, S), and, in fact, e, is the identity 
of Extg(S, S). In all cases, take z = e,. 
Next suppose that, for all n > 0, Yn(S) # S. Then, for all even r, Qr # P,, 
and so Ext’,(S, S) = 0. If TgJ(P,)/J2(P,), then it is possible that, for all 
n > 0, L&(T) # S also. In this case, we have Qr # P, for a odd r also, and so 
Exti(S, S) = 0 for all r > 0. Hence Extg(S, S) has the structure described in 
(a) above. However, it is also possible that, for some n > 0, Y,,(T) = S; 
assume that n is the smallest such value. We must have either Q2”+ i = 0 or 
Q -P,. If Q 2n+1- 2n+ 1 = 0, then for all odd r < n, Q, # P, and so 
ExtX(S, S) = 0; for all odd r > n, Q, = 0 and so Ext’,(S, S) = 0 again. Hence 
the structure of Extg(S, S) is again as described in (a). Suppose 
Q 2n+ I = P,. If there were some other m > n such that 5$(T) = S, then 
-%(T)==%t+(m-., (T) = L$ ~ ,,( ZR( T)) = .J&, I,, = S, a contradiction. 
Thus -ri9,( T) #S for all m > n, and it follows that Ext’,(S, S) = 0 for all 
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r#2n+ 1. Put b=e,,+,; since Ex$+*(S, S) = 0, we must have b2 = 0. 
Thus Exti(S, S) has the structure described in (b) above. 
Now suppose there is some n > 0 such that Yn(S) = S; assume that n is 
the smallest such positive integer. Then gC;,(S) = dip, + JS) = Tn(Yn(S)) = 
5$(S) = S, 2&(S)= 6P,(2Z2,JS))= 5$(S) = S, etc., so that, for all i>O, 
2&(S) = S. Further, suppose there is some t > 0 with t f 0 (mod n) and 
Z,(S) = S. Let j be the largest integer with jn < t. Then t -jn <n and 
s=z(S)=qn+t(r-;n) (S) = 5?, .- jn( 2$( S)) = z jn( S), a contradiction to 
the way in which n was chosen. Hence for all t >, 0, Y!(S) = S iff t = 0 
(mod n). Thus the only even degrees r for which ExtX(S, S) # 0 are those 
where r is a multiple of 2n and Qr # 0. 
If Tz:J(P,)/J,(P,), it is possible that, for all m > 0, Z,,,(T) # S. In this 
case, Ext;(S, S) = 0 for all odd r. If Q, = 0 for some i, there exists N> 0 
such that QN # 0 but Q, = 0 for all i > N. If 2n > N, then Ext’,(S, S) = 0 for 
all r > 0, and so Extg(S, S) has the structure described in (a). If 2n d N, let 
a = e2,, and let p be the smallest integer such that 2np > N. Then certainly 
up E Ext2,“p(S, S) = 0. Also, for any i, 0 < i < p, Ext2,“‘(S, S) # 0, and it 
follows from Lemma 1 that e2,,i = a’. Thus Extz(S, S) has the structure 
described in (c) above. If Qj # 0 for all i> 0, then certainly Ext$(& S) # 0; 
again let c1= e2,,. Then for all i > 0, Extz’(S, S) # 0, and it follows from 
Lemma 1 that rz,,! = u’. Hence Ext*,(S, S) has the structure described in (d). 
Finally, it is also possible that, for some m > 0, 5$J T) = S; assume m is 
the smallest such integer. Then, certainly, for all i > 0, L$,+,( T) = 
5$,,(gm( T)) = 2$(S) = S. Suppose t is some positive integer such that t f m 
(mod n) and 5$(T) = S. Let j be the largest integer such that m + jn < t; 
then t-m-jncn, and Y,--,,, .,,(S)=~~Wt,~,,(~~+,~(T))=~,(T)=S, a 
contradiction to the choice of n. Hence, for all t > 0, 9,(T) = S iff t > m and 
t = m (mod n). Thus, if r is odd, Ext’,(S, S) # 0 iff Q, #O and 
r = 2(m + jrz) + 1 for some j 3 0. 
If Q,=O for some i>O, then there is some N>O such that Q,#O but 
Q, = 0 for all i > N. If N < 2n and N < 2m + 1, then certainly Ext>(S, S) = 0 
for all r > 0, and so Extz(S, S) has the structure described in (a). If 
2m$ idN<2n, put b=e2m+l. Then Ext’,(S, S) = 0 whenever r is even, 
and b2 E ExtzZrn + ‘)(S, S) = 0. Also, the next odd degree r in which 
Ext’,(S, S) could be non-zero is r = 2m + 1 + 2n, but 2m + 1 + 2n > 2n > N, 
so Extim+’ +2n(S, S) = 0. Thus, in fact, r = 2m + 1 is the only positive 
degree for which Ext’,(S, S) # 0, and so Extg(S, S) has the structure 
described in (b). If 2nd N and 2m + 1 <N, then both QN and 
Q,v ~~ I E Was, 1 1 < id rz}. Since ker d, = 0, sot QN = sot QN , . However, 
it is clear that two members of { P,(,, 1 1 < i < n} have the same socle iff 
they are the same module, and so QN = Q,,- 1. Hence 0 = [(ker a,) = 
QQ,) - QQ,-,) + ... + (-1)” C(Q,) + ( -l)N+’ = e(QNp2) - 
QQ,.,) +...+ (-1)” a(Q,) + (-l)N+l = d(kera,-,)+ the 
4x, 97 l-17 
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resolution for S terminates at degree N - 2. But this contradicts the choice 
of N, and so we cannot have 2n < N and 2m + 1~ N. The final possibility is 
2n < N< 2m + 1; in this case, put a = e,,. It follows from Lemma 1 that 
ap = eznp if 2np d N and ap = 0 if 2np > N. Since Ext’,(S, S) = 0 for all odd r, 
Extg(S, S) has the structure described in (c) above. Finally, if &(T) # S 
for all m > 0, then, as above, Extg(S, S) has the structure described in (a) if 
N < 2n and has the structure described in (c) if 2n d N. 
To complete the proof, suppose QN # 0 for all N > 0. Let n be as above 
and put a = e,,. Then, by Lemma 1, ap = eZnp for all p > 0. If for all m > 0, 
5&(T) #S, then Extg(S, S) has the structure described in (d) above. If, for 
some m > 0, Tm( 7”) = S, let m again be the smallest such integer, and put 
b=e2,+,. By Lemmas 2 and 5, ab = e,, + 2m + , = ba. If 4m + 2 is not a mul- 
tiple of 2n, then Q4m +Z # P,, and so b* = 0; if 4m + 2 is a multiple of 2n, 
then by Lemma 7, we may have either 6’ = 0 or b* = e4,,, + 2 = a power of a. 
If b* # 0, then Extz(S, S) has the structure described in (e) above; if b* = 0, 
then ExtX(S, S) has the structure described in (f). 
This exhausts all possibilities, and so the proof of the theorem is com- 
plete. 
It is worthwhile to note that there is a special case of part (e): if 
deg b = 4 deg a, then p = 1, and it is easy to see that Extz(S, S) is also 
generated by {z, b}, with b free. Indeed, if R is the group ring of the group 
of order two over some algebraically closed field of characteristic 2, and S 
is the unique (up to isomorphism) simple R-module, then Extg(S, S) can 
easily be shown to have exactly this structure, with deg b = 1. 
The following examples show that each of the six types of structures 
listed in Theorem 1 can, in fact, occur. 
EXAMPLE 5. Consider a ring having as its graph 
T 
with the lengths of its indecomposable projectives as follows: 
e( P,) = e( P,) = 2, QP,) = 3. 
It is easy to compute that the first parts of the projective resolutions of ZJ 
and S are 
O+P,+P,+U+O 
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and 
It follows that ExtE(U, U) has the structure described in (a), and 
Extg(S, S) has the structure described in (b) with b = e3. 
EXAMPLE 6. Consider a ring R having as its graph 
with the legths of its indecomposable projectives as follows: 
[(P,) = 4, QP,)=G(P,)=QP,)=5. 
The projective resolution of S can easily be shown to be 
Hence Ext*,(S, S) has the structure described in (c) with a = e, and p = 4. 
EXAMPLE 7. Consider a ring R having as its graph 
S-P-T 
with t(P,) = t’(Pr) = 2. The initial portion of the projective resolution of S 
is 
and so Extz(S, S) has the structure described in (d) with a = e2. 
EXAMPLE 8. Consider a ring R having as its graph 
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with /(P,) = L(PT) = [(P,) = /(Pi,) = /(P,) = 2. The initial portion of the 
projective resolution for S is 
and it is easy to compute that e5 @ e5 = e,,. Hence Extz(S, S) has the struc- 
ture described in (b) with a = e,, and b = e5. 
EXAMPLE 9. Consider a ring R having the same graph as the ring in 
Example 8, but with e(P,) = [(P,) = L’(P,) = /(P,) = /(P,) = 3. In this 
example, the initial portion of the projective resolution of S is 
Hence, in this example, Extg(S, S) has the structure described in (f) with 
a = e,, and b = e7. 
The next two theorems give some rough bounds on the degrees of the 
generators of Extg(S, S). 
THEOREM 2. Suppose SE YR. Zf x is a generator of Ext t( S, S) as 
described in Theorem 1, then deg x < 2k, where k is the cycle length, if the 
graph of R is cyclic, and zero otherwise. 
Proof: If the graph of R is not cyclic, then, if TzJ(P,)/J,(P,), T $ S 
and g.(S) # S# g(T) for all i> 0, and so Extg(S, S) has the structure 
described in part (a) of Theorem 1. Hence the claim is certainly true in this 
case. 
If the graph of R is cyclic, then using the notation of the proof of 
Theorem 1, if IE is the smallest positive integer with Tn(S) = S, then n <k, 
since all of the modules &(S), Y,(S),..., & ,(S) must be distinct members 
of Y; , and 1Y; 1 = k. Hence deg a = 2n < lk. Also, if m is the smallest integer 
with J&(T) = S, where TEJ(P~)/J~(P,), then m <k - 1, since the modules 
To(T), L?,(T) ,..., 5$-,(T) must all be distinct. Hence deg b = 2m + 1 < 
2(k - 1) + 1 = 2k - 1, so certainly deg b d 2k. 
THEOREM 3. Suppose S and T E 9ff, Ext z(S, S) has a generator a, in a 
positive even degree, and Ext*,(T, T) has a generator a2 in a positive even 
degree. Then deg a, = deg a,. 
ProojI Clearly, it is enough to show that if n, and n2 are, respectively, 
the smallest positive integers such that YX,(S) = S and L$,( T) = T, then 
n, =n,. 
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So suppose n, # n,; assume n i < n2. As in the proof of Theorem 1, 
Yn(S) = S iff n = 0 (mod n,) and Pn( 2’) = T iff n = 0 (mod n2). If, for some 
n > 0, den(S) = T, then, since Zn+,,(S) = 9,,(Yn(S)) = Tn,(T) and 
2n+n,(S) = 6p,(Tn,(S)) = Yn(S) = T, we get Yn,( T) = T, a contradiction, 
since n, < n,. If for some n > 0, Yn( T) = S, then since J&,(T) = T, we get 
T=P’ n+(n2~I,n(T)=~i”-l)n(~(T))=~;nz~I),(S). Since O<nl<n2, 
n2 > 1, and so (n2 - 1) n > 0, and thus we have another contradiction. Thus 
for all n 3 0, gn(S) # T and Zn,( T) # S. It follows that for each U E YR, if for 
some n >, 0, P’,,(S) = U, then for all m 2 0, L$,( T) # T, if for some n > 0, 
Yn( T) = U, then for all m 2 0, L&(S) # U. 
Now let t be the number of arrows between S and T in the graph of R; 
i.e., if we start at S and follow arrows, we reach T after t steps and no 
sooner. Then our graph must look like the following: 
(Note that this diagram-and all the later diagrams in this proof-may 
show the graph opened up in the sense that once around the diagram may 
be more than one cycle length.) It is clear that we must have 
[(P,) < 2 + f(PT1 <[(PSI + ~(P,,(S, ) < t + /(P,) + d(PF,(,,) < ... etc., and, 
in general, for n > 0, 
i ~(P,,(S,) < t + i QP,,.,) < y’ 4PY,Ls,). 
i=o i=O i=O 
In particular, 
n,n2 - 1 n,n2 - I 
iTo w2& < f + c W,,.,). 
i=O 
Let k be the cycle length. Since n, n2 is a multiple of n,, we must have 
&,,,(S) = S, and so C;E6-’ c!(P,,~,, ) = mk for some integer m. Hence we 
have mk < t + C~ln&~ ’ e( P,,(.,) = mk - t < C;Ebp ’ /(P,,c.,). Since n 1 n, is 
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also a multiple of n2, 6P,,,J T) = T, and so C::&- ’ QP,,,.,) is also a mul- 
tiple of k. Since t < k, the smallest multiple of k which is greater than 
mk - t is mk. Hence mk < C;!Jg ’ e( P9,(.,). 
Now reverse the roles of S and T, and consider S as lying k - t steps 
beneath T: 
T S 
. + . . . . 
-\ 
k -1 arrows 
etc. 
* Z(T) 
b! 
7 
. ... t * =kS) 
=&CT) 
Then we get e(P,)<k-t+Z(P,)<L(P,)fl(P,,,,,)<k-t+d(P,)+ 
w,l(s,) < . . . etc., and in general for n > 0, 
n 
1 ~(P,,w,) <k - t + f Qf’,zw,) < ‘i’ ~(P~rv,). 
i=O i-0 i=O 
In particular, 
“,nZ - I n,nZ - I 
;Fo f(P,,,.,) < k - t + c ~(P~p,d i=o 
so yy- 1 e( P, (T) ) < k - t + mk. Since C;:&- * e(P,,,.,) is a multiple of k 
and ‘the largest multiple of k less than k - t + mk is mk, we get 
C2y l QP,,,,,) d mk. Hence E;!J;- ’ 8( P,,( Tj) = mk. 
Next, consider C:;i’ L(P,,(,,). Since Ym,(S) = S, CYL;=;O’ l(P,,& = 0 
(mod k); say, CYLi’ QP,,cs, )=m,k. Then m,k<t+Crf=o’e(PY,(T))~ 
m,k-t<Cr~~‘e(P,,(.,). Suppose C:LT,’ e(Pyr,.J <ml k say, 
c:L;’ WIY,(T)) = 1 m k - u. Then the graph of R must look like 
etc. 
.*-+JiiJ) 
-T 
d 
\ 
%(T)* * ..+....+.&(S) 
Zz, + I(T) 
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Then, as above, we get C;L~’ L(P,n, +,(=)) 6 u + C;L;:^O’ e(P,,.,) = m, k, and 
so C:~~le(P,I+,,.,)~m,k. But if Cr’b’&(P,,+,~.,)=m,k, then 
%,,(T)=JW’L and so T=~,,,,(T)=~,(nZ-l)+,I,(T)=~~,n2+nl(T)= 
Y,,(T), a contradiction. Hence C;:;’ P(P,“,+,(,,) < m, k. 
Continuing in like manner, we get that, for j= 0, l,..., n2 - 1, 
c:‘L”;- ’ e( PY”,( 7‘) ) = mk. Hence we cannot have C:‘;;’ f(P,8,r,) cm, k. 
Now suppose C:L;’ QP,,(.,) > m, k. We know that 2;:‘~;’ ((I’,,,.,) < 
m,k+k-t. So suppose Clt~‘d(P,,,,)=m,k+u, where O-cu-ck-t. 
Then the graph of R must look like 
L&+,(T)*. . . +- . 9.. + .2’,(S) 
d%;(T) 
Then C;L;’ !(PY,(TJ < u + C;L-;’ c(PYn,+,(.,), so m, k + n d u + C;L;’ 
/(P ~,+,(T~)~m~kdC~~~’ QP,,+,,.J If m,k=C%‘~(f’,,+,,.,), then, 
as above, we get Pm,(T) = T, a contradiction. Hence we have 
C;‘o’ L(PYti,+,(,,) > m, k. Similarly, for j= 0, l,..., n, - 1, we get 
I$,’ 4P,n,+,,T,) > m,k. Hence cy”6- ’ /(PC&,.,) = CT” cy; 
) > n2(m, k) = mk. But this again contradicts C;!J;~ ’ /(P,,(.,) = 
mk. 
~,“,.,(U 
Hence we must have C?L-;’ G(P,,,.,) = m, k * Tnl (T) = T 3 n, = n2. The 
theorem follows. 
In the next theorem, if S, TE YK, n 2 0, and Ext;(S, T) #O, e, ,=,* will 
denote the generator of Ext”,(Q, T) which has previously been denoted 
by e,,. 
THEOREM 4. As an F-algebra, Ext(R) is generated by the union of the 
,following four sets: 
(a) Eo= {es,.9,0 I SE%), 
(b) El = (e,,T,, I S, TE yk and ExtX(S, T) # O}, 
(~1 & = {~,,T,z I S, TE 9, and Exti(S, T) # 0}, 
(d) E3 = {eS,T.n I S, TE Yx, n > 2, Ext”,(S T) f0, 
and, for some UE YR, Ext”,-Z(S, U) # 0 but for all VE yk, Ext2,( U, V) = O}. 
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Proof: It is clearly sufficient to show that, if S, TE YR, n > 0, and 
Ext”,(S, T) # 0, then eS,T.n can be written as a product of elements of 
E, v E, u E, v E,. The proof will proceed by induction on n. 
Certainly, if n 6 2, e S,7,n E E, u E, u E, whenever Ext”,(S, T) # 0. So sup- 
pose n > 2 and that, if m < n and X, YE yX with Ext;(X, Y) # 0, e,,, can 
be written as a product of elements of E, u E, v E, v E,. Assume S, TE 9” 
and Ext;(S, T) # 0. 
Let 
... -Q,-Q,-Ql-Q,-S-O 
be the projective resolution of S. Since Ext”,(S, T) # 0, we must have 
Q,,=Pr#O, and hence Q,Pz#O. Let U=Q,P,/J(Q,P,) so that 
Qn-2 = P,. From the construction of the projective resolution we must 
have T= -(z;(U). 
Suppose Exti( U, T) = 0. If 
is the projective resolution of U, we must have either W, = 0 or 
w2 = P2,(“, = P,. However, if W, = P,, then Exti(U, T) #O, so we must 
have W, = 0. Hence for all VE yR, Exti( U, V) = 0, and so eS,T,n E E,. It 
follows that eS,T,n can certainly be written as a product of elements of 
E,uE,uE,uE,. 
Now suppose Exti U, T) #O. Since Qnd2 = P,, we must also have 
Ext”,-2(S, U) # 0. Since 2 is certainly even, it follows from Lemma 1 that 
e,,,,_,Oe,,,=e,... Certainly, eu,T,2EE2; by induction, sincen-2<n, 
es,,,- 2 can be written as a product of elements of E, u E, u E, u E,. 
Hence, in this case also, eS,T,n can be written as a product of elements of 
E,uE,vE,vE,. 
The theorem follows. 
HOMOLOGICAL STRUCTURES OVER INJEC-UNISERIAL RINGS 
If R is an injec-uniserial ring, it is well known that RoP is pro-uniserial; 
moreover, there is a well-known duality D: .Mod +ROP Mod given by 
D[M] = Hom,(M, 8’) for all ME RMod. Since D is a duality, we have, in 
particular, S E yR iff D [ S] E .yXop. See [l] for details. Also, by Lemmas 1 
and 2 of [2], if M, NE RMod and n>O, then Ext”,(M, N)g 
Ext”,,, (D[N], D[M]]) as F-modules, and, if S, T, UE R Mod, n, m 30, 
U-1 E EMS, T), and [g] E Ext;;( T, U), then DCCflO Csll = 
CDCgllO CDUII E Ext’lGn (D[ U], D[S]). Thus the homological struc- 
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tures of R are simply the structures of RoP with the roles of the first and 
second operands interchanged. 
In particular, since all of the structures listed in Theorem 1 are sym- 
metric in the two operands, we see that, if R is injec-uniserial and SE y?R, 
then ExtE(S, S) must have one of the six structures listed in Theorem 1. 
Also, by Theorem 3 of [2], a pro-uniserial ring with a connected cyclic 
graph is Nakayama (and hence injec-uniserial) iff 9 = x. Since this is true 
of all the rings described in Examples 5 through 9, it is clear that each of 
the six types of structures described in Theorem 1 can occur if R is an injec- 
uniserial ring. Finally, we get the following: 
COROLLARY 1. Suppose R is an injec-uniserial ring. Then using the 
notation of Theorem 4, Ext(R) is generated,. as an F-algebra, by the union of 
the following four sets: 
(4 KI= {es,s,o I SE%), 
(b) E, = {es,,,, I S, TE% and ExtjJS, T) #O), 
(c) E, = {eS,T,2 I S, TE 9, and Ext2,(S, T) # O}, 
(d) E;= {eS,T.n I S, TE%, n>2, Ext”,(S, T)#O, 
andfor some UE~“, Ext”,-2(U, T) #O butfor all VE,Y~,, ExtZ,( V, U)=O}. 
Proof. This is an immediate consequence of Lemmas 1 and 2 of [Z] 
and of Theorem 4 of this paper. 
HOMOLOGICAL STRUCTURES OVER NAKAYAMA ALGEBRAS 
Since every Nakayama algebra is certainly pro-uniserial, if R is 
Nakayama and SE Y,,, then ExtX(S, S) must have one of the six types of 
structures described in Theorem 1. As noted above, all of the rings 
described in Examples 5 through 9 are Nakayama, so each of these six 
types of structures can occur if R is assumed to be Nakayama. Also, if R is 
Nakayama, then it is clear from the proof of Theorem 4 that, as an F- 
algebra, Ext(R) is generated by E, u E, u E, u (E, n E;), using the 
notations of Theorem 4 and Corollary 1. 
There is, however, one interesting case. For the remainder of this paper, 
assume that R is a Nakayama algebra having a connected, cyclic graph 
with cycle length k, and that there is some m > 1 such that, for all SE YR, 
e(P,) = m. We can then prove the following: 
THEOREM 5. If k = 1 and SE YR, then 
(a) if m=2, ExtX(S, S) h as two generators a and b; deg a = 2, 
degb-1, ab=ba#O, b2=a, anda isfree; 
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(b) if m > 2, Extz(S, S) has two generators a and 6; deg a = 2, 
degb=l, ab=ba#O, b*=O, anda isfree. 
Proof: Since m > 1, the resolution for S is 
.‘. -+P,+P,-*P,+P,+S+O. 
If follows from Theorem 1 that Extz(S, S) must have a generator a = e2 in 
degree 2, and a generator b = e, in degree 1. Moreover, by Lemmas 1 and 
4, ab = ba # 0, a is free, and by Lemma 7, if m = 2, then b* = a, while if 
m>2, b*=O. 
THEOREM 6. Zf k > 1 and m E 0 (mod k), then, for each SE yX, 
ExtjJ(S, S) is free on one generator of degree 2. 
Proof. Since m = 0 (mod k), we get S = T1(S) = Y*(S) = . . . . If 
T?zJ(P,)/J,(P,), then T # S, since k > 1, and T = LYl( T) = &(T) . . . . Hence 
the resolution for S is 
... +P,+P,+P,+P,-+P,-,S+O. 
Thus, as in Theorem 1, Ext*,(S, S) has a free generator in degree 2, while 
Ext’JS, S) = 0 whenever r is odd. 
THEOREM 7. Zf (k, m) > 1 and SEY~,, then Extg(S, S) is free on one 
generator of degree 2k/(k, m). 
Proof: First, notice that since /(Ps) + L(P9,cs,) + &(P~pz~s~) + . . . + 
e(P,m,c,,)= km-0 (mod k), &(S)=S. Let r be the smallest positive 
integer such that 5$(S) = S. Then we must have C:=, ~(Pplcsj) E 0 
(mod k); i.e., rm = 0 (mod k), and r must be the smallest positive integer 
with this property. Certainly, k/(k, m) . m = k. m/(k, m) = 0 (mod k), so 
r < k/(k, m). Also, since rm G 0 (mod k), we must have rm = tk for some t, 
and so 
k 
tk f’km) 
r=-= --?.-; 
m m 
since (m/(k, m), k/(k, m)) = 1, 
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is an integer. Hence 
Hence r = k/(k, m). Thus Extz(S, S) has a free generator in degree 
WW, m)) = 2kl(k, m). 
If TEJ(P,)/J,(P,), suppose that, for some t > 0, 5$(T) = S. Then we 
must have 1 + e(P,) + e(PY,(TJ )+ ... +L(PYI+,,,,)=O (modk); i.e., 
1 + tm = 0 (mod k). Hence there is some integer u with 1 + tm = uk 3 
uk - tm = 1 * (k, m) = 1, a contradiction. Hence Y,(T) # S for all t > 0, and 
so Ext*,(S, S) has no generator in any odd degree. 
THEOREM 8. Zf k> 1 and (k, m) = 1, then for each SET’,, Ext*,(S, S) 
has two generators a and 6. Moreover, deg a = 2k, a is free, and 
deg b = 2t + 1, where t is the smallest integer such that k 1 1 -+- tm. If m # 2, 
b2=0; ifm=2, b’=a. 
Proof. As in the previous proof, certainly [(P,) + {(P,,,,,) + 
e(P Pz,sJ) + ... + G(Pyk_,CsJ = mk = 0 (mod k), and so 5$(S) = S. Suppose 
u is the smallest positive integer with 6pU(S) = S. Then u dk, and, as above, 
urn=0 (modk)*k 1 um=k 1 U, since (k,m)= 1. Hence k6u. Thus k=u, 
and so Ext*,(S, 5’) has a free generator a = e2k of degree 2k. 
Since (k, m) = 1, there are integers u and w  such that vk + wm = 1 = 
vk = 1 - wm 3 k ( 1 - wm. Also, for any integer p, k 1 1 - wm +pmk = 
l+(pk-w)m, and, for large enough p, pk-w>O. Then {iii>0 
and kl l+im}#@; let t=min{i/i>O and kl l+im}. Now, if 
T z J(P,)/J,(P,), 1 +&(PT)+L(Py,&+ ... +e(P,,-,,,,) = 1 +tm = 0 
(mod k), so Y,(T) = S. If q is any other positive integer such that 
Yq( T) = S, then we must have 1 + qm E 0 (mod k) +q > t. Hence t is the 
smallest positive integer with Y,(T) = S. As in Theorem 1, it follows that 
Extg(S, S) has a generator b = ez, + 1 in degree 2t + 1, and that ah = ba # 0. 
Ifm~k+l,thenbyLemma7,b2=O.However,ifm~k+l,thenb2#O 
if Q2t2,+ I) = P where s, 
... -+Q2-Q,-Q,-S-O 
is the projective resolution of S. Now, Q2C2r + ,) = P, iff 2k 1 2(2t + 1) iff 
k 1 2t + 1 iff there is some integer u with ku = 2t f 1. Since 2t + 1 is odd, u 
must be odd. If 2423, then t=(uk-1)/2>,(3k-1)/2=k++(k-l)>k. 
But then, since k 1 1 + tm, k I 1 + (t - k) m = 1 + tm -km, a contradiction, 
since t is the smallest positive integer with k I 1 + tm. Hence we must have 
u = 1; i.e., we must have k = 2t + 1. Since k I 1 + tm and t = (k - 1)/2, we 
get k I 1 + ((k - 1)/2) m, so there is some integer v with 
266 LILLIAN E. PETERSHUPERT 
uk=l+((k-1)/2)m. Hence 2vk=2+mk-m+m=2+mk-2vk* 
m = 2 (mod k). Since m d k + 1, we must have m = 2. Thus, if m # 2, we 
must have b2 = 0. 
If m = 2, then (k, m) = 1 *k is odd, and so (k - 1)/2 is an integer. Also, 
k= 1 +k- 1 = 1 +((k- 1)/2).2, so certainly k 1 1 +((k- 1)/2).2. Hence 
(k- 1)/2>t. If t<(k- 1)/2, then k / 1 +((k- 1)/2)2-(1+2t)= 
k 1 2((k- 1)/2 - t). Since (k 2) = 1, k 1 (k - 1)/2 - t. However, 
O<t<(k-1)/2=O<(k-1)/2-t<(k-1)/2<k, a contradiction. Thus 
t = (k - 1)/2 *p = 1 + 2t, and so Q2(, + 21J = P,. It follows from Lemma 7 
that 6, = a. 
This completes the proof of the theorem. 
In the following, we use the notation of Theorem 4. 
COROLLARY 2. As an F-algebra, Ext(R) is generated by E, v E, v E,. 
Proof: Suppose UE YR; let V= J(Pu)/Jz(Pu) so that the first part of 
the projective resolution of U is 
By the construction of the resolution, either Q2 = 0 or Q2 = Plr,cu). Now, 
e(kerd,)=e(P,)--e(P,)+ 1 =m-m+ 1 = 130, so Q2 #O. Hence 
Q2 = P,,,,,, and so Ext2,( U, 9,(U)) # 0. It follows that E, = @, and so the 
corollary is an immediate consequence of Theorem 4. 
ACKNOWLEDGMENTS 
A portion of this paper was adapted from the author’s dissertation at the University of 
Chicago. The author is grateful to Professor Jonathan Alperin for his help. 
REFERENCES 
1. M. AUSLANDER, The classification problem in the representation theory of linite algebras, 
unpublished lecture notes. 
2. L. E. P. HUPERT, Homological characteristics of Nakayama algebras, J. Algebra 87 (1984), 
16-27. 
3. L. E. P. HUPERT, Homological characteristics of pro-uniserial rings, J. Algebra 69 (1981), 
43-66. 
4. L. E. P. HUPERT, Homological characteristics of rings having Jacobson radical squared 
zero, J. Algebra 69 (1981), 3242. 
5. S. MAC LANE, “Homology,” Springer-Verlag, New York, 1967. 
