Characterization of PPT states and measures of entanglement by Majewski, W. A. et al.
ar
X
iv
:0
90
4.
13
51
v1
  [
qu
an
t-p
h]
  8
 A
pr
 20
09
CHARACTERIZATION OF PPT STATES AND MEASURES OF
ENTANGLEMENT
W LADYS LAW A. MAJEWSKI, TAKASHI MATSUOKA, AND MASANORI OHYA
Abstract. A detailed characterization of PPT states, both in the Heisenberg
and in the Schro¨dinger picture, is given. Measures of entanglement are defined
and discussed in details. Illustrative examples are provided.
1. Preliminaries
In this section we compile some basic facts on the theory of positive maps on
C∗-algebras. To begin with, let A and B be C∗-algebras (with unit), Ah = {a ∈
A; a = a∗} - the set of all selfadjoint elements in A, A+ = {a ∈ Ah; a ≥ 0} - the
set of all positive elements in A, and S(A) the set of all states on A, i.e. the set of
all linear functionals ϕ on A such that ϕ(1) = 1 and ϕ(a) ≥ 0 for any a ∈ A+. In
particular
(Ah,A+) is an ordered Banach space.
We say that a linear map α : A → B is positive if α(A+) ⊂ B+.
The theory of positive maps on non-commutative algebras can be viewed as
a jig-saw-puzzle with pieces whose exact form is not well known. On the other
hand, as we address this paper to a readership interested in quantum mechanics
and quantum information theory, in this section, we will focus our attention on
some carefully selected basic concepts and fundamental results in order to facilitate
access to main problems of that theory. Furthermore, the relations between the
theory of positive maps and the entanglement problem will be indicated.
We begin with a very strong notion of positivity: the so called complete positivity
(CP). Namely, a linear map τ : A → B is CP iff
(1) τn :Mn(A)→Mn(B); [aij ] 7→ [τ(aij)]
is positive for all n. Here, Mn(A) stands for n× n matrices with entries in A.
To explain the basic motivation for that concept we need the following notion:
an operator state of C∗-algebra A on a Hilbert space K, is a CP map τ : A → B(K),
where B(K) stands for the set of all bounded linear operators on K. Having this
concept we can recall the Stinespring result, [37], which is a generalization of GNS
construction and which was the starting point for a general interest in the concept
of complete positivity.
Theorem 1. ([37]) For an operator state τ there is a Hilbert space H, a ∗-
representation (∗-morphism) π : A → B(H) and a partial isometry V : K → H
for which
(2) τ(a) = V ∗π(a)V.
A nice and frequently used criterion for CP can be extracted from Takesaki book
[42]:
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Criterion 2. Let A and B be C∗-algebras. A linear map φ : A → B is CP if and
only if
(3)
n∑
i,j=1
y∗i φ(x
∗
i xj)yj ≥ 0
for every x1, ..., xn ∈ A, y1, ..., yn ∈ B, and every n ∈ N.
Up to now we considered linear positive maps on an algebra without entering into
the (possible) complexity of the underlying algebra. The situation changes when
one is dealing with composed systems (for example in the framework of open system
theory). Namely, there is a need to use the tensor product structure. At this point,
it is worth citing Takesaki’s remark [42]:“...Unlike the finite dimensional case, the
tensor product of infinite dimensional Banach spaces behaves mysteriously.” He
had in mind “topological properties of Banach spaces” , i.e.: “ cross norms in the
tensor product are highly non-unique.”
But from the point of view of composed systems the situation is, even, more
mysterious as finite dimensional cases are also obscure. To explain this point, let
us consider positive maps defined on the tensor product of two C∗-algebras, τ :
A⊗B → A⊗B. But now the question of order is much more complicated. Namely,
there are various cones determining the order structure in the tensor product of
algebras (cf. [48])
(4) Cinj ≡ (A⊗ B)+ ⊇, ...,⊇ Cβ ⊇, ...,⊇ Cpro ≡ conv(A+ ⊗ B+)
and correspondingly in terms of states (cf [32])
(5) S(A ⊗ B) ⊇, ...,⊇ Sβ ⊇, ...,⊇ conv(S(A) ⊗ S(B)).
Here, Cinj stands for the injective cone, Cβ for a tensor cone, while Cpro for the
projective cone. The tensor cone Cβ is defined by the property: the canonical
bilinear mappings ω : Ah ×Bh → (Ah ⊗Bh, Cβ) and ω∗ : A∗h ×B∗h → (A∗h ⊗B∗h, C∗β)
are positive. The cones Cinj , Cβ , Cpro are different unless either A, or B, or both A
and B are abelian (so a finite dimension does not help very much!). This feature
is the origin of various positivity concepts for non-commutative composed systems
and it was Stinespring who used the partial transposition (transposition tensored
with identity map) for showing the difference between Cβ and Cinj and Cpro (see
[48], also [21]). Clearly, in dual terms, the mentioned property corresponds to the
fact that the set of separable states conv(S(A) ⊗ S(B)) is different from the set of
all states and that there are various special subsets of states if both subsystems are
truly quantum.
In his pioneering work on Banach spaces, Grothendieck [19] observed the links
between tensor products and mapping spaces. A nice example of such links was
provided by Størmer [38]. To present this result we need a little preparation.
Let A denote a norm closed self-adjoint subspace of bounded operators on a
Hilbert space K containing the identity operator on K. T will denote the set of
trace class operators on B(H). x → xt denotes the transpose map of B(H) with
respect to some orthonormal basis. The set of all linear bounded (positive) maps
φ : A → B(H) will be denoted by B(A,B(H)) (B(A,B(H))+ respectively). Finally,
we denote by A ⊙ T the algebraic tensor product of A and T (algebraic tensor
product of two vector spaces is defined as its ∗-algebraic structure when the factor
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spaces are ∗-algebras; so the topological questions are not considered) and denote
by A⊗ˆT its Banach space closure under the projective norm defined by
(6) ||x|| = inf{
n∑
i=1
||ai||||bi||1 : x =
n∑
i=1
ai ⊗ bi, ai ∈ A, bi ∈ T},
where || · ||1 stands for the trace norm. Now, we are in a position to give (see [38])
Lemma 3. There is an isometric isomorphism φ → φ˜ between B(A,B(H)) and
(A⊗ˆT)∗ given by
(7) (φ˜)(
n∑
i=1
ai ⊗ bi) =
n∑
i=1
Tr(φ(ai)b
t
i),
where
∑n
i=1 ai ⊗ bi ∈ A⊙ T.
Furthermore, φ ∈ B(A,B(H))+ if and only if φ˜ is positive on A+⊙ˆT+.
To comment this result we make
Remark 4. (1) There is not any restriction on the dimension of Hilbert space.
In other words, this result can be applied to true quantum systems.
(2) In [39], Størmer showed that in the special case when A = Mn(C) and H has
dimension equal to n, the above Lemma is a reformulation of Choi result
[13], [15], (see also [23]).
(3) One should note that the positivity of a functional is defined by the projective
cone A+⊙ˆT+.
(4) A generalization of the Choi result (mentioned in 4.2) was also obtained by
Belavkin and Staszewski [8].
We will also need the concept of co-CP maps. A map φ is co-CP if its composition
with the transposition is a CP map. To see that this is not a trivial condition it is
enough to note that the transposition is not even a 2-positive (2-positivity means
that the condition given in (1) is satisfied for n equal to 1 and 2 only). A larger class
of positive maps is formed by decomposable maps. A map φ is called decomposable
if it can be written as a sum of CP and co-CP maps. Equivalently, if in (2)
one replaces ∗-morphism by Jordan morphism (i.e. a linear map which preserves
anticommutator) then the canonical form of a decomposable map is obtained.
Turning to states, it was mentioned that conv(S(A)⊗S(B)) are called separable
states. The subset of states S(A ⊗ B) \ conv(S(A) ⊗ S(B)) is called the set of
entangled states. We will be interested in the special subset of states:
(8) S(A⊗ B)PPT ≡ SPPT = {ϕ ∈ S(A ⊗ B);ϕ ◦ (t⊗ id) ∈ S(A⊗ B)}
where t stands for transposition. Such states are called PPT states. It is worth
observing that the condition in the definition of SPPT is non-trivial; namely the
partial transposition does not need to be a positive map! Clearly
S ⊇ SPPT ⊇ Ssep.
Among entangled states , the states called maximally entangled are of special
interest. They can be defined as those for which the state reduced to a subsystem
is maximally chaotic (in the entropic sense). A nice example of such states is given
by EPR (Einstein-Podolsky-Rosen) states.
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The aim of this paper is to give a general characterization of PPT states. We
shall present two approaches. The first one is based on the structure of positive
maps and as the starting point we will take a modification of Lemma 3. The second
approach employs the Hilbert space geometry. This equivalent description will offer
rather strikingly very simple definitions of entanglement measures.
2. Entanglement mappings and PPT states
In this Section we present a modification of Belavkin-Ohya approach [6], [7], [33],
and [5] to the characterization of entanglement. The basic concept of this approach
is the entangling operator H . The aim of this section is to provide explicit formulas
for both entangling operator H and entanglement mapping φ∗ as well as to give
the first characterization of PPT states.
Let us consider a composed system
∑
consisting of two subsystems
∑
1,
∑
2. We
assume that
∑
1 is defined by the pair (H,B(H)) while
∑
2 by the pair (K,B(K))
respectively, whereH (K) is a separable Hilbert space. Let ω be a normal compound
state on
∑
, i.e. ω is a normal state on B (H⊗K). Thus
ω (a⊗ b) = Trρω (a⊗ b)
with a ∈ B (H), b ∈ B (K). ρω ≡ ρ is a density matrix with the spectral resolution
ρ =
∑
i
λi |ei〉 〈ei|. Define a linear bounded operator Tζ : K → H⊗K by
(9) Tζη = ζ ⊗ η
where ζ ∈ H, η ∈ K.
Note that the adjoint operator T ∗ζ : H⊗K → K is given by
(10) T ∗ζ ζ
′ ⊗ η′ = (ζ, ζ′) η′.
Now we wish, following B-O scheme, to define the operator
H : H → H⊗K⊗K
by the formula:
(11) Hζ =
∑
i
λ
1
2
i
(
JH⊗K ⊗ T ∗JHζ
)
ei ⊗ ei
where JH⊗K is a complex conjugation defined by JH⊗Kf ≡ JH⊗K(
i
∑
(e·i, f) e
·
i) =∑
i
(e·i, f)e
·
i where {e·i} is any CONS extending (if necessary) the orthogonal system
{ei} determined by the spectral resolution of ρ. ( JH is defined analogously with the
spectral resolution given by H∗H ; using the explicit form of H , easy calculations
show that the spectrum of H∗H is discrete.) We wish to show
Theorem 5. The normal state ω can be represented as
(12) ω (a⊗ b) = TrHatH∗ (1⊗ b)H
where at = JHa∗JH.
CHARACTERIZATION OF PPT STATES AND MEASURES OF ENTANGLEMENT 5
Proof.
TratH∗ (1⊗ b)H =
∑
k
(
hk, a
tH∗ (1⊗ b)Hhk
)
=
∑
k
(hk, JHa∗JHH∗ (1⊗ b)Hhk)
=
∑
k
(HJHaJHhk, (1⊗ b)Hhk)
=
∑
k
∑
i,j
(
λ
1
2
i
(
JH⊗K ⊗ T ∗JHJHaJHhk
)
ei ⊗ ei, (1⊗ b)λ
1
2
j
(
JH⊗K ⊗ T ∗JHhk
)
ej ⊗ ej
)
=
∑
k,i,j
λ
1
2
i λ
1
2
j
(
ei ⊗ T ∗aJHhkei, (1⊗ b) ej ⊗ T ∗JHhkej
)
.
Note that {hk} can be chosen in such the way that it is CONS used in the definition
of JH. So
TratH∗ (1⊗ b)H =
∑
k,i,j
λ
1
2
i λ
1
2
j
(
ei ⊗ T ∗ahkei, (1⊗ b) ej ⊗ T ∗hkej
)
=
∑
k,i
λi
(
T ∗ahkei, bT
∗
hkei
)
.
Let {vm ⊗ wn} be a CONS in H⊗K. Then
TratH∗ (1⊗ b)H
=
∑
k,i,m,n,p,r
λi (ei, vm ⊗ wn)
(
T ∗ahkvm ⊗ wn, bT ∗hkvp ⊗ wr
)
(vp ⊗ wr, ei)
=
∑
k,i,m,n,p,r
λi (ei, vm ⊗ wn) (vp ⊗ wr, ei) (ahk, vm) (hk, vp) (wn, bwr) .
As {vm} is a CONS in H we can take {vm} = {hm}. So that
TratH∗ (1⊗ b)H
=
∑
k,i,m,n,p,r
λi (ei, hm ⊗ wn) (hp ⊗ wr, ei) (ahk, hm) (hk, hp) (wn, bwr)
=
∑
k,i,m,n,r
λi (ei, hm ⊗ wn) (hk ⊗ wr, ei) (hm, ahk) (wn, bwr)
=
∑
k,i,m,n,r
λi (ei, hm ⊗ wn) (hm ⊗ wn, (a⊗ b)hk ⊗ wr) (hk ⊗ wr, ei)
=
∑
i
λi (ei, (a⊗ b) ei) = Trρ (a⊗ b) = ω (a⊗ b) .

As it was mentioned in the previous Section, in his fundamental paper on topo-
logical linear spaces, Grothendieck emphasized the importance of relating mapping
space to tensor products. Another nice example of such relations is given by the
following modification of Størmer’s result.
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Lemma 6. (1) Let B [ B (H) ,B(K)∗] stand for the set of all linear, bounded, normal
(so weakly∗-continuous) maps from B(H) into B(H)∗. There is an isomorphism
ψ 7−→ Ψ between B [ B (H) ,B(K)∗] and (B(H)⊗ B(K))∗ given by
(13) Ψ
(∑
i
ai ⊗ bi
)
=
∑
i
TrKψ (ai) bti, ai ∈ B (H) , bi ∈ B (K) .
The isomorphism is isometric if Ψ is considered on B(H)⊗ˆB(K). Furthermore Ψ
is positive on (B(H)⊗ B(K))+ iff ψ is complete positive.
(2) There is an isomorphism φ 7−→ Φ between B [ B (H) ,B(K)∗] and (B(H)⊗ B(K))∗
given by
(14) Φ
(∑
i
ai ⊗ bi
)
=
∑
i
TrKφ (ai) bi, ai ∈ B (H) , bi ∈ B (K) .
The isomorphism is isometric if Φ is considered on B(H)⊗ˆB(K). Furthermore Φ
is positive on (B(H)⊗ B(K))+ iff φ is complete co-positive.
Proof. A repetition of modified Størmer’s and standard arguments (cf 7.2-3 below).

We want to comment this lemma with
Remark 7. (1) Firstly, one should note the basic difference between Lemma
3 and Lemma 6. In Lemma 3, the order is defined by the projective cone
while in Lemma 6, the order is defined by the injective cone.
(2) Secondly, as B(K)∗ is isomorphic to the set of all trace class operators
T ≡ TK on K, B(B(H),B(K)∗) can be considered as B(B(H),T).
(3) Thirdly, let A and B be C∗-algebras. Lemma 3 and Lemma 6 stem from
the standard identification Ψ→ ψ of (A⊙B)d with the set Hom(A,Bd) of
linear maps from A to Bd where [ψ(a)](b) = Ψ(a⊗ b). Here (A⊙B)d (Bd)
stands for the algebraic dual of A⊙ B (B respectively), see [10] for details.
(4) Finally, Lemma 6 gains in interest if we realize that the operator H de-
fined in the first part of this section can be used for a definition of the
entanglement mapping φ : B (K)→ B (H)∗.
Let us define
(15) φ (b) = (H∗ (1⊗ b)H)t = JHH∗ (1⊗ b)∗HJH.
Then
Proposition 8. The entanglement mapping
(i) φ∗ : B (H)→ B (K)∗ has the following explicit form
(16) φ∗ (a) = TrH⊗KHatH∗
(ii) The state ω on B (H⊗K) can be written as
(17) ω (a⊗ b) = TrHaφ (b) = TrKbφ∗ (a)
where φ was defined in (15).
Proof. For f , g ∈ K and h ∈ H
TrKφ∗ (a) |f〉 〈g| = (g, φ∗ (a) f)
=
∑
i
(
ei ⊗ g,HatH∗ei ⊗ f
)
,
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where as before {ei} is a CONS in H⊗K. Note:
(h,H∗ei ⊗ f) = (Hh, ei ⊗ f)
=
∑
k
(
λ
1
2
k
(
JH⊗K ⊗ T ∗JHh
)
ek ⊗ ek, ei ⊗ f
)
=
∑
k
λ
1
2
k
(
ek ⊗ T ∗JHhek, ei ⊗ f
)
=
∑
k,m,n
λ
1
2
k (ek, vm ⊗ wn) (ek ⊗ (JHh, vm)wn, ei ⊗ f)
where {vm} is a CONS in H such that JH is defined w.r.t this basis, and {wn} is
a CONS in K,
=
∑
m,n
λ
1
2
i (ei, vm ⊗ wn) (JHh, vm) (wn, f)
=
∑
m,n
λ
1
2
i (ei, vm ⊗ wn) (vm, JHh) (wn, f)
=
∑
m,n
λ
1
2
i (ei, vm ⊗ wn) (vn ⊗ wn, JHh⊗ f)
= λ
1
2
i (ei, JHh⊗ f) .
In particular, putting h′ = (at)∗H∗ei ⊗ g one has
(h′, vm) =
(
H∗ei ⊗ g, atvm
)
= λ
1
2
i
(
JHatvm ⊗ g, ei
)
.
Hence
TrKφ∗ (a) |f〉 〈g| =
∑
i
(
(at)∗H∗ei ⊗ g,H∗ei ⊗ f
)
=
∑
i,m,n
((at)∗H∗ei ⊗ g, vm)(vm, H∗ei ⊗ wn)(wn, f)
=
∑
i
λ
1
2
i
(
JHatvm ⊗ g, ei
)
λ
1
2
i (ei, vm ⊗ wn) (wn, f)
=
∑
i,m
λi
(
JHatvm ⊗ g, ei
)
(ei, vm ⊗ f)
= Trρω
(∑
m
|vm ⊗ f〉
〈
JHatvm ⊗ g
∣∣)
= Trρω
(∑
m
|vm ⊗ f〉 〈a∗vm ⊗ g|
)
= Trρω (a⊗ |f〉 〈g|) = ω (a⊗ |f〉 〈g|)
Thus
TrKbφ∗ (a) = ω (a⊗ b) .
The rest follows from Theorem 5. 
Theorem 5, Lemma 6 and Proposition 8 lead to
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Corollary 9. PPT states are completely characterized by entanglement mappings
φ∗ which are both CP and co-CP.
This conclusion can be rephrased in the following way (cf [33]): Entanglement
mapping φ∗ which is not CP will be called q-entanglement. The set of all q-
entanglements will be denoted by Eq. Then PPT criterion can be formulated as:
Corollary 10. A state is PPT if and only if its associated entanglement mapping
φ∗ is not in Eq.
3. Examples
To illustrate the strategy of B-O entanglement maps as well as to get better
understanding of positive maps we present some examples.
Example 1: Let ω : B (H⊗K)→ C be a pure product state, i.e.
ω (a⊗ b) = ωx⊗y (a⊗ b)
≡ (x⊗ y, (a⊗ b)x⊗ y)
= (x, ax) (y, by)
where x ∈ H, y ∈ K and ‖x‖ = 1 = ‖y‖. Then
Hζ = JH⊗K ⊗ T ∗JHζ (x⊗ y)⊗ (x⊗ y)
= JH⊗K (x⊗ y)⊗ (JHζ, x) y.
For f ∈ H⊗K, g ∈ K, h ∈ H we have
(h,H∗f ⊗ g) = (Hh, f ⊗ g)
= (JH⊗K (x⊗ y)⊗ (JHh, x) y, f ⊗ g)
= (JH⊗K (x⊗ y) , f) (h, JHx) (y, g)
= (h, (y, g) (JH⊗K (x⊗ y) , f)JHx)
= (h, (JH⊗K (x⊗ y)⊗ y, f ⊗ g)JHx) .
so that
H∗f ⊗ g = (JH⊗K (x⊗ y)⊗ y, f ⊗ g)JHx.
Let v, z ∈ K and {ei} is a CONS in H ⊗ K then, using the above calculation, we
have
(v, φ∗ (a) z)
=
(
v, T rH⊗KHatH∗z
)
=
∑
i
(
ei ⊗ v,HatH∗ei ⊗ z
)
=
∑
i
(
H∗ei ⊗ v, atH∗ei ⊗ z
)
=
∑
i
(
(JH⊗K (x⊗ y)⊗ y, ei ⊗ v) JHx, at (JH⊗K (x⊗ y)⊗ y, ei ⊗ z)JHx
)
=
∑
i
(JH⊗K (x⊗ y)⊗ y, ei ⊗ z) (ei ⊗ v, JH⊗K (x⊗ y)⊗ y)
(
JHx, atJHx
)
.
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Note that (
JHx, atJHx
)
= (JHx, JHa∗x)
= (a∗x, JHJHx)
= (x, ax) .
Thus
(v, φ∗ (a) z)
= (JH⊗K (x⊗ y) , JH⊗K (x⊗ y)) (y, z) (v, y) (x, ax)
=
(
v, ‖JH⊗K (x⊗ y)‖2 (y, z) (x, ax) y
)
,
so that
φ∗ (a) z = ‖x⊗ y‖2 (y, z) (x, ax) y
= (x, ax) |y〉 〈y| · z. (because of ‖x‖ = 1 = ‖y‖ .)
Put Py = |y〉 〈y|. Then, we have
(18) φ∗ (a) = (x, ax)Py.
To analyse CP and co-CP property let us observe that (we are applying Criterion
2): ∀ w ∈ K
w,∑
i,j
b∗iφ
∗ (a∗i aj) bjw

 = ∑
i,j
(x, a∗i ajx) (w, b
∗
i y)
(
b∗jy, w
)
=

∑
i
λiaix,
∑
j
λjajx

 ≥ 0,
where λi = (w, b
∗
i y) . Also
w,∑
i,j
b∗iφ
∗ (a∗jai) bjw

 = ∑
i,j
(
x, a∗jaix
)
(w, b∗i y)
(
b∗jy, w
)
=

∑
j
λjajx,
∑
i
λiaix

 ≥ 0.
So φ∗ is both CP and co-CP. This was expected because any pure separable state
is a PPT state.
Example 2: Separable states: Let ω =
∑
i
λiωxi⊗yi . One has
ω (a⊗ b) =
∑
i
λiωxi⊗yi (a⊗ b)
=
∑
i
λiTrKbφ∗i (a)
= TrKb
∑
i
λiφ
∗
i (a)
= TrKbφ∗ (a)
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where φ∗ =
∑
i
λiφ
∗
i . But φ
∗
i was described in Example 1 and is both CP and co-CP
so φ∗ also has this property. Clearly, the conclusion given at the end of Example 1
is also valid here.
Example 3: A pure state. Let ω be a pure state on B (H⊗K). As any pure
state on the factor I is a vector state so there exists x ∈ H⊗K such that
ω (a⊗ b) = (x, (a⊗ b)x) .
Let z ∈ H ⊗ K, h, ζ ∈ H, g ∈ K and {vi} be CONS in H, {wj} be CONS in K.
Then
Hζ =
(
JH⊗K ⊗ T ∗JHζ
)
(x⊗ x) = JH⊗Kx⊗ T ∗JHζx.
Also
(h,H∗z ⊗ y) = (Hh, z ⊗ y) = (JH⊗Kx, z)
(
T ∗JHhx, y
)
where
T ∗JHhx =
∑
i,j
T ∗JHh (vi ⊗ wj , x) vi ⊗ wj
=
∑
i,j
(vi ⊗ wj , x) (JHh, vi)wj .
Thus
(h,H∗z ⊗ y) =
∑
i,j
(JH⊗Kx, z) (x, vi ⊗ wj) (vi, JHh) (wj , y)
=
∑
i,j
(JH⊗Kx, z) (x, vi ⊗ wj) (vi ⊗ wj , JHh⊗ y)
= (JH⊗Kx, z) (JHh⊗ y, x).(19)
Let {ei} be CONS in H⊗K then, for w, u ∈ K
(w, φ∗ (a)u) =
(
w,
(
TrH⊗KHatH∗
)
u
)
=
∑
n
(
en ⊗ w,HatH∗en ⊗ u
)
=
∑
n
(
H∗en ⊗ w, atH∗en ⊗ u
)
.
Let us use (19), i.e. put h = atH∗en ⊗ u, z = en, y = w. Then one gets
(w, φ∗ (a)u)
=
∑
n
(en, JH⊗Kx)

JH (atH∗en ⊗ u)⊗ w,∑
i,j
(vi ⊗ wj , x) vi ⊗ wj


=
∑
n,i,j
(en, JH⊗Kx) (vi ⊗ wj , x)
(
JH
(
atH∗en ⊗ u
)
, vi
)
(w,wj)
=
∑
n,i,j
(en, JH⊗Kx) (x, vi ⊗ wj)(wj , w)((atH∗en ⊗ u) , JHvi)
=
∑
n,i
(en, JH⊗Kx) (vi ⊗ w, x)
((
at
)∗
JHvi, H∗en ⊗ u
)
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Again, using (19), i.e. putting h = (at)
∗
JHvi, z = en, y = u, one gets
(w, φ∗ (a)u)
=
∑
n,i
(en, JH⊗Kx) (vi ⊗ w, x) (JH⊗Kx, en)
(
JH (at)
∗
JHvi ⊗ u, x
)
=
∑
n,i
(JH⊗Kx, en) (en, JH⊗Kx) (vi ⊗ w, x) (x, avi ⊗ u) (because of
(
at
)t
= a)
=
∑
i
(x, avi ⊗ u) (vi ⊗ w, x) (as ωx is a state, ‖x‖ = 1)
=
(
x, (a⊗ 1)
∑
i
|vi〉 〈vi| ⊗ |u〉 〈w| x
)
= (x, (a⊗ |u〉 〈w|)x) .
Consequently
(20) TrKφ∗ (a) |u〉 〈w| = TrH⊗K (a⊗ |u〉 〈w|)Px.
This means that:
(21) φ∗ (a) = TrH (a⊗ 1)Px.
Turning to the analysis of CP and co-CP we begin with co-CP property. To this
end let {vk} be CONS in H then
w,∑
i,j
b∗iφ
∗ (a∗jai) bjw

 = ∑
i,j
(
x,
(
a∗jai ⊗ |bjw〉 〈biw|
)
x
)
=
∑
i,j
(
x,
(
a∗j
(∑
k
|vk〉 〈vk|
)
ai ⊗ |bjw〉 〈biw|
)
x
)
=
∑
i,j,k
(
x, a∗jvk ⊗ bjw
)
(a∗i vk ⊗ biw, x)
=
∑
k

x,∑
j
a∗jvk ⊗ bjw

(∑
i
a∗i vk ⊗ biw, x
)
≥ 0.
Thus φ∗ is a co-CP map.
Now, consider CP condition: Let {vk} be CONS in H and {zl} be CONS in K.
Assume that x is given by
x =
∑
k
λkvk ⊗ zk
(
λk ∈ C,
∑
k
|λk|2 = 1
)
where at least two elements of {λk} are non-zero. In order to show the non-CP of φ∗
some preliminaries are necessary. We recall that Mn(A) denotes the C∗-algebra of
n×n matrices with entries in A. Let {eij} be the canonical basis for Mn(C) ≡Mn,
i.e. the n × n matrices with a “1′′ in row i, column j, and zeros elsewhere. It is
well known that every element y in A⊙Mn can be written
(22) y =
∑
aij ⊗ eij
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where the aij ’s (being in A) are unique. The map
(23) Θ : A⊙Mn →Mn(A) :
∑
aij ⊗ eij 7→ {aij}
is linear, multiplicative, ∗-preserving, and bijective. Therefore, it should be clear
that the complete positivity of φ∗ is equivalent to the positivity of operator
∑n
i,j=1 eij⊗
φ∗(a∗i aj), for any n.
Let {ei} be CONS in Cn. One has
φ∗ (a∗i aj) = TrH (a
∗
i aj ⊗ 1)Px
=
∑
k.l
TrH (a∗i aj ⊗ 1) |λkvk ⊗ zk〉 〈λlvl ⊗ zl|
=
∑
k.l
λkλlTrH (a∗i aj |vk〉 〈vl|) |zk〉 〈zl|
=
∑
k.l
λkλl (vl, a
∗
i ajvk) |zk〉 〈zl|
Thus
n∑
i,j=1
|ei〉 〈ej | ⊗ φ∗ (a∗i aj) =
n∑
i,j=1
∑
k.l
λkλl (vl, a
∗
i ajvk) |ei〉 〈ej | ⊗ |zk〉 〈zl| .
Put ai = |y〉 〈vi| ( y ∈ H, ‖y‖ = 1) then
{φ∗ (|vi〉 〈vj |)} ∼=
n∑
i,j=1
λjλi |ei〉 〈ej | ⊗ |zj〉 〈zi|
The positivity of {φ∗ (|vi〉 〈vj |)}means the positivity of (Ψ, (
∑
φ∗ (|vi〉 〈vj |)⊗ eij)Ψ)
for any Ψ ∈ Cn ⊗K. Let us take Ψ± in the form
Ψ± = ek ⊗ zl ± el ⊗ zk.
and assume that k 6= l. Then(
Ψ±, (
∑
φ∗ (|vi〉 〈vj |)⊗ eij)Ψ±
)
= ±2Reλkλl ∈ R.
If 2Reλkλl is positive then(
Ψ−, (
∑
φ∗ (|vi〉 〈vj |)⊗ eij)Ψ−
)
= −2Reλkλl < 0.
Also if 2Reλkλl is negative then(
Ψ+, (
∑
φ∗ (|vi〉 〈vj |)⊗ eij)Ψ+
)
= 2Reλkλl < 0.
This means that φ∗ is non-CP.
The above example can be readily generalized (cf Example 2). Namely, a normal
state ω on B(H⊗K) can be written as
ω(a⊗ b) = TrH⊗K̺ a⊗ b,
where ̺ is the corresponding density matrix. But, the spectral representation of ̺
implies
ω(a⊗ b) = TrH⊗K(
∑
i
λiPxia⊗ b) =
∑
i
λiωxi(a⊗ b).
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Consequently, the entanglement mapping φ∗ω associated with the state ω would
have the form
φ∗ω =
∑
i
λiφ
∗
ωxi
=
∑
i
TrH(a⊗ I)Pxi = TrH(a⊗ I)̺,
where the second equality follows from (21). Obviously, the analysis of CP and
co-CP for φ∗ω is, in general, much more complicated.
Finally, to get a better understanding of the difference between CP and co-CP
given in Example 3, let us consider the very particular case of this example.
Example 4. Let in Example 3, H and K be three dimensional Hilbert spaces.
Further, put in the place of x vectors giving maximally entangled pure states, i.e.
x1 =
1√
3
(e1 ⊗ f2 − e2 ⊗ f3 − e3 ⊗ f1)
and
x2 =
1√
3
(e1 ⊗ f1 + e2 ⊗ f2 + e3 ⊗ f3)
where {ei}31 ({fi}31) is a CONS inH (in K respectively). Easy calculations, which
are left to the reader, lead to the following maps
(24) [aij ]
3
i,j=1 7→
1
3

 a33 −a13 a23−a31 a11 −a21
a32 −a12 a22


for x1, and
(25) [aij ]
3
i,j=1 7→
1
3
([aij ]
3
i,j=1)
t.
for x2. Here, ([aij ]
3
i,j=1)
t stands for the transposed map. Clearly, transposition is
not even 2-positive, so not CP. Now, non-CP observed of Example 3 should be well
understood. The maps (24) will be useful in the last Section.
4. Tomita’s scheme for partial transposition (see [25], [26])
Let H be a (separable) Hilbert space. Using an invertible density matrix ρ we
can define a faithful state ω on B (H) as ω (a) = Trρa for a ∈ B (H). Let us consider
the GNS triple (Hpi, π,Ω) associated with (B (H) , ω). Such triple is given by:
• GNS Hilbert space: Hpi = {aΩ ; a ∈ B (H)}
(·,·)
with (a, b) = Tra∗b for
a, b ∈ B (H) .
• cyclic vector: Ω = ρ1/2 .
• representation: π (a)Ω = aΩ.
In the considered GNS representation, the modular conjugation Jm is just the
hermitian involution Jmaρ
1/2 = ρ1/2a∗, and the modular operator ∆ is equal to the
map ρ·ρ−1. However, some remarks are necessary here. As we have assumed thatH
is a separable Hilbert space then ρ−1 is, in general, an unbounded operator. Hence,
the domain of ∆ should be described. To this end we note that: i) {Aρ1/2;A ∈
B(H)} is a dense subset in the set of all Hilbert-Schmidt operators FHS(H) on the
Hilbert space H, ii) αt(σ) = ρitσρ−it is an one parameter group of automorphisms
14 W LADYS LAW A. MAJEWSKI, TAKASHI MATSUOKA, AND MASANORI OHYA
on FHS(H). so, there exists (cf [11]) the set of entire analytic elements F0HS(H)
of αt(·). Thus ∆σ = αt(σ)|t=−i = ρσρ−1 is well defined for σ ∈ F0HS(H). In
particular, the polar decomposition of Tomita’s operator (cf. [41]) is also well
defined
(26) SAΩ = A∗Ω = Jm∆1/2AΩ
Note, that {AΩ;A ∈ B(H)} ⊆ D(∆1/2), D(·) stands for the domain. In order to
discuss the transposition on π (B (H)) we introduce the following two conjugations:
Jc on H and J on Hpi. Thanks to the faithfulness of ω the eigenvectors {ei} of ρ
form an orthogonal basis in H. Hence we can define
(27) Jcx =
∑
i
〈ei, x〉ei
for every x ∈ H. Due to the fact that {Eij = |ei〉 〈ej|} form an orthogonal basis in
Hpi we can also define a conjugation J on Hpi
(28) JaΩ =
∑
i
(Eij , aΩ)Eij
with JΩ = Ω.
Following the construction presented in [25] and [26] let us define a transposition
on B (H) as the map a ∈ B (H) 7→ at ≡ Jca∗Jc. By τ0 we will denote the map
induced on Hpi by the transposition, i.e.
τ0aΩ = a
tΩ.
Here are the main properties of τ0:
Proposition 11. (cf [25]) (1) Let a ∈ B (H) and ξ ∈ Hpi. Then
(29) atξ = Ja∗Jξ.
(2) The map τ0 has a polar decomposition, i.e.
(30) τ0 = U∆
1/2
where U is an unitary operator on Hpi defined by U =
∑
ij |Eij) (Eji| .
where the sum defining the operator U is understood in the weak operator topol-
ogy.
In the above setting we can introduce the natural cone P (cf [3], [17]) associated
with (π (B (H)) ,Ω):
P =
{
∆1/4aΩ : a ≥ 0, a ∈ π (B (H))}(·,·).
The relationship between the Tomita-Takesaki scheme and transposition has the
following form:
Proposition 12. (see [25]) Let ξ 7→ ωξ be the homeomorphism between the natural
cone P and the set of normal states on π (B (H)), such that
ωξ (a) = (ξ, aξ) , a ∈ B (H) .
For every state ω define ωτ (a) = ω (at). If ξ ∈ P then the unique vector in P
mapped into the state ωτξ by the homeomorphism described above, is equal to Uξ, i.e.
ωτξ (a) = (Uξ, aUξ) , a ∈ B (H) .
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5. PPT states, a Hilbert space approach
Let HA and HB be finite dimensional Hilbert spaces. We want to emphasize
that finite dimensionality of Hilbert spaces is assumed only in the proof of Theorem
13. More precisely, due to technical questions concerning the domain of modular
operator ∆ we were able to prove this Theorem only for finite dimensional case (see
[25]). On the other hand, we emphasize that the description of compound system
based on Tomita’s approach is very general. It relies on the construction of tensor
product of standard forms of von Neumann algebras and this description can be
done in very general way (so infinite dimensional case is included, cf [18]).
Again let us consider a composite system A + B. Suppose that the subsystem
A is described by A = B (HA) and is equipped with a faithful state ωA given by
an invertible density matrix ρA as ωA (a) ≡ TrρAa. Similarly, let B = B (HB)
define the subsystem B, ρB be an invertible density matrix in B (HB) and ωB be
a state on B such that ωB (b) ≡ TrρBb for b ∈ B. By (K, π,Ω), (KA, πA,ΩA) and
(KB, πB ,ΩB) we denote the GNS representations of (A⊗ B, ωA ⊗ ωB), (A, ωA)
and (B, ωB) respectively. Then the triple (K, π,Ω) can be given by the following
identifications (cf [18], [27]):
K = KA ⊗KB, π = πA ⊗ πB, Ω = ΩA ⊗ ΩB.
With these identifications we have
Jm = JA ⊗ JB, ∆ = ∆A ⊗∆B
where Jm, JA, JB are modular conjugations and ∆, ∆A, ∆B are modular operators
for
(
π (A⊗ B)′′ , Ω) , (πA (A)′′ , ΩA), (πB (B)′′ , ΩB) respectively. Due to the finite
dimensionality of the corresponding Hilbert spaces, just to simplify our notation,
we will identify πA (A)′′ and πA (A), etc. Moreover we will also write aΩA and bΩB
instead of πA (a)ΩA and πB (b)ΩB for a ∈ A, b ∈ B when no confusion can arise.
Furthermore we denote the finite dimension of HB by n. Thus B (HB) ≡ B (Cn) ≡
Mn (C). To put some emphasis on the dimensionality of the ”reference” subsystem
B, we denote by Pn the natural cone for (Mpin (A) , ωA ⊗ ω0), where π (A⊗Mn (C))
is denoted by Mpin (A) and ω0 is a faithful state on Mn (C).
In order to characterize the set of PPT states we need the notion of the ”trans-
posed cone” Pτn = (I ⊗ U)Pn, where τ is the transposition onMn (C) and U is the
unitary operator given in Proposition 11 with the eigenvectors of density matrix ρ0
corresponding to ω0.
Then the construction of Pn and Pτn may be realized as follows:
Pn =
{
∆1/4 [aij ] Ω : [aij ] ∈Mpin (A)+
}
,
Pτn =
{
∆1/4 [aji] Ω : [aij ] ∈Mpin (A)+
}
.
Consequently, we arrived to
Theorem 13. (see [25]) In the finite dimensional case
Pτn ∩ Pn =
{
∆1/4 [aij ] Ω : [aij ] ≥ 0, [aji] ≥ 0
}
.
Corollary 14. (1) There is one to one correspondence between the set of PPT
states and Pτn ∩ Pn.
(2) There is one to one correspondence between the set of separable states and
PA ⊗ PB (cf [27]).
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Remark 15. The correspondence given in Corollary 14.2 holds for a general case.
Thus, the above characterization is applicable to a true quantum system.
We wish to close this Section with the following remark. Also, here, in the
Hilbert space approach we met many “cones”: Pn, Pτn , PA⊗PMn . All these cones,
as we have seen, play the crucial role in the description of important classes of
states: all states, PPT states, and separable states respectively . This should be
considered as another manifestation of “mysterious behavior” of tensor products
(see Section 1).
6. Equivalence between two types of characterization of PPT states
In this Section, we wish to discuss the relation between the Hilbert space de-
scription of PPT states and B-O characterization. Firstly, we note that Tomita’s
approach leads to the following representation of the compound state ω:
ω
(∑
i
ai ⊗ bi
)
=
∑
i
(ξ, ai ⊗ biξ) =
∑
i
ϕξ,ai (bi)
where ϕξ,ai (bi) ≡ (ξ, (ai ⊗ bi) ξ) and ξ ∈ Pn. We have used here the well known
result from Tomita-Takesaki theory saying that for any normal state ω on a von
Neumann algebra with cycling and separating vector Ω there is unique vector ξ in
the natural cone Pn such that ω(a) = (ξ, aξ).
Let us observe that for a ∈ A, a ≥ 0, and any b ∈ B
ω(a⊗ bt) = (ξ, a⊗ btξ)
= TrK|ξ >< ξ|a 12 ⊗ 1 · a 12 ⊗ 1 · 1⊗ bt
= TrKATrKBa
1
2 ⊗ 1 · |ξ >< ξ| · a 12 ⊗ 1 · 1⊗ bt
= TrKB
(
TrKAa
1
2 ⊗ 1 · |ξ >< ξ| · a 12 ⊗ 1
)
· bt
= TrKB(ρAξb
t) = (χρ,ξ, b
tχρ,ξ)
= (Uχρ,ξ, bUχρ,ξ) = (χρ,ξ, UbUχρ,ξ)
= TrKBρA,ξUbU = ω(a⊗ UbU)
where χρ,ξ is Tomita’s representation of TrKB(ρA,ξ·) and we have used the notation
given in Section 5, Proposition 12 and that the fact the partial trace TrKA(·) is
well defined conditional expectation.
As ω(a ⊗ b) is linear in a, and any a can be written as a sum of four positive
elements (Jordan decomposition) the previous result can be extended to
(31) ω(a⊗ bt) = ω(a⊗ UbU)
for any a ∈ A and b ∈ B.
Now we are in position to compare the strategy given by Lemma 6 and B-O
approach with the Hilbert space description of PPT states. Firstly we note (cf
Lemma 6) that maps ϕξ,· (·) can be considered as
(32) B(KA) ∋ a 7→ ϕξ,a (·) ∈ B(KB)∗
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Secondly, note that the positivity used in Lemma 6(2) implies
0 ≤ ω

∑
i,j
a∗i aj ⊗ b∗i bj


=
∑
i,j
ϕξ,a∗i aj (b
∗
i bj) =
∑
i,j
(ξ, (a∗i aj ⊗ b∗i bj) ξ) .
By using the same vector ξ ∈ Pn let us define ωτ ∈ (A⊗ B)∗
ωτ
(∑
i
ai ⊗ bi
)
≡
∑
i
ϕτξ,ai (bi)
where ϕτξ,ai (bi) ≡ (ξ, (ai ⊗ bti) ξ) . The positivity used in Lemma 6(1) implies
ωτ

∑
i,j
a∗i aj ⊗ b∗i bj

 = ∑
i,j
ϕτξ,a∗i aj (b
∗
i bj)
=
∑
i,j
(
ξ,
(
a∗i aj ⊗ (b∗i bj)t
)
ξ
)
=
∑
i,j
(
ξ,
(
a∗i aj ⊗ btj (b∗i )t
)
ξ
)
=
∑
i,j
(I ⊗ Uξ, (a∗i aj ⊗ bj (b∗i )) I ⊗ Uξ) ≥ 0,
where in the last equality we have used (31). Hence, CP and co-CP of entangling
mapping is equivalent to ξ ∈ Pτn ∩ Pn. Consequently, we conclude that
Theorem 16. The description of PPT states by Pτn ∩ Pn can be recognized as the
dual description of PPT states by E/Eq.
In the base of the above equivalence of two types of description of PPT states
we may discuss the effectiveness of such characterizations from different points of
view. This will be the topic of next Sections. We will start with an analysis of
decomposable maps (cf [28]).
7. On decomposable maps
In [40] Størmer gave the following characterization of decomposable maps:
Theorem 17. ([40]) Let φ : A → B(H) be a positive map. A map φ is decomposable
if and only if for all n ∈ N whenever [xij ] and [xji] belong toMn(A)+ then [φ(xij)] ∈
Mn(B(H))+.
As our aim is to discuss effectiveness of description of PPT states given in Section
5, we again assume finite dimensionality of Hilbert space H. Further, recall (see
Criterion 2) that the positivity of the matrix [φ(xij)] (with operator entries!) is
equivalent to
(33)
∑
ij
y∗i φ(xij)yj ≥ 0
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where {yi} are arbitrary elements of B(H). Furthermore, any positive matrix [xij ]
can be written as (cf [42])
(34) [xij ] =
∑
k
[(v
(k)
i )
∗v(k)j ]
Hence, applying condition (33) to matrices of the form [a∗i aj] with the choice of yi
such that all yi = 0 except for i0 and j0, then changing the numeration in such way
that yi0 = y1 and yj0 = y2 we arrive to study the positivity of the following matrix
(35)
(
a∗1a1 a
∗
1a2
a∗2a1 a
∗
2a2
)
≥ 0
and its transposition. On the other hand, block matrix techniques leads to necessary
and sufficient conditions for positivity of such matrices. Namely, let A,B,C be d×d
matrices. Then
Lemma 18. (see [50])
(36)
[ A B
B∗ C
]
≥ 0
if and only if A ≥ 0, C ≥ 0 and there exists a contraction W such that B =
A
1
2WC
1
2 .
Assume, if necessary, that a1 and a2 have inverses, otherwise a
−1
i is understood
to be generalized inverse of ai. Then, application of Lemma 18 to the Størmer
condition leads to the following question: When |a1|−1a∗2a1|a2|−1 is a contraction?
But an operator T ∈ B(H) is a contraction if and only if ||T || ≤ 1 what is equivalent
to ||Tx||2 ≤ ||x||2. This can be written as
(37) (x, T ∗Tx) ≤ (x, x)
what is equivalent to
(38) T ∗T ≤ 1
Consequently, (38) and Zhan’s lemma 18 give (see also [1] and [16])
(39) a∗1a2|a1|−2a∗2a1 ≤ |a2|2
Hence
(40) ∀f (f, a∗1a2(a∗1a1)−1a∗2a1f) ≤ (f, a∗2a2f)
So, putting f = a−11 g one gets
(41) ∀g ||(a∗1)−1a∗2g|| ≤ ||a2a−11 g||
This means hyponormality of operators (a2a
−1
1 )
∗ (cf. [20], and [36]). But, as consid-
ered operators are defined on a finite dimensional Hilbert space, in particular, they
are completely continuous. Therefore, hyponormality of (a2a
−1
1 )
∗ implies normality
(see [2], [9], and [36]).
Consequently, a2a
−1
1 is a normal operator. This means that there is a unitary
operator U (equivalently unitary matrix as finite dimensions are assumed) such
that
(42) Ua2a
−1
1 U
∗ = diag(λi)
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where λi ∈ C. This can be rewritten as
(43) a2a
−1
1 =
∑
i
λiQi
where λi ∈ C and {Qi} is the resolution of identity. Hence, putting
Qi ≡ |ei >< ei| where {ei} is a CONS in the Hilbert space H on which operators
{ai} act and defining rank one operators |f >< g|z ≡ (g, z)|f >, one gets
(44) a2 =
∑
i
λi|ei >< a∗1ei|
Thus we proved:
Proposition 19. For any matrix
(
a∗1a1 a
∗
1a2
a∗2a1 a
∗
2a2
)
satisfying the Størmer condi-
tion, a2 is of the form (44).
Remark 20. Using the Ando-Choi inequality (see [1], [16]) one gets analogous
formula for a1 in terms of a2.
As a next step we note that (44) and Størmer condition lead to the following
form of the matrix
(
a∗1a1 a
∗
1a2
a∗2a1 a
∗
2a2
)
:
(45)
(
a∗1a1 a
∗
1a2
a∗2a1 a
∗
2a2
)
=
∑
i
(
1 λi
λ¯i |λi|2
) ˙( |a∗1ei >< a∗1ei| 0
0 |a∗1ei >< a∗1ei|
)
To rewrite the above equality in a more compact form, let us denote the norm
of the vector |a∗1ei > by αi and the normalized vector 1αi |a∗1ei > by ϕi. Then
(46)
(
a∗1a1 a
∗
1a2
a∗2a1 a
∗
2a2
)
=
∑
i
α2i
(
1 λi
λ¯i |λi|2
) ˙( |ϕi >< ϕi| 0
0 |ϕi >< ϕi|
)
or symbolically
(47)
(
a∗1a1 a
∗
1a2
a∗2a1 a
∗
2a2
)
=
∑
i
α2i · Λi ·Ri
where Λi are “matrix” coefficients while Ri are “matrix” projectors (not mutually
orthogonal!). This leads to:
Corollary 21. (47) implies “separability” for [a∗i aj ] satisfying the Størmer condi-
tion. Namely, using the identification M2(B(H)) ∼= M2(C) ⊗ B(H) (cf discussion
concerning equations (22) and (23)) and noting that (1 + |λi|2)− 12Λi ≡ Pi is a
projector one can write(
a∗1a1 a
∗
1a2
a∗2a1 a
∗
2a2
)
=
∑
i
α2i (1 + |λi|2)(Pi ⊗ 1)(1⊗ |ϕi >< ϕi|).
Hence
(48)
(
a∗1a1 a
∗
1a2
a∗2a1 a
∗
2a2
)
∈M2(C)+ ⊗ B(H)+.
Therefore, it is important to realize that non-triviality of Størmer condition follows
from the fact that when a positive matrix [xij ] (=
∑
k[(v
(k)
i )
∗v(k)j ]) satisfies the
Størmer condition some of its summand(s) [(v
(k)
i )
∗v(k)j ] may not.
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We end this Section with
Remark 22. Formula (46) can serve as a part of recipe for producing PPT states
and some non-decomposable maps on matrix algebras (see next Section).
8. Effectiveness of the description of PPT states
Now we are able to discuss the question of effectiveness of the construction of
Pn ∩ Pτn . In other words we are interested in the following question: Can one
provide a canonical form for a vector in Pn ∩ Pτn?
We begin with the remark that the structure of Pn ∩ Pτn given by Theorem
13 reflects the Størmer characterization of decomposable maps (see Theorem 17).
Hence the posed problem seems to be equivalent to the question whether the given
characterization of decomposable maps is an effective one in the sense that we wish
to know the canonical form of matrices [aij ] such that [aij ] ≥ 0 and [aji] ≥ 0.
The important point to note here is the Tomiyama characterization of positive
transpositions (see [43]). Let A be a C∗-algebra. The transposition τ on the set of
matrices [aij ] with aij ∈ A is a positive map if and only if A is abelian. This result
suggests that the condition f ∈ Pn ∩ Pτn reflects a kind of “local commutativity”.
Let us elaborate briefly this point. Firstly, we note : Λi (see formula 47) is a
matrix with complex entries and the transposition on such matrices is a positive
map. Secondly, Ri is a matrix with operator entries but this matrix is diagonal.
Thus, for transposition, Ri is a fixed point. Furthermore, Λi commutes with Ri.
We emphasize that all these remarks stem from (46), (47) - so this is a “local”
property as we singled out two indices only. Nevertheless we can conclude : any
summand of a positive matrix [xij ] in (34) satisfying the Størmer condition has
“local-commutativity” which guarantees the nice behavior (positivity) of the trans-
position. But not every summand in (34) has this property (see Corollary 21)!
Finally, we are able to discuss the question of effectiveness of the description of
PPT states. To this end we recall that Theorem 13 says: PPT states are charac-
terized (uniquely) by vectors of the form [aij ]Ω =
∑
k[(a
(k)
i )
∗a(k)j )]Ω with [aji] ≥ 0,
where the last equality follows from (34). However, we would like to note here the
important point (cf the discussion following (47) ): some summands [(a
(k)
i )
∗a(k)j )]Ω
may not be in Pn ∩Pτn . Consequently, some vectors in the subcone Pn ∩Pτn which
represent non-trivial (that is non-separable) PPT states can be obtained as a convex
hull of vectors in such way that some summand(s) is (are) not necessarily in this
subcone. This can be expected as Pn∩Pτn is a convex set which could be “far” from
being a simplex. In other words, a convex decomposition of a vector in Pn ∩ Pτn
is far from being the unique one. Concluding, the presented arguments suggest
that the universally effective prescription for a vector representing PPT state is not
available. However, the above discussion provides some recipe for construction of
concrete vectors in Pn ∩ Pτn .
9. Measures of entanglement.
In [29] and [30] using the C∗-algebraic approach to Quantum theory, we have
introduced the degree of quantum correlations. The basic idea is to describe how a
given quantum system is close to the “classical” world. We wish to repeat this idea
but now in the context of Hilbert spaces (cf [31]). For that purpose we will employ
the geometry of Hilbert spaces.
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Definition 23. Let ξ be a vector in the natural cone P corresponding to a normal
state of a composite system A+B (cf Proposition 12). Then
(1) Degree of entanglement (or quantum correlations) is given by:
(49) De(ξ) = infη{||ξ − η||; η ∈ PA ⊗ PB}
(2) Degree of genuine entanglement (or genuine quantum correlations) is de-
fined as
(50) Dge(ξ) = infη{||ξ − η||; η ∈ Pn ∩ Pτn}
We will briefly discuss the geometric idea behind this definitions. The key to the
argument is the concept of convexity (in Hilbert spaces). Namely, we observe
(1) P ⊃ PA ⊗ PB is a convex subset,
(2) P ⊃ Pn ∩ Pτn is a convex subset,
(3) The theory of Hilbert spaces says: ∃! ξ0 ∈ PA ⊗ PB, such that De(ξ) =
||ξ − ξ0||,
(4) Analogously, ∃! η0 ∈ P ∩ Pτ , such that Dge(ξ) = ||ξ − η0||.
The important point to note here is that we used the well known property of
convex subsets in a Hilbert space: a closed convex subset W in a Hilbert space H
contains the unique vector with the smallest norm. This ensures the existence of
vectors ξ0 and η0 introduced in 3. and 4. respectively.
It is expected that any well defined entanglement measure D(·) should, at least,
satisfy the following requirements (see [22], [34], [44], [46], and [47]):
(1) D(ξ) ≥ 0,
(2) D(ξ) = 0 if ξ is not entangled,
(3) D(UA ⊗ UBξ) = D(ξ) where UA (UB) are unitary operators representing
local symmetry for subsystem A (B respectively),
(4) convexity, i.e.
∑
i αiD(ξi) ≥ D(
∑
i αiξi),
(5) continuity.
Clearly, De satisfies all above listed requirements, while for Dge 1-2 and 4-5
hold. Note that the failure of 3 for Dge is not surprising. Namely, recall that for
any automorphism on a von Neumann algebra in the standard form there exists the
unique unitary operator on the Hilbert space which leaves the natural cone globally
invariant (again this is a result of Tomita-Takesaki theory, see also Section 4).Thus
unitary operators appearing in 3 can describe a local symmetry. On the other hand
it is hard to expect that the set of PPT states has such general symmetry.
Another desirable property of degree (measure) of entanglement would be the
monotonicity with respect to arbitrary nonselective operations (see [45]). Here, non-
selective operations are understood as CP maps on the set of observables. If such a
map ψ leaves the selected vector state ωΩ invariant (in the GNS construction Ω is
interpreted either as the vacuum (field theoretic interpretation) or as equilibrium
(statistical interpretation); so this assumption is natural) then, by the generalized
Schwarz-Kadison inequality, ψ induces the contraction ψˆ on the GNS space. Con-
sequently such condition in our framework is obviously satisfied provided that ψˆ
leaves P1 ⊗ P2 globally invariant.
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We end this review of properties of entanglement measures with the remark that
the idea of measuring entanglement of vectors in terms of their distance to sepa-
rable vectors appeared in the papers cited in this Section (see also [4]). BUT our
approach is carried out in a very different setting and our concept of degree of en-
tanglement stems from the definition given in [30]. In particular, Ozawa arguments
on Hilbert-Schmidt distance are not applicable here (cf [34]).
To illustrate our measures of entanglement we present the example which could
be considered as a continuation of Example 4 and it is based on a modification of
Kadison-Ringrose arguments (cf [24]) with Tomita-Takesaki theory (cf [11]):
Example 5 Let {e1, e2, e3} ({f1, f2, f3}) be an orthonormal basis in the three
dimensional Hilbert space H (K respectively). By P we denote the following rank
one orthogonal projector
P =
1
3
|e1⊗f1+e2⊗f2+e3⊗f2 >< e1⊗f1+e2⊗f2+e3⊗f2| ≡ |x2 >< x2| ∈ B(H⊗K)+
Let S be an operator of the form
S =
k<∞∑
i=1
ai ⊗ bi
where ai ∈ B(H)+ and bi ∈ B(K)+. It can be shown (see [24]) that
||P − S|| ≥ 1
6
where || · || stands for the operator norm. Any separable state on B(H)⊗B(K) can
be expressed in the form
(51) ̺0 =
l<∞∑
i=1
ωzi ⊗ ωyi
where z1, ..., zl ∈ H, y1, ..., yl ∈ K, and the vector state ωz is defined as ωz(a) ≡
(z, az). Then, again, following Kadison-Ringrose exercise one can show that
(52) ||ωx2 − ̺0|| ≥
1
6
On the other hand (see [11]), if ξ (a vector η) ∈ P defines the normal positive form
ωξ (ωη respectively) then one has
||ξ − η||2 ≤ ||ωξ − ωη|| ≤ ||ξ − η||||ξ + η||
Consequently
(53) De(̺
1
4P̺
1
4 ) ≥ 1
12
.
Obviously, ̺ ≡ ̺H ⊗ ̺K, etc (cf Sections 4 and 5). We end this example with a
remark that the same arguments applied to x′2 =
1√
2
(e1 ⊗ f1 + e2 ⊗ f2) in 2D case
lead to
(54) De(̺
1
4P̺
1
4 ) ≥ 1
8
.
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Concluding this Section, for an entangled (non-PPT state) we are able
to find the best approximation among separable states (PPT states,
respectively). Moreover, this approach offers a classification of entanglement
(genuine entanglement, respectively).
10. Final remarks
In Section 1, we emphasized that we should deal with many cones. In other
words, many types of “positivity” should be taken into account. Furthermore,
Lemmas 3 and 6 employ various “orders”: (plain) positivity for the first lemma
and CP for the second. On the other hand, we recall that there are many examples
on non-CP maps. Consequently, there appears natural question how to understand
the difference between Lemmas 3 and 6 in this context. To clarify these subtleties,
in this Section we will argue that following the scheme offered by Lemma 3 one can
use (very) non-CP maps to describe states on (A⊙B,A+ ⊗B+) which could have
very strong correlations (cf [35]). To make our presentation as simple as possible
we restrict ourselves to 3 dimensional case. We recall that 3 dimensional models are
the simplest cases with non-decomposable maps (see [13], [49], and [14]). We begin
with recalling Cho, Kye and Lee [12] results. They studied the following family of
maps C3 → C3
(55) φ[a, b, c](x) = ψ[a, b, c](x)− x
(56)
ψ[a, b, c](xij) =

 ax11 + bx22 + cx33 0 00 ax22 + bx33 + cx11 0
0 0 ax33 + bx11 + cx22


The properties of these maps are collected in the following Theorem (see [12])
Theorem 24. (1) φ[2, 0, µ] for µ ≥ 1 are indecomposable
(2) φ[2, 0, 1] is atom
(3) φ[a, b, c] is positive if and only if a ≥ 1, a+ b+ c ≥ 3, and bc ≥ (2− a)2 if
1 ≤ a ≤ 2
(4) φ[a, b, c] is CP f and only if a ≥ 3
(5) φ[a, b, c] is decomposable if and only if a ≥ 1, bc ≥ (3−a2 )2 if 1 ≤ a ≤ 3
For some choices of the parameters a, b, c one can arrive to maps very similar
to that given by (24) (see Section 3). But, as Theorem 24 is saying, there are
many concrete very non-CP maps. We can use them and Lemma 3 to produce very
“quantum” functionals on compound systems - note that Lemma 6 always deals
with CP maps and states (normalized positive functionals with respect to the cone
(A⊗B)+!) on C∗-algebraic tensor product. Therefore, following Lemma 3, we will
define states ω by
(57) ω(a⊗ b) = Trφ(a)bt
where φ is any map described by Theorem 24. Any a, b ∈ B(C3) can be written as
a =
∑
aijEij , b =
∑
bklFkl
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where aij , bkl ∈ C while Eij , Fkl are basis in B(C3). Hence
(58)
∑
ijkl
aijbklω(Eij ⊗ Fkl) = Trφ[abc](a)bt =
∑
ijkl
aijbklTrφ[abc](Eij)Flk
But
(59) φ[abc](Eij) = ψ[abc](Eij)− Eij
Let i 6= j. Then
(60) φ[abc](Eij) = −Eij
To consider the case i = j define
(61) fk(l) = akl
where
(62) [akl] =

 a b cc a b
b c a


Then
(63) φ[abc](Eii) = −Eii +

 f1(i) 0 00 f2(i) 0
0 0 f3(i)


Taking a = 2, b = 0, and c > 1 , equations (58), (60), and (63) give very “quan-
tum” functionals, positive on the projective cone (so admitting negative values on
Cinj \ Cpro) and showing another difference between Lemmas 3 and 6. Moreover,
this shows how powerful “machinery” was proposed in Section 2 as well as gives
another explanation of question studied in [35].
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