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Abstract
Smart Home IoT is gaining popularity because of its ability to render a connected experience
and a high level of automation to its users. To render this connected experience, smart home devices
need to collect and share data from their environments. From privacy and security standpoint, the
data collection can be an important cause of concern for smart home IoT users. The research
presented in this dissertation is focused on understanding how smart home IoT users make privacy
decisions. With the understanding of these decision preferences, privacy settings interfaces for smart
home users are created which can be helpful in setting privacy preferences effectively.
In this dissertation, privacy decision making in smart home IoT is investigated from three
angles: First, understanding how contextual factors such as entities collecting/receiving data and
storage of location influences privacy decisions. Second, investigating how factors like heuristics (in
form of defaults and framing) and personality characteristics which lie outside of decision making
context influence privacy decisions. Third, how do conceptual models associated with smart homes
influence the privacy management experience of smart home IoT users.
In a controlled experiment which presented participants with multiple contextual scenarios,
the data analysis showed that the participants tend to emphasize some contextual factors more over
the others and that their decision making is influenced by heuristics like defaults and framing. The
regression modeling results of privacy decisions informed the design of privacy settings interfaces
which can be used to manage privacy decision in smart homes. By using machine learning methods,
participants were clustered on the basis of similarity in their privacy decisions. Upon further analysis
of these clusters, it was observed that the interface design needs of participants varied across different
clusters.
This observation led to the creation of personalized privacy management interfaces. In
another controlled experiment, these personalized interfaces were tested with participants and the
ii

findings revealed that the personalization of interfaces rendered better experience to the users. This
controlled experiment also accounted for smart home users conceptual models by leveraging psychometric scales which gauged whether a person draws from two distinct conceptual models (‘Agentic’
and ‘User Centric’) of adoption. The affinity of IoT users towards either of these conceptual models
was gauged using newly developed psychometric scales which were built during a preceding survey
study. The results from this study showed the robustness of the new scales across different cultural groups as well as their effectiveness in influencing user perceptions of different adoption and
experience related aspects of smart home technology.
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Chapter 1

Introduction
Internet of Things (IoT) is among the several leading technologies of our era. One way
to define IoT is that it is a collection of devices, sensors or equipment which are connected over a
common network in such a way that they work in tandem to render a connected experience and
advanced level of automation to its users. With a definition so broad, IoT successfully found its place
in a wide array domains. Internet of Things originated with the idea of RFID tags to be used for
the purpose of streamlining supply chain operations, coined by Kevin Ashton during a presentation
at Proctor and Gamble [9]. Today its application can be seen in domains such as healthcare, smart
cities, smart homes/household, office spaces, government organizations and policing [1]. Declining
costs of sensors and hardware as well as cheaper and faster internet has played a crucial role in
widespread expansion of IoT. Today, consumer IoT has penetrated our most intimate parts of life.
By using some cheap sensors, one can make even our most mundane appliances smart. This is
evident from a number of devices: from activity trackers (like Fitbit, Apple Watch) to even our
refrigerators are now ‘smart’ [76]. In the realm of today’s ‘Smart Homes’, power of IoT is in giving
a connected experience and a high level of automation to its users. The automation can even be
tailored to the specific needs of each user and hence give a personalized experience. But is the
personalization and higher level of automation welcomed by all the users? It is possible that some
people might find the automation really useful but others might think of the same in terms of added
complexity they don’t want to deal with and for some others it can be outright intrusive [94, 120].
To render a seamless connected experience to its users, IoT systems leverage collection of
data from the surroundings and sharing it between devices in the environment. Take smart bulbs for
1

instance, a regular (not ‘smart’) bulb needs to be turned on/off by pushing physical buttons, a smart
bulb on the other hand can be additionally controlled through smartphone app, voice commands or
even be triggered using various other sensors in the environment. A smart bulb renders connected
experience to its user with its ability to be triggered in multiple ways. This however means that
a ‘phone app’ will need access to smart bulb, perhaps a voice assistant (like Alexa/Google Home)
will need access to the bulb as well. To enable such scenarios, the bulb needs to communicate with
different devices. Also, the devices connecting with the smart bulb need to know the current state of
the bulb to successfully perform an action. In any case, the knowledge of on/off state of the smart
bulb is itself a form of data. In this example, the trade-off for the user is in the form of convenience of
not having to get up and press switch to operate the bulb, but the user will have to give permission
to her/his smart assistant and the phone app to connect with smart bulb and perhaps even store
some data about it.
In terms of privacy decision making, the above example can seem like a couple of permissions,
but this is only for one smart home device. Now imagine a smart home full of several such devices,
each device collecting and sharing data with other devices within the environment. Managing such
large volume of permissions can be an intimidating task for the end users. Additionally, privacy and
security concerns around IoT have been considered as one of the key barriers to adoption [15, 24,
88, 94]. The main goal of this dissertation can be summarized in the following research question:
• RQ-A: How can we best support complex smart home privacy decisions for the end users
while accounting for various user preferences?
To answer the above questions: the research presented in this dissertation looks at privacy
decision making in smart homes from various vantage points. First is understanding how the conceptual models of IoT and in this case smart homes vary across different users. Second, identify
the factors/parameters which are important to privacy decision making. Third, understand how
non-contextual factors such as heuristics influence the privacy decision making. Fourth, develop and
test user interfaces which can support privacy decision making in smart home IoT environments.
Having an understanding of end user’s conceptual models around adoption and use of smart
home technology can be very useful when designing systems associated with it. Based on results
of an interview study, Page et al. [94] proposed two such conceptual models which IoT users tend
to draw from: ‘Agentic’ and ‘User Centric’. The models primarily differentiate from one another
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on the basis of the level of control which the IoT user may want to exert on the environment. The
research presented in Chapter 3 expands this work by developing psychometric scales to identify
whether a person draws closely from either of the two conceptual models. The developed scales
help in identifying how comfortable people are with relinquishing control of smart devices in environment, their comfort with automated personalization and the desire to exert control over the
environment. Hence, these scales are especially relevant in terms of understanding user perception
towards automation offered by smart home device. These scales are further used in evaluation of the
personalized privacy management interfaces in Chapter 7. The two main research questions which
Chapter 3 addresses are:
• RQ-B: Is it possible to quantify smart home user’s conceptual models in a psychometric scale?
If so, would these scales be effective?
• RQ-C: How do these scales influence different user perceptions in varying levels of automation?
The importance of context in privacy decision making has been well documented by researchers [91, 109, 134]. This is perhaps true for making privacy decisions in IoT as well. The
research presented in Chapters 4 and 5 looks at the contextual factors associated with the decision
making context. Chapter 4, first analyzes a dataset from Lee and Kobsa’s study where participants
were presented with multiple contextual scenarios and they responded by either enabling or disabling these scenarios [79]. This helped in identifying which factors/parameters of the context were
important to privacy decision making in generalized IoT environments. The research question which
this chapter addresses is as follows:
• RQ-D: Do potential users of generalized ioT environments have specific preferences towards
contextual factors when making privacy decisions?
While addressing RQ-D, a data driven approach to design privacy management interfaces
for generalized IoT was also proposed in Chapter 4 and [12]. This approach also forms the basis of
privacy management interfaces for ‘Smart Homes’ in Chapter 5 and is further used in developing
and testing personalized privacy settings interfaces in final study of the dissertation.
Chapter 5 is where the focus shift completely to smart home privacy decision making. By
using an experimental design similar to that of Lee and Kobsa [79], the user study in Chapter 5
presented with contextual scenarios which included factors that are more suitable to smart home
3

environments. The data analysis results from the user study helped inform the design of privacy
settings interfaces. The machine learning models developed during data analysis showed that the
participants could be clustered together on the basis of the similarity of their decisions. The research
question here addressed by this chapter is:
• RQ-E: How does the smart home context influence the privacy decision making in case of
smart homes?
In a nutshell, chapters 4 and 5 focus on how the contextual parameters influence the privacy
decisions in case of generalized IoT environments and smart home IoT environments respectively.
Another aspect of privacy decision making is the influence of heuristics on the decision process. This is also accounted for in the user study presented Chapter 5 manipulated the defaults and
framing of decision question asked about the contextual scenario. The results from this manipulation are intriguing and are covered in depth in Chapter 6. The effect of defaults on privacy decision
making specifically inspired the addition of defaults as a manipulation when testing personalized
privacy settings interfaces in Chapter 7.
In the final study of this dissertation, research from all of the chapters comes together.
Starting off with how contextual parameters influence privacy decisions in Chapter 5, the machine
learning models serve as the foundation of developing personalized privacy settings interfaces. The
design of interfaces is once again based on the data driven design approach which was first developed
in Chapter 4 for generalized IoT and later used in Chapter 5 for Smart Home IoT. Moving from
context, the psychometric scale developed in Chapter 3 which reflect the contextual models developed
by Page et al. [94] are used to investigate the effectiveness of personalized privacy management
interfaces. These newly developed scales do have an influence on how the participants experience
towards personalized privacy management interfaces. This strongly suggests the need to consider
the conceptual models of smart home users when designing for smart homes. Finally, the research
related to defaults in Chapter 6 informs one of the key manipulation of the final user study conducted
in Chapter 7. The results of this manipulation shows how powerful defaults can be when people are
setting their privacy preferences and their importance when designing future smart home systems.
The main finding of Chapter 7 (the final user study) is that personalizing privacy management systems is a sensible approach when designing for smart home privacy. Personalization
accounts for individual difference between the IoT users. In case of this study the personalization
4

was not only on the level of what the interface looks like/or the level of control which it offers to its
user but also the personalized defaults which go along with that interfaces. The findings strongly
suggest that both of these elements: personalized design and personalized defaults are important in
rendering a good privacy management experience to the smart home users. Additionally, the results
also show how conceptual models influence the experience rendered by the personalized privacy
management interfaces.
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Chapter 2

Related Work
This chapter reviews the literature surrounding the adoption, conceptual models, privacy
decision making and behavior in IoT environment. Section 2.1 focuses on the drivers associated with
IoT adoption. Section 2.2 explains in detail two conceptual models associated with the interaction
and use of IoT technology. This research is the foundation of scale development study presented
in Chapter 3. Sections 2.4 - 2.6 covers research conducted on privacy decisions making and various
aspects associated with it such as context of decision making, heuristic influences and effects of
personality characteristics. The literature review finally covers some of the existing work around
design aspects of privacy and IoT (See Section 2.8).

2.1

Adoption of Internet of Things
Researchers have delved into understanding users perceptions, attitudes, and adoption of

consumer-based IoT devices [24, 33, 26]. For instance, Brush et al. [24] interviewed smart home
users to find that there are a number of barriers to use: such as cost of ownership and poor manageability, that need to be addressed before in-home IoT becomes more prevalent. Carrington et al. [26]
highlighted the accessibility problems associated with wearable fitness trackers by interviewing athletes confined to wheelchairs, showing how designers made faulty assumptions about who their users
were, their capabilities and need for tracking steps. In 2011, Jia et al. [58] interviewed nine techsavvy individuals who were also familiar with IoT, exploring how they felt about these more agentic
devices; they found their participants perceived themselves as still in control (i.e., personal agency)
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of the agentic IoT devices (i.e., proxy agency), as long as the devices met their needs. In 2017, Cila
et al. [33] created a taxonomy to help designers re-conceptualize IoT product design by framing IoT
devices as agents that collect, intervene and create. As device autonomy increases, designers must
consider how to artfully delegate control away from the user to these IoT devices in a way that does
not break from social norms held by human agents. Ozkan et. al looked into different social aspects
which would serve as a barrier to the widespread adoption of IoT. Some of them being cost, control
and security [15]. Yang et al. found that in line with Theory of Planned behavior, the attitude,
subjective norms and perceived behavioral control had a strong effect on the intention to use smart
home [137]. Additionally arguing that the usability and mobility as opposed to inter-operability of
IoT had a much stronger effect on intention to use. Indicating that the users of IoT are more likely
to be accepting of IoT should they have more control and remote access to different devices within
the smarthome environment.
One of the key features of IoT environments is that they have a high potential for providing
personalized services to their users [121, 42, 44]. For example, Russell et al. [107] use unobtrusive
sensors and micro-controller to realize a human detection for further providing personalization in
a scenario of a family making use of the IoT in their daily living. Henka et al. [49] propose an
approach to personalize services in (household) IoT using the Global Public Inclusive Infrastructure’s [122] preference set to describe an individual’s needs and preferences, and then adapting a
smart environment accordingly.

2.2

Conceptual Models: Of Interaction and Use
Understanding of conceptual models related to adoption and use of any technology can give

useful pointers towards designing for that particular technology. In case of smart homes and IoT
in general, research have looked at how different perceptions can shape the end users conceptual
models of IoT and how that can further influence their adoption and use [87, 90, 52]. For example,
Nikou (2019) leveraged constructs from Technology Acceptance Model (TAM) [38], diffusion of
innovation [105], perceived costs [125] and consumer perceived innovativeness [82] to propose a
conceptual model associated with adoption of smart home technology. The main finding was that
some of constructs like trialability and compatibility offered by smart homes influenced intention
to use and these effects were mediated by TAM constructs. Mulcahy et al. focused more on how
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optimism, innvoativeness, discomfort and insecurity influenced intention to use, trust, consumer
engagement and perceived risks [87]. All of these attempts to develop conceptual models associated
with adoption leveraged existing scales which were tailored to context of IoT.
A more grounded theory approach to developing conceptual models of IoT was done by
Page et al [94]. They suggest that IoT users draw from two fundamentally different conceptual
models called as Agentic and User Centric perspectives. These findings are based on the data
collected from interview conducted with 38 participants of which 19 participants were millennial
and 19 were their parents. The user-centric technology perspective emphasized the self and the
idea that the user should be the one to initiate actions and control what happens when using
IoT. Participants who drew from this perspective often focused on the more tangible aspects of
IoT, such as breakability and real-world consequences when the IoT device malfunctioned. The
participants primarily drawing from this model perceived that the end user would primarily initiate
and execute actions. In contrast, participants who drew from the agentic technology perspective
treated IoT devices as the facilitator of actions, at times coordinating between users, devices, and
the environment. For example, participants used wearable devices to track where and how far they
ran, as well as to build a community to help them achieve their health and fitness goals. Their
focus was more on the intangible and communication-oriented concerns and benefits of IoT, such as
feeling watched or being able to connect with others. The agentic model de-emphasizes the role of
end-user when it comes to controlling the different devices within the environment while recognizing
the distributed nature of actors.
A limitation of this research is that these models are theoretical frameworks and it is difficult
to use them quantitatively to see how these models may actually influence the user perceptions and
adoption strategies towards IoT. The research presented in Chapter 3 expands Page et al’s work
by systematically developing three psychometric constructs which are closely aligned with the key
characteristics of agentic and user centric models. The developed constructs also influence the user
perceptions towards personalized privacy management systems for smart homes and this is shown
in Chapter 7. Since these conceptual models form the basis of research presented in Chapter 3, they
are discussed in more details in the same chapter.
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2.3

IoT and Levels of Automation
Human interaction with automation has been extensively studied and the researchers have

proposed several levels of automation [96, 97]. Parasuraman et al [96] proposed ten different levels
of human interaction with automation which ranged from human being in absolute control to the
computer being in absolute control. There were a total of ten different levels in this model. This
model was further expanded by Patterson et al. who added some granularity to the 10 levels and the
new model had 16 different levels of automation. These 16 levels could be sub-categorised in four
parts: Information Acquisition (Computer only collect information), Information Analysis (Computers analysis information and help guide decisions), Decision Selection (With advanced analysis,
computers give a set of possible decisions) and Action Implementation (Computer either performs
the action by keeping human in the loop or askes permission to execute an action) [97].
Specifically in case of smart homes, many consumer devices fall on the wide range of the
automation spectrum. FakhrHosseini et al. proposed a need for framework for levels of autonomy
in smart home automation specifically for older adults using Parasuraman et al.’s framework [96].
Their research found tht there exists a need to have more experimental evidences to understand the
barriers (cognitive or conceptual) to adoption of smart home technology. This suggestion was on the
based on the idea that with each increase in level of automation, there is an added demand on the
user to get an understand the new level of automation. In a follow-up research by the same authors,
they proposed a new taxonomy which for smart home which accounts for levels of automation and
how much control does the home has on the various devices and their actions in the environment.
Five different types of homes were proposed: Electric Homes, Customized, Proactive, Support and
Companion. Today’s Smart Homes generally fall in customized and proactive categories as these two
categories tend to include some smart devices which offer a basic level of automation to their users.
In the user survey presented in Chapter 7, evaluates how different user perceptions shape adoption
of different smart home devices and how it is tied to conceptual models of smarthome IoT users. the
literature surrounding levels of automation played a key role in choosing the three different smart
device for which the adoption patterns were investigated.
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2.4

Privacy in IoT
Researchers have shown that privacy can play a limiting role in users’ adoption of personal-

ized services [116]. For example, Awad and Krishnan [10] show that privacy concerns inhibit users’
use of personalized services, and Sutanto et al. [113] demonstrated that privacy concerns can prevent
people from using a potentially beneficial personalized application. Kobsa et al. [70] demonstrate
that the personalization provider is an important determinant of users’ privacy concerns. Moreover,
research has shown users’ willingness to provide personal information to personalized services depends on both the risks and benefits of disclosure [99, 50, 53], and researchers therefore claim that
both the benefits and the risks meet a certain threshold [118], or that they should be in balance [29].
The argument that using user-generated data for personalization can result in privacy concerns has also been made in IoT environments [133]. One of the first examples in this regard was
the work by, Sheng et al. [111], who showed that users of “u-commerce” services (IoT-driven mobile
shopping) felt less inclined to use personalized (rather than non-personalized) u-commerce services,
unless the benefits were overwhelming (i.e., providing help in an emergency).
In response, researchers have proposed frameworks with guidelines for evaluating the security
and privacy of consumer IoT applications, devices, and platforms [98, 81]. Most of these guidelines
are focused on minimizing data acquisition, storage, and collection sources. Along these guidelines,
several researchers have proposed architectures that restrict unwanted access to users’ data by IoT
devices. For example, Davies et al. propose “privacy mediators” to the data distribution pipeline
that would be responsible for data redaction and enforcement of privacy policies even before the
data is released from the user’s direct control [37]. Likewise, Jayraman et al.’s privacy preserving
architecture aggregates requested data to preserve user privacy [55]. Davidoff et al. proposed seven
design principles that should considered by IoT system designers to allow for end user programming.
They looked at the gap between the need for control of devices versus having the need to control
their personal lives. The principles included allowing for organic evolution of routine, easing the
construction of new behaviors and so on [36].
Other research has considered IoT privacy from the end-user perspective [43, 36], both when
it comes to research (e.g., Ur et al. investigated how privacy perceptions differ among teens and
their parents in smart security systems installed in homes [120]) and design (e.g., Williams et al.
highlight the importance of designing interfaces to manage privacy such that they are usable to the
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end users of IoT devices [131], and Feth et al. investigated the creation of understandable and usable
controls [43]). One of the prominent investigation on end users’ privacy perception of IoT was done
by Zheng et al. where they observed four key themes [138]. First convenience and connectedness
had a major influence on the extent to which smart home users were willing to sacrifice their privacy.
In that the participants mentioned that they enjoyed the connected experience of IoT and that the
benefits/convenience outweighed the concerns of using the system. Second, the users’ opinion around
third party entities collecting their data depends on the perceived benefit. For example, people are
more concerned about their data going to internet service providers as opposed to manufacturer of
devices. Third, users trust that the manufacturer would safeguard their private data, stressing that
brand familiarity and perceived brand reputation play a key role. Fourth, the users were skeptical
of the privacy risks associated with the data by non-audio/video recording devices [138]. It can be
speculated that IoT users do not have a clear understanding of how to manage passive/non-obvious
data flows happening in their environment. This is hence one of the key need in terms of developing
interfaces that can help IoT users manage obvious and not so obvious data flows in the environment.
Chapters 5 and 4 try to bridge this gap by taking a user centered data driven approach to design for
privacy settings interfaces for smart homes. Chapter 7 evaluates a set of privacy settings interfaces
which are developed based on research in Chapters 5 and 4.

2.5

Context of IoT and Privacy Decision Making
Nissenbaum’s contextual integrity theory argues to look at privacy in coherent yet dyanamic

contexts which can include different actors (creators and receivers of information), the data itself, the
channel responsible for data flows and the temporality of the data flows(at what time or the duration
for which the data is stored.) [91, 20]. Privacy preferences can vary greatly based on data types; for
example, data in the form of location can be a sensitive piece of information for the end users and
people can have varied preferences about sharing it and also have varying preferences about how
the same data can be used or stored [18, 117, 21, 89, 41]. Consolvo et al. found that while deciding
on sharing location, ‘Requester’ and ‘Purpose/Reason’ for sharing the information were the most
important factors of decision making [34]. Apthorpe et al. conducted a survey study with 1731
participants where they tested a total of 3840 information flows comprising which factored sender,
recipient, attribute (data) and transmission principles. They were able to establish acceptability
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scores across different combinations of the four factors [8]. Researchers have proposed frameworks
to support IoT privacy decision making by looking at the context as a whole [79, 110]. The idea is
to have context adaptive privacy systems where the system adapts to varying privacy context and
recommends user with the privacy decisions [110].
In case of IoT, researchers have been able to identify certain factors of the context which
can influence the IoT end user’s privacy attitudes and behaviors. These factors were recipients of
the information, the information itself or the purpose of collecting information [89]. For example,
Lederer et. al. found that the entity requesting the information was the key driver of privacy
perceptions of the decision maker [77]. Choe et al. conducted a survey study to identify privacy
concerns based around different activities one might do within a household, focusing of the ‘Data’
itself within the context of privacy decision making [31]. Psychoula et al. took a scenario based
approach to understanding privacy perceptions of IoT users. They identified how different type
of data can have varying levels of privacy [101]. For example, participants in their study rated
banking details with higher privacy rating as oppsed to exercise or even data from their home security
system [101]. Taking a step further and understanding the privacy perceptions varied across different
age-groups and cultures, demonstrating that personality characteristics can have a strong influence
on privacy perceptions surrounding the IoT. [101]. In sum, privacy research in IoT has been done
from understanding user attitudes and perspectives, but there is a lack of research around how
context influences the actual decision of the end user. What is missing from these research studies
is that they look at privacy in IoT from different factors which influence the decisions of perceptions
but not as a coherent context. Some of the data types might be more private in a different context
than in general. The research presented in Chapter 4 and Chapter 5 tries to fill this gap by through
a user study which takes into account a much wider spectrum of context by manipulating different
factors associated with privacy decision making.

2.6

Effect of Personal Characteristics and Heuristics on Privacy Decisions
While the contextual factors can affect privacy perceptions of IoT users, it is likely that

such perceptions/attitudes and the resulting behavior can be influenced by their inherent personality
characteristics [71, 46, 17]. Halevi et al. observed that people with certain personality characteristics
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out of Big 5 personality traits were more susceptible to phishing attacks and it also influenced how
they set their privacy settings [46]. For example people who rate high on openness tend to have
less conservative privacy settings on facebook [46]. Malhotra et al. developed and tested scales
for general privacy concerns, control and general awareness of an individual and demonstrated how
it influences privacy perceptions [83]. Not only personality characteristics but the presentation of
decision itself can influence the decision making. Heuristics in form of default and framing can affect
the decisions of the user [59, 4, 75, 127, 32, 104]. For example, Adjerid et al. found that people are
willing to disclose more information in presence of privacy notices framed as increased protection,
compared to the same notices framed as decreased protection towards privacy risks [4]. Another
notable work about framing influencing choices of downloading Apps on Android App store was
shown by Rajivan and Camp (2016) [103] who used different icons as manipulation for framing.
Their research showed that particular type of icon (A lock) had a stronger effect on the choices
made by participants in selecting which apps they ended up downloading. It is likely that such
heuristics could also influence how people make privacy decision in Smart home environments and
research presented in Chapter 6 tries to understand this effect in a great depth. The presence of
such parameters can influence the experience of managing privacy in the IoT environment, hence it
is important to account for such influences while evaluating the user experience of managing privacy
in IoT environments. This research around the influence of personal characteristics on decision
making was the motivation behind including scales like Collection Concerns scale [83] and General
Information Privacy Concerns Scale [83] in the user study presented in Chapter 7.

2.7

Designing for Smart Home User Interfaces
A notable earliest investigative study into understanding how end users would interact

with IoT was done by Koskela and Mattila [72] where they evaluated three different UIs (more like
platforms such as PC, Cellphone and TV). Their results indicated the need of having a pattern based
control where a user can set up different rules to manage various tasks within an IoT environment.
Additionally also having a need to show give ‘Instant Control’ which would enable immediate control
in use context [72]. We see examples of these in today’s smart home UIs, e.g. Google Home has two
different interfaces, the home screen shows different devices in a smart home environment whereas
a UI to set up routines in order to automate operations is also present. Early UI designs for smart
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home also attempted to utilize the physical layout of a home to enable users with using different
appliances in a smart home [78]. Some of the recent work in developing visualization to the end
user of smart home was done by Castelli et al. where they took end user development approach for
visualizing smart home data. The developed visualization were tested in the wild with application
at 12 actual households. Their results indicated that the end users used the visualizations to answer
specific questions around the activities in their home, to check if they forgot something and if they
were saving energy [27]. In terms of approach to designing user IoT user experiences, Fauquex et al.
proposed a 7-step methodology to create people-aware IoT applications where they combined design
thinking and user centered design methods. Their results lead to creation of user focused scenarios
which met the user needs. While these are good approaches to design for smart home environments,
they might not be best suited for building privacy settings interfaces for smart homes. This is
because the decisions in smart homes are complex and usually requires users to take different factor
into account before privacy decisions. As explained in previous section, the number of such context
is specially high in IoT environments. This call for a taking a different approach towards designing
for privacy settings in IoT environments and research presented in Chapter 4 and 5 tries to bridge
this gap by proposing a data driven approach to design privacy settings interfaces. The research also
tries to take a step further by trying to add personalization to the interfaces by leveraging machine
learning models [48]. The user study in Chapter 7 evaluates the user centred and personalized
interfaces which are based on the research presented in Chapter 5.

2.8

Managing Privacy through User Centered Design
Prompting users with frequent notifications to make privacy decisions is a possible but

an ineffective solution, mainly because of the annoyance associated with the frequency with which
the process would happen. Micallef et al. demonstrated this in case of privacy notifications on
smart phones [85]. In fact, research has also found that people tend to give preferences to social
notifications (coming from social media apps like Twitter or Facebook) over non-social notification
which is exactly the category under which smart home privacy notifications would fall under [100].
An interesting approach to help IoT users understand privacy implication of different sensors in their
vicinity has been proposed in the form of ‘Personalized Privacy Assistants’. PPAs detect different
sensors in the vicinity of the individual and inform the users with the different data practices of these
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sensors. However, the design of this interface has not been tested for the usability. Additionally,
this still leaves the burden of decision making to the end user [35]. Beyond prompts, one can
regulate privacy with global settings. The most basic privacy-setting interface is the traditional
“access control matrix”, which allows users to indicate which entity gets to access what type of
information [108]. This approach can be further simplified by grouping recipients into relevant
semantic categories, such as Google+’s circles [128]. Taking a step further, Raber et al. [102]
proposed Privacy Wedges to manipulate privacy settings. Privacy Wedges allow users to make
privacy decisions using a combination of semantic categorization (the various wedges) and interpersonal distance (the position of a person on the wedge). Users can decide who gets to see various
posts or personal information by “coloring” parts of each wedge [102].
Designs like ‘privacy wedges’ have been tested on limited numbers of friends, and in the case
of household IoT they are likely to be insufficient, due to the complexity of the decision space. Bastian
(2015) attempted to design privacy settings interfaces by taking a user centered design approach.
The approach starts off with different types of interfaces such as Radial awareness view (similar
to privacy wedges) or privacy profile management views. The latter heavily focuses on rule based
methods where the users can set rules to manage permissions. All these designs were thoroughly
evaluated in user tests. The problem however is that the number of possible combinations is indeed
much higher, which can essentially make rule-based UIs even more complex to use. Additionally, a
number of contextual factors which might work in tandem have not been accounted for [73].
IoT privacy decisions involve a large selection of devices, each with various sensors that
collect data for a range of different purposes [12, 48, 73, 6]. This makes it complicated to design an
interface that covers every possible setting [131]. A wedge-based or a rule based interface [73] will
arguably not be able to succinctly represent such complexity, and therefore either be impossible, or
still lead to a significant amount of information and choice overload.

2.9

Summary
This chapter reviewed literature from different vantage points, starting from overall end

user perspectives surrounding adoption of IoT (Section 2.1). The background research presented
in Chapter 3 tries to bridge the gaps highlighted in section 2.2 by proposing different conceptual
models for IoT end user adoption. Building on which Chapter 3 proposes first user study which tries
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to develop psychometric scales for conceptual models.
The rest of the sections in this chapter review literature surrounding privacy in general
and smart homes, personalization and designing for smart home interfaces. Section 2.4 and 2.5
explores research already done in the realm of privacy and IoT, highlighting the need for looking
at privacy in smart home from a coherent context rather than fragments for different factors. The
research presented in Chapter 4 and 5 endeavors to fill this gap by looking at smarthome privacy
through a user study comprising of a wide array of contexts which are combinations of different
factors associated with decision making. This research also takes a step further and develops a
data driven approach to designing privacy settings interfaces. The designed interfaces are based on
statistical data analysis of data. Machine learning models are also used to cluster data and build
pre-defined defaults and smart profiles as a part of the interface settings. This approach towards
designing for smart homes/ IoT in general is novel compared to existing body of research presented in
Section 2.7 and 2.8. In addition to context, different other aspects like defuault effects and personal
characteristics can influence the privacy decision making of smart home users. The existing research
pertaining to this has also been covered in Section 2.6 and chapter 6 investigates how these factors
influence the privacy decision making in smart homes and the final proposal 7 also accounts for these
factors while evaluating the user interfaces which are built on the research presented in Chapter 5.
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Chapter 3

Agentic and User-Centric
Conceptual Models of IoT: Scale
Development Research
In their research, Page et al [94] suggested that IoT users draw from two distinct conceptual models: Agentic and User Centric. The people drawing from Agentic model are comfortable
with relinquishing control to IoT devices and welcome automated personalization. In contrast, the
people drawing from User Centric perspective desire to exert more manual control over the actions
performed by devices in IoT environment. Hence, both of the conceptual models differ from one
another primarily on the basis of the level of control the end user desires over the IoT environment.
The research presented in this chapter builds on the conceptual models developed by Page
et al. [94]. In this chapter, the definitions and characteristics of Agentic and user centric conceptual
models are leveraged to build psychometric scales which can help identify the extent to which a
person may draw from defining characteristics of the Agentic and user centric conceptual models.
Psychometric scale development is an iterative process: the items developed may require revision
and re-testing to validate if they really measure what they are supposed to measure. A similar
approach was taken in the research presented in this chapter too. As there are two conceptual
models, two different scales were built and tested through a pilot study (See Section 3.2). Based on
the results, the scales were revised and re-defined and tested once again in a main survey study 3.3.
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In addition to this, the research in this chapter also demonstrates how the developed psychometric
scales can help understand user perceptions of IoT and IoT adoption.
The scales developed in this chapter are further used in the user study presented in Chapter 7. The results from user study presented in Chapter 7 show the potential of these scales in understanding how conceptual models can influence the end user’s experience of personalized privacy
management interfaces and how these scales can potentially serve as predictors for recommending
privacy management interfaces to the future smart home users.

3.1

Background
As mentioned in the introduction, the focus of this chapter is on the development of psy-

chometric scales for the Agentic and user centric conceptual models of IoT as developed by Page
et al [94]. This section specifically dives into the models proposed in Page et al. [94] and serves as
a foundation to the subsequent scale development research presented in the later sections of this
chapter.1
Page et al’s, research is based on 38 semi-structured interviews which explored peoples
attitudes, understanding, and use of commercially available wearable (e.g., fitness tracker) and
environmental (e.g., in-home) IoT devices. To examine generational differences, the sample included
Millennials (ages 18-26) and one of their parents,i.e. 19 students and 19 parents. The interviewed
participants included both adopters and non-adopters of IoT. During the semi-structured interview
process, participants were first asked to define “Internet of Things” as a technology and were also
asked to give an example of an IoT technology. Next, the interviewers provided a definition of IoT
which would help the participants have a better conceptual understanding of the technology in case
they were not aware of what IoT was. After this, participants were asked more specific questions
probing their use (non use) of wearable and in-home smart devices. The questions also explored
their perceptions about benefits/drawbacks of wearable and general IoT devices. Table 3.1 includes
different interview questions asked to participants.
The analysis found that participants drew from two distinct conceptual models that emphasized different aspects of IoT technology. These conceptual models shaped their attitudes, beliefs,
1 The

research presented in this section is extracted from Page et al. [94] as is. This research paper was an outcome
of my collaboration with Dr. Pamela Wisniewski, Murtaza Safi and Dr. Xinru Page. I contributed by helping with
structuring, cleaning and qualitative coding of the interview dataset. Hence I had the access to qualitative data.
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and behaviors around IoT, which we refer to as the “user-centric” and the “Agentic” technology
perspectives. Individuals drew from these models to inform their opinions about IoT, as well as
their adoption decisions.
Table 3.1: Interview Questions asked to participants (Same questions repeated for in-home IoT
devices)
Question Type
Background
Adoptions

Question
Participants were asked to define the Internet of Things in their own
words and to provide examples of what they considered as IoT devices.
Do you use any type of wearable smart devices for body or location
tracking?
• If so, please describe what you use and why?
• If not, please explain why you dont choose to use any of these smart
devices.

Other Uses
Mobile
Benefits

Do you use any wearable smart devices for any other purposes than body
or location tracking? If so, please explain.
[If use] Are the wearable smart devices that you use integrated with your
phone or separate devices. Please explain
In what situations do you feel wearable smart devices for body or personal
location tracking may be beneficial?
• (If use) how have these smart devices been personally beneficial to
you?

Drawbacks

In what situations do you feel wearable smart devices for body or personal
location tracking may be problematic?
• (If use) Have you personally had a negative experience with any of
these smart devices in the past? If so, please explain.

3.1.1

Agentic Conceptual Model
In the Agentic model, the participants saw the IoT environments as a facilitator of actions

acting on its own. The facilitator not only co-ordinated between devices but also with the users
of IoT. There were only a few participants who came from exclusively Agentic perspective and in
general, millenials drew from the Agentic model more than parents [94].
The Agentic model de-emphasizes the role of the end user when it comes to controlling the
different devices within the environment while recognizing the distributed nature of actors and the
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level of control they can relinquish. For instance in case of a device driven climate control of IoT
thermostat, a participant said:
“Let’s say all of a sudden the system goes to 60 degrees instead. I just know somethings wrong with
it and...then it should manually ask, ‘do you really want to go to the certain temperature?’ or
something like that.”
The Agentic perspective was focused more on the intangible aspects associated with IoT
devices. The information used and sensed by IoT was seen as dynamic and moving. The participants
understood that the IoT was capable of detecting and analyzing trends rather than just collecting
static pieces of information like address and location. For instance, while talking about information
collected by IoT devices, a participant mentioned: “You know, it might not even be keeping it, just
using the information as a way to trigger some type of action or non-action”.
Participants drawing from Agentic perspective were heavily focused on the advantages associated with convenience of having IoT devices. These participants felt that the IoT devices would
make their lives easier because the devices would substitute the need for them to do the task the user
would otherwise have to do:“It would be just easier to automate instead of doing it.” a participant
said. The participants also thought that the convenience was in part due to them not having to do
tasks they would otherwise find mundane. For example, a comment from one of the participants:
“I believe it is beneficial as well... for convenience. Umm just make sure it is easier to keep track
and not waste time doing these things so you can have time for something else. If you can feed
your animal from your phone.”
In addition, participants with an Agentic technology perspective, treated IoT as a ubiquitous, pervasive technology; they focused on the personalized and automated aspects of IoT, considered being able to give up control as one of its desirable features, and they wanted these devices to
collect more data to do even more useful, personalized things. For some, the benefits of automation
justified the cost.

3.1.2

User-Centric Conceptual Model
The User-Centric model draws from a frame of mind where the end user plays a key role

in the functioning of the technology. It also approaches IoT devices as tangible consumer products.
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Interestingly, none of the Millennials relied exclusively on a User-Centric point of view, although the
vast majority drew from this view at least a few times, albeit to a lesser extent than their parents,
during their interview. In contrast, half of the parents solely drew from this perspective, even though
many parents drew from both conceptual models.
The participants drawing from this model perceived that the end user would primarily
initiate and execute actions. They often thought the use of internet enabled devices was mainly for
remote control (e.g. turning devices on/off). The end user of IoT devices played the central role in
regulating the environment:
“In terms of energy savings and stuff like that, energy conservation: If you are not at home and you
could somehow remotely decrease the heat and even, you know, kind of on-the-fly, at the moment.”
The tangible aspect of IoT devices played a central role in participants perception of attitudes towards IoT. Participants drawing from the User-Centric perspective mentioned terms like
“battery operated” to describe the devices, or “microfiche” to describe their expectation that information is stored permanently and accessible later. Even the common concerns around the IoT
devices was them having physical damage or that the devices getting lost/misplaced and misused
especially in terms of wearables (A participant asked about wearables: “Is it waterproof?”). Sometimes even venturing into more practical issues such as:
“The wristband doesnt match my outfit and sometimes its a little, if its really hot out sometimes,
based on whatever material it is made of, its kind of sticky and sweaty.”
Some of the participants also mentioned how the IoT would make things more complicated
for them. For instance, a participant thought that physical locks were actually better than electronic
ones due to the concerns associated with hacking of electronic locks:
“Well, the garage opening, if the doors are able to [be controlled] wirelessly, if somebody can hack
into that, they would have a lot of access to things they would not normally have. Any sort of
physical locks would be able to [control] it.”
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3.1.3

Trade-offs between User-Centric and Agentic Values in IoT Adoption and Use
The analysis uncovered three different conflicts in commercially available IoT that appear

to favor the Agentic view of IoT over the user-centric viewpoint of IoT. There is a trade-off between
control versus ease of use and usefulness of consumer-based IoT technologies: Only when users gave
up control did they realize the benefits of IoT use. However, relinquishing control was easier for
Agentic-oriented participants than for user-centric participants. This helps explain why user-centric
thinkers needed a stronger value proposition and lower barriers of cost in order to adopt and use
these technologies. In Venkatesh’s [123] extended version of the widely used Technology Acceptance
Model [124], control, ease of use, and perceived usefulness are all positively associated with users
attitudes toward and intent to adopt a new system. In the case of consumer-based wearable and inhome IoT adoption, control appeared to be inversely related to ease of use and perceived usefulness,
presenting attitudinal barriers to adoption for those who predominantly drew from the user-centric
view of IoT.
Even though convenience was a shared value among most of our participants, we found
that there was another significant trade-off they had to make between trust and usefulness. Our
participants believed that IoT should make their lives easier, but many of those who were early
adopters or non-adopters found (or felt) that it did not. Either due to the IoT technology not working
correctly or the IoT device providing a service that many participants thought was a superfluous
luxury (e.g., turning on a light switch or coffee maker), many non-adopters simply did not trust
IoT devices to deliver strong benefits that counteracted real consequences (e.g., privacy violations or
physical safety concerns) that might occur when using IoT wearable or in-home consumer products.

3.1.4

Summary
In the previous sub-sections, the Agentic and User-Centric conceptual models were explained

in detail which included the characteristics and the differences between the two models. Additionally,
the various trade-offs in regards to adoption related barriers are also covered. These conceptual
models can serve as a useful lens to inform the adoption research in IoT space. A possible extension
of this existing research is to check if we can create metrics to quantitatively measure whether a
potential or an existing IoT user draws from Agentic or user centric perspective. This brings up the
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first research question of the chapter:
• RQ1: Is it possible to develop psychometric constructs to measure the Agentic/User-Centric
perspective? If so, what would those look like?
If such a scale were to be constructed, it could have several benefits such as informing the
design of interfaces for different types of users, understanding how adoption strategies vary across
different IoT users and if the products could be tailored to individual needs. One thing to be noted
is that the Agentic and User-Centric models proposed by Page et al. were generic and applied to
environmental and wearable IoT devices [94]. The scale development effort in this chapter is focused
specifically on Smart Home devices. The remaining sections in this chapter explain the methodology
adopted to create scales, results which indicate the robustness of the factors and finally gives an
example of how these scales/factors shape the perception and the intentions to continue using the
Smart Home devices.

3.2

Pilot Study with Two Factors: Agentic and User Centric

3.2.1

Procedure and Methodology
The pilot survey was taken by 200 USA based participants who were recruited via Prolific, a

web based participant recruitment platform. Prolific allows researchers to set filters when recruiting.
In case of this survey, the participants selection criteria was set for USA residents and participants
who owned at least one smart home devices. Prolific filters participants on the basis of demographic
information which they may have provided when they signed up to prolific. It was possible that
this information may not be current, hence participants were filtered out while analyzing data. For
example, in the survey some participants responded that they were from countries outside USA.
These participants were excluded from the final dataset which included a total of 159 participants.
The survey was built using Qualtrics and had three parts:
1. Demographics + General Smart Home Questions : Participants answered basic demographics
questions like gender, age, income, number of smart home devices they own, types of smart
home devices they own, smart home brands they use and such (See Figure 1 in Appendix A).
2. Smart home devices ownership: Smart Lighting System, Smart Security System and Smart
23

Thermostat? If yes, they were asked to provide their opinions about each of the three devices
by responding to pre-validated scales: ease of use, perceived control, system trust and intention
to continued usage. Participant rated their agreement on 7-point scale. Participants were also
presented with a definition of these devices before they answered any of the questions (See
Figure 2 in Appendix A).
3. Scale development questions: In case of pilot study these were Agentic and user centric questions mentioned in Table 3.2. In case of final survey, the scales were revised. In both cases,
participants rated their agreement on 7 point scales to all the items (See Figure 3 in Appendix
A).
Overall, survey procedure was similar for pilot and main surveys, except for the last part
which included items for the new scales. The entire flow of survey is also explained in Figure 3.1.
To check the quality of responses, the survey also included attention check questions (See Figure 4
in Appendix A).

3.2.2

Defining Agentic and User Centric Perspectives
The Agentic and User Centric conceptual models proposed by Page et al. serve as a frame

of reference from which the IoT user draws from rather than their role within the environment
unlike the agency define in social cognitive theory. Social cognitive theory has explained Agency in
three different forms: the direct personal agency, proxy agency and collective agency [16]. Agentic
Perspective on social cognitive theory by Bandura (2001) focuses on the ability of human agency to
influence its surroundings [16]. According to the theory, intentionality, forethought, self-reactiveness
and self-reflectiveness are at the core of Human Agency. Engen et al. reviewed literature with an aim
of defining Agency in our era of highly connected Human Machine Networks (HMN). They refer to
Machine Agency and Human Agency for HMNs as two distinct entities within the environment. The
definition draws from different three main factors which distinguish the actors (Human/Machine):
first, the activities which actors can perform, second the nature of activities and third, the ability
to interact with others [40]. The Agentic/User-Centric perspectives for which scales are being built
are focused on the desire of the smart home users to be able to enforce the locus of control within
the smart home environment which is different from the actual locus of control which is more on
the behavior side of the things in Agentic perspective explained by Bandura [16]. For the purpose
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2. Need for Manual Control
3. Comfort with Automated Personalization
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Figure 3.1: Survey Procedure
of scale development, the Agentic and User-Centric scales are defined as follows:
• Agentic Perspective: People drawing from Agentic frame look at IoT devices as facilitators
of the actions they would otherwise do themselves and convenience associated with automated
personalization is a crucial part of their experience. The people drawing from this perspective
are comfortable with losing some control to the system in exchange of added benefits in form
of convenience which comes with automation. People drawing from Agentic perspective realize
that the information collected by smart devices as dynamic in the sense that there could be
multiple recipients of the information and where it is stored.

25

• User Centric Perspective: A person drawing from user centric conceptual model wants to
maintain a certain level of control on the system and the devices in it. The people drawing from
this perspective are uncomfortable with the lack of control. User Centric conceptual model
is focused more on the tangible/physical aspects of the IoT devices. Rather than imagining
different smart devices as a part of connected network the devices are treated as a stand alone
entity.
Based on the above definitions and on the basis of qualitative data from Page et al.’s
research [94], the items for Agentic and user centric scales were created specifically for testing and
are mentioned in Table- 3.2.

3.2.3

Factor Analysis: Pilot Study Data
Exploratory Factor Analysis (EFA) and Confirmatory Factor Analysis (CFA) of the survey

data was performed and its results are compiled in this subsection. EFA was first conducted to get
an idea of the how many latent variables might be present in this data. Ideally, there should be two
latent factors: Agentic and user centric. This was not the case, the EFA revealed that there are
three to five possible factors and this was also evident from Scree plot (Figure 3.2).
Scree plot
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Figure 3.2: Scree plot accounting for all items realted to Agentic and user centric scales.
Next, confirmatory factor analysis also revealed similar patterns in the data that there are
three factors rather than two. Specifically, the ‘Agentic’ scale ended up being split in two different
factors. The items which dropped out during the CFA were: ag4, uc2, uc3, uc4, uc6 and uc8;
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Table 3.2: Constructs for Agentic and User Centric Perspectives. Items in blue are the one which
were kept in the final CFA model. Agentic perspective scale was split in two parts in the final model.
Item Description
User Centric Perspective AVE = 0.426 Sq. AVE = 0.652
uc1
When it comes to my smart home devices, I want to be the one who makes
decisions as to what is good for me
uc2
Without manual control, I worry about the potential malfunctioning of my
smart home devices
uc3
Using buttons on smart home devices reduces the complexity of my smart
home
uc4
When I automate my smart home devices I have more things to worry
about
uc5
I would like to be able to manually control each of my smart home devices
Even if the automation of my smart home devices would work flawlessly, I
uc6
would still monitor them and occasionally intervene manually
uc7
Even if the automation of my smart home devices would work flawlessly, I
would still monitor them and occasionally intervene manually
I wouldn’t trust my smart home devices to act on my behalf even if the
uc8
automation worked flawlessly
Agentic Perspective-1 AVE = 0.536 Sq. AVE = 0.732
ag1
I find the automation offered by different smart home devices to be useful
ag2
I am comfortable with smart home devices acting on their own
ag3
I would enjoy it if the smart home devices tailored their actions based on
my needs
ag4
Actions performed by smart home devices should be facilitated by an agent
(like Alexa/Siri) rather than me
Agentic Perspective-2 AVE = 0.654 Sq. AVE = 0.808
ag5
It is more efficient if smart home devices carry out daily routines without
needing my supervision
I am willing to relinquish some control of my smart home devices if it adds
ag6
to my convenience
ag7
I believe that the convenience offered by smart home devices that automate
certain actions is worth losing control over those actions

Loading
0.570

0.714

0.667

0.673
0.816
0.700

0.727
0.770
0.916

also indicated in red in Table 3.2. The items were removed from the model because of their low
communality and high cross loadings with other factors/items. All the remaining items shared
atleast 32.5% of their variance with their corresponding factors.
Overall, the CFA model did not have a great fit with respect to CFI (0.942) and TLI (0.912)
which is lower than a minimum recommended value of 0.95 and 0.96 respectively. The RMSEA was
0.132 (with confidence intervals as [0.104,0.162]) which should ideally be lower than 0.5 and upper
limit of CI should be lower than 0.1. The two Agentic factors had convergent validity as their
Average Variance Extracted (AVE) values were higher than 0.5. This however was not the case for
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User Centric where the AVE = 0.426 was lower than 0.5. All of the constructs did have discriminant
validity, i.e. the square root of AVEs was greater than the correaltions between the construct. This
is evident from Figure 3.3
Table 3.3: Covariances between different scales for pilot study. ag and agx correspond to Agentic
Perspective 1 and 2 related items from Table 3.2 respectively
Factor
Agentic-1
Agentic-2
User Centric

3.2.4

AVE
0.536
0.654
0.426

Sq. AVE
0.732
0.808
0.652

Agentic-1
1
0.693
-0.040

Agentic-2

User Centric

1
-0.411

1

Discussion of Pilot Study Results
In terms of RQ1, the results from pilot study data cautiously point to the possibility of

presence of scales which can be closely related to Agentic and user centric perspectives. However,
there is a need to significantly revise the definitions of the constructs we want to build.
The analysis of pilot study data revealed that there were three distinct constructs which
could be measured through the lens of Agentic and User-Centric perspectives. Though the factor
analysis did not result in development of robust scales, it pointed towards the possibility of creating
three different factors and the fact that the items of those scales needed revisions. This was especially
true in case of user centric perspective as the items did not fit well and this scale did not have
convergent validity.
In case of items related to user centric perspective, uc1, uc5 and uc7 even though they dont
have convergent validity these items had a decent fit with the corresponding factor. What’s similar
between these three items was that they focus more on the desire to have ‘Manual Control’ over
different devices present in the environment.

3.3

Revised Scales: Main Survey
Based on the CFA results of the pilot study, the scales were revised. The results pointed to

the idea that the Agentic scale needed to be split into two different factors. Additionally, the user
centric scale was reduced to merely three items, all of which were focused towards the idea of having
manual control over the devices in smart home environment. The desire to exert manual control
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over devices is a derivative of the user centric perspective. In sum, there was a need to refine scales
for Agentic and user centric perspective.

3.3.1

Redefining Agentic and User Centric Scales
The pilot study CFA results showed that Agentic Perspective scale was in fact measuring

two distinct factors rather than one. Result showed that items ag1, ag2 and ag3 stuck together and
seemed to focus more on one’s comfort with automation and personalization. Items like ag5, ag6
and ag7 had more to do with how comfortable people are with relinquishing control of their smart
home devices to a virtual agent and that relinquishing control was tied to added convenience in
return. Based on this, the Agentic perspective was split into two different factors which are defined
as follows:
• Comfort with loss of control A key trait of Agentic perspective is that the users are
comfortable with relinquishing control to the smart home. They believe that this adds to
their convenience and reduced effort associated with doing mundane tasks and this evaluation
depends on how much benefits they get as opposed to the amount of control they lose.
• Comfort with Automated Personalization Users deriving from an Agentic perspective are
comfortable with personalized automation offered by their smart home devices. Their comfort
is attributed to their enjoyment and finding value in terms of usefulness and convenience
associated with the automated personalization offered by smart home devices.
It should be noted that these factors are still considered as a part of Agentic perspective,
however they are distinct enough from one another that they warrant a separate scale for each one
of them.
In case of user centric perspective, the results from pilot study showed that only three items
were remaining after CFA: uc1, uc5 and uc7. It is evident from these three items that they are
inclined towards the smart home user’s desire to exert control over the various devices within the
environment rather than having a ‘agent’ (or some intangible entity) doing it on their behalf. Taking
this into account, the factor is defined as follows:
• Need for Manual Control Users drawing from an user-centric perspective have the desire
to have higher control over the actions performed by the smart home devices. This desire is
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rooted in the skepticism of automation and the need for constantly monitoring and providing
input on the actions performed by smart home devices in a tangible manner.
With these revised definitions new items were created (See Table 3.5) and further analyzed. The revised scales were administered to more participants and the data from this survey was
analyzed, details of which are covered in the next section.

3.3.2

Survey Setup and Demographics
The overall flow the main/final survey was same as that of pilot with an exception that

the Agentic and user centric scales were now replaced by three new scales: Comfort with Loss of
Control, Need for Manual Control and Comfort with Automated personalization. This survey was
also administered to participants through Prolific. Another addition in main survey was that the
survey was administered to participants from two different countries, United States of America (US)
and The Netherlands (NL). Besides this, the participants who took part in the pilot survey were
not eligible for the main survey (Prolific has an inbuilt filter to exclude participants based on their
IDs). The study was launched to participants from US and NL separately, this ensured that there
was a somewhat even distribution of data between the two groups.
Upon collection, the data was cleaned and the responses from some of the participants were
removed from the dataset for the following reasons:
1. Failing attention checks
2. Did not currently own at least one of the three smart home devices: Smart Security System,
Smart Lights or Smart Thermostats
3. Non US/NL citizens
The final dataset included 258 participants from both the countries who successfully fit
the criteria. There were 124 US based participants and 134 NL based participants. As for gender
distribution, the dataset had 101 females, 156 males and 1 participant did not disclose gender. The
age distribution of participants was inclined towards younger age group: 41% were aged 18-25 years,
39% were aged 26-35 years, 12% were aged 36-45 years, 4% were aged 46-55 years, 3% were more
than 56 years old and 1 participant did not wish to disclose their age. 62% of the participants
indicated that they were from technical back ground. In terms of level of education, 31% had a
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graduate degree, 18% had Associate Degree, 25% had an undergraduate degree, 24% had High
School Diploma and 4 participants did not disclose this information.
The primary goal of this survey was to test the newly created scales. Research has a
wide range of explanations in terms of sufficiency of the number of participants to create robust
confirmatory factor model. Some suggest that there should be at least 200 participants in the model
whereas other suggest that there should be 5-10 data points (or participants) per item [23, 64, 114].
A dataset comprising of 258 participants is sufficient as it satisfies both the criteria.

3.3.3

Revised Scales: Confirmatory Factor Analysis
Confirmatory Factor Analysis (CFA) was performed to estimate the validity of scales. A

saturated model comprising of all the items in the scale was first created and was gradually trimmed,
the items in each scale removed on the basis of two things: first were the items which had low RSquares and second, the items which had high modification indices. The CFA model included
participants from both: US and NL groups. Each factor had at-least 3 items with r-squares higher
than 0.4. To test if the trimmed model will be consistent across the two groups or not, measurement
invariance was checked and its results are covered in Section 3.3.4.
The R squares and the items pertaining to the above model are presented in Table 3.5. As
for fit indices, this model had a very good fit in general. CFI and TLI values were 0.991 and 0.986,
which are much higher than the recommended threshold of 0.96 and 0.95 respectively. The RMSEA
was 0.063 [CI(0.044,0.083), p = 0.118] indicates a decent fit as the value should be ideally less than
0.05. As for Chi-Square test of model-fit, which tests whether the trimmed model is significantly
different (p <0.001) from the estimated model, which was true in case of this model. However the
ratio of chi-squared to degrees of freedom was 2.59 which indicates an decent fit (should be <3) [64].
In addition to the decent fit indices, constructs had convergent validity as the Average
Variance Extracted (AVE) were well over the recommended value (0.5), i.e. all the items in every
scale shared atleast 50% of their variance with their corresponding construct. As for the discriminant
validity, the square root of AVE for each construct should be greater than the covariances of the
constructs with one another which is the case here (See Table 3.4).
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Table 3.4: Covariances between different scales for pilot study. AP = Need for Automated Personalization, LC = Comfort with Loss of Control, MC = Need for Manual Control
Factor
AP
LC
MC

3.3.4

AVE
0.532
0.716
0.623

Sq. AVE
0.729
0.846
0.789

AP
1
0.649
0.212

LC

MC

1
-0.282

1

Measurement Invariance Testing
Invariance testing allows us to check if the final factor model is consistent across different

groups or not. Demonstrating measurement invariance would mean that the participants across both
the countries (US/NL) interpret the individual questions and the underlying latent factors in the
same way. The invariance testing was done on similar lines of Cho et al. [30], who conducted a cross
cultural investigation of privacy management strategies. This research tested how the strategies
differ across people from three different nationalities. To test the measurement invariance, the CFA
model created in the previous section was used. The measurement invariance analysis covered the
only the items that were kept in CFA model after trimming (See Section 3.3.3 for trimmed model).
Configural invariance was tested first, this simultaneously checks whether the same factor
model works across both the groups (US and NL). The fit indices for this model were satisfactory.
The RMSEA was 0.061 (should ideally be below 0.05) however the upper limit of CI was below
0.10. The CFI (0.97) and TLI (0.960) indicated a good fit as they should be over 0.96 and 0.95
respectively. This indicates that the model did have a configural invariance and was consistent across
both the groups.
Next, full metric invariance was tested, this checks if the loadings of different items in the
latent factors are similar between the groups or not. A full metric model was tested by comparing it
against configural model. Absence of a significant improvement in the metric model when compared
to configural indicates that there was a full metric invariance. In case of the above model, full metric
model did not have a significant improvement over the configural model meaning that there was a
full metric invariance (∆χ2 (11) = 3.92, p = 0.77). In addition to this, the fit indices also indicated
a good fit for the model (CFI =0.977, TLI =0.969, RMSEA = 0.054 [0.016,0.082]).
Finally, the scalar invariance was tested. In addition to factor loadings, while testing for
scalar invariance the intercepts of items are also constrained across both groups. To test for scalar
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Table 3.5: New scales developed on the basis of pilot study feedback. These were tested across US
and NL participants.
Construct
Need for

Item
#
ap1

Automated

ap2

Personalization
AVE = 0.729

ap3

Sq.(AVE) =
0.532
Comfort
with
Loss of Control
AVE = 0.716

ap5

Sq.(AVE) =
0.846

lc4

ap4

lc1
lc2
lc3

lc5
Need for

mc1

Manual

mc2

Control

mc3

AVE = 0.623

mc4

Sq.(AVE) =
0.789

mc5

mc6

Item

Loadings

I find the automation offered by different smart home devices to be useful.
I appreciate the automatic personalization offered by smart
home devices.
I would enjoy it if the smart home devices tailored their
actions based on my needs.
If my smart home devices recommended automated routines to me, I would likely use them.
Automated actions performed by my smart home devices
will help me focus on more important activities.
It is more efficient if smart home devices carry out daily
routines without needing my supervision.
I am willing to relinquish some control of my smart home
devices if it adds to my convenience.
I believe that the convenience offered by smart home devices
that automate certain actions is worth losing control over
those actions.
I am okay with smart home devices modifying their actions
based on my usage.
The benefits offered by smart home devices outweigh the
amount of control I lose.
I would like to be able to manually control each of my smart
home devices.
Even if the automation of my smart home devices would
work flawlessly, I would still monitor them and occasionally
intervene manually.
Having manual control over smart home devices allows me
to keep tabs on the actions they perform on my behalf.
When using my smart home devices, I prefer to use physical
controls over voice commands.
Manually controlling the actions of my smart home devices
is more convenient than having the devices act on their
own.
Most of the time I simply treat my smart home devices as
manual appliances.

0.723
0.667

0.788

0.818
0.938

0.775
0.762
0.752

0.852

invariance, the scalar model is compared against the full metric model and should not have a significant difference with respect to full metric. In case of this model, this was true and the scalar
model was not significantly (∆χ2 (5) = 8.48, p = 0.13) different than the metric invariance model.
In addition to this, the fit indices also indicated a decent fit (CFI =0.973, TLI =0.967, RMSEA =
0.05 [0.023,0.083]). This indicates that the above mentioned model did have scalar invariance.
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To summarise, the three scales did well when tested for measurement invariance and it can
be concluded that they are robust enough to be used across different groups (US and NL). This is an
important finding because this allows in testing whether the scale have any effect when we explore
the behavior intention for different smart home devices explored in the survey.

3.3.5

Discussion: Revised Scales
As mentioned and demonstrated so far, scale development is an iterative process. To answer

RQ1, the research presented so far tried created psychometric scale which could quantify Agentic
and user centric perspectives. The final scales were somewhat different than the Agentic and user
centric scales, however, they did capture the essence of both of these conceptual model. Hence, it can
be said that the created scales draw from key properties associated with Agentic and User-Centric
perspectives.
The initial scales for Agentic and User-C entric perspectives did not have good fit or discriminant validity. However, the factor analysis results from the two scales showed that there were some
items which were focused on some specific characteristics associated with Agentic and user centric
conceptual models. This realization paved way for revision of scales in two ways: First Agentic
scale was split into two parts: Comfort with Automated Personalization and Comfort with Loss of
Control. Second, user centric scale was revised to focus on one of the most important characteristics
which defines user centric perspective: Need for Manual Control.
The revised scales were then administered to participants from two countries (US and NL).
Testing the scales cross-culturally was intentionally added in the main study to test the robustness
of scales even when they are used in different groups. The confirmatory factor analysis showed that
the revised scales did fit well, in terms of model fit as well as convergent and discriminant validity. In
addition, the scales also had configural, metric and scalar invariance which basically means that the
scales were interpreted in a similar way in both the participant groups. From a practical standpoint,
the scales still need to be tested in order to check if they have an influence on user perceptions as
that would mean that the scales are relevant. This is shown in next section where the effectiveness
of scales is demonstrated by showing their effects on the variables determining behavioral intention.
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3.4

Operationalizing Scales
In the previous section three new scales were developed: 1. Need for Manual Control, 2.

Comfort with Automated Personalization and 3. Comfort with Loss of Control. In addition to the
items pertaining to these scale, the survey also asked participants to rate three smart home devices
(Smart Lighting System, Smart Thermostat and Smart Security Systems) on four different factors:
1. Ease of Use: The scale measures perceived ease of use for the device (lights/thermostat/security
system) which the already owned. This was a four item scale adopted from (Based on [38])
2. Perceived Control: The scale measures the perceived level of control (Based on [63]) which
the user think they have on the actions performed by the device (lights/thermostat/security
system).
3. System Trust: A couple of items are based on [126]. A few items were specifically created
for smart home devices as the definition of trust was dependent on whether the smart home
devices are robust and would not malfunction [94].
4. Intention to Continued Usage: Measures whether the users are likely to continue using the
devices and upgrade them as and when needed. Continued usage was specifically used because
the participants already owned the devices. Adopted from [119, 39] with some additions
These scales were specifically chosen because of the findings from Page et al. suggested
different trade-offs associated in terms of adoption between ease of use offered by convenience of
IoT and trust as well as between control and trust (See Section 3.1.3). Behavioral intention was
measured in terms of the whether the participants wanted to continue using any of these devices
in future as the participants in the survey were existing users of atleast one smart home device.
The main intention of including these items in the survey study, was to test whether there are any
difference with respect to how people use some of the existing smart home devices. The idea of
having scales is that it will allow us to create separate path models for all the three smart home
devices and help in understanding the difference in perceptions associated with them.
The three smart home devices vary greatly in terms of the potential of rendering automation
to their users. Existing literature provides framework for classifying levels on automation and these
frameworks were consulted when deciding on these devices [96, 97]. For instance, in case of smart
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lighting system generally users may have to interact with the lights more frequently (which means the
decision to on/off is generally on user and happens manually) as opposed to smart security system
which people interact with less frequently and is something which runs in the background. Smart
Thermostat falls between these two extremes, ideally smart thermostats (especially learning) are
expected to adjust their temperatures on the basis of what they learn from the usage. This however
may take some time and would still need user to interact once in a while. Besides a household is
likely to have fewer thermostats than the smart light. Hence the level of interaction with smart
thermostat is perhaps going to be more than smart security system but less than that of smart
lights. This stark distinction between how the three devices can be used and the level of automation
which they can provide to their users made them a good candidate for this survey study and brings
us to the following research questions:
• RQ2: Do user perceptions vary across the different smart home devices? If so, how?
In the previous section of this chapter, three new scales were created which helped in understanding conceptualization of smart home IoT systems by their users in general. While this could
be Agentic or user centric, the final scales focused on the most crucial aspects of the two conceptual
model (desire for control or comfort with loss of control or need for manual control). It is possible
that these new construct can influence the perception of smart home users. Hence the research
questions become:
• RQ3: Does comfort with automated personalization influence user perceptions between different devices?
• RQ4: Does need for manual control influence user perceptions between different devices?
• RQ5: Does comfort with loss of control influence user perceptions between different devices?
This section tries to answer the above research questions. The section briefly goes over CFA
results for the scale related to the smart home devices (ease of use, control and such) and then dives
into three different path models each specific to a smart home device.

3.4.1

Factor Analysis: Including Dependent Variables
A separate CFA was created to test the ease of use, system trust, perceived control and

intention to continued usage constructs. The items related to these scales were added to the trimmed
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model created in Section 3.3.3. The CFA for these scales was tested for all the devices simultaneously
the remaining items in the scales are mentioned in Table ?? and 3.7.
The R squares and the items pertaining to the above model are mentioned in Table 3.5. As
for fit indices, this model had a decent fit in general. CFI and TLI values were 0.968 and 0.960,
which are close to the recommended threshold of 0.96 and 0.95 respectively. The RMSEA was 0.065
[CI(0.057,0.072), p = 0.118] which indicates a decent fit as the value should be ideally less than 0.05.
As for Chi-Square test of model-fit p <0.001, which means that the trimmed model is significantly
different from the estimated model. However, the ratio of chi-squared to degrees of freedom was
2.65 which indicates an decent fit (should be <3) [64].

Items

AVE

√(AVE)

ap

lc

mc

ap

0.532

0.729

1

lc

0.716

0.846

0.649

1

mc

0.623

0.789

0.212

-0.282

1

Figure 3.3: Covariances between different scales.

Table 3.6: Covariances between different scales for items mentined in Table ??
Factor
Control
Trust
Ease
Intention

AVE
0.607
0.550
0.737
0.484

sq(AVE)
0.779
0.779
0.858
0.695

Control
1
0.685
-0.742
-0.515

Trust

Ease

Intention

1
0.632
0.641

1
0.517

1

In addition to the decent fit indices, all the constructs in the trimmed model had convergent and discriminant validity. All the constructs had convergent validity as the Average Variance
Extracted (AVE) were well over the recommended value (0.5), i.e. all the items in every scale shared
atleast 50% of their variance with their corresponding construct. As for the discriminant validity,
the square root of AVE for each construct should be greater than the covariances of the constructs
with one another which is the case here (See Figure 3.3).
Now that we know the scales have a decent factor fit, we investigate they are related to one
another and essentially how they influence adoption behavior. To do this, the dataset was split into
three different parts, each part corresponding to a smart home device. The next three subsections
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Table 3.7: Constructs measured per device. {System} = Smart Security / Smart Thermostat /
Smart Lighting
Construct

Item
#
ease1
ease2

Item

Loadings

AVE=0.737
Sq. (AVE)
= 0.858
Perceived
Control
AVE=0.607
Sq. (AVE)
= 0.779
System
Trust
AVE=0.550
Sq.(AVE)

ease3
ease4

Interacting with my {System} is clear and understandable
Interacting with my {System} does not require a lot of my
mental effort
I find my {System} easy to use
I find it easy to get my {System} do what I want it to do

ctrl1
ctrl2
ctrl3
ctrl4

I have limited control over how I manage my {System}
My {System} does what I want
I would like to have more control over my {System}
I have full control over my {System}

0.564
0.263

trst1
trst2
trst3
trst4

0.353

= 0.742

trst5

Intention to

int1

Continue
Use
Threat
AVE=0.484

int2

Sq.(AVE)
= 0.695

int5

I think I can trust my {System}
I feel that {System} will keep my information secure.
I feel safe having a {System} in my home
I trust that the underlying technology of my {System} is
robust enough to not malfunction
I am confident that my {System} won’t breakdown when
I need them
I intend to add more {System} devices once they are available
I intend to upgrade my {System} devices in the next few
years
I intend to continue using my {System} devices in future
I intend to add more {System} devices the moment I see
a need
I intend to discontinue using my {System} in future

Perceived
Ease of Use

int3
int4

0.353
0.241
0.185

0.350

0.490
0.605

0.313
0.677
0.557

present path models which explain how behavioral intention to continue using any of the smart home
devices is influenced by the users’ subjective perception towards the smart home devices.

3.4.2

Smart Lighting System
A total of 185 participants indicated that they owned smart lighting systems. The path

model for smart lighting system is shown in Figure 3.4. The model presented in Figure 3.4 had a
decent fit as indicated by the fit indices. CFI and TLI values were over 0.962 and 0.954, which are
close to the recommended threshold of 0.96 and 0.95 respectively. As for Chi-Square test of model-fit
p <0.001, which means that the trimmed model is significantly different from the estimated model.
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This fit index has been considered highly sensitive and research has recommended looking into the
ratio of chi-squared to degrees of freedom and other indices like RMSEA which should be less than
0.5 with an upper bound of CI less than 0.1. In case of this model, the ratio was 1.80 which
indicates a good fit (should be <2) [22, 51]. The RMSEA was 0.066 [CI(0.054,0.078), p = 0.013]
which indicates a misfit, however the upper limit of confidence interval was less than 0.1.

Ease of Use

0.741***

R 2=0.230

Perceived
Control

0.656***

0.2
96
***

0.328***
Comfort with
Automated
Personalization

0.518***

R 2=0.564

**
75*
0.2

-0
.1
47
*

R 2=0.549

System
Trust

Intention to
Continued
Use
R 2=0.677

0.262***

Need for manual
control
0.357***

Figure 3.4: Path Model for Smart Lighting System
In case of Smart Lighting Systems, Intention to continued use significantly increased with
increased trust (β = 0.518, p <0.001). Participants who were comfortable with automated personalization exhibited significantly higher ((β = 0.357, p <0.001)) intention to use, this was also true for
participants who desired higher manual control (β = 0.262, p <0.001). System Trust increased significantly with increase in perceived control(β = 0.656, p <0.001), it was also higher for participants
who were more comfortable with automated personalization(β = 0.6=275, p <0.001). In contrast,
the participants who desired higher need for manual control also had lower system trust(β = -0.147,
p <0.001). Perceived control was influenced only by ease of use(β = 0.741, p <0.001). Ease of Use
was higher for participants who exhibited comfort with automated personalization (β = 0.328, p
<0.001) and also desired the need for manual control (β = 0.296, p <0.001). Comfort with loss of
control did not influence the path model in any way in case of smart lighting systems. There was
dominant effect of need for manual control and comfort with automated personalization.
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3.4.3

Smart Thermostat
A total of 100 participants indicated that they owned smart lighting systems. The model

presented in Figure 3.5 had a decent fit as indicated by the fit indices. CFI and TLI values were
over 0.962 and 0.954, which are close to the recommended threshold of 0.96 and 0.95 respectively.
As for Chi-Square test of model-fit p <0.001, which means that the trimmed model is significantly
different from the estimated model. This fit index has been considered highly sensitive and research
has recommended looking into the ratio of chi-squared to degrees of freedom and other indices like
RMSEA which should be less than 0.5 with an upper bound of CI less than 0.1. In case of this
model, the ratio was 1.51 which indicates a good fit (should be <2) [22, 51]. The RMSEA was 0.072
[CI(0.054,0.089), p = 0.025] which indicates a misfit, however the upper limit of confidence interval
was less than 0.1.
0.262*
0.699***

Ease of Use

0.885***

R 2=0.245

Perceived
Control
R 2=0.783

0.255**

R 2=0.831

R 2=0.622

0.633***

-0.353*

0.371***
Comfort with
Automated
Personalization

Intention to
Continued
Use

System
Trust

-0.464***

-0.400**
Comfort with loss
of control

Need for manual
control
0.775***

Figure 3.5: Path Model for Smart Thermostat

In case of Smart Thermostats, Intention to continued use significantly increased with increased perceived control (β = 0.262, p <0.001). Participants who were comfortable with automated
personalization exhibited significantly higher ((β = 0.775, p <0.001)) intention to use. This effect
is particularly noteworthy as the effect size is much higher compared to smart lighting system. System Trust increased significantly with increase in perceived ease of use(β = 0.699, p <0.001), it
was also higher for participants who were more comfortable with automated personalization(β =
0.633, p <0.001). In contrast, the participants who desired higher need for manual control also had
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lower system trust(β = -0.464, p <0.001). Perceived control was influenced only by ease of use(β =
0.885, p <0.001). Ease of Use was higher for participants who exhibited comfort with automated
personalization (β = 0.371, p <0.001) and also desired the need for manual control (β = 0.255, p
<0.001).
The path model shows negative effect of Comfort with loss of control on Intention and
System Trust (Highlighted in gray). Meaning that people who are more comfortable with losing
control perceived lower levels of system trust (β = -0.353, p <0.001) and had lower intentions (β
= -0.400, p <0.001) to continued usage. This did not make sense. To understand the underlying
causes, these effects were investigated with separate regression models. The first regression was that
of comfort with loss of control on intention to continued use (β = 0.701, p <0.001). The second
regression was that of comfort with loss of control on system trust (β = 0.907, p <0.001). Notice
that in both of these regression, the effect is flipped back to positive. This shows that the effect of
comfort with loss of control on intention and system trust is indeed positive however the negative
effect shown in Figure 3.5 is residual effect.

3.4.4

Smart Security System
A total of 112 participants indicated that they owned smart lighting systems. The model

presented in Figure 3.6 had a decent fit as indicated by the fit indices. CFI and TLI values were
over 0.981 and 0.978, which higher than the recommended threshold of 0.96 and 0.95 respectively.
As for Chi-Square test of model-fit p <0.001, which means that the trimmed model is significantly
different from the estimated model. This fit index has been considered highly sensitive and research
has recommended looking into the ratio of chi-squared to degrees of freedom and other indices like
RMSEA which should be less than 0.5 with an upper bound of CI less than 0.1. In case of this
model, the ratio was 1.29 which indicates a good fit (should be <2) [22, 51]. The RMSEA was 0.051
[CI(0.029,0.069), p = 0.443] which indicates a misfit, however the upper limit of confidence interval
was less than 0.1.
In case of Smart Lighting Systems, intention to continued use significantly increased with
increased trust (β = 0.449, p <0.01). Participants who were comfortable with automated personalization exhibited significantly higher ((β = 0.655, p <0.001)) intention to use. System Trust
increased significantly with increase in perceived control(β = 0.656, p <0.001) and perceived ease of
use (β = 0.254, p <0.05). Perceived control was influenced only by ease of use(β = 0.697, p <0.001).
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Figure 3.6: Path Model for Smart Security System
Ease of Use was higher for participants who exhibited comfort with automated personalization (β
= 0.433, p <0.001). However, the need for manual control (β = 0.182, p = 0.054) had a borderline
effect on ease of use. This is especially interesting because in smart security systems generally need
less human intervention as opposed to thermostats or lights and it is understandable as to why we
see a weakened effect of need for manual control.
Interestingly, comfort with loss of control resurfaces in this model and has a positive effect
on system trust (β = 0.254, p <0.01) meaning that the participants who rated higher on comfort
with loss of control scale exhibited greater system trust. Similar to smart thermostats, in the path
model comfort with loss of control had a negative effect (β = -0.321, p <0.001) on intention which
did not make sense and upon further examination it was observed that this was a residual effect.
The actual effect of comfort with loss of control on intention was indeed positive (β = 0.897, p
<0.001) in absence of all other paths.

3.5

Discussion
Overall, the path models explaining behavioral intention varied across different device. Take

smart thermostats for instance, system trust was influenced directly by ease of use however in case
of smart lighting system, the effect of ease of use on system trust was fully mediated by perceived
control. There were a few other difference between the behavioral intention models across all the
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three devices. To answer RQ2, the path models did change depending on the smart devices, the
reason for this is that each device was substantially different from other in terms of the amount of
human interaction and hence the level of automation. In addition to the user perceptions towards
these devices (measured in terms of ease, control and trust), variations were also observed in case of
the effects which the newly developed scales had on the adoption related perception. In summary, the
user perceptions not only did vary across different devices (RQ2) but were also influenced differently
by the newly developed scales (RQ3, RQ4 and RQ5).

3.5.1

Influence on Path Model
The path models for each device clearly shows that user perceptions associated with behav-

ioral intention are influenced by the newly developed scales in one way or another. Lets go through
some of the key effects one by one:
• Comfort with Automated personalization: This scale had a fairly consistent effect across
all the three devices. Interestingly, the effect size of comfort with automated personalization on
intention to continued usage was lower for smart light in comparison with smart thermostat and
smart security system (See Figure 3.7). This makes sense because the latter two smart devices
require less human intervention and most certainly provide higher degree of automation and
personalization when compared to smart lights. This shows that the comfort with automated
personalization has a varying effect on the how much it will influence the adoption of smart
home devices depending on the level of automation the devices provide. For smart home
devices which provide greater automation, the intention to continued usage will be influenced
more by how comfortable the user is with automated personalization. This helps in answering
RQ3, as even though comfort with automated personalization scale influenced similar user
perception constructs across all the three devices, the effect sizes were very different. Hence
we can say that the effect of this scale did to a point vary across different devices.

• Need for Manual Control: The influence of this scale varied greatly across the three
different devices. In case of smart lighting system, the need for manual control influenced
ease of use, system trust and intention to continued use. This makes sense because the smart
lights can require manual intervention and people may like to interact with smart light by
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Effect Size:
Automated Personalization -- > Intention to use
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Figure 3.7: Effect sizes per device. Effect of Comfort with Automated Personalization on Intention
to Continued usage. Y axis represents the effect size and error bars are standard errors.
giving voice commands or use their phone apps, regardless the control still stays with the
user rather than an intelligent agent which controls lights based on sensing the environment.
Hence it is likely that this need of intervene frequently may have had an influence on the
various user perceptions and eventually adoption. This changes in case of thermostat where
the effect of need for manual control exists only in case of system trust and ease of use rather
than a direct effect on behavioral intention. As smart thermostats (especially learning) require
less intervention, the effect may not be tied directly to the behavioral intention but mediated
through overall user experience of the smart thermostats (i.e. trust and ease of use). Finally,
this effect is almost negligible in case of smart security system as the manual interference is
not required so much and hence the influence of this scale in case of smart security system was
relatively lower compared to the other two devices. This helps in answering RQ4, as the need
for manual control scale influenced different user perceptions depending on the smart home
device.
• Comfort with Loss of Control: Comfort with loss of control increased the perceived system
trust in case smart security system. This effect is likely due to how smart home systems are
in general used. The users generally set them up and they keep on running in the background
needing minimal user intervention. Hence, the participants who were more comfortable with
relinquishing control of smart home devices considered it to be okay for their smart security
system to work in the background. This scale had no effect for the smart lighting system
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path model. This scale did influence the intention to use and system trust in case of smart
thermostat path model but those effect were mainly residual effects. This somewhat answers
RQ5, the effect of comfort with loss of control was absent in case of smart lighting system
however it did surface in case of smart security system where it had a direct effect on system
trust.

3.5.2

Behavioral Influences?
The survey asked participants to indicate the total number of smart home devices they

owned. The intention of this question was to check if any of the developed scales in the study are
correlated with the extent to which people add smart devices in their homes. Figure 3.8 shows
that the participants who had higher number of smart home devices rated higher on comfort with
automated personalization scale. It is really difficult to point a causality in either direction. However
it does seem to show that there exist a relation.

Need for Automated Personalization
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Number of Smart Home Devices

Figure 3.8: Participants who owned more smart home devices, also rated higher on comfort with
automated personalization scale

On similar lines, Figure 3.9 shows that the participants who rated higher on comfort with
loss of control also tend to own more number of smart home devices. Again, establishing causality
is really difficult as both the possibility seem to make sense: First, because the participants owned
higher number of smart home devices their comfort with loss of control. Second, because the
participants were in general more comfortable with relinquishing control, they did not mind adding
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more smart home devices in their environment.
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Figure 3.9: Participants who owned more smart home devices, also rated higher on comfort with
loss of control scale
It is really interesting to see that such correlations were observed only in case of comfort
with loss of control and comfort with automated personalization. There were no stark difference in
number of smart home devices owned by participants and how they rated on need for manual control
scale. The former two scales are closer to Agentic Perspective as opposed to the latter one which is
closer to user centric perspective. It is possible that the people closer to user centric perspective (i.e.
rating high on need for manual control scale) are less likely to add higher number of smart home
devices when compared to people closer to Agentic perspective (i.e. rating higher on one or both:
comfort with automated personalization and/or loss of control). More research will be needed to
establish causalities with associated with these results. This can be a potential direction for future
research associated with these scales. Nevertheless, these results still show that the developed scales
can serve as a potential research tool for future smart home or IoT related research.

3.6

Conclusion
This chapter contributes to the dissertation and the body of research by creating psychome-

tric scales to estimate whether an IoT user draws from Agentic or user centric perspectives. Creation
of scales was a two steps process where an initial set of psychometric scales was presented to IoT
users in a pilot survey. The data analysis of pilot survey revealed that rather than two distinct
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scales, there are three and the Agentic perspective scale needs to be split in two parts: first was
the level of comfort towards relinquishing control of smart home devices and second was the level
of comfort associated with Automated Personalization. Additionally, after trimming CFA model,
the user centric scale had items which were more closer to exerting manual Control over the smart
home devices.
This finding served as a motivation for another survey study which included three revised
scales: Comfort with Loss of Control, Comfort with Automated Personalization and Need for Manual
Control. These scales were tested once again using confirmatory factor analysis and the results
revealed that the revised scales did hold up. An added manipulation in the second (main) survey
study was that the participants were recruited from two nationalities: US and NL. Having this
manipulation allowed in testing the robustness of scales cross culturally. Results from measurement
invariance testing revealed that the items in the scales and the scales themselves were interpreted
in a similar fashion by participants across both the nationalities. This is an important finding as it
shows that the scales have the potential to be used cross culturally.
The last part of the data analysis tested if the scales did have an effect from a more practical
standpoint. To do so, the survey had asked participants if they owned one or more of the following
three smart home devices: smart lighting system, smart thermostat and smart security system. If
they did, they were asked to rate their interaction with these devices on the following constructs:
ease of use, system trust, perceived control and intention to continued usage. The data was then
split between three parts each representing a smart home device. Three path models were created
to explain how user perception towards the devices influenced the behavioral intention. The newly
developed scales were also taken into account for these models and the results showed that the
new scales did influence various user perceptions towards devices. More importantly, the effect of
scales varied depending on the device. This clearly showed that the scales did serve as a useful
measure towards expanding our understanding of how people may adopt/continue to use smart
home technology.
The developed scales can serve as a useful tool in understanding different user perceptions
of smart home technology which also includes the component of privacy decision making. To that
end, in chapter 7 these scales were also leveraged to understand the user experience rendered by
the personalized privacy management interfaces. The findings of chapter 7 further demonstrate the
effectiveness of these newly developed scales.
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Chapter 4

Privacy decision making in
generalized IoT environments
(Partial Original Work)
4.1

Introduction
The research presented in this chapter tries to understand how different contextual factors

influence the privacy decision making of the IoT end user. The context considered in this chapter
is that of generalized IoT environment. The research presented in this chapter was the first one in
context of IoTs to use a data driven design approach and was able to create privacy settings interfaces to manage privcy in generalized IoTs. Similar approach to designing for smart home privacy
management interfaces is used in Chapter 5 amd Chapter 7. As explained in related work chapter,
the context plays a crucial role in how people make their decisions. In IoT environments, privacy
decision making context can include variety of factors like: the entity collecting the information, the
entity receiving the information or the information itself. The importance that people give to these
factors can vary a lot, possibly due to varying privacy preferences across people [93]. The bigger
challenge for the potential users of IoT is the plethora of possible decisions an IoT user may have
to make due to wide variety of dynamically evolving contexts. Continuously prompting users with
notifications based on context can seem as a constant noise which might lead the users to ignore
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them. This ignorance of notices is observed in case of EULAs [45] or privacy policies [56].1
There are two main contributions of this chapter. First, using the results obtained from
analaysis of Lee and Kobsa’s dataset [79], a “Layered” privacy settings interface is developed. This
interface allows its users to make granular privacy decisions in generalized IoT contexts. This
layered interface is based on the level of importance which participants gave to different parameters
of contextual factors of a scenario. Second, we used sophisticated machine learning methods to
create ‘Smart Default Settings’. The intention is to help IoT users by reducing the cognitive load
involved in making numerous decision. This is done by predicting sharing decisions and showing
them to users in the form of default profiles in the interface.
From the perspective of this dissertation, the data-driven methodology to design privacy
settings interfaces was first developed in the research presented in this chapter [79]. This approach
was once again used specifically in the context of smart home IoT (See Chapter 5). The final study
of this dissertation (Chapter 7), tests the smart home privacy settings interfaces built using this
approach. The remainder of this chapter is organized as follows: the next section gives a brief
overview of experiment associated with Lee and Kobsa’s dataset [79]. After this, the results from
regression analysis are explained in detail and briefly going over the machine learning results as well.
Finally, the chapter goes over the designed user interface which is based on the results of the data
analysis and concluding with discussion of results and the data driven approach.

4.2

Dataset
The analysis presented in this chapter is based on the data collected by Lee and Kobsa. A

total of 200 participants (100 Male, 99 Female and 1 Undisclosed) took part in the study where each
participant was presented with 14 contextual scenarios. The scenarios were randomly assigned to
participants from a pool of 2800 possible scenarios which were a combination of the five parameters
presented in Table 4.1. An example of a scenario would be:
A government device (Who) reads your phone ID to detect your identity (What). This happens
once (Persistence), while you are in a public place (Where), for health related purposes (Reason)
1 The research presented in this chapter was collaborative endeavor with my labmates Abhilash Menon and Dr.
Yangyang He, who worked on machine learning aspects of the paper. My contribution was on the front of statistical
data analysis and designing the user interfaces. The research is already published in [12].
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Following of each scenario participants were asked two types of question. First was a decision, where the participants decided whether to allow/reject: “If you had the choice to allow/reject
this, what would you choose?” with the options as “I would allow it.” and “I would reject it.” Second, the attitudinal questions regarding the scenario:
• Risk: How risky or safe is this situation? (7pt scale from very risky to very safe)
• Comfort: How comfortable or uncomfortable do you feel about this situation? (7pt scale
from very uncomfortable to very comfortable)
• Appropriateness: How appropriate do you consider this situation? (7pt scale from “very
inappropriate” to “very appropriate”)

4.3

Inspecting users’ behaviors (Original Work)
In this section we analyze how users’ behavioral intentions to allow or reject the information

collection described in the scenario are influenced by the scenario parameters. In line with classic
attitude-behavior models [5], we also investigate whether users’ attitudes regarding the scenario—
their judgment of risk, comfort, and appropriateness—mediate these effects. This mediation analysis [19] involves the following test:
• Test 1: The effect of the scenario parameters (who, what, where, reason, persistence) on
participants’ attitudes (risk, comfort, appropriateness).
• Test 2: The effect of participants’ attitudes on their behavioral intentions (the allow/reject
decision).
• Test 3: The effect of the parameters on behavioral intentions, controlling for attitudes.
If tests 1 and 2 are significant, and test 3 reveals a substantial reduction in conditional direct
effect (compared to the marginal effect), then we can say that the effects of the scenario parameters
on participants’ behavioral intention are mediated by their attitudes. Moreover, if the conditional
direct effect is (close to) zero, then the effects are fully (rather than partially) mediated.
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Table 4.1: Parameters used in study. Example:“A device of a friend records your video to detect
your presence. This happens continuously, while you are at someone elses place, for your safety.
Parameter
Who:
The entity collecting the data...

What:
The type of data
collected and
(Optionally) the
knowledge extracted
from this data

Where
The location of the
data collection
Reason
for collecting data

Persistence
whether data is
collected once
continuously
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Levels
1. Unknown
2. Colleague
3. Friend
4. Own device
5. Business
6. Employer
7. Government
1. Phone ID
2. PhoneID>Identity
3. Location
4. Location>presence
5. Voice
6. Voice>gender
7. Voice> age
8. Voice>identity
9. Voice>presence
10. Voice>mood
11. Photo
12. Photo>gender
13. Photo>age
14. Photo>identity
15. Photo>presence
16. Photo>mood
17. Video
18. Video>gender
19. Video>age
20. Video>presence
21. Video>mood
22. Video>looking at
23. Gaze
24. Gaze>looking at
1. your place
2. Someone else’s place
3. Semi-public place
4. Public place
1. Safety
2. Commercial
3. Social-related
4. Convenience
5. Health-related
6. None
1. Once
2. Continuously

4.3.1

Scenario Parameters and Attitudes

4.3.1.1

ANOVA Test of Main Effects
To understand the effect of the scenario parameters on participants’ attitudes, a separate lin-

ear mixed effects regression (lmer ) model with a random intercept (to account for repeated measures
on the same participant) was created for each dependent variable (risk, comfort, appropriateness),
using the scenario parameters as independent variables. A forward stepwise procedure was adopted,
adding the strongest remaining parameter into the model at each step and comparing it against the
previous model. Table 4.2 shows that all parameters except where have a significant effect on each
of the attitudes.

4.3.1.2

Post-hoc Comparisons
Tukey post hoc analyses was done to better understand how the various values of each

parameter influenced the attitudes. Where was excluded from these analyses, as it did not have an
overall significant effect. Some key findings of these post hoc analyses are:
Who: Participants perceive more risk when the recipient of the information is ‘unknown’
than for any other recipient (d range = [0.640, 1.450] and all ps < .001, except for ‘government’:
d = 0.286, p < .05). ‘Government’ is the next most risky recipient (d range = [0.440, 1.190], all
ps < .001). Participants consider their ‘own device’ the least risky (d range = [0.510, 1.450], all
ps < .001). Similar patterns were noticed in case of comfort and appropriateness.
Reason: Participants were more comfortable disclosing information for the purpose of
‘safety’ than for any other reason except ‘health’ (d range = [0.230, 0.355], all ps < .05). They also
believe that disclosing information for the purpose of ‘health’ or ‘safety’ is more appropriate than
for ‘social’ or ‘commercial’ purposes (d range = [0.270, 0.310], all ps < .05).
Persistence: Participants were more comfortable, found it more appropriate, and less risky
to disclose their information ‘once’ rather than ‘continuously’ (d = 0.146, p < .01).
What: This parameter has a large number of values, hence only a selective planned contrasts were tested; comparing different mediums (voice, photo, video) regardless of what is being
inferred:
• Participants were significantly more comfortable with ‘voice’ than ‘video’ (d = 0.260, p = .005),
and found ‘voice’ less risky (d = −0.239, p = .005) and more appropriate (d = 0.217, p = .015)
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Table 4.2: Effect of scenario on attitudes. Each model builds upon and is tested against the previous.
Model
risk ∼ (1|sid)
+who
+what
+reason
+persistence
+where
+who:what
Model
comf ort ∼ (1|sid)
+who
+what
+reason
+persistence
+where
+who:what
Model
appropriateness ∼ (1|sid)
+who
+what
+reason
+persistence
+where
+who:what

χ2

df

p-value

315.37
67.74
15.65
9.95
7.47
166.47
χ2

6
23
5
1
3
138
df

< .0001
< .0001
.0079
.0016
.0586
.0050
p-value

334.06
83.24
18.68
14.73
3.25
195.07
χ2

6
23
5
1
3
138
df

< .0001
< .0001
.0022
.0001
.3544
.0001
p-value

315.77
72.87
23.27
8.97
5.46
214.61

6
23
5
1
3
138

< .0001
< .0001
.0003
.0027
.1411
< .0001

than ‘video’.
• Participants were significantly more comfortable with ‘voice’ than ‘photo’ (d = 0.201, p = .007)
and found ‘voice’ more appropriate than ‘photo’ (d = 0.157, p = .028). There was no significant
difference in terms of risk (p = .118).
• No differences were found between ‘photo’ and ‘video’ in terms of risk (p = .24), comfort
(p = .35) and appropriateness (p = .26).
We also compared different inferences (e.g. age, gender, mood, identity) across mediums.
The following planned contrasts were significant (all others were not):
• Participants were significantly more comfortable (d = 0.363, p = .028) and found it more
appropriate (d = 0.371, p = .018) to reveal their ‘age’ rather than their ‘identity’.
• Participants were significantly more comfortable (d = 0.363, p = .008) and found it more
appropriate (d = 0.308, p = .024) to reveal their ‘presence’ rather than their ‘identity’.
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4.3.1.3

Interaction effects
Two-way interactions between the scenario parameters were also checked. The only sig-

nificant interaction effect observed was between who and what. The last line of each section in
Table 4.2 shows the results of adding this interaction to the model.

4.3.2

Attitude and Behavioral intention
To test the effects of participants’ attitudes on their allow/reject decision, a generalized

linear mixed effects regression (glmer ) model with a random intercept and a logit link function
to account for the binary dependent variable was created. All the three attitudes had a significant
effect on participants’ allow/reject decision (see Table 4.3). Each 1-point increase in risk results in a
4.04-fold decrease in the odds that the scenario will be allowed (p < .0001). Each 1-point increase in
comfort results in a 5.04-fold increase (p < .0001), and each 1-point increase in appropriateness
results in a 3.47-fold increase (p < .0001).

4.3.3

Mediation Analysis
The bottom half of Table 4.3 shows the conditional effects of the significant parameters (who,

what, reason, persistance) on participants’ allow/reject decision, controlling for attitude. Who and
what are no longer significant; these effects are thus fully mediated by attitude. The effects of
reason and persistance are still significant, but smaller than the marginal effects (i.e., without
controlling for attitude, see Table 4.4)—their χ2 s are reduced by 12% and 39%, respectively. This
means that the mediation effect was substantial in all cases. The final mediation model is shown in
Figure 4.1.

4.4

Discussion of Statistical Results and Design of UI (Original Work)
The statistical results show several patterns which can inform the development of an IoT

privacy-setting interface. who being the most important scenario parameter, and should be at the
top layer of interface which we want to design. People are generally concerned about IoT scenarios
involving unknown and government devices, but less concerned about about data collected by their
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Table 4.3: Effect of attitudes and scenario on allow/reject.
Model
allow ∼ (1|sid)
+risk
+comfort
+appropriateness
+who
+what
+reason
+persistence

OR

χ2

df

p-value

0.25
5.04
3.47

1005.24
723.27
128.17
8.80
26.07
19.33
12.69

1
1
1
6
23
5
1

< .0001
< .0001
< .0001
.1851
.2976
.0017
.0004

Table 4.4: Effect of scenario on allow/reject, not controlling for attitudes.
Model
allow ∼ (1|sid)
+who
+what
+reason
+persistence

χ2

df

p-value

221.36
78.55
21.95
20.64

6
23
5
1

< .0001
< .0001
.0005
< .0001

RISK
See Table-4

COMFORT
APPROP

Behavioral Intention
(allow v/s reject)

WHO
WHAT
REASON
PERSISTENCE

Figure 4.1: Mediation model of the effect of scenario parameters on participants’ intention to allow/reject the scenario, mediated by attitudinal factors
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own devices. Mistrust of government data collection is in line with Li et al.’s finding regarding US
audiences [80].
What is the next most important scenario parameter, and its significant interaction with
who suggests that some users may want to allow/reject the collection of different types of data
by different types of recipients. Privacy concerns are higher for photo and video than for voice,
arguably because photos and videos are more likely to reveal the identity of a person. Moreover,
people are less concerned with revealing their age and presence, and most concerned with revealing
their identity.
The reason for the data collection may be used as the next layer in the interface. Health
and safety are generally seen as acceptable reasons. Persistence is less important, although onetime collection is more acceptable than continuous collection. Where the data is being collected
does not influence intention at all. This could be an artifact of the dataset: location is arguably less
prominent when reading a scenario than it is in real life.

4.5

Designing Privacy Settings UI
Using the results of our statistical analyses, a “layered” settings interface was designed:

users can make a decision based on a single parameter only, and choose ‘yes’, ‘no’, or ‘it depends’
for each parameter value. If they choose ‘it depends’, they move to a next layer, where the decision
for that parameter value is broken down by another parameter.
The manual interface is shown in Screens 2-4 of Figure 5.13. At the top layer of this interface
should be the scenario parameter that is most influential in our dataset. Our statistical results inform
us that this is the who parameter. Screen 2 shows how users can allow/reject data collection for
each of the 7 types of recipients. Users can choose “more”, which brings them to the second-most
important scenario parameter, i.e. the what parameter. Screen 3 shows the data type options for
when the user clicks on “more” for “Friends’ devices”. We have conveniently grouped the options by
collection medium. Users can turn the collection of various data types by their friends’ devices on
or off. If only some types of data are allowed, the toggle at the higher level gets a yellow color and
turns to a middle option, indicating that it is not completely ‘on’ (see “Friends’ devices” in Screen
2).
Screen 4 shows how users can drill down even further to specify reasons for which collection
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9:00 AM

100%

Default profiles

9:00 AM

Profiles

Please select a profile
(you can change individual settings on the next screen)

Limited collection
This profile allows the collection of:

⁃ any data by the your own devices, your friends’ devices,

your employer/school’s devices, and devices of nearby
businesses

⁃ any data by your colleagues’ devices, but only for certain
reasons

learn more…

Limited collection, personal devices only
This profile allows the collection of:

⁃ certain types of data by the your own devices

learn more…

100%

9:00 AM

IoT Settings

Settings

Which devices may collect your personal information?

100%

Friends’ devices

9:00 AM

Friends

What type of data may your friends’ devices collect?

For what purpose may your friends’ devices record your voice
to determine your age?

My own devices

more

Friends' devices

more

age

more

never

Colleagues' devices

more

identity

more

once

Voice, to determine my…

Safety

Devices of nearby businesses

more

gender

more

My employer's devices

more

mood

more

Health

Government devices

more

presence

more

never

Unknown devices

more

(other)

more

once

This profile prevents the collection of any data
learn more…

next

continuously

continuously

Photos, to determine my…

No collection

100%

Voice - age

Convenience

age

more

identity

more

never

gender

more

once

Figure 4.2: From Left, Screen 1 shows three default settings, Screen 2,3 and 4 shows layered interface
is allowed, and the allowed persistence (we combined these two parameters in a single screen to
reduce the “depth” of our interface). Since reason and persistence explain relatively little variance
in behavioral intention, we expect that only a few users will go this deep into the interface for a small
number of their settings. We leave out where altogether, because our statistical results deemed this
parameter to be non-significant.
Screen 1 in Figure 4.2 shows a selection screen where the user can choose between these
profiles. The “Limited collection” profile allows the collection of any information by the user’s own
devices, their friends’ devices, their employer/school’s devices, and devices of nearby businesses.
Devices of colleagues are only allowed to collect information for certain reasons. The “Limited
collection, personal devices only” profile only allows the collection of certain types of information by
the user’s own devices. The “No collection” profile does not allow any data collection to take place
by default.
Once the user chooses a profile, they will move to the manual settings interface (Screens
2–4), where they can further change some of their settings.

4.6

Predicting User Behavior
This section discusses various machine learning methods which have leveraged to predict

user behavior surrounding privacy decisions of participants in generalized IoT environments. The
primary aim of machine learning models was to find suitable default settings which can be set in a
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Privacy Settings UI. The secondary aim to create privacy profiles which The intention is to find the
best possible solution which balances parsimony and prediction accuracy. Accuracy is important
to ensure that users’ privacy preferences are accurately captured and/or need only few manual
adjustments. Parsimony, on the other hand, prevents over-fitting and promotes fairness: we noticed
that more complex models tended to increase overall accuracy by predicting a few users’ preferences
more accurately, with no effect on other users. Parsimony also makes the associated default setting
easier to understand for the user.2
To predict user behavior, five approaches were adopted all of which involved clustering
participants based on different machine learning algorithms and methods. They are as follows:
Overview of model accuracies
Naïve (1)
Overall (1)

Attitude (2)
Fit (2)
Attitude (3)
Fit (3)
Agglomerative (4)
Agglomerative (5)
70 71 72 73 74 75 76 77 78 79 80 81 82 83

Accuracy (%)

Figure 4.3: Accuracy of our clustering approaches

• Naive prediction method: The model is basically looks at 793 yes’es and 2007 no’s. If all
the privacy settings are set to ‘Disallow’, then on an average user would be happy with this
default for 71.67% of the settings.
• Overall Prediction: “Smart Defaults” were created by predicting the allow/reject decision
with scenario parameters by using J48 with Weka’s default settings. This model resulted in
overly conservative settings with an accuracy of 73.10%.
• Attitude-Based Clustering: “Smart Profiles” were created by leveraging the participants
responses towards attitudinal questions (risk, comfort and appropriateness). Participants were
clustered (K-means) on average values per attitude across all the 14 scenarios per participant.
2 The machine learning models were developed by my co-authors Abhilash Menon and Dr. Yangyang He. These
endeavors are presented in summarized form since they are not an official part of this dissertation. For more details,
please refer to [12].
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The cluster assignments were added to the original dataset and another J48 decision tree
learner was used by taking cluster assignment as an attribute. The highest accuracy with this
approach was 75.60%.
• Fit-Based Clustering: This approach uses fit of the tree models to bootstrap the process
of sorting participants into clusters. Like many bootstrapping methods, this approach uses
random starts and iterative improvements to find the optimal solution. This approach had
highest accuracy at 81.53%.
• Agglomerative Clustering: This method for finding “Smart profiles” follows a hierarchical
bottom-up (agglomerative) approach. It first fits a separate tree for each participant, and then
attractively merges them based on similarity. The accuracy with this approach is 78.27%.

4.6.1

Discussion of Machine Learning models
Figure 4.3 shows a comparison of the presented approaches. Compared to a naive default

setting (all no), a smart default makes a 2.0% improvement. The fit- based 2-cluster solution results
in two smart profiles that make another 6.7% improvement over the “smart default”, while the three
“smart profiles” of the fit-based 3-cluster solution make an 11.5% improvement. If we let users
choose the best option among these three profiles, they will on average be content with 81.54% of
the settings. This rivals the accuracy of some of the “active tracking” machine learning approaches.
The clustering and tree learning models played a crucial role in deciding default settings and smart
profiles. The smart profiles are shown in Screen-1 of Figure 4.2.

4.7

Summary
This chapter introduced a data driven approach which can be used to design privacy settings

interfaces for generalized IoT environments. The regression models helped in understanding which
parameters were more important to decision making; ‘Who’ being the most important parameter and
‘Where’ not influencing thew user decision making at all. Additionally, the regression models also
helped in uncovering the mediation of the effect of parameters on decision (behavior) by attitudes.
We created a decision tree that best predicts participants choices based on the parameters. By a
combination of clustering and tree-learning algorithms, we created a set of N decision trees that best
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predict participants choices. Use the trees to create N “smart profiles”. Then use this tree to create
a “smart default” setting. Finally, the analysis of data helped in informing the design of Privacy
Settings interface shown in Figure 4.2.
The significance of this research is in development of the data driven approach to designing
privacy management interfaces for IoT users. The same was successfully repeated in ‘Smart Home’
IoT domain which is discussed in chapter 5. The user study in chapter 7, evaluates the smart home
privacy management interfaces created using the very approach discussed in this chapter. In sum,
the design approach detailed in this chapter forms the backbone of Chapter 5 and in turn Chapter 7.
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Chapter 5

Privacy Decision Making: The
Smart Home IoT Context (Partial
Original Work)
The focus of the previous chapter was on generalized IoT environments, whereas in this
chapter the focus shifts to a more intimate IoT: the ‘Smart Home’. The research presented in this
chapter builds from research in Chapter 4 in two main ways. First, the experimental design is similar
to that of Lee and Kobsa [79]. Second, using similar data-driven design approach the interfaces are
designed and defaults are created. The main distinction from Chapter 4 is the new context of smart
homes rather than generalized IoT.
A key feature of Smart Home IoT is its capability to provide a higher level of automation and
personalized experience to its user. A scenario of automation and personalized experience would be
a smart home that knows your office schedule and the sets the temperature and brightness of lights
in your living room and bedroom based on your liking just before you get home from the office. This
not only adds to convenience and comfort but improves energy efficiency and reduces electricity bills.
In order to realize such scenarios, smart homes leverage collection of data from the environment and
sharing the same with different devices within the environment. Since the application environment
is in the most intimate parts of our life, this data can be very personal and private in nature. For the
above scenario to materialize, the smart home could use a series of occupancy sensors which would
61

immediately understand whether a person is present in the house or not before turning on lights/air
conditioner. The smart home knows the daily schedule of its occupants, what their temperature
preferences are, how many people occupy the house and so on. Interestingly, collection and sharing of
the data happens passively. A smart home user might not even be aware of the data being collected.
Even if the user knows that this data is being collected, they still may want to manage who receives
their data (Is it going to another device or a manufacturers). There could be more contextual aspects
surrounding the idea of managing one’s private data collected in a smart home IoT environment.
Understanding and managing these data flows may be especially difficult for people who might have
incomplete or incorrect conceptual models of smart home IoT (As pointed out by Page et al. [94]).
This chapter presents a user study designed to understand how people would make privacy
decisions in different contextual scenarios. The scenarios presented to participants comprised of five
key parameters. In the user study, participants read through each scenario and answered a few
questions. Their responses to the scenario based questions are used in the analysis to understand
how different contextual parameters affected their perceptions and eventually their decisions. The
analysis and development of privacy settings interfaces too approach similar to the research presented
in Chapter 4. This analysis of data led to creation of privacy settings interfaces for smart home.
Additionally, results from machine learning models led to creation of default settings which can
potentially be used in the privacy settings interface (Discussed in more depth in He et al. [48]).
The research presented in this chapter is crucial to the dissertation. It is linked to Chapter 4
in the sense that the design of experiment is somewhat similar to the Lee and Kobsa’s study [79].
However, the focus in this chapter is on the smart home context and hence the contextual factors are
completely different than Lee and Kobsa [79]. Another way in which this study differs from Lee and
Kobsa’s [79] is due to the addition of default and framing manipulation, testing for this manipulation
helped in understanding how privacy decisions can have influences beyond the context of decision
making (See Chapter 6). This chapter adopts the data driven approach developed in Chapter 4
and builds the smart home privacy management interfaces. The machine learning models developed
during this research (presented in detail in [48]) play a vital role in development of Personalized
privacy settings interfaces (Reffered to as MySDI in Chapter 7) which are developed and tested in
a user study presented in Chapter 7.
The remainder of this chapter goes through the experimental design, results from regression
models and design of smart home privacy settings interfaces.
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5.1

Experimental Design
Different factors can influence privacy decision making in smart home environment. These

factors should be looked in form of coherent contexts. This section discusses a user study which explored privacy decisions by leveraging a mixed fractional factorial design of experiment to understand
differences in privacy choices of various participants.
The study leverages the experimental design of Kobsa et. al. [79]. However the parameters
under consideration have been changed. Some of the key changes are:
• As explained in Chapter 4 and Bahirat et. al [12], the parameter Where did not have a
significant effect on user decision making, hence this parameter has not been included as a
part of contextual scenarios (Scenarios explained in next sections)
• The levels of Who and What parameters are changed to reflect various devices within a smart
home IoT environment
• The qualitative feedback from He et. al. [48] dataset revealed that the secondary use of
information was also an important privacy concerns for the participants. Hence two parameters
Storage and Action were introduced to the contextual scenarios (Explained in Next section)
The survey was taken by 1132 U.S. based participants (53.53% Female, 45.75% Male and
8 participants did not disclose their gender). The study participants represented a wide range of
ages, with 9 participants less than 20 years old, 130 aged 20-25, 273 aged 25-30, 418 aged 30-40,
175 aged 40-50, 80 aged 50-60, and 43 participants over 60 years old (5 participants did not disclose
their age).
The participants were recruited via Amazon Mechanical Turk (M-Turk). This is a significant increase on number of participants from dataset of Lee and Kobsa which was based on only
200 participants. To maintain the quality of data, the survey was sent to participants with good
reputation (Minimum 50 completed tasks with 95% accuracy). Participants were compensated with
$2.00 upon successful completion of the study and warned that they will not be paid in case they
failed attention checks.
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Table 5.1: Parameters used to construct the information-sharing scenarios.
Parameter
Who:
Your Smart...

What:
...uses information
collected by your...

Purpose :
...to...

Storage:
The data is stored...

Action:
...and used to...

Levels
1. Home Security System
2. Refrigerator
3. HVAC System
4. Washing Machine
5. Lighting System
6. Assistant
7. TV
8. Alarm Clock
1. Home Security System
2. Refrigerator
3. HVAC System
4. Washing Machine
5. Lighting System
6. Assistant
7. TV
8. Alarm
9. uses a location sensor
10. uses a camera
11. uses a microphone
12. connects to your smart phone/watch
1. detect whether you are home
2. detect your location in house
3. automate its operations
4. give you timely alerts
1. locally
2. on remote server
3. on a remote server and
shared with third parties
1. optimize the service
2. give insight into your behavior
3. recommend you other services
4. [None]
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Code
SS
RE
HV
WM
SL
SA
TV
SC
CSE
CRE
CHV
CWA
CLI
CAS
CTV
CAL
CLO
CCA
CMP
CSW
PH
LH
AO
TA
L
R
T
O
I
R
N

5.1.1

Contextual Scenarios and Questions
This survey study of 1132 participants primarily manipulated five parameters: ‘Who’,

‘What’, ‘Purpose’, ‘Storage’ and ‘Action’, combination of which formed a coherent contextual scenario. A total of 8(who) x 12(what) x 4(purpose) x 4(storage) x 3(action) = 4608 scenarios were
tested this way. Each of these levels are presented in Table 5.1.
An example scenarios is: “Your smart TV (Who) uses a camera (What) to give you timely
alerts (Purpose). The data is stored locally (Storage) and used to optimize the service (Action).”
This scenario may for example represent a situation where the smart home system has detected (via
camera) a delivery of package and then alerts the user (via the smart TV) about its arrival. In this
particular scenario we note that the video data is stored locally to optimize service; this could mean
that the smart home system uses the video stream to (locally) train a package detection algorithm.
Similarly, another example of scenario is: Your Smart Assistant uses a microphone to detect your
location in house. The data is stored on a remote server and shared with third parties to recommend
you other services. This scenario could represent a situation where the smart home has detected (via
microphone) its users location in the house and this information is shared to smart assistant. In the
scenario, the data is stored on remote server and shared with third parties so that it can recommend
additional services (like weather or local transportation) via third parties to the user.

5.1.2

Procedure
During the study, participant first saw a video with a brief introduction to various appliances

which can be part of a smart home. The video also mentioned various ways in which the different
appliances would cooperate and communicate within a home. After the video, participants answered
three attention check questions (See Figure 5.1). Failing these questions, they were asked to read
the transcript of the video (See Figure 5.2) and re-answer the questions.
After the introduction video, each participant was presented with 12 information-sharing
scenarios similar to example scenario explained in previous subsection (See Figure 5.3). Additionally,
a 13th control scenario was also shown to participants but it is not a part of this analysis. The
scenarios were selected from a pool of 4608 scenarios which were created through a mixed fractional
factorial design. This design balances the within and between-subjects assignment of each parameters
main effect and also creates a uniform exposure for each participant to the various parameters. The
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Figure 5.1: Attention Check question shown to participants after video.
assignment of the scenarios was randomized yet balanced across participants Upon reading the
scenarios, participants answered three types of questions:
• The first question asked the participants whether they would enable or disable the particular
feature mentioned in scenario (Decision). This was a binary variable.
• The second type of question enquired participants’ perceived attitude towards the scenario
(Risk, Appropriateness, Comfort, Expectedness and Usefulness) to which the participants
responded on a 7 point scale. For example, an attitude question would be: “How appropriate
do you think this scenario is?”, response to which would be “very inappropriate” to “very
appropriate”.
• Third, every 4th scenario asked an open ended qualitative question where participants described the potential Risk and Usefulness associated with scenario. The intention was to
encourage participants think through and carefully evaluate the scenarios. Figure 5.3 shows
the questions asked about each scenario.
Two of the 13 scenarios had an additional attention check question (e.g., Please answer
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Figure 5.2: Attention Check: Video Transcript.

Figure 5.3: Example of one of the thirteen scenarios presented to the participants.
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this question with Completely Agree, see Figure 5.4), and there was an additional attention check
question asking participants about the remaining time to finish the study (which was displayed
right there on the same page, see Figure 5.5). Participants rushing through the experiment and/or
repeatedly failing the attention check questions were removed from the dataset.

5.1.3

Manipulating Defaults and Framing
As explained in previous section, participants were asked two types of questions: decision and

attitudes. For the Decision question, the framing and default were manipulated between subjects
at three levels each (see Table 5.2): positive framing (Would you enable this feature?, options:
Yes/No), negative framing (Would you disable this feature?, options: Yes/No) or neutral framing
(What would you do with this feature?, options: Enable/Disable); combined with a positive default
(enabled by default), negative default (disabled by default), or no default (forced choice).
Table 5.2: Manipulation of Defaults and Framing

Defaults

Framing

Level
Enable-by-Default
No default
Disable-by-Default
Positive
Neutral
Negative

Example
‘Enable’ option selected
No option selected (forced choice)
‘Disable’ option selected
Would you enable this scenario?
What would you do with this scenario?
Would you disable this scenario?

It should be noted that the analysis associated with default an framing manipulation is part
of Chapter 6. The current chapter focuses on the findings of contextual parameter manipulations
only.

5.1.4

Collection Concerns
Towards the end of the study, the participants were also presented with questions focused

on their overall Information Collection Concerns (See Table 5.3). These questions were adapted
from pre-validated scale developed by Malhotra et al. which was used to develop a framework
to understand privacy concerns of internet users [83]. The questions were measured on a 7-point
agreement scale. CFA was done for to make sure that all the items in the scale held up, to ensure
internal validity Cronbach’s Alpha (α = 0.88) was checked.
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Table 5.3: Questions asked to measure overall information collection concerns
#
1
2
3
4
5

Question
It usually bothers me when online companies ask me for personal information.
It bothers me to give personal information to so many online companies.
Online companies may collect any information about me because I have nothing
to hide
I am concerned that online companies are collecting too much personal information about me
I am not bothered by data collection, because my personal information is publicly
available anyway.

The analysis associated with collection concerns has been presented in Chapter 6 together
with the results from framing and default manipulations which are discussed in section 5.1.3

5.2

Understanding privacy decisions (Original Work)
This section elaborates the results from the analysis of the data obtained from the user

study. The regression analysis mainly focused on:
• First, the effect of parameters (Who, What, Purpose, Storage, Action) on attitudes (Risk,
Comfort, Appropriateness, Expectedness and Usefulness)
• Second, the effect of attitudes on decision.
• The effect of both parameters and attitudes on decision.
Just as in Chapter 4 answering the three questions helps in understanding whether parameters directly affect the privacy decisions or instead the effects of parameters is moderated by
the attitude towards the parameters. If, tests 1 and 2 are significant and test 3 reveals a drastic
reduction in the conditional direct effect of parameters, then we can say that the effects of scenario
parameters on participant’s decision are mediated by their attitudes [12, 5, 19].
Finally, a post-hoc analysis of differences between individual levels of the parameters on
attitudes and decision is presented.
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Figure 5.4: Attention check question during an actual scenario.

Figure 5.5: Attention check question asked to participants.
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ATTITUDES
(Comfort, Risk,
etc.)
PARAMETERS
(Who, What,
etc.)

DECISION
(Enable/Disable)

Figure 5.6: Different tests conducted for mediation analysis

5.2.1

Effect of Scenario Parameters on decision
To test if the scenario parameters affected allow/reject decision, a generalized linear mixed

effects regression (glmer ) model with logit link function to account for binomial nature of decision as
an outcome variable. While building the models, a forward stepwise approach was adopted, where
first the strongest of the remaining parameters was added to a model at each step after which the
new model was compared to the old model using ANOVA tests. In this case, the baseline model
had a random intercept to account for repeated measures for the same participant. As an example,
consider adding‘Who’ parameter to the baseline model (Random intercept as participants) now if
we compare this new model to the baseline model using ANOVA, the significant Chi-Sqaure value
would mean that having ‘Who’ in the new model has a significant effect on decision. However, if
the Chi-Square value upon addition of ‘What’ instead of ‘Who’ was greater then the new baseline
model would be ‘Baseline + What’ rather than ‘Baseline + Who’.
Table 5.4: Effect of scenario parameters on decision
Model
decision ∼ (1|sid)
+storage
+purpose
+what
+who
+action
Interactions
+what:who
+who:purpose
+what:purpose

χ2

df

1487.76
206.97
202.48
195.91
77.20

2
11
3
7
3

<
<
<
<
<

138.03
87.92
68.30

77
21
33

< .0001
< .0001
.0002
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p-value
.0001
.0001
.0001
.0001
.0001

Table 5.4 shows the effect of various contextual parameters on the privacy decisions of the
participants. The ANOVA results in 5.4 suggests that all the parameters have a significant effect
on privacy decision. Specifically ‘Storage’ had the strongest effect on decision followed by ‘Purpose’,
‘What’ and ‘Who’. ‘Action’ also has a significant effect on privacy decision, although it is the weakest
of all the parameters.
Additionally, many significant interaction effects were also found to be significant but not
necessarily had a really high effect size (Very small but still significant interaction effects are a
common occurrence in the analysis of large datasets). Substantial two-way interaction effects were
observed between Who, What and Purpose. Interaction effects were added on top of the main
effects and not additive together in the same model. The intention was to avoid multicollinearity
and reduce overfitting.

5.2.2

Effect of Scenario Parameters on Attitudes
To test the mediation model, test-1 is to see whether the scenario parameters have on par-

ticipants’ attitudes. For this we developed a separate linear mixed effects regression model (lmer )
models which also included a random intercept (to account for repeated measures on the same participant) for each dependent variable (Risk, Comfort, Appropriateness, Expectedness and Usefulness).
Scenario parameters were the independent variable in this case. Forward step-wise regression approach was used in this case as well.
Tables 5.5-5.9 show the effects of the parameters on the different attitudes. All parameters
had a significant effect on all attitudes. Substantial two-way interaction effects were again observed
between Who, What and Purpose. Interaction effects were added on top of the main effects and
not additive together in the same model.

5.2.3

Effect of attitudes on decision
Test 2 of the mediation model is a test of the effect of participants’ attitudes on their

allow/reject decision. We perform this test by creating a glmer model with a random intercept
and a logit link function. Using a forward stepwise approach, we find that all attitudes except
Expectedness have a significant effect on decision (see the top part of Table 5.10). Specific effects
are as follows:
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Table 5.5: Effect of scenario parameters on appropriateness
Model
appropriateness ∼ (1|sid)
+storage
+what
+purpose
+who
+action
Interactions
+what:who
+who:purpose
+what:purpose

df
3
5
16
19
26
29

Chi.Sq.

106
50
62

167.01
113.73
55.67

2346.19
398.63
359.98
179.09
91.05

p-value
<
<
<
<
<

.0001
.0001
.0001
.0001
.0001

< .0001
< .0001
.0081

Table 5.6: Effect of scenario parameters on comfort
Model
comf ort ∼ (1|sid)
+storage
+what
+purpose
+action
+who
Interactions
+what:who
+who:purpose
+what:purpose

df
3
5
16
19
22
29

Chi.Sq.

106
50
62

132.86
89.20
58.24
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2822.57
391.10
381.69
113.68
90.57

p-value
<
<
<
<
<

.0001
.0001
.0001
.0001
.0001

< .0001
< .0001
.0043

Table 5.7: Effect of scenario parameters on risk
Model
risk ∼ (1|sid)
+storage
+purpose
+action
+who
+what
Interactions
+what:who
+who:purpose
+what:purpose

df
3
5
16
19
26
29

Chi.Sq.
47240.72
421.08
355.65
81.35
70.64

106
50
62

77.14
19.91
37.19

p-value
<
<
<
<
<

.0001
.0001
.0001
.0001
.0001

0.0017
< .0001
0.0352

Table 5.8: Effect of scenario parameters on usefulness
Model
usef ulness ∼ (1|sid)
+what
+storage
+purpose
+action
+who
Interactions
+what:who
+who:purpose
+what:purpose

df
3
5
12
23
26
29

Chi.Sq.

p-value

939.91
457.36
401.18
328.88
117.57

<.0001
<.0001
<.0001
<.0001
<.0001

106
50
62

214.48
184.48
85.39

<.0001
<.0001
<.0001

Table 5.9: Effect of scenario parameters on expectedness
Model
expectedness ∼ (1|sid)
+storage
+who
+what
+purpose
+action
Interactions
+what:who
+who:purpose
+what:purpose

df
3
5
16
19
22
29

Chi.Sq.

p-value

841.24
425.92
422.31
231.98
29.45

<
<
<
<
<

106
50
62

262.80
138.73
84.89

< .0001
< .0001
< .0001

.0001
.0001
.0001
.0001
.0001

• Each 1-point increase in Comfort (measured on a 7-point scale) results in a 2.30-fold increase
in the odds that the participant will allow the scenario (p < 0.001).
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Table 5.10: Effect of attitudes on decision; conditional effects of parameters are added subsequently
Model
decision ∼ (1|sid)
+Comfort
+Usefulness
+Appropriateness
+Risk
+Expectedness
Adding Scenario Parameters
+action
+what
+purpose
+storage
+who

χ2

df

p-value

7934.72
1249.51
149.15
10.90
1.62

1
1
1
1
1

< .0001
< .0001
< .0001
.0009
.201

0.332
13.871
3.60
14.57
24.53

3
11
3
2
7

0.953
0.2401
0.3069
0.0006
0.0009

• Each 1-point increase in Usefulness results in a 2.09-fold increase in the odds that the participant will allow the scenario (p < 0.001).
• Each 1-point increase in Appropriateness results in a 44% increase in the odds that the
participant will allow the scenario (p < 0.001).
• Each 1-point increase in Risk results in a 14% decrease in the odds that the participant will
allow the scenario (p < 0.001).
• Expectedness had no signficant influence on the participant’s decision (p = 0.201).
The strongly significant relationship between attitudes and behavior is interesting in light
of the “privacy paradox” [92], an attitude-behavior gap that has been studied extensively by privacy
researchers. Arguably, the privacy paradox is an artifact of the fact that general privacy concerns
(which are commonly high) do not match specific behaviors (which subsequently ignore these general
concerns). Since in our study attitudes and behaviors are measured at the same contextual level,
their relationship is much stronger than in other studies. This may explain why an attitude-behavior
gap was not noticed in this setup.

5.2.4

Mediation analysis
With tests 1 and 2 of our mediation analysis confirmed, test 3 was done by adding the

scenario parameters to the glmer of participants’ decisions on their attitudes. The bottom half of
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χ2 = 24.53,
p=0.0009

χ2 = 14.57, p=0.0006

Storage
Risk

Who
Comfort

What

χ2 = 398.63 ***

Appropriateness

χ2 = 149.11 ***

DECISION

χ2 = 1387,
p=0.241

Usefulness
Action
χ2 = 0.332,
p=0.953

Expectedness

Purpose
χ2 = 3.60, p=0.3069

Figure 5.7: Final mediation model.
Table 5.10 shows these conditional effects of the significant scenario parameters on participants’
allow/reject decision, controlling for their attitudes. Action, What and Purpose are no longer
significant in this model, suggesting that these effects are fully mediated by participants’ attitudes.
Storage and Who are still significant, but their conditional effects are smaller than their marginal
effects on decision (without controlling for attitude, see Table 5.4). Their χ2 s are reduced drastically
by 98% and 87%, respectively. Overall, there was a substantial mediation effect. Figure 5.7 shows
the final model mediation model.

5.2.5

Post-hoc Results
To understand the effects of different values of each parameter on participants’ various

attitudes and their allow/reject decision, post-hoc tests using Tukey’s method to adjust p-values to
account for familywise error were conducted. This subsection highlights the key insights from these
tests.
Storage: Participants perceive more risk (d range = [0.568, 1.707], all ps < .001), are
less comfortable (d range = [0.538, 1.741], all ps < .001) and find it inappropriate (d range =
[0.436, 1.550], all ps < .001) when their information is shared to ‘third parties’ or ‘stored on a remote
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Figure 5.8: Plots of various values of Storage vs. different Attitudes and Decision. Refer Table 5.1
server’ as compared to when it is stored ‘locally’. Participants also found it less useful to share their
information with third parties as compared to storing it locally or on a remote server (d range
= [0.28, 1.02], p < .001). Interestingly, participants expected it less that the information is stored
locally rather than stored on remote server or shared to third parties (d range = [0.212, 0.894], all ps
< .001). Finally, the odds of enabling a feature when information is stored locally were 1.96 times
higher than when information is stored on a remote server (p < .001) and 8.36 times higher than
when information is shared with third parties (p < .001). Figure 5.8 shows how people responded
to different attitudes and decision (Allow/Reject) for various levels of ‘Storage’.
Action: Participants were less comfortable (d range = [0.158, 0.348], all ps < .001) and
found it more risky (d range = [0.145, 0.262], all ps < .001) when their information is used to give
them recommendations instead of optimizing services or giving them insight into their behavior.
Sharing information was also found less useful (d = 0.293, p < .001) and less appropriate (d = 0.256,
p < .001) for recommendation purposes as opposed to when the scenario did not specify any purpose.
Participants also expected it less (d = 0.123, p = .0021) when their information was being shared for

78

−0.1

−0.1

−0.2

−0.1

Comfort

0.0

Risk

Appropriate

0.0

−0.2

−0.3
−0.3

O
I
Action

R

N

O
I
Action

−0.1
−0.2

0.1

0.0

−0.3
−0.1

N

O
I
Action

R

N

Percentage of
Decision to 'Enable'

Expectedness

Usefulness

0.0

−0.4

R

0.2
0.1

−0.3

−0.5

−0.4

N

−0.2

N

O
I
Action

O
I
Action

R

100%
75%
50%
25%
0%

R

N

O

I

R

Action

Figure 5.9: Plots of various values of Action vs. different Attitudes and Decision. Refer Table 5.1
recommendation purposes as opposed to when the scenario did not specify any purpose. Finally, the
odds of enabling a feature for recommendation purposes were 1.53 times lower as opposed to when
the scenario did not specify any purpose (p < .001). Additionally, the odds of enabling a feature for
optimization purposes were 1.65 times higher than for recommendation purposes (p < .001) and 1.26
times higher than for giving behavioral insights (p < .001). Figure 5.9 shows how people responded
to different attitudes and decision (Allow/Reject) for various levels of ‘Action’.
Purpose: Participants found it inappropriate (d range = [0.343, 0.411], all ps < .001) when
information is collected for the purpose of detecting their presence in the house as compared to the
purposes of automating operations or giving timely alerts, and it was even more inappropriate to
collect information for the purpose of detecting their location in the house (d range = [0.163, 0.574],
all ps < .001). Participants also found it more risky when information is used for location detection
as compared to presence detection (d = 0.598, p < .001), but they found it less risky to share information for the purpose of giving timely alerts or for automating operations (d range = [0.550, 0.601],
p range = [0.002, 0.004]). Participants also found it more useful when information is collected for the
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Figure 5.10: Plots of various values of Purpose vs. different Attitudes and Decision. Refer Table 5.1
purpose of providing alerts (d = 0.558, p < .001) or for automating operations (d = 0.603, p < .001)
compared to the purpose of detecting their location in the house. Finally, the odds of enabling a
feature were 1.29 times higher for detecting their presence in house than for detecting their location
(p = 0.0002). Moreover, the odds of enabling a feature for the purpose of giving timely alerts and
automating operations were 1.59 (p < .001) and 1.65 (p < .001) times higher respectively. Figure 5.10 shows how people responded to different attitudes and decision (Allow/Reject) for various
levels of ‘Purpose’.
Who: Participants expected it more that their smart security systems will access information as compared to other devices such as their smart HVAC, TV, alarm and washing machine
(d range = [0.267, 0.618], all ps < .001). Users perceived data access by their security systems as
more useful compared other devices like their smart refrigerator, washing machine, TV and HVAC
(d range = [0.386, 0.627], all ps < .001). Participants were more comfortable (d = 0.196, p = .002)
and found it less risky (d = 0.263, p < .001) for their security systems to access collected data
as compared to their smart lighting systems. Also, participants were more comfortable (d range
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Figure 5.11: Plots of various values of Who vs. different Attitudes and Decision. Refer Table 5.1
= [0.173, 0.356], all ps < .05) and found it less risky (d range = [0.256, 0.338], all ps < .05) for
their lighting systems to access collected data compared to their smart assistant, TV and alarm
clock. Finally, the odds of users enabling access to their smart security system were higher than to
their smart refrigerator and washing machine by 1.8 times(p < .001), their smart TV by 1.7 times
(p < .001) and their smart alarm clock by 1.6 times (p < .001). Similar results for smart assistant
were also found which had odds higher than their smart TV (1.76 times higher, p < .001), their
smart alarm clock (1.68 times higher, p < .001), their smart washing machine (1.90 times higher,
p < .001) and their smart refrigerator (1.85 times higher, p < .001). Figure 5.11 shows how people
responded to different attitudes and decision (Allow/Reject) for various levels of ‘Who’.
What: This parameter had twelve different values and there were numerous combinations
that were significant when we checked the post-hoc effects. We limit our discussion to the differences
between the ‘Smart Assistant’ and the other values of this parameter, because these specific differences are consistently significant. The reader is invited to inspect Figure 5.11 in the Appendix for
other differences. Participants found it more appropriate (d range = [0.213, 0.756], all ps < .001) and
useful (d range = [0.365, 0.683], all ps < .01) when information collected by their smart assistant
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Figure 5.12: Plots of various values of What vs. different Attitudes and Decision. Refer Table 5.1
was being accessed as compared to other devices like cameras or microphones. The participants
also found it less risky (d range = [0.385, 0.759], all ps < .05) and were more comfortable (d range
= [0.430, 0.821], all ps < .01) to grant access to information collected by their smart assistant than
their camera or microphone. Participants also expected more to share information collected by their
smart assistant as compared to other devices such as cameras (d = 0.62, p < .01), microphones
(d = 0.39, p < .01), or their smart alarm clock (d = 0.21, p = .027). The odds of giving access to
information collected by their smart assistant were higher than for cameras by 2.7 times (p < .001),
microphones by 1.8 times (p < .001), their Smart TV by 1.15 times (p < .001) and their smart
washing machine by 1.8 times (p < .001). Figure 5.12 shows how people responded to different
attitudes and decision (Allow/Reject) for various levels of ‘What’.

5.3

Discussion
This section is split in two parts: First, a detailed discussion of the consequences of

analyses—and especially post hoc test results—for the development and adoption of household
IoT devices. Second, a discussion around how the results can inform the design of household IoT
privacy-setting interfaces.
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5.3.1

Consequences for the development and adoption of household IoT
devices
In Chapter 1 we mentioned that privacy risk is an increasingly important barrier to the

adoption of household IoT devices. Interestingly, though, in our study Comfort, Usefulness and
Appropriateness had a stronger effect on users’ allow/reject decisions than Risk. This suggests that
IoT devices with a trust-inspiring design, a strong value proposition, and a clear explanation of the
appropriateness of their data collection practices can overcome initial perceptions of privacy risk.
The tradeoff between Comfort, Usefulness and Appropriateness embodies an interesting
tradeoff: Usefulness is associated with the utility of a feature, whereas Appropriateness is a contextual evaluation (is this acceptable given the situation?) and Comfort is a self-relevant evaluation (is
this acceptable for me?).
The interaction between What, Who, and Purpose also suggests that users make contextrelevant evaluations: scenarios are not accepted based on the sum of their components; rather, certain
combinations of devices and purposes are more acceptable than others. While this is outside the
scope of the current paper, future work could look into this context-dependency to find specific
synergistic combinations.
The Storage parameter had the most significant influence on participants’ decision and all
attitudes, but most prominently on Risk. (χ2 = 47240.72, p < .001). This indicates that users’
risk perceptions are mostly dependent on the way household IoT systems store and share their
data. Household IoT device manufacturers who want to reduce risk perceptions may want to opt
for storing all data locally instead of on a remote server (something users are actually more likely
to expect).
Finally, the Action parameter had the least significant influence. Arguably, once users
allow information to be collected, they care less about how exactly it is being used (or possibly, they
do not expect to be able to control how it is being used).

5.3.2

Designing for IoT by prioritizing parameters
The results of our analyses uncover an intuitive reality about our household IoT scenarios,

namely, they consist of two somewhat separate parts: On the one hand, there is a device (Who)
that accesses information collected by another device (what), for a purpose certain Purpose. At
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the same time, this the collected information may be stored somewhere (Storage) and some Action
may be performed on it.
For the first aspect, we observed substantial interaction effects between all the three parameters, indicating that users want to make intricate decisions about what information is going where
and for what purposes. Specifically, Unlike Bahirat et. al. [12], we cannot use an interface with
a separate ‘layer’ for each parameter; the interaction effects suggest that when uses decide on one
parameter, they inherently take another parameter into account. Therefore the settings interface
for device/sensor management should show all three parameters at the same time to allow users to
make these decisions.
For the second aspect, data storage had a very strong impact, while the action had the
weakest impact. Additionally, there were no interactions between these two parameters, nor did
they interact with any of the other parameters. This suggests that data storage and use can be
separated in our privacy-setting interface.

5.4

Data Driven Design of Privacy Settings (Original Work)
The dataset represents a simplified version of possible scenarios one might encounter in

routine usage of smart home technology. Still it is a daunting task to design an interface, even
for these simplified scenarios: We want to enable users to navigate their information collection
and sharing preferences across 12 different sources (What), 7 different devices trying to access this
information Who for 4 different Purposes. Additionally, this information is being stored/shared in
3 ways (Storage) and being used for 4 different longer-term Actions.
This section develops a privacy settings prototype which is based on the observations made
from statistical analysis in Section 5.3. This interface must be able to present a vast amount of
settings information in a concise and understandable manner, and allow some users to set their
settings with little effort at a coarse level while still allowing others to spend the effort to micromanage their privacy settings in more detail.
Statistical analysis reveals what the most significant parameters are in our dataset, as well
as which parameters interact with each other. The results show that the Storage parameter had by
far the strongest effect on participants’ decision to enable/disable the smart home feature described
in the scenario. After Storage, Who, What and Purpose had similar-sized effects. Moreover, fairly
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strong significant two-way interaction effects between these parameters were found as well. Finally,
the Action parameter had a weak but still significant effect.
Based on these results, we decided to split our settings interface into two separate sections:
‘Device/Sensor Management’ and ‘Data Storage & Use’. The landing page of our design (screen 1
in Figure 5.13) gives users access to these two sections. The former section is based on Who, What
and Purpose and allows users to “Manage device access to data collected in your home” (screen
2-3). The latter section is based on Storage and Action, and allows users to “Manage the storage
and long-term use of data collected in your home” (screen 4). Both sections are explained in more
detail below.

Figure 5.13: From left, screen 1 is the landing page of our manual settings interface, screen 2 is the
Device/Sensor Management page, screen 3 shows the explanation when you click on “I want to learn
more”, and screen 4 is the Data Storage & Use page.

Device/Sensor Management: This screen (Figure 5.13, screen 2) allows users to control
the Purposes for which each device (Who) is allowed to access data collected by itself, other devices,
and the smart home sensors installed around the house (What). This screen has a collapsible list
of data-collecting devices and sensors (What). For each device/sensor, the user can choose what
devices can access the collected data (Who; in rows), and what it may use that data for (Purpose;
in columns).
In the example of Figure 5.13, the user does not give the ‘Refrigerator’ access to information
collected by the ‘Smart Assistant’ for any of the four purposes, while they give the ‘Smart TV’ access
to this data for the purpose of giving ‘timely alerts’. In this example the ‘Smart Assistant’ is allowed
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to use its own data to ‘automate operations’ and to ‘know your location in your home’.
Showing Who, What and Purpose at the same time allows users to enable/disable specific
combinations of settings—the significant interaction effects between these parameters suggest that
this is a necessity. The icons for the Purpose requirement allow this settings grid to fit on a
smartphone or in-home control panel. We expect that users will quickly learn the meaning of these
icons, but they can always click on ‘I want to know more’ to learn their meaning (see Figure 5.13,
screen 3).
Data Storage & Use: This screen (Figure 5.13, screen 4) allows users to control how their
data is stored and shared (Storage), as well as how stored data is used (Action). These settings are
independent from each other and from the Device/Sensor Management settings.
For ‘Storage & Sharing’, users can choose to turn storage off altogether, store data locally,
store data both locally and on a remote server, or store data locally and on a remote server and
allow the app to share the data with third parties. Note that the options for Storage are presented as
ordered, mutually exclusive settings. Our scenarios did not present them as such (i.e., participants
were free to reject local storage but allow remote storage). For ‘Data Use’, the users can choose
to enable/disable the use of the collected data for various secondary purposes: behavioral insights,
recommendations, service optimization, and/or other purposes.

5.5

Predicting User Behavior
This section briefly explains various machine learning models that were built to classify

the participants based on their enable/disable decisions towards the contextual scenarios presented
to them. The primary goal is to create a set of defaults settings which could work with the user
interface designed on the basis of statistical models. Rather than striving for higher accuracy at the
expense of complex models that are difficult to interpret and implement, the attempt is to establish
a conscious trade-off between accuracy and parsimony of the models.1
For this dataset, five different machine learning approaches were used, the same as those
explained in Section 4.6 of Chapter 4. These are: Naive Prediction Model, One-Rule Prediction,
Overall Prediction, Attitude Based Clustering, Fit Based Clustering and Agglomerative Clustering.
1 The

content presented in this section (Predicting User Behavior) is the original work of my colleague Dr. Yangyang
He and Abhilash Menon. Though it is not an official part of this document, however it certainly is important to the
narrative of the thesis. Please refer He et al. for more detailed explanation [48]
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Figure 5.14: Summary of All our Approaches
The overall accuracy of each machine learning approach along with the different number of actual
cluster solutions is summarized in Figure 5.14. The X-axis represents the parsimony (higher average
tree size per profile = lower parsimony); the Y-axis represents the accuracy. While the “smart
default” setting makes a significant 15.3% improvement over the naive default setting (disable all),
having multiple smart profiles substantially increases the prediction accuracy even further. The
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fit-based clustering algorithm performs the best out of all the approaches, followed by agglomerative
clustering and attitude-based clustering.
The most parsimonious 2-profile fit-based solution (with an accuracy of 74.43%) is the
simplest of all “smart profile” solutions: one profile is simply “disable all”, while the other profile
is the same as our One-Rule solution: “disable sharing with third parties” [48]. In fact, these
profiles are so simple, that one might not even want to bother with presenting them to the user: in
our current interface (see Figure 5.13) these defaults are incredibly easy for users to implement by
themselves. One of the 5-profile fit-based solution has the highest accuracy (83.11%) but a resulted
in a relatively complex tree. For the personalized privacy settings interfaces developed and tested in
Chapter 7, the Fit-based 3 cluster solution has been used. This solution has three different clusters
where the participants in the first two clusters in general either disabled majority of data sharing
or enabled majority data of sharing decisions. The people belonging to the third cluster had more
sophisticated privacy preference. Their sharing decisions were based on ‘Storage’ parameter and
were furthe motivated by the ‘Purpose’ parameter. The 3-cluster solution and the specific reasons
for using this solution for developing personalized privacy settings interfaces are explained in detail
in Chapter 7.

5.6

Summary
The data driven approach to designing privacy settings for IoT was first discussed in chap-

ter 4. This was however attempted on a much smaller dataset which comprised of merely 200
participants. Also, the generalized IoT considered in chapter 4 had a far more broader scope. In
this chapter, the scope is narrowed down to a more concise context of a smart home IoT but at
the same time expanding the scale of user study to 1132 participants. The idea of taking a data
driven approach to designing interfaces was successfully replicated in an entirely different context.
Expanding the participant pool helped in uncovering additional two and three way interaction effects
which were not noticed the study of chapter 4.
In terms of understanding the privacy decision making process of a smart home user, this
chapter was able to establish that some factors/parameters are more important to decision making
than the others. Additionally, the effect of these factors on the decision making is not direct but
rather a result of mediation through attitudes provoked by a coherent context in which the decision
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is being made. The machine learning models demonstrated how the complexity of decisions varied
across different participant group. This eventually seeded the idea of having personalized user
interfaces which could cater the needs of varying decision complexity rather than taking a one-sizefits-all approach [3].
The effect of defaults and framing manipulation are not covered in this chapter even though
they are experimental manipulations of the same study. This is instead covered Chapter 6. The
reason this topic needs a separate chapter is because the results go beyond just showing the presence
of default and framing effects. Chapter 6 shows various moderation effects of defaults and framing
with regards to privacy decisions and more importantly argues how it may reduce the deliberation
towards the context in which the privacy decision is being made.
Chapter 7 leverages two main things from the research presented here. First, it uses the
results from machine learning models to develop personalized privacy settings interface. Second, to
develop these personalized privacy settings interfaces the data driven approach is once again applied
when analyzing data for individual clusters. The personalized interfaces discussed in Chapter 7
along with pre-set defaults are supposed to aid the smart home users by making it easy to set their
preference. This is tested using a web based controlled experiment in the same chapter.
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Chapter 6

Heuristics Influencing Privacy
Decision Making in IoT (Partial
Original Work)
6.1

Introduction
In chapter 4 and 5, the context of decision making was the key area of focus. The research

presented in both of these chapters showed that contextual factors (whether its general IoT or Smart
Home IoT) influence privacy decisions made by study participants. In both the cases, this effect
of contextual factors on privacy decision was at least partially mediated by participant’s attitudes
towards the context.1
In this chapter, we move our focus towards the ability of heuristics in influencing privacy
decisions which should ideally be influenced only by the contextual factors (Like in chapter 4 and 5).
Ideally, we want a privacy decision to be strictly based on the context of decision making. However,
the presentation of the decision (In form of defaults) or framing of the decision itself can have a
significant impact on decisions. Such effects are well documented in various domains such as consent
1 The findings presented in this chapter are extracted from my published work in [14]. I collaborated with Dr.
Martijn Willemsen, Dr. Yang He, Dr. Qizhang Sun and Dr. Bart Knijnenburg. Specifically Dr. Yang worked on
developing machine learning models presented in this chapter. My contribution was in conducting statistical data
analysis.
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forms, social networking sites and so on [129, 74, 4]. Johnson et al. observed that almost twice as
many people were willing to be contacted for future research when the same question was posed in
opt-out format as opposed to opt-in format [60]. Anaraky et al. showed how positively framing a
tagging request on Facebook could potentially result in higher tagging rate among the participants.
Their study also tested whether having normative and rationale based justifications helped overcome
the effect of default and framing effects [7].
Research presented in this chapter is based on the same dataset which was used in Chapter 5. The only difference is that rather than focusing on the contextual factors of decision making,
this chapter focuses on the presentation of decision itself. The user study presented in Chapter 5
presented participants with a contextual scenario (which was a manipulation of different factors)
and then asked participants to make decisions about whether they would like to enable/disable that
particular scenario. The same study additionally manipulated how the question was framed and the
selected default choice. Thereby adding two additional manipulations: Defaults and Framing (See
Section 5.1.3). The results associated with this manipulation are the main focus of this chapter.
The results presented in this chapter demonstrate that defaults and framing not only influence the outcome of privacy decisions, but also the process of evaluating the contextual factors
associated with the decision, effectively making the decision-making process more heuristic. Particularly, this data shows exactly how defaults and framing moderate the process of converting
parameter judgements (i.e. The attitudes in response to contextual factors.) into decisions. This
regression models demonstrate that this effect reduces the deliberative nature of smart home users’
privacy decisions.
The findings from this chapter (more specifically those of default effects) serve as a motivation of experimental conditions which used in the user study presented in Chapter 7. Personalizing
privacy can also mean that some of the decision are being presented to smart home users in form
of pre-set defaults (This was tested by He [47]). If the defaults can influence the privacy decisions
(as shown in the current chapter), then their importance cannot be understated when designing for
smart home privacy (which is the key concept of Chapter 7).
It should be noted that the results presented in this chapter are an extension of Chapter 5
hence dataset is also same. The analysis however focuses on the manipulations explained in section 5.1.3. Hence this chapter dives directly into results where first the direct effect are explained,
second the two way interaction between attitudes and default/framing and third, the three way
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Table 6.1: Effect of defaults and framing on decision.
Model
decision ∼ (1|sid)
+framing
+default
Interactions
+default:Framing

χ2

df

p-value

82.87
7.82

2
2

< .0001
.0199

2.62

4

.6225

interaction between attitudes, default/framing and personality characteristics (data collection concerns). Finally, the discussion section covers the implication of default/framing effects on the privacy
decisions.

6.2

Results
This section consists of four main analyses. First, the direct effects of default and fram-

ing on to decision is presented along with post hoc effects to make specific comparisons. Second,
the default and framing effect on privacy decisions are moderated by attitudes (Risk, Comfort,
Appropriateness, Usefulness and Expectedness) towards the contextual scenarios by leveraging statistical analysis. Third, how the addition of defaults in Machine Learning models influenced decision
trees and eventually affect the resulting profiles. Fourth, the three way interaction effects observed
between Framing, Attitudes and Personality Traits of the participants.

6.2.1

Direct Effects (Original Work)
Similar to chapter 5 and 6 generalized linear mixed effects regression models (glmer) were

used to test the effects of default and framing on decision. A logit link function was added to the
model to account for the binary outcome variable. A random intercept was also added to account the
within subjects (multiple scenarios per participant) design of study. In line with Chapter 5, while
creating models we added the defaults and framing parameters on top of a baseline model (Random
intercept of participant IDs: decision ∼ (1|U serID)). Table 6.1 shows the ANOVA results. It can
be noticed that the defaults and framing have a significant effect on the decisions. However, the
effect of defaults was much more pronounced than framing.
Post hoc tests were conducted to see the how various levels (Enable by Default, Disable by
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Default and No Default) within defaults and framing (positive,negative and neutral) affected participants decisions. Compared to positive framing, participants in the negative framing condition were
1.31 times more likely to enable the functionality described in the scenario (p = .0205). Compared
to no default, participants in the Disable-by-Default condition were 1.37 times less likely to enable
the functionality described in the scenario (p = .006), while participants in the Enable-by-default
condition were 2.57 times more likely to enable the scenario (p < .001). Defaults and framing did
not have an interaction effect on decision (p = .623).

6.2.2

Defaults and Framing moderate effects of Attitudes (Original Work)
Previous research has also observed a moderating effect of defaults on behavior. For instance,

Knijnenburg et al. showed that a simple design change in form auto-completion tools could reduce
the default effect such tools cause [69] and modeled this finding as a moderation of the effect of the
perceived benefits and perceived risk of disclosure on participants’ disclosure decisions. Hence, in
this section a similar moderation effect of defaults/framing on the effect of participants’ attitudes
on their privacy decisions.
To test the moderating effects of defaults/framing on the effect of participants’ attitudes
on their privacy decisions, interactions between different attitudes and defaults were added to a
baseline glmer model that contains the main effects of the attitudes, defaults, and framing. Models
3.1–3.5 in Table 6.2 each add an interaction effect (i.e., model 3.1 adds the interaction effect between
appropriateness and defaults) to model 2, which contains the attitudes, defaults, and framing. The
χ2 value of model 3.1 shows that the interaction between defaults and appropriateness significantly
(p < 0.0001) improved upon model 2. The same is true for all other default-by-attitude interactions.
.
Figure 6.1 (Left) shows the effect (in logits) of attitudes on participants’ decisions in each
default condition. Notice that for participants in the no default condition attitudes have a consistently stronger effect on their decision than for participants in the enable / disable-by-default
condition. As argued at the beginning of this section, the fact that these attitudes mediate the
effects of the contextual parameters on participants’ privacy decisions means that they represent
participants’ “cognitive appraisal” of the decision scenario [?]. Given that the effects of attitudes
are weaker when defaults are present, one could therefore argue that defaults indeed suppress the
cognitive appraisal of the decision scenarios.
93

We further investigate the nature of this finding by inspecting the response curves of these
interaction effects (Figure 6.2). These response curves estimate the probability of a participant in the
no default, enable-by-default, or disable-by-default condition accepting a scenario, given a certain
value of the attitudinal variables. The response curve shows two important differences between
the no default condition and enable/disable-by-default conditions: (1) The response curve of the
enable-by-default condition is shifted to the left and the response curve of the disable-by-default
condition is shifted to the right compared to the response curve of the ‘no default’ condition. This
encodes the main effect of defaults (the enable-by-default condition leads to higher levels of scenario
acceptance while the disable-by-default condition leads to lower levels of scenario acceptance). (2)
Compared to the no default condition, the slope of the response curves for the enable-by-default and
disable-by-default conditions are flatter, which indicates that the effect of participants’ attitudes on
their privacy decisions is weaker in these conditions (i.e., a flatter slope means a smaller logit).
Table 6.2: Interaction effects between defaults/framing and attitudes
Model #
0
1
2
Interactions-Defaults
3.1
3.2
3.3
3.4
3.5
Interactions-Framing
4.1
4.2
4.3
4.4
4.5

6.2.3

χ2

df

p-value

209.28
5.44

2
2

< .0001
.0658

Default:Appropriateness
Default:Risk
Default:Comfort
Default:Expected
Default:Usefulness

26.50
16.47
26.43
11.32
19.88

2
2
2
2
2

< .0001
.0002
< .0001
.0003
< .0001

Framing:Appropriateness
Framing:Risk
Framing:Comfort
Framing:Expected
Framing:Usefulness

45.79
37.39
50.78
51.51
83.23

2
2
2
2
2

<
<
<
<
<

Model
decision ∼ (1|sid) + Attitudes
+Default
+Framing

.0001
.0001
.0001
.0001
.0001

Machine Learning Results
2

We used two different approaches to investigate the effects of defaults and framing on the

complexity of the decision tree models. In the first approach, we split the dataset across the three
default or framing conditions (positive, negative and neutral). Then we modeled the enable/disable
2 The

machine learning model presented in this subsection was done by my labmate Dr. Yangyang He.
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Figure 6.1: Effect of attitudes on decision in each default/framing condition
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Figure 6.2: Two way interaction between defaults and attitudes. Risk is reverse coded.
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Figure 6.3: Two way interaction between framing and attitudes. Risk is reverse coded.
decision in each subset with the five scenario parameters as predictors. Subsequently, we compared
the complexity of the resulting trees between default/framing conditions. For the second approach,
we ran the decision tree algorithm on the entire dataset, and treated the default manipulation and the
framing manipulation as an additional parameters along with the scenario context parameters (who,
what, purpose, storage, and action). This approach resulted in a single tree, with the default/framing
conditions on certain nodes of the tree. In this approach, we compared the complexity of the subtrees springing from each default/framing node.
Several of the tree models generated by the second approach contained the ‘defaults’ parameter as a non-leaf node. For example, Confidence-levels between 0.01-0.16 all result in the same
tree (see Figure 6.4. This tree has the ‘storage’ parameter as the root node: it predicts disable
for scenarios where data is stored on a remote server and shared with third parties, and enable for
scenarios where data is stored locally. For scenarios where data is stored on a remote server (but
not shared with third parties), the decision further depends on the default condition. The predicted
sharing preference for the positive and negative default conditions are simply enable and disable,
respectively. This aligns with our aforementioned results indicating a main effect of defaults. More
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interestingly, though, the tree shows a more complex prediction for the ‘neutral’ default condition,
which further depends on the ‘purpose’ parameter. Similar results (i.e., the ‘neutral’ condition showing a more complex sub-tree whenever the ‘defaults’ parameter is included in the tree) are found at
lower levels of trimming.

preshouse: 0
share: 0

positive: 1
lochouse: 0

cstore

remserv: default

neutral: purpose
opauto: 1
locally: 1

negative: 0
alert: 1

Figure 6.4: Tree resulting from one of the machine learning approaches with defaults and 5 parameters as model input (CF: 0.01-0.16, Acc: 64.04%)

6.2.4

Interaction of Collection Concerns, Framing and Attitudes (Origi-

cstore

remserv: default
nal Work)

neutral: purpose

The survey included questions from Collections Concerns scale ( [83]) as a part of personal
characteristic. Collection concerns can drive the eventual disclosure. Research shows this happening
in form of a mediation where the effect of collection concerns is mediated by attitude towards a
system in form of perceived privacy threat [66]. However, in this case the manipulation of disclosure
was in form of an evaluation of a recommended system [66] rather than a question which has a frame
as a manipulation. However, we did not observe any mediation of the effect of collection concerns on
decision by any of the attitudes. We instead tested for the possibility of 3-way interaction between
collection concerns, framing and attitudes. Two way interactions for decision were already observed
between framing and attitudes. To test 3-way interaction effects, a single factor score representative
of the various questions in the scale was used. In order to get the factor score, we used lavPredict
function in ‘R’ [106].
We took a similar step wise regression approach to unearth these effects too. For example,
there was a significant interaction effect (p = 0.005) between Usefulness, Collection concerns and
Framing (See Table 6.3). We found similar interaction effects between collection concerns, framing
and other attitudes like Risk (ANOVA: χ2 = 7.2915, p = 0.0261), Comfort (ANOVA: χ2 = 8.1366,
97

p = 0.0171), Appropriateness (ANOVA: χ2 = 12.7027, p = 0.0017) and Expectedness (ANOVA: χ2
= 10.1018, p = 0.0064). It should be noted that we did run three way interaction effect in case of
defaults, we did not observe any three way interactions with Attitudes and collection concerns.
To get a better understanding of these interactions we plotted them in Figure 6.5 and
realized that the effects presented in Figure 6.3 were stronger for lower levels of collection concerns.
For example (See Figure 6.5 top left), in case of usefulness for people with relatively lower collection
concerns, Negative framing has drastically weaker effect as opposed to positive and neutral framing.
Contrary to this, for people who have higher collection concerns, the type of framing does not seem
to make much difference as all the three curves almost overlap one another.
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Figure 6.5: Three Way interaction between Framing, Attitudes and Collection Concerns (Scores
indicated for ±2 SD). Risk is reverse coded
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Table 6.3: Three way interaction effects: Usefulness, Collection Concerns and Framing.
Model
decision ∼ (1|sid)
+usefulness
+collection
+framing
T wo way Interactions
+usefulness*collection
+usefulness*framing
+framing*collection
T hree way Interaction
+usefulness*collection*framing

6.3

χ2

df

p-value

2685.377
42.3386
4.6494

1
1
2

< .0001
< .0001
.0978

1.6000
67.0797
0.3932

1
2
2

.2059
< .0001
.8215

15.0547

2

.0005

Discussion
In this section, the results from main effects, two way interaction effect and three way

interaction effects are discussed. The discussion specifically focused what the interaction effects
mean with respect to the cognitive appraisals associated with context of privacy decision making.

6.3.1

Main Effects of Defaults and Framing
our results demonstrate that both defaults and framing have a significant direct main effect

on participants’ decision to accept or reject the presented household IoT scenarios. The effect of
framing, which was weaker as compared to the effect of defaults, this actually contradicted previous
research: Johnson et al. [59] and Lai and Hui [74] found that negative framing reduced acceptance
and positive framing increased acceptance. We find the opposite effect, perhaps due to manipulating
framing as a question rather than a statement, which may have caused participants to assume the
antagonistic perspective as a reference point. Specifically, in our case, the unconventional wording:
“Do you want to disable this functionality?” may have put people in the negative framing condition
in loss aversion mode, assuming the functionality being enabled as the reference point [61].
Defaults, on the other hand, have the same effect in our analysis as in numerous previous
works: the disable-by-default condition decreases acceptance while the enable-by-default condition
increases acceptance.
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6.3.2

Two Way Interactions: Defaults and Framing
Machine learning models helped us to establish that people might make less elaborate privacy

decisions in presence of defaults because they seemed less inclined to account for various contextual
factors. In this section we corroborate this finding, as we find that defaults reduce the effects of
attitudes on participants’ privacy decisions. These attitudes play an important role in the privacy
decision-making process; they can be viewed as a reaction towards the scenario and instigated by a
cognitive appraisal of its contextual parameters [11, 48].
In principle, the fact that defaults reduce elaboration could be a beneficial: Indeed, defaults
are useful for users who do not have very explicit preferences or attitudes for or against a particular
scenario, as they allow such users to simply accept default settings without too much (unnecessary)
cognitive effort. However, this effect is only beneficial if the resulting settings do not go against
the user’s interests or preferences: an enabled default should be easily adopted when users have a
positive attitude towards a certain scenario, as accepting that scenario is probably the right thing to
do in that situation. Similarly, a disabled default should be easily adopted for scenarios when users’
attitudes are negative, since they would most probably like to disable these scenarios anyway. In
contrast, users should not be dissuaded from investing the (cognitive) effort to overrule a default that
goes against their preferences. This is a key part of the libertarian paternalism behind nudges [112]:
defaults are tools that should be easy to override when users have sufficiently strong opinions in the
opposite direction.
This would imply that in a beneficial scenario (where nudges indeed follow the rules of
libertarian paternalism), if a person has a sufficiently strongly negative attitude towards a particular
scenario, an enabled default should have little effect, because the person would be vested in changing
the default to be consistent with their explicit preference. Similarly, if a person has a sufficiently
strongly positive attitude towards a particular scenario, they should not be swayed to accept a
disable default.
These results suggest that defaults fail to live up to their libertarian paternalist ideals, in
that they are most influential among people who should not be influenced by them (i.e., people
whose opinions are opposite to the default). As such, we argue that defaults deteriorate users’
privacy decision-making practices.
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6.3.3

Role of Collection Concerns
Section 6.2.4 demonstrated that negative framing may reduce the effect of certain attitudes

on people’s privacy decisions; the analysis presented above shows that that this drop predominantly
happens for people with low collection concerns (see Figure 6.5. People with low collection concerns
are less inclined to consider the attitudes in their decision-making process when the decision is framed
negatively. Particularly, these people can be swayed to accept a scenario by presenting the decision
with a negative framing even when they consider the scenario to be useless, risky, uncomfortable,
inappropriate, or unexpected. The fact a negative framing can sway less-motivated participants (i.e.
participants with low collection concerns) to accept a scenario despite having negative attitudes
regarding the scenario goes against the libertarian paternalist ideal of nudges like framing.
A possible explanation for these results is that the users with low collection concerns have
a relatively lower incentive to carefully evaluate the scenarios. This is somewhat in line with results
of Lai and Hui, who found that people’s overall privacy concerns can moderate the effect of framing
on privacy decisions [75]. Our novel contribution is that we demonstrate this interaction between
framing and collection concern to influence users’ decision process (in terms of the effect of their
attitudes on their privacy decisions) rather than the outcome. Particularly, we demonstrate that
negative framing can cause individuals with low collection concerns to reduce the effect of their
cognitive appraisal of the decision scenarios on their decision, thereby deteriorating their decision
process.

6.3.4

Consequences on System Design
Security researchers like Yee [?] have stressed the importance of choosing the right defaults in

interaction design for security. While these guidelines are important to ascertain system security, our
current work addresses users’ privacy decisions assuming that their smarthome is properly secured.
While security decisions tend to have a universally optimal outcome (less disclosure = more secure
systems), privacy decisions are generally a matter of personal preference.
As smarthomes usually contain multiple devices that can collect data in a plethora of contexts, it may be tempting for users to avoid careful deliberation of the contextual parameters that
impact their privacy in a myriad of possible scenarios. Our results suggest that if we want users to
take these contextual parameters seriously, we should avoid defaults (and negative framing) in the
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privacy-setting interfaces of smarthome IoT systems. Getting rid of defaults can be a difficult task,
though: without a default setting, end users would be “forced” to go through each privacy setting
manually. Given the complexity of smart home privacy settings, this would arguably lead to a level
“decision fatigue” that would similarly erode users’ willingness to make deliberate privacy decisions,
potentially leading to even stronger detrimental effects than defaults and frames might have.
One solution to this conundrum is to take a user-tailored approach: a system can adapt a
large number of default settings to the user’s privacy preferences, which the system may derive from
the user’s previous privacy decisions or from a limited number of explicit decisions. For example, He
et al. develop “smart profiles” [?] that allow the system to set a large number of settings based on a
single user decision (i.e., the decision of which profile to adopt). This solution can drastically reduce
the number of manual settings a user has to go through, thereby reducing the overall cognitive load,
while at the same time leaving the decision to some extent to the user. Furthermore, advances in
machine learning could allow the “smart profiles” to be adopted automatically, based on certain
inferences about the user’s past privacy behaviors or certain personal characteristics.
While developing such user-tailored solution, we recommend that defaults and framing
should be taken into account when training the algorithms: users who encounter a predefined default setting are less likely to make deliberate privacy decisions, so their settings data should not be
treated as a wholly precise and valid indicator of their preferences. Conversely, algorithmic solutions
that recommend a universal default for all settings (i.e. one of the clustering solutions by He et
al. [?] suggests that people in one of the clusters should disable all data sharing by default) can be
penalized to account for defaults and framing effects that they are likely to cause.
From the perspective of our results, the goal of a user-tailored privacy component is not so
much to fully automate the privacy decision-making process, but to avoid situations where defaults
may reduce much-needed elaboration and/or go against the user’s (likely) existing attitudes. This
realization points towards a rather intriguing opportunity to find a balance between a ‘smarter’
choice architecture and giving more control to the end user: Future designers of smart privacysetting interfaces could infer a default only for settings about which users likely have strong attitudes
(which, incidentally, can likely be inferred with high confidence)—be they positive or negative. In
cases where users’ attitudes are arguably underdeveloped or uncertain, this smart interface could
then deliberately avoid making a prediction regarding the optimal setting, and instead prompt the
user to make a (default-free) decision. If done in moderation, such prompts would result in a
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manageable set of more deliberate privacy decisions at exactly the point where they matter most
(i.e., where users’ attitudes are uncertain).

6.4

Summary
The analysis of default and framing effects on privacy decision making exposes the vulnera-

bilities of the human decision making process on the account of heuristics and personal characteristics
such as collection concerns. The three way interaction between framing, collection concerns and attitudes showed that the people with higher collection concerns are less vulnerable to the framing
effects as opposed to those with lower collection concerns. Interestingly, the absence of such three
way effects for defaults suggests that people are susceptible to defaults effects regardless of how
concerned they are about collection of their data. This is interesting because it goes on to show the
power of defaults in influencing the decision making process.
As pointed in section 6.3.4, the use of user tailored defaults as proposed by He et. al. [48]
and in Chapter 5 can be a potential way forward. The tailored defaults can be created on the
basis of clustering results. Use of such user tailored defaults together with personalized privacy
settings interfaces are the focal point of the final user study presented in Chapter 7. The default
manipulation in the final user study is motivated by the findings of the results presented in the
current chapter. The idea is to check whether having tailored defaults improves the user experience
of personalized privacy settings interfaces as opposed to having fixed defaults where all the settings
are either enabled or disabled by default.
In a nutshell, the research presented in this chapter showed how the presence of heuristics
like defaults and framing can reduce the deliberation of contextual parameters when making privacy
decisions. This finding motivated the use of default as a manipulation in the final user study
which investigates the effectiveness of personalized privacy management interfaces with user tailored
defaults.
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Chapter 7

Personalized Smart Home Privacy
Interfaces: Development and
Evaluation
In He et al. [48] and Chapter 5, regression models were built using data from 1132 participants. These models revealed that the participants found certain contextual factors more important
to smart home privacy decision making than the other parameters [48]. Additionally, the results
from machine learning models identified clusters of participants who made similar decisions; some
participants were conservative about their privacy preferences (disabling as much as possible), while
others were liberal about these preferences (enabling as much as possible) and there were a few
participants who fell in between these two extremes. One such result is shown in Figure 7.1, this is
a fit based 3 cluster solution (machine learning model) where 259 participants were ready to enable
almost all of the settings (cluster-1), 461 participants wanted to turn everything off (cluster-2) and
413 participants had a more complex decision-making structure (cluster-3). These clusters also led
to creation of profiles (set of pre-defined privacy decisions) which aligned closely to the decision
making characteristics associated with the clusters. In summary, machine learning results showed
that the privacy decisions vary widely across participants and the regression models showed how
importance of various contextual factors when it comes to decision making.
This brings up the question of whether varying privacy preferences (as demonstrated by
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clustering results) warrant personalized User Interfaces as well? I.e. do participants who belong to a
specific cluster, also emphasize contextual factors differently? Privacy researchers have argued that
perhaps taking a ‘One Size Fits All’ approach might not be the most optimal approach especially
in case of privacy decision making where each decision relies heavily on the context in which the
decision is being made [130]. The research presented in this chapter focuses on an approach used to
create personalized privacy setting interfaces for smart homes and a followup evaluative user study
which investigates whether these personalized interface can serve as an effective privacy management
tool for smart homes users. This user study draws from research detailed in Chapter 5 and He et
al.

[48]. The datasets used to build the user interfaces are also the ones used by He et al. [48].

The study presented in this chapter, evaluates three different privacy settings interfaces which were
introduced to the participants in the study as MySDI (SDI: Smarthome Data Interface). Each
MySDI corresponds to a cluster (result of machine learning model) of participants. The approach
adopted to arrive at each design in explained in Section 7.1
He (2019) evaluated the user experience of different default settings and privacy profiles
in a smart home interface while keeping the user interface somewhat consistent over different experimental conditions [47]. The personalized default settings and smart profiles were a result of
different machine learning approaches explained in He et al. [48]. The research presented in this
chapter builds on this work but distinguishes itself by different designs, additional manipulations
and collection of additional behavior data, specifically:
1. This user study not only tests the personalized default settings but also uses personalized user
interfaces to suit the individual cluster. There are three interfaces that are built based on of
statistical analysis of the same individual clusters, which informed the smart defaults in He
(2019) [47]. All the interfaces differ starkly from each other especially in terms of the level of
granular control that they offer their users.
2. Presence/Absence of choice between different interfaces is an added manipulation. This will
help to understand how the the experience of participants changes when they are offere a choice
between interfaces. This choice in essence if the personalization manipulation. Participants are
explained each interface in detail and they are free to choose MySDI as per their preferences.
3. Collection of behavior data associated with how participants interact with the interface. Specifically collecting data on number of clicks and the final snapshot of decisions.
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Figure 7.1: The most parsimonious 3-profile fit-based solution (7 nodes/profile, accuracy: 79.80%).
Parameter value abbreviations correspond to the “code” column in Table 5.1
The rest of this chapter is organized as follows: the first section focuses on different regression
models which informed the design of three different UIs. Next, the results from the analysis of
individual clusters obtained by He et al. for the fit-based 3 cluster solution are presented. The third
section discusses how the analysis of each cluster results in distinct UIs (also referred as MySDIs).
The remainder of the chapter discusses the experimental design used to evaluate the user experience
of the UIs and the involved psychometric constructs. Finally, the results section explains how
different manipulations of the user study influenced the user perceptions of personalized privacy
management interfaces (also referred as MySDIs).

7.1

Data Driven Design for Individual Clusters
Research in the domain of social networking sites (SNS) has revealed how it is possible to

classify people into different profiles. It also highlights the need to have personalized user interfaces
based on these data driven profiles [132]. The machine learning results from He et al. were successful
in clustering participants on the based on their decisions towards specific contextual scenarios [48].
Figure 7.1 shows the decision tree results that indicate the varying privacy preferences of participants
in each of the clusters. There are two extremes, a cluster of participants that tends to be liberal
where they prefer to enable most of the settings, while the others who can be very conservative as
they prefer to disable most of the contextual scenarios presented to them. Then there is cluster3 which is somewhere in between those two extremes, here the participants focus on where the
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information is being stored and what purpose is it being collected for in the first place while making
privacy decisions. The clustering results however cannot show exactly how these decisions vary.
For example, the two of the clusters, the decisions are either a ‘Yes’ or a ‘No’. It should however
be noted that this does not mean that this was literally always the case. People classified in ‘No’
may have still have had a few ‘Yes’ responses, but they were classified under ‘No’ because of the
likelihood of them responding in that fashion and vice versa. What we still don’t know is if some
of the parameters that are more important to decision making for people in the ‘Yes’ cluster are
different from those in the ‘No’ cluster.
To understand such differences, the dataset was further split into three different datasets.
Each dataset had the responses of participants belonging to that particular cluster. Next, regression
models were created for each of these datasets to identify how different parameters of the user study
affected the decisions of the participants. Based on the regression results of each cluster, three
different interfaces were designed (taking a data driven approach similar to [48, 12]). This allowed
to create not just personalized defaults (Like He (2019) [47]) but a personalized user interface which
corresponds to the defaults as well. There is a separate user interface (MySDI) which corresponds
to each cluster rather than implementing different defaults in a single user interface.

7.1.1

Why Fit Based 3-Cluster Solution?
In He et al, different approaches were adopted to cluster participant data and their solutions

varied across different levels of complexities (in terms of explaining the trees) and different levels of
accuracy [48]. For the purpose of creating personalized interfaces and eventually testing them, the
fit based 3-Cluster solution was chosen for the following reasons:
• The accuracy of the solution was higher than that of attitude based cluster solution and the
overall cluster solution.
• The accuracy of the fit based 3 cluster solution (79.80%) was similar to that of the aggglomerative cluster solutions (79.40% for the 4 profile, 80.35% for 5 profile and 80.68% for 6 profile).
Designing an additional interface for a very small bump in accuracy was unwarranted.
• For fit based 4 cluster (Accuracy %81.88) and 5 (Accuracy %81.88) cluster solutions, the only
changes in the clusters were the end decisions associated with just two parameters “Storage”
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and “Purpose”. But the primary decision parameters were the same and that was revealed in
statistical data analysis as well.
• The number of participants in each cluster of the 3-cluster solution were somewhat evenly
balanced. If the dataset was further broken to 4/5 clusters, the number of participants per
cluster would reduce drastically and eventually lower the confidence of the regression models
built on the basis of smaller datasets.
The next section discusses the data driven design approach adopted to create three different
versions of MySDI each corresponding to the fit based 3 cluster solution from He et al [48]. The
regression models (glmer ) used in the next sections were similar to those in Chapter 5 and 4.

7.1.2

Cluster-1: Liberal Preferences and Basic MySDI
The participants in cluster 1 were liberal with giving permissions. They were generally likely

to allow for most of the contextual scenario parameters of Table ?? in Chapter 5. This does not
necessarily mean that their decision would be ‘Allow’ every single time. It means that the decision
is most likely to Allow but they can ‘Dis-allow’ in specific contexts as well. The regression analysis
of this dataset revealed some interesting results. Mainly, the effect of ‘Action’ parameter was not
significant (χ2 = 0.6814, p = 0.875). All the other parameters had a significant main effect on
decision (Figure ?? shows the ANOVA results for different parameters). In addition to this, there
were no interaction effects between different parameters. This indicates that the users in this cluster
make decisions in a simplistic manner and that they like to make decisions about each parameter
separately rather than considering two or more parameters at once. This resulted in a simplistic
interface which was presented to participants of the study as Basic MySDI (See Figure 7.2) as follows:
Table 7.1: Effect of scenario parameters on decision, for cluster-1 (Liberal)
Model
decision ∼ (1|sid)
+who
+what
+purpose
+storage

χ2

df

45.43
30.50
22.85
12.07

7
11
3
2
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p-value
<
<
<
<

.0001
.0013
.0001
.0024

• Screen-1: This is the landing page of the privacy settings interface. The page shows the four
significant parameters.
• Screen-2: Clicking on ‘Devices Collecting Data’ on screen-1 brings the user to this list of
different device/sensors which can collect data (’What’ parameter) and make decisions on
whether they are allowed to collect data or not.
• Screens-3, 4 and 5: Clicking on the other buttons on Screen-1, brings users to screen 3,4
or 5 respectively. These screens contain the different levels of the parameter. For example,
screen-4 shows the devices which are receiving the information.

7.1.3

Cluster-2: Conservative Preference and Intermediate MySDI
Participants in this cluster were predicted to dis-allow a majority of the scenarios. Similar to

cluster-1, this does not mean that the participants will dis-allow every single time, there will always
be a few ‘Allow’ decisions. The regression results (See Table 7.2) indicate that the ‘Storage’ was the
most important and significant (χ2 = 169.16, p < 0.001) parameter of decision making. ‘Who’ (χ2
= 86.43, p < 0.001) and ‘What’ (χ2 = 76.45, p <0.001) were also significant parameters associated
with decision making; their χ2 values were somewhat similar. ‘Purpose’(χ2 = 38.47, p < 0.001) and
‘Action’(χ2 = 36.42, p < 0.001) also had a significant effect on the decision. Additionally, the two
way interaction effects between ‘Storage’ and ‘Action’ (χ2 = 18.18, p = 0.005) as well as between
‘Who’ and ‘Purpose’ (χ2 = 44.31, p = 0.002) were also significant.
In terms of designing interfaces, the interaction effects indicate that the people in this
cluster are likely to make decisions regarding storage and action together. For example, when trying
to decide whether to allow the data to be stored on third party server (storage), their answer may
depend on whether the data can be used to give recommendations or to optimize the service (action).
Similarly, whether the data received by lighting system (who) likely depends on whether it can be
used for knowing one’s presence in the house (purpose).
Taking these effects into account, Intermediate MySDI was built as shown in Figure 7.3 and
its explanation is as follows (screen numbers are indicated in red):
• Screen-1: This screen (landing page) provides users with two possible options. First, managing storage and the actions which can happen with that data. Second, which devices are
collecting information and which devices are receiving information and for what reason.
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Figure 7.2: Design of Basic MySDI which caters to Cluster-1 (which had liberal privacy preferences).
• Screen-2: If a user clicks on ‘Data Storage and Use’ on Screen-1; they arrive at screen-2. Here
they can make decisions about what kind of actions can be take on the data which is stored
either, remotely, locally, or shared with third parties.
• Screens 3,4 and 5: Clicking on ‘Device/sensor management’ on Screen-1 the participants
arrive at Screen-4. Here they have two more choices: a) They can click on ‘Data Recipients
and Purpose’, which will take them to screen-4 where they can decide ‘who’ receives the data
and for what ‘purpose’. b) They can click on ‘Data Collection Sources’ which takes them to
screen-5, where they can enable/disable data collection from a particular device (‘What’).
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Figure 7.3: Design of Intermediate MySDI which caters to conservative preference (Cluster-2).
Screen-5 is simply a list of various levels associated with ‘What’ parameter is because it
did not have an interaction with any other parameters, unlike Screens 2 and 3, where the former
accounts for interaction effect between action and storage whereas the latter interaction between
who and purpose.

7.1.4

Cluster-3: Complex preference and Granular MySDI
Participants in cluster 3 had made some specific decisions for certain parameters. For

example, the cluster predicts that the participants will be comfortable with data being stored locally,
but not when shared with third parties. The predicted decision to allow data to be stored on a remote
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Table 7.2: Effect of scenario parameters on decision, for cluster-1 (Conservative)
Model
decision ∼ (1|sid)
+storage
+who
+what
+purpose
+action
Interactions
+storage:action
+who:purpose

χ2

df

169.16
86.43
79.45
38.47
36.42

2
7
11
3
3

18.18
44.31

6
21

p-value
<
<
<
<
<

.0001
.0001
.0001
.0001
.0001
.0058
.0021

server further depends on the purpose of the data collection. The nature of decision making in this
cluster was relatively more complex than in the other two clusters. The regression analysis revealed
results similar to those mentioned in Chapter-6 and He et al. [48]. Storage had a much stronger
effect (χ2 = 1312.85, p < 0.001) on the decision compared to the to other parameters. This was
followed by purpose, which had a significant but weaker (χ2 = 171.44, p < 0.001) effect on decision.
Two interaction effects were significant: the interaction between ‘Who’ and ‘What’ (χ2 = 101.29,
p = 0.0033) and the interaction between ‘who’ and ‘purpose’ (χ2 = 56.14, p = 0.0021). However,
the interaction between ‘purpose’ and ‘what’ was not significant, nor was the three way interaction
between ‘who’, ‘what’ and ‘purpose’. This could perhaps be due to the relatively lower number of
data-points to test a three way interaction as there are 308 (7(who)*11(what)*4(purpose)) possible
combinations of values between these three parameters.
Table 7.3: Effect of scenario parameters on decision, for cluster-3
Model
decision ∼ (1|sid)
+storage
+purpose
+what
+who
+action
Interactions
+who:what
+who:purpose

χ2

df

1312.85
171.44
111.73
74.88
61.24

2
3
11
7
3

101.29
56.14

77
21

p-value
<
<
<
<
<

.0001
.0001
.0001
.0001
.0001
.0033
.0021

The design of the interface for this cluster is very similar to the interfaces proposed in
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Chapter 5. This is the most granular interface and was introduced to participants in the study as
‘Granular MySDI’. This is due to the interaction effect observed in both cases, chapter 5 as well as in
this cluster. However, unlike Chapter 5 three way interaction was not observed for this cluster. Still,
rather than treating the two interaction effects separately they must be considered as a single threeway interaction because, ‘Who’ is a common factor between the two interaction effects. Figure 7.4
shows the interface designed for the participants belonging to this cluster. It can be explained as
follows (Screen number in red):

Figure 7.4: Design based on regression results for Cluster-2, where participants made certain specific
choices in terms of purpose and storage.

1. Screen 1: Users are given the option to select ‘Device and Sensor Management’ or ‘Data
Storage and Usage’.
2. Screen 2: When users select ‘Device and Sensor Management’, they can manage Who-WhatPurpose combinations. The matrix like structure accounts for 2 two-way interactions (‘who’ ‘what’ and ‘who’ - ‘purpose’) for the three factors. The ‘Purpose’ is indicated in orange icons.
The users can simply hover over any of those icons to see what they mean, in case they are
unable to understand them.
3. Screen 3: When users select ‘Device and Sensor Management’ they get to set their sharing
preferences for ‘local storage’, ‘remote server’ and ‘third party sharing’ (Storage). Here, they
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can also adjust what ‘actions’ can be taken with their data such as enabling/disabling for
‘behavioral insights’.
By leveraging the results of regression models of the three clusters, three different user
interfaces were created named as: Basic MySDI, Intermediate MySDI and Granular MySDI. Each
MySDI is starkly different from other MySDIs in terms of granularity of control it offers. For instance
in case of Basic MySDI, a user can manage up to 25 settings, which is lower compared to Intermediate
MySDI (47 settings) and Granular MySDI (389 settings). Each cluster also represents a particular
default which can now be matched to a particular user interface making this a substantial addition
to previous work by He (2019) [47].
Since each MySDI differs from other in terms of how much granular control it offers to its
users, providing more granular control might not always be in the best interest of the users as it can
lead to higher cognitive load associated with making numerous decision which is especially the case
with smart home environments. Hence it is important to understand if different levels of granularity
in particular influence how users perceive each MySDI. The research question here is:
• RQ1: Does level of granularity offered by different MySDIs renders varying degree of experience to its users? If so, which aspects of the experience are affected the most?
The idea of creating interfaces which are specific to clusters was to provide the users with
interfaces which are potentially more tailored or personalized to their needs. We need to understand
how personalized interfaces help in shaping the end users experience of these interfaces and essentially
whether the personalization is a going to be helpful to the end users or not. To investigate this,
the experiment presented in the subsequent sections of this chapter tries to answer the following
question:
• RQ2: Does providing personalized MySDIs to manage smart home privacy improve user
satisfaction?
The default set of decisions was tailored to MySDIs. The role of MySDIs is to essentially
complement the users in making those decisions. Research presented in Chapter 6 clearly shows
how the defaults can influence the decision which people make. Hence, it is important to account to
compare how tailored defaults compare against static defaults. The research question to investigate
this is:
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• RQ3: How do default settings influence the experience of MySDI users and is the effect
consistent across different MySDI versions?
To answer the above research questions, a web based controlled experiment was conducted
and there were three main manipulations of these questions: Granularity, Personalization (operationalized as choice between interfaces) and Defaults (static v/s tailored). More details on the
experimental design are presented in the next section.

7.2

Methodology
This section explains in detail the procedures, experimental design and participants demo-

graphics of a web based controlled experiment that evaluated the three interfaces presented in the
previous section.

7.2.1

Experimental Conditions
The user study comprises of 6 experimental conditions (explained in Table 7.4) to which the

participants were randomly assigned. In general there are three key manipulations which differentiate
these conditions and they are as follows:
• Interfaces: Comparing between Basic, Intermediate and Granular MySDI.
• Choice: Giving a choice between three different MySDI’s v/s random assignment to a MySDI.
• Defaults: Defaults specific to MySDI interfaces v/s manipulation of defaults regardless of
interface.
In Conditions 1,2 and 3; participants were assigned to either Basic, Intermediate or Granular
MySDI. This allowed to compare different UI designs while controlling for defaults and choice effects.
In conditions 4-6, participants are given a choice among the three interfaces, they interact with
interface of their choice. It is in condition 4 and 5 that the defaults are manipulated. In condition
4, all the settings will be “Disabled-by-Default” for all the MySDIs. Similarly, in condition 5 the
default will be “Enabled-by-default”, for all the MySDIs. In condition 6 the defaults are tailored
to the interface of choice. In essence, in conditions 1,2,3 and 6 the default will match the interface,
whereas in conditions 4 and 5 the default will be fixed.
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Table 7.4: Six experimental conditions of user study
Cond. UI/
Choice
1
Basic
MySDI

Default

Description

Enabledby
Default
Disabledby
Default

Basic MySDI corresponds to Cluster-1, for
which optimal default setting was to turn everything OFF.
Intermediate
MySDI
corresponds
to
Cluster-2, for which optimal default
setting was tailored based on ‘Purpose’ and
‘Storage’
Granular MySDI corresponds to Cluster-3
for which optimal default setting was to turn
everything OFF
The participants will be provided the choice
between all the three interfaces. The default setting was everything OFF regardless
of what interface.
The participants will be provided the choice
between all the three interfaces. The default
setting was everything ON regardless of what
interface.
The participants will be provided with choice.
The default settings of the interface was
based on the interface they choose.

2

Intermediate
MySDI

3

Granular Custom
MySDI

4

Choice

Disabledby
Default

5

Choice

Enabledby
Default

6

Choice

Based on
Choice

Having these six conditions allows to make specific comparisons while analyzing the data.
Condition 6 is the most expansive condition, as it not only offers its participants different choices of
the interface but also sets up the default settings of the interface in such a way that it corresponds
to the cluster (Figure 7.1),which was used to build the interface. Conditions 1,2 and 3 do not
give a choice to the participants in terms of choosing the interface, but at the same time preserves
the defaults as the interfaces are set to the corresponding defaults from Figure 7.1. In contrast,
conditions 4 and 5 give the users a choice between interfaces; however, the defaults are changed to
either ON/OFF regardless of which interface shown to the participant.
By keeping condition 6 as the baseline condition and comparing it with conditions 1,2 and 3
lets us compare the effect presence and absence of choice. Comparison of condition 6 with conditions
4 and 5 allows us to understand the effect of default together with the interface as condition 4 and
5 force a particular default which is not the case in condition 6. Comparing conditions 1,2 and 3
with each other allows us to understand how different interfaces fare against each other. Finally,
comparing between conditions 4 and 5 we can test the effects of two types of default settings (fully
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enabled v/s disabled), which is close to testing default effect which also surfaced in Chapter 6.

7.2.2

Procedure
A total of 540 participants were recruited for participation in this study. Participants for the

user study were recruited through Prolific, which is a web based participant recruitment platform.
Participants were compensated for their participation directly through Prolific [95]. If they wished to
participate in the study, they were redirected to the web based user study through URL. Participants
who chose to participate in the study were first given brief introduction of what was expected of
them in the study. Following the introduction, they were shown the consent form highlighting the
potential risk associated with participation, compensation and such. Beyond consent, the user study
had the following parts:
• A short, audio-backed slideshow introduced different smart home device and their abilities to
the participants. Participants did not have an option to skip this introduction, the ”Continue”
button was disabled until the entire slide show was finished. To check if participants paid
attention to the video, they were asked a couple of questions (See Figure 5).
• Random assignment of participants to one of the six conditions (See Table 7.4). Note that
each condition had varying number of participants assigned to it.
• Educating participants about the interfaces (assigned or chosen depending on experimental
condition). If participants were routed to conditions 4,5 or 6 they were given descriptions
of all the three interfaces so that they could make an informed decision between the three
interfaces (See Figure 6 - 8 in Appendix B). In case they were routed to conditions 1, 2 or 3;
they were described only the interface they were going to interact with.
• Participants interact with the interface. Participants were forced to interact atleast 30 seconds
with the any of the interface (assigned/chosen). To do so, a ‘Continue’ button was kept
hidden and displayed after 30 seconds. At this point, number of clicks made by participants
were collected. in addition to clicks, data associated with the final disclosure or wherever
participants chose to ‘Enable’ something was also selected.
• Participants provide feedback about the interface they interacted with in a feedback form at
the end (See Figure 9 in Appendix B). The form primarily included different statements to
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which participants rated their agreement on a 5-point scale.
N = 60
Condition -1

N = 60
Condition -2

Explain Basic
MySDI

Interact with Basic
MySDI

Explain
Intermediate
MySDI

Interact with
Intermediate MySDI

Explain
Granular MySDI

Interact with
Granular MySDI

N = 60
Condition -3
Introduction
and Consent

Slide Show

N = 90

Feedback
form
And
Demographic
Survey

Condition -4

N = 90
Condition -5

N = 180

Explain all MySDI
Versions:
• Granular
• Intermediate
• Basic

Interact with MySDI
of choice

Condition -6

Figure 7.5: Summary of procedure which participants went through.
Figure 7.5 summarizes the procedure followed during user study. In addition to above,
some miscellaneous data such as sessionID, Prolific ID, response to attention checks, time stamps at
different stages in the experiment and demographic information was also collected. The study did
not capture any personally identifiable information at any stage. Once the participants completed
the questionnaire, they were given a study completion code which enabled them to get paid for their
participation.
To determine the sample size for the study, previous literature was consulted. In this study,
the dependent variables were pre-validated scales adopted from various sources and will require
factor analysis and creation of path models to explain the effects. Literature has a diverse opinions
regarding the optimal number of participants needed for analysis of structural equation model (SEM).
Some suggest that at least 200 participants should be considered for an SEM analysis while others
argue that the number of participants should be based on the number of questionnaire items used
in the study, i.e. 5 - 10 participants per item [23, 64, 114]. In this study, there are a total of 7
scales that serve as dependent variables and have 48 different items between them. This means that
the study needs between 240 and 480 participants. Doing the study with 540 participants ensures
the upper limit of what literature recommends as well as loss of data-points during data cleaning
(failure to attention checks and such).
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The analysis of study data is focused on making very specific comparisons across different
conditions in Table 7.4 and the distribution of participants between the conditions is also different.
Conditions 1,2 and 3 each have 60 participants (Total 60 x 3 = 180 participants) and condition 6
had 180 participants. To compare condition 6 with conditions 4 and 5, there were 90 participants
in conditions 4 and 5 respectively.

7.2.3

Choosing the User Interface
Choosing the interface is one of the key manipulations of the user study. To do so, partic-

ipants were first given an explanation of the different interaction elements of MySDIs while clearly
highlighting the difference between Basic, Intermediate and Granular MySDIs. Only the participants
in conditions 4, 5 and 6 were given a choice between the three interfaces. The way participants saw
the choice between these UIs is shown in Figure 7.6. While making decision on which interface to
choose from, participants were shown snapshots of all the interfaces specifically highlighting the key
5/15/2021

localhost:8888/Paritosh_project/smartHomeUI/uipages/cond_4.php

difference between them.

Decide your interface
You will now choose which version of MySDI you like the most! You will be directed to the MySDI version of your choice once you
click 'Submit'

Basic MySDI

Intermediate MySDI

Granular MySDI
Submit

BACK

Figure 7.6: The UI representing ‘Choice’ between three possible interfaces presented to the participants
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7.2.4

Participant Demographics
A total of 540 USA based participants were recruited for the study through Prolific. Partic-

ipants who failed multiple attention checks were removed from the data. Eventually, data from 503
participants was used for the final data analysis. Participants in the study were from different age
groups, 24% were between 18-24 years old, 31% were between 25-34 years old, 24% were 35-44 years
old, 14% were 45-55 years old, 5% were 55-65 years old and 2% were over 65 years old. About 50%
of participants were males, 45% were females, 4% were non-binary and about 1% or 4 participants
did not disclose their gender. 203 participants indicated they were homeowners, 177 were renting
and 123 said they were living with others. As for level of education, 22% had Graduate Degree, 35%
had bachelors degree, 8% had Associate Degree, 22% indicated they had attended some college but
didn’t have degree, 12% had high school degree and 1% did not have high school degree.

7.2.5

Survey Questionnaire
To get a better understanding of how the experience varies across different conditions, a

survey was used. Researchers have long used different frameworks to evaluate the usability of a
system. One such method was proposed by Knijnenburg et al. who investigated the user experience
of recommender systems [67]. This framework accounts for different aspects such as objective and
subjective system aspects, personal characteristics and situational characteristics which could influence the experience of how recommendations are presented to a user [67]. This study also leverages
similar metrics to evaluate the overall user experience personalized MySDIs.

7.2.5.1

Objective System Aspects (OSA)
OSA’s are the different manipulations of the study as shown in 7.4. The manipulation across

the different MySDI is mainly about the complexity associated with each MySDI. The complexity
increases with the increased need of granular control. In addition to the interfaces, the added
manipulations include the presence (absence) of choice itself. This manipulation allows to certain
extent, test the effect of personalization where people make an informed decision of which interface
they want to interact with depending on their preferences. Another manipulation is that of defaults,
conditions 4 and 5 each manipulate defaults as ‘Disable by Default’ and ‘Enable by Default’ while
controlling for UI complexity as a manipulation.

120

7.2.5.2

Subjective System Aspects (SSA)
SSA’s help us understand the user’s perceptions of the objective aspects of the system.

There were mainly five constructs which were used in this study to capture SSA’s. All of these
constructs are pre-validated and are enumerated as follows:
• Perceived Ease of Use: The interfaces created should be easy to use by the end user
and is an important construct in evaluating the overall system satisfaction. To measure this,
perceived ease of use scale developed by Davis et al. has been considered [38, 123]. Ease of use
of a system is measured as how simple the presented MySDI version is to understand, level of
external guidance needed to use the system and other such items.
• Perceived Usefulness: This construct measures the degree to which the system is found
useful by the users of the system. The items in this construct are based on research done
by Davis (1989) [38]. The scale measures usefulness by gauging whether the users of MySDI
thought the system was effective, addressed their needs and expectation from MySDI.
• Perceived Privacy Control: The idea of presenting privacy settings of smart homes in
form of a user interface is to give the end users a control over their privacy preferences.
Research has noted the importance of perceived control in how people experience information
systems [86]. The privacy settings interfaces shown to participants can induce different levels
of perceived control. The items used are adopted from two pre-validated scale, first was used
by Knijnenburg (2015) [65] to evaluate the recommender systems as well as by He (2019) to
evaluate privacy settings interfaces [47]. Two more items in the scale are adopted from Chang
et al [28].
• Perceived Over-sharing Threat: This construct refers to the threat associated with sharing
more amount of information than expected information via the system. The scale is taken from
Knijnenburg and Kobsa [68].
• Perceived Privacy Help: This construct measure how helpful the provided system (in this
case MySDI) offers assistance to its users in terms of managing privacy preferences, similar to
oversharing threat this scale is also adopted from Knijnenburg and Kobsa [68]
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7.2.5.3

Experience and Interaction

• System Satisfaction: This construct is adopted from Knijnenburg et al. in the context of
privacy decisions in context-aware recommended systems [66, 68]. According to Knijnenburg
et al. [66] construct takes its inspiration from the benefit related aspects of privacy decision making like “preference for benefits” [53], “perceived benefits of disclosure” [136] and
“disclosure-privacy benefits” [135].
• Trust in Manufacturer: Whether the participant trusts the manufacturer from whom the
system is being brought to them is crucial element to their overall experience of the system.
The scale used in this study is adopted from Jarvenpaa et al. [54] and Metzger [84] who use
these scales to show how trust in the manufacturer can eventually influence the intentions to
adopt a system/service. Metzger showed that perceived privacy perception (a variable similar
to SSA) can influence trust and eventually influence disclosure.
• Disclosure/Enable Ratio: The user study collects data on the total number of settings
participants end up enabling during their interaction with MySDIs. The total number of
settings which a person can interact with varies with the MySDI. To make comparisons across
different MySDIs the disclosure was measured as a ratio of total number of settings actually
enabled to the total number of possible settings.

7.2.5.4

Situational (SC) and Personal Characteristics (PC)
Research has shown that factors such as personal characteristics and situational character-

istics also influence the interaction experience with a system and has the potential to eventually
influence adoption intentions of technology [68, 84, 54]. This user study took into account the
following personal and situational characteristics.
• PC - Data Collection Concerns: The scale has been adopted as is from Malhotra et
al. [83]. The scale accounts for general concerns associated with collection of information by
the manufacturer of information systems. The scale looks at concerns as a barrier in providing
data.
• PC - General Privacy Concerns: The scale has been adopted as is from Malhotra et
al. [83]. General privacy concern scale tries to explore how much importance does a person
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give to privacy in general. The importance is measured by items like how much threat the
person feels towards their privacy.
• SC - Comfort with Loss of Control: Validated as a part of research in Chapter 3, this
scale focuses on the desire of an IoT user to exert control over the smart home environment.
This is more aligned for people with agentic perspectives who are more likely to let go of some
of the control in return of added convenience within smart home.
• SC - Need for Manual Control: Validated as a part of research in Chapter 3, this scale
focuses on the level of manual control which a smart home user wants over the different devices
in the environment.
• SC - Comfort with Automated Personalization: Validated as a part of research in
Chapter 3, this scale focuses on how comfortable a person is with the personalization offered
by smart home devices.
The items covered in all of these scales are enumerated in Tables 7.5, 7.6 and 7.8. The items
highlighted in red were asked to the participants but eventually dropped out during factor analysis.
The details of factor analysis are presented in next section.
As explained before, the user study involves three key manipulations. First, granularity of
interfaces which is basically the three MySDIs. Second, personalization in form of giving participants
the freedom to choose the MySDI they want to use. Third, the defaults which could be either static
or tailored to interfaces.
The effect of each manipulation was checked individually on all the SSA and EXP constructs
first to understand if there were main effect and are explained in the next subsection. Subsection 7.4.2
focuses on mediation effect of different constructs in addition to the individual effects of variables
and was tested by creating a saturated structural equation model. This saturated model included
various hypotheses which are consolidated in Figure 7.7.

7.3

Results: Confirmatory Factor Analysis
Confirmatory Factor Analysis (CFA) was performed to estimate the validity of scales. A

saturated model comprising of all the items in the scale was first created which was gradually
trimmed, the items in each scale removed on the basis of two things: first were the items which
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UI simple (1)
v/s
Complex (2) + medium (3)

Comfort with
Loss of
Control

Need for
Manual
Control

Collection
Concerns

Comfort with
Automated
Personalization

HU1
HA1
HA3
HA4

HA2

Perceived
Ease of Use
HU2

HU4

DEFAULTS
Tailored (6) v/s Forced
(4+5)

HB1

HT1

HU3

HB2
HB4

HB3

HC1

CHOICE:
Absence (1+2+3) v/s
presence (6)

HC2
HH4

HC3

Perceived
Oversharing
Threat

HT2

Perceived
Privacy Control

HC1

HC4

System
Satisfaction

HS2

HD1

Disclosure

HC2

HH1

Perceived
Privacy
Helpfulness

Trust
HS1

HH3

HH2

Figure 7.7: Various hypotheses tested using structural equation modeling. The effects of personality
characteristics were individual hypotheses (gray) but are presented as single arrows to make the
diagram easy to read.
had low R-Squares and second, the items which had high modification indices. Two separate CFA
models were created. The first model focused on the scales pertaining to Subjective System Aspects
(SSA) and Experience(EXP) as these scales targeted evaluation of MySDI. The second model took
Situational (SC) and Personality Characteristics (PC) into account as these were independent of
experimental manipulation. The CFA results of both the models are explained separately in the
next sub-sections.

7.3.1

CFA for Subjective System Aspects and Experience Constructs
As mentioned before, the SSA and EXP constructs targeted the opinions of participants

towards the MySDI which they had interacted with. The CFA model was hence kept different
from SC and PC and the saturated saturated model for SSA and EXP. This model was eventually
trimmed for items which had low R-Squares (<0.4) and high modification indices. Only ‘thrt3’ had
a R-Square of 0.386 which was very close to threshold and keeping the item ensured that the scale
was formed with at-least 3 items. All the other constructs had a minimum of 3 items in them.
The final and trimmed model removed construct of ‘Perceived Usefulness’ construct because it had
exceptionally high correlations with ‘Perceived Ease of Use’ and ‘System Satisfaction’ and did not
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have discriminant validity (Square Root of Average Variance Extracted was higher than correlation
coefficient).
The final trimmed model had a good fit as indicated by the fit indices. CFI and TLI values
were over 0.978 and 0.972, which are much higher than the recommended threshold of 0.96 and 0.95
respectively. The RMSEA was 0.061 [CI(0.056,0.061), p <0.001] which indicates some misfit as the
value should be ideally less than 0.05 however neither of the confidence intervals are over 0.1 so this
is not an entirely perfect fit. As for Chi-Square test of model-fit, p <0.001 which means that the
model trimmed model is significantly different from the estimated model which, however the ratio
of chi-squared to degrees of freedom was 2.84 which indicates a good fit (should be <3) [64]. It
should be noted that the above model completely removed usefulness as it did not have discriminant
validity. R-square values and Average Variance Extracted (and its square roots) for all of these
constructs are mentioned in Tables 7.5 and 7.6 (Note: The tables are split due to space constraints,
all values are based on single trimmed model.)
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Table 7.5: Pre-Validated constructs used to measure experience
Construct
System
Satisfaction
(EXP)
AVE = 0.741
Sq.(AVE) =
0.861

Item
#
sat1
sat2
sat3
sat4
sat5
sat6

Item

Loading

MySDI has no real benefit to me.
Using MySDI is annoying.
Using MySDI is a pleasant experience.
Using MySDI makes me happy
Overall, I am satisfied with MySDI
I would recommend MySDI to others.

0.864
0.821
0.884
0.899

sat7
sat8
sat9

I would use MySDI if it was available.
I would quickly abandon using MySDI.
It would take a lot of convincing for me to use
MySDI.
I believe the company providing MySDI is trustworthy in handling my information.
I believe this company tells the truth and fulfills
promises related to the information I provide.
I believe this company is predictable and consistent
regarding the usage of my information.
I believe this company is honest when it comes to
using the information I provide.
I think it is risky to give my information to this company.
There is too much uncertainty associated with giving
my information to this company.
Providing this company my information would involve many unexpected problems.
I feel safe giving my information to this company.

Perceived

trst1

System

trst2

Trust

trst3

(EXP)

trst4

AVE = 0.823

trst5

Sq.(AVE) =
0.906

trst6
trst7
trst8
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0.834

0.938
0.934
0.862
0.947

0.861

Table 7.6: Pre-Validated constructs used to measure Subjective
System Objects

Perceived
Ease of
Use

Item
#
ease1
ease2
ease3

(SSA)

ease4

AVE = 0.654

ease5

Sq. (AVE) =

ease6

0.808

ease9
ease10

Perceived

ctrl1

Privacy
Control

ctrl2
ctrl3

(SSA)

ctrl4

AVE = 0.611

ctrl5

Sq. (AVE) =
0.781

ctrl6

Perceived
Privacy
Helpfulness
(SSA)
AVE = 0.598

help1

Sq.(AVE) =
0.773
Perceived
OverSharing
Threat

help4

AVE = 0.574

thrt4

Construct

help2
help3

thrt1
thrt2
thrt3

Item

Loading

Learning to use MySDI would be easy for me.
I find it easy to get MySDI do what I want it to do.
My interaction with MySDI was clear and understandable.
I was able to quickly set my privacy-setting preferences using MySDI.
I feel setting my privacy preferences using MySDI is
easy.
I feel setting my preferences using MySDI was unnecessarily complex.
I felt that MySDI is designed for all levels of users.
Setting my privacy preferences using MySDI was
very convenient
I would like to have more control over the settings
provided by MySDI
MySDI restricted me in my choice of settings.
I had limited control over the way MySDI made privacy settings.
With MySDI, I think I have control over what personal information is released by my smart home.
Compared to how I normally configure privacy settings, MySDI was very limited.
With MySDI, I believe I have control over who can
get access to my personal information collected by
my smart home.
MySDI helped me to decide what information I
should disclose.
MySDI explained how useful providing each piece of
information was.
MySDI helped me to make a tradeoff between privacy and usefulness.
I felt clueless about what information to disclose with
MySDI.
Due to MySDI, too much of my data will be shared.
I am comfortable with the amount of data I am sharing based on the preferences I set using MySDI.
I fear that I have been too liberal in selecting my
privacy settings on MySDI
The privacy settings I set using MySDI are spot on;
I am not disclosing too much to anyone.

0.755
0.844
0.807
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0.800
0.882

0.673
0.880
0.678
0.837
0.877

0.718

0.767
0.801
0.750

0.809

0.621

Sq.(AVE) =
0.757
(SSA)

thrt5
thrt6

Using MySDI, I made sure that no entity has access
to information about me than I am comfortable with.
I am afraid that I am sharing my personal data too
freely based on the privacy settings which I set using
MySDI.

0.825

In addition to the decent fit indices, all the constructs in the trimmed model had convergent and discriminant validity. All the constructs had convergent validity as the Average Variance
Extracted (AVE) were well over the recommended value (0.5), i.e. all the items in every scale shared
atleast 50% of their variace with the associated construct. As for the discriminant validity, the
square root of AVE for each construct should be greater than the covariances of the constructs with
one another which is the case here (See Table 7.7).
Table 7.7: Covariances between different EXP and SSA constructs.
Factor
Satisfaction
Ease
Help
Threat
Control
Trust

7.3.2

AVE
0.741
0.654
0.598
0.574
0.611
0.823

sq(AVE)
0.861
0.808
0.773
0.757
0.781
0.906

Satisfaction
1
0.713
0.632
-0.315
-0.096
0.681

Ease

Help

Threat

Control

Trust

1
0.591
-0.222
-0.035
0.511

1
-0.131
-0.006
0.597

1
0.733
-0.322

1
-0.100

1

CFA for Personality and Situational Characteristics
Similar to SSA and EXP, a different saturated model was created for Personality (PC) and

Situational Characteristics (SC). There are three situational characteristics: Need for automated personalization (‘ap’, ‘ap1’,‘ap2’...), comfort with loss of control (‘lc’,‘lc1’,‘lc2’..) and need for manual
control(‘mc’,‘mc1’,‘mc2’..). There were two personality characteristics: General Information Privacy Concerns (‘gipc’,‘gipc1’,‘gipc2’..) and Information Collection Concerns (‘coll’,‘coll1’,‘coll2’..).
Similar to EXP and SSA saturated model, the PC and SC model was eventually trimmed for items
which had low R-Squares (<0.4) and high modification indices. All the constructs had minimum of
3 items in them. The final and trimmed model is as follows:
The above trimmed model had a good fit as indicated by the fit indices. CFI and TLI values
were over 0.987 and 0.975, which are much higher than the recommended threshold of 0.96 and 0.95
respectively. The RMSEA was 0.045 [CI(0.038,0.053), p = 0.85] which indicates an excellent fit
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as the value should be ideally less than 0.05. As for Chi-Square test of model-fit p <0.001, which
means that the trimmed model is significantly different from the estimated model. However the ratio
of chi-squared to degrees of freedom was 2.01 which indicates an excellent fit (should be <2) [64].
R-square values and Average Variance Extracted (and its square roots) for all of these constructs
are mentioned in Table 7.8.
Table 7.8: Pre-Validated constructs used to measure personality
and situational characteristics (PC/SC)

Need for

Item
#
ap1

Automated

ap2

Personalization
(SC) AVE =
0.703
Sq.(AVE) =
0.838
Comfort
with
Loss of Control
(SC) AVE =
0.640

ap3

Sq.(AVE) =
0.800

lc4

Construct

ap4
ap5
lc1
lc2
lc3

lc5
Need for

mc1

Manual

mc2

Control

mc3

(SC) AVE =
0.518
Sq.(AVE) =
0.218

mc4
mc5

Item

Loading

I find the automation offered by different smart home
devices to be useful.
I appreciate the automatic personalization offered by
smart home devices.
I would enjoy it if the smart home devices tailored
their actions based on my needs.
If my smart home devices recommended automated
routines to me, I would likely use them.
Automated actions performed by my smart home devices will help me focus on more important activities.
It is more efficient if smart home devices carry out
daily routines without needing my supervision.
I am willing to relinquish some control of my smart
home devices if it adds to my convenience.
I believe that the convenience offered by smart home
devices that automate certain actions is worth losing
control over those actions.
I am okay with smart home devices modifying their
actions based on my usage.
The benefits offered by smart home devices outweigh
the amount of control I lose.
I would like to be able to manually control each of
my smart home devices.
Even if the automation of my smart home devices
would work flawlessly, I would still monitor them and
occasionally intervene manually.
Having manual control over smart home devices allows me to keep tabs on the actions they perform on
my behalf.
When using my smart home devices, I prefer to use
physical controls over voice commands.
Manually controlling the actions of my smart home
devices is more convenient than having the devices
act on their own.

0.856
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0.846
0.833
0.808
0.850

0.810
0.729

0.856

0.672
0.687

mc6
General Information
Privacy Concerns

gipc1

(SC) AVE =
0.631
Sq.(AVE) =
0.742

gipc3

gipc2

gipc4
gipc5
gipc6

Information

coll1

Collection
Concerns
(SC)

coll2

AVE = 0.742

coll4

Sq.(AVE) =
0.861

coll5

coll3

coll6

Most of the time I simply treat my smart home devices as manual appliances.
All things considered, the Internet causes serious privacy problems.
Compared to others, I am more sensitive about the
way online companies handle my personal information.
To me, it is the most important thing to keep my
privacy intact from online companies.
I believe other people are too concerned with online
privacy issues.
Compared with other subjects on my mind, personal
privacy is very important.
I am concerned about threats to my personal privacy
today.
It usually bothers me when online companies ask me
for personal information.
When online companies ask me for personal information, I sometimes think twice before providing it.
It bothers me to give personal information to so
many online companies.
Im concerned that online companies are collecting
too much personal information about me.
Online companies may collect any information about
me because I have nothing to hide.
Im not bothered by data collection, because my personal information is publicly available anyway.

0.804

0.818

0.806

0.721
0.828
0.899
0.741
0.930
0.865

In addition to the decent fit indices, all the constructs in the trimmed model had convergent and discriminant validity. All the constructs had convergent validity as the Average Variance
Extracted (AVE) were well over the recommended value (0.5), i.e. all the items in every scale shared
atleast 50% of their variance with their corresponding construct. As for the discriminant validity,
the square root of AVE for each construct should be greater than the covariances of the constructs
with one another which is the case here (See Figure 7.9).

7.4

Results: Regression Path Models
The regression models were created to test if there were any significant effects of the con-

ditions on the SSA and EXP constructs individually. Then a saturated path model was created to
test for mediation effects. This section first goes over individual effect of conditions on EXP and
SSA variable and later presents these in form a complete path model.
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Table 7.9: Covariances between different PC and SC constructs. AP = Need for Automated Personalization, LC = Comfort with Loss of Control, MC = Need for Manual Control, GIPC = General
Information Privacy Control, COLL = Collection Concerns
Factor
AP
LC
MC
GIPC
COLL

7.4.1

AVE
0.703
0.640
0.518
0.631
0.742

sq(AVE)
0.838
0.800
0.719
0.794
0.861

AP
1
0.657
-0.241
0.030
-0.201

LC

MC

GIPC

COLL

1
-0.216
-0.187
-0.326

1
0.472
0.409

1
0.732

1

Individual Effects on SSA and EXP
The conditions had a significant overall effect on Perceived System Satisfaction (χ2 (5) =

12.84, p = 0.024). Looking at post-hoc effects, the presence of choice (Condition 6) when compared
to absence (Condition 1,2 and 3) of it had a significant effect (χ2 (2) = 7.41, p = 0.006) on system satisfaction. In addition to this, the presence of default manipulation (Condition 4+5) when
compared with the tailored defaults (Condition 6) was significant as well. There was no significant
effect of granularity (Condition 1 v/s 2 v/s 3) directly on system satisfaction and there was no
significant effect of individual defaults (Conditions 4 v/s 5) on system satisfaction. These effects are
also evident in Figure 7.8, notice that the condition where participants had choice of MySDI with
corresponding defaults had the highest system satisfaction.
The conditions had a significant overall effects on Perceived Ease of Use (χ2 (5) = 14.23, p
= 0.024). There was a significant difference in perceived ease of use in terms of level of granularity,
especially when compared between Basic and Granular MySDI (χ2 (2) = 7.59, p = 0.005), i.e.
comparisong= between conditions 1 and 3, condition 2 did not differ significantly from 1 or 3 for
ease of use. Tailored defaults also significantly (χ2 (2) = 6.47, p = 0.01) influenced the perceived
ease of use especially when compared to ‘Disable by Default’ (Condition 4 v/s 6). These effects are
also evident in Figure 7.9. Unlike system satisfaction, the perceived ease of use for condition-1 (No
Choice) i.e. Basic MySDI was highest.
The user study also captured the level of disclosure by the participants for different MySDIs
they interacted with. It is not feasible to just compare the number of ‘Enabled’ settings across
different MySDIs as the total number of possible settings vary greatly across different MySDIs. One
possible way to compare the disclosure was to consider a ratio of number of enabled decisions to
that of number of possible decisions per interface. The ANOVA of conditions on Disclosure was
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Figure 7.8: Plot of Conditions v/s Perceived System Satisfaction. Y-axis shows factor score estimates
significant (χ2 (5) = 101.54, p <0.001) which basically means that there was a significant effect of
conditions on disclosure. In case of default, compared to condition 4 (Choice + Disable by Default),
condition 5 (Choice + Enabled By Default) had a significant effect which is also be seen in case
of Figure 7.10. In general, the disclosure was high in case of condition 1 and 5 both of which had
‘Enable by Default’ as default setting which is not surprising [13].
The disclosure was separately investigated for choice conditions (4,5 and 6) as well to check
if how the defaults influenced the disclosure depending on which interface people ended up choosing.
The disclosure in Figure 7.11 shows how the disclosure varied across each interface in conditions
4, 5 and 6. Where the manipulation was defaults controlling for choice. In condition 4 (Disable
By Default), the disclosure rate is similar in case of intermediate and basic MySDI but much lower
for granular MySDI which means that disabled defaults managed to influence disclosure when the
interfaces was granular but did not make much of a difference in case of interfaces with lower
granularity. There we surprisingly no difference in case of disclosure in case of condition 5 (enable
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Figure 7.9: Plot of Conditions v/s Perceived Ease of Use. Y-axis shows factor score estimates
by default).
The overall effect of the conditions was not significant in case of Perceived Oversharing
Threat, Perceived Privacy Control, Perceived System Trust and Perceived Privacy Help.

7.4.2

Trimmed Path Model and Fit Indices
Unlike individual regression models presented in previous subsection, the path models ac-

count for several other variables together. This allows in testing different other mediation effect
which might not be observed in case of individual regression models. A path model comprising of
OSA, SSA, EXP, SC and PC was created and is presented in Figures 7.12 and 7.13. This model
clearly shows some of the mediation effects which are not accounted for when making models showing
effects of conditions on factors. For instance, there was no effect of conditions on perceived oversharing threat however, the path model shows that perceived oversharing served as a crucial mediator
of the effect on system satisfaction. Whereas, the overall effect of conditions which was originally
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Figure 7.10: Plot of Conditions v/s Disclosure. Y-axis shows the ratio of number of enable decisions
with total number of possible decisions
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Figure 7.11: Plot of MySDI chosen v/s Disclosure as seen in individual conditions. Y-axis shows the
ratio of number of enable decisions with total number of possible decisions.
significant in case of individual model in previous section is not significant anymore (Still kept in
model as one of the post hoc effects is significant and especially noteworthy). A saturated path
model was created which comprised of CFA models presented in sections 7.3.1- 7.3.2 and various
regressions. This model was eventually trimmed removing the effects which were not significant.
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7.4.3

Structural Equation Model: Explaining Overall Effects
A saturated structural model comprising of all the constructs mentioned in Table 7.5 and

Table 7.6 was created. The model was eventually trimmed accounting for constructs which did not
have any significant effects. The final trimmed model comprised of Perceived Ease of Use (SSA)
and Perceived Oversharing Threat (SSA), System Satisfaction (EXP) and System Trust (EXP).
Perceived Privacy Control was removed because of high multi-collinearity with system satisfaction
and also because experimental conditions did not have an overall effect on it. Similarly, Perceived
Privacy Helpfulness was also removed from the model as it had high multi-collinearity with Perceived
Over-sharing threat and the conditions (OSA) did not have a significant effect on it either. The same
is also evident from Figure 7.12. The final trimmed model included Comfort with Loss of Control
(SC) and Collection Concerns (PC) in it and served as independent variables. In addition to this
the model also includes ‘Disclosure’ which is a behavior variable and measure the level of disclosure
by the participants in different conditions.
The final model presented in Figure 7.12 shows that the conditions had an overall significant
effect on the ease of use (OSA→ SSA). The ease of use further had a significant effect on system
satisfaction, i.e. higher ease of use leads to better satisfaction. This finding is in line with research by
Knijnenburg et al [68]. The effect of ease of use on satisfaction is partially moderated by perceived
oversharing threat. Higher ease of use led to lower perceived oversharing threat (SSA → SSA) and
higher oversharing threat led to lower system satisfaction(SSA → EXP). In addition to this, higher
over-sharing threat led to lower Enable Ratio (SSA → Behavior).
Personality and Situational Characteristics also influenced Perceived Oversharing Threat.
Participants who indicated higher Comfort with Loss of Control tend to have lower Perceived Oversharing Threat (SC → SSA). In contrast, participant with increased Collection Concerns exhibited
higher Oversharing Threat (PC → SSA).

7.4.4

Structural Equation Model: Explaining Post Hoc Effects
During SEM analysis, significant post-hoc differences between conditions were also observed.

These are Shown in Figure 7.13, which is the same model shown in Figure 7.12 but focuses on specific
comparisons across different conditions.
Even though the overall effect of conditions on satisfaction was not significant, there was
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Trust
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Figure 7.12: Path model showing how the conditions had an overall effect on different outcome
variables in the study
a strong effect of presence of choice between different MySDIs as opposed to absence of choice, i.e.
comparison of condition 6 versus conditions 1,2 and 3 together. This is also evident in Figure 7.8,
system satisfaction for condition 6 (Pink) is in general higher than that of conditions 1,2 and 3.
Next, the ease of use was significantly different when participants were offered tailored
defaults together with choice of MySDIs as compared to ‘Enable/Disable by Defaults’ controlling
for choice of MySDI. As can also be seen from Figure 7.9, the ease of use was higher in case of
condition 6 when compared with conditions 4 and 5. In addition to this, there was also a significant
difference in ease of use between different MySDIs controlling for defaults and presence of choice,
i.e. comparison of conditions 2 and 3 versus condition 1. Figure 7.9 shows that the ease of use was
higher in case of participants in condition 1 as compared to that of conditions 3. Basically meaning
that participants found Basic MySDI easier to use as compared to Granular MySDI.

7.5

Discussion
The are two primary goals of the research research presented in this chapter. First, was

to use existing data and sophisticated machine learning models to create personalized smart home
privacy management interfaces. Second, was to evaluate how the personalized interfaces could be
perceived by end users and if they can serve as a potential solution for designing consumer facing
privacy management systems for smart homes.
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Figure 7.13: Path model showing post hoc effects of different levels of manipulations. C1-C6 refer
to conditions of the study.

7.5.1

Do Personalized Interfaces Work?
One of the manipulations of the user study was to present participants with a choice of

interfaces. Before participants decide which MySDI to interact with, they were given a thorough
overview of differences between different MySDI choices and this is how personalization was operationalized in the study. To make an argument that the personalization worked, the comparison
between presence and absence of choice of interfaces was done, i.e. comparing condition 6 with
condition 1,2 and 3. This comparison controlled for default effects. The results revealed that the
system satisfaction was significantly higher for participants who had a choice between the different interfaces. This answers RQ1 and shows that the personalization does influence the experience
(See Figure 7.13). Figure 7.8 clearly shows that that the system satisfaction was higher in case of
condition 6 which was a combination of personalized interfaces and tailored defaults. This is an
important finding as system satisfaction further influences trust and research has found that both
of these factors play an important role in adoption of new technologies [62, 84].
The results show that the personalized interfaces were effective together when combined
with tailored defaults. Tailored defaults not only led to higher satisfaction but also influenced the
ease of use. For instance, when comparing condition 6 (tailored default and choice) with conditions 4
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and 5 together (fixed defaults enabled/disabled), the ease of use was higher in condition 6 which had
tailored defaults. The same is also evident in Figure 7.9 This goes on to answers RQ3 as defaults do
have influence on the systems ease of use which in turn influences satisfaction (which is an experience
variable). The finding however strongly suggests that the personalized interfaces must be using in
tandem with personalized defaults.
The granularity of control which can also be considered as a complexity of interface had
a strong effect on the ease of use. When compared to condition 1, conditions 2 and 3 had lower
ease of use. This make sense because the amount of complexity and perhaps effort were higher in
case of conditions 2 and 3. Unlike condition 1, condition 2 and 3 had relatively more number of
settings and participants would need more effort to go through them. The study also collected the
numer of clicks when people interacted with an interface. On an average, participants clicked 20
times on MySDI in condition-1 which was far lower than conditions 2 (65 clicks) and 3 (62 clicks)
(See Figure 7.14). This means that basic MySDI together with enable all defaults may have give a
perception of easy of use interface to the participants in condition 1. The amount of effort (in terms
of number of clicks) was similar in case of condition 2 and 3. This can be attributed to the fact
that Granular MySDI had tailored defaults but still had a large number of decisions, in contrast
Intermediate MySDI even though was simpler had Disabled defaults which forced participants to
interact more with it. This somewhat answers RQ3 that the complexity/granularity influences user
experience but this effect is rather indirect as the effect is primarily mediated by subjective system
aspects.
In summary, the effect of personalization on satisfaction was direct but the effect of granularity and defaults was mediated by subjective system aspect like ease of use and perceived oversharing threat, these effects are not surprising as researchers have found effects of such SSAs on
EXP [62, 67, 25]. Effect of perceived ease of use on system satisfaction was further partially mediated by perceived oversharing threat. Higher ease of use led to lower oversharing threat and this
makes sense because the easier an interface makes a person to decide their sharing preference, they
may feel more confident that they are sharing exactly how much information they want to share and
not more. Higher ease use also led to higher system satisfaction which is in line with existing findings [25]. Overall, the presence of ease of use in the model underscores the need to have appropriate
defaults as well as simpler interfaces.
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Figure 7.14: Plot of total number of clicks in conditions 1,2 and 3.

7.5.2

Disclosure Behavior
In the final path model(Figure 7.13), the disclosure was influenced by two different factors:

Perceived Oversharing Threat and System Trust. The former had a higher negative effect, i.e. Higher
perceived oversharing threat significantly (d = -0.047, p<0.001) leads to lower disclosure. The latter
had a smaller positive effect: Higher system trust leads to significantly (d = 0.025, p<0.001) higher
disclosure (Figure 7.15). It is possible that the personalization may be countering the effect of
oversharing threat and collection concerns:
• Oversharing threat is dependent on ease of use which in turn depends on granularity/complexity
and defaults presented to the participants
• System Satisfaction (and hence system trust) is strongly influenced by personalization in addition to ease of use and oversharing threat.
Hence, even if the effect size of personalization (via system satisfaction and trust) on disclosure is smaller, it might be countering some of the negative effect of collection concerns and
oversharing threat on the disclosure. This can support the argument that the personalization might
make people more comfortable with being a bit more liberal with disclosure. Being liberal with such
sharing decisions can also help an IoT user realize more benefit of smart home environment.
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Figure 7.15: Disclosure varying across system trust and oversharing threat

7.5.3

Influence of Personal and Situational Characteristics
Research in Chapter 3 led to creation of three scales which are specific to IoT: Comfort with

Loss of Control, Need for Manual Control and Comfort with Automated Personalization. Comfort
with Loss of control (SC) seems to have a played an important role when participants decided
the interface they wanted to interact with. This is evident from Figure 7.16 which shows that the
participants who chose granular MySDI generally were the one who were not comfortable with losing
of control to the IoT device. In essence, these may be the same participants who draw more from
User Centric perspective. Interestingly, there does not seem to be much of a difference between
people who chose Intermediate or Basic MySDI. It is possible that there are two extremes, people
who are less comfortable with losing control and hence want granular control over their privacy and
on the other hand there are people who are generally comfortable with losing some level of control
and are happy with somewhat of a basic to moderate privacy management system. This particular
finding also goes on to show the potential of using ‘Comfort with Loss of Control’ scale in predicting
whether a person is likely to choose a more complex or granular interface as opposed to a more
simplistic interface.
Comfort with loss of control also had a significant effect (d = 0.357, p<0.001) on perceived
ease of use. This indicated that the people who were in general comfortable with relinquishing
control also perceived greater ease of use. This can be seen in Figure 7.17. It is possible that people
who are comfortable in relinquishing control to smart home agent can find the interface (especially
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Figure 7.16: Choice of interface plotted against comfort with loss of control. Data include participants from C4,C5 and C6
Basic and Intermediate) easy to set their preferences as they may interact with it less in general.
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Figure 7.17: Ease of use was in general higher for participants who rated higher on comfort with
loss of control scale

7.6

Limitations
No research study is perfect and neither is the one presented in this chapter. A major

drawback of this study is that it was operationalized in a web based format. This is problematic
because even though the participants did adjust some of the data sharing decisions, they did not
realize the effects. For instance, if a person disables sharing of data collected by smart lights to
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smart speakers, what they wont realize is that some of the functionality like using voice commands
to turn the lights ON/OFF may not be available to them anymore. Realization of consequences to
such actions plays a crucial role in how people make privacy decisions and this is not factored in
into the user study.
The personalized interfaces themselves are built on the basis of data which was collected
through Amazon Mechanical Turk. To certain extent this excludes a certain set of potential smart
home users such as people who are less tech savvy or older generations or people from more diverse
economic background. It is important to have datasets which cover more diverse participants as it
may help in tweaking the interface design in a way that it caters to more people. For instance, the
dataset in this study is a bit biased to the younger population and may not be as representative.
While the research by Page et al. [94] did not find significant differences across different age groups,
it would have been good to have a more age-diverse dataset.
A use case which is not covered as a part of this as well as previous user studies is that of
secondary users of smart homes who may not necessarily enjoy full control of various devices in the
environment and hence their preference are not accounted for in the user studies. It is possible that
the user studies disproportionately sampled primary users of smart homes over secondary users.
Researchers have found that the privacy concerns of primary and secondary users of such smart
technology vary and sharing of same devices within household can be tricky [115, 57]. This should
be accounted for in future research.

7.7

Conclusion
Designing for IoT systems and more specifically for privacy is a challenge which stems from

the sheer volume of decisions one may need to make. The moment a new smart home device is
added in an environment, it has the potential of connecting and sharing data with all the other
devices which might be present in the environment. Managing so many data flows together can be
an intimidating task for the end user. Research presented in previous chapters ( 4 and 5) focused on
a data driven approach to create user interfaces which can help IoT users manage several data flows
in the IoT environment. This approach was able to identify on an average which factors influence
privacy decisions the most and only those factors were used to inform the design on a privacy settings
interface. The same research also led to creation of different default settings which can be applied
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to the interfaces so as to make the end users job much more easier and in essence accounted for
individual differences with regards to default settings but kept the interface complexity constant for
all the users. The research presented in this chapter expanded the existing work by exploring the
possibility of what would happen if not just the default settings but the interfaces were also tailored
to individual preferences.
The results suggests that the participants did have varying preferences of which interfaces
they wanted to use. The key takeaway of this research is that the personalized interfaces when used
together with tailored defaults can be a helpful system for smart home and IoT users in general.
Varying preferences of potential smart home users like desire of control over environment or collection
concerns do play an important role of how their experience with such privacy management systems
will be. Personalization and in essence choice between different interfaces helps users manage their
privacy to levels they are comfortable with.
One of the scales (Comfort With Loss of Control) even shows the potential of predicting
which interface a person is likely to select paving a way for future work to explore the possibility of
recommending an interface. Future designs of smart home or any other IoT environments can draw
clues from this research and take a more data oriented approach to designing for privacy in such
complex system and hopefully also account for personalization of those interfaces (design and/or
defaults) so that they end the best possible experience to the users.
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Chapter 8

Conclusion
8.1

Overall Summary of Findings
The research presented in this dissertation is primarily focused on privacy decision making

in IoT environments which is explored on three different fronts: conceptual models of IoT users,
context of decision making and heuristics.
First, privacy decision making was investigated on the basis of contextual factors which may
influence decision making. The effect of contextual factors on decision making was first investigated
in the case of generalized IoT environments. Upon analysis of data, it was observed that participants of the study favored some contextual parameters more over the other. For example, the entity
collecting data was the most important factor in deciding whether an information should be shared
or not. This was followed by the information/type of data which was being shared. In addition
to this, the data also showed that the effect of contextual parameters on decision was not direct
but rather partially mediated by attitudes towards the contextual scenarios. Similarly, in case of
smart home study (Chapter 5), there were similar patterns in the data. Analysis revealed that the
entity/device receiving the information was the most important factor in making decisions about
privacy. In addition, the effects of contextual parameters on decision were mediated by attitudes
as well. The data analysis paved way for creation of data driven privacy settings interface. Another important contribution of this analysis was the machine learning models which successfully
clustered participants on the basis of similarity in their decisions. These models led to the creation
of personalized privacy settings interfaces which were further tested in user study described in final
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chapter.
Second, the smart home privacy decisions were investigated by accounting for heuristic effects specifically defaults and framing. The data analysis revealed that the defaults and framing
not only influence the privacy decisions directly, but also moderated the effects of attitudes on the
decisions. The very same attitude which mediated the effect of contextual parameters on privacy
decision. The attitudes towards a context represent the cognitive appraisal which shape whether a
person will enable or disable a particular contextual scenario. The moderation effect of defaults and
framing shows that the deliberation which is expected towards a contextual scenario is drastically
reduced in presence of defaults and framing. The research done in this direction showed the power
of defaults in influencing privacy decisions. Use of personalized interfaces together with personalized defaults hence warranted a comparison with fixed defaults as well. Hence, the defaults were
manipulated in final user study (Chapter 7).
Third, the conceptual models were used to understand how users might experience the
personalized privacy management interfaces. In order to quantify the conceptual models (‘Agentic’
and ‘User-centric’ ) of IoT users, a systematic psychometric scale development was conducted. This
led to creation of three new psychometric constructs which focus on different conceptual models
IoT users draw from. These new scales were tested in cross cultural survey study, this allowed in
testing the robustness across culturally different user groups. The results revealed that the scales
stayed consistent across different groups. In the data analysis from the same survey study, the
results also revealed the newly created scale potentially influence the user perceptions with varying
levels of automation. The scales were once again used in the final user study which was focused on
evaluating privacy management interfaces. The scales (more specifically comfort with loss of control)
were effective in understanding how the perception of personalized interfaces may be influenced by
elements associated with conceptual models of IoT adoption.

8.1.1

Personalization and Contextual Integrity
The research building up to the development of these interfaces (Chapters 4 and 5) ac-

counted for multiple contextual factors associated with privacy decision making. Theory of contextual integrity suggests two norms when considering preservation of privacy [91]. First, norms
of appropriateness which are focused on revealing the appropriate information in an appropriate
context. Second, the norms of distribution which are focused on how the information flows, who
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receives it and what happens with it. These norms were taken into account to a certain extent in
context based controlled experiment in Chapter 5 and the results showed that the preferences varied
across participants in terms of the importance of contextual factors in making privacy decisions. For
every contextual scenario presented to the participants, they answered how appropriate the scenario
was on a 7-point scale.
Interestingly, the machine learning models showed that participants can be clustered on
the basis of similarity of their preferences. The resulting clusters were stable and suggests that
the norms of appropriateness do exist, however they also vary across different participants (Also
observed by Abaquita et al. [2]). The contextual integrity theory suggests that there are norms
of appropriateness and distribution without defining the norms as such. User experiments which
leverage contexts can serve as a good starting point to defines such norms for different application.
In chapter 4, the research was able to identify different norms and privacy preferences of participants
in generalized IoT environments. This was further replicated for Smart Home IoT environments in
Chapter 5.
The personalized interfaces were built on the basis of the same clustering results and account
for the differences in norms in addition to accounting for contextual factors. They render control to
the end user to make privacy decision in a coherent context. More importantly, the use of default
settings can help making privacy decisions in context even more easier as the default are tailored to
each profile as well.

8.2

Accounting for Diversity
The data collection for most of the user studies presented in this dissertation was done

using web based platforms like Prolific and Amazon M-Turk. This leaves out a wide set of potential/existing IoT users. Take scale development study (Chapter 3) for instance, a majority of
participants were from younger generation. Recruiting participants in this manner can potentially
leave out participants who are from different age groups, socio-economic backgrounds or even less
tech savvy and may not necessarily know that they are using these smart home technologies (People
do tend to have incorrect on incomplete definitions of what IoT even means and this is shown by
existing research [94]). It is possible that the machine learning models (presented in chapters 4- 5)
may give some additional insights by creation of new clusters of users in presence of a more diverse

146

dataset. This would also mean that there may be a need for developing and testing a few more
privacy management interfaces. While developing IoT infrastructure in general, there will also be
a need to account for users coming from under-represented groups, their needs and how they tend
to use such technology. Having a better understanding of these needs will allow us to create more
appropriate interfaces. This will only happen when the machine learning models leverage more
diverse datasets and they should be collected through more such user studies. While this data is
not collected in the study presented here, the approach for developing personalized interfaces by
leveraging quantitative data can most certainly pave way for similar such studies.
More diverse use cases are also needed to be accounted while designing privacy settings
interfaces. The research presented here assumes that the user is the only one who will be performing
different actions in the smart homes and is hence the only one to manage privacy. This may not
always be the case. Smart home devices can be shared and used by several users within and sometime
even outside of a household. This sharing of devices can have its unique challenges with regards to
privacy decisions [115, 57]. The challenge in such use case would be to understand how the interfaces
should be tailored to different users sharing smart home devices.

8.3

Future Directions
There are two important contributions of this dissertation to the body of research. First, the

development of three new psychometric scales which focus on the key characteristics of conceptual
models which IoT users draw from. These scales can be used in the future research in various
ways like informing the design research associated with development of new smart home systems
and conducting more cross cultural studies focusing on understanding adoption strategies. Besides
research, industry wide applications could be in terms of predicting and eventually recommending
personalized interfaces and default preference in various aspects of smart home systems. Some of the
results do point towards potential for making such predictions as there seems a strong correlation
between the comfort with loss of control scale and the interface which people ended up choosing in
the final user study.
The second contribution is that this dissertation clearly showed the potential of personalized
privacy settings interfaces together with tailored defaults in helping smart home users to set their
privacy preferences in a more optimal manner. Future design efforts for smart home privacy and
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IoT in general can build on the research presented in this dissertation and design systems which are
more personalized rather than the existing one-size-fits-all approach towards design of smart home
systems and interfaces in general.
In a nutshell, the research presented in this dissertation contributes by creating psychometric
scales to gauge the conceptual models which IoT users take from, refines and validates the data
driven approach to designing privacy management interfaces for smart homes and holistically looks
at privacy decision making process in IoT by looking at context of decision making.
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Appendix A

Appendix for Scale Development Survey

Figure 1: a) Questions related to demographics and b) Questions about the smart home devices
which participants already own.
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Figure 2: a) Example of a description of smart lights provided to the participants. b) Items related
to pre-validated scales which were asked per device.
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Figure 3: Survey items related to new psychometric scales.

Figure 4: Example of an attention check highlighted in Red.
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Appendix B

Study on Personalized Privacy Settings Interfaces

Figure 5: Attention Check asked to participants to check if they were attentive during the slide show
part of study
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Figure 6: Description of Basic MySDI
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Figure 7: Description of Intermediate MySDI
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Figure 8: Description of Granluar MySDI
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Figure 9: Example of a Final Survey Questionnaire with Attention Check
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