Abstract. Let α(E) be the continuous analytic capacity of a compact set E ⊂ C. In this paper we obtain a characterization of α in terms of curvature of measures with zero linear density, and we deduce that α is countably semiadditive. This result has important consequences for the theory of uniform rational approximation on compact sets. In particular, it implies the so-called inner boundary conjecture.
Introduction. The continuous analytic capacity α was introduced by
Erokhin and Vitushkin (see [Vi] ) in the 1950s in order to study problems of uniform rational approximation in compact subsets of the complex plane. Up to now, the geometric properties of the capacity α have not been well understood.
It has been an open question if α is semiadditive as a set function, that is to say, if α(E ∪ F) ≤ C(α(E) + α(F)),
for arbitrary compact sets E, F ⊂ C, where C is an absolute constant. It was known that an affirmative answer to this question would imply important results on uniform rational approximation, such as the so called "inner boundary conjecture" (see [VM, Conjecture 2] ). In this paper we will show that α is indeed semiadditive. As a consequence, the inner boundary conjecture is true. Our proof of the semiadditivity of α does not follow from the recently proved semiaddivity of analytic capacity γ in [To5] . However, some of the ideas and techniques of [To5] are essential for the results of this paper.
To state these results in more detail, we need to introduce some notation and terminology. The continuous analytic capacity of a compact set E ⊂ C is defined as
where the supremum is taken over all complex functions which are continuous in C, analytic on C \ E, and satisfy | f (z)| ≤ 1 for all z ∈ C; and f (∞) = lim z→∞ z( f (z) − f (∞)). For a general set F, we set α(F) = sup{α(E) : E ⊂ F, E compact}.
If in the supremum above we don't ask for the continuity on C for f (we only ask f to be analytic on C \ E and | f (z)| ≤ 1 for all z ∈ C \ E), we obtain the analytic capacity γ of the compact set E. For a general set F, we set γ(F) = sup{γ(E) : E ⊂ F, E compact}.
Our main result is the following: THEOREM 1.1. Let E i , i ≥ 1, be Borel sets in C. Then,
where C is an absolute constant.
The semiadditivity of continuous analytic capacity was already known in some special cases. Melnikov [Me1] proved it for two compact sets E, F separated by an analytic curve. Vitushkin [Vi] extended the result to the case in which the curve which separates E and F is piecewise Lyapunov. Davie [Dve] showed that it is enough to assume that the curve is hypo-Lyapunov. On the other hand, Davie also proved in [Dve] that the semiadditivity of γ for arbitrary compact sets (recently proved in [To5] ) implies the semiaddivity of α for disjoint compact sets. However, as far as we know, the semiadditivity of α for arbitrary compact sets (which is needed for the proof of the inner boundary conjecture) cannot be derived directly from the semiadditivity of γ. Melnikov, Paramonov and Verdera [VMP] also proved the semiadditivity of α + (which is a variant of α originated by Cauchy transforms of positive measures) in several cases (in particular, for bounded Borel sets E and F which are relatively open in the topology of E ∪ F).
We need now to introduce some additional terminology in connection with uniform rational approximation. Given E ⊂ C compact, we denote by R(E) the algebra of complex functions on E which are uniform limits on E of functions analytic in a neighborhood of E (i.e., each function is analytic in a neighborhood of E). A(E) is the algebra of those complex functions on E which are continuous on E and analytic on • E. Vitushkin proved that the following result is a consequence of the semiadditivity of α (see [Vi, p. 187] 
E) α(B(z, r) \ E)
< ∞.
Then, R(E) = A(E).
The inner boundary of E, denoted by ∂ i E, is the set of boundary points which do not belong to the boundary of any connected component of C \ E. The inner boundary conjecture is a corollary of the preceding theorem: THEOREM 1.
(Inner boundary conjecture) If α(∂ i E) = 0, then R(E) = A(E).
In the special case where dim (∂ i E) < 1 (where dim is the Hausdorff dimension), Davie and Øksendal [DØ] had already proved that R(E) = A(E). Another partial result was obtained in [MTV2] as a straightforward consequence of the semiadditivity of γ. Namely, it was shown that R(E) = A(E) also holds if γ(∂ i E) = 0.
The semiaddivity of α follows from a more precise result which asserts that α and α + are comparable. Further, α + (and also α, because of its comparability with α) can be characterized in terms of the so-called curvature of measures, or equivalently in terms of L 2 estimates for the Cauchy transform. We now proceed to define the main notions involved in these results.
Given a complex Radon measure ν on C, the Cauchy transform of ν is
for any ε > 0 and z ∈ C. Given a µ-measurable function f on C (where µ is some fixed positive Radon measure on C), we write Cf ≡ C( f dµ) and C ε f ≡ C ε ( f dµ) for any ε > 0. It is said that the Cauchy transform is bounded on L 2 (µ) if the operators C ε are bounded on L 2 (µ) uniformly on ε > 0. The capacity α + of a bounded set E ⊂ C is defined as
where the supremum is taken over all positive Radon measures µ supported on E such that Cµ is a continuous function on C (i.e., it coincides L 2 -a.e. with a continuous function on C), with Cµ L ∞ (C) ≤ 1. Notice that we clearly have α + 
(E) ≤ α(E), because (Cµ) (∞) = µ(E).
If in the definition of α + (E) we don't ask Cµ to be continuous on C, we obtain γ + (E). That is, γ + (E) = sup µ(E), with the supremum taken over all positive Radon measures µ supported on E such that Cµ L ∞ (C) ≤ 1.
A positive Radon measure µ is said to have linear growth if there exists some constant C such that µ(B(x, r)) ≤ Cr for all x ∈ C, r > 0. The linear density of µ at x ∈ C is (if it exists)
Given three pairwise different points x, y, z ∈ C, their Menger curvature is
where R(x, y, z) is the radius of the circumference passing through x, y, z (with R(x, y, z) = ∞, c(x, y, z) = 0 if x, y, z lie on a same line). If two among these points coincide, we let c(x, y, z) = 0. For a positive Radon measure µ, we set
and we define the curvature of µ as
The notion of curvature of measures was introduced by Melnikov [Me2] when he was studying a discrete version of analytic capacity, and it is one of the ideas which is responsible of the big recent advances in connection with analytic capacity. On the one hand, the notion of curvature is connected to the Cauchy transform. This relationship comes from the following identity found by Melnikov and Verdera [MV] (assuming that µ has linear growth):
where c 2 ε (µ) is an ε-truncated version of c 2 (µ) (defined as in the right hand side of (1.1), but with the triple integral over {x, y, z ∈ C : |x − y|, | y − z|, |x − z| > ε}).
Next theorem contains the aforementioned characterization of α and α + . THEOREM 1.4. For all compact sets E ⊂ C, we have
with absolute constants.
The notation A ≈ B means that A is comparable to B, that is to say, that there exists a positive absolute constant C such that
In (2.3) in the next section, the reader will find another characterization of α and α + which involves the L 2 norm of the Cauchy transform.
Let us remark that, by the results of [To4, Section 5], it follows that the supremum in (1.3) is comparable to
See Remark 2.2 below for more details. Notice also that the latter supremum without the condition "Θ µ (x) = 0 ∀x ∈ E" is comparable to γ + (E) and γ(E) (see [To4] and [To5] ). The first step for proving Theorem 1.4 consists of showing that α + is comparable to the supremum in (1.3). This is done in Section 3. The difficult inequality is α + (E) ≥ C −1 sup . . . . We will derive it from the fact that if Θ µ (x) = 0 µ-a.e. in C, then the L 2 (µ) norm of the Cauchy transform restricted to a ball B(x, r) tends to 0 as r → 0 (assuming some uniformity conditions concerning the linear density and curvature of µ). Let us remark that the same idea was used in [To1] to prove that the L 2 (µ) boundedness of the Cauchy transform implies the existence of principal values µ-a.e. when the linear density of µ is zero.
The second step for Theorem 1.4 is the proof of the comparability between α and α + . A possible approach consists of proving that there exists a measure µ supported on E with zero linear density, such that µ(E) ≈ α(E), with the Cauchy transform bounded in L 2 (µ) with absolute constants. If we try to use arguments similar to the ones of [To5] to construct µ, several difficulties arise. For example, as far as we know, α + does not admit a dual characterization such as the one of γ + in [To4, Theorem 3.3] . This characterization plays a key role in the proof of γ ≈ γ + . To overcome these difficulties we have introduced in Section 4 some auxiliary capacities γ h and γ h + associated to a gauge function h that measures how fast µ(B(x, r))/r tends to 0. The comparability of α and α + is then a consequence of the comparability between γ h and γ h + for each h. Some properties of γ h and γ h + are shown in Sections 5 and 6. They will be used in Section 7 to show that γ h ≈ γ h + , by arguments analogous to the ones of the proof of γ ≈ γ + in [To5] .
Preliminaries.
Let M be the maximal radial Hardy-Littlewood operator:
(if µ were a complex measure, we would replace µ(B(x, r)) by |µ|(B(x, r))), and let c µ (x) = (c 2 µ (x)) 1/2 . The following potential was introduced by Verdera in [Ve2] :
We recall that γ + and γ can be characterized in terms of this potential:
From Theorem 1.4 (see also Remark 2.2 below) we infer that α and α + also can be described using the potential U µ :
Moreover, using the identity (1.2), with arguments analogous to the ones for γ + in [To2] and [To4] , it can be shown that (1.3) and (2.3) are equivalent to
Given two positive Radon measures ν and µ, we set
Remember the following maximum principle for curvature of measures (see [To2] and [To4] ).
LEMMA 2.1. Let µ and ν be positive Radon measures such that
Remark 2.2. If µ is such that Θ * µ (x) := lim sup r→0 µ(B(x, r))/r ≤ 1 and c µ (x) ≤ 1 for all x ∈ supp(µ), then there exists some absolute constant C such that U µ (x) ≤ C for all x ∈ C. This follows from Lemma 5.2 in [To4] , which asserts that if ν is a positive Radon measure supported on B(x 0 , R) with Θ * ν (x) ≤ 1 ν-a.e. and c 2 (ν) ≤ ν(B(x 0 , R)), then there is some absolute constant M 0 such that
we deduce 3. The capacity α + . In this section we will prove: THEOREM 3.1. For all compact sets E ⊂ C, we have
We denote
This next lemma deals with the easy inequality of Theorem 3.1.
LEMMA 3.2. There exists an absolute constant C such that
Proof. Let µ be a Radon measure supported on E such that Cµ is a continuous function on C, with Cµ L ∞ (C) ≤ 1, and µ(E) ≥ α + (E)/2. Then, for al x ∈ C and r > 0 we have
(see [Gar, p.40] , for example). Also,
by (1.2). By Chebishev, there exists some compact set F ⊂ E such that c 2 µ (x) ≤ 2C 2 and µ(F) ≥ 4µ(E). We set ν = µ |F . Since c 2 ν (x) ≤ 2C 2 for all x ∈ F, by the maximum principle for curvature of measures (see Lemma 2.1), we get
Thus,
To see that Θ ν (x) = 0 for all x ∈ E it suffices to show that the same condition holds for µ.
That is, µ(B(x, r))/r ≤ ε if r ≤ δ, and so Θ µ (x) = 0. Therefore, we have
The proof of the inequality α 0 (E) ≤ Cα + (E) involves the regularized operators K ε introduced in Section 2. The following lemma concentrates the main technical difficulties of the proof. 
and moreover
In a sense, this lemma asserts that under the appropriate assumptions, given a positive bounded function f such that K * f is bounded, one can construct another positive bounded function g with g dµ = f dµ, with the L ∞ norms of g and K * g very close to the corresponding L ∞ norms of f and K * f , such that the term |K ε g(x) − K ε g( y)| is very small when x and y are close enough (by (3.2)), and such that the same term is also under control if we don't assume x and y to be close (by (3.3) ).
Before proving Lemma 3.3, we will show how one can deduce the inequality α 0 (E) ≤ Cα + (E) from it.
LEMMA 3.4. There exists an absolute constant C such that
Proof. Let µ be a Radon measure supported on E such that µ(E) ≥ α 0 (E)/2, with Θ µ (x) = 0 for all x ∈ E, and U µ (x) ≤ 1 for all x ∈ C. Let F ⊂ E a compact set such that lim r→0 µ(B(x, r))/r = 0 and lim r→0 c 2 µ|B(x,r) (x) = 0 both uniformly on F, with µ(F) ≥ µ(E)/2. Since the Cauchy transform is bounded on L 2 (µ), there exists a function f 1 supported on F,
We set δ 1 = 1.
For n ≥ 1, we set τ n = 2 −n , and given a positive bounded function f n supported on F and δ n > 0, by means of Lemma 3.3 we construct a function f n+1 also supported on F, so that
(where δ n+1 ≤ δ n is some constant small enough), and
Clearly, f is a positive bounded function such that
Also, for each ε > 0 and x ∈ C,
On the other hand, by (3.4), if |x − y| ≤ δ n , then
for all ε > 0. From (3.5), for k ≥ n we get
Consider now the family of functions {K ε f } ε>0 onB(0, R), where R is big enough so that E ⊂ B(0, R − 1). This is a family of functions which is uniformly bounded and equicontinuous onB(0, R), by (3.6). By the Ascoli-Arzelà theorem, there exists a sequence {ε n } n , with ε n → 0, such that K εn f converges uniformly onB(0, R) to some continuous function g. It is easily seen that g coincides with Cf L 2 -a.e. inB(0, R) and g L ∞ (B(0,R)) ≤ 2. Since Cf is also continuous in C \ B(0, R), we deduce that Cf can extended continuously to the whole complex plane. Therefore,
To prove Lemma 3.3 we will need some preliminary results.
where C 5 is an absolute constant.
The proof of this standard estimate follows easily if we split the complex plane in rings centered at x, for example.
Our next lemma deals with a now quite well-known dualization of the usual weak (1, 1) inequality for the Cauchy transform, which is a consequence of its L 2 (µ) boundedness (see either [To2] , [NTV1] or [To3] , for example).
For the proof, see [Ch, . Regarding the fact that ϕ can be chosen independently of ε, an argument similar to the one in [To2, Lemma 4.4], for example, works.
Proof of Lemma 3.3. Consider the grid of all dyadic squares {Q i } i∈I with side length . Notice that since Θ µ (x) = 0 for all x, we have µ(∂Q i ) = 0 for all i. Let N be some big integer and ε 1 τ / f L ∞ (µ) some small constant both to be chosen later. We will take small enough so that
We also assume that has been chosen so small that
Notice that (3.7) and (3.8) imply that
with ε 2 → 0 as ε 1 → 0 (using Theorem 1.1 of [To2] , for example). This will be the main ingredient of the proof. Now we are going to start the construction of g. Let Q i be some fixed square of the grid such that µ(Q i ) = 0. Since the Cauchy transform is bounded on L 2 (µ|Q i ) with a very small norm (assuming ε 2 very small), by Lemma 3.6 there exists some function ϕ i supported on Q i (not depending on ε), with 0 ≤ ϕ i ≤ 1, such that
Then, by (3.9), we have
Proof of (3.2). We set δ = /2. Let Q i be some fixed square of the grid. Notice that if x ∈ Q i and |x − y| ≤ δ, then y ∈ 2Q i . We set g a = gχ 3Q i and g b = gχ C\3Q i .
First we deal with g a . We have
Now we consider the term originated by g b . We have
To estimate the last integral we use that the ratio µ(B(x, r))/r is very small if r ≤ N . Indeed, by Lemma 3.5 and (3.7) we get
Therefore, if ε 1 is small enough and N big enough, then
Thus, from the preceding estimate and (3.11), we deduce
Proof of (3.3). Suppose now that x ∈ Q i and y ∈ Q j . We write
By (3.10), each one of the last two terms is bounded above by 18ε 3 f L ∞ (µ) ≤ τ /10. So it only remains to estimate the first term on the right-hand side. We set
Let us estimate I. We set ε = max (ε, ). First we are going to show that
If ε ≥ , then ε = ε, and so the integral above equals
, and so the last integral in (3.14) now equals
Thus in any case we have
The same estimate holds interchanging Q i by Q j and x by y. Therefore,
. Let us turn our attention to II. We have
We denote by z h the center of each square Q h . Then we get
Therefore, assuming that we take N := 3 M , where M is some big integer, we get
Thus, II ≤ τ /4 if ε 1 and N have been chosen appropriately.
The term III is estimated in the same way as II, and so we also have III ≤ τ /4. Now, gathering the estimates corresponding to I, II, III and to the last two terms in (3.12), we obtain (3.3).
Proof of K
By (3.10), the first term is bounded above by 18ε 3 f L ∞ (µ) ≤ τ /10. The second one is estimated as with the term II in (3.13).
From Theorem 3.1 and the characterization of γ in terms of curvature of measures, we deduce the following result. We set
γ(E), and so α(E) ≈ γ(E).

The capacities
where the supremum is taken over all functions f ∈ L ∞ (C) which are analytic in
for any real function ϕ ∈ C ∞ c supported on some ball of radius r. If f satisfies all these properties we say that f is admissible for γ h and E, and we write f ∈ A h (E).
The capacity γ h + (E) is defined in an analogous way, but we ask an additional condition on the functions in the supremum above. Namely, f must be the Cauchy transform of some positive Radon measure supported on E. We say that f is admissible for γ h + and E, and we write f ∈ A h + (E). Let us remark that the doubling property h(2r) ≤ 4h(r), for r > 0, implies that
LEMMA 4.1. There exists an absolute constant C such that for any compact set E,
with the supremum over all continuous functions h : (0, +∞)−→(0, +∞) satisfying (4.1) and (4.2), with h(r)/r nondecreasing.
Notice that |w f (r)| ≤ 2 for all r > 0, w f is continuous, non decreasing, and by the triangle inequality w f (2r) ≤ 2w f (r). We set h(r) = r w f (r)/2, and so h fulfills the properties (4.1) and (4.2). Then, if ϕ is a real C ∞ function supported on B(x 0 , r), we have
and so α(E) ≤ Cγ h (E).
To deal with the capacity γ h + it is useful to introduce the potential U h µ of a measure µ. We consider the maximal operator M h :
Then we set
LEMMA 4.2. For any compact set E, we have
with absolute constants (independent of h). Also, Proof. First we will show that
Take µ supported on E such that U h µ (x) ≤ 1 for all x ∈ C. Since the Cauchy transform is bounded on L 2 (µ) (with absolute constants), there exists some function f , with 0
+ (E) for some constant C, since for any real function ϕ ∈ C ∞ supported on B(x 0 , r) we have
To see the opposite inequality in (4.4), take µ supported on E such that
By the maximum principle (2.1), we get
for all x ∈ C. So some appropriate multiple of µ |F fulfills the properties in the supremum on the right-hand side of (4.4). This completes the proof of (4.4).
Let us turn our attention to (4.5) now. By Theorem 3.1 and (4.4) it is clear that
The opposite inequality follows like the proof of Lemma 4.1. We have to change α by α + , γ h by γ h + , f by Cµ (where µ is some Radon measure supported on E),
We will show in Section 7 that γ h ≈ γ h + with constants independent of h. Then, from the Lemmas 4.1 and 4.2 we will get
5. Some properties of γ h .
LEMMA 5.1. (a) For any compact set E ⊂ C we have
γ h (E) ≤ C 10 h(diam(E)).
(b) For any closed disk D r of radius r we have
γ h (D r ) ≈ γ h + (D r ) ≈ h(r).
(c) If R is a rectangle with side lengths L and , with L ≥ , then
Then, for all x ∈ C and 0 ≤ s ≤ r,
The last inequality follows from (4.3). In the case s > r, we have
It is also straightforward to check that Cµ is a bounded function (with absolute constants). So there exists some constant C such that C −1 Cµ ∈ A h + (D r ), and then
(c) This statement will be proved after Lemma 5.2 below.
Notice that, unlike for the usual analytic capacity γ, in general, for λ > 0,
In next lemma we show that Vitushkin's localization operator V ϕ , defined by
where ϕ is a compactly supported C ∞ function, behaves well with respect to γ h .
LEMMA 5.2. Let E ⊂ C be compact and f ∈ A h (E). Let ϕ be a C ∞ function supported onB(x 0 , r), such that ϕ ∞ ≤ C 11 and ∇ϕ ∞ ≤ C 11 r −1 . Then there exists some constant C depending on C 11 such that
Proof. It is well known that if f ∈ A h (E), then V ϕ f is a bounded function analytic in C \ (E ∩B(x 0 , r) ). So we only have to check that
for any C ∞ function ψ supported on a ball B( y 0 , s). We denote by ·, · the pairing between the space of distributions D and D := C ∞ c (R n ). We have
Thus, if we denote d = diam(supp(ϕψ)), we get
We have
Notice that d ≤ min (2s, 2r), and since h is non decreasing, we get h(d) ≤ h(2s) ≤ 4h(s), and then
Proof of Lemma 5.1 (c). Given a rectangle R with side lengths L and , with L ≥ , we have to show that
If R is a square, then from (b) in Lemma 5.1, it easily follows that γ h (R) ≈ h( ), and we are done. Suppose now that L = N , where N is some positive integer. So R = N i=1 Q i , where each Q i is a square of side length , and different squares
For a general rectangle R, let N be the least integer such that N ≥ L/ . Let R 0 be a rectangle containing R with side lengths N and . Then,
Let us see now that γ h + (R) ≥ C −1 Lh( )/ . We will use (4.4). Consider the measure
Then µ(R) = Lh( )/ , and also it is easy to check that c µ (x) ≤ C for all x ∈ C. Further, for any ball B(x, r) we have
since h(t)/t is a nondecreasing function of t. If r < , we get
Using Lemma 5.2, we can prove the semiaddivity of γ h in some special cases:
(b) Given two rectangles R, T ⊂ C (we do not assume their sides to be parallel to the axes),
Let ϕ ∈ C ∞ be supported on 2D such that ϕ = 1 in a neighborhood of D, with ∇ϕ ∞ ≤ Cr −1 , where r is the radius of D. Now set f 1 = V ϕ f and f 2 = f − f 1 . By Lemma 5.2,
Then (a) follows from the fact that
Consider now the rectangles R and T. Let L R , R be the side lengths of R, and L T , T the side lengths of T.
Moreover, for some C > 0,
Suppose now that R and T are arbitrary rectangles. Let M be the least integer such that M ≥ L R / R , and N the least integer such that N ≥ L T / T . Let R 0 be a rectangle containing R with side lengths R and M R , and T 0 another rectangle containing T with side lengths T and N T . Then,
Another property of γ h is the following.
LEMMA 5.4. Suppose that E ⊂ B(x 0 , δ). Let f ∈ A h (E) and consider the Laurent expansion of f centered at x
We have |a n | ≤ Cn(
Proof. We argue as in [Ve1, p. 444]. Suppose for simplicity that x 0 = 0. The function
is analytic outside E and satisfies g(∞) = 0. We are going to show that g/(Cn ( 3 2 δ) n−1 ) ∈ A h (E) for some constant C. Observe that this fact implies that
To show that g/(Cn 3 2 δ n−1 ) ∈ A h (E), we intend to apply Lemma 5.2. Notice that∂
where ρ is a C ∞ function supported on B(0, 
Now it only remains to estimate ∇ϕ ∞ :
Hence by Lemma 5.2 we are done.
From the preceding lemma we deduce the following property of γ h , which will be very useful in Section 7.
Proof. Set δ = diam(E). Take x 0 ∈ E. Then, E ⊂ B(x 0 , δ). We consider the Laurent expansion of f centered at x 0 :
Notice that if dist(z, E) ≥ 2diam(E), then |z − x 0 | ≥ 2δ and , from the preceding lemma, we deduce
6. Some properties of γ h + . We denote
LEMMA 6.1. The following properties of γ h + hold: (a) For any compact set E ⊂ C,
(d) For any finite Radon measure µ on C and any λ > 0,
(e) Let {E n } n≥1 be a sequence of compact sets in C such that E n+1 ⊂ E n for all n. Set E = n E n . Then, γ h (E) = lim n→∞ γ h (E n ).
In (b), H h
∞ stands for the h-Hausdorff content. We recall that H h ∞ fulfills the following weak (1, 1) inequality:
for any Radon measure µ and all λ > 0. This can be proved by means of the 5r covering theorem of Vitali (using the doubling property of h). Notice also that the capacitary version (for γ h + ) of (6.1) is (d) in the lemma above. The proof of (b) is also derived easily from (4.4), and is left for the reader again.
Proof of Lemma
Also, (c) is another straightforward consequence of (4.4). The property (d) is proved as the analogous inequality for γ + in [To4, Theorem 3.1]. One has to interchange γ + by γ h + , the maximal operator M by M h , etc. Notice by the way that the maximum principle (2.1) (which is needed in the proof of [To4, Theorem 3.1]) also holds with M h instead of M, since Mµ ≤ M h µ for any measure µ.
The proof of (e) follows by standard arguments and is left for the reader.
The capacities γ h + also satisfy the following property.
LEMMA 6.2. For E ⊂ C compact, we have
The constants involved in (6.2) do not depend on h. The lemma is proved by arguments analogous to the ones of [To4, Theorem 3.3]. It follows from (c) in Lemma 6.1 and the next lemma applied to a suitable discrete version E of E. 
.
The maximal measure σ satisfies c 2 (σ) ≤ 2 σ and U h σ (x) ≥ C 12 for all x ∈ E, where C 12 is some absolute constant.
This lemma follows from a variational argument analogous to the one of [To4, Lemma 3.6]. The details of the proofs of this lemma and the preceding one are left for the reader again.
Comparability between γ h and γ h
+ . In this section we will prove the following result. This will be the last step of the proof of Theorem 1.4.
THEOREM 7.1. There exists an absolute constant C (not depending on h) such that
for any compact set E ⊂ C.
The proof of this theorem is quite similar to the proof of the comparability between γ and γ + in [To5, Theorem 1.1]. We must show that there exists some measure µ supported on E, with µ(E) ≈ γ h (E), such that µ(B(x, r)) ≤ h(r), and with the Cauchy transform bounded on L 2 (µ) with absolute constants. In order to construct µ, we will need to apply an induction argument: We will prove that γ h (E ∩ R) ≈ γ h + (E ∩ R) for all the rectangles R, by induction on the size of R.
The First Main Lemma.
The next lemma, which is one of the main steps in the proof of Theorem 7.1, deals with the construction of an intermediate set F and some measures µ (nonnegative) and ν (complex) suitable for the application of a Tb theorem. Unlike [To5, Lemma 5.1], we do not assume E to be made up of a finite union of segments, squares, or rectangles, etc. Now E is supposed to be an arbitrary compact set.
LEMMA 7.2. (First Main Lemma) Suppose that
, with C 13 > 0 small enough. Then there exists a compact set F = i∈I Q i , with i∈I χ 10Q i ≤ C, such that:
, then there exist a positive Radon measure µ and a complex Radon measure ν, both supported on F, and a subset H ⊂ F, such that:
(
i) If µ(B(x, r)) > C h h(r) (for some big constant C h ), then B(x, r) ∩ F ⊂ H. In particular, µ(B(x, r)) ≤ C h h(r) for all x ∈ F \ H, r > 0. (j) H is of the form H = k∈I H B(x k , r k ) ∩ F, with k∈I H h(r k ) ≤ εµ(F), for 0 < ε < 1/10 arbitrarily small (choosing C h big enough). The constants C 13 , C, C a , C b , C c , C h , ε, δ do not depend on A. They are absolute constants.
Let us insist on the fact that all the constants different from A which appear in the lemma do not depend on A. This will be essential for the proof of Theorem 7.1. We have preferred to use the notation C a , C b , C c , C h instead of C 14 , . . . , C 17 , say, because these constants will play an important role in the proof of Theorem 7.1. Of course, the constants C b and C h do not depend either on b or h (they are absolute constants).
The set F has to be understood as an approximation of E at an intermediate scale. The first part of the lemma, which deals with the construction of F and the properties (a)-(c), is proved in Subsections 7.2-7.4. The choice of the squares Q i which satisfy (a) and (b) is one of the key steps of the proof Theorem 7.1. Notice that (a) implies that the squares Q i are not too big and (b) that they are not too small. That is, they belong to some intermediate scale. The property (b) will be essential for the proof of (d). On the other hand, the assertion (c) will only be used in the final induction argument, in Subsection 7.14.
The properties (d), (e), (f) and (g) are proved in Subsections 7.5 and 7.7. These are the basic properties which must satisfy µ and ν in order to apply a T(b) theorem with absolute constants. To prove (d) we will need the assumptions in the paragraph after (c) in the lemma. In (g) notice that instead of the L ∞ (µ) or BMO(µ) norm of Cν, we estimate the L 1 (µ) norm of C * ν outside H. The statement in (h) prevents ν from being too much concentrated, in a sense. It is a smooth version of the inequality |ν (B(x, r) )| ≤ Ch(r), which we don't know if it holds.
Roughly speaking, the exceptional set H contains the part of µ where the measure µ is too much concentrated. The properties (i) and (j) describe H and are proved in Subsection 7.6. Observe that (j) means that H is a rather small set, in a sense.
The construction of F and the proof of (a) in First Main Lemma.
Let σ ∈ M + (C) be a measure satisfying σ(E) ≈ γ h + (E) and U h σ (x) ≥ 1 for all x ∈ E (recall Lemma 6.2). Let λ be some constant with 0 < λ ≤ 10 −8 which will be fixed below. Let Ω λ ⊂ C be the open set
Notice that E ⊂ Ω λ , and by (d) in Lemma 6.1 we have
Let Ω λ = i∈J Q i be a Whitney decomposition of Ω λ , where {Q i } i∈J is the usual family of Whitney squares with disjoint interiors, satisfying
where R > 20 is some fixed absolute constant), and
Let {Q i } i∈I , I ⊂ J, be the subfamily of squares such that 2Q i ∩ E = ∅. We set
Observe that the property (a) of the First Main Lemma is a consequence of (7.1).
On the other hand, since E is compact, it is easy to check that the collection of squares Q i , i ∈ I, is finite, and as a consequence, F is also compact. 
Proof of (b) in First Main
Using the finite overlap of the squares 4Q i , we deduce
Proof of (c) in First Main
Lemma. Now we have to show that
It is immediate to check that
Therefore,
assuming C 13 in First Main Lemma small enough for the third inequality, and using (4.3) in the last one. Since h in nondecreasing, we deduce dist(x, E)
which implies (7.3).
The construction of µ and ν and the proof of (d)-(f) in First Main
Lemma. It is easily seen that there exists a family of C ∞ functions {g i } i∈J such that, for each i ∈ J, supp( g i ) ⊂ 2Q i , 0 ≤ g i ≤ 1, and ∇g i ∞ ≤ C/ (Q i ), so that i∈J g i = 1 on Ω λ . Notice that by the definition of I in Subsection 7.2, we also have i∈I g i = 1 on E.
Let f ∈ A h (E) be such that f (∞) ≥ γ h (E)/2. In a sense, the measure ν will be a suitable approximation of the distribution π −1∂ f (remember that f = C(π −1∂ f )).
First we introduce the measure µ. For each i ∈ I, let ∆ i be a disk concentric with Q i , of radius r i such that h(r i ) = γ h (E ∩ 2Q i )/(10 3 C 10 ) (this radius exists by continuity). Using Lemma 5.1 (a), it is easy to check that
Observe that
Let us now define ν:
As a consequence, b L ∞ (µ) ≤ C, and (e) is proved.
It remains to check that (d) also holds. Using (7.4), the assumption
, and the hypothesis Aγ h + (E) ≤ γ h (E), we obtain the following inequalities:
which gives (d) (with constants independent of A).
Construction of the exceptional set H and proof of (i)-(j).
Let C h be some big constant to be fixed below. Following [NTV2] , given x ∈ F, r > 0, we say that B(x, r) is a non-Ahlfors disk if µ (B(x, r) ) > C h h(r). For a fixed x ∈ F, if there exists some r > 0 such that B(x, r) is a non Ahlfors disk, then we say that x is a non-Ahlfors point. For any x ∈ F, we denote R(x) = sup{r > 0 : B(x, r) is a non Ahlfors disk}. If x ∈ F is an Ahlfors point, we set R(x) = 0. We say that R(x) is the Ahlfors radius of x.
B(x, R(x)).
By Vitali's 5r-Covering Theorem there is a disjoint subfamily {B(
arbitrarily small (choosing C h big enough).
Proof of (g) in First Main Lemma. In this subsection we will show that
We will work with the regularized operators K ε introduced in Section 2. Remem-
To estimate K * ν, we will deal with the term K * (ν − π −1∂ f ). This will be the main point for the proof of (7.8).
We denote ν i := ν|Q i . LEMMA 7.3. For every z ∈ C \ 10Q i , we have
by Lemma 5.5. On the other hand, by Lemma 5.3, we have
Therefore, by the definition of ∆ i , we get
. By (7.11) and (7.12) we obtain
Making the convolution with ψ ε , (7.10) follows for ε ≤ dist(z, 2Q i )/2. Suppose now that ε > dist(z, 2Q i )/2. We denote h i = ψ ε * α i . Then we have
We have to estimate h i ∞ and L 2 (supp(h i )). Observe that, if we write i = (Q i ) and we denote the center of Q i by z i , we get
Let us deal with h i ∞ now. Let η i be a C ∞ function supported on 3Q i which is identically 1 on 2Q i and such that ∇η i ∞ ≤ C/ i . Since α i , 1 = 0, we have
We will show below that
Assuming this fact for the moment, by (7.12) we deduce
By (7.13) and the estimates on h i ∞ and L 2 (supp(h i )), we obtain
It remains to prove that ( Cα i ) and remember that Cα i is a bounded function. By Lemma 5.2, since supp(ϕ w η i ) ⊂ 3Q i , it is enough to show that
which yields (7.14). Finally, (7.15) follows easily too:
We are done.
Now we are ready to prove (7.8). We write
To estimate the last sum of integrals we argue as in [To5] . Using Lemma 7.3 and
(see the last part of Subsection 7.3 in [To5] for the details). Thus, by the finite overlap of the squares 4Q i , i ∈ I, and (7.16), we get
We also have 
Proof of (h) in First Main
From (7.20), we deduce that (7.19) holds in this case. Suppose now that all the squares Q i , i ∈ I, that intersect B r satisfy (Q i ) < r. We will prove below that for any collection of points
Notice that this estimate implies that
Since ν |Q i is a constant multiple of a positive measure, by continuity there exists some point z i ∈ Q i such that ϕ(z i )ν(Q i ) = Q i ϕ dν. From this fact and the preceding inequality, (7.19) follows.
To prove (7.21), we set
For each i we have
, the left side of (7.23) is bounded above by
Taking into account that h(t)/t is nondecreasing in t we obtain
and we are done.
The dyadic exceptional set H D .
Remember that in (7.5) we defined H = k B(x k , 5R(x k )), where {B(x k , R(x k ))} k is some precise family of nonAhlfors disks. For technical reasons, it is convenient to introduce a dyadic version of H made up of dyadic squares. Let D be a fixed dyadic lattice and consider the family D H ⊂ D of dyadic squares such that R ∈ D H if there exists some ball 
Observe that (7.26) implies H ⊂ H D and, since for each ball B(x k , 5R(x k )) there are at most four squares R ∈ D H satisfying (7.24) and (7.25), by (7.7), we obtain
7.10. The accretivity condition and the exceptional set T D . We say that a square R ⊂ C is accretive if 7.11. Random dyadic lattices. We are going to introduce random dyadic lattices. We follow the construction of [NTV2] .
Suppose that F ⊂ B(0, 2 N−3 ), where N is a big enough integer. Consider the random square Q 0 (w) = w+ −2 N , 2 N 2 , with w ∈ −2 N−1 , 2 N−1 2 =: Ω. We take Q 0 (w) as the starting square of the dyadic lattice D(w). Observe that F ⊂ Q 0 (w) for all w ∈ Ω. Only the dyadic squares which are contained in Q 0 (w) will play some role in the arguments below. For the moment, we don't worry about the other squares.
We take a uniform probability on Ω. So we let the probability measure P be the normalized Lebesgue measure on the square Ω.
A Proof. First we will prove (7.30). Let {R k (w)} k∈I HT (w) be the subfamily of different maximal (and thus disjoint) squares from
For each w ∈ Ω, we have
The last sum above is easy to estimate using (7.28):
Using the fact that dν = b dµ, with b bounded, and (h), we get
Therefore, by (7.27) we obtain
We will show in Lemma 7.5 below that
where C 16 is an absolute constant. As a consequence,
Therefore, if η ≤ 1/8C 17 and C h is such that C 17 /(ηC h ) ≤ 1/8, then
Inequality (7.30) follows from this estimate and (7.33).
Let us see now how (7.31) is derived from (7.30). We have
It remains to prove the following result.
LEMMA 7.5. Let η be some constant with 0 < η ≤ 1/10. Then, 
The lemma follows from this estimate and the fact that the balls B(x j , r j /5) are disjoint.
Let us prove (7.36) now. Let S 0 be a square centered at x 0 of side length 2 m , with m ∈ Z such that
Let L V,t be the vertical line {(x, y) ∈ C : x = t}. Let (a, b) ∈ C be the lower left corner of S 0 . By Fubini, it easily follows that for all ε with 0 < ε ≤ 2 m ,
where U ε (L V,t ) stands for the ε-neighborhood of L V,t . The analogous estimate holds for horizontal lines L H,t . Setting ε = η (R k (w)), which depends neither on k nor on w, we obtain This theorem is not stated in [NTV2] . However, it can be deduced from the arguments in [NTV2] . Theorem 7.7, changing the statement (e) by (e ) µ(H D (w)∪ T D (w)) ≤ δ 0 µ(F), for all w ∈ Ω and some δ 0 < 1, was used in [To5] . In this article, the reader will find the proof of the necessary modifications in order to derive Theorem 7.7 (changing (e) by (e )) from the results of [NTV2] .
The only change needed in the arguments of [To5] in order to prove Theorem 7.7 with the statement (e) instead of (e ) is a minor modification in the probabilistic argument explained in [To5, Section 11.5] (which, in its turn, describes the arguments of [NTV2, Section XXIII]). The reader can easily verify that the estimates of [To5, Section 11.5] (or [NTV2, Section XXIII]) hold if one assumes (e) instead of (e ). We will not go into more details. Then, by (ii), the preceding inequality, and (i),
As a corollary we deduce: Notice that if diam(R) ≤ d/4, then R can intersect at most four of the dyadic squares of side length d that form E 0 . In any case it is easy to check that R ∩ E 0 is either a rectangle or a polygon which can be decomposed as the union of two closed rectangles R 1 , R 2 (with R 1 ∩ R 2 = ∅). In the first case, (7.37) follows from Let us see now that if (7.37) holds for all rectangles R with diameter ≤ 4 n d, then it also holds for a rectangle R with diameter ≤ 4 n+1 d. We only have to apply Lemma 7.9 to the set R ∩ E 0 . Indeed, take a square Q with diameter ≤ diam( R ∩ E 0 )/5. By the induction hypothesis we have
because Q ∩ R is a rectangle with diameter ≤ 4 n d. Therefore,
by Lemma 7.9. 
