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huonommalle vakuutustasolle jos samaisena aikana vahinkoja sattuu. Yleisesti bonusjärjestelmän
tarkoituksena on lisätä vakuutetuilta perittävien vakuutusmaksujen tasa-arvoisuutta, sillä huonon
vakuutustason omaavan vakuutetun vakuutusmaksu on korkeampi kuin paremman vakuutustason
omaavalla.
Työn taustana toimii Lehtonen T. ja Nyrhinen H. 90-luvun julkaisu, jossa bonusjärjestel-
miin perehdytään. Opinnäytetyön tarkoitus on esitellä yleinen bonusjärjestelmiin liittyvä teoria
matemaattisesti ja perehtyä osaan edellä mainitun julkaisun tuloksista. Työssä näytetään, että
tietyin perusoletuksin vakuutusyhtiön asymptoottinen vararikkotodennäköisyys on pienempi kak-
sitilaisessa bonusjärjestelmässä kuin yksitilaisessa kiinteällä vakuutusmaksulla.
Alkuaskeleena työssä tullaan määrittämään bonusjärjestelmä yleisellä tasolla, jolloin malliin
saadaan yksinkertaisia tasa-arvoehtoja vakuutusmaksuista ja vakuutetun liikkumisesta bonusjär-
jestelmässä. Yleisen tutustumisen jälkeen syvällinen tarkastelu aloitetaan keskittymällä kiinteään
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naisuuksiin. Siirtymämuuttujan seurauksena saadaan yhteys vakuutetun tuottamaan vuotuiseen
tappioon eri bonusluokissa. Tämän jälkeen pystytään tarkastelemaan yksittäisen vakuutetun
pitkällä ajalla tuottamaa kumulatiivista tappiota.
Kiinteän vakuutetun tarkastelun jälkeen luonnollinen siirtymä on koko vakuutuskannan mal-
lintaminen. Koko vakuutuskannan tarkastelun aikana tullaan perehtymään vastaaviin ominaisuuk-
siin kuin aikaisemman vaiheen kiinteän vakuutetun tarkastelussa. Työn loppupuolella perehdytään
vakuutusyhtiön asymptoottisen vararikon mallintamiseen ja luodaan yhteys asymptoottisen vara-
rikon ja aikaisemmin käytyjen määritelmien välille.
Yleisen tarkastelun jälkeen yleinen bonusjärjestelmä voidaan redusoida kaksi- ja yksitilaisek-
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4 Johdanto
Johdanto
Vakuutusmallia ma¨a¨ritta¨essa¨ vakuutusyhtio¨n mielenkiinto kohdistuu yhtio¨n oman
vararikkotodenna¨ko¨isyyden ma¨a¨ritta¨miseen. Luonnollinen ajatus on valita vakuu-
tusmalli, jossa yhtio¨n vararikkotodenna¨ko¨isyys minimoituu. Opinna¨ytetyo¨ssa¨ raa-
paistaan ta¨ta¨ pintaa perehtyma¨lla¨ yleisesti liikennevakuutuksissa ka¨ytetta¨va¨n bo-
nusja¨rjestelma¨n kannattavuuteen vakuutusyhtio¨n asymptoottista vararikkoa tarkas-
teltaessa.
Bonusja¨rjestelma¨a¨ ka¨ytta¨va¨ssa¨ vakuutusmallissa vakuutettu siirtyy paremmalle
vakuutustasolle jos kuluvan vuoden aikana ei tapahdu vahinkoja, mutta vakuutet-
tu tippuu puolestaan huonommalle vakuutustasolle jos samaisena aikana vahinkoja
sattuu. Yleisesti bonusja¨rjestelma¨n tarkoituksena on lisa¨ta¨ vakuutetuilta peritta¨vien
vakuutusmaksujen tasa-arvoisuutta, silla¨ huonon vakuutustason omaavan vakuute-
tun vakuutusmaksu on korkeampi kuin paremman vakuutustason omaavalla.
Tyo¨n taustana toimii Lehtonen T. ja Nyrhinen H. 90-luvun julkaisu [3], jos-
sa bonusja¨rjestelmiin perehdyta¨a¨n. Opinna¨ytetyo¨n tarkoitus on esitella¨ yleinen bo-
nusja¨rjestelmiin liittyva¨ teoria matemaattisesti ja perehtya¨ edella¨ mainitun jul-
kaisun tuloksiin. Opinna¨ytetyo¨ssa¨ na¨yteta¨a¨n, etta¨ tietyin perusoletuksin vakuu-
tusyhtio¨n asymptoottinen vararikkotodenna¨ko¨isyys on pienempi kaksitilaisessa bo-
nusja¨rjestelma¨ssa¨ kuin yksitilaisessa kiintea¨lla¨ vakuutusmaksulla jos vakuutusyhtio¨n
vakuutuskanta on riippumaton ja samoin jakautunut tai vakuutusyhtio¨ tuntee jo-
kaisen vakuutetun vahinkojakaumat.
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I Esitietoja
Kerrataan aluksi ta¨ssa¨ tutkielmassa ka¨ytetta¨via¨ peruska¨sitteita¨, merkinto¨ja¨ ja ole-
tuksia seka¨ ma¨a¨ritelmia¨ todenna¨ko¨isyyslaskennan eri aloilta. Kaikki muuttujien
ma¨a¨ritelma¨t ja ominaisuudet oletetaan jo ennesta¨a¨n tunnetuiksi. Esitietoina ole-
tetaan lukijan tuntevan todenna¨ko¨isyyslaskennasta todenna¨ko¨isyysteorian osuuden
seka¨ vakuutus- ja finanssimatematiikan puolelta tariffiteorian perusteet. Tarkem-
pia selontekoja na¨ista¨ ka¨yda¨a¨n perusopintomateriaaleissa. Kertausta esimerkiksi to-
denna¨ko¨isyysteorian ka¨sitteisiin lo¨ytyy oppimateriaalista [10]. Toisaalta kevyena¨ joh-
dantona stokastisiin prosesseihin voidaan suositella materiaalia [7] ja hyva¨na¨ poh-
jamateriaalina tariffiteoriaan voidaan pita¨a¨ teosta [6], jossa tutkielman aihetta on
sivuttu.
Merkinno¨ista¨
La¨pi opinna¨ytetyo¨n esiintyy useita eri satunnaismuuttujia, ajanhetkia¨, bo-
nusja¨rjestelmia¨ seka¨ muita indekseja¨ ja joukkoja. Pyrkimyksena¨ on merkita¨ suu-
rin osa muuttujista ja indekseista¨ loogisesti na¨kyville eri yhteyksissa¨. Tietyt laajat
merkinna¨t esitella¨a¨n ta¨ha¨n tultaessa, mutta supistetaan joissain tapauksissa ta¨ma¨n
ja¨lkeen luettavuuden parantamiseksi. Tyo¨ssa¨ ka¨yteta¨a¨n seuraavia jokseenkin kiin-
teita¨ indeksointeja
N = luonnolliset luvut 1, 2, . . .
N0 = luonnolliset luvut nolla mukaan lukien 0, 1, 2, . . .
X = isot kirjaimet satunnaismuuttujia
S = tilajoukko
N = vakuutettujen lukuma¨a¨ra¨
I = bonusluokkien lukuma¨a¨ra¨
M = kaunokirjaimet joukkoja joiden dimensio yli kaksi
n = luonnollislukuarvoinen aika
s = kiintea¨ vakuutettu
i, j = Markovin ketjun tila
k,m, r = vahinkojen lukuma¨a¨ra¨
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Todenna¨ko¨isyysavaruus ja satunnaismuuttuja
Olkoon kolmikko (Ω,F ,P) todenna¨ko¨isyysavaruus, jossa Ω on perusjoukko, jo-
ka muodostuu kaikista mahdollisista satunnaiskokeen alkeistapauksista (tulosmah-
dollisuuksista). Joukko F on perusjoukon Ω σ-algebra, joka on kokoelma jou-
kon Ω osajoukoista (tapahtumista). Kuvaus P on todenna¨ko¨isyysmitta mitta-
avaruudelle (Ω,F ). Kuvaus P kiinnitta¨a¨ jokaiselle kokoelman F joukolle positii-
visen todenna¨ko¨isyyden eli reaaliluvun va¨lilta¨ [0, 1]. Mitallista kuvausta X kutsu-
taan S-arvoiseksi satunnaiselementiksi jos kuvaus saa arvonsa mielivaltaisesta mitta-
avaruudesta (S,F ′).
1.1 Ma¨a¨ritelma¨ (Diskreettimuuttuja). Olkoon (Ω,F ,P) todenna¨ko¨isyys-
avaruus ja X : Ω → S kuvaus. X on diskreetti satunnaismuuttuja to-
denna¨ko¨isyysavaruudella (Ω,F ,P), jos satunnaismuuttujan X arvojoukko S on
a¨a¨rellinen tai eninta¨a¨n numeroituva joukko, toisin sanottuna S = {x0, x1, . . . }, ja
tapahtuma {X = xk} ∈ F kaikilla k ∈ N.
La¨pi opinna¨ytetyo¨n tullaan olettamaan pa¨a¨sa¨a¨nto¨isesti eri muuttujien olevan dis-
kreetteja¨. Opinna¨ytetyo¨ssa¨ ka¨sitelta¨va¨t tulokset pystyta¨a¨n viema¨a¨n la¨pi myo¨s jatku-
vien muuttujien tapauksessa, mutta apuna tarvittava matemaattinen tyo¨kalupakki
on oltava runsaasti laajempi. Ta¨ma¨ puolestaan ei tue opinna¨ytetyo¨n tarkoitusta ku-
ten ta¨ssa¨ tyo¨ssa¨ tullaan huomaamaan.
Oletetaan lukijan tuntevan satunnaismuuttujan odotusarvon ja muiden moment-
tien ma¨a¨ritelma¨t seka¨ niihin liittyvia¨ ominaisuuksia. Tarkastellaan seuraavaksi hie-
man tarkemmin era¨sta¨ diskreettia¨ satunnaismuuttujaa, jonka mallia tullaan jatkossa
ka¨ytta¨ma¨a¨n.
Vahinkojen lukuma¨a¨ra¨ ja Poisson-jakauma
Perehdyta¨a¨n seuraavaksi vahinkojen lukuma¨a¨ra¨a¨n ja Poisson-jakaumaan. Merkita¨a¨n
satunnaismuuttujalla K vakuutetulle sattuneiden vahinkojen lukuma¨a¨ra¨a¨. Olkoon
asetelma niin, etta¨ vuonna n sattuneiden vahinkojen lukuma¨a¨ra¨a¨ kuvaa satunnais-
muuttuja Kn. Oletetaan jatkossa, etta¨ vuotuiset vahinkojen lukuma¨a¨ra¨t Kn ovat
riippumattomia samoin jakautuneita satunnaismuuttujia kaikilla n ∈ N.
1.2 Ma¨a¨ritelma¨. Satunnaismuuttuja K on Poisson-jakautunut parametrilla
ν ≥ 0, jos
pk(ν) = P(K = k) = e
−ν νk
k!
, k ∈ N0. (1.1)
Jos parametri ν = 0 niin kyseisen jakauman todenna¨ko¨isyysmassan sovitaan keskit-
tyva¨n pisteeseen 0. Poisson-jakaumalla pystyta¨a¨n esimerkiksi kuvaamaan vakuute-
tun vuotuisten vahinkojen lukuma¨a¨ra¨n jakaumaa.
Oletetaan jatkossa, etta¨ todenna¨ko¨isyys p0(ν) ∈ (0, 1). Ta¨llo¨in vahinkoja sat-
tuu positiivisella todenna¨ko¨isyydella¨, mutta on myo¨s mahdollista, ettei vahinkoja
tapahdu tarkastelu ajanjakson aikana.
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Kerrataan seuraavana momentit generoiva funktio, kumulantit generoivafunk-
tio ja todenna¨ko¨isyysgeneroiva funktio. Generoivien funktioiden avulla pystyta¨a¨n
ma¨a¨rittelema¨a¨n satunnaismuuttujan jakauma seka¨ eri momentit, kuten esimerkiksi
odotusarvo.
1.3 Ma¨a¨ritelma¨. Satunnaismuuttujan K momentit generoiva funktio MK on ku-
vaus R→ R ∪ {∞}, joka ma¨a¨ra¨ytyy ehdosta
MK(t) = E
(
etK
)
.
Vastaavasti satunnaismuuttujan K kumulantit generoiva funktio cK on kuvaus
R→ R ∪ {∞}, joka ma¨a¨ra¨ytyy ehdosta
cK(t) = logMK(t).
Lisa¨ksi jos MK on a¨a¨rellinen jossain origon ympa¨risto¨ssa¨, niin momentit generoiva
funktio MK on a¨a¨retto¨ma¨n monta kertaa derivoituva pisteessa¨ t = 0 ja
M
(n)
K (0) = E (K
n) = µKn kaikilla n ∈ N.
Vastaavasti kumulantit generoivalle funktiolle pa¨tee
c′K(0) = E(K) ja c
(n)
K (0) = E ((K −E(K))n) , n = 2, 3.
Tunnetusti ei-negatiivisen satunnaismuuttujan momentit generoivalle funktiolle
pa¨tee Jensenin epa¨yhta¨lo¨, jolla momentit generoivaa funktiota voidaan rajoittaa
alhaalta pa¨in. Jensenin epa¨yhta¨lo¨ antaa
MK(t) ≥ etµK . (1.2)
1.4 Ma¨a¨ritelma¨. Satunnaismuuttujan K todenna¨ko¨isyysgeneroiva funktio ϕK on
kuvaus R→ R ∪ {∞}, joka ma¨a¨ra¨ytyy ehdosta
ϕK(t) = E
(
tK
)
.
Lisa¨ksi jos ϕK on a¨a¨rellinen jossain origon ympa¨risto¨ssa¨, niin to-
denna¨ko¨isyysgeneroiva funktio ϕK on a¨a¨retto¨ma¨n monta kertaa derivoituva
pisteessa¨ t = 0 ja
ϕ
(k)
K (0) = k!pk(ν) kaikilla k ∈ N. (1.3)
Funktio ϕK ma¨a¨ra¨a¨ siis pistetodenna¨ko¨isyydet pk(ν) ja ta¨llo¨in myo¨s satunnaismuut-
tujan K jakauman yksika¨sitteisesti.
1.5 Lause. Olkoon satunnaismuuttuja K Poisson-jakautunut parametrilla ν. Sa-
tunnaismuuttujan K momentit generoiva funktio MK , todenna¨ko¨isyysgeneroiva
funktio ϕK , odotusarvo µK ja varianssi σ
2
K seka¨ vinous γK ovat ta¨llo¨in
1. ϕK(t) = e
ν(t−1), kaikilla t ∈ R
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2. MK(s) = e
ν(et−1), kaikilla t ∈ R
3. µK = σ
2
K = ν
4. γK = ν
− 1
2
Todistus. Todistus sivuutetaan. Momentit ja todenna¨ko¨isyysgeneroivan funktion tu-
lokset tulevat suoraan eksponenttifunktion sarjakehitelma¨sta¨. Odotusarvo, varianssi
ja vinous saadaan momentit generoivan funktion derivaattojen avulla.
Stokastiset prosessit
Siirryta¨a¨n kertaamaan stokastisia prosesseja. Stokastisilla prosesseilla tarkoitetaan
satunnaisia ajasta riippuvia ilmio¨ita¨. Esimerkkeina¨ stokastisista prosesseista tutus-
tutaan Markovin ketjuihin ja Markov-additiivisiin prosesseihin.
Olkoon ajanhetket n luonnollisia lukuja, toisin sanottuna n ∈ N0. Jonoa
{Xn : n ≥ 0} S-arvoisia satunnaiselementteja¨ kutsutaan S-arvoiseksi stokastisek-
si prosessiksi. Olkoon
F0 ⊆ F1 ⊆ · · ·Fn ⊆ · · ·
nouseva jono ali-σ-algebroja joukossa F . Kutsutaan ta¨ta¨ jatkossa historiaksi. Sto-
kastisen prosessin {Xn : n ≥ 0} sisa¨iseksi historiaksi kutsutaan joukkoa
FXn = σ(X0, . . . , Xn).
1.6 Ma¨a¨ritelma¨ (Markovin ketju). S-arvoista satunnaismuuttujajonoa
{Xn : n ≥ 0} kutsutaan Markovin ketjuksi siirtyma¨todenna¨ko¨isyydella¨ pXn,·, jos
kaikilla n ≥ 0 pa¨tee:
P
(
Xn+1|FXn
)
= P(Xn+1|Xn) = pXn,·
Ta¨ta¨ ehtoa kutsutaan unohtavaisuusominaisuudeksi, joka tarkoittaa, etta¨ Markovin
ketjun tuleva kehitys Xn+1 ehdollistettuna prosessin nykyiseen ja sita¨ edelta¨neisiin
tiloihin riippuu ainoastaan prosessin nykyisesta¨ tilasta Xn. Ei siis ole merkitysta¨
miten nykyiseen tilaan Xn on pa¨a¨sty.
1.7 Ma¨a¨ritelma¨. Olkoon {Xn : n ≥ 0} ma¨a¨ritelma¨n 1.6 mukainen Markovin ketju.
Markovin ketjua kutsutaan stationaariseksi (myo¨s aikahomogeeniseksi) jos kaikilla
n ≥ 1 pa¨tee:
P(Xn+1|Xn) = P(Xn|Xn−1)
Ehto tarkoittaa, etta¨ siirtyma¨todenna¨ko¨isyydet eiva¨t riipu ajanhetkesta¨ n vaan ai-
noastaan prosessin nykytilasta ja tulevasta tilasta.
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Olkoon A ⊆ S. Joukon A sanotaan olevan saavutettavissa jos mielivaltaisesti
kiinnitetyn ajanhetken n0 ≥ 0 tilasta x on positiivisella todenna¨ko¨isyydella¨ mahdol-
lista siirtya¨ joukkoon A. Tosin sanottuna
x→ A jos ja vain jos P(Xn ∈ A|Xn0 = x) > 0,
jollakin n ≥ n0.
1.8 Ma¨a¨ritelma¨. Joukkoa B kutsutaan kommunikoivaksi jos jokainen osajoukko
A ⊆ B on mahdollista saavuttaa joukosta B. Toisin sanottuna
x→ A kaikilla x ∈ B ja kaikilla A ⊆ B
Jos koko joukko S on kommunikoiva, niin siirtyma¨todenna¨ko¨isyytta¨ P kutsutaan
pelkistyma¨tto¨ma¨ksi.
Jos joukko S on a¨a¨rellinen tai numeroituva niin joukkoa S kutsutaan tilajoukok-
si. Seuraava kuva havainnollistaa esimerkkia¨ pelkistyma¨tto¨ma¨sta¨ Markovin ketjusta
tilajoukolla S.
Kuva 1.1: Kommunikoiva tilajoukko S ja pelkistyma¨to¨n siirtyma¨todenna¨ko¨isyys P
1.9 Ma¨a¨ritelma¨. Olkoon A n× n-matriisi. Nelio¨matriisia A sanotaan jaksolliseksi
jos on olemassa k ∈ N siten, etta¨
Ak = In,
jossa In on n× n-yksikko¨matriisi. Muussa tapauksessa matriisi A on jaksoton.
1.10 Ma¨a¨ritelma¨ (Markov additiivinen prosessi). Olkoon {Xn : n ≥ 0} sta-
tionaarinen ja pelkistyma¨to¨n Markovin ketju a¨a¨rellisella¨ tai numeroituvalla tila-
avaruudella S ja siirtyma¨todenna¨ko¨isyysmatriisilla P . Olkoon ξ satunnaismuuttuja
arvojoukolla R. Olkoon {(Xn, ξn) : n ≥ 1} Markovin ketju avaruudessa S × R niin,
etta¨ siirtyma¨ydin on muotoa
pi,j(dx) = P(Xn+1 = j, ξn+1 ∈ dx|Xn = i, ξn = y) = P(Xn+1 = j, ξn+1 ∈ dx|Xn = i),
jossa i, j ∈ S ja x, y ∈ R. Ta¨llo¨in {(Xn, ξn) : n ≥ 1} on Markov additiivinen prosessi.
Siirtyma¨ydin pi,j(dx) tarkoittaa, etta¨ satunnaismuuttujajono {Xn : n ≥ 0}
ma¨a¨ra¨a¨ siirtymien riippuvuudet. Na¨in ollen siirtyma¨t eiva¨t riipu muuttujajonosta
{ξn : n ≥ 0}.
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II Bonusja¨rjestelma¨t
Siirryta¨a¨n seuraavaksi tarkastelemaan bonusja¨rjestelmia¨. Bonusja¨rjestelma¨t ovat
paljon ka¨ytettyja¨ esimerkiksi liikenne- ja autovakuutuksissa. Ja¨rjestelma¨n tar-
koituksena on ottaa esimerkiksi vakuutetun ajotaito huomioon vakuutusmaksuja
ma¨a¨ra¨tta¨essa¨ vahinkohistorian avulla. Perehdyta¨a¨n aluksi bonusja¨rjestelma¨n raken-
teeseen, matemaattiseen esitta¨miseen seka¨ muutamaan ominaisuuteen, joita bo-
nusja¨rjestelma¨n satunnaismuuttujilla on.
Bonusja¨rjestelma¨n perustana voidaan pita¨a¨ seuraavia osia: Bonusjoukko S, jo-
ka koostuu bonusluokista 1, . . . , I. Bonusja¨rjestelma¨n toimimiseksi jokainen bonus-
luokka i ∈ S tarvitsee siihen liittyva¨n ei-negatiivisen vakuutusmaksun bi. Na¨iden
muodostamaa vektoria (b1, . . . , bI)
T kutsutaan bonusskaalaksi. Merkita¨a¨n satunnais-
muuttujalla Cn vakuutetun vuoden n bonusluokkaa. Oletetaan, etta¨ jokainen vuosi
aloitetaan saman vuoden bonusluokasta. Samana vuonna sattuneiden vahinkojen
ja¨lkeen vakuutettu siirtyy vuoden bonusluokasta seuraavan vuoden bonusluokkaan.
Ta¨llo¨in vuoden bonusluokka ma¨a¨ra¨a¨ vuoden alussa ka¨ytetta¨va¨n vakuutusmaksun.
Oletetaan, etta¨ vakuutettu on vuonna n− 1 bonusluokassa i seka¨ vuoden aikana
on sattunut yhteensa¨ k vahinkoa. Oletetaan, etta¨ ta¨llo¨in vakuutettu siirtyisi vuoden
n bonusluokkaan j. Merkita¨a¨n ta¨ta¨ siirtyma¨a¨ kuvauksella
Tk(i) = j, (2.1)
ja kutsutaan ta¨ta¨ joukkoa T0, T1, T2, . . . jatkossa bonussa¨a¨nno¨sto¨ksi. Edellinen siir-
tyminen voidaan ilmaista myo¨s degeneroituneena todenna¨ko¨isyytena¨
P(Tk(i) = j|Cn−1 = i,Kn−1 = k) = 1(Tk(i) = j). (2.2)
Todenna¨ko¨isyys on na¨in ollen 0 tai 1 riippuen siita¨ onko siirtyminen tilasta i tilaan
j mahdollinen k:lla vahingolla.
Oletetaan, etta¨ vakuutetut aloittavat vakuutuskautensa kiintea¨sta¨ luokasta
i1 ∈ S ja vakuutuksen ottamisen ja¨lkeen vakuutettu siirtyy ta¨ha¨n la¨hto¨tilaan ku-
vauksella
T0(i0) = i1.
Ta¨sta¨ eteenpa¨in vakuutetun bonusluokka ma¨a¨ra¨ytyy kuvausten Tk mukaisesti ajan
jakson aikana sattuneiden vahinkojen lukuma¨a¨ra¨n perusteella.
Bonusja¨rjestelma¨n tarkoituksena on luonnollisesti palkita hyva¨n bonusluokan
omaavat vakuutetut matalammalla vakuutusmaksulla. Ta¨lla¨ tarkoitetaan, etta¨ ns.
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hyva¨t riskit siirtyva¨t korkeisiin bonusluokkiin kun taas ns. huonot riskit ajautuvat
mataliin. Ilmeisesti ta¨ha¨n pa¨a¨sta¨a¨n kun bonusluokkien vakuutusmaksuille pa¨tee:
b1 ≥ b2 ≥ · · · ≥ bI−1 ≥ bI . (2.3)
Oikeuden mukaisena voidaan pita¨a¨ oletusta, ettei vakuutettu voi siirtya¨ bonus-
luokasta i matalampaan luokkaan k:lla vahingolla kuin k + 1:lla¨ vahingolla. Ta¨sta¨
saadaan siirtyma¨kuvakuselle vaatimus, etta¨ Tk(i) ≥ Tk+1(i). Ominaisuus ilmenee
kuvasta 2.1a.
Vastaavanlainen ongelma liittyy bonusluokan tippumisen ma¨a¨ra¨a¨n. Ilmeista¨ on,
ettei vakuutettu voi siirtya¨ k:lla vahingolla alemmas luokasta i+ 1 kuin luokasta i.
Luonnollinen vaatimus on, etta¨ siirtyma¨kuvaukselle pa¨tee Tk(i) ≤ Tk(i + 1). Vaati-
musta havainnollistetaan kuvasta 2.1b.
...
i
...
k
k + 1
(a) Tk(i) ≥ Tk+1(i)
...
i
i+ 1
...
k
k
(b) Tk(i) ≤ Tk(i+ 1)
Kuva 2.1: Siirtyma¨kuvauksen T tasa-arvoisuus
2.1 Esimerkki. Vakuutusyhtio¨ soveltaa vakuutuksiinsa bonusja¨rjestelma¨a¨, jossa
vakuutettu siirtyy vahingottoman vuoden ja¨lkeen yhden bonusluokan ylo¨spa¨in,
mika¨li mahdollista, ja muuten siirtyy alimpaan luokaan 1. Ta¨llo¨in siir-
tyma¨kuvauksille pa¨tee
1(T0(i) = j) =

1, kun j = i+ 1, kaikilla i ∈ {1, . . . , I − 1}
1, kun i, j = I
0, muulloin.
Kun k ≥ 1
1(Tk(i) = j) =
{
1, kun j = 1, kaikilla i ∈ S
0, muulloin.
Vakuutettu liikkuu eri bonusluokista toisiin seuraavasti
· · ·
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III Kiintea¨ vakuutettu
Tyo¨ssa¨ on nyt esitelty bonusja¨rjestelma¨n rakennuspalikat ja ta¨ma¨n seurauksena
syva¨llisempiin rakenteiden tarkasteluun voidaan siirtya¨. Tarkastellaan ta¨ssa¨ luvussa
yhta¨ kiintea¨a¨ vakuutettua s. Yksitta¨isessa¨ tarkastelussa vakuutetun tunnuksella s
ei ole niin merkitysta¨, mutta usean vakuutetun tarkastelussa merkinta¨ on olennai-
nen. Ta¨sta¨ johtuen vakuutetun tunnus s merkita¨a¨n na¨kyviin eri satunnaismuuttu-
jien yhteyteen potenssiksi (s) sekaantumisten va¨ltta¨miseksi. Ta¨ma¨n kappaleen ai-
kana muuttujat esitella¨a¨n ensin tunnuksen s kanssa ja ta¨ma¨n ja¨lkeen merkinta¨a¨ ei
ka¨yteta¨ luettavuuden parantamisen takia. Perehdyta¨a¨n seuraavaksi kiintea¨n vakuu-
tetun liikkumiseen bonusja¨rjestelma¨ssa¨. Toisin sanottuna bonusja¨rjestelma¨n jakau-
maan.
3.1 Bonusluokan jakauma
Ensimma¨isena¨ askeleena kiintea¨n vakuutetun tarkastetussa tarkastellaan bonusluo-
kan jakaumaa. Merkita¨a¨n kappaleen 1 tapaan vakuutettuun liittyva¨a¨ riskillisyytta¨
parametrilla ν ja satunnaismuuttujalla K
(s)
n vakuutetulle sattuneiden vahinkojen
lukuma¨a¨ra¨a¨ vuonna n. Oletetaan, etta¨ vahinkojen lukuma¨a¨ra¨t K
(s)
1 ,K
(s)
2 , . . . ovat
riippumattomia samoin jakautuneita satunnaismuuttujia. Merkita¨a¨n
pk(ν) = P
(
K(s)n = k
)
, jossa k ∈ N0.
Olkoon kappaleen 2 tapaan C
(s)
n vakuutetun bonusluokka hetkella¨ n. Bonusluok-
ka Cn ma¨a¨ra¨ytyy edelta¨va¨n vuoden n − 1 vahinkojen lukuma¨a¨ra¨sta¨ Kn−1 ja bo-
nusluokasta Cn−1. Bonusluokan Cn ma¨a¨ra¨a¨ma¨a¨ vakuutusmaksua sovelletaan ta¨llo¨in
vuonna n. Oletetaan kappaleen 2 tapaan, etta¨ vakuutetun aloitusluokka C1 = i1
ja vahinkojen lukuma¨a¨ra¨lle pa¨tee p0(ν) > 0. Jos p0(ν) = 0 niin vakuutetulle sat-
tuisi jokaisena vuonna varmasti vahinkoja ja eteneminen bonusja¨rjestelma¨ssa¨ olisi
mahdotonta. Ta¨llo¨in parempaan luokaan siirtyminen pita¨isi pohtia uudelleen. Mah-
dollisesti bonusja¨rjestelma¨n ka¨ytto¨o¨notto ei olisi viisasta.
3.1 Lause. Olkoon tilajoukko S = {1, . . . , I}. Satunnaismuuttujajono {Cn : n ≥ 0}
on stationaarinen Markovin ketju, jonka siirtyma¨todenna¨ko¨isyydet tilasta i tilaan j
ma¨a¨ra¨ytyva¨t yhta¨lo¨sta¨
pi,j(ν) =
∑
k∈N0
1(Tk(i) = j)pk(ν), jossa i, j ∈ S.
III Kiintea¨ vakuutettu 13
Todistus. Todistus sivuutetaan. Todistus seuraa seuraviivaisesti aikaisemmista
ma¨a¨ritelmista¨. Todistus lo¨ytyy teoksesta [6] sivulta 5.41.
Merkita¨a¨n lyhyemmin vakuutetun hetkeen n mennessa¨ kuljettua polkua
Cn =
n⋂
h=1
{Ch = ih} .
Lauseen 3.1 tulosta ka¨ytta¨ma¨lla¨ pystyta¨a¨n na¨ytta¨ma¨a¨n Markovin ketjulle pa¨teva¨
yleinen tulos
P(Cn) = P(Cn = in|Cn−1)P(Cn−1) = P(Cn = in|Cn−1 = in−1)P(Cn−1)
= pin−1,in(ν)P(Cn−1)
...
=
n−1∏
h=1
pih,ih+1(ν). (3.1)
3.2 Esimerkki (Jatkoa esimerkkiin 2.1). Palataan tarkastelemaan esimerkin 2.1
mukaista bonusja¨rjestelma¨a¨. Yksitta¨isen vakuutetun siirtyma¨todenna¨ko¨isyyksiksi
saadaan lausetta 3.1 ka¨ytta¨ma¨lla¨
pi,j(ν) =

p0(ν), kun k = 0, j = i+ 1, i ∈ {1, . . . , I − 1}
p0(ν), kun k = 0, i, j = I
1− p0(ν), kun k ≥ 1, j = 1, i ∈ S
0, muulloin.
Merkita¨a¨n lyhyemmin p0(ν) = p ja 1−p0(ν) = q. Siirtyma¨todenna¨ko¨isyysmatriisiksi
P (ν) saadaan
P (ν) =

q p 0 0 · · · 0 0
q 0 p 0 · · · 0 0
...
...
. . .
...
. . .
...
...
...
. . . 0
q 0 · · · · · · 0 p
q 0 · · · · · · 0 p

.
3.2 Bonusluokan tasapainojakauma
Edellisessa¨ kappaleessa on perehdytty bonusluokan jakaumaan. Ta¨ma¨n innoittama-
na pystyta¨a¨n havainnollistamaan bonusja¨rjestelma¨n tasapainojakaumaan, jota mer-
kita¨a¨n satunnaismuuttujalla pi. Tasapainojakauma kertoo kuinka suuren osuuden
ajanhetkista¨ keskima¨a¨rin vakuutettu vietta¨a¨ kussakin bonusluokassa i ∈ S.
14 III Kiintea¨ vakuutettu
3.3 Ma¨a¨ritelma¨. Olkoon bonusjoukko S kommunikoiva ma¨a¨ritelma¨n 1.8 mukai-
sesti. Ta¨llo¨in vaakavektori pi(ν) on tasapainojakauma kun
pi(ν) = (pi1(ν), . . . , piI(ν))
Tasapainojakaumalle on ominaista, etta¨
1. pi(ν)P (ν) = pi(ν)
2.
∑I
i=1 pii(ν) = 1
3. limn→∞P(Cn = j|C1 = i1) = pij(ν).
Tasapainojakauman ratkaisu (3.3.1) on siirtyma¨todenna¨ko¨isyysmatriisin
P (ν) vasemman puoleinen ominaisarvovektori ominaisarvolla yksi. To-
denna¨ko¨isyysjakauman tapaan tasapainojakauman summaus yli tilojen on kaavan
(3.3.2) mukaisesti yksi. Viimeinen ehto (3.3.3) puolestaan tarkoittaa kuinka suuren
osan ajanhetkista¨ keskima¨a¨rin vieteta¨a¨n kussakin bonusluokassa.
3.4 Esimerkki (Jatkoa esimerkkiin 2.1). Aikaisemmassa esimerkissa¨ 3.2 on las-
kettu yksitta¨isen vakuutetun siirtyma¨todenna¨ko¨isyysmatriisi P (ν). Merkita¨a¨n va-
hingottoman vuoden siirtyma¨todenna¨ko¨isyytta¨ lyhyemmin p0(ν) = p ja vahingolli-
sen vuoden 1 − p0(ν) = q. Yksitta¨isen vakuutetun tasapainojakauma saadaan rat-
kaisemalla yhta¨lo¨ (3.3.1), joka antaa yhta¨lo¨ryhma¨ksi
pi1 = q
∑I
i=1 pii
pi2 = ppi1
pi3 = ppi2
...
piI−1 = ppiI−2
piI = p(piI + piI−1)
⇒

pi1 = q
pi2 = qp
pi3 = qp
2
...
piI−1 = qpI−2
piI = p
I−1
Ta¨llo¨in pii = qp
i−1 kaikilla i ∈ {1, · · · , I − 1} ja piI = pI−1.
3.3 Vakuutusmaksun kertyminen
Edellisessa¨ kappaleessa on perehdytty bonusluokan tasapainojakaumaan. Ta¨ma¨n
pohjalta pystyta¨a¨n havainnollistamaan vakuutusmaksujen keskima¨a¨ra¨ista¨ kerty-
mista¨ pitka¨lla¨ aikata¨hta¨imella¨. Merkita¨a¨n vuoden n vakuutusmaksua satunnais-
muuttujalla Pn. Aikaisempaan tapaan vuoden n vakuutusmaksu Pn ma¨a¨ra¨ytyy sa-
man vuoden bonusluokasta Cn. Na¨in ollen
P(Pn = bj) = P(Cn = j).
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Yksitta¨isen vakuutetun maksamaa vakuutusmaksua pitka¨n aikava¨lin keskiarvona
kuvaa ta¨llo¨in raja-arvo
B(ν) = lim
n→∞E(Pn) = limn→∞
I∑
j=1
bjP(Pn = bj)
= lim
n→∞
I∑
j=1
bjP(Cn = j) =
I∑
j=1
bj lim
n→∞P(Cn = j|C1 = i1)
=
I∑
j=1
bjpij(ν). (3.2)
3.4 Siirtyma¨muuttujat
Tarkastellaan seuraavaksi hieman tarkemmin siirtyma¨kuvausta Tk. Tarkoitukse-
na on konstruoida muuttujapari, joka kuvaa bonusja¨rjestelma¨ssa¨ liikkumisen yk-
sika¨sitteisesti avaruudessa S = S×N0. Ta¨ma¨n ja¨lkeen tarkastellaan muuttujaparin
Markov-ominaisuuksia ja tasapainojakaumaa.
Olkoon aikaisempaan tapaan T siirtyma¨kuvaus, Cn ja Kn vuoden n bonusluokka
ja vahinkojen lukuma¨a¨ra¨. Vuoden n muuttujapari Mn ma¨a¨ra¨ytyy ehdosta
Mn = (TKn−1(Cn−1),Kn) = (Cn,Kn). (3.3)
Kaavan (3.3) muuttujapari Mn kertoo kiintea¨n vakuutetun vuoden n bonusluokan ja
samana vuonna sattuneiden vahinkojen lukuma¨a¨ra¨n. Vakuutuksen ottamisen ja¨lkeen
vakuutettu siirtyy kuvauksella M0 = (i0, 0) aikaisemmin ma¨a¨ritettyyn aloitusluok-
kaan i1 ja aloittaa kulkunsa bonusja¨rjestelma¨ssa¨ muuttujaparin M1 = (i1,K1) avul-
la. Ta¨ma¨n ja¨lkeen liikkuminen ma¨a¨ra¨ytyy muuttujaparin Mn mukaisesti.
3.5 Lause. Olkoon asetelma kappaleen 2 mukainen. Oletetaan yksitta¨iseen va-
kuutettuun liittyvien vahonkojen lukuma¨a¨ra¨t K,K1,K2, . . . riippumattomiksi sa-
moin jakautuneiksi satunnaismuuttujiksi. Ta¨llo¨in S -arvoinen stokastinen proses-
si {Mn : n ≥ 0} on stationaarinen Markovin ketju ja muuttujaparin siir-
tyma¨todenna¨ko¨isyydet ma¨a¨ra¨ytyva¨t ehdosta
p(i,r),(j,m) = 1(Tr(i) = j)pm(ν).
Todistus. Siirtyma¨todenna¨ko¨isyys p(i,r),(j,m) voidaan kirjoittaa muodossa
p(i,r),(j,m) = P (Mn+1 = (j,m)|Mn = (i, r))
= P (Tr(i) = j,Kn+1 = m,Mn = (i, r)|Mn = (i, r))
= P (Tr(i) = j,Kn+1 = m|Mn = (i, r)) . (3.4)
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Vuoden n+ 1 vahinkojen lukuma¨a¨ra¨ on riippumaton edellisen vuoden n muuttuja-
parista Mn seka¨ kuvauksesta T . Edellinen kaavan (3.4) tulos voidaan kirjoittaa ta¨ta¨
ja kaavaa (2.2) ka¨ytta¨ma¨lla¨ muodossa
1 (Tr(i) = j)P (Kn+1 = m) . (3.5)
Vahinkojen lukuma¨a¨ra¨t K,K1,K2, . . . on oletettu samoin jakautuneiksi satunnais-
muuttujiksi, jolloin
P (Kn+1 = m) = P (K = m) = pm(ν). (3.6)
Yhdista¨ma¨lla¨ edellisten kaavojen (3.5) ja (3.6) tiedot havaitaan, etta¨ siir-
tyma¨todenna¨ko¨isyys on muotoa
p(i,r),(j,m) = 1(Tr(i) = j)pm(ν). (3.7)
Kyseinen siirtyma¨todenna¨ko¨isyys on joko 0 tai pm(ν) riippuen siita¨ onko siirtymi-
nen luokkaan j luokasta i mahdollinen r:lla¨ vahingolla. Havaitaan, ettei edellinen
todenna¨ko¨isyys riipu ajanhetkesta¨ n. Toisin sanottuna ma¨a¨ritelma¨n 1.7 Markovin
ketjun stationaarisuusehto toteutuu.
Merkita¨a¨n kuvaukseen M liittyva¨a¨ hetkeen n mennessa¨ kuljettua polkua Mn.
Toisin sanottuna
Mn =
n⋂
h=0
{Mh = (ih, kh)} .
Hetken n + 1 muuttujaparin ehdollistaminen hetken n mennessa¨ kuljetulla polulla
Mn voidaan kirjoittaa muodossa
P(Mn+1 = (j,m)|Mn) = P (Tkn(in) = j,Kn+1 = m,Mn = (in, kn)|Mn)
= P (Tkn(in) = j,Kn+1 = m|Mn) . (3.8)
Vuoden n + 1 vahinkojen lukuma¨a¨ra¨ Kn+1 on riippumaton kuljetusta polusta Mn
seka¨ kuvauksesta T . Kuvaus T riippuu kuljetusta polusta Mn vain muuttujapa-
rin Mn kautta kaavan (2.2) mukaisesti. Na¨ma¨ tiedot yhdista¨ma¨lla¨ edellinen to-
denna¨ko¨isyys (3.8) on
1(Tkn(in) = j)pm(ν).
Tulokset yhdista¨ma¨lla¨ on na¨ytetty, etta¨
P(Mn+1 = (j,m)|Mn) = 1(Tkn(in) = j)pm(ν) = p(i,r),(j,m). (3.9)
Na¨in ollen havaitaan, etta¨ {Mn : n ≥ 0} on ma¨a¨ritelmien 1.6 ja 1.7 mukainen
stationaarinen Markovin ketju.
On na¨ytetty, etta¨ stokastinen prosessi {Mn : n ≥ 0} on Markovin ketju. Marko-
vin ketjulle pa¨tee tunnetusti monia ominaisuuksia. Ka¨yda¨a¨n niista¨ muutamia la¨pi
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seuraavaksi. Merkita¨a¨n kuljettua polkua Mn =
⋂n
h=0 {Mh = (ih, kh)}. Ilmeisesti to-
denna¨ko¨isyys M0 on varma tapahtuma. Ta¨ta¨ hyo¨dynta¨ma¨lla¨ saadaan
P(M1 = (i1, k1)) = P(M1 = (i1, k1)|M0 = (i0, 0)) = p(i0,0),(i1,k1).
Lauseen 3.5 tulosta ka¨ytta¨ma¨lla¨ pystyta¨a¨n lisa¨ksi na¨ytta¨ma¨a¨n
P(Mn) = P(Mn = (in, kn)|Mn−1)P(Mn−1)
= P(Mn = (in, kn)|Mn−1 = (in−1, kn−1))P(Mn−1)
= p(in−1,kn−1),(in,kn)P(Mn−1)
...
=
n∏
h=0
p(ih−1,kh−1),(ih,kh). (3.10)
3.4.1 Tasapainojakauma
Perehdyta¨a¨n seuraavana muuttujaparin Mn tasapainojakaumaan ja merkita¨a¨n ta¨ta¨
piM . Olkoon tila-avaruus S kommunikoiva ma¨a¨ritelma¨n 1.8 mukaisesti. Aikaisem-
paan tapaan Markovin ketjun tasapainojakauman tasapainopari ma¨a¨ra¨ytyy ehdosta
pi(j,m) = lim
n→∞P(Mn = (j,m)|M0 = (i0, 0)).
3.6 Lause. Olkoon tila-avaruus S kommunikoiva. Oletetaan vahinkojen lu-
kuma¨a¨ra¨t K,K1,K2, . . . riippumattomiksi samoin jakautuneiksi satunnaismuuttu-
jiksi. Ta¨llo¨in muuttujaparin M tasapainojakauma on piM , jonka tasapainoparit
ma¨a¨ra¨ytyva¨t ehdosta
pi(j,m) = pm(ν)pij .
Todistus. Tasapainopari pi(j,m) voidaan kirjoittaa muodossa
pi(j,m) = lim
n→∞P(Mn = (j,m)|M0 = (i0, 0))
= lim
n→∞P(Cn = j,Kn = m|M0 = (i0, 0)). (3.11)
Vuoden n vahinkojen lukuma¨a¨ra¨ on riippumaton vuoden n bonusluokasta ja muut-
tujaparista M0, jolloin kaava (3.11) voidaan kirjoittaa muodossa
lim
n→∞P(Cn = j|M0 = (i0, 0))P(Kn = m). (3.12)
Vahinkojen lukuma¨a¨ra¨t ovat oletuksen nojalla samoin jakautuneita satunnaismuut-
tujia ja na¨in ollen riippumattomia ajanhetkesta¨ n. Ta¨ma¨n seurauksena kaava (3.12)
voidaan kirjoittaa muodossa
pm(ν) lim
n→∞P(Cn = j|M0 = (i0, 0)). (3.13)
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Varmana tapahtuma T0(i0) = i1 voidaan siirtya¨ esitykseen
{T0(i0) = i1,M0 = (i0, 0))} = {C1 = i1},
jolloin kaava (3.13) voidaan kirjoittaa muotoon
pm(ν) lim
n→∞P(Cn = j|C1 = i1).
Ja¨lkimma¨inen termi on kaavan (3.3.3) nojalla rajalla bonusluokan C tasapainotila
pij . Toisin sanottuna
lim
n→∞P(Cn = j|C1 = i1) = pij .
Na¨in ollen muuttujaparin Mn tasapainotilat ovat muotoa
pi(j,m) = pm(ν)pij .
Havaitaan, etta¨ muuttujaparin M tasapainoparit pi(j,m) ovat bonusluokan C tasa-
painotiloja painotettuna vahinkojen lukuma¨a¨rien todenna¨ko¨isyyksilla¨.
3.5 Kokonaisvahinkomuuttuja
Vakuutusyhtio¨ suorittaa vakuutetulle korvauksen taloudellisista menetyksista¨ vahin-
gon sattuessa. Yksitta¨isen korvauksen ma¨a¨ra¨ on luonnollista mallintaa positiivisena
satunnaismuuttuja. Merkita¨a¨n yksitta¨isen vahingon suuruutta satunnaismuuttujalla
Z(s) ja h. vahingon suuruutta muuttujalla Zh. Satunnaismuuttujan positiivisuudella
tarkoitetaan
P(Zh > 0) = 1 m.v.
Tarkastellaan seuraavaksi saman ajanjakson aikana tapahtuneiden yksitta¨isten va-
hinkojen yhteen laskettua vahinkoma¨a¨ra¨a¨. Kutsutaan ta¨ta¨ kokonaisvahinkoma¨a¨ra¨ksi
ja merkita¨a¨n satunnaismuuttajalla X(s). Jos vahinkojen lukuma¨a¨ra¨ tarkasteluajan-
jaksona on K, niin kokonaisvahinkoma¨a¨ra¨
X(s) = Z1 + · · ·+ ZK . (3.14)
Jos vuoden aikana ei tapahdu yhta¨a¨n vahinkoa on kokonaisvahinkoma¨a¨ra¨ ta¨llo¨in
nolla ja merkita¨a¨n X = Z0 = 0. Kaavassa (3.14) vahinkojen suuruudet seka¨ lu-
kuma¨a¨ra¨t ovat satunnaismuuttujia. Ta¨ma¨ antaa aiheen kutsua satunnaismuuttujaa
X myo¨s kokonaisvahinkomuuttujaksi. Oletetaan jatkossa, etta¨ yksitta¨iset vahinkojen
suuruudet Zn ovat riippumattomia samoin jakautuneita satunnaismuuttujia. Olete-
taan lisa¨ksi, etta¨ Z on luonnollislukuarvoinen geneerinen A-jakautunut satunnais-
muuttuja. Ta¨llo¨in
A(z) = P(Z ≤ z) =
z∑
j=0
P(Z = j) =
z∑
j=0
aj ,
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kaikilla z ∈ N0. Negatiiviset vahingon suuruudet eiva¨t ta¨llo¨in ole mahdollisia. Ta¨ma¨n
seurauksena kokonaisvahinkoma¨a¨ra¨ X on aina ei-negatiivinen luonnollislukuarvoi-
nen satunnaismuuttuja.
Oletetaan satunnaismuuttujat K,Z,Z1, Z2, . . . ovat riippumattomia ja muuttu-
jien Z,Z1, Z2, . . . pistetodenna¨ko¨isyysfunktio on A. Kaavan (3.14) mukaista satun-
naismuuttujaa kutsutaan ta¨llo¨in yhdistetyksi muuttujaksi parametrilla (K,A). Yh-
distetyn muuttujan vaatimukset ta¨yttyva¨t vain likimain eri sovelluksia tehta¨essa¨.
Ongelmia voi tulla esimerkiksi inflaation vaikutuksen kanssa, joka saattaa va¨a¨rista¨a¨
yksitta¨isen vahingon suuruuden Z jakaumaa.
Jos vastoin alkuoletusta yksitta¨isen vahingon suuruuden Z sallitaan olevan ei-
negatiivinen, niin ta¨llo¨in lo¨ytyy positiivinen todenna¨ko¨isyys, jolla Zh = 0. Toisin
sanottuna
P(Zh = 0) > 0.
Ta¨ha¨n mennessa¨ bonusja¨rjestelma¨n siirtyma¨kuvaus on mallinnettu riippuvaksi va-
hinkojen lukuma¨a¨ra¨sta¨ K. Na¨in ollen positiivisella todenna¨ko¨isyydella¨ kokonaisva-
hinkoma¨a¨ra¨ X olisi nolla vaikka vahinkojen lukuma¨a¨ra¨ K olisikin positiivinen. Toisin
sanottuna
P(Z1 + · · ·+ ZK = 0) > 0 kun K ≥ 1.
Vakuutetun pita¨isi nousta ta¨llo¨in parempaan bonusluokkaan, jos mahdollista, mut-
ta koska vahinkojen lukuma¨a¨ra¨ on ollut positiivinen, niin vakuutettu puolestaan
tippuukin bonusja¨rjestelma¨n ma¨a¨ra¨a¨ma¨n verran vaikka kokonaisvahinkoma¨a¨ra¨ on
nolla. Ta¨ma¨ va¨a¨rista¨a¨ bonusja¨rjestelma¨n oikeudenmukaisuutta. Ongelma voidaan
ratkaista tekema¨lla¨ oletus yksitta¨isen vahingon suuruuden positiivisuudesta.
Toinen vaihtoehto on konstruoida siirtyma¨kuvaus kokonaisvahinkoma¨a¨ra¨n X
suhteen eika¨ vahinkojen lukuma¨a¨ra¨n K. Ta¨ma¨ on kuitenkin hankalampaa sovelluksia
tehta¨essa¨, koska vakuutusyhtio¨lla¨ on runsaasti havaintoja vahinkojen lukuma¨a¨ra¨sta¨
K, mutta niukemmin yksitta¨isen vahingon suuruudesta Z.
Olkoon X yhdistetty muuttuja parametrilla (K,A). Jos K on Poisson-
jakautunut parametrilla ν, niin satunnaismuuttujaa X kutsutaan yhdistetyksi
Poisson-muuttujaksi parametrilla (ν,A).
3.7 Lause. Olkoon X on yhdistetty Poisson-muuttuja parametrilla (ν,A) ja
Z A-jakautunut satunnaismuuttuja. Olkoon MK muuttujan K ja MZ muut-
tujan Z momentit generoiva funktio seka¨ ϕK muuttujan K ja ϕZ muuttu-
jan Z todenna¨ko¨isyysgeneroiva funktio. Ta¨llo¨in kokonaisvahinkoma¨a¨ra¨n X to-
denna¨ko¨isyysgeneroiva funktio ϕX ja momentit generoiva funktio MX ma¨a¨ra¨ytyva¨t
ehdoista
1. ϕX(t) = ϕK(ϕZ(t)) = e
ν(ϕZ(t)−1),
2. MX(t) = MK(cZ(t)) = e
ν(MZ(t)−1),
kaikilla t ∈ R.
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Todistus. Todistus sivuutetaan. Lauseen tulokset seuraavat seuraviivaisesti aikai-
sempia tuloksia ja ehdollisen odotusarvon ominaisuuksia ka¨ytta¨ma¨lla¨.
Tarkastellaan seuraavaksi kokonaisvahinkoma¨a¨ra¨n X eri momentteja. Lausetta
3.7 hyo¨dynta¨ma¨lla¨ kokonaisvahinkoma¨a¨ra¨n eri momentit pystyta¨a¨n laskemaan. Tun-
netusti kokonaisvahinkoma¨a¨ra¨n X kumulantit generoiva funktio on
cX(t) = ν(MZ(t)− 1)
ja n. derivaatatta puolestaan on
c
(n)
X (t) = νM
(n)
Z (t).
Ma¨a¨riteta¨a¨n ta¨ta¨ ka¨ytta¨ma¨lla¨ kokonaisvahinkoma¨a¨ra¨n X odotusarvon, varianssin ja
vinouden. Suoralla laskulla saadaan
E(X) = c′X(0) = νM
′
Z(0) = νE(Z)
σ2(X) = c′′X(0) = νM
′′
Z(0) = νE(Z
2)
γX =
c
(3)
X (0)
σ3X
=
νM
(3)
Z (0)
(νE(Z2))
3
2
=
νE(Z3)
(νE(Z2))
3
2
= ν−
1
2
E(Z3)
E(Z2)
3
2
.
Oppimateriaalissa [5] on esitetty keino kokonaisvahinkoma¨a¨ra¨n kertyma¨funktion
ma¨a¨ra¨a¨miseen jatkuvan satunnaismuuttujan tapauksessa. Ka¨yda¨a¨n seuraava-
na la¨pi kuinka kokonaisvahinkoma¨a¨ra¨n pistetodenna¨ko¨isyydet voidaan ma¨a¨ra¨ta¨
diskreetin satunnaismuuttujan tapauksessa. Kokonaisvahinkoma¨a¨ra¨n X pisteto-
denna¨ko¨isyyksien selvitta¨miseen todenna¨ko¨isyysgeneroivan funktion ϕX avulla tar-
vitaan Faa` di Brunon lausetta, johon seuraavaksi tutustutaan. Lauseen avulla pys-
tyta¨a¨n laskemaan yhdistetyn funktion n. derivaatta. Aihe on esitelty laajalti julkai-
sussa [8], josta myo¨s kattava todistus lauseelle lo¨ytyy.
3.8 Lause (Faa` di Bruno’s kaava). Olkoon f ja g n-kertaa derivoituvia funktioi-
ta. Ta¨llo¨in yhdistetyn funktion f ◦ g n. derivaattalle pa¨tee
dn
dxn
f(g(x)) =
∑ n!
k1! · · · kn!f
(k)(g(x))
n∏
h=1
(
g(h)(x)
h!
)kh
,
jossa k = k1 + · · · + kn ja summa ka¨y la¨pi kaikki ei-negatiiviset kokonaislukujonot
k1, . . . , kn, joille pa¨tee k1 + 2k2 + · · ·+ nkn = n.
Edellista¨ lausetta 3.8 ka¨ytta¨ma¨lla¨ pystyta¨a¨n ma¨a¨ritta¨ma¨a¨n kiintea¨n vakuutetun
kokonaisvahinkoma¨a¨ra¨n jakauman.
3.9 Lause. Olkoon kiintea¨n vakuutetun vahinkojen lukuma¨a¨ra¨n satunnais-
muuttuja K parametrilla ν. Oletetaan, etta¨ satunnaismuuttujien K ja Z to-
denna¨ko¨isyysgeneroivat funktiot ovat n-kertaa derivoituvia. Merkita¨a¨n aikaisempaan
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tapaan yksitta¨isen vahingon todenna¨ko¨isyytta¨ pk = P(K = k) ja yksitta¨isen vahin-
gon suuruuden todenna¨ko¨isyytta¨ ah = P(Z = h). Ta¨llo¨in kiintea¨n vakuutetun ko-
konaisvahinkoma¨a¨ra¨n X pistetodenna¨ko¨isyydet ma¨a¨ra¨ytyva¨t ehdosta
P(X = n) =
∑ k!
k1! · · · kn!pk
n∏
h=1
(ah)
kh ,
jossa k = k1 + · · · + kn ja summa ka¨y la¨pi kaikki ei-negatiiviset kokonaislukujonot
k1, . . . , kn, joille pa¨tee k1 + 2k2 + · · ·+ nkn = n.
Todistus. Kokonaisvahinkoma¨a¨ra¨n X todenna¨ko¨isyysgeneroiva funktio on lauseen
3.7 kohdan 1 nojalla muotoa ϕX(t) = ϕK(ϕZ(t)) = f(g(t)). Ta¨llo¨in Faa` di Brunon
lausetta 3.8 ka¨ytta¨ma¨lla¨ kokonaisvahinkoma¨a¨ra¨n todenna¨ko¨isyysgeneroivan funk-
tion n. derivaatta on muotoa
ϕ
(n)
X (t) =
dn
dtn
ϕK(ϕZ(t)) =
∑ n!
k1! · · · kn!ϕ
(k)
K (ϕZ(t))
n∏
h=1
(
ϕ
(h)
Z (t)
h!
)kh
. (3.15)
Pisteessa¨ nolla kaava (3.15) on muotoa
ϕ
(n)
X (0) =
∑ n!
k1! · · · kn!ϕ
(k)
K (ϕZ(0))
n∏
h=1
(
ϕ
(h)
Z (0)
h!
)kh
. (3.16)
Ma¨a¨ritelma¨n 1.3 nojalla ϕ
(h)
Z (0) = h!ah kaikilla h ∈ N0. Oletuksen nojalla yksitta¨isen
vahingon suuruus on aina positiivista, jolloin ϕZ(0) = a0 = 0. Na¨ita¨ tietoja sovelta-
malla edellinen yhta¨lo¨ (3.16) saadaan muotoon∑ n!
k1! · · · kn!ϕ
(k)
K (0)
n∏
h=1
(
h!ah
h!
)kh
=
∑ n!
k1! · · · kn!k!pk
n∏
h=1
(ah)
kh .
Kokonaisvahinkoma¨a¨ra¨n X pistetodenna¨ko¨isyydet ovat ma¨a¨ritelma¨n 1.4 mukaan
muotoa ϕ
(n)
X (0) = n!P(X = n) kaikilla n ∈ N0 ja na¨in ollen
P(X = n) =
∑ k!
k1! · · · kn!pk
n∏
h=1
(ah)
kh .
Lauseiden 3.7 ja 3.9 avulla havaitaan, etta¨ jos vahinkojen lukuma¨a¨ra¨n K
ja vahingon suuruuden Z pistetodenna¨ko¨isyydet tunnetaan niin kokonaisvahin-
koma¨a¨ra¨n X pistetodenna¨ko¨isyydet, momentit ja jakauma pystyta¨a¨n ma¨a¨ritta¨ma¨a¨n.
Ka¨yta¨nno¨ssa¨ ta¨ma¨ saattaa olla hankalaa, jos vahinkojen lukuma¨a¨ra¨n odotusarvo on
suuri. Ka¨sitella¨a¨n seuraavassa esimerkki, joka pystyta¨a¨n yksinkertaisesti laskemaan.
3.10 Esimerkki. Olkoon kuten aiemmin vahinkolukuma¨a¨ra¨ K Poisson-jakautunut
satunnaismuuttuja parametrilla ν. Olkoon yksitta¨isen vahingon suuruus Z degene-
roitunut siten, etta¨
a1 = P(Z = 1) = 1.
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Ta¨llo¨in az = 0, kaikilla z > 1. Faa` di Brunon lauseen indeksit k2, . . . , kn = 0 ja
k1 = k = n. Jolloin kokonaisvahinkoma¨a¨ra¨n pistetodenna¨ko¨isyydet redusoituvat
muotoon
P(X = n) =
∑ n!
n!0! · · · 0!pn (1)
n (0)0 · · · (0)0 = pn.
Havaitaan, etta¨ kokonaisvahinkoma¨a¨ra¨ X on Poisson-jakautunut satunnaismuuttu-
ja parametrilla ν. Vastaavaan tulokseen pa¨a¨sta¨a¨n kun havaintaan, etta¨ yksitta¨isen
vahingon Z todenna¨ko¨isyysgeneroivalle funktiolle ϕZ pa¨tee
ϕZ(t) = a1t = t.
Kokonaisvahinkoma¨a¨ra¨n X todenna¨ko¨isyysgeneroiva funktio ϕX on lauseen 3.7 koh-
dan 1 muotoa ja na¨in ollen
ϕX(t) = e
ν(ϕZ(t)−1) = eν(t−1).
Jolloin kokonaisvahinkoma¨a¨ra¨ X on lauseen 1.5 mukainen Poisson-jakautunut sa-
tunnaismuuttuja parametrilla ν.
3.6 Tappiomuuttuja
Tarkastellaan pelkistettya¨ vakuutusyhtio¨ta¨. Oletetaan yhtio¨n rahavirran koostuvan
pa¨a¨sa¨a¨nto¨isesti vakuutusmaksujen kera¨a¨misesta¨ ja vahinkojen korvaamisista. Na¨iden
erotus ma¨a¨rittelee ta¨llo¨in pitka¨lti vakuutusyhtio¨n kannattavuuden. Olkoon vuoden
n vakuutusmaksu diskreettisatunnaismuuttuja Pn arvojoukolla {b1, · · · , bI} ja v va-
kuutusyhtio¨n perima¨ vakiosuuruinen varmuuslisa¨. Saman ajanjakson aikana tapah-
tuneen kokonaisvahinkoma¨a¨ra¨n X, vakuutusmaksun P ja varmuuslisa¨n v erotusta
kutsutaan tappioksi ja merkita¨a¨n satunnaismuuttajalla ξ. Tappiomuuttujan tarkas-
telu vararikon va¨ltta¨miseksi on vakuutusyhtio¨lle ta¨rkea¨a¨. Kappaleen tarkoitus on
tarkastella tarkemmin tappiomuuttujaa ξ ja sen ominaisuuksia.
Olkoon satunnaismuuttuja ξ
(s)
n kiintea¨n vakuutetun tuottama tappio vakuutus-
yhtio¨lle vuonna n. Tappio ma¨a¨ra¨ytyy ehdosta
ξ(s)n = X
(s)
n − P (s)n − v(s). (3.17)
Oletetaan jatkossa, etta¨ kiintea¨lta¨ vakuutetulta s peritta¨va¨ varmuuslisa¨ v(s) on jo-
kaisessa bonusluokassa sama. Aikaisemmin on oletettu, etta¨ kokonaisvahinkoma¨a¨ra¨
X on diskreettisatunnaismuuttuja. Ta¨llo¨in myo¨s tappio ξ on R-arvoinen diskreet-
tisatunnaismuuttuja. Luonnollisesti vuoden n kokonaisvahinkoma¨a¨ra¨ Xn ja vakuu-
tusmaksu Pn ovat riippumattomia. Oletetaan jatkossa, etta¨ vuotuisen tappion odo-
tusarvo on negatiivinen pitka¨lla¨ aikava¨lilla¨. Toisin sanottuna
lim
n→∞E (ξn) = limn→∞(EXn −EPn − v) < 0.
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Ta¨llo¨in vakuutusyhtio¨ tekee voittoa odotusarvon mielessa¨ eika¨ ole suoraan pulassa.
Tarkasteltaessa tappion ξn rakennetta havaitaan, etta¨ tappion komponentit riip-
puvat vuoden n vahinkojen lukuma¨a¨ra¨sta¨ Kn ja bonusluokasta Cn, joka ma¨a¨ra¨a¨ va-
kuutusmaksun vuodelle n. Na¨in ollen tappion ξn jakauma riippuu Markovin ketjun
tilastaMn. Olkoon nyt {f(j,m) : j ∈ S,m ∈ N0} perhe pistetodenna¨ko¨isyysfunktioita,
jotka ma¨a¨ra¨a¨va¨t tappion ehdollisen pistetodenna¨ko¨isyyden ehdosta
f(j,m)(x) = P(ξn = x|Mn = (j,m))
= P
(
m∑
h=0
Zh − bj − v = x
)
, kaikilla x ∈ R. (3.18)
Luonnollisesti tappioiden ξn ja ξn−1 va¨lilla¨ on riippuvuutta tappion komponenteista
johtuen. Muuttujaparilla Mn ehdollistettuna tappioiden va¨linen riippuvuus voidaan
kierta¨a¨. Toisin sanottuna
P(ξn = x, ξn−1 = y|Mn = (j,m),Mn−1 = (i, r)) = f(j,m)(x)f(i,r)(y).
3.11 Lause. Olkoon S × R tila-avaruus ja satunnaismuuttujajono
{Mn : n ≥ 0} lauseen 3.5 mukainen stationaarinen Markovin ketju. Olete-
taan lisa¨ksi, etta¨ tila-avaruus S on numeroituva ja kommunikoiva. Ta¨llo¨in
satunnaismuuttujapari {(Mn, ξn) : n ≥ 1} on Markov-additiivinen prosessi, jonka
siirtyma¨ytimet ma¨a¨ra¨ytyva¨t yhta¨lo¨sta¨
p(i,r),(j,m)(x) = p(i,r),(j,m)f(j,m)(x),
jossa i, j ∈ S ja r,m ∈ N0 seka¨ x ∈ R.
Todistus. Oletetaan i, j ∈ S ja r,m ∈ N0 seka¨ x ∈ R. Ma¨a¨ritelma¨n 1.10 siirtyma¨ydin
p(i,r),(j,m)(x) on muotoa
p(i,r),(j,m)(x) = P(ξn = x,Mn = (j,m)|ξn−1 = y,Mn−1 = (i, r)).
Ta¨ma¨ voidaan kirjoittaa ehdollisen todenna¨ko¨isyyden kaavaa ka¨ytta¨ma¨lla¨ muotoon
P(Mn = (j,m)|ξn−1 = y,Mn−1 = (i, r))
·P(ξn = x|ξn−1 = y,Mn−1 = (i, r),Mn = (j,m)). (3.19)
Vuoden n muuttujapari Mn riippuu aiemman vuoden n−1 tappiosta kokonaisvahin-
koma¨a¨ra¨n Xn−1 kautta, mutta kuitenkin vain muuttujaparin Mn−1 termin r kautta.
Na¨in ollen ylla¨ olevan kaavan (3.19) ensimma¨inen todenna¨ko¨isyys voidaan kirjoittaa
muodossa
P(Mn = (j,m)|ξn−1 = y,Mn−1 = (i, r)) = P(Mn = (j,m)|Mn−1 = (i, r))
= p(i,r),(j,m). (3.20)
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Viimeinen yhta¨suuruus seuraa lauseen 3.5 nojalla. Vuoden n tappio ξn riip-
puu yhta¨lo¨n (3.18) nojalla vain muuttujaparista Mn. Na¨in ollen kaavan (3.19)
ja¨lkimma¨inen todenna¨ko¨isyys voidaan kirjoittaa muotoon
P(ξn = x|ξn−1 = y,Mn−1 = (i, r),Mn = (j,m)) = P(ξn = x|Mn = (j,m))
= f(j,m)(x). (3.21)
Yhdista¨ma¨lla¨ kaavojen (3.20) ja (3.21) tiedot saadaan
p(i,r),(j,m)(x) = p(i,r),(j,m)f(j,m)(x).
Havaitaan ettei siirtyma¨ydin riipu ajanhetkesta¨ n eika¨ aikaisemman vuoden n − 1
tappiosta ξn−1.
Tarkastellaan seuraavaksi todenna¨ko¨isyyden ehdollistamista koko kuljetulla po-
lulla. Merkita¨a¨n lyhyemmin hetkeen n− 1 mennessa¨ kuljettua polkua
Hn−1 =
n−1⋂
h=1
{Mh = (ih, kh), ξh = xh}.
Ta¨llo¨in ehdollisen todenna¨ko¨isyyden kaavaa ka¨ytta¨ma¨lla¨ voidaan kirjoittaa
P(ξn = x,Mn = (j,m)|Hn−1)
= P(Mn = (j,m)|Hn−1)P(ξn = x|Mn = (j,m),Hn−1). (3.22)
Vuoden n muuttujapari Mn riippuu aiempien vuosien tappioista vain aiemman vuo-
den n−1 tappion kokonaisvahinkoma¨a¨ra¨n Xn−1 kautta, mutta kuitenkin vain muut-
tujaparin Mn−1 termin r kautta. Toisaalta lauseen 3.5 nojalla satunnaismuuttujajo-
no {Mn : n ≥ 0} on Markovin ketju, joten vuoden n muuttujapari Mn riippuu vain
edellisen vuoden muuttujasta Mn−1. Na¨ma¨ huomioiden ylla¨ olevan kaavan (3.22)
ensimma¨inen todenna¨ko¨isyys voidaan kirjoittaa muodossa
P(Mn = (j,m)|Hn−1) = P(Mn = (j,m)|Mn−1 = (in−1, kn−1))
= p(in−1,kn−1),(j,m). (3.23)
Vuoden n tappio riippuu ehdollistettuna ainoastaan muuttujaparista Mn, jolloin
kaavan (3.22) ja¨lkimma¨inen todenna¨ko¨isyys voidaan kirjoittaa muotoon
P(ξn = x|Mn = (j,m),Hn−1) = P(ξn = x|Mn = (j,m))
= f(j,m)(x). (3.24)
Kaavojen (3.23) ja (3.24) tulokset yhdista¨ma¨lla¨ saadaan
P(ξn = x,Mn = (j,m)|Hn−1) = p(in−1,kn−1),(j,m)f(j,m)(x).
Na¨in ollen on na¨ytetty, etta¨
P(ξn = x,Mn = (j,m)|ξn−1 = xn−1,Mn−1 = (in−1, kn−1))
= P(ξn = x,Mn = (j,m)|Hn−1),
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joten satunnaismuuttujapari {(Mn, ξn) : n ≥ 1} on Markovin ketju tila-avaruudella
S × R. Havaitaan ettei vuoden n siirtyma¨ydin riipu aikaisemman vuoden n − 1
tappiosta ξn−1. Ta¨ma¨ tarkoittaa, etta¨ satunnaismuuttujajono {Mn : n ≥ 1}
ma¨a¨ra¨a¨ riippuvuudet, jolloin satunnaismuuttujapari {(Mn, ξn) : n ≥ 1} on Markov-
additiivinen prosessi.
3.7 Kumulatiivinen tappio
Olennaisena tietona vakuutusyhtio¨lle voidaan pita¨a¨ vakuutetun tuottamaa tappiota
koko ta¨ha¨nastisen vakuutuskauden ajalta. Ta¨ma¨ yhteenlaskettu tappio on vakuu-
tetun tuottama kumulatiivinen tappio, jota merkita¨a¨n satunnaismuuttujalla Y (s).
Olkoon hetkeen n mennessa¨ kertynyt vakuutetun tuottama kumulatiivinen tappio
Y
(s)
n . Luonnollisesti Y0 = 0 ja Yn ma¨a¨ra¨ytyy yhta¨lo¨lla¨
Y (s)n = ξ
(s)
1 + · · ·+ ξ(s)n .
Tarkastellaan seuraavaksi kumulatiivisen tappion Y momentit generoivia funk-
tioita. Olkoon aluksi n = 1. Selva¨sti momentit generoiva funktio on muotoa
E
(
etY1
)
= E
(
etξ1
)
=
∑
x1
etx1P(ξ1 = x1). (3.25)
Tarkastellaan viimeista¨ todenna¨ko¨isyytta¨. Koska tila i1 on vakuutetun tunnettu
la¨hto¨tila, niin edellisen kaavan (3.25) todenna¨ko¨isyys saadaan muotoon
P(ξ1 = x1) =
∑
k1∈N0
P(ξ1 = x1,M1 = (i1, k1))
=
∑
k1∈N0
P(M1 = (i1, k1))P(ξ1 = x1|M1 = (i1, k1))
=
∑
k1∈N0
P(M1 = (i1, k1)|M0 = (i0, 0))P(ξ1 = x1|M1 = (i1, k1))
=
∑
k1∈N0
p(i0,0),(i1,k1)P(ξ1 = x1|M1 = (i1, k1)).
Viimeiset yhta¨suuruudet seuraavat varmasta tapahtumasta M0, jolloin ainoa tunte-
maton on muuttujaparin M1 komponentti vahinkojen lukuma¨a¨ra¨sta¨ K1. Na¨in ollen
muuttujan Y1 momentit generoiva funktio on kaavaa (3.18) ka¨ytta¨ma¨lla¨ muotoa
E
(
etY1
)
=
∑
k1∈N0
p(i0,0),(i1,k1)
∑
x1
etx1P(ξ1 = x1|M1 = (i1, k1))
=
∑
k1∈N0
p(i0,0),(i1,k1)
∑
x1
etx1f(i1,k1)(x1). (3.26)
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Edella¨ esitettyja¨ laskutoimituksia ka¨ytta¨ma¨lla¨ kumulatiivisen tappion momentit
generoiva funktio hetkeen n = 2 mennessa¨ pystyta¨a¨n laskemaan. Momentit generoi-
valle funktiolle voidaan tehda¨ ehdollistaminen
E
(
etY2
)
= E
(
et(ξ1+ξ2)
)
= E
(
E
(
et(ξ1+ξ2)
∣∣∣M1,M2)) . (3.27)
Tunnetusti edellisen kaavan (3.27) ehdollinen odotusarvo voidaan kirjoittaa muo-
dossa ∑
i2∈S
k1,k2∈N0
P
(
2⋂
h=1
Mh = (ih, kh)
)
E
(
et(ξ1+ξ2)
∣∣∣∣∣
2⋂
h=1
Mh = (ih, kh)
)
. (3.28)
Edellisen kaavan (3.28) todenna¨ko¨isyys on kaavan (3.10) perusteella
P
(
2⋂
h=1
Mh = (ih, kh)
)
=
2∏
h=1
p(ih−1,kh−1),(ih,kh). (3.29)
Muuttujapari Mn ma¨a¨ra¨a¨ tappion ξn jakauman. Ta¨ma¨n seurauksena tappioi-
den ξ1 ja ξ2 ehdollistukset muuttujaparin M suhteen ovat riippumattomia. Ta¨llo¨in
kaavan (3.28) odotusarvo voidaan kirjoittaa muotoon
E
(
et(ξ1+ξ2)
∣∣∣∣∣
2⋂
h=1
Mh = (ih, kh)
)
=
2∏
h=1
E
(
etξh
∣∣∣Mh = (ih, kh)) . (3.30)
Edellinen kaava (3.30) voidaan kirjoittaa kaavan (3.18) nojalla muotoon∑
x1∈R
etx1f(i1,k1)(x1)
∑
x2∈R
etx2f(i2,k2)(x2). (3.31)
Yhdista¨ma¨lla¨ kaavojen (3.29) ja (3.31) tulokset saadaan
E
(
etY2
)
=
∑
i2∈S
k1,k2∈N0
2∏
h=1
p(ih−1,kh−1),(ih,kh)
∑
xh∈R
etxhf(ih,kh)(xh).
Vastaavia laskutoimituksia ka¨ytta¨ma¨lla¨ voidaan suoraviivaisesti laskea yleisen
kumulatiivisen tappion Yn momentit generoiva funktio. Olkoon n ∈ N. Yleiselle
momentit generoivalle funktiolle voidaan tehda¨ ehdollistaminen
E
(
etYn
)
= E
(
et(ξ1+···+ξn)
)
= E
(
E
(
et(ξ1+···+ξn)
∣∣∣∣∣
n⋂
h=1
Mh
))
. (3.32)
Merkita¨a¨n aikaisempaan tapaan kuljettua polkua Mn =
⋂n
h=1 {Mh = (ih, kh)}. Eh-
dollisen odotusarvon ominaisuutta ka¨ytta¨ma¨lla¨ edella¨ olevan kaavan (3.32) odotusar-
vo saadaan muotoon ∑
i2,...,in∈S
k1,...,kn∈N0
P(Mn)E
(
et(ξ1+···+ξn)
∣∣∣Mn) . (3.33)
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Kaavan (3.33) todenna¨ko¨isyys on kaavan (3.10) perusteella
P(Mn) =
n∏
h=1
p(ih−1,kh−1),(ih,kh). (3.34)
Jokainen tappio ξn riippuu ehdollistettuna muuttujaparista Mn kaikilla n ∈ N. Na¨in
ollen ehdollistetut tappiot ξn ovat riippumattomia kaikilla n ∈ N. Na¨in ollen kaavan
(3.33) ehdollinen odotusarvo voidaan kirjoittaa muodossa
E
(
et(ξ1+···+ξn)
∣∣∣Mn) = n∏
h=1
E
(
etξh
∣∣∣Mh = (ih, kh))
=
n∏
h=1
∑
xh∈R
etxhf(ih,kh)(xh). (3.35)
Kaavojen (3.34) ja (3.35) tulokset yhdista¨ma¨lla¨ saadaan
E
(
etYn
)
=
∑
i2,...,in∈S
k1,...,kn∈N0
n∏
h=1
p(ih−1,kh−1),(ih,kh)
∑
xh∈R
etxhf(ih,kh)(xh). (3.36)
3.7.1 Kumulatiivisen tappion yhteys matriisilaskentaan
Vakuutusyhtio¨n vararikkotodenna¨ko¨isyytta¨ tarkasteltaessa kumulatiivisen tappion
Y momentit generoivan funktion laskeminen on oleellista. Luodaan seuraavaksi ku-
mulatiivisen tappion Yn momentit generoivan funktion yhteys matriisilaskentaan,
jota hyo¨dynta¨ma¨lla¨ pitka¨n aikava¨lin tappion momentit generoiva funktio pystyta¨a¨n
ma¨a¨ritta¨ma¨a¨n. Olkoon
pˆ(i,r),(j,m)(t) =
∑
x
etxp(i,r),(j,m)(x), (3.37)
jossa
p(i,r),(j,m)(x) = P (ξn = x,Mn = (j,m)|ξn−1 = y,Mn−1 = (i, r)) .
Aikaisemmin on lauseessa 3.11 na¨ytetty, etta¨
p(i,r),(j,m)(x) = p(i,r),(j,m)f(j,m)(x),
jossa
p(i,r),(j,m) = P(Mn = (j,m)|Mn−1 = (i, r)) (3.38)
ja
f(j,m)(x) = P(ξ = x|M = (j,m)). (3.39)
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Kaavoja (3.38) ja (3.39) ka¨ytta¨ma¨lla¨ kaavan (3.37) pˆ voidaan kirjoittaa muotoon
pˆ(i,r),(j,m)(t) = p(i,r),(j,m)
∑
x
etxf(j,m)(x). (3.40)
Olkoon Pˆ (t) kaavan (3.40) siirtymista¨ pˆ muodostava matriisi. Toisin sanottuna
Pˆ (t) =
(
pˆ(i,r),(j,m)(t)
)
. (3.41)
Kaavan (3.41) matriisin koko on numeroituva johtuen vahinkojen lukuma¨a¨ra¨n arvo-
joukon numeroituvuudesta. Matriisi saadaan a¨a¨relliseksi jos vahinkojen lukuma¨a¨ra¨n
arvojoukko redusoidaan myo¨s a¨a¨relliseksi, koska luonnollisena ajatuksena on, etta¨
bonusjoukko on a¨a¨rellinen.
Palataan seuraavaksi tarkastelemaan kappaleessa 3.7 esiteltyja¨ kumulatiivisen
tappion Y momentit generoivia funktioita. Ensimma¨isena¨ askeleena perehdyta¨a¨n
kaavan (3.26) mukaisen hetken n = 1 momentit generoivaan funktioon. Aikai-
sempaan tapaan kiintea¨ vakuutettu siirtyy bonusja¨rjestelma¨a¨n muuttujaparin M0
avulla, jolloin muuttujaparin M1 aloitustila kiinnittyy bonusluokaksi i1. Ta¨llo¨in
p(i0,0),(j,k1) = 0 kaikilla tiloilla j 6= i1, jolloin myo¨s pˆ(i0,0),(j,k1)(t) = 0. Ta¨ta¨ tie-
toa hyo¨dynta¨ma¨lla¨ havaitaan
E
(
etY1
)
=
∑
k1∈N0
p(i0,0),(i1,k1)
∑
x1
etx1f(i1,k1)(x1)
=
∑
k1∈N0
pˆ(i0,0),(i1,k1)(t)
=
(
Pˆ (t)1
)
(i0,0)
,
jossa 1 = (1, . . . , 1)T I × 1-matriisi ja kyseessa¨ on kaavan (3.41) matriisin Pˆ vaa-
kavektori komponentin M0 = (i0, 0) suhteen. Yleinen momentit generoiva funktio
voidaan kirjoittaa muotoon
E
(
etYn
)
=
∑
i2,...,in∈S
k1,...,kn∈N0
n∏
h=1
p(ih−1,kh−1),(ih,kh)
∑
xh∈R
etxhf(ih,kh)(xh)
=
∑
i2,...,in∈S
k1,...,kn∈N0
n∏
h=1
pˆ(ih−1,kh−1),(ih,kh)(t)
=
(
Pˆ (t)n1
)
(i0,0)
. (3.42)
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IV Koko vakuutuskanta
Kiintea¨n vakuutetun tarkastelu on ta¨ha¨n mennessa¨ ka¨yty la¨pi ja voidaan siirtya¨ tar-
kastelemaan usean vakuutetun tilannetta. Ta¨ma¨ on tietenkin mielekka¨a¨mpa¨a¨ kun
ajatuksena on tarkastella vakuutusyhtio¨n vararikkotodenna¨ko¨isyytta¨. Ka¨yda¨a¨n al-
kuun la¨pi merkinna¨t joilla saadaan yhteys aikaisempiin merkinto¨ihin. Ta¨ma¨n ja¨lkeen
perehdyta¨a¨n vastaaviin tarkasteluihin kuin kiintea¨lla¨ vakuutetulla.
Oletetaan vakuutusyhtio¨lla¨ on N kappaletta riippumatonta vakuutettua, joilta
vakuutusyhtio¨ perii vakio suuruisen positiivisen varmuuslisa¨n v(s). Merkita¨a¨n koko
vakuutuskannan tuottamaa vuotuista vahinkojen lukuma¨a¨ra¨a¨ satunnaismuuttujalla
K , joka on summa yksitta¨isten vakuutettujen vuotuisista vahinkojen lukuma¨a¨rista¨.
Toisin sanottuna vuoden n koko vakuutuskannan vahinkojen lukuma¨a¨ra¨ ma¨a¨ra¨ytyy
ehdosta
Kn = K
(1)
n + · · ·+K(N)n . (4.1)
Olkoon vuotta n vastaava yksitta¨isten vakuutettujen vahinkojen lukuma¨a¨ra¨vektori
Kn =
(
K(1)n , . . . ,K
(N)
n
)
.
Olkoon koko vakuutuskannan tuottama vuotuinen kokonaisvahinkoma¨a¨ra¨ satun-
naismuuttuja X, joka on summa yksitta¨isten vakuutettujen tuottamista vuotuisista
kokonaisvahinkoma¨a¨rista¨. Toisin sanottuna vuoden n koko vakuutuskannan koko-
naisvahinkoma¨a¨ra¨ ma¨a¨ra¨ytyy ehdosta
Xn = X
(1)
n + · · ·+X(N)n .
Oletetaan yksitta¨isten vahinkojen suuruudet Z,Z1, Z2, . . . riippumattomiksi samoin
jakautuneiksi satunnaismuuttujiksi. Ta¨llo¨in kaavan (3.14) perusteella koko vakuu-
tuskannan vuoden n kokonaisvahinkoma¨a¨ra¨ Xn voidaan kirjoittaa muotoon
Xn =
K
(1)
n∑
h=0
Z
(1)
h + · · ·+
K
(N)
n∑
h=0
Z
(N)
h =
N∑
s=1
K
(s)
n∑
h=0
Z
(s)
h . (4.2)
Vastaavasti vakuutusyhtio¨n perima¨ vuotuinen yhteenlaskettu vakuutusmaksu Pn ja
varmuuslisa¨ v ovat
Pn = P
(1)
n + · · ·+ P (N)n ja v = v(1) + · · ·+ v(N).
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Jokaiselta vakuutetulta s voidaan peria¨ erisuuruinen varmuuslisa¨ v(s) verrattuna toi-
siin vakuutettuihin. Ta¨ma¨ antaa tilanteesta riippuen vakuutusyhtio¨lle liikkumavaraa
vakuutettujen riskillisyyksien hallintaan.
Merkita¨a¨n bonustilavektorilla Cn vakuutusyhtio¨n vuoden n tilaa. Toisin sanot-
tuna bonustilavektori Cn kertoo jokaisen vakuutetun tilan hetkella¨ n ja bonustila-
vektori ma¨a¨ra¨ytyy ehdosta
Cn =
(
C(1)n , . . . , C
(N)
n
)
.
Kaavassa (3.3) kiintea¨lle vakuutetulle konstruoitiin muuttujapari M
(s)
n , joka ker-
too kiintea¨n vakuutetun bonusluokan vuonna n ja samana vuonna sattuneiden va-
hinkojen lukuma¨a¨ra¨n. Koko vakuutuskannalle tarvitaan vastaava muuttujapari, jo-
ka kertoo bonusja¨rjestelma¨ssa¨ liikkumisen jokaisen vakuutetun osalta. Olkoon ta¨ma¨
vektori Mn, joka ma¨a¨ra¨ytyy ehdosta
Mn =
(
M (1)n , . . . ,M
(N)
n
)
kaikilla n ∈ N. (4.3)
Merkita¨a¨n luettavuuden parantamiseksi jatkossa edellista¨ kaavaa (4.3) lyhyemmin
Mn = (i, r). Olkoon kiinteiden vakuutettujen muuttujaparit M
(s)
n =
(
i(s),m(s)
)
kaikilla s ∈ {1, . . . , N}. Tapahtuma Mn voidaan kirjoittaa jokaisen yksitta¨isen ta-
pahtumaparin M
(s)
n leikkauksena. Toisin sanottuna{
Mn =
((
i(1),m(1)
)
, . . . ,
(
i(N),m(N)
))}
=
N⋂
s=1
{
M (s)n =
(
i(s),m(s)
)}
. (4.4)
4.1 Lemma. Olkoon muuttujaparit {Mn : n ≥ 0} ja {M ′n : n ≥ 0} riip-
pumattomia S -arvoisia stationaarisia Markovin ketjuja. Ta¨llo¨in muuttujapari
{(Mn,M ′n) : n ≥ 0} on stationaarinen Markovin ketju, jonka siir-
tyma¨todenna¨ko¨isyydet ma¨a¨ra¨ytyva¨t ehdosta
p((i,r),(i′,r′)),((j,m),(j′,m′)) = p(i,r),(j,m)p(i′,r′),(j′,m′).
Todistus. Siirtyma¨todenna¨ko¨isyys p((i,r),(i′,r′)),((j,m),(j′,m′)) voidaan kirjoittaa kaavan
(4.4) perusteella muodossa
p((i,r),(i′,r′)),((j,m),(j′,m′))
= P
((
Mn,M
′
n
)
=
(
(j,m),
(
j′,m′
)) ∣∣(Mn−1,M ′n−1) = ((i, r), (i′, r′)))
= P
(
Mn = (j,m),M
′
n =
(
j′,m′
) ∣∣Mn−1 = (i, r),M ′n−1 = (i′, r′)) .
Oletuksen nojalla muuttujaparit M ja M ′ ovat riippumattomia, joten edellinen to-
denna¨ko¨isyyden voidaan kirjoittaa muodossa
P
(
Mn = (j,m),M
′
n =
(
j′,m′
) ∣∣Mn−1 = (i, r),M ′n−1 = (i′, r′))
= P (Mn = (j,m)|Mn−1 = (i, r))P
(
M ′n =
(
j′,m′
) ∣∣M ′n−1 = (i′, r′))
= p(i,r),(j,m)p(i′,r′),(j′,m′).
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Viimeinen yhta¨suuruus johtuu muuttujaparien M ja M ′ stationaarisuus oletuksesta,
jonka seurauksena edella¨ olevien muuttujaparien M ja M ′ siirtyma¨todenna¨ko¨isyydet
eiva¨t riipu ajanhetkesta¨ n. Ta¨sta¨ seuraa ettei muuttujaparin (M,M ′) siir-
tyma¨todenna¨ko¨isyydet myo¨ska¨a¨n riipu ajanhetkesta¨ n.
Tarkastellaan seuraavaksi ehdollistamista koko kuljetulla polulla. Merkita¨a¨n ku-
vaukseen (M,M ′) liittyva¨a¨ hetkeen n−1 mennessa¨ kuljettua polkuaM (M,M ′)n−1 . Toisin
sanottuna
M
(M,M ′)
n−1 =
n−1⋂
h=1
{(
Mh−1,M ′h−1
)
=
(
(ih,mh),
(
i′h,m
′
h
))}
. (4.5)
Riippumattomuuden nojalla edellisen kaavan (4.5) hetkeen n− 1 mennessa¨ kuljettu
polku voidaan kirjoittaa muodossa
n−1⋂
h=1
{
Mh−1 = (ih,mh),M ′h−1 =
(
i′h,m
′
h
)}
=MMn−1 ∩MM
′
n−1,
joka on leikkaus yksitta¨isen kiinteiden vakuutettujen Markovin ketjujen kuljetus-
ta polusta. Na¨in ollen riippumattomuutta hyo¨dynta¨en saadaan, etta¨ muuttujapa-
rin (Mn,M
′
n) tilan ehdollistaminen koko kuljetulla polulla supistuu suoraviivaisesti
muotoon
P
((
Mn,M
′
n
)
=
(
(j,m),
(
j′,m′
))∣∣M (M,M ′)n−1 )
= P
((
Mn,M
′
n
)
=
(
(j,m),
(
j′,m′
))∣∣MMn−1 ∩MM ′n−1)
= P
(
Mn = (j,m)|MMn−1
)
P
(
M ′n =
(
j′,m′
)∣∣MM ′n−1)
= p(i,r),(j,m)p(i′,r′),(j′,m′).
Viimeinen yhta¨suuruus perustuu oletukseen muuttujaparien M ja M ′ Markovin
ketjuudesta. Na¨in ollen on na¨ytetty, etta¨ muuttujapari {(Mn,M ′n) : n ≥ 0} on
ma¨a¨ritelmien 1.6 ja 1.7 mukainen stationaarinen Markovin ketju.
4.2 Lause. Olkoon asetelma kappaleen 2 mukainen. Ta¨llo¨in S N -arvoinen stokas-
tinen prosessi {Mn : n ≥ 0} on stationaarinen Markovin ketju ja muuttujaparin
siirtyma¨todenna¨ko¨isyydet ma¨a¨ra¨ytyva¨t ehdosta
p(i,r),(j,m) =
N∏
s=1
p(i(s),r(s)),(j(s),m(s)).
Todistus. Tulos seuraa riippumattomien Markovin ketjujen lemmasta 4.1.
Perehdyta¨a¨n seuraavaksi koko vakuutuskannan muuttujaparin Mn tasapaino-
jakaumaan. Olkoon ta¨ma¨ piM ja tila-avaruus S
N kommunikoiva ma¨a¨ritelma¨n 1.8
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mukaisesti. Markovin ketjun tasapainojakauman tasapainotilat ma¨a¨ra¨ytyva¨t kaavan
(3.3.3) perusteella ehdosta
pi(i,r) = lim
n→∞P(Mn = (i, r)|M0 = (C0,0)).
4.3 Lause. Olkoon tila-avaruus S N kommunikoiva. Ta¨llo¨in muuttujaparin M ta-
sapainojakauma on piM , jonka tasapainoparit ma¨a¨ra¨ytyva¨t ehdosta
pi(i,r) =
N∏
s=1
pr(s)(ν)pii(s) .
Todistus. Lauseen 4.2 tapaan koko vakuutuskannan todenna¨ko¨isyyksia¨ pystyta¨a¨n
palauttamaan yksitta¨isten vakuutettujen tarkasteluun vakuutettujen riippumatto-
muuden nojalla. Kaavan (4.4) ja vakuutettujen riippumattomuuden nojalla voidaan
kirjoittaa
P(Mn = (i, r)|M0 = (C0,0))
= P
(
N⋂
s=1
{
M (s)n =
(
i(s), r(s)
)} ∣∣∣∣∣
N⋂
s=1
{
M
(s)
0 = (i0, 0)
})
=
N∏
s=1
P
(
M (s)n =
(
i(s), r(s)
) ∣∣∣M (s)0 = (i0, 0)) . (4.6)
Soveltamalla kaavan (4.6) tulosta lauseen 3.6 kanssa tasapainotiloiksi saadaan
pi(i,r) =
N∏
s=1
lim
n→∞P
(
M (s)n =
(
i(s), r(s)
) ∣∣∣M (s)0 = (i0, 0))
=
N∏
s=1
pr(s)(ν)pii(s) .
Tarkastellaan seuraavaksi vakuutusyhtio¨n koko vakuutuskannan vuotuista tap-
piota. Luonnollisesti koko vakuutuskannan vuotuinen tappio on yksitta¨isten vakuu-
tettujen tuottaminen vuotuisten tappioiden summa. Toisin sanottuna olkoon vuo-
den n vakuutusyhtio¨n koko vakuutuskannan tuottama tappio ξn, joka ma¨a¨ra¨ytyy
ehdosta
ξn = ξ
(1)
n + · · ·+ ξ(N)n
= X(1)n − P (1)n − v(1) + · · ·+X(N)n − P (N)n − v(N)
= Xn − Pn − v. (4.7)
Edellisesta¨ kaavasta (4.7) havaitaan, etta¨ vastaavasti kuin kappaleessa 3.6 yhtio¨n ko-
ko vakuutuskannan vuotuisen tappion komponentit riippuvat vuoden n kokonaisva-
hinkojen lukuma¨a¨ra¨sta¨ Kn ja bonusluokasta Cn, joka ma¨a¨ra¨a¨ kera¨tta¨va¨n vakuutus-
maksun Pn suuruuden vuodelle n. Na¨in ollen vuoden n tappion ξn jakauma riippuu
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Markovin ketjun tilasta Mn. Olkoon nyt {f(j,m) : j ∈ SN ,m ∈ NN0 } perhe pisteto-
denna¨ko¨isyysfunktioita, jotka ma¨a¨ra¨a¨va¨t tappion ehdollisen pistetodenna¨ko¨isyyden
ehdosta
f(j,m)(x) = P(ξn = x|Mn = (j,m)) kaikilla x ∈ R. (4.8)
Olkoon edellisen hengessa¨ Mn = (j,m). Merkita¨a¨n lyhyemmin vakuutusyhtio¨n pe-
rimia¨ vakuutusmaksuja bj =
∑N
s=1 bj(s) ja oletetaan kiinteille vakuutetuille sattu-
neita vahinkoja olleen m(s) kappaletta kaikilla s ∈ {1, . . . , N}. Kaavan (4.2) nojalla
vuoden n kokonaisvahinkoma¨a¨ra¨ on
Xn =
N∑
s=1
m
(s)
n∑
h=0
Z
(s)
h .
Edellisia¨ merkinto¨ja¨ ka¨ytta¨ma¨lla¨ kaava (4.8) saadaan muotoon
f(j,m)(x) = P(Xn − Pn − v = x|Mn = (j,m))
= P
 N∑
s=1
m(s)∑
h=0
Z
(s)
h − bj − v = x
 .
Kiintea¨n vakuutetun tarkastelussa na¨ytettiin lauseessa 3.11, etta¨ satunnaismuut-
tujapari {(Mn, ξn) : n ≥ 1} on Markov-additiivinen prosessi. Koko vakuutuskannan
satunnaismuuttujapari {(Mn, ξn) : n ≥ 1} on myo¨s Markov-additiivinen proses-
si, joka todistetaan seuraavaksi. Todistus etenee noudattaen kiintea¨n vakuutetun
tapausta lauseessa 3.11.
4.4 Lause. Olkoon S N × R tila-avaruus ja satunnaismuuttujajono
{Mn : n ≥ 0} lauseen 4.2 mukainen stationaarinen Markovin ketju. Olete-
taan lisa¨ksi, etta¨ tila-avaruus S N on numeroituva ja kommunikoiva. Ta¨llo¨in
satunnaismuuttujapari {(Mn, ξn) : n ≥ 1} on Markov-additiivinen prosessi, jonka
siirtyma¨ytimet ma¨a¨ra¨ytyva¨t yhta¨lo¨sta¨
p(i,r),(j,m)(x) = p(i,r),(j,m)f(j,m)(x),
jossa i, j ∈ SN ja r,m ∈ NN0 seka¨ x ∈ R.
Todistus. Oletetaan i, j ∈ SN ja r,m ∈ NN0 seka¨ x ∈ R. Ma¨a¨ritelma¨n 1.10 siir-
tyma¨ydin p(i,r),(j,m)(x) on muotoa
p(i,r),(j,m)(x) = P(ξn = x,Mn = (j,m)|ξn−1 = y,Mn−1 = (i, r)).
Ta¨ma¨ voidaan kirjoittaa ehdollisen todenna¨ko¨isyyden ma¨a¨ritelma¨a¨ ka¨ytta¨ma¨lla¨
muotoon
P(Mn = (j,m)|ξn−1 = y,Mn−1 = (i, r))
·P(ξn = x|ξn−1 = y,Mn−1 = (i, r),Mn = (j,m)). (4.9)
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Vuoden n muuttujapari Mn on riippumaton aiemman vuoden n−1 tappiosta, joten
ylla¨ olevan kaavan (4.9) ensimma¨inen todenna¨ko¨isyys voidaan kirjoittaa muodossa
P(Mn = (j,m)|ξn−1 = y,Mn−1 = (i, r)) = P(Mn = (j,m)|Mn−1 = (i, r))
= p(i,r),(j,m). (4.10)
Viimeinen yhta¨suuruus seuraa lauseesta 4.2. Vuoden n ehdollinen tappio ξn riippuu
yhta¨lo¨n (4.8) nojalla vain muuttujaparistaMn. Na¨in ollen aikaisemman kaavan (4.9)
ja¨lkimma¨inen todenna¨ko¨isyys voidaan kirjoittaa muotoon
P(ξn = x|ξn−1 = y,Mn−1 = (i, r),Mn = (j,m)) = P(ξn = x|Mn = (j,m))
= f(j,m)(x). (4.11)
Yhdista¨ma¨lla¨ kaavojen (4.10) ja (4.11) tulokset saadaan
p(i,r),(j,m)(x) = p(i,r),(j,m)f(j,m)(x). (4.12)
Havaitaan ettei siirtyma¨ydin riipu ajanhetkesta¨ n eika¨ aikaisemman vuoden n − 1
tappiosta ξn−1.
Tarkastellaan seuraavaksi hetken n todenna¨ko¨isyyden ehdollistamista koko kul-
jetulla polulla. Merkita¨a¨n lyhyemmin hetkeen n− 1 mennessa¨ kuljettua polkua
H
(M ,ξ)
n−1 =
n−1⋂
h=1
{Mh = (ih, rh), ξh = xh}.
Ta¨llo¨in ehdollisen todenna¨ko¨isyyden kaavaa ka¨ytta¨ma¨lla¨ voidaan kirjoittaa
P
(
ξn = x,Mn = (j,m)
∣∣∣H (M ,ξ)n−1 )
= P
(
Mn = (j,m)
∣∣∣H (M ,ξ)n−1 )P(ξn = x ∣∣∣Mn = (j,m),H (M ,ξ)n−1 ) . (4.13)
Vuoden n muuttujapari Mn ei riipu aiempien vuosien tappioista. Toisaalta lauseen
4.2 nojalla satunnaismuuttujajono {Mn : n ≥ 0} on Markovin ketju, joten vuoden n
muuttujapari Mn riippuu vain edellisen vuoden muuttujaparista Mn−1. Na¨ma¨ huo-
mioiden ylla¨ olevan kaavan (4.13) ensimma¨inen todenna¨ko¨isyys voidaan kirjoittaa
muodossa
P
(
Mn = (j,m)
∣∣∣H (M ,ξ)n−1 ) = P (Mn = (j,m) |Mn−1 = (in−1, rn−1))
= p(in−1,rn−1),(j,m). (4.14)
Vuoden n ehdollinen tappio ξn riippuu kaavan (4.8) nojalla ainoastaan muuttujapa-
rista Mn, jolloin ehdollinen tappio ei riipu edellisien vuosien tappioista. Na¨in ollen
kaavan (4.13) ja¨lkimma¨inen todenna¨ko¨isyys voidaan kirjoitta muotoon
P
(
ξn = x
∣∣∣Mn = (j,m),H (M ,ξ)n−1 ) = P(ξn = x|Mn = (j,m))
= f(j,m)(x). (4.15)
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Yhdista¨ma¨lla¨ kaavojen (4.14) ja (4.15) tulokset saadaan
P
(
ξn = x,Mn = (j,m)
∣∣∣H (M ,ξ)n−1 ) = p(in−1,rn−1),(j,m)f(j,m)(x). (4.16)
Yhdista¨ma¨lla¨ kaavojen (4.12) ja (4.16) tulokset saadaan, etta¨ on na¨ytetty
P (ξn = x,Mn = (j,m) |ξn−1 = xn−1,Mn−1 = (in−1, rn−1))
= P
(
ξn = x,Mn = (j,m)
∣∣∣H (M ,ξ)n−1 ) ,
joten satunnaismuuttujapari {(Mn, ξn) : n ≥ 1} on Markovin ketju tila-avaruudella
S N × R. Havaitaan ettei vuoden n siirtyma¨ydin riipu aikaisemman vuoden
n − 1 tappiosta ξn−1. Ta¨ma¨ tarkoittaa, etta¨ satunnaismuuttujajono {Mn : n ≥ 0}
ma¨a¨ra¨a¨ riippuvuudet, jolloin satunnaismuuttujapari {(Mn, ξn) : n ≥ 1} on Markov-
additiivinen prosessi.
Tarkastellaan seuraavaksi vakuutusyhtio¨lle koituvaa koko vakuutuskannan ku-
mulatiivista tappiota. Merkita¨a¨n ta¨ta¨ satunnaismuuttujalla Y . Olkoon vakuutusyh-
tio¨n koko vakuutuskannan hetkeen n mennessa¨ tuottama kumulatiivinen tappio Yn
kaikkien kiinteiden vakuutettujen tuottamien kumulatiivisten tappioiden summa.
Toisin sanottuna
Yn = Y
(1)
n + · · ·+ Y (N)n .
Kumulatiivisen tappion Yn momentit generoiva funktio voidaan palauttaa va-
kuutettujen riippumattomuuden nojalla kiintea¨n vakuutetun tarkasteluun kaikilla
n ∈ N. Suoralla laskulla koko vakuutuskannan momentit generoivalle funktiolle pa¨tee
E
(
etYn
)
= E
(
e
t
(
Y
(1)
n +···+Y (N)n
))
= E
(
N∏
s=1
etY
(s)
n
)
=
N∏
s=1
E
(
etY
(s)
n
)
. (4.17)
Viimeinen yhta¨suuruus seuraa vakuutettujen riippumattomuudesta. Vakuutusyhtio¨n
koko vakuutuskannan kumulatiivisen tappion momentit generoiva funktio hetkeen
n mennessa¨ voidaan kaavan (4.17) lausua yksitta¨isten vakuutettujen tuottamien
kumulatiivisten tappioiden momentit generoivien funktioiden tulona. Ta¨llo¨in koko
vakuutuskannassa pystyta¨a¨n myo¨s siirtyma¨a¨n kiintea¨n vakuutetun kumulatiivisen
tappion momentit generoivan funktion matriisiesitykseen. Kaavan (3.42) perusteella
kiintea¨n vakuutetun kumulatiivisen tappion momentit generoiva funktio pystyta¨a¨n
esitta¨ma¨a¨n muodossa
E
(
etY
(s)
n
)
=
(
Pˆ (t)n1
)(s)
(i0,0)
.
Edellista¨ ja kaavan (3.42) tulosta soveltamalla kaavaan (4.17) vakuutusyhtio¨n koko
vakuutuskannan hetken n kumulatiiviseksi tappioksi Yn saadaan
E
(
etYn
)
=
N∏
s=1
(
Pˆ (t)n1
)(s)
(i0,0)
. (4.18)
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V Perron-Frobeniuksen
ominaisarvo
Siirryta¨a¨n tarkastelemaan aikaisemmissa kappaleissa esiintynytta¨ matriisia Pˆ (t).
Matriisien ominaisuuksiin tarjoaa kattavan katsauksen teos [9]. Olkoon Markovin
ketju {Mn : n ≥ 0} jaksoton ma¨a¨ritelma¨ 1.9 mukaisesti. Olkoon t sellainen, etta¨
kaavan (3.37) kiintea¨n vakuutetun pˆ(s) on a¨a¨rellinen kaikilla s ∈ {1, . . . , N}. Toi-
sin sanottuna olkoon t sellainen, etta¨ kaikilla vakuutetuilla s ∈ {1, . . . , N}, tiloilla
i, j ∈ S ja vahinkojen lukuma¨a¨rilla¨ m, r ∈ R pa¨tee
pˆ
(s)
(i,r),(j,m)(t) <∞. (5.1)
Kiintea¨n vakuutetun siirtyma¨n pˆ(s) ma¨a¨ritelma¨sta¨ (3.37) seuraa, etta¨
pˆ
(s)
(i,r),(j,m)(t) ≥ 0, (5.2)
kaikilla vakuutetuilla s ∈ {1, . . . , N}, tiloilla i, j ∈ S, vahinkojen lukuma¨a¨rilla¨ m, r ∈
R ja t ∈ R. Na¨in ollen kaavan (3.41) matriisi Pˆ (t) on ei-negatiivinen. Kaavojen
(5.1) ja (5.2) johdosta matriisiin Pˆ (t) voidaan soveltaa Perron-Frobeniuksen lauseen
tuloksia, joihin seuraavaksi perehdyta¨a¨n.
5.1 Lause (Perron-Frobeniuksen lause - lyhennetty). Olkoon Pˆ (t) ei-
negatiivinen I × I matriisi, jolle on olemassa positiivinen kokonaisluku α siten, etta¨
(Pˆ (t))α > 0. Ta¨llo¨in matriisilla Pˆ (t) on olemassa ominaisarvo θ(t) siten, etta¨
1. θ(t) on yksinkertainen, reaalinen ja positiivinen.
2. Jos matriisilla Pˆ (t) on lisa¨ksi ominaisarvo λ(t) siten, etta¨ θ(t) 6= λ(t), niin
θ(t) > |λ(t)|.
3. Ominaisarvoa θ(t) vastaa vasen l(t)T ja oikea r(t) ominaisvektori, joiden kaikki
komponentit ovat aidosti positiivisia.
Todistus. Todistus on tarpeettoman pitka¨, joten se sivuutetaan. Todistus lo¨ytyy
teoksesta [9].
Perron-Frobeniuksen lauseesta seuraa useita ominaisuuksia lauseen oletukset
ta¨ytta¨ville matriiseille. Ta¨rkein na¨ista¨ ta¨ma¨n opinna¨ytetyo¨n kannalta on, etta¨ mat-
riisin Pˆ (t) raja-arvo suppenee Perron-Frobenius-ominaisarvoa ka¨ytta¨ma¨lla¨ siten,
V Perron-Frobeniuksen ominaisarvo 37
etta¨
lim
n→∞ θ(t)
−nPˆ (t)n = r(t)l(t)T . (5.3)
Kaavan (5.3) ominaisuutta ka¨ytta¨ma¨lla¨ pystyta¨a¨n laskemaan raja-arvot kiintea¨n va-
kuutetun seka¨ koko vakuutuskannan kumulatiivisten tappioiden momentit generoi-
ville funktioille kun n kasvaa rajatta. Perehdyta¨a¨n na¨ihin seuraavaksi ensin kiintea¨n
vakuutetun tarkastelussa ja ta¨ma¨n ja¨lkeen koko vakuutuskannan tapauksessa.
5.1 Kiintea¨ vakuutettu
Palataan kiintea¨n vakuutetun tarkasteluun. Kaavassa (3.42) on na¨ytetty, etta¨ kiin-
tea¨n vakuutetun kumulatiivisen tappion Y
(s)
n momentit generoivalle funktiolle pa¨tee
E
(
etY
(s)
n
)
=
(
Pˆ (t)n1
)(s)
(i0,0)
,
jossa 1 = (1, . . . , 1)T I × 1-matriisi ja kyseessa¨ on matriisin Pˆ vaakavektorin
M
(s)
0 = (i0, 0) komponentin suhteen. Perron-Frobeniuksen lauseen seurauksesta (5.3)
saadaan, etta¨
lim
n→∞
(
θ(s)(t)
)−n (
Pˆ (t)n1
)(s)
(i0,0)
= (r(t))(i0,0)
I∑
j=1
∑
m∈R
l(j,m)(t). (5.4)
Oletuksen nojalla t valitaan olemaan kaavan (5.1) mukainen. Edellisen kaavan (5.4)
summattavat komponentit ovat na¨in ollen a¨a¨rellisia¨ kaikilla j ∈ S ja m ∈ R. Ta¨ma¨n
seurauksena koko summaus on myo¨s a¨a¨rellinen. Toisin sanottuna
(r(t))(i0,0)
I∑
j=1
∑
m∈R
l(j,m)(t) <∞.
Ma¨a¨ritella¨a¨n kiintea¨lle vakuutetulle kuvaus c(s) : R→ R ∪ {±∞} siten, etta¨
c(s)(t) = lim
n→∞n
−1 logE
(
etY
(s)
n
)
, (5.5)
kaikilla vakuutetuilla s ∈ {1, . . . , N}. Kuvaus c(s) voidaan tulkita olevan kiintea¨n
vakuutetun kumulatiivisen tappion keskima¨a¨ra¨inen kumulantit generoiva funktio
pitka¨lla¨ aikava¨lilla¨. Olkoon D (s) niiden reaalilukujen t joukko, jolla pˆ(i,r),(j,m)(t) <∞
kaikilla tilajoukon S tiloilla i, j ja vahinkojen lukuma¨a¨rilla¨ m, r ∈ R. Toisin sanot-
tuna
D (s) =
{
t ∈ R : pˆ(i,r),(j,m)(t) <∞, ∀i, j ∈ S, m, r ∈ R
}
.
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Oletetaan t ∈ D (s). Kaavaa (3.42) hyo¨dynta¨ma¨lla¨ kiintea¨n vakuutetun kuvaus
c(s) voidaan kirjoittaa Perron-Frobeniuksen ominaisarvoa ka¨ytta¨en muotoon
c(s)(t) = lim
n→∞n
−1 logE
(
etY
(s)
n
)
= lim
n→∞n
−1 log
(
Pˆ (t)n1
)(s)
(i0,0)
= lim
n→∞n
−1 log
(
θ(s)(t)n
θ(s)(t)n
(
Pˆ (t)n1
)(s)
(i0,0)
)
= lim
n→∞n
−1
[
log θ(s)(t)n + log
(
θ(s)(t)−n
(
Pˆ (t)n1
)(s)
(i0,0)
)]
. (5.6)
Perron-Frobeniuksen lauseen seurausta (5.3) ka¨ytta¨ma¨lla¨ havaitaan, etta¨ kaavan
(5.6) ja¨lkimma¨iselle logaritmille pa¨tee
lim
n→∞n
−1 log
(
θ(s)(t)−n
(
Pˆ (t)n1
)
(i0,0)
)
= 0.
Kaavan (5.6) ensimma¨inen logaritmi menee rajalla kohti arvoa log θ(s)(t). Kaavan
(5.6) kiintea¨n vakuutetun kuvaukselle c pa¨tee na¨in ollen
c(s)(t) = log θ(s)(t). (5.7)
Muussa tapauksessa jos t 6∈ D (s) niin c(s)(t) =∞.
5.2 Koko vakuutuskanta
Palataan tarkastelemaan koko vakuutuskantaa. Koko vakuutuskannan hetken n ku-
mulatiivisen tappion Yn momentit generoiva funktio on kaavan (4.17) perusteella
esitetta¨vissa¨ yksitta¨isten kiinteiden vakuutettujen kumulatiivisten tappioiden mo-
mentit generoivien funktioiden tulona. Toisin sanottuna kaavassa (4.17) on na¨ytetty,
etta¨
E
(
etYn
)
=
N∏
s=1
E
(
etY
(s)
n
)
.
Ma¨a¨ritella¨a¨n kiintea¨n vakuutetun tapaan koko vakuutuskannalle kuvaus
c : R→ R ∪ {±∞} siten, etta¨
c(t) = lim
n→∞n
−1 logE
(
etYn
)
. (5.8)
Kuvaus c(t) voidaan tulkita koko vakuutuskannan kumulatiivisen tappion kes-
kima¨a¨ra¨iseksi kumulantit generoivaksi funktioksi pitka¨lla¨ aikava¨lilla¨. Olkoon D nii-
den reaalilukujen t joukko, jolla pˆ
(s)
(i,r),(j,m)(t) <∞ kaikilla tilajoukon S tiloilla i, j ja
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vahinkojen lukuma¨a¨rilla¨ m, r ∈ R seka¨ kaikilla vakuutetuilla s ∈ {1, . . . , N}. Toisin
sanottuna
D =
{
t ∈ R : pˆ(s)(i,r),(j,m)(t) <∞, ∀i, j ∈ S, m, r ∈ R, s ∈ {1, . . . , N}
}
.
Oletetaan t ∈ D . Kaavan (4.17) tulosta ka¨ytta¨ma¨lla¨ koko vakuutuskannan ku-
vaus c voidaan kirjoittaa muodossa
c(t) = lim
n→∞n
−1 logE
(
etYn
)
= lim
n→∞n
−1 log
N∏
s=1
E
(
etY
(s)
n
)
= lim
n→∞n
−1
N∑
s=1
logE
(
etY
(s)
n
)
=
N∑
s=1
lim
n→∞n
−1 logE
(
etY
(s)
n
)
. (5.9)
Kaavan (5.9) kaksi viimeista¨ yhta¨suuruutta seuraavat logaritmin laskuopista. Kaa-
van (5.5) perusteella kaava (5.9) on muotoa
N∑
s=1
lim
n→∞n
−1 logE
(
etY
(s)
n
)
=
N∑
s=1
c(s)(t). (5.10)
Kaavasta (5.10) havaitaan, etta¨ koko vakuutuskannan kuvaus c voidaan kirjoittaa
summana kiinteiden vakuutettujen kuvauksista c(s). Kaavaa (5.7) soveltamalla koko
vakuutuskannan kuvaukseksi c saadaan
c(t) =
N∑
s=1
log θ(s)(t). (5.11)
Vastaavasti jos t 6∈ D niin c(t) =∞.
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ja Lundbergin eksponentti
Aikaisemmissa kappaleissa on pohjustettu taustaa vakuutusyhtio¨n asymptoottisen
vararikon laskemiselle. Vararikolla tarkoitetaan vakuutusyhtio¨n kassan tyhjenemista¨.
Pelkistetyssa¨ vakuutusyhtio¨ssa¨ ta¨ma¨ tarkoittaa alkuvarallisuuden ylitta¨mista¨ kumu-
latiiviseen tappioon kuuluvien vahinkojen korvaamisilla. Olkoon nyt U0 vakuutusyh-
tio¨n alkuvarallisuus. Vararikkohetki T (U0) alkupa¨a¨omalla U0 ma¨a¨ritella¨a¨n ehdosta
T (U0) =
{
inf{n|Yn > U0}
∞, jos Yn ≤ U0,
kaikilla n ∈ N.
Bonusja¨rjestelmien raja-arviointia varten esitella¨a¨n parametri R, jota kutsutaan
usein Lundbergin eksponentiksi. Aikaisemmin on johdettu koko vakuutuskannan ku-
mulatiiviselle tappiolle Y kuvaus c kaavan (5.11) mukaisesti. Kutsuttakoon ta¨ta¨
kuvausta jatkossa vakuutusyhtio¨n vararikkofunktioksi. Olkoon parametri R pienin
yla¨raja muuttujan t suhteen siten, etta¨ kuvaus c on pienempa¨a¨ tai yhta¨suuri kuin
nolla. Toisin sanottuna
R = sup{t : c(t) ≤ 0} ∈ [0,∞]. (6.1)
Olkoon lisa¨ksi funktio d(t) pienin yla¨raja kaavan (5.8) mukaisista koko vakuutus-
kannan hetkeen n ∈ N mennessa¨ keskima¨a¨rin kertyneesta¨ kumulatiivisen tappion
Yn kumulantit generoivasta funktiosta kaikilla t ∈ R. Toisin sanottuna olkoon
cn(t) = n
−1 logE
(
etYn
)
, (6.2)
jolloin
d(t) = sup{cn(t) : n ∈ N} kaikilla t ∈ R. (6.3)
Luentomateriaalissa [6] on esitelty todistuksineen seuraava bonusja¨rjestelmiin
liittyva¨ rajatulos edella¨ esitetyn Lundbergin eksponentin R avulla.
6.1 Lause. Oletetaan, etta¨ koko vakuutuskantaan liittyva¨lle vararikkofunktiolle c
pa¨tee c(t0) < 0, jollain t0 > 0 ja etta¨
d(t) <∞ kaikilla t ∈ (0, R).
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Ta¨llo¨in pa¨tee asymptoottinen vararikkotulos
lim sup
U0→∞
U−10 logP(T (U0) <∞) = −R.
Todistus. Todistus on esitetty kattavasti teoksen [6] sivuilla 6.8− 6.10.
Lauseen oletus vararikkofunktiolle c(t0) < 0, jollain t0 > 0, seuraa funk-
tion konveksisuuden nojalla. Oletus kaavan (6.3) mukaisten pienempien yla¨rajojen
a¨a¨rellisyydesta¨ seuraa kumulatiivisen tappion a¨a¨rellisyydesta¨.
Luentomateriaalissa [6], josta edellinen lause 6.1 lo¨ytyy, on esitelty myo¨s Lund-
bergin eksponenttiin R liittyva¨ tulos suurimmalle alarajalle.
6.2 Lause. Oletetaan, etta¨ koko vakuutuskannalle pa¨tee kaavan (5.8) mukainen
raja-arvo
c(t) = lim
n→∞n
−1 log
(
E
(
etYn
))
ja c(t) < ∞ kaikilla t ∈ (R,R + h) era¨a¨lle h > 0. Ta¨llo¨in pa¨tee asymptoottinen
vararikkotulos
lim inf
U0→∞
U−10 logP(T (U0) <∞) ≥ −R.
Todistus. Todistus on esitetty kattavasti teoksen [6] sivuilla 6.11− 6.12.
Lauseen oletus vararikkofunktion a¨a¨rellisyydesta¨ avoimella va¨lilla¨ (R,R + h)
era¨a¨lle h > 0 seuraa kumulatiivisen tappion a¨a¨rellisyydesta¨.
Edellisten lauseiden 6.1 ja 6.2 tulokset yhdista¨ma¨lla¨ saadaan tulos raja-arvon
suuruudesta.
6.3 Lause. Oletetaan, etta¨ lauseiden 6.1 ja 6.2 oletukset ta¨yttyva¨t. Ta¨llo¨in lauseista
6.1 ja 6.2 seuraa, etta¨ asymptoottiselle vararikolle pa¨tee rajalla
lim
U0→∞
U−10 logP(T (U0) <∞) = −R.
Todistus. Tulos seuraa lauseiden 6.1 ja 6.2 tuloksista ja tiedosta
lim inf
U0→∞
U−10 logP(T (U0) <∞) ≤ lim sup
U0→∞
U−10 logP(T (U0) <∞).
Lundbergin eksponentin R avulla voidaan laskea arvio vakuutusyhtio¨n pitka¨n
aikava¨lin vararikolle. Vertailtaessa eri Lundbergin eksponentteja keskena¨a¨n on
syyta¨ huomioida, etta¨ suurempi eksponentti R johtaa pienempa¨a¨n vararikkoto-
denna¨ko¨isyyteen asymptoottisesti, kun vakuutusyhtio¨n alkuvarallisuus U0 kasvaa
rajatta.
Merkita¨a¨n jatkossa vakuutusyhtio¨n ka¨ytta¨ma¨n bonusja¨rjestelma¨n bonusjoukon
koko na¨kyville Lundbergin eksponenttiin. Olkoon bonusjoukon koko I. Ta¨llo¨in va-
kuutusyhtio¨ta¨ koskeva Lundbergin eksponentti on RI .
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Siirryta¨a¨n ta¨ssa¨ kappaleessa tarkastelemaan bonusja¨rjestelma¨n vaikutusta vakuu-
tusyhtio¨n Lundbergin eksponenttiin ja ta¨ta¨ kautta asymptoottiseen vararikkoto-
denna¨ko¨isyyteen. Oletetaan koko kappaleen ajan, etta¨ vakuutuskannassa on N riip-
pumaton vakuutettua. Vakuutettujen samoin jakautuneisuudesta ei tehda¨ oletusta,
mutta oletetaan, etta¨ vakuutusyhtio¨ tuntee yksitta¨isten vakuutettujen kokonaisva-
hinkoma¨a¨rien jakaumat. Ta¨ma¨ tarkoittaa, etta¨ vakuutusyhtio¨lla¨ voi olla vakuutus-
kannassaan N kappaletta erilaisia vakuutettuja, joille yhtio¨ voi ma¨a¨ra¨ta¨ eri vakio-
suuruiset positiiviset varmuuslisa¨t v ja poikkevat vakuutusmaksut ka¨ytetta¨va¨n bo-
nusja¨rjestelma¨n sallimissa rajoissa.
7.1 Mallin redusointi
Aikaisemmissa kappaleissa bonusja¨rjestelma¨ on ma¨a¨ritelty hyvin perustasolla liikoja
oletuksia mallista tekema¨tta¨. Liikkuminen eri bonusluokissa tapahtuu vuosittaisten
vahinkojen lukuma¨a¨ra¨n avulla. Ta¨lla¨ ma¨a¨rittelylla¨ bonusja¨rjestelma¨ssa¨ liikkuminen
ei ota huomioon vakuutetun tuottamaa kokonaisvahinkoma¨a¨ra¨a¨. Ta¨ma¨ johtaa siihen,
ettei siirtyminen eri bonusluokkiin vahinkoja sattuessa eri vahinkojen lukuma¨a¨rilla¨
ole kovinkaan mieleka¨sta¨. Ta¨ta¨ voisi kuvata bonusja¨rjestelma¨ jossa jokaista vahin-
koa kohden vakuutettu tippuu aina yhden bonusluokan alaspa¨in. Ta¨llo¨in kahdella
hyvinkin pienella¨ vahingolla vakuutettu tippuu huonompaan bonusluokkaan kuin
yhdella¨ suurella. Ta¨ma¨ kannustaa harkitsemaan bonusja¨rjestelma¨n ma¨a¨ritta¨mista¨
siten, etta¨ vahinkoja sattuessa vakuutettu tippuu aina saman verran alaspa¨in.
Edellisen perusteella aikaisemmin ma¨a¨ritelty kiintea¨n vakuutetun muuttujapari
Mn voidaan redusoida vahinkojen lukuma¨a¨ra¨n K osalta. Olkoon jatkossa vahinkoja
kuvaava satunnaismuuttuja K∗, joka ma¨a¨ra¨ytyy ehdosta
K∗ =
{
0, jos K = 0
1, jos K > 0.
Uusi vahinkomuuttuja K∗ kertoo sattuuko vakuutetulle kuluvan vuoden aikana va-
hinkoja vai ei. Vahinkomuuttujaan K∗ siirtyminen muuttaa kiintea¨n vakuutetun
tila-avaruuden a¨a¨relliseksi S × {0, 1}-avaruudeksi. Merkita¨a¨n aikaisempaan tapaan
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lyhyemmin P(K = 0) = p. Vahinkomuuttujan K∗ pistetodenna¨ko¨isyydet ovat
P(K∗ = 0) = P(K = 0) = p
P(K∗ = 1) = P(K > 0) = 1− p.
Kiintea¨n vakuutetun liikkumista bonusja¨rjestelma¨ssa¨ kuvaa uusi muuttujapari M∗n,
joka ma¨a¨ra¨ytyy ehdosta
M∗n = (Cn,K
∗
n), kaikilla n ∈ N0.
Muuttujaparia M∗ vastaavat lauseen 3.5 mukaiset Markovin ketjun siirtyma¨t ovat
muotoa
p(i,r),(j,0) = 1(Tr(i) = j)p
p(i,r),(j,1) = 1(Tr(i) = j)(1− p) , (7.1)
kaikilla i, j ∈ S ja r ∈ {0, 1}. Merkita¨a¨n lyhyemmin avaruutta I∗ = I × {0, 1}.
Kaavan (3.41) mukainen matriisi Pˆ muuttuu olemaan I∗× I∗-matriisi aikaisemman
numeroituvan sijaan.
Vahinkomuuttujaan K∗ siirtyminen vaikuttaa suoraan kiintea¨n vakuutetun tap-
piomuuttuja esitykseen. Kaavan (3.17) tappiomuuttujan arvojoukko on
ξ = −bi − v ja ξ = U − bi − v
kaikilla i ∈ S ja k∗ ∈ K∗. Tappion arvo riippuu vakuutetun sen hetkisesta¨ tilasta
(i, k∗). Edella¨ satunnaismuuttuja U on samoin jakautunut kuin kiintea¨n vakuutetun
kokonaisvahinkoma¨a¨ra¨ X ehdolla, etta¨ kokonaisvahinkoma¨a¨ra¨ on positiivinen. Toisin
sanottuna
U ∼ X|X > 0.
Tarkastellaan seuraavaksi kiintea¨n vakuutetun satunnaismuuttujan U jakaumaa.
Muuttujan pistetodenna¨ko¨isyydet voidaan kirjoittaa muodossa
P(U = x) = P(X = x|X > 0) = P(X = x,X > 0)
P(X > 0)
=
P(X = x)1(x > 0)
1−P(X = 0) . (7.2)
Kiintea¨n vakuutetun kokonaisvahinkoma¨a¨ra¨ on nolla vain kun vahinkojen lukuma¨a¨ra¨
on nolla. Na¨in ollen P(X = 0) = P(K = 0) = p. Kaavan (7.2) satunnaismuuttujan
U pistetodenna¨ko¨isyydet saadaan na¨in ollen muotoon
P(U = x) = (1− p)−1P(X = x)1(x > 0). (7.3)
Edellisen kaavan (7.3) pistetodenna¨ko¨isyyksien tuntemista tarvitaan kiintea¨n
vakuutetun positiivisen kokonaisvahinkoma¨a¨ra¨n U momentit generoivan funktion
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ma¨a¨ritta¨miseen. Kaavaa (7.3) soveltamalla momentit generoiva funktio on muotoa
MU (t) = E(e
tU ) =
∑
x∈N0
etxP(U = x)
= (1− p)−1
∑
x∈N0
etxP(X = x)1(x > 0)
= (1− p)−1
∑
x∈N
etxP(X = x)
= (1− p)−1
∑
x∈N0
etxP(X = x)−P(X = 0)

= (1− p)−1 (MX(t)− p) . (7.4)
Havaitaan, etta¨ kiintea¨n vakuutetun satunnaismuuttuja U pystyta¨a¨n ma¨a¨ritta¨ma¨a¨n
kokonaisvahinkoma¨a¨ra¨n X avulla. Jatkossa tullaan tarvitsemaan tietoa muuttujan
U odotusarvosta µU . Ta¨ma¨ on ilmaistavissa edellisen yhta¨lo¨n (7.4) derivaatan nolla-
kohdan avulla. Kaavan (7.4) mukaisen muuttujan U momentit generoivan funktion
derivaatta on
M ′U (t) = (1− p)−1M ′X(t),
jonka seurauksena odotusarvoksi ma¨a¨ra¨ytyy
µU = (1− p)−1µX . (7.5)
7.2 Bonusja¨rjestelma¨ pohjalle
Palataan tarkastelemaan opinna¨ytetyo¨ssa¨ esiteltya¨ perusesimerkkia¨. Jokainen vahin-
ko tiputtaa vakuutetun suoraan huonoimpaan luokaan 1. Ei ole siis merkitysta¨ onko
vakuutetulle sattunut yksi vahinko vai enemma¨n. Ta¨ma¨n seurauksena ta¨ssa¨ luvussa
mainittua vahinkojen lukuma¨a¨ra¨n redusointia voidaan kyseiseen bonusja¨rjestelma¨a¨n
soveltaa.
Tarkastellaan seuraavaksi kiintea¨n vakuutetun liikkumista bonusja¨rjestelma¨ssa¨
muuttujaparin M∗ avulla. Merkita¨a¨n aikaisempaan tapaan lyhyemmin p0(ν) = p.
Yksitta¨isen vakuutetun liikkumista ja¨rjestelma¨ssa¨ havainnoi seuraavat kaksi kuvaa-
jaa 7.1 ja 7.2. Tarkastellaan ensimma¨isena¨ tapaus jossa aloitusvuoden aikana ei ole
sattunut vahinkoja. Kuvaaja 7.1a ilmaisee tilannetta, jossa luokasta i ∈ {1, . . . , I−1}
siirryta¨a¨n yhta¨ luokkaa parempaan. Kuvaaja 7.1b puolestaan kuvaa siirtymista¨ par-
haimmassa bonusluokassa I.
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(i, 0)
(i+ 1, 1)
(i+ 1, 0)
1− p
p
(a) Vahingoton alkuvuosi muualla
(I, 0)
(I, 1)
(I, 0)
1− p
p
(b) Vahingoton alkuvuosi huipulla
Kuva 7.1: Vahingottomat alkuvuodet
Vahingollisten aloitusvuosien tapauksessa bonusja¨rjestelma¨ssa¨ tiputaan aina
huonoimpaan bonusluokkaan. Kuvaaja 7.2 havainnollistaa ta¨ta¨ tilannetta kun vuosi
on aloitettu bonusluokasta i ∈ S ja aloitusvuoden aikana on tapahtunut va¨hinta¨a¨n
yksi vahinko.
(i, 1)
(1, 1)
(1, 0)
1− p
p
Kuva 7.2: Vahingollisten alkuvuosien liikkuminen
Muodostetaan seuraavaksi mallin mukainen kiintea¨n vakuutetun matriisi Pˆ . Ta¨ta¨
varten on ensimma¨isena¨ ma¨a¨ritetta¨va¨ kiintea¨n vakuutetun tappion ξ ehdolliset mo-
mentit generoivat funktiot. Na¨ita¨ tarvitaan matriisin Pˆ komponenttien pˆ muodos-
tamiseen. Jos kuluneen vuoden aikana ei tapahdu vahinkoja niin tappion ehdollinen
momentit generoiva funktio on muotoa
E
(
etξ|M∗ = (i, 0)
)
=
∑
x
etxf(i,0)(x)
=
∑
x
etxP(Z0 − bi − v = x)
= e−t(bi+v). (7.6)
Jos vuoden aikana sattuu vahinkoja niin
E
(
etξ|M∗ = (i, 1)
)
=
∑
x
etxf(i,1)(x)
=
∑
x
etxP(U − bi − v = x)
= e−t(bi+v)MU (t). (7.7)
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Edellisien kaavojen (7.6) ja (7.7) tuloksia ja kappaleen alussa tehdyn mallin re-
dusoinnin siirtymia¨ (7.1) ka¨ytta¨ma¨lla¨ kaavan (3.40) mukaiset kiintea¨n vakuutetun
siirtyma¨t pˆ pystyta¨a¨n ma¨a¨ritta¨ma¨a¨n. Kertauksena siirtyma¨t pˆ olivat muotoa kaikilla
i, j ∈ S ja m, r ∈ {0, 1}
pˆ(i,r),(j,m)(t) = p(i,r),(j,m)
∑
x
etxf(j,m)(x).
Vahingottomien aloitusvuosien siirtyma¨t ovat kun i ∈ {1, . . . , I − 1}
pˆ(i,0),(i+1,0)(t) = pe
−t(bi+1+v)
pˆ(i,0),(i+1,1)(t) = (1− p)e−t(bi+1+v)MU (t).
Parhaimmassa bonusluokassa vahingottomien aloitusvuosien siirtyma¨t ovat
pˆ(I,0),(I,0)(t) = pe
−t(bI+v)
pˆ(I,0),(I,1)(t) = (1− p)e−t(bI+v)MU (t).
Vahingollisten aloitusvuosien siirtyma¨t ovat kaikilla i ∈ S
pˆ(i,1),(1,0)(t) = pe
−t(b1+v)
pˆ(i,1),(1,1)(t) = (1− p)e−t(b1+v)MU (t).
Muut siirtyma¨t vahingottomien ja vahingollisten aloitusvuosien ja¨lkeen eiva¨t ole
mahdollisia ja ovat na¨in ollen nollia. Matriisin Pˆ muodostamisessa on otettava huo-
mioon siirtymisen kaksiulotteisuus. Ta¨ma¨ voidaan ratkaista asettamalla matriisin
solut siten, etta¨ ensin ka¨yda¨a¨n la¨pi kaikki vahinkomahdollisuudet bonusluokassa yk-
si ja ta¨ma¨n ja¨lkeen bonusluokassa kaksi ja niin edelleen. Kyseista¨ asettelua ka¨yteta¨a¨n
jatkossa, mutta samaan tulokseen voidaan pa¨a¨sta¨ myo¨s toisin.
7.2.1 Kaksi bonusluokkaa
Tarkastellaan tilannetta jossa vakuutusyhtio¨lla¨ on ka¨yto¨ssa¨a¨n kaksitilainen bo-
nusja¨rjestelma¨. Toisin sanottuna I = 2. Merkita¨a¨n muutamaa muuttujaa lyhyemmin
luettavuuden parantamiseksi. Olkoon M = MU (t) ja di = e
−t(bi+v). Ta¨llo¨in kaavan
(3.41) mukaisen kiintea¨n vakuutetun matriisi Pˆ on muotoa

(1, 0) (1, 1) (2, 0) (2, 1)
(1, 0) 0 0 pd2 (1− p)d2M
(1, 1) pd1 (1− p)d1M 0 0
(2, 0) 0 0 pd2 (1− p)d2M
(2, 1) pd1 (1− p)d1M 0 0
. (7.8)
Kaavan (7.8) matriisin karakteristinen polynomi on
det(Pˆ − λ1) = λ4 − λ3(pd2 + (1− p)d1M). (7.9)
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Merkita¨a¨n kaksitilaisen bonusja¨rjestelma¨n Perron-Frobeniuksen ominaisarvoa ψ.
Kaavan (7.9) karakteristisen polynomin suurin reaalinen nollakohta ja samalla
Perron-Frobeniuksen ominaisarvo on
ψ(s)(t) = pd2 + (1− p)d1M
= pe−t(b2+v) + (1− p)e−t(b1+v)MU (t). (7.10)
Merkita¨a¨n kaksitilaisen bonusja¨rjestelma¨n vakuutusyhtio¨n vararikkofunktiota Ψ.
Edellista¨ kaavaa (7.10) soveltamalla kaavan (5.7) kiintea¨n vakuutetun vararikko-
funktio Ψ(s) saadaan muotoon
Ψ(s)(t) = log
(
ψ(s)(t)
)
= log
(
pe−t(b2+v) + (1− p)e−t(b1+v)M (s)U (t)
)
. (7.11)
Kappaleen 6 mukaisen vararikkofunktion Ψ nollakohtien lo¨yta¨miseksi funktion
tuntemattomat arvot on kiinnitetta¨va¨. Ta¨sta¨ seuraa tietenkin, etta¨ ta¨lla¨ hetkella¨
puuttuvien satunnaismuuttujien jakaumat joudutaan ma¨a¨rittelema¨a¨n. Arvojen kiin-
nitta¨minen ei ole ta¨ssa¨ vaiheessa viela¨ tarpeellista ja ta¨ha¨n palataan myo¨hemmin.
7.2.2 Kiintea¨ vakuutusmaksu
Jatketaan vakuutusyhtio¨n asymptoottisen vararikkotodenna¨ko¨isyyden tarkastelua
seuraavaksi yksinkertaisimmasta tilanteesta. Yksinkertaisimmillaan vakuutusyhtio¨
perii jokaiselta vakuutetultaan vuosittain samansuuruisen kiintea¨n summan vakuu-
tusmaksua. Vakuutusyhtio¨ ei siis huomioi vakuutetuille sattuneita vahinkoja va-
kuutusmaksuissaan. Ta¨ma¨ johtaa ajatukseen tilanteesta, jossa vakuutusyhtio¨lla¨ on
ka¨yto¨ssa¨a¨n vain yksi bonusluokka. Luonnollisin vaatimus kiintea¨n vakuutetun va-
kuutusmaksulle on, etta¨ se kattaa odotusarvon mielessa¨ vuosittaisen kokonaisvahin-
koma¨a¨ra¨n. Toisin sanottuna
Pn = E(X) = µX .
Vakuutusyhtio¨n periessa¨ kiintea¨ta¨ vakuutusmaksua kiintea¨lta¨ vakuutetulta vuo-
sittaiset tappiot muuttuvat riippumattomiksi samoin jakautuneiksi satunnaismuut-
tujiksi. Ta¨llo¨in tappio riippuu vain kokonaisvahinkoma¨a¨ra¨n satunnaismuuttujasta
X. Ta¨ma¨n seurauksena yksitta¨isen vakuutetun kumulatiivisen tappion momentit
generoiva funktio on muotoa
E
(
etY
(s)
n
)
= E
(
e
t
(
ξ
(s)
1 +···+ξ(s)n
))
=
n∏
h=1
E
(
etξ
(s)
h
)
=
n∏
h=1
e−t(µX+v)E
(
etX
(s)
)
=
(
e−t(µX+v)E
(
etX
(s)
))n
. (7.12)
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Viimeinen yhta¨suuruus johtuu oletuksesta kaikkien tekijo¨iden riippumattomuudesta
ajanhetken n suhteen.
Merkita¨a¨n yksitilaisen bonusja¨rjestelma¨n vakuutusyhtio¨n vararikkofunktiota Φ.
Kaavaa (7.12) soveltamalla kaavan (5.5) mukaisen kiintea¨n vakuutetun vararikko-
funktio Φ(s) on muotoa
Φ(s)(t) = lim
n→∞ c
(s)
n (t)
= lim
n→∞n
−1 logE
(
etY
(s)
n
)
= lim
n→∞n
−1 log
(
e−t(µX+v)E
(
etX
(s)
))n
= lim
n→∞n
−1n log
(
e−t(µX+v)E
(
etX
(s)
))
= log
(
e−t(µX+v)MX(s)(t)
)
. (7.13)
Edella¨ esitetyn kaavan (7.13) vararikkofunktion tulokseen pa¨a¨sta¨a¨n myo¨s
ka¨ytta¨ma¨lla¨ aiemmin johdettuja Perron-Frobeniuksen ominaisarvon tuloksia. Ol-
koon bonusjoukon koko yksi. Toisin sanottuna I = 1. Kaavan (3.40) mukaiset siir-
tyma¨t pˆ ovat
pˆ(1,k∗),(1,0)(t) = pe
−t(µX+v)
pˆ(1,k∗),(1,1)(t) = (1− p)e−t(µX+v)MU (t),
jossa k∗ ∈ {0, 1}. Merkita¨a¨n lyhyemmin, etta¨ M = MU (t) ja d = e−t(µX+v). Kaavan
(3.41) mukaisen kiintea¨n vakuutetun matriisi Pˆ on muotoa
[ (1, 0) (1, 1)
(1, 0) pd (1− p)dM
(1, 1) pd (1− p)dM
]
. (7.14)
Edella¨ olevan matriisin (7.14) karakteristinen polynomi on
det(Pˆ − λ1) = λ2 − λd((1− p)M + p). (7.15)
Merkita¨a¨n yksitilaisen bonusja¨rjestelma¨n Perron-Frobeniuksen ominaisarvoa φ. Ka-
rakteristisen polynomin (7.15) suurin reaalinen nollakohta ja samalla Perron-
Frobeniuksen ominaisarvo on
φ(s)(t) = d((1− p)M + p)
= ((1− p)MU (t) + p)e−t(µX+v). (7.16)
Edellista¨ Perron-Frobeniuksen ominaisarvoa (7.16) soveltamalla kaavaan (5.7) va-
kuutusyhtio¨n kiintea¨n vakuutetun vararikkofunktio Φ(s) on muotoa
Φ(s)(t) = log
(
φ(s)(t)
)
= log
((
(1− p)M (s)U (t) + p
)
e−t(µX+v)
)
. (7.17)
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Tulos vastaa aikaisemmin esitettya¨ kiintea¨n vakuutetun vararikkofunktiota (7.13)
kun huomioidaan kaavan (7.4) antama tulos, etta¨
MX(t) = (1− p)MU (t) + p.
7.3 Pa¨a¨lause
Kappaleen tarkoituksena on tarkastella aikaisemmin kappaleissa 7.2.1 ja 7.2.2 saa-
tuja kiintea¨n vakuutetun Perron-Frobeniuksen ominaisarvoja ja na¨ista¨ johdettavia
koko vakuutuskantaa koskevia vakuutusyhtio¨n vararikkofunktioita yksi- ja kaksiti-
laisille bonusja¨rjestelmille. Ennen todellista vertailua tutustutaan muutamaan yk-
sinkertaiseen tulokseen.
Vakuutusyhtio¨n kiintea¨n vakuutetun tuottamat yksi- ja kaksitilaisten bo-
nusja¨rjestelmien vararikkofunktiot olivat kaavojen (7.11) ja (7.17) mukaan
Φ(s)(t) = log
(
((1− p)MU (t) + p) e−t(µX+v)
)
Ψ(s)(t) = log
(
pe−t(b2+v) + (1− p)MU (t)e−t(b1+v)
)
.
Vararikkofunktiot saavuttavat saman arvon pisteessa¨ t = 0, silla¨
Φ(0) = 0 = Ψ(0).
Toisaalta vararikkofunktioiden ensimma¨iset derivaatat ovat
Φ′(t) =
((1− p)M ′U (t)− (µX + v)((1− p)MU (t) + p))e−t(µX+v)
((1− p)MU (t) + p)e−t(µX+v)
(7.18)
Ψ′(t) =
(1− p)(M ′U (t)− (b1 + v)MU (t))e−t(b1+v) − p(b2 + v)e−t(b2+v)
pe−t(b2+v) + (1− p)MU (t)e−t(b1+v)
. (7.19)
Pisteessa¨ t = 0 edellisten kaavojen (7.18) ja (7.19) yksi- ja kaksitilaisten bo-
nusja¨rjestelmien vararikkofunktioiden derivaatat saavat arvon
Φ′(0) = −v = Ψ′(0) (7.20)
Kaavasta (7.20) havaitaan, etta¨ vain positiivisella varmuuslisa¨lla¨ v Lundbergin eks-
ponenttilauseen 6.1 mukainen t0 on olemassa. Oletetaan jatkossa, etta¨ vakuutusyh-
tio¨n perima¨ varmuuslisa¨ v on positiivinen. Toisin sanottuna vakiolle v pa¨tee v > 0.
Jos varmuuslisa¨n sallitaan olevan nolla niin vararikkofunktion ainoa nollakohta, ja
samalla Lundbergin eksponentti R, olisi nolla. Ta¨ma¨ tarkoittaisi siis varmaa vara-
rikkoa pitka¨lla¨ aikava¨lilla¨.
Tutustutaan seuraavaksi muutamaan hyo¨dylliseen eksponenttifunktion ominai-
suuteen, joita tarvitaan myo¨hemma¨ssa¨ vaiheessa.
7.1 Lause. Oletetaan tunnetuiksi vakiot a > 0 ja p ∈ (0, 1). Ta¨llo¨in kaikilla t ∈ R
pa¨tee konkaavin eksponenttifunktion epa¨yhta¨lo¨
− eapt ≥ −peat − (1− p).
50 VII Bonusja¨rjestelmien vertailu
Todistus. Lauseen epa¨yhta¨lo¨ on suora seuraus konkaavin funktion ominaisuudelle,
jossa tarkastelu pisteet ovat t ∈ R ja y = 0. Tarkastellaan funktiota f joka ma¨a¨ra¨ytyy
ehdosta
f(t) = −eapt + peat + (1− p).
Funktion f ensimma¨inen derivaatta on muotoa
f ′(t) = −apeapt + apeat = apeapt(ea(1−p)t − 1).
Derivaatan nollakohta on t = 0. Selva¨sti ehdoista a > 0 ja p ∈ (0, 1) seuraa, etta¨
funktion f derivaatta on negatiivinen kun t < 0 ja vastaavasti positiivinen kun t > 0.
Toisin sanottuna 
f ′(t) < 0, kun t < 0
f ′(t) > 0, kun t > 0
f ′(t) = 0, kun t = 0.
(7.21)
Edellisesta¨ yhta¨lo¨ryhma¨sta¨ (7.21) selvia¨a¨, etta¨ funktion f minimi saavutetaan koh-
dassa t = 0. Minimi arvo on
f(0) = −e0 + pe0 + (1− p) = 0.
Na¨hda¨a¨n siis, etta¨ funktion f minimiarvo on 0, eli kaikilla t pa¨tee etta¨ f(t) ≥ 0,
joten
−eapt + peat + (1− p) ≥ 0.
Ta¨ten va¨ite
− eapt ≥ −peat − (1− p) (7.22)
pa¨tee.
Lauseen 7.1 epa¨yhta¨lo¨tulos ei ole jatkon kannalta tarpeeksi vahva, joten paran-
netaan sita¨ hieman. Olkoon t > 0. Ta¨llo¨in lauseen 7.1 nojalla kaikilla positiivisilla
t ∈ R pa¨tee
− eapt > −peat − (1− p) (7.23)
− e−apt > −pe−at − (1− p). (7.24)
Palautetaan muistiin muutamia aikaisemmin johdettuja tuloksia. Esimerkin 3.4
perusteella kiintea¨n vakuutetun kaksitilaisen bonusja¨rjestelma¨n tasapainotilat ovat
(pi
(s)
1 , pi
(s)
2 ) = ((1− p(s)), p(s)).
Vakuutusyhtio¨ haluaa peria¨ pitka¨lla¨ aikava¨lilla¨ kiintea¨n vakuutetun kokonaisvahin-
koma¨a¨ra¨n X odotusarvon verran vakuutusmaksua. Yhdista¨ma¨lla¨ ta¨ma¨n tiedon kaa-
van (3.2) pitka¨n aikava¨lin vakuutusmaksujen kertymisen kanssa saadaan kiintea¨lle
vakuutetulle ehto
µX = (1− p)b1 + pb2, (7.25)
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jossa b1 > µX > b2 ≥ 0. Kaavan (7.25) termeja¨ puolittain vaihtamalla saadaan
seuraukset
b1 − µX = p(b1 − b2) ja µX − b2 = (1− p)(b1 − b2). (7.26)
Kaavaparin (7.26) ja¨lkimma¨isesta¨ kaavasta havaitaan, etta¨
µX
1− p ≥ b1 − b2. (7.27)
Ta¨ma¨ on aikaisemman kaavan (7.5) nojalla myo¨s satunnaismuuttujan U odotusarvon
yksi alaraja. Toisin sanottuna
µU ≥ b1 − b2. (7.28)
Olkoon kaksitilaisessa bonusja¨rjestelma¨ssa¨ peritta¨va¨t kiintea¨n vakuutetun mo-
lempien bonusluokkien vakuutusmaksut samansuuruiset. Toisin sanottuna b1 = b2.
Kaavan (7.25) mukaiselle ehdolle vakuutusmaksujen kertymisesta¨ pa¨tee
µX = (1− p)b1 + pb1 = b1. (7.29)
Havaitaan, etta¨ vakuutusmaksuja on kera¨tta¨va¨ molemmissa bonusluokissa kiin-
tea¨n vakuutetun kokonaisvahinkoma¨a¨ra¨n odotusarvon verran. Edellisen kaavan
(7.29) tulosta ka¨ytta¨ma¨lla¨ kaavan (7.10) kaksitilaisen bonusja¨rjestelma¨n Perron-
Frobeniuksen ominaisarvo ψ saadaan muotoon
ψ(t) = pe−t(b2+v) + (1− p)e−t(b1+v)MU (t)
= pe−t(µX+v) + (1− p)e−t(µX+v)MU (t)
= ((1− p)MU (t) + p)e−t(µX+v)
= φ(t).
Kaksitilaisen bonusja¨rjestelma¨n Perron-Frobeniuksen ominaisarvo ψ supistuu vas-
taamaan kaavan (7.16) kiintea¨n vakuutusmaksun ominaisarvo φ jos kaksitilaises-
sa bonusja¨rjestelma¨ssa¨ valitaan vakuutusmaksu olemaan samansuuruiset. Edella¨
kaavassa (7.25) vakuutusmaksujen ehdosta b1 ≥ µX ≥ b2 oli luovuttu juuri bo-
nusja¨rjestelmien supistumisen takia. Oletetaan jatkossa, etta¨ vakuutusmaksuille
pa¨tee
b1 > µX > b2 ≥ 0.
7.3.1 Pa¨a¨lauseen todistus
Siirryta¨a¨n todistamaan opinna¨ytetyo¨n pa¨a¨tulosta. Lauseessa osoitetaan, etta¨ jos
vakuutusyhtio¨ tuntee kaikkien vakuutettujensa kokonaisvahinkoma¨a¨rien jakaumat,
niin vakuutusyhtio¨n on parempi ka¨ytta¨a¨ asymptoottista vararikkoa tarkasteltaessa
kaksitilaista bonusja¨rjestelma¨a¨ yksitilaisen ja¨rjestelma¨n sijaan. Todistus on suoravii-
vainen, eika¨ vaadi mutkikkaita temppuja edeta¨kseen. Todistuksen ideana on na¨ytta¨a¨,
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etta¨ koko vakuutuskantaa koskevien yksi- ja kaksitilaisten bonusja¨rjestelmien vara-
rikkofunktioiden erotukselle pa¨tee kaikilla t > 0
Φ(t)−Ψ(t) > 0.
Ta¨ma¨ tarkoittaa, etta¨ kaksitilaisen bonusja¨rjestelma¨n vararikkofunktio on yksitilai-
sen bonusja¨rjestelma¨n alapuolella kaikilla positiivisilla arvoilla t. Ta¨ma¨n seuraukse-
na kaksitilaisen bonusja¨rjestelma¨n Lundbergin eksponentti on aina suurempi kuin
yksitilaisen bonusja¨rjestelma¨n eksponentti. Tilannetta mallintaa seuraava kuvaaja.
t
Φ(t)
Ψ(t)
R1
R2
Kuva 7.3: Vararikkofunktioiden erotuksen leikkaamattomuus
7.2 Lemma. Olkoon vakuutusyhtio¨lla¨ mahdollisuus ka¨ytta¨a¨ vakuutuksiensa hin-
noitteluun joko yksi- tai kaksitilaista bonusja¨rjestelma¨a¨ ja olkoon kiintea¨n vakuute-
tun Perron-Frobeniuksen ominaisarvot kaavojen (7.10) ja (7.16) mukaiset. Oletetaan,
etta¨ vahinkojen lukuma¨a¨ra¨n satunnaismuuttujalle K(s) pa¨tee
P(K(s) = 0) = p(s) ∈ (0, 1).
Olkoon kiintea¨n vakuutetun kokonaisvahinkoma¨a¨ra¨ X(s) mielivaltainen positiivi-
nen diskreetti satunnaismuuttuja, jonka jakauman vakuutusyhtio¨ tuntee. Olete-
taan lisa¨ksi, etta¨ vakuutusyhtio¨n kiintea¨lta¨ vakuutetulta perima¨t kaksitilaisen bo-
nusja¨rjestelma¨n vakuutusmaksut ta¨ytta¨va¨t kaavojen (7.25)-(7.27) oletukset. Olete-
taan vakuutusyhtio¨ perii kiintea¨lta¨ vakuutetulta molemmissa bonusja¨rjestelmissa¨
samansuuruisen mielivaltaisen positiivisen vakiovarmuuslisa¨n v(s). Ta¨llo¨in kiintea¨n
vakuutetun Perron-Frobeniuksen ominaisarvoille pa¨tee kaikilla t > 0
φ(s)(t) > ψ(s)(t).
Todistus. Seuraavat parametrit ja satunnaismuuttujat koskevat kiintea¨a¨ va-
kuutettua, mutta luettavuuden parantamiseksi vakuutetun tunnus s ja¨teta¨a¨n
pa¨a¨sa¨a¨nto¨isesti merkitsema¨tta¨. Olkoon funktio f muotoa
f(t) = φ(s)(t)− ψ(s)(t). (7.30)
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Kaavojen (7.10) ja (7.16) nojalla kiintea¨n vakuutetun Perron-Frobeniuksen ominai-
sarvot tunnetaan, jolloin kaavan (7.30) funktio f saadaan muotoon
f(t) = e−t(µX+v)((1− p)MU (t) + p)− pe−t(b2+v) − (1− p)e−t(b1+v)MU (t). (7.31)
Kaavan (7.31) jokaisen termin tekija¨na¨ on positiivinen termi e−tv, joten ta¨ma¨ voi-
daan ottaa yhteiseksi tekija¨ksi. Termi ei vaikuta edellisen erotuksen tarkasteluun,
joten termi voidaan unohtaa ja tarkastelussa voidaan keskittya¨ ja¨ljelle ja¨a¨neeseen
erotukseen
e−tµX ((1− p)MU (t) + p)− pe−tb2 − (1− p)e−tb1MU (t). (7.32)
Edellisen kaavan (7.32) termeja¨ ja¨rjesta¨ma¨lla¨ ta¨ma¨ saadaan muotoon
(1− p)MU (t)
(
e−tµX − e−tb1
)
+ p
(
e−tµX − e−tb2
)
= e−tµX
[
(1− p)MU (t)
(
1− e−t(b1−µX)
)
+ p
(
1− e−t(b2−µX)
)]
. (7.33)
Kaavan (7.33) yhteisena¨ tekija¨na¨ on positiivinen termi e−tµX , joka ei vaikuta ero-
tuksen tarkasteluun. Kyseinen termi voidaan ja¨tta¨a¨ tarkastelusta pois ja keskittya¨
ja¨ljelle ja¨a¨neen termin
(1− p)MU (t)
(
1− e−t(b1−µX)
)
+ p
(
1− e−t(b2−µX)
)
(7.34)
tarkasteluun. Kaavan (7.26) tuloksia
b1 − µX = p(b1 − b2) ja b2 − µX = −(1− p)(b1 − b2)
ka¨ytta¨ma¨lla¨ edellisen kaavan (7.34) yhta¨lo¨ supistuu muotoon
(1− p)MU (t)
(
1− e−tp(b1−b2)
)
+ p
(
1− et(1−p)(b1−b2)
)
. (7.35)
Tarkastelualue on oletuksen nojalla t > 0, joten ylla¨ olevaan kaavaan (7.35) voidaan
soveltaa kappaleen alussa esiteltyja¨ kaavoja (7.23) ja (7.24). Oletuksen nojalla vakio
p ∈ (0, 1) ja b1 − b2 > 0. Ta¨llo¨in kaavasta (7.23) seuraa, etta¨
−et(1−p)(b1−b2) > −(1− p)et(b1−b2) − p (7.36)
ja vastaavasti kaavasta (7.24) saadaan
−e−tp(b1−b2) > −pe−t(b1−b2) − (1− p). (7.37)
Soveltamalla edellisten kaavojen (7.36) ja (7.37) tuloksia kaavaan (7.35) saadaan,
etta¨
(1− p)MU (t)
(
1− e−tp(b1−b2)
)
+ p
(
1− et(1−p)(b1−b2)
)
> (1− p)MU (t)
(
1− pe−t(b1−b2) − (1− p)
)
+ p
(
1− (1− p)et(b1−b2) − p
)
= (1− p)pMU (t)
(
1− e−t(b1−b2)
)
+ p(1− p)
(
1− et(b1−b2)
)
= (1− p)p
(
MU (t)
(
1− e−t(b1−b2)
)
+ 1− et(b1−b2)
)
. (7.38)
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Kaavan (7.38) yhteisena¨ tekija¨na¨ on positiivinen termi (1 − p)p, joka ei vaikuta
yhta¨lo¨n tarkasteluun. Termi voidaan ja¨tta¨a¨ tarkastelusta pois ja tarkastelussa voi-
daan keskittya¨ ja¨ljelle ja¨a¨neeseen yhta¨lo¨o¨n
MU (t)
(
1− e−t(b1−b2)
)
+ 1− et(b1−b2). (7.39)
Soveltamalla kaavojen (1.2) ja (7.28) antamia tuloksia satunnaismuuttujan U mo-
mentit generoivalle funktiolle pa¨tee epa¨yhta¨lo¨
MU (t) ≥ etµU = et
µX
1−p ≥ et(b1−b2). (7.40)
Kaavan (7.40) tulosta ka¨ytta¨ma¨lla¨ yhta¨lo¨o¨n (7.39) saadaan, etta¨ yhta¨lo¨lle (7.39)
pa¨tee
MU (t)
(
1− e−t(b1−b2)
)
+ 1− et(b1−b2)
≥ et(b1−b2)(1− e−t(b1−b2)) + 1− et(b1−b2)
= et(b1−b2) − 1 + 1− et(b1−b2) = 0.
Na¨in ollen on na¨ytetty, etta¨ kaikilla positiivisilla t pa¨tee
φ(t)− ψ(t) > 0.
Ta¨ten va¨ite φ(s)(t) > ψ(s)(t) pa¨tee kaikilla t > 0.
Edellisen lemma vertailussa ei kiinniteta¨ kiintea¨n vakuutetun kokonaisvahin-
koma¨a¨ra¨n X jakaumaa, vakuutusyhtio¨n vakuutetulta perimia¨ vakuutusmaksuja eika¨
varmuuslisa¨a¨. Lisa¨ksi lemmassa ka¨ytetta¨va¨t epa¨yhta¨lo¨t ovat varsin rajuja tarkkuutta
tarkasteltaessa. Tulos seuraa pa¨a¨sa¨a¨nto¨isesti oletuksesta, etta¨ yhtio¨ tuntee kiintea¨n
vakuutetun kokonaisvahinkoma¨a¨ra¨n jakauman.
Edellisessa¨ lemmassa ka¨sitella¨a¨n kiintea¨a¨ vakuutettua. Seuraavassa lauseessa tul-
laan laajentamaan ka¨sittely koko vakuutuskantaa koskevaksi.
7.3 Lause. Olkoon vakuutusyhtio¨lla¨ mahdollisuus ka¨ytta¨a¨ lemman 7.2 tapaan va-
kuutuksiensa hinnoitteluun joko yksi- tai kaksitilaista bonusja¨rjestelma¨a¨ ja olkoon
vakuutusyhtio¨o¨n kohdistuvat vararikkofunktiot molemmissa bonusja¨rjestelmissa¨
kaavan (5.11) mukaisia. Oletetaan, etta¨ vakuutusyhtio¨lla¨ on vakuutuskannassaan
N riippumatonta vakuutettua, joiden kaikkien vahinkojen lukuma¨a¨ra¨n satunnais-
muuttujille K(s) pa¨tee
P(K(s) = 0) = p(s) ∈ (0, 1),
kaikilla s ∈ {1, . . . , N}. Olkoon vakuutettujen kokonaisvahinkoma¨a¨ra¨t X(s) mie-
livaltaisia positiivisia diskreeteja¨ satunnaismuuttujia kaikilla s ∈ {1, . . . , N}, joi-
den jakaumat vakuutusyhtio¨ tuntee. Oletetaan lisa¨ksi, etta¨ vakuutusyhtio¨n perima¨t
kiinteiden vakuutettujen kaksitilaisen bonusja¨rjestelma¨n vakuutusmaksut ta¨ytta¨va¨t
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kaavojen (7.25)-(7.27) oletukset, mutta voivat vaihdella vakuutetusta toiseen va-
kuutetun riskillisyydesta¨ riippuen. Oletetaan vakuutusyhtio¨ perii kiintea¨lta¨ vakuu-
tetulta molemmissa bonusja¨rjestelmissa¨ samansuuruisen mielivaltaisen positiivisen
vakiovarmuuslisa¨n v(s) kaikilla s ∈ {1, . . . , N}. Ta¨llo¨in lauseen 6.1 mukaisille bo-
nusja¨rjestelmien Lundbergin eksponenteille pa¨tee kaikilla t > 0
R1 < R2.
Todistus. Koko vakuutuskannan vararikkofunktiot yksi- ja kaksitilaisessa bo-
nusja¨rjestelma¨ssa¨ ovat kaavan (5.11) mukaisesti muotoa
c(t) =
N∑
s=1
log θ(s)(t).
Ta¨llo¨in koko vakuutuskannan yksi- ja kaksitilaisen bonusja¨rjestelma¨n vararikkofunk-
tioiden derivaattojen arvot pisteessa¨ nolla ovat kaavaa (7.20) hyo¨dynta¨ma¨lla¨
c′(0) =
N∑
s=1
d
dt
c(s)(0) = −v = −
N∑
s=1
v(s).
Havaitaan, etta¨ oletuksesta v(s) > 0 kaikilla s ∈ {1, . . . , N} ja vararikkofunktion
jatkuvuudesta seuraa, etta¨ lauseen 6.1 positiivinen t0 on olemassa molempien bo-
nusja¨rjestelmien tapauksessa. Na¨in ollen Lundbergin eksponenttien Ri on oltava
positiivisia reaalilukuja kaikilla i ∈ {1, 2}.
Tarkastellaan koko vakuutuskannan yksi- ja kaksitilaisten bonusja¨rjestelmien va-
rarikkofunktioiden Φ ja Ψ erotusta. Erotukselle pa¨tee
Φ(t)−Ψ(t) =
N∑
s=1
log φ(s)(t)−
N∑
s=1
logψ(s)(t)
=
N∑
s=1
(
log φ(s)(t)− logψ(s)(t)
)
=
N∑
s=1
(
log
(
φ(s)(t)
ψ(s)(t)
))
. (7.41)
Jotta koko vakuutuskannan vararikkofunktioiden erotukselle saadaan arvio, niin
riitta¨a¨ tarkastella erotusta φ(s)(t) − ψ(s)(t) kaikilla s ∈ {1, . . . , N}. Lemman 7.2
nojalla kaikille vakuutuskannassa oleville vakuutetuille s pa¨tee
φ(s)(t) > ψ(s)(t).
Edellista¨ lemman 7.2 tulosta ka¨ytta¨ma¨lla¨ kaavaan (7.41) saadaan, etta¨ koko vakuu-
tuskannan yksi- ja kaksitilaisten bonusja¨rjestelmien vararikkofunktioiden erotukselle
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pa¨tee
Φ(t)−Ψ(t) =
N∑
s=1
(
log
(
φ(s)(t)
ψ(s)(t)
))
>
N∑
s=1
(
log
(
φ(s)(t)
φ(s)(t)
))
=
N∑
s=1
(log 1)
= 0.
Ta¨ten koko vakuutuskannan yksi- ja kaksitilaisten bonusja¨rjestelmien vararikkofunk-
tioille pa¨tee Φ(t) > Ψ(t) kaikilla t > 0. Ta¨ma¨n seurauksena yksi- ja kaksitilaisten
bonusja¨rjestelmien Lundbergin eksponenteille pa¨tee va¨ltta¨ma¨tta¨
R1 < R2.
Aikaisemman lemman 7.2 tapaan vertailussa ei kiinniteta¨ eri vakuutettujen koko-
naisvahinkoma¨a¨rienX jakaumia, vakuutusyhtio¨n perimia¨ vakuutusmaksuja eika¨ var-
muuslisia¨. Havaitaan myo¨s ettei koko vakuutuskantaa tarkasteltaessa tarvitse olettaa
vakuutettujen samankaltaisuutta jos yhtio¨ tuntee kaikkien vakuutettujen kokonais-
vahinkoma¨a¨rien jakaumat. Vakuutusyhtio¨lla¨ voi na¨in ollen olla N erilaista vakuu-
tettua vakuutuskannassaan, joille kaikille pystyta¨a¨n ma¨a¨ritta¨ma¨a¨n erilaiset kahden
bonusluokan bonusja¨rjestelma¨n vakuutusmaksut vakuutettuun liittyva¨n riskillisyy-
den mukaisesti.
7.4 Mallin todenmukaisuus
Edellisessa¨ kappaleessa saadun lauseen 7.3 tulos voidaan kyseenalaistaa. Lauseessa
oletetaan vakuutusyhtio¨n tuntevan kaikkien vakuutettujen kokonaisvahinkoma¨a¨rien
jakaumat. Ta¨ma¨ oletus on puutteellinen reaalimaailman sovelluksia ajateltaessa
ja siita¨ joudutaan ta¨llo¨in luopumaan. Todenmukaisempi tilanne on kokonaisvahin-
koma¨a¨ra¨n jakauman estimointi.
Oletetaan, etta¨ vakuutusyhtio¨lla¨ on kera¨ttyna¨ tarpeeksi laaja aineisto vakuutus-
kannan kokonaisvahinkoma¨a¨ra¨sta¨, jotta estimointi on mahdollista. Estimointi pys-
tyta¨a¨n suorittamaan monella eri tapaa ja parhaimmassa tapauksessa estimaattoreis-
ta saadaan harhattomia. Olkoon vakuutusyhtio¨n estimoimat yksitta¨isen vakuutetun
kokonaisvahinkoma¨a¨ra¨n odotusarvo µX¯ ja vahingottoman vuoden todenna¨ko¨isyys
p¯ = P(K¯ = 0). Luonnollisesti vakuutusyhtio¨ soveltaa edella¨ saatuja estimaatteja
ka¨ytetta¨va¨a¨n bonusja¨rjestelma¨a¨n.
Olkoon vakuutusyhtio¨lla¨ riippumaton heterogeeninen vakuutuskanta. Toisin sa-
nottuna vakuutuskannassa on erilaisia vakuutettuja eri kokonaisvahinkoma¨a¨ra¨n
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jakaumilla. Lauseen 7.3 ajatuksena on tarkastella yksi- ja kaksitilaisen bo-
nusja¨rjestelma¨n vararikkofunktioiden erotusta. Ta¨ma¨ ei va¨ltta¨ma¨tta¨ ole ena¨a¨
ja¨rkeva¨a¨ silla¨ heterogeenisessa¨ vakuutuskannassa vakuutettujen jakaumille voi pa¨tea¨
p(s) < p¯ tai p(s) > p¯
ja
µX(s) < µX¯ tai µX(s) > µX¯ .
Ta¨llo¨in lemmaa 7.2 voidaan soveltaa tiettyihin vakuutettuihin, mutta ei kaikkiin
epa¨yhta¨lo¨iden pa¨tema¨tto¨myyden takia. Ta¨ma¨ seurauksena on keksitta¨va¨ toinen
la¨hestymistapa kyseiseen ongelmaan vararikkofunktioiden erotuksen sijaan. Ongel-
ma vaikuttaa monimutkaiselta eika¨ sita¨ tulla ka¨sittelema¨a¨n ta¨ma¨n opinna¨ytetyo¨n
aikana. Tausta-ajatuksena voisi kuitenkin olla, etta¨ tarpeeksi suurella vakuutuskan-
nalla niin sanottujen hyvien vakuutettujen hyo¨ty peittoaa huonojen, jolloin kaksiti-
lainen bonusja¨rjestelma¨ olisi mahdollisesti ja¨rkeva¨mpi vaihtoehto vakuutusyhtio¨lle.
Olkoon vakuutusyhtio¨n vakuutuskanta homogeeninen. Toisin sanottuna kaikki
vakuutetut ovat riippumattomia samoin jakautuneita satunnaismuuttujia. Jos va-
kuutusyhtio¨lla¨ on kera¨ttyna¨ tarpeeksi laaja vakuutushistoria niin vakuutuskannan
estimaatit µX¯ ja p¯ tarkentuvat oikeiksi arvoiksi. Toisin sanottuna
p(s) = p¯ ja µX(s) = µX¯ .
Ta¨llo¨in vakuutusyhtio¨lla¨ on tiedossaan kaikkien vakuutettujen jakaumat, joka on yk-
si erikoistapaus lemmasta 7.2. Ta¨ma¨n seurauksena lemma 7.2 ja lause 7.3 saadaan
vietya¨ la¨pi vastaavilla tuloksilla ongelmitta ja pystyta¨a¨n na¨ytta¨ma¨a¨n, etta¨ kaksiti-
lainen bonusja¨rjestelma¨ on vakuutusyhtio¨lle kannattavampi asymptoottista vararik-
kotodenna¨ko¨isyytta¨ tarkasteltaessa kuin yksitilainen.
7.5 Varmuuslisa¨n vartailua
Opinna¨ytetyo¨ssa¨ esitetyn lauseen 7.3 nojalla kaksitilainen bonusja¨rjestelma¨ on va-
kuutusyhtio¨lle parempi vaihtoehto kuin kiintea¨n vakuutusmaksun malli tarkastel-
taessa asymptoottista vararikkotodenna¨ko¨isyytta¨ jos vakuutusyhtio¨ tuntee vakuu-
tuskannan vakuutettujen kokonaisvahinkoma¨a¨rien jakaumat. Lauseen johdosta pelk-
kien Lundbergin eksponenttien esitta¨minen ei ole kovin mieleka¨sta¨.
Vertaillaan seuraavaksi muutamalla esimerkilla¨ kuinka paljon kaksitilaisen bo-
nusja¨rjestelma¨n varmuuslisa¨ voi olla pienempi kuin kiintea¨lla¨ vakuutusmaksulla
kuitenkaan asymptoottisesta vararikkotodenna¨ko¨isyydesta¨ tinkima¨tta¨. Esimerkeissa¨
tullaan kiinnitta¨ma¨a¨n kaikki muuttujat, jotta numereellinen tarkastelu on mahdollis-
ta. Bonusja¨rjestelmien varmuuslisien erotus on puhdasta voittoa vakuutusyhtio¨lle,
joka voi ta¨ma¨n ka¨ytta¨a¨ esimerkiksi vakuutusmaksujen hintojen tiputtamiseen tai
muihin sijoituksiin.
Olkoon R1 tunnettu yksitilaisen bonusja¨rjestelma¨n Lundbergin eksponentti.
Kaksitilaisen bonusja¨rjestelma¨n hyo¨tya¨ voidaan tutkia ja¨rjestelma¨n varmuuslisia¨
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tarkastelemalla. Olkoon na¨ma¨ ς(s) ∈ R. Ilmeisesti kaksitilaisen bonusja¨rjestelma¨n
Lundbergin eksponentti R2 > R1, jos kaikilla vakuutetuilla s bonusja¨rjestelma¨n po-
sitiivinen varmuuslisa¨ ς(s) toteuttaa ehdon
f
(
ς(s)
)
= log
(
pe−R1b2 + (1− p)e−R1b1M (s)U (t)
)
−R1ς(s) < 0. (7.42)
Kyseessa¨ on kaksitilaisen bonusja¨rjestelma¨n vararikkofunktio arvolla R1 ja muuttu-
jalla ς(s). Funktio f on suora negatiivisella kulmakertoimella −R1.
Oletetaan, etta¨ vakuutusyhtio¨n vakuutuskannassa on N kappaletta riippuma-
tonta samoin jakautunutta vakuutettua. Oletetaan t ∈ D . Ta¨llo¨in kaavan (5.11) ko-
ko vakuutuskantaa koskevat vakuutusyhtio¨n yksi- ja kaksitilaiset vararikkofunktiot
saadaan muotoon
c(t) =
N∑
s=1
log θ(s)(t) = N log θ(t).
Oletus helpottaa huomattavasti numereelisten arvojen laskemista, koska vakuutus-
kannan koolla ei ole merkitysta¨ vararikkofunktion nollakohtaa tarkasteltaessa.
Oletetaan vahinkojen lukuma¨a¨ra¨ Poisson-jakautuneeksi satunnaismuuttujaksi
parametrilla 1. Oletetaan ettei vakuutusyhtio¨ peri vakuutusmaksua kaksitilaisen bo-
nusja¨rjestelma¨n paremmassa vakuutusluokassa 2. Alimmassa bonusluokassa 1 pe-
ritta¨va¨ vakuutusmaksu on ta¨ma¨n seurauksena
b1 = µX/(1− e−ν) = µX/(1− e−1) = µXe/(e− 1). (7.43)
Kaavojen (7.11) ja (7.17) mukaiset kiintea¨n vakuutetun vararikkofunktiot ovat va-
hinkojen lukuma¨a¨ra¨n muuttujan ja vakuutusmaksujen suuruuksien kiinnitta¨misien
ja¨lkeen muotoa
Φ(s)(t) = cX(t)− t(µX + v) (7.44)
Ψ(s)(t) = log
(
e−1(1− e−t(µXe/(e− 1))) + e−t(µXe/(e− 1))MX(t)
)
− tv. (7.45)
Olkoon tarkasteltava vahinkojen suuruuden satunnaismuuttuja
Z = 1 melkein varmasti. Na¨in ollen vakuutetun yksitta¨isen vahingon suuruus
on aina 1 vahingon satuttua ja na¨in ollen odotusarvo on 1. Kaavojen (7.44) ja
(7.45) kiintea¨n vakuutetun vararikkofunktiot supistuvat muotoon
Φ(s)(t) = et − 1− t(1 + v) (7.46)
Ψ(s)(t) = log
(
1− e−te/(e− 1)
e
+ ee
t−1−te/(e− 1)
)
− tv. (7.47)
Olkoon vakuutusyhtio¨n perima¨ varmuuslisa¨ v = 0, 5. Edellista¨ kaavaa (7.46)
hyo¨dynta¨ma¨lla¨ kiintea¨n vakuutusmaksun vararikkofunktion Φ Lundbergin ekspo-
nentti R1 on likiarvoltaan 0,762689.
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Tarkastellaan kaksitilaisen bonusja¨rjestelma¨n vararikkofunktiota Ψ vertailukoh-
tana kiintea¨a¨n vakuutusmaksuun liittyva¨ Lundbergin eksponentti R1. Kiinniteta¨a¨n
funktion Ψ muuttuja t vararikkofunktion Φ Lundbergin eksponentiksi R1 kaavan
(7.42) mukaisesti. Degeneroituneen vahingon suuruuden jakaumasta ja kaavasta
(7.47) seuraa, etta¨ kaavan (7.42) mukainen funktio kaksitilaisen bonusja¨rjestelma¨n
hyo¨dysta¨ saadaan muotoon
f(ς) = log
(
1− e−eR1/(e− 1)
e
+ ee
R1−1−eR1/(e− 1)
)
−R1ς. (7.48)
Edellisen kaavan (7.48) funktion nollakohta on likiarvo 0,23598. Kaksitilaisen bo-
nusja¨rjestelma¨n Lundbergin eksponentti on va¨hinta¨a¨n yhta¨suuri kiintea¨n vakuutus-
maksun Lundbergin eksponentin kanssa jos kaksitilaisessa mallissa valitaan varmuus-
lisa¨ olemaan va¨hinta¨a¨n likiarvo 0,23598. Na¨in ollen kaksitilaisen bonusja¨rjestelma¨n
varmuuslisa¨ voidaan haluttaessa puolittaa kiintea¨n vakuutusmaksun malliin verrat-
tuna.
Olkoon edelleen kiintea¨n vakuutusmaksumallin varmuuslisa¨ 0,5. Vastaavilla las-
kutoimituksilla pa¨a¨sta¨a¨n vastaaviin tuloksiin positiivisten Poisson- ja Geometrisen-
jakauman tapauksissa. Noudattakoon yksitta¨isen vahingon suuruus positiivista
Poisson-jakaumaa parametrilla 1. Kiintea¨n vakuutusmaksun vararikkofunktion Φ
Lundbergin eksponentti R1 on likiarvoltaan 0,251397 ja vakuutusyhtio¨n Lundber-
gin eksponentti on suurempi kaksitilaisessa bonusja¨rjestelma¨ssa¨, jos varmuuslisa¨ on
va¨hinta¨a¨n 0,274439.
Noudattakoon vastaavasti yksitta¨isen vahingon suuruus positiivista Geometrista-
jakaumaa parametrilla e−1. Kiintea¨n vakuutusmaksun vararikkofunktion Φ Lund-
bergin eksponentti R1 on ta¨llo¨in likiarvoltaan 0,070222 ja vakuutusyhtio¨n Lundber-
gin eksponentti on suurempi kaksitilaisessa bonusja¨rjestelma¨ssa¨, jos varmuuslisa¨ on
va¨hinta¨a¨n 0,319932.
Edella¨ olevista esimerkeista¨ havaitaan, etta¨ vakuutusyhtio¨lla¨ on mahdollisuus
merkitta¨vissa¨kin ma¨a¨rin joko alentaa vakuutetuilta peritta¨va¨a¨ varmuuslisa¨a¨ tai si-
joittaa ylija¨a¨nytta¨ voittoa eteenpa¨in jos yhtio¨ siirtyy ka¨ytta¨ma¨a¨n kaksitilaista bo-
nusja¨rjestelma¨a¨ yksitilaisen sijaan. Varmuuslisa¨n alentaminen yhdistettyna¨ oikean-
laiseen vakuutusmaksujen hinnoitteluun takaisi vakuutetuille houkuttelevamman
vaihtoehdon verrattuna kilpailevaan yhtio¨o¨n, jolla on ka¨yto¨ssa¨a¨n kiintea¨ vakuutus-
maksumalli.
60 VIII Mallin parantaminen
VIII Mallin parantaminen
Loppusanojen aika. Ka¨yda¨a¨n la¨pi ta¨ssa¨ kappaleessa muutamia aiheita, joita
opinna¨ytetyo¨n aikana on noussut esiin ja joihin ei ta¨lla¨ kertaa sen enempa¨a¨ paneu-
duttu. Tarkoituksena on nostaa esiin ajatuksia bonusja¨rjestelmista¨, niihin liittyvista¨
ongelmista, parannusmahdollisuuksista ja tulevien sukupolvien tyo¨n jatkamisesta.
Tyo¨ssa¨ saatavassa pa¨a¨tuloksessa vakuutusyhtio¨ pystyisi ottamaan vakuutuskan-
nassaan N riippumatonta eri tavoin jakautunutta vakuutettua, joille kaikille voidaan
ma¨a¨ra¨ta¨ omat vakuutusmaksut ja varmuuslisa¨t vakuutetun riskillisyydesta¨ riippuen.
Jos ta¨ha¨n halutaan pa¨a¨sta¨, niin yhtio¨n tulisi tuntea jokaisen vakuutetun kokonais-
vahinkoma¨a¨ra¨n jakauma. Ta¨ma¨ ei tietenka¨a¨n ole reaalimaailmassa mahdollista vaan
joudutaan turvautumaan aiemmin mainittuun estimointiin.
Heterogeeninen vakuutuskanta
Kaksitilaisen bonusja¨rjestelma¨n paremmuus pystyttiin osoittamaan jos yhtio¨ tuntee
kaikkien vakuutettujen kokonaisvahinkoma¨a¨rien jakaumat. Erikoistapauksena ta¨sta¨
on homogeeninen vakuutuskanta. Aiemmin raapaistiin syntyva¨a¨ ongelmaa hetero-
geenisen vakuutuskannan suhteen. Ta¨llo¨in vakuutusyhtio¨ pystyy estimoimaan ko-
ko vakuutuskannan kokonaisvahinkoma¨a¨ra¨n kera¨tysta¨ tilastosta eika¨ juurikaan yk-
sitta¨isen vakuutetun. Estimaatit saattavat poiketa paljonkin todellisista vakuutetun
arvoista, joten kaikille vakuutetuille kaksitilainen bonusja¨rjestelma¨ ei va¨ltta¨ma¨tta¨
ole kannattavampi kuin kiintea¨n vakuutusmaksun malli. Ta¨llo¨in korostuu kokonai-
suus eli kuinka koko vakuutuskanta suhtautuu bonusja¨rjestelma¨a¨n. Jatkoaskeleena
ta¨sta¨ opinna¨ytetyo¨sta¨ voisikin olla kaksitilaisen bonusja¨rjestelma¨n vertailu yksitilai-
sen bonusja¨rjestelma¨n kanssa kun vakuutuskanta on heterogeeninen.
Varmuuslisa¨n vertailu
Opinna¨ytetyo¨ssa¨ oletetaan la¨hes koko tyo¨n ajan, etta¨ vakuutusyhtio¨n perima¨ var-
muuslisa¨ v on vakuutusyhtio¨n ma¨a¨ra¨a¨ma¨ vakio. Ilmeisesti opinna¨ytetyo¨ssa¨ saa-
dun tuloksen myo¨ta¨ kaksitilaisessa bonusja¨rjestelma¨ssa¨ voidaan peria¨ pienempa¨a¨
varmuuslisa¨a¨ ilman, etta¨ vararikon asymptoottinen todenna¨ko¨isyys ylitta¨isi kiin-
tea¨n vakuutusmaksun asymptoottista vararikkotodenna¨ko¨isyytta¨ jos vakuutusyh-
tio¨ tuntee vakuutettujen kokonaisma¨a¨rien jakaumat. Ta¨llo¨in vakuutusyhtio¨ pystyy
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perima¨a¨n vakuutetuilta pienempa¨a¨ varmuuslisa¨a¨ kuin kilpailija joka ka¨ytta¨a¨ kiin-
tea¨a¨ vakuutusmaksua ja na¨in ollen oikealla vakuutusmaksun hinnoittelulla kaksiti-
laista bonusja¨rjestelma¨a¨ ka¨ytta¨va¨ yhtio¨ olisi vakuutetun kannalta houkuttelevampi.
Ta¨ma¨ kannustaakin tutkimaan kaksitilaisen bonusja¨rjestelma¨n paremmuutta var-
muuslisa¨tasolla verrattuna kiintea¨n vakuutusmaksun malliin. Esimerkeissa¨ havai-
taan, etta¨ ero saattaa olla tapauskohtaisesti suuri.
Jatkuvat satunnaismuuttujat
Opinna¨ytetyo¨ssa¨ ka¨yta¨va¨t satunnaismuuttujat yksitta¨isen vahingon lukuma¨a¨ra¨sta¨
la¨htien ovat olleet diskreetteja¨ satunnaismuuttujia. Bonusja¨rjestelmia¨ tutkittaessa
syva¨llisemmin voidaan seuraavassa vaiheessa laajentaa tarkastelu ka¨sitta¨ma¨a¨n jat-
kuvat satunnaismuuttujat. Nopealla tulkinnalla suurin osa ta¨ma¨n tyo¨n lauseista ja
ominaisuuksista saadaan vietya¨ la¨pi myo¨s jatkuvien satunnaismuuttujien tapauksis-
sa.
Omavastuut
Perinteisissa¨ vakuutuksissa vakuutusyhtio¨ antaa vakuutetulle tietyn omavastuurajan
jonka vakuutettu joutuu omasta pussistaan korvaamaan vahingon sattuessa. Yhtena¨
ta¨ma¨n tyo¨n laajennuksena voisi olla ajatus tarkastella kuinka omavastuu vaikuttaa
bonusja¨rjestelma¨a¨n kun jokaisessa bonusluokassa voidaan ma¨a¨ra¨ta¨ eria¨va¨ omavas-
tuuosuuksia.
Vakuutuspetokset
Ajatellaan seuraavaksi avointa vakuutusten ma¨a¨ra¨a¨mista¨. Oletuksena on, etta¨ va-
kuutusyhtio¨n ka¨ytta¨ma¨ bonusja¨rjestelma¨ on vakuutettujen tiedossa. Ta¨llo¨in voidaan
ajautua ongelmiin muuttujien riippumattomuus oletuksen kanssa. Esimerkkina¨ toi-
mikoon ja¨lleen opinna¨ytetyo¨ssa¨ ka¨ytetyn esimerkin 2.1 bonusja¨rjestelma¨. Olkoon ti-
lanne, etta¨ vakuutetulle on sattunut ta¨na¨ vuonna vahinko ja tippuminen alimpaan
luokkaan on va¨ista¨ma¨to¨n. Jos vakuutettu oletuksen mukaan tieta¨a¨, etteiva¨t sama-
na vuonna sattuvat muut vahingot aiheuta ena¨a¨ vakuutusmaksun nousua voidaan
kysya¨ mika¨ esta¨a¨ vakuutettua syyllistyma¨sta¨ vahinkojen manipuloimiseen, toisin sa-
nottuna vakuutuspetokseen.
Kappaleessa 3.5 ka¨sitellyn kokonaisvahinkomuuttujan yhteydessa¨ nousi ajatus
konstruoida bonusja¨rjestelma¨n siirtyma¨kuvaus kokonaisvahinkoma¨a¨ra¨nX suhteen ja
romuttaa koko tyo¨ssa¨ ka¨ytetty malli vahinkojen lukuma¨a¨ra¨ K ka¨ytta¨misesta¨. Ta¨ma¨
kuitenkin johtaisi nopeasti tilajoukon S kasvattamisen ei-numeroituvaksi. Kasvat-
taminen voidaan tehda¨ esimerkiksi niin, etta¨ tietylla¨ kokonaisvahinkoma¨a¨ra¨va¨lilla¨
vakuutettu tippuu tiettyyn huonompaan bonusluokkaan ja vahingottoman vuoden
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ja¨lkeen nousee sovitun verran. Toisaalta jos bonusluokan va¨lia¨ supistetaan enti-
sesta¨a¨n pa¨a¨sta¨a¨n lopulta tarkastelemaan jatkuvaa bonusluokassa tippumista. Ta¨llo¨in
on kuitenkin huomioitava, etta¨ vahingottoman vuoden ja¨lkeen on bonusluokan pa-
rannuttava tietyn va¨lin verran.
Bonusja¨rjestelma¨n Tasa-arvo
Opinna¨ytetyo¨ssa¨ esitella¨a¨n perusesimerkkina¨ vakuutusyhtio¨n soveltama bo-
nusja¨rjestelma¨sta¨, jossa vakuutettu siirtyy yhta¨ bonusluokkaa ylemma¨ksi vahingot-
toman vuoden ja¨lkeen, mika¨li mahdollista, ja muuten tippuu huonoimpaan luokkaan.
Kyseista¨ bonusja¨rjestelma¨a¨ voidaan pita¨a¨ vakuutetun kannalta epa¨tasa-arvoisena,
koska pienikin vahinko tiputtaa vakuutetun heti huonoimpaan bonusluokkaan.
Niin kutsuttu epa¨tasa-arvo voidaan ka¨a¨nta¨a¨ pa¨a¨laelleen jos vakuutettu tippuisi
vain yhden bonusluokan alemmaksi jos vuoden aikana sattuu vahinkoja. Ilmeisesti
jos bonusluokkia on kaksi, niin ollaan ja¨lleen perusesimerkin tilanteessa. Ongelmia
voisi kuitenkin ilmaantua jos bonusjoukon koko on iso ja loppupa¨a¨n bonusluokkien
vakuutusmaksut olisivat pienia¨. Radikaalina esimerkkina¨ toimikoon malli jossa vain
huonoimmassa luokassa 1 perita¨a¨n vakuutusmaksu ja lopuissa I − 1:ssa¨ luokassa
vakuutusmaksu olisi nolla. Nopealla arvaukselle kyseisen bonusja¨rjestelma¨n niin sa-
nottu hyo¨ty on laskeva kun bonusjoukon koko kasvaa ja na¨in ollen olisi mahdollista,
etta¨ kiintea¨n vakuutusmaksun periminen olisi ta¨llo¨in kannattavampaa tietyn kyn-
nyksen ja¨lkeen.
Edella¨ esiin tullut bonusja¨rjestelma¨ on jokseenkin haastava. Jo kolmella bonus-
luokalla Perron-Frobeniuksen ominaisarvo on koneellisesti laskettuna puolen sivun
mittainen, joten sen esitta¨minen ta¨ma¨n tyo¨n yhteydessa¨ on turhaa. Tarkastelu on
kuitenkin mahdollista, joten ta¨ma¨nkin na¨ko¨kulman tunteminen olisi hyo¨dyllista¨.
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