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Abstract
The transverse vibrations of an Euler–Bernoulli beam with axial tension P and axial white noise forcing
are given by
mytt +mαyt +EIyxxxx − Pyxx = σ0yxxW˙ (t), 0 < x < .
With hinged endpoints y(0, t) = yxx(0, t) = y(, t) = yxx(, t) = 0 the solution may be written
y(x, t) =
∞∑
n=1
sin
(
nπx
l
)
cn(t),
where the amplitude cn(t) of the nth mode of vibration is given by a two-dimensional linear stochastic
(ordinary) differential equation. The main results give formulas for the almost sure and moment Lyapunov
exponents for the SPDE in terms of the almost sure and moment Lyapunov exponents for each of the SDEs
corresponding to modes which are present in the initial condition. It is shown that the almost sure and
moment Lyapunov exponents for the SPDE depend sensitively on the initial distribution of energy amongst
the infinitely many modes of vibration, and that they cannot be well approximated using only finitely many
modes of vibration.
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1. Introduction and statement of results
Consider a thin beam of length , mass per unit length m, elastic modulus E and moment of
inertia I . The Euler–Bernoulli equation for the transverse vibrations y(x, t) of the beam is
mytt +mαyt +EIyxxxx − Pyxx = 0, 0 < x < , (1)
where P is the axial tension in the beam, and α is the coefficient of viscous damping. In this paper
we consider the effect of white noise perturbations of the tension in the beam. More precisely we
replace the constant tension P by P + σ0W˙ (t), where {W(t): t  0} is a standard scalar Wiener
process, obtaining the stochastic partial differential equation
mytt +mαyt +EIyxxxx − Pyxx = σ0yxxW˙ (t), 0 < x < . (2)
We impose the boundary conditions
y(0, t) = yxx(0, t) = y(, t) = yxx(, t) = 0 (3)
which correspond to simply supported (or hinged) ends of the beam.
The system (2), (3) is studied in Belinskiy and Caithamer [4], and the system with white noise
replaced by real noise is studied in Lindemann [15]. A nonlinear version of the Euler–Bernoulli
beam equation with scalar white noise is studied in Wedig [20], and nonlinear versions with
more general (space dependent) white noise perturbations are considered by Chow and Menaldi
[6] and Brzez´niak, Maslowski and Seidler [5]. The chaotic behavior of a nonlinear beam equation
with (deterministic) periodic additive forcing has been studied by Holmes and Marsden [9] and
Ng and Daolin [16].
Write y(t, ·) = u(t) and yt (t, ·) = v(t). Then (2) becomes{
du = v dt,
dv = −αv dt − EI
m
uxxxx dt + P
m
uxx dt + σ0
m
uxx dW(t).
(4)
Define H= (H 2(0, )∩H 10 (0, ))×L2(0, ) with norm ‖ · ‖H defined by
∥∥(u, v)∥∥2H = EIm ‖uxx‖22 + ‖v‖22.
For any (u, v) ∈ H there is a unique (weak) solution {(u(t), v(t)): t  0} of (4) with initial
condition (u(0), v(0)) = (u, v) and with continuous paths in H, see Section 3.
At any time t the total energy E(t) in the beam (the sum of kinetic energy and potential energy
due to bending and stretching) is given by
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2
∫
0
y2t (t, x) dx +
EI
2
∫
0
y2xx(t, x) dx +
P
2
∫
0
y2x(t, x) dx
= m
2
∥∥v(t)∥∥22 + EI2 ∥∥uxx(t)∥∥22 + P2 ∥∥ux(t)∥∥22,
and this quantity is conserved when there is no dissipation (α = 0) and no noise (σ0 = 0) in
the system. Since, for P  0, the energy E(t) is uniformly equivalent to ‖(u(t), v(t))‖2H on the
space H, it is natural to consider stability of the system in terms of the norm ‖(u(t), v(t))‖H.
(This connection between ‖(u(t), v(t))‖2H and the energy in the physical system is the only place
in the paper where the condition P  0 is used; all the calculations and results are valid regardless
of the sign of P .)
For any (u, v) ∈H with (u, v) = 0, define the almost sure Lyapunov exponent
λ(u, v) = lim sup
t→∞
1
t
log
∥∥(u(t), v(t))∥∥H almost surely
and the moment Lyapunov function
Λ(p,u, v) = lim sup
t→∞
1
t
logE
∥∥(u(t), v(t))∥∥pH, p > 0.
In particular Λ(2, u, v) gives the limiting exponential growth rate for the expected energy in the
system. Notice that λ(u, v) is defined as an almost sure limit and hence is a random variable,
although we see in Theorem 1 that it is almost surely constant. The almost sure stability of
the system is determined by the sign of λ(u, v), and the pth moment stability of the system is
determined by the sign of Λ(p,u, v).
Following Belinskiy and Caithamer [4], we use separation of variables to write
y(x, t) =
∞∑
n=1
sin
(
nπx
l
)
cn(t).
Substituting this expression into the weak solution of (4) gives the equation
c¨n + αc˙n +
(
EIπ4
m4
n4 + Pπ
2
m2
n2
)
cn + π
2σ0
m2
n2cnW˙ (t) = 0 (5)
for the amplitude cn(t) of the nth mode of vibration for n 1, see Section 3 for details. Define
γ =
√
EIπ4
m4
and β = P√
mEI
and σ = σ0√
mEI
, (6)
then (5) becomes
c¨n + αc˙n + n2γ
(
n2γ + β)cn + n2γ σcnW˙ (t). (7)
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d
[
xn
yn
]
=
[
0 n2γ
−n2γ − β −α
][
xn
yn
]
dt +
[
0 0
−σ 0
][
xn
yn
]
dW(t) (8)
for n  1. Notice that equations (8) for n  1 are uncoupled except for the same noise process
W(t). Moreover,
∥∥(u(t), v(t))∥∥2H = 2
∞∑
n=1
(
EIn4π4
m4
[
cn(t)
]2 + [c˙n(t)]2)
= 
2
∞∑
n=1
∥∥(xn(t), yn(t))∥∥2 (9)
so that the growth or decay of ‖(u(t), v(t))‖H is determined by the growth or decay in each
equation (8).
Let λn and Λn(p) denote the top almost sure Lyapunov exponent and the moment Lyapunov
function for the linear stochastic differential equation (8). Thus
λn = lim
t→∞
1
t
log
∥∥(xn(t), yn(t))∥∥ almost surely
and
Λn(p) = lim
t→∞
1
t
logE
∥∥(xn(t), yn(t))∥∥p
whenever (xn(0), yn(0)) = (0,0). For general results on λn and Λn(p) for finite-dimensional
linear stochastic differential equations see Arnold [1] and Arnold, Oeljeklaus and Pardoux [2].
For Eq. (8) an explicit formula for λn (in terms of hypergeometric functions) can easily be derived
from Imkeller and Lederer [11]. Notice that in the definitions of λn and Λn(p) the limits as
t → ∞ exist, whereas in the definitions of λ(u, v) and Λ(p,u, v) we use lim sup.
For any initial condition (u, v) ∈H, define
an = an(u, v) = 2
∥∥(xn(0), yn(0))∥∥2.
Then
∑∞
n=1 an = ‖(u, v)‖2H < ∞, and an may be regarded as the amount of the initial energy in
the nth mode of vibration. It follows directly from Eq. (9) that
λ(u, v) sup{λn: an > 0} (10)
and
Λ(p,u, v) sup
{
Λn(p): an > 0
} (11)
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an > 0 for infinitely many n is much more interesting. Define, for (u, v) ∈H,
p = p(u, v) = inf
{
p > 0:
∞∑
n=1
a
p
n < ∞
}
, (12)
so that 0  p  1. The value of p gives information about how the initial energy is distrib-
uted between different modes of vibration. If u ∈ Hk+2(0, ) ∩ H 10 (0, ) and v ∈ Hk(0, ), then∑∞
n=1 n2kan < ∞ and hence p  1/(2k + 1). Therefore the smoother the initial condition (u, v)
the smaller the value of p. However the converse fails: for any p ∈ (0,1] and any k > 0 there is
a sequence an with p = p and ∑∞n=1 n2kan = ∞.
The main results in the paper are the following formulas for the almost sure Lyapunov ex-
ponent λ(u, v) and the moment Lyapunov function Λ(p,u, v) in terms of the critical exponent
p = p(u, v).
Theorem 1. If an > 0 for infinitely many n then
λ(u, v) = max
(
sup{λn: an > 0},−α2 +
(p + 1)σ 2
8
)
. (13)
Theorem 2.
Λ(p,u, v) = max
(
sup
{
Λn(p): an > 0
}
,p
(
−α
2
+ (p + 1)σ
2
8
))
(14)
if 0 <p  2p, and
Λ(p,u, v) = sup{Λn(p): an > 0} (15)
if p  2p. Moreover, for p > 2p the lim sup in the definition of Λ(p,u, v) can be replaced by
lim.
A result of Auslender and Milstein [3] gives
lim
n→∞λn = −
α
2
+ σ
2
8
≡ λ∞ (16)
and a result of Khasminskii and Moshchuk [14] gives
lim
n→∞Λn(p) = −
pα
2
+ p(p + 2)σ
2
16
≡ Λ∞(p) (17)
so that (13) may be restated as
λ(u, v) = max
(
sup{λn: an > 0}, λ∞ + pσ
2
8
)
= max
(
sup{λn: an > 0}, Λ∞(2p)
)
2p
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Λ(p,u, v) = max
(
sup
{
Λn(p): an > 0
}
,
pΛ∞(2p)
2p
)
if 0 <p  2p.
Although λ∞ and Λ∞(p) depend only on α and σ , the values λn and Λn(p) depend on all four
constants α, β , γ and σ appearing in (8), and hence through (6) they depend on the constants m,
α, EI , P , σ0 and  appearing in (2).
The special case p = 2 in Theorem 2 is contained in Belinskiy and Caithamer [4]. In the
situation where the white noise is replaced by real noise, Lindemann [15] proves a result of
the form λ(u, v) = sup{λn: an > 0}. In both of these cases the number p does not appear, and
approximating the initial condition (u, v) by one containing only a finite number of modes will
give a good approximation to the true value for Λ(2, u, v) or λ(u, v). However, the appearance of
the function p(u, v) in the formulas for λ(u, v) and Λ(p,u, v) has the following consequences.
Corollary 3.
(i) The range of the function (u, v) → λ(u, v) consists of the countable set {λn: n 1} together
with the interval (λ∞, λ∞ + σ 2/8] and possibly λ∞.
(ii) For 0 < p < 2 the range of the function (u, v) → Λ(p,u, v) consists of the countable set
{Λn(p): n 1} together with the interval (Λ∞(p),Λ∞(p)+p(2−p)σ 2/16] and possibly
Λ∞(p).
(iii) λ(u, v) and Λ(p,u, v) for 0 < p < 2 are discontinuous functions of (u, v) and cannot be
well approximated using only finitely many modes of vibrations.
(iv) p(u(t), v(t)) is constant along the solution of (4), in the sense that
P
(
p
(
u(t), v(t)
)= p(u, v))= 1
for each (u, v) ∈H and t > 0.
The proofs of Theorems 1 and 2 use the fact that (9) can be rewritten as
∥∥(u(t), v(t))∥∥2H = 2
∞∑
n=1
ane
2Yn(t), (18)
where Yn(t) = log‖(xn(t), yn(t))‖ − log‖(xn(0), yn(0))‖. The method of stochastic averaging
(see Khasminskii [12,13], Papanicolaou [17], Skorokhod [18]) suggests that for large n the
processes {Yn(t): t  0} behave like independent copies of {At + BW(t): t  0} for suitable
constants A and B . The basic reasons for this stochastic averaging argument are given in Sec-
tion 4 and the detailed technical results are given in Section 8. For the present we note that Eq. (8)
is a perturbation of an oscillator with frequency n2γ /2π , and thus it is sensitive to the compo-
nent of white noise W˙ (t) with frequency n2γ /2π . The limiting behavior of the {Yn(t): t  0}
can be understood as a consequence of the fact that white noise W˙ (t) is a uniform mixture of
independent noises of all possible frequencies.
The proofs of Theorems 1 and 2 involve a detailed analysis of the processes {Yn(t): t  0},
and are rather long and complicated because of the need to carry out the stochastic averaging.
However the reason that the critical exponent p appears in the formulas (13), (14) for λ(u, v)
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carried out. The next result considers the simple situation where all the {Yn(t): t  0} have been
replaced by independent copies of {At +BW(t): t  0}. In this setting for each individual term
we have
λ ≡ lim
t→∞
1
t
log
(
eAt+BW(t)
)= A
and
Λ(p) ≡ lim
t→∞
1
t
logE
(
eAt+BW(t)
)p = Ap + 1
2
p2B2, p ∈R.
Theorem 4. Let a = {an: n  1} be a sequence of nonnegative real numbers satisfying 0 <∑∞
n=1 an < ∞, and define
X(t) =
( ∞∑
n=1
ane
2At+2BWn(t)
)1/2
,
where {Wn(t): t  0}, n 1, are independent scalar Brownian motion processes and A and B
are constants. Then
λ(a) ≡ lim sup
t→∞
1
t
logX(t) = A+ pB2 almost surely (19)
and
Λ(p,a) ≡ lim sup
t→∞
1
t
logE
[
X(t)
]p = {p(A+ pB2) if 0 <p  2p,
pA+ 12p2B2 if p  2p,
(20)
where
p = p(a) = inf
{
p > 0:
∞∑
n=1
a
p
n < ∞
}
∈ [0,1].
Again there are alternative formulas
λ(a) = λ+ pB2 = Λ(2p)
2p
and
Λ(p,a) =
{
p
(Λ(2p)
2p
)
if 0 <p  2p,
Λ(p) if p  2p.
Figure 1 illustrates Theorem 4 for a sequence a = {an: n  1} with 0 < p < 1. The function
Λ(p,a) for p > 0 appears as the solid line partially superimposed on the dashed line p → Λ(p),
and λ(a) is the slope of the linear part of the function Λ(p,a).
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In this picture the values of A, B and p have been selected in such a way that λ = Λ′(0) < 0,
so each individual term eAt+BW(t) tends to 0 almost surely, while λ(a) = Λ(2p)/2p > 0, so
X(t) → ∞ almost surely. It can be seen from Theorems 1 and 2 that similar phenomena, relating
the stability of each individual mode of vibration and the stability of the entire system, can occur
for the stochastic beam equation (2), (3).
The proof of the almost sure part (19) of Theorem 4 is given first, in Section 2, because it
contains many of the essential ideas which appear in the proof of Theorem 1. In Theorem 4
the assumption of independence of the processes {Wn(t): t  0} is necessary, and the result is
very closely related to the large deviation behavior of independent copies of the process {At +
BW(t): t  0} as t → ∞. It will be seen in Sections 5 and 8 that a great deal of work is required
to handle the lack of independence of the processes {Yn(t): t  0} which arise from the stochastic
beam equation. Sections 3–7 contain the main discussion and proofs of results for the stochastic
beam equation (2), (3). Finally Section 8 contains the technical results on stochastic averaging
which are required for the rigorous proof of Theorem 1. Section 8 is largely self-contained and
includes original results of independent interest. Propositions 21 to 23 describe how the rate of
convergence of Yn(T ) to AT +BW(T ) depends on n, T and the initial value θn(0); in particular
the time T is allowed to grow with n. Proposition 24 deals with the decay of the correlation
between Yn(T ) and Ym(S) as n,m → ∞ with n = m and T and S are allowed to grow with n
and m.
2. Proof of Theorem 4
The formula (19) for the almost sure Lyapunov exponent λ(a) is a direct consequence of the
following two lemmas.
Lemma 5. lim supt→∞ 1 logX(t)A+ pB2 almost surely.t
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sup
t0
X(t)e−2(A+pB2)t = sup
t0
∞∑
n=1
ane
−2pB2t+2BWn(t) 
∞∑
n=1
anZn
it suffices to show that
∑∞
n=1 anZn < ∞ almost surely. Using the exponential martingale
e−2p2B2t+2pBWn(t) we obtain P(Zn  x) = x−p for x  1. Therefore for an  1 we have
P(anZn > 1) = apn and E(anZn: anZn  1) = an
∫∞
0 P(x < Zn  a−1n ) dx = an + (apn − an)/
(1 − p), and the Kolmogorov 3 series theorem implies that ∑∞n=1 anZn < ∞, as required. 
Lemma 6. lim supk→∞ 1k logX(k)A+ pB
2
almost surely.
Proof. If p = 0 the result is trivially true, since X(t)√aneAt+BWn(t) for all n. If p > 0 then
an > 0 for infinitely many n, and without loss of generality we can assume an > 0 for all n. We
use a proof by contradiction. Suppose there is 0 <p < p such that
P
(
lim sup
t→∞
1
t
logX(t) < A+ pB2
)
> 0.
For any sequence tn of positive integers, define Un = {BWn(tn)− pB2tn  (loga−1n )/2}. Then
P
( ∞∑
n=1
1Un < ∞
)
 P
( ∞∑
n=1
ane
−2pB2tn+2BWn(tn) < ∞
)
 P
( ∞∑
n=1
∞∑
k=1
ane
−2pB2k+2BWn(k) < ∞
)
= P
( ∞∑
k=1
X(k)e−2(A+pB2)k < ∞
)
> 0.
Since the events {Un: n  1} are independent the second Borel–Cantelli lemma implies∑∞
n=1 P(Un) < ∞. It remains to choose tn so as to maximize P(Un). For an < 1 define
tˆn = loga
−1
n
2pB2
> 0 and zˆn = (loga
−1
n )/2 + pB2 tˆn
B
√
tˆn
.
Let tn denote tˆn rounded up to the nearest integer, and define
zn = (loga
−1
n )/2 + pB2tn
B
√
tn
.
Then zn ∼ zˆn =
√
2p(loga−1n ) → ∞ and zˆn(zn − zˆn) → 0 as n → ∞. We get
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(
BWn(tn)− pB2tn
)

(
loga−1n
)
/2
)
= P (W(1) zn)∼ 1√
2πzn
exp
{−z2n/2}∼ 1√2πzˆn exp{−zˆ2n/2}
= a
p
n
2
√
πp loga−1n
as n → ∞. Since ∑∞n=1 P(Un) < ∞, we deduce
∞∑
n=1
a
p
n√
loga−1n
< ∞
and so p  p, giving the desired contradiction. 
The derivation of (20) from (19) in the proof of Theorem 4 uses essentially the same argument
as that used in Section 6 to derive Theorem 2 from Theorem 1. In particular the methods used to
obtain Lemma 18 and Propositions 15 and 16 (without the need to replace (u, v) with (uN, vN))
are valid in this setting. We omit the details.
3. Existence, uniqueness and separation of variables
Now we return to the stochastic partial differential equation (4). We follow the develop-
ment in Brzez´niak, Maslowski and Seidler [5]. Let A be the Laplacian with Dirichlet bound-
ary conditions, regarded as an unbounded operator on L2(0, ). Thus Au(x) = −uxx for
u ∈ Dom(A) = H 2(0, ) ∩ H 10 (0, ), and ‖(u, v)‖2H = (EI/m)‖Au‖22 + ‖v‖22 for (u, v) ∈H =
(H 2(0, )∩H 10 (0, ))×L2(0, ). Define linear operators U , F and Σ on H by
U
(
u
v
)
=
(
v
−EI
m
A2u
)
, F
(
u
v
)
=
(
0
−P
m
Au− αv
)
, Σ
(
u
v
)
=
(
0
−σ0
m
Au
)
.
Then F and Σ are bounded linear maps H→H, and U is the infinitesimal generator of a C0
semigroup {S(t): t  0}, say. The system (4) becomes
dz = (Uz + F(z))dt +Σ(z)dW, (21)
where z(t) = (u(t), v(t))T , with initial condition z(0) = (u, v)T . The statement and proof of
Da Prato and Zabczyk [7, Theorem 6.7] can be easily extended to show the existence of a unique
process {z(t): t  0} with values in H which is a mild solution, i.e.
z(t) = S(t)z(0)+
t∫
0
S(t − s)F (z(s))ds + t∫
0
S(t − s)Σ(z(s))dW(s),
and satisfies E(
∫ t
0 ‖z(s)‖2H ds) < ∞ for all t  0. It now follows by Da Prato and Zabczyk [7,
Propositions 6.3 and 6.4] that the process {z(t): t  0} is also the unique weak solution of (21)
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∫ t
0 ‖z(s)‖2H ds) < ∞ for all t  0. In this setting a weak solution is one which
satisfies
〈
z(t), ζ
〉
H =
〈
z(0), ζ
〉
H +
t∫
0
[〈
z(s),U∗ζ 〉H + 〈F (z(s)), ζ 〉H]ds +
t∫
0
〈
Σ
(
z(s)
)
, ζ
〉
H dW(s)
for all ζ ∈ Dom(U∗) and t  0. Since ζ = (ξ, η)T ∈ Dom(U∗) if and only ifAξ and η are both in
Dom(A) = H 2(0, )∩H 10 (0, ), the fact that z(t) = (u(t), v(t))T is a weak solution is equivalent
to the pair of equations
〈Au(t),Aξ 〉2 = 〈Au(0),Aξ 〉2 +
t∫
0
〈
v(s),A2ξ 〉2 ds, (22)
〈
v(t), η
〉
2 =
〈
v(0), η
〉
2 −
t∫
0
〈
σ0
m
Au(s), η
〉
2
dW(s)
−
t∫
0
[
EI
m
〈Au(s),Aη〉2 + Pm 〈Au(s), v〉2 + α〈v(s), η〉2
]
ds (23)
for all ξ ∈ H 2(0, ) ∩ H 10 (0, ) such that Aξ ∈ H 2(0, ) ∩ H 10 (0, ) and all η ∈ H 2(0, ) ∩
H 10 (0, ).
Since the sequence {sin(nπx/): n 1} forms a complete orthogonal basis of both H 2(0, )∩
H 10 (0, ) and L
2(0, ), we can write
u(t) =
∞∑
n=1
cn(t) sin
(
nπx

)
and v(t) =
∞∑
n=1
dn(t) sin
(
nπx

)
,
where the functions cn(t) and dn(t) satisfy
∑∞
n=1 n4[cn(t)]2 < ∞ and
∑∞
n=1[dn(t)]2 < ∞. Sub-
stituting into (22) with ξ = sin(nπx/) and into (23) with η = sin(nπx/) gives
cn(t) = cn(0)+
t∫
0
dn(s) ds
and
dn(t) = dn(0)−
t∫
0
σ0n2π2
m2
cn(s) dW(s)
−
t∫
0
(
EIn4π4
m4
cn(s)+ Pn
2π2
m2
cn(s)+ αdn(s)
)
ds.
Therefore dn(t) = c˙n(t) and the function cn(t) satisfies Eq. (5).
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We write the linear stochastic differential equation (8) in polar coordinates by putting xn(t) =
rn(t) cos θn(t) and yn(t) = rn(t) sin θn(t). Itô’s formula gives
d
(
log rn(t)
)= A(θn(t))dt +B(θn(t))dW(t), (24)
dθn(t) = −n2γ dt +C
(
θn(t)
)
dt +D(θn(t))dW(t), (25)
where ⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
A(θ) = −β
2
sin 2θ − α sin2 θ + σ
2
2
cos 2θ cos2 θ,
B(θ) = −σ
2
sin 2θ,
C(θ) = −β cos2 θ − α
2
sin 2θ − σ
2
2
sin 2θ cos2 θ,
D(θ) = −σ cos2 θ.
(26)
Recall Eq. (18):
∥∥(u(t), v(t))∥∥2H = ∞∑
n=1
ane
2Yn(t),
where now
Yn(t) = log
(
rn(t)
rn(0)
)
=
t∫
0
A
(
θn(s)
)
ds +
t∫
0
B
(
θn(s)
)
dW(s).
In (25) we see fast rotation in the θn(t) variable as n → ∞. Define
A = 1
2π
2π∫
0
A(θ)dθ and B =
(
1
2π
2π∫
0
B2(θ) dθ
)1/2
.
Using the formulas for A(θ) and B(θ) in (26) we get the values
A = −α
2
+ σ
2
8
and B =
√
σ 2
8
. (27)
The method of stochastic averaging asserts that each fixed T the law of the process {Yn(t): 0
t  T } converges to the law of the process {Y∞(t): 0 t  T } as n → ∞, where
Y∞(t) ≡ At +BW(t). (28)
In order to adapt the method of proof of Lemma 5 (the upper bound) to this setting we need a
good estimate on the distribution of supt0(Yn(t) − μt) as n → ∞, and this can be done by the
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of Lemma 6 (the lower bound) is much more complicated since the processes {Yn(t): t  0} are
not independent. However the fact that the time average
t2∫
t1
B
(−n2γ s)B(−m2γ s)ds
= σ
2
8γ
(
sin(n2 −m2)γ t2 − sin(n2 −m2)γ t1
n2 −m2 −
sin(n2 +m2)γ t2 − sin(n2 +m2)γ t1
n2 +m2
)
→ 0
as n,m → ∞ with n = m suggests that the processes {Yn(t): t  0} and {Ym(t): t  0} become
less dependent as n,m → ∞ with n = m. Instead of being able to use the independence of
sets of the form {BWn(tn) − pB2tn − (loga−1n )/2  0} we have to use stochastic averaging
methods to obtain estimates on the covariance of random variables of the form H(Yn(tn) + bn)
for suitably chosen sequences tn and bn. Here H is some smooth function with H(x) = 1 for
x  1 and H(x) = 0 for x  −1, so that H(Yn(tn) + bn) behaves like a smoothed out version
of the indicator function of the set {Yn(tn) + bn  0}. The fact that H is a smooth function is
essential to the stochastic averaging method. The stochastic averaging results required for the
proof of Theorem 1 are stated in Proposition 13, and the proof of Proposition 13 is contained in
Section 8.
5. Proof of Theorem 1
Theorem 1 is an immediate consequence of the following upper and lower bounds, together
with the observation (10).
Proposition 7.
lim sup
t→∞
1
t
log
∥∥(u(t), v(t))∥∥H max(sup{λn: an > 0},A+ pB2)
almost surely, where p = p(u, v) is given by (12) and A and B are given by (27).
Proposition 8. Suppose that an > 0 for infinitely many n. Then for any h > 0
lim sup
m→∞
1
mh
log
∥∥(u(mh), v(mh))∥∥H A+ pB2
almost surely, where p = p(u, v) is given by (12) and A and B are given by (27).
We commence the proof of Proposition 7.
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ing on p and μ) so that
P θ
(
sup
t0
(
Yn(t)−μt
)
 y
)
Ke−py
for y > 0 and nN .
Proof. Here we use P θ to denote the law of {(θn(t), Yn(t)): t  0} under the initial condition
θn(0) = θ . There exist trigonometric polynomials A˜(θ) and B˜(θ) so that A˜′(θ) = A(θ) − A and
B˜ ′(θ) = B2(θ)−B2. Define the process
Mn(t) = exp
(
pYn(t)− pμt + pA˜
(
θn(t)
)
/n2γ + p2B˜(θn(t))/2n2γ ).
Since A˜ and B˜ are bounded there are positive constants ci = ci(p) such that
c1Mn(t) ep(Yn(t)−μt)  c2Mn(t)
for all t and n. Itô’s formula gives
dMn(t) = Mn(t)
(
p2
2
B2 − p(μ−A)+ p
n2
F1
(
θn(t)
)+ p2
n2
F2
(
θn(t)
)
+ p
2
n4
F3
(
θn(t)
)+ p4
n4
F4
(
θn(t)
))
dt
+Mn(t)
(
F5
(
θn(t)
)+ p
n2
F6
(
θn(t)
)+ p2
n2
F7
(
θn(t)
))
dWt ,
where each function Fj (θ) is a trigonometric polynomial (and can be written explicitly in terms
of γ and the functions A, B , C and D). Since 0 < p < 2(μ − A)/B2 there is N = N(p,μ) so
that Mn(t) is a P θ supermartingale for nN . So for nN we have
P θ
(
sup
t0
Mn(t) x
)
 Mn(0)
x
for x > 0, and so
P θ
(
sup
t0
(
Yn(t)−μt
)
 y
)
 P θ
(
sup
t0
Mn(t)
epy
c2
)
 c2Mn(0)
epy
 c2
c1
e−py
for y > 0 and nN , as required. 
Lemma 10. Let Vn  0, n 1, be finite random variables satisfying
∞∑
n=1
P(Vn > 1) < ∞ and
∞∑
n=1
E(Vn: Vn  1) < ∞.
Then
∑∞
n=1 Vn converges almost surely.
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does not require independence of the Vn. Define V˜n = Vn1Vn1. Then V˜n  0 and
E
( ∞∑
n=1
V˜n
)
=
∞∑
n=1
E(V˜n) =
∞∑
n=1
E(Vn: Vn  1) < ∞.
Therefore
∑∞
n=1 V˜n is finite almost surely. Also
∞∑
n=1
P(Vn = V˜n) =
∞∑
n=1
P(Vn > 1) < ∞
so that P(Vn = V˜n i.o.) = 0. Since ∑∞n=1 V˜n is finite almost surely, then so is ∑∞n=1 Vn. 
Proof of Proposition 7. It suffices to show that supt0 ‖(u(t), v(t))‖He−μt < ∞ almost surely
for every μ> max(sup{λn: an > 0},A+ pB2). Since
sup
t0
(∥∥(u(t), v(t))∥∥He−μt)2 = sup
t0
∞∑
n=1
an exp
{
2
(
Yn(t)−μt
)}

∞∑
n=1
an exp
{
2 sup
t0
(
Yn(t)−μt
)}
it suffices to show
∞∑
n=1
an exp
{
2 sup
t0
(
Yn(t)−μt
)}
< ∞
almost surely. Since (μ−A)/B2 >p there exists positive p < (μ−A)/B2 so that
∞∑
n=1
a
p
n < ∞.
Moreover, p can be chosen so that p = 1. By Lemma 9 (with p replaced by 2p) there exist K
and N so that
P
(
sup
t0
(
Yn(t)−μt
)
 y
)
Ke−2py (29)
for y > 0 and nN . Since
∑∞
n=1 an < ∞ we may assume that N is sufficiently large that an < 1
for nN . We consider the terms n <N and nN separately. For each n <N such that an > 0
we have supt>0(Yn(t)−μt) < ∞ almost surely because λn < μ. Therefore
N−1∑
an exp
{
2 sup
t0
(
Yn(t)−μt
)}
< ∞n=1
P.H. Baxendale, M. Picas / Journal of Functional Analysis 243 (2007) 566–610 581almost surely. It remains to consider
∞∑
n=N
an exp
{
2 sup
t0
(
Yn(t)−μt
)}
.
We will apply Lemma 10 with Vn = an exp{2 supt0(Yn(t) − μt)} for nN (and Vn = 0, oth-
erwise). Using (29) we have
P(Vn > 1) = P
(
sup
t0
(
Yn(t)−μt
)
>
1
2
log
1
an
)
Kapn
and
∞∑
n=N
E(Vn: Vn  1) =
∞∑
n=N
an
∞∫
0
P
(
s < exp
{
2 sup
t0
(
Yn(t)−μt
)}
 1/an
)
ds

∞∑
n=N
an
(
1 +
1/an∫
1
P
(
s < exp
{
2 sup
t0
(
Yn(t)−μt
)})
ds
)

∞∑
n=N
an
(
1 +K
1/an∫
1
s−p ds
)
=
∞∑
n=N
an + K1 − p
∞∑
n=N
(
a
p
n − an
)
< ∞
since p = 1. The assumptions for Lemma 10 are satisfied and so
∞∑
n=N
an exp
{
2 sup
t0
(
Yn(t)−μt
)}
< ∞
almost surely, and the proof of Proposition 7 is complete. 
For the proof of Proposition 8 choose, and then fix, a smooth function H :R→ [0,1] such
that H(x) = 0 for x −1 and H(x) = 1 for x  1.
Lemma 11. Suppose that an > 0 for infinitely many n. Assume that h > 0 and
P
(
lim sup
m→∞
1
mh
log
∥∥(u(mh), v(mh))∥∥H <μ)> 0
for some μ. Then μ>A and for any δ > 0 and for any sequence tn of positive integer multiples
of h we have
P
( ∞∑
aδnUn < ∞
)
> 0,n=1
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Un = H
(
Yn(tn)−μtn − (1 − δ)2
(
loga−1n
))
if an > 0 and Un = 0, otherwise.
Proof. Since an > 0 for infinitely many n we have
lim sup
m→∞
1
mh
log
∥∥(u(mh), v(mh))∥∥H  sup{λn: an > 0} limn→∞λn = A
almost surely, so that μ>A. If Un > 0 then
Yn(tn)−μtn − (1 − δ)2
(
loga−1n
)
> −1
and so
a1−δn e2Yn(tn)−2μtn > a1−δn e(1−δ)(loga
−1
n )−2 = e−2.
Therefore
Un  e2a1−δn e2Yn(tn)−2μtn
and so
∞∑
n=1
aδnUn < e
2
∞∑
n=1
ane
2Yn(tn)−2μtn
 e2
∞∑
n=1
∞∑
m=0
ane
2Yn(mh)−2μmh
= e2
∞∑
m=0
∥∥(u(mh), v(mh))∥∥2He−2μmh
< ∞
on the set where lim supm→∞ 1mh log‖(u(mh), v(mh))‖H <μ. 
Replacing Yn by Y∞ in the definition of Un, we define
Un,∞ = H
(
Y∞(tn)−μtn − (1 − δ)2
(
loga−1n
))
whenever an > 0, where the process {Y∞(t): t  0} is given by (28).
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be the least multiple of h greater than or equal to
(1 − δ)(loga−1n )
2(μ−A) .
Then
lim inf
E(Un,∞)
a
q
n/
√
loga−1n
 e
−(μ−A)/B2
2√πq
as n → ∞ through the set where an > 0.
Proof. Write
zn = (μ−A)tn +
(1−δ)
2 (loga
−1
n )+ 1
B
√
tn
.
As n → ∞ then an → 0 so that tn → ∞ and zn → ∞. From the definition of the function H and
the process Y∞(t) we obtain
E(Un,∞) P
(
Y∞(tn)−μtn − (1 − δ)2
(
loga−1n
)
+1
)
= P (W(1) zn)
∼ 1√
2πzn
exp
{−z2n/2}
as n → ∞. Define tˆn = (1 − δ)(loga−1n )/2(μ−A) and
zˆn = (μ−A)tˆn +
(1−δ)
2 (loga
−1
n )
B
√
tˆn
=
√
2q
(
loga−1n
)
.
By the definition of tn we have |tˆn − tn| h. It follows easily that tˆn ∼ tn and zˆn ∼ zn as n → ∞.
With a little more work, it can be shown that
zˆn(zn − zˆn) → 2(μ−A)
B2
.
Then
1√
2πzn
e−z2n/2 ∼ 1√
2πzˆn
e−zˆ2n/2e−(μ−A)/B2 = e
−(μ−A)/B2
2
√
πq(loga−1n )
a
q
n
as n → ∞ through the set where an > 0, as required. 
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an < e
−1}. With the choice of tn in Lemma 12 there are constants K1 and K2 (depending on
μ, δ, p and h) such that
∣∣Eθn(Un)−E(Un,∞)∣∣ K1(1 + logn)
n2
for all n ∈ J (30)
and ∑
n,m∈J
n=m
aδma
δ
n
∣∣Covθn,θm(Um,Un)∣∣K2. (31)
This result is proved in Section 8. We remark that the distributions of Un and Um depend on
the initial values θn(0) = θn and θm(0) = θm and the estimates in (30), (31) are uniform in these
initial values. The reason for the restriction to n ∈ J is so that tn grows no faster than a multiple
of logn.
The following lemma is a simple adaptation of arguments in Durrett [8] and Tasche [19].
Lemma 14. Suppose random variables Vn, n  1, take values in [0,K] for some K < ∞, and
satisfy
∑
1m<n<∞
Cov(Vn,Vm) < ∞ and P
( ∞∑
n=1
Vn < ∞
)
> 0.
Then
∑∞
n=1 E(Vn) < ∞.
Proof. Let K1 = ∑1m<n<∞ Cov(Vn,Vm). Define Sn = ∑nk=1 Vk and cn = E(Sn) =∑n
k=1 E(Vk). Since 0 Vk K then Var(Vk)E(V 2k )KE(Vk), and so
Var(Sn) =
n∑
k=1
Var(Vk)+ 2
∑
1j<kn
Cov(Vk,Vj )Kcn + 2K1.
Therefore
E
(
Sn
cn
− 1
)2
= Var(Sn)
c2n
 Kcn + 2K1
c2n
.
If cn → ∞, then Sn/cn → 1 in L2 and hence in probability, and so Sn → ∞ in probability. Since
Sn is non-decreasing, we deduce that Sn → ∞ almost surely, which is a contradiction. Thus the
sequence cn has a finite limit, and we are done. 
Proof of Proposition 8. We give a proof by contradiction. Assume there exists h > 0 and μ <
A+ pB2 such that
P
(
lim sup
1
log
∥∥(u(mh), v(mh))∥∥H <μ)> 0.
m→∞ mh
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tion it suffices to show that p  p. Define the set J = {n  1: n−2/p  an < e−1} as in
Proposition 13, and define also I1 = {n  1: an < n−2/p} and I2 = {n  1: an  e−1}. Then∑
n∈I1 a
p
n 
∑
n1 n
−2 < ∞ and ∑n∈I2 apn < ∞ because I2 is a finite set. So in order to show
p  p it suffices to show that
∑
n∈J a
p+ε
n < ∞ for any ε > 0.
For δ > 0 the results of Lemma 11 and (31) in Proposition 13 ensure that we can apply
Lemma 14 to the random variables Vn = aδnUn for n ∈ J . Therefore∑
n∈J
aδnE(Un) < ∞.
Using (30) in Proposition 13 gives
∑
n∈J
aδnE(Un,∞)
∑
n∈J
aδnE(Un)+
∑
n∈J
aδn
K1(1 + logn)
n2
< ∞,
and so by Lemma 12
∑
n∈J
a
q+δ
n√
loga−1n
< ∞,
where q = (1 − δ)(μ − A)/B2 = (1 − δ)p. Since ∑n an < ∞ we have an → 0 and hence
a
δ1
n
√
log(a−1n ) → 0 as n → ∞ for all δ1 > 0. We get∑
n∈J
a
(1−δ)p+δ+δ1
n < ∞.
Letting δ1 → 0 and δ → 0 we obtain the result that ∑n∈J ap+εn < ∞ for all ε > 0, and the proof
of Proposition 8 is complete. 
6. Proof of Theorem 2
We can split the statement of Theorem 2 into the following propositions with very different
methods of proof for p > 2p and 0 <p  2p.
Proposition 15. Suppose that p > 2p. Then
Λ(p,u, v) = lim
t→∞
1
t
logE
∥∥(u(t), v(t))∥∥pH = sup{Λn(p): an > 0}.
Proposition 16. Suppose that 0 <p  2p. Then
Λ(p,u, v) = max
(
sup
{
Λn(p): an > 0
}
,
pΛ∞(2p)
2p
)
.
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skii and Moshchuk [14]. In terms of A and B given by (27) we have Λ∞(p) = pA+ 12p2B2.
Lemma 17. For each p0 > 0 there exist finite k and N so that
1
2
exp
{(
Λ∞(p)− k/n2
)
t
}
Eθ
(
epYn(t)
)
 2 exp
{(
Λ∞(p)+ k/n2
)
t
}
for all t  0, nN and 0 <p < p0. In particular∣∣Λn(p)−Λ∞(p)∣∣ k/n2
for nN and 0 <p < p0.
Proof. We use the notation of the proof of Lemma 9. If c = (p0/γ )‖A˜‖ + (p20/2γ )‖B˜‖, then
epμte−c/n2Mn(t) epYn(t)  epμtec/n
2
Mn(t).
If k = ‖F1‖ + ‖F3‖ + p0(‖F2‖ + ‖F4‖) then the choice pμ = Λ∞(p) − k/n2 makes Mn a
submartingale for 0 <p  p0. The inequality E(Mn(t))Mn(0) implies
E
(
epYn(t)
)
 epμte−c/n2E
(
Mn(t)
)
 epμte−c/n2Mn(0) epμte−2c/n
2
.
If N is chosen so large that c/N2  log 2 then we get
E
(
epYn(t)
)
 1
2
e(Λ∞(p)−k/n2)t
for n  N . The other inequality is obtained with the choice pμ = Λ∞(p) + k/n2, so that Mn
becomes a supermartingale. 
Proof of Proposition 15. It is clear from (9) that
lim inf
t→∞
1
t
logE
∥∥(u(t), v(t))∥∥pH  sup{Λn(p): an > 0}.
It is also clear from (9) that
lim
t→∞
1
t
logE
∥∥(u(t), v(t))∥∥pH = sup{Λn(p): an > 0}
if an > 0 for only finitely many n. Therefore it suffices to show that Λ(p,u, v)  sup{Λn(p):
an > 0} whenever an > 0 for infinitely many n. If p  2 then Hölder’s inequality gives( ∞∑
ane
2Yn(t)
)p/2

( ∞∑
an
)(p−2)/2 ∞∑
ane
pYn(t).n=1 n=1 n=1
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( ∞∑
n=1
ane
2Yn(t)
)p/2

∞∑
n=1
a
p/2
n e
pYn(t).
In either case we get an inequality
∥∥(u(t), v(t))∥∥pH =
( ∞∑
n=1
ane
2Yn(t)
)p/2

∞∑
n=1
bne
pYn(t)
for some sequence bn  0 with
∑∞
n=1 bn < ∞. Also bn > 0 if and only if an > 0. Let k and N
be the constants in Lemma 17 corresponding to p0 = p. Given ε > 0 choose N1  N so that
k/N21 < ε. We have
E
∥∥(u(t), v(t))∥∥pH  ∞∑
n=1
bnE
(
epYn(t)
)

N1−1∑
n=1
bnE
(
epYn(t)
)+( ∞∑
n=N1
bn
)
2e(Λ∞(p)+ε)t
and so
lim sup
t→∞
1
t
logE
∥∥(u(t), v(t))∥∥pH
max
(
max
{
Λn(p): an > 0, nN1 − 1
}
,Λ∞(p)+ ε
)
.
Letting N1 → ∞ and then ε → 0 gives
lim sup
t→∞
1
t
logE
∥∥(u(t), v(t))∥∥pH max(sup{Λn(p): an > 0},Λ∞(p)).
Since an > 0 for infinitely many, we have sup{Λn(p): an > 0} limn→∞ Λn(p) = Λ∞(p), so
that max(sup{Λn(p): an > 0},Λ∞(p)) = sup{Λn(p): an > 0} and we are done. 
The proof of Proposition 16 relies on Theorem 1 for the almost sure exponent λ(u, v), together
with some general properties of the moment Lyapunov function Λ(p,u, v).
Lemma 18. For each fixed (u, v) = 0 the mapping p → Λ(p,u, v) is a convex continuous map-
ping (0,∞) →R. Moreover, the mapping p → Λ(p,u, v)/p is non-decreasing and
λ(u, v) Λ(p,u, v)
p
for all p > 0. (32)
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p → Λ(p,u, v)/p are immediate consequences of Hölder’s inequality. To prove (32) note first
that Propositions 7 and 8 together imply that
λ(u, v) = lim sup
m→∞
1
m
log
∥∥(u(m), v(m))∥∥H
almost surely. Given p > 0 and ε > 0, choose δ > 0 so that δ < pε. The definition of Λ(p,u, v)
implies the existence of T > 0 so that
1
t
logE
∥∥(u(t), v(t))∥∥pH Λ(p,u, v)+ δ
for t  T . Then
P
(∥∥(u(t), v(t))∥∥H  et(ε+Λ(p,u,v)/p))= P (∥∥(u(t), v(t))∥∥pH  et(pε+Λ(p,u,v)))
 e
t(Λ(p,u,v)+δ)
et (pε+Λ(p,u,v))
= e−t (pε−δ)
for t  T . The first Borel–Cantelli lemma implies that
P
(∥∥(u(m), v(m))∥∥H  em(ε+Λ(p,u,v)/p) i.o.)= 0.
Therefore
λ(u, v) = lim sup
m→∞
1
m
log
∥∥(u(m), v(m))∥∥H  ε + Λ(p,u, v)p
almost surely, and (32) follows by letting ε → 0. The finiteness of Λ(p,u, v) follows from the
monotonicity of Λ(p,u, v)/p together with (32) and Proposition 15, and then the continuity of
Λ(p,u, v) follows from the convexity. 
Proof of Proposition 16. We can assume p > 0 and so an > 0 for infinitely many n. Given
ε > 0, by Lemma 17 and the continuity of the function Λ∞(p) there exist δ > 0 and N so that
Λn(q) <Λ∞(2p)+ ε (33)
whenever nN and 2p < q < 2p + δ.
Let (uN(t), vN(t)) be obtained by removing the first N − 1 modes of vibration from
(u(t), v(t)). Thus if (u(t), v(t)) = (y(·, t), yt (·, t)) where y(x, t) = ∑∞n=1 cn(t) sin(nπx/)
then (uN(t), vN(t)) = (y˜(·, t), y˜t (·, t)) where y˜(x, t) = ∑∞n=N cn(t) sin(nπx/). Notice that{(uN(t), vN(t)): t  0} is a solution of the original system with initial condition (uN, vN), say,
and that an(uN, vN) = an(u, v) for nN , so that the value of p for (uN , vN) is the same as for
(u, v). Writing
∥∥(u(t), v(t))∥∥2H = 2
N−1∑∥∥(xn(t), yn(t))∥∥2 + ∥∥(uN(t), vN(t))∥∥2H
n=1
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Λ(p,u, v) = max(max{Λn(p): an > 0, n < N},Λ(p,uN, vN)). (34)
Suppose 0 < p  2p < q < 2p + δ. Using Theorem 1, Lemma 18, Proposition 15, and (33) we
get the sequence of inequalities:
Λ∞(2p)
2p
 λ(uN, vN)
Λ(p,uN, vN)
p
 Λ(q,uN, vN)
q
= max
{
Λn(q)
q
: an > 0, nN
}
 Λ∞(2p)+ ε
q
.
Substituting these upper and lower bounds for Λ(p,uN, vN)/p into (34) gives
max
(
max
{
Λn(p): an > 0, n < N
}
,
pΛ∞(2p)
2p
)
Λ(p,u, v)max
(
max
{
Λn(p): an > 0, n < N
}
,
p(Λ∞(2p)+ ε)
q
)
.
The result follows by letting q ↘ 2p and N → ∞ and then ε → 0. 
7. Proof of Corollary 3
The result (i) is a simple calculation obtained by selecting suitable sequences an for the for-
mula (13). The value λ∞ can be attained only if λ∞ = λn for some finite n or else there is a
sequence nk → ∞ such that λnk  λ∞. The method of Auslender and Milstein [3] gives the
asymptotic
λn = λ∞ − n−2
(
βσ 2
8γ
)
+O(n−4)
as n → ∞ so that the value λ∞ can be attained if β > 0, that is, if unperturbed tension P in
the beam is positive. The result (ii) is obtained similarly, using sequences with p in the interval
0 p  p/2. The method of Khasminskii and Moshchuk [14] gives the asymptotic
Λn(p) = Λ∞(p)− n−2
(
βσ 2
8γ
)(
p + p
2
2
)
+O(n−4)
as n → ∞ so that the value Λ∞(p) can be attained if β > 0. The result (iii) is a simple conse-
quence of the fact that p(u, v) is identically 0 for any (u, v) involving only finitely many modes.
To prove (iv) suppose that (u, v) ∈H and t > 0 are fixed. Assume first that p(u, v) > 0. Then
there exists N such that
sup{λn: nN}−α + (p(u, v)+ 1)σ
2
. (35)2 8
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p(u, v) = p(uN,vN) and p(u(t), v(t)) = p(uN(t), vN(t)). Also
λ(uN, vN) = lim
s→∞
1
s
log
∥∥(uN(s), vN(s))∥∥H = λ(uN(t), vN(t))
almost surely. By Theorem 1 and by (35) we get
−α
2
+ (p(uN, vN)+ 1)σ
2
8
= −α
2
+ (p(uN(t), vN(t))+ 1)σ
2
8
and hence
p(u, v) = p(uN,vN) = p
(
uN(t), vN(t)
)= p(u(t), v(t))
almost surely, as required. If p(u, v) = 0 then for any ε > 0 there exists N > 0 such that
sup{λn: n  N}  −α/2 + (ε + 1)σ 2/8. The proof above can be adapted to show that
λ(uN(t), vN(t))−α/2 + (ε + 1)σ 2/8 and hence p(u(t), v(t)) = p(uN(t), vN(t)) ε almost
surely. The proof is completed by letting ε → 0.
8. Stochastic averaging II
The material up to the end of Sections 8.3 can be read independently of the rest of the paper.
Section 8.4 applies results in Sections 8.2 and 8.3 to provide the proof of Proposition 13.
Consider R2-valued processes {(Xn(t), θn(t)): t  0}, n 1, given by the equations
dXn(t) = A
(
θn(t)
)
dt +B(θn(t))dWt, (36)
dθn(t) = −n2γ dt +C
(
θn(t)
)
dt +D(θn(t))dW(t). (37)
Here {W(t): t  0} is a scalar Brownian motion, and A, B , C and D are trigonometric polyno-
mials, and γ = 0. For large n the variable θn(t) becomes a “fast” variable and the principle of
stochastic averaging asserts that on any fixed time interval [0, T ] the law of {Xn(t): 0 t  T }
under initial conditions Xn(0) = x, θn(0) = θ converges as n → ∞ to the law of {x+X∞(t): 0
t  T }, where
X∞(t) = At +BWt
and the constants A and B are defined by
A = 1
2π
2π∫
0
A(θ)dθ and B =
(
1
2π
2π∫
0
B2(θ) dθ
)1/2
.
Throughout this section let H :R→ R be a fixed smooth bounded function with bounded
derivatives of all orders. Define
‖H‖k, = sup
{∣∣H(i)(x)∣∣: k  i  , x ∈R}
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un(t, x, θ) = Et,x,θ
(
H
(
Xn(T )
)) (38)
for 0  t  T , where Et,x,θ denotes expectation with respect to the law of the process
{(Xn(s), θn(t)): s  t} with initial condition Xn(t) = x, θn(t) = θ . Section 8.2 deals with the
rate of convergence of the function un(t, x, θ) to the function
u∞(t, x) = E
[
H
(
X∞(T )−X∞(t)+ x
)] (39)
obtained by formally replacing Xn(·) in (38) with x + X∞(·), and Section 8.3 deals with the
covariance of H(Xn(T )) and H(Xm(S)) for n = m.
8.1. Auxiliary lemmas
Lemma 19. un ∈ C∞([0, T ] ×R2) and un and all its derivatives are bounded.
Proof. We adapt the method of proof of Ikeda and Watanabe [10, Theorem V.3.1]. If ξ(t, x, θ,ω)
is the flow of diffeomorphisms of R2 given by (36), (37) we have
E
[
sup
t∈[0,T ]
sup
x,θ
∣∣Dα{f (ξ(t, x, θ,ω))}∣∣]< ∞
for every multi-index α and every f :R2 → R with bounded derivatives of all orders. This is a
consequence of the fact that the coefficients A, B , C, D are all C∞ periodic functions, and the
fact that the first component ξ (1)(t, x, θ,ω) satisfies ξ (1)(t, x, θ,ω) = ξ (1)(t,0, θ,ω)+ x. 
The following result is taken from Khasminskii [12]. For completeness we give the proof.
Lemma 20. Suppose u(t, z) ∈ C1,2([0, T ] × Rn) is bounded and has bounded derivatives and
satisfies (
∂
∂t
+L+ c(t, z)
)
u(t, z) = f (t, z) for t < T , z ∈Rn,
u(T , z) = g(z) for z ∈Rn,
where L is the generator of a diffusion Zt in Rn, with bounded C∞ coefficients and the functions
c(t, z), f (t, z) and g(z) are continuous and bounded. Then
u(t, z) = Et,z[e∫ Tt c(r,Zr ) drg(ZT )]−Et,z
[ T∫
t
e
∫ s
t c(r,Zr ) drf (s,Zs) ds
]
for all t  T , z ∈Rn.
Proof. Fix t < T and define Ys = exp{
∫ s
t
c(r,Zr) dr} and then Us = Ysu(s,Zs) for t  s  T .
Dynkin’s formula gives
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[ T∫
t
Ys
(
c(s,Zs)u(s,Zs)+ ∂u
∂s
(s,Zs)+Lu(s,Zs)
)
ds
]
= Et,z[Ut ] +Et,z
[ T∫
t
Ysf (s,Zs) ds
]
.
Now Et,z[UT ] = Et,z[YT u(T ,ZT )] = Et,z[YT g(ZT )] and Et,z[Ut ] = u(t, z). Therefore the
equation above gives
Et,z
[
YT g(ZT )
]= u(t, z)+Et,z[ T∫
t
Ysf (s,Zs) ds
]
and we are done. 
8.2. Estimates on un(t, x, θ)
The case k = 0 in Proposition 21 is enough to provide the estimate (30) in Proposition 13.
However the cases k  1 and the results in Propositions 22 and 23 are needed for the covariance
estimate in Section 8.3. Much of the work in the proofs of Propositions 22 and 23 is necessary to
obtain the factor 1/n2 in the exponential term eK(T−t)/n2 .
Proposition 21. There is a constant K , depending only on γ and the functions A, B , C and D
in (36), (37) such that for any k  0∣∣∣∣∂kun∂xk (t, x, θ)− ∂ku∞∂xk (t, x)
∣∣∣∣ n−2K(1 + T − t)‖H‖k+1,k+4
for all 0 t  T and for all (x, θ) ∈R2.
Proof. In the proof Ki will denote a constant which depends only on γ and the functions A, B ,
C and D in (36), (37). Notice first that since un(t, x, θ) = Et,0,θ [H(x+Xn(T ))] and u∞(t, x) =
E[H(x +X∞(T )−X∞(t))], then
∂kun
∂xk
(t, x, θ) = Et,0,θ [H(k)(x +Xn(T ))] (40)
and
∂ku∞
∂xk
(t, x) = E[H(k)(x +X∞(T )−X∞(t))].
Therefore it suffices to prove the proposition for the case k = 0. The generator for the
(Xn(t), θn(t)) process is
L(n) = −n2γ ∂ +L0,
∂θ
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L0 = A(θ) ∂
∂x
+ 1
2
B2(θ)
∂2
∂x2
+C(θ) ∂
∂θ
+ 1
2
D2(θ)
∂2
∂θ2
+B(θ)D(θ) ∂
2
∂x∂θ
.
The function un = un(t, x, θ) satisfies the equation(
∂
∂t
+L(n)
)
un = 0 (41)
for t < T with terminal condition un(T , x, θ) = H(x). We look for an expansion
un(t, x, θ) = uˆ0(t, x)+ n−2uˆ1(t, x, θ)+O
(
n−4
)
. (42)
Notice that uˆ0 does not depend on θ , so that when we substitute the expression (42) into (41)
there are no terms of order n2. Equating terms of order n0 gives the equation
∂uˆ0
∂t
(t, x)+L0uˆ0(t, x, θ)− γ ∂uˆ1
∂θ
(t, x, θ) = 0. (43)
Integrating with respect to θ gives
∂uˆ0
∂t
(t, x)+Luˆ0(t, x) = 0,
where L is obtained from L0 by removing all the terms involving θ derivatives and averaging the
remaining coefficients with respect to θ . Thus
Lf (x) = A∂f
∂x
+ 1
2
B2
∂2f
∂x2
,
and we recognize L as the generator of the process X∞(t). With the terminal condition
uˆ0(T , x) = H(x) we get the explicit representation uˆ0(t, x) = u∞(t, x) given in (39). Return-
ing to Eq. (43) we get
∂uˆ1
∂θ
= 1
γ
(L0 −L)u∞ = 1
γ
((
A(θ)−A)∂u∞
∂x
+ 1
2
(
B2(θ)−B2)∂2u∞
∂x2
)
and so we can choose
uˆ1(t, x, θ) = 1
γ
(
A˜(θ)
∂u∞
∂x
(t, x)+ 1
2
B˜(θ)
∂2u∞
∂x2
(t, x)
)
,
where A˜ and B˜ are trigonometric polynomials satisfying A˜′(θ) = A(θ) − A and B˜ ′(θ) =
B2(θ) − B2, respectively. Note that the functions A˜ and B˜ are defined only up to an additive
constant. We make the arbitrary choice that A˜(0) = B˜(0) = 0.
At this point we abandon the asymptotic expansion (42), and instead estimate the “error”
en(t, x, θ) ≡ un(t, x, θ)− u∞(t, x)− n−2uˆ1(t, x, θ).
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∂
∂t
+L(n)
)
en = −
(
∂
∂t
+L0
)
u∞ − 1
n2
(
∂
∂t
− n2γ ∂
∂θ
+L0
)
uˆ1
=
(
(L−L0)u∞ + γ ∂uˆ1
∂θ
)
− 1
n2
(
∂uˆ1
∂t
+L0uˆ1
)
= − 1
n2
(
∂uˆ1
∂t
+L0uˆ1
)
= 1
n2γ
(L−L0)
(
A˜(θ)
∂u∞
∂x
+ 1
2
B˜(θ)
∂2u∞
∂x2
)
≡ fn(t, x, θ),
say, and ∣∣fn(t, x, θ)∣∣ n−2K1‖H‖1,4
for all t, x, θ and n 1. Also ∣∣uˆ1(t, x, θ)∣∣K2‖H‖1,2
for all t, x, θ , and so∣∣en(T , x, θ)∣∣= ∣∣un(T , x, θ)− u∞(T , x)− n−2uˆ1(T , x, θ)∣∣
= ∣∣H(x)−H(x)− n−2uˆ1(T , x, θ)∣∣
 n−2K2‖H‖1,2.
Applying Lemma 20 to the diffusion (Xn(t), θn(t)) with generator L(n) we get
en(t, x, θ) = Et,x,θ
[
en
(
T ,Xn(T ), θn(T )
)]−Et,x,θ[ T∫
t
fn
(
s,Xn(s), θn(s)
)
ds
]
and so
∣∣en(t, x, θ)∣∣Et,x,θ ∣∣en(T ,Xn(T ), θn(T ))∣∣+Et,x,θ
[ T∫
t
∣∣fn(s,Xn(s), θn(s))∣∣ds
]
 n−2
[
K2 +K1(T − t)
]‖H‖1,4.
Finally ∣∣u(t, x, θ)− u∞(t, x)∣∣ n−2∣∣uˆ1(t, x, θ)∣∣+ ∣∣en(t, x, θ)∣∣
 n−2
(
2K2 +K1(T − t)
)‖H‖1,4
and the proof is complete. 
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in (36), (37) such that, for any k  0,∣∣∣∣ ∂k+1∂xk∂θ un(t, x, θ)
∣∣∣∣ K(1 + (T − t)2)n2 eK(T−t)/n2‖H‖k+1,k+6
for all t  T and for all (x, θ) ∈R2.
Proof. As in the proof of Proposition 21, Ki will denote a constant which depends only on γ
and the functions A, B , C and D in (36), (37). Again it suffices to consider the case k = 0. Write
vn(t, x, θ) = ∂un
∂θ
(t, x, θ).
Since un satisfies (
∂
∂t
+L(n)
)
un = 0
for t < T , we get
0 = ∂
∂θ
(
∂
∂t
+L(n)
)
un
=
(
∂
∂t
+L(n)
)
vn +A′(θ)∂un
∂x
+ 1
2
(
B2
)′
(θ)
∂2un
∂x2
+C′(θ)∂un
∂θ
+ 1
2
(
D2
)′
(θ)
∂2un
∂θ2
+ (BD)′(θ) ∂
2un
∂x∂θ
=
(
∂
∂t
+M(n)
)
vn +A′(θ)∂un
∂x
+ 1
2
(
B2
)′
(θ)
∂2un
∂x2
,
where the operator M(n) is given by
M(n)f = L(n)f + (BD)′(θ)∂f
∂x
+ 1
2
(
D2
)′
(θ)
∂f
∂θ
+C′(θ)f.
Notice that the operator M(n) has zero order term C′(θ). Define a new operator N(n) by the
equation
N(n)f (t, x, θ) = e−C(θ)/n2γM(n)(eC(θ)/n2γ f (t, x, θ)).
Then
N(n) = −n2γ ∂
∂θ
+N0 + n−2N1 + n−4N2,
where
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∂x
+ 1
2
(
D2
)′
(θ)
∂
∂θ
,
N1 = 1
γ
B(θ)D(θ)C′(θ) ∂
∂x
+ 1
γ
D2(θ)C′(θ) ∂
∂θ
+ 1
γ
(
C(θ)+ 1
2
(
D2
)′
(θ)
)
C′(θ)+ 1
2γ
D2(θ)C′′(θ),
N2 = 12γ 2
(
D(θ)
)2(
C′(θ)
)2
.
Notice that N0 has no zero order term. The function
v˜n(t, x, θ) = e−C(θ)/n2γ vn(t, x, θ)
satisfies the equation(
∂
∂t
+N(n)
)
v˜n = −e−C(θ)/n2γ
(
A′(θ)∂un
∂x
+ 1
2
(
B2
)′
(θ)
∂2un
∂x2
)
with terminal condition v˜n(T , x, θ) = 0. We write
v˜n(t, x, θ) = 1
n2γ
(
A(θ)
∂u∞
∂x
(t, x)+ 1
2
B2(θ)
∂2u∞
∂x2
(t, x)
)
+ en(t, x, θ),
and we estimate the “error” en(t, x, θ). Notice first that
en(T , x, θ) = v˜(T , x, θ)− 1
n2γ
(
A(θ)H ′(x)+ 1
2
B2(θ)H ′′(x)
)
= − 1
n2γ
(
A(θ)H ′(x)+ 1
2
B2(θ)H ′′(x)
)
,
so that ∣∣en(T , x, θ)∣∣ K1
n2
‖H‖1,2. (44)
Also (
∂
∂t
+N(n)
)
en(t, x, θ) = −e−C(θ)/n2γ
(
A′(θ)∂un
∂x
+ 1
2
(
B2
)′
(θ)
∂2un
∂x2
)
− 1
n2γ
(
∂
∂t
+N(n)
)(
A(θ)
∂u∞
∂x
+ 1
2
B2(θ)
∂2u∞
∂x2
)
= (1 − e−C(θ)/n2γ )(A′(θ)∂un
∂x
+ 1
2
(
B2
)′
(θ)
∂2un
∂x2
)
+A′(θ)
(
∂u∞ − ∂un
)
+ 1(B2)′(θ)(∂2u∞2 − ∂2un2 )∂x ∂x 2 ∂x ∂x
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n2γ
(L−N0)
(
A(θ)
∂u∞
∂x
+ 1
2
B2(θ)
∂2u∞
∂x2
)
−
(
1
n4γ
N1 + 1
n6γ
N2
)(
A(θ)
∂u∞
∂x
+ 1
2
B2(θ)
∂2u∞
∂x2
)
≡ fn(t, x, θ),
say. Using ∣∣1 − e−C(θ)/n2γ ∣∣K2/n2
together with Proposition 21 (with k = 1,2) we get the estimate
∣∣fn(t, x, θ)∣∣ K3(1 + T − t)
n2
‖H‖1,6 (45)
for all t, x, θ and n 1. Define
cn(x, θ) = 1
n2γ
(
C(θ)+ 1
2
(
D2
)′
(θ)
)
C′(θ)+ 1
2n2γ
D2(θ)C′′(θ)+ 1
2n4γ 2
D2(θ)
(
C′(θ)
)2
,
and let Zt denote the diffusion in R2 with generator N(n) − cn(x, θ). Lemma 20 gives
en(t, x, θ) = Et,x,θ
[
exp
{ T∫
t
cn(Zr) dr
}
en(T ,ZT )
]
−Et,x,θ
[ T∫
t
exp
{ s∫
t
cn(Zr) dr
}
fn(s,Zs) ds
]
. (46)
We have |cn(x, θ)|K4/n2, so that
exp
{ s∫
t
cn(Zr) dr
}
 eK4(s−t)/n2 (47)
for s  t . Substituting the estimates (44), (45), (47) into (46) we get
∣∣en(t, x, θ)∣∣ K1
n2
eK4(T−t)/n2‖H‖1,2 + K3
n2
( T∫
t
eK4(T−s)/n2(1 + T − s) ds
)
‖H‖1,6
 K5(1 + (T − t)
2)
n2
eK4(T−t)/n2‖H‖1,6.
Then
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K6
∣∣∣∣en(t, x, θ)+ 1n2γ A(θ)∂u∞∂x (t, x)+ 12n2γ B2(θ)∂2u∞∂x2 (t, x)
∣∣∣∣
 K7(1 + (T − t)
2)
n2
eK4(T−t)/n2‖H‖1,6,
and the proof is complete. 
Proposition 23. There is a constant K , depending only on γ and the functions A, B , C and D
in (36), (37) such that, for any k  0,∣∣∣∣ ∂k+1∂xk∂θ un(t, x, θ)
∣∣∣∣ n−2K(1 + (T − t)3)eK(T−t)/n2‖H‖k+1,k+8
for all 0 t  T and for all (x, θ) ∈R2.
Proof. The proof uses the same techniques as in the proof of Proposition 22, but in a slightly
more complicated setting. Again, it suffices to prove the case k = 0. Define
wn(t, x, θ) = ∂
2un
∂θ2
(t, x, θ).
For t < T , we get
0 = ∂
2
∂θ2
(
∂
∂t
+L(n)
)
un
=
(
∂
∂t
+L(n)
)
wn + 2A′(θ)∂vn
∂x
+A′′(θ)∂un
∂x
+ (B2)′(θ)∂2vn
∂x2
+ 1
2
(
B2
)′′
(θ)
∂2un
∂x2
+ 2C′(θ)wn +C′′(θ)vn +
(
D2
)′
(θ)
∂wn
∂θ
+ 1
2
(
D2
)′′
(θ)wn + 2(BD)′(θ)∂wn
∂x
+ (BD)′′(θ)∂vn
∂x
.
Define the new operator
M˜(n)f = L(n)f + 2(BD)′(θ)∂f
∂x
+ (D2)′(θ)∂f
∂θ
+
(
2C′(θ)+ 1
2
(
D2
)′′
(θ)
)
f.
Then (
∂
∂t
+ M˜(n)
)
wn = −A′′(θ)∂un
∂x
− 1
2
(
B2
)′′
(θ)
∂2un
∂x2
−C′′(θ)vn
− (BD)′′(θ)∂vn − 2A′(θ)∂vn − (B2)′(θ)∂2vn2 .∂x ∂x ∂x
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new operator N˜ (n) by the equation
N˜ (n)f (t, x, θ) = e−E(θ)/n2γ M˜(n)(eE(θ)/n2γ f (t, x, θ)).
Then
N˜ (n) = −n2γ ∂
∂θ
+ N˜0 + n−2N˜1 + n−4N˜2,
where
N˜0 = L0 + 2(BD)′(θ) ∂
∂x
+ (D2)′(θ) ∂
∂θ
,
N˜1 = 1
γ
B(θ)D(θ)E′(θ) ∂
∂x
+ 1
γ
D2(θ)E′(θ) ∂
∂θ
+ 1
γ
(
C(θ)+ (D2)′(θ))E′(θ)
+ 1
2γ
D2(θ)E′′(θ),
N˜2 = 12γ 2
(
D2(θ)
)(
E′(θ)
)2
.
Notice that N˜0 has no zero order term. The function
w˜n(t, x, θ) = e−E(θ)/n2γ wn(t, x, θ)
satisfies the equation
(
∂
∂t
+ N˜ (n)
)
w˜n = −e−E(θ)/n2γ
(
A′′(θ)∂un
∂x
+ 1
2
(
B2
)′′
(θ)
∂2un
∂x2
+C′′(θ)vn
+ [(BD)′′(θ)+ 2A′(θ)]∂vn
∂x
+ (B2)′(θ)∂2vn
∂x2
)
with terminal condition w˜(T , x, θ) = 0. Write
w˜n(t, x, θ) = 1
n2γ
(
A′(θ)∂u∞
∂x
(t, x)+ 1
2
(
B2
)′
(θ)
∂2u∞
∂x2
(t, x)
)
+ en(t, x, θ).
We estimate the “error” en(t, x, θ). Notice first that
en(T , x, θ) = w˜n(T , x, θ)− 1
n2γ
(
A′(θ)H ′(x)+ 1
2
(
B2
)′
(θ)H ′′(x)
)
= − 12
(
A′(θ)H ′(x)+ 1(B2)′(θ)H ′′(x)),n γ 2
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∣∣en(T , x, θ)∣∣ K1
n2
‖H‖1,2. (48)
Also (
∂
∂t
+N(n)
)
en(t, x, θ)
= −e−E(θ)/n2γ
(
A′′(θ)∂un
∂x
+ 1
2
(
B2
)′′
(θ)
∂2un
∂x2
+C′′(θ)vn
+ [(BD)′′(θ)+ 2A′(θ)]∂vn
∂x
+ (B2)′(θ)∂2vn
∂x2
)
− 1
n2γ
(
∂
∂t
+ N˜ (n)
)(
A′(θ)∂u∞
∂x
+ 1
2
(
B2
)′
(θ)
∂2u∞
∂x2
)
= (1 − e−E(θ)/n2γ )(A′′(θ)∂un
∂x
+ 1
2
(
B2
)′′
(θ)
∂2un
∂x2
)
− e−E(θ)/n2γ
(
C′′(θ)vn +
[
(BD)′′(θ)+ 2A′(θ)]∂vn
∂x
+ (B2)′(θ)∂2vn
∂x2
)
+A′′(θ)
(
∂u∞
∂x
− ∂un
∂x
)
+ 1
2
(
B2
)′′
(θ)
(
∂2u∞
∂x2
− ∂
2un
∂x2
)
+ 1
n2γ
(L− N˜0)
(
A′(θ)∂u∞
∂x
+ 1
2
(
B2
)′
(θ)
∂2u∞
∂x2
)
−
(
1
n4γ
N˜1 + 1
n6γ
N˜2
)(
A′(θ)∂u∞
∂x
+ 1
2
(
B2
)′
(θ)
∂2u∞
∂x2
)
≡ fn(t, x, θ),
say. Using |1 − e−E(θ)/n2γ |  K2/n2 and e−E(θ)/n2γ  1 + K2 together with Propositions 21
and 22 (with k = 0,1,2) we get the estimate
∣∣fn(t, x, θ)∣∣ K3(1 + (T − t)2)
n2
eK4(T−t)/n2‖H‖1,8 (49)
for all t, x, θ and n 1. Define
cn(x, θ) = 1
n2γ
(
C(θ)+ (D2)′(θ))E′(θ)+ 1
2n2γ
D2(θ)E′′(θ)
+ 1
2n4γ 2
D2(θ)
(
E′(θ)
)2
,
and let Zt denote the diffusion in R2 with generator N˜ (n) − c˜n(x, θ). Lemma 20 gives
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[
exp
{ T∫
t
c˜n(Zr) dr
}
en(T ,ZT )
]
−Et,x,θ
[ T∫
t
exp
{ s∫
t
cn(Zr) dr
}
fn(s,Zs) ds
]
. (50)
We have |cn(x, θ)|K5/n2, so that
exp
{ s∫
t
cn(Zr) dr
}
 eK5(s−t)/n2 (51)
for s > t . Substituting the estimates (48), (49), (51) into (50) we get
∣∣en(t, x, θ)∣∣ K1
n2
eK5(T−t)/n2‖H‖1,2 + K3
n2
( T∫
t
eK6(T−s)/n2
(
1 + (T − s)2)ds)‖H‖1,8
 K7(1 + (T − t)
3)
n2
eK6(T−t)/n2‖H‖1,8.
Then ∣∣w(t, x, θ)∣∣= ∣∣eE(θ)/n2γ w˜(t, x, θ)∣∣
K8
∣∣∣∣en(t, x, θ)− 1n2γ A′(θ)∂u∞∂x (t, x)− 12n2γ (B2)′(θ)∂2u∞∂x2 (t, x)
∣∣∣∣
 K9(1 + (T − t)
3)
n2
eK6(T−t)/n2‖H‖1,8,
and the proof is complete. 
8.3. Covariance estimates
For fixed n = m, consider the 4-dimensional process given by the equations
dXn(t) = A
(
θn(t)
)
dt +B(θn(t))dW(t),
dθn(t) = −n2γ dt +C
(
θn(t)
)
dt +D(θn(t))dW(t),
dXm(t) = A
(
θm(t)
)
dt +B(θm(t))dWt,
dθm(t) = −m2γ dt +C
(
θm(t)
)
dt +D(θm(t))dW(t).
Let Et,x,θ,y,φ denote expectation with respect to the law of the joint process {(Xn(s), θn(s),
Xm(s), θm(s)): s  t} with initial condition Xn(t) = x, θn(t) = θ , Xm(t) = y, θm(t) = φ. Since
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ian motion, they will not be independent. In this section we will obtain an upper bound on
|Cov0,x,θ,y,φ(H(Xn(T )),H(Xm(S)))|.
So far in Section 8 the functions A, B , C and D have been arbitrary trigonometric polynomi-
als. At this point we impose the restriction that
2π∫
0
B(θ)dθ = 0. (52)
It follows that B and D can be expressed in the form
B(θ) =
d1∑
k=1
(αk coskθ + βk sin kθ)
and
D(θ) = μ0 +
d2∑
k=1
(μk coskθ + δk sin kθ).
Then we can write
B(θ)B(φ) =
∑
(k,)∈Γ
(
E′k(kθ − φ)+ F ′k(kθ + φ)
) (53)
and
B(θ)D(φ) = E˜′0(θ)+
∑
(k,)∈Γ
(
E˜′k(kθ − φ)+ F˜ ′k(kθ + φ)
)
, (54)
where Ek, Fk, E˜0, E˜k and F˜k are trigonometric polynomials, and Γ is a finite subset of
{1,2,3, . . .} × {1,2,3, . . .}.
For the remainder of this subsection we fix n = m and times T ,S > 0. Write U = min(S,T ),
and for 0 t U define
un = un(t, x, θ) = Et,x,θ
[
H
(
Xn(T )
)]
,
um = um(t, y,φ) = Et,y,φ
[
H
(
Xm(S)
)]
and
un,m = un,m(t, x, θ, y,φ) = Et,x,θ,y,φ
[
H
(
Xn(T )
)
H
(
Xm(S)
)]
.
Then
Covt,x,θ,y,φ
(
H
(
Xn(T )
)
,H
(
Xm(S)
))= un,m(t, x, θ, y,φ)− un(t, x, θ)um(t, y,φ)
≡ en,m(t, x, θ, y,φ),
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that un,m(U,x, θ, y,φ) is a C∞ function of (x, θ, y,φ) with bounded derivatives of all orders.
The same conclusion holds true if S  T . Since
un,m(t, x, θ, y,φ) = Et,x,θ,y,φ
(
Et,x,θ,y,φ
(
H
(
Xn(T )
)
H
(
Xm(S)
)∣∣FU ))
= Et,x,θ,y,φE[un,m(U,Xn(U), θn(U),Xm(U), θm(U))]
for t  U , we can adapt the argument used in the proof of Lemma 19 and deduce that un,m ∈
C∞([0,U ] ×R4) and that un,m and all its derivatives are bounded. We have
en,m(U,x, θ, y,φ) = un,m(U,x, θ, y,φ)− un(U,x, θ)um(U,y,φ)
= ES,x,θ,y,φ[H (Xn(T ))H (Xm(S))]−ES,x,θ [H (Xn(T ))]H(y)
= 0
if U = S  T and similarly if S  T . We look for a PDE satisfied by en,m for 0 t U . We use
variables x(t) = Xn(t), θ(t) = θn(t), y(t) = Xm(t), φ(t) = θm(t). The four-dimensional process
{(x(t), θ(t), y(t), φ(t)): t  0} has generator
L(n,m) = L(n) +L(m) +B(θ)B(φ) ∂
2
∂x∂y
+D(θ)B(φ) ∂
2
∂θ∂y
+B(θ)D(φ) ∂
2
∂x∂φ
+D(θ)D(φ) ∂
2
∂θ∂φ
,
where L(n) acts on (x, θ) and L(m) acts on (y,φ). We write, for shorthand,
L(n,m) = L(n) +L(m) +L00
= −n2ω ∂
∂θ
−m2ω ∂
∂φ
+L1 +L2 +L00,
where L1 and L2 denote L0 acting on the (x, θ) and (y,φ) variables, respectively. Using the
equations(
∂
∂t
+L(n,m)
)
un,m = 0,
(
∂
∂t
+L(n)
)
un = 0,
(
∂
∂t
+L(m)
)
um = 0
we obtain (
∂
∂t
+L(n,m)
)
en,m = −L00(unum)
= −B(θ)B(φ)∂un
∂x
∂um
∂y
−B(θ)D(φ)∂un
∂x
∂um
∂φ
−D(θ)B(φ)∂un ∂um −D(θ)D(φ)∂un ∂um . (55)
∂θ ∂y ∂θ ∂φ
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to obtain an estimate on |en,m| which goes to 0 as n → ∞ for fixed m. The last two terms on
the right-hand side of (55) are of order n−2 (using Proposition 22), but we cannot yet obtain
estimates on the first two terms which decay as n → ∞. Here we use assumption (52) and the
consequent Eqs. (53), (54). Suppose that kn2 − m2 = 0 for all (k, ) ∈ Γ . Define
Jn,m(θ,φ) = 1
γ
∑
(k,)∈Γ
(
Ek(kθ − φ)
kn2 − m2 +
Fk(kθ + φ)
kn2 + m2
)
.
Then
γ
(
n2
∂
∂θ
+m2 ∂
∂φ
)
Jn,m(θ,φ) =
∑
(k,)∈Γ
(
E′k(kθ − φ)+ F ′k(kθ + φ)
)
= B(θ)B(φ).
Now define
Fn,m(t, x, θ, y,φ) = Jn,m(θ,φ)∂un
∂x
(t, x, θ)
∂um
∂y
(t, y,φ).
Using the fact that
∂
∂t
(
∂un
∂x
)
= ∂
∂x
(
∂un
∂t
)
= − ∂
∂x
(
L(n)un
)= −L(n)(∂un
∂x
)
and similarly for ∂um/∂y, we get(
∂
∂t
+L(n,m)
)
Fn,m
= −Jn,m
(
L(n) +L(m))(∂un
∂x
∂um
∂y
)
+ (L(n) +L(m) +L00)(Jn,m ∂un
∂x
∂um
∂y
)
= −B(θ)B(φ)∂un
∂x
∂um
∂y
− Jn,m(L1 +L2)
(
∂un
∂x
∂um
∂y
)
+ (L1 +L2 +L00)
(
Jn,m
∂un
∂x
∂um
∂y
)
= −B(θ)B(φ)∂un
∂x
∂um
∂y
+ fn,m(t, x, θ, y,φ),
where
fn,m(t, x, θ, y,φ) =
(
(L1 +L2)Jn,m
)∂un
∂x
∂um
∂y
+L00
(
Jn,m
∂un
∂x
∂um
∂y
)
+D(θ)∂Jn,m
∂θ
(
B(θ)
∂2un
∂x2
+D(θ) ∂
2un
∂x∂θ
)
∂um
∂y
+D(φ)∂Jn,m
(
B(φ)
∂2um
2 +D(φ)
∂2um
)
∂un
.
∂φ ∂y ∂y∂φ ∂x
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∂2un/∂x∂θ times ∂um/∂y or ∂2um/∂y2 or ∂2um/∂y∂φ. Using the bounds |∂kun/∂xk| ‖H‖k,k
and |∂kum/∂y| ‖H‖k,k , see (40), and Proposition 22 we get the estimate
∣∣fn,m(t, x, θ, y,φ)∣∣K1‖H‖21,6( ∑
(k,)∈Γ
1
|kn2 − m2|
)(
1 + (1 + (T − t)
2)
n2
eK2(T−t)/n2
)
×
(
1 + (1 + (S − t)
2)
m2
eK2(S−t)/m2
)
. (56)
Define also
Kn,m(θ,φ) = E˜0(θ)
γ n2
+ 1
γ
∑
(k,)∈Γ
(
E˜k(kθ − φ)
kn2 − m2 +
F˜k(kθ + φ)
kn2 + m2
)
.
Then
γ
(
n2
∂
∂θ
+m2 ∂
∂φ
)
Kn,m(θ,φ) = E˜′0(θ)+
∑
(k,)∈Γ
(
E˜′k(kθ − φ)+ F˜ ′k(kθ + φ)
)
= B(θ)D(φ).
Now define
Gn,m(t, x, θ, y,φ) = Kn,m(θ,φ)∂un
∂x
(t, x, θ)
∂um
∂φ
(t, y,φ).
The calculations for Gn,m are similar to those for Fn,m except that L2 and ∂/∂φ do not commute.
We obtain (
∂
∂t
+L(n,m)
)
Gn,m = −B(θ)D(φ)∂un
∂x
∂um
∂φ
+ gn,m(t, x, θ, y,φ),
where
gn,m(t, x, θ, y,φ) =
(
(L1 +L2)Kn,m
)∂un
∂x
∂um
∂φ
+L00
(
Kn,m
∂un
∂x
∂um
∂φ
)
+D(θ)∂Kn,m
∂θ
(
B(θ)
∂2un
∂x2
+D(θ) ∂
2un
∂x∂θ
)
∂um
∂φ
+D(φ)∂Kn,m
∂φ
(
B(φ)
∂2um
∂y∂φ
+D(φ)∂
2um
∂φ2
)
∂un
∂x
+Kn,m
[
L2
∂um
∂φ
− ∂
∂φ
(L2um)
]
∂un
∂x
.
All the terms in gn,m involve Kn,m or a partial derivative of Kn,m times ∂un/∂x or ∂2un/∂x2 or
∂2un/∂x∂θ times ∂um/∂y or ∂um/∂φ or ∂2um/∂y2 or ∂2um/∂y∂φ or ∂um/∂φ2. Using (40) and
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∣∣gn,m(t, x, θ, y,φ)∣∣
K1‖H‖1,6‖H‖1,8
( ∑
(k,)∈Γ
1
|kn2 − m2|
)(
1 + (1 + (T − t)
2)
n2
eK2(T−t)/n2
)
×
(
1 + (1 + (S − t)
3)
m2
eK2(S−t)/m2
)
. (57)
Together we get (
∂
∂t
+L(n,m)
)
(en,m − Fn,m −Gn,m) = hn,m,
where
hn,m = −D(θ)B(φ)∂un
∂θ
∂um
∂y
−D(θ)D(φ)∂un
∂θ
∂um
∂φ
− fn,m − gn,m.
The first two terms in hn,m can be estimated using Proposition 22 and |∂um/∂y|  ‖H‖1,1.
Putting these estimates together with (56), (57) we get
∣∣hn,m(t, x, θ, y,φ)∣∣
 K4‖H‖1,6(1 + (T − t)
2)
n2
eK2(T−t)/n2
(
‖H‖1,1 + ‖H‖1,6 1 + (S − t)
2
m2
eK2(T−t)/m2
)
+K5‖H‖1,6‖H‖1,8
( ∑
(k,)∈Γ
1
|kn2 − m2|
)(
1 + (1 + (T − t)
2)
n2
eK2(T−t)/n2
)
×
(
1 + (1 + (S − t)
3)
m2
eK2(S−t)/m2
)
K6‖H‖1,6‖H‖1,8
( ∑
(k,)∈Γ
1
|kn2 − m2| +
(1 + (T − t)2)
n2
eK2(T−t)/n2
)
×
(
1 + (1 + (S − t)
3)
m2
eK2(S−t)/m2
)
, (58)
where the last inequality uses |kn2 − m2| 1 for all (k, ) ∈ Γ . Also
∣∣Fn,m(t, x, θ, y,φ)∣∣K7‖H‖21,1 ∑
(k,)∈Γ
1
|kn2 − m2| (59)
and
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(k,)∈Γ
1
|kn2 − m2|
)
× (1 + (S − t)
2)
m2
eK2(S−t)/m2 . (60)
By Lemma 20 we get
en,m − Fn,m −Gn,m = −Et,x,θ,y,φ
[
Fn,m(U,XU)+Gn,m(U,XU)
]
−Et,x,θ,y,φ
[ U∫
t
hn,m(s,Xs) ds
]
.
Using the estimates (59), (60) and (58), we get
|en,m|K9‖H‖1,1‖H‖1,6
( ∑
(k,)∈Γ
1
|kn2 − m2|
)(
1 + (1 + (S − t)
2)
m2
eK2(S−t)/m2
)
+K6‖H‖1,6‖H‖1,8(U − t)
( ∑
(k,)∈Γ
1
|kn2 − m2| +
(1 + (T − t)2)
n2
eK2(T−t)/n2
)
×
(
1 + (1 + (S − t)
3)
m2
eK2(S−t)/m2
)
.
Putting t = 0 gives the following result.
Proposition 24. Assume that the function B(θ) satisfies (52), and let Γ be as in (53), (54). There
is a constant K , depending only on γ and the functions A, B , C and D in (36), (37) such that,
for any S,T > 0 and n = m with kn2 − m2 = 0 for all (k, ) ∈ Γ we have
Cov0,x,θ,y,φ
(
H
(
Xn(T )
)
,H
(
Xm(S)
))
K‖H‖1,1‖H‖1,6
( ∑
(k,)∈Γ
1
|kn2 − m2|
)(
1 + (1 + S
2)
m2
eKS/m
2
)
+K‖H‖1,6‖H‖1,8 min(S,T )
( ∑
(k,)∈Γ
1
|kn2 − m2| +
(1 + T 2)
n2
eKT/n
2
)
×
(
1 + (1 + S
3)
m2
eKS/m
2
)
for all (x, θ, y,φ) ∈R4.
Corollary 25. In the setting of Proposition 24, assume that
T = tn C1 logn+C2 and S = tm C1 logm+C2.
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for all (k, ) ∈ Γ we have
Cov0,x,θ,y,φ
(
H
(
Xn(tn)
)
,H
(
Xm(tm)
))
K1‖H‖21,8(1 + logm)
( ∑
(k,)∈Γ
1
|kn2 − m2| +
(1 + logn)2
n2
)
for all (x, θ, y,φ) ∈R4.
8.4. Proof of Proposition 13
We will use these results with the functions A(θ), B(θ), C(θ) and D(θ) given in (26) and the
function H given in Section 5. Converting notation from Section 5 to Section 8 we have
Eθn(Un) = E0,bn,θn
(
H
(
Xn(tn)
))
,
E(Un,∞) = E0,bn
(
H
(
bn +X∞(tn)
))
and
Covθn,θm(Un,Um) = Cov0,bn,θn,bm,θm
(
H
(
Xn(tn)
)
,H
(
Xm(tm)
))
,
where
bn = −μtn − (1 − δ)2 loga
−1
n .
For n ∈ J (p) we have an  n−2/p so that tn  [(1 − δ)/p(μ−A)] logn+h. The inequality (30)
in Proposition 13 follows immediately by taking k = 0, t = 0 and T = tn in Proposition 21.
In order to obtain (31), notice that from (26) we have B(θ) = −σ2 sin 2θ and D(θ) =
−σ cos2 θ . Therefore
B(θ)B(φ) = σ
2
8
(
cos 2(θ − φ)− cos 2(θ + φ))
and
B(θ)D(φ) = σ
2
8
(
2 sin 2θ + sin 2(θ − φ)+ sin 2(θ + φ)),
so that Γ consists of the single point (1,1), and Corollary 25 is valid whenever n = m. To
complete the proof of (31) it suffices to prove the following lemma.
Lemma 26. For all δ ∈ (0,1) there is a constant K = K(δ) such that if an  0 for all n 1 and∑∞
n=1 an < ∞ then
∑
aδma
δ
n(1 + logm)
(
1
n2 −m2 +
(1 + logn)2
n2
)
K
( ∞∑
an
)2δ
.1m<n<∞ n=1
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∞∑
n=m+1
aδn
n2 −m2 
1
2m
∞∑
n=m+1
aδn
n−m
 1
2m
( ∞∑
n=m+1
an
)δ( ∞∑
n=m+1
1
(n−m)1/(1−δ)
)1−δ
 1
2m
( ∞∑
k=1
ak
)δ( ∞∑
k=1
1
k1/(1−δ)
)1−δ
= K1
m
( ∞∑
k=1
ak
)δ
for some finite constant K1. Similarly
∞∑
n=m+1
aδn(1 + logn)2
n2
 1
m
∞∑
n=m+1
aδn(1 + logn)2
n
 1
m
( ∞∑
n=m+1
an
)δ( ∞∑
n=m+1
(
(1 + logn)2
n
)1/(1−δ))1−δ
 1
m
( ∞∑
k=1
ak
)δ( ∞∑
k=1
(
(1 + logk)2
k
)1/(1−δ))1−δ
= K2
m
( ∞∑
k=1
ak
)δ
.
Then
∑
1m<n<∞
aδma
δ
n(1 + logm)
(
1
n2 −m2 +
(1 + logn)2
n2
)
 (K1 +K2)
( ∞∑
k=1
ak
)δ ∞∑
m=1
aδm(1 + logm)
m
 (K1 +K2)
( ∞∑
k=1
ak
)2δ( ∞∑
m=1
(
1 + logm
m
)1/(1−δ))1−δ
= K
( ∞∑
k=1
ak
)2δ
,
and the proof is complete. 
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