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Bei der Struktur- und Parameteroptimierung technischer Systeme durch
Evolutionäre Algorithmen oder andere numerische Verfahren sind meist
viele Iterationen zur Güteberechnung notwendig. Wenn diese Güteberech-
nung einen hohen Aufwand bedeutet, z.B. bei notwendigen Experimenten
oder Simulationen mit Finite-Elemente-Modellen bzw. numerischen Strö-
mungssimulationen mit CFD (Computational Fluid Dynamics), werden
zunehmend recheneffizientere Regressionsmodelle (z.B. Künstliche Neu-
ronale Netze) zur Fitnessapproximation eingesetzt [1]. Die Bildung dieser
Modelle erfordert eine zuverlässige und ausreichend große Datenbasis, um
den zulässigen Parameterraum vollständig und gleichförmig abzudecken.
Diese Anforderungen werden in der Realität wegen der aufwändigen Da-
tenerhebung, der Fusion heterogener oder widersprüchlicher Datenquellen
sowie der Überrepräsentation etablierter Bereiche häufig verletzt. Das führt
unter anderem dazu, dass Ersatzmodelle in schlecht abgedeckten Parame-
terbereichen große Fehler aufweisen oder lokal überangepasst sind (engl.
Overfitting). Folglich schlagen sie oft irreführende Werte für die nächs-
te Optimierungsiteration vor. Beispielsweise wird in [2] ein Datensatz aus
dem Bereich des Turbomaschinenbaus vorgestellt, mit Hilfe dessen die Be-
ziehung zwischen verschiedenen Parametern und dem Durchflussverhalten
von Labyrinthdichtungen modelliert wird. Der Datensatz fasst Messungen
aus mehreren Quellen zusammen, die Eingangsgrößen aus unterschiedli-
chen Bereichen erfassen.
Um die Zuverlässigkeit von Regressionsmodellen zu bewerten, werden bei-
spielsweise Kenngrößen genutzt, die robust gegen Ausreißer sind [3]. Eine
sorgfältige Auswahl der Merkmale ist für Regressionen [4] und Klassifika-
tionen [5] wichtig, um die Modellkomplexität gering zu halten. In [6] wird
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die Vertrauenswürdigkeit der Prognosen von Neuronalen Netzen anhand
der Datendichte betrachteter Merkmalsräume bewertet.
Zur Bewertung der Qualität von Regressionsmodellen werden Informati-
onstheoretische Maße („shortest data description“ [7], „minimum messa-
ge length“ [8]), Verfahren zur Abschätzung von Approximationen [9, 10]
und Kreuzvalidierungsverfahren eingesetzt [4, 11, 12]. Allerdings neigt
beispielsweise die Kreuzvalidierung bei inhomogenen Datensätzen dazu,
die Modellfehler zu unterschätzen.
Dieser Beitrag betrachtet Auswirkungen von Overfitting, die von Kreuzva-
lidierungsverfahren nicht erfasst werden können und durch große Schwan-
kungen der geschätzten Ausgangsgröße die Anwendung eines Regressions-
modells negativ beeinflussen.
Abschnitt 2 erklärt, was Overfitting ist und wie Kreuzvalidierungen es er-
kennen. Abschnitt 3 stellt eine Methode vor, die Overfitting anhand des
Verlaufs der geschätzten Ausgangsgröße eines Regressionsmodells erken-
nen und Kreuzvalidierungen ergänzen kann. Die Methode wird in Ab-
schnitt 4 angewandt und die Ergebnisse diskutiert. Dabei wird sowohl ein
in [13] empfohlener Datensatz aus dem UCI Machine Learning Repository,
als auch ein eigener Datensatz aus dem Turbomaschinenbau verwendet.
2 Regressionsanalyse
2.1 Übersicht
Eine Regressionsanalyse stellt einen funktionellen Zusammenhang zwi-
schen reellwertigen Eingangsvariablen x und einer Ausgangsvariable y
auf. Eine Regressionsanalyse nutzt Polynome, Künstliche Neuronale Net-
ze (KNN) o.ä., die entsprechend eines Datensatzes (Lerndaten) angepasst
werden und ein Regressionsmodell darstellen. Ein Datensatz D für Regres-
sionsanalysen besteht ausN Datentupeln. Jedes Datentupel beinhaltet s+1
Einzelmerkmale, die aus s Eingangsvariablen und einer Ausgangsvariable
bestehen. Jeder Eingangsvariablenvektor xi ∈ Rs, i = 1...N stellt einen
Punkt im Merkmalsraum dar. Der Datensatz ordnet jedem Punkt eine Aus-
gangsvariable yi zu.
Ein Regressionsmodell liefert für einen beliebigen Eingangsvariablenvek-
tor x einen Schätzwert ŷ. Bei der Anpassung werden die Struktur und Pa-
rameter des Modells gemäß eines Gütekriteriums gewählt, beispielsweise
zur Minimierung der Wurzel des mittleren, quadrierten Fehlers







(ŷi − yi)2. (1)
Die Fehlermaße beziehen sich auf die Abweichungen der wahren Aus-
gangsgrößen von den Schätzungen des Regressionsmodells an allen N
Punkten, die in den Lerndaten enthalten sind (engl. „in-sample error“).
2.2 Overfitting
Mit einer genügend komplexen Struktur können viele Regressionsmodel-
le beliebige Zusammenhänge abbilden, z.B. KNN mit einer hinreichend
großen Zahl an Neuronen in einer verdeckten Schicht. Der in-sample er-
ror (IE) kann dadurch sehr gering werden. Regressionsmodelle werden
häufig dazu verwendet, eine Vorhersage (Prädiktion) für die Ausgangsgrö-
ße an einem Punkt zu liefern, der nicht im Datensatz erfasst ist. Der IE
sagt nichts über die Güte von solchen Prädiktionen aus. Um ein Regres-
sionsmodell hinsichtlich seiner Prädiktionsfähigkeit zu bewerten, müssen
die oben genannten Fehlermaße auf Daten angewandt werden, die nicht
zur Modellbildung verwendet worden sind (Testdaten). Die Abweichun-
gen der wahren Ausgangsgrößen von den Schätzungen des Regressions-
modells an den Punkten der Testdaten werden „out-of-sample error“ (OE)
genannt. Dafür kann der zugrundeliegende Datensatz in zwei Teile geteilt
werden. Ein Teildatensatz wird zur Modellbildung verwendet, der andere
zur Modellvalidierung. Vor allem in technischen und naturwissenschaftli-
chen Anwendungen ist die Datenerhebung oft zeit- und kostenintensiv und
die Datensätze enthalten entsprechend nur wenige oder im Merkmalsraum
heterogen verteilte Daten. Für eine zuverlässige Modellbildung müssen da-
her alle Daten miteinbezogen werden.
Bei Datensätzen mit wenigen Datentupeln kann eine Kreuzvalidierung ver-
wendet werden. Bei einer k-fachen Kreuzvalidierung wird der Datensatz in
k gleichgroße Teile aufgeteilt. Anschließend werden k-1 Teile zur Modell-
bildung und 1 Teil zur Modellvalidierung verwendet. Nach k Iterationen
diente jeder Teildatensatz genau einmal zur Modellvalidierung. Der Mit-
telwert der OEs liefert eine Aussage über die Prädiktionsfähigkeit der ver-
wendeten Modellstruktur. Ein gutes Modell hat einen möglichst geringen
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der möglichst nahe bei 1 liegt [4]. Ein hoher Fehlerquotient beurteilt ein
Modell als zu komplex und erkennt Overfitting.
Dieser Beitrag untersucht, wann eine Kreuzvalidierung ein Modell zu gut
bewertet und ein vorhandenes Overfitting nicht erkennt. Es wird eine Me-
thode vorgestellt, die Overfitting beliebiger Modelle erkennen kann, indem
sie den Verlauf der vom Modell geschätzten Ausgangsgröße zwischen zwei
benachbarten Punkten des Lerndatensatzes untersucht.
3 Methoden
3.1 Interpolationsvalidierung
Die Interpolationsvalidierung beruht auf der Annahme, dass die geschätz-
te Ausgangsgröße guter Modelle in Bereichen zwischen zwei Punkten der
Lerndaten xa und xb kein unerwartetes Verhalten zeigt, sondern näherungs-
weise linear, bzw. monoton interpoliert.
Dazu werden ν vom Modell geschätzte Ausgangsgrößen ŷa,j, j = 1, ..., ν
an Stellen betrachtet, die gleichmäßig verteilt auf der Gerade zwischen xa
und xb im Merkmalsraum liegen. ŷxa = ŷa,1 ist die vom Modell geschätzte
Ausgangsgröße am Punkt xa. ŷxb = ŷa,ν ist die vom Modell geschätzte











Die maximale und minimale Ausgangsgröße der gesamten Lerndaten sind
ymax und ymin. Für ein Regressionsproblem gilt:
ymax = ymin. (5)
In Anlehnung an [14] werden sogenannte Interpolationsindikatoren QIV,1,
QIV,2 und QIV,3 berechnet, die den Verlauf der geschätzten Ausgangsgrö-
ße auf Besonderheiten untersuchen. Gesucht ist ein Gütekriterium QIV,total,
was eine Aussage über ein lokales Overfitting liefert. Der Wertebereich
von QIV,total sowie der Interpolationsindikatoren liegt zwischen 0 und 1. Je





· (QIV,1 +QIV,2 +QIV,3), QIV,min
)
, (6)
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desto eher zeigt das untersuchte Regressionsmodell an der betrachteten
Stelle im Merkmalsraum Overfitting. QIV,min verhindert, dass Interpolatio-
nen mit geringen Schwankungen zu schlecht bewertet werden. Das heißt
bei einem größeren Quotienten
yquotient =
ŷmax − ŷmin
ymax − ymin (7)
werden schlechtere Bewertungen durch die Interpolationsindikatoren zuge-
lassen:
QIV,min = exp(−qIV,min · yquotient). (8)




































Bild 1: (a) zeigt den Verlauf von QIV,min bei unterschiedlichen Werten für qIV,min. (b) zeigt
einen vergrößerten Teil von (a).
Aufgrund des Kurvenverlaufs wird qIV,min = 20 gewählt. Damit ergibt sich
ein angemessener Kompromiss zwischen einer hohen Fehlertoleranz bei
geringen Schwankungen der geschätzten Ausgangsgröße und einer gerin-
gen Fehlertoleranz bei großen Schwankungen der geschätzten Ausgangs-
größe.
Die einzelnen Interpolationsindikatoren berechnen sich folgendermaßen:
QIV,1 =
{




QIV,1 untersucht ob im Verlauf der geschätzten Ausgangsgröße zwischen
xa und xb lokale Minima oder Maxima existieren. Dabei gilt
|ŷmax − ŷmin|≥ |ŷxb − ŷxa|. (10)
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Mit qIV,2 > 1 wird reguliert, wie empfindlich QIV,2 große Steigungen be-
straft. Je größer qIV,2 gewählt wird, desto toleranter ist QIV,2.
Die Abweichungen der vom Regressionsmodell geschätzten Ausgangsgrö-












Die lineare Interpolation entspricht
ŷlin,j = ŷxa +
ŷxb − ŷxa
ν − 1 · (j − 1), j = 1...ν. (13)
Die Interpolationsvalidierung ist kein Verfahren, um beispielsweise Über-
anpassung an Messrauschen o.ä. zu erkennen. Solches Overfitting wird be-
reits von Kreuzvalidierungsverfahren vermieden. Das Ziel der Interpolati-
onsvalidierung ist die Vermeidung modellabhängiger Fehlschlüsse in der
Parameteroptimierung technischer Systeme. Von Interesse sind also nur
Schwankungen der geschätzten Ausgangsgröße, die solche Optimierungs-
prozesse stören.
In der Praxis werden oft an Stellen, an denen das Regressionsmodell Prä-
diktionen liefern soll, Aussagen über die Zuverlässigkeit benötigt. Gemein-
sam mit einem weiteren Interpolationsindikator, der die Abweichungen
(ŷxa − yxa) und (ŷxb − yxb) berücksichtigt, können die vorliegenden Be-
wertungsmaße eine solche Einschätzung der Zuverlässigkeit geben.
3.2 Finden nächster Nachbarn
Die Punkte xa und xb, zwischen denen das Interpolationsverhalten validiert
wird, müssen zunächst im Datensatz identifiziert werden. Es ist davon aus-
zugehen, dass ein Punkt xm im Merkmalsraum bekannt ist, für dessen Um-
gebung eine Aussage bezüglich Overfitting benötigt wird. xa und xb müs-
sen so gewählt werden, dass in der Nähe einer Gerade zwischen xa und xb
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lediglich xm liegt, Punkte aus dem Lerndatensatz dürfen sich dort nicht be-
finden. Dazu werden Winkel im Euklidischen Raum benötigt. Der Winkel
zwischen zwei Vektoren v1 und v2 berechnet sich durch:






Mit der folgenden Auswahl der Datentupel wird sichergestellt, dass kei-
ne anderen Punkte die Regression im Bereich zwischen xa und xb verzerrt
haben und ein nicht-lineares Verhalten rechtfertigen: Der Merkmalsraum
wird normiert, und die N Datentupel werden ihrer Distanz zu xm (gemes-
sen z.B. durch den Euklidischen Abstand) nach sortiert als xa angenommen
und unter den übrigen Datentupeln im Lerndatensatz ein Punkt xsearch ge-
sucht, für den gilt:
((xm − xa), (xsearch − xa)) < ψ, (15)
d(xa, xsearch) > d(xa, xm). (16)
Werden mehrere Punkte gefunden, die den Bedingungen genügen, wird der
Punkt mit der geringsten Euklidischen Distanz zu xa gewählt.
Anschließend wird geprüft ob für alle Punkte xverify mit
((xa − xsearch), (xverify − xb)) < ψverify (17)
folgende Bedingung gilt:
d(xverify, xsearch) ≥ d(xa, xsearch). (18)
Ist das der Fall, wird xsearch als xb für den aktuellen Punkt xa ausgewählt.
Außerdem werden alle Punkte xi als potentielle xa ausgeschlossen, für die
gilt:
((xi − xa), (xm − xa)) > ψignore. (19)
Bei der Anwendung in Abschnitt 4 wird mit ψ = 30◦, ψverify = 20◦ und
ψignore = 120
◦ gerechnet.
Die Suche nach geeigneten Paaren (xa, xb) ist beendet, wenn entweder je-
der Punkt xi als xa betrachtet wurde oder s Paare gefunden wurden.
Falls keine Paare gefunden werden, besteht die Möglichkeit, dass xm in
einem Extrapolationsbereich oder einem sehr gut abgedeckten Bereich des
Merkmalsraums liegt.
Alle beschriebenen Methoden wurden in die MATLAB-Toolbox Gait-
CAD [15] integriert.
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4 Anwendung
4.1 Durchflussverhalten von Labyrinthdichtungen
In [16] werden Data-Mining-Methoden genutzt, um das Systemverhalten
von Labyrinthdichtungen in Turbomaschinen zu verstehen. Das von geo-
metrischen, strömungsmechanischen und thermodynamischen Systempa-
rametern abhängige Durchflussverhalten der Dichtungen wird mathema-
tisch abgebildet, damit Vorhersagen für zukünftige Systemkonfigurationen
gemacht werden können. In [17] bilden Regressionsmodelle durch KNN
die Basis für eine Optimierung von Labyrinthdichtungen, um recheninten-
sive numerische Strömungssimulationen zu vermeiden und die Optimie-
rung mit vertretbarem Zeitaufwand durchzuführen.
Die erforderlichen Daten werden aus Forschungsprojekten, Dissertatio-
nen, Diplomarbeiten und anderen wissenschaftlichen Veröffentlichungen
zusammengetragen. Messobjekte und Zielsetzung der Messungen sowie
der zugehörigen Arbeiten unterscheiden sich teilweise erheblich. Außer-
dem divergiert die Aktualität der Messungen. Manche Arbeiten, aus denen
Messdaten entnommen wurden, liegen bereits über 40 Jahre zurück, andere
lediglich wenige Jahre. Durch das Zusammentragen der Quellen entsteht
ein großer Datensatz, mit Hilfe dessen das Durchflussverhalten von Laby-
rinthdichtungen modelliert wird.
Aufgrund der verschiedenen Quellen weist der Datensatz eine ungleich-
mäßige Verteilung der Punkte im Merkmalsraum auf. Um die Auswirkun-
gen der ungleichmäßigen Verteilung auf die Modellqualität zu untersuchen,
werden Messungen simuliert, die auf der empirischen Korrelation nach
Dörr [18] zur Vorhersage von Leckageströmen in Durchblicklabyrinthdich-
tungen basieren. Die Daten ordnen den Eingangsgrößen st und Pi, auf de-
ren Bedeutung in diesem Beitrag nicht weiter eingegangen wird, die Aus-
gangsgröße cd zu, welche den sogenannten Durchflussbeiwert und damit
die Zielgröße der Problemstellung darstellt. In der Ausgangsgröße wird
ein mögliches Messrauschen berücksichtigt. Aus den simulierten Daten
werden zwei Datensätze generiert, welche eine ungleichmäßige Verteilung
der Daten im Merkmalsraum aufweisen und zur datengetriebenen Model-
lierung und Validierung verwendet werden. Datensatz D1 beinhaltet nur
die Eingangsgröße Pi und die Ausgangsgröße cd, Datensatz D2 beinhaltet
beide Eingangsgrößen st und Pi und die Ausgangsgröße cd. Die Bilder
2(a) und 2(b) zeigen die Datensätze.
8 Proc. 24. Workshop Computational Intelligence, Dortmund, 27.-28.11.2014























Bild 2: Visualisierung der Datensätze D1 und D2. (a) zeigt die Ausgangsgröße cd über
der Eingangsvariablen Pi im Datensatz D1. (b) zeigt die Ausgangsgröße cd über den
Eingangsvariablen st und Pi im Datensatz D2.
4.1.1 Datensatz D1
Künstliche Neuronale Netze mit unterschiedlicher Komplexität (Anzahl an
Neuronen in der verdeckten Schicht) werden aufD1 angelernt. Bild 3 zeigt
die Modelle mit den geschätzten Ausgangsgrößen und die Lerndaten.
Um das bestangepasste Modell ohne Overfitting zu finden, wird für jede
Modellkomplexität eine 10-fache Kreuzvalidierung durchgeführt. Außer-
dem wurde für die drei Punkte im Merkmalsraum xT1 = PiT1 = 1.5,
xT2 = PiT2 = 2.1 und xT3 = PiT3 = 2.5 eine Interpolationsvalidierung
ihrer nächsten Nachbarn für die in Bild 3 gezeigten Modelle durchgeführt.
Neuronen IE OE OEIE QIV,total,T1 QIV,total,T2 QIV,total,T3
1 0.007 0.007 1.059 1 0.94 0.99
3 0.005 0.006 1.33 1 0.96 0.98
5 0.004 0.005 1.136 0.98 0.85 1
7 0.006 0.008 1.323 0.93 0.03 0.74
Tabelle 1: Die mittleren Fehler der zehnfachen Kreuzvalidierungen. Das Regressionsmo-
dell mit 5 Neuronen in der verdeckten Schicht kann als bestes Modell identifiziert werden.
Tabelle 1 zeigt den mittleren IE, OE und den gemittelten Quotienten OEIE
der Kreuzvalidierung (gemittelter RMSE) sowie QIV,total für xT1, xT2 und
xT3 eines über alle Lerndaten angelernten Modells (vgl. Bild 3). KNN mit
5 Neuronen in der verdeckten Schicht werden als gute Regressionsmodelle
identifiziert, da sowohl der IE als auch derOE minimal werden bei einem
Quotienten OEIE ≈ 1. Ein Overfitting wird bei der Modellkomplexität von
der Kreuzvalidierung nicht erkannt. Das unerwartete Verhalten vom Mo-
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Bild 3: Regressionsmodelle über Datensatz D1 mit Hilfe von KNN verschiedener Kom-
plexität
dell mit 7 Neuronen im nicht abgedeckten Bereich zeigt sich durch ein
niedriges QIV,total,T2.
Beim Anlernen von KNN werden die initialen Gewichte der Neuronen zu-
fällig gewählt, um das Finden eines globalen Optimums zu ermöglichen.
Dadurch kann sich der Verlauf der geschätzten Ausgangsgröße von zwei
Modellen gleicher Komplexität unterscheiden, obwohl die gleichen Lern-
daten verwendet wurden. Als Beispiel hierfür zeigt Bild 4 wie Bild 3(c)
ein Modell, das durch ein KNN mit 5 Neuronen in der verdeckten Schicht
auf D1 angelernt wurde. Im Intervall Pi = [1.8; 2.4] zeigt das Modell aus
Bild 4 ein unerwartetes Verhalten.
Die Interpolationsvalidierung des Modells liefert QIV,total,T1 = 0.99,
QIV,total,T2 = 0.38 und QIV,total,T3 = 1. Auch hier resultiert das unerwar-
tete Verhalten im nicht abgedeckten Bereich in einem niedrigen QIV,total,T2.
Damit ergänzt die Interpolationsvalidierung die Kreuzvalidierung, die ei-
ne generelle (nicht modellspezifische) globale Aussage für im Datensatz
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erfasste Merkmalsbereiche liefert.









Bild 4: Regressionsmodell über Datensatz D1. Das Modell hat einen auffälligen Verlauf
im Bereich der Eingangsgröße, der nicht durch Daten abgedeckt wird.
4.1.2 Datensatz D2
Künstliche Neuronale Netze mit unterschiedlicher Komplexität (Anzahl
sneuron an Neuronen in der verdeckten Schicht) werden auf D2 angelernt.
Bild 5 zeigt die Modelle mit den geschätzten Ausgangsgrößen und die
Lerndaten.
Um das bestangepasste Modell ohne Overfitting zu finden, wird für jede
Modellkomplexität eine 10-fache Kreuzvalidierung durchgeführt. Außer-
dem wird für die vier Punkte im Merkmalsraum aus Tabelle 2 eine Inter-
polationsvalidierung ihrer nächsten Nachbarn für die in Bild 5 gezeigten
Modelle durchgeführt.
xT1 xT2 xT3 xT4
st 0.09 0.05 0.13 0.17
Pi 2 1.7 1.7 2.4
Tabelle 2: Punkte im Merkmalsraum, deren Umgebung von der Interpolationsvalidierung
untersucht werden
Bild 6 zeigt die Lage der Punkte im Merkmalsraum sowie die Verbindungs-
linien der identifizierten nächsten Nachbarn im Lerndatensatz.
Tabelle 3 zeigt die Ergebnisse der Kreuzvalidierung und der Interpolati-
onsvalidierung. Die Kreuzvalidierungen lassen aufgrund minimaler OE
und OEIE auf Modelle durch KNN mit 12 bzw. 10 Neuronen als optimale
Lösung schließen. Die Interpolationsvalidierung deutet allerdings auf ein
Overfitting bei derartigen Modellen in der Umgebung von xT1 und xT4 hin.
Das wird durch Bild 5 bestätigt.
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Bild 5: Regressionsmodelle über Datensatz D2 mit Hilfe Künstlicher Neuronaler Netze
verschiedener Komplexität









Bild 6: Merkmalsraum von D2. Punkte für die Interpolationsvalidierung sind durch Drei-
ecke gekennzeichnet. Verbindungen zwischen ausgewählten Punkten xa und xb des Lern-
datensatzes gemäß Abschnitt 3.2 sind durch Linien gekennzeichnet.
4.2 Setzverhalten von Beton (Datensatz D3)
In [19] wird versucht, das Setzverhalten von Beton mit Hilfe von KNN zu
modellieren. Damit soll unter anderem der Einfluss verschiedener Bestand-
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sneuron IE OE
OE
IE QIV,total,T1 QIV,total,T2 QIV,total,T3 QIV,total,T4
3 7.8 10.3 1.5 0.82 0.94 0.93 0.92
7 6.1 6.7 1.4 0.3 0.94 0.95 0.3
10 5.5 5.7 1.2 0.27 0.98 0.95 0.26
12 4.9 5.5 1.2 0.27 0.95 0.86 0.58
14 4.0 6.6 1.9 0.54 0.94 0.94 0.27
Tabelle 3: Ergebnisse der Kreuzvalidierungen und der Interpolationsvalidierungen. IE
und OE in [103].
teile des Betons auf das Setzverhalten untersucht werden. Für die Anwen-
dung der Interpolationsvalidierung sind Details über den Anwendungsfall
nicht nötig. Der Datensatz D3 ist dem UCI Maschine Learning Repository
entnommen und diente als Grundlage für [19]. Er besteht aus 103 Datentu-
peln mit 7 Eingangsgrößen und einer Ausgangsgröße. Tabelle 4 zeigt eine
Übersicht über die Eingangsgrößen des Datensatzes.
Merkmal min max mean median
x1 137 374 229.894 248
x2 0 193 77.974 100
x3 0 260 149.015 164
x4 160 240 197.168 196
x5 4.4 19 8.54 8
x6 708 1049.9 883.979 879
x7 640.6 902 739.605 742.7
Tabelle 4: Übersicht über die Eingangsgrößen
Künstliche Neuronale Netze mit unterschiedlicher Komplexität (Anzahl
sneuron an Neuronen in der verdeckten Schicht) werden auf D3 angelernt.
Um das bestangepasste Modell ohne Overfitting zu finden wird für jede
Modellkomplexität eine 10-fache Kreuzvalidierung durchgeführt.
x x1 x2 x3 x4 x5 x6 x7
xT1 150 120 130 190 8 870 730
xT2 200 60 52 200 8 800 750
Tabelle 5: Punkte für die Untersuchung auf Overfitting
Tabelle 5 zeigt zwei Punkte im Merkmalsraum, in deren Umgebung die bei-
den Modelle hinsichtlich Overfitting untersucht werden. xT1 liegt in einem
gut abgedeckten Bereich des Merkmalsraums, xT2 in einem schlecht abge-
deckten. Das heißt die Datentupel vonD3 sind im normierten Euklidischen
Raum weiter von xT2 entfernt als von xT1.




4 6.126 7.458 1.253 0.84 0.76
5 5.069 6.407 1.263 0.85 0.78
6 4.984 6.512 1.326 0.56 0.39
10 4.979 6.897 1.447 0.55 0.38
Tabelle 6: Ergebnisse der Kreuzvalidierungen und Interpolationsvalidierung
Die Tabelle 6 zeigt die Ergebnisse der Kreuzvalidierungen sowie der Inter-
polationsvalidierungen. Auf Basis der Kreuzvalidierungen können KNN
mit 5 Neuronen in der verdeckten Schicht als bestangepasste Modelle er-
kannt werden. Das wird auch von der Interpolationsvalidierung bestätigt,
die hier hohe Werte auch für den schlecht abgedeckten Bereich aufweist.
Interessant ist der Unterschied zwischen Modellen mit 5 Neuronen und 6
Neuronen in der verdeckten Schicht. Während bei der Kreuzvalidierung
der Unterschied gering ausfällt, zeigt die Interpolationsvalidierung einen
deutlichen Unterschied. Die Interpolationsvalidierung bietet damit eine
nützliche Ergänzung zu Kreuzvalidierungsverfahren.
5 Zusammenfassung
In diesem Beitrag wird die Möglichkeit untersucht, Overfitting bei Regres-
sionsmodellen zu erkennen, deren Komplexität und Anpassung von einer
Kreuzvalidierung als angemessen bewertet werden. Anhand von verschie-
denen Datensätzen und Regressionsmodellen wird gezeigt, dass es mög-
lich ist, Overfitting am Verlauf der geschätzten Ausgangsgröße eines Mo-
dells zu identifizieren. Von besonderem Interesse ist diese Methode bei Da-
tensätzen mit mehr als zwei Eingangsgrößen, wie es bei der Optimierung
von technischen Systemen oft der Fall ist.
Ein kritischer Punkt der Methode ist das Finden von Datenpunkten, zwi-
schen denen der Verlauf der geschätzten Ausgangsgröße eines Modells
untersucht wird. Auf der einen Seite muss geprüft werden, wie allgemein-
gültig die verwendeten Parameter sind, bzw. wie sie datensatzspezifisch
(abhängig von N , s, etc.) angepasst werden können. Auf der anderen Seite
muss man unterscheiden zwischen den Anwendungsfällen:
• lokale Bewertung eines Regressionsmodells an einem beliebigen be-
kannten Punkt xm hinsichtlich Overfitting oder Zuverlässigkeit und
• globale Bewertung eines Regressionsmodells hinsichtlich Overfit-
ting oder Zuverlässigkeit.
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Für eine globale Bewertung müssen zunächst Punkte im Merkmalsraum
identifiziert werden, deren Umgebung untersucht wird. Besonders nicht ab-
gedeckte Bereiche sind hierbei von Interesse. Es werden demnach Metho-
den benötigt, um solche Bereiche in hochdimensionalen Merkmalsräumen
zu finden.
Des Weiteren muss geprüft werden, ob die Parameter der Interpolationsva-
lidierung allgemein gültig sind, bzw. wie sie datensatzspezifisch (abhängig
von N , s, etc.) angepasst werden können.
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Detektion von Extrapolation





Die Detektion von Extrapolation ist ein seit langem betrachtetes Problem
und bereits 1988 bemerkte Brooks etwas wichtiges zu der Fachliteratur, in
der Extrapolation thematisiert wird:
“Although many researchers recognize the importance of determining if a
new point is an extrapolation, the statistical literature is not specific when
discussing definitions of the domain, nor does it provide procedures to de-
termine if new prediction points are extrapolation” [1].
Obwohl also eine umfangreiche Sammlung von Methoden und Algorith-
men entstanden war, um Extrapolation für verschiedene Randbedingungen
zu erkennen, gab es damals wie heute keine allgemeingültige Vorgehens-
weise, wie Extrapolation zu behandeln ist und ab wann genau man von
Extrapolation sprechen kann. Viele verschiedene Forschungsbereiche sind
durch das Problem der Erkennung und dem richtigen Umgang mit Ex-
trapolationsproblemen betroffen. Es ist verständlich, dass dabei viele un-
terschiedliche Auffassungen, Nomenklaturen und Algorithmen entstanden
sind, um diese Probleme zu beschreiben und zu lösen. Eine verbreitete De-
finition von Extrapolation findet sich in folgendem Zitat, das häufig so oder
in ähnlicher Form zitiert wird:
“An extrapolation is an inference made about a system’s behavior in a
new range of variables, from experience in an old (familiar) range” [2].
Wie diese Definition angewendet wird, ist jedoch höchst unterschiedlich.
Der Grund dafür liegt in der Kontroverse, was genau der alte oder ur-
sprünglichen Beobachtungsbereich ist, wie er begrenzt ist und wo die Ex-
trapolation beginnt. Beispiele für Anwendungsfälle sind:
• Beschreibung des Raumes oder der Fläche, der durch eine Menge
von Punkten besetzt ist [3]. (Mustererkennung)
• Aufprägen eines charakteristischen Verhaltens, jenseits eines ursprüng-
lichen Beobachtungsbereiches. (Regelungstechnik)
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• Gegeben sind mehrere Reihen von Daten, z.B. eine alte und eine
neue Datenreihe. Die Frage die sich nun stellt: Sind diese zwei oder
mehr Datensätzen einander ähnlich bzw. beschreiben sie den glei-
chen Wertebereich? Sind sie in der Lage, sich gegenseitig zu be-
schreiben? (Modellbildung)
• Erkennen von Kollision zweier Körper/Hüllen. (Computatergrafik)
• Die Entscheidung, ob eine Messung zu einer bekannten Referenz
zugewiesen wird, oder ob eine neue Referenz geschaffen wird [4].
(Strukturüberwachung)
• Erkennung neuer Ereignisse [5, 6]. (Signalklassifizierung)
Es ist ein wiederkehrendes Problem datenbasierter Verfahren, eine oder
mehrere Gruppen von Objekten auszuwerten. Alle oben genannten Proble-
me haben ein Verfahren zur Lösung gemeinsam: Der Aufbau einer Hülle
oder Grenze aus einer gegebenen Menge von Objekten und Anwendung
dieser Hülle, um Extrapolation zu erkennen.
1 Definitionen von Extrapolation und Interpolation
Bevor die verschiedenen Arten von Algorithmen vorgestellt werden, ist es
wichtig zu verstehen, dass viele der folgenden Algorithmen auf sehr unter-
schiedlichen Meinungen beruhen, was Extrapolation ist, bzw. ab wann die-
se auftritt. Eine Untersuchung der verbreitetsten Definitionen und der zu-
gehörigen Algorithmen zeigt einige Ähnlichkeiten, aber auch Unterschie-
de:
1. Ist es erforderlich, dass die Hülle um die Objekte von konvexer Form
ist? Oder ist die Form der Grenze beliebig?
2. Gibt es nur eine Gruppe von Objekten und alles darüber hinaus wird
als Extrapolation angesehen, oder gibt es mehrere Gruppen und der
leere Raum zwischen diesen Gruppen wird als eine Region von Ex-
trapolation angesehen? Kann es ‘Löcher’ in der Interpolationsregion
geben, die als Extrapolation angesehen werden können?
3. Wie ist der Bereich der Interpolation definiert? Durch eine Art von
Hülle? Sollte die Dichte der Datenobjekte eine Rolle spielen bei
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der Bestimmung des Extrapolationsgebietes? Oder sollte ein stati-
stischer Ansatz angewendet werden um Extrapolation zu identifizie-
ren?
Wie Autoren Inter- und Extrapolation definieren ist sehr unterschiedlich,
kann aber kategorisiert werden. Wenn wir die oben genannten Bedingun-
gen betrachten und die Beschreibungen der Methoden in verschiedenen
Publikationen vergleichen, in denen ‘extrapolation’, ‘novelty detection’
oder ‘anomaly detection’ explizit erwähnt wird, treten deutlich abgegrenz-
te Fälle von Extrapolationsdefinitionen hervor.
Definition I - Rechteckige Hülle
Die intuitivste Methode um Extrapolation zu ermitteln, ist durch die Defi-
nition des Minimums und Maximums der Objekte als Grenze zwischen In-
terpolation und Extrapolation. Während viele Autoren diese Spezifikation






Abbildung 1: Welche Art von Hülle ist die beste Beschreibung einer Gren-
ze, um ein Innen/Interpolation von einem Außen/Extrapolation für eine
gegebene Menge von Objekten zu trennen?
Proc. 24. Workshop Computational Intelligence, Dortmund, 27.-28.11.2014 19
anwenden und ein Überschreiten der Grenze einfach nur als Extrapolati-
on bezeichnen [2, 7, 8], bezeichnen andere Autoren es als ‘bounding box’,
‘rectangular hull’ [1], ‘hypercube’ [9], oder ‘minimax design’ [10].
Definition II - Konvexe Hülle
Eine gegenüber des ersten Falles aufwendigere, aber sehr gängige Defini-
tion für ein Interpolationsgebiet ist, wenn eine Gruppe von Objekten oder
einer Reihe von Daten als Basis dient, um den Wertebereich für die Inter-
polation zu ermitteln. Dieser Wertebereich wird dabei durch eine Grenze
von konvexen Form umschlossen; der Bereich jenseits dieser Grenze oder
Hülle ist dann das Extrapolationsgebiet. Die Grenze wird in der Literatur
unter andrem benannt als ‘independent variable hull’ [11] und ‘regressor
variable hull’ [12]. Üblicherweise aber wird es als ‘minimal convex poly-
hedron’, oder einfach und am häufigsten nur als ‘convex hull’ bezeichnet.
Zahlreiche Autoren definieren ein derart eingeschlossenen Gebiet als In-
terpolationsgebiet [1, 13, 14, 15, 16, 17, 18, 19].
In seltenen Fällen benennen Autoren die Region zwischen mehreren Grup-
pen von Objekten als Extrapolation: [4] ist ein Beispiel, wo eine Clustering-
Technik verwendet wird, um neue Referenzen (Datenpunkte im Extrapola-
tionsgebiet) für Schadenserkennung unter wechselnden Umwelt- und Be-
triebsbedingungen zur Zustandsüberwachung zu identifizieren.
Definition III - Eine Hülle von beliebiger oder konkaver Form
Ein Fall, der in engem Zusammenhang mit der obigen Definitionen steht,
ist der Folgende: Eine Gruppe von Objekten dient als Basis, um den Wer-
tebereich für die Interpolation zu ermitteln, aber die Hülle um eine Gruppe
von Objekten ist nicht zwangsweise von konvexer Form. Beispiele, bei de-
nen eine konkave Hülle angewendet und als Interpolationsbereich definiert
wird, lassen sich in [20, 21, 9, 22] finden.
Definition IV - Statistischer Ansatz
Eine Reihe von Methoden berechnen nicht eine explizite Hülle, sondern
machen einen statistischen Ansatz zur Erkennung von Ausreißern für die
Erkennung neuer Ereignisse (‘novelty detection’). Wann ein Objekt ein
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neues Ereignis ist oder nicht, wird dann in der Regel von einer Wahrschein-
lichkeit beschrieben. [23] formalisiert die Frage, “Ist das ein Punkt der Ex-
trapolation?” zu einem Test: “Würden wir glauben, dieser Punkt wäre aus
der gleichen Verteilung wie die Traingsdaten erzeugt worden, oder aus ei-
ner Gleichverteilung?”. In [5] findet sich eine detailreiche Übersicht über
solche Ansätze.
Definition V - Dichte der Daten
Es gibt auch Beispiele, in denen weder explizite Hüllen, noch statistische
Ansätze verwendet werden. [24] definiert den Bereich, in dem keine Ob-
jekte liegen, als Extrapolation und in [20] wird die lokale Dichte von Trai-
ningsdaten mit radialen Basisfunktion-Netzen angenähert, um Extrapola-
tion zu erkennen. Oder wie [21] es formuliert: “Having this in mind, it is
now clear that interpolation can be achieved only in regions of the space
where there are enough data to interpolate”. Nach dieser Definition ist al-
so nicht allein die bloße Existenz von umgebenden Daten entscheidend.
Die Nähe der Daten im Verhältnis zur Dynamik des zugrundeliegenden
Prozesses ist es ebenso, um zwischen Inter- und Extrapolationsgebieten zu
unterscheiden.
Die richtige Definition von Extrapolation
Aus den vielen oben aufgeführten, höchst unterschiedlichen Definitionen
und Meinungen, was Extrapolation ist (siehe Bild 1), wird offensichtlich,
dass es keine allgemein anwendbare Interpretation gibt, um Extrapolati-
on von Interpolation zu unterscheiden. Erst das vorliegende Problem be-
stimmt, welche Interpretation die am besten geeignetste ist. Wenn nur eine
grobe Abschätzung benötigt wird, ist ein rechteckige Hülle ausreichend.
Anders verhält es sich, wenn der Bereich der Interpolation klar definiert
sein muss: Wenn eine äußere Grenze möglichst gut abgebildet werden
muss, sollte eine konvexe Hülle bevorzugt werden. In extremen Fällen
reicht eine äußere Hülle nicht aus, z.B. wenn Teilräume ohne Daten zu
ausgedehnt sind. Für derart dünn besetzte Räume bietet sich die Verwen-
dung einer konkaven Hülle an. Für Anwendungen, in denen es wichtig ist
zu wissen, ob ein Bereich zuverlässig ist oder nicht, muss ein statistischer
oder die Datendichte abschätzender Ansatz gewählt werden.
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2 Methoden und Algorithmen
Wie aus dem vorherigen Abschnitt hervorgeht, wurden viele Algorithmen
entwickelt und über die Jahre verfeinert, um das Problem der Hüllberech-
nung und der Detektion neuer Ereignisse (‘novel detection’) anzugehen.
Die erste Generation von Algorithmen im Bereich der Hüllberechnung
konzentrierte sich darauf, wie eine konvexe Hülse zu berechnen ist. Mehre-
re markante Strategien [25, 26, 27, 28] entstanden aus diesem Prozess und
sind in vielen Bereichen noch immer Stand der Technik. Diese Strategien
bilden die Grundlage zur Lösung neuerer Probleme der datengetriebenen
Verfahren: Wie Probleme mit vielen Eingangsdimensionen, großen Daten-
mengen oder nicht-konvexen Grenzen zu behandeln sind.
2.1 Einfache Algorithmen
Verschiedene Methoden und Algorithmen werden heute als Randerschei-
nung wahrgenommen, weil sie überholt, veraltet oder in ihren Fähigkeiten
eingeschränkt sind. Jedoch sind die meisten dieser Verfahren einfach und
leicht zu implementieren. Sie werden deshalb hier als Referenzrahmen für
die späteren Entwicklungen von hüllbildenden Methoden vorgestellt.
Die intuitivste Methode um Extrapolation zu ermitteln, ist durch die Defi-
nition einer oberen und unteren Grenze der Objekte, als Abgrenzung zwi-
schen Interpolation und Extrapolation. Diese Methode wird als Minmax
Design, ‘bounding box’ oder sehr häufig als ‘rectangular box’ bezeich-
net [1, 20, 8]. Eine anspruchsvollere Version einer rechteckigen Hülle ist
die orthogonale konvexe Hülle, die auch als geradlinige konvexe Hülle be-
kannt ist. In einer euklidischen Metrik ist eine Menge Z ⊂ Rn als ortho-
gonal konvex definiert, wenn für jede Zeile, die zu einer der Achsen des
kartesischen Koordinatensystems parallel ist, der Schnittpunkt von Z mit
der Zeile leer, ein Punkt oder ein einzelnes Intervall ist [29, 30, 31, 32].
Obwohl dieses Verfahren nicht so genau ist wie eine echte konvexe Hülle,
weist die orthogonal konvexe Hülle Vorteile für eine schnelle Berechnung
auf, da die Hüllkonstruktion auf einfache binäre Vergleiche der Koordina-
ten reduziert wird.
Andere wichtige Methoden sind folgende: Bei Problemen mit einer sehr
großen Anzahl von Objekten hat [1] ein Screening-Verfahren eingeführt.
Eine andere, einfache Methoden ist die kleinste umschließende Kugel [33,
34] und der minimale oder Loewner Ellipsoid [35, 36], der am nützlichsten
für normalverteilte Daten ist.
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2.2 Algorithmen für konvexe Hüllen
Die etablierten Methoden, um Hüllen zu erstellen und Extrapolation zu
erkennen, sind solche für konvexe Hüllen. Die ersten Algorithmen zur
Berechnung der konvexen Hülle waren ‘Grahams Scan’ [25] und ‘Jarvis
March’ [26], die von [28] weiter verfeinert wurden. All diese Algorith-
men sind jedoch limitiert auf niedrigdimensionale Probleme. Für die kon-
vexe Hülle von Problemen höherer Dimensionen ist es oft notwendig, eine
große Anzahl von Simplexen zu berechnen. Sehr verbreitet ist daher [37],
der, um den Arbeitsaufwand zu reduzieren, einen Quickhull Algorithmus
[27] für n Dimensionen einführte.
Neuere Entwicklungen konzentrieren sich auf anspruchsvollere Anwen-
dungsfelder, wie dynamische konvexe Hüllen [38], genäherte Hüllen für
große Datenmengen [39] und konvexe Hüllen für Anwendungen mit vielen
Dimensionen [40]. Da Rechenzeit für umfangreichere Probleme eine ent-
scheidende Einschränkung darstellt, entwickeln mehrere Autoren Verbes-
serungen der Leistungsfähigkeit der Algorithmen durch Parallelisierung
[41, 42] und durch angepasste Algorithmen, die besonderen Eigenschaf-
ten einer GPU (‘graphics processing unit’) für Innenpunktidentifikation
[43, 44] ausnutzen.
2.3 Algorithmen für konkave Hüllen
Ein sehr aktives Feld für algorithmische Geometrie ist die Berechnung von
konkaven Hüllen. Es gibt verschiedene Ansätze um eine Grenze von be-
liebiger Form zu berechnen. Die wichtigsten Design-Konzepte für Algo-
rithmen zur Berechnung konkaver Hüllen basieren auf ‘nearest-neighbor’
Techniken, Kernel-Funktionen oder auf einer konvexe Hülle und ihrer De-
launay-Triangulation. Obwohl es keine hüllbildenden Algorithmen sind,
gibt es auch einen Bereich der statistischen Methoden für die Erkennung
neuer Ereignisse, die das gleiche Problem behandeln. Eine bekannte Mög-
lichkeit, konkave Hüllen zu konstruieren, sind α-shapes, die in [45] vor-
gestellt worden sind. Sie sind eine Verallgemeinerung der konvexen Hül-
le, wobei α einen einzustellenden Parameter darstellt. Für α → 0 nähert
sich eine α-Hülle der gewöhnlichen konvexen Hülle an. α-shapes wer-
den aus Voronoi-Diagrammen konstruiert und sind ursprünglich für 2D-
Mustererkennung verwendet worden. Später ist das Konzept auf mehrere
Dimensionen erweitert worden [46].
Eng mit den α-shapes verwandt sind die so genannten χ-shapes [47]. Der
χ-shapes Algorithmus ist einfach, flexibel und effizient in der Konstrukti-
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on eines möglicherweise nicht-konvexen, einfachen Polygons. Dieses Po-
lygon, das die Form einer Gruppe von Eingangspunkten in der Ebene cha-
rakterisiert, wird in diesem Zusammenhang als eine charakteristische Form
bezeichnet. Anstelle von Voronoi-Diagrammen baut der Algorithmus auf
der Delaunay-Triangulation der Punkte auf. Alternative Ansätze für ähn-
liche Ergebnisse basieren auf der Grundlage von ‘Grahams Scan’ [3, 48]
und besitzen die gleichen Einschränkungen. Ein weiterer Ansatz wird vor-
gestellt in [49], der mit einer konvexen Hülle beginnt und dann mit einem
gewählten Maximalabstand benachbarter Punkte eine konkave Hülle her-
ausschält.
Als Leonard RBF-Netze (‘radial basis function networks’) verwendete, um
die Dichte von Trainingsdaten darzustellen [20], führte er damit erstma-
lig Kernel-Methoden im Bereich der Extrapolationserkennung ein. Mit der
Einführung von Support-Vektor-Maschinen (SVM) ist eine neue Klasse
von Detektionsverfahren entwickelt worden. Vor allem das Debüt der Ein-
Klassen SVMs [50] bot ein leistungsfähiges Werkzeug für die Erkennung
‘neuer’ Objekte. Ein Nachteil der Ein-Klassen SVMs ist die schwierige
Deutung der entstehenden Grenze: Eine exakte Hülle wird nicht berech-
net, stattdessen muss eine Schwelle festgelegt werden, um zwischen innen
und außen zu unterscheiden. Da keine exakte geometrische Beschreibung
der Grenze vorliegt, muss diese zudem aufwendig berechnet werden. Wenn
nicht nur Informationen über Objekte auf der Innenseite, sondern auch im
Außenbereich, verfügbar sind, ist es möglich und außerordentlich sinn-
voll, diese zusätzliche Information zu verwenden. Eine Möglichkeit ist es,
die Hülle mit einer Zwei-Klassen SVM zu beschreiben. [22] erweitert das
Konzept einer Zwei-Klassen SVM zur Hüllenbeschreibung in einem itera-
tiven Algorithmus. Es wird gezeigt, wie vorteilhaft diese Herangehenswei-
se ist, um einen Entwurfsraum in einem iterativen ‘design of experiment’
(DoE) zu erkunden.
Um unabhängige Hüllen für mehrere Gruppen von Objekten zu berechnen,
schlägt [51] einen Algorithmus vor, um mehrere Gruppen von Objekten
mit dem ‘shared nearest neighbours’ (SNN) Cluster-Algorithmus zu tren-
nen [52] und berechnet anschließend eine seperate Hülle für jede Grup-
pe durch Anwendung eines ‘k-nearest-neighbors’ (kNN) Ansatzes. Dieser
kNN Ansatz wird erweitert in [53]. Eine Berechnung von Grenzpunkten
mit rückwärtsgerichtetem kNN Algorithmus wird in [54] gezeigt. Obwohl
hier keine konkrete Hülle erzeugt wird, ist die Fähigkeit, die Grenzpunkte
von mehreren Clustern zu isolieren, sehr hilfreich.
Es gibt auch andere Konzepte, um das Problem der Erzeugung konkaver
Hüllen anzugehen: Der ‘power crust’ Ansatz aus [55, 56] verwendet me-
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diale Achsen-Transformation, um eine Darstellung des Körpers als die un-
endliche Vereinigung seiner maximalen inneren Kugeln zu schaffen. Für
den speziellen Fall von Systemen, deren Daten wie an einer Kette aufge-
reiht im Eingangsraum verteilt sind, haben [9] ihren Ansatz auf parame-
trischer Kurvenmodellierung aufgebaut. Ihre Idee ist es, das parametrische
Kurvenmodell mit einem Hyperschlauch zu umgeben, um die Grenze zu
beschreiben. Aus dem Bereich der statistischen Ansätze präsentiert [57]
eine Möglichkeit zur Feststellung von Extrapolation als statistischen Test:
Ob ein Objekt aus der ursprünglichen Datenverteilung stammt, oder aus
einer Gleichverteilung als Nullhypothese. Eine ausgezeichnete Studie für
andere statistische Ansätze wird in [5] gegeben. Die gleichen Autoren ha-
ben auch eine Übersicht erstellt, in der neuronale Netze verwendet werden
[6].
Mit dem Aufkommen von Algorithmen für konkaven Hüllen erkannte [3]
die Notwendigkeit von Bewertungskriterien, um Konkavität von Hüllen
zu messen. Diese vorgeschlagenen Bewertungskriterien für konvexe und
konkave Hüllalgorithmen wurden in [49] weiter ausgearbeitet.
2.4 Vergleiche von Algorithmen
Im Gegensatz zu der großen Menge von Publikationen, in denen Algo-
rithmen vorgestellt werden, ist die Liste der Publikationen, in denen diese
Algorithmen verglichen und ausgewertet, sehr kurz. Die erste bemerkens-
werte erschien in [27], gefolgt von einem Vergleich von Algorithmen für
sequentielle Delaunay-Triangulation in [58]. 1997 präsentierte [59] einen
Vergleich von Algorithmen für konvexe Hüllen, betreffend des Problems,
Ecken und Flächen korrekt zu zählen. Ein Vergleich der klassischen Al-
gorithmen für konvexe Hüllen - ‘Grahams Scan’, ‘Jarvis March’ und der
‘Quickhull Algorithm’ - kann in [60] gefunden werden. Zuletzt vergleicht
[49] den ‘swinging arm’ [3], Moreiras KNN-basierte Lösung [51] und χ-
shapes [47].
2.5 Umgang mit Extrapolation
In deutlicher Abgrenzung zu Autoren, die einfach feststellen, Extrapo-
lation sollte vermieden werden, gibt es auch eine Reihe von Publikatio-
nen über Lösungen. Eine Vereinheitlichung der bestehenden Literatur über
nichtlineare Extrapolationsmethoden für skalare Sequenzen ist in [61] auf-
geführt. [62] führt asymptotische Extrapolation sowie [8] Extrapolation
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mit Splines ein. In [19] wird ein neuronales Netz gezeigt, das zu Extrapola-
tion in der Lage ist. [10] schlägt robuste Vorhersagen und Extrapolations-
Designs für fehlspezifizierte verallgemeinerte lineare Regressionsmodelle
vor. Zuletzt führte [63] Extrapolation mit ‘natural neighbors’ mit Hilfe von
‘Geisterpunkten’ ein.
3 Zusammenfassung
Aus den oben aufgeführten, zahlreichen und in der Fachliteratur genutzten
Definitionen, geht hervor, dass keine für alle Zwecke geeignete Interpre-
tation von Extrapolation existiert. Aus den vielfältigen Anwendungen, in
denen dieses Problem auftritt, entstanden sehr differenzierte Meinungen,
wie man innen (Interpolation) von außen (Extrapolation) trennt. Dieser
Dissens ist nach wie vor existent. Die gezeigte Übersicht über gängige
Definitionen gibt eine Hilfestellung, welche Interpretation angemessen ist,
um für einen gegebenen Anwendungsfall Extrapolation zu erkennen, zu
beschreiben und welche weiterführenden Publikationen und Algorithmen
herangezogen werden sollten.
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1 Einleitung 
Ein großer Vorteil der datengetriebenen Modellbildung ist eine weitge-
hende Automatisierbarkeit des Modellierungsprozesses durch die bereitge-
stellten Methoden. Doch obliegt es meist dem Anwender eine Auswahl 
derjenigen Regressoren zu treffen, welche die interessierende Ausgangs-
größe im Wesentlichen beschreiben. Bei der Modellierung dynamischer 
Systeme beinhaltet dies sowohl die Auswahl relevanter physikalischer 
Größen als auch die Festlegung von Zeithorizonten oder Termen, in denen 
die Größen eingehen, resultierend in einer großen Anzahl potentieller Re-
gressoren. Für große Mehrgrößensysteme erweist sich dabei ein Aus-
schließen irrelevanter Regressoren als zunehmend schwierig. Doch ist es 
von großem Interesse möglichst spärlich parametrierte Modelle zu erhal-
ten, um bspw. einen modellbasierten Reglerentwurf zu ermöglichen oder 
die Rechenkomplexität beim Einsatz für eine Echtzeitsimulation gering zu 
halten. 
Das aus der linearen Regressionsanalyse bekannte und als Regressor-
selektion bezeichnete Problem wurde bereits im Bereich der Statistik und 
dem Data-Mining untersucht. Es wurden Methoden entwickelt, die eine 
automatisierte Auswahl signifikanter Regressoren für statische Modelle 
ermöglichen (s. hierzu bspw. [1], [2], [3]). Diese Methoden hielten bei der 
nichtlinearen dynamischen Modellbildung bisher nur gering Einzug, da 
dort Effekte den Daten inhärent sind, die nicht durch die Statistik abge-
deckt werden und keine ausreichende Transparenz beim Einsatz der 
Methoden gewährleistet ist. So wird bspw. vorausgesetzt, dass alle rele-
vanten Regressoren in der Kandidatenmenge enthalten sind und zwischen 
diesen keine Korrelation besteht – praktisch kann dies allerdings nicht 
gewährleistest werden. Eine Evaluierung der Methoden für den Einsatz bei 
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der dynamischen Modellbildung ist daher erstrebenswert, um Modelle mit 
statistisch abgesicherter Struktur bei einer gleichzeitig erweiterten Auto-
matisierung des Modellierungsprozesses zu erhalten. 
Der vorliegende Beitrag behandelt exemplarisch zwei Regressorselektions-
verfahren – den LASSO-Schätzer [4] und die schrittweise Regression mit 
dem partiellen F-Test als Bewertungskriterium [5] – im Kontext der Sys-
temidentifikation. Diese Verfahren sind modellbasiert, d.h. sie treffen eine 
Auswahl signifikanter Regressoren basierend auf einem gewählten Modell-
ansatz, der linear in seinen Parametern (LiP) sein muss. Die Regressor-
selektion mit den Verfahren entspricht folglich einer Termselektion bei 
festgelegtem Modellansatz. Betrachtet wird in diesem Beitrag die Anwen-
dung der Verfahren für affine und polynomiale dynamische Modellansätze 
sowie die Eignung der auf einem affinen Ansatz basierenden Selektion zur 
Modellierung mittels lokal affiner Fuzzy-Takagi-Sugeno-(TS-)Modelle. 
Dabei ist eine Bewertung der rekursiven Modellauswertung, welche bei 
Simulationsaufgaben auftritt, von primärer Bedeutung. 
Im folgenden Abschnitt 2 wird zunächst auf die betrachteten Modellansätze 
und den Identifikationsprozess eingegangen, bevor in Abschnitt 3 eine Be-
schreibung der hier betrachteten Selektionsverfahren folgt. Anschließend 
erfolgt in Abschnitt 4 ein Vergleich dieser Verfahren anhand eines am Pkw 
aufgenommenen Datensatzes mit dem Ziel für eine Simulation geeignete 
Modelle zu generieren und Rückschlüsse auf die Eignung der Verfahren für 
den Einsatz im Bereich der dynamischen Modellbildung zu ziehen. Der 
Beitrag schließt mit einer Zusammenfassung in Abschnitt 5 ab. 
2 Modellansatz und Identifikationsprozess 
Der Identifikationsprozess gliedert sich in mehrere Schritte, welche die 
Erzeugung informationsreicher Daten und deren Vorverarbeitung (Vor-
Identifikation), die Festlegung einer initialen Modellklasse und der Struktur 
eines Modellkandidatens (Strukturidentifikation), die Ermittlung der Mo-
dellparameter (Parameteridentifikation) und die Modellvalidierung betref-
fen. Im Folgenden soll kurz auf die Schritte der Struktur- und Parameter-
identifikation sowie der Modellbewertung eingegangen werden. 
2.1 Betrachtete Modellansätze 
Betrachtet werden in diesem Beitrag zunächst Modellansätze, die linear in 
ihren Parametern und in folgender allgemeiner Form darstellbar sind: 
Hierin sind  der geschätzte Modellausgang,  der Regressions-
vektor,  der Parametervektor und  die diskrete Zeit bzw. die „Beobach-
, . (1) 
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tungsnummer“ bei einem statischen System. Im Fall eines statischen 
Modellansatzes fasst der Regressionsvektor die Eingangsgrößen , 
 des Systems zusammen. Bei der dynamischen Modellbildung 
wird der Kandidatenraum üblicherweise um die vergangenen Werte der 
Ausgangsgröße sowie der Eingangsgrößen erweitert. Mit der Annahme, 
dass das dynamische Systemverhalten durch eine lineare/affine Differenz-
engleichung beschrieben werden kann, findet häufig der sogenannte ARX-
Modellansatz (AutoRegressiv mit eXterner Eingangsgröße) Anwendung: 
Hierbei sind  die Eingangsgröße und  die Totzeit [6]. Im dynamischen 
Fall wird also der aktuelle Modellausgang aus den zurückliegenden Argu-
menten der Ein- und Ausgangsgröße bis zum Zeitpunkt  berechnet. 
Eine Erweiterung dieser Darstellung auf einen Prozess mit mehreren Ein-
gängen (MISO) ist direkt möglich. In diesem Beitrag werden ausschließlich 
MISO-Systeme betrachtet, da Systeme mit mehreren Ein- und Ausgangs-
größen (MIMO) meist in mehrere MISO-Systeme überführt werden. 
Für den Fall, dass ein nichtlinearer Zusammenhang zwischen den Mo-
delleingangsgrößen und der Modellausgangsgröße angenommen wird, kann 
das ARX-Modell zu einem NARX-Modell (Nichtlineares ARX-Modell) 
erweitert werden [7]. Dazu wird der lineare Zusammenhang des ARX-
Modells ersetzt durch eine nichtlineare Funktion : 
Insbesondere bei der in diesem Beitrag betrachteten Klasse der 
polynomialen Modelle, welche einen Fall der sogenannten Kolmogorov-
Gabor-Modelle [7] darstellen, ist  ein Polynom der Ordnung , wodurch 
sich Gl. (4) schreiben lässt als 
, (2) 
 mit und .  (3) 
 .  (4) 
 (5) 
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mit 
Als dritte Modellklasse werden Fuzzy-TS-Modelle betrachtet. Ein TS-
Modell beschreibt den Zusammenhang zwischen Ein- und Ausgangsgrößen 
mittels semi-linguistischen WENN-DANN-Regeln der Form [8]: 
Hierbei sind  die fuzzifizierten Prämissenvariablen ,  die ein-
gangsseitige Fuzzy-Referenzmenge der -ten Regel, definiert über eine 
multivariate Zugehörigkeitsfunktion . Die Festlegung der Zugehörig-
keiten  bewirkt eine unscharfe Partitionierung des Eingangsgrößenraums, 
welche ein erstes Teilproblem der Identifikation von TS-Modellen darstellt. 
In diesem Beitrag erfolgt die Partitionierung mittels des Gustafson-Kessel-
Algorithmus (s. hierzu [6], [9]). Dabei resultieren orthogonale Zugehörig-
keiten der Form 
mit den Clusterzentren ,  und dem Unschärfeparameter . Prin-
zipiell realisieren Fuzzy-TS-Modelle eine nichtlineare statische Funktion. 
Durch Verwendung lokaler ARX-Modelle nach Gl. (2) und (3) können 
diese zu einem zeitdiskreten dynamischen Modell erweitert werden. Das 
Gesamtübertragungsverhalten des TS-Modells ergibt sich dann in dem hier 
beschriebenen Fall durch Überlagerung von  Teilmodellen zu 
Bei den bisherigen Ausführungen wurde angenommen, dass die Modell-
ausgangsgröße  aus gemessenen Größen berechnet werden kann. In die-




 WENN IST DANN ,  . (7) 
 , (8) 
 . (9) 
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tiven Nutzung bzw. rekursiven Auswertung eines Modells stehen die ver-
gangenen Ausgangsgrößen des Systems allerdings nicht zur Verfügung und 
die prädizierten Werte müssen dem Modell zeitverzögert wieder zugeführt 
werden. D.h. der Regressionsvektor ergibt sich zu 
In diesem Fall spricht man von einem OE-(Output-Error, Ausgangsfehler-) 
Modell bzw. Nonlinear-Output-Error-(NOE-)Modell. 
2.2 Auswahl der Modellstruktur 
Die Auswahl einer geeigneten Modellstruktur beinhaltet bei der Modell-
ierung dynamischer Systeme sowohl die Auswahl relevanter physikalischer 
Einflussgrößen als auch die Festlegung der Dynamikordnung, mit der die 
Größen eingehen. In diesem Fall spricht man auch von Modellordnungs-
selektion. D.h. für die hier betrachteten Modellansätze besteht das Ziel 
darin, die maximale Zeitverzögerung  der Ausgangsgröße und die maxi-
malen Zeithorizonte  sowie eine mögliche Totzeit  der Eingangs-
größen zu ermitteln [10].  
Wird hingegen explizit die Auswahl derjenigen Modellterme, die das Aus-
gangsverhalten eines Systems am besten beschreiben, adressiert, spricht 
man von Termselektion oder allgemein von Modellstrukturselektion. Bei 
Verwendung bspw. eines polynomialen Modellansatzes mit einer Ordnung 
der Nichtlinearität  2 würde dies sowohl der Auswahl der linearen als 
auch der bilinearen und quadratischen Terme entsprechen. Die Anzahl an 
potentiellen Regressoren kann dabei abhängig vom gewählten Modell-
ansatz für dynamische Modelle sehr groß werden. So ergibt sich bspw. in 
der im Rahmen dieser Arbeit betrachteten Fallstudie eine Kandidaten-
menge von 665 Regressoren bei Betrachtung eines polynomialen NARX-
Ansatzes mit  für jeweils 5 zurückliegende Werte für jede der 6 
Eingangsgrößen sowie der Ausgangsgröße. 
Um eine Auswahl signifikanter Regressoren zu treffen, existieren verschie-
dene Verfahren, die sich in sogenannte Filter-, Wrapper- und Embedded-
Verfahren einteilen lassen [2], [3]. Filter-Methoden werden als Vorver-
arbeitungsverfahren verstanden, die relevante Regressoren oder deren 
Kombinationen vor der eigentlichen Identifikation des Modells selektieren 
und somit unabhängig von dem verwendeten Modellierungsansatz sind. 
Der Selektionsprozess findet alleinig auf dem verwendeten Datensatz mit-
tels statistischer oder informationstheoretischer Kriterien, wie der Partial-
korrelation oder dem Transinformationsgehalt, statt. Im erweiterten Sinn 
können auch die in [11] untersuchte Varianzanalyse oder das in [12] 
                         .  
(10) 
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vorgestellte Verfahren zur Modellordnungsselektion basierend auf einer 
Clusteranalyse als Filter-Methoden verstanden werden, da sie modellun-
abhängig arbeiten. 
Wrapper-Methoden hingegen bewerten anhand der Approximations- oder 
Generalisierungseigenschaften eines Modells den Nutzen einer betrachteten 
Regressorteilmenge. Es erfolgt also ein Vergleich verschiedener Modelle, 
für deren Identifikation jeweils eine andere Regressorteilmenge verwendet 
wurde. Soll zusätzlich die Modellkomplexität Gegenstand der Bewertung 
sein, können bspw. Informationskriterien, wie das AIC oder BIC, Anwen-
dung finden [2]. Beispiele für Wrapper-Methoden sind die schrittweise 
Regression in Kombination mit dem F-Test oder die in [10] und [13] vor-
gestellten Verfahren. 
Die Embedded-Methoden verbinden die Regressorselektion mit dem Mo-
delltraining [2]. Dabei wird nur ein Modell betrachtet. Zu den Embedded-
Methoden können bspw. das Prunen bei künstlichen Neuronalen Netzen 
oder bestimmte Regularisierungsverfahren gezählt werden, wie LASSO 
oder non-negative garrote, bei denen durch Einbringen von Nebenbe-
dingungen oder Straftermen in die Parameteridentifikation die Parameter 
nicht-signifikanter Regressoren zu Null geschätzt werden, was einem Aus-
schluss des korrespondierenden Regressors entspricht [2].  
Um diejenigen Regressoren aus einer gegebenen Kandidatenmenge zu 
finden, die im Sinne der bei Filter- oder Wrapper-Verfahren verwendeten 
Kriterien eine optimale Lösung darstellen, müsste jede mögliche 
Kombination von Regressoren beurteilt werden. Dieses Vorgehen wird 
vollständige Enumeration genannt und verlangt bei  potentiellen Re-
gressoren das Bewerten von  Modellen. Ein Nachteil der voll-
ständigen Enumeration ist der exponentielle Anstieg der Rechenkomple-
xität bei hochdimensionalen Problemen, wie es bei dynamischen Mehr-
größensystemen der Fall ist. Eine Durchführung der Methode ist dann 
kaum in annehmbarer Zeit realisierbar, weshalb andere schrittweise oder 
heuristische Suchstrategien Anwendung finden, die eine Lösung meist nahe 
dem globalen Optimum in einem tragbaren Zeitraum finden können [2]. Zu 
diesen Suchstrategien gehören bspw. die Vorwärtsselektion, bei der in 
jedem Iterationsschritt ein individueller Regressor ausgewählt und dessen 
Einfluss auf die Ausgangsgröße beurteilt wird, die Rückwärtsselektion, die 
gegenläufig zur Vorwärtsselektion agiert – also zu Beginn alle potentiellen 
Regressoren auswählt und in jedem Schritt denjenigen verwirft, der den 
geringsten Einfluss auf die Ausgangsgröße aufweist. Eine Kombination 
dieser Verfahren stellt die schrittweise Selektion dar. Bei dieser Such-
strategie werden in jedem Iterationsschritt sowohl der Mehrwert eines 
neuen Regressors als auch alle zuvor aufgenommen Regressoren beurteilt 
und ggf. verworfen. Auch (meta-)heuristische Verfahren, wie evolutionäre 
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Algorithmen oder Schwarmverfahren, können genutzt werden, um den 
Suchraum zu explorieren [2]. 
2.3 Parameteridentifikation 
Um die Parameter eines affinen ARX- und polynomialen NARX-Modell-
ansatzes zu ermitteln, kann der gewöhnliche Least-Squares-(LS-)Schätzer 
verwendet werden. Dabei werden die Parameter des Modells so bestimmt, 
dass die Quadratsumme der Residuen minimal wird. Dieses Optimierungs-
problems kann explizit gelöst werden. Die Parameter der Teilmodelle eines 
TS-Modells können simultan (global) in analoger Weise geschätzt werden 
[6]. Bei Verwendung von OE-Modellen ist das resultierende Schätz-
problem nichtlinear in einem Teil der Parameter und muss iterativ durch 
nichtlineare numerische Optimierungsverfahren gelöst werden [6]. 
2.4 Modellbewertung 
Die Beurteilung der generierten Modelle erfolgt in diesem Beitrag anhand 
einer quantitativen und qualitativen Beurteilung des Verlaufs der Aus-
gangsgröße. Zur quantitativen Beurteilung wird der mittlere quadratische 
Fehler (Mean Squared Error, MSE)  
verwendet. Des Weiteren wird als dimensionsloses Fehlermaß der normal-
isierte MSE (Normalized Mean Squared Error, NMSE) betrachtet [14]: 
3 Betrachtete Regressorselektionsverfahren 
Nachstehend werden die allgemeinen Annahmen für die Modellordnungs-
selektion und die Grundlagen je eines Wrapper-Ansatzes – der schritt-
weisen Regression mit dem partiellen F-Test als Bewertungskriterium – 
und eines Embedded-Verfahrens – des LASSO-Schätzers – beschrieben. 
  (11) 
  (12) 
 mit . (13) 
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3.1 Allgemeine Annahmen für Modellordnungsselektion 
Die betrachteten Verfahren sind modellbasiert, d.h. abhängig vom ge-
wählten Modellansatz, der linear in seinen Parametern sein muss. Mit dem 
Ziel, die signifikanten Regressoren eines Prozesses 
mit dem unabhängigen und identisch verteiltem Rauschsignal , zu 
ermitteln, muss gewährleistet sein, dass der gewählte Modellansatz die 
Funktion  approximieren kann. Nach [10] kann das System (14), mit 
der Annahme, dass die Funktion  hinreichend glatt ist, damit eine 
Taylorentwicklung in der Umgebung  eines gegebenen Arbeitspunktes 
des betrachteten Systems bis hin zur 2. Ordnung gültig ist, durch Line-
arisierung um diesen Arbeitspunkt durch  
respektive 
angenähert werden. Für den Fall, dass ein Regressor  signifikanten Ein-
fluss auf die Ausgangsgröße  des Prozesses hat, sollte dieser auch einen 
signifikanten Beitrag in den linearisierten Näherungen (15) und (16) 
leisten. Mit Verwendung der Modellansätze (2) und (5) mit bilinearen und 
quadratischen Termen und Anwendung des LASSO-Schätzers und der 
schrittweisen Regression entspricht die Regressorselektion damit einer 
Termselektion. Da (2) und (5) globale Modellansätze darstellen, wird ange-
nommen, dass der Bereich  den gesamten Betriebsbereich für die ge-
gebenen Beobachtungen des betrachteten Prozesses darstellt und die so 
selektierten Regressoren global signifikant sind. Für TS-Modelle gilt diese 
Annahme i. Allg. nicht. 
3.2 Schrittweise Regression 
Bei der schrittweisen Regression (SWR) werden ausgehend von einem 
Initialmodell, welches den Regressor enthält, der am stärksten mit der 
Ausgangsgröße korreliert, sukzessive weitere signifikante Regressoren in 
das Modell aufgenommen oder nicht-signifikante aus diesem ausge-
schlossen [5]. D.h. es wird abwechselnd eine Vorwärts- und eine Rück-
wärtsselektion durchgeführt. Die Beurteilung der Signifikanz erfolgt über 
einen partiellen F-Test. Das Grundprinzip des F-Testes ist zu untersuchen, 
 , (14) 
  (15) 
  (16) 
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welchen zusätzlichen Anteil an der mittleren Quadratsumme der Residuen 
ein einzelner Regressor erklärt. Dazu werden die Hypothesen 
mit  ist Parameter des linearen Regressionsmodells, formuliert. D.h. ein 
Verwerfen der Nullhypothese im Rahmen des Tests während der Vorwärts-
selektion entspricht einer Aufnahme des Regressors in das Modell, da 
dessen Koeffizient in diesem Fall einen Wert ungleich Null hat. Bei 
Durchführung der Rückwärtsselektion würde der Regressor bei Annahme 
der Nullhypothese wieder aus dem Modell entfernt werden. 
Die Durchführung einer SWR erfolgt in den folgenden drei Schritten [5]: 
1. Initialisierung: Bestimme das initiale Modell 
2. Vorwärtsselektion: Bestimme für jeden nicht im Modell befindlichen 
Regressor den partiellen F-Wert und den korrespondierenden p-
Wert. Resultieren p-Werte, die unterhalb eines festgelegten Signifi-
kanzniveaus liegen, wähle den Regressor mit dem kleinsten p-Wert 
in das Modell. 
3. Rückwärtsselektion: Bestimme für jeden im Modell befindlichen 
Regressor den partiellen F-Wert und den korrespondierenden p-
Wert. Resultieren p-Werte, die oberhalb eines festgelegten Signifi-
kanzniveaus liegen, entferne den Regressor mit dem größten p-Wert 
aus dem Modell. 
Der Algorithmus iteriert solange bis kein Regressor aus der Kandidaten-
menge mehr den Eingangstest besteht und kein Regressor mehr aus dem 
Modell ausgeschlossen wird. 
Die schrittweise Regression gehört zu der Klasse der lokalen Suchalgo-
rithmen. Abhängig von der Bildung des Initialmodells und davon wie die 
einzelnen Regressoren in das Modell aufgenommen oder daraus entfernt 
werden, können sich daher für dieselbe Kandidatenmenge unterschiedliche 
Modelle ergeben [15]. Bei Verwendung der SWR kann daher nicht garan-
tiert werden, die global optimale Modellstruktur zu erhalten. Damit der im 
Rahmen der schrittweisen Regression durchgeführte -Test zur Überprü-
fung der Signifikanz einzelner Regressoren vertrauenswürdige Aussagen 
liefert, müssen die Annahmen, die für eine lineare Regressionsanalyse ge-
fordert werden, gelten [5]. Bspw. muss die dem Prozess unterliegende Stör-
größe einer Normalverteilung folgen und darf nicht autokorreliert sein. 
Zudem sollte keine Korrelation zwischen den betrachteten Regressoren 
bestehen. Insbesondere die Verletzung letzterer Annahme führt dazu, dass 
der Signifikanztest seine Aussagekraft verliert [15]. 
 und , (17) 
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3.3 LASSO 
LASSO (Least Absolute Shrinkage and Selection Operator) gehört zu den 
Regularisierungsverfahren. Im Bereich der Systemidentifikation wurde 
LASSO bspw. in [16] zur Termselektion von polynomialen NARMAX-
(Nonlinear AutoRegressive, Moving Average eXogenous)-Modellen ge-
nutzt. Bei dem LASSO-Schätzer wird die -Norm angewandt auf den 
Parametervektor der Schätzung als Strafterm verwendet, wodurch Para-
meterwerte nicht-signifikanter Regressoren exakt zu Null geschätzt werden 
[4]. Formal ist der LASSO-Schätzer definiert durch das Optimierungs-
problem [1]: 
mit dem Regularisierungsfaktor . Bei dieser Formulierung wird davon 
ausgegangen, dass die Regressoren standardisiert und mittelwertbefreit 
vorliegen und der konstante Term durch  geschätzt wird: 
D.h. es erfolgt eine Schätzung ohne affinen Term. Aufgrund der Be-
schränkung des Parametervektors durch die -Norm ist die Lösung von 
(18) nichtlinear von  abhängig und kann somit nicht geschlossen ange-
geben werden. Daher werden zur Lösung von (18) numerische Verfahren 
verwendet, von denen einige bspw. in [1] beschrieben werden. 
Der Regularisierungsfaktor  legt den Grad der Beschränkung fest. Mit 
steigendem  steigt die Anzahl der zu Null geschätzten Koeffizienten und 
die Modellkomplexität sinkt. Um eine geeignete Wahl von  zu treffen, 
wird üblicherweise eine Kreuzvalidierung für eine abfallende Sequenz an 
Werten von , ausgehend von dem Wert , für den der resultierende 
Parametervektor  ist, durchgeführt, die es erlaubt den (Ein-
schritt-)Prädiktionsfehler zu schätzen [1]. Dazu wird der gegebene 
Trainingsdatensatz in  ungefähr gleich große Datensätze  zu-
fällig aufgeteilt, von denen  als Trainingsdatensätze und ein v-ter als 
Validierungsdatensatz  dienen. Es werden  Durchläufe durchgeführt, 
bei denen eine Modellbildung auf den Trainingsdaten und eine Auswertung 
auf dem Validierungsdatensatz erfolgt, wobei v  in den jewei-
ligen Durchläufen ist. Als Maß für die Prädiktionsgüte kann bspw. der über 
die Kreuzvalidierung gemittelte MSE verwendet werden [1]. Sei 
 eine Funktion, die jede Beobachtung einem der 
 , (18) 
 ,   , . (19) 
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Datensätze  zuweist und  die geschätzte Ausgangsgröße des 
Modells, das ohne den v-ten Datensatz generiert wurde. Der über die 
Kreuzvalidierung gemittelte MSE ergibt sich dann für jedes  zu 
Als Entwurfsparameters  wird der Wert gewählt, für den  
minimal ist: 
Alternativ wird oft eine sogenannte „One-standard-error-Regel“ in Ver-
bindung mit der Kreuzvalidierung angewandt, bei der eine Auswahl des 
spärlichsten Modells erfolgt, dessen Prädiktionsfehler nicht über einem 
Standardfehler (Standard Error, SE) des Prädiktionsfehlers des besten 
Modells liegt [1]: 
Der Standardfehler wird durch 
mit  ist der MSE auf dem v-ten Validierungsdatensatz, geschätzt. Eine 
Anwendung von LASSO in Verbindung mit der Kreuzvalidierung ist für 
dynamische LiP-Modelle direkt möglich. In diesem Fall sind in jeder Zeile 
der Regressionsmatrix die nötigen Werte vorhanden, um eine Einschritt-
prädiktion durchzuführen und ein Vertauschen der Zeilen im Rahmen der 
Kreuzvalidierung kann ohne Fehler durchgeführt werden. Für OE-Modelle 
gilt dies nicht. 
Bezüglich einer konsistenten Selektion von Regressoren mittels LASSO 
sollte keine Multikollinearität vorliegen. Für den Fall, dass einzelne irre-
levante Regressoren stark mit den Regressoren des wahren Systems korre-
liert sind, verhält sich LASSO indifferent bei der Selektion [1]. D.h. der 
Schätzer ist nicht in der Lage, den wahren vom irrelevanten Regressor zu 
unterscheiden. 
4 Fallstudie Ladedruck 
Im Folgenden werden die beiden o.g. Regressorselektionsmethoden an 
realen Messdaten erprobt. Im Vordergrund steht dabei die Modellierung 
des Ladedrucks eines Diesel-Pkw-Motors. Die Selektion signifikanter 
 . (20) 
 
. (21) 
 . (22) 
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Regressoren erfolgt durch Anwendung des LASSO-Schätzers und der 
schrittweisen Regression zur Termselektion von - und polynomialen 
-Modellen. Da das Ziel OE-Modelle sind, wird also ein Ersatz-
problem durch Verwendung des ARX-Ansatzes bei der Selektion gelöst, 
damit der Rechenaufwand in einem durchführbaren Rahmen gehalten wird 
bzw. die Verfahren überhaupt angewandt werden können. Eine Optimie-
rung der Modellparameter für eine rekursive Modellauswertung folgt nach 
der Selektion. Die Auswahl für den affinen Modellansatz wird als Basis für 
die Modellierung lokal affiner Fuzzy-TS-Modelle genutzt.  
4.1 Prozess und Daten 
Der verwendete Datensatz wurde während einer Überland-Messfahrt 
aufgezeichnet. Als Versuchsträger diente ein moderner aufgeladener Die-
selmotor mit VTG-(variable Turbinengeometrie-)Abgasturbolader, Lade-
luftkühler (LLK), Hoch- und Niederdruck-Abgasrückführung (HD- und 
ND-AGR) und variablem Ventiltrieb (VVT). Eine vollständige Übersicht 
der betrachteten Motorkonfiguration mit den für die Modellbildung be-
trachteten Größen ist in Abbildung 1 dargestellt. 
Zur Modellierung des Ladedrucks (  in Abbildung 1) wurde eine Vor-
auswahl physikalisch relevanter Eingangsgrößen getroffen: Zur Beschrei-
bung des Motorbetriebspunktes werden die Einspritzmenge  und die 
Motordrehzahl  herangezogen. Die VTG-Stellung  des Abgas-
turboladers beeinflusst im Wesentlichen den Druckaufbau. Aufgrund von 
Druckausgleichsvorgängen bei Veränderung der AGR-Rate kommt es zu 
dynamischen Querkopplungen auf den Ladedruck, weshalb sowohl die 
Hochdruck- als auch die Niederdruck-AGR-Ventilstellung (  und 
) mit in die Betrachtung aufgenommen werden [17]. Des Weiteren 
wird der Einfluss der VVT-Stellung  berücksichtigt, da sie den effek-
tiven mittleren Massenstrom durch den Motor und damit auch den Lade-
druck beeinflusst. 
Der verwendete Datensatz besteht aus insgesamt  92180 Daten-
punkten. Die Aufzeichnung der Messwerte erfolgte mit einer Abtastzeit 
von 10 ms. Für die Anwendung der Verfahren und die anschließende 
Überprüfung der generierten Modelle wird der vorhandene Datensatz in 
einen Trainings- (ersten 50 %) und einen Testdatensatz (letzten 50 %) auf-
geteilt. Da die Messwerte während einer Messfahrt und damit im ge-
schlossenen Regelkreis aufgezeichnet wurden, besteht eine Abhängigkeit 
zwischen ihnen. Zudem kann nicht garantiert werden, dass alle Betriebs-
punkte des Systems angefahren werden. Insbesondere die Annahme für die 
Regressorselektion, dass keine Multikollinearität zwischen den Regres-
soren besteht, wird  bei  der  dynamischen  Modellierung gebrochen, da die 
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Abbildung 1: betrachtete Motorkonfiguration 
einzelnen Zeitschritte der physikalischen Größen stark korreliert sind. 
4.2 Modellansatz 1. Ordnung 
Als potentielle Regressoren für das ARX-Modell werden die jeweils 
zeitverzögerten Werte der Ausgangsgröße und der Eingangsgrößen bis zu 
einer Dynamikordnung von 20 betrachtet, da die wahre Systemordnung 
nicht bekannt ist und eine Totzeit nicht ausgeschlossen werden kann. Dies 
führt auf eine Kandidatenmenge von 140 potentiellen Regressoren. Für die 
Auswahl einer geeigneten Untermenge an Regressoren mittels LASSO 
wird der Regularisierungsparameter  mittels Kreuzvalidierung und der 
One-standard-error-Regel aus einer Menge von 100 logarithmisch 
verteilten Werten für  gewählt. Zur Durchführung wird die MATLAB-
Funktion lasso verwendet. Das Signifikanzniveau bei der schrittweisen 
Regression wird im Rahmen der Vorwärtsselektion zu 0,05 und der 
Rückwärtsselektion zu 0,1 gewählt. Zur Durchführung wird die MATLAB-
Funktion stepwisefit verwendet. Die Selektionsergebnisse für die gewählte 
Parametrierung sind in Tabelle 1 dargestellt.  
Hinsichtlich der Selektion zeigen sich die verschiedenen Eigenschaften der 
Verfahren bei Vorliegen nicht-idealer Daten. So nimmt LASSO mit 17 
Regressoren im Vergleich zur schrittweisen Regression mit 68 Regressoren 
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Tabelle 1: Selektionsergebnisse für affinen Modellansatz mittels LASSO und SWR 
 
kollinearität in der betrachteten Kandidatenmenge zurückzuführen ist. Ein 
Rückschluss auf die Modellordnung oder eine Totzeit ist in beiden Fällen 
nicht möglich, da beide Verfahren keine Intervalle selektieren und eine 
Interpretation aus systemtheoretischer Sicht entfällt. Hinsichtlich der Mo-
dellgüte zeigt sich allerdings, dass die resultierende Auswahl der Terme 
sich als geeignet erweist, um die gemessene Ausgangsgröße sowohl auf 
den Trainings- als auch den Testdaten zu approximieren (Tabelle 2).  
Beide Verfahren minimieren im Zuge der Durchführung den Prädiktions-
fehler – LASSO bei der Auswahl des Regularisierungfaktors und die SWR 
in jedem Iterationsschritt.  Dass  dieses  Vorgehen  hinsichtlich einer rekur- 
Tabelle 2: Zusammenfassung der Gütewerte für die rekursive Modellauswertung auf 
Trainings- und Testdaten für selektierten OE-Modellansatz 1. Ordnung, 










Training 4506,24 0,039 
Test 5116,33 0,130 
LASSO 17+1 
Training 4965,24 0,043 
Test 5447,96 0,138 
2. Ordnung 
SWR 310+1 
Training 1545,25 0,014 
Test 1527,28 0,039 
LASSO 29+1 
Training 2970,36 0,026 
Test 2328,64 0,059 
TS LASSO 54 
Training 3824,69 0,034 
Test 3842,89 0,097 
i-te Zeitverzögerung
46 Proc. 24. Workshop Computational Intelligence, Dortmund, 27.-28.11.2014
siven Auswertung der Modelle nicht zu einer optimalen Auswahl führt, ist 
in Abbildung 2 zu erkennen: Abbildung 2(a) zeigt den Verlauf des MSE 
auf den Trainings- und Testdaten in Abhängigkeit von  bei rekursiver 
Modellauswertung. Dabei wurden die Parameter der für jedes  selektierten 
Regressoren mittels LS-Schätzung ermittelt. Abbildung 2(b) zeigt ent-
sprechend die Verläufe des MSE für die Modelle, die in den einzelnen 
Iterationen der schrittweisen Regression resultieren. In beiden Fällen zeigt 
sich, dass eine Hinzunahme von Regressoren zwar auch bei rekursiver 
Auswertung der Modelle eine Verbesserung erzielt, eine Reduktion der 
Modellkomplexität allerdings möglich ist. So ergibt sich bei zunehmender 
Komplexität der Modelle ab  0,3 bzw. Iteration Nr. 32 ein annährend 
konstanter Verlauf des MSE. Dieser Aspekt ist aus pragmatischer Sicht von 
Bedeutung, da die Rechenkomplexität der Verfahren im Wesentlichen von 
der Bewertung unterschiedlicher Regressorteilmengen auf Basis einer 
Einschrittprädiktion abhängt. Bei rekursiver Auswertung würde sich ein 
erheblich größerer Rechenaufwand ergeben. 
 
Abbildung 2: Verlauf des MSE auf den Trainings- ( ) und Testdaten (  ) bei rekursiver 
Modellauswertung für die durch LASSO selektierten affinen ARX-
Modelle in Abhängigkeit von  (a) und die durch SWR in den einzelnen 
Iterationen selektierten affinen ARX-Modelle (b) 
4.3 Modellansatz 2. Ordnung 
Da die Verfahren bei dem betrachteten Anwendungsproblem keinen Rück-
schluss auf die Modellordnung und eine mögliche Totzeit zulassen, wird im 
Folgenden eine Kandidatenmenge aus den jeweils 5 zurückliegenden 
Werten der Ausgangsgröße und der Eingangsgrößen und sowohl bilinearen 
als auch quadratischen Terme dieser Werte gewählt. Eine Betrachtung von 
lediglich 5 zurückliegenden Werten wird vorgenommen, um den Rechen-
aufwand zu beschränken. Zudem wird vermutet, dass bei der Selektion des 
Polynomansatzes 1. Ordnung zusätzliche Terme zur Annäherung von 
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bung der Dynamik eigentlich weniger zeitverzögerte Werte benötigt 
werden. Dieser Punkt ist allerdings unklar und kann nur durch einen 
Vergleich der resultierenden Modellgüte abgewogen werden. Die getrof-
fene Auswahl führt auf eine Kandidatenmenge von 665 Termen. Die 
Parametrierung der Selektionsverfahren erfolgt analog zur Selektion bei 
Betrachtung des Polynomansatzes 1. Ordnung. Die Ergebnisse bezüglich 
der resultierenden Modellgüte sind in Tabelle 2 zusammengefasst. Auf eine 
detaillierte Darstellung der Selektionsergebnisse wird aufgrund der großen 
Kandidatenmenge an dieser Stelle verzichtet. Es lässt sich allerdings 
vermerken, dass LASSO fast ausschließlich Werte zum Zeitpunkt  
und  auswählt. LASSO selektiert in diesem Fall ein Modell mit 30 
Termen mit guten Approximationseigenschaften, die schrittweise Regres-
sion hingegen ein Modell mit 311 Termen, welches eine entsprechend 
bessere Modellgüte aufweist. Im Vergleich zum affinen Modellansatz zeigt 
sich, dass trotz Vernachlässigung einer Dynamik höherer Ordnung in der 
Kandidatenmenge, die Dynamik durch den polynomialen Ansatz erfasst 
werden kann, was auf die Redundanz der einzelnen Zeitschritte zurück-
zuführen ist. Eine Betrachtung der Verläufe des MSE für eine rekursive 
Modellauswertung analog zu Abbildung 2 zeigt, dass auch hier eine ge-
ringere Modellkomplexität ausreicht (Abbildung 3). Insbesondere zeigt 
sich, dass bei Verwendung der schrittweisen Regression in den einzelnen 
Iterationsschritten teilweise Modelle resultieren, die zu einer instabilen Si-
mulation führen und für welche entsprechend keine Ermittlung der Modell-
güte möglich war (s. bspw. Bereich zwischen Iteration Nr. 7 und 35 in 
Abbildung 3(b)). Das kleinste Modell, für welches eine Auswertung mög-
lich war und welches verhältnismäßig geringe Fehlermaße aufweist, bein-
haltet 35 Regressoren. 
   
Abbildung 3: Verlauf des MSE auf den Trainings- ( ) und Testdaten (  ) bei rekursiver 
Modellauswertung für die durch LASSO selektierten polynomialen 
NARX-Modelle in Abhängigkeit von  (a) und die durch SWR in den 


































48 Proc. 24. Workshop Computational Intelligence, Dortmund, 27.-28.11.2014
4.4 TS-Ansatz 
Abschließend soll die Eignung der durch LASSO selektierten Auswahl an 
Regressoren zur Modellierung lokal affiner TS-Modelle untersucht werden. 
Dazu wird das affine Modell beispielhaft mit 17 Regressoren als lokaler 
Ansatz der Teilmodelle gewählt. Das durch die schrittweise Regression 
selektierte affine Modell wird aufgrund der hohen Anzahl an Parametern 
nicht betrachtet. Um eine geeignete Partitionierung des Eingangsraums zu 
erhalten, wird eine GK-Clusterung im Produktraum vorgenommen. Um 
lokale Konvergenz bei der Clusterung auszuschließen, wird diese 15-mal 
zufallsinitialisiert und das NARX-Modell mit dem geringsten Fehler auf 
den Testdaten ausgewählt. Bei der Initialisierung werden die Prototypen 
(statistisch) gleichverteilt im Raum angeordnet. Der Unschärfeparameter 
wurde beispielhaft zu  oder  sowohl für die Clusterung als 
auch das Modell gewählt, da sich ein Unschärfeparameter in diesem 
Wertebereich für die Modellbildung als günstig erwiesen hat [18]. Um eine 
Auswahl der Clusteranzahl hinsichtlich der Modellbildung zu treffen, 
wurde die Clusteranzahl zu  gewählt und eine anschließende 
Auswertung der resultierenden NARX-Modelle vorgenommen (Abbildung 
4). Es zeigt sich, dass keine eindeutige Auswahl der Clusteranzahl anhand 
des MSE für eine rekursive Modellauswertung getroffen werden kann. Um 
den Rechenaufwand gering zu halten, wurde eine geringe Clusteranzahl 
von  präferiert. Um Überlagerungseffekte, die aus einer Vergrößer-
ung der Unschärfe resultieren, zu vermeiden, wurde im Weiteren  
gewählt. Diese Kombination führte auch nach einer OE-Optimierung zu 
guten Ergebnissen (Tabelle 2).  
Um die Eignung der Auswahl mittels LASSO für die Modellierung von 
TS-Modellen abzusichern, wird im Folgenden eine punktuelle Variation 
der Regressionsgleichung vorgenommen. Zuerst werden sukzessive die-
jenigen Regressoren entfernt, für die  im jeweils resultierenden 
NOE-Modell minimal ist. Dabei werden die standardisierten Parameter 
betrachtet, wie sie direkt aus der OE-Optimierung resultieren. Da die stan-
dardisierten Parameter betrachtet werden, äußert sich dadurch der lineare 
Einfluss des jeweiligen Regressors auf die Ausgangsgröße. Dieses Vorge-
hen wurde der Einfachheit halber angewandt. Auch andere Kriterien, wie 
bspw. die in [19] vorgestellte Sensitivitätsanalyse, können für eine Modell-
reduktion eingesetzt werden. Auch eine Hinzunahme von Regressoren wird 
durchgeführt. Dabei wird nur die Hinzunahme von vergangenen Ausgangs-
größen untersucht, da diese den größten Einfluss auf die Ausgangsgröße 
aufweisen. Der jeweils resultierende MSE ist in Abbildung 5 dargestellt. 
Die ermittelten Ergebnisse stellen eine punktuelle Auswahl dar und lassen 
daher keine allgemeingültige Aussage zu. Allerdings zeigte sich für das ge-
gebene Problem auf den  Testdaten  keine  signifikante Verbesserung durch 
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Abbildung 4: Verläufe des MSE bei rekursiver Modellauswertung der resultierenden 
NARX-Modelle für  (•) und  (+) auf Trainings- (a) und 
Testdaten (b). 
die Hinzunahme von vergangenen Ausgangsgrößen, was auf die Redun-
danz der gewählten Regressoren zurückzuführen ist. Eine Reduktion der 
Regressoranzahl hingegen scheint möglich. Allgemein zeigt sich bei die-
sem Anwendungsproblem, dass die Regressoren eine geeignete Auswahl 
zur Modellbildung lokal affiner Modelle darstellen. 
  
Abbildung 5: Verlauf des MSE auf Trainings- (•) und Testdaten (+) bei rekursiver 
Modellauswertung bei Entfernen (a) und Hinzuahme (b) einzelner 
Regressoren des lokal affinen NOE-Modells 
4.5 Diskussion 
In der betrachteten Fallstudie zeigte sich, dass die Verfahren keine Er-
mittlung der Modellordnung bei nicht-idealen Bedingungen der Daten 
ermöglichen. Insbesondere ist aufgrund der vorliegenden Multikollinearität 
nicht garantiert, dass die Verfahren eine vertrauenswürdige Auswahl an 
Regressoren treffen. So zeigen sich starke Abweichungen der Selektions-
ergebnisse bei LASSO und der SWR. Zudem kann nicht davon ausge-
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Approximierbarkeit durch Linearisierung über den gesamten Betriebs-
bereich für den betrachteten Datensatz gültig ist. Eine Betrachtung der 
Modellgüte jedoch zeigt, dass die gewählten Regressoren gut geeignet sind, 
um den Verlauf der Ausgangsgröße auch bei einer rekursiven Modell-
auswertung zu approximieren (Abbildung 6). Auch eine Verwendung der 
durch LASSO selektierten affinen Modellstruktur bei einem lokal affinen 
TS-Modell erwies sich als praktikabel. Hinsichtlich einer Selektion von 
Regressoren eines Modells für eine simulative Nutzung zeigte sich in 
dieser Arbeit, dass bei Verwendung der Methoden eine geeignete aber nicht 
optimale Auswahl resultiert. Es existieren bereits Verfahren, die anstelle 
der Bewertung einer Einschrittprädiktion die Selektion auf Basis einer 
rekursiven Auswertung vornehmen (s. bspw. [13]). Damit ist allerdings ein 
erheblicher Rechenaufwand verbunden. Bei Verwendung des in [13] vorge-
stellten Algorithmus in eigenen Untersuchungen konnte zudem festgestellt 
werden, dass das Verfahren keine guten Ergebnisse liefert, wenn die 
Hinzunahme eines autoregressiven Terms zu einer instabilen Simulation 
führt. In diesem Fall konvergiert der Algorithmus lokal und es werden 
keine autoregressiven Terme selektiert. Um diese Aussagen verallgemei-
nern zu können, müssen weitere Untersuchungen durchgeführt werden. 
 
Abbildung 6: Verlauf der normierten gemessenen Ausgangsgröße (  ) und der 
normierten Modellausgabe des durch LASSO selektierten polynomialen 
OE-Modells 2. Ordnung ( ) auf den Testdaten 
5 Zusammenfassung und Ausblick 
In dem vorliegenden Beitrag wurden zwei statistische Verfahren zur auto-
matisierten Selektion signifikanter Regressoren im Kontext der datenge-
triebenen dynamischen Modellbildung untersucht – der LASSO-Schätzer 
und die schrittweise Regression mit dem partiellen -Test als Selektions-
kriterium. Eine Erprobung der Verfahren wurde anhand realer Daten eines 
Diesel-Pkw-Motors vorgenommen. Dabei wurden die Verfahren zur 
Termselektion bei polynomialen ARX-Modellen 1. und 2. Ordnung ver-
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wendet, und eine Eignung der Selektion basierend auf dem Ansatz 1. 
Ordnung zur Modellierung eines TS-Modells untersucht. Auch wenn die 
Auswahl keine Interpretation aus systemtheoretischer Sicht zulässt, weisen 
die selektierten Modelle gute Approximationseigenschaften für das be-
trachtete Anwendungsproblem auf. 
Die durchgeführten Untersuchungen sind als punktuell zu betrachten und 
sollten in Zukunft an weiteren Beispielen verifiziert werden. Hier könnte 
die Verwendung anderer Selektionsverfahren zu besseren Ergebnissen 
führen. Auch könnte es zielführend sein, sich in Zukunft den Verfahren 
unterliegenden Annahmen zu widmen, um eine Absicherung der Lösung 
für das betrachtete Anwendungsproblem zu erhalten. 
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Abstract
This paper considers the Simultaneous State and Parameter Estimation
Problem (SSPEP) for non-linear dynamic systems and its stability issues
due to a possibly harmful interaction between the two estimation task.
Common approaches to state estimation in general and the SSPEP in par-
ticular are reviewed. A new approach to the SSPEP is proposed to avoid the
harmful interaction in SSPEPs. Experiments with simulated data highlight
properties of the proposed approach and compare the estimation perfor-
mance on a SSPEP with related work. The proposed approach appears to
be robust to missing knowledge for initialization.
1 Introduction
On-line state estimation of non-linear dynamic systems from noisy mea-
surements is a challenging task. The estimator has to reduce the noise in
the measurements of the state variables and has to overcome a limited sen-
sor resolution for an unbiased and delay-free state estimate. At the same
time the estimation has to be stable to enable reliability in the respective
application. In addition the processing of the estimator has to comply with
real-time constraints in order to keep up with the continuous on-line mea-
surements. The task is even more challenging if the dynamics of the under-
lying system are partially or completely unknown. The key requirements
for delay-free on-line state estimation this paper hence focuses on are:
• stability
• limited prior knowledge
• real-time applicability
Simple filter algorithms like moving average use only past measurements
to estimate the state of the system. Their ability to reduce the measurement
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noise is limited and only increases as they are allowed to produce delayed
estimates. More elaborated methods like Kalman filters enhance the mea-
surements with a model of the dynamic system. These methods are able to
perform optimal delay-free state estimates as long as the model is accurate.
If there is no or only an inaccurate model avaliable for the design of the
state estimator, a model of the system can be build on-line. But in order
to build an accurate model of the system, accurate data i.e. state estimates
are required. So optimal state estimates require an accurate model. And
building a model of the system requires optimal or at least accurate state
estimates. To solve this vicious circle, the Simultaneous State and Param-
eter Estimation Problem (SSPEP) arises.
The basic concept of all SSPEP approaches consists of concurrent state
and parameter estimators. These estimators are coupled by a global iter-
ative on-line estimation scheme that allows the state estimator to use the
model of the parameter estimator to form its state estimations and vise
versa. If the coupling of the estimators builds a feedback loop between
the estimators, the stability of the whole estimation is limited beyond the
stability of the individual estimators.
A poor state prediction of the parameter estimator causes a poor state es-
timate in the next step that may bias the training of the parameter esti-
mator and thus further reduces its prediction accuracy. Starting with a
poor state estimate leads to the same harmful interaction and possibly self-
reinforcing estimation performance reduction. What further complicates
the harmful interaction situation is that it is usually impossible to determine
whether an error between a state estimate and a measurement is caused by
a poor state estimate of the previous time step or by a poor prediction of
the model. This ambiguity may even increase the harmful interaction be-
tween the state estimator and the parameter estimator, if the used approach
blames the wrong estimator. In this paper a new architecture is presented
to overcome the problem of this harmful interaction and to provide stable
simultaneous state and parameter estimation even in the absence of prior
knowledge about a system model.
The rest of the paper is organized as follows. In Section 2 methods for
state estimation, parameter estimation and approaches to the SSPEP are
are reviewed. In section 3 the proposed architecture is presented in de-
tail. Experiments to highlight properties of the reviewed methods and to
compare approaches to the simultaneous state and parameter estimation
problem are shown in section 4.1. In section 5 the results are discussed,
and section 6 concludes the paper.
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2 Related work
2.1 State Estimation
Methods for state estimation can be divided into model-free and model-
based approaches. Model-free approaches only use past measurements for
state estimation. A simple yet powerful model-free filter method for state
estimation is Exponential Smoothing (ES) [1]. It is computationally cheap,
requires only little memory and its design only requires knowledge about
time scales of the dynamics of the observed system. The ES filter belongs
to the class of Infinite Impulse Response (IIR) filters. IIR filters are optimal
for the class of ARIMA models [2], but are possibly unstable due to an
internal feedback loop.
Another simple and powerful method for state estimation is the Moving
Average (MA) [2]. The MA has still low computational and memory de-
mands, but is expensive compared to ES. The MA filter belongs to the class
of Finite Impulse Response (FIR) filters. In [3] a family of Unbiased FIR
(UFIR) filters with arbitrary delay is discussed that generalizes the MA,
since the estimation delay of the MA always equals the half of its filter
length. The prior knowledge requirements of ES, MA and UFIR are equal.
FIR Filters are optimal for the class of ARMA models [2] and BIBO sta-
ble, which is a valuable property for any practical application. An other
appealing property of FIR filters is their ability to produce state estimates
with a constant delay.
A common disadvantage of ES, MA and UFIR filter is their low-pass be-
havior, that is useful for noise reduction, but also dumps higher frequen-
cies of the signal. They thus do not allow for observation of all the system
dynamics. Therefore Savitzky and Golay presented in [4] a class of FIR
filters that are able to conserve the system dynamics even in turning and
inflection points, while simultaneously reducing the noise. And they allow
in principal to compensate the delay of the filter. The design of Savitzky-
Golay (SG) filters requires prior knowledge about the time scale of the
system dynamics and the general behavior of the system on this time scale
like monotony or maximal number of turning points.
Model-based approaches use past measurements and an additional model
of the system dynamics for state estimation. This kind of estimator dates
back to the Kalman Filter (KF) [5] for linear systems which in addition to
the system model requires knowledge about the noise properties in from of
covariance matrices. The KF handles a state estimation and a covariance
matrix of the state estimation in order to recursively minimize the squared
Proc. 24. Workshop Computational Intelligence, Dortmund, 27.-28.11.2014 57
error between the state estimates and measurements. Since the KF only
works well with accurate prior knowledge and suffers from stability issues,
there has been various extensions of the basic KF. In the direct line of the
KF there is the Extended Kalman Filter (EKF) for non-linear systems and
the Unscented Kalman Filter (UKF) [6] for improved stability concerning
the covariance propagation. The line of H∞ filters form a version of the
KF that is robust to model and covariance errors and thus applicable to a
wider range of task where less accurate prior knowledge is available [7].
Recent developments in the field of Optimal FIR (OFIR) filters completely
abandon the prior knowledge about the noise by estimating the noise prop-
erties from an set of past measurement data, thus their applicability only
depends on prior knowledge about the system dynamics [3, 8, 9].
2.2 Parameter Estimation
The on-line parameter estimation task requires a given model structure and
a set of adjustable parameters within this structure that are tuned to fit
the available data of the observed system. The model structure may be a
formula representing physical laws and forces that drive the system under
observation. In such a case, the estimated parameters usually carry clear
physical interpretations like friction, torque or amplitude and the parameter
estimation only needs to fine-tune the parameters. In general, any prior
knowledge about the observed system can be used to find a model structure
that captures most of the system dynamics leaving only as few as possible
parameters for the estimation. But this may become a tedious work.
If there is no or not enough prior knowledge to formulate a system specific
model structure, the parameter estimation task becomes a function approx-
imation task on universal function approximators. Thus the designer has
to specify both the model structure and an on-line learning algorithm. As
limited prior knowledge is a key requirement in this paper, the related work
on parameter estimation focuses on function approximation.
Function approximators for on-line learning can be categorized by the ef-
fect of their parameters. There are approximators that are Linear In the Pa-
rameters (LIP) and Non-Linear In the Parameters (NLIP) [10]. A common
structure for LIP and NLIP approximators is shown in equation (2), where
α ∈ Rk contains the parameters that affect the output linearly, β ∈ Rm con-
tains the parameters that affect the output non-linearly and φ : Rn → Rk is
an non-linear mapping from input space to (linear) parameter space1.
1The Multiple Input Single Output (MISO) system in equation (2) can easily be extended to a Multiple
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As long as β is adjusted by the learning algorithm, the update of the ap-
proximator behaves NLIP. If only α is adjusted by the learning algorithm,
the update of the approximator behaves LIP. So every NLIP approxima-
tor can be seen as a LIP approximator as long as β remains unchanged by
learning.
f : Rn → Rd (1)
f(x) = α · φ(x, β) (2)
Examples for NLIP approximators are Multi Layer Perceptrons (MLP),
Radial Basis Functions (RBF) and Fuzzy Systems. The advantage of NLIP
approximators is their ability to achieve an accurate approximation with
less parameters compared to a LIP approximator. A major drawback of
NLIP approximators is the necessity to solve a non-linear optimization
problem for any parameter update causing high computational demands
that even can violate real-time constraints.
Examples for LIP approximators are Polynomials, Wavelets and Splines.
RBF and Fuzzy Systems with fixed function centers and premises, respec-
tively, are used as LIP approximator, too. LIP approximator allow a com-
putational cheap evaluation and parameter update, but possibly suffer from
the curse of dimensionality. This means their number of parameters may
grow exponentially with the number of input dimensions. The design of
a LIP approximator requires prior knowledge about the range of the state
variables and the overall complexity of the mapping that describes the dy-
namics of the system. Due to their low computational complexity coupled
with good approximation quality, LIP approximators are optimally suited
for on-line function approximation concerning real-time applicability and
prior knowledge demands. Thus only on-line learning algorithms for LIP
approximators will be reviewed next.
In general a learning algorithm l : Rk × Rn × R → Rk for LIP approx-
imators maps a current parameter vector αi ∈ Rk and an learning datum
(xi, yi) that contains an instance xi ∈ Rn and a label yi ∈ R to a new
parameter vector αi+1 ∈ Rk. The lower index i represents the current time
step. Methods for on-line learning can be divided into first and second
order algorithms. A general formal representation for nearly all first and
second order learning algorithms is shown in equations (3) and (4).
αi+1 = a · αi + b · (yi − ŷi) · Siφ(x) (3)
Si+1 = c · Si + d · Siφ(xi)Tφ(xi)Si (4)
Input Multiple Output (MIMO) system by using one MISO system for each output. So for simplicity all
formal descriptions concerning approximators are presented here for MISO systems.
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Here αi represents the parameter vector and Si the corresponding second
order information of the algorithm. For first order algorithms Si is con-
stant and thus only the update equation (3) is used. ŷi is the evaluation
of the approximator using αi and xi, yi is the desired label of the learn-
ing date (xi,yi) and xi the corresponding instance. By specifying a, b, c
and d a learning algorithm is chosen and possible tuning parameters of the
algorithm are set.
Examples for first order algorithms are Gradient Descent (GD) [11], Pas-
sive Aggressive (PA) [12] and Incremental Risk Minimization Algorithm
(IRMA) [13]. They only use the current learning date to update the param-
eter vector αi, are computationally cheap and can adapt even to changing
target functions. But they are prone to noise and also suffer from fatal for-
getting when used on trajectory-based learning data. As first order algo-
rithms are prone to noise, they need prior knowledge about the noise-level
of the learning data.
Examples for second order algorithms are Recursive Least Squares (RLS)
[14], Gaussian Herding (GH) [15] and the Second Order Perceptron (SOP)
[16]. Second order algorithms store additional information to estimate sec-
ond order derivatives of the loss function and adapt the parameter update of
αi to the data at hand. They are robust to noise and converge more rapidly
than first order algorithms, but are computationally more expensive than
first order algorithms. They can handle trajectory-based learning data and
require no prior knowledge about any property of the system under obser-
vation. As an example for the notion in equations (3) and (4), the RLS
algorithm is provided by a = c = 1 and b = d = 11+φ(xi)TSi,jφ(xi)
2.3 Simultaneous State and Parameter Estimation
Mainly there are two classes of approaches for simultaneous state and pa-
rameter estimation. On the one hand the twofold estimation problem can
be rewritten as one state estimation problem by adding the system parame-
ters to the state vector. This way even linear systems may cause non-linear
estimation problems and thus drastically increase the complexity of the
problem. As the two estimation tasks are handled by only on estimator, the
estimation tasks have fully and up-to-date information about each other,
which enables feedback and thus harmful interaction between them. This
kind of approaches is also called joint estimation.
On the other hand separate estimators for state and parameters are used that
interact by using each others current estimates to form their own next esti-
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mate. Although this approach allows a control of the interaction between
the estimation tasks, feedback is still enabled due to the mutual estimation
usage. This kind of approach is also called dual estimation.
Both approaches are analyzed in [17] using Kalman filter techniques as
estimators and MLPs as approximators. Their results show a higher ac-
curacy and faster convergence rate for the dual estimation approach. The
joint estimation approach can be found in recent applications like [18], too,
where prior knowledge about the system model allows simplifications that
strongly reduce the complexity of the estimation problem.
A common drawback of the joint estimation and dual estimation approach
is their possible instability due to harmful interaction. A stable estimation
with these approaches requires prior knowledge about the system state and
the system parameter in order to form a initialization for the whole estima-
tion that stably converges.
An other recent approach presented in [19] disables feedback between the
two estimation task by only allowing a one way interaction between them.
The parameters of the system are estimated on a moving window of past
measurements. The state estimator uses the parameter estimate to form
its state estimate, but does not feedback its state estimate to the parameter
estimator. This way a harmful interaction is impossible and thus a stable
estimation is provided. A drawback of this approach is its need for prior
knowledge about a limited and convex subspace of the parameter space
that should be searched for the optimal parameter vector. This subspace
is rasterized to form a finite set of possible solutions. For each possible
solution a observer is designed and the best operating observer is used as
the solution. This results in high computational demands for the processing
of all observers and may contradict real-time constraints.
In summary, model-free state estimators can only reduce noise in mea-
surements for delayed estimates and model-based state estimators require
prior knowledge about the system in form of an accurate model. The joint
estimation and dual estimation approaches to simultaneous state and pa-
rameter estimation suffer stability issues due to harmful interaction. The
approach in [19] is stable concerning harmful interaction, but this stability
comes for the cost of prior knowledge about the system parameters and
large computational costs that limit its real-time applicability.
Thus – to the best of our knowledge – there is no approach to on-line simul-
taneous state and parameter estimation that is stable, real-time applicable
and at the same time needs no prior knowledge about system parameters
















Figure 1: Scheme for the coupling of the state and parameter estimator
within the proposed approach.
while producing delay-free estimates. Hence our aim is to find an architec-
ture that avoids feedback between the two estimation tasks of the SSPEP
like e.g. in [19] without the need for prior knowledge about the system
parameters and low computational demands.
3 Feedback-free Approach for Simultaneous State and
Parameter Estimation
3.1 General Concept
Our approach uses two separate estimators for state and parameter estima-
tion. They are coupled in a estimator-predictor scheme that is shown in
Figure 1. The state estimator uses a moving window of past measurements
to build a model-free state estimate with fixed delay. In order to guarantee
a fixed delay of the state estimate of k time steps a FIR filter is used.
The parameter estimator uses the consecutive state estimates of the FIR fil-
ter and a FIFO storage of length k to produce learning data for an on-line
learning function approximator. Thus the function approximator behaves
like a predictor for the state of the system and can therefore compensate
the delay of the state estimates provided by the FIR filter. To achieve high
prediction accuracy and at the same time meet real-time requirements, a
LIP approximator is used for function approximation. And as the learning
data for the predictor are gathered along a trajectory in the state space, a
second order learning algorithms is used. In this approach the interaction
of the two estimation tasks is one way, because the parameter estimator
uses the state estimates of the FIR filter and the FIR filter only uses mea-
sured data to form its estimation. Thus a feedback loop is avoided and a
harmful interaction is impossible.
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3.2 Formal Description
In this section the proposed approach is formalized in a mathematical
structure. The state of the system in time step i is denoted by xi and the
respective single state variables by xi,j. The corresponding estimates are
denoted by x̂i and x̂i,j , respectively, and the measurements by yi and yi,j
The structure of the moving window state estimator is shown in equation
(6).




aj,p · yi−p,j (6)
x̂i−k = (x̂i−k,1, . . . , x̂i−k,n) (7)
For each state variable estimate x̂i,j, the set of parameters aj,p defines the
FIR filter coefficients for the estimation. The learning data scheme for the
second order on-line learning algorithm is shown in equation (8). For each
state variable xi,j in time step i a learning date is generated that has the
same delay between instance and label as the state estimator and uses the
data from the FIFO storage.
(x̂i−2k, x̂i−k,j) (8)
So the learning of each predictor fj for the single state variable estimates
x̂i,j follows equation (9) and provides in each time step i a parameter vector
αi,j for the individual predictor fj. All single parameter vectors αi,j are
gathered in Ai for compact representation. In the same way l gathers all
learning algorithms.
αi+1,j = lj(αi,j, x̂i−2k, x̂i−k,j) (9)
Ai = (αi,1, . . . , αi,n) (10)
l = (l1, . . . , ln) (11)
Ai+1 = l(Ai, x̂i−2k, x̂i−k) (12)
The state estimation of the current state of the system x̂i is obtained by
the evaluation of all predictors f = (f1, . . . , fn) on the current state esti-
mate x̂i−k of the filter with the current parameter vectors αi,j as shown in
equation (13).
f(xi) = (f1(αi,1,xi), . . . , fn(αi,n, x̂i)) (13)
x̂i = f(x̂i−k) (14)
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3.3 Algorithmic Implementation
In Algorithm 1 the single steps of the simultaneous state and parameter
estimation scheme in Figure 1 are presented. The algorithm receives con-
secutive state measurements yi and produces consecutive state estimates
x̂i. The setup up of the algorithm incorporates the specification of the FIR
filter coefficients aj,p and the corresponding estimation delay k, the pre-
dictors f(x) and learning algorithms l(Ai, x̂i−2k, x̂i−k). In addition, the
FIFO storage to produce the learning dates should already be filled with
consecutive state estimations.
The estimation process starts by reading the current measurement of the
system state yi and estimating filtered and thus the delayed state of the
system x̂i−k. The state estimate x̂i−k is added to the FIFO storage and a
learn step is done. So the predictor can may use of the current learning
datum to predict the current state of the system x̂i and finally the oldest
state estimate is removed from the FIFO storage.
The architecture presented in our approach is similar to [19] aiming for
a stable estimation by avoiding harmful interaction. But here the state
instead of the parameters is estimated on a moving window and no prior
knowledge about system parameters is required. An other similarity can
be found in the comparison with the dual estimation approach in [17].
The use of the KF there in fact equals the standard RLS with forgetting
algorithm, which is a second order on-line learning algorithm as required
in our approach.
Data: data stream of state measurements yi
Result: state estimations x̂i
state estimator: aj,p, state estimation delay: k,
state predictor: f(x), learning algorithm: l(α,x, y),
FIFO storage containing the last k measurements of y
while new datum is available do
read current measurement yi
calculate state estimate x̂i−k
add state estimate x̂i−k to FIFO storage
do one learning step αi = l(αi−1, x̂i−2k, x̂i−k,j)
predict current state estimate x̂i = f(x, αi)
remove state estimate x̂i−2k from FIFO storage
end
Algorithm 1: Description of the approach to simultaneous state and pa-
rameter estimation for an algorithmic implementation.
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4 Experimental Comparisons
4.1 Experimental Design
The experiments to compare our simultaneous state and parameter estima-
tion approach to related work are conducted in three steps in order to work
out the principal characteristics of the individual parts of our approach and
their cooperation. The experimental setup for all of these experiments is
deliberately simple to focus on the properties of the methods and described
in section 4.2. First, the state estimation capabilities of different model-
free state estimators are examined and compared to a EKF with perfect
prior knowledge as a state of the art standard model-based method. This
yields the filter type which will be used by our approach here. Second,
state predictors are investigated concerning their capability to accurately
represent the system dynamics. Last, the proposed approach is compared
to related work. The only related work approach allowing a fair compar-
ison to our approach here is the dual estimation approach. Although the
joint estimation is commonly used in recent applications, it requires prior
knowledge about the system for model simplifications or is outperformed
by dual estimation as shown in [17]. The separation approach in [19] drops
out because of prior knowledge about the system, too, as discounting a fi-
nite number of system models at runtime is far more easy than building
a system model by regression. The comparison with the dual estimation
approach is even more appealing, since it allows a similar initialization and
has thus equal prior knowledge demands compared to our approach.
4.2 Experimental Setup
The experiments are performed on a rather simple non-linear dynamic sys-
tem: a pendulum. The pendulum is also often used as a standard bench-
mark problem and thus offers comparability to related works. It is sim-
ulated using the differential equation (15) within an implementation by
the standard numpy ode solver. Following starting conditions are used:
θ(t = 0) = 3.13 rad, θ̇(t = 0) = 0 rad/s with a fixed simulation time step




In many real world applications only a angular sensor is available to ob-
serve a joint angle in a system. For the simulated pendulum this simple
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Table 1: Optimized estimation delay and corresponding state estimation
performance of the MA filter and SG filters of different degrees and the
performance of the EKF state estimator.
Filter Opt. Delay RMSE
MA/UFIR 6 0.0739± 0.00032
SG degree:3 20 0.0593± 0.00011
SG degree:5 31 0.0578± 0.00012
SG degree:7 43 0.05622± 0.000029
SG degree:9 51 0.0569± 0.00021
SG degree:11 54 0.0570± 0.00090
EKF – 0.05507± 0.000014
sensor model is applied to obtain realistic measurement data. The measure-
ments of the angular sensor are simulated by disturbing and discretizing the
ground truth data. The noise is white with a zero-mean and a magnitude of
0.1% of the amplitude of the angle range. The discretizing raster contains
13056 values, a resolution modern angular sensors can provide.
The measurements for the velocity θ̇ are calculated by computing finite
differences of the measurements of the angle θ. This way the quality of
angle measurements is much higher than for velocity, thus making the ve-
locity estimation the more interesting and challenging part. In order to
keep this section compact, only the results concerning the velocity mea-
surement will be worked on. All following experiments concerning state
estimation in the above setup are repeated 1000 times to make the results
independent of noise influence.
4.3 State Estimation
The experiments to state estimation compare the model-free state estima-
tors discussed in section 2.1 with each other and to a EKF state estimator
with perfect prior knowledge as a reference. The EKF is setup follow-
ing [17]. The performance of the methods is measured by the Root Mean
Squared Error (RMSE) between the state estimates and the ground truth
data. The RMSE is calculated on a time interval containing two periods of
the simulated pendulum, thus covering every possible system state. Table 1
contains the resulting RMSE performance of the methods for an optimized
state estimation delay.
For MA filters the filter length p also determines the delay of the state
estimate k as 2k + 1 = p, so the only design parameter for this filter is its
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delay k. As shown in [3], UFIR filters show the best noise reduction for
2k + 1 = p and in this case behave like usual MA filters. Thus the two
filters are treated as one method in the experimental results.
SG filters behave the same way as UFIR filters concerning the filter length
p and delay k, but offer the polynomial approximation degree d as an addi-
tional free parameter. The performance of the SG filters shows a minimum
for a SG filter of degree 7 which nearly reaches the estimation accuracy
of the EKF reference. The optimized estimation delay of the SG filters
increases with an increasing polynomial degree, because the more param-
eters of the polynomial has to be estimated and thus more data is needed.
But with an increasing estimation delay and thus filter length, the computa-
tional demands increase as well. So there is a trade-off between estimation
accuracy and real-time constraints.
Looking at the optimized estimation delay, the performance of all FIR fil-
ters generally increases as they are allowed to estimate more past values.
For MA filters the dumping of the signal is crucial. So there is a sharp op-
timum for the delay that also limits the accuracy of their state estimation.
The SG filter is able to widely conserve the signal dynamics and can there-
fore benefit from an increased filter length. The filter length is limited by a
dumping of the signal due to a low degree polynomial approximation that
cannot represent the system dynamics within the filter length. But a high
degree polynomial approximation of the signal within the filter length may
lead to a poor noise reduction. Thus only low degree SG filters allow for
a effective noise reduction of the signal. As SG filters are FIR filters, they
are BIBO stable and need only prior knowledge about the time scale of
the system dynamics. So they meet all of the key requirements this paper
focuses on and thus are well suited for the state estimation task within the
proposed approach.
4.4 Parameter Estimation
In this section the prediction accuracy for different state predictors is com-
pared for various prediction horizons. The accuracy of the predictor is
measured by the minimal RMSE (mRMSE) between its prediction and the
corresponding ground truth value over a full period of the pendulum.
As the underlying approximator of the predictor, a local and a global ap-
proximation structure are compared. The local approximation structure
is a Grid-base Look-up Table (GLT) with linear interpolation and equally
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Table 2: The table contains the prediction accuracy for the pendulum ve-
locity θ̇ of local and global approximation structures on different prediction
horizons k for optimized parameter values of the approximation structures.
(θ, θ̇)i−k → θ̇i #nodes mRMSE degree mRMSE
k θ θ̇ GLT θ θ̇ Polynomial
1 8 10 1.35 · 10−4 11 1 2.44 · 10−8
3 8 19 2.68 · 10−4 13 1 9.36 · 10−8
5 8 19 3.20 · 10−4 13 1 1.56 · 10−7
10 8 19 5.05 · 10−4 15 1 3.60 · 10−7
20 15 19 9.23 · 10−4 19 1 8.28 · 10−6
30 15 20 1.32 · 10−3 8 6 2.76 · 10−6
40 20 20 2.40 · 10−3 11 5 3.15 · 10−5
distributed nodes along the input dimensions. Thus the only design param-
eters are the number of nodes along each input dimension.
The global approximation structure is a polynomial with mixed terms of
the input variables. The design parameters here are the degrees of the poly-
nomials in each input variable. If the number of nodes in the GLT along
each input dimension is equal to the polynomial degree plus one of the cor-
responding input dimension in the polynomial, the two structures have the
same total number of parameters and thus theoretically the same expres-
siveness, which is an appealing feature for comparing them. Table 2 shows
the mRMSE results for the two approximation structures on different pre-
diction horizons and optimized design parameters of the approximators.
The comparison of the GLT and polynomial approximator shows that in
this case the polynomial is a much more accurate approximator. It beats
the mRMSE performance of the GLT approximator by at least two orders
of magnitude and needs on the same time a less total number of param-
eters for the approximation. The different prediction horizons show that
the prediction gets harder as the prediction horizon increases. While the
overall accuracy for the polynomial approximator is alway better than for
the GLT approximator, the relative degradation of the accuracy with an in-
creasing prediction horizon is better for the GLT approximator. Thus the
GLT allows for a more easy and robust engineering with acceptable perfor-
mance and the polynomial allows for a more accurate approximation with
less computational afford due to the reduced total number of parameters.
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Figure 2: The state estimation for the velocity of the pendulum in a simul-
taneous state and parameter estimation task for the dual estimation and
the proposed approach. The parameter estimators used in the compared
approaches work on a GLT approximator.
4.5 Simultaneous State and Parameter Estimation
The experiments to compare the two approaches to the SSPEP are per-
formed with a local and global approximation structure for the parameter
estimator. In order to achieve high comparability of the approaches, the
approximators they use share the same number of parameters and initial-
ization. For the local approximation structure, a GLT with 15 nodes along
each input dimension is used. The global approximation structure is a
polynomial of degree 8 for each input dimension. All parameters of the
approximators are initialized with α = 0 and both approaches use the RLS
on-line learning algorithm.
The dual estimation approach uses the same noise characteristics for the
state estimating EKF as the EKF in section 4.3, thus assuming prior knowl-
edge about the noise. The use of a SG filter of degree 7 with delay k = 43
would preform the best state estimate as shown on Table 1, but here the
prediction accuracy has to be considered, too. So the state estimator for
the proposed approach is a SG filter with delay k = 30 and degree 5 as a
compromise between estimation and prediction accuracy.
The results for one run of the experiments with the GLT approximator are
shown in Figure 2 over time. The figure shows the measurements and
the estimations of the two approaches for the velocity of the pendulum
over three periods right from the start. The dual estimation follows the
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Figure 3: The state estimation for the velocity of the pendulum in a simul-
taneous state and parameter estimation task for the dual estimation and
the proposed approach. The parameter estimators used in the compared
approaches work on a polynomial approximator.
measurements right from the start, but amplifies the noise during the first
period. The estimation becomes much more smooth during the second
period, but still shows some peaks. Over the third period this approach
shows a good noise reduction without peaks. So the overall estimation
quality slowly increases over time.
The proposed approach seems to ignore the measurements during the first
period and mainly the α = 0 initialization drives the estimation. During
the second and third period the estimation smoothly follows the measure-
ments and shows a good noise reduction. So after a poor estimation while
the predictor learns the system dynamics in the beginning, the approach
nearly instantaneously is able to estimate the current state of the system
very well.
Comparing this results with the behavior of the two approaches on a poly-
nomial approximator as shown in Figure 3. The dual estimation approach
shows a completely different behavior as it gets unstable during the first
period and never gets back. The proposed approach remains stable, but
shows a random output with heavy peaks during the first and second pe-
riod that only follows the measurements for low velocities. In the third
period, the approach shows a smooth estimation of the velocity without
peaks. So the polynomial approximator needs more time and thus learning
data to be able to represent the system dynamics.
On the long run the estimation accuracy of the dual estimation approach
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Table 3: The table contains the prediction accuracy for the pendulum ve-
locity θ̇ of the dual estimation and the proposed approach with GLT and
polynomial approximators.
GLT dual estimation Porposed
1. Period 1.81± 0.040 5.188± 0.0027
2. Period 0.74± 0.042 0.068± 0.0011
3. Period 0.408± 0.0026 0.0632± 6.2 · 10−4
4. Period 0.31± 0.015 0.06238± 2.2 · 10−5
Polynomial dual estimation Porposed
1. Period NaN 11.2e8± 8.9 · 108
2. Period NaN 9.0e3± 8.9 · 103
3. Period NaN 0.064± 0.0014
4. Period NaN 0.062325± 9.7 · 10−6
is limited by the prediction accuracy of the parameter estimator and thus
nearly equals performance of the EKF in Table 1. The long run perfor-
mance of the proposed approach is on the one hand limited by the estima-
tion accuracy of the SG filter and the prediction accuracy of the predictor
and thus beaten by the dual estimation approach.
These results are supported by the RMSE measurements over the single
periods for both experiments that are shown in Table 3. For the GLT ap-
proximtor, the RMSE of the dual estimation approach starts with a moder-
ate value and then slowly decreases. The RMSE of the proposed approach
in the first period is very high, but drops below the RMSE of the dual
estimation approach right in the second period and nearly reaches the op-
timal performance of the SG filter shown in Table 1. In the third, forth and
following periods the RMSE nearly stays the same. For the polynomial
approximator the drop of the RMSE happens in the third period and then
again nearly stays the same in the forth and following periods.
The comparison of the two approximation structures shows that the Poly-
nomial causes the dual estimation approach to become unstable, due to
harmful interaction and poor state predictions during the initialization of
the approximator. For the GLT approximator, the comparison of the two
approaches shows that avoiding a inner feedback loop and thus possibly
harmful interaction between the state and parameter estimator results in a
faster total convergence of the estimation. The state estimation of our ap-
proach is very poor during the first learning phase that lasts the first period,
i.e. the state space is run through for the first time. But once an already
known situation appears the estimation accuracy drastically increases. The
dual estimation approach offers a much better estimation during the first
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period, but converges only slowly and shows peak errors even during the
second and third period. On the long run, both approaches behave equally
well. The estimation performance of our approach is limited by the FIR fil-
ter for state estimation and the predictor accuracy and the dual estimation
approach only is limited by the approximation structure and prior knowl-
edge about the noise.
5 Discussion
The experimental results show that our approach provides comparable es-
timation accuracy to the dual estimation approach and thus is able to deal
with the simultaneous state and parameter estimation problem. Since any
feedback interaction between the two estimators is discarded, our approach
converges more quickly than the dual estimation approach and is always
stable independent of the used approximation structure. Thus the engineer-
ing of the whole estimation system becomes easier as every single part of it
can be designed without paying attention to the rest of the components and
only concentrating on the application performance. The only dependence
between the state and parameter estimator that has to be considered is the
estimation delay of the state estimator, determining the prediction horizon.
What further makes the engineering difficult are the principal limitations
shown in section 4.3 and 4.4. While the state estimation of delayed es-
timates becomes more accurate with increasing the delay, the prediction
accuracy decreases with an increasing prediction horizon. Thus a compro-
mise between accurate state estimation and manageable state prediction is
needed.
The experiments also showed that the proposed approach is only able to
perform an acceptable state estimation in regions the used predictor al-
ready had some learning data before. This results in a crucial initialization
phase with degraded estimation performance. Nevertheless the estimation
remains stable and allows the performance to rise on the long run.
The computational demands of the proposed approach are low and fix and
therefore it is real-time applicable. So our approach meets all of the key
requirements and produces accurate delay-free state estimates without de-
tailed prior knowledge about the system under observation and an easy
engineering for the state estimation and predictor.
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6 Conclusion
This paper presented an approach to the simultaneous state and parameter
estimation problem that offers the same estimation quality as state of the art
methods, but avoids instability issues. The approach follows a estimator-
predictor scheme without feedback interaction between the estimator and
predictor, thus making harmful interaction impossible and allowing for a
stable estimation. The proposed approach needs no detailed prior knowl-
edge about the system parameters and is real-time capable. The only gen-
eral prior knowledge that is required is a estimation of the time scale of the
system dynamics and the complexity of the dynamics of the system in oder
to define the estimation delay of the state estimator and the expressiveness
of the predictor.
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Abstract Designers of adaptive systems for regression often have differ-
ent kinds of a priori knowledge about the function that is to be learned.
By using that knowledge, the learning process can be led to faster and
better convergence and increased robustness. Those designers deal with
the problem of how to effectively use that knowledge in the formulation
of the learning problem. This paper deals with the formalization of using
different kinds of local a priori knowledge for a specific form of local regu-
larization of the learning problem. The GIESELA approach presented here
enables the designer to utilize his local absolute, relative and qualitative
a priori knowledge about the function to be learned in a robust and inter-
pretable way and to apply this knowledge on a global scale. The approach
is mathematically analyzed and demonstrated on a simple example.
1 Introduction
Nowadays on-line learning systems are more and more employed in even
safety-critical application scenarios. Such on-line learning systems are re-
quired to enhance their functional behavior over time as more and more
training data are incorporated. Due to the criticality of the application,
such systems must guarantee a safe and robust behavior even when data
are sparse, i.e. also already at the beginning of the learning process. But as
the training data provide only local learning stimuli, sparsity of the training
data may become a problem at any time in the learning process.
This contrasts the need to express different properties of the function in
different regions of the input space, e.g. when a process enters a new state.
It is therefore desirable to perform regional adaptations instead of local
adaptations of the approximation based on a training datum and the ex-
pected regional properties of the function, i.e. to perform some kind of
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limited extrapolation. This requires the designer to incorporate a priori
knowledge of the underlying system to identify such regions and the cor-
responding functional properties. It also requires a method to utilize that
knowledge during the learning process to accelerate the convergence of the
approximator while still guaranteeing the desired overall properties of the
approximator.
In this work the designer’s a priori knowledge is divided into three cate-
gories:
absolute knowledge: a priori knowledge about absolute local output
values
relative knowledge: a priori knowledge about relations between lo-
cal output values
qualitative knowledge: a priori knowledge about qualitative properties
in certain regions of the output function, e.g.
monotony or smoothness
Using this knowledge for accelerating the convergence of the approxima-
tor and guaranteeing a certain behavior presents certain challenges consid-
ering the safety of the learning behavior and the learned approximation.
Hence the following three requirements arise:
• robustness of the learning process
• a priori controllability of the learning process
• interpretability of the (learned) knowledge
First, a method for incorporating a priori knowledge into the learning pro-
cess must be robust. That means that small errors in the training data, i.e.
noise, and also small errors in the a priori knowledge must not lead to an
arbitrarily big error in the adaptation of the learning system because the
designer’s a priori knowledge can’t be expected to be exact. The represen-
tation of that knowledge must be interpretable to enable the designer to
convert his a priori knowledge into a form that can be used by the learning
process at runtime. This means that the knowledge about the application
can easily be converted into that representation. Vice-versa learned knowl-
edge must be interpretable considering the underlying application in this
representation.
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A priori knowledge often arises from experience the designer has gathered
about the application. Exact knowledge would require a total understand-
ing of the application and all influences and thus the formulation of exact
knowledge is not feasible. A priori controllability means that the designer
is able to guide the complete learning process right from the beginning. If
for example the approximator has to be bounded in a region of the input
space, the designer must be able to express that to ensure a safe adaptation
of the learning system and thus a safe operation of the application. This is
necessary to enable the designer to formulate the a priori knowledge and
understand how it is used by the learning process.
In this paper an approach to utilize the different kinds of a priori knowl-
edge in local function approximators for 0-Order Takagi-Sugeno-Fuzzy-
Systems (TS-0) is presented and investigated after the state of the art is
discussed.
2 State of the Art
2.1 Learning Methods
Different works have already dealt with the problem of regression using
a priori knowledge. Early works have concentrated on the case of off-
line batch training, e.g. different extensions of Shepard’s Inverse Distance
Weighting [1]. Those works incorporate the a priori knowledge explicitly
at the points of the training data [2]. These approaches lack the possi-
bility to incorporate a priori knowledge at arbitrary locations in the input
space but are reduced to the incorporation at positions where training data
lie. Other methods focused on rectangle-based blending regression by k-
nearest-neighbor interpolation [3]. Those methods have the undesirable
behavior to produce discontinuities in the input space where the neighbor-
ing relationships change. Both types of methods require all training data
to be known beforehand and can not easily be adapted when new training
data are available as in an on-line scenario rendering these methods unsuit-
able for the application case discussed in this paper.
To easily incorporate new training data into the approximator on-line dif-
ferent learning rules for approximators with fixed parameter vector are
known. These can be divided into first order algorithms such as Passive-
Aggressive-Learning [4] and second order algorithms such as Recursive
Least Squares [5][6] or the more complex Gaussian Herding [7]. A priori
knowledge can be directly implemented into these algorithms by incor-
porating it directly into the learner’s error function [8]. This requires the
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designer to state an error function for each kind of a priori knowledge, i.e.
absolute, relative and qualitative a priori knowledge, and each learner. He
then has to determine the resulting error function. This is neither easily
done and interpretable nor controllable since the changes of the learning
process result indirectly from the minimized function and not from the a
priori knowledge directly. Due to these problems, this paper focuses on al-
gorithms that incorporate the designer’s a priori knowledge independently
from the chosen learning rule. A general framework to guide the designer
in stating the error function is given by Learning From Hints and is dis-
cussed in the next section.
2.2 Learning From Hints
Learning From Hints [9] allows the designer to utilize his a priori knowl-
edge during the learning process by transferring it into so called hints. A
hint is any information available about the function, i.e. also absolute, rela-
tive or qualitative a priori knowledge, but also the training data themselves.
For all available a priori knowledge and further information the designer
formulates hints. These hints represent a subspace of the hypothesis space
of the approximator in which all functions fulfilling the respective hint lie.
A hint is formulated by the expected value of the error function measuring
the fulfillment of the hint, e.g. (g(x)− g(x′))2 the function measuring the
fulfillment of an invariance hint, with g the function to be measured and
input value x and x′ = x+ a with invariance offset a. Taking the expected
value of these error functions then measures the approximator’s hypothe-
sis’ overall fulfillment of the given hint. The learning algorithm then tries
to minimize the function given by the sum of all those hints’ fulfillment
measurement functions. Since the resulting error functional is a complex
function due to a potentially large number of hints, local gradient methods
are prone to converging to local minima. The incorporation of new training
data also constantly changes the error function rendering an off-line pre-
calculation of the function impossible. While absolute and relative a priori
knowledge can be relatively easy formulated as hints, the formulation of
qualitative a priori knowledge in terms of hints is difficult due to the need
to define a continuous error function for properties that are measured bi-
narily. Not only does every training datum represent a new hint, old hints
based on the a priori knowledge might be changed, too. Hence the training
process is neither robust nor a priori controllable. Another method for the
incorporation of a priori knowledge is regularization which separates the
learning based on the training data from the learning based on the a priori
knowledge. This method is discussed in the following section.
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2.3 Regularization
2.3.1 Global Regularization
Global regularization methods extend the error functional that the learner
minimizes by an additive penalty term. A standard regularization approach
is the Tikhonov regularization [10]. The Tikhonov regularization adds a
penalty term consisting of a multiplication of a Tikhonov matrix Γ to the
approximator’s parameter vector ω. Let ω be the approximator’s parameter
vector, φ(x) the mapping function from input space to parameter space, f
the approximator’s hypothesis and (xi, yi) a training datum. In case of a
simple Passive-Aggressive-Learner [4] this yields the following functional
that is minimized by the learner:
argminωt+1 ||ωt − ωt+1||
2︸ ︷︷ ︸
Passive
+ ||f(φ(xi), ωt+1)− yi||2︸ ︷︷ ︸
Aggressive
+ ||Γωt+1||︸ ︷︷ ︸
Regularization
(1)
Usually, the matrix Γ is chosen as the identity matrix thus penalizing pa-
rameter vectors with greater norms [11]. The non-diagonal elements of
the matrix Γ can be used to express desired dependencies between differ-
ent parameters of the approximator. These non-diagonal entries of Γ can
therefore be used to describe dependencies between arbitrary approximator
parameters. Although this allows the incorporation of arbitrary relative a
priori knowledge, the design of the matrix Γ is a difficult task if one wants
to take all global dependencies into account because the design of the a pri-
ori knowledge takes place in the parameter space of the approximator and
not the input space. Hence this approach does not offer an interpretable
formulation of the a priori knowledge.
2.3.2 Local Regularization
Local regularization for TS-0 Fuzzy Systems with a normalized rule base
has been introduced by the SILKE approach [12] and provides a method to
design and apply local relative and qualitative a priori knowledge in local
function approximators. Each rule is provided with a template that rep-
resents the desired relationships to the neighboring rules by interrelating
the conclusion of a rule as a linear combination of the rule conclusion and
the conclusions of the neighboring rules so that a template can be seen as
a locally applied convolution matrix for each rule, as figure 1 exemplar-
ily shows for a two dimensional grid-based local function approximator.
The local a priori knowledge is incorporated by the choice of these local
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templates. After each learning step the regularization then modifies every
parameter, i.e. every rule conclusion, according to the adaptation by the
learning rule and the parameter value determined by the local convolution
with the template. The update ratio is given by a local adjustment rate
αi ∈ [0; 1].
Figure 1: Schematic depic-
tion of a SILKE template on
a TS-0 approximator.
Typically, the same template for each rule
is chosen, e.g. an averaging template to ob-
tain a smoother curvature of the resulting
approximation. This allows the easy incor-
poration of relative a priori knowledge be-
tween neighboring nodes. Absolute a pri-
ori knowledge on the other hand cannot
be expressed by those templates. Due to
the ease of the formulation of the a pri-
ori knowledge as templates, this concept
fulfills the requirement of interpretability.
Nevertheless, the approach does not ful-
fill the requirement of a priori controllabil-
ity. As long as the local adjustment rate αi
is not 1, i.e. the system incorporates the
knowledge gained through the training data into the approximator, it is not
guaranteed that the approximation matches the desired a priori knowledge.
It may thus not be suitable for use in safety critical applications.
3 Concept for Controlled Inter- and Extrapolation
3.1 General Concept
TS-0 fuzzy systems have been shown to be universal local function ap-
proximators which are interpretable and easy to design thus meeting the
requirements stated in chapter 1. To get a total localization of each rule of
the system, linear triangular membership functions on a normalized rule
base are chosen. To circumvent the need of minimizing a risk functional
for each learning algorithm, the presented approach is based on regular-
ization. Since local regularization already provides a framework for the
formulation of local relationships between rule conclusions, this will also
be used here. It is complemented by the Anchoring approach which is in-
troduced because local regularization does not support the incorporation of
absolute a priori knowledge.
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In incremental learning a single training datum leads to the adaptation of
the conclusions of the actively firing rules. After that, the regularization
then alters only those active rule conclusions thus yielding only them to be
consistent with the a priori knowledge, i.e. their templates. On the other
hand, it does specifically not realize the consistency of the neighboring rule
conclusions and their templates. To achieve this more global consistency, a
local regularization step has to be applied on the neighboring rules as well
as on their neighbors and so forth. This allows interpolation between rules
or extrapolation of the knowledge gained by one training datum to more
distant rules, especially in case of sparse data.
An efficient one step adaptation of the whole parameter vector is real-
ized by the GIESELA (Global Inter- and Extrapolation System for Efficient
Learning of Approximators) approach. To be able to distinguish between
inter- and extrapolation which need different adaptations based on prop-
erties of the training data seen by a rule so far, trust parameters are in-
troduced to provide a monitor for the local data density and further local
meta-properties of the training data.
3.2 The Anchoring Approach
Anchoring means the gradual exclusion of certain approximator param-
eters from the adaptation by the learning rule. The difference to simply
removing the parameter from the approximator is that by anchoring the
respective rule will still be used by the learning rule and regularization.
This way absolute a priori knowledge is also spread to neighboring rules.
Therefore, each rule is given a pair of parameters (σAi ,ℵi) with σAi ∈ [0; 1]
the local stiffness and ℵi ∈ R the local anchor value. Let ωt+1 = ωt+Δωt
be the parameter vector at time step t+1 and Δω the desired difference be-
tween the old and new parameter vectors determined by the learning rule.
Then for each adapted parameter ωt+1i the new value is determined by:
ωt+1i = (1− σAi ) · (ωti +Δωti) + σAi · ℵi (2)
A stiffness of 0 means to ignore the anchor value for that parameter and to
let the learning rule adapt the parameter normally. A stiffness of 1 means
to exclude this parameter from adaptation and to always use the corre-
sponding anchor value as the rule conclusion. Values in between 0 and 1
let the conclusion to be adapted by the learning rule to a certain degree.
The anchor value then represents a fixed value the rule conclusion will be
softly bonded to when being changed by the learning rule. This approach
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alone therefore only has a local impact on the learning system and does
not provide any generalization of the absolute a priori knowledge. This is
then done by the GIESELA approach which is discussed in the following
section.
3.3 The GIESELA Approach
The GIESELA approach is based on a priori knowledge formalized by lo-
cal templates introduced by the SILKE approach [12]. It uses that knowl-
edge to provide a global regularization of the learning problem. By apply-
ing that knowledge globally, it allows extrapolation from the conclusions
actually adapted by training data to those parts of the input space where
suitable a priori knowledge is available.
Let ω ∈ Rn be the parameter vector of a local function approximator of
TS-0 type with ωi the i-th element of ω and n the number of parameters of
the approximator, i.e. the number of rules. Let d be the dimensionality of
the input space and ξi ∈ R3
d
the vector containing the conclusions of the
neighboring rules of the rule corresponding to the i-th parameter and the
conclusion of the i-th rule itself. ξ
3d+1
2
i = ωi is the central element of the
vector ξi. Further let si ∈ R3
d
denote the SILKE template at the i-th rule.
Then S ∈ Rn×n is the matrix with row vectors containing the templates of
each rule. Then S · ω performs one SILKE adaptation step.
By extending the matrix S to S ∈ R(n+1)×(n+1) with the (n + 1)st row the
unit vector en+1 lying in the (n + 1)st dimension and the last row vector
containing a constant offset for each template, it is possible to perform an
affine transformation with a constant part for each rule.
Applying SILKE by multiplying the matrix S to the parameter vector does
not lead to convergence after just one step. Convergence is reached after
repetitive application of the local regularization. Hence this approach is not
suited if global extrapolation based on the a priori knowledge is desired. To
propagate a priori knowledge via local templates and local regularization
to a rule far away from the position of the training datum, it is necessary
to perform local regularizations on each rule lying on the way. Further-
more, after just one step the local regularization will typically not have
converged at a rule so repetitive global application is needed to ensure that
each conclusion has been adapted according to the training datum and the
designer’s a priori knowledge.
To overcome this obstacle the GIESELA approach formulates this problem
as a linear equation system on the approximator’s parameters, i.e. on the
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rules defining the output function. Evaluation templates as known from
the ODIL approach [13] are used for construction of the linear equation
system. An evaluation template is a template that is used to measure the
conformity of a rule conclusion with a corresponding SILKE template. It
is obtained by subtracting 1 from the central element of a SILKE template
[14].
A rule conclusion satisfies the designer’s a priori knowledge given as a
template if and only if the convolution with the corresponding evaluation
template equals 0. This allows to formulate the regularization step as a
linear equation system S ′ ·ω = ψ with S ′ being a matrix consisting of row
vectors containing the evaluation templates for each rule and a vector ψ
that describes the desired level of compliance of the rule conclusion and
the a priori knowledge. If the vector ψ is chosen as the zero vector, the
linear equation system will yield values for each rule conclusion that will
satisfy all templates as long as exactly one solution for the linear equation
system exists.
For example, a simple one-dimensional input space with 5 parameters the


































































si,j if j = 2
si,j − 1 else
(4)
The desired level of compliance is to be specified by a local adjustment
rate. These local adjustment rates αi ∈ [0; 1] are equivalent to the local
adjustment rates in [14]. In case of αi = 0 no regularization will be applied
for that rule and in case of αi = 1 full regularization will be applied.
Thus combining local adjustment rates and soft anchoring into one step,
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Evaluation templates are also used to allow the incorporation of qualitative
a priori knowledge if the fulfillment of the knowledge is binary. Templates
that are used to induce certain properties such as monotony of the approxi-
mation are activated if those properties are violated. The designer therefore
has to construct a conditional template that measures the contradiction of
the approximation to the desired property and on which the activation of
the property inducing template is based. These templates must yield a neg-
ative result when applied if the desired property is not met. In that case the
adjustment template is activated. In case of positive monotony the designer
designs a condition template that yields a negative result if the hypothesis
does not fulfill that positive monotony. In that case a template is applied
on the conclusion that enforces the desired property, e.g. by enforcing a
constant function shape.
3.4 Incorporating the Learning History
The concept for the incorporation of a priori knowledge into the learn-
ing process introduced in section 3.3 requires the designer to choose local
adjustment rates αi for each rule in the input space. The optimal choice
for the local adjustment rates depends on the learning history and thus on
various factors like:
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• data sparsity
• data conflict
• quality of the a priori knowledge
The less data are in a region of the input space, the less those data can
be trusted to properly represent the underlying input-output-relationship.
The same applies to conflicting data. The more conflicted the training
data are, the less trustworthy is an approximation based on them. In the
cases when the training data are not trustworthy it is desirable to follow
the designer’s a priori knowledge more than the training data. Typically the
designer is not able to predict the sparsity and the conflict of the training
data beforehand. Furthermore, in on-line scenarios data sparsity and data
conflict are no constants but change over the course of the learning process.
Thus it is desirable to adapt the local adjustment rates dynamically to those
changing properties of the training data. However, the designer is usually
unable to predict the dynamic development of the data sparsity and conflict
beforehand, rendering a fixed a priori design of data-dependent adjustment
rates for each rule impossible.
But vice versa, the optimal adjustment rates are also determined by the
quality of the a priori knowledge. The more the a priori knowledge differs
from the actual input-output-relationship, the less that knowledge should
be followed thus the lower the adjustment rates should be chosen. While it
might be possible for the designer to specify a certain trustworthiness for
his a priori knowledge, the actual error of the a priori knowledge can’t be
known beforehand. Did the designer know what that error was, he would
have been able to specify error-free templates.
Since all three kinds of uncertainties are hard or impossible to measure
beforehand, it is desirable that the local adjustment rates of each rule auto-
matically adjust locally according to the training data seen in the respective
regions of the input space. In this paper trust is used to replace the user-
defined local adjustment rates by trust values ϑi ∈ [0; 1] for each rule. A
trust value ϑi measures the trustworthiness of a parameter ωi with a trust
value of 0 meaning the parameter can not be trusted at all and a trust value
of 1 meaning the parameter can fully be trusted and treated normally.
The trust values are to measure the trustworthiness of a parameter based
on the sparsity and conflict of the training data that lay in the region of the
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This formula combines the ignorance trust ϑI , conflict trust ϑC and direct
trust ϑD. The ignorance trust ϑI provides a measure for the sparsity of
the training data while the conflict trust ϑC provides a measure for the
conflict of the training data. The direct trust ϑD rates the trustworthiness
of the adaptation of the current training datum to filter those data that do
not match the previously seen data.



















1 + ηC |Δω(xt, yt)|
· (1− 1− ϑ
D
T
1 + ηI φ̂(xT )
) (11)
The function φ̂(xt) denotes the normalized activation of a rule for a training
datum (xt, yt) and Δω the adaptation of the parameter at the last adaptation
step. It has been shown in [15] that the following heuristics for the choice












with the half-life period τ specifying the needed accumulated activation for
each rule after which the ignorance trust should rise to 0.5 and the standard
deviation σ specifying the standard deviation at which the conflict trust
should rise to 0.5.
Combining all parts of the approach yields the following sequence when a
new training datum is incorporated:
1. Determine the learning rules change Δωt of the parameter vector
2. Blend between the anchor value ℵ and the learning rule’s change
ωt +Δωt
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4. Update local adjustment rates αi based on the local trust ϑi
5. Regularize by GIESELA to obtain the updated parameter vector ωt+1
4 Formal Analysis
4.1 Relationship to Tikhonov Regularization
Although the a priori knowledge is locally described, GIESELA provides a
mechanism for a one-step adaptation of the whole approximator’s param-
eter vector, i.e. it acts globally. Thus it shares similarities to the Tikhonov
regularization which’s matrix Γ is usually hard to design. The connec-
tion between GIESELA and the Tikhonov regularization can be seen when


















0 = (ω − ωt) + xt(ŷ − y) + Γω (16)
−ω − Γω = −ωt + xt(ŷ − y) (17)
(−1− Γ)ω = −ωt + xt(ŷ − y) (18)
(1+ Γ)ω = ωt − xt(ŷ − y) (19)
ω = (1+ Γ)−1(ωt − xt(ŷ − y)) (20)
(21)
While at the same time a GIESELA step can be formulated as:
S ′ · ω = ωt − xt(ŷ − y) (22)
ω = S ′−1(ωt − xt(ŷ − y)) (23)
Thus yielding:
Γ = S ′ − 1 (24)
So in fact the matrix S can be seen as the Tikhonov representation of the
GIESELA matrix S ′ thus yielding three equivalent global regularization
problems given by S, S ′ and Γ as long as the matrix S ′ is non-singular.
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This now gives us a concrete rule for an easier and interpretable construc-
tion of a Tikhonov matrix Γ that performs the same adaptation of the ap-
proximator as the GIESELA approach itself but with certain well defined
local characteristics.
4.2 Robustness
The robustness of the GIESELA approach can be measured by the condi-
tion number of the linear equation system defined by the GIESELA matrix
S ′. The condition number is a standard tool of linear algebra to determine
the error propagation in linear equation systems. This allows the designer
to know a priori how strongly errors in his knowledge will affect the out-
come of the regularization step. The condition number κS′ ∈ R > 1 of the
matrix S ′ is a measure for the amplification factor of the errors in the ma-
trix S ′ and the vector ψ on the resulting parameter vector ω. The condition
number κS′ is defined as
κS′ = ‖S ′‖ · ‖S ′−1‖ (25)
Due to the scaling invariance of linear equation system, there is an infinite
number of templates representing the same a priori knowledge. However,
some lead to a faster or slower convergence speed. The designer can use
the condition number of the resulting linear equation system as a measure
to decide between a fast convergence speed and a robust convergence with
small error amplification based on how trustworthy he thinks his a priori
knowledge is.
4.3 Stability
It is shown in [14] that the local regularization by the SILKE approach is
stable for suitable templates, i.e. convergence under repetitive application
of the SILKE convolution is guaranteed. Due to the equivalence of S ′ and
the original local SILKE matrix S, the stability analysis from [14] also
applies here. It is known that the application of SILKE converges if the
spectral radius of the matrix S is under 1. In case the spectral radius is
greater than 1 the regularization is not stable. In case the spectral radius
is 1, which can be designed in case of most templates, and the assumption
holds that all template entries are from the interval [0; 1], the adaptation
can be bounded by the infinity norm of the matrix S ′ due to |λ| ≤ ||S ′||.
ωt+1 ≤ max
i
(|ωit|) · 1 (26)
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No a priori knowledge
Discontinuity heights
Figure 2: The function f(x) and two approximator’s hypothesis after 20
learning steps. One without any a priori knowledge and one with a priori
knowledge about the discontinuity heights.
Thus the case of a spectral radius of 1 is bounded as well by the adjusted
parameter vector consisting only of the largest element of the parameter
vector before adjustment. Applying GIESELA is thus stable under the
conditions given above.
5 Demonstrative Example
For a demonstration a simple one-dimensional problem is used. The fol-
lowing function f depicted in figure 2 as the ground truth is to be learned




sin(x) if x ∈ [−10;−2)⋃(2; 4)⋃(6; 10]
2 sin(x) if x ∈ [−2; 2]
sin(x) + 1 if x ∈ [4; 6]
(27)
This function combines different local monotonic behaviors and discon-
tinuities. The performance metric chosen is the ground truth loss, i.e. the
mean squared error of the approximator against the function f in each
learning step. Choosing a measure for the deviation from the underlying
function rather than the deviance from the training data makes sense here
since the designer’s a priori knowledge is knowledge about the function it-
self. The approximator is a TS-0 fuzzy system with normalized triangular
membership functions at [-10; -8; -6; -4; -2; -1; 0; 1; 2; 3.99; 4.01; 5.99;
6.01; 8; 10] to allow an increased expressiveness at the points of disconti-
nuity. The parameter vector is initialized as ωt=0 = 0. The learning rule
is a Passive-Aggressive-Learner with fixed adaptation rate λ = 0.4. 150
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Figure 3: Comparison of the ground truth loss between different levels of
a priori knowledge used when learning the function f(x)
samples are drawn independently and uniformly distributed over the input
space with an uniformly distributed noise between 0% and 30%. Trust is
used to automatically adapt the local adjustment rates according to section
3.4 and parametrized as ηI = 1 and ηC = 0.4. Figure 3 shows the ground
truth loss for the incorporation of different levels of a priori knowledge.
The black solid curve shows the loss when no regularization is applied at
all and acts as the reference curve. The typical behavior of the ground truth
loss can be seen. At the start of the learning process big adaptation steps
quickly lead to a much better approximation thus reducing the loss quickly.
Over the course of the learning the adaptation steps become smaller and the
ground truth error converges finally at approximately 0.05.
The black dashed curve shows the effect of the ordinary SILKE approach
that tries to smoothen the function during the learning process based only
on local a priori knowledge and it’s local application. Due to the disconti-
nuities of the function, this leads to bad approximation results at the points
of discontinuity which thus leads to a much larger remaining ground truth
error of approximately 0.13. This is an example of how wrong a pri-
ori knowledge can actually hamper the learning. If the system had been
given more time leading to larger trust values reducing the influence of
GIESELA on the conclusions, the error would also have converged to 0.05
like in the case of no application of GIESELA at all. Still the convergence
time has severely been worsened.
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templates, i.e. relative a priori knowledge, taking the discontinuity points
into account. At these points no smoothening is applied. It can be seen that
the overall performance of the system has been slightly improved due to the
propagation of the knowledge in the areas where smoothing is applicable.
The dashed gray curve shows the effect of the incorporation of a priori
knowledge about the monotonicity, i.e. qualitative a priori knowledge, at
the points of discontinuity. This allows the system to filter out training
data that otherwise would have caused the approximation to violate that
monotonicity. This leads especially at the beginning of the learning pro-
cess when data are sparse to a much better behavior and faster reduction
of the ground truth loss. Without any a priori knowledge at the beginning
the approximator is more prone to follow noisy data hence leading to vio-
lations of monotony behaviors.
Finally, the black dash-dot line shows the effect of a priori knowledge that
not only incorporates knowledge about the monotonicity at the points of
discontinuity but also about the height of those discontinuities, i.e. qual-
itative and absolute a priori knowledge. This affects the learning process
at the beginning even stronger since the adaptation of the approximation
near the point of discontinuity can be used to adjust the conclusions at
the other side of the discontinuity as well. This can be seen in figure 2.
The gray solid line shows the approximator’s hypothesis without the use
of a priori knowledge after 20 learning steps, while the gray dashed and
boxed curve shows the approximator’s hypothesis incorporating that a pri-
ori knowledge. The improvements at the points of discontinuity are clearly
visible.
In the end, all kinds of correct a priori knowledge lead to approximately the
same remaining ground truth loss because then the limitations of the cho-
sen approximator determine the precision of the approximation. But the
more a priori knowledge is introduced and the more concrete that knowl-
edge is, the better does the convergence speed get.
6 Discussion
The GIESELA approach presented in this paper allows the designer to in-
troduce his absolute, relative and qualitative local a priori knowledge into
the learning process to lead it to faster convergence on a global scale. To
utilize that knowledge, the designer has to be able to localize and formulate
his a priori knowledge in terms of local templates only. The construction
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The solid gray curve shows the ground truth loss for the case of smoothing
of those locally defined templates provides an interpretable way of incor-
porating the a priori knowledge which is relatively easy to handle. He
can further judge the effects of wrong a priori knowledge by the condition
number of the resulting GIESELA matrix S ′. This gives the designer a tool
to judge the robustness of the approach beforehand.
By a fixed local adjustment rate for a rule, the designer is able to control
the dynamics of the learning process locally. This enables him to steer the
approximation throughout the whole learning process beforehand, making
the approach suitable even for safety-critical applications. Of course, if the
designer doesn’t have that knowledge or chooses wrong parameters, the
convergence process can be slowed down instead of being accelerated. By
choosing a fixed high GIESELA adjustment rate αi, the designer can lead
the approximator to faster convergence, even in cases of very sparse data.
Due to the dynamics of the learning process and the changing density and
conflict of the training data, it is impossible to choose a suitable constant
adjustment rate for each rule. The need to do that can be eliminated by
utilizing local trust values for calculating the adjustment rates. In that case,
the designer must choose the parameters ηI and ηC so that they reflect the
expected local sparsity and local conflict of the training data. By these off-
line means, the designer is able to guide the learning process dynamically
at run-time.
The GIESELA approach thus offers an easy way to incorporate absolute,
relative and qualitative a priori knowledge into local grid-based function
approximators. By combining all local a priori knowledge into one single
matrix it is made possible to interpolate as well as extrapolate knowledge
globally. It thus allows to easily meet the requirements for usage in safety-
critical applications where fast convergence is imperative from the first
training datum on.
Due to the design as a regularizer that changes the adaptations made by a
learning rule, this approach is on the one hand applicable for every learn-
ing rule. But on the other hand mathematical properties, e.g. assurance
of convergence, of the learning rule are lost. To restate those properties,
each learning rule and it’s interaction with GIESELA has to be formally
analyzed.
Future work has to be done to further guide and support designers in the
process of formulating their a priori knowledge as local templates. Due
to possible unwanted interactions between local templates, the designer
should be visually aided in the construction of the templates for an approx-
imator. Since this concept requires the inversion of a matrix, the complex-
92 Proc. 24. Workshop Computational Intelligence, Dortmund, 27.-28.11.2014
ity of the approach lies in O(n3) with n the number of rules. Especially in
higher dimensional cases this might hinder the application of GIESELA.
Hence an approximation for those calculations is an approach to reduce
the complexity of the algorithm. So a future point is the acceleration of the
calculations for this algorithm.
7 Summary
In this paper the Anchoring approach and the GIESELA approach for the
incorporation of a priori knowledge in local function approximators of TS-
0 type have been introduced. The concept shares the advantages of a rel-
atively easy formulation of absolute, relative and qualitative local a priori
knowledge of local regularizers and the global application of that knowl-
edge in the form of a global Tikhonov regularization. This enables inter-
polation between points of data as well as extrapolation into regions of the
input space where no data has been seen. Formal properties and measures
for the robustness and stability of the concept have been introduced. The
use of different kinds of a priori knowledge has been demonstrated on a
simple function with smooth regions and regions of discontinuities. It has
been shown that the more concrete the a priori knowledge is, the more the
algorithm is able to exploit this knowledge to improve the learning pro-
cess. In consequence, the presented approach leads the approximator to
faster convergence allowing for a more efficient use already in the early
stages of the on-line learning and generally when data lie sparsely in the
input space. This allows it’s use even in a safety-critical application to
guarantee a certain behavior to match the requirements of that application.
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Abstract
Die in  der  digitalen  Bildverarbeitung verwendeten Verfahren
setzen  sich  häufig  aus  einer  Aneinanderreihung  von
Bildoperationen  (sog.  Bildoperationsketten)  zusammen.
Möchte  man  genauere  Informationen  über  die  Operationen
erhalten,  welche  auf  ein  Bild  angewendet  wurden,  ist  eine
Rekonstruktion notwendig. Für eine schnelle und automatische
Rekonstruktion  empfiehlt  sich  der  Einsatz  eines
Optimierungsverfahrens.  Hierbei  bietet  sich  die  genetische
Programmierung  an,  da  eine  Bildoperationskette  als
Chromosom  im  Sinne  der  genetischen  Programmierung
betrachtet werden kann. Durch den evolutionären Algorithmus
kann  durch  die  Rekonstruktion  auch  eine  Optimierung
erfolgen,  in dem kürzere und damit  weniger  rechenintensive
Wege gefunden werden. Neben der Rekonstruktion der Struktur
einer Bildoperationskette ist auch das Auffinden der einzelnen
Parameter von Bedeutung. Zum Auffinden der Parameter kann
die  Kovarianz-Matrix-Adaptions  Evolutionsstrategie  (CMA -
ES) zum Einsatz kommen. 
1 Einleitung 
In der biomedizinischen Bildverarbeitung entsteht durch den wachsenden
Einsatz  von  bildgebenden  Verfahren  eine  hohe  Dichte  an  Bildmaterial.
Dieses  Bildmaterial  häufig im Rohzustand   nicht  direkt  verwertbar  und
muss mithilfe verschiedener Verfahren aufgewertet werden. 
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Dies  betrifft  unter  anderem die  Verbesserung der  Bildqualität  sowie  die
Extraktion bestimmter Merkmale. Die Auswertung und Aufarbeitung des
Bildmaterials wird häufig mithilfe von herkömmlichen Bildbearbeitungs-
programmen durchgeführt. Die hierbei verwendeten Verfahren setzen sich
häufig durch eine Aneinanderreihung von Bildoperationen zusammen. Die
sequenzielle  Anordnung  von  Bildoperationen  bezeichnet  man  auch  als
Bildoperationskette. In  der  biomedizinischen  Bildverarbeitung  werden
häufig große Mengen an Bilddaten manuell über verschiedene Programme
bearbeitet.  Dies ist  vor allem in der medizinischen Bildverarbeitung der
Fall, wo viele Originalaufnahmen von Hand bearbeitet werden müssen, um
entsprechende  Ergebnisbilder  zu  erhalten.  Für  den  Benutzer  der
Bildbearbeitungsprogramme  ist  die  entstandene  Kette  mit  ihren
zugehörigen Parametern zwischen dem Original- und Ergebnisbild zu meist
nicht  genau  einsehbar.  Möchte  man  genauere  Informationen  über  die
Bildoperationskette erhalten,  welche auf  ein Bild angewendet  wurde,  ist
eine Rekonstruktion der Kette notwendig. Die Rekonstruktion ermöglicht
einen  genauen  Überblick,  welche  Bildoperationen  und  Parameter
verwendet  wurden,  und  kann  zur  Optimierung  der  Bildoperationskette
dienen. Eine Optimierung umfasst das Auffinden von kürzeren und damit
weniger  rechenintensiven  Ketten.  Dies  ist  vor  allem  bei  einer  großen
Menge an Bildmaterial hilfreich, da in der Summe Bearbeitungszeit für die
Auswertung  gespart  werden  kann.  Über  die  Rekonstruktion  kann
beispielsweise  die  manuelle  medizinische  Auswertung  von  Bilddaten
automatisiert  werden,  in  dem  man  die  gefundene  Kette  auf  einen
kompletten Bilddatensatz anwendet. 
Die  Rekonstruktion  kann  durch  die  Anwendung  verschiedener
Kombinationen  aus  einer  festgelegten  Auswahl  an  Bildoperationen
geschehen. In den meisten Fällen ist  eine manuelle Rekonstruktion sehr
zeitaufwendig  und  ungenau.  Auch  das  automatische  Abarbeiten  aller
möglichen  Kombinationen  erfordert  einen  großen  Rechenaufwand.  Für
eine  genauere  und schnellere  Rekonstruktion  empfiehlt  sich  der  Einsatz
eines Optimierungsverfahrens. Es konnte durch frühere wissenschaftliche
Arbeit  in  [1]  gezeigt  werden,  dass  die  genetische Programmierung eine
gute Anpassungsmöglichkeit an die sich ergebene Problemstellung bietet.
Eine Bildoperationskette kann als Chromosom im Sinne der genetischen
Programmierung  betrachtet  werden.  Durch  eine  gezielte  Anpassung  der
genetischen Programmierung können kürzere Ketten gefunden werden. Das
Verfahren,  welches  in  [1]  vorgestellt  wurde,  ist  imstande  eine
Rekonstruktion  sowie  eine  Optimierung  der  Struktur  einer  Bild-
operationskette durchzuführen. Neben der Rekonstruktion der Struktur ist
auch  das  Auffinden  der  einzelnen  Parameter  von  Bedeutung.  Viele
Bildoperationen  werden  in  der  Bildverarbeitung  mit  unterschiedlichen
Werten parametriert. 
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Die einzelnen Parameter können dabei in ihrem Wertebereich und Typ stark
abweichen.  Zum Auffinden  der  Parameter  bietet  die  Kovarianz-Matrix-
Adaption Evolutionsstrategie (CMA – ES) [2] als State of the Art Verfahren
im Bereich  der  Evolutionsstrategien  eine  gute  Kombinationsmöglichkeit
mit der genetischen Programmierung. Die Parameter einzelner Operatoren
können  in  einem  Vektor  zusammengefasst  und  der  CMA-ES  zur
Optimierung  übergeben  werden.  Die  Kombination  aus  genetischer
Programmierung  und  CMA-ES  geschieht  über  einen  evolutionären
Algorithmus. Als Basis für die Entwicklung der Parameterrekonstruktion
diente das Verfahren aus [1]. Der evolutionäre Algorithmus verbindet die
Gebiete  der  evolutionären  Optimierung  und  digitalen  Bildverarbeitung.
Man spricht hierbei auch von „evolutionärer Bildverarbeitung“.  
2 Vorbetrachtung und Lösungskonzept
2.1 Analyse der Problemstellung 
Die  Problemstellung  beinhaltet  das  Auffinden  der  Struktur  der
Bildoperationskette und dessen Parameter, welche vom Originalbild zum
Zielbild führt (siehe Abb. 2.1). Das Zielbild ergibt sich häufig aus einer
manuellen  Bearbeitung  des  Original-  bzw.  Startbildes.  Es  sind  keine
genauen Informationen über die verwendeten Bildoperationen vorhanden.
Meistens  liefern  die  verwendeten  Bildbearbeitungsprogramme nur  grobe
Informationen,  welche  Bildverarbeitungsverfahren  oder  Routinen  hinter
den  einzelnen  Funktionen  des  Programms  stecken.  Das  Gebiet  der
verwendeten  Bildoperationen  kann  daher  lediglich  eingegrenzt  werden
(z.B.  Segmentierung  oder  Kantendetektion).  Bevor  die  genetische
Programmierung und die CMA-ES eingesetzt werden können, müssen im
ersten  Schritt  Individuen  definiert  werden,  welche  die  Problemstellung
anhand der ihnen zugewiesenen Fähigkeiten bzw. Gene lösen können. Zur
Einordnung der  Ergebnisse der  einzelnen Individuen muss  zu  dem eine
Fitnessfunktion  definiert  werden,  welche  die  Distanz  zum  Zielbild
beschreibt. Damit sich nicht zu lange Ketten bilden, kann eine maximale
Länge festgelegt werden. Für das Auffinden der Parameter können zudem
Wertegrenzen  festgelegt  werden,  um  ergebnislose  Operationen  zu
vermeiden.
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Abb. 2.1. Problemstellung (links Startbild – rechts Zielbild)
2.2 Anpassung der Individuen 
Für  das  Auffinden  der  Struktur  muss  ein  Individuum definiert  werden,
welches  eine  Bildoperationskette  repräsentiert  und  über  eine  Fitness-
funktion eingeordnet werden kann. Bei der genetischen Programmierung
kann eine  Bildoperationskette  als  Chromosom betrachtet  werden,  wobei
jede einzelne Bildoperation ein Gen darstellt (siehe Abb. 2.2).  Die Länge
des Chromosoms kann von 1 bis zur maximalen Länge variieren.  Jedes
Individuum  erhält  damit  eine  Funktion,  welche  auf  das  Startbild
angewendet werden kann. Das daraus resultierende persönliche Ergebnis
kann zur Einordnung der Individuen verwendet werden. Für das Auffinden
der  Parameter  muss  das  Individuum  für  den  Einsatz  der  CMA-ES
angepasst  werden.  Neben  dem  Chromosom  müssen  Vektoren  für  die
einzelnen Parameter der Bildoperationen definiert werden. Für die CMA-
ES  sind  zu  dem  noch  Vektoren  für  Schrittweiten  und  Wertegrenzen
notwendig (siehe Abb. 2.3). Die einzelnen Individuen können nach ihrer
Anpassung in einer Population zusammengefasst werden.
Abb. 2.2 Chromosom aus drei Bildoperationen 





















 Bildoperationskette ? 
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2.3 Fitness und Selektion 
Die Fitness der Individuen wird über die Distanz zwischen Ergebnisbild
eines  Individuums  und  dem Zielbild  gebildet.  Als  genaues  und  simples
Distanzmaß  bietet  sich  die  Summe  der  abweichenden  Grauwerte  an,
welche pixelweise zwischen Bild A und Bild B gebildet wird (Manhattan-
Distanz, siehe 2.3). Die Summe der abweichenden Grauwerte aus 2.3 kann
als  Raw-Fitness  Fraw  gewählt  werden.  Damit  sich  die  Fitnesswerte
zwischen 0 und 1 bewegen, wird aus der Raw-Fitness die Adjusted-Fitness











Ziel  der  Selektion  ist  es,  gute  Teilergebnisse  für  die  Rekombination
aufzufinden. Dies gilt zu gleich für die Strukturanpassung als auch für die
Parameterentwicklung.  Für  die  Selektion  bietet  sich  zum  einen  die
Turnierselektion  als  Selektionsstrategie  an.   Hierbei  treten  Individuen,
welche  zufällig  aus  der  Population  ausgewählt  werden,  in  Turnieren
gegeneinander  an.  Sieger  eines  Turniers  ist  das  Individuum  mit  der
höchsten Fitness.  Der Vorteil  dieser Selektionsstrategie liegt darin, dass
sich Individuen mit guter Fitness durchsetzen. Der Selektionsdruck kann zu
dem über die Turniergröße eingestellt werden. Es werden so viele Turniere
durchgeführt,  bis  die  erforderliche  Anzahl  an  Eltern-Individuen  für  die
Rekombination erreicht ist. 
2.4 Genetische Anpassung der Chromosomen
Die  genetische  Anpassung  der  Chromosomen  geschieht  mittels
Rekombination und Mutation im Sinne der genetischen Programmierung.
Bei der Rekombination kann für kleinere Ketten (bis 10 Operationen) mit
einem Kreuzungspunkt  (One-Point-Crossover)  gearbeitet  werden.  (siehe
Abb. 2.4). 
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Von den zur Rekombination ausgewählten Eltern wird jeweils die Hälfte
der Gene auf das neue Kind-Individuum übertragen.  Für längere Ketten
empfiehlt  sich  der  Einsatz  mehrerer  Kreuzungspunkte  (Two-Point-




Abb. 2.4 Rekombination der Chromosomen mittels One-Point-Crossover
Enthalten die Eltern-Individuen gleiche Bildoperationen, so müssen  deren
Parameter  und  Schrittweiten  rekombiniert  werden.  Dies  wird  für  die
Parameter  X und  Schrittweiten  mittels  arithmetischem  Crossover
(2.7) durchgeführt. Hierbei wird die Rekombination von zwei Parametern
P1 und P2 vorgenommen, wobei  zufällig gewählt wird.
Pcross P1 1 P2  0,1 (2.7) 
Neben  der  Rekombination  wird  auch  eine  Mutation  der  Chromosomen
vorgenommen.  In [1]  wurde dies  lediglich durch das Austauschen eines
Gens  durch  ein  zufälliges,  neu  gezogenes  Gen  durchgeführt.  Um  die
Vielfältigkeit  innerhalb  der  Population  zu  erhöhen,  empfiehlt  sich  das
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Abb. 2.5 Mutation durch Vertauschen mit 2 Vertauschungspunkten
2.5  Anpassung der Parameter  
Nach der Strukturanpassung kann die Anpassung der Parameter erfolgen.
Die  Anpassung  bzw.  die  Weiterentwicklung  der  Parameter  für  ein
Individuum  geschieht,  wie  schon  erwähnt,  über  die  CMA-ES.  Gute
Strukturergebnisse  werden  der  CMA-ES  zur  Parameterentwicklung
übergeben.  Das  heißt,  dass  nur  Individuen  mit  entsprechender  Fitness
mittels CMA-ES weiterentwickelt werden. Es wird also nur eine gewisse
Anzahl der besten Individuen aus der aktuellen Population verwendet. Die
Struktur  der  Chromosomen  bleibt  bei  der  Anwendung  der  CMA-ES
unverändert.  Es  werden lediglich die in  Abb.  2.3.  festgelegten Vektoren
übergeben. Nach der Weiterentwicklung werden die Individuen wieder in
die  Population  zurückgeführt.  Durch  den  Einsatz  von  adaptiven
Schrittweiten  und  „Suchrichtungen“  bzw.  Lagewinkeln  über  die
Kovarianzmatrix kann ein schneller  Suchfortschritt  beim Auffinden  der
Parameter  erzielt  werden.  Bei  der  CMA-ES  werden  die  in  der
Kovarianzmatrix  enthaltenen  Kovarianzen  von  Schrittweiten  und
Lagewinkeln in jeder Generation mit neuen Informationen aktualisiert, um
diese nicht von Generation zu Generation neu berechnen zu müssen. Die
Informationen  basieren  auf  guten  möglichen  Lösungen,  welche  in  der
aktuellen Generation vorkommen. Ziel ist es, die Wahrscheinlichkeit von
vormals  guten  Lösungsschritten  zu  erhöhen.  Für  das  Update  der
Kovarianzmatrix  stehen zwei  Strategien zur Verfügung:  das  Rank -
Update sorgt für eine gute Nutzung der Informationen für das Update aus
einer  Generation.  Diese  Update-Strategie  empfiehlt  sich  bei  großen
Populationsgrößen. Das  Rank - one Update  hingegen nutzt Informationen
für  das  Update  generationsübergreifend  und  ist  speziell  wichtig  bei
kleineren  Populationsgrößen.  Abhängig  von  der  Dimension  eines
Individuums bzw. seiner Parameter können  Rank- Update  oder  Rank-
One Update  eingesetzt  werden.  Nach der Optimierung mittels  CMA-ES
kann  die  gewichtete  Mittelwertlösung  der  besten  Generation  als  beste






Individum vor der Mutation
Individuum nach der Mutation
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2.5.1 Genetische Anpassung der Parameter 
Die  CMA-ES  erzeugt  in  jeder  Generation  neue  Lösungen  über  die
Normalverteilung (2.9).  Hierbei  gibt  g die aktuelle Generation an und
m g den Mittelwert.  Die globale Schrittweite g dient zur Skalierung
der  neuen  Generation  und  N 0,C g „verzerrt“  die  Normalverteilung
gemäß  der  in  der  Kovarianzmatrix  C g enthaltenen  Kovarianzen  von
Schrittweiten  und Lagewinkeln.  Die  genetische  Anpassung wird  für
neue Lösungen durchgeführt 
xk
g 1 m g g N 0,C g für k 1,. .. , (2.9)
2.6 Evolutionärer Algorithmus
Im evolutionären Algorithmus werden die zuvor besprochenen Selektions-
und  Rekombinationsstrategien  iterativ  miteinander  verbunden.  Der
evolutionäre Algorithmus wird hierzu in zwei Teile aufgeteilt. Der äußere
Teil  übernimmt  die  Entwicklung  der  Struktur  mittels  genetischer
Programmierung.  Der  innere  Teil  des  evolutionären  Algorithmus
übernimmt  die  Entwicklung   der  Parameter  mittels  CMA-ES.  In  jeder
Generation  des  evolutionären  Algorithmus  wird  nach  der
Strukturanpassung  die  Parameterentwicklung  vorgenommen.  Alternativ
kann die Parameterentwicklung erst gestartet werden, wenn die Individuen
einen gewissen Grad an Entwicklung durch die Strukturanpassung erreicht
haben.   Vor  dem  Start  des  Algorithmus  wird  eine  Anfangspopulation
erzeugt, welche die erste Generation bildet. Mit jeder Iteration wird über
die Rekombination eine  neue Generation  gebildet.  Vor jedem Durchlauf
wird geprüft, ob das Abbruchkriterium erfüllt ist. Dies kann die optimale
Fitness eines Individuums oder die maximale Anzahl an Generationen sein.
Die  optimale  Fitness  wäre  bezogen  auf  die  Problemstellung  eine
gewünschte Übereinstimmung mit dem Zielbild. 
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Abb. 2.6 Programmablaufplan evolutionärer Algorithmus
3 Praktische Umsetzung
Für  die  praktische  Umsetzung  des  Lösungskonzepts  wurde  eine  Java-
Anwendung erstellt. Als Vorlage diente die Java-Anwendung aus [1]. 
3.1 Codierung und Implementierung der Bildoperationen  
Die  verschiedenen Bildoperationen  werden mit  Zahlen  oder  Buchstaben
codiert.  Auf  diese  Weise  können  die  Bildoperationsketten  bzw.
Chromosomen  als  Permutationen  dargestellt  werden.  Jede  Bildoperation
wird zu Beginn mit einer eindeutigen Zahl oder einem Buchstaben belegt.
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Sobel-Operator =>    4
Laplace-Filter =>    7
Mittelwertfilter =>    A
Gaussfilter =>  9 
Segmentierung =>    5
Tabelle 3.1  Bildoperationen mit Bezeichner 
Nach  der  Codierung  werden  entsprechende  Permutationen gebildet.  Die
Länge der Permutationen variiert entsprechend von eins bis zur maximal
festgelegten  Kettenlänge.  Für  jene  Bildoperationen,  welche  Parameter
besitzen werden entsprechende Vektoren  mit Zufallswerten gebildet.
Individuum 1 (Chromosom : 2691A) x2=(3,10,0.3)
xA=(5)
Individuum 2 (Chromosom : 560B) x5 = (127)
xB = (0.2) 
 
Individuum 3 (Chromosom : 4203F) x0 = (3, 0.5)
xF = (7, 0,3)
Tabelle 3.2 Drei gebildete Individuen mit Chromosomen und 
Parametervektoren
Die Bildoperationen wurden mit OpenCV [4] implementiert. OpenCV zählt
zu  den  größten  Bildverarbeitungsbibliotheken  und   bietet  eine  große
Auswahl  an  Bildoperationen  aus  verschiedenen  Bereichen  der
Bildverarbeitung. 
3.2 CMA-Evolutionsstrategie
Für den Einsatz  der  CMA-ES wurde die Java Implementierung von [7]
verwendet. 
3.3 Evolutionärer Algorithmus
Der evolutionäre Algorithmus wurde nach dem Programmablaufplan aus
Abb. 2.6 umgesetzt. Der Algorithmus wurde in zwei Funktionen unterteilt,
welche jeweils die Struktur- bzw. die Parameterentwicklung vornehmen.
Notwendige Parameter wie die Anzahl der Generationen oder die Anzahl
von Eltern-  und Kindindividuen werden vor dem Start  des  Algorithmus
separat initialisiert. 
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Das Abbruchkriterium stellt, wie schon beschrieben, eine Restdistanz zum
Zielbild  oder  eine  festgelegte  maximale  Anzahl  an  Generationen  dar.
Neben dem Ablauf aus Selektion,  Rekombination und Mutation wird in
jeder  Generation  die  durchschnittliche  Fitness  der  aktuellen  Generation
berechnet und geprüft, ob diese für die  Parameterentwicklung ausreichend
ist.  Für  die  Parameterentwicklung  werden  n Individuen  aus  der  Elite
entnommen, welche dann mittels CMA-ES weiterentwickelt werden. Die
Selektion aus der Elite kann nach zwei Kriterien geschehen : Selektion der
besten  Individuen  oder  per  Zufall.  Den  mittels  CMA-ES  entwickelten
Individuen  wird  die  Mittelpunktlösung  der  CMA-ES  zugewiesen  bevor
diese wieder in die aktuelle Generation re-integriert werden.
Evolutionärer Algorithmus (Abbruchkriterium, CMA-ES Startfitness, Genetische
Parameter ) 
1 Elternpopulation    erzeuge Anfangspopulation
2 while Abbruchkriterium nicht erfüllt
3 do berechne Fitness von Elternpopulation
4      Eltern  Selektion(Elternpopulation)
5      Kindpopulation  Rekombination(Eltern)
6      Mutaton(Kindpopulation)
7      Mittlere_Fitness  bereche mittlere Fitness (Kindpopulation)
8      if  Mittlere_Fitness >= CMA-ES Startfitness
9      then Elite  Bestenselektion(Kindpopulation)
10     CMA_Individuen  Entnehme n Individuen aus Elite
11     Parameterentwicklung(CMA_Individuen, Genetische Parameter)
12     Integriere CMA_Individuen in Kindpopulation 
13 Best  Selektiere bestes Individuum 
14 return Best 
Listing 3.1 Evolutionärer Algorithmus
Parameterentwicklung (CMA_Individuen, Genetische Parameter) 
1 for each Indviduum in CMA_Individuen
2 do  CMA-Lösungen  CMA-ES (Individuum)




Um  das  Verfahren  zu  testen,  wurde  der  Benchmark  Nr.  6  aus  der
biomedizinischen  Broad Bio Image Benchmark Collection  [5] verwendet.
Der Benchmark enthält Problemstellungen im Bereich der Segmentierung
und  Zellerkennung,  welche  sich  jeweils  aus  Originalaufnahmen  und
Referenzbildern (Ground-Truth) zusammensetzen. 
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Die  kontrastarmen  Aufnahmen enthalten  menschliche  U2OS-Zellen.  Die
Referenzbilder wurden vom Broad-Institut segmentiert und die Anzahl der
Zellen  festgehalten.  Der  Benchmark  eignet  sich  sehr  gut  für  eine
praxisnahe  Anwendung  der  evolutionären  Bildverarbeitung.  Über  den
evolutionären  Algorithmus  soll  die  Bildoperationskette  zwischen  den
Rohbildern und den Referenzbildern (Abb. 4.1) rekonstruiert werden. 
Abb. 4.1  Kontrastoptimierte Originalaufnahme (links) und Ground-
     Truth(rechts) aus dem Benchmark Nr. 6
Abb. 4.2 Histogramm einer Originalaufnahme des Benchmarks 
4.1 Auswertung des Benchmark 
Aus  dem Datensatz  Nr.  16  (Aufnahmen im Fokus)  mit  384  Zellbildern
wurde eine Stichprobe von 32 Bildern entnommen. Der Benchmark wurde
unter  dem  Gesichtspunkt  der  Segmentierung  ausgewertet  und  die
Referenzbilder  entsprechend  binarisiert.  Dem  evolutionären  Verfahren
lagen zur Rekonstruktion die Originalaufnahme und das Ground-Truth vor. 
106 Proc. 24. Workshop Computational Intelligence, Dortmund, 27.-28.11.2014
Um die Ergebnisse einordnen zu können, wurde als  Vergleichsverfahren
das sogenannte Otsu-Verfahren[8] ausgewählt. Das Otsu-Verfahren ist ein
automatisches Segmentierungsverfahren, welches mit statistischen Mitteln
arbeitet. Um die Anzahl der Zellen in den Ergebnisbildern beider Verfahren
sowie  der  binarisierten  Referenzbilder  zu  ermitteln,  wurde  die
Objekterkennung des Cell-Profilers[6] verwendet. Für den Vergleich wurde
die  relative  Abweichung  F (4.1)  zwischen  Anzahl  der  Zellen  im
Ergebnisbild  der  beiden  Verfahren n und  der  Anzahl  der  Zellen  im
Referenzbild  nref gebildet. Neben der Anzahl der Zellen wurde auch die
mittlere Größe des Zellbereiches (mean cell area) für die Auswertung der





Bei der Segmentierung können durch einen falschen Schwellwert, kleine
Objekte entstehen, welche fälschlicherweise als Zellen erkannt werden. Um
diese Objekte zu filtern, wurde auf das Ergebnisbild des Otsu-Verfahrens
eine Opening-Operation jeweils mit 3x3 und 5x5 (S=3,S=5) angewendet.
Der  Suchraum  des  evolutionären  Ansatzes  setzte  sich  aus  folgenden
Operationen  zusammen  :  globale  und  lokale  Segmentierungsverfahren,
Rauschunterdrückung,  morphologische  Operationen  und  Watershed-
Verfahren.  Tabelle 4.1 zeigt  die wichtigsten Parameter,  mit  welchen der
evolutionäre Algorithmus eingestellt wurde. Für die Problemstellung waren
maximal 80 Individuen ausreichend.  Die Anzahl der Individuen, welche
mittels CMA-ES weiterentwickelt wurden (CMA-Indviduen), lag bei 5. Bei
der  Bearbeitung des  Benchmarks  variierte  die  Länge der  Chromosomen
zwischen 2 und 6  Operationen.  Die  Dimension Parameter  lag  abhängig
vom Testfall zwischen 4 und 11 Parametern. 
Genetische Programmierung CMA-ES 
Größe Elternpopulation : 60
Größe Kindpopulation : 80
Anzahl Elite : 10
Max. Anzahl Generationen : 10 
Mutationswahrscheinlichkeit :  0.2
Selektionsstrategie : Turnier-Selektion
10 , 20
Max. Durchläufe = 20 
Anzahl CMA-Indviduen : 5
Tabelle 4.1 Wichtige Parameter für den evolutionären Algorithmus
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GT EA Otsu S=3 Otsu S=5
Images nref   C mean F % C mean F % C mean F % C mean
a01_s2 11 1078 18,0 838 100,0 0 100,0 0
a07_s2 40 1580 5,0 1499 27,5 727 25,0 723
b01_s1 44 1393 2,2 1405 27,3 659 27,3 653
b13_s1 85 1403 4,7 1388 21,1 990 17,6 1010
c02_s1 82 1484 0,0 1479 19,5 1121 19,5 1113
c11_s1 67 1749 5,9 1646 35,8 1173 35,8 1162
d03_s2 86 1498 0,0 1486 22,1 1096 22,1 1087
d18_s1 64 1591 4,6 1516 12,5 1124 10,9 1130
e06_s1 70 1337 2,8 1326 10,0 1061 7,1 1075
e21_s2 76 1642 6,5 1792 34,2 1068 30,2 1092
f01_s1 63 1606 1,5 1544 14,2 1235 14,2 1223
f15_s1 93 1647 1,1 1679 28,0 1117 28,0 1117
g04_s2 79 1545 3,7 1598 12,7 1249 14,1 1208
g23_s1 87 1417 5,7 1499 13,8 1087 14,9 1070
h01_s1 40 1484 0,0 1499 17,5 762 17,5 752
h19_s2 79 1023 10,6 1300 15,2 1088 11,4 1094
i02_s1 85 1421 7,1 1322 9,4 1170 8,2 1170
i11_s2 80 1390 7,5 1300 15,0 1051 15,0 1045
j07_s1 83 1387 6,0 1320 22,9 1012 18,0 1034
j18_s2 76 1501 3,9 1443 22,4 1042 19,7 1051
k09_s1 64 1328 0,0 1330 12,5 1051 12,5 1044
k12_s1 77 1496 3,8 1466 16,9 1115 15,6 1118
I03_s2 77 1686 7,7 1835 26,0 1197 24,7 1200
l20_s2 84 1797 0,0 1799 40,5 1101 44,0 1061
m08_s1 66 1423 1,5 1442 14,9 1064 18,2 1022
m24_s2 67 1366 5,9 1288 13,4 1049 13,4 1039
n10_s2 80 1466 5,0 1388 17,5 1037 13,9 1031
n14_s1 68 2053 2,9 2017 35,3 1463 36,8 1438
o05_s1 83 1390 1,2 1387 18,1 1023 15,7 1033
o19_s2 83 1523 2,4 1475 18,1 1103 18,1 1093
p02_s1 51 1258 9,8 1356 11,8 620 11,8 612
p13_s1 60 1335 6,6 1280 6,6 1059 6,6 659
70 1495 4,8 1467 22,3 1022 21,5 1005
GT   Ground Truth
EA Evolutionärer Ansatz 
F(%) Relative Abweichung in %
Cmean Mean cell area
Tabelle 4.2 Ergebnisse Benchmark BBBC 6
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Die Auswertung der Ergebnisse in Tabelle 4.3 zeigt, dass der evolutionäre
Ansatz  die  Segmentierungsprobleme  besser  lösen  kann,  als  das  Otsu-
Verfahren. Die prozentuale Abweichung F(%) fällt mit 4.8% geringer aus,
als  das  Otsu-Verfahren  mit  >  20%.  Auch  der  mittlere  Zellbereich  liegt
näher  an  der  Referenz  als  das  Otsu-Verfahren.  Der  Vorteil  des  Otsu-
Verfahrens  liegt   darin,  dass  keine  Referenz  zur  Lösung  eines
Segmentierungsproblems benötigt wird. Der evolutionäre Ansatz benötigt
zur Lösung zwar ein Referenzbild, ist aber im Stande alternative Ketten mit
ihren entsprechenden Parametern zu finden.  Abb. 4.1 zeigt den Vergleich
eines  Einzelergebnis  zwischen Ground-Truth,  evolutionärem Ansatz  und
Otsu-Verfahren.  Man  kann  erkennen,  dass  mithilfe  des  evolutionären
Ansatzes  mehr  Objekte  segmentiert  werden  können,  als  mit  dem Otsu-
Verfahren.  Allerdings  weist  auch  das  Ergebnisbild  es  evolutionären
Ansatzes noch falsche Objekte auf. Für eine sehr genaue Zellerkennung
wie  sie  im  Ground  Truth  zu  sehen  ist,  müssen  noch  komplexere
Zellerkennungsalgorithmen  im  evolutionären  Ansatz  implementiert
werden. 
                 a)
         b)          c) 
Abb. 4.1 Vergleich eines Einzelergebnis : a) Ground-Truth b) Ergebnis des
evolutionären Ansatzes c) Ergebnis des Otsu-Verfahrens
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5 Zusammenfassung und Ausblick 
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Es konnte gezeigt werden, dass mittels evolutionärer Optimierung reale 
Bildverarbeitungsprobleme aus der biomedizinischen Bildverarbeitung 
gelöst werden können. Die Kombination aus genetischer Programmierung 
und Evolutionsstrategie ist imstande, Struktur und Parameter einer Bild-
operationskette zu rekonstruieren und zu optimieren. Wie schon beschrie-
ben, werden in der biomedizinischen Bildverarbeitung große Mengen an 
Bilddaten von Hand ausgewertet. Der evolutionäre Algorithmus kann über 
die genaue Rekonstruktion der eingesetzten Bildoperationen zur Ableitung 
eines automatischen Verfahrens dienen. Als effektiv stellte sich beim Ein-
satz der CMA-ES die Re-Integration der Mittelpunktlösung heraus. Die Re-
Integration der Mittelpunktlösung ist der Lösung des besten Individuums 
vorzuziehen, da diese einen größeren Lösungsraum repräsentiert als die 
beste Punktlösung. Ein Nachteil des Verfahrens stellt der hohe Rechenauf-
wand dar. Durch die Schachtelung der CMA-ES innerhalb der genetischen 
Programmierung müssen viele Fitnessberechnungen mittels Bildvergleich 
durchgeführt werden. Für ein schnelleres und effizienteres Auffinden einer 
Bildoperationskette muss die Fitnessberechnung bzw. das Distanzmaß opti-
miert werden. Hierbei kann zum einen die Berechnung der Fitnessfunktion 
parallelisiert werden oder der evolutionäre Algorithmus auf Teilalgorithmen 
aufgespalten werden. Des weiteren sollte der Einsatz von effizienten Ver-
fahren zum Vergleichen von Bildern untersucht werden. Hierbei bietet sich 
u.a. der Einsatz von sogenannten Keypoint-Verfahren an, welche den Ver-
gleich auf signifikante Merkmalsbereiche beschränken. Das Verfahren ar-
beitet derzeit nur mit linearer genetischer Programmierung. Der Einsatz von 
Verzweigungen bzw. Baumstrukturen stellt eine wichtige Erweiterung für 
die Rekonstruktion und Optimierung von komplexeren Bildverarbeitungs-
verfahren dar. In Zukunft sollen auf Basis von Baumbasierter genetischen 
Programmierung weitere Benchmarks mit industriellem und biomedizini-
schen Ursprung bearbeitet werden. 
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Der datenbasierten Identifikation von Parametern dynamischer Systeme
geht die Auswahl einer geeigneten Modellstruktur voraus. Der Beitrag
stellt einen multikriteriellen evolutionären Algorithmus vor welcher, für
LOLIMOT die pareto-optimalen Kompromisslösungen zwischen Modellgü-
te und Modellkomplexität ermittelt. Aus dieser Menge wählt der Anwen-
der a posteriori das für ihn geeignete Modell aus, anstatt sich im vor hinein
auf eine Modellstruktur festzulegen, oder in einem Trial-and-Error-Prozess
Strukturauswahl und Parameteridentifikation einander anzupassen. Der ite-
rative Identifikationsprozess von LOLIMOT erfordert eine Anpassung des
evolutionären Algorithmus. Eine experimentelle Analyse vergleicht den
neuen Ansatz mit etablierten Methoden der datenbasierten Modellierung
hinsichtlich ihrer Generalisierungsfähigkeit.
1 Einführung
Die datenbasierte Modellierung von dynamischen Systemen ist eine be-
währte Methode zum Zweck der Systemanalyse, Prädiktion, Simulation
und Reglerentwicklung. In der Literatur finden sich eine Vielzahl von Ver-
fahren für die nichtlineare Regression, u.a. polynomiale Modelle, Neu-
ronale Netze, Fuzzy-Systeme und lokale Neuro-Fuzzy-Modelle. Ziel der
Identifikation ist eine hohe Generalisierungsfähigkeit, also einen niedrigen
Modellfehler auf ungesehenen Validierungsdaten, zu erzielen. Im Kontext
der Reglerentwicklung legt der Nutzer Wert auf die Interpretierbarkeit und
Analysierbarkeit des generierten Modells. Die Auswahl einer geeigneten
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Modellstruktur lässt sich in drei Problemstellungen unterteilen: Die Aus-
wahl des Modellierungsansatzes, der Konflikt zwischen Bias und Varianz,
und die Abwägung zwischen Modellgüte und Interpretierbarkeit. Jedes
Modell enthält inhärent Strukturannahmen, die mehr oder weniger für das
zu modellierende System zutreffend sind. Dies begrenzt wie gut die Mo-
dellstruktur den Prozess abbilden kann. Ein lineares Modell kann beispiels-
weise ein nichtlineares System niemals perfekt modellieren, selbst wenn
Trainingsdaten unbegrenzt zur Verfügung stehen und das Modell eine ho-
he Ordnung hat. Der Bias/Varianz-Konflikt ist mathematisch begründet [1].
Der Bias des Modells ist der Fehler, der selbst bei optimal eingestellten
Parametern besteht. Bei Erhöhung der Parameteranzahl des Modells er-
öffnen sich zusätzliche Freiheitsgrade, die es erlauben den Modell-Bias zu
reduzieren. Die Identifikation der Modell-Parameter erfolgt jedoch auf Ba-
sis eines in der Größe limitierten und meist rauschbehafteten Datensatzes.
Die zur Verfügung stehende Information ist begrenzt. Eine Erhöhung der
Parameteranzahl bedeutet zwangsweise auch eine Erhöhung des Varianz-
Fehlers, da die Parameter weniger genau identifiziert werden können. So
ergibt sich für jede Modellklasse ein Optimum zwischen Bias und Varianz,
in der das Modell genug Freiheitsgrade hat, um sich den Daten anzupassen
und genug Information zur Verfügung steht, um die Parameterwerte akku-
rat zu bestimmen. Wie gut das Modell in diesem Optimum ist, hängt zum
einen davon ab, wie gut die Modellstruktur den Prozess abbilden kann.
Zum anderen limitiert der Informationsgehalt des Datensatzes die erreich-
bare Güte. Entscheidend sind hier beispielsweise die Form des Anregungs-
signals, die Anzahl der Messpunkte und das Signal-Rausch-Verhältnis. Er-
mitteln lässt sich der Varianz-Fehler nur mit der Hilfe von Daten, die nicht
für das Training verwendet werden, den Validierungs- und Testdaten. Ge-
eignete Methoden zur Auswahl von Parametern sind modellabhängig. Üb-
lich sind beispielsweise Wrapper-Methoden für die Hinzunahme von Pa-
rametern [2] (Vorwärtsselektion), oder der Rückwärtselimination [3]. Die
Abwägung zwischen Modellgüte und Interpretierbarkeit des Modelles ist
stark von den Nutzerpräferenzen und dem Anwendungszweck des Modells
abhängig. Einige Modellklassen ermöglichen dem Anwender den Einsatz
effizienter Analysemethoden, und Werkzeuge zum Beispiel für die Reg-
lerentwicklung. Lineare Modelle bieten klar die besten Voraussetzungen.
Vorteilhaft sind auch Modelle die lokal linear sind, wie Lolimot, oder linea-
re Komponenten enthalten wie Wiener-Hammerstein-Modelle. So eignen
sich lokal lineare Modelle für die Reglersynthese mit TSK-Fuzzy-Reglern
und ermöglichen mit LMI-Methoden den Nachweis globaler Stabilität.
Auch die Bias/Varianz-Entscheidung muss nicht zwangsläufig zugunsten
des Modells mit der besten Generalisierungsfähigkeit getroffen werden.
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Steht die Interpretierbarkeit im Fokus, kann ein Modell mit weniger Para-
metern vorteilhaft sein, selbst wenn dafür ein höherer Bias-Fehler in Kauf
genommen werden muss. Es existiert keine allgemeine Metrik zur Mes-
sung von Komplexität. Oft wird die Anzahl der einstellbaren Parameter
eines Systems zur Charakterisierung der Komplexität verwendet. Dieses
Maß ist gut geeignet, um zwischen Modellen eines Typs zu unterscheiden,
verliert aber beim Vergleich unterschiedlicher Modellklassen an Aussage-
kraft.
Der Beitrag greift alle drei Fragestellungen der Strukturauswahl auf. Ka-
pitel 2 stellt einen evolutionären Algorithmus vor der für LOLIMOT die
Kompromisslösungen aus Modellgüte und Komplexität approximiert. Der
Vergleich verschiedener Modellklassen ist subjektiv und stark von weite-
ren Randbedingungen bestimmt, als dass sich der Prozess automatisieren
ließe. In Kapitel 4 werden Pareto-Fronten entwickelt, die dem Nutzer bei
einer objektiven Entscheidungsfindung unterstützen.
1.1 LOLIMOT
Die datenbasierte Modellierung eines dynamischen Prozesses erfolgt auf
Basis einer Messreihe von Eingangssignalen u ∈ RN und Ausgangssigna-
len y ∈ RN . Unter der Annahme eines linearen Zusammenhangs ergibt
sich das ARX (AutoRegressiv with eXogenous Inputs) Modell:
ŷ(t) + a1 y(t− 1) + . . .+ ana y(t− na) = b1 u(t− nk)+
+ b2 u(t− nk − 1) + . . .+ bnb u(t− nk − nb + 1) + e(t) (1)
Die Parameter (a1, a2, . . . , ana, b1, b2, . . . , bnb) werden numerisch effizient
mit Hilfe der Least-Squares-Methode bestimmt. Die Modellordnung ergibt
sich aus der Anzahl der Verzögerungen des Eingangs nb und des Ausgangs
na. Diese Strukturparameter sind a priori gewählt, ebenso wie die Anzahl
der vorgeschalteten Verzögerungselemente nk welche die Totzeit des Sys-
tems modellieren.
Für nichtlineare Prozesse stellt das ARX-Modell nur eine Approximati-
on dar. Ein nichtlineares Modell ergibt sich aus der Unterteilung des Ein-
gangsraums in M Bereiche, mit lokalen linearen Modellen (LLMs). Das
Gesamtmodell wird aus der gewichteten Überlagerung der Teilmodelle mit
der Hilfe der lokalen Gültigkeitsfunktionen Φ(·) gebildet. Diese liefern ab-
hängig vom Arbeitspunkt einen Wert zwischen 0 und 1, und definieren den
Beitrag des lokalen Modells zur Ausgangsgröße.





Die Regressoren r dieser Modelle sind:
r = [u(t− nk), u(t− nk + 1), u(t− nk + 2), . . . u(t− nk − nb + 1),
y(t− 1), y(t− 2), . . . , y(t− na), 1]T, (3)
eine Kombination aus verzögerten Eingangswerten u und verzögerten Aus-
gangswerten y und einem konstanten Anteil um statische Abweichungen
zu repräsentieren. LOLIMOT (LOcal LInear MOdel Tree) ist eine effiziente,
iterative Methode zur Generierung eines Modellbaumes aus lokalen Teilm-
odellen. Ausgehend von einem globalen linearen Modell wird der Arbeits-
raum r senkrecht entlang jeder Dimension geteilt und für die entstehenden
Teilräume zwei LLMs trainiert. Diejenige Teilung, welche das Gesamtmo-
dell mit dem kleinsten Fehler erzeugt wird beibehalten. Anschließend wird
das LLM mit dem größten lokalen Fehler abermals unterteilt. So entsteht
iterativ eine Baumstruktur aus lokalen, linearen Modellen. In [4] finden
sich umfassende Erläuterungen zu LOLIMOT und verwandten Ansätzen.
Die in dieser Arbeit verwendete Implementierung ist das LMNTOOL (Lo-
cal Model Network Toolbox) [5].
Bei der Strukturauswahl für LOLIMOT werden die Regressoren iterativ in
einer Vorwärtsselektion ausgewählt und hinzugefügt [6]. Aktuelle Ansätze
integrieren die Strukturauswahl direkt in den Schritt zur Partitionierung des
Eingangsraumes. Neben der Aufspaltung des schlechtesten Teilmodells
wird die Erhöhung der Regressorenanzahl als alternative Option der Struk-
turanpassung geprüft [7]. Der hier vorgestellte Ansatz nähert sich dem Ziel
der Strukturauswahl aus einer anderen Richtung indem er die Pareto-Front
aus Modellfehler und Modellkomplexität mit Hilfe eines multikriteriellen
evolutionären Algorithmus direkt approximiert.
1.2 Parallele und serienparallele Struktur
Bei der Systemidentifikation wird zwischen zwei Modellstrukturen un-
terschieden, dem serienparallelen Prädiktionsmodell mit Verwendung des
Gleichungsfehlers und dem parallelen Simulationsmodell auf Basis des
Ausgangsfehlers. Der wesentliche Vorteil der serienparallelen Struktur ist,
dass sich die Parameter des nichtlinearen Modells mit der Methode der
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kleinsten Quadrate bestimmen lassen. Wird hingegen direkt für die Simu-
lation der Ausgangsfehler optimiert, muss auf iterative Prozesse zurückge-
griffen werden, was einen signifikant höheren Zeitaufwand für das Trai-
ning bedeutet. Deshalb wird für die evolutionäre Struktursuche das serien-
parallele Modell trainiert, wodurch sich der Aufwand im Bereich einiger
Minuten bis zu einer Stunde bewegt, während die Optimierung der paralle-
len Variante unter Umständen mehrere Stunden in Anspruch nehmen kann.
Das Anwendungsszenario ist in diesem Beitrag immer die Simulation.
Die Identifikation direkt in der parallelen Struktur ist aufwändig, ermög-
licht jedoch auch eine höhere Güte. Als Kompromiss aus Rechenaufwand
und Modellgüte wird eine zweistufige Identifikation vorgeschlagen. In der
ersten Stufe wird die Struktur anhand des serienparallelen Modells nu-
merisch effizient bestimmt, anschließend wird die reduzierte Menge der
pareto-optimalen Kandidatenstrukturen nochmals anhand des Ausgangs-
fehlers optimiert.
1.3 Abbruchbedingungen der Identifikation
Das LMNTOOL bietet eine Vielzahl von Abbruchedingungen für die Ver-
feinerung der Modellstruktur. Die einfachste Bedingung ist eine Maximal-
anzahl s an LLMs. Ein Abbruch ist auch möglich, falls keine weitere Re-
duzierung des Modellfehlers auf den Validierungsdaten zu erwarten ist.
Dies ist der Fall bei einer Zunahme des Fehlers auf Validierungsdaten über
mehr als n Schritte und eine Verschlechterung des AIC-Maßes [8] über
m Iterationen hinweg. Dabei sind n und m einstellbare Parameter. Das
AIC-Maß kombiniert den quadratischen Fehler, mit der Anzahl der vor-
handenen Trainingsdaten und der Parameteranzahl, um ein Maß für die
optimale Komplexität zu erstellen. Da in den verwendeten Benchmarks
Validierungsdaten vorhanden sind, die eine direkte Überprüfung des Ge-
neralisierungsfehlers zulassen, wird auf diese Abbruchbedingungen ver-
zichtet.
Beim Test des Generalisierungsfehlers der Simulation zeigt sich, dass bei
dynamischen Daten keine generellen Aussagen über die Entwicklung der
Modellgüte durch Hinzufügen lokaler LLMs gemacht werden kann. Ab-
bildung 1 zeigt einen solchen Fall, bei welchem der Modell-Fit bei mehr
als fünf lokalen Modellen zunächst abnimmt, obwohl komplexere Modell-
bäume mit 13 und 16 LLMs dieses Kriterium wiederum verbessern.
Um keine Modelle höherer Komplexität vorzeitig auszuschließen, wird nur
eine maximalen Anzahl von LLMs als Abbruchbedingung angewendet.
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Bild 1: Ergebnisse eines einzelnen Parametersatzes. Verwendet wird der Da-
tensatz Robot Arm. Nicht dominierte Lösungen sind durch Kreise markiert.
2 Evolutionärer Algorithmus
Der hier vorgestellte evolutionäre, multikriterielle Algorithmus basiert auf
dem bekannten NSGAII [9], dieser wird jedoch in weitreichender Art und
Weise für das Problem der Strukturidentifikation angepasst und ergänzt.
2.1 Ganzzahlige Parameter
Die zentralen Strukturparameter im Kontext von LOLIMOT für dynamische
Systeme sind na und nb, die Länge der Totzeit nk und die Anzahl der
LLMs. Der Ansatz Regressoren einzeln auszuwählen, wurde hier explizit
nicht gewählt, da für die Analyse von Pol- und Nullstellen die Übertra-
gungsfunktion in der faktorisierten Form benötigt wird. Somit haben nur
die Regressoren mit der höchsten Ordnung Einfluss auf die Anzahl der Pol-
und Nullstellen. Das Auslassen einzelner Regressoren in der polynomina-
len Darstellung bietet keine Vorteile.
Beispiele für die Optimierung von ganzzahligen Problemen mit Evolutio-
nären Algorithmen sind in der Literatur selten. Klassisch arbeiten Gene-
tische Algorithmen mit einer binären Codierung, während Evolutionss-
trategien insbesondere für reellwertige Optimierungsprobleme konzipiert
sind. Ganzzahlige nichtlineare Optimierungen werden häufig mit Heuristi-
ken wie Hill climbing, Simulated annealing oder Ant colony optimization
gelöst. Die Motivation für die Anwendung evolutionärer Algorithmen liegt
in ihrer Fähigkeit zur multikriteriellen Optimierung und ihrer Robustheit
gegenüber unstetigen Fitnesslandschaften. (Abbildung 3 zeigt eine teils
deutliche Diskontinuität der Parameter, bei gleichzeitiger Nachbarschaft
im Kriterienraum.)
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Geeignete Operatoren für die evolutionäre Optimierung von ganzzahligen
Parametern finden sich in [10]. Eine neuere Publikation [11] schlägt die
Verwendung einer binären Parameterkodierung vor. Bei Tests haben sich
eine uniforme binäre Rekombination und eine binäre Mutation als geeignet
erwiesen.
2.2 Optimierungsablauf
Im Prinzip lassen sich die vier ganzzahligen Parameter na, nb, nk und die
Anzahl der LLMs M direkt optimieren. Aufgrund des iterativen Identi-
fikationsansatzes des LOLIMOT-Algorithmus ist diese Vorgehensweise je-
doch ineffizient. Wird ein Modell mit einer gewählten Anzahl an Teilun-
gen identifiziert, ergeben sich während dieses Prozesses automatisch alle
Vorgängermodelle im Modellbaum. Dies legt nahe, M nicht als Optimie-
rungsparameter einzubeziehen. Bild 2 zeigt die vorgeschlagene Abwand-
lung des Algorithmus. Begonnen wird jede Iteration mit einer Elternpopu-
lation. Diese ist in der Abbildung oben mittig als eine Gruppe grau hin-
terlegter Parametervektoren dargestellt. Jedes Individuum entspricht einer
Spalte. Die Abbildung stellt den Ablauf vereinfacht dar. In einer realen
Optimierung werden typischerweise deutlich mehr als die vier dargestell-
ten Lösungen verwendet.
Im ersten Schritt werden durch die Mutations- und Rekombinationsopera-
toren neue Varianten erzeugt und in ihrer Güte bewertet. Im Kontext der
LOLIMOT-Identifikation bedeutet dies, dass jede in der Population kodier-
te Modellkonfiguration, wenn möglich, bis zu einem vordefinierten Maxi-
mum s an Teilungen identifiziert wird. In speziellen Konfigurationen kann
der Identifikationsprozess auch bei einer geringeren Anzahl von lokalen
Modellen zum Abbruch gezwungen sein, beispielsweise für den Fall das
ein Gültigkeitsbereich nicht genügend Datenpunkte enthält, um ein lokales
Modell zu identifizieren.
Es entstehen basierend auf einem Parametersatz nicht eine, sondern eine
Menge von bis zu s Lösungen. Jede weitere Teilung verbessert das Ge-
samtmodell, erhöht jedoch gleichzeitig die Anzahl an Parametern. Die Mo-
delle, die aus einem Individuum hervorgehen, dominieren einander nicht,
bezogen auf die Güten die mit den Trainingsdaten erzielt werden. Alle in
der aktuellen Generation identifizierten Modelle werden in die erweiterte
Nachkommen-Population gespeichert, die, sofern alle Teilungen durchge-
führt werden können, smal so viele Modelle wie die durch Rekombination
und Mutation entstandene Population enthält.
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Bild 2: Ablauf des Evolutionären Algorithmus; Links: Flussdiagramm;
Rechts: Darstellung der Populationsentwicklung an einem vereinfachten
Beispiel mit 4+4-Strategie und s = 4.
Nach der Identifikation wird auf Basis der Verifikationsdaten für jedes Mo-
dell der erweiterten Nachkommen eine Simulation durchgeführt und der
Modellausgang ŷ mit den gemessenen Daten y verglichen.
Das verwendete Kriterium ist der Modell-Fit nach Gleichung (4). Der Wert
ist normalisiert, und gibt den Prozentsatz der vom Modell erklärten Stan-
dardabweichung der Ausgangsgröße an. 100 % bedeutet eine perfekte Über-
einstimmung zwischen Simulation und Prozess, 0 % entspricht der Güte
eines Modells das nur den statischen Mittelwert der Ausgangsdaten ȳ vor-








Die Definition der Komplexität einer Modellstruktur ist durchaus subjektiv.
Üblicherweise dient, wie in diesem Beitrag, die Anzahl der frei einstellba-
ren Modellparameter als Komplexitätsmaß.
Die erweiterte Population wird mit der erweiterten Eltern-Population ver-
einigt (Plus-Strategie) und nach den bekannten Methoden multikriteriell
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bewertet. Alle nicht-dominierten Modelle erhalten Rang eins und wer-
den aus der Bewertungspopulation entfernt. Die nicht-dominierten Lösun-
gen in der verbleibenden Untermenge erhalten Rang zwei und so weiter.
Da in dieser Population Individuen s-fach auftreten können, wird diese
nicht direkt als Selektions-Pool verwendet. Dies würde zu Rekombinatio-
nen von Lösungen mit denselben Parametern führen und im schlechtes-
ten Fall den Algorithmus vorzeitig stagnieren lassen, da die Diversität der
Eltern-Population verloren geht. Stattdessen werden die Populationen auf
die ursprüngliche Größe reduziert. Als finaler Rang wird der jeweils beste
auftretende Wert verwendet. In Abbildung 2 ist dieser als Pruning bezeich-
nete Schritt rechts unten dargestellt.
2.3 Modifikationen am Algorithmus
Die Gesamtanzahl von Modellidentifikationen ist durch die Rechenzeit li-
mitiert. Zusätzlich ist der diskrete Suchraum relativ klein. Somit lässt sich
eine Liste von bewerteten Parameterkombinationen führen. Bereits aus-
gewertete Lösungen werden keiner erneuten Fitnessbewertung unterzogen
und aus der Nachkommenpopulation entfernt. Dieses Vorgehen ist gerecht-
fertigt, solange die Berechnungszeiten, die für das Anlegen und Abglei-
chen mit dieser Liste über den gesamten Optimierungslauf, geringer sind,
als die redundante Mehrfachbewertung einzelner Parametersätze. Der Auf-
wand des Abgleichs nimmt aufgrund der wachsenden Liste über die Op-
timierung hinweg konstant zu. Allerdings steigt während der Optimierung
auch die Quote an Duplikaten von Parametersätzen kontinuierlich an, da
in der späten Phase stärker lokal gesucht wird.
Die Eliminierung bereits bewerteter Lösungen führt im Extremfall dazu,
dass eine gesamte Nachkommenpopulation entfernt wird. Tritt dies über
mehrere Generationen in Folge ein, wird der Algorithmus abgebrochen.
Somit ergibt sich ein zusätzliches Stopp-Kriterium.
Wird eine Strategie verwendet, die keine Wieder-Auswertungen zulässt,
sollten Strategievarianten genutzt werden, die den Verlust von Lösungen
verhindern. In der Praxis betrifft dies zwei Aspekte. Benötigt wird ein
Elite-Archiv aller nicht dominierten Lösungen. Durch die Parameteranzahl
als Optimalitätskriterium ist die Größe dieses Archivs inhärent begrenzt.
Die Selektion erfolgt nicht länger auf Basis einer paarweisen Turnier-Stra-
tegie, da hier bei einer ungünstigen Pärchen-Bildung nicht-dominierter Lö-
sungen exkludiert werden, während dominierte Individuen selektiert wer-
den. Eine Sortierung anhand des Ranges bildet das primäre Selektions-
kriterium. Solange die Anzahl der nicht dominierten Parametersätze die
Proc. 24. Workshop Computational Intelligence, Dortmund, 27.-28.11.2014 121
Populationsgröße nicht überschreitet, bleiben bei der angewendeten Plus-
Strategie alle Elite-Individuen erhalten.
Standardalgorithmen verwenden ein sekundäres Selektionskriterium, das
zum Einsatz kommt, wenn zwischen Individuen gleichen Ranges diskrimi-
niert werden muss. Dieses Kriterium steuert die Verteilung der Lösungen
auf der Pareto-Front. Zum Beispiel die crowding distance beim NSGAII.
Die Verteilung stellt bei dem hier vorgestellten Algorithmus kein Problem
dar, da die Parameteranzahl als Kriterium die Front diskretisiert. Berück-
sichtigt wird stattdessen, wie viele Ausprägungen eines Individuums der-
zeit in der Front vertreten sind. Lösungen, die mehrfach auftreten, werden
gegenüber selteneren oder einmalig auftretenden Lösungen bevorzugt.
3 Auswertung
Im Detail analysiert sind die Ergebnisse für den Datensatz Heat Exchan-
ger aus [12], der auch Teil der DAISY-Benchmarksammlung [13] ist. In
Abbildung 3 ist eine typische Menge finaler nicht dominierter Lösungen
dargestellt. In den 20 Generationen der 20+20-Strategie werden 400 Mo-
dellstrukturen ausgewertet.





























],   #LLMs
[4, 10, 0],     16, ..., 19
[1,  9,  0],      6, ..., 9, 12, 13, 14, 16, 17
[2,  4,  0],      4, 5, 7
[3,  1,  0],      1, ..., 5
[2,  1,  0],      1, 2
[1,  1,  0],      1, 2
Bild 3: Finale Elite-Population einer LOLIMOT-Optimierung auf dem Da-
tensatz Heart Exchanger.
Die finale Population enthält nur sechs verschiedene Parametersätze. Al-
le sind mehrfach mit verschiedenen LLM-Anzahlen in der Menge vertre-
ten. Insgesamt enthält die erweiterte Elite-Population 26 Individuen. Unten
links liegen die kompaktesten Modelle, die aufgrund ihrer geringen Para-
meteranzahl nicht dominiert sind. Die Ergebnisanalyse lässt Rückschlüs-
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se auf den zugrundeliegenden Prozess zu. Ungeteilte Modelle mit ARX-
Struktur erreichen maximal 65,5 %, ein Hinweis auf eine deutlich ausge-
prägte Nichtlinearität. Mit zunehmender LLM-Anzahl steigt der Modell-
Fit deutlich auf 76 %, dabei wird ein Modell mit sechs Regressoren ver-
wendet. Die folgenden, komplexeren Modelle verbessern kontinuierlich
die Güte. Der Parametersatz mit den meisten Regressoren und LLMs ver-
bessert die Güte nur minimal. Die multikriterielle Optimierung erlaubt
dem Nutzer eine qualifizierte Abwägung zwischen Komplexität und Fit-
Wert. Im Kontext der Reglerentwicklung liegen die geeigneten Modelle
um 75 %. Hier ist die Komplexität mit etwa sechs LLMs noch gut hand-
habbar und die Qualität angemessen. Ein gutes Simulationsmodell ist zum
Beispiel das [1,9,0]-Modell mit 14 LLMs, da ab hier die Güte weitestge-
hend saturiert.
Durch die kontinuierliche Selektion der Modelle in der evolutionären Op-
timierung anhand der Validierungsdaten, wird der Datensatz exzessiv im
Gesamtprozess verwendet. Es ist zu erwarten, dass sich somit im Laufe der
Optimierung eine Überanpassung auf diesen Datensatz einstellt. Idealer-
weise steht nach der Strukturauswahl, auf Basis der Validierungsdaten ein
dritter, ungesehener Datensatz zu Verfügung, der präzise Aussagen über
den zu erwartenden Validierungsfehler zulässt.
Die Pfeile in Abbildung 4 geben die Veränderung der Modellgüte an. Er-
wartungsgemäß stellt sich im Schnitt eine Verschlechterung des Fits ein.
Der Mittelwert des Fit-Rückgangs beträgt -1,48 %, ein moderater Wert.
Auch der größte Güteverlust von -3,18 % schränkt die Funktionalität des
Simulationsmodells nicht ein. Die Auswertung für die beiden anderen Mo-
dellklassen, die aus Gründen der Übersichtlichkeit nicht in der Abbildung
eingetragen sind, zeigen qualitativ ähnliche Werte.
















Bild 4: Überprüfung der Generalisierungsfähigkeit. Verglichen sind Vali-
dierungsdaten und ungesehenen Testdaten von LOLIMOT für den Datensatz
Heat Exchanger.
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4 Vergleich verschiedener Modelltypen
Um die erzielten Ergebnisse in einen Kontext zu setzen, werden die Op-
timierungsergebnisse mit denen anderer etablierter datenbasierter Model-
le verglichen. Verwendet werden extern rekurrente MLP-Netze und Ham-
merstein-Wiener-Modelle. Wie die LOLIMOT Modelle werden sie in ihrer
serienparellelen Form trainiert.
Der verwendete Trainingsalgorithmus für die Neuronalen Netze (NN) ist
der Levenberg-Marquardt-Ansatz. Ein sinnvoller Vergleich zwischen der
vorgestellten LOLIMOT-Strukturoptimierung und den Neuronalen-Netzen
ist nur möglich, wenn auch hier eine nichtdominierte Population aus Mo-
dellgüte und Komplexität entwickelt wird.
Hierzu werden:
• die Anzahl der verzögerten Eingänge nb ∈ {1, 2, . . . , 32},
• die Anzahl der verzögerten Ausgänge na ∈ {0, 1, . . . , 31},
• die Totzeit mit nk ∈ {0, 1, . . . , 31} und
• die Anzahl der versteckten Neuronen optimiert.
Die so erzielte Regressor-Auswahl erfolgt analog zu der für LOLIMOT. Der
Initialwert der iterativen Optimierung wird für alle Netze zufällig erzeugt,
was zu einem nicht deterministischen Optimierungsverlauf führt. Die er-
zielten Ergebnisse schwanken bei wiederholten Parameteridentifikationen
drastisch. Um den Effekt zufällig ungünstiger Initialisierungen abzumil-
dern, wird das Training jeweils fünffach wiederholt und das beste Ergeb-
nis verwendet. Die Anzahl der Neuronen wird nicht direkt optimiert, da die
plausible Neuronenanzahl der verstecken Schicht von der Anzahl der Ein-
gangsneuronen abhängig ist. Die Anzahl der Neuronen nimmt abhängig
vom entsprechenden Optimierungsparameter das 0,5 bis 2-fache der Ein-
gangsanzahl ein. Ein Modell mit 10 Neuronen in der Eingangsschicht hat
dementsprechend zwischen 5 und 20 Neuronen in der versteckten Schicht.
Der Wertebereich des Optimierungsparameters {1, 2, . . . , 16} wird auf den
Wertebereich der Neuronen abgebildet und gerundet.
Zum Vergleich wird auch eine Wiener-Hammerstein-Struktur (WH) ver-
wendet. Diese besteht aus zwei stückweise linearen Kennlinien, die vor
und hinter einem linearen Output-Error-Modell liegen. Optimiert werden,
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analog zu den anderen beiden Modellstrukturen, die Modelleingänge so-
wie zusätzlich die Anzahl der Stützstellen der nicht linearen Kennlinien.
Jede Stützstelle trägt zwei Parameter zum Gesamtmodell bei.
Da die einzelnen Fitnessbewertungen jeweils eine aufwändige Paramet-
eridentifikation durchführen und der Suchraum relativ klein ist, wird mit
einem sehr kleinen Budget an Fitnessbewertungen gearbeitet. Tabelle 1
stellt die drei zu vergleichenden Konfigurationen dar.
Tabelle 1: Konfiguration der Optimierungen
LOLIMOT NN WH
Parameteranzahl 3 4 5
Strategie 20 + 20 20 + 20 20 + 20
Generationen 20 20 100
Identifizierte Modelle bis zu 400 · 20 = 8000 400 · 5 = 2000 2000
Das theoretische Limit s von 20 lokalen Teilmodellen wird dabei nicht
immer ausgeschöpft. Insbesondere die Prozesse mit wenigen Daten, wie
Ball & Beam und Dryer, sind nur begrenzt teilbar, da oft nicht genügend
Datenpunkte zur Schätzung der LLMs verbleiben.
Angewendet werden die Verfahren auf die in [14] empfohlenen Benchmark-
Daten aus der DAISY-Sammlung [13]. Verglichen werden die Ergebnisse
für sechs SISO-Datensätze:
• MR-Damper (800 Datenpunkte für Training & 224 für Validierung),
• Flutter (1024 Datenpunkte für Training),
• Ball & Beam (500 Datenpunkte für Training & 500 für Validierung),
• Robot Arm (800 Datenpunkte für Training 224 & für Validierung),
• Heat Exchanger (2000 Datenpunkte für Training, 1000 für Validie-
rung & 1000 als Testdatensatz) und
• Dryer (500 Datenpunkte für Training & 500 für Validierung).
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Bild 5: Vergleich der Mengen nicht-dominierter Lösungen für LOLIMOT, ex-
tern rekurrenten Neuronalen Netzen und Wiener-Hammerstein-Modellen.
Dargestellt ist die Anzahl der freien Modellparameter über den Model-Fit
auf Validierungsdaten.
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Die ersten fünf Datensätze stammen aus der DAISY-Sammlung [13]. Der
Datensatz Flutter einhält nur eine einzige Anregung des Systems, deshalb
ist eine Aufteilung der Daten für Training und Validierung nicht möglich.
Der sechste Datensatz, Dryer, wird von Ljung in mehreren Veröffentli-
chungen verwendet [15, 16] und ist Teil der Matlab System-Identification-
Toolbox. Bei der Analyse der einzelnen Darstellungen wird deutlich, dass
keine allgemein gültigen Aussagen möglich sind, sondern die Ergebnisse
stark zwischen den Datensätzen variieren. LOLIMOT ist für die Datensätze
Heat Exhanger und Ball & Beam besonders geeignet, und dominiert die
anderen beiden Ansätze.
Die Modellkomplexität über die Metrik der Parameteranzahl zu messen,
ist ein einfaches, nachvollziehbares und in der Literatur häufig verwen-
detes Prinzip. Es ist jedoch nur bedingt geeignet, um die vom Anwender
„subjektive bewertete“ Komplexität abzubilden. Neben einer stark subjek-
tiven Komponente sind die Modelle inhärent unterschiedlich gut interpre-
tierbar. Die linearen Teilmodelle von LOLIMOT lassen sich beispielsweise
mit vielen Hilfsmitteln der Systemtheorie untersuchen und erlauben stan-
dardisierte Methoden für die Reglersynthese. Aussagen über das Verhal-
ten eines Neuronalen Netzes, selbst mit weniger Parametern, sind deutlich
schwieriger. Somit wird möglicherweise ein Modell präferiert, obwohl es
hinsichtlich der objektiven Kriterien von anderen, für die Anwendung je-
doch ungeeigneten Modellklassen, dominiert wird.
5 Zusammenfassung
Der vorliegende Beitrag stellt einen multikriteriellen, evolutionären Algo-
rithmus zur Optimierung von Strukturparametern für LOLIMOT Systeme
vor.
Die multikriterielle Optimierung ermöglicht die Ermittlung pareto-optima-
ler Kompromisslösungen zwischen Modellgüte und der Parameteranzahl.
Es sind zahlreiche Modifikationen am evolutionären Algorithmus imple-
mentiert. Durch die Baumstruktur von LOLIMOT entsteht aus einem Para-
metersatz nicht ein einzelnes Modell, sondern eine Vielzahl von Modellen,
da jede Baumtiefe als eigenständig betrachtet werden kann. Die Kriteri-
en werden in erweiterten Populationen gespeichert und multikriteriell be-
wertet. Die finale Menge an Lösungen ermöglicht dem Nutzer eine objek-
tive Abwägung aller Modellvariationen. Verglichen wird der Ansatz mit
extern verzögerten rekurrenten MLP-Netzen und Wiener-Hammerstein-
Modellen. Auch diese Strukturen werden multikriteriell optimiert. Der Ver-
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gleich anhand mehrerer Benchmark-Datensätze zeigt deutlich, dass die
Wahl der Modellstruktur individuell für jedes System getroffen werden
muss. Gerade hier ist die a posteriori Entscheidung auf Basis von Pareto-
Fronten ein geeignetes Hilfsmittel.
Für die Datensätze Heat Exhanger und Ball & Beam ist LOLIMOT der
im Vergleich beste Ansatz. Die Strukturoptimierung bezieht sich in die-
sem Beitrag speziell auf die Auswahl der Regressoren. Der Ansatz kann
problemlos auf weitere (Meta-)Parameter der Modellstruktur ausgeweitet
werden. Auch die Optimierung anderer Modellklassen wie nicht-lineare
ARX-Modelle oder HILOMOT ist möglich.
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Abstract
In this paper, we a compare an instance-based and a fuzzy rule-based
method for learning on data streams, specifically focusing on their ability to
handle so-called concept drift. To this end, we make use of recovery anal-
ysis, an experimental procedure that we recently developed for exactly this
purpose. Our results provide first evidence in favor of the conjecture that
instance-based approaches to learning on data streams are not only com-
petitive to model-based methods in terms of performance, but also advanta-
geous with regard to the handling of concept drift.
1 Introduction
The idea of adaptive learning in dynamical environments has recently re-
ceived increasing attention in different research communities, including the
data mining community, in which it has been addressed under the notion
of “learning from data streams” [5, 6], and the computational intelligence
community, in which the notion of “evolving fuzzy systems” has been
coined [2, 7, 1, 8]. Despite small differences regarding the basic assump-
tions and the emphasis of goals, the key motivation of these and related
fields is the idea of a system that learns incrementally, and maybe even in
real-time, on a continuous stream of data, and which is able to properly
adapt itself to so-called concept change, that is, changes of environmental
conditions or properties of the data-generating process.
Evolving fuzzy systems (EFS) are almost exclusively realized in the
form of rule-based systems. More generally, most approaches to adaptive
learning with evolving systems, also in other fields, are model-based in the
sense that a (sometimes complex) model is learned from the streaming data
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and adapted in the course of time. In fact, while a lot of effort has been
invested in the development of such approaches, instance-based learning
(IBL) on data streams has not received much attention so far, with only
a few notable exceptions [3, 9]. This is arguably surprising, especially in
light of some appealing properties of IBL. Obviously, IBL algorithms are
inherently incremental, since adaptation basically comes down to editing
the current case base (which essentially represents the model) by either
adding or removing observed cases. Thus, incremental learning and model
adaptation is simple and cheap in the case of IBL. As opposed to this, in-
cremental learning is much more difficult to realize for most model-based
approaches, since the incremental update of a model, such as a classifi-
cation tree or a fuzzy system, is often quite complex and in many cases
assumes the storage of a considerable amount of additional information.
The goal of this paper is to compare rule-based fuzzy systems with
instance-based methods in a regression setting. To this end, we select a
(state-of-the-art) representative for each of the approaches and make use
of so-called recovery analysis, an experimental procedure that we recently
developed [10]. Recovery analysis aims at assessing the ability of a learner
to discover a concept change quickly, and to take appropriate measures
to maintain the quality and generalization performance of the model. We
briefly recall the basic ideas of recovery analysis in the next section, prior
to presenting our experiments and results in Sections 3 and 4, respectively.
2 Recovery analysis
Recovery analysis works with three streams of data points z ∈ Z in parallel,
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are supposed to be stationary and generated, respectively, according to
probability distributions PA and PB; in the case of real data, stationar-
ity of a stream can be guaranteed, for example, by permuting the original
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stream at random. These two streams must also be compatible in the sense
of sharing a common data space Z = X× Y.
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c
T ), called mixture stream, is pro-
duced by randomly sampling from the two pure streams:
zct =
{
zat with probability λ(t)
zbt with probability 1− λ(t)
(1)
A concept drift can then be modeled, for example, by specifying the (time-









This function has two parameters: t0 is the mid point of the change
process, while w controls the length of this process. Using this transition
function, the stream SC is obviously drifting “from SA to SB”: In the be-
ginning, it is essentially identical to SA, in a certain time window around
t0, it moves away from SA toward SB, and in the end, it is essentially iden-
tical to SB. Thus, a gradual concept drift is created, with a rate of change
controlled by w.
Now, suppose the same learning algorithm A is applied to all three
streams SA, SB and SC . Since the first two streams are stationary, we expect
to see a standard learning curve when plotting the generalization error (for
example, root mean squared error) as a function of time. In the following,
we denote the error curves for SA and SB by α(t) and β(t), respectively.
These curves are normally concave, showing a significant increase in the
beginning before reaching a certain saturation level later on; see Figure 1
for an illustration. The corresponding saturation levels α∗ and β∗ provide
important information, namely information about the best performance that
can be expected by the learner A on the pure streams SA and SB, respec-
tively.
Even more interesting, however, is the performance curve γ(t) for the
stream SC , which exhibits concept drift. In the beginning, this curve will be
effectively identical to the curve for SA, so that the learner A should reach
the level α∗. Then, upon the beginning of the concept drift, the performance
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Figure 1: Schematic illustration of a recovery analysis: The three perfor-
mance curves are produced by training models on the pure streams SA and
SB, as well as on the mixed stream SC , each time using the same learner A.
The region shaded in grey indicates the time window in which the concept
drift (mainly) takes place. While the concept is drifting, the performance
on SC will typically drop to some extent. This can be seen by the increase
of the prediction error.
is expected to drop, and this decrease is supposed to continue until the drift
ends and the learner A starts to recover. Eventually, A may (or may not)
reach the level β∗. This level is indeed a lower bound on the asymptotic
error, since A cannot do better even when being trained on SB from the
very beginning. Thus, reaching this level indicates an optimal recovery.
Obviously, the performance curve for SC provides important informa-
tion about the ability of A to deal with concept drift. In particular, the
minimum of this curve indicates how strongly A is affected by the concept
drift. Moreover, the curve informs about how quickly the performance de-
teriorates (giving an idea of how sensitive A is), how much time A needs
to recover, and whether or not it manages to recover optimally.
3 Experiments and results
The remainder of the paper is devoted to a case study, in which we compare
the instance-based learner IBLStreams [9] with the fuzzy rule-based system
FLEXFIS [7] with respect to their ability to handle concept drift. A main
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goal of this study is to see whether there are important differences between
the methods, and whether recovery analysis helps uncover them.
We conducted experiments with three different drift settings. To this
end, we varied the speed of change by modifying the width parameter w in
the sigmoid function (2). More specifically, we control the angle θ of the
tangent of this function at t = t0, which is inversely proportional to w, i.e.,
tan(θ) = 1w . Figure 2 depicts the three drift velocities:
• θ = π75 for a slow concept drift,
• θ = π30 for concept drift with a modest speed,
• θ = π2 for a sudden concept change (concept shift).
























Figure 2: Sigmoid transition function modeling different types of concept
drift: slow drift (top), moderate drift (middle), sudden drift (bottom).
In fact, since the data sets do not share the same size, we define the
length of the window as w = 100 tan(θ) , where  is the size of the data
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set. Thus, given the drift angle θ, the proportion of the entire stream that
is subject to drift is the same for all data sets. The results are generated
by plotting the average root mean square error on each data chunk. To
this end, we use the test-then-train approach which works in an sample
by sample way [4]. In the following, we present results for two data sets;
further experiments on other data sets produced quite similar results.
3.1 HyperDistance
This is a synthetic data set that we produced by modifying the Hyperplane-
Generator (for classification data) in the MOA tool [4] as follows: The
output for an instance x is not determined by the sign of wx, where
w is the normal vector of the hyperplane, but by the absolute value y =
f1(x) = |wx|. In other words, the problem is to predict the distance of
x to the hyperplane. As an alternative, we also used the cubic distance
y = f3(x) = (w
x)3, which is arguably more difficult to learn than the
absolute distance. In this experiment, we generated SA using f1 and SB
using f3; thus, the drift is from the simpler to the more difficult problem.
This stream contains 125k 4-dimensional data samples.
Figure 3 shows the recovery curves of the learning methods. As can be
seen, both IBLStreams and FLEXFIS have a relatively small error on the
first problem. During the drift, both suffer from a high drop in performance,
which is visible as a bell-shaped peak. Nonetheless, IBLStreams recovers
quite well, whereas FLEXFIS never recovers.
3.2 Census-House
This data was obtained from the DELVE1 repository, a collection of data
sets designed on the basis of the US census data collected in 1999. We
use the House8L data, the purpose of which is to predict the median price
of houses in different regions based on the demographic properties. Each
house has 8 attributes, with a total number of 22784 houses. The second
pure stream SB is created by “inverting” the target values: For an example
1http://www.cs.utoronto.ca/~delve/data/datasets.html
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(x, y), the original output y is replaced by ymax+ ymin− y, where ymin and
ymax are the smallest and largest values in the data set.
By observing the performance during the drifts in Figure 4, we notice
that the more rapid the change is, the sharper the drop in the performance of
FLEXFIS becomes, whereas IBLStreams shows smaller errors for quicker
drifts. By the end of the stream, both approaches recover quite well.
4 Conclusion
We have presented an experimental study, in which we used the method of
recovery analysis to compare an instance-based with a model-based (rule-
based) learning algorithm on data streams. From the results obtained, we
can at least extract some trends and draw some preliminary conclusions,
which are summarized in the following observations:
• FLEXFIS and IBLStreams are quite strong in terms of absolute accu-
racy. Nevertheless, they tend to have pronounced peaks (maximum
performance loss) in the area of drifts.
• FLEXFIS tends to have problems with adapting to increasingly dif-
ficult situations: When the second stream is more complex than the
first one, it often fails to recover (see Figure 3).
• IBLStreams tends to be less affected by the suddenness of the drift;
compared to FLEXFIS, it exhibits a very small drop in performance
in such cases.
• In general, IBLStreams appears to be superior with regard to recov-
ery. In fact, it recovers well in all experiments.
Overall, our results provide (at least preliminary) evidence in favor of our
conjecture that instance-based approaches to learning on data streams are
not only competitive to model-based approaches in terms of performance,
but also advantageous with regard to the handling of concept drift. This
is arguably due to their “lightweight” structure: Removing some outdated
examples is all the more simpler than completely reconstructing a possibly
complex model.
Proc. 24. Workshop Computational Intelligence, Dortmund, 27.-28.11.2014 137
Figure 3: Performance curves (RMSE) on the HyperDistance data, with a
drift from f1 to f3. The sigmoid curve indicates the range of the drift.
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Kurzfassung
Die Ableitung und Realisierung von Takagi-Sugeno (TS) Modellen aus
Vektordifferentialgleichungen ist nicht eindeutig. Fast man dies als zusätz-
lichen Freiheitsgrad beim Reglerentwurf auf, kann durch eine geeignete
Wahl die Anzahl der linearen Matrixungleichungen (LMIs) reduziert und
damit das zugehörige konvexe Optimierungsproblem relaxiert werden. Da-
bei hängt die Lösbarkeit und Grad der Relaxation sowohl von der Struk-
tur und Anzahl der einzelnen linearen Teilmodelle und den gemeinsamen
bzw. differierenden Einträgen in den System- und Eingangsmatrizen ab.
In dieser Arbeit werden zunächst die verschiedenen Varianten einer TS
Modell-Realisierung basierend auf einer gegebenen nichtlinearen System-
beschreibung vorgestellt. Anschließend werden am Beispiel des Entwurfs
einer Leistungsregelung für Windenergieanlagen zwei verschiedene Reali-
sierungen bewertet.
1 Einführung
Die Wahl eines realisierten Takagi-Sugeno (TS) Modells kann wie bei
linearen-zeitinvarianten (LTI) Systemen als zusätzlicher Freiheitsgrad beim
Reglerentwurf aufgefasst werden. Als Erweiterung des linearen Falls wer-
den neben der Modellordnung die Zugehörigkeitsfunktionen und die Struk-
tur der Teilmodelle festgelegt. Kriterien der geeigneten Realisierung sind
u.a. die Beobachtbarkeit, Steuerbarkeit, Anzahl der Teilmodelle sowie die
Messbarkeit der Prämissenvariablen.
Die vorgestellte Arbeit konzentriert sich auf TS Modelle die direkt aus
nichtlinearen Vektordifferentialgleichungen und Ausgangsgleichungen der
Form
ẋ = f(x,u) , y = g(x,u) (1)
Proc. 24. Workshop Computational Intelligence, Dortmund, 27.-28.11.2014 141
abgeleitet werden mit x ∈ Rn als Zustandsvektor, als Systemeingang u ∈
R
m und Systemausgang y ∈ Rp. Diese werden entweder durch eine ge-
wichtete Kombination lokal gültiger linearer Zustandsraummodelle gebil-
det, welche die physikalischen Differentialgleichungen approximativ durch
eine gewichtete Kombination globaler linearer Zustandsraummodelle re-
präsentiert, welche das Originalsytem innerhalb von festgelegten Sektor-
grenzen exakt beschreiben. Das zuletzt genannte Verfahren wird deshalb
auch als Methode der Sektornichtlinearitäten bezeichnet [11]. Zur Unter-
scheidung der beiden Fälle wird im folgenden von approximativen TS Mo-
dellen oder von exakten TS Modellen gesprochen.
Ein Großteil der bisherigen Arbeiten, die die Ableitung von TS Model-
len aus Vektordifferentialgleichungen behandeln, untersucht die Klasse der
approximativen TS Modelle. Dabei werden Kriterien zur Anzahl und La-
ge der Punkte der Taylorreihenentwicklung angegeben sowie die Interpre-
tierbarkeit der lokalen Modelle untersucht. Neben der Linearisierung des
nichtlinearen Systems um stationäre Arbeitspunkte wird auch der Fall un-
tersucht, bei dem die linearen Teilmodelle transiente Vorgänge außerhalb
von stationären Arbeitspunken (off-equilibrium linearisation) beschreiben
[4]. Als kontinuierliche Bewertungskriterien werden der zulässige Appro-
ximationsfehler [7] sowie die Stabilität, Steuerbarkeit und Beobachtbarkeit
der lokalen Teilmodelle eingeführt [5].
Im Gegensatz dazu ist aufgrund der Methode des Sektornichtlinearitäten
bei den exakten TS Modellen die Lage und Anzahl der linearen Teilm-
odelle festgelegt. Diese befinden sich immer auf den Sektorgrenzen der
einzelnen Nichtlinearitäten, wobei die Anzahl der Teilmodelle Nr sich aus
der Anzahl der Nichtlinearitäten Nl mit Nr = 2
Nl ergibt. Die Variation
der Ableitung folgt aus der Wahl der Prämissenvariablen und der Festle-
gung der Sektoreinträge in den Teilmodellen. Bisher sind diese Ableitungs-
aspekt nicht systematisch untersucht worden: Bei den systemtheoretischen
Betrachtungen sind die TS Modelle als Fallbeispiele gegeben. Die Ablei-
tung wird hierbei nicht betrachtet. Ebenso wenig bei den anwendungsori-
entierten Arbeiten, bei denen meist eine Realisierung ohne Angaben von
Gründen vorgestellt wird.
Die Arbeit gliedert sich wie folgt: Im folgenden Abschnitt wird die zu un-
tersuchende Klasse der TS Modelle vorgestellt und die Methode der Sek-
tornichtlinearitäten beschrieben. In Abschnitt 3 werden die Variationsmög-
lichkeiten bei der Anwendung dieser Methode klassifiziert und qualitative
Bewertungen und Designregeln zur Ableitung von TS Modellen für den
Beobachter- und Reglerentwurf angegeben. Im vierten Abschnitt wird am
Beispiel des Enwurfs einer Leistungsregelung für Windenergieanlagen die
zuvor eingeführten Designregeln angewandt. Der letzte Abschnitt fast die
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Ergebnisse zusammen und stellt Erweiterungsmöglichkeiten vor.
2 Ableitung von Takagi-Sugeno Modellen
2.1 Modellbeschreibung
Betrachtet werden zeitkontinuierliche Takagi-Sugeno Modelle mit Teilsys-
temen in Zustandsraumdarstellung, die im Rahmen der Fuzzy Set Theorie
als Fuzzy-Regel basierte Modelle erstmals in [10] eingeführt worden sind.
Die ursprüngliche Verwendung von Fuzzy-Regeln mit einer linguistischen
Beschreibung ist jedoch für die Ableitung mit Hilfe von Sektorfunktionen
ungeeignet. Die Verwendung von Fuzzy-Regeln würde fälschlicherweise
suggerieren, dass das TS Modell eine Approximation des Originalsystems
ist, obwohl es sich um eine exakte Beschreibung innerhalb der Sektorgren-
zen (Gültigkeitssektor) handelt. Deshalb wird in dieser Arbeit die äquiva-














mit x ∈ Rn als Zustandsvektor, u ∈ Rm als Eingangsvektor und y ∈
R
p als Ausgangsvektor. Die linearen Teilsysteme i = 1, . . . , Nr werden
aus Ai ∈ Rn×n, Bi ∈ Rn×m und Ci ∈ Rp×n gebildet. Die nichtlinearen
Funktionen hi(z) : R
l → R, z → hi gewichten die linearen Teilsysteme
im TS Modell zueinander und erfüllen die Konvexitätseigenschaft
Nr∑
i=1
hi(z) = 1 , hi(z) ≥ 0 ∀ i ∈ {1, . . . , Nr} . (3)
Der Vektor z, im Folgenden als Prämissenvektor bezeichnet, setzt sich im
Allgemeinen aus Systemzuständen, Systemeingängen und externen Grö-
ßen zusammen. Verwendet man zur Ableitung die Methode der Sektor-
nichtlinearitäten sind es bezogen auf das Ausgangsmodell (1) die Varia-
blen, die nichtlinear in das mathematische Modell eingehen.
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2.2 Methode der Sektornichtlinearitäten (SL)
Bei der Methode der Sektornichtlinearitäten wird das nichtlineare System
(1) zunächst in
ẋ = A(z)x+B(z)u (4)
überführt. Dieser Schritt ist nicht immer eindeutig, wie das folgende ma-
thematische Beispiel zeigt:
Beispiel 1: Gegeben ist das nichtlineare System
ẋ1 = −x1 + 2 x2 + 2 u
ẋ2 = x1 x2 − 3 x2 + 3 u
(5)
mit zwei Zuständen x = [x1 , x2]
T , einem Eingang u und einem Ausgang
































mit z := x1 überführt werden. Beide Realisierungen sind äquivalent.
Danach werden die nicht konstanten, von z-abhängigen Einträge jeweils
durch skalarwertige Funktionen ersetzt
fj(z) =
f(z)− f








f := max f(z) , f := min f(z) .
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Die Gewichtsfunktionenwj1 undwj2 und die hi Funktion erfüllen die Kon-
vexitätseigenschaften, d.h.
wj1(z) + wj2(z) = 1 , wj1(z) ≥ 0 , wj2(z) ≥ 0 (7)
Die Ableitung von TS Modellen wird nun am Beispiel des mathematischen
Pendels veranschaulicht.
Beispiel 2 [2]: Die bekannte Bewegungsgleichung des mathematischen
















mit x1 := ϕ, x2 := ϕ̇, der Pendellänge l, der konzentrierten Masse m an
der Position l und der Gravitationskonstante g. Im nächsten Schritt wird
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2.3 LMI-Reglerentwurf
Um die Vor- und Nachteile einer Realisierung bezogen auf einen modell-
gestützten Reglerentwurf bewerten zu können, wird kurz auf die Synthese





eingegangen. Falls hierbei die Funktionen hi zu dem Modell der Strecke
(4) identisch sind handelt es sich um das von Wang et al. eingeführte PDC












Dieser ist global asymptotisch stabil (GAS) falls gilt:
Theorem 2.1 Das TS Modell (2) mit dem Regelgesetz (11) ist global asym-




i +AiX−MTj BTi −BiMj (13)
die linearen Matrixungleichungen
Γij < 0 für i = 1, 2, . . . , Nr
Γij + Γji < 0 für j = i+ 1, i+ 2, . . . , Nr
(14)
erfüllt sind .
Mit diesem Theorem wird nicht nur die Stabilität nachgewiesen, sondern
es lassen sich auch direkt die Zustandsrückführungsmatrizen für (11) aus
Ki = MiX
−1 i = 1, . . . , Nr (15)
berechnen. Der Herleitung von (13) ist u.a. in [6] beschrieben. Die Re-
laxationsbeziehung (14) stammt aus [12]. Die Anzahl der linearen Matri-
xungleichung NLMI is abhängig von der Anzahl der Teilmodelle und ent-
spricht dem Aufwand für das Finden einer Lösung. Falls das TS Modell ge-
meinsame Eingangs- oder Systemmatrizen der Teilmodelle aufweißt (Ai =
A ∀i oder Bi = B ∀i) reduziert sich die Anzahl der LMIs auf
NLMI = Nr + 1 . (16)
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Es ist daher erstrebenswert im Vorfeld des Reglerentwurfs eine Realisie-
rung zu ermitteln, bei dem das TS Modell (2) gemeinsame A oder B Ma-
trizen hat1.
2.4 Designregeln für die Ableitung von TS Modellen mit SL
Im Folgenden werden vier Regeln für die Ableitung von TS Modellen aus
nichtlinearen Mehrgrößensystemen (1) angegeben. Bei den Beispielen be-
schränken wir uns auf die Vektordifferentialgleichung ẋ = f(x,u), die
Ausgangsgleichung y = g(x,u) kann analog dazu behandelt werden.
1. Sicherstellen der vollständigen Steuerbarkeit der Teilmodelle
Für den Reglerentwurf mit LMIs muss gewährleistet sein, dass die
Teilmodelle {Ai,Bi} vollständig steuerbar sind. Selbst wenn das ur-
sprüngliche System vollständig steuerbar ist, kann durch eine ungün-
stige Wahl der Sektorfunktionen der Steuereingriff entweder kom-
plett in die Prämissenvariablen der hi Funktion aufgehen oder die
Kopplung zwischen den Eingängen und mindestens einem Zustand
wird aufgehoben. Dies wird an dem folgenden Beispiel verdeutlicht.
Beispiel 3: Gegeben ist das System
ẋ1 = −x1 u
ẋ2 = −x1 − x2
(17)
wobei x1 und u beschränkt sind da x1 ∈ [−2 , 2] und u ∈ [−1 , 1].

















Wie man erkennt, geht der Steuereingriff nur noch in die Prämis-
senvariablen ein. Die Teilmodelle sind somit aufgrund der Nullma-
trix als Eingangsmatrix nicht mehr steuerbar. Jedoch kann alternativ

















Hierbei sind die Teilmodelle {A,B1} und {A,B2} steuerbar.
1Beim Beobachterentwurf führt dagegen eine gemeinsame C Matrix auf eine niedrigere Anzahl von
LMIs.
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2. Sicherstellen der vollständigen Beobachtbarkeit der Teilmodelle
Für den Beobachterentwurf mit LMIs muss gewährleistet sein, dass
die Teilmodelle {Ai,Ci} vollständig beobachtbar sind. Analog zu
der vollständigen Steuerbarkeit kann durch eine ungünstige Wahl der
Struktur (4) und Sektorfunktionen die vollständige Beobachtbarkeit
der Teilmodelle nivelliert werden.
3. Reduktion der Anzahl der LMIs
Durch eine passende Wahl der Position der Sektorfunktion in den
Matrizen der Teilmodelle können gemeinsame A, B oder C Ma-
trizen entstehen, wodurch die Anzahl der LMIs beim Regler- und
Beobachterentwurf deutlich reduziert wird. Dies zeigt das folgende
Beispiel:
Beispiel 6: Gegeben ist das System
ẋ1 = −x1 + x2 u2
ẋ2 = x1 − x22 + u .
(18)








































Beide sind von der Gesamtdynamik äquivalent. Für den Reglerent-
wurf ist jedoch (20) wegen der konstanten B̃ Matrix besser geeignet
als (19), da anstatt NLIN = 11 nur NLIN = Nr = 4 LMIs bei der
Optimierung berücksichtigt werden müssen.
4. Vermeiden von nicht-messbaren Prämissenvariablen
Bekanntermaßen können nicht-messbare Zustände in dem hier be-
trachteten Rahmen mit TS Beobachtern rekonstruiert werden. Falls
jedoch rekonstruierte Zustände Teil des Prämissenvektors sind, führt
eine für den Nachweis der Stabilität notwendige Abschätzung einer
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oberen Fehlerschranke häufig auf konservative Ergebnisse bei der
konvexen Optimierung bzw. es kann keine zulässige Lösung ermit-
telt werden. Es ist daher sinnvoll, schon bei der Realisierung darauf
zu achten, dass nur Prämissenvariablen gewählt werden, die messbar
sind. Ein reale Anwendung, bei der dies durch eine geeignete Wahl
einer Realisierung erreicht wurde ist in [8] dokumentiert. Anhand
des folgenden Fallbeispiels wird dies ebenfalls verdeutlicht.
Beispiel 7: Gegeben ist das System mit nur einem messbaren Zu-
stand x2:
ẋ1 = −x1 + x1 x2
ẋ2 = −x2 + u .
(21)







































Nur bei der letzten Realisierungsvariante (23) ist die Prämissenva-
riable messbar.
3 TS Modelle für den Reglerentwurf und Beobachterent-
wurf bei Windenergieanlagen
Im Folgenden sollen die zuvor vorgestellten Designregeln auf eine komple-
xe Anwendung, der Ableitung von TS Modellen für den Reglerentwurf bei
Windenergieanlagen (WEA), übertragen werden. Zunächst wird hierzu das
physikalische Modell einer WEA aus [3] eingeführt. Anschließend werden
zwei verschiedene Realisierungen angegeben. Die Vor- und Nachteile be-
zogen auf den Regler- wie Beobachterentwurf werden gegenübergestellt.
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3.1 Regelungsorientiertes Modell
Das regelungsorientierte Modell beinhaltet die Bewegungsdifferentialglei-
chung
Mq̈+Dq̇+Kq = f (24)
mit den generalisierten Koordinaten
q := [ yT , yB, θr, θg]
T (25)
und den generalisierten Kräften
f := [ FT , FT , Tr,−Tg ]T . (26)





mT +N mB N mB 0 0
N mB N mB 0 0
0 0 Jr 0
0 0 0 Jg
⎤
⎥⎥⎦ , D =
⎡
⎢⎢⎣
dT 0 0 0
0 N dB 0 0
0 0 dS −dS






kT 0 0 0
0 N kB 0 0
0 0 kS −kS
0 0 −kS kS
⎤
⎥⎥⎦ .
Die aerodynamische Kopplung zwischen der mittleren Windgeschwindig-
keit v, der Rotordrehzahl ωr = θ̇r und dem Pitchwinkel β der Rotorblätter




ρ π R2 CT (λ, β) v
2 , (27)




ρ π R3 CQ(λ, β) v
2 , (28)
zusammengefaßt. Die Gleichungen beinhalten die analytischen Näherun-
gen der aerodynamischen Kennfelder CT (λ, β) und CQ(λ, β) aus [3], die
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Symbol Beschreibung Einheit
mT konzentrierte effektive Masse von Gondel und Turm kg
mB konzentrierte Masse vom Blatt bezogen auf die Blattspitzenbewegung kg
N Anzahl der Rotorblätter –
Jr Massenträgheit des Rotors kg m
2





dB Blattdämpfung in Schlagrichtung
Ns
m











Tabelle 1: Parameter des reduzierten Windturbinenmodells
als die dimensionslose Schnelllaufzahl.
Zusätzlich muss für den Reglerentwurf die Dynamik der Stellglieder, in













mit den Verzögerungszeiten τ , τg, dem Sollpitchwinkel βd, dem Generator-
moment Tg und dem Sollgeneratormoment Tgd. Die Pitchverstelldynamik
berücksichtigt dabei nur eine kollektive Rotorblattverstellung, d.h. eine un-
abhängige Verstellung der Rotorblätter wird nicht modelliert. Die restli-
chen Modellparameter sind in der Tabelle 1 zusammengefaßt.
3.2 TS Modell Realisierungen für den LMI-Entwurf
Unter Berücksichtigung der zuvor eingeführten Designregeln, können zwei
Realisierungen basierend auf dem physikalischen Modell (24)-(30) ange-










x = [ yT , yB , θr − θg , ẏT , ẏB , θ̇r , θ̇g , β , Tg]T ,
u = [ βd , Tgd]
T




0 0 0 1 0 0 0 0 0
0 0 0 0 1 0 0 0 0






































0 0 0 0 0 0 0 − 1
τ
0














Mit der Erweiterung des Schubkraft- und Rotormomentenanteils um β + δ














ist die Steuerbarkeit der Teilmodelle aus A(x,u) sichergestellt.
Das TS Modell für den Beobachterentwurf unterscheidet sich in den Ein-
trägen von A(x,u) und hat die Form
A(x,u) =⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 0 1 0 0 0 0 0
0 0 0 0 1 0 0 0 0







































0 0 0 0 0 0 0 − 1
τ
0


















für θ̇r > 0
152 Proc. 24. Workshop Computational Intelligence, Dortmund, 27.-28.11.2014
wobei θ̇r > 0 immer erfüllt ist, da die Regelung und der Beobachter erst





0 0 0 1 0 0 0 0 0
0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 1
⎤
⎥⎥⎥⎥⎦ .
Diese Realsierung ist jedoch nicht vollständig steuerbar, da der Pitchwin-
kel im Gegensatz zur vorhergehen Realisierung mit keinen der anderen
Zustandsvariablen verkoppelt ist. Der Vorteil dieser Realisierung ist, dass
die Näherung δ  1 nicht verwendet werden muss.
4 Zusammenfassung und Ausblick
Vorgestellt wurden Designregeln für eine LMI-entwurfsoptimierte Ablei-
tung von TS Modellen aus nichtlinearen Systemen in Zustandsform. In zu-
künftigen Arbeiten soll der Ableitungsprozess durch die Berücksichtigung
zusätzlicher Entwurfsziele, wie z.B. die Eingangs- und Ausgangsbeschrän-
kung, weiter systematisiert werden.
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1 Abstract
For understanding how information is processed within the brain several
different models have been proposed. They are either based on a com-
mon increase in neuronal firing activity or synchronous firing of several
individual neurons. We present a novel method for detecting the so-called
assemblies [4] of the latter model. Using parallel spike trains – recordings
of neuronal activity – one use this information to answer quite well if an
individual neuron belongs to (at least) one assembly or not. But detecting
the underlying assembly structure remains a difficult task since normally
neither the number of assemblies is known nor their respective size.
Using surrogate-based statistics [7] as an oracle we use active learning [15]
to identify the underlying assembly structure. This approach not only uses
the statistical information we calculate from the surrogates but the struc-
tural information we can obtain by defining a metric on the spike trains
themselves. We show that for even a small number of coincidences rela-
tively small assemblies can be detected without querying the oracle for
every spike train.
2 Introduction
Understanding the way information is processed within the brain on a neu-
ronal level is essential for understanding the way the brains works as a
whole. Diseases such as Alzheimer’s or epilepsy might be better under-
stood if we could properly describe the expected behavior of the brain. On
a single neuron level it is fairly well understood how the bio-electrical pro-
cesses work and can be described with the help of several different models
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such as the Hodgkin-Huxley model [9], a set of several differential equati-
ons, or simple Poisson processes that just model random spiking behavior.
Using functional magnet resonance imaging (fMRI) the complete brain’s
activity can be observed. By measuring the amount of oxygen carried by
the blood to different brain regions the general level of activity within each
region can be estimated and conclusion may be drawn towards which regi-
ons are active when processing certain tasks [11].
On a multi-cellular level however a lot of discussion is still going on. Sin-
ce Hebb’s seminal work [4] it is commonly agreed that neuronal behavior
is organized in groups of neurons working together. One focus in neural
assembly research nowadays is how these assemblies exhibit themselves.
Some favor that the hypothesis that neurons encode information and com-
municate with each other by (nearly) exact, single spikes. Others that the
frequencies used within so-called bursts (spontaneous increases of the fi-
ring rate of a single neuron) is the true encoding scheme. Within this work
we will consider the spike time hypothesis [14] which states that the nearly
exact emission of single spikes is the carrier of information.
Within this hypothesis we still have to deal with several obstacles such as
temporal imprecision and selective participation. The first describes im-
precisions that might arise from the measurement or the biological process.
Spikes that should be considered coincident might not appear at exactly the
same time. The measurement devices sampling frequency might not al-
low such high precision or due to different distances between participating
neurons to their nearest electrodes spikes exceed the detection threshold at
slightly different times. On the other hand, the biological process produ-
cing the spikes cannot be expected to be such perfectly synchronized that
we actually see two neurons emitting a spike at exactly the same time (on
a nanoseconds scale). This problem can be coped with by not considering
spikes as singular event but by rather treating them as intervals in which
two spike may be considered synchronized [1].
The second obstacle is much more difficult to handle. Selective participati-
on means that for every assembly activation not every neuron that belongs
to this assembly takes part in the coincidence. The reason for this most
certainly lies in the underlying biological process. Neurons need to accu-
mulate a certain amount of neurotransmitters in their cell body to be able
to emit a spike at all and so, after each activation they need some time be-
fore they are able to emit the next spike. If a neuron fired randomly just
before the assembly activation, it might not yet be available for another
activation and thus miss the coincidence. Seeing this effect and how strong
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Figure 1: Two sets of spike trains, the left contains only random noise while the right
contains an ensemble of 20 neurons. Upon visual inspection both are indistinguishable.
it influences the outcome of assembly detection will be one focus of our
evaluation in Section 5.
With the current advancement in neural recording technology it is possi-
ble to gather the membrane potentials of many (in the order of hundred)
channels in parallel at once. Each recorded channel undergoes a process
called spike sorting during which single spikes are detected and assigned
to individual neurons. Since a single electrode might be influenced by the
membrane potentials of several neurons packed close together this step is
necessary for the following analysis. The same holds true for one neuron
possibly influencing more than one electrode at the same time but to a
much lesser effect due to the spacing of the electrodes and the relative si-
ze of neuronal cells. After the spike sorting we have a set of neurons that
ought to be present in the vicinity of the recording area, and each neuron
can be associated with what is called a spike train. This is essentially an
ordered set of time indices that identify individual spikes. A set of such
spike trains originating from a recording of the same multi-electrode array,
started at exactly the same time is called parallel spike train. See Figure 1
for an example of two sets of parallel spike trains – one containing only
noise and the other a small ensemble.
Such a spike train Ti can be formally denoted as
Ti = {t|Neuron i fires at time t}
and T is the set of all Ti, 0 ≤ i < n.
An assembly A ⊂ T is a set of neurons (or spike trains) which exhibits
more coincident spikes than what we would expect to see if they were in-
dependent of each other – according to the spike time hypothesis. Simply
enumerating all subsets of T and testing them for the number of coinci-
dences (e.g. with a χ2 test) is a valid yet infeasible approach. With only
100 spike trains 2100 ≈ 1.27 · 1030 sets would have to be checked. An algo-
rithm checking all possible combinations would roughly need three million
Proc. 24. Workshop Computational Intelligence, Dortmund, 27.-28.11.2014 157
times longer than the age of our universe – and this only if it were able to
check a million subsets within each second. For obvious reasons a more
efficient way of finding assemblies is needed.
What we propose in this paper is the combination of an existing method
for answering for a single spike train whether it belongs into an assembly
or not [7] and semi-supervised support vector machines (S3VM) [5], an
extension of the well-known support vector machine [17]. By labeling the
initially unlabeled data with the help of an oracle we will become able to
train either an SVM or an S3VM to classify the remaining, unlabeled data.
Thus we are able to remove those spike trains that do not belong to any
assembly and identify the assembly structure of the other spike trains.
The rest of the paper will be structured as follows. Section 3 gives a brief
overview over existing assembly detection algorithms. Section 4 will des-
cribe our approach which will be evaluated in Section 5. In the final section
we will discuss the results and present some options for future research.
3 Related Work
3.1 Neural Assembly Detection
Algorithms for detecting neural assemblies date back to at least [?] in
which a first algorithmic way of coping with the combinatorial explosi-
on problem is presented. Instead of testing all possible subsets for their
assembly validity a greedy search scheme is developed where every pair
of spike trains (properly binned into 1ms long bins) are tested with a χ2
test for independence. The events used are retrieved from the spike train
data such that a bin contains a 1 if there was at least one spike in that bin.
If the result of the χ2 test exceed a user defined significance level the spike
trains involved are merged such that only those bins contain a 1 that con-
tained a 1 in both spike trains (a bit-wise AND). The participating spike
trains are then removed and replaced by the spike train resulting from the
merge. Iteratively repeating this process leads to hopefully all assembly
neurons being merged into a single spike train and all the assembly activa-
tions being the only 1 left.
A similar result can be obtained when viewing each time bin as a tran-
saction and each neuron as an item. Then frequent item set mining based
approaches can be used to identify the assembly structure. Here it has to
be remarked that it is not sufficient to just report the maximal sets since a
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single neuron might randomly be active while the assembly was active (an
effect that is increased with increasing time bin width) which will lead to
spurious assemblies.
All the above mentioned methods aim at directly identifying the assembly
structure. This is probably one of the hardest tasks in assembly detection.
The simplest one would be answering whether there is (at least) one assem-
bly present at all. For a binned spike train this can be done by analyzing the
distribution of activity patterns [12, 16], i.e. the distribution of how often
a certain number of spike trains were active at the same time. Since the
activation of a single neuron could be seen as a Bernoulli experiment we
can estimate the distribution of these activations from the individual or the
average firing rates under the assumption that all spike trains are indepen-
dent of each other. If the deviation from the expected Bernoulli distribution
is too high, we can assume that our assumption that all spike trains were
independent of each other is wrong.
Building on that method we can define a relatively reliable and simple
test for individual spike trains [2]. If we replace a single spike train by a
new, randomly generated one with exactly the same number of spikes, the
distribution should not change that much, if the replaced spike train was
truly independent. If, however, the distribution changes significantly then
we probably removed a spike train that belonged to an assembly.
This approach is similar to the set of methods implemented in the NAss
library [6]. They selectively keep certain statistical properties of a spike
train (like the number of spikes or the inter-spike interval distribution) whi-
le purposely destroying other properties. By doing so they can test if the
newly generated spike train exhibits the same pattern as the original spike
train. Whenever the same (or an even more extreme) pattern is observed it
serves as an indicator for the randomness of the original pattern. The frac-
tion of such patterns observed over the total number of trials can be seen
as some kind of empirical p-value. With that in mind we can use this class
of algorithm as an oracle in an active learning scenario.
4 Assembly Identification
In machine learning we can distinguish between unsupervised and super-
vised learning [13, 8]. While the first knows nothing about the data other
than the data itself in supervised learning the data is labeled, i.e. there is
a class label present which is often the target value that the learner should
become able to predict for unlabeled data. However, obtaining labels for
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data can be an expensive task which so that we do not have labels for all
data points. The classical setting would be to only use the labeled instan-
ces and neglect any knowledge about the unlabeled data. The structure of
the unlabeled instances might still give us some clues about the class la-
bel distribution. This can be accounted for with S3VM [5]. They introduce
another term into the objective function of the standard SVM and can use
the information available from the location of the unlabeled instances as
well. This sort of experiment is also called optimal experimentaldesign.
On the other hand, simply querying more labels might be enough to train
a normal SVM to solve the problem.
We therefore have to options to identity assembly neurons:
1. We use an SVM and neglect all knowledge about the structural in-
formation that might be available from the unlabeled points.
2. We use an S3VM and use the structural knowledge to see if we be-
nefit from it.
For the training process we use the NAss library1 [7] as an oracle for ob-
taining labels in the transductive learning process. Since initially all spike
trains are unlabeled (in contrast to the usual semi-supervised learning sce-
nario), we randomly query spike trains until we have seen at least two
different labels. All points that have been labeled so far are then used for
training a support vector machine while the unlabeled points are omitted.
The SVM uses an RBF kernel. After the initial training we query another
ten additional points and re-train the SVM with the new set of labeled data
(each time exactly one additional point). The point to be queried is now
not chosen randomly anymore but instead we use a principle called uncer-
tainty sampling. According to this the point which is supposed to be the
most informative next point is the point for which the current prediction is
the least certain, i.e. the point which lies closest to the decision bounda-
ry. For each unlabeled point we thus calculate the distance to the decision
boundary and query the oracle for a label of that point.
Since spike trains themselves are not points in a metric space, directly cal-
culating neither the distance between two trains nor the distance to a what-
soever natured decision boundary is simple in the first place. From [1] we
already know that extending distance measures for binary vectors to spike
trains can be a promising way to transform spike trains into points in a
metric space. Such a transformation would be loss-less if we were to map
1Obtainable at www.borgelt.net/nass.html
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Figure 2: Metric representation of a set of 100 spike trains. Two assemblies are present
(top left, top right corner) which can be clearly distinguished from the noise (bottom
center).
the spike train from T , |T | = n onto Rn−1. However, since most of the
spike trains might be considered noise anyways, a mapping onto a much
lower-dimensional space is still suitable. In [1] two dimension are shown
to be sufficient in most cases.
The first step for analyzing the spike trains is therefore calculating the di-
stance matrix using dDice =
n10+nn01
2n11+n10+nn01
[3]. The resulting two-dimensional
representation of spiek trains ideally looks like the on depicted in Figure 2.
For this initially completely unlabeled data we query the oracle until we
received two different class labels and with this data we can train either the
SVM or the S3VM. The results of this training can be seen in Figure 3. We
can already see that the structural information available to the S3VM helps
it to initially get the right classification while the SVM misclassifies one
point of this fairly easy data set.
Especially if more than one assembly is present in the data, it is likely that
the learner distinguishes between one assembly and the remaining points.
So we need more class labels. Querying the oracle another time and re-
training the learners yields the results visible in Figures 5 and ??. Please
note that the order of queried points is different because different points lie
closer to the decision boundary in each of the two training phases.
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Figure 3: Decision boundary and classification results for SVM (left) and S3VM (right) af-
ter querying only labels from two data points (star and hexagonal shapes). SVM misclas-
sifies a complete group of points and a single point from the other group.




































Figure 4: Training results of the SVM learner after querying additional labels. For each
plot a single additional label has been queried.
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Figure 5: Training results of the S3VM learner after querying additional labels. For each
plot a single additional label has been queried.
As we can see, both methods are able to distinguish between the two clas-
ses (assembly and non-assembly) easily after the first extra label has been
queried after the initial training. This is partially due to the extremely easy
structure present here and might not always be the case.
In the next Section we will evaluate both strategies (SVM and S3VM) in
different problem setting (with varying number of assemblies, assembly
neurons and different settings for selective participation).
5 Evaluation
We evaluate our proposed method on synthetically generated data. This
way we can ensure that certain properties we are looking for are really
contained within the data. Since there is still dispute on how neurons en-
code information and no one knows for sure if what we are looking for
is actually contained in real spike trains, in silico analysis gives us some
kind of control over the data. We can generate large amounts of data sets
with various different settings and can therefor give some boundaries un-
der which our method works well and to what degree the results can be
trusted.
The model we chose for generating spike trains is a simple Poisson pro-
cess. The inter-spike intervals are drawn from an exponential distribution
with its only parameter being the firing frequency of the neuron to be mo-
deled. Neurons modeled this way will exhibit solely background noise fi-
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ring containing no information at all. Whether such neurons actually exist
is debatable. It is more likely that due to the measurement some assemb-
lies might not be covered completely and thus some neurons that belong to
incompletely covered assemblies appear to show only random noise.
Neurons that form an assembly are modeled in a slightly different way.
For such neurons we model the background firing with one Poisson pro-
cess and the coincidences shared by the assembly by another (mother)
process which is also a Poisson process. Combining both the individual
background processes and the mother process into a single spike train still
yields a Poisson process with increased firing rate. By carefully adjusting
the background firing rate, we can model a neuron that belongs to any
number of (overlapping) assemblies. For our tests here we ensure that each
neuron belongs to at most one assembly. Points are copied into the back-
ground firing process with a certain probability (usually 1.0, 0.8 or 0.6) to
model selective participation.
To obtain the initial set of labels, we query the oracle for random points un-
til we obtained two different labels. After the training of the initial SVM we
calculate the classification accuracy using the Adjusted Rand Index [10].
We do so for the initial SVM as well as for ten subsequent queries (the
same for S3VM).
To show that our method is capable of detecting the assembly neurons
with high precision in difficult cases, we test it in different scenarios. All
setups have in common that there are always 100 spike trains present and
all neurons have a fixed firing rate of 20Hz. The assembly activity will
be specified by the number of shared coincidences – not by an actual fi-
ring rate. Thus fluctuations arising from the stochastic process generating
the spike trains are minimized, i.e. there is no variation in the number of
coincidences. For a large number of coincidences the distinguishing me-
rely matters but for low coincidence rates such variations might lead to
(significantly) different results. All spike trains have been simulated over a
period of 3 seconds with 15 shared coincidences if not stated otherwise.
6 Conclusion and Future Work
In this paper we have presented how active learning in combination with
(semi-) supervised learning can be used to identify neural assemblies. The
results show that unsurprisingly the best results can be achieved when the
assemblies present in the data are quite large and no selective participation
has to be considered. What is more surprising is the fact, that the S3VM
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Figure 6: Classification accuracy measured using the Adjusted Rand Index for an S3VM
classifier for a single assembly of 10 neurons with copy probability 1.0.








Figure 7: Classification accuracy measured using the Adjusted Rand Index for an S3VM
classifier for two assemblies of 20 neurons each with copy probability 0.6.
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Figure 8: Classification accuracy measured using the Adjusted Rand Index for an S3VM
classifier for two assemblies of 20 neurons each with copy probability 0.8.











Figure 9: Classification accuracy measured using the Adjusted Rand Index for an S3VM
classifier for two assemblies of 20 neurons each with copy probability 1.0.
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Figure 10: Classification accuracy measured using the Adjusted Rand Index for an SVM
classifier for a single assembly of 10 neurons with copy probability 0.8.








Figure 11: Classification accuracy measured using the Adjusted Rand Index for an SVM
classifier for a single assembly of 10 neurons with copy probability 1.0.
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Figure 12: Classification accuracy measured using the Adjusted Rand Index for an SVM
classifier for a two assemblies of 10 neurons each with copy probability 1.0 but only 10
coincidences shared.








Figure 13: Classification accuracy measured using the Adjusted Rand Index for an SVM
classifier for a two assemblies of 10 neurons each with copy probability 1.0 but only 10
coincidences shared.
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Figure 14: Classification accuracy measured using the Adjusted Rand Index for an SVM
classifier for two assemblies of 20 neurons each with copy probability 0.6.








Figure 15: Classification accuracy measured using the Adjusted Rand Index for an SVM
classifier for two assemblies of 20 neurons each with copy probability 0.8.
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Figure 16: Classification accuracy measured using the Adjusted Rand Index for an SVM
classifier for two assemblies of 20 neurons each with copy probability 1.0. Here you do
not see any boxplots because for every step in the training phases the classification result
was absolutely flawless and thus all scores are 1.0
has a lower accuracy when compared to a SVM. Especially with lower
copy probabilities, the groups of points move closer together. The addi-
tional structural information paired with the relatively high similarity bet-
ween noise and single assembly neurons may confuse the S3VM. Maybe
the querying strategy (uncertainty sampling) is not suitable for the training
process in such cases since it will never try to validate existing, establis-
hed boundaries. And finally the oracle used might be the culprit. Though
the NAss library reports p-values for each neuron analyzed, we only ac-
cept a p-value of less than 0.0001 as indicator for an assembly class label.
Especially when the number of coincidences becomes low (due to the low
copy probability) the chance to observe similar patterns increases. Here
some additional work might be needed to find out which p-values are still
acceptable without getting too many false positive results.
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Abstract
Using benchmark problems to demonstrate and compare novel meth-
ods to the work of others could be more widely adopted by the Compu-
tational Intelligence (CI) community. For this task, this article presents
the electro-mechanical throttle as a benchmark problem in nonlinear sys-
tem identification. Electro-mechanical throttles are standard components
in Diesel and Otto combustion engines and are therefore widespread de-
ployed. To obtain robust low-cost components, construction is kept simple.
This results in significant friction and other nonlinear effects. This article
describes the technical system and the modeling tasks. The two signals of
the benchmarking data sets are introduced: a multisine and a "quasi" am-
plitude modulated pseudo random step signal for identification and model
validation, respectively. Assessment criteria for model performance are
defined. Results for two well know techniques of nonlinear system iden-
tification namely Piecewise Affine (PWA) modeling and Takagi-Sugeno
(TS) fuzzy modeling are presented and compared.
1 Introduction
The use of bench mark problems allows engineers, researchers and scien-
tists to compare the performance of their developed methods to the state-
of-the-art methods. However, such comparisons are rarely made due to
the lack of sufficient insight into methods other than the own research
focus. This problem can be circumvented if benchmark problems are
adopted more widely such that one can retrieve competing results from
literature without having to become an expert in other methods. In fact,
well-established benchmark problems are available for problems such as
classification, control and modeling, to name a few. The objective of this
article is to present an electro-mechanical throttle as a new benchmark
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problem for system identification of nonlinear dynamic systems with fric-
tion and to promote a wider adoption for comparing alternative CI methods
on throttles.
Continuous advancement of modern automobiles demands to develop ef-
ficient engine management systems to increase fuel efficiency and reduce
emissions. Accurate models of associated actuators are thus required for
operations like Hardware-in-the-Loop (HiL) simulation, model based con-
trol, or fault detection. Electro-mechanical throttles, one of the impor-
tant mechatronic components of engine management systems, are used
primarily for maintaining air-fuel ratio and combustion temperature at a
prescribed level. However, the presence of friction, the nonlinear spring
characteristic, and the mechanical hard stops hamper their accurate model-
ing. These nonlinearities mainly include the effects of dead zone, hystere-
sis and saturation.
Nonlinear models of throttles based on the first principles and semi-auto-
mated modeling techniques have been proposed in the literature, cf. [1],[2].
Modeling based on first principles alone cannot take into account the com-
plex state dependent friction effects and manufacturing imperfections. The-
refore, in order to obtain a mathematical model that best describes the un-
derlying complex dynamical behavior, estimating a model based on the
techniques of system identification can be more effective. This technique
has the ability to provide a mathematical framework that can incorpo-
rate various uncertainties in the observed data sets for identification and
test. In this connection, Vasal et al. [4] proposed a PieceWise AutoRe-
gressive eXogenous (PWARX) model based on K-means Clustering and
Multi-category Robust Linear Programming (MRLP). By taking into ac-
count of different operating regions of a throttle valve and using the tech-
niques of classification and linear identification, Lebbal et al. [3] developed
a model in which nonlinearities were considered as additive unknown in-
puts. Ren et al. [5] developed a computationally efficient PWA model
by utilizing K-means clustering and Multi-category Support Vector Ma-
chine (M-SVM). The model was first trained for serial-parallel evaluation
and was succeedingly optimized for parallel evaluation using the simplex
method/algorithm.
Since, the accuracy of an estimated model depends heavily on the data,
it is crucial to design efficient experiments and thus to obtain informative
data sets. This article provides details of a proposed benchmark problem
for nonlinear system identification. The used data sets are provided with
free access on the web page of the German technical committee on Com-
putational Intelligence [6]. As examples, this article contains two models
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that are identified using the benchmark data: At first a TS fuzzy model
and secondly a PWA model. The PWA model was developed by Ren et.
el [5]. The rest of this article is organized as follows: Section 2 presents
some typically used assessment criteria for the modeling performance. A
technical description of electro-mechanical throttle is provided in Section
3 along with a brief task description. The proposed data set for benchmark-
ing is presented in Section 4. The identification approach for TS modeling
is discussed in Section 5. Section 6 provides experimental results obtained
with TS and PWA models. Finally, a brief conclusion is drawn in the last
section.
2 Assessment criteria for model performance
Most commonly, the approximation/prediction error is used as assessment
criterion for model performance. Most significant is the result for vali-
dation/test rather than for the training data. Many different criteria are
proposed as e.g. sometimes the worst case and sometimes the average de-
viation maybe more important. In case of benchmark problems, it is rec-
ommended to report a few widely accepted criteria such as the following
ones, see [7] for a more complete overview. Given N data sets where y(k)
is the output of a system and ŷ(k) the corresponding output of the model,
this could be the maximum absolute error (MaxAE)
JMaxAE = Jmax = max
1≤k≤N
|y(k)− ŷ(k)|, (1)















It is important to differentiate between one-step-ahead and recursive model
evaluation: In the first case measurements available until present time k are
Proc. 24. Workshop Computational Intelligence, Dortmund, 27.-28.11.2014 175
used to predict the output ŷ(k + 1) one-step-ahead into the future
ŷ(k + 1) = f(y(k), . . . , y(k − ny), u(k − τ), . . . , u(k − τ − nu)), (4)
where ny and nu, respectively, is the number of lagged terms considered,
τ a discrete dead-time, y(k) ∈ R and u(k) ∈ R represents the output and
input of a Single-Input-Single-Output (SISO) system at the k-th instant and
ŷ(k+1) is the model prediction for the (k+1)-th instant. In a second case,
lagged predictions are used as model inputs instead of measured data:
ŷ(k + 1) = f(ŷ(k), . . . , ŷ(k − ny), u(k − τ), . . . , u(k − τ − nu)). (5)
Good recursive model evaluation results are more difficult to achieve than
good one-step-ahead predictions.
3 Electro-mechanical throttle
Figure 1 shows a technology scheme of a throttle. This mechatronic system
consists of DC motor, gear box, return spring and throttle plate integrated
in metal housing. A potentiometer is used to measure the plate’s rotational
position ψ(k) that can take values between 10◦ (fully closed) and 90◦ (fully
open), which is considered as the output y(k). The motor supply is a pulse
width modulated signal. Its duty cycle (in %) is the system input u(k). In
theory, a physical model can easily be derived for this process. In practice
however, the friction can e.g. be state-dependent, the spring may have
nonlinear characteristics, and some parts may be made of plastics such that
deformations may occur. In addition, physical properties such as inertias
or spring characteristics are typically not known. A test stand that has
been used for collecting data for identification and validation is illustrated
in figure 2.
Figure 1: Electro-mechanical throttle
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Box for H-Bridge Board
NI-Hardware
Electro-mechanical Throttle PC (LabVIEW)
Power Supply Device
Figure 2: Test stand [2]
Filtered measurement data are recorded with T0 = 10 ms from a stan-
dard automotive throttle in a laboratory setup without load (see figure
2). The data sets, which are publically available at [6] for benchmark-
ing, consist of a multisine data set (NIDENT = 10000) for identification
and a "quasi" amplitude modulated pseudo random step (QAMPRS) data
set (NTEST = 2500) for validation. An anti-aliasing filter having cutoff fre-
quency adjusted according to the Nyquist criterion was used to pre-process
the data before sampling. Using this data, a parsimonious dynamical pro-
cess model for simulation purposes is to be identified.
4 Proposed data sets for benchmarking
The multisine signal which is used for identification is displayed in figure
3. It was designed in such a way that it keeps the throttle moving within
its operating range (between 10◦ and 90◦) for as long as possible, without
getting stuck at its hard mechanical stops at the opening and closing. The
response of the throttle for the multisine input is shown in figure 4. A brief
description of test signal design is discussed in the sequel.




ai cos(ωi · t+ φi) + uoffset, (6)
where ai, ωi and φi represents the amplitude, angular frequency and phase
shift of the i-th harmonic component, respectively, and uoffset is the offset.
The duration of the multisine signal was chosen to be 100 s, as a com-
promise between the estimation quality of model and the computational
Proc. 24. Workshop Computational Intelligence, Dortmund, 27.-28.11.2014 177
tractability. The system has an approximate bandwidth of 5 Hz (deter-
mined experimentally) and thus the upper frequency limit of the signal
was set to be this value (fmax ≈ 5 Hz). The lower frequency was selected
to be small enough to capture the friction effect in the low frequency range
(fmin ≈ 0.7 Hz). In order to reduce the nonlinear distortions, only the
prime harmonics were included in the frequency band [9]. The amplitudes
and the offset were determined experimentally considering that they should
be able to excite all important operational system characteristics as well as
to avoid staying at the mechanical hard stop limits too often. In order to
optimize the peak factor of input signal, initially the Schröder phases were
used [8]. The Schröder phases for a multisine signal having d spectral
components is given by
φ1 = 0, φi = φ1 − i · (i− 1) · π/d, 2 ≤ i ≤ d
These phases were succeedingly optimized by nonlinear optimization tech-
nique in order to minimize the peak factor. The rationale behind optimiz-
ing the peak factor of a multisine signal is that it allows to inject maximum
power into the system for the given range of input amplitudes and thus
increase the signal to noise ratio.















Figure 3: Multisine input signal for identification















Figure 4: System output for identification
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shown in figure 5. This signal was designed to test the modeling perfor-
mance of the throttle at various operating regions including the hard me-
chanical stops. It consists of a series of random pulses of different widths
ranging from the input range of duty cycle from 0 % to 100 %. The corre-
sponding output for validation is shown in figure 6.













Figure 5: Quasi pseudo input random signal for validation















Figure 6: System output for validation
5 Identification Approach
PWA and TS models have been used for the identification of the throttle
benchmark. For the details of PWA model see [5]. In the sequel, the
description of TS identification is provided.
A TS fuzzy model with multidimensional reference fuzzy sets [11] and
affine consequents were used in the proposed TS fuzzy modeling. Consid-
ering the SISO1 case, the i-th fuzzy rule of the TS fuzzy model having c
rules can be written as
Ri : IF z IS vi THEN ŷi = fi(x) (7)
1Extension to MIMO case is straightforward., e.g. see [12]
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In order to test the quality of the model, a QAMPRS signal was used as
with:
Ri: i-th fuzzy rule,
z: antecedent or scheduling variable, z = [z1, . . . , zra]
T ∈ Rra×1,
vi: i-th cluster prototype, vi = [v1,i, . . . , vra,i]
T ∈ Rra×1,
ŷi: crisp output of the i-th rule, ŷi ∈ R,
fi: affine conclusion function, fi(x) = a0,i +
∑rc
j=1 aj,ixj ,
x: consequent variable, x = [x1, . . . , xrc]
T ∈ Rrc×1.
In case of NARX nonlinear dynamic systems, z and x are usually chosen
as the vectors of lagged inputs and measured outputs, e.g., taking τ = 1,
the antecedent variable can be written as
x(k) = [u(k − 1), . . . , u(k − nuc), y(k − 1), . . . , y(k − nyc)]
T
with rc = nuc +nyc, and ŷi(k) = ŷi(x(k)). However, the input to the z and
x can be any function of lagged inputs and outputs in general. For instance,
in this research, the inputs to z are chosen to be z(k) = [u(k − 1), y(k −
1)−y(k−2)]T with ra = 2 as it will shown later. The degree of fulfillment












, ν > 1 (8)
where ν is the fuzziness parameter, and ||.||2 is the Euclidean distance
2.
The final crisp output is given as the average of outputs of the c rules ac-





Note that the MFs defined by (8) are orthogonal, i.e.
∑c
i=1 μi(z(k)) = 1.
The algorithm consists of the identification of:
1. Premise parameters, i.e. c cluster prototypes lumped into v ∈ Rcra×1,




2. c sets of consequent parameters of the local affine models lumped
into a ∈ Rc(rc+1)×1, a := [aT1 , . . . , a
T
c ]
T , where ai = [a0,i, . . . , arc,i]
T .
2other possibilities include p-norm Minkowski (p=2, Euclidean) or Mahalanobis distance
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The Fuzzy C-Means (FCM) [13] is used for the identification of the premise
structure. The cluster prototypes (vNARX) are obtained by minimizing the
objective function
vNARX := v
∗ = arg min
v










where Z is the input matrix for the antecedent part,
Z := [z(1), . . . , z(N)]T ∈ RN×ra,
and P is the partition matrix,
P := [μi(z(k))] ∈ R
c×N .
It is clear from the objective function that cluster prototypes are not ad-
justed to optimally estimate the input-output behavior of the system but to
group the data.
The consequent parameters (aNARX ∈ R
c(rc+1)×1) are estimated globally by
using the OLS method (NARX model). Denote Mi ∈ R
N×N , the diagonal
matrix having membership grades μi(x(k)) as its k-th diagonal element
with 1 ≤ i ≤ c and 1 ≤ k ≤ N . Define a matrix
Xe := [X,1] ∈ R
N×(rc+1),
where X is the input matrix for the consequent part,
X := [x(1), . . . ,x(N)]T ∈ RN×rc,
and 1 is a unitary column vector in RN×1. Moreover, define
X ′ ∈ RN×c(rc+1)
as
X ′ := [M1Xe, . . . ,McXe],
then aNARX is calculated as
aNARX = [(X
′)TX ′]−1(X ′)Ty.
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]T ∈ Rc(ra+rc+1)×1. (12)
Good evaluation properties of NOE or parallel models are important for
simulation or for long-range predictions, e.g., in the context of model-
based predictive control [14]. The matlab function lsqnonlin was used
for determining optimal cluster prototypes and local model parameters for
parallel mode evaluation. This function uses a trust-region-reflective al-
gorithm based on the interior-reflective Newton method [15],[16]. Denot-







]T . It is obtained by the minimizing the Mean Squared
Error (MSE) of NOE model as follows
θNOE := θ








The starting value of θ is chosen to be equal to θNARX.
6 Experimental Results
A piecewise affine and a Takagi-Sugeno model were chosen to have the
same general structure; both use c = 8 local models. In case of TS, the
value of fuzziness parameter is chosen to be ν = 1.1. For having a par-
simonious model, the value of c was selected based on the knee point of
JRMSE of the NOE model, after which no considerable improvement in
model performance was observed. The value of ν was selected based as
per suggestion in [10]. The antecedent/scheduling variable for partitioning
is chosen to be z(k) = [u(k − 1), y(k − 1) − y(k − 2)]T , and the local





x(k) = [u(k − 1), y(k − 1), y(k − 2)]T
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Figure 7: System and model outputs from TS and PWA





















Figure 8: System and model outputs from TS and PWA (between 18 and 20 sec.)
Figure 9: Frequency plot of residuals from recursive model evaluation for PWA (top) and
TS model (bottom) for test data set
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The major difference between PWA and TS is that the PWA model uses
crisp polytope partitions, but the TS model uses a soft partitioning with
the membership functions of fuzzy-c-means type. For the PWA model,
the Hybrid Identification Toolbox (HIT) [17] is used . First clustering is
performed in 2D space of z(k) for classification of data points, followed
by the formation of 8 polytopes in 3D space of x(k) using the technique
of Proximal Support Vector Classification (PSVC), such that they form the
partition of the entire admissible space of x(k). The number of pairwise-
adjacencies are found out to be 24 (out of total 39 polytopes). To have
a fair comparison, these adjacencies were counted only once in calculat-
ing the number of partitioning parameters of the PWA model. The model
performance obtained in recursive model evaluation is recorded in table 1.
From the table, it is obvious that in the underlying modeling scenario, the
TS model is well parsimonious in terms of number of partitioning param-
eters while providing the similar modeling performance. The responses of
TS and PWA model for the test data set are illustrated in figure 7 and figure
8. The corresponding frequency plots of the residuals on the test data set
are shown in figure 9.
Model Data set
Criteria Number of parameters
JMaxAE JRMSE JNRMSE Partitioning
Local
in ◦ in ◦ in ◦ Models
PWA
Train 3.83 1.45 0.96
68 32
Test 3.92 1.03 0.94
TS
Train 4.47 1.42 0.91
16 32
Test 3.74 1.06 0.95
Table 1: Results for recursive model evaluation of PWA and TS throttle model for training
and test data set
7 Conclusion
A wider engagement in testing and demonstrating novel methods on bench-
mark problems is a rewarding undertaking for the individual researcher and
for the community: Well-defined identification can be solved with moder-
ate efforts while permitting to compare own results with results from other
subject matter experts. For this reason, a complete example of electro-
mechanical throttle is presented in this article as a benchmark of a nonlin-
ear systems with friction. Two test signals are proposed for identification
184 Proc. 24. Workshop Computational Intelligence, Dortmund, 27.-28.11.2014
and validation and the results of modeling using PWA and TS fuzzy mod-
eling are reported in this article.
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Für die Regelung nichtlinearer Systeme werden heutzutage vorwiegend
digitale Rechensysteme (z. B. Mikrocontroller) verwendet. Hierbei wird
das zeitkontinuierliche System abgetastet und es entsteht ein zeitdiskretes,
nichtlineares Verhalten.
Auf Basis zeitdiskreter Takagi-Sugeno (T-S) Modelle kann sowohl der
Reglerentwurf als auch der Stabilitätsnachweis für abgetastete nichtlinea-
re Systeme durchgeführt werden. Um eine Übertragbarkeit der Ergebnisse
auf das Originalsystem gewährleisten zu können, muss das zeitdiskrete T-S
Modell dessen Dynamik in ausreichender Güte approximieren [1].
Ausgehend von einem zeitkontinuierlichen, nichtlinearen Modell welches
äquidistant abgetastet wird, gibt es in der Literatur verschiedene Methoden
zur Erstellung eines zeitdiskreten T-S Modells [1, 2, 3]. Eine Auflistung
und ein Vergleich der verschiedenen Methoden anhand eines Benchmark-
beispiels, mit denen ein zeitdiskretes T-S Modell für abgetastete nichtli-
neare Systeme erstellt werden kann, wurde nach dem Kenntnisstand der
Autoren bisher noch nicht veröffentlicht.
In diesem Beitrag werden drei verschiedene Methoden vorgestellt und an-
hand des Benchmarkbeispiels Inverses Pendel mit Wagen in zwei Untersu-
chungen miteinander verglichen. Als Vergleichskriterium wird die Abwei-
chung des berechneten Zustands der erzeugten zeitdiskreten T-S Model-
le nach einem Abtastschritt zu dem berechneten Zustand des abgetasteten
nichtlinearen Modells verwendet. Die erste vorgestellte Methode identifi-
ziert die T-S Modelle mit Hilfe von Datensätzen, die durch die numerische
Integration des nichtlinearen, zeitkontinuierlichen Modells über die Ab-
tastzeit erzeugt wurden. Basierend auf einem zeitkontinuierlichen T-S Mo-
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dell des nichtlinearen Systems wird in der zweiten Methode über die Zeit-
diskretisierung der einzelnen T-S Teilmodelle ein zeitdiskretes T-S Modell
erzeugt. In der dritten Methode wird zuerst das nichtlineare Modell zeitdis-
kretisiert und anschließend ein T-S Modell erzeugt. Nach der zeitdiskreten
T-S Modellierung des Benchmarkbeispiels wird in den beiden Untersu-
chungen zum einen der Einfluss der Abtastzeit, zum anderen der Einfluss
der Anzahl der T-S Teilmodelle auf den Zustandsfehler hin untersucht.
Ziel ist es, basierend auf dem Beispiel die Vor- und Nachteile der Metho-
den aufzuzeigen und somit Anhaltspunkte für die Wahl der Modellierungs-
methode zu erleichtern.
2 Einleitung
Sind die physikalischen Zusammenhänge und Parameter der Strecke be-
kannt, kann eine Modellbildung erfolgen und aus den resultierenden nicht-
linearen Differentialgleichungen ein T-S Modell formuliert werden. Bei
unbekannten oder sehr komplexen physikalischen Zusammenhängen bie-
tet sich die Erstellung des T-S Modells über eine Systemidentifikation, z.
B. anhand von Messdaten, an.
Im Folgenden wird stets angenommen, dass die Beschreibung des Systems
als zeitkontinuierliche, nichtlineare Differentialgleichung
ẋ(t) = cf(x(t),u(t)), (1)
mit dem Zustandvektor x(t) ∈ Rn und dem Eingangsvektor u(t) ∈ Rm
vorliegt und diese unendlich oft differenzierbar ist. Um später die Ver-
wechslung von zeitkontinuierlichen und zeitdiskreten Funktionen bzw. bei
T-S Modellen deren Matrizen zu vermeiden, indiziert jeweils ein hochge-
stelltes c vor dem Symbol die zeitkontinuierliche Formulierung und ein d
entsprechend die zeitdiskrete Variante.
Unter der Annahme, dass das zeitkontinuierliche System äquidistant mit
der Abtastzeit T > 0 abgetastet wird, erhält man ein zeitdiskretes, nichtli-
neares System
x[k + 1] = df(x[k],u[k]), (2)
wobei an den Abtastzeitpunkten kT mit k ∈ Z
x[k] := x(kT ) (3)
gilt.
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In technischen Systemen entspricht die Abtastung des zeitkontinuierlichen
Systems oft dem Verhalten von Haltegliedern nullter Ordnung [4], sodass
die Stellgrößen u(t) innerhalb der Abtastzeit T konstant sind und der Zu-
sammenhang
u[k] := u(t), ∀ t ∈ [kT, (k + 1)T [ (4)
gilt.
Ziel ist es nun, ein zeitdiskretes T-S Modell









mit den Matrizen dAi ∈ Rn×n, dBi ∈ Rn×m der r linearen Teilsysteme
bzw. ein zeitdiskretes T-S Modell










mit dem zusätzlichen affinen Term dai ∈ Rn zu erstellen, welches das äqui-
distant abgetastete nichtlineare System (2) im interessierenden Bereich
x[k] ∈ X ⊂ Rn, (7)
u[k] ∈ U ⊂ Rm
in ausreichender Güte approximiert. Die einzelnen T-S Teilmodelle wer-
den über die skalaren, nichtlinearen Funktionen dhi(z[k]) mit dem Prämis-
senvektor z[k] ∈ Rl im T-S Modell (5) bzw. (6) gewichtet und summiert
[5]. Die Gewichtungsfunktionen dhi (auch Fuzzy-Basis-Funktionen gen-





dhi(z[k]) ≥ 0 ∀ hi (8)
erfüllt ist. Der Prämissenvektor z[k] enthält hierbei die Zustands- und Ein-
gangsgrößen, die zur Berechnung der Gewichtungsfunktionen dhi benötigt
werden.
Für die Erstellung eines zeitdiskreten T-S Modells sind verschiedene Me-
thoden möglich, welche in Abschnitt 3 vorgestellt und in Abschnitt 4 an-
hand des Benchmarkbeispiels Inverses Pendel mit Wagen verglichen wer-
den. Abschließend werden in Abschnitt 5 die wesentlichen Punkte des Bei-
trags zusammengefasst und ein Ausblick für weitere Arbeiten gegeben.
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3 Modellierungsansätze für zeitdiskrete T-S Modelle
3.1 Zeitdiskrete T-S Modellierung über Identifikation (T-S IDENT)
Folgend wird nun eine Methode vorgestellt, welche mittels Daten ein zeit-
diskretes T-S Modell (6) identifiziert. Die Methode wird folgend im Text
als (T-S IDENT) bezeichnet. Der Ansatz ist hierbei, auf ein (analytisches)
Zeitdiskretisierungsverfahren für das nichtlineare Modell bzw. die linea-
ren T-S Teilmodelle zu verzichten und ein zeitdiskretes T-S Modell über
ein erprobtes Identifizierungsverfahren zu bestimmen.
Die meisten Methoden, die mittels Daten ein T-S Modell identifizieren,
gehen von einer stark beschränkten Anzahl an Datensätzen aus, die für die
Identifizierung des zeitdiskreten T-S Modells zur Verfügung stehen [6]. Ist
jedoch ein zeitkontinuierliches, nichtlineares Modell (2) der Regelstrecke
vorhanden, kann eine beliebige Anzahl an Datensätzen zur Identifizierung
durch numerische Integration des Modells (1) über die Abtastzeit T er-
zeugt werden. In der vorgestellten Methode wird der Vorteil eines vor-
handenen nichtlinearen Modells (1) ausgenutzt, wodurch sich die Identifi-
zierung deutlich vereinfacht und über die Parameterschätzung mittels der
Summe der kleinsten Fehlerquadrate erfolgen kann. Folgend wird die Iden-
tifizierung von zeitdiskreten T-S Modellen (6) mit affinen Termen erläutert.
Zuerst wird hierfür die Anzahl r an T-S Teilmodellen in (6) sowie die Stütz-
stellen x0,i,u0,i der Teilmodelle festgelegt. Anschließend kann die Wahl
der Gewichtungsfunktionen dhi(z[k]) und des Prämissenvektors z[k] unter
Berücksichtigung der konvexen Summeneigenschaft (8) erfolgen.
Um die für die Identifizierung notwendigen Daten zu berechnen, werden
im Bereich (7) des T-S Modells gleichmäßig verteilte Zustände x0,j und
Eingangswerte u0,j erzeugt. Die Anzahl p der generierten Datensätze
xj(kT ) = xj[k] =x0,j j = 1 . . . p (9)
uj(kT ) = uj[k] =u0,j
sollte hierbei die Anzahl r der zu identifizierenden T-S Teilmodelle in
(6) um Größenordnungen überschreiten. Anschließend wird mit Hilfe ei-
nes numerischen Integrationsverfahrens das nichtlineare, zeitkontinuierli-
che System (1) für jeden Datensatz j über die Abtastzeit T integriert, wo-
durch man den jeweils zugehörigen zeitdiskreten Zustand xj[k+1] erhält.
Die erzeugten Daten können nun zur Identifizierung des zeitdiskreten T-S
Modells verwendet werden.
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Aufgrund der einfachen Anwendung wird folgend die Methode der klein-
sten Fehlerquadrate [6] zur Bestimmung der Matrizen dAi,
dBi bzw. des
Vektors dai der r T-S Teilmodelle angewandt: Zuerst wird hierfür das zeit-
diskrete T-S Modell (6) umgeformt. Anschließend kann für jeden Daten-
satz j das T-S Modell mit












dargestellt werden. Durch die Ausführung der Summierung wird (10) in
die Form
xTj [k + 1] = ΥjΘ+ Ej (11)
gebracht, wobei die Matrix
Θ =
[
dA1, · · · , dAr, dB1, · · · , dBr, da1, · · · , dar
]T ∈ R((n+m+1)r)×n
(12)






dh1(zj[k])xj[k], . . . ,
dhr(zj[k])xj[k], (13)
dh1(zj[k])uj[k], . . . ,
dhr(zj[k])uj[k],
dh1(zj[k]), . . . ,
dhr(zj[k])
]
der Dimension Υj ∈ Rn×3r besteht aus den mit dhi(zj[k]) gewichteten
Zuständen xj[k] und Eingangswerten uj[k] für jedes der r T-S Teilmodel-
le. Der Fehlervektor Ej enthält die zu minimierende Abweichung Ej =
xTj [k + 1]−ΥjΘ.
Für die p Datensätze kann nun die Gleichung⎡
⎣xT1 [k + 1]...













aufgestellt und abschließend die Methode der kleinsten Fehlerquadrate an-






aus der die Matrizen dAi,
dBi und Vektoren
dai der T-S Teilmodelle an-
schließend extrahiert werden können.
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3.2 Zeitdiskrete T-S Modellierung über ein kontinuierliches T-S Mo-
dell (T-S K2D)
Die als T-S K2D bezeichnete Methode verwendet ein zeitkontinuierliches
T-S Modell als Zwischenschritt, um anschließend ein zeitdiskretes T-S Mo-
dell zu erzeugen. Zuerst wird in diesem Abschnitt auf die Modellierung
eines zeitkontinuierlichen T-S Modells eingegangen und darauf aufbauend
dessen Zeitdiskretisierung erläutert.







mit dem Sectornonlinearity-Ansatz [5] erstellt werden. Die Anzahl der r
linearen Teilmodelle des T-S Modells ergeben sich mit r = 2lN direkt aus
der Anzahl der lN Nichtlinearitäten, die in das nichtlineare Modell (1) ein-
gehen. Die einzelnen Teilmodelle werden über die skalaren, nichtlinearen
Funktionen chi(z(t)) mit dem Prämissenvektor z(t) ∈ Rl gewichtet und
summiert. Die Funktionen chi(z(t)) folgen direkt aus der Umformung von
(1) in (16) mit dem Sectornonlinearity-Ansatz. Innerhalb des bei der Er-
stellung gewählten Sektors entspricht das dynamische Verhalten des T-S
Modells (16) exakt dem dynamischen Verhalten des originalen, nichtlinea-
ren Modells (1) [7].
Bei komplexen Modellen mit vielen Nichtlinearitäten ist die Verwendung
des Sectornonlinearity-Ansatz oft nicht möglich. Alternativ kann in diesen





















des zeitkontinuierlichen nichtlinearen Systems (1) an ausgewählten Punk-
ten x0,i,u0,i im Zustandsraum berechnet. Um die nichtlineare Systemdy-
namik zu approximieren, ist im Allgemeinen ein zusätzlicher affiner Term
cai mit
cai =
cf(x0,i,u0,i)− cAix0,i − cBiu0,i (19)
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in den Teilmodellen zu berücksichtigen. Der Prämissenvektor z(t) ∈ Rl
enthält die l Zustands- und Eingangsgrößen, die für die Erstellung der affi-
nen Teilmodelle variiert wurden und für die Berechnung der Interpolation
zwischen den Teilmodellen benötigt werden. Die Interpolation erfolgt über





chi(z(t)) ≥ 0 ∀ hi (20)
erfüllen müssen.
Ausgehend von dem zeitkontinuierlichen T-S-Modell (16) bzw. (17) kann
eine Zeitdiskretisierung des T-S-Modells erfolgen. Im Allgemeinen muss
das gesamte zeitkontinuierliche T-S Modell zeitdiskretisiert werden, was
jedoch auf eine nichtlineare, zeitdiskrete Funktion führt und nicht auf ein
zeitdiskretes T-S Modell gemäß (5) bzw. (6).
Unter der Annahme, dass die Zeitableitungen der Gewichtungsfunktionen
cḣi(z(t)) ≈ 0 i = 1...r (21)
vernachlässigbar klein sind, können die einzelnen linearen bzw. affinen
Teilmodelle unabhängig voneinander zeitdiskretisiert werden. Die zeitdis-
kreten Matrizen lassen sich mit den aus der linearen Regelungstheorie be-
kannten Zusammenhängen
dAi =e
cAiT i = 1...r (22)
dBi =(e
cAiT − I) cA−1i cBi
dai =(e
cAiT − I) cA−1i cai
analytisch berechnen, sofern det(cAi) = 0 ist [4]. Andernfalls kann durch















angenähert werden [4]. Die Zahl N bestimmt hierbei den Abbruchfehler
der Reihenentwicklung S und somit die Genauigkeit der Matrizen dAi,
dBi und Vektoren
dai.
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Abschließend werden die zeitkontinuierlichen Gewichtungsfunktionen
durch zeitdiskrete ersetzt, sodass
dh(z[k]) = ch(z(kT )) ∀t ∈ [kT, (k + 1)T [ (25)
gilt.
Es wird abschließend nochmals darauf hingewiesen, dass der aufgezeigte
Ansatz zur Erzeugung eines zeitdiskreten T-S Modells nur durchgeführt
werden darf, wenn die Annahme zutrifft, dass die Zeitableitung cḣi(z(t))
vernachlässigbar gering ist, was oftmals nur bei kleinen Abtastzeiten der
Fall ist.
3.3 Zeitdiskrete T-S Modellierung über die Zeitdiskretisierung des
nichtlinearen Modells (T-S NL2D)
Bei dem Ansatz T-S K2D wird zuerst aus dem zeitkontinuierlichen nicht-
linearen Modell ein zeitkontinuierliches T-S Modell erstellt, welches an-
schließend zeitdiskretisiert wird. Alternativ zu der Methode T-S K2D kann
jedoch auch zuerst das nichtlineare Modell (1) zeitdiskretisiert (siehe z.B.
[3]) und aus der resultierenden zeitdiskreten nichtlinearen Funktion ein
zeitdiskretes T-S Modell erstellt werden. Diese als T-S NL2D benannte
Vorgehensweise, wird nun näher erläutert.
Zuerst erfolgt auch bei dieser Methode eine Rasterung des Zustandsraums,
sodass die Zustände x0,i und die Eingangswerte u0,i, an denen ein zeitdis-
kretes T-S Teilmodell berechnet werden soll, festgelegt sind.
Die anschließende Zeitdiskretisierung des nichtlinearen Modells (1) kann
durch beliebige Zeitdiskretisierungsverfahren wie z. B. Euler, Heun oder
eine Lie-Reihe [3, 8], erfolgen. Zur Bestimmung der Matrizen dAi,
dBi
und Vektoren dai sind die Jacobi-Matrizen der mit den Zeitdiskretisie-
rungsverfahren berechneten Funktion notwendig. Neben Finite-Differen-
zenverfahren zur numerischen Approximation der Jacobi-Matrizen existie-
ren eine Vielzahl weiterer Verfahren (siehe [8, 9]) mit denen die Jacobi-
Matrizen mit hoher Genauigkeit berechnet werden können. Folgend wird
beispielhaft die Berechnung der Jacobi-Matrizen und somit der Matrizen
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mittels eines numerischen Integrationsverfahrens [8] gezeigt. Auf eine aus-
führliche Erläuterung und Herleitung von (26) wird auf [8] verwiesen. Um
neben dAi auch die Matrix
dBi berechnen zu können, muss der Ansatz
von [8] erweitert werden. Hierzu wird basierend auf (3) die Eingangsgrö-
ße u als Konstante über den Integrationszeitraum T mit ddτu = 0 in die
Differentialgleichung aufgenommen. Der erste Spaltenvektor ξ0 mit
ξ0,x(t) := x(t), ξ0,u(t) := u(t) (27)
in der Differentialgleichung (26) beinhaltet hierbei den Zustandsvektor so-
wie die über den Integrationszeitraum konstanten Eingänge von (1). Für
die Berechnung der Matrizen dAi und
dBi werden q = n+m Spaltenvek-




ξ1(t) ξ2(t) . . . ξq(t)
]
(28)
zusammengefasst. Die Anfangswerte für die numerische Zeitintegration
müssen zu



























Das Ergebnis der Integration über die Abtastzeit T liefert neben dem nu-
merischen Ergebnis der unbekannten Flussfunktion
df(xi,0,ui,0) =ξ0,x(T ) (31)
auch die Jacobi-Matrix
X T (xi,0,ui,0) =
[
ξ1(T ) ξ2(T ) . . . ξq(T )
]
(32)
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für die Abtastzeit T , über die sich die Matrizen dAi und






= X T (xi,0,ui,0) (33)
bestimmen lassen. Der affine Term für das T-S Teilmodell wird anschlie-
ßend mit
dai = ξ0,x(T )− dAixi,0 − dBiui,0 (34)
berechnet.
Die Form der Gewichtungsfunktionen dhi(z[k]) kann nun für die zeitdis-
kreten T-S Teilsysteme unter Berücksichtigung der konvexen Summenei-
genschaft (8) frei gewählt werden.
Die erläuterte Methode bietet den Vorteil, dass keine Annahmen bzgl. der
Zeitableitungen der Gewichtungsfunktionen getroffen werden müssen.
4 Vergleich der Modellierungsansätze
Die in den vorangegangen Abschnitten erläuterten Vorgehensweisen zur
Erstellung eines zeitdiskreten T-S Modells sollen nun anhand des nicht-
linearen Benchmarkbeispiels Inverses Pendel mit Wagen untersucht und
verglichen werden. In zwei unterschiedlichen Vergleichsstudien wird zum
einen bei einer fixen Anzahl an T-S Teilmodellen die Abtastzeit T vari-
iert und zum anderen wird bei einer fixen Abtastzeit T die Anzahl der r
Teilmodelle variiert. Untersucht wird jeweils der Einfluss auf den Appro-
ximationsfehler der zeitdiskreten T-S Modelle.
Als Approximationsfehler wird hierbei, ausgehend von gleichen Anfangs-
werten x[k] = x(kT ), die Abweichung des Zustands x[k + 1] von dem
des mittels numerischer Integration berechneten Zustands x((k+1)T ) des
nichtlinearen, zeitkontinuierlichen Modells betrachtet. Der Approximati-
onsfehler setzt sich aus Fehlern, die bei der Zeitdiskretisierung und durch
die T-S Modellierung selbst entstehen, zusammen.
Um die T-S Modelle in den jeweiligen Untersuchungen vergleichen zu
können, werden V = 500 Zustände xv[0] = xv(0) im Bereich (7) mit
zufälliger Verteilung erzeugt. Für jeden Zustand wird anschließend das
nichtlineare, zeitkontinuierliche Modell über die Abtastzeit T numerisch
integriert. Der Approximationsfehler wird bestimmt durch die Differenz
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zwischen dem Zustand xv[1] der zeitdiskreten T-S Modelle und dem Zu-






|xv[1]− xv(T )|2 (35)
mit der 2-Norm des Approximationsfehlers wird anschließend für alle N
Zustände eine Fehlersumme zur Beurteilung der Approximationsfehler der
T-S Modelle berechnet. Zusätzlich wird jeweils auch das zeitkontinuierli-
che T-S Modell simuliert und mit in die Auswertung aufgenommen um un-
terscheiden zu können, welcher Anteil des Approximationsfehler aus der
Approximation durch die T-S Modellierung an sich entsteht und welcher
Anteil der Zeitdiskretisierung zuzuordnen ist.
Sämtliche Berechnungen werden mit MATLAB umgesetzt, als numerisches
Integrationsverfahren wird der Solver ODE45 von MATLAB verwendet.
4.1 Benchmarkmodell Inverses Pendel mit Wagen
Für den Vergleich der Methoden wird das Benchmarkbeispiel Inverses
Pendel mit Wagen verwendet. Eine schematische Skizze des modellierten
Aufbaus ist in Bild 1 zu sehen. Die Position und Geschwindigkeit des Wa-
gens wird mit dem Symbol x und ẋ angegeben und der Winkel sowie die
Winkelgeschwindigkeit des Stabes mit ϕ bzw. ϕ̇ gekennzeichnet. Der Win-
kel ϕ = 0 entspricht hierbei der oberen instabilen Ruhelage des Pendels.
Es wird angenommen, dass sowohl das Pendel mit der Konstanten dϕ als
auch der Wagen mit dx viskos gedämpft sind. Die auf den Wagen wirkende
Kraft wird mit Fc(t) = kmVm berücksichtigt, wobei Vm der Klemmenspan-
nung des Motors und km der Motorkonstanten entspricht. Mc und Mp sind
die Massen des Wagens bzw. des Pendels. Das Trägheitsmoment des Pen-
dels wird mit 4/3Mpl
2
p als das eines dünnes Stabes um das Pendelgelenk
angenommen. Die halbe Pendellänge wird mit lp gekennzeichnet.
Nach der Modellierung mittels des Newton-Euler- oder Lagrange-II-For-
malismus, erhält man die nichtlinearen, zeitkontinuierlichen Bewegungs-
gleichungen (36). Mit dem Zustandsvektor x(t) = [x, ẋ, ϕ, ϕ̇]T und dem
Eingang u(t) = Vm lassen sich die Gleichungen in der Form (1) darstellen.








Bild 1: Inverses Pendel mit Wagen [7].
Tabelle 1: Modellparameter
Größe Parameter Einheit
Eingangskonstante km = 1.723
N
V
Wagenmasse Mc = 9.4 · 10−1 kg
Pendelmasse Mp = 2.30 · 10−1 kg
halbe Pendellänge lp = 3.302 · 10−1 m
Viskose Dämpfung des Pendels dϕ = 2.4 · 10−3 N·m·srad
Viskose Dämpfung des Wagens dx = 7.724
N·s
m
Erdbeschleunigung g = 9.81 ms2
ẍ =
4Vmkmlp − 4dxlpẋ− 3dϕϕ̇ cos(ϕ)− 4Mpl2pϕ̇2 sin(ϕ)




lp(4Mc + 4Mp − 3Mp cos(ϕ)2)
,
ϕ̈ =−
3(Mc +Mp)dϕϕ̇− 3VmkmMplp cos(ϕ)− 3M 2pglp sin(ϕ)






2 cos(ϕ) sin(ϕ)− 3McMpglp sin(ϕ)
Mpl2p(4Mc + 4Mp − 3Mp cos(ϕ)2))
Die verwendeten Modellparameter sind in Tabelle 1 zusammengefasst und
entsprechen einem am Lehrstuhl vorhandenen Versuchsaufbau.
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4.2 Untersuchung des Einflusses der Abtastzeit T
Zuerst wird der Einfluss der Abtastzeit auf den Approximationsfehler des
jeweiligen T-S Modells hin untersucht. Für die Erstellung der T-S Modelle
werden für die drei Methoden T-S IDENT, T-S K2D und T-S NL2D die
gleiche Anzahl r an T-S Teilmodellen und die gleichen Stützstellen x0,i,
u0,i verwendet.
Da das zeitkontinuierliche Modell des inversen Pendeles mit Wagen le-
diglich Nichtlinearitäten in Abhängigkeit von ϕ und ϕ̇ besitzt, werden die
Stützstellen der T-S Teilmodelle mit je 9 Stück für den Winkel ϕ und 9
für die Winkelgeschwindigkeit ϕ̇ festgelegt, sodass sich insgesamt r = 81
T-S Teilmodelle ergeben. Die Stützstellen werden hierbei äquidistant im
Intervall
ϕ ∈ [−60◦,+60◦] (37)
ϕ̇ ∈ [−200◦s , 200◦s ]
um die obere, instabile Ruhelage verteilt.
Für die Interpolation zwischen den T-S Teilmodellen werden Dreiecks-
funktionen verwendet, sodass die Gewichtungsfunktionen dh(z(kT )) be-
kannt sind. Da der Einfluss der Abtastzeit T auf den jeweiligen Approxi-
mationsfehler untersucht werden soll, werden mit jeder der drei Methoden
T-S Modelle mit verschiedenen Abtastzeiten T erzeugt. Folgend werden
jeweils die Modellierungsschritte und Annahmen erläutert, die für die An-
wendung der jeweiligen Methoden auf das Benchmarkmodell notwendig
sind.
Die ersten zeitdiskreten T-S Modelle für verschiedene Abtastzeiten T wer-
den mit der Methode T-S IDENT erzeugt. Für die Identifizierung werden
p = 20000 Zustände x0,j per Zufall in dem gewünschten Gültigkeitsbe-
reich des zu erstellenden T-S Modells generiert. Anschließend erfolgt für
jeden Zustand x0,j als Anfangswert xj(0) eine Integration des nichtlinea-
ren, kontinuierlichen Modells mit einem numerischen Integrationsverfah-
ren über die Abtastzeit T . Basierend auf den Integrationsergebnissen xj(T )
und den Anfangswerten xj(0) erfolgt die Identifikation der r = 81 zeitdis-
kreten T-S Teilsysteme über die Minimierung der Summe der kleinsten
Fehlerquadrate gemäß (14).
Für die Methode T-S K2D wird das nichtlineare, zeitkontinuierliche Mo-
dell an den Stützstellen der T-S Teilmodelle gemäß (18) linearisiert. Da
die resultierenden Matrizen cAi in unserem Beispiel singulär sind, muss
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für die Zeitdiskretisierung der T-S Teilmodelle mit den verschiedenen Ab-
tastzeiten T auf die Reihenentwicklung (23) mit N = 40 Reihengliedern
zurückgegriffen werden.
Abschließend werden die zeitdiskreten Modelle mit der Methode T-S NL2D
erzeugt. Die Bestimmung der zeitdiskreten Matrizen dAi und
dBi sowie
dem Vektor dai der T-S Teilmodelle erfolgt mit (26) mittels numerischer
Integration. Als Anfangswerte (29) für die Integration werden jeweils die
Stützstellen x0,i, u0,i der Teilmodelle verwendet.
Im Bild 2 sind die berechneten Fehlersummen über die verschiedenen Ab-
tastzeiten T dargestellt. Es ist zu erkennen, dass das identifizierte T-S Mo-
dell zu allen Abtastzeiten den geringsten Fehler aufweist und somit eine
sehr gute Approximation des abgetasteten, nichtlinearen Modells im Be-
reich (37) bildet. Wie aus der Literatur [1, 6] bekannt ist, kann jedoch an
einzelnen lokalen Punkten im Zustandsraum die Dynamik des T-S Modells
deutlich von der Dynamik des nichtlinearen Systems abweichen, sodass z.
B. Ruhelagen des nichtlinearen Modells nicht mit denen des identifizierten
T-S Modells übereinstimmen. Somit eignet sich das identifizierte T-S Mo-
dell für den analytischen Reglerentwurf-/Beobachterentwurf meist nicht.
Die Fehlersumme des kontinuierlichen T-S Modells (17) als auch die Feh-
lersumme des zeitdiskreten T-S Modells, welches mittels T-S NL2D erstellt
wurde, weisen für T < 0.25s die gleiche Größenordnung auf. Hierdurch
kann darauf geschlossen werden, dass der Fehler hauptsächlich durch die
Approximation der nichtlinearen Funktion durch ein T-S Modell an sich
entsteht und der durch die Zeitdiskretisierung entstehende Fehler eine un-
tergeordnete Rolle spielt. Mit einer, um fast zwei Größenordnungen höhe-
rer Fehlersumme, liefert das Verfahren T-S K2D das schlechteste zeitdis-
krete Modell. Es ist ersichtlich, dass nur bei sehr kleinen Abtastschritten
dieser Modellierungsansatz angewandt werden sollte.
4.3 Untersuchung des Einflusses der Anzahl der T-S Teilmodelle
Neben der Wahl der Abtastzeit, welche oftmals auch durch die digitale
Regelungselektronik vorgegeben ist, kann die Anzahl der T-S Teilmodelle
variiert werden um den Approximationsfehler des zeitdiskreten T-S Mo-
dells zu verringern. Basierend auf einer fixen Abtastzeit von T = 0.1s
wird nun die Anzahl der Teilmodelle erhöht. Hierbei wird weiterhin die
äquidistante Verteilung der Stützstellen der Teilmodelle beibehalten und
die Verfeinerung gleichermaßen in beiden nichtlinearen Richtungen ϕ, ϕ̇
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Bild 2: Fehlersumme E über der Abtastzeit T
vorgenommen. Bei 3 Stützstellen erhält man insgesamt r = 9 T-S Teilmo-
delle, bei 19 Stützstellen insgesamt r = 361 Teilmodelle. Die Erzeugung
der T-S Modelle erfolgt analog zur vorherigen Untersuchung.










Bild 3: Fehlersumme E über der Anzahl an Teilmodellen für T = 0.1s
An den in Bild 3 gezeigten Ergebnissen ist auch in dieser Untersuchung zu
erkennen, dass das zeitdiskrete Modell, welches mit der Methode T-S K2D
erstellt wurde, den mit Abstand größten Fehler aufweist. Durch den Ver-
gleich mit der Fehlersumme E des zeitkontinuierlichen T-S Modells lässt
sich erkennen, dass bei einer Abtastzeit von T = 0.1s der Approximati-
onsfehler durch die Vernachlässigung der Zeitableitung der Gewichtungs-
funktionen dominiert, sodass die Erhöhung der Anzahl an Teilmodellen
keine nennenswerte Reduzierung des Approximationsfehlers bewirkt.
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Die identifizierten T-S Modelle bieten bereits eine sehr gute Approxima-
tion bei einer geringen Anzahl an Teilmodellen und bei mehr als 9 Stütz-
stellen je Nichtlinearität lässt sich nur noch eine geringe Senkung des Ap-
proximationsfehlers erreichen. Auch hier gilt, wie bei der Betrachtung des
Einflusses der Abtastzeit erläutert, dass sich die per Identifizierung erzeug-
ten Modelle nur bedingt für den Regler- und Beobachterentwurf eignen.
Der Approximationsfehler, des über den Ansatz T-S NL2D erzeugten T-S
Modells, lässt sich sukzessive über die Erhöhung der Anzahl an Teilmodel-
len reduzieren. Dies zeigt zum einen, dass der durch die Zeitdiskretisierung
der nichtlinearen Funktion entstehende Fehler eine untergeordnete Rolle
spielt und zum anderen das T-S Modelle universelle Approximatoren [5]
sind.
5 Zusammenfassung
In diesem Beitrag wurden drei verschiedene Methoden zur Erstellung von
zeitdiskreten T-S Modellen vorgestellt und anhand des Benchmarkbeispiels
Inverses Pendel mit Wagen in zwei Untersuchungen miteinander vergli-
chen. Die erste vorgestellte Methode (T-S IDENT) identifiziert die T-S Mo-
delle mit Hilfe von Datensätzen, die zweite Methode (T-S K2D) basiert auf
der Zeitdiskretisierung eines zeitkontinuierlichen T-S Modells. Die zuletzt
vorgestellte Methode (T-S NL2D) führt zuerst eine Zeitdiskretisierung des
nichtlinearen Modells durch und erzeugt anschließend ein T-S Modell.
In dem betrachteten Beispiel bieten die identifizierten T-S Modelle bereits
bei einer geringen Anzahl an Teilmodellen und auch bei großen Abtastzei-
ten eine sehr gute Approximation des abgetasteten nichtlinearen Modells.
Nachteilig ist, dass sich diese T-S Modelle, wie aus der Literatur bekannt
ist, nur bedingt für die analytische Auslegung von Reglern- und Beobach-
tern eignen. Zusätzlich konnte in dem gezeigten Benchmarkbeispiel der
Approximationsfehler nicht sukzessive durch eine höhere Anzahl an T-S
Teilmodellen verringert werden.
Die Erstellung eines zeitdiskreten T-S Modells mit der Methode T-S K2D,
auf Basis eines zeitkontinuierlichen T-S Modells, hat sich als die Metho-
de mit der größten Abweichung herausgestellt. Lediglich bei sehr kleinen
Abtastzeiten bieten diese Modelle eine akzeptable Approximation.
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konnte anhand des Benchmarkbeispiels gezeigt werden, dass sich der Ap-
proximationsfehler sukzessive durch die Erhöhung der Anzahl an Teilmo-
dellen verringern lässt und auch bei großen Abtastzeiten das zeitdiskrete
Modell eine gute Approximation des abgetasteten nichtlinearen Modells
bietet.
Aufbauend auf die am Benchmarkbeispiel gewonnenen Erkenntnisse wird
für ähnliche nichtlineare Systeme somit die Methode T-S NL2D zur Ab-
leitung eines zeitdiskreten T-S Modells für den zeitdiskreten Regler- und
Beobachterentwurf empfohlen.
In zukünftigen Arbeit sollen noch andere Benchmarksysteme mit den vor-
gestellten Methoden untersucht werden. Ebenfalls ist angedacht, die Zeit-
diskretisierung auf Basis eines T-S K2D Modells, welches mit dem Sector-
nonlinearity-Ansatz erstellt wurde, mit in den Methodenvergleich aufzu-
nehmen.
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Basierend auf der Methode T-S NL2D konnten T-S Modelle erstellt wer-
den, welche zum einen einen geringen Approximationsfehler besitzen und
sich zum anderen auch für den Regler- und Beobachterentwurf eignen. Es
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1 Introduction
The "Internet of Things" - the connection of everyday objects to the inter-
net - is claimed to be one of the most important future trends. More and
more domestic devices like refrigerators, stoves, smoke detectors, televi-
sion or even lamps are meanwhile available with integrated internet con-
nectivity. However the pure ability to connect to the internet is only one
part. Customers expect some extra value like smart functions from these
devices. Providing these smart functions often goes along with building
predictive models on the data recorded by these devices. Because of the
huge amount of accruing data and occurring problems like missing data
this can be quite a challenging task. Especially missing data is a quite
common phenomenon, because multiple possible reasons can lead to data
gaps.
In this paper we take up this issue and have a look on how different im-
putation methods to replace missing values influence the outcome of after-
wards applied predictive models. For our experiments we used recorded
and anonymized data from about 600 connected heating systems. We ap-
ply different imputation methods like EM, k-NN and regression based al-
gorithms in order to fill in missing values and afterwards apply a model
(e.g. SVM, Neural Net, Random Forest based models) that does a predic-
tion for the customers domestic hot water usage for the upcoming week.
In our experiments we want to show the interdependencies between impu-
tation algorithm and prediction model and we want to clarify the question,
if imputation in this case is a possible way to improve prediction accuracy.
The remainder of the paper is structured as follows. Section 2 provides an
insight into the specific problem we want to solve. The section is followed
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by a short summary of the research questions and goals in Section 3. Sec-
tion 4 gives an overview on previous research and methods. In Section 5
follows a description of the performed experiments, while in Section 6 the
results of the experiments are analyzed. A . The paper closes with short
summary and outlook in Section 7.
2 Problem Description
2.1 Motivation
As already mentioned in the introduction, the "Internet of Things" enables
several new applications from just giving simple status information up to
intelligent functions. The recorded data of the networked everyday ob-
jects are hereby often the enabler for new applications based on predictive
algorithms. But with the network character and the placement at normal
households problems with the data recording come along. In compari-
son to installations in labs or other managed surroundings there are plenty
of uncontrollable influences, which can lead to gaps in the data logging.
These logging gaps can become a problem later on, because the predictive
models used for intelligent functions work best with clean and complete
datasets. Missing data in the input of predictive algorithms very likely
leads to poorer results or can even lead to no results at all. Thats why
finding out how to handle missing data can be useful.
In our specific practical case we are looking at in this paper, we are using
anonymized data of about 600 connected heating systems. All the heating
installations of our dataset are placed at real customer households. In con-
trast, the data storage itself is not at the customers home, it is at a server
back-end. Which means in our case: the data gets recorded at the cus-
tomers heating system, is then sent wireless to a connected device, which
transfers the data via the customers router and the internet to the server
back-end. This is done this way, because of several practical reasons like
more computing power on the back-end and too small storage in the heat-
ing system itself. But this also leads to more vulnerabilities for the possible
data losses. Possible causes for missing data can occur on the whole chain
towards the server back-end. This can be issues with the sensors of the
heating system itself, problems with the wireless reception, disturbances
of the customer’s internet connection, the customer switching the router
off or even a failure with the server back-end. Partially these problems get
addressed with technical solutions. But all in all we can see from the data
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we got, that missing data is quite a common phenomenon. So also for this
specific real-life problem it is very interesting to address the problem of
how to handle missing values and data gaps.
2.2 Dataset
We used anonymized data from about 600 connected heating systems.The
timespan of the recorded data goes from December 2013 till end of July
2014. But not for every heating system installation the complete timespan
of data is available. Most of the systems start and end logging at different
times. So we do have different timespans of recorded data for different
heating systems.
The original data that arrives at the server back-end consists out of more
than fifty different attributes. These are technical variables which give
information about the internal status of the heating system. These are for
example informations about temperatures and flags about current working
modes of components of the heating system. Imagine the data looking like
in table 1 just with many more attributes.
Date Time Temp. 1 Temp. 2 DHW Req. further
02/02/2014 14:00:01 60.1 50.3 ...
02/02/2014 14:00:05 60.1 50.3 ...
02/02/2014 14:00:11 60.0 50.3 ...
02/02/2014 14:00:15 1 ...
02/02/2014 14:00:17 59.9 50.3 ...
02/02/2014 14:00:20 0 ...
Table 1: Example extract of the data from one heating installation
As you can see, there is data being recorded nearly every second. The
timestamps are not regularly spaced, which means, the time distances be-
tween the rows may differ. There are quite a lot of empty rows in the table,
but this mustn’t be misunderstood as missing values. Empty values in this
specific case also just can mean there is no difference to the last broad-
casted value. To reduce the amount of data we extract just the data we
need to train and built our predictive model out of the complete data. For
our experiments we will only need two of the more than fifty attributes -
the timestamp and a attribute called DHW Request. The attribute DHW
Request (domestic hot water request) indicates when a customer uses do-
mestic hot water. Every time there is a domestic hot water usage, this flags
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turns to 1 and afterwards again to 0. To get the dataset we need, we cal-
culate for every heating system the amount of daily DHW Requests and
save this together with the timestamp. What we get are about 600 datasets
(one for each gateway) looking like table 2. The table can be read like this:
’There where 21 usages of domestic hot water on the second of February
2014 for the shown installation.’









Table 2: Data in the format used for our experiments
Because we want to compare similar timespans, we define 04/01/2014 and
07/30/2014 as start and end point of our datasets. This means we have to
spare all gateways with shorter logging timespans. We also have to spare
gateways with missing data in this period. We want to compare imputation
methods later on in our experiments and will therefore delete data in a
controlled way to measure the performance. In case of missing data being
already present, before we apply our missing data mechanism, this could
distort the process and results. After taking out the heating systems with
data that does not fit these criteria, there are 170 systems left, we can look
at.
Shown in a graphical way, our created timeseries looks like in figure 1.
Looking at figure 1, we can see there are, depending of the day, up to forty
hot water usages a day. But there are also days, where there has been no
hot water usage at all.
3 Questions and Goals
What is interesting at our datasets, is, that we have a interesting real-life
problem to look at. We have a real-life scenario, where missing data might
be a real issue and good ways to handle them are really useful.
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Figure 1: Timeseries of daily sums of DHW Requests for one heating system
What we want to achieve in this paper is, to look on the impact of miss-
ing data on predictive functions built on our specific data. To do this we
use the preprocessed dataset as described in the ’Dataset’ section of our
paper. As an example for a predictive function we try to make a 14 day
forecast of the amount of DHW requests. This predictive function is real-
ized with different models like decision tree, multiple regression, support
vector machines, exponential smoothing and a naive model.
Our first step then is to compare the results of the different models on com-
plete datasets. Our second step will be to take out data from the datasets in
a controlled way to look how this influences the performance of the mod-
els. In the third step we will also take out data, but afterwards impute them
and again look how this influences the results.
The research questions we want to answer are:
1. What is the correlation between the amount of missing data and the
performance of the predictive models
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2. What general problems occur with missing data
3. Can imputation help to increase the performance of the predictive
models
4. Are there best fits for prediction algorithm and imputation algorithm
combinations
As performance metric for the comparison of our results we will use the
standard metrics RMSE and MAE.
MAE The mean absolute error (MAE) between the predicted time series





RMSE The root mean square error (RMSE) between the predicted time





4 Previous Research and Methods
4.1 Imputation Methods
When missing data occurs, it may hinder the training of suitable predic-
tion models. In some cases, it may be feasible to simply stop predicting
new data once data-samples are missing. But often, especially in technical
processes, a more continuously working system is needed.
Friese et al. [1] give an overview of several imputation methods. One im-
portant distinction, is whether multi-variate or uni-variate data is predicted.
In the multi-variate case, missing data from one signal may be repaired
by employing data from other, correlated signals. In the uni-variate case,
methods can only rely on information and structure contained in the ob-
served signal.
For uni-variate cases, the most simple method to replace missing data is
Last Observation Carried Forward (LOCF). Here, a missing value is re-
placed by the last observed value. While being conceptually simple, this
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has the advantage of being easy to calculate. As such, it will be used in this
study. The herein described work will also use methods from the mice
R-package1 [2] that collects several methods for multivariate (as well as
uni-variate) imputation.
We use:
mean Imputation of unconditional mean values.
norm.predict Imputation with linear regression models.
rf Random Forest is a tool for regression and classification that is based on
ensembles of decision trees. It has been developed by Breiman [3]
Besides, any conceivable regression method can basically be employed for
imputation. Research has also been applied to whether the imputation of
several values for a single missing data-point may be a feasible [4].
4.2 Forecasting Methods
Various data driven methods can be used for prediction of time series data.
Most of the prediction methods used in this paper are taken from the
rminer R-package. Only the ETS predictor is used from the forecast
R-package. In the following, a short description of the employed methods
is presented.
naive The naive prediction is simply the average of the observations. It is
a simple and easy to implement predictor.
dt Decision Trees (DT) determine the outcome of the prediction (leaves
of the tree) by several decisions made based on the presented data.
The root of the tree (or first node) is the first decision to make, e.g.,
whether a value is larger or smaller than a certain threshold. Based
on the given data, a branch leads to the next node (a new decision) or
to a leave (predicted value). Their very simple structure makes de-
cision trees easy to train. Furthermore, users may easily understand
rules presented as decision trees.
1R is a programming language for statistical computing, see http://www.r-project.org/ for
further information and downloadable software.
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svm Support Vector Machines (SVM) have originally been developed for
classification by Cortes and Vapnik [5]. By mapping to a higher-
dimensional feature space, SVMs can predict nonlinear data with lin-
ear hyperplanes. They have been extended to regression [6], which
enables their application in this study.
mr In Multiple Regression (MR), linear effects of vector-valued predictor
variables are learned.
ets While the above methods are all intended for regression problems
in general, Exponential Smoothing State Space Models are more
specifically developed towards predicting time-series data. The herein
used methods are based on Work by Hyndman et al. [7].
5 Experiments
After we cleaned and preprocessed the initial data, as described in the sec-
tion ’Dataset’, we have 170 files with data to perform our experiments on.
Each one of these files contains the daily domestic hot water requests from
04/01/2014 to 07/30/2014 for one specific heating system installation. In
our experiments we want to compare different algorithms performing a 14
day forecast on this data. Further on we want to evaluate how missing
values in the training data affect our forecast. Afterwards we check, if
imputation is able to improve the results.
The complete procedure of our experiments looks like described in Al-
gorithm 1. For the implementation we used the R programming language.
For building forecasting models we relied on rminer and forecast R-packages.














Table 3: Size of clusters
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The first step is a clustering of the 170 input files. The reason for this is, in
our experiments we realized quite early, that there is a quite huge difference
in behavior and results between the different heating system installations.
Single installations had a MAE about ten times higher than others. In an
overall evaluation with an averaged MAE these heating systems had a too
huge impact compared to others. To fix this issue we are building clusters
with similar heating systems. To do this we create a distance matrix, which
is based on the euclidean distance between the data from the individual
heating systems. From the distance matrix we create 10 clusters using the
hclust() R-function. Afterwards heating systems with similar variations in
daily domestic hot water usage are grouped together. The resulting clusters
can be seen in table 3. As can be seen there are four clusters with more than
ten heating installations and six clusters with just one to five installations.
Our experiments we performed due to time issues just on cluster number
5.
Our experiment process mainly consists out of five loops, processing all
the different combinations of results we want to get. The first loop iterates
over the different gateway files, in our tested case this are the 45 files of
cluster five. Loop two iterates over the different imputation methods we
are testing. The third loop is for variation of the missing data rate. Fur-
thermore we have a loop for choosing different random seeds. This one is
to avoid random effects coming from the exponential distribution we use
to create the missing data . The last loop iterates over the different models
we use to make our predictions. In between the loops the necessary meth-
ods for our experiments get called. These are the functions for creating the
train/test set, the function for creating the missing values, the function to
do the imputation and the functions to train the models and to to the predic-
tions. In the following subsection ’Predictions based on complete datasets’
we will take a closer look how in general we make the predictions. In the
subsection ’Predictions based on incomplete datasets without imputation’
we explain our missing data mechanism. And in the final subsection ’Pre-
dictions based on incomplete datasets with imputation’ we illustrate what
it looks like when we do predictions on imputed datasets.
5.1 Predictions based on complete datasets
To be able to evaluate our predictions later on, we split our data in a training
and a testing set. Because we are dealing with time-series, we do not create
the test sets by random holdouts. Therefore what we do is, we cut the last
14 days of the time-series and define this as the test data. The rest of the
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Algorithm 1: Program Structure
input : List of InputFiles input
input : List of Imputation Algorithms sel.algoImp
input : List of lamda values for exponential distribution sel.rate
input : List of random seeds sel.seed
input : List of Prediction Models sel.model
output: Result Vector results
1 files← cluster(input)
2 for i.file in files do
3 for i.algoImp in sel.algoImp do
4 for i.rate in sel.rate do
5 for i.seed in sel.seed do
6 trainData← createTrainData(i.file)
7 testData← createTestData(i.file)
8 trainData← missval(trainData, i.rate, i.seed)
9 trainData← impute(trainData, i.algoImp)
10 for i.models in sel.model do
11 model ← fitModel(trainData, i.model)







data becomes the training data. During our experiments we were trying
about 9 different algorithms:
1. naive
2. naivebayes - naive bayes
3. lr - logistic regression (multinom R-package)
4. lda - linear discriminant analysis (MASS R-package)
5. dt - decision tree (rpart R-package)
6. mr - multiple regression (nnet R-package)
7. bruto - additive spline mode (mda R-package)
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8. mars - multivariate adaptive regression splines (mda R-package)
9. knn – k-nearest neighbor (kknn R-package)
10. svm – support vector machine (ksvm R-package)
11. ets - exponential smoothing state space model (forecast R-package)
Most of this algorithms we called using the rminer R-package, which as
meta package simplifies the usage of different algorithms. Actually later on
in our ’Analysis’ section we only used results of five different algorithms.
This is because at some point we focused on naive, dt, svm, ets and mr,
because these had the best results. The naive algorithm is a good indicator,
if a algorithm is a fail for the task. Naive just outputs the mean value as a
result and is very good in terms of computing time.
For evaluation of our results, we calculate for every heating installation the
MAE and the RMSE for the 14 day predictions.
5.2 Predictions based on incomplete datasets without imputation
To do predictions on incomplete datasets, we have to take out a certain
amount of data. We do achieve this by applying a missing data function
on the training data. The test dataset of course remains the same. The
important part here is the implementation of the missing data function.
To simulate the days to the next failure of logging and therefore loss of
data, we use the exponential distribution. Using the exponential distribu-
tion we can also vary the failure rate given as λ. If there is a failure, we
do not replace the values with NA, we completely delete this data. Replac-
ing with NA would lead to errors in many of the prediction algorithms. To
avoid outliers because of a lucky outcome of the exponential distribution
for one run, we perform the same run with different random seeds. In our
experiments we use the following failure rates: 0 (means we do not apply
the missing data function at all), 0.4, 0.8, 1.2, 1.6. The rates we use are
quite high, as can been seen in table 4. For example a rate of 1.6 means
there are only 16 rows of the former 107 rows of the training set left.
After we minimized the test dataset we go on as we did with the normal
data. We train our models and do the predictions. The only difference is
the reduced training set, with which we train the models.
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Rate 0 0.4 0.8 1.2 1.6
Rows 107 70 48 29 16
Table 4: Connection between rate and remaining rows
5.3 Predictions based on incomplete datasets with imputation
When doing imputation, we are using the function for creating missing
data described in the section above and afterwards perform imputations on
the reduced dataset. To be able to do this we don’t completely remove
the missing values, instead we replace them with NA. We are using the
following algorithms for imputation.
1. norm.predict - Linear regression
2. rf - Random forest imputations
3. mean - Unconditional mean imputation
4. locf - Last observation carried forward
The further steps stay the same as always, we take the reduced and after-
wards by imputation filled up training data set to learn our models. Then
we predict the following 14 days and calculate the MAE and RMSE.
6 Analysis
We ran our experiments as mentioned in the ’Experiments’ section for 45
different heating system installations. Five different prediction algorithms
and five different imputation methods were used. We also chose to run with
three different random seeds and to take five different missing data rates.
This means there were 16875 (45*5*5*3*5) models built and predictions
made. Luckily the amount of the training data isn’t too high, so that it was
possible to perform this with a standard computer within one day.
The first surprise comes along as we look on the data for predictions with-
out missing data in figure 2. None of the algorithms was able to perform
significantly better than the ’naive’ method. Also the performance of ’ets’
who we thought to be especially good for time-series is not better. What
also surprises is, that decision tree performs also quite ok compared to the























































Figure 2: MAE and RMSE for different models without missing data
other algorithms. We didn’t expect decision tree to gain good results on a
univariate time-series. What can‘t be seen here, we already had taken out
some algorithms before our final run, to speed up processing. These were
lda, knn, mars, bruto and bayes. Lda, bruto and bayes we took mostly out,
because of their bad results that were significantly poorer than the naive
algorithm. The rest of these algorithms performed approximately on the
same level as the naive and the other algorithms here and were taken out
just because of performance reasons. What also can be seen in this graphic,
the variations in results for one algorithm are quite huge. There are huge
MAE and RMSE outliers in the boxplots. Origin of these variations are
not the different random seeds, as could be expected. The reason are the
differences between the single gateways.
Interesting now, how the MAE values change if we increase the missing
data rate in the training data. This can be seen in figure 3. To avoid con-
fusion, the starting values of the algorithms, that are shown here are not
shown in the boxplots of figure 2. In figure 3 the MAE values are the av-
erage MAE values for the specific prediction algorithm. The thick line in
figure 2 is compared to this the median and not the average. First thing
we see here in terms of average MAE, is that svm is the best overall al-
gorithm. The next thing, that is really surprising is, except for ets none of
the algorithms perform really bad for high missing data rates. The naive
method is very constant over all missing data rates. This is actually not
very that surprising, because it takes the average over all data as predic-
tion. The other algorithms results alternate depending on the rate, getting
even slightly better sometimes. This effect probably has to do with outliers
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Figure 3: Algorithm performance for different missing data rates
being removed by the missing data function. Considering that a rate of 1.6
means, that just around 16 of 207 values of the training data remain, this
the results are anyway quite unexpected.
Knowing, that even a huge missing data rate didn’t have much impact on
the results, it is already clear, that imputation won’t bring a big gain. The
question that remains for imputation is now rather: ’Will imputation lead
to poorer results?’. This question is still interesting, because sometimes
it is the case, that algorithms require a certain maximum of values to run
without throwing an error. This was also the reason, we did not take rates
higher than 1.6, because this then led to errors. So sometimes it can be
useful to impute, just to have enough data. Furthermore it is interesting,
weather imputation can bring ets on the level of the other algorithms. Fig-
ure 4 and figure 5 show results for different prediction/imputation combi-
nations. The rate thereby stays constant - in figure 4 it is 0.4 and in figure
5 it is 1.2.
The results of the imputations are quite interesting. We have to differentiate
between imputation at rate 0.4 and rate 1.2. For rate 0.4 as seen in figure
4 no imputation algorithm leads to significant poorer results than doing
no imputation. The interesting thing is now, mean, rf and norm.predict
















































no locf mean rf norm.pred
Figure 4: Prediction results for different imputation methods with rate 0.4
seems to be the worst imputation option. So overall there might be no
big improvement, but mean, rf and norm.predict are solid options to use
instead of no imputation.
Looking at the imputation with the higher missing rate of 1.2 in figure 5 it
looks quite similar. Here it’s is even clearer that locf is the worst option.
Mean and norm.predict create solid results, being at least as good as the
results with no imputation. Even ets has good results for these algorithms.
But actually that is quite logical. We know from the naive prediction algo-
rithm that forecasting the mean gives good results. We also do know, that
at rate 1.2 already over 50 percent of data is missing and gets imputed. If
now all this data gets imputed by mean, also ets will predict something very
close to mean. So to sum up the imputation results: imputation does not
lead to a new overall best result, but taking the right imputation method, it
also does not worsen the results. On the contrary it helps improving results
for algorithms that performed poorly before.
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influence to prediction in that way, that also ets now reaches the same














































no locf mean rf norm.pred
Figure 5: Prediction results for different imputation methods with rate 1.2
7 Summary and Outlook
One major insight we got out of our experiments is, that for this problem it
is really hard to surpass the mean calculation of the naive algorithm. An-
other finding was, that all tested algorithms were extremely robust dealing
with high rates of missing data. But we do not credit this to the capabili-
ties of the algorithms - it has rather to do with the specific problem we are
working on. With svm being slightly better than the naive algorithm, we
figured out a favorite algorithm for this problem. But because of the prox-
imity of the results the naive algorithm would also be a good solution. Our
experiments with imputation showed, that most of the imputation methods
led to similar results as doing no imputation. This can in some cases be
of advantage, because sometimes there is a need of a certain amount of
data to be present. Imputation also helped the prediction algorithms that
performed poor before to improve their results.
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reality. A possible way to check this would be to take data with real miss-
ing values and look if imputation on this data improves prediction results.
Of course it wouldn’t be possible to see what the results without missing
data would be, but it could be seen weather the results are better with or
without imputation. The clustering in front of the processing is also still an
open point. In our Analysis we have seen, that there is still a huge variation
in the results for different heating systems. Throwing the results of very
different heating systems together and building an averaged MAE is not
optimal. It would be good to find a method for clustering that better sticks
similar heating systems together.
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As an outlook it would be interesting, if these results remain stable, even if
we change something in our experimental settings. For example we plan to
enhance the data set by adding additional attributes like ’day of week’. An-
other point we would like to check, is if our missing data function reflects
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Boosting Parameter-Tuning Efficiency with
Adaptive Experimental Designs
Jörg Stork∗, Andreas Fischbach∗, Thomas
Bartz-Beielstein∗, Martin Zaefferer∗, A.E. Eiben †
1 Introduction
Model-based tuning has proven to be a successful method for improving
the performance of computational intelligence methods such as evolution-
ary algorithms or neural networks [1, 2, 3]. However, model-based tuning
itself can be a demanding and time consuming task. One crucial step dur-
ing the tuning process is the selection of an adequate experimental design
as well as the limits of the algorithm parameter space to be explored, the
so-called region of interest (ROI). In the current practice, the ROI is static,
that is, chosen a priori and not changed during the tuning process.
In this paper we will investigate adaptive ROIs. In particular, we introduce
mechanisms for appropriately locating and sizing the ROI on-the-fly. We
will focus on the sizing aspects, because too large ROIs may slow down the
tuning process resulting in worse results. This is due to a large search space
leading to a lack of detail in the most critical regions. The meta model
would not be able to represent these regions adequately. By adapting the
size of the ROI during the tuning process (online) this issue can be dealt
with.
To understand the working principles of adaptive ROIs, we implement spe-
cial moving and zooming operations, where zooming can make the ROI
smaller (zooming in) or larger (zooming out). Furthermore, we distinguish
four algorithm variants, depending on whether the model building and the
sampling steps utilize (or not) the adapted ROI settings, i.e., the zoomed,
local information. Here by we obtain four main variants and our primary
research question is: What is the effect of these policies on the tuning pro-
cess?
Our approach to answer this question is experimental. Our adaptive ROIs
are tested with simple benchmark functions and we analyze the effect of
∗Dept. of Comp. Sci. and Eng. Sci., Cologne University of Applied Sciences, http://www.
spotseven.de, E-Mail: firstname.lastname@fh-koeln.de
†Computational Intelligence Group, Dept. of Comp. Sci., Vrije Universiteit Amsterdam, E-Mail:
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the moving and zooming operations on tuner performance. The rest of this
paper is organized as follows. Section 2 describes previous research in
this field. The methods employed in this study are introduced in Sec. 3.
This includes the employed tuning software as well as the ROI adaptation
methodology. A detailed description of the experimental setup is given in
Sec. 4. Afterwards, results are presented in Sec. 5. Finally, Sec. 6 con-
cludes this work and gives a short outlook on promising future directions
of research.
2 Previous Research
Adaptation of optimization bounds is not a totally new idea. It is closely
related to concepts used in adaptive evolution strategies (ES). The most
simple ES, the so called (1+1)-ES, has a step-size parameter which is mul-
tiplied with a preset factor in case of optimization failure, and divided by
that factor in case of success [4]. Similar and more complex adaptations of
step-sizes or mutation-rates can found in most optimization algorithms.
While model-based tuning algorithms such as sequential parameter op-
timization (SPO), see 3.1) do also employ such optimization algorithms
when optimizing the model, they do not necessarily do so on the meta-
level. Here, the step size may be best translated to the region in which the
search is performed.
One similar approach is often employed with linear models, i.e., in the re-
sponse surface methodology (RSM) [5]. Here, it is obvious that restricting
a model to a certain region rather than exploiting knowledge of the whole
search space makes sense. A linear model may not fit a complex func-
tion on its global scale. Also, depending on the specific model, a global
optimization of it would often lead to placing new design points on out-
most border of the search space. Hence, RSM adapts the search space
sequentially. The question whether this does also make sense with other
model-types is one motivation for this work.
A related approach has been introduced and further studied in [6, 7, 8]. The
REVAC method is implicitly changing the ROI by continually adapting a
distribution used to sample the parameter space. It has been shown to be
effective in optimizing already highly developed evolutionary algorithms
[9].
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3 Methods
3.1 Sequential Parameter Optimization
The performance of most optimization algorithms is influenced by several
parameters. Choosing those parameters in a meaningful and beneficial way
may be difficult, especially considering that an ideal choice depends on the
specific problem to be solved by the optimizer. The meta optimization of
an algorithms parameters is often referred to as tuning. Tuning yields not
only improved algorithms, but also allows for a fair comparison between
competing algorithms.
One framework developed for parameter tuning is SPO [10] . It has been
applied to numerous applications [11]. In its core, it is uses methods such
as design of experiments (DoE), statistics, and machine learning.
A typical SPO run begins with the generation of an initial design. That
is, several configurations of different parameter values are generated, e.g.,
with methods like Latin Hypercube Sampling. The design is generated in
an predefined area of the search space, as defined by the ROI. The initial
design is then evaluated with the tuned optimization algorithm to determine
the quality of the chosen parameter values. With the gained knowledge
about each configurations quality, a surrogate model is learned, which is
supposed to represent how the parameters influence the quality.
Next, this surrogate model itself is subject to an optimization process. The
best parameter configuration (according to the model) is determined. This
again takes place in the ROI, and may be based on any algorithm includ-
ing classical optimization algorithms, evolutionary algorithms or sampling
methods (DoE). The optimal solution found may then be evaluated with
the tuned algorithm. These steps of model building, model optimization,
and algorithm evaluation are repeated in a sequential manner until some
specified stopping criterion (e.g., number of steps, number of evaluations)
is reached.
3.2 Adaptive ROI
The ROI defines lower and upper limits in each search space dimension and
is usually set by an experienced user with more or less good knowledge or
at least ideas of the interesting regions of the fitness landscape. These ROI
limits are hard limits. The adaptation is performed in each sequential step.
In case of the first iteration, it takes place directly after the evaluation of the
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initial points, which are given by either a Latin hypercube sampling or a
random uniform distributed sample. In the sequential iterations, adaptation
takes place directly after evaluating the most recent candidate solution on
the target function.
The adaptation can be controlled by two parameters. The first parame-
ter (MOVE) controls whether the ROI is moved towards good candidate
points or not. The second parameter (z) controls the zooming factor of the
ROI. The ROI expansion will not go beyond the user defined ROI limits.
Both operations, move (if enabled) and zooming are performed in each
step. That means, the ROI will be adapted in each iteration by moving,
extending, or shrinking the former ROI range. The range is hereby calcu-
lated as the distance between the upper an lower limit or the ROI. There
are two cases in which different actions are performed by the adaptation
(algorithm 1):
1. Improvement. If the new best point leads to an improvement, which
means it is not equal to the last found point, and the move operation
is enabled, than the center of the ROI is moved to this new point
in the next iteration. Also, depending on factor z, the ROI is either
shrinked (z > 1) or extended (z < 1). The first adaptation will be
referred to as zooming in, whereas the latter is referred to as zooming
out.
2. Stagnation. The center is not moved and the ROI range is either
shrunk (z < 1) or extended (z > 1)
This procedure relies on the assumption that optima are situated in the
neighborhood of good solutions. For z values larger than 1.0, the search
is localized by shrinking the ROI if an improvement is achieved. And, if
no improvement is made, the ROI is extended to be able to escape local
optima.
The case of z smaller than 1.0 may yield a more localized, exploitative
search in case of stagnation. This could help to focus more on the imme-
diate neighborhood of the best solution. In contrast to the above case, one
would not try to escape the local optimum, but rather to improve the best
solution found so far in a more local sense. At the same time, improve-
ment may yield a larger ROI, hence progress may be sped up by allowing
an even larger step in the next SPO iteration.
Which strategy is better is supposed to be determined in the experiments.
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Algorithm 1 Adaptation by Moving and Zooming
if newCandidatePoint < bestF itness then
w ← 1/z  Zooming(-in) ROI
else
w ← z  Zooming(-out) ROI
end if
l ← b− a  Compute length of ROI
if MOVE then




a← p− w × l/2
b← p+ w × l/2




The above notions describe in detail when and how the adaptation is per-
formed. One additional open question is how an adapted ROI should be
used. That is, it is unclear whether the ROI should affect the boundaries of
the search on the surrogate model, the selection of points for training the
surrogate model, or even both.
4 Experimental Setup
4.1 Designed Experiments
Adaptation and moving is closely related to locality. A series of experi-
ments was performed to answer the question how local or global model
building affect the performance. Prediction of new points based on meta
models is done in two steps: first, a (sub)set of points is chosen for the
model building. Then, a second set of points has to be selected for the
predictions. The correct method is of crucial importance for the search
process. Therefore, four possible combinations of building and prediction
are included in the design. The corresponding design parameters are ex-
plained in Sect. 4.3.
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4.2 Objective Functions
The function f1 is used to demonstrate positive aroi effects.
f1(x) =
{
1 x < −1
x2 otherwise.
(1)
The function f2, also known as the wild function, is defined as follows.
f2(x) = 10 sin(0.3x) sin(1.3x
2) + 10−5x4 + 0.2x+ 80. (2)
The minimum is located at xopt = −15.81515 with f2(xopt) = 67.46773.
Rastrigin’s function, which is defined as
f3(x) = 10 + x
2 − 10 cos(2πx) (3)
was chosen as the third test function. The minimum is located at xopt = 0
with f3(xopt) = 0.
All three functions are visualized in Fig. 1.































Figure 1: Visualization of the three objective functions.
4.3 Design
The initial design size, n, describes the number of initial sample points,
which are evaluated to build the first meta model. Initial design sizes of
five and ten were chosen for our experiments.
Regarding the meta modeling, there are four case to be considered.
Mdl-1 (global,global): meta model built on global data, predictions sam-
pled in the region of the global data, i.e., a(t) = a0 and b(t) = b0
in every time step. Both zooming, z, and moving, MOV E, have
no effect in this case.
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Mdl-2 (global, local): meta model built on global data, predictions sam-
pled in the region of the local data. Here, the samples are taken
from the adapted ROI settings a(t) and b(t). The model is build
with all evaluated design points at time step t.
Mdl-3 (local, global): meta model built on local data, predictions sampled
in the region of the global data. Here, the model building is based
on the x design points, which belong to the current ROI, i.e., x(t) ∈
[a(t), b(t)].
Mdl-4 (local, local): meta model built on local data, predictions sampled
in the region of the local data. Here, the model building is based on
the x design points, which belong to the current ROI, i.e., x(t) ∈
[a(t), b(t)]. The samples are taken from the adapted ROI settings
a(t) and b(t).
The number of repeats, i.e., the number of algorithm runs with unmodified
parameter settings but different random seeds, is denoted as nRepeats.
4.4 Algorithm Parameter
Parameters of Algorithm 1 were chosen as follows: Number of points eval-
uated on the meta modelm = 1000. To generate points on the meta model,
the function maximinLHS() was used.
Experimental setups used in this study are shown in Tab. 1.
Table 1: Experimental Setup
exp1 exprg05 rast01 exprg07 exprg08 exprg09 exprg10
nRepeats 5 50 10 100 100 100 100
zSeq zSeq1 zSeq1 zSeq1 zSeq2 zSeq3 zSeq2 zSeq2
n (5,10) (5,10) (5,10) 5 5 5 5
MOVE (T,F) (T,F) (T,F) (T,F) (T,F) (T,F) (T,F)
iter 10 10 10 10 10 10 10
roiMDL Mdl1-4 Mdl1-4 Mdl1-4 Mdl1-4 Mdl1-4
a0 -10 aSeq -10 -1 -10 -20 -5.12
b0 10 10 10 10 1 10 15.12
fNum 01 03 01 01 02 03
Settings for the zoom parameter z are chosen from the set zSeq1 = { 0.1,
0.9, 1,1.1, 2.0}, zSeq2 = { 0.1, 0.2, . . . ,1.9, 2.0}, zSeq3 = c(0.1, 0.2, . . . ,
4.9, 5.0). aSeq = { -10, -9, . . . , 0, 1}. The sample size is set to m =1000
and a LHD was chosen for each setting. Moving was controlled by the
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parameter M with values from {true, false}. The parameter iter denotes
the number of function evaluations after the initial design was evaluated.
The total number of function evaluations per run can be determined as
n+ iter.
5 Results
5.1 Effect of Moving and Shrinking
The first experiments are labeled exp1, rast01, and wild01. The initial ROI
a = −10, b = 10 leads to the result shown in Fig 2. At the first sight,
shrinking in case of stagnation leads to better results: the smallest function
values were obtained with z = 0.1. Furthermore, moving of the ROI center
point worsens the performance.
Note, this effect can be explained as follows. This set of experiments uses
ROIs, which are symmetric to the center, the location of the optimum. Sim-
ply shrinking the interval, regardless of further considerations, obviously
improves the function value. Since the ROI initially set by the user can
not be exceeded, extending the ROI can never get past this bound. On the
other hand, any shrinking of the ROI will naturally lead to improved op-
timization performance. In the most extreme case, the ROI would simply
collapse to the location of the optimum itself, with a0 = b0 = xopt.
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Figure 2: Function values (log.) plotted against z ∗M . Smaller values are
better. Left: Results from exp1. Leftmost configuration uses M=FALSE,
z=0.1. White = no move, gray = move. Right: Results from rast01.
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To avoid this unwanted side-effect, i.e., optimization is driven by an ade-
quate shrinking procedure and not by the optimization algorithms, a series
of experiments were designed, which prevent this behavior. These exper-
iments use asymmetric ROIs, so by simply shrinking the search interval,
optimal values cannot be detected.
5.2 Asymmetric Search Interval and Locality in the Meta Model
Interesting effects occur if ROI symmetry is disturbed. In addition to
the variations of the ROI locations, experiments which analyze the im-
pact of the adaptation on the meta modeling (as described in Sect. 4.3) are
performed. Since four meta modeling variants (roiGlobal) were imple-
mented, their comparison might be of interest. The obtained results of the
log(y) value are plotted as a function of the shrinking parameter z and the
roiGlobal factor. As can be seen in Fig. 3, local model result in perfor-
mance improvements when moving is enabled.
































Figure 3: Function values plotted against z for the different modeling ap-
proaches; Results from exprg07. Left: without moving, a narrow valley
can be seen around z = 1. Right: with moving, the ll and gl settings
perform best.
Without Moving (left), the gg setting displays for most of the chosen set-
tings for z an dominating behavior, but in the center a slightly better per-
formance is achieved by the ll and gl model. Furthermore, as the best
performance is obtained for values close to z = 1, zooming seems to have
a negative effect. With moving (right) the local meta modeling performs
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best, while zooming seems to have no significant effect. This behavior can
be explained by a closer look at the function and the algorithm. Due to
the asymmetric ROI (-1,10), the optimum is situated at the very left. If the
center point cannot be moved, shrinking leads to an exclusion of the opti-
mum. With moving, the center point of the ROI is moved to the left and the
range becomes smaller because it is calculated as the difference between
the upper and the here lower hard- limit of the ROI. Thus, even without
zooming, the adapted ROI is shrinked and a localized search is performed
in the region of the optimum.


































Figure 4: Function values plotted against z for the different modeling ap-
proaches for exprg09, the wild function. Left: without moving, the gl and
ll models show a performance increase for small z values. Right: with
moving, all modeling approaches perform better than gg where no moving
or zooming is applied.
Results from exprg09 show similar results, with the difference of the per-
formance without moving, as shown in Fig. 4 (left). The herein optimized
wild function has many local optima. Hence, small values of z, where
shrinking is applied if no better solution is found, seems to be beneficial
for the local prediction modeling approaches gl and ll, but not with local
meta modeling. This can be explained by understanding how the modeling
is applied. A strongly localized meta model is, due to the small sample
sizes, not able to model the overall behavior of the wild function. At the
same time, a localized prediction on a global model leads to a good search
direction.
Fig. 5 displays results from expgr08 (left) and expgr10 (right), both with
moving. Exprg10 shows a performance similar to expgr07. For expgr08,
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the z range was extended to see the behavior for large z values. Exprg08
has a difficult large plateau on the left side, where optimization algorithms
usually fail to improve ( and perform similar to a random search). Without
moving (not shown) no benefit can be achieved with local modeling ap-
proaches. With moving, the optimum is often found for z values between
2 and 4, which imply a large shrinking if a good solution is found, together
with local prediction models.





























Figure 5: Function values plotted against z for the different modeling ap-
proaches. Left: Results from exprg08 with extended range of z, with mov-
ing. Right: Results from exprg10, with moving.
6 Conclusion
Regarding our main research question, how moving and zooming with
different local model building affect the performance, the following in-
sights were obtained:
• With moving and zooming a performance increase can be obtained
• The correct setting of the parameter z is important
• The four different model training/exploration approaches strongly
affect the performance of the algorithm, depending on the underlying
problem.
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Our results have shown, that for each of our test problems there is at least
one model building variant which outperforms the default without zoom-
ing or moving. The variant with lg with local meta modeling and a global
prediction modeling with active moving seems to have the best general-
ization ability, as the performance is at least steady or improved on all test
problems. For some problems, we could observe some interesting artifacts,
which also might point in the direction of further improvement for our al-
gorithm: if the ROI is centered around the optimum, zooming in without
moving has a significant positive effect. We anticipated this, but it shows
that the general idea is working and there is a potential for significant im-
provement. An also interesting effect takes place on the more complex
wild function, where a localized search in case of no improvement of the
found solution can lead to a significant boost in performance. So we still
need to have a good problem knowledge for choosing the correct setting of
z and the best model.
This study provides some interesting leads for future work on the topic of
adaptive ROIs. We need to revise the moving and shrinking algorithm and
try to find an adaptive solution for choosing z and the correct model build-
ing. The adaptive process is intended to improve the performance without
interaction of the user. Further experiments should be able to give us more
insight. We particularly need to perform experiments on higher dimen-
sional cases as most tuning problems consist of a large set of parameters.
Further, in future the algorithm shall be able to exceed the user predefined
limits (to a still user-set absolute hard limit) so it is possible to enlarge the
search space while keeping a initial local approach.
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Abstract
In real-world optimization often constraints must be respected, restric-
ting the number of feasible solutions. Therefore algorithms and strategies
have been proposed to repair constraint-violating solutions or to avoid ex-
tensive search in infeasible regions. Such constraint handling methods are
well-known from the literature, but most algorithms have the drawback that
they require a large number of function evaluations. This can be especial-
ly problematic for real-world optimization tasks, which often incorporate
expensive simulations. Up to now, only little work has been devoted to
efficient constraint-based optimization (severely reduced number of func-
tion evaluations). A possible solution in that regard is to use surrogate
models for the objective and constraint functions respectively. While the
real function might be expensive to evaluate the surrogate functions are
often much faster. Recently, as an example for this approach, the solver
COBRA was proposed and outperforms most other algorithms in terms of
required function evaluations on a large number of benchmark functions.
In this paper we propose a new implementation of COBRA and compare
it with other constraint-based optimization algorithms. We discuss the in-
ternal components of the algorithm and find that by adding new strategies,
the algorithm can be significantly improved. We also report on negative re-
sults where COBRA still shows a bad behaviour and gives indications for
possible improvements.
1 Introduction
Real-world optimization problems are often subject to constraints, restric-
ting the feasible region to a smaller subset of the search space. It is the
goal of most optimizers to avoid infeasible solutions and to stay in the fea-
sible region, in order to converge in the optimum. However, the search in
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constraint black-box optimization can be difficult, since knowledge about
the size of the feasible region and the location of the optima is usually
unknown. This problem even turns out to be much harder, when only a li-
mited number of function evaluations is allowed for the search. However,
this is often the case in real-world optimization, where good solutions are
requested in very restricted timeframes. In this paper we present a state-
of-the-art solver for constraint-based optimization and discuss advantages
and common pifalls of the method.
1.1 Related work
For constrained problems several repair methods have been proposed [1,
2], that aim to repair infeasible solutions. Another common approach is
to incorporate static or dynamic penalty terms to stay in the feasible regi-
on [3, 4, 5]. Other techniques handle constraints by optimizing objective
function and constraint functions separately in a lexical order [6, 7]. [8]
is another example of this approach with stochastic ranking. Also multi-
objective optimization algorithms have been designed for constraint-based
optimization, considering the constraint functions as additional objecti-
ves [8, 9]. Beyer and Finck [10] propose an extension of CMA-ES which
allows to handle special types of constraints successfully.
In the field of model-assisted optimization algorithms for constrained pro-
blems, Support Vector Machines (SVMs) have been used by Poloczek and
Kramer [11]. They make use of SVMs as a surrogate of the objective func-
tion, but achieve only slight improvements. Powell [12] proposes COBY-
LA, a direct search method which models the objective and the constraints
by linear functions. Recently, Regis [13] developed COBRA, an efficient
solver that makes use of Radial Basis Function (RBF) interpolation, and
outperforms most algorithms in terms of required function evaluations on
a large number of benchmark functions.
In this paper we analyze a new implementation of COBRA in R, which
allows easy adaptation of certain components of the algorithm. In Sec. 2
we present the problem and the algorithm in more detail. In Sec. 3 we per-
form a thorough experimental study on analytical test functions and on a
real-world benchmark function. The results are discussed with regard to
specific parameter settings of the algorithm in Sec. 4 and we give conclu-
sive remarks in Sec. 5.
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2 Methods
2.1 Constrained-based optimization
A constrained optimization problem can be defined by the minimizati-
on of a real-valued objective function f subject to constraint functions
s1, . . . , sm:
Minimize f(x), x ∈ Rd
subject to
si(x) ≤ 0, i = 1, 2, . . . ,m
In this paper we always consider minimization problems. Maximization
problems can be transformed to minimization problems without loss of
generality.
2.2 Radial Basis Functions
The COBRA algorithm incorporates optimization on auxiliary functions,
e.g., a regression model of the search space. Although numerous regressi-
on models are available therefore, we employ interpolating RBF [14, 15],
since they outperformed other models. In this paper we use the same no-
tation like Regis [16]. The RBF model requires a set of design points (a
training set) as input: n points u(1), . . . , u(n) ∈ Rd are evaluated on the real





λiϕ(||x− x(i)||) + p(x), x ∈ Rd (1)
Here, || · || is the Euclidean norm, λi ∈ R for i = 1, . . . , n, p(x) is a linear
polynomial in d variables, and ϕ is of cubic form ϕ(r) = r3. Although
other choices for ϕ are possible and have been tested in related work, cubic
RBF have been shown to be superior in [17].
Fitting of the model can be done by defining a distance matrix Φ ∈ Rn:
Φi,j = ϕ(||u(i) − uj||), i, j = 1, . . . , n. The cubic RBF model is obtained
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where 0(d+1)×(d+1) ∈ R(d+1)×(d+1) is a zero matrix, F = (f(u(1)), . . . , f(u(n))),
0d+1 is a vector of zeros, λ = (λ1, . . . , λn)
T ∈ Rn andc = (c1, . . . , cd+1)T ∈
R
d+1 are the coefficients of the linear polynomial p(x). The matrix in
Eq. (2) is invertible if it has full rank. This is usually the case, if d + 1
linearly independent points are provided. The matrix inversion can be effi-
ciently calculated by using singular value decomposition (SVD) or similar
algorithms.
RBF models are very fast to train, even in high dimensions. They of-
ten provide good approximation accuracy even when only few training
points are given. This makes them ideally suited as surrogate models high-
dimensional optimization problems with a large number of constraints.
2.3 Constrained Optimization by Radial Basis Function
Approximation
Constrained Optimization by Radial Basis Function Approximation (CO-
BRA) is an optimization algorithm proposed by Regis [13]. The main idea
of this method is to use approximations of both the objective function and
constraint functions, in order to save evaluations of the real function and
constraints. Internally COBRA uses RBF interpolation for the modeling
of the objective and constraints. Each iterate is a result of an optimization
on a subproblem, which is defined by the RBF interpolation models of the
objective and the constraint functions.
Fig. 1 presents a flowchart of the algorithm. In the beginning an initial po-
pulation or design is generated to make it possible to create the first RBF
model. This can be done by using various strategies which are described
in more detail in Sec. 3.3. The resulting RBF models from the initial de-
sign are used to find the next iterate to be evaluated on the real function.
Therefore, a sequential search is performed on the surrogate functions. The
best point obtained from this search is referred to as infill point in the re-
mainder of this paper. Note that the infill point is the only point that is also
evaluated on the real function. This makes the algorithm efficient in terms
of real function evaluations required. If the infill point is better than the
current best solution, the best solution is replaced by the infill point. In any
case the RBF models are updated using the new information. In the next
round again a sequential search is performed until the number of function
evaluations exceeds the maximum number of allowed evaluations given by
the user (the budget for the optimization).
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Figure 1: Flowchart of the COBRA algorithm.
Model-assisted optimization In each iteration COBRA performs an op-
timization on the RBF models. This can be done by either using a special
constraint solver, or by using a method for unconstrained optimization with
a penalty function to avoid infeasible solutions. In this paper we incorpora-
te two constraint solvers, COBYLA [12] and ISRES [8], and also make use
of unconstrained optimization methods in form of classical Hooke & Jee-
ves pattern search [18] and the simplex algorithm by Nelder & Mead [19].
The selection of the internal optimization strategy in COBRA is arbitrary
and must be defined by the user. In Sec. 3.4 we compare different optimi-
zation strategies on a real-world problem.
Distance requirement cycle COBRA applies a distance requirement fac-
tor which determines how close the next solution xinfill ∈ Rd is allowed
to be to all previous ones. The idea is to avoid frequent updates in the
neighbourhood of the actual best solution. The distance requirement can
be passed by the user as external parameter vector Ξ = 〈ξ(1), ξ(2), . . . , ξ(κ)〉
with ξ(i) ∈ R≥0. In each iteration, COBRA selects the next element ξ(i)
of Ξ and adds the constraints ||xinfill − xj|| ≥ ξ(i), j = 1, ..., n to the
set of constraints. This measures the distance between the proposed infill
solution and all n previous infill points. The distance requirement cycle is
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a clever idea, since small elements in Ξ lead to more exploitation of the
search space, while larger elements lead to more exploration. If the last
element of Ξ is reached, the selection starts with the first element again
and so on. The size of the vector and the single components of the distance
requirement vector can be arbitrarily chosen.
Uncertainty of constraint predictions COBRA aims at finding feasi-
ble solutions by extensive search on the surrogate functions. However, as
the RBF models are probably not exact especially in the initial phase of
the search, a factor ε is used to handle wrong predictions of the constraint
surrogates. In the beginning we set εinit = 0.005 · l, where l is the dia-
meter of the search space. In each iteration n we only claim the point to
be feasible if the following Eq. holds for all constraint surrogates s
(n)
i with





i ≤ 0 (3)
That is, we tighten the constraints by adding the factor ε which is adapted
during the search. The ε-adaptation is done by counting the feasible and
infeasible infill points Cfeas and Cinfeas over the last iterations. When the
number of these counters reaches the threshold for feasible or infeasible
solutions, Tfeas or Tinfeas, respectively, we divide or double ε by 2 (up to
a given maximum). When ε is decreased, solutions are allowed to move
closer to the constraint boundaries (the imaginary boundary is relaxed),
since the last Tfeas infill points were feasible. Otherwise, when no feasible
infill point is found for a while (Tinfeas), the ε factor is increased in order
to keep the points further away from the constraint boundary.
3 Experimental analysis
3.1 Benchmark functions
For evaluation we use popular benchmark functions, e.g., the G functions
described in [20]. In Tab. 1 we present characteristics of these functions. It
can be seen from the table that the functions differ in dimension, objective
and number and type of constraints. Since these functions are often used in
the scientific literature for analyzing constrained-based solvers, they pro-
vide a good analytical testbed for our algorithm.
Additionally we evaluate the algorithm on a high-dimensional real-world
problem from the automotive industry: the MOPTA 2008 benchmark by
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Table 1: Characteristics of G functions: d: dimension, ρ: percent feasible, R: range of
objective function, LI: the number of linear inequalities, NI: number of nonlinear inequa-
lities, NE: the number of nonlinear equalities
Fct. d type ρ R LI NI NE
G01 13 quadratic 0.0003% 293.87 9 0 0
G02 20 nonlinear 99.9973% 0.69 1 1 0
G03 10 nonlinear 0.0026% 1 0 0 1
G04 5 quadratic 27.0079% 9725.83 0 6 0
G05 4 nonlinear 0.0000% 8850.43 2 0 3
G06 2 nonlinear 0.0057% 1247439.40 0 2 0
G07 10 quadratic 0.0001% 5660.62 3 5 0
G08 2 nonlinear 0.8581% 1691.26 0 2 0
Jones [21] is a 124-dimensional problem with 68 constraints. All input
parameters have been normalized to [0, 1]. The constraint values are mea-
ningfully scaled, e.g., if a constraint value si of 0.05 is returned, this means
that the constraint boundary is violated by a percentage of 5%. The pro-
blem should be solved within 1860 = 15 · d function evaluations which
in reality refers to one month of computation time on a high-performance
computer.
3.2 Results on benchmark functions
We compare our COBRA implementation in R1 with the results from other
research articles. Tab. 2 shows the results of 30 independent runs on the
G functions introduced in Sec. 3.1. For comparison we present the results
from COBRA by Regis [13], the stochastic ranking evolution strategy (IS-
RES) by Runarsson and Yao [8] and the Repair Genetic Algorithm (RGA)
by Chootinan and Chen [2]. The results from COBRA by Regis [13], IS-
RES [8] and RGA [2] have been taken from the original articles of the
authors, for COBYLA we ran experiments using the nloptr package in R.2
The results of our COBRA implementation can achieve accuracies simi-
lar or close to the results of the evolutionary algorithms (EA) ISRES and
RGA. This already can be seen as a success, since it was not clear, if the
surrogate models in COBRA are able to find very good approximations
of the real function and constraints. However, with exception of function
G02, where our COBRA implementation performed poorly, the results are
1http://cran.r-project.org/
2 http://cran.r-project.org/web/packages/nloptr/nloptr.pdf
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Table 2: Best (b), median (m) and worst (w) results and their standard deviation (sd)
determined in 30 independent runs with different approaches.
Fct. Optimum COBRA-R COBRA [13] ISRES [8] RGA 10% [2] COBYLA [12]
G01 -15.00
b -15.00 NA -15.0 -15.0 -15.0
m -15.00 NA -15.0 -15.0 -13.83
w -13.00 NA -15.0 -15.0 -0.27
sd 0.58 NA 5.8e-14 0.0 1.30
G02 -0.80355
b -0.409403 NA -0.803619 -0.801119 -0.272
m -0.346592 NA -0.793082 -0.7857 -0.199
w -0.281917 NA -0.723591 -0.745329 -0.164
sd 0.028 NA 2.2e-02 -0.0137 0.023
G03 -1.0
b -0.9899 -0.8965 -1.001 -0.9999 -1.0
m -0.9753 0.00 -1.001 -0.9999 -0.2289
w 0.000 0.00 -1.001 -0.9997 0.0
sd 0.19 NA 0.0 0.0 0.45
G04 -30665.539
b -30665.5386 -30665.49 -30665.539 -30665.5386 -30665.539
m -30665.5386 -30665.15 -30665.539 -30665.5386 -30665.539
w -30665.5386 -30664.58 -30665.539 -30665.5386 -30665.539
sd 7.5e-05 0.04 1.1e-11 0.0 8.3e-09
G05 5126.498
b 5126.4981 5126.5 5126.497 5126.498 5126.498
m 5126.4981 5126.51 5126.497 5126.498 5126.498
w 5126.4989 5126.53 5126.497 5126.498 5126.498
sd 2.4e-04 0.0 7.2e-13 0.0 0.0
G06 -6961.8138
b -6961.8134 -6944.54 -6961.81 -6961.81 -6961.81
m -6961.8116 -6795.6 -6961.81 -6961.81 -6961.81
w -6961.8044 -6460.53 -6961.81 -6961.81 91.05
sd 1.5e-2 24.6 1.9e-12 0.0 1782.09
G07 24.306
b 24.306 24.48 24.306 24.329 24.306
m 24.306 24.306 24.306 24.472 24.306
w 24.309 29.33 24.306 24.835 1440.87
sd 6.6e-04 0.15 6.3e-05 0.13 343.91
G08 -0.0958250
b -0.0958250 -0.10 -0.0958 -0.0958 -0.0958
m -0.0957808 -0.09 -0.0958 -0.0958 -0.0272
w -0.0945741 -0.06 -0.0958 -0.0958 0.0
sd 2e-04 0.0 2.7e-17 0.0 0.02
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in line with the EA and also outperform the original COBRA algorithm in
Matlab published by Regis [13] on some functions. While in general the
implementations are similar to each other, the following differences can be
made responsible for this:
• internal optimizer in COBRA (Regis uses fmincon in Matlab, we
use COBYLA, ISRES, NMKB or HJKB in R)
• size of the initial design. Regis always uses d+1 points, whereas we
also set higher values up to 3 · d+ 1
• initial design type: Regis proposes random initial design, we allow
LHS, optimized and biased designs (Sec. 3.3)
• usage of repair infeasible method (Sec. 3.5), for repairing slightly
infeasible solutions
As Tab. 2 only reports the objective values, we want to indicate that CO-
BRA has been designed for complex real-world optimization, and one of
its main advantages is that optimization can be performed spending on-
ly very few function evaluations. Because COBRA makes use of internal
surrogate models, it usually requires only a fraction of the function evalua-
tions needed by other strategies such as the EA. In Tab. 3 we present the
number of real function evaluations required by the methods to achieve the
objective values in Tab. 2. It is clearly visible that both our COBRA imple-
mentation in R and the original COBRA implementation in Matlab need
only very few function evaluations, while algorithms like ISRES or RGA
sometimes require 1000 times more evaluations to yield similar results.
Comparing COBRA and COBYLA, it can be seen from the result ta-
bles that COBRA requires less function evaluations. One reason therefore
might be that COBYLA does not incorporate any additional heuristics as
the distance requirement and only uses linear models which might be wor-
se for nonlinear functions. Another disadvantage of COBYLA can be the
dependency of the delivered starting point. While COBRA uses a set of
points, COBYLA is prone to early convergence in local optima when the
problem is multimodal and the starting point is far from the optimum. As
a consequence the final solutions of COBYLA are not as precise as the
solutions delivered by COBRA and COBYLA needs substantially more
function evaluations until convergence (cf. Tab. 3).
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Table 3: Average number of function evaluations used to reach results shown in Tab. 2 for
different algorithms.
COBRA-R COBRA [13] ISRES RGA 10% COBYLA
G01 59 NA 350 000 95 512 986.4
G02 500 NA 350 000 331 972 5 000.0
G03 500 100 350 000 399 804 3 402.2
G04 100 100 350 000 26 981 441.3
G05 100 100 350 000 39 459 745.0
G06 100 100 350 000 13 577 276.6
G07 150 100 350 000 428 314 2 740.0
G08 150 100 350 000 6 217 430.0
3.3 Initial design
The initial design strategy in COBRA (Sec. 2.3) can be responsible for
obtaining good or bad results. Especially for multimodal problems a good
selection of the initial design can lead to meaniningful better results. In the
R implementation of COBRA the user can select between three different
initialization strategies:
LHS: Latin Hypercube Sampling of size n
Biased: The points are randomly sampled around the provided starting
solution with given standard deviation sd.
Optimized:An initial optimization is performed without model-assisted
optimization. In this paper we used Hooke & Jeeves [18] with a static
penalty function for this.
In Fig. 2 we provide the results of 20 runs with COBRA on the G07 test
function, first with a LHS random initialization and second with an op-
timized initialization. As can be seen from the plot the random LHS in-
itialization leads to a premature convergence with no improvement after
some early iterations. Instead the optimized initialization, where a Hoo-
ke & Jeeves search is performed using a simple penalty function, leads to
much better progress and no stagnating behaviour. As a consequence, the
selection of the initial design has a direct effect on the performance. A ve-
ry bad selection of initial design points seems to completely deteriorate the
algorithm’s progress.
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 Different initialization approaches 
Figure 2: The plot shows the mean results of 30 independent runs on G07 for the LHS
and optimized initialization strategies. The upper and lower ribbons depict best and worst
solutions of the 30 runs.
3.4 Internal optimization strategy
We ran COBRA on the MOPTA benchmark problem with different optimi-
zers for the optimization on the surrogate functions. E.g., in our COBRA
R implementation we can select between the following optimization stra-
tegies:
• Hooke & Jeeves (HJKB) search [18]
• Nelder & Mead simplex algorithm (NMKB) [19],
• Constrained-based optimization by linear approximation (COBYLA)
by Powell [12]
We assumed to get the best results with COBYLA, since it builds an in-
ternal model of the objective and constraints and usually outperforms the
classical direct search strategies which are sometimes even not designed
for high-dimensional problems (e.g., Nelder & Mead tends to get lost in
large search spaces). In the left plot of Fig. 3 the mean out of ten runs
of the best feasible solution visited over the optimization loop so far is
depicted. In the initialization one feasible starting solution was given by
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tolerance = 0.00 tolerance = 0.005
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Optimization process on MOPTA 
 
Figure 3: Average optimization progress for COBRA-R on the MOPTA 2008 benchmark.
Left: best feasible solution up to the current iteration, right: best solution with 5% cons-
traint violation (tolerance) allowed. The known optimum is shown as a straight grey line
at 222.74.
Jones [21]. The rest of the 249 initial design points was generated by the
optimized initialization strategy (cf. Sec. 3.3) using a size of 249 design
points. It can be seen from the plot that surprisingly HJKB outperforms
NMKB and COBYLA.
Interestingly, the situation changes if we allow for small constraint viola-
tions of up to 5%. Although infeasible solutions can be generated by this,
it is possible that small constraint violations can be resolved afterwards,
e.g., by applying a method similar to the repair infeasible algorithm we
are presenting in Sec. 3.5.
In the right plot of Fig. 3 we again started the algorithms HJKB, NMKB
and COBYLA on the MOPTA benchmark, but now allowing constraint
violations of up to 5%. As can be seen from the plot the result of the CO-
BYLA algorithm has been improved significantly. While COBYLA per-
formed rather poor before with the hard constraint, it can now reach the
optimum of the MOPTA benchmark in several runs. While the classical
HJKB and NMKB did not yield any benefits from this small change, CO-
BYLA could clearly improve its result and is close to the desired optimum.
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Figure 4: Repairing infeasible solutions with a gradient step. A slightly infeasible solution
x is repaired with the help of the surrogate function v(x) of a constraint (i. e. we do not
need any expensive evaluations of the true function): We estimate the gradient g(x) of the
constraint surrogate. If the linear approximation near x holds, an appropriate step from x
to a feasible solution z can be easily calculated.
3.5 Repairing infeasible solutions
Sometimes very small constraint violations occur for infill points, because
the internal optimization method could not determine a feasible solution,
or the solution returned by the optimizer was assumed to be feasible on
the surrogates, but turns out to be infeasible after evaluation on the real
function. As a consequence this can lead to a unwanted discarding of good
but slightly infeasible solutions.
The repair infeasible method has been especially designed for internal op-
timization strategies inside COBRA like COBYLA. In most of our runs
with COBYLA, it turned out that the infill points often have very small
constraint violations. For COBYLA, it took a relatively long time to resol-
ve such small constraint violations. To circumvent this issue we integrated
a very simple gradient descent strategy for resolving small constraint vio-
lations. In Fig. 4 we describe the general sketch of the repair infeasible
algorithm. The repair infeasible technique in our approach and [2] are both
based on utilizing the gradient information from constraints. In [2], the re-
pairing operation is embedded into a Genetic Algorithm and the infeasible
results are repaired with a defined probability by deriving the gradient of
the real constraint functions to direct the infeasible point towards the feasi-
ble region. Our approach only relies on constraint surrogates and does not
impose any extra real function evaluations.
In Fig. 5 we show the performance of COBRA on function G06 with and
without repair infeasible. It can be seen from the plot that after a first pha-
se with similar progress of both variants the variant with activated repair
infeasible can approximate the optimum much better. The progress is ve-
ry fast with neat improvements during iterations 40 to 50. In contrast the
variant without repair infeasible stagnates at an inferior level.
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Optimization process on G06 
   
Figure 5: Impact of using the repair infeasible technique within COBRA(NMKB) on the
G06 problem.
4 Discussion
In this section we discuss the components of the COBRA algorithm and
want to draw the attention on common pitfalls and drawbacks of the me-
thod.
4.1 Initial design
The RBF models used internally in COBRA need at least d+1 points (whe-
re d is the dimension of the search space) to fit an interpolating model. In
the COBRA algorithm an initial population is created as a first step (see
Fig. 1). The method used for this can be designed by the user, but usually
methods from statistics are chosen therefore. We have integrated the strate-
gies described in Sec. 3.3, but depending on the problem also other designs
are possible. Although with d+1 a lower bound exists for the initial design
points and can be used by the algorithm, it can be advantageous to incre-
ase this number and to not rely on the minimum number of initial design
points.
In our experimental study it was crucial to find a good strategy for the
initial design generation and number of design points. We found these set-
tings to be important for the later performance of the whole optimization
run. Both settings can be very problem-dependent, but we showed several
examples, where the selection of the right strategy makes a difference. A
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general rule-of-thumb for the number of initial design points can be given
with 3d, where d is the dimension of the problem.
4.2 Internal optimization strategy
The selection of the internal optimization strategy in COBRA can be cru-
cial to find good solutions for some problems. E.g., in highly multimo-
dal landscapes, local optimization methods such as COBYLA, HJKB or
NMKB are not well-suited. In fact these methods are designed for local
optimization and will probably fail on multimodal landscapes. A possible
solution to this problem can be to implement a restarting strategy, which
from time to time makes random restarts and does not spent the whole bud-
get for the optimization of the starting solution. Other solutions can be to
select global optimization strategies like ISRES, which are also available
in our R implementation of COBRA.
4.3 Distance requirement
In the literature a lot of work has been devoted to balancing exploration
and exploitation of the search space. In COBRA, the user controls explo-
ration and exploitation by setting the distance requirement parameter Ξ.
Large values in Ξ lead to explorative steps, while smaller values enable
closer approximations of the optima. However, too many large values can
lead to uncontrolled jumping through the search space, whereas too ma-
ny small values can lead to a stagnating behaviour in suboptimal regions
of the search space. For this reason good settings of Ξ are necessary and
must be defined anew for each test case. As a rule of thumb, Regis [13]
proposes Ξlocal = 〈0.01, 0.001, 0.0005〉 for a locally-biased distance re-
quirement, and Ξglobal = 〈0.1, 0.05, 0.01, 0.005, 0.001, 0.0005〉 for a more
globally biased distance requirement. Note that these settings are only sug-
gestions, specific properties of other problems might require to define other
settings.
In our experiments we sometimes discovered, that a large element (i.e.
ξi = 0.03) or a very small element (ξi = 0.0) in the set can have a beneficial
effect. The large element can support the algorithm to make larger steps in
the search space, which can be advantageous for highly multimodal func-
tions. The small element instead can help to find better approximations of
the target. Fig. 6 shows the infill solutions obtained in a run on function
G06 with a small ξi of 0.0 included. Stepwise the points move closer to the
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Table 4: Challenges of G-problems and MOPTA (MO) and their possible solutions in
COBRA
Challenge(s) Solution(s)
G01 Small feasible region. Often solutions
with slightly violated constraints.
Add 0.3 to DRC (explo-
ration). Use repairInfea-
sible.
G02 Multimodal: Many local optima, espe-
cially in 20d
none!
G03 Nonlinear and non-separable objective
→ surrogate model not accurate. High
dimension and large range R.
Logarithmic transform
G04 Fitness function and constraints with
mixed terms x1x2 → difficult for cons-
traint surrogates.
Use optimizer COBYLA
(others fail: NMKB, IS-
RES)
G05 Extremely thin feasible region. Three
nonlinear active constraints. Highly va-
rying input ranges.
Add 0.0 to DRC, use op-
timizer COBYLA. Res-
cale inputs to [0, 1]d.
G06 Very thin feasible region, optimum at
„tip of needle“. Steep objective functi-
on, large range R.
Add 0.0 to DRC (avo-
id „blocking“ the opti-
mum)
G07 Constraints with mixed terms x1x2 →
difficult for constraint surrogates. Very
small ρ = 0.0001%.
Use optimizer COBYLA
(others fail: NMKB, IS-
RES)
G08 Shallow optimum in feasible region is




MO Very high d=124 andm=68. Often solu-
tions with slightly violated constraints.
DRC: distance requirement cycle
R: min-max spread of objective function over search space (see Table 1)
ρ: percentage of feasible volume in search space volume (see Table 1)




Figure 6: Optimization with COBRA-R on function G06 with ξi = 0.0 in the set. Tri-
angles and circles are representing feasible and infeasible points. The big black circle is




Figure 7: Optimization with COBRA-R on function G06 without ξi = 0.0 in the set.
Proc. 24. Workshop Computational Intelligence, Dortmund, 27.-28.11.2014 253
optimum along the shaded area, which is located at the needle point of this
area. Outside the shaded area the points are infeasible which makes this
problem very hard for any optimizer, because the feasible region around
the optimum becomes very small. With larger values for the Ξ parameter,
it would not be possible to exploit solutions in the optimal region. By swit-
ching off the distance requirement method from time to time, the algorithm
allows solutions in the direct neighbourhood of the known points and can
move closer to the real optimum.
In Table 4 we summarize this discussion by showing the quite different
challenges posed by each optimization problem and indicate possible so-
lutions found in the framework of COBRA-R to cope with this challenges.
5 Conclusion and outlook
In this paper we presented a comparative study on constrained optimiza-
tion problems under limited budgets. Therefore we developed a new im-
plementation of the model-assisted algorithm COBRA in R. With our new
implementation of COBRA we give users full flexibility for changing or
adapting single components of the algorithm. In an experimental study on
common benchmark functions we give evidence that our COBRA imple-
mentation can reach very good accuracies on most of the functions dis-
cussed in this paper (G01, G04, G05, G06, G07 and G08). The experi-
ments showed, that the obtained results of COBRA-R are similar or close
to the results of other constrained optimization algorithms including IS-
RES, RGA and COBYLA. We want to emphasize that the other strategies
require a much higher number of function evaluations. Thus, as one of the
main contributions of this paper, COBRA can achieve much faster con-
vergence rates with almost similar accuracies on most functions. As only
drawback we found negative results on the functions G02 and G03, pre-
sumably due to the dimensionality and complexity of these functions (20d
and multimodality in the case of G02, highly nonlinear in the case of G03).
Few questions remain open, e.g., the generation of a good initial design, the
optimal settings for the distance requirement, or the choice of the best per-
forming optimization strategy on the surrogate functions. In future work
we want to elaborate on that and strengthen the advantages of model-
assisted optimization under heavily restricted budgets. We are looking for-
ward to improve our promising initial results on the MOPTA real-world
problem by providing a deeper analysis of the hyperparameters of the al-
gorithm.
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Abstract: Piecewise Bilinear Models and Recurrent Fuzzy Systems are
universal approximators for any smooth nonlinear dynamics. One of their
advantage is the efficient representation of the modeled system dynamics
by means of rule-bases or look-up-tables. In this paper, it is shown how
to obtain provably stabilizing controllers by means of piecewise quadratic
Lyapunov functions. Interpolating controllers with affine local controllers
are considered for interpolation, akin to the concept of parallel distributed
compensation widely used for control of Takagi-Sugeno systems.
1 Introduction
In order to analyze and control nonlinear systems, it is well known that besi-
des exact methods, approximate approaches may be utilized. In the context
of fuzzy logic-based modeling and control of dynamic systems, Takagi-
Sugeno (T-S) systems [1] are probably the most prominent models allowing
for an approximate system representation. In addition, Piecewise Bilinear
Models (PBM) [2], [3] have been investigated over the past decade, which
can be seen as special case of T-S systems. As universal approximators,
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they are also able to represent any smooth nonlinear dynamics, yet compa-
red to T-S systems, their advantage is in the efficient representation of the
system dynamics as look-up table. This makes PBM particularly interesting
for industrial applications, where many times functional dependencies are
given only approximately as look-up tables.
Independently of PBM, Recurrent Fuzzy Systems (RFS) [4] have evolved at
the same time. Although the primary intention for this system class was to
obtain a linguistically interpretable model based on fuzzy automata, due to
recent developments they are utilized for control purposes as well. As found
by the authors, both system classes are indeed similar and in special cases
even identical, which makes it amendable to answer common questions
related to both system classes in a common framework.
For both system classes, a number of literature exists dealing with the ques-
tion of controller synthesis for the respected models. In the context of PBM,
two main lines of research were followed up until now: The first is based
on look-up table controllers which are derived for a given PBM by means
of feedback-linearization [5] or a design by means of the vertex placement
principle [6]. In a second approach, feedforward controllers are considered,
which are obtained from feedback error learning [7].
In the case of RFS, fuzzy controllers [8], piecewise-polynomial control-
lers [9] and switching controllers [10] were discussed, whereas the latter
approach focused especially on robust control.
In this paper, we now discuss the synthesis of provably stabilizing control-
lers for PBM and RFS, whereas the concept of parallel distributed com-
pensation is used. The stability criterion is based on piecewise quadratic
Lyapunov functions, which in the context of T-S systems were treated, e.g.,
in [11]. Based on the latter work, a similar discussion of stability analysis
for PBM and RFS was carried out in detail in [12], which is now the starting
point of the controller synthesis presented in this paper.
The remainder is organized as follows: Sec. 2 shortly reviews necessary
definitions of PBM and RFS, whereas a review of the stability criterion
under consideration is given in Sec. 3. The synthesis of state feedback is
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then given in Sec. 4, whereas practical hints considering the implementation
are given in Sec. 5. The method is applied to the inverted pendulum example
in Sec. 6, and concluding remarks are given in Sec. 7.
2 Preliminaries
In this section, the basic definitions of PBM and RFS are reviewed as de-
tailed, e.g., in [2] and [13]. It is thereby shown that both system classes
follow the same idea of universal approximators for smooth nonlinear dy-
namics and in some cases and under mild constraints are even of identical
structure.
2.1 Piecewise Bilinear Systems
In order to model nonlinear system dynamics by means of PBM, it is assu-
med beforehand that these are input-affine, i.e.,
ẋ = fnl(x) +Gnl(x)u. (1)









jwji = 1, wji(xi) ∈ [0, 1], the samples v̇j = fnl(vj) and Gnl(vj) thus
obtained may be stored in a look-up table. Thus, PBM become particularly
suitable for practical applications, and can at the same time be given as
rules of the form
If x = vj,
then ẋ = v̇j +Gnl(vj)u.
(3)
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Hence, by interpolating between rules (3) in every dimension of the state








are obtained, which are given here in parameter form [2]. Due to the samp-
ling, a grid is introduced by the vertices vj, whereas each rectangular region
between vj and vj+1 is abbreviated Rj = conv {vj,vj+1}. Although these
regions are hypersquares in general, the term rectangle is used for simpli-
city.
Similar to the dynamic function, the output function may be taken into
consideration by means of the same sampling technique, which is omitted
here due to space restrictions.
2.2 Recurrent Fuzzy Systems
In contrast to PBM, RFS allow for the modeling of any smooth nonlinear
dynamics
ẋ = fnl(x,u) (5)
without assuming input-affinity. By sampling (5) on a grid at discrete vertex
positions (vj,vq) akin to the PBM, gradients
v̇j,q = fnl(vj,vq) (6)
are obtained. Furthermore, by introducing vectors of linguistic values Lxj ,
Luq and L
ẋ
j,q which are associated with crisp vertices (vj,vq) and gradients
v̇j,q, the dynamics of the RFS
If x = Lxj and u = L
u
q,
then ẋ = Lẋj,q
(7)
are obtained for each vertex. In order to obtain again crisp gradient values
from the RFS, membership functions wji(xi), wqp(up) ∈ [0, 1] are introdu-
ced fuzzifying the linguistic variables. Following [13], the algebraic pro-
duct is then chosen for aggregation and implication, such that the premise
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weights







are obtained. Evaluating the implication as
wimpj,q (x,u) = v̇j,qwj,q(x,u) (9)











are obtained. If furthermore
∑












akin to (4) is obtained, showing the similarity between PBM and RFS.
2.3 Comparison
Comparing the system structure of PBM and RFS, it becomes obvious that
their main difference is in the treatment of the input space. Whereas in the
case of PBM, the class of system dynamics are restricted to input-affine
systems, RFS allow for more general dynamics. Nevertheless, the restricti-
on to input-affine systems is reasonable under a practical viewpoint, since
this assumption holds for a variety of technical systems. In addition, the
controller synthesis is considerably facilitated with this restriction.
From a structural point of view, it can be noted that for the special cases of
unforced systems and single-input systems, PBM and RFS are fully equi-
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valent. For m > 1, i.e., systems with multiple inputs, this equivalence does
not hold in general. On the other hand, RFS can be rendered input-affine
by means of a dynamic transformation, such that a conversion into PBM is
again possible.
For both system classes, nothing was said until now about the type of mem-
bership function. In general, any kind of membership function is applicable
fulfilling he properties wji ∈ [0, 1] and
∑
jwji = 1. On the other hand, the
restriction to ramp- and triangular-shaped membership functions is consi-
dered due to several reasons: First, the interpolation by means of piecewise
affine functions is easy to implement. Second, these membership functions
are nonzero only in a local region, supporting the idea of a piecewise lo-
cally defined system. In addition, the simplicity of triangular membership
functions allows for the derivation of system dynamics in a piecewise poly-
nomial form, which can furthermore be expressed in a matrix form, being
particularly suitable for implementation.
3 Stability Analysis
This section outlines the stability analysis of PBM and RFS by means of
piecewise quadratic Lyapunov functions as discussed in [12]. It will form
the basis for the controller synthesis, which is detailed in Sec. 4. Piecewi-
se quadratic Lyapunov have already been utilized in the context of hybrid
systems [14] or affine T-S fuzzy systems [11]. We closely follow these dis-








In the following an equilibrium (x∗,u∗) is assumed at the origin and inci-
dent with a vertex, which is without loss of generality, because each PBM
and RFS may be augmented with a vertex at (x∗,u∗) without changing the
overall dynamics.
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Starting with the well-known Lyapunov equations
V (x) > 0, ∀x = 0, (14a)
V̇ (x) < 0, ∀x = 0, (14b)
V (0) = 0, (14c)
a local approximation
V (x) ≈ rj + 2q
T
j x+ x
TPjx, x ∈ Rj (15)













= xTPjx, x ∈ Rj. (16)
Furthermore, it is assumed that
rj = 0, qj = 0, ∀Rj ∈ R0, (17)
in order for (14c) to hold. Therein, R0 denotes the set of rectangles contai-
ning the origin. (16) can then be considered as piecewise-defined function
⇒ V (x) =
{
xTPjx, Rj ∈ R0,
xTPjx, Rj /∈ R0.
(18)
It is crucial for (18) to be continuous across rectangle borders in order to
guarantee stability. As shown in [11], this can be ensured by decomposing
the matrices of Lyapunov function candidates according to
Pj = F
T
j TFj, Rj ∈ R0, (19a)
Pj = F
T





and fj = 0 for Rj ∈ R0 are introduced, fulfilling the
facet conditions
Fix = Fjx, x ∈ Ri ∩Rj. (20)
















, Rj /∈ R0
(21)
follows from (14b). Herein, we now substitute the state and state deriva-









vj · wj(x) = conv
j\0











v̇j · wj(x) = conv
j\0
{v̇j} , x ∈ Rj. (23)
For simplicity, the shorthand notation j\0 was introduced meaning all ver-
tices j not corresponding to the equilibrium.
















































⎭ , vi,vj ∈ Rk /∈ R0.
(24)
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Hence, (13) is asymptotically stable, if
∀ Rk ∈ R0:
Pk 	 0, (25a)
vTi Pkv̇j < 0, vi,vj ∈ Rk\0, (25b)
∀ Rk /∈ R0:









< 0, vi,vj ∈ Rk. (25d)
In order to account for the locality of these equations, the S-procedure (see,
e.g., [15]) is utilized, such that inequalities (25) have to hold on Rk only
instead of the entire state space. This relaxation comes at the cost that it
renders the stability conditions sufficient only, because the S-procedure is
itself in general only a sufficient conditions.
To apply the S-procedure for each rectangular regions Rj, they are descri-
bed by means of 2n bounding hyperplanes, such that
Ejx ≥ 0, x ∈ Rj, (26)
with Ej ∈ R
2n×n+1 as detailed in [11]. Then, stability conditions for system
(13) in relaxed form read
∀ Rk ∈ R0:
Pk 	 0, (27a)
vTi Pkv̇j < 0, vi,vj ∈ Rk\0, (27b)
∀ Rk /∈ R0:
Pk − E
T









< 0, vi,vj ∈ Rk, (27d)
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with Sk ≥ 0 being component-wise non-negative. It has to be emphasized
that only (27c) has to be relaxed by means of the S-procedure, whereas
(27b) and (27d) are scalar inequalities and thus inherently local.
As additional constraints, the region of attraction E = {x | V (x) ≤ 1} has
to be contained in the set of rectangles R. This was discussed, e.g., in [16]
for T-S systems. For R being a symmetric polytope around the origin, this
interpolation region can be rewritten as
R = {x |aTi x| ≤ 1, i = 1, . . . , 2n}. (28)
Then, following [15], the additional constraint
aTi P
−1











≤ 1, ∀ ai ∈ Rk /∈ R0, (29b)
for all Rk ∩ ∂R = ∅ guarantees that E ⊆ R. Applying Schur complement,













. These conditions may lead to conservative results for
sets R being non-symmetric around the origin. A way to circumvent this
problem is proposed in [12].
4 Synthesis of Parallel Distributed Compensation
Based on the previously discussed stability analysis, this section is devoted
to the synthesis of local affine controllers stabilizing a given PBM/RFS.
Because the input space has to be considered for the controller synthesis,
the discussion will be carried out for the more general RFS, which include
PBM as special case.
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We assume for each vertex vj ∈ R ⊂ R
n an affine local controller Kjx+kj,
with kj = 0 for vj = x
∗. Then, by means of a linear interpolation, the
control law







is obtained, where a notation similar to the parametric form for PBM/RFS
was used. Note that local controllers were only chosen for each vertex in
the state space, rather than the input-state space to avoid the controller from
being an implicit function. For convenience, we will also denote (31) by
k(x) ∈ conv
vj,x∈Rk
{Kjx+ kj} . (32)




v̇j,q · wj(x) · wq(u) = fj,q(x,u) (33)
is derived, where for simplicity fj,q denotes the local dynamics being active

























where it is assumed that aj,q = 0 for vj ∈ R0, i.e., the region of rectangles
including the origin. Note that for vj,q = 0 to be an equilibrium, this is also
a necessary conditions.
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By substituting (32) into (35), the dynamics of the closed-loop system
ẋ ∈ conv
vi,vj,x∈Rk;q












, vi,vj /∈ R0,
(36a)
are obtained as differential inclusion, with
Ai,j,q = Aj,q +Bj,qKi, vi,vj ∈ R0, (36b)
Ai,j,q =
[
Aj,q +Bj,qKi aj,q + ki
0 0
]
, vi,vj /∈ R0. (36c)






























x, Rk /∈ R0
(37)
follows from substituting (36a) into (21). Thus, V̇ (x) < 0 is ensured, if





≺ 0, Rk /∈ R0 (38b)
holds. In contrast to the gradient conditions (27b) and (27d) for the stability
analysis, (37) can no longer be reduced to finitely many scalar inequalities
at vertices. As a consequence, the S-procedure has to be utilized for (38)
in order to take locality of the matrix inequalities into consideration. Thus,











kSa,kEk ≺ 0, Rk /∈ R0. (39b)
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Akin to the conditions for stability analysis, the restriction of the region of
attraction to the domain, i.e., E ⊆ R, is taken into consideration by means
of (30). In order to maximize the size of the region of attraction, auxiliary
ellipsoids εi = x
TMix for each sector Si around x
∗ are inscribed into the
region of attraction. With nTi being a normal vector pointing into the sector
Si, the radius of each ellipse is maximized by minn
T
i Mini. In addition, the
constraint of auxiliary ellipses being contained in the region of attraction,
i.e., ∪iεi ⊆ E , may be formulated as⎧⎪⎨
⎪⎩
xTPkx ≤ x







x, x ∈ Rk /∈ R0
(40)
for eachRk∩Si. Equivalently, by using the S-procedure, (40) can be written
as LMI ⎧⎪⎨
⎪⎩
Mi −Pk − E
T






kSb,kEk 	 0, Rk /∈ R0.
(41)
Then, the controller synthesis problem for PBM and RFS is solved by
means of the following theorem, summarizing the aforementioned conditi-
ons:
Theorem 1. A PBM or RFS is piecewise quadratically stable, if there exist
local controller matrices Kj,kj for each vertex vj ∈ R, and symmetric





∀ Rk ∈ R0:
Pk − E
T
kSkEk 	 0, (42b)
He {PkAi,j,q}+ E
T




	 0, Rk ∩ ∂R = ∅, (42d)
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Mi −Pk − E
T
kSb,kEk 	 0, (42e)
∀ Rk /∈ R0:
Pk − E
T

















kSb,kEk 	 0 (42i)
holds for all Rq ∈ U . Then, the maximum region of attraction E is given by
V (x) ≤ 1, and E ⊆ R.
If Kj = 0 is chosen, then a controller is obtained, which is structurally
equivalent to a Mamdani type fuzzy controller or look-up-table controller.
Nevertheless, in general it is desirable to have more degrees of freedom by
allowing non-zero Kj, leading to an improved performance compared to
pure static fuzzy controllers.
5 Implementational Aspects
Due to product terms in Pk and Kj, kj, the optimization problem (42) con-
tains bilinear matrix inequalities (BMI). Therefore, only suboptimal results
can be obtained in contrast to the stability analysis. Because of the piece-
wise definition of the system, a linearizing transformation as in the case of
linear systems with unique quadratic Lyapunov function appears to be im-
possible. Among the solution strategies proposed in the literature for sol-
ving BMI, we mention the path-following approach [17] linearizing the op-
timization problem and solving it in an iterative manner, as well as the rank
minimization strategy [18], both being local solution algorithms. Global so-
lution strategies have been proposed in [19] based on a branch-and-bound
technique and in [20] based on the benders decomposition.
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To limit the implementational burden, we make use of a V-K-iteration sche-
me as proposed in [21], which iteratively solves (42) by keeping either Pj
or Kj,kj fixed while solving the LMI-problem for the remaining variables.
Obviously, the solution thereby obtained relies heavily on the initial solu-
tion. Therefore, we propose to compute an initial controller heuristically
akin to the initial solution proposed for the ILMI algorithm for T-S systems
in [22]. The aim is to obtain for each vertex vj ∈ R a mean affine system




























Bj,q where Aj,q, aj,q,Bj,q are defined by (34a). Note
that the necessity to average over linearizations around a vertex vj for each
of the 2n adjacent rectangles arises, since an approximate gradient is to
be obtained independently of a particular rectangle Rk, and because the
utilized triangular membership functions are not differentiable in vj.








B̃j denoting the Moore–Penrose pseudoinverse of
B̃j. For the remaining linear subsystem, Kj is then determined by means of
pole placement. With these initial solutions for Kj and kj, (42) is solved for
Pj, then by fixing Pj, new local controllers are computed. The procedure is
repeated until no further improvements can be made.
As for the stability analysis, relaxing the S-procedure may lead to a reduced
number of LMI variables. For non-symmetric regions, appropriate modifi-
cations of (42d), (42h) akin to (30) will prevent conservative solutions with
regard to the stability region.













































Figure 1: Phase portraits of (a) open-loop inverted pendulum modeled as
PBM/RFS and (b) controlled inverted pendulum
6 Numerical Example
The controller synthesis algorithm outlined in Theorem 1 is applied to the
well-known dynamics of a pendulum mounted on a cart
ẋ1 = x2, (45a)
ẋ2 = − sin(x1 + π)− cos(x1 + π)u, (45b)
whereas the dynamics of the cart is neglected.
From these nonlinear dynamics, a PBM/RFS is derived by sampling (45)
at vertices (vj,vq), whereas the vertices in each dimension are chosen to






3} and vq = {−10, 0, 10}. Since the system
has only one input, it may be represented equivalently as PBM and RFS.
Its open-loop dynamics are depicted in Fig. 1a, revealing the origin being
an anti-stable equilibrium that is to be stabilized.
In order to solve the bilinear matrix inequality optimization problem (42),
initial local controllers are first computed for the approximating affine local
systems (43). The affine part of these initial controllers is given by (44),
whereas for the remaining linear subsystems, the controller matrices Kj
are chosen such that the poles of closed-loop local systems are at si =
































Figure 2: (a) Lyapunov function for controlled inverted pendulum and (b)
state development of controlled inverted pendulum for initial condition of
x0 = [0.8, −0.8]
T .
{−4,−5}. With this initial solution, (42) is then solved iteratively, resulting
in a stable controlled system, whose phase portrait is documented in Fig. 1b.
Therein, the region of attraction is shown as well, being fully included in
the system domain. The final Lyapunov function is also shown in Fig. 2a.
By applying the resulting controller to the ground truth dynamics (45) with
initial conditions x0 = [0.8, −0.8]
T , the development of the states as
shown in Fig. 2b was obtained during simulation. As expected, the closed-
loop dynamics reveal an asymptotically stable behavior.
7 Conclusion
A control method was proposed, which is applicable for PBM and RFS,
leading to a provable stabilization of equilibria of the system. Since the
concept of parallel distributed compensation was used, the dynamics of the
controlled system will again be smooth, i.e., no chattering will occur, even
though the system dynamics are defined piecewise. The stability analysis
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was based on piecewise quadratic Lyapunov functions without introducing
any other assumptions. Thus, with increasing precision of the PBM/RFS,
the approximation of the Lyapunov function becomes increasingly precise
as well. The piecewise definition on the other hand comes at the cost of the
use of the S-Procedure, introducing a slight degree of conservatism, which
renders the stability conditions only sufficient. Nevertheless, it was shown
that the stability conditions can be extended towards controller synthesis in
terms of bilinear matrix inequalities. To solve this non-convex problem in
an iterative manner, a way for finding good initial solutions was proposed.
A thorough comparison with existing control concepts for general smooth
nonlinear systems remains a topic for future research. Preliminary results
indicate, that the framework of PBM/RFS as finite element approach is
able to clearly outperform existing methods in nonlinear control, since no
assumptions have to be made about the type of the Lyapunov function and
dynamic function to be approximated. On the other hand, compared to other
universal approximators, it is still possible to prove system properties such
as stability.
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Abstract
With the daily progress of industry, the tasks performed by electrical and
mechanical machines are growing increasingly. Therefore, accurate ma-
chine diagnosis and condition monitoring for complex automated produc-
tion systems become an important task. With recent advances in sensor
and information fusion techniques, significant progresses have been made
in this area by gathering useful information from the environment. Such
knowledge is practical in order to predict the system behaviour, find pat-
terns, anomalies, or motifs. The focus of this work is on time-series sig-
nals motif discovery. This work tackles the drawbacks of existing methods
namely inability of finding shifted and multi-scale motifs of different size.
The proposed approach is based on the invariant wavelet transform which
is able to overcome the limitations of the existing algorithms.
1 Introduction
Machine diagnosis and condition monitoring for complex automated pro-
duction systems has gained huge interest during recent years. To achieve
the goal of the production system, namely to fabricate a high quality prod-
uct, all parts of the system should work together properly. The behaviour
diagnosis of such systems is a complex task, depending on many effects.
For instance, collecting information from various sources as completely
as possible without any artefacts, or discovering defective parts and ma-
chines, etc. [1–3].
Sensor and information fusion plays a major role in behaviour diagnosis of
such systems. The typical character of multi-sensor systems is capturing
the state of the environment and generating fused information using the
obtained data and information fusion methods [1], [3]. Moreover, signals
that are originated from physical sensors usually contain multiple events
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or patterns that occur at different time scales. Such knowledge can be ap-
plied to predict the behaviour of a system or find patterns, anomalies, or
motifs. The term motif was first triggered by Patel et al. [4], and means
finding frequent unknown patterns in a signal without any prior informa-
tion about their locations or shapes. The time-series motif of length m of
a signal T = (t1, ..., tn) is a pair of subsequences (Si,m, Sj,m) of signal T
for 1 ≤ i < i +m ≤ j ≤ n−m + 1 that distance(Si, Sj) is the smallest
among all possible pairs [5].
Motifs can provide valuable insights about the problem under investigation
to the user or expert. These unknown patterns can be used in tasks such as
rule-discovery, and summarisation by providing useful information or in
clustering and classification as prototypes for each class [6].
In spite of extensive research in time-series motif discovery, there is a lack
of a method which is able to detect shifted and multi-scale motifs of dif-
ferent size. Such motifs have been stretched/squeezed or simply shifted in
time or amplitude domain. Moreover, they can be rotated or have different
phase. To able to handle such variances, this paper proposes an approach
based on an invariant mapping method which is capable of handling sta-
tionary as well as non-stationary signals in the first step, followed by fea-
ture extraction in the second step and finally ended by similarity measures.
Among many invariance mapping methods, explained in section 3, Wavelet
Transforms are utilized in this work which provide time-scale resolution.
Wavelet Transforms have been shown to be a valuable tool in many sig-
nal processing applications such dimensionality reduction, noise filtering
and signal classification [7], [8], however to our knowledge these methods
were not used in the time-series motif discovery task.
This article is organized as following: Section 2 reviews the related work
regarding motif discovery. A brief background of invariance methods, no-
tations and necessary definitions are given in section 3. Then the proposed
approach is introduced in section 4. Following, experimental results based
on real world data are explained in section 5. Finally, section 6 contains
conclusions and directions for future work.
2 Related Work
As stated in [4], the definition of time-series motif is based on a user-
defined range parameter R and a motif of length m. Two subsequences of
length m match if their similarity determined by similarity measure meth-
ods is less than R.
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Fig. 1: Multi-Scale motifs
Many attempts have been undertaken to handle these problems, for ex-
ample Mueen et. al. [9] applies the symmetry and triangular inequality
properties of the Euclidean distance to improve time complexity. Lin and
Li use a grammar-based algorithm to find approximate motifs in medical
data [10], by continually generating a grammatical rule for each subse-
quence. In this algorithm, the subsequence with the most repeated rule is
chosen as a motif. The advantage of this method is that there is no need
to define motif lengths, however there are other parameters that must be
defined. Additionally, this algorithm can handle data streaming.
Defining an optimal motif’s length is one of the main problems of typical
motif discovery algorithms which usually needs expert knowledge. Nun-
thanid et. al. [11] present Variable-Length Motif Discovery (VLMD),
a non parametric method, which applies a sliding window of different
lengths several times to find motifs from shortest to longest length, and
later classifies the similar motifs into a group. Extreme time-execution es-
pecially in the case of huge data is the drawback of this method [12].
Many motif discovery algorithms find motifs only at a single resolution.
Castro and Azevedo use indexable Symbolic Aggregate approXimation
(iSAX) [13] to find motifs in different resolutions [14]. Recently, Vespier
et al. [15] introduced a method to find motifs in multiple temporal scales
by combining the scale-space theory and the Minimum Description Length
principle (MDL) [16]. The scale-space method provides a complete de-
scription of the signal in different scales in terms of Gaussian smoothing
[15]. Later, MDL tries to find the proper scales which can capture the ef-
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Discovery of motifs in time-series usually faces one or more of the fol-
lowing problems: quadratic time-complexity, definition of static length of
fect of transient events in the signal, and represent those scales based on
their complexity. Finally, each scale is transformed by a symbolic rep-
resentation method, and motifs are identified by searching for repeating
subsequences.
Despite the vast research in this area, the existing algorithms suffer from
two drawbacks, explained in section 4 where the novel approach to tackle
these problems is proposed as well.
3 Background and Notations
In this section, the basic theoretical concepts, some notations and useful
definitions used in this paper are briefly recalled.
Time-series: An ordered set of n real-valued variables over time,
T = (t1, t2, ..., tn) with ti ∈ R, is called a time-series [14]. Time-series
such as Space Shuttle Marotta Valve [17], or EEG signals of a patient over
10 years can be very long. In such data, the focus is more on the local
properties rather than the global. Therefore, subsections of the time-series
which are called subsequences are considered.
Time-Series Subsequence: If T is a time-series of length n, then a time-
series subsequence S = (si, ..., si+k−1) is sampled at k ≤ n contiguous
positions of T , such that 1 ≤ i ≤ n − k + 1 [14]. The most common
method to obtain such subsequences from a time-series is using a sliding
window.
Sliding Window: Given a time-series T , and a subsequence or window
W of length w, all possible subsequences Sp for 1 ≤ p ≤ n − w + 1, are
extracted by sliding W across T [18]. Most of time-series signals vary in
time, amplitude, scale or phase. To compare such signals or find useful in-
formation from them, invariance techniques or methods should be applied.
Invariance methods: Various means and techniques are introduced in lit-
erature to tackle the problems of amplitude, time, phase or scale-variance
of time-series signals. For example, two signals measured on different
scales, say meter and feet, cannot be well matched even if they have similar
shapes, since they have different amplitude scale [19]. Amplitude invari-
ance techniques, such as z-normalization also known as "normalization
to zero mean and unit of energy", partly overcome such a problem. Fur-
thermore, time-series signals can have local misalignment. For instance,
in order to compare and identify similar contents, small fluctuation of the
tempo of the speakers should be allowed in recorded speech signals [20].
Such misalignments can be detected and measured by warping invariance
methods such as Dynamic Time Warping (DTW) [21]. In case of periodic
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time-series, phase invariance [19] is an important issue. To achieve phase
invariance between two time-series, one time-series should be fixed and all
circular shifts of the other time-series should be tested [22].
In some applications where a small subsequence of a time-series may be
missing, occlusion invariance should be considered by selectively declin-
ing to match subsequences of a time-series [22].
As stated earlier, multiple patterns of different scales usually happen in
time-series signals gathered from physical sensors. Scale invariance tech-
niques like Uniform Scaling [20] or Wavelet Transforms [23] can be used
to achieve scale invariance. However, most of real life problems need mul-
tiple invariances where most of the mentioned invariances can be achieved.
Among many invariant methods, such as stated techniques, multi-scale his-
tograms [24], or Short-Time Fourier Transform [25], this work focuses on
the Wavelet Transforms. Wavelet Transforms are powerful tools used in
different applications such as image processing, data compression, speech
recognition, etc. during the last decades. They provide a flexible time-
frequency window, which shrinks in observation of high frequency phe-
nomena and widens in the case of low frequency behaviour. This property
makes them suitable to find multi-scale patterns. Many different Wavelet
Transforms are introduced in literature [23, 26, 27]. This work focuses
on the Dual Tree-Complex Wavelet Transform (DT-CWT) [28]. The prop-
erties of the DT-CWT are multi-resolution, simple computation, perfect
reconstruction, and efficient implementation. Moreover, it is shift, scale
and rotation-invariant. The upcoming sections provide comprehensive in-
formation on the DT-CWT and the proposed approach.
4 Proposed Approach
In this section the proposed algorithm is described which is able to deter-
mine multi-scale motifs of variable lengths. As stated earlier, the existing
methods of time-series motif discovery have mainly two drawbacks. First,
inability of finding multi-scales motifs where the squeezed/stretched mo-
tifs are shifted in time/amplitude. Second, since the existing algorithms are
only able to find motifs of similar lengths, lack of comparing and finding
motifs of variable lengths is visible in these methods.
The proposal for the first problem is by means of an invariant method,
which is able to achieve multiple invariances mentioned earlier. The afore-
mentioned techniques have some limitations or can trivially achieve invari-
ance mapping. For example, the z-normalization is not suitable if a con-
stant signal over most of the time domain spans with minor noise at short
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intervals. Or in uniform scaling, as the factor of scaling is not known in
advance, all possibilities within a given range should be tested. Moreover,
these methods consider only one type of the invariances, and therefore a
multiple invariance mapping that consider most of the mentioned invari-
ances is needed.
Such an invariant mapping applied in our proposed approach is the Dual
Tree-Complex Wavelet Transform (DT-CWT) [28] which provides a scale
and shift invariance transformation. The DT-CWT has been applied in
many image processing applications [29–31], by examining a signal in dif-
ferent frequency scales.
To deal with the second problem, a brute force algorithm is proposed where
all possible pairs of subsequences of all available lengths are obtained by
sliding windows of various sizes. Moreover, in this procedure there is no
need to define the motif’s length in advance.
The proposed approach, in the first step segments the time-series into vari-
ous subsequences of variable lengths. To obtain practical information from
extracted subsequences, and to find multi-scale motifs, the DT-CWT is
applied, which is shift and rotation-invariant and provides flexible time-
scale resolution suitable for non-stationary time-series signals. Addition-
ally, the DT-CWT has multi-resolution property that provides a compre-
hensive analysis of a signal into different frequency scales. To detect the
best scale which provides the most applicable information, some criterion
should be defined, explained in the following. After segmenting the time-
series into subsequences of variable lengths and transforming them using
the DT-CWT, feature extraction is applied in order to find multi-scale mo-
tifs of variable lengths. Feature extraction is a common method to compare
patterns of various length and size, used in many pattern recognition appli-
cations. The applied features in this approach are stated in section 4.2.
Finally, to find motifs and their similarity/dissimilarity, distance similarity
measures are used. This section starts by briefly explaining the DT-CWT,
follows by feature extraction description and ends by explaining the ap-
plied similarity measures.
4.1 Dual Tree-Complex Wavelet Transform
Information regarding the Dual Tree-Complex Wavelet Transform (DT-
CWT) [28] is provided in this section. The name dual tree comes from the
fact that, the structure of the DT-CWT is based on two parallel Discrete
Wavelet Transform (DWT) filterbank trees (cf. Fig. 2 (a)).
As known, the DWT is shift variant, since it uses downsampling in each
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scale. Having two fully decimated trees equals to eliminating the down-
sampling by 2, results in doubling the sampling rate, leads overcoming the






































Fig. 2: (a) Dual Tree-Complex Wavelet Transform [28] (b) Analysis and Synthesis block
of DT-CWT [28]
The DT-CWT decomposes a signal into real and imaginary parts, using
an analytic representation of the signal. This representation provides non-
negative frequency in the transform domain. As presented in Fig. 2 (a),
“Tree a” represents the real part and “Tree b” provides the imaginary part.
In the real “Tree a”, h0a and h1a are low and high-pass filters respectively,
and as well in the imaginary “Tree b”, g0b and g1b are low and high-pass
filters. Each tree uses a different set of filters. These two sets of filters are
jointly designed so the transformation is analytic.
The transformation of DT-CWT is reconstructable. The reconstruction
process is called “synthesis”, where the signals at every level are upsam-
pled and passed through the synthesis filters h′1a and h
′
0a in “Tree a”, and
g′1b and g
′
0b in “Tree b”.
The wavelet functions in both trees are denoted by ψa(t) and ψb(t), which
provide an analytic complex wavelet ψ(t) = ψa(t) + j ψb(t) [28]. In this
analytic representation, ψb(t) is the Hilbert transform of ψa(t) given by
H{ψa(t)}. This means ψb(t) is 90◦ phase-shifted of the ψa(t), and the
Fourier transform of the complex wavelet function has no energy in the
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negative frequency domain. The DT-CWT wavelet and its frequency spec-
trum is represented in Fig. 3.











Fig. 3: (a) DT-CWT complex wavelet (black), Real part (grey), Imaginary part(dashed
grey); (b) DT-CWT complex wavelet frequency spectrum
If ψ(t) = ψa(t) + j ψb(t) donates the complex wavelet function and
ϕ(t) = ϕa(t) + j ϕb(t) gives the complex scaling function, then a sig-
nal x(t) can be shown in terms of complex wavelets and scaling functions









d(j, n)2j/2ψ(2jt− n), (1)
where the complex scaling coefficients c(n) and wavelet coefficients d(j, n)









Additionally, the complex wavelet coefficients d(j, n) are computed via
d(j, n) = da(j, n) + j db(j, n). The complex scaling coefficients c(n) are
determined similarly.
It should be noted that, although the DT-CWT is computed via two real
DWTs, it requires a special design for the applied filters h and g. As stated,
each DWT tree is designed to use a different filter set. To have wavelets
that form an analytic representation, the low-pass filters in “Tree a” should
have a half sample delay of low-pass filters in “Tree b” gb(n) = ha(n− 12)
[28]. However, the filters in the first level of the DT-CWT are different
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from the rest of the levels. In the first stage, the filters have one-sample
delay gb(n) = ha(n− 1) [28]. Therefore, at the first scale/level of the filter
bank of DT-CWT, a unique low-pass filter pair is used which produces one
pair of analytic wavelets at that scale, and subsequently, another distinct
pair of low-pass filters is employed for the rest of the scales to obtain ana-
lytic wavelets in other scales.
To examine the shift-invariant property of the DT-CWT, assume retaining
the coefficients of wavelet or scaling functions from only one level of the
dual tree. For example, the wavelet coefficients from the third level x001a
and x001b are retained and all other coefficients are set to zero. If the recon-
structed signal from these coefficients is free of aliasing, then the transform
for this level (level 3) is shift invariant [32]. Shown in Fig. 2 (b), the sim-
plified analysis and synthesis parts of the DT-CWT are presented where
coefficients of just one type and level are retained. In the example above,
M = 2m = 8 and A(z) = H0a(z) H00a(z
2)H001a(z
4), where H0a(z) and
H00a(z
2) are the z-transformation of the low-pass filters in the first and
second levels and H001a(z
4) is the z-transformation of the high-pass filter
in the third level of “Tree-a”. The transfer function B(z), and the inverse
functions C(z) and D(z) are defined in similar way [33]. Based on these






X(W kz)[A(W kz)C(z) + B(W kz)D(z)]. (4)
whereW = ej2π/M . In order to have shift invariance property,B(W kz)D(z)
should cancel A(W kz)C(z) for k = 0. This design eliminates the overlap
of the pass bands of the filters C(z) orD(z) with those of the shifted filters
A(W kz) or B(W kz). To be able to cancel out the mentioned terms, two
different strategies for low and high-pass filters should be considered [28].
For the low-pass filters, the filters designed such that [32]
B(z) = z±M/2A(z) and D(z) = z∓M/2C(z), (5)
so that (−1)A(W kz)C(z) = B(W kz)D(z) for odd values of k. This re-
duces the overlap of the synthesis filters with the frequency-shifted anal-
ysis filters. For even values of k the overlap frequency is small since the
frequency shift e. g. in the case of k = 2 is twice as great as when k = 1.
In the case of high-pass filters, two prototype complex filters P (z) and
Q(z), each having single passband fs/2M → fs/M and zero gain at all
negative frequencies (fs is the sampling frequency), are considered such
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that [32]:
A(z) = [2P (z)] = P (z) + P ∗(z),
B(z) = [2P (z)] = −j[P (z)− P ∗(z)],
C(z) = [2Q(z)] = Q(z) +Q∗(z),
D(z) = [−2Q(z)] = j[Q(z)−Q∗(z)]. (6)






duces negative frequency pass bands. Including these filters in Eq. 4 results
in [32]:
A(W kz)C(z)+B(W kz)D(z) = 2P (W kz)Q(z)+2P ∗(W kz)Q∗(z). (7)
The design of the high-pass filters shows that the positive frequency of the
complex filter Q(z) does not overlap with shifted versions of the similar
filter P (z), results in a shift-invariant transformation.
Similar to other wavelet transforms, the DT-CWT decomposes a signal
into different frequency scales using the filter bank structure. According to
Parseval’s theorem, energy of a signal after an orthonormal transformation
is preserved. The DT-CWT filters are real, orthonormal, with length of 14
and 2 vanishing moments which are obtained using the design algorithm in
[32]. Consequently, this transformation conserves energy. So, the energy
of the signal is equal to the energy of the scaling and wavelet coefficients
in each scale [28],∑
j,n
(






As explained earlier, wavelet transforms have an ability to analyse sig-
nals at different frequency scales. However, by increasing decomposition
scales, the execution time increases considerably in large data sets. There-
fore, the question is which scale provides better and useful information.
The next section explains the criterion needed to select the suitable scale.
4.1.1 Information Content and Scale Selection Criterion
In most of the signal and image processing applications working with
wavelet transforms, it is not necessary to consider all the frequency scales
which the applied signal or image is decomposed into. Instead it is more
common to chose the scale with the best spatial frequency solution and
the largest information content [34]. Many methods such as [35], [36] and
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[37] used energy of each frequency sub-band for this purpose. However, in
the Dual Tree-Complex Wavelet Transforms the frequency bands in each
scale does not have the same length. This makes the direct use of energy
improper for choosing the best scale. For this reason, the energy density
of the wavelet coefficients in each scale is computed. Based on this cri-
terion, the scale with the highest amount of energy density is determined.
After picking out the most appropriate scale, features are extracted from
the scaling and wavelet coefficients of the nominated scale.
4.2 Feature Extraction
Features are individual measurable attributes which represent the data. In
this work, statistical moments of wavelet coefficients found to be advanta-
geous. These features are: mean value, variance, skewness and kurtosis.
Applying such features are proved to be useful in most of the signal and
image processing applications [8], [38], and [39]. In addition, energy of
the wavelet coefficients is considered as another feature value. Since as the
DT-CWT conserves energy even when the signal is shifted in time and am-
plitude. Moreover, extreme values of the scaling coefficients are included
as feature values. Considering mirrored signals, the four mentioned statis-
tical features and energy are similar in such signals. To be able to distin-
guish between this type of signals the order of the extreme values, local
maximum/minimum, of the scaling coefficients are computed as well. For
example, Fig. 4 (a) and (b) are graphical representations of two mirrored

















S2 after Low−Pass Filtering
(d)
Fig. 4: (a), (b) Two mirrored signals; (c) local extreme of S1 equals [15,10,28], (d) local
extreme of S2 equals [28,10,15]
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two are presented in Fig. 4 (c) and (d). The grey circles in this picture de-
pict the local maximum and minimum in two signals. Since their statistical
features and energy are equal, the order of the local extreme, in this case
[15, 10, 28] for S1 and [28, 10, 15] for S2, are used as features to differ-
entiate these two signals. Moreover, Linear Discriminant Analysis (LDA)
[40] is applied to determine the proficiency of the feature values. LDA is
a linear classifier which classifies data into groups based on their feature
values. Additionally, it determines which set of features can provide better
classification results.
4.3 Similarity Measures
According to the definition of motifs, time-series motif is a pair of sub-
sequences (Si, Sj) of a time-series T that is the most similar. Most of
the motif discovery algorithms use distance similarity measures [6]. Such
a similarity measure D(T1, T2), is a function taking two time-series T1
and T2 as inputs and returning the distance d between these series. This
distance should be non-negative. Moreover, if this measure satisfies the
additional symmetry property D(T1, T2) = D(T2, T1) and sub-additivity
D(T1, T2) ≤ D(T1, U)+D(U, T2), the distance considered as metric, such
as Euclidean distance [6].
Most common similarity measures in time-series motif discovery meth-
ods are: Euclidean distance [41], Dynamic Time Warping [21], and Can-
berra distance [42]. Euclidean and Canberra distance have linear computa-
tional time. Moreover, since these measures are metric, the sub-additivity
property helps to speed up the search of similar time-series motifs in the
data set. Additionally, [43] showed that the Euclidean distance is surpris-
ingly competitive with other more complex approaches, especially regard-
ing large data sets. However, Euclidean distance suffers of being sensible
to outliers and misalignments. On the other hand, Dynamic Time Warping
is able to match various sections of a time-series by warping of the time
axis. The proper alignment is obtained by the shortest warping path in a
distance matrix. Time-complexity of this method is O(n2), although sev-
eral measurements are introduced in literature to advance the computation
[21].
5 Experimental Results
This section represents the actual results and findings. The proposed ap-
proach is tested by various data, however here the results of two data sets,
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namely “Planted Motif” [9] and “AutoSense” [44], are explained subse-
quently.
Moreover, five common used motif discovery algorithms namely Mr. Mo-
tif [14], Smart Brute Force [9], Disk Aware Motif Enumeration (DAME)
[5], Mueen-Keogh (MK) [45], and the grammar-based method [10] are
applied as benchmarks to evaluate the novel approach. The test cases are
tested by mentioned motif discovery algorithms to see if multi-scale motifs
can be found by those algorithms.
The “Planted Motif” data is designed having two sets of patterns: a saw-
tooth and a square wave. Copies of these patterns with different scales
are inserted into a sequence, depicted in Fig. 5. The novel approach can
find all the inserted motifs, presented in Fig. 5(a), (b). Applying other






























Fig. 5: “Planted Motif” data set and the found motifs
algorithms as benchmark showed that these algorithms are not able to find
motifs presented in Fig. 5(a), since these motifs have different length. On
the other hand, Motifs presented in Fig. 5(b) found by Mr. Motif [14] and
the grammar-based method [10]. Whereby, Smart Brute Force [9], Disk
Aware Motif Enumeration (DAME) [5] and MK [45] were able to find
small subsequences of these motifs.
The main reason for this is that most of these algorithms are based on the
SAX [13] representation method. Fig. 6a, is a general graphical presen-
tation of these methods, where first a time-series is segmented into subse-
quences of similar lengths, Fig. 6a(b). Next, each segment is presented
by a word using the SAX [13] method. For example, in Fig. 6a(c) subse-
quences are presented by words cc, cb, and cc. These words in the next
step are compared to each other to find similar subsequences.
On the other hand, Fig. 6b presents the first steps of the novel propose,
where the segmented subsequences first transformed using the DT-CWT.


























































(b) First steps of the proposed aproach
Fig. 6: (a) First steps of Mr. Motif algorithm, (b) First steps of the proposed aproach
As shown in Fig. 6b(c), the DT-CWT is able to provide a similar represen-
tation for subsequences and their shifted versions having different distor-
tion and variances in scale, phase, or amplitude. Therefore, the DT-CWT
equips the novel approach with a multiple invariant transformation. Later,
the similarity between these transformed subsequences are computed by
the mentioned similarity measures after features extraction.
The second test case, “AutoSense” data is gathered from the running re-
search project called “Adaptive energy self-sufficient sensor network for
monitoring safety-critical self-service-systems" [44]. The focus of this
project is monitoring security critical systems, e. g., the identification of
criminal attacks on automated teller machines (ATMs). After identifica-
tion of several relevant attacks on ATMs, these attacks are tested and the
results of them are gathered from sensors connected to the system. This
data consists of 24 signals with different lengths, gathered from 8 sensors
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in 3 different experiments done on an ATM machine. After dividing this
data into segments of variable lengths, our novel approach found the re-
lated motifs, depicted in Fig. 7a. It should be mentioned that the depicted





































(b) Motifs found in the “AutoSense” Data, with sliding windows of variable
lengths
Fig. 7: (a) Motifs found in the “AutoSense” Data by novel and tested Algorithms with
sliding windows of length 800, (b) Motifs found in the “AutoSense” data by the proposed
approach using sliding windows of different lengths
results obtained by other algorithms showed that motifs such as shown in
Fig. 7a can be detected by these algorithms, since all have equal lengths.
However, only our proposed approach is able to find motifs of variable
lengths, displayed in Fig. 7b.
Moreover, to compare the performance of the proposed approach, each of
these algorithms are ran 10 times on each of the mentioned data sets and
the average of their execution time is calculated. Table 1 shows the execu-
tion time of our approach compared with others. As stated, the proposed
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Table 1: Execution time (second) of five algorithms took to find motifs
Method/Data Set Planted Motif AutoSense
Mr. Motif [14] 0.11 s 0.16 s
Smart Brute Force [9] 0.12 s 5081.15 s
DAME [5] 0.19 s 5512.25 s
Crammer-Based [10] 0.17 s 3.07 s
MK [45] 0.49 s 4784.08 s
Proposed Approach 0.19 s 127.37 s
approach is based on a brute force algorithm where all the subsequences
are compared with each other. In such algorithms the execution time is
usually high, however comparing our approach with others showed that in
case of small sized data such as “Planted Motif”, our approach is as fast as
others but when the size of the data increases Mr.Motif and the grammar-
based methods can defeat the proposed approach.
6 Conclusion and Outlook
In this paper, a novel approach for multi-scale time-series motif discovery
is proposed. The underlying approach employs a time-frequency scale-
invariant transformation which is able to handle multiple distortion or vari-
ances in time-series. The Dual Tree-Complex Wavelet Transform (DT-
CWT) is used in this approach, which overcomes the limitation of the
standard DWT. Additionally, this transformation support multiple invari-
ances. Like other Wavelet Transforms, the DT-CWT analyses signals in
different frequency pass-bands. Spectral energy density is computed to de-
fine the scale with the maximum information content. After selecting the
best scale, features are extracted from the wavelet coefficients of that scale.
Finally, motifs are found by comparing the extracted features to each other
using different distance similarity measures.
The practical results showed that the proposed approach is able to find
squeezed/stretched motifs of variable length. The comparison of our re-
sults with most common algorithms proved that this novel approach tack-
les the drawbacks of existing methods.
The benefit of the DT-CWT in industry applications is its fast, simple and
hardware efficient implementation. Additionally, it can be extended to
higher dimensions. Considering higher dimensions is one of our further
working steps.
In order to consider such data, one solution could be the Quaternion Wavelet
Transform (QWT) [29]. The Quaternion Wavelet Transform is an exten-
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sion of the DT-CWT, with improved phase and directionality properties
[29]. Furthermore, in order to propose a multiple invariant motif discovery
algorithm, the QWT can be applied in scattering network [46] hereafter.
Scattering networks are invariant, stable and informative transformation
which mostly used in signal classification applications [47].
Aforementioned, spectral energy density is considered as a criterion for
DT-CWT scale selection. However, other measurements such as kurtosis,
variance or entropy [34] should be considered as well. The next step is
based on the application of Shannon-entropy [48], which provides a mea-
surement for both energy and entropy. Furthermore, more investigations
are necessary regarding similarity measures. A comprehensive introduc-
tion of different types of similarity measurements used in time-series data
mining task are given in [6, 49]. Finally, semantics and meanings of the
found motifs should be investigated later to be able to apply these motifs in
broader tasks such as classification or anomaly detection. Therefore, other
types of features should be considered in this work.
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Auf dem Gebiet der bildbasierten Szenarienklassifikation wurden in der
jüngsten Vergangenheit erhebliche Fortschritte erzielt. Aktuelle Verfahren
sind in der Lage effektiv zwischen vielfältigen Kategorien von Szenarien
zu diskriminieren, indem Modelle der Kategorien aus Bilddatensätzen ge-
lernt werden [5] [2]. Diese Entwicklungen bieten Potential für Anwendun-
gen im Automotive Bereich, da kommerziell verfügbare Fahrerassistenz-
systeme typischerweise darauf ausgelegt sind, in speziellen, festgelegten
Szenarien Aspekte der Fahraufgabe zu übernehmen. Methoden zur Sze-
narienklassifikation liefern Informationen über die Umgebung in welcher
sich das Fahrzeug befindet, diese erlauben es Annahmen über die Umge-
bung zu adaptieren und so Systeme zu entwickeln, die in einem größe-
ren Bereich von Umgebungen und Szenarien angewendet werden können.
Aktuelle Satellitennavigationssysteme sind anfällig für Empfangsproble-
me und basieren auf potentiell veralteten Karteninformationen, welche ih-
re Zuverlässigkeit begrenzen. Weiterhin können sich Umgebungsinforma-
tionen, wie beispielsweise zur Lage von Baustellen, dynamisch ändern,
was einen Ansatz auf Grundlage von in Echtzeit erfassten Daten erfor-
derlich macht. Da die visuelle Erscheinung eine Klassifikation der Sze-
ne vergleichsweise gut zulässt, bieten Kamerasensoren zu diesem Zweck
die besten Voraussetzungen. Der Beitrag untersucht das Problem der Klas-
sifikation von Verkehrsszenen in typische Kategorien auf Grundlage von
Kamerabildern. Um dieses Problem allgemein zu lösen ist es erforderlich,
dass der gewählte Ansatz in der Lage ist eine Vielzahl verschiedener Kate-
gorien zu unterscheiden. Gleichzeitig kann die Erscheinung einzelner Ver-
kehrsansichten, welche einer speziellen Kategorie zugeordnet sind, einer
großen Variation unterliegen. Manuell konstruierte Methoden sind hierzu
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nicht geeignet, weshalb dieser Beitrag untersucht, wie sich durch über-
wachtes Lernen datenbasiert Modelle für die einzelnen Kategorien von
Verkehrsszenen bestimmen lassen. Der Beitrag folgt hierzu dem verbreite-
ten Ansatz, zunächst charakteristische globale Merkmale aus dem Kame-
rabild zu extrahieren und anschließend universelle Klassifikationsalgorith-
men anzuwenden, um letztendlich die Kategorie einer Verkehrsszene zu
bestimmen. Hierzu wird eine Reihe von Kombinationen aus globalen Bild-
merkmalen und Klassifikationsalgorithmen in einem zweistufigen Ansatz
untersucht. Dabei wird in einer ersten Stufe ein Ensemble aus mehreren
Basisklassifikatoren gebildet. Anschließend werden in einer zweiten Stufe
die Prädiktionen der Basisklassifikatoren von einem weiteren Klassifikator
zur Ausgabe des Gesamtsystems fusioniert. Der Fokus des Beitrages liegt
dabei auf der vergleichenden Analyse verschiedener Verfahren zur Extrak-
tion globaler Bildmerkmale sowie verschiedener Klassifikationsalgorith-
men hinsichtlich ihrer Eignung zur Klassifikation von Verkehrsszenen.
Der Beitrag gliedert sich wie folgt: zunächst gibt der folgende Abschnitt
eine Übersicht der einschlägigen Literatur, anschließend wird im dritten
Abschnitt der Datensatz beschrieben, welcher in diesem Beitrag verwen-
det wurde. Anschließend enthält der vierte Abschnitt eine Beschreibung
der Systemarchitektur des untersuchten Lösungsansatzes. Der fünfte Ab-
schnitt enthält eine Evaluation der Genauigkeit des Systems hinsichtlich
der Klassifikation, abschließend folgt eine Schlussfolgerung.
2 Verwandte Arbeiten
Es existieren mehrere Veröffentlichungen, welche das Problem der Klas-
sifikation von Kamerabildern in verschiedene Kategorien von Szenarien
allgemein behandeln. Ein grundlegender Ansatz hierzu besteht darin, Hi-
stogramme von lokalen Bildmerkmalen zu bilden. Insbesondere das Bag of
Words [10] Modell stellt dabei eine häufig angewendete Methode dar. Hier-
bei wird die Einteilung der Histogramme nicht äquidistant im Merkmals-
raum gewählt, sondern stattdessen wird ein visuelles Wörterbuch durch
eine Clusteranalyse im Merkmalsraum bestimmt. Aus der Häufigkeit, mit
welcher die visuellen Wörter des Wörterbuchs auftreten, ergibt sich ein Hi-
stogramm, welches charakteristisch für verschiedene Kategorien von Sze-
narien ist.
[4] präsentiert PHOG Merkmale zur Szenarienklassifikation, welcher sich
ergibt wenn die Methode der sogenannten „spatial pyramids“ [5] auf Merk-
male aus Histogrammen orientierter Gradienten (HOG) [9] angewendet
wird. Dabei wird das Bild in Teilbereiche abnehmender Größe unterteilt
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und für jeden Teilbereich werden anschließend Merkmalshistogramme be-
stimmt. Im Gegensatz zum Bag of Words Modell ist das Schema der „spati-
al pyramids“ in der Lage, räumliche Korrespondenzen von Bildmerkmalen
abzubilden.
Zur Szenarienklassifikation entwickelt [2] einen Ansatz, welcher unter der
Bezeichnung GIST Merkmale bekannt ist und darauf basiert, Gabor Fil-
ter auf Kamerabilder anzuwenden. Der Ansatz wird unter anderem auf
Aufnahmen im Außenbereich in urbanen Umgebungen, welche künstliche
Objekte wie Straßen und Gebäude enthalten, evaluiert und erzielt dort gu-
te Ergebnisse. Die Literatur enthält gegensätzliche Informationen über die
Anwendbarkeit der GIST Merkmale für die Klassifikation von Verkehrs-
ansichten [1] [3].
Nur wenige Arbeiten decken das spezielle Problem der Klassifikation von
Verkehrsszenarien ab. Eine Ausnahme ist die Arbeit in [1], welche auf der
Transformation von Bildern in den Frequenzbereich basiert. Das Konzept
weißt dabei Ähnlichkeiten zu der „spatial pyramid“ Idee auf, da das Fre-
quenzspektrum zur Merkmalsextraktion in ähnlicher Weise in Teilbereiche
zerlegt wird. Eine Variante dieses Ansatzes untersucht [7]. Die Autoren be-
richten von guten Ergebnissen auf den untersuchten Datensätzen.
Eine weitere Arbeit, welche die Klassifikation von Verkehrsszenen be-
trachtet ist [3], welche einen zweistufigen Ansatz untersucht. Die erste
Stufe führt eine Superpixel Segmentierung der Szene durch, anschließend
verwendet die zweite Stufe die Superpixel Repräsentation um charakteri-
stische Bildmerkmale zu berechnen. Zur Evaluation dieses Ansatzes wird
die Klassifikation des Straßenverlaufs untersucht, dabei werden vergleich-
bare Ergebnisse zu denen der GIST Merkmale erzielt.
In Bezug auf die Anwendung dieser Methoden zur Unterstützung der Re-
gelung mobiler Plattformen fokussiert sich der Großteil der vorhandenen
Arbeiten auf mobile Service-Roboter. [6] präsentiert eine Systemarchitek-
tur für mobile Roboter, welche Kontextinformationen über die Umgebung
sammelt, um ein semantisches Verständnis der Umgebung zu erhalten.
Hierdurch werden die autonomen Fähigkeiten des Roboters unterstützt,
außerdem ermöglicht die semantische Repräsentation der Umgebung die
Interaktion von Mensch und Roboter in natürlicher Sprache. Der Ansatz
basiert auf globalen Bildmerkmalen und Histogramm Repräsentationen lo-
kaler Bildmerkmale und führt anschließend eine Vorhersage der Umge-
bungskategorie (Raum, Korridor, Tür, Freifläche) durch Anwendung einer
Support Vector Maschine (SVM) durch.




Bild 1: Beispielhafte Aufnahmen des Datensatzes aus den drei betrachteten Kategorien,
oben links: Stadt (S), oben rechts: Landstraße (L), unten: Autobahn (A)
In dieser Arbeit wird das Problem der Klassifikation von Verkehrsansich-
ten in die drei Kategorien Stadt, Landstraße und Autobahn untersucht.
Der Datensatz besteht aus 330 Bildern mit einer Auflösung von jeweils
1280x556 Bildpunkten, welche von einer Kamera hinter der Windschutz-
scheibe aufgenommen wurden. Pro Kategorie sind somit 110 Aufnahmen
vorhanden. Der Datensatz wird für eine fünffache Kreuzvalidierung vor-
bereitet, dies entspricht jeweils einer Aufteilung in 60% Trainings-, 20%
Validierungs- und 20% Testdaten. Um unerwünschte, künstliche Korrela-
tionen zwischen den einzelnen Aufnahmen zu vermeiden wurde ein mini-
maler zeitlicher Abstand von 15 s zwischen den Aufnahmen sichergestellt,
wobei Aufnahmen längerer Standzeiten beispielsweise an Ampeln manu-
ell aussortiert wurden. Insgesamt wurden Aufnahmen von vier verschiede-
nen Tagen ausgewertet. Der Datensatz ist anspruchsvoll im Vergleich zu
anderen Datensätzen [14], da Verkehrsansichten in verschiedenen Umge-
bungen vergleichsweise viele ähnliche Bestandteile der Szene enthalten.
Abbildung 1 zeigt beispielhafte Aufnahmen aus den drei Kategorien .
4 Systemarchitektur
Der untersuchte Ansatz verwendet Aufnahmen einer einzelnen Kamera als
Eingang. Es werden dabei keine zeitlichen Korrelationen zwischen sequen-
tiell aufgenommenen Bildern ausgewertet. Ebenso wird die Möglichkeit
einer geometrische Rekonstruktion der Szene nicht betrachtet. Stattdessen
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Bild 2: Systemarchitektur des untersuchten Ansatzes
basiert das System direkt auf der Extraktion charakteristischer Merkmale
aus den Kamerabildern. Um die Gesamtleistung des Systems zu erhöhen,
wird ein Ensemble aus mehreren Basis Klassifikatoren gebildet, welche
jeweils auf unterschiedlichen Merkmalen trainiert werden. Die Fusion der
Ausgänge der verschiedenen Basis Klassifikatoren erfolgt durch Anwen-
dung der Stacking Methode, hierbei werden die Ausgänge der Basis Klas-
sifikatoren als Eingänge eines zusätzlichen Klassifikators verwendet. Es
handelt sich somit um einen „late fusion“ Ansatz. Die Systemarchitektur
zeigt Abbildung 2. Im Folgenden werden die verschiedenen Verarbeitungs-
schritte detailliert beschrieben.
4.1 Vorverarbeitung
Die Wahl des Farbraumes kann signifikanten Einfluss auf die resultieren-
de Genauigkeit des Klassifikators haben. Aus diesem Grund enthält der
Vorverarbeitungsschritt eine Farbraumkonvertierung. Die endgültige Wahl
des Farbraumes erfolgt in Abschnitt 5. Weiterhin wird, entsprechend der
Ergenisse in [8], eine Bildnormalisierung durchgeführt. Dabei werden die
Aufnahmen unabhängig voneinander mittelwertbefreit und auf eine Stan-
dardabweichung von 1 normalisiert.
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4.2 Merkmalsextraktion
Mehrere verschiedene Merkmalsvektoren werden hinsichtlich ihrer Eig-
nung für Verkehrsansichten untersucht, so wie GIST Merkmale [2], das
Pyramiden Histogramm orientierter Gradienten (PHOG) [4], das Bag of
Words Modell basierend auf dicht extrahierten SIFT Merkmalen [10] und
der Merkmalsvektor aus [1], welcher im Folgenden als „spectral sampling
features“ (SSF) bezeichnet wird. Nachfolgend wird eine detaillierte Be-
schreibung der verschiedenen Merkmalsvektoren aufgeführt.
GIST: Diese Merkmalsrepräsentation wurde explizit für den Zweck der
Szenarienklassifikation entwickelt und hat in vorherigen Evaluationen gu-
te Ergebnisse für Aufnahmen im Außenbereich erzielt [2]. Die Berech-
nung des GIST Merkmalsvektors basiert auf einer Gabor Filterbank mit 8
Orientierungen. Die Filterantworten werden jeweils auf Teilbereichen des
Bildes auf einem 4x4 Raster ohne Überlappung berechnet, die einzelnen
Filterantworten werden anschließend für jeden Teilbereich gemittelt. Für
die vorliegende Arbeit wurde der Quellcode, welcher in [2] verfügbar ist,
auf unterabgetasteten Aufnahmen mit 256x256 Bildpunkten angewendet.
SIFT (dicht extrahiert): Der „scale invariant feature transform“ (SIFT)
Merkmalsvektor ist eine Standard Methode für eine Vielzahl von Anwen-
dungen in der Bildverarbeitung. Dabei werden in lokalen Umgebungen be-
stimmter Schlüsselpunkte Orientierungshistogramme der Gradienten ge-
bildet. Durch Aneinanderhängen der Werte der Histogramme entsteht ein
Merkmalsvektor pro Schlüsselpunkt. Werden die Schlüsselpunkte auf ei-
nem regelmäßigen Raster gewählt, spricht man von der dicht extrahier-
ten Variante der SIFT Merkmale. Zur Reduktion der Dimensionalität wer-
den die Merkmalsvektoren auf ein visuelles Wörterbuch nach dem Bag of
Words Modell [10] abgebildet. Das visuelle Wörterbuch wird dabei durch
Einsatz des k-Means Algorithmus gebildet und besteht aus 200 Wörtern.
Aus den Häufigkeiten, mit welchen die visuellen Wörter auftreten, wird
ein Histogramm geformt welches anschließend als Merkmalsvektor für die
Szenarienklassifikation verwendet wird. Hierzu wird der in [12] verfügba-
re Quellcode eingesetzt.
PHOG: Das Histogramm orientierter Gradienten (HOG) [9] wird gebil-
det, indem die Aufnahme nach Berechnung der Bildgradienten in regelmä-
ßig gerasterte Teilbereiche zerlegt wird und anschließend Orientierungshi-
stogramme auf für jeden Teilbereich berechnet werden. Das Pyramiden-
Histogramm orientierter Gradienten (PHOG) [4] folgt der Idee der „spatial
pyramid“, dabei wird die Aufnahme pyramidenartig in Teilbereiche ab-
nehmender Größe zerlegt und anschließend der HOG Merkmalsvektor für
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jeden Teilbereich auf jeder Ebene der Pyramide berechnet. Für die Imple-
mentierung wurde der in [4] verfügbare Quellcode verwendet.
SSF: Dieses Merkmal basiert auf der Repräsentation der Aufnahme im
Frequenzbereich [1]. Die Berechnung erfolgt, indem zunächst ein Hoch-
passfilter auf das Bild angewendet wird. Anschließend wird die Aufnahme
in Teilbereiche zerlegt und die diskrete Fouriertransformation auf jeden
Teilbereich angewendet. Die Beträge der resultierenden Spektren werden
abgetastet, wobei eine hohe Auflösung für niedrige Frequenzen und eine
niedrige Auflösung für hohe Frequenzen verwendet wird. Hierzu werden
Mittelwertfilter mit einer Filtermaske verwendet, welche sich aus einer
quartären Baumstruktur (sog. „Quadtree“) ergibt [7]. Die resultierenden
Werte bilden anschließend den Merkmalsvektor.
4.3 Basis Klassifikatoren
Der untersuchte Ansatz verwendet ein Ensemble aus Basis Klassifikato-
ren, welche jeweils unterschiedliche Merkmalsvektoren verarbeiten und
auf dieser Grundlage Konfidenzwerte für jede untersuchte Szenenkatego-
rie prädizieren. Grundsätzlich lässt sich jeder universelle Klassifikationsal-
gorithmus als Basis Klassifikator einsetzen, solange dieser als Ausgangs-
größe nicht lediglich eine Klassifikation sondern auch Konfidenzwerte er-
zeugt. Die vorliegende Arbeit untersucht als Klassifikationsalgorithmen
Support Vector Maschinen (SVM) und Random Forests (RF), welche im
Folgenden beide genauer beschrieben werden.
SVM: Eine SVM löst im allgemeinen dass binäre Klassifikationsproblem,
bei welchem zwischen zwei verschiedenen Klassen unterschieden wird.
Sie wird aus einem Trainingsdatensatz gelernt, indem die zu den verschie-
denen Klassen gehörigen Merkmalsvektoren durch lineare Hyperebenen
voneinander separiert werden. Die Hyperebenen werden dabei so gewählt,
dass der Abstand der Ebenen von den Merkmalsvektoren, welche die ein-
zelnen Klassen repräsentieren, maximiert wird. Der Abstand eines Merk-
malsvektors von der Hyperebene kann weiterhin als Konfidenzwert inter-
pretiert werden. Wenn w der Einheitsnormalenvektor der Hyperebene und
b der Abstand der Hyperebene vom Koordinatenursprung ist, ergibt sich
somit die einem Merkmalsvektor x zugeordnete Klasse y, sowie der zuge-
ordnete Konfidenzwert p zu:
y = sign(x · w − b) , p = x · w − b (1)
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„one-vs-all“ Technik eingesetzt, bei welcher eine SVM pro Szenenkatego-
rie trainiert wird. Auf diese Weise ergeben sich Konfidenzwerte jeweils für
alle untersuchten Kategorien.
Eine lineare Entscheidungsgrenze im Merkmalsraum lässt häufig keine
zuverlässige Unterscheidung der verschiedenen Klassen zu, aus diesem
Grund verwenden SVM sogenannte Kernel Funktionen, welche die Merk-
malsvektoren in einem höher dimensionalen Raum abbilden, in welchem
lineare Entscheidungsgrenzen anwendbar sind. Die Kernel Funktionen de-
finieren dabei Ähnlichkeitsmaße zwischen Paaren von Merkmalsvektoren,
häufig verwendete Funktionen sind radiale Basis Funktionen (RBF), die

















Diese Arbeit verwendet den in [11] verfügbaren Quellcode zur Evaluation
der SVM.
RF: Random Forests ergeben sich aus Mengen von Entscheidungsbäu-
men [13]. Die einzelnen Entscheidungsbäume ergeben sich durch Anwen-
dung der Bootstrap Aggregation Methode, bei welcher jeweils eine zufäl-
lige Teilmenge des Trainingsdatensatzes für das Trainieren der einzelnen
Entscheidungsbäume verwendet wird. Weiterhin wird für jeden Entschei-
dungsbaum nur eine zufälliger Teil des Merkmalsvektors verwendet. Je-
der Entscheidungsbaum kann somit einer gegebenen Verkehrsansicht eine
Szenenkategorie zuordnen. Die benötigten Konfidenzwerte ergeben sich
aus dem Verhältnis der Anzahl der Entscheidungsbäume, welche jeweils
bestimmte Kategorien ausgewählt haben und der Gesamtanzahl der Ent-
scheidungsbäume.
4.4 Fusion
Die Ausgaben eines gegebenen Ensembles aus Basis Klassifikatoren müs-
sen zu einer Gesamtausgabe fusioniert werden, welche die Kategorie der
Verkehrsszene angibt. Ansätze, welche ausschließlich den SVM Algorith-
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Da das untersuchte Klassifikationsproblem nicht binärer Natur ist, wird die
multiplen Kernel SVM wie in [14]. Sollen die Prädiktionen mehrerer ver-
schiedener Klassifikationsalgorithmen fusioniert werden, besteht die ein-
fachste Möglichkeit darin, eine Mehrheitsentscheidung (majority vote) durch-
zuführen. Nach [16] erzielt jedoch die ursprünglich von [15] eingeführte
sogenannte „stacked generalization“ Methode im Allgemeinen bessere Er-
gebnisse, weshalb diese im Folgenden verwendet wird. Dabei werden die
Konfidenzwerte, welche von den einzelnen Basisklassifikatoren b1 − bn
bestimmt werden, zu einem einzelnen Vektor aneinandergereiht und als
Eingabe eines zusätzlichen Meta-Klassifikators verwendet wie in Abbil-
dung 3 dargestellt. Dieser Meta-Klassifikator der zweiten Stufe ermittelt
Bild 3: Schematische Darstellung der „stacked-generalization“ Methode
schließlich die Gesamthypothese, also die gegebene Szenenkategorie. Für
den Klassifikator der zweiten Stufe sind dabei die selben Algorithmen an-
wendbar, wie für die Basis Klassifikatoren.
5 Ergebnisse
In diesem Abschnitt wird die Leistung des untersuchten Ansatzes evalu-
iert. Die Evaluation wird dabei entsprechend der Systemarchitektur in zwei
Schritten durchgeführt, zunächst werden die Basis Klassifikatoren evalu-
iert und entsprechend ihrer Genauigkeit sortiert. Anschließend wird die
Leistung des Gesamtsystems evaluiert, indem ein Ensemble aus den Ba-
sis Klassifikatoren mit der höchsten Genauigkeit gebildet wird. Die Aus-
wertung wird dabei entsprechend einer fünffachen Kreuzvalidierung wie-
derholt durchgeführt. Die im Folgenden dargestellten Ergebnisse bilden
jeweils die Mittelwerte aus den fünf durchgeführten Auswertungen ab.
5.1 Basis Klassifikatoren
Zunächst werden die Konfigurationsparameter der Basis Klassifikatoren
unter Verwendung von Graustufenbildern optimiert.
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mus zur Klassifikation einsetzen, verwenden hierzu häufig die Methode der
SVM: Zur Auswahl der Kernel Funktion werden die Gleichungen (2)-(4)
für alle betrachteten Merkmale ausgewertet. Die resultierende Genauigkeit
der Klassifikation zeigt Abbildung 4.






















Bild 4: Genauigkeit der SVM Basis Klassifikatoren unter Verwendung von Graufstufen-
bildern für verschiedene Kernel Funktionen
Auffallend ist zunächst die schlechte Klassifikationsgenauigkeit bei Kom-
bination der SSF Merkmale mit der kχ2 Kernelfunktion. Da sich für die
Trainingsdaten ähnlich schlechte Genauigkeiten ergeben ist davon auszu-
gehen, dass eine lineare Separierbarkeit nach Anwendung der Kerneltrans-
formation in diesem Fall nicht gegeben ist, die Art der Nichtlinearität für
die gegebene Verteilung im Merkmalsraum also ungeeignet ist. Aus der
Abbildung geht weiterhin hervor, dass sich die höchste Genauigkeit für die
SSF Merkmalsvektoren unter Verwendung der krbf Kernel Funktion ergibt.
Die khi zeigt unter Verwendung der GIST Merkmale die besten Ergebnis-
se und im Falle der PHOG Merkmale sowie der dicht abgetasteten SIFT
Merkmale ist die kχ2 Funktion überlegen. Daher wird die weitere Evaluati-
on unter Verwendung dieser Kernel Funktionen durchgeführt. Der PHOG
Merkmalsvektor führt zu der höchsten Genauigkeit von 90,5%, gefolgt
von den GIST Merkmalen mit 87,9%, den SSF Merkmalen mit 86,4%
und schließlich den SIFT Merkmalen mit 76,9%.
RF: Um die Anzahl der Entscheidungsbäume der Random Forest Basis
Klassifikatoren zu bestimmen, ist in Abbildung 5 die Genauigkeit über der
Anzahl der Entscheidungsbäume aufgetragen.
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Bild 5: Genauigkeit der RF Basis Klassifikatoren unter Verwendung von Graustufenbil-
dern
Bei Verwendung der GIST Merkmale ergibt sich eine maximale Genauig-
keit von 85,15% mit einer Anzahl von 56 Entscheidungsbäumen, gefolgt
von den PHOG Merkmalen mit einer Genauigkeit von 83,64%, welche mit
112 Bäumen erreicht wird. Anschließend folgen die SSF Merkmale mit
82,42% bei zuerst 64 Entscheidungsbäumen und den dicht abgetasteten
SIFT Merkmalen mit 76,36% und einer Anzahl von 40 Entscheidungsbäu-
men. Weiterhin geht aus der Abbildung hervor, dass die Genauigkeit der
Klassifikation bei einer Anzahl von 64 Entscheidungsbäumen als saturiert
angenommen werden kann, weshalb im Folgenden diese Anzahl beibehal-
ten wird. Ebenso ist festzustellen, dass sich im Vergleich mit den SVM
etwas geringere Genauigkeiten ergeben.
Die Evaluation der parametrierten Basis Klassifikatoren erfolgt sowohl un-
ter Verwendung von Graustufenbildern als auch unter Verwendung aller
Kanäle der RGB, HSV, CIE-XYZ und LAB Farbräume. Nachfolgend wer-
den jeweils nur diejenigen Kombinationen aus Merkmalsvektor und Farb-
kanal genannt, welche zu den höchsten Genauigkeiten bei der Klassifika-
tion führen. Die Ergebnisse zeigt Tabelle 1, hierin sind entsprechend der
Kreuzvalidierung die gemittelten Klassifikationsgenauigkeiten aufgeführt.
Aus der Tabelle ist ersichtlich, dass sowohl der RF als auch der SVM Klas-
sifikator für PHOG Merkmale auf dem A-Kanal des LAB Farbraums die
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Tabelle 1: Auflistung der Basis Klassifikatoren
Stacking- Farb- Merkmal Genauigkeit in %
Klassifikator raum S / L / A / gesamt
b1 SVM A PHOG 93.6 / 93.6 / 92.7 / 93.3
b2 SVM (rg)B GIST 94.5 / 84.5 / 91.8 / 90.3
b3 SVM V PHOG 96.4 / 79.1 / 92.7 / 89.4
b4 SVM S GIST 90 / 82.7 / 94.5 / 89.1
b5 SVM R PHOG 96.4 / 79.1 / 90.9 / 88.8
b6 SVM gray PHOG 92.7 / 78.2 / 94.5 / 88.5
b7 RF A PHOG 91.3 / 88.5 / 84.7 / 88.2
b8 SVM (rg)B SSF 92.7 / 80.9 / 90 / 87.9
b9 SVM V GIST 90.9 / 83.6 / 89.1 / 87.9
b10 SVM L GIST 90.9 / 82.7 / 89.1 / 87.6
b11 SVM A SSF 85.5 / 86.4 / 90 / 87.3
b12 SVM (la)B SSF 89.1 / 86.4 / 85.5 / 87
b13 SVM Y GIST 87.3 / 79.1 / 92.7 / 86.4
b14 RF V GIST 91.3 / 75.8 / 90.2 / 85.8
b15 RF (rg)B PHOG 90 / 75.6 / 88.7 / 84.8
besten Ergebnisse erzielen. Die maximale Genauigkeit des SVM Klassi-
fikators ist dabei höher als die des RF Klassifikators, welcher lediglich
dreimal in der Tabelle aufgeführt ist. Für die GIST Merkmale ergibt sich
eine etwas verringerte Genauigkeit, gefolgt von den SSF Merkmalen. Die
Ergebnisse der dicht abgetasteten SIFT Merkmale bleiben erneut deutlich
hinter denen der PHOG, GIST und SSF Merkmale zurück und sind des-
halb in der Tabelle nicht mehr enthalten.
5.2 Fusion
Die Evaluation des Gesamtsystems erfolgt sowohl für RF als auch für SVM
als Klassifikator der zweiten Stufe. Für den RF Algorithmus wird dabei er-
neut eine Anzahl von 64 Entscheidungsbäumen verwendet, für die SVM
wird die Kernel Funktion krbf eingesetzt, da diese zu den besten Ergeb-
nissen führte. Es ist naheliegend anzunehmen, dass viele Basis Klassifi-
katoren zu einer hohen Genauigkeit des Gesamtsystems führen. Gleich-
zeitig führen viele Basis Klassifikatoren zu einer erhöhten Komplexität
des Gesamtsystems. Um die Wahl der Ensemble Größe zu vereinfachen,
zeigt Abbildung 6 die resultierende Genauigkeit, wenn die einzelnen Ba-
sis Klassifikatoren jeweils sukzessive zum Ensemble hinzugefügt werden,
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beginnend mit einer Ensemblegröße von eins. Weiterhin ist der Basis Klas-
sifikator mit der besten Genauigkeit durch b∗ gekennzeichnet.




















Bild 6: Genauigkeit des Gesamtsystems aufgetragen über der Anzahl der Basis Klassifi-
katoren
Die Variante mit der SVM als Stacking Klassifikator erreicht die maximale
Genauigkeit früher mit einer Ensemble Größe von 6, während die Variante
mit dem RF Klassifikator dies etwas später mit einer Ensemble Größe von
10 erreicht. Wie erwartet ist die Tendenz einer zunehmenden Genauigkeit
mit zunehmender Ensemble Größe erkennbar. Die Variante mit der SVM
erzielt eine maximale Genauigkeit von 94.82% und übertrifft damit den
besten Basis Klassifikator b∗, für den RF als Stacking Klassifikator ergibt
sich eine maximale Genauigkeit von 92.92%, somit wird die Genauigkeit
des besten Basis Klassifikators nicht erreicht. Insgesamt kann angenom-
men werden, dass die Genauigkeit des untersuchten Systems mit weniger
als 15 Basis Klassifikatoren ihren Maximalwert erreicht.
Die Klassifikationsergebnisse werden nun noch einmal im Detail ausge-
wertet. Die Tabellen 2 und 3 zeigen die Konfusionsmatrizen für eine En-
semble Größe von 15, welche jeweils entsprechend der Kreuzvalidierung
die kumulierten Werte enthalten.
Die Konfusionsmatrizen zeigen, dass das untersuchte System die Aufgabe
der Klassifikation von Verkehrsansichten in die Kategorien Stadt, Land-
straße und Autobahn mit einer hohen Genauigkeit löst. Die Konfusions-
matrix für die SVM Variante zeigt erneut etwas bessere Klassifikationser-
gebnisse als für die RF Variante. In beiden Fällen wurde für die Kategorie
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Tabelle 2: RF Konfusionsmatrix
S L A
S 103 6 1
L 6 90 14
A 0 8 102
Tabelle 3: SVM Konfusionsmatrix
S L A
S 107 2 1
L 6 96 8
A 0 9 101
Stadt die höchste Genauigkeit erzielt, gefolgt von den Kategorien Auto-
bahn und Landstraße.
6 Schlussfolgerung
Der Beitrag untersucht ein System zur Klassifikation von Verkehrsszenen
auf Grundlage von Kamerabildern. Hierzu wird eine Anzahl verschiede-
ner Bildmerkmale und generischer Klassifikationsalgorithmen ausgewer-
tet. Das untersuchte System folgt dem Ensemble Ansatz, dabei wird eine
Menge von Basis Klassifikatoren trainiert und in einem zweiten Schritt ein
Stacking Klassifikator angewandt. Das System wird anhand der Kategorien
Stadt, Landstraße und Autobahn auf einem eigens hierzu angelegten Da-
tensatz evaluiert. Die Ergebnisse zeigen eine hohe Genauigkeit für alle un-
tersuchten Kategorien. Unter Verwendung des SVM Algorithmus sowohl
auf Ebene der Basis Klassifikatoren als auch auf der Ebene der Fusion er-
geben sich dabei tendenziell bessere Genauigkeiten als unter Verwendung
des RF Algorithmus.
Für zukünftige Arbeiten ist es geplant, die Genauigkeit des Ansatzes durch
eine zeitliche Fusion der aufgezeichneten Bilder weiter zu verbessern. Eben-
so soll der Ansatz für weitere Kategorien von Verkehrsansichten und an-
deren Datensätzen untersucht werden. Weiterhin sind Untersuchungen ge-
plant, auf Grundlage der Kenntnis der Szenenkategorie aufbauende Syste-
me zu adaptieren und so deren Leistung zu steigern. Beispielsweise könn-
ten Modelle zur Vorhersage des Straßenverlaufs speziell für Stadt, Land-
straßen und Autobahnen entwickelt werden und zusammen potentiell eine
höhere Genauigkeit der Vorhersage erzielen als nicht adaptive Modelle.
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Kurzfassung
Die Ermittlung der Zugehörigkeitswerte eines Objekts zu einer oder mehre-
ren Klassen ist oft zweckmäßiger als die scharfe Klassenzuordnung. Ein
Klassifikator, der neben einer Klassenzuordnung auch den Zugehörigkeits-
wert liefert, ist der auf der Fuzzy-Set-Theorie basierende Modified-Fuzzy-
Pattern-Classifier (MFPC). Trotz seiner Vorteile hat er die Einschränkung,
dass er in seiner ursprünglichen Formulierung multimodale Klassen und
Klassen mit einer nichtkonvexen Objektmorphologie nicht adäquat model-
liert. Die Klassifikationsleistung ist in solchen Fällen gering. In diesem
Beitrag wird ein neues Verfahren vorgestellt, das auf der lokalen MFPC-
Klassifikation beruht und aufgrund dessen die Klassifikationsleistung des
MFPCs erheblich gesteigert werden kann, was mithilfe von Heuristiken
gezeigt wird.
1 Einleitung
Bekannte Verfahren zur Klassifikation, Regression und Clusterung ermitteln
die Zuordnung eines Objektes zu einer Klasse, jedoch nicht das Maß der
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Zugehörigkeit zu dieser Klasse. Die Zugehörigkeit kann jedoch eine wichti-
ge Information sein, besonders in Anwendungen, in denen die Ergebnisse
verschiedener Klassifikatoren miteinander kombiniert werden müssen [1].
Es existieren Verfahren, die in der Lage sind, neben der Klassenzuordnung
auch das Maß der Klassenzugehörigkeit zu ermitteln. Stellvertretend für
jeweils eine Reihe von Verfahren können folgende beispielhaft genannt
werden: das dichtebasierte Density-Based Spatial Clustering of Applications
with Noise (DBSCAN) [2] als Vertreter der unüberwachten Verfahren, die
Relevance Vector Machine (RVM) [3] als eine Erweiterung der Support
Vector Machine (SVM) [4] und der von Bocklisch und Priber entwickelte
Fuzzy Pattern Classifier (FPC) [5, 6], als Vertreter der mehrwertigen (Fuzzy)
Verfahren. Die von Lohweg [7, 8] vorgeschlagene Erweiterung des FPCs,
der Modified-Fuzzy-Pattern-Classifier (MFPC) und dessen Einschränkung
bestimmte Datensätze adäquat zu modellieren, bildet den Ausgangspunkt
der in diesem Beitrag skizzieren Vorschlags.
Der MFPC weist entsprechend einer vorher definierten Zugehörigkeitsfunk-
tion einem Objekt eine Zugehörigkeit zu jeder Klasse des Datensatzes zu.
Dadurch gehört das Objekt gleichzeitig, aber im Idealfall unterschiedlich
stark, zu verschiedenen Klassen. Das kommt dem menschlichen Verständnis
von der Umwelt näher als scharfe Grenzen und Entscheidungen [9] und
kann die Modellierung komplexer Systeme erleichtern. Weitere Eigenschaf-
ten des MFPC sind die Möglichkeit der effizienten Implementierung in
Hardware und die anschauliche Wissensrepräsentation [10] im Vergleich zu
anderen Verfahren, z. B. zu neuronalen Netzen.
Jedoch ist der MFPC in seiner ursprünglichen Formulierung nicht in der La-
ge, Objekte korrekt zu klassifizieren, falls der zugrundeliegende Datensatz
starke Überlappungen der Zugehörigkeitsfunktionen in der Mehrzahl der
Dimensionen aufweist (bspw. hervorgerufen durch eine sog. nichtkonvexe
Objektmorphologie [11]). Die Einschränkung rührt daher, dass der MFPC
zur Beschreibung des Datensatzes nur einen Schwerpunkt der Objekte pro
Klasse und Dimension des Merkmalsraums annimmt und den Datensatz
konvex modelliert. Diese Annahme entspricht jedoch nicht immer der Rea-
lität, wie man am Beispiel des Datensatzes, der bei der Untersuchung des
XOR-Problems [12, 13] entsteht, erkennen kann (vgl. Abb. 3). Dieser Daten-
satz (nachfolgend XOR-Datensatz genannt) weist mehrere Schwerpunkte
der Objekte pro Klasse auf und wird dadurch vom MFPC nicht angemessen
modelliert.
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Um diese Einschränkung aufzuheben, sind verschiedene Verfahren [11, 14]
aufgezeigt und getestet worden. In diesem Beitrag werden drei Proposi-
tionen eines alternativen Ansatzes vorgestellt, die auf der Segmentierung
des Merkmalraums mit einer anschließenden lokalen Klassifikation mittels
MFPC basieren. Die Unterschiede zwischen den einzelnen Propositionen
bestehen in der Art der Segmentierung des Merkmalraums und der Art der
Klassenzuordnung.
Durch die Segmentierung des Merkmalraums wird statt eines globalen
Schwerpunkts für jedes Segment ein lokaler Schwerpunkt berechnet. Da-
durch können Überlappungen der Zugehörigkeitsfunktionen minimiert und
die Klassifikationsleistung des MFPC deutlich verbessert werden. Die
drei Propositionen werden mit den Klassifikatoren k-Nearest-Neighbor-
Algorithmus (k-NN), Support Vector Machine (SVM), Random Forests,
lineare Diskriminanzanalyse (LDA) und Decision trees [4, 15] anhand von
Benchmarkdatensätzen verglichen. Dabei wird in Experimenten gezeigt,
dass bei Anwendung des vorgestellten Ansatzes die Klassifikationsleistung
des MFPC auf das Niveau der etablierten Verfahren angehoben werden
kann, bei gleichzeitiger Beibehaltung seiner Vorteile.
Im nachfolgenden Abschnitt wird zunächst der MFPC eingeführt und dessen
Einschränkungen aufgezeigt. Daraufhin werden im Abschnitt 2.2 weitere
Arbeiten die sich der Verbesserung des MFPC widmen, aufgeführt. Im
Abschnitt 3 wird der neue Ansatz beschrieben, dessen Ergebnisse im Ab-
schnitt 4 zusammengefasst sind. Diese werden im Abschnitt 4.1 diskutiert.
Eine Zusammenfassung des Beitrags und ein Ausblick werden zuletzt in
Abschnitt 5 gegeben.
2 Modified-Fuzzy-Pattern-Classifier
Intuitiv gehören für einen Menschen Objekte umso mehr zu einer Klasse, je
ähnlicher deren Eigenschaften sind. Im Merkmalsraum drückt sich diese
Ähnlichkeit durch die Nähe eines Objekts zu anderen Objekten aus. So auch
Bocklisch in [5]: „Es ist grundsätzlich vernünftig, mit steigender Distanz
eine abnehmende Zugehörigkeit anzunehmen“. Eine scharfe Trennung der
Klassen ist jedoch in vielen Fällen nicht sinnvoll oder möglich. Außerdem
kommen vage formulierte Kriterien dem menschlichen Verständnis der
Umwelt viel näher, als scharfe Abgrenzungen, wie Zadeh in [9] beschreibt.
Um dem zu begegnen, können auf Grundlage der Fuzzy-Set-Theorie [9]
Aussagen über den Grad der Zugehörigkeit eines Objekts zu einer Klasse
getroffen werden. Ein Klassifikator, der auf diesem Prinzip beruht, ist der
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MFPC, der zur Modellierung des Datensatzes unimodale Potentialfunk-
tionen [16] verwendet. Derartige Potentialfunktionstypen, die zuerst von
Aizerman vorgeschlagen wurden [16], sind bereits 1987 von Bocklisch in
[5] zur unscharfen Prozessanalyse verwendet worden. Die erste Implemen-
tierung solcher Potentialfunktionen auf einem Field Programmable Gate
Array (FPGA) erfolgte 2000 durch Eichhorn im Rahmen seiner Dissertation
[17].
Bei dem MFPC wird die Zugehörigkeit μ(mi) eines Merkmals mi des
Objektes m = {m1, ...,mM} (mit M = Anzahl der Merkmale) folgender-
maßen ermittelt [1]:











Der Parametervektor p = (m0, B, C,D) setzt sich aus dem Schwerpunkt
(m0 = (
mmax−mmin
2 + mmin)), dem Abstand der Randzugehörigkeit vom
Schwerpunkt (C) und der Schärfe der Flanken der Potentialfunktionen (D)
zusammen (vgl. Abb. 1). Während der Lernphase des Klassifikators wird
der Parameter C mit






aus der einstellbaren prozentualen Elementarunschärfe pCE ∈ [0, 1] be-
rechnet, der zusammen mit B und A die einstellbaren Parameter bei der
Auslegung des Klassifikators bilden. Der MFPC kann effizient implemen-
tiert werden, wenn die Parameter B = 0, 5 und A = 1 gewählt werden, da
sich dadurch die Gleichung (1) vereinfacht (vgl. dazu [8]). Die äußersten
beiden Objekte des Lerndatensatzes sind mit mmax und mmin bezeichnet.
Abb. 1 a zeigt exemplarisch die Potentialfunktion mit den Parametern B, C
und D, Abb. 1 b,c den Einfluss der Parameter D und pCE.
Ein Objekt m gehört umso stärker zur entsprechenden Klasse, je näher es
am Schwerpunkt dieser Klasse (m0) ist. Die Gleichung (1) gilt für den ein-
dimensionalen Fall. Bei mehrdimensionalen Objekten werden die einzelnen
eindimensionalen Zugehörigkeitsfunktionen μ1...μM zu einer gemeinsamen
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Abb. 1: a) Unimodale Potentialfunktion und b) Einfluss des Parameters D (mit pCE = 0)
sowie c) Einfluss des Parameters pCE (mit D = 2).
kombiniert. Der MFPC-Ansatz sieht dafür eine Aggregation mit Hilfe des
geometrischen Mittels vor. Dies führt für M Dimensionen zu [1]:






Es sei noch angemerkt, dass für die Konstruktion der Zugehörigkeitsfunkti-
on auch andere Funktionen möglich sind. Diese können z. B. asymmetrisch
sein, um eine bessere Anpassung des Modells an die Daten zu erreichen.
Eine ausführliche Beschreibung und die Einflüsse der Parametervariati-
on lassen sich in [18] finden. Ebenso sich andere Arten der Aggregation
möglich, wie in z. B. in [19, 20] aufgezeigt wird.
2.1 Einschränkungen
Die Verteilung der Objekte des Lerndatensatzes im Merkmalsraum kann
die Klassifikationsleistung des MFPC stark beeinflussen. Eine anspruchs-
volle Aufgabenstellung (im Sinne der Klassifikation durch den MFPC)
liegt nach Hempel [11] vor, wenn nichtkonvexe Objektmorphologien oder
multimodale Klassen vorliegen. Abb. 2 zeigt Datensätze mit nichtkonvexen
Objektmorphologien und Abb. 3 den XOR-Datensatz, bei dem zwei mul-
timodale Klassen im Merkmalsraum vorhanden sind. Beide Fälle können
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aus Sicht des MFPC als Abwandlungen des gleichen Problems angesehen
werden, da sowohl die Ursache als auch die Auswirkung gleich sind. In
beiden Fällen überlappen sich die vom MFPC modellierten Zugehörig-
keitsfunktionen in vielen oder sogar allen Dimensionen (vgl. Abb. 3). Die
Überlappungen entstehen, da das dem MFPC zugrundeliegende Modell
nicht in der Lage ist, solche Klassen adäquat abzubilden.
Abb. 2: Zwei mögliche Klassenanordnungen, die vom MFPC nicht adäquat modelliert
werden. Mit a) Klasse G1 vollständig von Klasse G2 umschlossen und b) teilweise einge-
schlossene Klassen.
Auch bei günstigen Verteilungen der Objekte kann der Schwerpunkt bereits
durch einen einzelnen Ausreißer in dessen Richtung verschoben werden,
was sich direkt auf die Zugehörigkeitswerte (vgl. dazu Gleichung (1))
auswirkt.
Abb. 3: XOR-Datensatz, als ein Beispiel für einen Datensatz mit multimodalen Klassen.
Die in beiden Fällen entstehenden Zugehörigkeitsfunktionen modellieren
die tatsächlichen Verhältnisse oft unzureichend und führen zu nichtintui-
tiven Ergebnissen und einer geringen Klassifikationsleistung, wie in den
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Versuchen, die im Rahmen dieses Beitrags durchgeführt worden sind, ge-
zeigt wird (vgl. dazu Abschnitt 4).
Der Sachverhalt kann beispielhaft anhand des XOR-Datensatzes gezeigt
werden, der in der Abb. 3 dargestellt ist. Darin sind dessen Merkmalsraum
und die Zugehörigkeitsfunktionen, wie sie vom MFPC-Ansatz modelliert
werden, abgebildet. Außerdem ist ein zu klassifizierendes Objekt m darge-
stellt, das intuitiv eine höhere Zugehörigkeit zur Klasse G2 als zur Klasse
G1 haben müsste. Wie jedoch zu erkennen ist, sind die Zugehörigkeiten μ1,1,
μ1,2 sowie μ2,1 und μ2,2 gleich groß. Entsprechend Gleichung (4) sind auch
die aggregierten Zugehörigkeiten gleich groß, was zu Fehlklassifikationen
führt.
2.2 Verwandte Arbeiten
Das Problem der Modellierung solcher Datensätzen wird von Hempel und
Bocklisch in [14] aufgegriffen und verfolgt den Ansatz der Segmentierung
des Merkmalsraums durch Clusterbildung. Das Verfahren stößt an seine
Grenzen aufgrund der großen Anzahl von entstehenden Parametern, wie
Hempel in [11] beschreibt: „Bei der Beschreibung nichtkonvexer Objekt-
mengenmorphologien ist dieses Vorgehen je nach Komplexität der Morpho-
logie mit einer großen Anzahl an Klassen und somit Unübersichtlichkeit
behaftet - vgl. mit einer Kreis- bzw. Kugelschalengeometrie.“
Ein weiterer Ansatz wird von Hempel in [11] vorgeschlagen und basiert auf
der Idee von komplementären Fuzzy-Klassen. Unter der Annahme, dass die
Klassen im Merkmalsraum komplementär zueinander sind, werden dabei
hierarchische Strukturen von Klassifikatoren konstruiert.
Durch die in diesem Beitrag vorgestellte Erweiterung kann der MFPC
auch Klassen mit nichtkonvexen Objektmorphologien berücksichtigen und
dadurch einen weiteren Bereich an Anwendungsfällen abdecken, unter
Beibehaltung seiner Vorteile (vgl. Abschnitt 1).
3 Ansatz
Nachfolgend werden drei unterschiedliche Propositionen vorgestellt und
experimentell sowohl mit etablierten Klassifikationsverfahren als auch un-
tereinander verglichen. Jede der Propositionen ist dazu geeignet, die Ein-
schränkungen des MFPC zu reduzieren, wie die Experimente im Abschnitt
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4 zeigen. Durch die Aufteilung auf drei Propositionen können unterschiedli-
che Aspekte bei der Segmentierung und deren Auswirkung auf die Klassifi-
kation beleuchtet werden. Die dabei entstehenden Klassifikatoren werden
als Modified-Local-Fuzzy-Pattern-Classifier (MLFPC) bezeichnet.
In allen drei Fällen ist das Ziel, einen Ausschnitt des Lerndatensatzes zu er-
halten, dessen Zugehörigkeitsfunktionen sich zumindest in einer Dimension
nicht stark überlappen und deshalb durch den MFPC angemessen modelliert
werden können.
Proposition 1 (orthogonale Suche und Segmentierung): Angenommen,
es existiert ein Datensatz Z = {m1, ...,mP},mp ∈ RM (mit RM als dem
M -dimensionalen Merkmalsraum), dessen Objekte mp eine bekannte Klas-
senzuordnung haben. Die Klassen innerhalb des Datensatzes sind entweder
multimodal oder besitzen einer nichtkonvexen Objektmorphologie. Ferner
existiert ein zu klassifizierendes Objekt m.
Die Klassifikation durch den MLFPC wird folgendermaßen durchgeführt:
Das Objekt m wird zunächst mit Hilfe eines MFPC klassifiziert. Der Klas-
sifikator bestimmt die aggregierten Zugehörigkeiten μn(m), n ∈ {1, ..., N}
(mit N als Anzahl der Klassen im Datensatz) des Objekts m. Die einzelnen
Zugehörigkeiten können auch den gleichen Wert haben, im Extremfall gilt:









gebildet. Falls die Differenz der beiden Zugehörigkeiten größer oder gleich
als ein zuvor definierter Schwellwert β ∈ [0, 1] ist, d.h.
μmax − μmax2 ≥ β





entsprechend dem bisherigen Vorgehen beim MFPC. Dabei ist Gmax die
Klasse mit der höchsten Zugehörigkeit. Falls jedoch
μmax − μmax2 < β
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ist, wird dies als ein Indiz für eine nichkonvexe Objektmorphologie gedeu-
tet. Daraufhin wird der Merkmalraum mit Hilfe einer Umgebungssuche
um das zu klassifizierende Objekt zerlegt (vgl. Abb. 4). Dabei wird in je-
der Dimension des Merkmalraums eine (einstellbare) Menge k bekannter
Objekte je Klasse, die in der Nähe zu m liegen, gesucht. Im zwei- und
dreidimensionalen Fall ist der Suchraum ein Viereck bzw. Quader (vgl. Abb.
5).
Der Suchraum wird schrittweise erweitert, bis entweder mindestens für eine
Klasse die zuvor definierte Anzahl k bekannter Objekte gefunden wurde
(Bedingung B1), oder der Suchraum gleich dem gesamten Merkmalsraum
ist (Bedingung B2). Die Schrittweite s bei jeder Ausweitung des Suchraums





Dabei ist q ∈ R ein einstellbarer Parameter, der bei der Auslegung des
Systems einen Freiheitsgrad bietet.
Sobald k Objekte gefunden wurden, wird eine erneute MFPC-Klassifikation
des Objektes m anhand der k bekannten Objekte durchgeführt, die als Er-
gebnis die aggregierte, lokale Zugehörigkeiten μn,L liefert. Da die k bekann-
ten Objekte nur einen Ausschnitt des Datensatzes darstellen, wird dieser
Schritt als lokale MFPC-Klassifikation bezeichnet. Die Klassenzuordnung




aus der lokalen MFPC-Zugehörigkeit μn,L mit dem maximalen Wert ermit-
telt. Falls die beiden höchsten Zugehörigkeiten gleich sind (Bedingung B3)
kann keine Klasse ermittelt werden und das Objekt wird der Rückweisungs-
klasse Gr, d.h. einer Klasse, für dessen Objekte keine Zuordnung zu einer
der bekannten Klassen angegeben werden kann, zugeordnet.




argmaxNn=1(μn,L(m), falls μmax − μmax2 < β
argmaxNn=1(μn(m)), falls μmax − μmax2 ≥ β
Gr falls B2 ∨B3
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Abb. 4: Ablauf der Klassifikation bei der orthogonalen Suche.
Abb. 5: Ausschnitt aus dem XOR-Datensatz mit möglichen Zugehörigkeitsfunktionen.
Dadurch, dass lediglich ein Ausschnitt des Datensatzes betrachet wird, überlappen sich die
Zugehörigkeitsfunktionen nicht in allen Dimensionen.

Proposition 2 (k-NN basierte Suche und Segmentierung): Es gelten
die gleichen Bedingungen, wie in Proposition 1.
Die Vorgehensweise entspricht ebenfalls der in Proposition 1 erläuterten,
jedoch mit dem Unterschied, dass die für die nachfolgende lokale MFPC-
Klassifikation benötigten k Objekte durch eine k-NN-Suche [4] statt einer
Umgebungssuche bestimmt werden (vgl. Abb. 6).
Um die Vergleichbarkeit zu gewährleisten, ist bei den nachfolgenden Expe-
rimenten (vgl. Abschnitt 4) der euklidische Abstand als Abstandmaß bei
der k-NN-Suche festgelegt worden.
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Abb. 6: Ablauf der Klassifikation bei der k-NN basierten Suche.

Proposition 3 (Kombination der MFPC-Zugehörigkeit mit einer k-NN-
Klassenzuordnung): Es gelten die gleichen Bedingungen, wie in Propo-
sition 1.
Der Unterschied zu den beiden vorhergehenden Propositionen besteht dar-
in, dass in dem Fall, dass nach einer globalen MFPC-Klassifikation die
Differenz der höchsten und der zweithöchsten Zugehörigkeiten
μmax − μmax2 < β
ist, die Klasse Gk des Objekts m mithilfe einer k-NN-Klassifikation be-
stimmt wird. Daraufhin wird die entsprechende globale Klassenzugehörig-
keit μn(m) der Klasse Gk zugewiesen (vgl. Abb. 7). Die Zugehörigkeiten
zu allen anderen Klassen werden verworfen.
Abb. 7: Ablauf der Klassifikation bei der k-NN basierten Klassenzuordnung.
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Um die Vergleichbarkeit zu gewährleisten, ist bei den nachfolgenden Expe-
rimenten (vgl. Abschnitt 4) der euklidische Abstand als Abstandmaß bei
der k-NN-Klassifikation festgelegt worden.

4 Evaluierung
Nachfolgend wird der vorgeschlagene Ansatz mit anderen Klassifikato-
ren verglichen. Die Verfahren werden anhand der Vorhersagegenauigkeit
A =
rp+rn
n und der Standardabweichung σ verglichen, die mit Hilfe einer
10-fachen Kreuzvalidierung mit nachfolgender Mittlung ermittelt wurden.
Dabei ist rp die Anzahl der richtig-positiv klassifizierten Objekte, rn die
Anzahl der richtig-negativ klassifizierten Objekte und n die Anzahl aller ge-
testeten Objekte [21]. Laut Dietterich [22] ist die x-fache Kreuzvalidierung
eins der am besten geeigneten Verfahren, um Klassifikatoren zu verglei-
chen. Durch die Aufteilung in zehn Abschnitte konnte sichergestellt werden,
dass in den einzelnen Stichproben auch bei kleinen Datensätzen, z. B. dem
Iris-Datensatz [23], noch ausreichend Objekte zur Verfügung standen.
Zum Vergleich wurden folgende Klassifikatoren verwendet:
Naïve Bayes, SVM, Random Forests, Decision Trees, k-NN und LDA
[4, 15]. Es wurden jeweils die Implementierungen verwendet, die zum
Programmumfang von MATLAB [24] gehören.
Die Parameter der Klassifikatoren wurden wie folgt festgelegt (nur die
wesentlichen Parameter sind aufgelistet):
• Bei dem Bayes-Klassifikator wurden zwei Klassifikatoren verwendet,
die unterschiedliche Annahmen bez. der Verteilung treffen. Der erste
Klassifikator nimmt eine Normalverteilung an, der zweite verwendet
einen Kerndichteschätzer (Gaußkern). Das jeweils bessere Ergebnis
der beiden Klassifikatoren wurde gewählt.
• Beim MFPC- und MLFPC-Ansatz wurde D = 8 und pCE = 0.2
gewählt.
• Die SVM-Klassifikation basiert auf der Wahl des besten Ergebnisses
von vier SVMs mit einem linearen-, polynominellen- (3. Ordnung),
quadratischen- und einem Radiale Basisfunktion-Kernel. Bei der
Klassifikation von Datensätzen mit mehr als zwei Klassen wurde die
„eine gegen alle“ Methode verwendet.
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• Beim MLFPC mit k-NN-Klassifikator und dem MLFPC mit k-NN-
Suche wurde die euklidische Distanz als Abstandsmaß und 5 Nach-
barn (k = 5) festgelegt.
• Der Random-Forests-Klassifikator besteht aus 500 Entscheidungs-
bäumen.
Es ist selbstverständlich, dass durch eine Optimierung der Klassifikatorpa-
rameter bessere Ergebnisse auf den einzelnen Datensätzen erreicht werden
können. Im Rahmen dieser Arbeit wurde darauf jedoch verzichtet, da die
Optimierung unter Umständen bei jedem Datensatz individuell erfolgen
müsste, was den Vergleich erschweren würde.
Tabelle 1 zeigt die Ergebnisse für die künstlich erzeugten Datensätze. Es
wurden folgende Datensätze verwendet: ein Datensatz, der aus einem Kreis
(Klasse G1) in einem Viereck (Klasse G2) (vgl. Abb. 2 a) besteht, der XOR-
Datensatz und ein Datensatz, bei dem eine Klasse eine andere teilweise
umschließt (vgl. Abb. 2 b). Der dritte Datensatz wird nachfolgend als
Swiss-Roll-Datensatz bezeichnet und basierend auf einem Vorschlag aus
[25]. Wie aus der Tabelle 1 ersichtlich, weist der MFPC bei den künstliche
erzeugten Datensätzen eine der schlechtesten Klassifikationsleistungen auf.
Demgegenüber zeigen die drei neuen Klassifikatoren (MLFPC-1 ... MLFPC-
3) eine deutlich höhere Klassifikationsleistung.
Die künstliche erzeugten Datensätze sind zwar für die Untersuchung be-
stimmter Eigenschaften, in diesem Fall die Reaktion auf stark überlappende
Zugehörigkeitsfunktionen, angebracht, spiegeln jedoch nicht die Realität
wieder. Deshalb wurden die neuen Ansätze zusätzlich mit realen Datensät-
zen untersucht. Folgende Datensätze wurden verwendet: Iris, Wine, Wine
Quality, Banknote, Haberman’s Survival und Handwritten Digits der UCI
Machine Learning Data Repository [23].
Aus den Tabellen 2 und 3 ist ersichtlich, dass auch für diese Datensätze die
Klassifikationsrate auf dem Niveau der Benchmarkverfahren liegt.
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Tabelle 1: Vorhersagegenauigkeit und Standardabweichung für künstlich erzeugte Daten-
sätze.
Kreis-Viereck XOR SwissRoll
A σ A σ A σ
Bayes 0.96 0.015 0.507 0.04 0.99 0.008
SVM 0.99 0.01 1 0 0.97 0.07
Rand. Forest 0.97 0.015 1 0 0.99 0.008
Trees 0.96 0.02 1 0 0.99 0.01
k-NN-5 0.98 0.008 1 0 0.99 0.01
LDA 0.53 0.06 0.48 0.016 0.75 0.03
MFPC 0.5 0.003 0.48 0.019 0.5 0.005
MLFPC-1 0.98 0.011 1 0 0.99 0.007
MLFPC-2 0.98 0.014 0.99 0.001 0.99 0.01
MLFPC-3 0.98 0.008 1 0 0.99 0.008
Tabelle 2: Vorhersagegenauigkeit und Standardabweichung für natürliche Datensätze.
Iris Wine Wine Q.
A σ A σ A σ
Bayes 0.96 0.05 0.97 0.03 0.99 0.004
SVM 0.98 0.05 0.99 0.02 0.99 0.002
Rand. Forest 0.96 0.05 0.98 0.04 0.99 0.004
Trees 0.95 0.05 0.9 0.05 0.98 0.004
k-NN-5 0.96 0.05 0.68 0.1 0.94 0.08
LDA 0.58 0.03 0.98 0.03 0.99 0.002
MFPC 0.94 0.06 0.93 0.06 0.86 0.036
MLFPC-1 0.96 0.05 0.99 0.03 0.99 0.004
MLFPC-2 0.95 0.05 0.84 0.08 0.8 0.016
MLFPC-3 0.96 0.05 0.88 0.06 0.94 0.008
Tabelle 3: Vorhersagegenauigkeit und Standardabweichung für natürliche Datensätze.
Bank. Haber. Digits
A σ A σ A σ
Bayes 0.89 0.034 0.46 0.18 0.95 0.097
SVM 0.99 0.024 0.73 0.08 0.99 0.015
Rand. Forest 0.98 0.012 0.74 0.05 1 0.001
Trees 0.97 0.018 0.68 0.06 1 0
k-NN-5 0.97 0.016 0.73 0.06 0.99 0.003
LDA 0.92 0.02 0.75 0.043 0.85 0.007
MFPC 0.78 0.04 0.55 0.07 0.1 0
MLFPC-1 0.98 0.01 0.6 0.11 1 0
MLFPC-2 0.92 0.026 0.7 0.065 1 0
MLFPC-3 0.97 0.016 0.73 0.064 1 0
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4.1 Diskussion der Ergebnisse
Trotz der erreichten Verbesserungen (sowohl der Klassifikation als auch des
Modells) stellt sich die Frage, ob und in welchen Fällen die Segmentierung
des Merkmalsraums zulässig ist.
Zur Beantwortung dieser Frage kann folgende Überlegung angestellt wer-
den:
Es sei angenommen, Ähnlichkeit drückt sich durch Nähe von Objekten
zu anderen Objekten aus und jedes Objekt des Datensatzes spannt einen
lokalen Zugehörigkeitsraum um sich herum auf (sog. elementare Zugehörig-
keitsfunktion). Zudem sei die Grundgesamtheit des Datensatzes unbekannt.
In den Bereichen des Merkmalsraums, an denen sich die elementaren Zu-
gehörigkeitsfunktionen überschneiden oder zumindest berühren, kann eine
gemeinsame Zugehörigkeitsfunktion konstruiert werden. Ferner kann da-
von ausgegangen werden, dass neue zu klassifizierende Objekte, die sich in
diesem zusammenhängenden Bereich befinden, ähnlich den schon vorhan-
denen sind und zu deren Klasse gehören [5, 9].
Die Bereiche, in denen sich die lokalen Zugehörigkeitsfunktionen weder
überschneiden noch berühren (nachfolgend Lücken genannt), dürfen jedoch
nicht von dieser gemeinsamen Zugehörigkeitsfunktion überspannt werden,
auch nicht in den Fällen, in denen die lokalen Zugehörigkeitsfunktionen
um die Lücke herum angeordnet sind (vgl. Abb. 2). Solche Lücken wer-
den jedoch vom bisherigen MFPC-Ansatz nicht berücksichtigt, da es zu
allgemein bzw. nicht ausreichend spezifisch ist.
Folgender Punkt muss mitberücksichtigt werden: Das Modell, das dem
MFPC zugrunde liegt, stützt sich bei der Berechnung der Lage des Schwer-
punkts m0 lediglich auf die zwei Objekte mmax und mmin, wodurch ein
einzelner Ausreißer den Schwerpunkt verschieben kann. Da die Grund-
gesamtheit nicht bekannt ist, kann jedoch nicht mit Sicherheit behauptet
werden, dass es sich um einen Ausreißer handelt.
Die lokale MFPC-Klassifikation stellt nun eine Spezifizierung des Modells
dar, indem es die elementaren Zugehörigkeiten bzw. die Nähe zu den in der
Umgebung befindlichen Objekten stärker berücksichtigt, vergleichbar mit
der Wahl eines Ausschnitts aus einem Bild, bei dem mehr Details sichtbar
werden, jedoch der Gesamtüberblick verloren geht. Da der Gesamtüber-
blick aufgrund der Unkenntnis der Grundgesamtheit in den meisten Fällen
ohnehin nicht sicher ist und zusätzlich verzerrt sein kann (aufgrund der
Unfähigkeit des Modells, nichtkonvexe Objektmorphologien abzubilden),
stellt der lokale Ansatz eine Verbesserung dar.
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5 Zusammenfassung und Ausblick
In diesem Beitrag wurde eine Erweiterung des MFPCs vorgeschlagen, der
auf der Segmentierung des Merkmalsraums mit nachfolgender Klassifikati-
on durch den MFPC basiert. Durch die Segmentierung können Datensät-
ze mit einer nichtkonvexen Objektmorphologie gegenüber FPC-basierten
Ansätzen besser modelliert und in Folge dessen auch besser klassifiziert
werden.
Es wurden drei Varianten des neuen Verfahrens untereinander und mit eta-
blierten Klassifikationsverfahren anhand von künstlichen und natürlichen
Datensätzen verglichen. Bei den verwendeten Datensätzen zeigten alle drei
eine vergleichbare Klassifikationsleistung, die auf dem Niveau der etablier-
ten Klassifikationsverfahren liegen. Demgegenüber weist der MFPC in der
ursprünglichen Formulierung eine deutlich schlechtere Klassifikationslei-
stung auf.
Während der Arbeit an dem vorgestelltem Ansatz sind weitere interessante
Aspekte aufgetreten. So ist die Eingliederung des vorgestellten Ansatzes in
die Fuzzy-Set-Theorie interessant und muss untersucht werden. Ferner stellt
sich die Frage nach der optimalen Größe des Ausschnittes und der Möglich-
keit der Kombination mit dem von Hempel [11] entwickelten Verfahrens,
was in zukünftigen Arbeiten untersucht werden sollte.
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1 Einführung 
In Anwendungen der präventiven Konservierung ist es notwendig, die 
klimatischen Bedingungen im direkten Umfeld von schützenswerten 
Kulturgütern zum Zweck ihres dauerhaften Erhalts zu regulieren. Hierzu 
sollen neben der Einhaltung konservatorisch zulässiger Bereiche von 
Temperatur und Luftfeuchtigkeit vor allem kurzfristige Schwankungen 
dieser Größen, die zu Feuchte- und Energietransporten in und aus den 
Exponaten führen, vermieden werden (siehe [1]).  
Während bei zu geringer Luftfeuchtigkeit in Kombination mit zu hoher 
Temperatur eine Austrocknung der Objekte und bei zu hoher 
Luftfeuchtigkeit in Kombination mit zu niedriger Temperatur der Zerfall 
durch biologische Angriffe wie Schimmel- oder Schwammbildung droht, 
sind bereits durch vergleichsweise geringe stetige Änderungen in 
Temperatur oder Luftfeuchtigkeit durch ablaufende Sorptionseffekte 
physikalische Schädigungen an den Kulturgütern zu beobachten. Zum 
Erhalt des ausgestellten Kulturgutes innerhalb der Gebäude sollte also nicht 
nur ein an die jeweiligen Materialien angepasstes Klima vorherrschen, 
sondern vielmehr zusätzlich eine möglichst geringe Änderung der 
einzelnen klimatischen Größen angestrebt werden (siehe [2]). 
Um neben der Einhaltung eines als akzeptabel geltenden Klimabereiches 
(siehe [3], Abbildung 1) Schwankungen innerhalb dieses Bereiches mit 
geeigneten regelungstechnischen Ansätzen gering zu halten, ist eine 
möglichst genaue Bestimmung des klimatischen Verhaltens des Raumes 
notwendig. Vor allem die verwendeten Bausubstanzen und die im Raum 
selbst befindlichen Materialien und deren Eigenschaften beeinflussen 
Energie- und Feuchtigkeitsaufnahme, Speicherverhalten und Abgabe. Das 
klimatische Verhalten eines Raumes hängt daher von einer Vielzahl von 
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Variablen ab, welche nicht ohne äußerst aufwendige Verfahren 
(Materialanalysen, Raummodellbildung) bestimmt werden können. 
 
Abbildung 1:Bereich des akzeptablen Innenklimas 
Als Applikationsobjekt wird das in verschiedenen Projekten der 
Hochschule Fulda bereits untersuchte Schloss Fasanerie der Kulturstiftung 
des Hauses Hessen (www.schloss-fasanerie.de) als typisches Objekt für 
Problemstellungen der präventiven Konservierung herangezogen. Die für 
das Training des Netzes verwendeten Daten wurden in Schloss Fasanerie 
aufgezeichnet. Die typischen Probleme der präventiven Konservierung sind 
hier in Form eines historischen Gebäudes mit Museumsbetrieb präsent. Für 
den gewünschten Erhalt des historischen Baubestandes sind 
vergleichsweise schlechte Grundlagen an Baubestand durch Jahrhunderte 
altes Sandsteinmauerwerk ohne hohe Isolationseffekte, dafür mit hohen 
Speicherpotentialen vorhanden. Durch den in den Sommermonaten 
stattfindenden Museumsbetrieb sind ständige zusätzliche Luftwechsel, 
Eintrag von Feuchtigkeit und geringe Abgabe von Wärme als zusätzliche 
Störgrößen vorhanden.  
Das Verhalten von Temperatur und Luftfeuchtigkeit für einen Raum hängt 
von diversen, oft nicht einfach zu ermittelnden und teilweise unbekannten 
Größen ab (Baustoffe, im Raum befindliche Materialien, natürliche 
Luftwechselrate). In den vergangenen Jahren haben sich modellgestützte 
prädiktive Verfahren für die Regelung des Raumklimas etabliert (siehe 
[4]). Ein zusätzliches Problem der Modellbildung stellen nicht messbare 
Störgrößen (wie Besucherverkehr, willkürliche Lüftung durch öffnen von 
Fenstern und Türen) dar. Als Verfahren kann zur Modelbildung die 
Verwendung eines künstlichen neuronalen Netzes (KNN) verwendet 
werden, welches durch eine Teilrekursion die vorhandenen Speichereffekte 
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abbilden kann. Durch bereits vorhandene Messungen innerhalb des 
Gebäudes mit und ohne den Einfluss gezielten Lüftens durch Ventilatoren, 
ist eine nutzbare Datenbasis bereits vorhanden  
Zur Umgehung der Problematik nicht messbarer Störgrößen, wird der 
Ansatz verfolgt, die Auswirkungen der Störgrößen auf das 
Prozessverhalten durch ein geändertes Modell abzubilden. Hierfür wird für 
jedes Prozessverhalten eine angepasste Gewichtung des ausgewählten 
KNNs verwendet (siehe Abbildung 2). In Anlehnung an das biologische 
Vorbild werden die Gewichtungen hier als Neurotransmitter, bzw. die 
Gewichtungen des gesamten KNN als Neurotransmitterstadium bezeichnet.  
 
Abbildung 2:Prognose unterschiedlicher Neurotransmitterstadien 
Um einen Initialisierungszustand des KNN festzulegen werden gesammelte 
Daten zu Zeitpunkten ohne Beeinflussung durch zusätzliche Lüftung und 
möglichst ohne Störgrößeneffekte genutzt und die Dimension und Größe 
des KNN experimentell zu bestimmen Das Verhalten innerhalb des Netzes 
wird durch die Anpassung der Gewichtungen und Aktivierungsfunktionen 
trainiert. Datensätze mit bereits bekannten Störgrößen, hier beispielsweise 
Tage mit hohem Besucherverkehr, werden daraufhin zur Festlegung einer 
neuen Gewichtung genutzt. Durch den Vergleich der Ergebnisse 
verschiedener Neurotransmitterstadien kann so das aktuell zu verwendende 
Stadium definiert werden. Neue Störgrößen können ebenfalls als neue 
Neurotransmitterstadien erkannt werden, indem ein maximaler Fehler des 
Modells als Grenze für das Training eines neuen Verhaltens genutzt wird 
(siehe Abbildung 3). Innerhalb dieses Beitrags soll der Einfluss dieser 
Neurotransmitterstadien zur Erkennung und Berücksichtigung von nicht 
messbaren Störgrößen untersucht werden. 
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Abbildung 3: Erstellung von Neurotransmitterzuständen 
 
2 Realisierung des KNN 
Als Auswahl für das KNN wurde zuerst der darzustellende Prozess 
analysiert um eine Sicherstellung der nötigen Dynamik zu realisieren. Zur 
Wiedergabe der vorhandenen Speichereffekte erscheint die Auswahl eines 
teilrekursiven Netzes eines Multilayer Perceptrons (MLP) zur Darstellung 
des Systemverhaltens, insbesondere der Speichereffekte als sinnvoll, siehe 
[5]. 
2.1 Größe und Typ 
Die sinnvoll zu wählende Größe (Anzahl Neuronen und Layer) ist von den 
Freiheitsgraden, sprich der Ordnung und dem Grad der darzustellenden 
Funktion abhängig. Die Definition der darzustellenden Funktion als keine 
paarweise orthogonale Funktion die stetig differenzierbar ist, ergibt eine 
Anforderung von mindestens drei Neuronenschichten (siehe [6]). 
Ausgehend von einem weitestgehend unbekannten Prozess, für den solch 
ein datengetriebener Ansatz sinnvoll erscheint, kann nach der 
Untersuchung der Dynamik durch den Test verschiedener Dimensionen die 
benötigte Größe festgelegt werden (siehe [7]).  
Eher kritisch sollte allerdings wiederum der Datenbasis gegenüber 
gestanden werden, da eine Identifikation des Prozesses lediglich im 
Rahmen der Genauigkeit dieser Basis möglich ist. In dem hier betrachteten 
Fall der Klimaregelung stehen Daten, die in einem Zeitintervall von 15 min 
gesammelt wurden, zur Verfügung, was eine sichere Identifikation 
schnellerer Effekte, wie den kurzzeitigen Anstieg einer Störgröße, logisch 
ausschließt. Zur Regelung des Klimas innerhalb des betrachteten Raumes 
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ist eine Vorhersage von einer Stunde, sprich vier Datenwerten erwünscht, 
da diese genügend Zeit zur Einflussnahme, mit den zur Verfügung 
stehenden Aktoren bietet. Durch diese Betrachtung der relevanten 
Zeitbereiche und aus bekanntem Systemverhalten kann zwar die 
mindestens erforderliche Dimension des Netzes bestimmt werden, dennoch 
muss durch Tests die konkrete Anzahl an Neuronen und Schichten 
bestimmt werden (siehe [6, 7]). 
Durch die Faktoren der zeitlich relevanten Bereiche und der Dynamik 
konnte das Netz mit 3 versteckten Schichten definiert und getestet werden. 
Zur Vorhersage des Prozessverhaltens inklusive der beschriebenen 
Speichereffekte wird hier eine Kombination aus MLP und 
rückgekoppeltem Netz verwendet (siehe Abbildung 4). 
 
Abbildung 4: Teilrekursives MLP 
Hierbei wurde eine angepasste Ausgabe durch eine erweiterte 
Aktivierungsfunktion (siehe Gl. 4) in der ebenfalls zur Rückkopplung 
verwendeten letzten Neuronenschicht, hier Adaptionsschicht, vorgesehen. 
Die Adaption bezieht sich hierbei auf die vorhandenen Speichereffekte des 
Prozesses. 
Die Anwendung eines MLP läuft sukzessive durch Multiplikation der 
Eingangssignale im Vektor  mit den 










i =W  (1) 
λλ ii WXN ∗=  (2) 
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Mit diesem wird über eine Sigmoidfunktion der Ausgabewert jedes 
Neurons berechnet. Hierfür wird folgende logistische Funktion verwendet 
(siehe [5]): 
 (3) 
Lediglich die Adaptionsschicht besitzt für ein breiteres Ausgabefeld eine 
bipolare sigmoide Funktion, realisiert durch einen tangens hyperbolicus 
und der Rückgekoppelten Funktion (siehe [5]): 
 (4) 
2.2 Lernalgorithmus 
Die Lernfunktion zum Training des hier vorgestellten Netzes ist eine 
leichte Anpassung des Backpropagation Algorithmus mit Berücksichtigung 
der Rückkopplung und der Adaption der Aktivierungsfunktion. Hierfür 
muss lediglich im ersten Schritt der letzte rückgeführte Wert mit neuer 
Adaption von sämtlichen Neuronen abgezogen werden und der jeweilige 
Eingang der Neuronen mittels Rückrechnung der aktualisierten 
Aktivierungsfunktion verrechnet werden.  
1. Berechnung Fehler  
2. Adaptionsschicht Anpassen der Rückführung 
  
3. Ausgabefunktion mit neuer Rückkopplung  
 
4.Anpassung der Gewichte über Backpropagation unter 
Nutzung der neuen Rückführung als Ausgang 
Sowohl für die Adationsschicht wie für die versteckten Neuronen gilt die 
aus dem Backpropagationalgotithmus genutzte partielle Ableitung zur 
Bestimmung der neuen Gewichtung für Neuron der Schicht  bei Lernrate 
 (siehe [5]), wobei  die Fehlerfunktion und  der Fehler eines einzelnen 
Neurons ist.: 
 (5) 
Die Ableitung der Sigmoidfunktion kann hier für die der versteckten 
Neuronen nachfolgenden Schicht  verwendet werden um über die zuvor 
berechneten nachfolgenden Neuronen die Änderung der Gewichtung über 
die vorherige Ausgabefunktion des Neurons  zu bestimmen (siehe [5, 8]):  
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 (6) 
Und für die Adaptionsschicht mit Tangens hyperbolicus: 
 (7) 
Um eine korrekte Adaption durchzuführen, ist durch die Rückführung 
immer der letzte Wert der Neuronen der Adaptionsschicht  zu 
berücksichtigen. Allerdings ist die Verwendung von Startwerten nicht 
einfach möglich, so das Zufallswerte verwendet werden.  
Daraufhin kann der Standard Backpropagation Algorithmus durch die 
Änderung der Gewichte nach der Ableitung des Fehlers über die jeweilige 
Gewichtung angewandt werden. 
2.3 Neurotransmitterstadien 
Bei Störungen in komplexen Prozessen, die keinen messbaren Einfluss auf 
die Eingänge eines Netzes haben, entspricht das geänderte Prozessverhalten 
einer anderen Gewichtung des KNN. Wie am biologischen Vorbild zu 
sehen, werden hier analog zur Gewichtung die Weitergabe von 
Informationen zwischen Neuronen durch Neurotransmitter übermittelt 
(siehe [9]). Die Art und Anzahl der Neurotransmitter hat erheblichen 
Einfluss auf die Übertragung und deren Geschwindigkeit zwischen den 
einzelnen Neuronen. Die Auswirkung der wohl bekanntesten Vertreter 
Noradrenalin, Dopamin und Serotonin sind auch aktueller Inhalt vieler 
medizinischer Studien. Analog hierzu übernimmt in den künstlichen 
neuronalen Netzen die Gewichtungen an den einzelnen Neuronen diese 
Funktion.  
Um nicht messbaren Störungen entgegen zu wirken, können verschiedene 
Gewichtungen angelernt und als neuer Neurotransmitterstatus abgelegt 
werden. In der praktischen Verwendung kann das angelernte Verhalten 
eines bereits trainierten Netzes als Standard Neurotransmitterstatus 
behandelt werden. Wenn ein festgelegtes Fehlermaß überschritten wird, 
hier 1% des Mittelwertes über eine Stunde bzw. vier Prognoseschritte, wird 
ein neuer Neurotransmitterstatus erstellt (siehe Abbildung 3). Für jede 
Störung wird so ihre eigene Gewichtsmatrix  entsprechend eines 
Neurotransmitterstatus angelegt und über die in 2.2 beschriebenen 
Algorithmen auf Basis des bisher besten Neurotransmitterstatus trainiert.  
Im Betrieb wird eine parallele Prädiktion der Prozessgrößen durch alle 
Neurotransmitterstadien durchgeführt und deren Ergebnisse durch Bildung 
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der kleinsten Fehlerquadrate (MSE) der letzten vier Prognosen miteinander 
verglichen.  
 (8) 
Um einer zu hohen Anzahl an Neurotransmitterstadien entgegenzuwirken, 
sollte zuerst ein Standardverhalten trainiert werden, welches das 
Grundverhalten des Prozesses bereits gut wiedergibt. Des Weiteren darf 
das Fehlermaß nicht zu niedrig gesetzt werden. In den hier vorgestellten 
Prozessen ist ein vergleichsweise niedriges Fehlermaß eingesetzt worden, 
da bereits ein gut trainiertes Netz verwendet wurde. Desweiteren kann eine 
maximale Anzahl an Neurotransmittern festgelegt werden. Wird diese 
Anzahl überschritten wird der am wenigste genutzte Neurotransmitter 
wieder entfernt. In den hier vorgestellten Prozessen wurde allerdings 
niemals eine Anzahl von sechs Stadien überschritten, was mit der 
beschränkten nutzbaren Datenbasis zusammenhängt. 
2.4 Störgrößenerkennung 
Durch die Verwendung verschiedener parallel verarbeiteter Netzgewichte, 
bzw. Neurotransmitterstadien kann der Einfluss von zu erwartenden 
Störungen bereits prognostiziert werden, indem die bereits vorhandenen 
Stadien die möglichen Auswirkungen berechnen. Tritt nun eine bekannte 
Störung ein, kann über den Vergleich der Ausgaben aller Stadien das 
entsprechende Stadium ausgewählt und verwendet werden.  
 
Abbildung 5: Auswahl Neurotransmitterstatus 
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Während der Verwendung wird der minimale Fehler der prognostizierten 
Werte mit den realen Werten verglichen. Ist ein Stadium als das aktuell 
genauste ermittelt worden, so wird dieses Stadium bis zur nächsten 
Änderung verwendet (siehe Abbildung 5). 
Durch Definition eines Grundverhaltens und Beobachtung des Wechsels 
eines Neurotransmitterstadiums können die verantwortlichen Störgrößen 
ebenfalls detektiert werden, wie z.B. die erhöhte Luftwechselrate durch 
Besucherverkehr innerhalb des betrachteten Museumsraums. 
 
3 Test und Validierung 
Zum Test und zur Validierung der Funktion der Neurotransmitter wird hier 
zum einen mit in der Applikation gesammelten Daten in einem Zeitraum 
von nahezu einem Jahr gearbeitet und zum anderen eine Simulation 
verwandt. Zum Vergleich der Netzstrukturen für verschiedene gesteuerte 
Szenarien, wird die Simulation des Raumverhaltens genutzt. Um den 
Transport von Wärmeenergie und Feuchtigkeit in einen Raum oder aus 
einem Raum heraus zu simulieren, wird neben den Effekten des natürlichen 
und künstlichen Luftwechsels, der Transport durch Wände und Decken 
sowie die Speicherfähigkeit von Materialien innerhalb des Raumes 
betrachtet. 
Zur Bestimmung der Fehlermaße in Simulation und anhand der 
Applikationsdaten wird der normalized mean square error (NMSE) nach 
[11] genutzt: 
 
3.1 Raummodellbildung über Beukenmodell 
Zur Darstellung des Wärmetransports in Abhängigkeit der Materialien 
eines Raumes bietet das Beukenmodell (siehe [11]) einen vereinfachten 
Ansatz. Hierbei wird der instationäre Transport durch Materialien 
betrachtet. Bei dieser Betrachtung wird die Speicherfähigkeit von 
Materialien nicht vernachlässigt, wodurch die Bilanz nicht nur von der Zeit 
sondern zusätzlich vom Ort abhängig ist, was wiederum eine partielle 
Differentialgleichung zur Folge hat. Durch Diskretisierung einer Anzahl 
von festen Schichtenbreiten werden im Beukenmodell nach Feist 
Zwischentemperaturen über Rückwärtsdifferenzquotienten gebildet. Wände 
werden durch eine sinnvoll festzulegende Anzahl (angelehnt an die 
unterschiedlichen Materialien und deren Stärke des entsprechenden 
Gebäudeteils) von Schichten mit jeweiligen Wärmeleitkoeffizienten 
dargestellt Die Transportvorgänge können durch ein elektrisches 
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Analogienetzwerk dargestellt werden (siehe Abbildung 6). Analog zu dem 
dargestellten elektrischen Netzwerk wird hierbei der Wärmewiderstand 
(entspricht el. Widerstand) und die Speicherfähigkeit (entspricht el. 
Kondensator) bestimmt. Ein analoges Modell kann für den 
Feuchtetransport verwendet werden, wobei die wirkliche Transportleistung 
hierbei zu vernachlässigen, allerdings die Speicherfähigkeit relevant ist.  
 
Abbildung 6: Elektrisches Analogienetzwerk für den Wärmetransport im Beukenmodell 
3.2 Speichereffekte und Beeinflussung von Feuchtigkeit  
Die Speichereffekte von Feuchtigkeit der im Raum befindlichen 
Materialien können vereinfacht wie in [12] vorgeschlagen als eine 
Pufferfunktion auf Basis eines Diffusions-Sorptions-Modells dargestellt 
werden. Mit Verwendung material- bzw. raumspezifischer konstanten RF 
und TF können so die relevanten Effekte dargestellt werden.  
 
Analog den Wärmekoeffizienten müssen die genutzten material- und 
raumspezifischen Konstanten durch die Bestimmung der Materialien 
festgelegt werden. Ebenfalls müssen die der Luft ausgesetzten Flächen der 
jeweiligen Materialien bestimmt werden. Da es sich hierbei allerdings 
lediglich um Modellversuche handelt, werden zufällig gewählte Konstanten 
innerhalb realistischer Parameter ausgewählt. 
3.3 Störgrösseneinfluss 
Durch Verwendung des Beukenmodells und der Pufferfunktion konnte 
durch die Simulation einer zusätzlichen variablen Lüftung durch eine 
einfache Bilanzierungsgleichung ein nutzbares Modell mit typischen 
Raumverhalten geschaffen werden. Besonderes Augenmerk liegt hier in der 
Betrachtung von Störgrößen durch Änderung der Luftwechselrate. Zuerst 
wurde ohne weitere Störung das Netz mit einem Datensatz von 2500 
Werten von Innen- und Außentemperatur sowie Innen- und 
Außenluftfeuchtigkeit trainiert. Das Abtastintervall betrug hierbei 15 min 
und es wurden bei der Applikation erfasste Werte für die Außendaten 
verwendet. Für die Prädiktion von Temperatur und Luftfeuchtigkeit wurden 
hierbei jeweils ein eigener Ansatz mit drei versteckten Schichten mit 
342 Proc. 24. Workshop Computational Intelligence, Dortmund, 27.-28.11.2014
jeweils drei Neuronen inklusive der zusätzlichen Adaptionsschicht (siehe 
2.1) genutzt. Das ungestörte Systemverhalten konnte mit dieser 
Netzdimension ausreichend bestimmt werden. Vorhergesagt wurden 
lediglich die Änderungen vom aktuellen Zeitpunkt aus. Anschließend 
wurden mit um 25% und 50% geänderter Luftwechselrate sowie um 20% 
erhöhtem Speicherverhalten definierte neue Zustände als 
Störgrößenszenarien verwendet. Zum Test der Identifikation von 
geändertem Prozessverhalten wurde anschließend ein Profil mit sich 
laufend ändernden Zuständen und einem komplett neuen Fehler durch 
Kombination der Änderung der Luftwechselrate und Erhöhung des 
Speicherverhaltens erstellt. Ergebnisse der Simulation für ein erhöhtes 
Speicherverhalten (Störung 1) und erhöhte Luftwechselrate (Störung 2) 
sind in Abbildung 7 dargestellt. 
 
Abbildung 7: Prädiktion durch neuronales Netz mit Neurotransmitterstadien 
Durch die Verwendung der einzelnen Neurotransmitterstadien können die 
Störungen zeitnah erkannt werden und durch einen Wechsel auf diesen 
Status ebenfalls prognostiziert werden. Abbildung 8 zeigt den Übergang zu 
einem Neurotransmitterstatus.  
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Abbildung 8: Vergleich zweier Störungsprädiktionen 
Die prognostizierten Störungen 1 und 2 (siehe Abbildung 8) liegen bis zum 
Eintreten der Störung 1 außerhalb des akzeptablen Genauigkeitsbereichs 
und werden nicht verwendet. Ab Eintreten der Störung wird der Fehler des 
prognostizierten Ergebnisses für Störung 1 geringer und dieser 
Neurotransmitterstatus kann verwendet werden. Es konnte über die 
gesamte Simulation des beschriebenen Störungsprofil durch Wechsel der 
Neurotransmitterstadien ein NMSE (Normalized mean Square Error, siehe 
[11]) von 0.009 erreicht werden, was allerdings mit den nahezu perfekten 
Bedingungen einer solchen Simulation zusammenhängt. 
3.4 Applikationsdaten 
Zur Bestimmung der für die Klimatisierung relevanten Daten von 
Temperatur und Luftfeuchtigkeit in einem Prognosehorizont von einer 
Stunde werden hier nach ausführlichen Tests jeweils ein eigener Ansatz für 
jede Größe mit den drei Hidden Layern mit jeweils drei Neuronen genutzt. 
Es wurden Daten eines Zeitraums von etwas über 300 Tagen mit einer 
Intervallzeit von 15 Minuten genutzt. Dies entspricht circa 30.000 
Datenpunkten. Hiervon wurden 50% zum Training des Netzes, 25% zum 
Validieren und zum Testen verwendet. Nach dem Training des Verhaltens 
ohne Nutzung weiterer Zustände erhält man bereits ohne Verwendung 
verschiedener Neurotransmitterstadien ein zufriedenstellendes Ergebnis für 
Bereiche ohne Störgrößeneinfluss (siehe Abbildung 9). 
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Abbildung 9: Prädiktion von Raumverhalten ohne Störgrößeneinfluss; NMSE 0,15 
Sobald allerdings Störungen in den Datensätzen auftreten, konnten die 
Daten teilweise nicht hinreichend mit einer einzelnen Netzgewichtung 
prognostiziert werden. Hier wurde nun eine relative Abweichung von 2% 
als Grenze für die Errechnung eines neuen Neurotransmitterstatus 
eingeführt und der Wechsel über die kleinsten Fehlerquadrate der letzten 
Stunde verwendet. Den Vergleich des Netzes mit und ohne Wechsel des 
Neurotransmitterstatus in einem ausgewählten Bereich mit hohem Fehler 
ist in Abbildung 10 dargestellt. Der NMSE ohne 
Neurotransmitterstatuswechsel liegt in diesem Bereich bei 0,84 mit 
Wechsel bei 0,079. Die prädizierten Werte liegen wesentlich näher an den 
realen Werten. 
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Abbildung 10: Vergleich der Feuchteprädiktion mit und ohne Neurotransmitterwechsel  
 
4 Zusammenfassung, Ausblick und Diskussion 
 
In diesem Beitrag wurde mit der Verwendung von Neurotransmitterstadien 
ein Verfahren zur Störgrößenerkennung vorgestellt. Besonders nicht 
messbare Störgrößen, welche wie ein geändertes Prozessverhalten wirken, 
können so einfach erkannt werden. Durch die Nutzung zusätzlicher 
Neurotransmitterstadien kann schnell auf Änderungen im Verhalten 
reagiert werden, sofern eine derartige Störung bereits auftrat und 
implementiert wurde. Erfolgt eine neue Störung kann diese adaptiert und in 
Zukunft schneller erkannt werden. Als eventuelle Kritik könnte die 
Verwendung von mehreren kleinen Netzen für spezielle Verhaltensweisen 
anstelle mehrerer übertrainierter Netze angebracht werden. Allerdings kann 
durch die offene Adaption von weiteren Störgrößen ein neues Verhalten 
ohne den Verlust des Grundverhaltens mit wesentlich geringerem Aufwand 
adaptiert werden. Der hierfür erhöhte Rechenaufwand stellt jedoch eine 
zusätzliche Belastung dar, und ist daher für zeitkritische Anwendungen nur 
bedingt einsetzbar.  
Die Verwendung innerhalb eines Prozesses zur Regelung einer 
Klimatisierungsanlage soll im Rahmen eines nichtlinearen 
modellprädiktiven Reglers (NMPC) im kommenden Winter verwendet 
werden. Hierfür wird in Zukunft die Möglichkeit zur zusätzlichen 
Einflussnahme durch Aktoren genutzt, welche allerdings eine wesentlich 
höhere Komplexität in das System einbringen.  
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Ein weiterer Ansatz ist das Training der Umkehrfunktion eines Prozesses 
Fs
-1. Ist diesee als Modell vorhanden so kann durch die Vorgabe des 
gewünschten Sollwertes der hierfür nötige Stellgrad für die Aktoren 
ermittelt werden. Ebenfalls wäre die Erweiterung eines bereits vorhanden 
Simulationsmodells mit dem hier bereits vorgestellten Netztypen zur 
Adaption des Verhaltens denkbar (siehe Abbildung 11). Hierfür kann als 
Grundlage eine Gebäudesimulationssoftware (wie Beispielsweise TRNSYS 
oder WUFI) zur Modellierung des Verhalten eines Gebäude genutzt 
werden und lediglich eine Adaption von Störgrößen oder in der Simulation 
nicht beachteter Effekte durch das Netz erfolgen. 
 
Abbildung 11: Durch KNN erweitertes Prozessmodell  
Eine dynamische Anpassung des Lernfaktors könnte zu einer Verbesserung 
der Adaption neuer Zustände das teilweise lange Einlernen verkürzen. 
Ebenfalls wäre die Nutzung anderer Algorithmen, wie z.B. eines 
evolutionären Algorithmus möglich. 
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Zusammenfassung 
Künstlich Neuronale Netze sind schematische Abbildungen biologischer 
neuronaler Netze, deren Gemeinsamkeit die Selbstlernfähigkeit ist. Weitere 
Gemeinsamkeit ist ihre rekursive Selbstbeeinflussung, d.h. dass 
Änderungen an einer Stelle des Systems das zukünftige Systemverhalten 
verändern. Mehrere unterschiedliche zusammengeschaltete und 
interagierende Systeme in der Produktion werden als Cyber Physical 
Systems (CPS) bezeichnet. Der Aufsatz beschäftigt sich mit den für die 
Einrichtung eines (künstlich) intelligenten CPS erforderlichen 
Technologien. Er zeigt, wie in Künstlich Neuronalen Netzen unter 
Vermeidung linearer Steuerungstechnik durch Selbstlernprozesse auch 
komplexe Korrelationen erkannt und auf diese unter selbständiger 
Interaktion zwischen Subsystemen des  CPS systembeeinflussend reagiert 
werden kann. 
Stichworte: Cyber Physical Systems, CPS, Künstlich Neuronale Netze, 
Industrie 4.0, Design of Experiments, multiple Korrelationen, Multipara-
meter, Graph, künstliche Intelligenz, Produktion, Logistik. 
1. Problemstellung 
1.1. Definition von Industrie 4.0 und Cyber Physical Systems 
Der Schritt in die Vernetzung unterschiedlicher Geräte und Maschinen wird 
mit dem Begriff Industrie 4.0 oder Cyber Physical Systems (CPS) 
beschrieben. SENDLER definiert diese mit Bezug auf das DFKI als 
„Netzwerk miteinander agierender Elemente mit physikalischem In- und 
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Output“, in Abgrenzung zu reinen Netzwerken ohne physikalische Ein- und 
Ausgabe, aber ebenso Standalone-Geräten [12; S.7]. Im Zusammenhang 
einer solchen M2M- Vernetzung wirft er die Frage nach den zur 
Vernetzung verwendeten Standards und Schnittstellen, die für die 
Kommunikation der Maschinen und Endgeräte untereinander sorgen 
werden und betont im Folgenden die herausragende Bedeutung der 
verwendeten Software für Vernetzung und Prozessmanagement [12; 
S.12ff]. RUSSWURM nennt in einem Ausblick das Internet als Basis zum 
Informationsaustausch in Echtzeit, in denen Maschinen eigenständige 
Bewertungen und Entscheidungen vornehmen [11; S.31], was nur 
intelligente Systeme leisten können werden. Einen besonderen Stellenwert 
hat dabei die Einzelfertigung, in der keine traditionellen seriellen Prozesse 
anwendbar sind, HUBER nennt für diese als wesentlichen Erfolgsfaktor der 
Zukunft die Vernetzung auch über Unternehmensgrenzen hinweg zu 
Lieferanten und Kunden [5; S.121]. 
 
1.2. Integration unterschiedlicher Standards als Herausforderung 
BAUM formuliert als Lösungsansatz für eine solche Software ein 
Domänenmodell mit inhaltlich konsistent beschriebenen strukturellen 
Beziehungen und Semantiken, das als Schnittstelle für die 
unterschiedlichen Systeme dient [2; S.47]. Als Herausforderung beschreibt 
er die Migration vorhandener Daten, welche sich durch zunehmende 
Datenmengen (Big Data) in Zukunft noch verstärkt, aber gleichzeitig große 
Potentiale für eben jenes Zusammenwachsen der Datenströme 
unterschiedlicher Geräte mit sich bringt. Besondere Möglichkeiten werden 
in der Auswertung und Korrelationsanalyse von Datenströmen 
verschiedenster Quellen unterschiedlicher Strukturen, Volumina und 
Fließgeschwindigkeiten gesehen, die jedoch mit traditioneller 
Informationstechnologie als nicht bearbeitbar eingeschätzt wird [2; S.47]. 
 
1.3. Komplexität 
Der Wunsch nach miteinander sprechenden Maschinen, die (oder deren 
Schnittstellensoftware) eigenständige Entscheidungen aus großen Daten-
mengen unterschiedlicher Strukturen, Volumina und Fließgeschwin-
digkeiten trifft, lässt sich als komplex beschreiben. Diese Anforderung 
beinhaltet die Zusammenschaltung der Datenströme von unterschiedlichen 
Einzelsystemen zu einem übergeordneten System, welches aus dem Input 
von Daten des einen Systems Handlungen in einem anderen Teilsystem 
vornimmt, die sich wiederum auf das originäre oder andere Teilsysteme 
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auswirken. Kurz: Ein solches System ist selbstreferentiell und somit 
komplex in dem Sinne, dass es aufgrund der vielfältigen Wechselwir-
kungspotentiale weder exakt prognostizierbar, noch in seiner Kausalität 
retrospektiv erklärbar ist. In der Verwendung der Begrifflichkeit von 
Systemkomplexität sind die Ausarbeitungen von LUHMANN [7] zu Defi-
nition, Eigenschaften und Funktionsweise von Systemen weitgehend 
übereinstimmend mit dem hier verwendeten Verständnis, mitsamt ihren 
Möglichkeiten und Einschränkungen. Er selbst beschreibt die Themenwahl 
„Sozialer Systeme“ als Gegenstand seiner Forschung ausdrücklich nicht als 
Ausschluss einer Übertragbarkeit auf Maschinen, sondern als Weg der 
„Generalisierung und Respezifikation“, um den Besonderheiten spezifi-
scher Systeme in der Adaption gerecht werden zu können [7; S.32]. 
Zwei wesentliche übereinstimmende Eigenschaften sind die Subjektivität 
und die permanente Dynamik von Systemen. Subjektiv ist ein komplexes 
Cyber Physical System deshalb, weil seine Geräte ebenfalls selbst-
referentiell aufeinander wirken und sich so gegenseitig in einer nicht 
präzise prognostizierbaren Weise beeinflussen. Eine permanente Dynamik 
ist deshalb ebenfalls Eigenschaft von Cyber Physical Systems, weil durch 
die zahlreichen angeschlossenen Einzelsysteme mit ihrem jeweiligen 
individuellen Eigensystemstatus ein Abbild des Gesamtsystems niemals 
erzeugt werden kann, und durch den eigenständigen Betrieb jedes 
Teilsystems auch zu keinem Augenblick konstant stehen bleibt.  
  
1.4. Problemdimensionen unter Komplexität 
Vor einigen Dekaden konnte eine Maschine normalerweise noch durch die 
Erfahrung des Maschinenführers optimiert werden. Heute sind bereits groß 
dimensionierte Computer und Datenbanksysteme im Einsatz, Optimi-
erungs- und Simulationssoftware ist umfangreich verfügbar und ausgereift 
für die Anwendung. Diese bieten ebenfalls Antworten auf stochastisches, 
also von Zufallskomponenten beeinflusstes Systemverhalten [exemplarisch 
hierzu: 10]. In der Praxis herrschen heute jedoch meist auf relationalen 
Datenbanken basierende Systeme vor, die Herausforderungen von Big Data 
nicht standhalten. Solche Herausforderungen sind etwa Korrelations-
analysen multipler Parameter, wie sie in zusammengeschalteten Cyber 
Physical Systems in den meisten Fällen, häufig jedoch bereits bei 
modernen Einzelproduktionsanlagen erforderlich sind. 
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Abb 1: Fehlerpositionen im zwei- und dreidimensionalen Raum. Eigene Darstellung. 
 
Die in Abbildung 1 gezeigten beispielhaften Fehlerdimensionen visuali-
sieren den sich mit jedem zusätzlichen Parameter vergrößernden 
Möglichkeitenraum in der Lokalisierung eines Fehlers. Die Anzahl der 
Möglichkeiten folgt dabei den statistischen Grundsätzen der Kombinatorik 
und erreicht mit zunehmender Anzahl an Dimensionen schnell 
Größenordnungen, in denen herkömmliche Relationale Datenbanken an 
ihre Grenzen kommen. Bei lediglich 100 (diskreten) Einstellungs-
möglichkeiten eines Parameters entstehen in der Auswertung von nur fünf 
Parametern bereits 10 Milliarden Kombinationsmöglichkeiten. Bisher 
werden zur Speicherung und Verwaltung von Datensätzen vorwiegend 
relationale Datenbanken verwendet. Dieses ist durch eine Ansammlung von 
Tabellen (Relationalen) charakterisiert. Jede Zeile in einer Tabelle bildet 
ein Tupel an Attributen welches einen Datensatz repräsentiert. Für die 
Verbindung der Datensätze unterschiedlicher Relationen können 
Beziehungen angelegt werden. Diese können über spezielle Attribute 
(Fremdschlüssel) erfolgen, welche die Referenzen bzw. die Schlüssel eines 
Datensatzes aus fremden Relationen enthalten und so die Verbindung 
zwischen den Datensätzen gewährleisten. Je nach Kardinalität wird eine 
spezielle Zuordnungstabelle zur Speicherung der Beziehungen verwendet.  
Ein Nachteil von relationalen Datenbanken ist, dass für ein hohes Maß an 
Vernetzung der Daten viele Beziehungen über Zuordnungstabellen 
realisiert werden müssen, um die einzelnen Bereiche untereinander zu 
verbinden. Eine Vernetzung dieser Art schafft Umwege, welche sich in der 
Summe addieren und somit für die Effizienz der Datenbank nachteilig sind. 
Um den Ansprüchen heutiger Datenansammlungen gerecht zu werden, 
muss die Möglichkeit Daten direkter miteinander zu verbinden gegeben 
sein.  Hierbei bietet es sich an, die Vernetzung über ein Graphensystem zu 
realisieren, welches eine direktere und flexiblere Vernetzung der einzelnen 
Daten ermöglicht. Sogenannte Graphdatenbanken sind speziell für die 
Speicherung von vernetzen Daten und dessen Traversierung ausgelegt, 
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welche wie schon erwähnt mehr an Bedeutung gewinnen.  Bei stark 
vernetzen und großen Datenmengen wirken sich diese Eigenschaften unter 
anderem durch deutlich kürzere Abfragezeiten von benötigten Infor-
mationen aus. Bei einer Graphdatenbank wird ein Datensatz als Knoten 
betrachtet, während die Beziehungen zwischen den Datensätzen über 
Kanten hergestellt werden. Bestimmte Eigenschaften können dabei sowohl 
einem Knoten als auch einer Kante zugewiesen werden.  Zwar ist eine 
relationale Datenbank auch im Stande Graphen über Zuordnungstabellen 
abzubilden, stellt aber hingegen zur Graphdatenbank keine entsprechenden 
Möglichkeiten zur effizienten Durchsuchung und Manipulation der 
Graphstruktur bereit. 
 
1.5. Heutige Antworten auf die Anforderungen von CPS 
Die wesentliche sich stellende Frage ist nun die nach dem praktischen 
Umgang mit dieser Komplexität, nach ihrer Reduzierung auf ein 
handhabbares Niveau. BROY betont in der Anforderung an eine ent-
sprechende Software ihre Interdisziplinarität, da eine solche ebenfalls an 
der Entwicklung der Produkte beteiligt ist [3; S.80]. Einen besonderen 
Stellenwert hat die softwareseitige Umsetzung und Abbildung in Daten-
banken. Die Ansätze sind entsprechend geprägt von den jeweiligen meist 
linearen Denkweisen der beitragenden Disziplinen. Lineares Denken ist 
innerhalb der jeweiligen Disziplinen weder falsch, noch konnte sich in den 
meisten Disziplinen eine andere Art des Denkens in der praktischen 
Umsetzung bewähren. So folgen die meisten industriellen Fertigungs-
anlagen und -verfahren linearen Regeln aus „Wenn-Dann“-Bedingungen, 
ähnliches gilt für Simulationsmodelle und für die Organisation von 
Datenbeständen, worauf das folgende Kapitel näher eingeht. Die vorherr-
schende Sicht in der Literatur zum Thema Industrie 4.0 und Cyber Physical 
Systems ist ebenfalls von linearen Lösungsansätzen geprägt, so wie es sich 
für die einzelnen Disziplinen stets bewährt hat. Eine Antwort auf den 
Umgang mit Komplexität und Anforderungen von Cyber Physical Systems 
an eine interdisziplinäre Antwort greift BARABÁSI mit der Vorstellung 
der Netzwerkwissenschaften als  datenbasierte, sich aktuell ausgesprochen 
dynamisch entwickelnde Perspektive auf [1]. Die interdisziplinare 
Bedeutung von Komplexität als Forschungsbereich unterstreicht auch er 
durch die Frage, ob sie nun der Physik, dem Ingenieurwesen, Biologie, 
Mathematik oder Computerwissenschaften zugeordnet werden könne, oder 
gar allen gemeinsam [1; S.14]. Ausdrücklich beschreibt er mit beispiel-
hafter Referenz auf  Finanzmarkt-, Mobilitätsdaten ganzer Länder, Import- 
und Export-Statistiken die Zugangsmöglichkeit zu nie gekannten Daten-
mengen, deren Bearbeitungswerkzeuge „vor unseren Augen in diesem 
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Moment erst geboren werden“ und deren Entwicklung im Rahmen der 
Netzwerkwissenschaften das Forschungsfeld der Komplexität neu 
definieren wird [1; S.15]. 
 
 
2. Stand der Technik 
2.1. Vergleich relationaler mit graphenbasierten Datenbanksystemen 
Bisher werden zur Speicherung und Verwaltung von Datensätzen 
vorwiegend relationale Datenbanken verwendet. Diese sind durch eine 
Ansammlung von Tabellen (Relationalen) charakterisiert. Jede Zeile in 
einer Tabelle bildet ein Tupel an Attributen, welches einen Datensatz 
repräsentiert. Für die Verbindung der Datensätze unterschiedlicher 
Relationen können Beziehungen angelegt werden. Diese können über 
spezielle Attribute (Fremdschlüssel), welche die Referenzen bzw. die 
Schlüssel eines Datensatzes aus fremden Relationen enthalten und so die 
Verbindung zwischen den Datensätzen gewährleisten. Je nach Kardinalität 
wird eine spezielle Zuordnungstabelle zur Speicherung der Beziehungen 
verwendet [8; S.28ff].  Ein Nachteil relationaler Datenbanken sind für ein 
hohes Maß an Vernetzung der Daten ihre viele Beziehungen über 
Zuordnungstabellen, welche die einzelnen Bereiche untereinander 
verbinden. Eine Vernetzung dieser Art schafft Umwege, welche sich in der 
Summe addieren und sich somit nachteilig auf die Effizienz der Datenbank 
auswirken. Um den Ansprüchen immer größer werdender Datensamm-
lungen gerecht zu werden, müssen Daten direkter miteinander verbunden 
werden, die beschriebenen Umwege müssen soweit es geht eliminiert 
werden.  Die Vernetzung über ein Graphensystem bietet eine direktere und 
flexiblere Vernetzung der einzelnen Datensätze. Sogenannte Graph-
datenbanken sind speziell für die Speicherung von vernetzen Daten und 
deren Traversierung ausgelegt.  Bei stark vernetzen und großen Daten-
mengen wirken sich diese Eigenschaften unter anderem durch deutlich 
verkürzte Schreib- und Lesezugriffe aus. Strukturell wird in einer Graph-
datenbank ein Datensatz als ein Knoten betrachtet, während die Bezie-
hungen zwischen den Datensätzen über Verbindungen hergestellt werden. 
Diese Begriffe stammen aus der Graphentheorie, und werden auch als 
Ecken (Knoten) und Kanten (Verbindungen) bezeichnet [9; S.236]. Sowohl 
Ecken als auch Kante können bestimmte Eigenschaften zugewiesen 
bekommen.  Aus theoretischer Perspektive ist zwar auch in relationalen 
Datenbanken die Abbildung von Graphen über Zuordnungstabellen 
möglich, jedoch stehen –bedingt durch die oben beschriebene Organi-
sationsstruktur in Form durch Relationen verbundener Tabellen–  keine 
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Möglichkeiten zum effizienten Durchsuchen (traversieren) und zur 
Manipulation der Graphstruktur zur Verfügung. 
 
 
Abb. 2: Beispielhafter azyklischer Graph [13] 
 
VICKNAIR (et. al) [13] verglichen die Leistung relationaler Datenbanken 
mit der von Graphdatenbanken in Bezug auf die Dauer traversierender 
Abfragen. Für den Vergleich wurden  zwölf SQL-Datenbanken und zum 
Vergleich zwölf Neo4j Graphdatenbanken erstellt, die jeweils einen 
azyklischen Graphen enthielten, wie in Abbildung 2 dargestellt. Jedem 
Knoten des Graphen wurden zusätzlich unterschiedlich gestaffelte Mengen 
an Daten angefügt, jeweils in identischer Anzahl in den SQL- und den 
Neo4j Datenbanken. Die Staffelung der Knoten betrug 1.000, 5.000, 10.000 
und 100.000 Knoten. Die Daten selber wurden zufällig für die Typen 
Integer, 8KB String und 32KB String generiert. 
Das Testsystem verfügte über eine Intel Core 2 Duo CPU mit einer 
Taktfrequenz von 3GHZ, 4GB Arbeitsspeicher und das Betriebssystem 
Ubuntu Linux 9.10. 
Der Versuchsaufbau beinhaltete für den Vergleich drei unterschiedliche 
Abfragen [13]: 
S0:   Finde alle Knoten, welche die Singleton-Eigenschaft besitzen, also 
über keine eingehende und ausgehenden Kanten verfügen. 
S4:  Traversiere den Graphen bis auf Ebene 4 und zähle die Nummer der 
erreichbaren Knoten. 
S128: Traversiere den Graphen bis auf Ebene 128 und zähle die Nummer 
der erreichbaren Knoten. 
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Datenbank MySQL S4 Neo4j S4 MySQL S128 Neo4J S128 MySQL S0 Neo4j S0 
1000int 38,9 2,8 80,4 15,5 1,5 9,6
5000int 14,3 1,4 97,3 30,5 7,4 10,6
10000int 10,5 0,5 75,5 12,5 14,8 23,5
100000int 6,8 2,4 69,8 18 187,1 161,8
1000chars8K 1,1 0,1 21,4 1,3 1,1 1,1
5000chars8K 1 0,1 34,8 1,9 7,6 7,5
10000chars8K 1,1 0,6 37,4 4,3 14,9 14,6
100000chars8K 1,1 6,5 40,9 13,5 187,1 146,8
1000chars32K 1 0,1 12,5 0,5 1,3 1
5000chars32K 2,1 0,5 29 1,6 7,6 7,5
10000chars32K 1,1 0,8 38,1 2,5 15,1 15,5
100000chars32K 6,8 4,4 39,8 8,1 183,4 170
Tab. 1: Vergleich Abfragezeiten in Millisekunden zwischen MySQL und Neo4J [13] 
 
Die Abfragezeiten aus Tabelle 1 zeigen die leistungsmäßige Überlegenheit 
stark vernetzter Daten, die in Graphen gespeichert werden, ebenso die 
Überlegenheit der Graphdatenbank beim Traversieren. Eine strukturelle 
Begründung liegt in der Datenablagestruktur von MySQL-Datenbanken in 
Form von Tabellen, die nicht für das Traversieren ausgelegt sind. Eine 
relationale Datenbank muss über sogenannte JOINS zwischen mehreren 
Tabellen arbeiten, welche das kartesische Produkt zwischen den Relationen 
bilden [8; S.68ff]. Einzelne Datensätze können daher nicht direkt mit-
einander in Beziehung gesetzt, was hingegen bei Graphdatenbanken 
möglich ist, und ihren wesentlichen Vorteil beim Traversieren begründet. 
Die relationale Datenbank ermittelt sämtliche mögliche Kombinationen 
zwischen den Relationen über das kartesische Produkt und filtert an-
schließend alle Datensätze heraus, die nicht zur Abfragebedingung passen. 
Diese Bearbeitung des gesamten Möglichkeitenraumes über zahlreiche 
JOINS kumuliert ein enormes Datenbearbeitungsvolumen, welches auf-
grund der großen Menge bei gleicher Computersystemkonfiguration die 
Abfragezeiten deutlich mindert. Beziehen sich die Abfragen auf lediglich 
eine einzige, nicht vernetzte Tabelle, zeigen sich die Stärken der relationa-
len Datenbank, die für die Verarbeitung großer Mengen  zusammengefass-
ter Datensätze ausgelegt ist.  
Diese Überlegenheit von Graphdatenbanken gegenüber relationalen Syste-
men prädestiniert sie für den Einsatz der Vernetzung von Cyber Physical 
Systems. 
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2.2. Künstlich neuronale Netze 
Eine Graphdatenbank verwendet wie jeder mathematische Graph Knoten 
(„Ecken“) und Verbindungen („Kanten“) [4; S.2]. Diese sind einerseits zur 
Modellierung von Netzwerken geeignet, andererseits können Sie in einer 
Graphdatenbank und mit entsprechenden Abfragen versehen biologische 
neuronale Netze simulieren. Hierauf geht HÜSKEN in seiner Definition 
Künstlich Neuronaler Netze ein. Er erklärt Künstlich Neuronale Netze als 
schwach angelehnt an natürliche neuronale Netze und beschreibt ihre 
Fähigkeit zur schematischen Übernahme der grundsätzlichen neuronalen 
Funktionsweisen von Dendriten, Axonen und Neuronen [6; S.6]. 
Zur Aktivierung der Selbstlerneigenschaften von KNN führt er eine 
mathematische Funktion zur Aktivierung eines künstlichen Neurons aj mit 
folgender Notation ein [6; S.6f]: 
 
        (2.1) 
 
Die Ausgabe des Neurons über den Wert zj entsteht durch Aufruf der 
Aktivierung mittels normalerweise nicht linearen Aktivierungfunktion  
g: R  
 
zj = g(aj)          (2.2) 
 
In der Summation sind sämtliche eingehenden Verbindungen von Neuron i 
zu Neuron j inklusive unterschiedlicher Gewichte w als Parameter 
enthalten. Von den Gewichtungsfaktoren können auch mehrere enthalten 
sein. Das zusätzliche Neuron wj0 dient der konstanten Verschiebung, 
wobei in der Herleitung  z(wj0) formal mit dem Wert 1 enthalten ist. 
Hierdurch enthält das Künstlich Neuronale Netz die Fähigkeit 
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3. Hypothesen zur Diskussion 
Bezugnehmend auf die Anforderungen vernetzter Cyber Physical Systems 
und die oben hergeleitete Eignung Künstlich Neuronaler Netze zur 
Vernetzung ihrer Subsysteme, sollen folgende Hypothesen zur wissen-
schaftlichen Diskussion gestellt werden:  
 
a. KNN sind der Schlüssel zu Industrie 4.0 zur Vernetzung 
unterschiedlicher Geräte und Maschinen. 
 
b. Innerhalb derartiger KNN können aus multiplen Parametern 
plattformübergreifende Korrelationen erkannt und somit 
bearbeitbar gemacht werden. 
 
c. Durch die Selbstlern- und Selbstbeeinflussungsfähigkeit von KNN 






Als eine Voraussetzung zum effektiven Betrieb eines  Cyber Physical Sys-
tems kann die Kommunikationsfähigkeit seiner Subsysteme gelten. Diese 
erfordern einen gemeinsamen Kommunikationsstandard und plattform-
übergreifende Schnittstellen. 
Die Lösung dieses Problems ist sowohl auf Hardware- als auch auf 
Softwareseite zu suchen, wobei die Hardwaresicht für diesen Aufsatz 
ausgeklammert wird, da der Stand der Technik im Bereich Mikrocontroller 
und Schnittstellen als ausreichend angenommen wird. 
Die größte Herausforderung dürfte in der Schaffung einer architektonisch 
sinnvollen Datenbankstruktur liegen, welche nicht nur neue eingelesene 
Daten verarbeiten, sondern auch Altdaten aus bestehenden relationalen 
Datenbanksystemen übernehmen kann. Ist dies erreicht können verschie-
dene Ereignisse perspektivisch zentriert und mittels Traversierung zu neuen 
Zusammenhängen zusammengeführt werden. Auf diese Art und Weise ist 
die Identifizierung auch von unspezifischen Kausalzusammenhängen 
möglich, die unter Umständen nur im Zusammenwirken zahlreicher Para-
meter überhaupt entstehen. 
Jede Benutzung des Künstlich Neuronalen Netzes hinterlässt dabei Spuren, 
die wiederum das System selber beeinflussen und aus sich selbst zu neuen 
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Aktivitäten und weiteren Ausgaben führt. Dieser Verbindungsaufbau ist 
gleichzeitig  
 
5. Anwendungsfälle und Ausblick 
Der Einsatz von Cyber Physical Systems eignet sich besonders in komple-
xen Produktionsvorgängen, in denen mehrere Subsysteme und Umge-
bungsvariablen zusammentreffen. Als ein Beispiel könnte eine Reinraum-
fertigung angeführt werden, mit den exemplarischen Parametern Lufttem-
peratur, Luftfeuchtigkeit, Wassertemperatur und Wasserdruck, deren 
jeweiligen Werte jeweils protokolliert werden. Es wird unterstellt, dass die 
Wasser- und Luftaufbereitungssysteme getrennte Systeme sind, ebenso die 
Fertigung selber auch. Entstehen nun unter besonderen Bedingungen 
Fehler, so ist zur Behebung von Interesse zu erfahren, in welcher 
Parameterkonstellation dieser Fehler entstanden ist und ob diese 
Konstellation in unterschiedlichen Fehlersituationen statistisch korreliert. 
Die Antwort darauf vermag ein zu einem Künstlich Neuronalen Netz 
zusammengeschaltetes Cyber Physical System zu liefern, welche im 




5.1. Künstliche Intelligenz 
Künstliche Intelligenz beginnt dann, wenn innerhalb des Künstlich 
Neuronalen Netzes durch Etablierung neuer Verbindung und Abgleich mit 
vorhandenen Verbindungen Lerneffekte eintreten. Dieser Abgleich und 
Erstellung neuer Verbindungen entsteht durch die Aktivierung des 
künstlichen Neurons von alleine. Lerneffekte sind tatsächlich lediglich 
Systemänderungen durch Eigendynamik, die aufgrund von rekursiven 
Verknüpfungen in den folgenden Aktivierungen des gleichen Neurons zu 
anderen Ergebnissen führen können [umfassend hierzu: 7].  
Eine solche rekursive Systembeeinflussung in der Praxis könnte in der 
Wassertemperaturregelung der beschriebenen Fertigungsanlage stattfinden. 
Das Wort Regelung ist vor dem Hintergrund eines Systems mit Künstlicher 
Intelligenz nicht ganz zutreffend, weil es eine lineare wenn-dann-Logik 
impliziert, die regelbasiert den Status des Systems ändert. Die charak-
terisierende Eigenschaft von selbstlernenden Systemen künstlicher 
Intelligenz ist aber eben das Fehlen von Regeln und der sich aufgrund des 
Systemzustands von selber einstellende Zustand. Dieser Unterschied ist 
von grundlegender Bedeutung, denn obgleich das Ergebnis häufig identisch 
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sein mag, ist das eine ein Resultat von außen dem System hinzugefügten 
Bedingungen (wenn Wassertemperatur >x, dann mehr Wasserdruck, o.Ä.), 
während das andere die Regeln aufgrund von Systemzuständen und 
früheren, also gelernten Erfahrungen innerhalb desselben Systems selber 
aufstellt. Die Lernerfahrung ist in diesem Fall intrinsisch und entstanden 
aus demselben System, in dem es erneut zur Anwendung kommt, nicht 
extrinsisch und von außen hinzugefügt, wie es bei linearer Steuerungs-
technik der Fall ist. 
Von echter künstlicher Intelligenz kann also gesprochen werden, wenn das 
System selber aufgrund von Lerneffekten in der Folge ein verändertes 
Systemverhalten zeigt, welches das System erneut beeinflusst. Sind 
Systemfehler also in einer bestimmten Konstellation besonders signifikant, 
so wird das System zur Behebung dieser Fehler eine Veränderung der 
Parameter vornehmen. Im Ausblick erscheint insbesondere die Forschung 
im Bereich von Design of Experiments noch vielversprechend, 
insbesondere welche Ergebnisse die Kombination mit Künstlicher Intelli-
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Dieser Tagungsband enthält die Beiträge des 24. Workshops „Computational Intelligence“ 
des Fachausschusses 5.14 der VDI/VDE-Gesellschaft für Mess- und Automatisierungstech-
nik (GMA) und der Fachgruppe „Fuzzy-Systeme und Soft-Computing“ der Gesellschaft für 
Informatik (GI), der vom 27. – 28. November 2014 in Dortmund stattfindet. 
Der GMA-Fachausschuss 5.14 „Computational Intelligence“ entstand 2005 aus den bis-
herigen Fachausschüssen „Neuronale Netze und Evolutionäre Algorithmen“ (FA 5.21) so-
wie „Fuzzy Control“ (FA 5.22). Der Workshop steht in der Tradition der bisherigen Fuzzy-
Workshops, hat aber seinen Fokus in den letzten Jahren schrittweise erweitert. 
Die Schwerpunkte sind Methoden, Anwendungen und Tools für 
° Fuzzy-Systeme, 
° Künstliche Neuronale Netze,
° Evolutionäre Algorithmen und  
° Data-Mining-Verfahren 
sowie der Methodenvergleich anhand von industriellen und Benchmark-Problemen. 
Die Ergebnisse werden von Teilnehmern aus Hochschulen, Forschungseinrichtungen und 
der Industrie in einer offenen Atmosphäre intensiv diskutiert. Dabei ist es gute Tradition, 
auch neue Ansätze und Ideen bereits in einem frühen Entwicklungsstadium vorzustellen, 
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