Abstract. We show that the marked version of the Post Correspondence Problem, where the words on a list are required to di er in the rst letter, is decidable. On the other hand, PCP remains undecidable if we only require the words to di er in the rst two letters. Thus we locate the decidability/undecidability-boundary between marked and 2-marked PCP.
1 Introduction: PCP and Marked PCP The Post Correspondence Problem (PCP) 6] is one of the most useful undecidable problems, because it can be simply described and many other problems can easily be reduced to it, particularly problems in formal language theory. The general form of the problem is as follows. An instance of PCP is a four-tuple I = ( ; ; g; h), consisting of a nite source alphabet = fa 1 ; : : : ; a n g, a nite target alphabet and two homomorphisms g; h : ! (g(ab) = g(a)g (b) and h(ab) = h(a)h(b) whenever a; b 2 ). It is enough to de ne g; h : ! , the extension is just concatenation. PCP is the following decision problem: Given I = ( ; ; g; h), is there an x 2 + such that g(x) = h(x)? In other words, we have two lists of words g(a 1 ); : : : ; g(a n ) and h(a 1 ); : : : ; h(a n ) and we want to decide if there is a correspondence between them: are there a i1 ; : : : ; a i k 2 such that g(a i1 ) : : : g(a i k ) = h(a i1 ) : : : h(a i k )?
The general form of this problem is undecidable 6], the reason being that the two morphisms together can simulate the computation of a Turing machine on a speci c input. Examining restricted versions of PCP allows one to determine the exact boundary between decidability and undecidability. For instance, the problem becomes trivially decidable (but NP-complete) if we ask for the existence of a solution x of length at most some xed k 2, p. 228]. If we restrict to g; h which have to be injective (g is injective if x 6 = y ) g(x) 6 = g(y)), the problem remains undecidable 4]. Also PCP(7), where we restrict to n = 7, is ? Supported by the Academy of Finland under grant 14047. still undecidable 5], but PCP(2) is decidable 1]. As far as we know, decidability or undecidability is still open for 2 < n < 7 .
A further restriction which we will examine in this paper is to have g and h marked, which we formally de ne as follows. If z is a string, we use Pref k (z) to denote the pre x of length k of z (P ref k (z) = z if jzj k). A homomorphism g is k-marked if g(a) and g(b) are nonempty and have Pref k (g(a)) 6 = Pref k (g(b)) whenever a 6 = b 2 . An instance I = ( ; ; g; h) of PCP is k-marked if both g and h are k-marked, and k-marked PCP is the PCP decision problem restricted to k-marked instances. We will abbreviate 1-marked to marked. If I is marked then g(a) and g(b) start with a di erent letter whenever a 6 = b 2 , which implies that j j j j. Without loss of generality we may assume . Markedness clearly implies injectivity: suppose g is marked and x 6 = y 2 + , let x = zax 0 and y = zby 0 , a and b being the rst letter where x and y di er. Because of markedness we have g(a) 6 = g(b), hence g(x) = g(z)g(a)g(x 0 ) 6 = g(z)g(b)g(y 0 ) = g(y), so g is injective. The converse does not hold. Consider for instance = = f1; 2g, g(1) = 11, g(2) = 12, then g is injective but not marked.
The proof of decidability of PCP(2) in 1] is based on a reduction from arbitrary instances of PCP(2) to marked instances of generalized PCP (2) . 1] then prove by means of extensive case analysis that marked generalized PCP(2) is decidable. In particular marked PCP(2) is decidable. Here we prove that marked PCP is decidable for any alphabet size. We will in fact show that marked PCP is in EXPTIME (the class of languages that can be recognized in time upper bounded by 2 p(N) for some polynomial p of the input size N).
As stated above, PCP can be used for establishing the boundaries between decidability and undecidability. The main result of this paper is decidability of marked PCP. How much can we weaken the markedness condition before we lose decidability? We will show in Section 3 that 2-marked PCP is undecidable, thus locating the decidability/undecidability-boundary between 1-markedness and 2-markedness.
In another direction, we can weaken the markedness condition by only requiring g and h to be pre x morphisms (g is pre x if no g(a i ) is a pre x or another g(a j )) or even bipre x (g is bipre x if no g(a i ) is a pre x or su x of another g(a j ) Informally, we are building x = x 1 : : : x i and y = y 1 : : : y j , trying to achieve g(x) = h(y). We add on a new x i+1 as long as g(x) is a proper pre x of h(y) (i.e., g(x)s = h(y) for some su x s), and add on a new y j+1 if h(y) is a proper pre x of g(x). Note that at each point such x i+1 or y j+1 are unique (if they exist) because of markedness; if they do not exist we know there is no solution.
We keep track of the su xes we have seen so far in the sets G and H. Because the number of possible su xes is nite, either the process terminates with a solution, or at some point a su x is encountered for the second time, in which case we know the process will cycle forever and there is no solution.
The solutions produced by this algorithm are of minimal length. Note carefully that the whole procedure is deterministic, because g and h are marked. 
Reducing to Simpler Instances
Consider an instance I = ( ; ; g; h) of marked PCP: we have two marked homomorphisms g; h :
, where = fa 1 ; : : : ; a n g , and we want to decide if there is an x 2 + such that g(x) = h(x). Below we describe an approach to decide I by reducing it to an equivalent but simpler instance I 0 of marked PCP (\equivalent" meaning that I has a solution i I 0 has one). Suppose = fa 1 ; : : : ; a l g, l n. We can run the procedure of the previous section for every a i 2 , yielding pairs of (minimal-length) solutions (u 1 ; v 1 ); : : : ; ( Proof. Note that every solution x to I must be built up from u i and v i : there must be i 1 ; : : : ; i k such that x = u i1 : : : u i k = v i1 : : : v i k . This is easy to see from the example in Figure 1 . Here u 1 = a 5 a 3 a 1 and v 1 = a 5 a 3 is a solution to the simpler problem for a 1 , similarly (a 2 a 4 ; a 1 a 2 ) is a solution for a 6 and (a 6 a 3 ; a 4 a 6 a 3 ) is a solution for a 2 . Here x = a 5 a 3 a 1 a 2 a 4 a 6 a 3 is a solution to I, x 0 = a 1 a 6 a 2 is a solution to I 0 , related by x = g 0 (x 0 ).
h ( 2 If we could prove that I 0 is somehow simpler than I, then we could repeat the procedure, reduce to simpler and simpler equivalent instances I 00 , I 000 ,. . . , and eventually decide I. There are at least two ways in which I 0 can be simpler than I: j 0 j < j j (m < n) or (I 0 ) < (I), where measures the \su x complexity" of an instance I = ( ; ; g; h) 1]:
(I) = j a2 fx j x is a proper su x of g(a)gj + j a2 fx j x is a proper su x of h(a)gj
If n = m, we would like I 0 to be simpler than I in the sense that (I 0 ) < (I). The following lemma shows that I 0 at least cannot be more complex than I:
Lemma 2. If I and I 0 are as above, then (I 0 ) (I).
Proof. De ne the following four sets: G = a2 fx j x is a proper su x of g(a)g G 0 = a2 0fx j x is a proper su x of g 0 (a)g H = a2 fx j x is a proper su x of h(a)g H 0 = a2 0fx j x is a proper su x of h 0 (a)g We will de ne an injective function p : G 0 ! H. Let u 2 G 0 , so u is a proper su x of some speci c g 0 (a i ) = u i = x 1 : : : x c generated by the procedure of the previous section. Let x r be the rst letter of u, and s be the shortest su x of some h(y t ) due to which x r was added to u i in the procedure of the previous section, so s is a pre x of g(x r ) (see Figure 2) 
The Algorithm
We will here give a method to decide if a given instance I = ( ; ; g; h) of marked PCP has a solution. The idea is to make a sequence of equivalencepreserving reductions I 0 = I; I 1 ; I 2 ; : : :, such that once in a while a reduction from I i to I i+1 simpli es the instance (makes the source alphabet or the su x complexity smaller). We will show that either this sequence of reductions reaches an I j which has source alphabet of size 1 or equal to 0 (so I j is decidable), or the sequence will repeat itself after a while and start cycling. Such cycles are detectable, and we will show that every I leading to such a cycle is easily decidable.
So suppose the sequence of reductions does not reach an I j with alphabet of size 1 or (I j ) = 0. Then it must get \stuck" at a certain source alphabet size and . That is, there exist a k, m and z such that all I i in the in nite sequence I k ; I k+1 ; I k+2 ; : : : have source alphabet of size m and have (I i ) = z. Now this sequence must repeat itself after a while, for otherwise there would be in nitely many distinct instances with the same alphabet and -value, contradicting the next lemma. Since the g i and h i cannot be length-decreasing, we have jx 0 j jx r j. But x 0 was chosen to be a minimal-length solution to I 0 and x r is also a solution to I r = I 0 , hence jx 0 j = jx r j. This implies that g 0 (= g r ) and h 0 (= h r ) map the letters occurring in x r to letters. But then the rst letter of x r is already a solution, hence jx 0 j = jx r j = 1. Thus I 0 has a solution i I 0 has a 1-letter solution (i.e., there is an a 2 0 such that g 0 (a) = h 0 (a)), and this is trivially decidable.
Below we summarize this analysis in an algorithm and a theorem:
Decision procedure for marked PCP 1. Set I = ;, i = 0, I 0 = I. 
Complexity Analysis
Let us analyze the complexity of this algorithm. Let N be the length of the input instance I. Each reduction from I i to I i+1 can be done in O(N 4 ) steps. How many di erent reductions do we need to make? For a xed alphabet size j j j j = m and su x complexity z, we can make at most m steps, which means that marked PCP is in EXPTIME.
2-Marked PCP Is Undecidable
Here we will show that if we weaken the condition of markedness, by only requiring the morphisms to be 2-marked, then PCP becomes undecidable again.
Consider the following semi-group S 7 with set of 5 generators ? = fa; b; c; d; eg and 7 relations: S 7 = ha; b; c; d; e j R i R = fac = ca; ad = da; bc = cb; bd = db; eca = ce; edb = de; cca = ccaeg Tzeitin 10] (see also 7, p. 445]) proved that the following problem for this semi-group is undecidable:
Note that the set of 7 left-hand-sides of R is 2-marked, and similarly for the set of 7 right-hand-sides of R. We will reduce this problem to 2-marked PCP.
We use a slight modi cation of the standard reduction from word problems to PCP, involving an alphabet with some underlined letters in order to ensure 2-markedness.
De To end this section, we note that 2-marked PCP is not a special case of injective PCP. For example, the morphism de ned by g(1) = 23, g(2) = 2, g(3) = 3 is 2-marked but not injective. We can combine k-markedness and injectivity by calling a morphism g strongly k-marked if g is both k-marked and pre x (i.e., no g(a i ) is a pre x of another g(a j )). This clearly implies injectivity. It follows from a construction of Ruohonen 8 ] that strongly 5-marked PCP is undecidable: the bipre x instances of PCP constructed there to show undecidability of bipre x PCP are also 5-marked. Decidability of strongly k-marked PCP for 1 < k < 5 is still open.
Conclusion and Future Work
We can investigate the boundary between decidability and undecidability by examining which restrictions on the Post Correspondence Problem render the problem decidable. We have shown here that restricting PCP to marked morphisms gives us decidability. On the other hand, 2-marked PCP is still undecidable.
The 
