Abstract. The paper deals with a Stefan problem for a system of three weakly coupled semilinear parabolic equations. The system describes dissolution of a spherical particle in solution. The dissolved species A reacts chemically with species B already in the solution, thereby forming species C. Species C diuses in the solution and some of it adsorbs to the particle's boundary and gradually shuts down the dissolution. It is shown that the mathematical model has a unique solution with nite shut-down time. When the reaction rate K increases to innity, the limit model should exhibit phase separation between A and B and it thus has two free boundaries: the particle's boundary, and the A B interface. It is proved, in the case in which A and B diuse at the same rate, that the solution with nite K converges to the solution of the limit problem, and that the A phase in the limit problem disappears in nite time.
x1. The model. Consider a solid spherical particle composed of chemical A with uniform concentration A . The particle is in a solution of chemical B. As the particle dissolves, the A that enters the solution reacts with B to form chemical C. Then C diuses in the solution and some of it reaches the solid particle and adsorbs to its surface. The presence of the adsorbed C inhibits the dissolution, and ultimately shuts it down entirely.
Assuming radially symmetric data and radially symmetric functions A; B; C, w e denote by r = R(t) the radius of the solid sphere at time t. Then These equations indicate that A and B are lost in a second-order reaction in which C is formed, and all three species diuse. In the standard mass-action model of chemical kinetics, the concentrations are all expressed in moles/liter, and the coecient K, the second-order reaction rate, is expressed in liters/(mole-sec). Then KABis the number of moles per liter per second that undergo reaction; in our case, A and B are consumed, C is created, the same number of moles of A and B are lost, and this number of moles of C is created. A nice reference for this material is the book by Erdi and Toth [4] . Next, dR dt = @A @r on r = R(t) (1.4) where is a positive constant, i.e., the rate at which the radius of the particle decreases is proportional to the ux of species A away from the particle. We also have @B @r = 0on r = R(t) ;
i.e., there is no ux of B through the particle's surface and B does not undergo any surface reaction.
The adsorption of C to the surface is proportional to the local saturation; it is given by an empirical law D C @C=@r = C n for some positive constants , n (see [13, However, all the results of this paper remain valid with minor changes if we replace C 4 by a n y other monotone increasing function f(C) with f(0) = 0; f ( C ) > 0 for C > 0.
The boundary conditions at r = 1 are A(1; t ) = 0 ; B ( 1 ; t ) = B ; C ( 1 ; t ) = 0 ; (1.7) where B is a positive constant.
We n o w impose initial conditions. First, R(0) = R 0 > 0 :
(1.8)
Next we assume that A(r; 0) = A 0 (r) ; B ( r ; 0) = B 0 (r) ; C ( r ; 0) = C 0 (r) (1.9) for r > R 0 where A 0 ; B 0 ; C 0 are approximately 0; B ; 0 (i.e., initially mostly only B is present i n the solution and its concentration is nearly uniform). We also assume that the initial conditions are smooth and t smoothly with the boundary conditions: (1.12) for some 0 < < 1.
We nally need to determine the boundary condition for A at the particle's surface. The ux of A from the particle depends on the amount o f C that is adsorbed to the surface. On a portion of fr = Rg where there is no adsorbed C; A = A , the saturation concentration of A; local thermodynamic equilibrium is established instantaneously. On portion which i s 2 fully covered by C; @A=@r = 0, i.e., the dissolution shuts down. This is actually a microscopic statement, which w e shall now \ a v erage." We shall use the \weighted average"
where is a positive empirical parameter, and is a small positive parameter such that =R 2 0 < 1. We then impose the boundary condition 0 (t)D A @A @r + ( 1 0 ( t ))(A A ) = 0on r = R(t) (1.14) where 0 (t) = minf(t); 1g : (1.15) Thus the dissolution shuts down as soon as (t) becomes equal to 1. This boundary condition has the basic properties demanded by the physical problem; it reduces to the Dirichlet condition in the absence of adsorbed C, it reduces to the Neumann condition when the surface is covered, and it makes a continuous monotone transition between these two conditions as a function of the fraction of surface area that is covered.
Remark 1.1. The parameter in (1.13) ensures that (0) > 0 and therefore the boundary condition in (1.14) does not degenerate at t = 0. All the results of this paper, however, except uniqueness, extend to the case = 0 b y simply going to the limit with ! 0. If = 0, the solution is not smooth at (R 0 ; 0) and our proof of uniqueness (for the case > 0) does not carry through.
For additional information on the model see [9; Chap. 18].
x2. The main results. Then we call T the shut-down time.
Note that (1.4) and (1.14) reduce to R(t) = R ( T ) ; A r ( R ( T ) ; t ) = 0for t > T :
Theorem 2.1. There exists a unique solution of (P ), and it has the following properties:
(i) R(t) > 0; R 0 ( t ) 0 and 0 (t) > 0 for all t > 0 ; (ii) it has a nite shut-down time T and R 0 (t) < 0 if 0 < t < T , and (iii) R and belong to C 1+ [0; 1) \ C 1 (0; T )for any 0 < < A(r; 0) = A 0 (r) if R(0) < r < S (0) ; B(r; 0) = B 0 (r) if S(0) < r < 1 ; (2.14) C(r; 0) = C 0 (r) if R(0) < r < 1 ; . By a solution to Problem (P 1 ) w e mean (A; B; C; R; S; T f ) such that all the equations are satised in the classical case for 0 < t < T f , and
in particular, R(t) and S(t) are continuously dierentiable for 0 < t < T f , and continuous for 0 t T f , and A r (r; t ) is continuous for R(t) r S(t).
The curve r = S(t) is the interface between the separated phases A and B, and T f is the nal time, i.e., the time at which phase A has totally disappeared. fR(t) < r < S ( t ) ; 0 t < T f g [ f S ( t ) < r < 1 ; 0 t < T f g ; (2.17) and the convergence of R K and K is uniform for 0 t < T f . and the references therein. In the case of radially symmetric solutions, existence, uniqueness and regularity h a v e been established by several methods (see [6] [7] and the references therein). In the standard Stefan problem one assumes that A vanishes on the free boundary. The condition (1.14) is called a \kinetic" condition. A Stefan problem for one heat equation in one-dimension with kinetic condition, was studied by Visintin [14] and Xie [15] .
x3. Local existence for P. In this section we prove: For each ( R ( t ) ; ( t )) 2 K R K there exists a unique solution (A(r; t ) ; B ( r ; t )) of (1.1), (1.2), (1.5), (1.14), (1.7) with the initial conditions as in (1.9); since the parabolic system is weakly coupled, such a solution exists for any given time T. By the maximum principle, 0 A(r; t ) A ;0B ( r ; t ) B :
We next prove that A r (r; t )0 ; B r ( r ; t )0:
If we dierentiate (1.1), (1.2) with respect to r, w e get a coupled system of parabolic equations @ @t A r L A r = KAB r ; @ @t B r L B r = KBA r where L is an elliptic operator. On t = 0 and on the boundary r = R(t) w e h a v e A r 0 ; B r 0.
We approximate A r ; B r b y solutions A " r ; B " r satisfying the same parabolic system, with initial and boundary conditions given by A " r = A r "; B " r = B r + " : Then A " r < 0; B " r > 0 for R(t) r < 1 ; 0 t T . Indeed, otherwise there is a smallest t 0 such that A " r 0; B " r 0 for R(t) r < 1 ; 0 t t 0 , and A " r = 0 o r B " r = 0 at some point (r 0 ; t 0 ). This is a contradiction to the strong maximum principle applied to A " r or to B " r .
If we n o w let " ! 0, we obtain the assertion (3.2).
Motivated by (1.4), (1.14), we n o w dene Uniqueness follows by a comparison principle [6] . We n o w dene
and consider the mapping W:
If we show that W has a xed point i n K R K , then this yields a solution to Problem (P).
Since C KA B t+ 
for any 1 < p < 1 , where T = fR(t) r < 1 ; 0 t T g and C 1 is a constant depending on p but not on (R; ) and T. By Sobolev's imbedding [11] we then have the H older estimate kA r k C ( T ) C 2 (3.9) for some 0 < < 1 and C 2 independent o f T and (R; ). We n o w proceed to prove that W is continuous.
Suppose (R n ; n ) and (R; ) belong to K R K and R n ! R; n ! in the C 0 [0; T ]-norm.
We need to prove that W(R n ; n )!W ( R; ) :
Dene A n ; B n ; n ; R n and C n corresponding to R n ; n , so that W(R n ; n ) = ( R n ; n ). Applying the estimates (3.8), (3.9) to A n and similar estimates to B n and C n , w e can easily show that any subsequence of n's has a subsequence for which A; e B satisfy the same parabolic system in R(t) < r < 1 ; 0 < t < T which A; B satisfy. where " n ! 0 uniformly in t, a s n ! 1 . Since n (t) ! (t) uniformly, w e deduce from the expression for R n R in (3.11) that jR n (t) R(t)j ! 0uniformly in t 2 [0; T ]: Similarly we can prove that C n ! C for R(t) < r < 1 ; 0 t T and n (t) ! (t) uniformly in 0 t T, and this completes the proof of Lemma 3.3.
From Lemmas 3.2, 3.3 we h a v e that W maps the compact set K R K into itself and is continuous. By the Schauder xed-point theorem, W has a xed point ( R; ) and this completes the proof of Theorem 3.1.
x4. Uniqueness. In this section we prove: 
Next we easily estimate from (1.13),
if T is such that CT<1. Finally, using where
by (4.2), (4.5), and
It is easy to see that the function
The same estimate can similarly be established for v and for w. Hence if T is small enough then u = v = w = 0 i n Q T . W e can now proceed step-by-step to prove that u = v = w = 0 for all t, as long as the two solutions exist.
x5. Global existence. In this section we prove that there exists a solution to Problem (P ) for all time. We rst recall that as long as (t) Proof . Suppose we already have a solution for 0 t T where T is a positive n umber, not necessarily small. By Lemma 5.1, R(t) R for 0 t T.
Since R(t) R > 0 ( R independent o f t ), a review of the proof of local existence shows that the solution can be extended to 0 t T + T 0 provided T 0 is a small positive constant depending only on an a priori bound on sup j _ R(t)j. By (5.1) j _ R(t)j is indeed uniformly bounded 11 (independently on t), and therefore the solution to Problem (P ) can be extended step-by-step to all t > 0. To prove the a priori regularity o f R and , w e perform a change of variables (t) : 12 We shall assume that < 1 and derive a contradiction. We begin by i n troducing the solution where c 0 is a positive constant, < a < b < 1 , and t is suciently large.
Consider the parabolic problem .9) we n o w construct, for any " > 0, a supersolution (cf. (6.8) for some e t > 0.
Since D C C r = C 4 at (R(t); t ), and since 0 < R R ( t ) < R 0 , w e can use (6.17) in (1.13) to deduce that (t) ! 1 if t ! 1 ; this is a contradiction to the assumption that (t) < 1 for all t. W e h a v e t h us proved that = 1, i.e., (6.1) holds. The assertion (6.2) then follows from (5.1) and (6.1).
To prove that there is a nite shut-down time we m a y proceed by contradiction as before, namely, w e assume that (t) < 1 for all t > 0, and then wish to derive a contradiction by using (1.13). This however requires a good lower bound on C(R(t); t ) in case = lim t!1 (t) is equal to 1 (Note that if = 1 then e A = 0 and the previous proof does not provide a useful lower bound on C (R(t); t ) .) The desired bound is provided in the following lemma. Lemma Proof . F or any t 0 > 0; C(r; t 0 )>0 for all r R(t 0 ). Choose R(t 0 ) < a < KA K B K r 2 drdt N 0 + NT (7.7) for all K.
Proof . I n tegrating the equation
over R K (t) < r < 1 ; 0 < t < T and using Lemma 7.1, (7.7) readily follows. kA K k C 1=4;1=8 ( T ) M ; (7.11) kB K k C 1=2;1=8 ( T ) M : (7.12) That means that the A K and B K are uniformly H older continuous (in T ) with exponent 1/4 in r and exponent 1/8 in t. Sobolev's imbedding [11] we then have kvk C 1=2;1=4 ( T ) M (7.13) with yet another constant M.
The function u = A K B K satises (7.5), and we can apply L p estimates to deduce u also satises the estimate (7.13). Thus both A K B K and A K B K belong to C 1=2;1=4 ( T ), uniformly in K. Since A K + B K = ( 4 v + u 2 ) 1 = 2 it follows that A K + B K is in C 1=4;1=8 ( T ), and the same then holds for A K and B K . By (7. 3) it follows that u r 0 i n Q T and then, by the strong maximum principle, u r < 0 in Q T : (8.8) It follows that there exists a curve r = S(t) with S(t) 2 C 1+ [0; T ] \C 1 (0; T ) such that u(r; t ) >0 if r < S ( t ) ; (8.9) u(r; t ) <0 if r > S ( t ) ;
here is as in (1.10), (1.11). Since A 0 B 0 is positive a t r = R 0 and negative a t r = 1 , R 0 < S (0) < 1 :
Take T such that S(t) > R ( t )for all 0 t T : (8.11) For r < S ( t ) w e h a v e u > 0, or A > B . Since AB = 0, it follows that B = 0. Similarly A = 0 i f r > S ( t ); thus A(r; t ) = 0if r > S ( t ) ; (8.12) B(r; t ) = 0if r < S ( t ) :
In any closed domain in fr < S ( t ) ; t < T g w e h a v e B = 0 and then, by (8.6) with w = B; f = 0 . Similarly f = 0 i f r > S ( t ). It follows that f is a measure supported on r = S(t); 0 < t < T . In particular, A t D A A = 0if r < S ( t ) ;0 < t < T : Since also A(S(t); t ) = 0 and S(t) is smooth, regularity results for the heat equation imply that A is in C 1+ in R(t) r S(t); 0 t T and in C 1 in R(t) r S(t); 0 < t T .
Next, from (8.6) for w = A, It follows that f(r; t ) = D A A r ( S ( t ) 0 ; 0)(r S(t)) : (8.14) Theorem 8.1. For any sequence K 0 n ! 0 there is a subsequence K n ! 1 such that the solutions of (P Kn ) converge to a solution of (P 1 ) uniformly in compact subsets of fr > R ( t ) ; 0 t T g Proof . W e h a v e already proved most of the theorem. Since S(t) > R ( t ) for 0 t T, i t follows that A satises the two boundary conditions (2.8), (2.9), where = lim
K . Using the C 1+ -regularity o f A (which one obtains by the same argument as for Problem (P K )) as well as the C 1+ -regularity o f R K ( t ) and of the A K near r = R K (t), we can deduce that C Kn ! C uniformly near r = R(t) and that C satises the boundary condition (2.10). The remaining assertions of Theorem 8.1 have already been proved.
Denote by T f be the supremum of all T's for which (8.11) holds. We claim: if T f < 1 then S(t) ! R(T f ) i f t ! T f : (8.15) Indeed, if lim S(t) > R ( T f ), then (8.11) holds for T > T f (since u is smooth and u r < 0 i n f r > R ( t ) ; t > 0 g . On the other hand, if the limit S(T f 0) does not exist then u r (r; T f ) will vanish on a nonempty i n terval, contradicting the inequality u r < 0.
In x9 w e shall prove uniqueness for Problem (P 1 ); this implies that the convergence asserted in Theorem 8.1 is not just for a subsequence K n ! 1 but for all K ! 1 .
In x10 we shall prove that T f < 1, and this will conclude the proof of all the assertions made in Theorems 2.2 and 2.3.
x9. Uniqueness for (P 1 ). In this section we prove: Proof . We begin with some remarks on the regularity o f a n y solution (A; B; C; R; S). and u = A in a neighborhood of f(R(t); t ) ;0< t < T g . F rom this and the boundary conditions for A and C at r = R(t) w e easily deduce, as in earlier sections, that R(t) and (t) belong to C 1+ [0; T ] and C(r; t ) belongs to C 1+ in R(t) r < S ( t ) ; 0 t T , for some 0 < < 1, and M < u r < 0 for r > R ( t ) ; 0 t T ; 2 )w = 0if x = 0 ;0 < t < T ; w ( 1 ; t ) = 0 ;0 < t < T :
24 Then (using (9.6)) we can represent e C in the form e C(jxj; t ) = 
