Most robust estimators, designed to solve computer vision problems, use random sampling to optimize their objective functions. Since the random sampling process is patently blind and computationally cumbersome, other searches of parameter space using techniques such as Nelder Meade Simplex or gradient search techniques have been also proposed (particularly in combination with PbMestimators). In this paper; we introduce a novel high breakdown M-estimator having a differentiable objectivefunction for which a closedform updatingformula is mathematically derived (similar to redescending M-estimators) and used to search the parameter space. The resulting M-estimator has a high breakdown point and is called High Breakdown Mestimator (HBM). We show that this objective function can be optimized using an iterative reweighted least squares regression similar to redescending M-estimators. The closed mathematical form of HBM and its guaranteed stability combined with its high breakdown point and fast convergence speed make this estimator an outstanding choice for segmentation of multi-structural data. A number of experiments, using both synthetic and real data have been conducted to show and benchmark the performance of the proposed estimator both in terms of accurate segmentation of numerous structures in the data and also the convergence speed. Moreover, the computational time of HBM, ASSC, MSSE and PbM are compared using the same computing platform and the results show that HBM significantly outperforms aforementioned techniques.
Introduction
Since the introduction of RANSAC [ ], a quarter of century ago, several high breakdown robust estimators have been specially designed to solve computer vision problems (e.g. RESC Extracting an inlier-outlier dichotomy using the parameters given by the searching process.
* Refinement: Updating the parameter estimates with a least-squares fit to the extracted inliers.
The robust estimators reported in computer vision so far, mainly differ in their objective functions and the way they extract an inlier-outlier dichotomy. For the objective function optimization, almost all robust estimators (except PbM) use random sampling. The main reason is that the objective functions used in those high breakdown robust estimators are non-differentiable and optimization methods based on gradient and iterative reweighted least-squares regressions (as in redescending Mestimators ), cannot be employed.
Random sampling is a random search scheme in the sample space for the best elemental subset (p-tuple) that gives rise to the parameter values which optimize the objective function. An elemental subset is a subset of p data samples (p is the dimension of parameter space) that defines a full rank system of equations from which a model candidate can be computed. If N elemental subsets are randomly selected, then with a probability of:
at least one of them is a good elemental subset (i.e. all its samples belong to the inlier structure), where e is the ratio of inliers samples. Thus, for a given success probability Psuccess, at least:
(2) N log( Psuccess) log( -EP) ' It is important to note that redescending M-estimators do not have high breakdown points and cannot be efficiently employed to solve visual data segmentation problems particularly with several data structures.
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Two important observations are highlighted here: Firstly, the value of N given by equation (2) is a lower bound as it implies that any elemental subset which contains only inliers provides a suitable model candidate. This assumption is not always true, specially if the measurement noise is significant [ ]. Secondly, for cases involving multi-structural data, the above minimum number of random p-tuples can be substantial and the computational load of segmentation would be too high for real-time (or near real-time) applications. It is important to note that the inlier ratio is not priorly known and in equation (2) , e should be taken as the smallest possible ratio of inliers in the application.
The number of required elemental subsets can be significantly reduced when information regarding the reliability of the data points is available (either provided by user or derived from the data through an auxiliary estimation scheme). Guided sampling techniques, choose the elemental subsets by directing the samples toward the points having higher probabilities of being inliers [ , ] . However, in most visual data segmentation problems, sufficiently reliable information to guide the sampling is not available [ ].
An alternative approach to random sampling proposed as an optimization strategy for PbM is to use techniques like Nelder-Mead Simplex search [ , ] . Simplex is a heuristic search technique and it is highly sensitive to its initialized search point in parameter space. Therefore, substantial number of initializations are commonly required to guarantee that the global minimum (or maximum) of the objective function would be found by the Simplex search. Subbarao and Meer [ , ] have proposed using a local search (based on the first order conjugate gradient method of a Grassman manifold of the parameter vector 0 C RP satisfying OTO = 1) in the neighborhood of each elemental subset.
However, since the objective function of PbM estimator is not differentiable, the dependence of the a parameter (in the common errors-in-variables regression model as explained later in this paper) on the parameter vector 0 has to be ignored. Therefore, the procedure of local optimization needs to be repeated for several elemental subsets.
In this paper, we introduce a new high breakdown estimator with a differentiable objective function that can be optimized through an iterative reweighted least square regression scheme. Since the redescending M-estimators employ similar continuous updating formulas for their search scheme we call the new technique: High Breakdown Mestimator or HBM estimator for short. Our studies show that the proposed technique can segment structures with population ratios of less than 20% significantly faster than other modern high breakdown techniques. (3) where yio is the true value of yi, GI(.) stands for a general symmetric distribution of independent measurement noise samples and or is the unknown scale of noise. Usually, noise distribution is assumed to be normal however the measurement noise does not necessarily have to be normally distributed. Indeed, characterizing the distribution by its first two central moments in equation (3) implies normality assumption as only a normal distribution can be uniquely characterized this way.
Each data structure can be modeled by the following linear errors-in-variables (EIV) regression model:
where 0 C RP and a are the model parameters yet to be estimated for each structure and the following constraints are imposed to eliminate the ambiguity of the model parameters being defined up to a multiplicative constant:
01=1; a>0.
Since the proposed HBM estimator does not calculate the 0 and az estimates separately, we augment those parameters and rewrite the model as below: (6) where xi, = [ 
For a given parameter estimate 9, each data sample xi corresponds to an algebraic distance ri = xT(. With traditional regression models, these distances are called residuals and we also use this popular term in this paper. In the least k-th order statistics (LkOS) estimator, the objective function is the k-th order statistics of the squared residuals:
where n is the total number of available data samples. The order k is given by k = Enl where e is the minimum possible ratio of inliers in the application. The In the proposed HBM estimator, the functional form of the k-th order statistics of the squared residuals is chosen as objective function. For a given parameter estimate 9, the squared residuals {z,= ri; i 1,..., n} have a statistical distribution that can be estimated by the following kernel density estimator:
where K(.) is a kernel function with the following properties:
K(ua) > K(U2) for aull < aU21 (12) and h is the kernel bandwidth. 
The dependence of the bandwidth on the parameter estimates has been ignored in the above derivations as the bandwidth given by equation ( 3) The objective function of the HBM estimator is given by:
where F01 (.) is the inverse cumulative distribution function (inverse CDF) of the squared residuals. The CDF of the squared residuals is the following differentiable function of 9:
As it is the case for redescending M-estimators, the above equation can be iteratively solved by updating the parameters through iterative reweighted least squares regression on the data with the following weights:
Provided there are moderate number of data samples, the functional form of the k-th order statistics, z' can be ap-
proximated with its sample value:
Therefore, the inverse CDF is also differentiable and can be optimized by solving the following equation: 
Conclusions
A computationally efficient high breakdown robust estimator, called HBM estimator, was introduced for solving multi-structural data segmentation problems encountered in various computer vision applications. HBM estimator has a novel differentiable objective function for which a closed form updating formula can be mathematically derived (similar to redescending M-estimators) and used to optimize its objective function. The resulting M-estimator has a high breakdown point as it minimizes the functional form of the k-th smallest squared residual. We have mathematically proved that optimization of this objective function can be achieved by solving a weighted least squares problem. Thus, instead of minimizing the single k-th order statistics of the squared residuals (as in LkOS estimators), this estimator minimizes a smoothed window of the residuals around the k-th order statistics of the squared residuals.
The closed mathematical form of HBM and its guaranteed stability (theoretically supported by stability properties of redescending M-estimators) combined with its high breakdown point (evidenced by LkOS and ALKS estimators) and its fast convergence speed make this estimator an excellent choice for solving the problem of segmenting of multi-structural data.
A number of experiments, using both synthetic and real data have been conducted to benchmark the performance of the proposed estimator. The computational time of HBM, MSSE, ASSC and PbM are compared using the same computing platforms (CPU, memory, software, etc.) and the results show that HBM outperforms aforementioned techniques.
