Necessary and sufficient conditions are given for the existence of the group and Drazin inverses of bidiagonal and triangular Toeplitz matrices over an arbitrary ring.
Introduction
In the study of matrix equations and generalised inverses (Hartwig (1975) (Ben-Israel and Greville, (1974) ); that is when does there exist a solution M* to MXM = M, XMX = X, MX = XM. The purpose of this paper is to answer this question iin the most general setting and to give an expression for M* in terms of L and N, when it exists. Since the concept of a Drazin inverse (Ben-Israel and Greville (1974) , Drazin (1958) ), of a ring element is closely related to that of a group inverse, we shall at the same time investigate the existence of this type of generalised inverse for M.
The following results from ring theory (Hartwig (1976) ), Proposition 7, will be assumed. If a is an element of a ring R, then there exists a solution a* to [2] Inverses of Toeplitz matrices 11
(1.1) (1) axa = a, In the language of generalised inverses the solutions to (1.1)-1 and (l.l)-2 are called 1-inverses and 2-inverses of a respectively (Ben-Israel and Greville (1974) ). The Drazin inverse a" (Drazin (1958) ) of an element a G R is the unique solution, if any, to Throughout this paper we denote the ring of n x n matrices over R by R nxn , and we shall assume for notational convenience that our rings have unity even though most of our results do not depend upon this fact.
Preliminary Results
We begin with two preliminary results.
LEMMA 1. Let R be a ring with unity 1 and let u, x G R with ux = 1.
Then u d exists if and only if u'
x exists.
PROOF. This follows immediately from the fact that LEMMA 2. Let R be a ring with unity 1 and let a G R. The converse is clear. The local result of this lemma should be compared with the results obtained in Ehrlich (1968) , Hartwig (submitted) . It is well-known that in the case of matrices over a field, the equivalence between A and A 2 is also sufficient for A * to exist. This is also true for a skew field as shown in Section 5. We note the following global analogue of the above result, namely that a regular ring with unity is strongly regular (that is l(a) § 1 for all a G R) if and only if every element in R is equivalent to its square. Indeed, the necessity is contained in Lemma 2, while conversely, if p k a 2k q k = a k , k = 1,2, • • • and if a" = 0, n g 2, then a"' = p n -ia 2n2 q n -, = 0. Consequently R has no nonzero nilpotent elements and thus must be strongly regular since all idempotents are central. It is an open question whether the regularity assumption can be dropped. Let us now turn to the question of existence of the Group and Drazin inverses of triangular matrices. We shall see that the existence of the group inverse requires strong additional consistency conditions.
Drazin inverses of triangular matrices
THEOREM 1. Let R be a ring with unity 1 and let M = " G R 2 * 2 , 
(ii) M* exists if and only if u* and w* exist and
(1-tvtv>(l-uu*) = 0. 
Lastly, the identities
Note that (2.1) implies that i ( u ) S ( ( M ) . Hence, combining (2.2) and (2.7) yields
while combining (2.1) and (2.8) shows that
Rewriting (2.6) we arrive at Substituting for b and using the following identities
we obtain in (2.15)
which vanishes if we take k =? i(u), k g /(w). Lastly , the equations M k^' X = M k = X M ' " will be satisfied provided
) becomes with aid of (2.12) and (2.0),
which reduces to (2.17). It is now clear from the expression for y k , that the consistency condition (2.17) will be satisfied if k is taken large enough. In 3. For real matrices the expression for M* was also stated in Meyer (1975) .
4. In Theorem 1, one may obviously replace u, v and w by conformable matrices over R, since all identities used in the proof then remain valid. In fact it is easily seen that the group inverse of , if any, cannot be triangular unless the matrix is invertible. We shall return to this in Section 4.
6. If M* and u* exist, then by (2.5) with k = 1, w [(w*) 2 (wv + vu)] + (bu)u = v. Using Roth's factorization, (Roth (1952) 
There is a universal choice of v for which the left hand inequality in (2.18) is attained, for all choices of u and v, namely v = 0. It is unknown for what choices of v the right hand inequality is attained universally.
8. If has a Drazin inverse, so has " . Indeed, it was lv w \ [ 0 u j shown by Cline (1965) 
It follows further from the proof that the indices i (ab) and i (ba) differ at most by unity. This should be compared with the corresponding results for matrices over a field, for which the minimal polynomials of AB and BA differ at most by a factor of A. Thus if (ba)"' exists then i(ab) = 0 or 1 so that ab must have a group inverse. On the other hand if (ba)* exists then i(ab) = 0,1 or 2. In this
In particular if (ba)* exists and xb = 1 = ay then the identity xba(ba)*bay = xbay shows that a(ba)*b = 1 guaranteeing that ab has an inverse. This generalizes the results of Theorem 2 p. 163 in (Ben-Israel and Greville (1974) 
Note that this implies that M* exists exactly when w* exists and v = ww*v. 
( 
M = (i) // M and all but one of the u, have Drazin inverses (inverses, group inverses) then all u t possess the same type of inverse. The converse is also true in the first two cases. In which case i(M) S i ; . , i(u k ).
(ii) // all u, = u, then
The converse is also true in the first two cases. Let us now turn to the Drazin inverses of triangular Toeplitz and bi-diagonal matrices. 
PROOF, (i) If uf exists for all i, partition M as
(2.20) u 2 9 |0 k = l , 2 , ---, n -l ,
The Drazin inverse of a triangular Toeplitz matrix
PROOF, (i) The first part was shown in Corollary 3. Suppose therefore that Mi and at exist, and that i(M n ) = I. We shall first show that Mi must also be triangular Toeplitz.
For each k = 1,2, • • •, n and r = 1,2, ••• we partition (M n )' and Mi conformally as
where Mi = a 0 and M o is absent. Comparing block components in we find that where e = 1 -fcoflo-Equating entries in (3.7) now yields (3.1).
(ii) If M* exists, then by Corollary 3, a* exists. Moreover from Theorem 1 (ii), the consistency conditions We begin by observing the following identities which are really a consequence of the triangular Toeplitz structure of our matrices.
. Using the second of these in (3.9), multiplied by M n _i, we obtain which, on using the second and fourth identities reduces to the triviality £ = £ (1 -e) + £e. We may still equate components in (3.12), however, to obtain where p k is given as in (3.3) and q k as in (3.14). Substituting (3.16) in the consistency conditions (3.10) and using c, = ea,b o + b n a x e, we arrive at
e a k e = c , 2 P k , ,a,e + 2 q k , >a,e,
Substituting for q k -,-i from (3.14) and recalling the definition of /3,-shows that
where X k is given as in (3.2). Now using (3.15) we obtain
Interchanging summations in the latter term we obtain Before turning to the Drazin inverses of companion and hyper-companion matrices, several remarks are appropriate here.
REMARKS. 1. As expected, the consistency conditions (3.2) for M* to exist involve all entries a< of M.
2. The process of equating coefficients in (3.7), (3.8) and (3.9) may be facilitated o n w r i t i n g M n = a o l+ ••• + a n .,J"~\ M use, available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/S1446788700020036
T h e c o m m u t i v i t y m a y n o t b e d r o p p e d in this, a s s e e n from t h e 4 x 4 integer
3. If u is a unit, then as expected no consistency conditions are necessary as M~' also exists and is also striped ! c.f. (Huang and Cline (1972) 
for some suitable coefficients a! 6. If the consistency conditions eX,e = 0 hold for i = 0,1, • • •, k -1, but eX k e/ 0, then i'(M k + , ) § 1 and hence i(M n ) § n -k. It would be desirable to find a simpler proof of the consistency condition (3.2) using, say, graph theory.
Group inverses and Drazin inverses of companion matrices
Throughout this section we denote the lower companion matrix, the hypercompanion matrix and the Hankel matrix associated with the monic polynomial p( 
G[p(\)] =
Pi respectively, where N is the basis matrix £,.". The appearance of companion matrices in very general settings is essentially due to the basic cyclic decomposition theorems for modules over suitable rings (Jacobson (1943) , Chapter 3). We shall first give several results for arbitrary rings illustrating the "cyclic nature" of L, thereby generalizing some well-known results for fields. These are useful in the theory of block companion matrices, with R = 3< nxn , 9< a field, which appear naturally in the study of systems of differential and difference equations (Lancaster (1969), p. 193) . The left and right functional values of the polynomial p(A) evaluated at the matrix X (Gantmacher (1960) , p. 81), will be denoted by p L (X) = £,",(> X'p, and p R (X) = 2,1 p,X' respectively, in which Xp, and p,X indicate entrywise multiplication. A crucial difference between the commutative and non-commutative case is that the evaluation map
As always, the unit vectors [0,0 • •, 1, • • 0] r , will be denoted by e,. 
Cg) is the right direct product. (iii) L is invertible in R nxn if and only ifp 0 is invertible in R. In either case
use, available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/S1446788700020036
where © denotes the direct sum of two matrices.
(vi) L k = L° ^k l , where A k = *,(<?")• •• Lfo-,) and
PROOF, (i) For a field this is a well-known result stating that a companion matrix is non-derogatory with characteristic and minimal polynomials both equal to p(A). In the case of a non-commutative ring the order of multiplication becomes important. Indeed, it is easily seen that for n = 2, E = [0,--,0,p] with
that is, p(A) may not be a right annihilating polynomial for L(p). If we write L = [e 2 , e^ • • •, e n ,p] = J + E, where / is given as in (ii) and,
from which, on equating columns, we obtain
The corresponding result for the upper companion matrix L r (p(A)) follows along similar lines or by transposition of the first result (blockwise transposition in case of R = ^,x n ).
[18]
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(ii) The proof given in (Hartwig (1974) ) goes over to the ring case if one uses left functional values and applies the result of (i). It should be noted that p""(A) is not a left annihilating polynomial for
(iii) This follows immediately from Corollary 3a and part (i). It is further clear that L' is equivalent to another companion mattix.
(iv) It may be verified directly that over any ring with unity -Po I 0 
The derivation of equations (3.13) and (4.8) in (Hartwig (1975) ) also hold for an arbitrary ring with unity.
(viii) This result is (as in the case of a field) a consequence of part (vii) and the two versions of the Frobenius theorem, (MacDuffee (1946), Theorem 29.2-3 and Cullen (1972) , Theorem 6.15), generalized to rings with unity. We shall state it for completeness and clarity. PROOF. If R nxn is finite, such as is the case for commutative or unit regular rings (Henriksen (1973) ), and BV exists, then the proof of Theorem 6.15 in Cullen (1972) When R is arbitrary, and A o \ BV exist then we may combine the proofs of the two versions to establish, in the notation of Cullen (1972) that The conditions of (5.7) are thus clearly satisfied by x n and y n . Conversely suppose that x n and y n satisfy (5.7) and suppose that we define y, and x, according to (5.10-11). Then all that remains is to verify that the Consistency Conditions (5.12a-b) and (5.13a-b) are also satisfied, since then by the uniqueness of M* these must yield the group inverse of M. This verification is lengthy but straightforward and will be omitted. It is crucial, however, to use the following identities which are obtained from (5.7) on pre and postmultiplication by p 0 and p t respectively:
Hence when L* exists it is not only necessary that p 0 and y n be regular elements (in the sense of Von Neumann) in R, but also that there exists a 1-inverse of p a which obeys In the remaining part of this paper let R be a skew-field (division ring) @. We may now use the concept of rank, which equals the common row and column rank of a matrix (Jacobson (1953), p. 46) , to establish necessary and sufficient conditions for L # to exist. Annihilating polynomials, however, are of little use unless 2 is commutative.
We first observe that for a square matrix over a skew field This follows exactly as in the field case from Sylvester's inequality (Jacobson (1953) , p. 46), generalized to 3), or from Fitting's core-nilpotent decomposition which, as well as the Frobenius Canonical form, also go over to 2 n * n (Jacobson (1943), pp. 50-51; Jacobson (1953), p. 47 Thus rank L = rank L 2 <=> rank I" "" " 1 = rank I" ^° ° 1.
"his may either be calculated by using the rank formula for partitioned natrices (Hartwig (1976) as given by (4.17). Added in proof. After this manuscript had been prepared, the authors learned that a formula similar to (2.0) had been developed by Meyer and Rose (submitted) for matrices over a field.
