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Modules of differential operators of order 2 on
Coxeter arrangements
Norihiro Nakashima
Abstract
The collection of reflection hyperplanes of a finite reflection group is called
a Coxeter arrangement. A Coxeter arrangement is known to be free. K. Saito
has constructed a basis consisting of invariant elements for the module of
derivations on a Coxeter arrangement. We study the module of A -differential
operators as a generalization of the study of the module of A -derivations. In
this article, we prove that the modules of differential operators of order 2 on
Coxeter arrangements of types A, B and D are free, by exhibiting their bases.
We also prove that the modules cannot have bases consisting of only invariant
elements. Two keys for the proof of freeness are “Cauchy-Sylvester’s theorem
on compound determinants” and “Saito-Holm’s criterion.”
Key Words: Coxeter arrangement, Cauchy-Sylvester’s compound determi-
nants, Schur functions.
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1 Introduction
Let V = Rℓ be a Euclidean space of dimension ℓ over R. Let {x1, . . . , xℓ} be a basis
for the dual space V ∗, and let S := Sym(V ∗) ≃ R[x1, . . . , xℓ] be the polynomial ring.
Put ∂i :=
∂
∂xi
for i = 1, . . . , ℓ. LetD(m)(S) :=
⊕
|α|=m S∂
α be the module of differen-
tial operators (of order m) of S, where |α| := α1+· · ·+αℓ and ∂
α := ∂α11 · · ·∂
αℓ
ℓ for a
multi-index α = (α1, . . . , αℓ) ∈ N
ℓ. A nonzero element θ =
∑
|α|=m fα∂
α ∈ D(m)(S)
is homogeneous of degree i if fα is zero or homogeneous of degree i for each α. When
θ ∈ D(m)(S) is homogeneous of degree i, we write deg(θ) = i. For a multi-index α,
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we put
xα := (x1, . . . , x1, x2, . . . , x2, . . . , xℓ, . . . , xℓ), (1.1)
x2α := (x
2
1, . . . , x
2
1, x
2
2, . . . , x
2
2, . . . , x
2
ℓ , . . . , x
2
ℓ) (1.2)
where the number of xi (or x
2
i ) is αi.
Let A be a central (hyperplane) arrangement (i.e., every hyperplane contains the
origin) in V . Fix a linear form pH ∈ V
∗ such that ker(pH) = H for each hyperplane
H ∈ A , and put Q(A ) :=
∏
H∈A pH . We call Q(A ) a defining polynomial of A .
We define the module D(m)(A ) of A -differential operators of order m by
D(m)(A ) :=
{
θ ∈ D(m)(S) | θ(Q(A )S) ⊆ Q(A )S
}
.
In the case m = 1, D(1)(A ) is the module of A -derivations. We say A to be free if
D(1)(A ) is a free S-module. An excellent reference on arrangements is the book by
Orlik and Terao [10].
For a commutative R-algebra R, let D(R) denote the ring of differential oper-
ators. Then D(S) is the Weyl algebra. For an ideal J of S, let D(J) denote the
subring of D(S) consisting of the operators preserving the ideal J . There is a ring
isomorphism:
D(S/J) ≃ D(J)/JD(S)
(see [7, Theorem 15.5.13]). Holm [3] showed that D(Q(A )S) decomposes into the
direct sum of D(m)(A ). Thus we have an S-module isomorphism
D(S/Q(A )S) ≃
⊕
m≥0D
(m)(A )
Q(A )D(S)
.
There has been a lot of research on finiteness properties of rings of differential
operators. Systems of generators for D(R) are usefull to study finiteness properties.
For example, it is known that D(S/Q(A )S) is a Noetherian ring when A is a 2-
dimensional central arrangement, and an expression by a basis played a key role in
the proof of [8]. One of the aim to study freeness for the module D(m)(A ) of A -
differential operators is to give an S-basis (or S-generators) of the ring of differential
operators D(S/Q(A )S). As the first step, we put the study of the module D(2)(A )
into practice when A is a Coxeter arrangement.
LetW be a finite reflection group generated by reflections acting on V . Naturally
W acts on S, and W acts on the tensor products D(m)(S) ≃ S ⊗R
∑
|α|=mR∂
α.
The collection of reflection hyperplanes of W is called a Coxeter arrangement (or
2
a reflection arrangement). Coxeter arrangements Aℓ−1, Bℓ and Dℓ are respectively
defined by
Aℓ−1 := {Hij = {xi − xj = 0} | 1 ≤ i < j ≤ ℓ} ,
Bℓ := {Hi = {xi = 0} | i = 1, . . . , ℓ} ∪
{
H±1ij = {xi ± xj = 0} | 1 ≤ i < j ≤ ℓ
}
,
Dℓ :=
{
H±1ij = {xi ± xj = 0} | 1 ≤ i < j ≤ ℓ
}
.
From now on, we assume that A is a Coxeter arrangement. The module of A -
derivations is related to the invariant theory of the reflection group corresponding
to A . K. Saito has proved that a Coxeter arrangement A is free, and the module
of A -derivations is isomorphic to S ⊗SW D
(1)(S)W as an S-module, where SW and
D(1)(S)W are the set of invariant elements of S and D(1)(S), respectively (see, for
example, Theorem 6.60 in [10]). In particular, there exists a basis for the module
of A -derivations consisting of invariant elements. We can find an explicit basis
for D(1)(A ) in [6] when A are Coxeter arrangements Aℓ−1, Bℓ and Dℓ. However,
D(2)(A ) cannot have bases consisting of only invariant elements when A are Coxeter
arrangements Aℓ−1, Bℓ and Dℓ. We prove the assertion above in Section 6.
In this paper we prove that the module of differential operators of order 2 on
Coxeter arrangements Aℓ−1, Bℓ and Dℓ are free by constructing bases in Section 4
and 5. For this purpose, we introduce Cauchy-Sylvester’s theorem on compound
determinants and Saito-Holm’s criterion. In Section 3, we give some applications of
the Cauchy-Sylvester’s theorem on compound determinants.
The results of this work (without proofs) have been submitted as an extended
abstract to FPSAC 2012 [9].
2 Saito-Holm’s criterion
In this section, we explain Saito-Holm’s criterion. Put sm :=
(
ℓ+m−1
m
)
and tm :=(
ℓ+m−2
m−1
)
, and set
{α(1), . . . ,α(sm)} = {α ∈ Nℓ | |α| = m},
where |α| = α1 + · · · + αℓ for a multi-index α ∈ N
ℓ. For operators θ1, . . . , θsm ∈
D(m)(A), define the coefficient matrixMm(θ1, . . . , θsm) of the operators θ1, . . . , θsm
as follows:
Mm(θ1, . . . , θsm) :=
[
θi
(
xα
(j)
α(j)!
)]
1≤i,j≤sm
,
3
where α! = α1! · · ·αℓ!. Thus the (i, j)-entry of the coefficient matrix is the polyno-
mial coefficient of ∂α
(j)
in θi.
The following criterion was originally given by Saito [11] in the case m = 1, and
was generalized by Holm [2] into the case m general.
Proposition 2.1 (Saito-Holm’s criterion). Let θ1, . . . , θsm ∈ D
(m)(A ) be homoge-
neous operators. Then the following two conditions are equivalent:
(1) detMm(θ1, . . . , θsm) = cQ
tm for some c ∈ R×.
(2) θ1, . . . , θsm form a basis for D
(m)(A ) over S.
When D(m)(A ) is a free S-module, we define the exponents of D(m)(A ) to be
the multi-set of degrees of a homogeneous basis {θ1, . . . , θsm} for D
(m)(A ), which is
denoted by expD(m)(A ):
expD(m)(A ) = {deg(θ1), . . . , deg(θsm)} .
3 Cauchy-Sylvester’s theorem on compound de-
terminants
Throughout this paper, we assume ℓ ≥ m. In this section, we will follow the
notation of the paper by Ito and Okada [5] as far as possible. We denote by ≻ the
lexicographic order on Zm. That is, for µ = (µ1, . . . , µm) and ν = (ν1, . . . , νm) ∈ Z
m,
we write µ ≻ ν if there exist an index k such that
µ1 = ν1, . . . , µk−1 = νk−1, and µk > νk.
Set
Z := {µ = (µ1, . . . , µm) ∈ Z
m | 1 ≤ µ1 < µ2 < · · · < µm ≤ ℓ} .
Then Z is a totally ordered subset of Zm. Put xµ := (xµ1 , . . . , xµm) ∈ S
m.
Let A = (ai,j)1≤i,j≤ℓ be a square matrix of order ℓ. For µ, ν ∈ Z put
Aµ,ν :=
(
aµi,νj
)
1≤i,j≤m
.
We define the m-th compound matrix A(m) by
A(m) := (detAµ,ν)µ,ν∈Z ,
4
where the rows and columns are arranged in the increasing order on Z.
The following was obtained by Cauchy and Sylvester (see, for example, [5, Propo-
sition 3.1]).
Proposition 3.1 (Cauchy-Sylvester). Let A = (ai,j)1≤i,j≤ℓ be a square matrix. Then
the determinant of the m-th compound matrix A(m) is given by
detA(m) = (detA)(
ℓ−1
m−1) . (3.1)
Put
Λ := {λ = (λ1, . . . , λm) ∈ Z
m | ℓ−m ≥ λ1 ≥ λ2 ≥ · · · ≥ λm ≥ 0} .
We regard Λ as a totally ordered subset of Zm by the order ≻. Then the map
Z ∋ (µ1, . . . , µm) 7−→ (ℓ−m+ 1− µ1, ℓ−m+ 2− µ2, . . . , ℓ− µm) ∈ Λ
is a bijection between Λ and Z, and this bijection reverses the ordering on Λ and Z.
For λ ∈ Λ, we define the following symmetric polynomials and a Laurent poly-
nomial:
sAλ :=
det(t
λj+m−j
i )1≤i,j≤m
det(tm−ji )1≤i,j≤m
∈ S[t1, . . . , tm], (3.2)
sBλ :=
det(t
2(λj+m−j)+1
i )1≤i,j≤m
det(t
2(m−j)
i )1≤i,j≤m
∈ S[t1, . . . , tm], (3.3)
sDλ :=
det(t
2(λj+m−j)−1
i )1≤i,j≤m
det(t
2(m−j)
i )1≤i,j≤m
∈ S[t±11 , . . . , t
±1
m ]. (3.4)
The polynomial sAλ is the Schur polynomial corresponding to the partition λ. The
Laurent polynomials sBλ and s
D
λ may be expressed by s
A
λ as follows:
sBλ = t1 · · · tm ·
det((t2i )
λj+m−j)1≤i,j≤m
det((t2i )
m−j)1≤i,j≤m
= t1 · · · tms
A
λ (t
2
1, . . . , t
2
m) (3.5)
sDλ =
1
t1 · · · tm
·
det((t2i )
λj+m−j)1≤i,j≤m
det((t2i )
m−j)1≤i,j≤m
=
1
t1 · · · tm
sAλ (t
2
1, . . . , t
2
m) (3.6)
We remark that sDλ is a symmetric polynomial if λm ≥ 1. Now the degrees of these
Laurent polynomials are following:
deg sAλ = |λ|, deg s
B
λ = 2|λ|+m, deg s
D
λ = 2|λ| −m, (3.7)
where |λ| := λ1 + · · ·+ λm.
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Proposition 3.2. We have the following determinant identities:
det
(
sAλ (xµ)
)
λ∈Λ
µ∈Z
=
[ ∏
1≤i<j≤ℓ
(xi − xj)
]( ℓ−2m−1)
, (3.8)
det
(
sBλ(xµ)
)
λ∈Λ
µ∈Z
= (x1 · · ·xℓ)
( ℓ−1m−1)
[ ∏
1≤i<j≤ℓ
(x2i − x
2
j )
]( ℓ−2m−1)
, (3.9)
det
(
sDλ (xµ)
)
λ∈Λ
µ∈Z
=
1
(x1 · · ·xℓ)
( ℓ−1m−1)
[ ∏
1≤i<j≤ℓ
(x2i − x
2
j)
]( ℓ−2m−1)
. (3.10)
Proof. Apply the formula (3.1) to the matrices A = (xℓ−ji )1≤i,j≤ℓ, A = (x
2(ℓ−j)+1
i )1≤i,j≤ℓ
and A = (x
2(ℓ−j)−1
i )1≤i,j≤ℓ.
We will use these determinant identities for proving that D(2)(A ) are free when
A are reflection arrangements types A, B and D in Section 4 and 5.
Example 3.3. We assume that ℓ = 3, m = 2. Then
Λ = {(λ1, λ2) | 1 ≥ λ1 ≥ λ2 ≥ 0} = {(1, 1), (1, 0), (0, 0)}.
The Schur polynomials are following:
sA(1,1)(t1, t2) =
t21t2 − t1t
2
2
t1 − t2
= t1t2,
sA(1,0)(t1, t2) =
t21 − t
2
2
t1 − t2
= t1 + t2,
sA(0,0)(t1, t2) =
t1 − t2
t1 − t2
= 1.
Let
A =

x21 x1 1x22 x2 1
x23 x3 1

 .
Then the determinant of A is Vandermonde’s determinant, and is equal to the direct
product (x1 − x2)(x1 − x3)(x2 − x3).
6
Let us consider the second compound matrix A(2):
A(2) =

x21x2 − x1x22 x21 − x22 x1 − x2x21x3 − x1x23 x21 − x23 x1 − x3
x22x3 − x2x
2
3 x
2
2 − x
2
3 x2 − x3


=

(x1 − x2)s
A
(1,1)(x1, x2) (x1 − x2)s
A
(1,0)(x1, x2) (x1 − x2)s
A
(0,0)(x1, x2)
(x1 − x3)s
A
(1,1)(x1, x3) (x1 − x3)s
A
(1,0)(x1, x3) (x1 − x3)s
A
(0,0)(x1, x3)
(x2 − x3)s
A
(1,1)(x2, x3) (x2 − x3)s
A
(1,0)(x2, x3) (x2 − x3)s
A
(0,0)(x2, x3)

 .
By the identity (3.1), we have the determinant identity∣∣∣∣∣∣
sA(1,1)(x1, x2) s
A
(1,0)(x1, x2) s
A
(0,0)(x1, x2)
sA(1,1)(x1, x3) s
A
(1,0)(x1, x3) s
A
(0,0)(x1, x3)
sA(1,1)(x2, x3) s
A
(1,0)(x2, x3) s
A
(0,0)(x2, x3)
∣∣∣∣∣∣ = (x1 − x2)(x1 − x3)(x2 − x3).
Example 3.4. Let ℓ = 3, m = 2. Then
sB(1,1)(t1, t2) =
t51t
3
2 − t
3
1t
5
2
t21 − t
2
2
, sB(1,0)(t1, t2) =
t51t2 − t1t
5
2
t21 − t
2
2
, sB(0,0)(t1, t2) =
t31t2 − t1t
3
2
t21 − t
2
2
.
Let
B =

x51 x31 x1x52 x32 x2
x53 x
3
3 x3

 .
Then the determinant detB is equal to x1x2x3(x
2
1 − x
2
2)(x
2
1 − x
2
3)(x
2
2 − x
2
3). Since
detB(2) = (x1x2x3(x
2
1 − x
2
2)(x
2
1 − x
2
3)(x
2
2 − x
2
3))
2
, we have∣∣∣∣∣∣
sB(1,1)(x1, x2) s
B
(1,0)(x1, x2) s
B
(0,0)(x1, x2)
sB(1,1)(x1, x3) s
B
(1,0)(x1, x3) s
B
(0,0)(x1, x3)
sB(1,1)(x2, x3) s
B
(1,0)(x2, x3) s
B
(0,0)(x2, x3)
∣∣∣∣∣∣ = x21x22x23(x21 − x22)(x21 − x23)(x22 − x23).
4 Type A and B
Let A be an arbitrary arrangement. By [3, Proposition 2.3] and [3, Theorem 2.4],
we have
D(m)(A ) =
⋂
H∈A
D(m)(pHS), (4.1)
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where D(m)(pHS) =
{
θ ∈ D(m)(S) | θ(pHx
α) ∈ pHS for any |α| = m− 1
}
for H ∈
A .
Recall that the defining polynomials of Coxeter arrangements Aℓ−1 and Bℓ of
types A and B are
Q(Aℓ−1) =
∏
1≤i<j≤ℓ
(xi − xj),
Q(Bℓ) = x1 · · ·xℓ
∏
1≤i<j≤ℓ
(x2i − x
2
j ).
We introduce some operators which are in D(m)(Aℓ−1) or D
(m)(Bℓ). By using these
operators, we construct bases for the modules D(2)(Aℓ−1) and D
(2)(Bℓ) of differential
operators of order 2 on Aℓ−1 and Bℓ.
Let k = 1, . . . , ℓ, and put hAk := (xk − x1) · · · (xk − xk−1)(xk − xk+1) · · · (xk − xℓ)
and hBk := xk(x
2
k − x
2
1) · · · (x
2
k − x
2
k−1)(x
2
k − x
2
k+1) · · · (x
2
k − x
2
ℓ). We define operators
ηAk and η
B
k in D
(m)(S) as follows:
ηAk := h
A
k
1
m!
∂mk , η
B
k := h
B
k
1
m!
∂mk .
Then deg ηAk = ℓ− 1 and deg η
B
k = 2ℓ− 1.
It is convenient to write f
.
= g for f, g ∈ S if f = cg for some c ∈ R×.
Proposition 4.1. For k = 1, . . . , ℓ, we have that ηAk ∈ D
(m)(Aℓ−1) and η
B
k ∈
D(m)(Bℓ).
Proof. For any 1 ≤ i < j ≤ ℓ and a multi-index β with |β| = m− 1,
1
m!
∂mk
(
(xi ± xj)x
β
)
=


1 if i = k and βi + 1 = m,
±1 if j = k and βj + 1 = m,
0 otherwise.
If i = k and βi + 1 = m or j = k and βi + 1 = m, then η
A
k ((xi − xj) · x
β)
.
= hAk ∈
(xi − xj)S. Therefore we obtain η
A
k ∈ D
(m)(Aℓ−1) from (4.1).
Similarly we have ηBk ∈
⋂
1≤i<j≤ℓD
(m)
(
(x2i − x
2
j )S
)
. For i = 1, . . . , ℓ and a multi-
index β with |β| = m− 1, we have
ηBk
(
xi · x
β
)
=
{
hBk if i = k and βi + 1 = m,
0 otherwise.
This leads to that ηBk ∈
⋂ℓ
i=1D
(m) (xiS). Therefore we obtain η
B
k ∈ D
(m)(Bℓ).
8
For a Laurent polynomial f(t1, . . . , tm) ∈ S[t
±1
1 , . . . , t
±1
m ] satisfying f(xα) ∈ S for
any α with |α| = m, we define an operator
θf :=
∑
|α|=m
f (xα)
1
α!
∂α.
We say a Laurent polynomial f(t1, . . . , tm) is symmetric if
f(t1, . . . , ti, . . . , tj , . . . , tm) = f(t1, . . . , tj , . . . , ti, . . . , tm)
for all pairs (i, j).
Lemma 4.2. Assume that f(t1, . . . , tm) is a symmetric Laurent polynomial. Then
we have that θf ∈ D
(m)(Aℓ−1).
Proof. Since f(t1, . . . , tm) is symmetric, we have
θf
(
(xi − xj) · x
β
)
|xi=xj =
(
f(xβ+ei)− f(xβ+ej )
)
|xi=xj = 0
for any 1 ≤ i < j ≤ ℓ and a multi-index β with |β| = m − 1. We obtain
θf
(
(xi − xj) · x
β
)
∈ (xi − xj)S. Hence it follows from (4.1) that θf ∈ D
(m)(Aℓ−1).
For λ ∈ Λ, define operators
θAλ :=
∑
|α|=m
sAλ (xα)
1
α!
∂α, θBλ :=
∑
|α|=m
sBλ (xα)
1
α!
∂α.
Then deg θAλ = |λ|, deg θ
B
λ = 2|λ|+m by the formula (3.7).
Proposition 4.3. For λ ∈ Λ, we have θAλ ∈ D
(m)(Aℓ−1) and θ
B
λ ∈ D
(m)(Bℓ).
Proof. Since Laurent polynomials sAλ and s
B
λ are symmetric, we obtain θ
A
λ , θ
B
λ ∈
D(m)(Aℓ−1) by Lemma 4.2.
By (4.1), we can write
D(m)(Bℓ) = D
(m)(Aℓ−1) ∩
(
ℓ⋂
i=1
D(m)(xiS)
)
∩
( ⋂
1≤i<j≤ℓ
D(m) ((xi + xj)S)
)
.
Thus we only need to prove that
θBλ ∈
(
ℓ⋂
i=1
D(m)(xiS)
)
and θBλ ∈
( ⋂
1≤i<j≤ℓ
D(m) ((xi + xj)S)
)
.
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For any i = 1, . . . , ℓ and a multi-index β with |β| = m− 1, we have
θBλ (xi · x
β) = sBλ(xβ+ei) = xi · x
βsAλ (x
2
β+ei
) ∈ xiS.
This implies
⋂ℓ
i=1 θ
B
λ ∈ D
(m)(xiS).
For any 1 ≤ i < j ≤ ℓ and a multi-index β with |β| = m− 1,
θBλ ((xi + xj) · x
β) = sBλ(xβ+ei) + s
B
λ(xβ+ej ) = x
β
(
xis
A
λ (x
2
β+ei
) + xjs
A
λ (x
2
β+ej
)
)
Then we have θBλ ((xi + xj) · x
β)|xi=−xj = 0, and this implies θ
B
λ
(
(xi + xj) · x
β
)
∈
(xi + xj)S. Hence we obtain θ
B
λ ∈ D
(m)(Bℓ).
Theorem 4.4. Let m = 2.
(1) The set
CA :=
{
ηAi | i = 1, . . . ℓ
}
∪
{
θAλ | λ ∈ Λ
}
forms an S-basis for D(2)(Aℓ−1). Hence
expD(2)(Aℓ−1) = {ℓ− 1, . . . , ℓ− 1} ∪ {|λ| | λ ∈ Λ}.
(2) The set
CB :=
{
ηBi | i = 1, . . . ℓ
}
∪
{
θBλ | λ ∈ Λ
}
forms an S-basis for D(2)(Bℓ). Hence
expD(2)(Bℓ) = {2ℓ− 1, . . . , 2ℓ− 1} ∪ {2|λ|+ 2 | λ ∈ Λ}.
Proof. (1) All operators in CA belong to D
(2)(Aℓ−1) by Proposition 4.1 and Propo-
sition 4.3.
By Proposition 2.1, we only need to prove that the determinant of the coefficient
matrixMm(CA) of the operators of CA is equal toQ(Aℓ−1)
ℓ up to a nonzero constant.
By Proposition 3.2, we obtain det
(
sAλ (xα)
)
λ∈Λ,α∈Z
= Q(A)ℓ−2. Hence we have
detMm(CA)
.
= Q(Aℓ−1)
2
∣∣∣∣∣Iℓ ∗0 det (sAλ (xα))λ∈Λ
α∈Z
∣∣∣∣∣ = Q(Aℓ−1)2 ·Q(Aℓ−1)ℓ−2 = Q(Aℓ−1)ℓ.
(2) We have an identity
detMm(CB)
.
= x1 · · ·xℓ
( ∏
1≤i<j≤ℓ
(x2i − x
2
j )
)2 ∣∣∣∣∣Iℓ ∗0 det (sBλ(xα))λ∈Λ
α∈Z
∣∣∣∣∣ = Q(Bℓ)ℓ
by Proposition 3.2. Then the rest of proof for (2) is similar to the one for (1).
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Example 4.5. Let ℓ = 3, m = 2. Then we have s2 =
(
3+2−1
2
)
= 6 and t2 =(
3+2−2
2−1
)
= 3. List the operators of the set CA:
ηA1 = (x1 − x2)(x1 − x3)
1
2
∂21 ,
ηA2 = (x2 − x1)(x2 − x3)
1
2
∂22 ,
ηA3 = (x3 − x1)(x3 − x2)
1
2
∂23 ,
θA(1,1) = x
2
1
1
2
∂21 + x
2
2
1
2
∂22 + x
2
3
1
2
∂23 + x1x2∂1∂2 + x1x3∂1∂3 + x2x3∂2∂3,
θA(1,0) = 2x1
1
2
∂21 + 2x2
1
2
∂22 + 2x3
1
2
∂23 + (x1 + x2)∂1∂2 + (x1 + x3)∂1∂3 + (x2 + x3)∂2∂3,
θA(0,0) =
1
2
∂21 +
1
2
∂22 +
1
2
∂23 + ∂1∂2 + ∂1∂3 + ∂2∂3.
Hence the determinant of the coefficient matrix of operators above is
detM2
(
ηA1 , η
A
2 , η
A
3 , θ
A
(1,1), θ
A
(1,0), θ
A
(0,0)
)
=
∣∣∣∣∣∣∣∣∣∣∣∣
(x1 − x2)(x1 − x3) 0 0
1
2
x21 x1
1
2
0 (x2 − x1)(x2 − x3) 0
1
2
x22 x2
1
2
0 0 (x3 − x1)(x3 − x2)
1
2
x23 x2
1
2
0 0 0 x1x2 x1 + x2 1
0 0 0 x1x3 x1 + x3 1
0 0 0 x2x3 x2 + x3 1
∣∣∣∣∣∣∣∣∣∣∣∣
=− (x1 − x2)
2(x1 − x3)
2(x2 − x3)
2
∣∣∣∣∣∣
x1x2 x1 + x2 1
x1x3 x1 + x3 1
x2x3 x2 + x3 1
∣∣∣∣∣∣
.
=Q(A2)
3.
5 Type D
In this section, we assume m = 2, and we construct a basis for D(2)(Dℓ). Recall the
defining polynomial Q(Dℓ) =
∏
1≤i<j≤ℓ(x
2
i −x
2
j ) of the Coxeter arrangement of type
D.
Set
Λ
′
:= {λ = (λ1, λ2) | ℓ− 2 ≥ λ1 ≥ λ2 ≥ 1} ,
Λ
′′
:= {λ = (λ1, λ2) | ℓ− 2 ≥ λ1 ≥ 0, λ2 = 0} .
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Then Λ = Λ
′
∪ Λ
′′
. Put λ(0) := (0, 0). We define operators θDλ as follows:
θDλ :=
∑
|α|=2
sDλ (xα)
1
α!
∂α if λ ∈ Λ
′
, (5.1)
θDλ := (x1 · · ·xℓ)
∑
|α|=2
sDλ (xα)
1
α!
∂α if λ ∈ Λ
′′
\ {λ(0)}, (5.2)
θDλ := (x1 · · ·xℓ)
2
∑
|α|=2
sDλ (xα)
1
α!
∂α if λ = λ(0). (5.3)
If λ ∈ Λ
′
, then we have
sDλ =
det(t
2(λj−1+2−j)+1
i )1≤i,j≤2
det(t
2(2−j)
i )1≤i,j≤2
= sBλ−1,
where λ− 1 = (λ1 − 1, λ2 − 1).
If λ ∈ Λ
′′
\ {λ(0)}, then
sDλ =
t2λ1+11 · t
−1
2 − t
2λ1+1
2 · t
−1
1
t21 − t
2
2
=
1
t1t2
λ1∑
j=0
t2j1 t
2(λ1−j)
2 .
Thus (x1 · · ·xℓ)s
D
λ (xα) is a polynomial for any multi-index α with |α| = 2.
We have
θD
λ(0)
= (x1 · · ·xℓ)
2
(
ℓ∑
i=1
1
2x2i
∂2i +
∑
1≤i<j≤ℓ
1
xixj
∂i∂j
)
.
Hence θDλ for any λ ∈ Λ. The degrees of these operators are as follows:
deg θDλ = 2|λ| − 2 = 2λ1 + 2λ2 − 2 if λ ∈ Λ
′
,
deg θDλ = 2λ1 − 2 + ℓ if λ ∈ Λ
′′
\ {λ(0)},
deg θDλ = 2ℓ− 2 if λ = λ
(0).
Proposition 5.1. For λ ∈ Λ, we have θDλ ∈ D
(2)(Dℓ).
Proof. By Lemma 4.2, we have θDλ ∈ D
(2)(Aℓ−1) for any λ ∈ Λ.
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Since 
∑
|α|=2
sDλ (xα)
1
α!
∂α

 ((xi + xj) · xk)
= sDλ (xi, xk) + s
D
λ (xj, xk)
=
1
xixk
sAλ (x
2
i , x
2
k) +
1
xjxk
sAλ (x
2
j , x
2
k)
=
1
xixjxk
(
xjs
A
λ (x
2
i , x
2
k) + xis
A
λ (x
2
j , x
2
k)
)
,
we obtain θDλ ((xi + xj)xk)|xi=−xj = 0 for 1 ≤ i < j ≤ ℓ, k = 1, . . . , ℓ and λ ∈ Λ.
Hence we have θDλ ∈ D
(2)(D) for any λ ∈ Λ.
We introduce other operators hDk of D
(2)(Dℓ). For k = 1, . . . , ℓ put h
D
k := (x
2
k −
x21) · · · (x
2
k − x
2
k−1)(x
2
k − x
2
k+1) · · · (x
2
k − x
2
ℓ), and define
ηDk :=
hDk
2xk
∂2k − (−1)
ℓ−1 1
xk
θD
λ(0)
.
The coefficient of ∂2k in η
D
k is
hDk
2xk
− (−1)ℓ−1
(x1 · · ·xℓ)
2
2xk · x2k
=
hDk − (−1)
ℓ−1(x1 · · ·xk−1xk+1 · · ·xℓ)
2
2xk
∈ S.
Hence we obtain ηDk ∈ D
(2)(S), and deg ηDk = 2ℓ− 2.
Proposition 5.2. For k = 1, . . . , ℓ, we have that ηDk ∈ D
(2)(Dℓ).
Proof. Let k = 1, . . . , ℓ. It is clear that
hD
k
2
∂2k ∈ D
(2)(Dℓ) , and we have θ
D
λ(0)
∈
D(2)(Dℓ) by Proposition 5.1. Thus we have
hD
k
2
∂2k − (−1)
ℓ−1θD
λ(0)
∈ D(2)(Dℓ). This
leads to ηDk ∈ D
(2)(Dℓ).
Theorem 5.3. Assume m = 2. The set
CD :=
{
ηDi | i = 1, . . . ℓ
}
∪
{
θDλ | λ ∈ Λ
}
forms an S-basis for D(2)(Dℓ). Hence
expD(2)(Dℓ) ={2ℓ− 2, . . . , 2ℓ− 2} ∪ {2λ1 + 2λ2 − 2 | ℓ− 2 ≥ λ1 ≥ λ2 ≥ 1}
∪ {2λ1 − 2 + ℓ | ℓ− 2 ≥ λ1 ≥ 1} ∪ {2ℓ− 2}.
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Proof. By Proposition 5.1 and Proposition 5.2, we have CD ⊆ D
(2)(Dℓ). LetM2(CD)
be the coefficient matrix of the operators in CD. We shall show that detM2(CD)
.
=
Q(Dℓ)
ℓ.
Put θλ :=
∑
|α|=2 s
D
λ (xα)
1
α!
∂α for λ ∈ Λ. Then
detM2(CD) = detM2(η
D
i , θ
D
λ | i = 1, . . . , ℓ, λ ∈ Λ)
= detM2(η
D
i + (−1)
ℓ−1 1
xi
θD
λ(0)
, θDλ | i = 1, . . . , ℓ, λ ∈ Λ)
= (x1 · · ·xℓ)
ℓ detM2(η
D
i + (−1)
ℓ−1 1
xi
θD
λ(0)
, θλ | i = 1, . . . , ℓ, λ ∈ Λ)
.
=
(
hD1
x1
· · ·
hDℓ
xℓ
)
(x1 · · ·xℓ)
ℓ
∣∣∣∣∣Iℓ ∗0 det (sDλ (xα))λ∈Λ
α∈Z
∣∣∣∣∣
= Q(Dℓ)
2(x1 · · ·xℓ)
ℓ−1 Q(Dℓ)
ℓ−2
(x1 · · ·xℓ)ℓ−1
= Q(Dℓ)
ℓ
by Proposition 3.2. Hence we conclude that the set CD forms an S-basis for D
(2)(Dℓ)
by Proposition 2.1.
6 Group actions
Let W be a finite reflection group generated by reflections acting on V . Then W
acts on S by (w · f)(v) = f(w−1 · v) for f ∈ S, w ∈ W and v ∈ V . The action of W
on D(m)(S) is defined by (w · θ)(f) = w · (θ(w−1 · f)) for w ∈ W , θ ∈ D(m)(S) and
f ∈ S.
Let Sℓ be the symmetric group acting on V by permuting the coordinates. Let
Z/2Z = {1,−1}. An abelian group (Z/2Z)ℓ acts on V by change of signs. Let
(Z/2Z)ℓ−1 be the subgroup of (Z/2Z)ℓ defined by
(Z/2Z)ℓ−1 =
{
(a1, . . . , aℓ) ∈ (Z/2Z)
ℓ | a1 · · · aℓ = 1
}
.
The group Sℓ acts on (Z/2Z)
ℓ and (Z/2Z)ℓ−1 by permuting the coodinates.
The finite irreducible reflection groups of types A, B and D are defined by
WA := Sℓ,
WB := Sℓ ⋉ (Z/2Z)
ℓ,
WD := Sℓ ⋉ (Z/2Z)
ℓ−1.
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From now on, we assume ℓ ≥ 4 when we consider the reflection group of type D.
Then the groups WA, WB and WD act on V . Hence the groups WA, WB and WD
act on S and D(m)(S).
Proposition 6.1. Let W be a finite reflection group, and A the reflection arrange-
ment consisting of all reflection hyperplanes of W . Then the submodule D(m)(A ) of
D(m)(S) is closed under the action of W .
Proof. For w ∈ W and θ ∈ D(m)(A ), we prove that w · θ ∈ D(m)(A ).
For f ∈ S, we have
w · θ(Qf) = w · (θ(w−1 · (Qf)))
= w · (θ(det(w−1)Q (w−1 · f))).
Since det(w−1)Q (w−1 · f) ∈ QS, we have θ(det(w−1)Q (w−1 · f)) ∈ QS. Then there
exists g ∈ S such that θ(det(w−1)Q (w−1 · f)) = Qg. Hence
w · θ(Qf) = w · (Qg) = (det(w)Q)(w · g) ∈ QS.
By Proposition 6.1, the groups WA, WB and WD act on D(m)(A), D(m)(B) and
D(m)(D), respectively.
In case m = 1, the modules D(1)(A), D(1)(B) and D(1)(D) have bases consisting
of only invariant elements [10, Theorem 6.60]. In this section, we prove thatD(2)(A),
D(2)(B) and D(2)(D) cannot have bases consisting of only invariant elements, when
m = 2.
The actions of a transposition σi,j := (i j) ∈ Sℓ on {x1, . . . xℓ} and {∂1, . . . , ∂ℓ}
are as follows:
σi,j · xk = xσi,j ·k, σi,j · ∂k = ∂σi,j ·k (k = 1, . . . , ℓ).
The group Sℓ acts on the set of multi-indices by permuting the coordinates:
σi,j · (α1, . . . , αi, . . . , αj, . . . , αℓ) = (α1, . . . , αj , . . . , αi, . . . , αℓ)
The action of Sℓ preserves the norm of a multi-index. Then σi,j · x
α = xσi,j ·α for a
multi-index α ∈ Nℓ.
Let τi ∈ (Z/2Z)
ℓ be the element of change of signs of the i-th coordinate:
τi · xk = ai,kxk, τi · ∂k = ai,k∂k (k = 1, . . . , ℓ) (6.1)
where ai,i = −1 and ai,k = 1 for k 6= i.
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Lemma 6.2. Let λ ∈ Λ.
(1) The operator θAλ is W
A-invariant.
(2) The operator θBλ is W
B-invariant.
(3) The operator θDλ is W
D-invariant when m = 2.
Proof. (1) Since WA is generated by transpositions σ1,2, . . . , σℓ−1,ℓ (see, for example,
[1]), it is enough to prove that
θAλ =
∑
|α|=m
sAλ (xα)
1
α!
∂α
is invariant under the actions of transpositions σ1,2, . . . , σℓ−1,ℓ.
Clearly, we have that (σi,i+1 ·α)! = α! and |σi,i+1 ·α| = |α| for a multi-index α
with |α| = m. Then a transposition σi,i+1 is a bijection between the set {α ∈ N
ℓ |
|α| = m} and itself. Therefore we have that, for i = 1, . . . , ℓ− 1,
σi,i+1 · θ
A
λ =
∑
|σi,i+1·α|=m
σi,i+1 ·
(
sAλ (xσi,i+1·α)
) 1
(σi,i+1 ·α)!
σi,i+1 · (∂
σi,i+1·α)
=
∑
|σi,i+1·α|=m
sAλ (xσi,i+1·σi,i+1·α)
1
(σi,i+1 ·α)!
∂σi,i+1·σi,i+1·α
=
∑
|α|=m
sAλ (xα)
1
α!
· ∂α = θAλ .
(2) The group WB is generated by τℓ and transpositions σ1,2, . . . , σℓ−1,ℓ (see [1]).
It is enough to prove that θBλ is invariant under the actions of the generators.
By the formulas (1.2) and (3.5), we have
sBλ(xα) = x
α1
1 · · ·x
αℓ
ℓ s
A
λ (x
2
α) (6.2)
for a multi-index α with |α| = m. Then
σi,i+1 · s
B
λ(xα) = x
α1
σi,i+1·1
· · ·xαℓσi,i+1·ℓs
A
λ (x
2
σi,i+1·α
)
= x
ασi,i+1·1
1 · · ·x
ασi,i+1·ℓ
ℓ s
A
λ (x
2
σi,i+1·α
) = sBλ(xσi,i+1·α).
Hence we have that
σi,i+1 · θ
B
λ =
∑
|α|=m
sBλ
(
xσi,i+1·α
) 1
(σi,i+1 ·α)!
· ∂σi,i+1·α = θBλ .
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It remains to prove that θBλ is τℓ-invariant.
By the formulas (6.1) and (6.2), we have τℓ · ∂
α = (−1)αℓ∂α and τℓ · s
B
λ(xα) =
(−1)αℓsBλ(xα). Then we have
τℓ · θ
B
λ =
∑
|α|=m
(−1)αℓsBλ (xα)
1
α!
(−1)αℓ∂τℓ ·α = θBλ .
Hence the operator w · θBλ coincides with θ
B
λ for w ∈ W
B.
(3) The proof of (3) goes similarly to (2). The set
{σ1,2, . . . , σℓ−1,ℓ, σℓ−1,ℓτℓ−1τℓ}
is a system of generators of WD (see [1]).
The formulas (1.2) and (3.6) imply that
sDλ (xα) =
1
xα11 · · ·x
αℓ
ℓ
sAλ (x
2
σi,i+1·α
). (6.3)
Then the formula (6.3) leads to
σi,i+1 · s
D
λ (xα) =
1
σi,i+1 · (x
α1
1 · · ·x
αℓ
ℓ )
sAλ (x
2
σi,i+1·α
) = sDλ (xσi,i+1·α).
We obtain σi,i+1 · θ
D
λ = θ
D
λ by a straightforward calculation using the formulas (5.1),
(5.2) and (5.3).
In order to verify σℓ−1,ℓτℓ−1τℓ · θ
D
λ = θ
D
λ , we compute the actions of σ1,ℓ−1τℓ−1τℓ
on polynomials and differential operators:
σℓ−1,ℓτℓ−1τℓ · s
D
λ (xα) = (−1)
αℓ−1+αℓ
1
σℓ−1,ℓ · (x
α1
1 · · ·x
αℓ
ℓ )
sAλ (x
2
σℓ−1,ℓ·α
)
= (−1)αℓ−1+αℓsDλ (xα),
σℓ−1,ℓτℓ−1τℓ · ∂
α = (−1)αℓ−1+αℓ∂σℓ−1,ℓ·α,
σℓ−1,ℓτℓ−1τℓ ·
1
x1 · · ·xℓ
=
1
x1 · · ·xℓ
,
σℓ−1,ℓτℓ−1τℓ ·
1
(x1 · · ·xℓ)2
=
1
(x1 · · ·xℓ)2
.
By the case-by-case checking, we can verify that σℓ−1,ℓτℓ−1τℓ · θ
D
λ coincides with θ
D
λ
for λ ∈ Λ. Therefore the operator θDλ is W
D-invariant.
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Lemma 6.3. (1) The vector space spanned by
{
ηAk | k = 1, . . . ℓ
}
is closed under
the action of WA. Moreover, the vector space spanned by
{
ηAk | k = 1, . . . ℓ
}
is
isomorphic to the Euclidean space V as WA-modules.
(2) The vector space spanned by
{
ηBk | k = 1, . . . ℓ
}
is closed under the action of
WB. Moreover, the vector space spanned by
{
ηBk | k = 1, . . . ℓ
}
is isomorphic
to the Euclidean space V as WB-modules.
(3) Let m = 2. The vector space spanned by
{
ηDk | k = 1, . . . ℓ
}
is closed under
the action of WD. Moreover, the vector space spanned by
{
ηDk | k = 1, . . . ℓ
}
is isomorphic to the Euclidean space V as WD-modules.
Proof. (1) Let 〈ηA1 , . . . , η
A
ℓ 〉R be the vector space spanned by
{
ηDk | k = 1, . . . ℓ
}
.
Define a linear isomorphism
φA : 〈η
A
1 , . . . , η
A
ℓ 〉R −→ V
by φA(η
A
k ) = ek for k = 1, . . . , ℓ.
A transposition σi,i+1 acts on the standard basis e1, . . . , eℓ of V by σi,i+1 · ek =
eσi,i+1·k for k = 1, . . . , ℓ. To prove the assertion, we verify σi,i+1 · η
A
k = η
A
σi,i+1·k
for
k = 1, . . . , ℓ.
Recall that the definitions hAk = (xk − x1) · · · (xk − xk−1)(xk − xk+1) · · · (xk − xℓ)
and ηAk = h
A
k
1
m!
∂mk . For k 6= i, i+ 1, we have σi,i+1 · h
A
k = h
A
k . Also we have
σi,i+1 · h
A
i = (xi+1 − x1) · · · (xi+1 − xi−1)(xi+1 − xi)(xi+1 − xi+2) · · · (xk − xℓ) = h
A
i+1,
and similarly σi,i+1 · h
A
i+1 = h
A
i . Then we obtain
σi,i+1 · η
A
k = η
A
k (k 6= i, i+ 1), σi,i+1 · η
A
i = η
A
i+1, σi,i+1 · η
A
i+1 = η
A
i .
Hence we conclude that the map φA is a W
A-isomorphism.
(2) A system of generators σ1,2, . . . , σℓ−1,ℓ and τℓ of W
B acts on the standard
basis e1, . . . , eℓ of V by σi,i+1 · ek = eσi,i+1·k for k = 1, . . . , ℓ and
τℓ · eℓ = −eℓ, τℓ · ek = ek (k = 1, . . . , ℓ− 1).
Define a linear isomorphism
φB : 〈η
B
1 , . . . , η
B
ℓ 〉R −→ V
by φB(η
B
k ) = ek for k = 1, . . . , ℓ. We prove that φB is aW
B-isomorphism by checking
all actions of the generators are the same.
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Recall that the definitions hBk = xk(x
2
k−x
2
1) · · · (x
2
k−x
2
k−1)(x
2
k−x
2
k+1) · · · (x
2
k−x
2
ℓ)
and ηBk = h
B
k
1
m!
∂mk . We have the following:
σi,i+1 · h
B
k = h
B
k (k 6= i, i+ 1),
σi,i+1 · h
B
i = h
B
i+1,
σi,i+1 · h
B
i+1 = h
B
i ,
τℓ · h
B
k = h
B
k (k 6= ℓ),
τℓ · h
B
ℓ = −h
B
ℓ .
Then
σi,i+1 · η
B
k = η
B
k (k 6= i, i+ 1), σi,i+1 · η
B
i = η
B
i+1, σi,i+1 · η
B
i+1 = η
B
i ,
τℓ · η
B
k = η
B
k (k 6= ℓ), τℓ · η
B
ℓ = η
B
ℓ .
The actions of the generators on {ηBk | k = 1, . . . , ℓ} coincide with the actions of the
generators on {ek | k = 1, . . . , ℓ}. Hence the map φB is a W
B-isomorphism.
(3) The group WD is generated by elements σ1,2, . . . , σℓ−1,ℓ and σℓ−1,ℓτℓ−1τℓ. The
generators acts on the standard basis e1, . . . , eℓ of V by σi,i+1 · ek = eσi,i+1·k for
k = 1, . . . , ℓ and
σℓ−1,ℓτℓ−1τℓ · eℓ = −eℓ−1, σℓ−1,ℓτℓ−1τℓ · eℓ−1 = −eℓ,
σℓ−1,ℓτℓ−1τℓ · ek = ek (k = 1, . . . , ℓ− 2).
We prove that a linear isomorphism
φD : 〈η
D
1 , . . . , η
D
ℓ 〉R −→ V
defined by φD(η
D
k ) = ek for k = 1, . . . , ℓ is a W
D-isomorphism.
Recall that the definitions hDk = (x
2
k − x
2
1) · · · (x
2
k − x
2
k−1)(x
2
k − x
2
k+1) · · · (x
2
k − x
2
ℓ)
and ηDk =
hD
k
2xk
∂2k − (−1)
ℓ−1 1
xk
θD
λ(0)
. Clearly we have
σi,i+1 · h
D
i = h
D
i+1, σi,i+1 · h
D
i+1 = h
D
i , σi,i+1 · h
D
k = h
D
k (k 6= i, i+ 1),
and then
σi,i+1 · η
D
i = η
D
i+1, σi,i+1 · η
D
i+1 = η
D
i , σi,i+1 · η
D
k = η
D
k (k 6= i, i+ 1)
by Lemma 6.2. The actions of σℓ−1,ℓτℓ−1τℓ on {h
D
k | k = 1, . . . , ℓ} are
σℓ−1,ℓτℓ−1τℓ · h
D
ℓ = h
D
ℓ−1, σℓ−1,ℓτℓ−1τℓ · h
D
ℓ−1 = h
D
ℓ ,
σℓ−1,ℓτℓ−1τℓ · h
D
k = h
D
k (k = 1, . . . , ℓ− 2).
19
Then it follows from Lemma 6.2 that
σℓ−1,ℓτℓ−1τℓ · η
D
ℓ = −
hDℓ−1
2xℓ−1
∂2ℓ−1 + (−1)
ℓ−1 1
xℓ−1
θD
λ(0)
= −ηDℓ−1,
σℓ−1,ℓτℓ−1τℓ · η
D
ℓ−1 = −
hDℓ
2xℓ
∂2ℓ + (−1)
ℓ−1 1
xℓ
θD
λ(0)
= −ηDℓ ,
σℓ−1,ℓτℓ−1τℓ · η
D
k = η
D
k (k = 1, . . . , ℓ− 2).
Thus the actions of the generators on {ηDk | k = 1, . . . , ℓ} coincide with the actions of
the generators on {ek | k = 1, . . . , ℓ}. Hence the map φD is a W
D-isomorphism.
Corollary 6.4. Assume that m = 2. Let W be a finite reflection group of type
A, B or D. Let A be the reflection arrangement corresponding to W . Then the
vector space X generated by the basis CA in Theorem 4.4 or Theorem 5.3 is a W -
module, and X is isomorphic as a representeation to X♯Λ0 ⊕V where X0 is the trivial
representation.
In the case of type Aℓ−1, the reflection group W
A stabilizes the subspace R(e1+
· · ·+eℓ) of V pointwisely. The orthogonal complement V
′ of R(e1+ · · ·+eℓ) is closed
under the action of the reflection group WA, and V ′ is essensial (see [4]). Moreover
V ′ is an irreducible representation. In the case of type B or D, a representation V
is irreducible (see Bourbaki [1, Chap. 5, Sect. 3, Proposition 5]).
Let D(m)(S)W be the set of invariant elements of D(m)(S).
Theorem 6.5. Assume that m = 2. Let W be a finite reflection group of type A,
B or D, and let A be the reflection arrangement corresponding to W . Then The
module D(2)(A ) cannot have bases consisting of only invariant elements.
Proof. Since proofs of type B and D are almost the same with the proof of type A,
we prove the assertion only in the case of type A.
We assume that A = Aℓ−1 and W = W
A. Let θ′1, . . . , θ
′
s2
be an S-basis
for D(2)(A ). Since the degrees do not depend on a choice of a basis, we have
{deg θ′1, . . . , deg θ
′
s2
} = expD(2)(Aℓ−1) by Theorem 4.4. Assume deg θ
′
1 ≤ · · · ≤
deg θ′s2 . We show that there exists θ
′
j with deg θ
′
j = ℓ − 1 (replace ℓ − 1 by 2ℓ − 1
and by 2ℓ− 2 in the case type B and D, respectively) such that θ′j /∈ D
(2)(S)W .
Suppose that θ′j ∈ D
(2)(S)W for any j. Since CA is a basis for D
(2)(A ) by
Theorem 4.4, we may write
θ′j =
∑
λ
fλθ
A
λ +
ℓ∑
k=1
akη
A
k
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for some fλ ∈ S and ak ∈ R. For any w ∈ W , we have
w · θ′j =
∑
λ
(w · fλ)θ
A
λ + w ·
ℓ∑
k=1
akη
A
k
by Lemma 6.2. Since w · θ′j = θ
′
j and CA is linearly independent over S, we have
that fλ is W -invariant for λ ∈ Λ. Then
ℓ∑
k=1
akη
A
k ∈ D
(2)(S)W .
By Lemma 6.3, the vector space 〈ηA1 , . . . , η
A
ℓ 〉R/R(η
A
1 + · · · + η
A
ℓ ) is a non-
trivial irreducible representation. Thus we have a1 = · · · = aℓ (replace it by
a1 = 0, . . . , aℓ = 0 in the case of type B and D). This leads that θ
′
1, . . . , θ
′
s2
is
linearly dependent over S. This is a contradiction.
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