[1] Characteristics of type-1 radar echoes obtained from the E region ionosphere have yet to be conclusively explained. The dynamical properties of the saturated state of the FarleyBuneman instability are widely thought responsible for these type-1 echoes. In this paper we present a different perspective and new details on a previously proposed three-wave coupling mechanism (Otani and Oppenheim, 1998) for the saturation of the FarleyBuneman instability. A novel method is presented for the analysis of general, three-wave systems with stationary, sinusoidal solutions. Computer simulations of the three-wave system produce steady states in close agreement with those obtained from the method. Despite the fact that the system only contains three modes, a number of features also agree well with observation, including density fluctuation magnitudes (jdnj/n 0 = 5%), propagation speeds (clustered around the sound speed), and power falloff as a function of elevation angle. We demonstrate how the spatial distributions of the phases of the electron advection term and electron E Â B velocity for the secondary modes lead to the partial cancellation of the destabilizing zero-order electron drift, thereby saturating the FarleyBuneman instability. The mechanism is consistent with the one previously advanced, which described saturation of the instability in terms of the diversion of electron flow around density peaks.
Introduction
[2] Type-1 radar echoes arising from irregularities in the equatorial electrojet are produced by the Farley-Buneman (FB) instability, a collisional two-stream instability driven by the electrojet's electron Hall current. The spectral features of these echoes include a narrow spectral peak, an east-west asymmetry in the average spectral power, a falloff of 0.3 dB/degree of elevation in spectral power. The Doppler shift of these waves typically exceeds their spectral width and corresponds to a phase velocity below the presumed electron streaming velocity [Balsley and Farley, 1971; Crochet et al., 1979; Hanuise and Crochet, 1981; Prakash et al., 1974; Ierkic et al., 1980] . These are all features which lie outside the domain of linear theory. Simulations by reproduced many of the features observed in the type-1 radar data. This agreement between two-dimensional (2-D) particle simulations and observations prompted us to apply simple mode coupling arguments to explain the saturated state of the instability.
[3] In the work of Otani and Oppenheim [1998] , we presented a simplified three mode system reproducing many of the features seen in both the radar data and the particle simulations. The model follows the nonlinear time evolution of just three spatial Fourier modes by integrating the twofluid equations relevant to the FB instability. In equatorial electrojet geometry, the three modes used were a horizontally propagating mode, intended to represent the unstable primary mode driven by the electrojet vertical electric field, and two secondary modes traveling in oblique directions. The modes were chosen so as to satisfy the resonant condition k 1 + k 2 = k 3 . For typical equatorial electrojet parameters, we found that our simple system generally reached a saturated state characterized by (1) a density perturbation of $5%, (2) vertically propagating secondary density perturbations propagating primarily along the density extrema of the primary wave, and (3) a slowing of the primary phase velocity from its linear value down to a value near the sound speed. These are all characteristics common to the saturated state observed in our particle simulations. The saturated state was also characterized by sinusoidal time dependences of all three modes, to be expected of this type of system. The frequencies of the modes obey the resonance condition w 1 + w 2 = w 3 . In this paper, we discuss in much greater detail how, using only a limited number of nonlinearly coupled modes, one can mimic much of the observed behavior of type 1 echoes.
[4] The paper starts with a general background section. We then describe the methods and assumptions used to build our limited mode model. Section 4 examines the results from this model, focusing principally on the three wave system. The following section describes in detail the saturation mechanism. We conclude with a summarizing discussion.
Background
[5] Plasma irregularities in the E region ionosphere were first detected shortly after the invention of radar in the 1940s, with detailed radar studies of the phenomenon beginning in the 1950s [Bowles, 1954] . Two mechanisms underlying plasma density irregularities were later described: the Farley-Buneman (FB) and the gradient-drift (GD) instabilities [Farley, 1963; Buneman, 1963; Maeda et al., 1963] . Since that time hundreds of studies, both experimental and theoretical, have been undertaken to further our understanding of the origin, evolution, and effects of E region irregularities. These have been reported on in hundreds of papers and a number of books [Farley, 1985; Fejer et al., 1984; Kelley, 1989] . In the last 15 years, simulations have become a useful tool for exploring the nonlinear evolution of E region waves.
[6] More recently, extensive radar and rocket studies of FB and GD turbulent processes in the E region ionosphere have been conducted. These studies often couple rocket and radar data from the Jicamarca, Millstone Hill, Arecibo, Sondrestrom, CUPRI, EISCAT, and other facilities [Prakash et al., 1972; Pfaff et al., 1987a; Kudeki et al., 1987; Swartz, 1997a Swartz, , 1997b Pfaff et al., 1997a Pfaff et al., , 1997b . They show details of turbulent processes in the auroral, equatorial and midlatitude regions [Ravindran and Reddy, 1993; del Pozo et al., 1993; Swartz and Farley, 1994; Haldoupis et al., 1995; Ravindran and Murthy, 1997; Shalimov et al., 1998; Pfaff et al., 1998; Koehler et al., 1999; Krane et al., 2000] . St.-Maurice et al. [2003] and Kagan and St.-Maurice [2004] have recently continued examining the theory and consequences of thermal effects on electrojet waves.
Review of Linear Theory
[7] Farley [1963] attributed type I radar echoes to a modified two-stream instability. Using a fully kinetic theory, he demonstrated that large electrojet currents become unstable and develop meter scale-length waves. In the same year, Buneman [1963] published a fluid theory explaining the same waves using a simpler, pure fluid approach. He simply assumed warm fluid ions, inertialess electrons, and quasi-neutrality. He derived a 1-D dispersion relation for these waves, commonly expressed as
where Ψ 0 n e n i /(jW e jW i ), W i and W e are the cyclotron frequencies, n i and n e are the collision frequencies, V d E 0y /B 0 is the electron drift velocity, and C s ((T i + g e T e )/ m i ) 1/2 is the acoustic speed. This equation predicts that the system will become linearly unstable and sustain wave growth when V d > C s (1 + Ψ 0 ). For more detailed information, see Fejer et al. [1984] or Kelley [1989] .
[8] Buneman's theory predicts an increasing instability growth rate as k x ! 1, while the kinetic approach shows a peak growth rate at a finite wave number in the 1 m À1 range, consistent with observation. Schmidt and Gary [1973] used a kinetic model for ions and a fluid model for electrons to show that Farley's kinetic description of the FB instability predicts a finite wavelength of maximum growth (Note that a minor error exists in the Schmidt and Gary [1973] paper: The first term in the denominator of equation (3) should be multiplied by À1) [Schlegel and St.-Maurice, 1983] . Kelley [1989] used these calculations and the results of Pfaff et al. [1987b] to show that the dominant wavelengths observed by rockets match the linearly unstable wavelengths predicted by Schmidt and Gary.
[9] In the last decade, a number of theorists have refined the linear model of the FB instability, improving the collision operators of the Fokker-Planck equation which, previously, were modeled using a simple BGK model of electron collision effects [Bhatnagar et al., 1954; Greene, 1973] . Both Stubbe [1989] and Kissack et al. [1997] used an n-moment method with a high n and found some modest modifications to the dispersion relation. Probably the most successful study of sophisticated collision operators was the work by Dimant and Sudan [1995] , which used the complete Boltzmann collision operator and predicted a new long-wavelength instability. These new results apply to conditions found in the high-latitude, low-altitude ($80-90 km) regions and may explain the rocket measurements made by Blix et al. [1996] . A fluid version of this theory has been developed by Dimant and Sudan [1997] , Robinson [1998] , and St.-Maurice and Kissack [2000] . More recently, a similar mechanism has been applied to neutral-wind driven ion thermal instabilities by Kagan and Kelley [2000] and Kagan [2002] to explain radar observations at midlatitudes ]. Oppenheim and Dimant [2004] and Dimant and Oppenheim [2004] generalized the ion and electron thermal instability theory and showed the consequences for type 1 waves. These include extending the altitude range expected for instabilities, driving the waves to a longer dominant wavelength, and generating a vertical tilt of the wave which would create an east-west asymmetry in radar observations at the equator. Electron thermal fluctuations may also play an important role in determining the stability threshold. The critical speed may be considerably higher than the ion-acoustic speed, as demonstrated by St.-Maurice et al. [2003] .
Review of Nonlinear Theory
[10] Various mechanisms have been proposed to explain saturation of the FB instability and its nonlinear characteristics. Rogister [1972] and Weinstock and Sleeper [1972] proposed different 1-D models to describe the nonlinear behavior of FB waves. Neither of these papers took into account the nonlinear electron drifts which should play a critical role in any nonlinear theory. Sudan [1983] pointed out this failing and proposed that short wavelength waves perturb the orbits of the electrons nonlinearly, leading to ''anomalous'' or ''wave-induced'' diffusion. This modifies the wave's phase velocity, eventually bringing about its saturation. St.-Maurice [1987] described the error in the nonlinear analyses used in both Sudan [1983] and Robinson [1986] . Kudeki and Farley [1989] proposed an alternative mechanism for saturation: the nonlinear mode coupling of energy from linearly excited modes to damped modes which have a small component of their wave vectors pointing parallel to B 0 .
[11] St.-Maurice [1993a, 1993b] and St.-Maurice et al. [1994] studied the FB instability in the polar zone using strong turbulence theory. Hamza and St.-Maurice [1993b] also provides a useful summary of theoretical developments in the areas of quasi-linear and weak turbulence theories. These papers applied straightforward arguments about mode coupling in an E region fluid and predicted that the saturated FB should travel at a velocity below the acoustic speed.
[12] Encouraged by the results seen in simulations, a number of papers have modeled nonlinearly saturated FB waves with a few coupled modes [Sahr and Farley, 1995; Otani and Oppenheim, 1998; Dimant, 2000] . By doing this, they have recovered many of the observed features of the type 1 waves. However, it remains unclear when modes with a small component parallel to B play an important role and when they may be neglected. St.-Maurice and Hamza [2001] developed an alternative description of the nonlinear behavior of FB turbulence in which the system is modeled in physical space with a diffusion-like operator that is a function of the density itself. This analysis predicts the turning of the waves and a reduction of the phase velocity below the acoustic speed.
Review of Farley-Buneman Simulations
[13] The current work was motivated by the simulations of , which modeled the FB instability in 2-D (?B 0 ) using particle ions and fluid electrons. In these equatorial electrojet simulations, the nonlinear FB instability developed the following features: (1) nonlinear electron dynamics leading to the saturation of FB waves at amplitudes comparable to those measured by rocket probes, (2) phase velocities below the velocity predicted by linear theory but significantly above the sound speed, (3) phase velocities that remained almost constant as a simulated radar swept from horizontal to within approximately twenty degrees of vertical, (4) dominant wave growth at an angle offset from the E Â B 0 drift direction, (5) nonlinear coupling to waves perpendicular to the electron drift direction, and (6) spectral power decreasing at a rate of 0.3 dB/ degree of elevation angle, agreeing with the measurements made by Ierkic et al. [1980] [Oppenheim, 1995; . In the work of Oppenheim [1996] and Oppenheim [1997] we describe how ionospheric FB waves nonlinearly drive a large-scale (D.C.) current in the E region ionosphere. This current flows parallel to, and with a comparable magnitude to, the fundamental Pedersen current. Hence wave-driven currents will substantially modify the large-scale dynamics of the E region during highly active periods.
Methods and Assumptions
[14] To understand how the saturation of the primary wave observed in our previous simulations might occur, we constructed a simple model which follows a small number of spatial Fourier modes using fluid models for the electrons and ions. We consider only modes propagating in the plane perpendicular to the magnetic field, as was the case in the particle simulations. The electrons are assumed to obey a mobility equation allowing for both Pedersen and Hall drifts. The ion response is assumed to be linear and unmagnetized. Quasi-neutrality is enforced between the electron and ion species.
[15] The spatially Fourier-transformed ion continuity and momentum equations thus take the form,
and,
The quasi-neutrality condition (r Á J = 0) may be expressed as
where the electrons are assumed to be an inertialess fluid with temperature T e . In these expressions, n k , u ik , and f k are the perturbed density, ion velocity, and potential, respectively, u i0 is the zero-order ion drift velocity (generally negligible for typical electrojet parameters), V De is the zero-order electron drift, oriented along thex (east-west direction),ŷ is the direction (north-south for the case of the equatorial electrojet) of the background geomagnetic field, n i and n e are the ion-neutral and electronneutral collision frequencies, W e is the electron cyclotron frequency, and " n = (m e /m i )(n e 2 + W e 2 )/n e . Typically, n e ( jW e j; thus " n % n i /y, where y n i n e /(W i jW e j). Only the largest and most important nonlinearity, the nonlinear electron Hall current appearing on the right-hand side of equation (4), is retained.
[16] Equations (2) and (3) are integrated in time using the trapezoidal method with the dynamic quantities n k and f k defined at integer time steps, and the u ik 's defined at the half-integer time steps. Equation (4) is solved for f k by inverting a matrix at the integer time steps j, with u ik being represented by
) (j the time step index) and u ik j+1/2 obtained from the trapezoidal time-differenced version of equation (3).
[17] These mode-coupling simulations were run with various small sets of modes, as illustrated in Figure 1 . The set we studied most closely, shown in Figure 1a , consisted of six modes. Three of these modes, k 1 , k 2 , and k 3 , are independent and are defined to satisfy the resonance condition k 1 + k 2 = k 3 , while the remaining three, denoted by open circles, are dependent in the sense that n Àk j (t) = n* k j (t), j = 1, 2, 3 (similarly for f k j and u ik j ) is required by the reality condition. We typically ran this set using k 1 as the linearly unstable primary mode and k 2 and k 3 as secondary modes.
[18] As described in the next section, in many of the runs, the three-mode set of Figure 1a settled down to a saturated state consisting of simple sinusoidal oscillations of the various modes. This allowed us to analyze the state in terms of a relatively simple nonlinear dispersion relation. We write the density as
where l and m are integers, k 1 and k 2 are the base primary and secondary wave vectors (identical with k 1 and k 2 as previously defined), and w 1 and w 2 are the base frequencies associated with the primary and secondary wave vectors (identical with earlier w 1 and w 2 ). Expressions similar to equation (5) hold for the other perturbation quantities, u i and f. A key feature of this theory is that w 1 and w 2 are defined to be real, necessary because we are attempting to describe a steady saturated state in which mode amplitudes are constant. Substituting equation (5) and the analogous expression for f(x, t) into the space-and-time versions equations (2), (3), and (4), we obtain the nonlinear dispersion relation,
where
and
For our three-mode problem, equation (7) reduces to the three equations,
where n 1 = n 1,0 /n 0 = n k 1 /n 0 , n 2 = n 0,1 /n 0 = n k2 /n 0 , n 3 = n 1,1 /n 0 = n k 3 /n 0 , with
in which a j = a(w j , k j ) and b j = b(w j , k j ), j = 1, 2, 3. The reality condition (n Àk 1 = n* k 1 , etc.) is used in deriving these expressions.
[19] The system of equations (10) are composed of six real equations (the real and imaginary parts of each equation) for the eight unknowns jn 1 j, jn 2 j, jn 3 j, q 1 , q 2 , q 3 , w 1 , and w 2 , where n j jn j je iq j . [20] Solutions to these equations may be obtained through a surprisingly simple process. The process applies not only to this problem but in general to any three-wave mode coupling problem seeking a sinusoidal solution. Substituting the equations in equation (10) into each other, we easily find,
Taking the imaginary part of each of these equations, we see that
Except at certain singular points, only two of these equations are independent. The equations may thus be solved for w 1 and w 2 , the only two unknowns on which the c j s depend. We solved for the frequencies graphically, plotting the zero contours of each function in equation (15) versus w 1 and w 2 . An example of the plot produced is shown in Figure 2 . We find six crossing points for the three contours (excluding the origin). For any of these points to be valid, Re(c 3 c 1 ), Re(c 3 c 2 ), and Re(c 1 c* 2 ) must all be positive at the corresponding point because of equation (14). We find these conditions are satisfied for the two crossing Figure 2 . The values of jn 1 j, jn 2 j, and jn 3 j may then immediately be obtained from equation (14) .
[21] Finally, an expression for the phase angles, q j , j = 1, 2, 3 may be derived from any of the three equations (10) written in the form,
where q = arg(c 3 ), yielding the single relation,
The other two equations of equation (10) also lead to equation (17). (Note also that q = arg(c 3 ) = Àarg(c 1 ) = Àarg(c 2 ).) We find therefore that only one of the three phase angles associated with n 1 , n 2 , and n 3 is determined; the other two are arbitrary. This is consistent with the physics of the situation: the phase q 1 of the primary wave is determined by the origin of the coordinate system and is thus arbitrary. The phase of one of the secondary waves, say q 2 , cannot affect the physics since a given wavefront of the primary wave sees all phases of the secondary wave along its length, as long as k 1 and k 2 are not collinear. A change in q 2 therefore just changes where along the primary wave front a given phase of the secondary wave appears and so is equivalent to a translation of the coordinate system along the length of one of the primary wavefronts. Another way to see this is to note that every constant phase contour in the x-z plane (or, more specifically, constant phase line) of the primary mode intersects every constant phase line of the secondary mode when the directions of propagation of the two modes are not parallel to one another. The origin may be chosen arbitrarily relative to the grid formed by these two sets of mutually intersecting sets of constant phase lines. This renders the values of q 1 and q 2 arbitrary as well, since their definitions are based on the location of the origin relative to these constant phase lines. Once q 1 and q 2 are chosen, however, there is no such freedom for the phase q 3 of the other secondary wave, since now the origin is set. The value of q 3 is thus determined by equation (17).
[22] The form of equations (10) through (13) also allows us to develop an important relationship among the phase velocities of the three waves through a simple calculation. We can rewrite these equations as
where C n e /(jW e jjk 1 jjk 2 j). Summing, we obtain
Taking the real part of this equation, we find
Consequently, we have that
for the three waves in a saturated, steady state. (Note that the fact the w i must be real for a steady state is used here.) This is a special case of the result obtained by Hamza and St.-Maurice [1993b] for the more general, time-dependent case (their equation (27)). The significance of equation (23) is that the mode coupling between any three saturated, sinusoidally varying waves satisfying the resonance condition forces the Doppler-shifted phase velocities of the three waves to be clustered around the sound velocity.
[23] The imaginary component of equation (21) yields the equally interesting relationship,
where, for this one expression, k 3 and w 3 are defined with the opposite sign (k 3 ! Àk 3 , w 3 ! Àw 3 ) so that k 1 + k 2 + k 3 = 0 and w 1 + w 2 + w 3 = 0. This equation tends to force the saturated frequencies toward the elevation-angle-dependent linear frequencies, w lin = k i Á V de0 /(1 + y).
[24] Equations (23) and (24), at first glance, appear to require the saturated waves to satisfy a seemingly contradictory set of conditions. Equation (23) implies that if one of the waves has a phase velocity higher than the sound speed, at least one of the other two waves must be traveling slower than the sound speed. Furthermore, the higher the wave power jn i j 2 of a particular wave relative to the other two waves, the stronger will be its tendency to be traveling with phase velocity close to the sound speed. At the same time, equation (24) requires that if a wave travels at well below the linear velocity, then another must travel faster than it. However, because of the cosine dependence of k i Á V de0 , the linear velocity falls below the sound speed for modes traveling in a direction far from the electron drift direction, permitting the modes to satisfy both requirements at the same time.
[25] The point is illustrated in Figure 3 , for the two threemode cases discussed in detail in the Results section. In both cases, the phase velocities associated with the three modes, as obtained from our solution to the nonlinear dispersion relation, lie both inside and outside the Re(a(w, k)) = 0 and Im(a(w, k)) = 0 contours, corresponding mode phase velocities lying both above and below the sound and linear velocities at their respective elevation angles. This allows both equations (23) and (24) to be satisfied simultaneously. In Figure 3a , we see that the three-mode system defined by k 1 = 2x, k 2 = 4ẑ is an example of how modes whose phase velocities all cluster fairly closely to the sound speed (that is, near the Re(a) = 0 contour) can also lie both inside and outside the Im(a) = 0 contour, thus allowing equation (24) to be satisfied. We note in particular that the phase velocity of the primary mode has slowed to a value below the sound speed, down significantly from the linear phase velocity, V de0 /(1 + y), a phenomenon we also observe in the three-mode simulations described in the next section.
[26] This behavior is consistent with both observation and previous simulations , which report much of the power to be organized around or below the sound speed at all elevation angles. The quadratic dependence of Re(a(w, k)) on w tends to preclude modes of any significant energy from traveling at velocities significantly above the sound speed, as such large phase velocities result in large positive values for Re(a(w, k)) which cannot easily be canceled by other modes with small phase velocities. In Figure 3b , we see it is possible to have phase velocities much larger than the sound speed (mode 2 in the figure) but generally only if the associated mode energy is very low (8.7 Â 10 À4 smaller than the primary mode power for the case shown).
Results
[27] For this paper we have focused most of our attention on the three-wave coupling set shown in Figure 1a , since this is apparently the fundamental mode coupling process involved in the saturation of the Farley-Buneman instability. We ran these mode-coupling simulations with the following parameters, characteristic of the top of the dayside equato- À1 and frequency w lin = 972 s À1 agreeing extremely well with linear theory. (Each lobe in this type of plot corresponds to half an oscillation period.) Starting around t = 0.05 s, energy is coupled into the two secondary modes from the primary mode. Beyond t = 0.09 s, sufficient energy has accumulated in the secondary modes to allow strong coupling among all the modes through the end of the simulation.
[29] The saturated state (t > 0.1 s) produced by this threewave simulation is quite simple. As seen in Figure 4 , all three modes settle down to pure sinusoidal temporal behavior with constant amplitudes: jn k 1 j/n 0 = 0.0451, jn k 2 j/n 0 = 0.0290, and jn k 3 j/n 0 = 0.0186. As is evident from Figure 4 , the primary wave exhibits a significant frequency shift from its linear value down to a value of w 1 = 625 s À1 . This nonlinear frequency corresponds to a slowing of the primary wave phase velocity from its linear value (486 m/s) down to 312 m/s (%À0.89C s ). The frequencies associated with the two secondary modes, w 2 = 1203 s À1 and w 3 = 1827 s À1 , satisfy the resonant relation w 1 + w 2 = w 3 , as expected. The phase velocity associated with the third wave is 408 m/s (%1.17C s ); thus the phase velocities of the three waves bracket the sound speed, as predicted by equation (23). Further, when these densities and frequencies are substituted into equation (23), we find that the equation is satisfied to within 2%.
[30] When our nonlinear dispersion solver is run for this case, we obtain the plot shown in the previous section (Figure 2) . The upper arrow in the plot points to the root corresponding to the saturated state observed in the threewave simulation. The solver predicts values of jw 1 j/(jk 1 jC s ) = 0.89 and jw 2 j/(jk 2 jC s ) = 0.86 implying mode frequencies of w 1 = 621 s À1 and w 2 = 1202 s
À1
, very close to those observed in the simulation. When these values of w 1 and w 2 were used to evaluate the mode amplitudes, we obtained, jn 1 j = 0.045, jn 2 j = 0.029, and jn 3 j = 0.0187, again in excellent agreement with the simulation.
[31] The spatial behavior of the saturated state is similar in a number of ways to the particle simulations of . As depicted in Figure 5 , movies of the simulation show the horizontal propagation of vertical lines of density variations moving at velocities close to the sound speed in the zero-order drift direction (westward), significantly less than the linear phase velocity. Our modecoupling simulation also resembles the particle simulation in that the density variations are observed to move vertically along the primary wave maximum and minimum density wavefronts. In the particle simulations, the density fluctuations move downward on the primary wave density maximum wavefronts and upward on the density minimum wavefronts (in terms of dayside equatorial electrojet references). The three-wave model appears only capable of representing one direction of density perturbation motion, as we discuss further below, so that in this case, we get only downward propagation of the secondary waves.
[32] We also conducted three-wave simulations using wave numbers close to those having the largest amplitude in the particle simulations, k 1 = À6x m À1 and k 2 = À3ẑ m À1 . We find that the simulation does not always find a steady, saturated state for this set of wave numbers. For many initial conditions, the primary wave grows too quickly for stabilization by other modes to take place. Fluid theory predicts a growth rate roughly nine times that expected for the previous simulation, explaining the rapid Figure 4 . jRe(n j )j versus time for (a) the primary mode (j = 1), and (b) and (c) the two secondary modes (j = 2, 3) for the three-wave simulation with k 1 = À2x, k 2 = À4ẑ.
growth. One set of initial conditions that produces a saturated state is (jn k j j = 2 Â 10 9 m 3 ). Even here, the primary mode grows to unrealistic values before mode coupling kicks in. Once the saturated state is reached, it displays reasonable amplitudes and frequencies: jn 1 j = 0.166, jn 2 j = 0.0049, jn 3 j = 0.066, w 1 = 2086 s À1 corresponding to a primary wave phase velocity of 0.996C s , very close to the sound speed, w 2 = À4558 s
, and w 3 = À2467 s
. These saturated state quantities again agree extremely well (the largest error is 2%) with one of the roots obtained from the nonlinear dispersion solver. The snapshot of the mode (Figure 6 ) bears improved resemblance to the saturated state seen in the particle simulations. Not only do the vertical and horizontal wavelengths look more like those in the particle simulations (of course, since they were chosen that way), but also the relative amplitudes of primary and secondary waves appear similar. Checking the quantity À20 log 10 (jn j /n 1 j)/ tan À1 (k zj /k xj ) for each of the secondary modes, we find that for j = 2 and 3, it evaluates to 0.34 and 0.30 dB/degree of elevation, respectively, in agreement with both the particle simulation and radar observations! This agreement must be taken with a large grain of salt, however, since the fact that w 3 is negative means that the corresponding secondary wave is propagating with a horizontal component opposite that of the primary wave. This characteristic does not affect the ability of density fluctuations to move vertically (upward in this case) along forward propagating primary wavefronts (a little thought about the geometry of wavefronts should make this clear), but it does stand in contradiction to radar spectra at obtained at oblique elevation angles, which show little power propagating against the drift direction. It is nevertheless intriguing that even this somewhat strange saturated state contains a primary mode traveling very close to the sound speed. Also of note is the fact that it is possible for one of the secondary modes to be quite small (jn 2 /n 1 j 2 = 8.7 Â 10 À4 ) yet still be capable of stabilizing a primary mode which, in the linear regime, is very unstable.
[33] In the last set of simulations conducted to date, we have attempted to excite both upward and downward propagating secondary modes in the same simulation. We have not seen this as yet in our three-mode simulations, nor in any of the simulations using the set of modes displayed in Figure 1b . We believe that the reason for this is that there are too few modes in these two types of simulations to allow independent development of the upward and downward propagating modes. For example, for the set of modes in Figure 1b , there are wave numbers corresponding to an Figure 6 . Snapshot of the density n(x, z) from the threewave simulation with k 1 = À6x m À1 , k 2 = À3ẑ m À1 taken during the saturation phase. The black arrows depict the westward motion of the primary wavefronts, while the white arrows indicate the generally upward motion of the density fluctuations associated with the secondary waves along the primary wave wavefronts. Red (or lighter shading) represents higher density; blue (or darker shading) corresponds to lower density. Figure 5 . Snapshot of the density n(x, z) from the threewave simulation with k 1 = À2x m À1 , k 2 = À4ẑ m À1 taken during the saturation phase. The black arrows depict the leftward (westward) motion of the primary wavefronts, while the white arrows indicate the downward motion of the high density perturbations associated with the secondary waves along the primary wave wavefronts. Red (or lighter shading) represents higher density; blue (or darker shading) corresponds to lower density.
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OTANI AND OPPENHEIM: SATURATION OF THE FARLEY-BUNEMAN INSTABILITY upward-westward propagating wave and a downward-westward propagating wave. Coupling of energy from the primary mode to these two modes requires the involvement of vertical-upward (0, k z ) and the vertical-downward (0, Àk z ) modes, respectively. However, these last two modes are actually the same mode through the reality condition. The development of upward and downward secondary modes thus interfere with each other. In the simulations we have conducted thus far using the Figure 1b mode set, only one of these secondary modes survives.
[34] We have been able to produce upward and downward secondary modes in the same simulation using the set of modes shown in Figure 1c . We speculate that the presence of the additional modes allows both secondary modes to grow independently. A snapshot of the saturated state for this simulation is shown in Figure 7 . The simulation is no longer characterized by a sinusoidal saturated state; energy is continuously being swapped among the modes. The phase velocity of the primary wave is similarly no longer constant but is still substantially shifted away from its linear value. In the simulation shown in Figure 7 , we found the phase velocity to be 353 ± 38 m/s which is close to the sound speed (349 m/s) and much lower than the phase velocity predicted by linear fluid theory (489 m/s).
Three-Wave Saturation Mechanism
[35] In previous work, we described a mechanism we believe is responsible for the saturation of the FarleyBuneman instability in many of our simulations [Otani and Oppenheim, 1998 ]. In brief, we found that saturation occurs when secondary waves redirect the zero-order electron drifts around peaks in the plasma density, thereby reducing the charge buildup that drives the instability in the primary wave. Figure 8 shows the modified flow field for the k 1 = 2x, k 2 = 4ẑ three-wave mode coupling case. Note that flow through the peaks in the density (shown in red, or lighter shading) is redirected to be largely vertical, with much of the original zero-order westward drift relocated to the horizontal corridors between the density peaks.
[36] We can understand the origin of this modified flow and its effect on charge buildup and wave saturation by examining the nonlinear terms appearing in the quasi-neutrality condition for the primary wave. When equation (4) is applied to the primary mode, we obtain
where v de2 = Àik 2 f 2 Âŷ/B 0 and v de3 = Àik 3 f 3 Âŷ/B 0 are the the E Â B drifts associated with modes 2 and 3, respectively. It is well-known that the term involving the zero-order drifts, V De and u i0 , appearing in equation (25), drives the Farley-Buneman instability. A two-stream instability occurs because the highly collisional ions drift slowly parallel to E 0 while the highly magnetized electrons drift largely perpendicular to B 0 . Since the zero-order ion drift, u i0 , is small, we can interpret this term as an electron advective term, " nV De Á rn 1 , which tends to transport charge from the trailing to the leading edges of the density perturbation peaks associated with the primary wave. This then sets up a perturbed electric field which accelerates the ions. Owing to their considerable inertia, the ions overshoot Figure 7 . Snapshot of the density n(x, z) from a mode coupling simulation exhibiting both upward and downward propagating secondary waves. The mode set depicted in Figure 1c was used with k 1 = 4x m À1 and k 2 = 6ẑ m
À1
. The black arrows show the direction of propagation of the primary wavefronts and the white arrows show the propagation direction of selected secondary wave density fluctuations. In general, the higher density fluctuations (appearing lighter, or red in the plot) travel downwards, while the lower density areas (darker, or blue) travel up. . Red (or lighter shading) represents higher density regions; purple (or darker shading) designates low density areas. The total E Â B flow field is also shown. the point of peak fields, causing the density enhancement to grow.
[37] Figure 9a illustrates the electron flow effects by showing the primary wave density n 1 , the zero-order westward E Â B drift, V De , and the advective term V De Á rn associated with the primary wave. Negative values of V De Á rn in a given region imply that the flow is from higher density to lower; thus more electrons are flowing into the region with velocity V De than are flowing out, creating a net deposition of negative charge in the region, as indicated by the minus signs in the figure. A similar statement is true of the net positively charged regions. There is thus the tendency of the zero-order electron drift to charge the leading edges of the primary wave density peaks negative and the trailing edges positive.
[38] Saturation of the Farley-Buneman instability in this three-mode coupling scenario occurs when the secondary modes couple to create their own charge transport mechanism that partially counteracts the destabilizing transport of charge generated by the primary wave. The secondary wave charge transport occurs through a process not unlike that used by the primary wave. Figure 9b illustrates the point.
Here we see the effect of the mode 2 E Â B drifts (indicated by the arrows) on the density peaks belonging to mode 3 (represented by the diagonal colored or shaded stripes). The advection of electrons, v de2 Á rn 3 , created by this effect, localizes itself to the leading and trailing edges of the mode 3 density peaks. Each edge is residence to both positive and negative charge buildups due to this term because of the alternation of direction of v de2 along the edge. We observe, however, that the regions of like charge buildup do line up vertically. We see a similar effect in Figure 9c , which illustrates the charge buildup that results from mode 3 E Â B advection through mode 2 density wave perturbations. Figure 9 . Plots of the plasma density (shown as gradations of color), electron E Â B flow (arrows), and E Â B electron advection (colored contours) for selected modes. The positive and negative signs indicate the polarity of the electron advection quantity at selected locations. Red, orange, and/or yellow coloration (or lighter shades) correspond to positive polarity for the corresponding quantity. Blue (or darker shades) represents negative polarity. (a) The zero-order westward drift V de , the primary wave plasma density n 1 , and the resulting charge deposition due to electron advection V de Á rn 1 . (b) Mode 2 E Â B drift v de2 , the mode 3 density n 3 , and the resulting charge buildup, v de2 Á rn 3 . (c) Mode 3 E Â B drift, v de3 , the mode 2 density n 2 , and the charge deposition due to advection, v de3 Á r n 2 . (d) Sum of the mode drifts, density and advective terms from Figures 9b and 9c. (Note that the color scales, arrow lengths, and spacings between contour levels are chosen for visual clarity; thus comparisons of magnitudes of the plotted quantities between panels should not be made.) Figures 9b and 9c) , we find a reinforcement of the vertical arrangement of like charge buildups, as illustrated in Figure 9d . We note also that the E Â B flow pattern is as one might expect, namely, there is flow against the zero-order E Â B drift, V de , in the regions of positive density perturbations, thus tending to neutralize the zero-order flow there, while the flow augments the zero-order flow in negative density perturbation regions. This is consistent with the reorganization of flow around density peaks we have observed during saturation, described earlier.
[40] When we compare the vertically aligned charge buildup produced by the effect of secondary wave coupling (Figure 9d ) to that which accompanies the primary wave (Figure 9a ), we observe that they are out of phase. Thus the action of electron advection within the process of secondary wave coupling leads to a charge buildup which tends to cancel the effects of the destabilizing zero-order electron drift on the primary wave. It is this effect, we believe, that saturates the Farley-Buneman instability in the primary wave.
Discussion
[41] We have been attempting to formulate a saturation mechanism for the Farley-Buneman instability by studying the mode-coupling behavior of a small number of modes using a two-fluid description of the problem. A three-mode simulation in particular has reproduced many of the features characterizing saturation as exhibited by particle simulations of the instability. These include (1) reduction of the primary wave phase velocity to a value close to the sound speed, (2) development of secondary waves which travel vertically up and down the density crests and troughs of the primary wave, and (3) saturation of the primary wave at amplitudes commensurate with those observed in the particle simulations and in experiments (typically dn/n 0 = 5%).
[42] The most important challenge facing this theory is explaining how it fits into existing theories which consider the entire array of modes present in both the simulation and in the electrojet. Such an explanation is critical in view of the strongly coupled nature of the problem. In particular, we do not claim that any individual three-wave process of the type described here can stand alone, independently of other such processes. Indeed, we have already described how the addition of a few extra modes can strongly modify the detailed behavior of the system. We also find that the not every combination of k 1 and k 2 ends in a steady state configuration; many grow to unphysical values for the densities, rendering the simulation invalid. These situations may also arise because these fluid simulations do not include the effect of ion Landau damping, without which short wavelength modes may be expected to grow rapidly and without bound.
[43] Despite these limitations, we feel the similarity of our simple system to the particle simulations and to observations is quite compelling. At present, we see two possible explanations for the correspondence. Either the larger system, being composed of these basic three-wave interactions, inherits some of its character from these interactions or there is some sense in which the system as a whole behaves like a giant three-wave coupling process. An argument along both fronts might proceed in the following manner. We first note that there are in general several linearly unstable primary waves, all traveling roughly in the direction of the electron drift. We do not need to worry about interaction of the primary waves among themselves because their propagation vectors are nearly parallel, so the cross-product appearing in the nonlinear term is nearly zero. We can therefore consider one primary wave at a time. For the given primary wave, there will be many pairs of secondary waves with which to couple. We would like to show that the two nonlinear terms contributed by each pair is stabilizing for the primary wave. We are optimistic that such a theorem can be found, since, physically, if the local approximation were applicable, the electric field produced by the propagation of secondary waves should oppose the wave electric field of the primary wave. Finally, we are confronted with the problem that these secondary waves are simultaneously being fed energy from other primary waves, possibly modifying their phases, which could cripple or render inoperative the three-wave stabilizing mechanism. Here we might be able to rely on the universality of the sound speed as the phase velocity for all the primary waves. The particle simulations further show that the primary waves are fairly coherent; thus we can expect coherence among the primary wave phases as well. This we expect to translate into order among the phases associated with the many secondary wave frequencies we expect to be present through the frequency resonant conditions of the form w 1 + w 2 = w 3 . All of this is, of course, just an outline of how we might establish a relation between our simple mode coupling picture and the actual situation and is not meant at this stage to be rigorous in any way.
[44] This type of approach should also allow us to compare our theories to those based in the theories of strongly turbulent systems [e.g., St.-Maurice, 1993b, 1993a] . We can, in particular, compare our statistical assumptions. Our theory, as just outlined, is likely to contain substantial order and thus may disagree with assumptions made in other theories. Since our theory is being guided by the results of the particle simulations, we expect our statistical models to be an improvement on existing strongly turbulent theories, reflecting more accurately the statistics and the underlying physics actually involved.
[45] We should also be able to argue that our theory is an improvement on weakly turbulent theories such as those advanced by Sahr and Farley [1995] , since we solve for the nonlinear frequencies together with the mode amplitudes, instead of assuming the frequencies retain their linear values. Our theory is thus strongly turbulent in this sense. We hasten to add, however, that with the assumption of strong turbulence comes the responsibility of dealing with the interference presented by other modes to the three-wave coupling process, as described above.
[46] A number of additional questions remain. One characteristic of the saturated state seen in the particle simulation is the ''turning of the primary waves''; that is, the changing of their propagating direction away from the direction of electron drift. We might be able to study this behavior indirectly by running the three-mode model with a primary wave direction not aligned with the zero-order drift. If the primary wave amplitude at saturation is higher in this case, we can argue that in the actual saturated state, waves appear to turn in that direction because linear waves originally traveling in that direction grow to larger amplitudes than those propagating in the drift direction. This possibility is further supported by recent simulations and theory , which suggest that when ion thermal effects are taken into account, linear growth rates are highest for modes propagating at an angle relative to the main drift direction.
[47] We might also ask, mathematically, why is it that the saturated primary wave always travels near the sound velocity? What determines whether upward or downward secondary waves appear? For what sets of waves and/or plasma parameters do we get the largest wave amplitudes? Does this match with particle simulations and observations? These are all questions that deserve future examination.
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