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ABSTRACT
In this research a finite element analysis program was developed for the modelling of general
compressible Euler flows. An explicit Taylor-Galerkin algorithm was used as the flow solver and
was used in conjunction with a flux-corrected transport algorithm in order to obtain high shock
resolution without numerical oscillations and overshoots. 'The solver was applied to two and three
dimensional geometries. An axisymmetric extension of the Taylor Gfl.lel'ki~ algorithm was also
developed.
For the two dimensional code, a fully automatic 111-.:shgenerator was implemented which was able
to generate meshes for completely arbitrary geometries, as well as an adaptive refinement algorithm
which pe :0008 an error analysis on the solution and refines and coarsens the mesh appropriately
in order to maintain an optimal mesh resolution. T!~eautomatic mesh generator dramatically reduced
problem setup time and the adaptive refinement algorithm reduced compllter time by up to 90%"
A number of test cases were performed covering a wide range of compressible flows including
steady and unsteady flows in air, using the ideal gas model, and shocks in liquids, using the Tait
model. Within the limitations of the inviscid and real gas assumptions made, accurate results were
obtained,
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1. INTRODUCTION
The purpose of this research was to develop a computational fluid dynamics (cfd) program for the
modelling of compressible fluid flows. Incompressible flows are not considered in this work as
fundamentally different approaches are generally taken in their analysis.
The major criteria of this research was that of generality. The program to be developed had to be
a general purpose tool that could be used to model an as wide range of compressible flow problems
as possible. It was to be applied to both steady flow applications, as typical in high speed
aerodynamics, and unsteady flows, as typical in explosive phenomena. All types of geometries, two
dimensional, three dimensional and axisymmetric, were to be modelled. One of the most important
criteria was that the code had to easily be able to handle completely arbitrary flow geometries.
possibly with curved and interior boundaries, that is with holes in the domain. This criteria arose as
many existing codes have difficulty handling complex geometries due to the fact that these schemes
are based on structured grids which do not readily accommodate arbitrarily complex flow domains.
A fairly unique application that was also of interest was that of modelling shark wave phenomena
in liquids'". Liquids are usually modelled as being incompressible but liquid shock wave phenomena
are the result of the compressibility effects of the liquid and hence in this cast! have to be taken into
account, The program therefore needed to be; able to model different mediums, requiring the use of
different equations of state. Tvpioally gases are modelled using an ideal gas equation of state and
compressible liquids are rno .•'.;,j.·;d using the Tait equation of state",
As it would not be practical in the context of this work to develop a code that could handle every
possible compressible flow situation, certain limitations were made. The most fundamental
assumption made was that viscous effects would be neglected, that is, the fHOW is inviscid. This is
a widely used assumption when modelling compressible flows mainly because viscous effects tend
to play a less dominant role th8.11in incompressible flows. This is especially the case in highly
transient problems where boundary layers and viscous vortices do not have sufficient time to
develop. Another simplification made for modelling air flows is the assumption of ideal gas
behaviour. Gases at higher pressures and temperatures tend to deviate from ideal gas behaviour, at
which point some form of real gas model would be more appropriate.
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The equations that describe the above invise ."uressible flow problems and hence for this work
need to be solved, are the compressible Euler equations.
1.1 Numerical Solution Schemes
There are a wide variety of schemes available for solving the compressible Euler equations. A brief
review of some of the families of techniques is given below.
Finite difference methods were at one time the most widely used schemes and due to their simplicity
arc .still popular. These are structured schemes based on an orthogonal grid of points. Typically.
central difference approximations are used to approximate the space derivatives and a Taylor series
used to approximate the time derivatives. Scheme; include those of Macflormack 3, which was the
Ii standard scheme during the 1970s, and the more modem implicit scheme of Beam and Warming",
Finite difference methods, primarily due to their orthogonal IJrid structure, are relatively simple to
implement aDQ. generally computationally efficient. Their main limitation, which is also due to their
orthogonal grid structure, is their inflexibility in accommodating complex geometries.
Finite volume schemes" are unstructured schemes which are based on a mesh consisting of triangular
or quadrilateral cells in two dimensions and tetrahedral or hexahedral cells in three dimensions. With
this approach the conservation laws in integral formulation, that is, in the form of the Reynold's
transport theorem, are discretised directly into physical space. These schemes to 'lome extent involve
a more physical interpretation of the compressible Euler equations as opposed to a purely
mathematical approach. Typically the flow variables are approximated within each cell by a constant
or linear discontinuous interpolation while fluxes are evaluated on the boundaries of the cells.
Spectral methods" are highly regarded for their ability to resolve fine flow features and are frequently
applied to incompressible flow problems involving flow instability and turbulence. These are high
order methods which usually use a Fourier trigonometric or Chebyshev polynomial series to
represent the solution. Their application to compressible flow problems have been limited primarily
due to their poor resolution of discon: lnuities, Improving this is a current field of research 7 but these
techniques have not yet reached the stage of development where they could be considered as a
practical method for solving general compressible flow problems.
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Finite element schemes" are unstructured schemes originally developed for structural analysis and
later applied to general field problems. Essentially the domain is divided into discrete elements, as
ill the finite volume case, with the flow variables being approximated by an interpolation polynomial
within 2ach element, typically for compressible flow calculations a linear interpolation is used,
thGi~h for other types of problems higher order interpolations are normal. The differential equations
arc then cast into 2 weighted residual or variational form. Major advantages of finite element
schemes are their ability to accommodate complex geometries and their natural handling of boundary
conditions, both of which are frequently problems in other approaches. The finite element approach
has to a large extent become the de facto standard for modelling problems in structural mechanics
and is becoming increasingly popular in fluid mechanics.
'I Structured schemes can be applied to complex geometries through various methods. One technique
is to coverJh,~,.""holeregion with a grid and then to delete sections of the grid which fan outside the
flow domain. Difficulties then arise with cells that lie on the boundary and must then be only
partially deleted", Another approach is to subdivide the rlomain into blocks, possibly curved and
distorted if necessary, and then mapping the struct.ured grid into each block. This is typically referred
to as domain decomposition or block structuring". Examples of domain decomposition schemes
include spectral element schemes 11, which are based on the spectral methods described above, ad
chimera overset schemes" where different blocks, instead of having to be adjacent to each other, are
allowed to overlap. A third approach is to derive the scheme in terms of generalised orthogonal
coordinates" which are more readily adapted to curved boundaries than rectilinear coordinates.
\Vhile it is possible to apply structured schemes to model arbitrarily complex geometries, using these
schemes in this context can be complicated and tedious. Further development in structured schemes
\
are necessary if they are to become widely used for complex geometry problems In order to avoid
these difficulties it was decided to use an unstructured scheme as the basis for this program. Both
finite volume and finite element schemes, both being unstructured schemes, were therefore
considered as possible candidates for implementation. Both schemes appear equally competent in
modelling compressible flows and both approaches could have equally well fulfilled the criteria of
this research. The finite element method tends to be a more mathematical approach whereas the
finite volume method could be regarded as a more engineering type approach, The finis- element
scheme was chosen but this would have to be regarded largely as a decision based on personal
preference rather than any strictly objective criterion.
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There are three main families of finite element schemes that have been applied to compressible
flows, least squares", Streamline Upwind Petrov Galerkin (SUPGYS.16 and Taylor-Galerkln"?'
sf!hemes. \Vhiie all of these are applicable to both transient and steady flows there has been very
little research on the ~pplication of least squares and SUPG methods to transient flows. The Taylor-
Galerkin me~od has been applied extensively to both steady and unsteady flows and it was on this
basis that ·\c it was chosen. An existing axisymmetric version of the Taylor-Galerkin algorithm was
not found so an axisymmetric extension of this algorithm is derived in this work.
One of the bigges .roblems encountered in virtually all numerical schemes when modelling
compressible flows, is the existence of numerical instabilities and overshoots in the presence of
discontinuities, for example shock waves and contact discontinuities, in the solution which eventually
o cause the entire solution to become unstable. These instabilities are typically stabilised by adding
41ficial viscosity or diffusion to the solution, resulting in the discontinuity being smeared over
'several elements. In order to maintain stability while maintaining high shock resolution the Taylor
Galerkin algorithm is used in conjunction with a flux-corrected transport (FCT) algorithm 22.2$.
Another choice that needed to be made was whether to use either an explicit or implicit
implementation of the algorithm. For a single time step, explicit implementations are by far more
efficient but are subject to a very stringent stability criterion which limits the magnitude of the time
step that can be used. This criterion is based on limiting the distance any wave can propagate to
some proportion of the smallest mesh interval, essentially a wave must not be able to jump over any
clement during a time step. Implicit implementations require the solution of a matrix system of
equations and are therefore computationally more expensive, but the restriction on the size of the
timestep is removed. Certainly in highly transient problems, due to the rapid change ;,1 the solution
with respect 10 time, in order to maintain time accuracy a very small time step would nave to be
used anyway, so the stability criterion is not a serious restriction. When using the algorithm tv time
step the solution to steady state the restriction is more limiting but not seriously so as high speed
flows tend to converge rapidly to steady state. The areas where explicit algorithms would be
seriously limiting would be in the handling of viscous flows where viscous boundary Layers and
vortices take some tir 0 develop and a stability criterion based on wave propagation speeds would
be totally inappropriate, Implicit implementations of the Taylor-Galerkin algorithm do exist", but
for the Euler flows 'iat were to he modelled an explicit algorithm was considered to be more
appropriate.
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1.2 Mesh Generatien
All numerical schemes require some form of grid or mesh to cover the geometry. The Taylor-
Galerkin scheme implemented uses a triangular mesh in two dimensions and a tetrahedral mesh in
three dimensions. This is not a fundamental requirement as it is possible to use quadrilateral and
hexahedral elements. Manual and semi-automatic methods of generation of the finite element mesh
is time consuming and tedious creating difficulties similar to that encountered when using structured
schemes. The most common method of mesh generation is the use of parametric mapping
teclmiques29-3o • This requires the user to divide the flow domain into arbitrarily shaped quadrilateral
(two dimensional) or hexahedral (three dimensional) blocks which the mesh generator then
subdivides into finite elements. However if this approach is used, not only is it time consuming for
the analyst setting up the problem to subdivide the domain into blocks, but then the justification ef
using an unstructured scheme i3 lost as a structured mesh could then just as well be used within each
of the quadrilateral/hexahedron blocks.
It would however be desirable for the analyst just to define the boundaries of the domain and for
the mesh generator to automatically generate the triangular mesh. Two approaches used to do this
are Delauney triangulation" and the advancing front method32-13 which have both been applied' to
the generation of triangular and tetrahedral meshes, Delauney triangulation requires an cxjstin~ set
of nodal coordinates which it then triangulates. The advancing front technique generates nodes and
elements simultaneously which eliminates the need for a separate algorithm for the creation of nodal
points. The advancing front algorithm has also been widely used for the creating meshes for
compressible flow problems and to the Taylor-Galerkin method in particular and was chosen on this
basis. This does not mean to imply however that Delauney triangulation is inappropriate for these
type of problems.
Automatic mesh generation was only applied here to the generation of two dimensional triangular
meshes. Although three dimensional versions of these mesh generators do el[isfo,31 which generate
tetrahedral elements, they were not implemented in this work. Instead tile parametric mapping
approach described in Zienkiewicz '?" was used to generate the three dimensional tetrahedral meshes.
This was chos=n purely on the basis that it is easier to implement as it does not appear to have any
other advantages.
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1.3 Solution Adaptive Meshes
If a computationally efficient algorithm is wanted, having optimal mesh resolution becomes
necessary. The mesh needs to be finer in areas of rapid changes in flow variables and ideally coarser
elsewhere. If the mesh is not fine enough in areas with features with steep gradients, these features
will not be adequately resolved. if the mesh is too fine in areas where the flow is smooth, that is
where gradients are small, a lot of computational effort is wasted on the excess elements. In general
for these types of problems it is impractical for the analyst to try to create and maintain an optimal
mesh. In addition, with transient problems where the solution changes continually no single optimal
mesh exists. Typically t]~.;:usual approach is to use a uniformly fine mesh over the whole domain,
in an attempt to obtain the desired accuracy, despite the fact that this is computationally expensive.
The general approach behind solut. 'n adaptive meshes is for the computer to determine the optimal
mesh resolution and to automatically adapt the mesh accordingly every few time steps. The optimal
resolution is determined from an error analysis that is performed on the solution at the current time
step. There are two main approaches of adapting the mesh. One is to use the automatic mesh
generator which created the initial mesh to remesh the domain 20,33-34, with the size of each element
created being calculated based on the error on the previous mesh. The other approach is the adaptive
refinement" approach which refines the mesh by subdividing existing elements into smaller elements
and possibly coarsening it again at a later stage. A third possible, though not widely used, approach,
is the r refinement method" where a mesh is stretched and distorted, without increasing the number
of elements or nodes or the way they are connected, In an attempt to create an optimal mesh
distribution. This approach however has not proven to be very flexible.
The computational expense in regenerating the entire mesh is considerably higher than subdividing
elements in the initial mesh into smaller elements. Though implementations of automatic mesh
regeneration have been developed specifically for transient problems " where only the appropriate
sections of the mesh are regenerated, it has problems with accurately interpolating the solution from
the old to the new mesh, Automatic mesh regeneration however has been very successfully used in
steady flow problems when the mesh is only regenerated a few times and as only the converged
solution is of interest, loss of accuracy in interpolating the solution between the old and the new
meshes is not serious. Adaptive refinement techniques, however, are fast and have been demonstrated
to work well with both transient and steady flows. Ole adaptive refinement algorithm of Lohner"
6
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was chosen having successfully been applied to similar flow problems to thdse which were· of
interest here.
Using an automatic mesh generator in conjunction with some form of automatically adaptive mesh
has the advantage of reducing the analysts role in the solution process, Ideally, the analyst should.,
only need to supply t"~minimum information necessary to define the problem, with the computer
handling tb~ meshing and solution details. This approach, essentially treating the solver as a 'black
box"; into v'hich a problem is put and a solution obtained without further intervention by the analyst,
is taken with the two dimensional code implemented in this work.
1.4 Thesis outline
The topics in this thesis are dealt with in the same general order that they are treated in this
introduction. In chapter 2 the Taylor-Galerkin algorithm is described and its extension to
axisymmetric flows and liquid shocks derived. The advancing front automatic mesh generator is
described in chapter 3 and the adaptive refinement algorithm in chapter 4. Algorithm logic is
emphasized and programming details minimised in these chapters, Comparisons of numerical results
with analytical ard experimental results are performed ill chapter 5 where the application of the finite
element code to general flow problems is also demonstrated. In Appendix; A, all the finite element
equations used in the program are integrated and expanded into full matrix form. In appendix B,
auxiliary algorithms such as contour plotting and three dimensional viewing are described.
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2. FINITE ELEMENT SOLVER
2.1 Introduction
The finite element solver used in this work is an explicit Taylor-Galerkin procedure originally
developed for convective transport problems by Donea" and extended to non-linear hyperbolic
equation systems by Lohner, Morgan and Zienkiewicz" who later applied it specifically to
compressible Euler flOWS19• A slightly modified version of the Teylor-Galerkin algorithm was applied
to three dimensional compressible Euler problems in Peraire et aFo. which is the implementation
used here for both the two and three dimensional problems. An implicit version of the Taylor-
Galerkin algorithm is described in Hassan et al".
The basic approach of the Taylor-Galerkin algorithm is to discretise the hyperbolic equation system
in space using a Galerkin weighted residual procedure and to discretise the equations in time using
a second order Taylor series. In the implementation of Peraire et a119 used here, the Taylor series is
replaced by a central difference approximation, however the effective change in the algorithm is
minimal and it is still regarded as a member of the Taylor-Galerkin family of algorithms.
In this chapter the Taylor-Galerkin procedure is derived and extended to deal with axisymmetric
flows. The use of the procedure in conjunction with the Tait equation of state is also described. The
Taylor-Galerkin scheme, like all high order schemes, will experience Gibbs like ')scillations and
overshoots in the vicinity of discontinuities. It is therefore used in conjunction with a flux-corrected
transport (FCT) algorithm 22-2& which is used to stabilise the solution in the vicinity of shocks while
still obtaining high shock resolution.
In appendix A all the finite element equations in this chapter are integrated and expanded into full
matrix form.
2.2 The Compressible Euler Equations
The compressible Euler equations for inviscid cumpressible flow in three dimensions, a hyperbolic
system of equations, can be expressed in conservation form, using the summation convention, as
follows
i=l, 2, 3 'r\. J
where x, is the coordinate direction and
r p 1
IPUl
U = IPUz
PU3
lpe
PUj 1
PUtUj + pOli
Fi = pU2ltj + pa2i
pU3Uj + p03i
ui(pe + p) J
(2)
where 0 is the KrOIH:c~r delta, uJ • U2 and U3 are the fluid velocities in each coordinate direction,
p is the pressure, p the density and e the specific internal energy. The first row in the above system
of equations is the conservat ....m of mass equation, the next three rows are the conservation of
momentum equations for each coordinate direction. and the last row is the conservation of energy
equation. U is the vector of conservation variables for which the system is solved. The two
dimensional Euler equations are obtained simply by leaving out the third momentum equation and
summing i from 1 to 2.
The above set of equations is completed by an equation of state, from wh'eh the pressure (P) in the
conservation of momentum and energy equations is calculated.
2.2.1 Equations of state
For compressible flows in air, the isentropic equation of state for a ideal gas is
(3)
where "I is the ratio of specific heats ("I = 1.4 for air). The ideal gas equation of state can also be
expressed as
p = pRT (4)
9
which for use with the compressible Euler equations in the above form is more
appropriately expressed in terms of the conservation variables as follows
p ::.(y - i)p(e - .!.u.u.)2 I I (5)
The isentropic equation of state for liquids can he written in the following form known as the Tait
equation of state'",
(6)
where Band yare empirically determined constants. It must be noted that y is no longer the ratio
of specific heats as in (3). It can be seen that the Tait equation of state (6) is obtained from the
perfect gas equation of state (3) by replacing p by p' defined below
»'> p + B (7)
In essence the Tait equation is obtained by adding an offset pressure (B) to the ideal gas equations.
The Tait equation is therefore assuming that a liquid behaves like an ideal gas at very high pressure.
This substitution can be made in any equations derived using the perfect gas equation of state to
convert them to Tait equation models.
Equation (5) then becomes
(8)
By using the equation of state in the above form, all the substitutions for pressure are automatically
performed in the Euler equations. It is therefore possible to perform simulations using the Tait
equation without making any modification to any of the equations or the solver as long as the initial
conditions are calculated appropriately.
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2.3 Finite Element Dlseretlsatien
The finite element discretisation of the above system will now be described. Equation (1) is cast in
a Galerkin weighted residual form"
1: (aU BF.\_'_. + __ l IN. dO c:= 0u, at ax;,1 J
(9)
where the. integrations are performed over the element area and Nj are the finite element shape
functions, which in Galerkin formulations are also used as the weighting functions. Applying the
Gauss divergence theorem to (9) :
3-l'r aN.r ...;:::...NJ dO ;:::r F.--l. dO. - r r« MdI:Jo at Jo lax. JT I ('J
I
(10)
where the integrations over r are performed over the boundary and n, is the unit outward normal to
the boundary. From here on, the following finite element interpolations are used for U and Fj
U = Ul"t' (11)
Substituting these into (10) :
(12)
where Mjk , the consistent mass matrix, is defined as
(13)
A central difference approximation is then applied to the time derivative. In previous versions of this
algorithm":", a second order Taylor expansion was used instead.
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(14)
The consequence of this central difference approximation is that the fluxes now need to be evaluated
at time n+l/2. For this to be done, an approximation to the solution at time n+1/2 needs to be
evaluated. The following approximation to OU, the half timestep solution, is obtained by substituting
the partial derivatives of U in equation (1) with differentials.
(15)
where OUe is constant ac10SSeach element and discontinuous between elements. A piecewise linear
discontinuous approximation to Un+1I2 is then obtained as follows
(~6)
The values for the fluxes to be substituted into equation (14) are calculated using the above value:
(17)
This implementation of the Taylor-Galerkin procedure is referred to as a two step algorithm, since
the solution is obtained in two main steps, first an approximation of the solution at time n+1/2 and
then the evaluation of equation (14) which will give the solution at time n+ 1.
Once all the integrations have been performed, equation (14) can be assembled in the following
matrix form :
(18)
This being a fully explicit algorithm, this system is never assembled to create a full matrix equation
system but is solved explicitly and iteratively as follows
12
\(MT)/3.U; = (E {RHSe - fMc - MJr:,~,l];-l»)j (19)
where r is the iteration number with Ull = 0, subscript j represents assembled nodal quantities and
subscript e represents unassembled element quantities, the so called element contributions which are
referred to tater in the flux-corrected transport algorithm. ML is the lumped mass matrix which is
obtained by summing up each row of the consistent mass matrix and assigning this value to the
diagonal. Essentially the element contributions are calculated on an element by element basis
(represented b_y the right hand side of the above equation) and then assembled into the solution
-;;.::.:"
. vector. This process is repeated for each iteration. Three iterations are performed when time accurate
solutions are needed for transient problems but when only the steady state solution is of interest, only
one iteration needs to be performed.
'1 '2.4 Axisymmetric Implementation
'in cases where both the domain geometry and the flow conditions are axisymmetric it is convenient
to represent this essentially three dimensional situation in two dimensions by only modelling a plane
through the axis of symmetry. It must be emphasized that the axisymmetric assumption can only be
used when the flow is also axisymmetric as an axisymmetric geometry can have non axisymmetric
flow conditions, for example, a cone inclined at an angle to the flow. It is then necessary to add a
source term to the Euler equations to compensate for three dimensional effects, essentially as the
fluid flows outward axially the expansion of the flow must be taken into account. An axisymmetric
implementation of the Taylor-Galerkin algorithm was not found, but fortunately it is easy to modify
it to accommodate extra terms in the hyperbolic equation system. The axisymmetric! form (If
equation (1) is written
(20)
where
13
r p-v ",i ,!!,
!S 11 pvu (21)- __ trl pv2 Iitl'(pe -t, p)j
in the above essentially 2D set of equations the x axis is the axis of symmetry and the y axis is used
t;" the radial axis and v is the fluid velocity in the radial direction. As can be seen above, the source
term is only non zero when the radial velocity is non zero. The source term is also inversely
proportional to the distance from the radius. The finite element formulation follows similarly to
before. Applying the Galerkia weighted residual formulation to (20) gives
(au. sr,> )f -- + - - S N. dO. = 0
)0\ at dxt J
(22)
Applying the Gauss divergence theorem gives
(23)
The derivations follow similarly to those in section 2.3, the axisymmetric form of equation (14) then
being
(24)
The axisymmetric version of (15), the first step of the algorithm, is then
1 (aFi )oU = --At -- - S
e 2 ox
l
(25)
The rest of the algorithm proceeds as before to the two dimensional implementation. Using the above
formulation, axisymmetric geometries can be treated as two dimensional geometries with the x axis
being used as the axis of symmetry and the y axis as the radial direction.
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2,5 Stability Criterion
This algorithm, being fully explicit, will be subj~dt:'io a Courant type stability criterion" which limits
the allowable tlmestep, preventing the solution from.becoming unstable. Thir stability criterion
effectively limits the distance over which a wave can prop~~~ during any time step. The folIow!?~-
« " i/
equation must be satisfied tor every element for stability : II
(26)
where h, is t~e smallest side length of an element and B is a safety factor which is normally set to
&.4 fer transient problems and 0.9 for steady 'state problems. It is possible, particularly during
transient problems for flow conditions to change resulting inchanges in the stability of the solution.
It is therefore appropriate to regularly calculate the timestep throughout the simulation. This is
o
usually done every five timesteps after the mesh has been adapted.
I_\
2.6 Boundary conditio,:4
In this algorithm the boundary conditions are applied in a weak form through the boundary integral
'i';
of (14).<The effect of the boundary integral is to COli, •.dn the flow variables on the boundary to the
values specified by tp+1I2 calculated in the first step. The value of Un+1I2 used in the integral is
corrected for solid boundaries by applying a linearised characteristics analysis!",
At a solid wall the normal velocity is prescribed to be zero. The characteristics analysis provides the
following predictions for pressure and density at a solid wall :
(27)
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':~;ubscriptsnand t represent normal and tangential directions respectively and subscripts p and c
represent predicted and corrected values respectively. For free boundaries used for inflow and
outflow, no modification is made to the value obtained for UnHI2 from (16). If it is desired for a
boundary to be constrained, it is only necessary to assign the appropriate values for Un+1/2• Note that
the modified values of lju+1I2 are only used in the boundary integral.
" The Taylcr-Galerkin algorithm, like most numerical schemes, has difficulty in the vicinity of
discontinuities in' the solution. Typically overshoots and oscillations will develop at the
di8C(lntlnuiti~s eventually causing the solution to become unstable and break. down. The traditional
approach .af dealing with this is to add diffusion or artificial viscosity to stabilise the solution, 111is
is effective but has the effect of smearing the discontinuity over about 6 to 9 dements. One approach
II11stabilising the solution while still maintaining high shock resolution is the flux ..corrected transport
(FC1}31gorithm originally delieloped by Boris and Book22-z4 and multi-dimensionalised by Zalesak".
It was applied to finite element computations in Erlebacher" and Parrot and Christie". It was further
developed by Lohner (;t a128 whose version is applied here.
The principle behind the flux-corrected transport algorithm is to combine two numerical schemes,
a low,> -der scheme (of which Godunov's scheme is a classic example) which has no numerical
i '.
overshoots or oscillations but a smeared shock, and a high order scheme with a high shock
reslt,/"--Y, ::'ut with numerical oscillations and overshoots in the solution. The combination is
.'-..~. :
performed in such ~ Naj that where numerical oscillations occur in the, high order solution the
combination is biased towards the low order solut.on but elsewhere the combination is biased
towards the high order solution. Essentially the diffused low order solution is only used to the extent
that is necessary to stabilise the solution. The logic by which it predicts a numerical oscillation is
by presuming that any oscillation in the high order solution that is not in the low order solution or
in the solution at the previous timestep (U") is numerical. The flux-corrected transport algorithm is
able to capture a shock within two elements without numerical overshoots.
The high order scheme is simply the Taylor-Galerkin scheme described above and the low order
scheme is essentially the same scheme only using a lumped mass matrix when solving the matrix
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equations and with diffusion added. The low order solution therefore does not accurately resolve
disccntinuities but this is compensated by the high order scheme.
2.;.1 The low order scheme
The low order Taylor ..Galerkin scr/eme used by Lohner" is expressed as follows
M~,~Vl ~ RHS + DIFF /
\ \ .:)1
'!
/
where lJl is the low OI:a~rs&utioll and/1
/;
//
II
DIFF = .cJMc IMJUn. ;//
1
t /
J !
wherel~r\ is tife diffusion coefficient. The low order solution can then be calculated as follows
l' ~ /1
,1;/ /"
/i l/
illlf := /M1)/<L, (RHS + ca-{Mc - MJeU/)j
1;/ ~
/I
'I
Ii
(,
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In ,{eraire et afo a slightly more sophisticated diffusion model is used
{r
(2S)
(29)
(30)
(31)
where S, is the average value of the nodal values Sj (calculated below) for each element (S, and S,
being unrelated to S, the source term used earlier).
IE (Me - MJpt II
St = _...;.C __ • _
(E I(Me - MUe », Di
e
(33)
Sj represents the degree to which the nodal value represents a local extremum and varies between
o and 1. The main difference between these two diffusion models is that the factor S, has the effect
of concentrating the diffusion at extrema i'"'\ the solution and limiting it elsewhere. It can be regarded
as a diffusion limiter. However as this model is used in conjunction with a FeT algorithm which in
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effect remove excess diffusion this factor would presumably be redundant. Both these models were
tested with the FCT algorithm and no difference hi solution was observed. As the first diffusion
model is computationally quicker it wae used for all the tests done in this work. However if a FCT
algorithm was not being used and diffusion was used on its own to stabilise the shock without being
used in conjunction with a high resolution scheme, the second model would give better shock
resolution ..
in this work, a diffusion coefficient value of Cd :::.: i.5 was used. The value (;:;;;:dis not critical as
long as it is sufficient to suppress numerical overshoots and not excessive as to cause the solution
t~,
to break down. As long as the coefficient is between these extremes, variations will not be
r ,
observable in the final solution as the flux-corrected transport algorithm effectively eliminates excess
diffusion in t,i:t~~(lW order solution by biasing the solution towards the high order solution,
l ~~~'l~t. 1\
2.7.2 The FCT alg tithm
~,~
In the folloWing algorithm, reference is made to the element contributions which are the unassembled
element solutions from the high and low order schemes. The flux-corrected transport algorithm
consists of the following steps :
1. Compute the high order element contributions (HEC) using the high order scheme (Ub),
2. Compute low order element contributions (LEe) from the low order scheme (Ul).
3. Compute the antidiffusive element contributions (AEC = HEC - LEC).
4. Limit the AECC :
5. Add the limited anti-diffusive element contributions to the low order solution obtaining the final
solution:
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un+1 .- UJ + l:AECc
e
The crucial part of the algorithm is the calculation of the limiter Co' The limiter is based on one or
a combination of the solution variables. Here two limiters were calculated based i'1
fl and pe, The final limiter used is the minimum of the two limiters.
First a value is calculated representing the maximum and minimum values the chosen solution
variable is allowed to reach at a node for no numerical overshoots to appear in the solution. For any
node this value is determined by the maximum value of both the solution at time n and the low csder
solution at time n+ 1 of all the nodes surrounding that node.
u;nu :::max(U/, U/,)
U;nm = mm(U/, ut)
The maximum and minimum nodal value of each element is then calculated
u:ax :::max(UA, Un' , UN)U:m = min(UA, UB, , UN)
where A, B , .... N are the nodes of element e.
where 1, 2, ...., n represents the elements surrounding node i.
The value DirnDl( and ujrnin are the maximum and minimum of the low order and previous solution of
all the nodes surrounding node i.They represent the maximum and minimum values respectively that
the solution is allowed at node i to achieve without introducing overshoots into the solution. The
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limiter which limits the anti-diffusive element contributions so that these values are not exceeded
is calculated below.
The following parameters need to be defined ;'
P, is the sum of all positivc~~gative antidiffusive element contributions to node i :
p/ "",1: tna.'\:(O. AEC~)
~
Pi- ::: '1: min(O, AEC,)
t
I"
~(
Q, is the-.'1ul..ximumincrement/decrement that can be added to the low order solution without creating
I
overshoots/undershoots,
Q+ - "UDIaX - U', i-I
o; I~ Umitt - u!
j I,
A ratio R is obtained which is the ratio of allowable AEC to the originally calculated AEC (step 3).
if P* > 0 and P- < 0
R+ = min(l, Q+/P+)
R- :::min(l, QjP-)
else if P+= 0 and P- = 0
where R is the ratio M the allowable AEC to the actual AEC.
Finally
20
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"
_. {R+,ifAEC>O
" CI: - mm(element nodes) R-. if AEC < 0
The limiter C, limits the antidiffusive element contributions such that no overshoots are obtained.
1.•J r',;
From experience in this work, it has been found ll!at while this successfully stabilises the solution.
still some non physical numerical oscillations are found in the solution. These are very small
(typicaU:l in the region (if l - 2% of the solution) however contour plots are very sensitive to such
'I
o5ciIlat~ons and these may commonly be seen in diffraction patterns. The following modification is
"... ,
therefore proposed which biases the solution ~~ightlymore to the low order solution
where k is typically set to 0.95 - 0.98. em is then used in place of C, in step 4 of the flux-corrected
transport algorithm. This has been found to minimise numerical oscillations without affecting
resolution too adversely.
2.8 cSteady and Unsteady Solutions
A steady state solution is obtained by first setting the initial values of the solution to freestream
conditions and then using the transient algorithm to converge the solution to steady state. The
solution is considered to be converged when the maximum density change at all nodes over one
timestep does not exceeds a certain tolerance. For most of the problems solved here, this tolerance
was set to 0.5%. This was found to be a compromise between accuracy and excessive computational
time to converge to this tolerance. As an accurate transient solution is not required when converging
to steady state, P in the stability criterion (26) is set to 0.9 as opposed to 0.4 and only one iteration
of the matrix solver is performed as opposed to three iterations.
Unsteady solutions, generally involving a normal shock impinging on some geometrical feature is
obtained by dividing the domain into two regions, a pre shock and a post shock region. The initial
conditions before and after the shock are then defined within each region.
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3. AUTOMATIC MESH GENERATION
3.1 Introduction
A fully automatic mesh generator was implemented for the generation of two dirnenslonal triangular
meshes. The primary purpose of automatic mesh generation is to reduce the amount of data input
that the analyst has to perform. All the analyst has to do when using an automatic mesh generator
is to describe the boundaries of the domain to be meshed, specify the desired mesh resolution and
tile mesh generator will then proceed to subdivide the geometry into triangles of the specified size.
Automatic mesh generation is more than just a luxury. If optimising algorithms in an attempt to
reduce computer time is a subject of intense research, reducing operator time, which nowadays is
considerably more ellpensive, should be considered as at least as important.
';\
Two of the most widely used approaches for automatically generating triangular meshes are
Delauney triangulation 31 and the advancing front method"?", The Delauney approach triangulates
an existing set of nodal points in a consistent and unique manner, that is, for a given set of nodal
points, there is only one valid Delauney triangulation. The advancing front method, a more heuristic
approach to mesh generation, was originally developed to triangulate an existing set of coordinates 32
but later it was modified to create nodes concurrently with the generation of elements", Either
method could have been used, but the advancing front method was chosen due to its ability to
generate nodes and elements concurrently, avoiding the need for a separate algorithm for the
generation of nodal points.
3.2 The Advancing Front method
In this work the advancing front algorithm of Peraire et ae3 was used. In this paper, the algorithm
was used for adaptive remeshing but in this work it was only used to create the initial mesh. The
procedure starts with the creation of a generation front. The front is a set of line segments initially
forming the boundary of the domain and later, once the generation of elements has begun, forms the
boundary between the elements already generated and the region still to be meshed. The front is
hence updated after the creation of each new element. Segments from the front form the base of new
elements to be generated. The front advances into the domain until the region is completely meshed
and the front vanishes.
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This routine is used to create, a uniform mesh with the average element side length = 3. However
this is not a fundamental restriction of the algorithm. The algorithm can be used to' generate meshes
where 0 varies throughout the mesh, which is appropriate when adaptively regenerating the mesh.
The procedure proceeds basically as follows :
(1) The boundary curves are divided into a set of line segments each equal in length to 5.
(2) A segment from the generation front is selecte l to form a base for a new element.
(3) A list of nodes is created representing possible connectivities that can be used to form a
triangular element with that base. This list is ordered preferentially SUGhthat the node that
represents the best possible connectivity is first in the list.
(4) A validity check is performed on each of the potential elements that can be created using the
nodal list. The first node in the list that forms a valid element is used to create a new element.
(5) The front is updated. If at this point the front is empty, the process is complete, otherwise the
procedure goes "ack to (2)
(6) The completed mesh is smoothed in order to improve the shape ofthe elements.
3.2.1 Creation of the initial generation front
The boundary of the domain is described by the user by a set of linear, quadratic and cubic
parametric curves. The traditional finite element parametrisation" of the curves are used, so that all
the user has to do to define a cubic curve for example is do give the four coordinates which the
curve interpolates. A boundary code (solid wail, farfield) is supplied by the user for each curve
which the mesh generator later applies to the elements generated along that curve.
Each curve is divided into directed line segments, each segment having length o. The way each line
segment is directed is important. The algorithm uses each front segment as a base of a new element.
The algorithm needs some way of determining on which side of the line segment an element needs
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to be created, remembering that what is obvious to the human observer is in no way obvious to the
computer. The computer determines this by always generating an dement to the left of the directed
line segment 'when facing in the direction of the line segment This can be seen from fig 3.1. The
line segments are therefore directed so that on external boundaries they go anticlockwise around the
geometry and on internal boundaries, that is holes in the domain, clockwise. If this were incorrectly
done, the mesh generator could start generating elements on the exterior of the domain, or on the
interior of what are supposed to be holes in the domain. In all the figures in this chapter, the
direction of each front segment are indicated with arrows.
3.2.2 Selection of a front segment
One of the front segments must be selected to form the base of a new element. When elements of
different sizes are being created, the smallest segment is usually selected (this prevents large
elements crossing the path of smaller elements). As only uniform meshes arc of interest here arty
segment can be chosen. It is convenient, purely from the point of view of data management, to seiect,
the last segment recorded in the front
3.2.3 Creation of a nodal list
In this step a list of nodes are creased each of which represent possible connections in order to
generate a triangular element using the previously selected front segment as a base. The nodes are
listed in order of preference, so that the first node in the list is the preferred node.
First an ideal node C is created (fig 3.1). This is a node such that the length of each of the new
element sides that could potentially be formed with this node is equal to 8. Then a list of nodes from
the front within some radius r (r is typically= 8) of C is created and ordered such that the first node
is ~~osest to C. The node C is placet at the head of the list unless
AN I < 1.5 0 and BNI < 1.5 ~
where A and B are the nodes of the front and N, is the first node in the list, in which case C will
be placed second in the Jist. This means that the ideal element is the preferred element unless there
is an existing node that call be selected that will form a well shaped element (prescribed by the
above condition). As one proceeds down the list, the elements created will be progressively distorted
from the ideal,
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Figure 3.1 Potential new elements (dashed lines)
\
-:]
Figure 3.2 Updated front - ideal node selected
Figure 3.3 Updated front - existing node selected
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3.2.4 Valiflity cheek
Before an element can be created using one of the nodes in the above list it has to pass a validity
check. This is to ensure that any element created does not intersect any other existing element in the
mesh (though element sides are naturally allowed to coincide, see fig 3.3). The validity check is
performed by checking whether any of the two new sides created do not intersect any side of the
front. (Fig 3.4) This is adequate because none of the sides could intersect any other element without
passing through the front, the front being the boundary between the unmeshed region and genen 'ed
\
, I
elements. Only intersections are forbidden. Nodes and element sides are allowed to coincide. 'Ine
first node which passes the test is used to create the new element,
Figure 3.4 Invalid element intersecting front
3.2.5 Updating the front
Once a new element has been accepted and created the front has to Le updated to reflect the
inclusion of the new element. First the frorlt segment forming the base of the new element must be
deleted, as it is now no longer on the boundary between the meshed and unmeshed domain. Next
it must be determined whether any of the new element sides created coincide with any of the front
segments. If it does the appropriate front segment must be deleted from the front. The updated fronts
are shown in figs 3.2 - 3.3. If at this stage the front is empty the mesh generation is complete. Ifnot
the algorithm proceeds to step 3.2.2.
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3.2.6 Mesh smoothing
Though not an essential process of the mesh generation, mesh smoothing does enhance the quality
of the mesh. The mesh generated m the previous steps will quite likely have elements which may
be quite distorted from the ideal. Mesh smoothing proceeds by moving each node, with the exception
of boundary nodes, to the centre of its surrounding nodes. Two passes of mesh smoothing are
performed after which the process converges and further smoothing has little effect. (see fig 3.51)
3.3 Automatie mesh regeneration
Though mesh regeneration is not used in this work, the above algorithms extension to it win be
described.
In the above description, a single value of 8 is used throughout the generation of the mesh. A
different value of (5 could be used however for every element generated. Typically when adaptively
regenerating the mesh 8 would be determined from an error analysis performed on a previous mesh.
The value of 0 would then be calculated to attempt to create a uniform error distribution throughout
the mesh. The error estimate is generally taken to be a function of the second derivative of density.
This results in the following requirement for the mesh size h (shown for single dimension).
where C is the desired constant error.
Automatic mesh regeneration is typically applied to steady state problems where a new mesh may
only be created two or three times. This is due to the fact that mesh regeneration is a
computationally expensive process. InProbert et al" partial edaptive remeshing is used where instead
of the entire mesh being regenerated only those areas where the error goes out of predefined bounds
is the mesh regenerated.
One problem with adaptive remeshing is that the projection of the old mesh values onto the new
mesh is not exact. This is not a serious problem in steady state problems where an accurate transient
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solution is not required lr~t it does result in a loss of conservation in transient problems, aff~ting
for example the speed of a shocks in the solution. Until this problem is effectively addressed, it
would be difficult to justify adaptive remeshing for transient problems.
3.4 Three Dimensioltld Mesh GCD(!r-atil1n
The above technique AS readily extended to three dimensional tetrahedral meshes and is done so i~l
Peraire et af". In the three dimensional case, the generation front is a set of planar triangles each of
which can form the base of a tetrahedral element. The initial triangular front is typically created: hy
a two dimensionaltriangular mesh generator adapted to mesh surfaces. In the validity check, each
face of ~~1epotential tetrahedron bas to be checked for intersection against any of the triangular
boundary front faces.
In this 'work, a three dimensional automatic mesh generator has not been implemented. Traditional
parametric mapping techniques'?" are used to generate the three dimensional meshes. This method
is described ~nappendixB .
.!;~:5Automatic Mesh Generation Example
In figures c~~5(a)-(f) various stages of the generation of a mesh for a rectangular plate with two
,c:.;;iiCttf.1r '.tC'les in it are shown. Though a fairly simple geometry it would still be fairly time
!
consuadng to divide this geometry into quadrilateral blocks for parametric mesh generators. The
behaviour of the advancing front as it progresses into the domain until it vanishes is clearly
demonstrated"
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FI'igure 3.5 (a) Initial generation front forming boundary of geometry.
Number of fronts= 106
Figure 3.5 (b) Number of fronts = 99
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F'igi1~'e3.5 (c) Number of fronts= 82
Figure 3.5 (d) Number of fronts == 38
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Figure 3.5 (e) Number of fronts = 0, Number of elements = 466
Figure 3.5 (t) Completed mesh after two passes of smoothing
Figure 3,5 Demonstration of automatic mesh generation
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4. ADAPTIVE REFINEMENT
4.1 Introduction
One characteristic of compressible flows is that within the flow domain very high gradients tend to
exist in conjunction with relatively shallow flow gradients, for example, a shock wave may exist in
an otherwise smooth flowfield. For the areas with high flow gradients, a fine mesh is required to be
able to accurately model those features while for the shallow gradients a. relatively coarse mesh will
suffice, It is not practical to manually optimise the mesh as the solution changes continuously with
time, so the usual approach is to create a uniform fine mesh over the whole flow domain. Where
uniformly fine grids are used, the computational expense often becomes excessive so a lower overall
resolution has to be used, resulting in a poorer solution quality. This problem is dealt with by using
automatic adaptive mesh techniques where the computer repeatedly adapts the mesh in an attempt
to maintain optimal mesh resolution.
An adaptive refinement technique works essentially as follows. An initial mesh is-created using the
automatic mesh generation techniques described in chapter 3. An error analysis is performed on the
initial solution on the mesh and the mesh is refined accordingly. Every few timesteps, typically 5
to 10, the error analysis is repeated and the mesh again adapted. The approach implemented here is
the adaptive refinement algorithm developed by Lohner". Adaptive refinement techniques refine the
mesh by subdividing existing elements into smaller elements where appropriate and coarsening it
again by recovering the original element when a high resolution is no longer needed, that is when
the high gradient feature has passed, This is as opposed to adaptive remeshing techniques where a
mesh is regenerated using an automatic mesh generator.
Parts of the algorithm description is performed with the aid of pseudocode. This is not meant to
resemble any computer language in particular but is just used to help illustrate the algorithm.
There are three main steps to this algorithm :
Perform an error analysis on the solution on an existing mesh.
Refine the mesh where the error indicator exceeds some specified value.
Coarsen the mesh where the error drops below a specified value.
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4.2 Error Indicator
In order for the mesh to be able to appropriately refine and coarsen itself, an estimate of the solution
error on the current mesh is necessary. The error indicator described by Lohner's is used here, It is
common for these types of problems for the error indicator to be a function of the second derivative
of some flow variable. Density is generally used, as an error indicator based on pressure W;)! not
pick up contact discontinuities and sliplines, Predefined bounds are prescribed by the user for the
error indicator. If t!~~error exceeds the upper bounds, the mesh is refined. If the error drops below
the lower bounds, the mesh is coarsened.
The error indicator is first developed here in one dimensional finite difference form in order to
demonstrate the concepts involved. TIle second derivative can be used as the basis of an indicator
of the error as follows :
It is desirable for the error indicator to be dimensionless and also to be able to use preset error
bounds for a wide class of problems. The above indicator will not fill this criterion. Where strong
and weak shocks exist in the same solution it is possible that only the strong shocks will be picked
up. The appropriate error bounds will therefore vary from problem to problem and even at different
areas of the same mesh. It is for this reason that a normalised error indicator based on a H2
seminorm is used, which is obtained by dividing the second derivative by the absolute maximum
value of the second derivative. This will eliminate the effect of magnitude of the feature on the error
indicator, resulting in strong and weak shocks returning similar error values.
Eliminating the actual magnitude from the indicator does have the problem that very small numerical
oscillations regardless of magnitude could return a large error. It is for this reason that a noise filter
is included in the erro . ial,licatoI' in order to eliminate the effect of very small features on the error
indicator. The modified form of the error indicator with the noise filter is expressed below.
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E. =: IUi+1 - 2Ui + Ui-11
I I U'+1 - Uil + lUI - UI_1 I + e( 1Ui+11 + 21 Uil + 1u/-1 !)
The terms following 8 are the noise filter. The appropriate value of r. can vary. Initially for perfect
gas flows a value of 0.05 was used and found to work well tor stronger shocks but weak reflected
shocks were found to be filtered out as noise. A value of 0.005 was found to work better over
stronger and weaker shocks. For liquid shocks, it was found that using this value resulted in shock
waves been dismissed as noise by the error indicator. The reason for this was that liquid shock
waves cause a very small change in density of the liquid ( < 1% is common) . A value for s of
0.0005 was found to be more suitable for liquid shock problems.
The above error indicator expressed in multidimensional finite element notation is as follows :
where k and 1 represent the different coordinate directions and subscripts i and j represent nodal
values. The above error indicator will return a value between 0 and 1. In all the problems solved in
this work the upper errol' bounds Was set to 0.3 and the lower error bounds was set to 0.1. The fact
that the same error bounds could be used for a wide variety of problems indicate the advantage of
the above form of the error indicator.
4.3. Mesh management
For steady flow problems it is not necessary to coarsen the mesh at any stage and any refinement
algorithm developed exclusively for steady flows would therefore be fairly simple to implement.
However in transient problems, as flow features change position it is desirable to be able to coarsen
the mesh again. Therefore enough information must be stored to be able to recover the initial mesh.
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One of the basic concepts of adaptive refinement algorithms is that of refinement levels, All
elements on the initiai grid are at level 0 which is the coarsest level allowable. If any of these
elements are refined, that is, subdivided into four, these four ,Mements arc then at level I. If these
elements are again refined. the subsequent elements will be at level two et cetera.
This adaptive refinement algorithm maintains mesh consistency at all times. Examples of consistent
and inconsistent meshes are shown in fig 4.1. Where the mesh is usually refined by dividing
elements into 4 smaller elements, consistency is maintained by transitional elements which are the
result of an element being divided into 2 elements. It is not essential to maintain a consistent mesh
however. If an inconsistent mesh is used, it is possible to keep the solution consistent through the
use of constraint equations in the solver.
Figure 4.1 Inconsistent mesh (left) Consistent mesh (right)
Figure 4.2 Parent and son elements
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When an element is subdivided into four elements, the central element gets the element number of
the original element and is referred to as the parent element (fig 4.2). The surrounding three elements
are referred to as the sons of that parent element and are added to the end of the element array.
These sons can later become parent elements themselves, When an element is divided into two, that
is, transition elements are created, one element, any of the two, is labelled the parent element and
the other the son. Only one pass of refinement or coarsening is performed each time the algorithm
is cal'ted.
Some of the variables and data structures used in this algorithm will now be described :
NELMS
·NNODES
ELEMENTS (l..NELMS, 1..3)
COORDS(l ..NNODES, 1..2)
ERRO:R(l ..NNODES)
No of elements in mesh
No of nodes in mesh
The three node numbers for each element
The x and y coordinates of each node
The error indicator calculated for each node in sec 4.2
MESHTRACK(l .. NELMS, 1..8)
This array is created which keeps track of the mesh history and contains adequate information in
order to retrace the refinement of the mesh. For each element in the mesh the following information
is kept in this array.
~5
(1 - 3) This is the list of sons from a refinement. If an element has no sons these will all be set
to zero. Only sons that have not since become parents themselves are stored. If a parent
has only one son as a result of a 1:2 refinement thl"~son is stored in (1) and (2 - 3) are
set to zero. If (1 - 3) are all non zero the algorithm knows that these son elements have
not been refined further and are available to be coarsened if necessary.
(4) This is the number of the parent element from which the current element originated.
(5) This is the orientation relative to the parent element from,which this element was created.
The value will be 1,2 or 3 depending on its position, see fig 4.2.
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(6) The refinement level of this element.
(7) Refinement code. This is to distinguish between elements involved in normal 1:4
refinements and transitional elements created from 1:2 refinements. This is needed as a
different logic is used in these different cases. 0 = conventional, non transitional element,
1 = parent of a 1:2 refinement, 2 = son of a 1:2 refinement.
(8) Refinement level at which this element was originally created.
4.4 Mesh refinement
The first step in refining the mesh, is to determine which elements need to be refined. This is clone
by marking all elements that have a node whose error value exceeds that specified by the above error
indicator.
REFELM(1..NELMS) = 1 if element is to be refined, else :;:0
In transient problems it is also necessary for the mesh to be refined around areas of high flow
gradient so that as a feature (typically a shock wave) moves, it does not move outside the refined
area into an area with coarser mesh resolution. This enables refmement to be carried out every few
timesteps (5 -10) as opposed to every timestep, For steady state problems no protective layers are
necessary as refinement is only carried out once the solution has converged to steady state. If the
converged solution is valid the position of flow features should not change once refinement has
occurred. However one layer of protection is generally allowed for steady state problems. The
following procedure is followed for the addition of prate(.rive layers.
Loop over all elements marked for refinement and mark all the nodes connected to those
elements.
Loop over all elements. If any node in those elements was marked in the previous step that
element must be marked to be refined, unless it is already at the maximum specified refinement
level.
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(6) The rei.\nem1entlevel of this element,
(7) Refinemeht code. This is to distinguish between elements involved in normal 1:4
refinements and transitional elements created from 1:2 refinements. This is needed as a
different logic is used in these different cases. 0 :::.conventional, non transitional element,
1 = parent of a 1:2 refinement. 2 = son of a 1:2 refinement,
(8) Refinement level at which this element was originally created.
4.4 Mes.b refinement
The first step in refining the mesh, is to determine which elements need to be refined. This is done
by marking all elements that have a node whose error value exceeds that specified by the above error
indicator.
REFELM(l ..NELMS) = 1 if element is to be refined, else ::::0
In transient problems it is also necessary for the mesh to be refined around areas of high flow
gradient so that as a feature (typically a shock wave) moves, it does not move outside the refined
area into an area with coarser mesh resolution. This enables refinement to be carried out every few
timesteps (5 -lu) {isopposed to every timestep. For steady state problems no protective layers are
necessary as refinement is only carried out once the solution has converged to steady state. If the
converged solution is valid the position of flow features should not change once refinement has
occurred. However one layer of protection is generally allowed for steady state: problems. The
following procedure is followed for the addition of protective layers.
Loop over all elements marked for refinement and mark an the nodes connected to those
dements.
Loop over all elements. If any node in those elements was marked in the previous step that
element must be marked to be refined, unless it is already at the maximum specified refiaement
level.
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The above two steps are repeated for everv protective layer to be added The above algorithm is now
illustrated using pseudocode,
MARKER(l..NNODES) Integer array. Initially set to contain zeros.
FOR I = 1 TO NELMS
IF REFELMl1) == 1 TIffiN {Mark all nodes connected to elements to be
refined}
MARKER(ELEMENTS(I, 1» = 1
MARKER(ELEfVlENTS(I, 2» "" 1
MARKER(ELE!Vlli!\T'fS(I. 3» = 1
ENDIF
NEXT I
FOR I = 1 TO NELMS {Mark all elements connected to nodes in the above
IF MARKER(ELEMENTS(I, l) = 1 OR loop for refinement}
MARKER(ELEMENTS(I, 2» = I OR
MARKER(ELEMENTS(I, 3» = 1 THEN
REFELM(I) = 1
ENDIF
NEXT I
All the elements that need to be refined have now been marked. However it is not possible to just
go ahead and refine these elements as the mesh will then no longer be consistent. Only a certain
number of refinement cases are allowed. Any of the elements to be refined must be refined in one
of the ways shown in figure 4.1.
Only a limited number of refinement cases arc allowed. These are shown in figure 4.3. More data
structures need to be developed at this point. First an array of all the element edges in the mesh is
needed, which gives for each edge, the two nodes that it connects. Secondly, an array needs to be
created which for each element gives the three edges that are connected to it.
EDGES( l ..NEDGES, 1..2) 'Ole two node numbers defining each edge
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ELMEDGES(1..NELMS, 1..3) The three edges for each element, this references the
'c
EDGES array ..
Two adjacent elements will therefore reference the same edge.
-----
ill 1:2
2:5
1
Figure 4.3 Allowable refinement cases
The algorithm then proceeds as follows.
A loop is performed around all the elements. All edges belonging to elements that have previously
been marked for refinement, are marked as needing tc be refined (using array REFEDGE). By
knowing which edges need to be refined. it now becomes possible to determine which other elements
need to be refined in order for mesh consistency to be maintained.
FOR I = 1 TO NELMS
IF REFELM(J) = 1 THEN
REFEOGE(ELMEDGES(I, 1» =-1
REFEDGE(ELMEDGES(I, 2» = 1
{This loop marks edges for subdivision}
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REFEDGE(ELMEDGES(I, 3»)·,;: 1
ENDIF
NEXT I
Another loop is now performed around all the elements. For each element the namber of sides that
need to be refined are checked. If no sides am to be refined, then that element does not t eed to be
"
refined. If three edges are to be refined, a 1:4 refinement is possible. If only one ~ctd'; is to be
refined, a 1:2 refinement is possible. The problem comes in when two edges need to t.e refined, as
an appropriate refinement (l:3) is not possible. The way that this is dealt with is to mark the edge
that is not to be refined for refinement convening it to a 1:4 refinement. Of course by marking an
extra edge for refinement, this has a cross effect on adjacent elements. If any new edges are
specified for refinement the above loop has to be performed again to check whether valid
refinements are still possible.
FOR I = 1 TO NELMS
COUNT = 0
FORJ= 1 TO 3
IF REFEDGE(ELMEDGES(I, J» = 1 THEN
COUNT == COUNT + 1
ENDIF
NEXTJ
IF COUNT = 2 mEN
REFEDGE(ELMEDGES(I,l» = 1
{Convert to 1:4 refinement}
REFEDGE(ELMEDGES(I,2») = 1
REFEDGE(ELMEDGES(l,3» = 1
ENDIF
NEXT I
A new node is created on the midpoint of any edge that has beer; marked for refinement. The
existing solution is interpolated between the two points defining the edge.
Similar logic is used for 1:2 refinements. If any transitional element is to be further refined, it first
undergoes a 2:4 refinement.
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A loop around the elements is performed. For each element that has refined sides, the approprtat~
refinement subroutine is called (1:2, 1:4,2:51 ,2:52 ,2:6).
4.5 Mesh Coarsening
For an element to be coarsened, the following criteria must be fulfilled,
The parent and its three sons must be at the same refinement level. This in effect means that
neither the parent or son elements may have sons at a higher refinement level. This will limit
the coarsening to either 4:1 or 2:1 coarsening cases (fig 4.4)
The error indicator of all the nodes belonging to the parent and sons must be below the required
coarsening tolerance.
An inconsistent mesh must not be created by the mesh coarsening.
Figure 4.4 Allowable coarsening cases
An element that has previously been divided into f011rmay be coarsened again to recover the original
element. Firstly only one level of coarsening may be performed at a time. This means that no sons
of the parent element that is to be coarsened may have sons themselves. If they do; they would have
be coarsened at the higher refinement level first. The parent and son elements must therefore be at
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the same level of refinement. All nodes that belong to the parent and sons must be specified by the
error indicator as requiring coarsening.
~j
~
-,__ ~I
Figure 4.5 Maintaining consistency when coarsening
----
For a 4:1 coarsening to occur, all nodes belonging to the parent element must be deleted. However
for the mesh to remain consistent, the adjacent parent element must also be coarsened as the two
parents share a common node (see fig 4.5). This is ensured as follows. All nodes belonging to a
parent element to be coarsened is marked, If a node is marked twice, i:hismeans that both adjacent
parent elements connected to that node are to be coarsened. Only those nodes that are marked twice
may be deleted. If a ncde is only marked once then that parent element is not allowed to be
coarsened. For a parent element to be coarsened either all three of its nodes or two of its nodes must
be deleted (allowing t11('4:2 transition coarsening case). If a case is found that only one 110deis to
be deleted, coarsening is not allowed.
This can be demonstrated algorithmically as follows :
DELELM(l..NELMS) := 1 if element is a parent to be deleted.
FOR I = 1 TO NELMS
IF DELELM(I) =::. 1 THEN {Mark all nodes I'::mnected to parent elements to be deleted}
MARKER(ELEMENTS(I, 1») = MARKER(ELEME1'.ffS(I, 1» + 1
MARKER(ELEMENTS(I, 2» =MARKER(ELEMENTS(I, 2» + 1
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the Game level of refinement. AU nodes {hat belong to the parent and sons must be specifle, .. by the
error indicator as requiring coarsening.
l'?igure 4.5 Maintaining consistency when coarsening
For a 4:1 coarsening to occur, all nodes belonging to the parent element must be deleted. However
for the mesh to remain consistent, the adjacent parent element must also be coarsened as the two
parents share a common node (see fig 4.5). This is ensured as follows. All nodes belonging to a
parent element to be coarsened is marked. If a node is marked twice, this means that both adjacent
parent elements connected 1:0 that node are to be coarsened. Only those nodes that are marked twice
may be deleted. If a node is only marked once then that parent element is not allowed to be
coarsened. For a parent element to be coarsened either all three of its nodes or two of its nodes must
be deleted (allowing the 4:2 transition coarsening case). If a case is found that only one node is to
be deleted. coarsening is not allowed.
This can be demonstrated algorithmically as follows :
DELE MO ..NELMS) ::: 1 if element is a parent to be deleted.
For: 1= 1 TO NELMS
IF DELELM(1) == 1 THEN {Mark all nodes connected to parent elements to be deleted}
MARK£R(ELEMENTS(I, 1» = MARKER(ELEMENTS(I, 1) + 1
MARKER(ELEMENTS(I, 2» == MARKER(ELEMENTS~I, 2» + 1
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MARKER(BLEfvWNTS(I, 3)) =MARKER(ELEMENTS(I, 3)) + I
ENDIF
NEXT I
COUNT =0
FOR I = 1 TO NELMS
FOR J = 1 TO 3 {Count no of nodes belonging to parent to be deleted}
IF MARKER(ELEMENTS(I, J)) = 2 THEN
COUNT"" COUNT + 1
NEXTJ
IF COUNT < 2 THEN
DELELM(I) = 0
ENDIF
NEXT I
{Prevent coarsening}
Due to a cross effect between elements, the above algorithm is performed as many times as
necessary until a final list of elements to be deleted is obtained.
The above description is quite restrictive in coarsening the mesh. Therefore once a flow feature,
typically a shock, has passed, a coarse mesh will not be recovered immediately. It would take several
calls to this algorithm to recover the initial mesh.
4.6 Adaptive Refinement Tests
Two demonstrations of the adaptive refinement algorithm are performed, one for unsteady flow and
the other for steady flow. The most important issue to be tested is the reduction in computational
requirements over a uniform refinement case. Itmust also be seen whether the algorithm refines and
coarsens the correct areas.
The computational time per time step is proportional to the number of elements in the mesh. An
estimate of the savings in time and memory can be estimated by comparing the meshes with a
uniform mesh with the same resolution. The adaptive refinement algorithm for transient problems
is performer! every five timeteps and takes approximately 40% as long as a single time step, therefore
the adaptive refinement algorithm itself increases the time of the entire simulation by 8%.
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Q4.6.1 Shock interacting with a cylilildcr
In this test, a Mach 3 shock is modelled impinging 011 a cylinder.
Number of refinement levels = 3
Initial mesh = 1384 elements
Uniformly refined mesh = 1384. 43 = 88576 elements
Mesh 1 = 10902 elements
Mesh 3 == 10856 elements
Mesh 5 == 18060 elements
Mesh 2 = 7150 elements
Mesh 4 == 15527 elements
Average mesh resolution = ((10902 + 7150)/2 + (7150 + 10856)/2 + (10856 + 15527)/2 +
(15527 + 18060)/2]/4 = 12004 elements
Time of simulation relative to time taken in uniform refinement case = 1.08(12004/88576) == 14.64%
The shock in the first mesh (fig4.6a) is smeared as the shock is defined on the initial coarse mesh.
Once the mesh has been refined and a few timesteps have been performed, it steepens naturally.
The initial mesh must be fine enough to accurately approximate the boundary, in particular curves,
as the approximation of the boundary will not increase with refinement. The fact that the cylinder
i,: PTProximated by straight lines has a visible effect en the diffraction patterns. This effect can be
reduced by increasing the resolution of the initial mesh and reducing the number of refinement
levels.
This problem took approximately six hours on an 80486 DX33 microprocessor. Simulations were
also performed on a Convex Cl20 superminicomputer in scalar mode which ran approximately 4
times faster than the 80486 DX33 if no other users were on the machine.
4.6.2 Steady flow over a ramp
This test models steady Mach 3 flow in a contraction in a channel, Three levels of refinement are
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performed. The uniform initial conditions are timestepped to steady state on the initial coarse mesh
before the mesh is refined. The solution is converged to steady state again before the mesh is
....~_••cu, This process is repeated until the desired refinement level is reached.
A similar performance increase over uniform meshes for the steady flow case as for the unsteady
case is obtained. This problem took 2 hours 40 minutes to run on an 80486 DX33 microprocessor.
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oMesh no 1, Elements =: 10902
Density contours
Figure 4.6 (a) Time ee 0
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f) o
Mesh no 2, Elements = 7150
Density contours
Figure 4.6 (b) Time = 250 J.lS
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Mesh no 3, Elements = 10856
I-------~--..,
~----_j
Density contours
Figure 4.6 (c) Time= 500 us
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Mesh no 4, Elements = 15527
Density contours
Figure 4.6 (d) Time = 750 us
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Mesh no 5, Elements= 18060
Density contours
Figure 4.6 (e) Time ,,~1000 us
Figure 4.6 (aHe) Mach 3 Shock Interacting With a Cylinder
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Mesh 1, Elements = 1343
Density contours
Figure 4.7 (a) Converged solution on initial mesh
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Mesh 4, Elements = 9387
Density contours
Figure 4.7 (b) Converged solution after 3 levels of refinement
Figure 4.7 (a)-(b) : Mar', 3 flow over ramp in channel
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5. COl\rIPUTI1.TIONAL RESULTS
5.1 Introduction
A computational fluid dynamics code is only as good as its ability to predict real world flow
situations. In this chapter, several computational tests are performed and compared with analytical
and experimental solutions. These test cases should provide an indication of how much confidence
can be had in the solutions provided by this finite element program.
In any numerical scheme, two levels of approximations are made. The first approximation is the
mathematical model used to represent the physical situation. In this case it is the compressible Euler
equations that are used. The biggest limitation of this model is that it does not model VISCOUS effects,
however for the flows modelled here, viscous effects are generally considered to be negligible. This
is especially the case for the transient problems involving a shock wave interacting with some
geometrical feature, as the interactions occur over such It short time period that viscous features such
as boundary layers lind vortices have insufficient time to develop. The perfect gas approximation is
also one which would start to break down at higher pressures and temperature. For the Tait equation,
an isothermal assumption is made which again is only an approximation.
The second level of approximation is the accuracy to which the numerical scheme solves the
mathematical model. The most obvious example of shortcomings in this case is the fact that
discontinuities in the hyperbolic equation system are modelled as steep gradients. The fact that this
is a high resolution code with an adaptive refinement scheme should minimise this problem though.
V. 'herever discrepancies are found it could result from errors in either level of approximation. It will
be necessary to try and determine where discrepancies originate. The analytical solutions with which
some results are compared, are based on the same inviscid flow theory on which the finite element
solver is based. Therefore discrepancies between numerical solutions and analytical solutions will
indicate an error in the way that the numerical scheme approximates the mathematical model used.
When discrepancies occur between numerical and experimental results, the error could occur at either
level of approximation. However if'the code coincides with analytical solutions but does not correlate
with experimental solutions, then it could be considered to be due to shortcomings in the
mathematical model.
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For the most part, fairly simple test cases are used. Analytical solutions are not available for the
more complex cases. For these problems, only a couple of aspects of the flow are used for
comparisons, in general, it is common to use various shock wave angles. Other possibilities are the
use of pressure at varices points in the flow.
A variety of flows are tested. Steady and unsteady compressible flows in air, two dimensional, three
dimensional and axisymmetric geometries are modelled. But most of the emphasis is on two
dimensional geometries with only one three dimensional model being tested. This is due to the fact
rhat the three dimensional code has nc t reached an advanced stage of development.
An issue that must be considered is the validity of fairly simple test cases in demonstrating a codes
"
ability, that is, whether a code that accurately models simple solutions will als~l give accurate
complex solutions. Firstly, even though a geometry may be considered as simple, kt unstructured
mesh is unable to make use of that simplicity (which may well be an argument in favour of
structured meshes for simple geometries). For the finite element algorithm, every geometry l({ F
collection of arbitrarily oriented triangular or tetrahedral elements. The global solution is simply an
assemblage of the solutions obtained from each element. Therefore if the solution within each
element is valid and if the global solution is assembled correctly, the whole solution should be valid
regardless of the complexity of the flow geometry or situation. In other words, the solver does not
perceive situations to be complex or simple, whether the flow is simple or not, the same set of
calculations have to be performed. It is therefore reasonable to assume that if the solution can be
proven as valid for simple flow r.eometries, it can be assumed valid for complex geometries. It
should also be noted that some of the flow situations occurring in some of these simple test cases
are actually fairly complex.
Besides the evaluation problems, a few computational tests of general flow problems are performed
as a demonstration of the algorithm's ability. They are supplied to demonstrate the code's ability to
model complex geometries which was a major criteria of this work. No experimental or analytical
solutions are provided for these problems.
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5.2 Wi!dge Reflections
In these tests, the interaction of incident shock waves and wedges are modelled, The results are
compared with experimental tests performed by Ben Dor and GIIl':S39. Three tests are performed,
each producing a different type of wedge reflection. These are a regular reflection, a simple Mach
reflection and a complex Mach reflection. In their paper, Ben Dol' and Glass advocate these
experimental results as providing good test cases for numerical solutions.
These tests were performed in Argon. Argon is used in these tests because it maintains perfect gas
behaviour for a greater range of pressures and temperatures than air. A low pressure (15 Torr) was
used in the main test section. This has the advantage that overall pressures are reduced, to the benefit
of the peefect gas assumption but this also makes it easier to achieve high Mach numbers in the
shock tube.
Gas: Argon
y = 5/3 = 1.667
R = 208.1
To = 300K
Po = 1996.5 Pa (15 Torr)
All angles are measured to an accuracy of 0.2°.
Table 5.1 Computational and Experimental Results For Shock Wedge Interactions
- .
e M Experimental Computational
'¥ X 'P X
60° 2.03 125,5° - 125.8° -
,'.
20° 2.82 79.9° 35.6° 80.6° 35.5°
30° 5.29 112.2° 40.6° 107.5° 40.8°
II-
5S
The first test (M==2.03, e = 60°) models a regular reflection, the second test (M= 2.82, a = 20°) a
simple Mach reflection and the third test (M= 5.29, e = 30°) a complex Mach reflection.
The second triple point trajectory argle (X') for the complex Mach reflection problem was not used
as a comparison because even though the complex Mach reflection phenomena is clearly observable,
it is difficult to locate with any precision 011 either the computational or experimental solution the
precise location of the 'kink' that is needed to determine the angle.
Though the geometries are simple, the Hew situations arising, especially the complex Mach reflection
are actually fairly complex and therefore provide fairly good test cases.
In general, the results correlate very well. It is only in the complex Mach reflection case that the
angle of reflection showed some discrepancy with an errror of 4.7°. As this is a fairly high Mach
number test, it is quite likely that real gas effects have started to have an influence. This does seem
to be the most probable cause as the lower Mach number tests gave good results. The surprising
aspect > as that the second triple point trajectory angle was stilI very accurately predicted. The
numerical test did however correctly predict the complex Mach reflection configuration.
This problem does require further analysis which is not performed here. One possible approach is
to model the problem using an alternative numerical scheme and to see whether the same
discrepancy occurs. Another option would be to investigate the behaviour of Argon under these
conditions and to attempt to use some form of real gas model to simulate the problem. However this
is beyond the primary purpose of this Wo.K.
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Density contours Pressure contours
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:Ii'ignre 5.1 Regular reflection (M = 2.03, a = 60°)
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Density contours
Pressure contours
Figure 5.2 Simple Mach Reflection (M= 2.82, 0 = 20°)
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Density contours
Pressure contours
Figure 5.3 Complex Mach Reflection (M = 5.29, e == 30°)
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5.3 Steady Supersonic Flow ever Wedges, "'ild Cones
Modelling steady flows over wedges and cones are convenient test cases for which very good
analytical solutions exist. The parameter used as an evaluation is the wave angle. Two test" are
performed for-wedges and two for cones, with the same angles and flow conditions for the wedges
and cones. These are very simple flow situations. As these are compared with analytical results, with
the same inviseid, perfect gas assumptions, ideally an exact solution should be obtained from the
simulation. Th~':1analytical solution for the wedges was calculated from White40 and the analytical
solution for the cones were determined from tables in John",
/ Shcck
/
~ Wedge
-~
FigJll~e.5.4 Schematic for steady flow over a wedge
Table 5.2 Analytical and Computational Results For Steady Flow Over Wedges and Cones
r. : =
IIAnalytical Computational___ I .
GEOMETRY 0 MACH NO {J {J
WEDGE 22° 3 40.7° 40.4°
WEDGE 10° 2.5 32.6° 32.2°
CONE 22° 3 31.4° 31.40
CONE 10° 2.5 25.40 25.6°
Though the analytical and computational results are very close, for the wedge results the
computational angle is consistently less ~han the analytical angle. This is likely to be due to the fact
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the solution has not fl.! ,y t.6nverged to steady state. A convergence tolerance of 0.5% was set for
these tests. Tests run for poorer tolerances showed greater underprediction of wave angles.
This was tested by specifying a higher convergence tolerance for the cone problems. In this case the
tolerance is set to 0.2%. The problem with underprediction is solved and the numerical errors are
less than the measurement errors. However the cone solutions took more than twice the time to
converge ~'1 steady state.
The reason that converging to the higher tolerance is so computationally expensive is due to the fact
as the solution starts converging, the time scales involved get longer and longer but the timestep is
still restricted by the stability criterion, In other words, a hundred timesteps could be performed with
very little change in the solution. It is at this point that an implicit solve!' would be appropriate as
very large timesteps could be p()iformed, A .99ssibiEty is fa an explicit solver to be used until the
solution converges to 2.% during which time the solution changes fairly rapidly with time and then
tor an implicit solver to converge the solution further to the desired tolerance.
The reduced deflection for cones as compared to wedges for identical flow conditions and angles
is immediately obvious. This is because the cone is less of an obstruction to the flow as it can go
around the cone and expand radially.
These tests were run with differing resolutions. As the only feature of the flow is a single oblique
shock. the resolution should have no effect on wave angle predicted,
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Figure 5.5 Steady flow over wedge - density contours (M == 3, e = 22°)
Figure 5.6 Steady flow over wedge - density contours (M ::.~25 e = 10°)
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Figure 5.7 Steady flow over cone - density contours (M = 3.0 e = 22°)
Figure 5.8 Steady Dow over cone - density contours (M = 2.5, (:}= 10°)
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5.4 Liquid Shock Wa'ves
Liquid shock waves have not been extensively modelled numerically, in fact even experimentally
the work at this stage hag been limited. This is one of the few situations where a liquid would be
i'
modelled as being compressible. With a liquid shock) very high pressures am obtained though. fluid
velocities behind an incident shock are small.
Computational tests modelling shock waves in Fluorinert FC43 and water were performed. FC43 is
a low sound speed liquid that is commonly used in transformers. The low sound speed makes it
possible to generate very low speed shocks making it easier for transducers to make measurements
and also for non-linear effects to become observable at lower Mach numbers.
With fluorinert FC43 as the medium two tests with different incident shock strengths were performed
of regular reflections off a 45° wedge (figs 5.10 and 5.11). These tests are only compared with
analytical results as appropriate experimental results were not available.
The Tait equation of state, described in sec 2.2. I, is used for these tests
Parameters for Tait equation for FC43:
n = 14.2
B = 567
Figure 5.9 Liquid shock wave angles
Table 5.3 Analytical and Computational Results For Liquid Shock Wedge Reflections.
MsllOCk P (bar) e \Panalytical '¥computational
,....
1.046 100 450 49.73° 50.10
1.111 250 45° 58.720 58.50
-
q
]
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Wha lie noticed that even though post shock pressures are very high, the Mach numbers are
very 101.':."I'his is typical of liquid shock wave phenomena. For water, Hle Mach numbers for the
same post shock pressures are even Iower, M = 1.033 for 100 bar and M = 1.084 for 250 bar.
The comparisons are accurate to within the tolerance of measurement. As with the steady flow
models discussed before, both the analytical solutions and computational solutions are based on the
compressible Euler equations. If they did not match up, it would have to mean a mistake was made
either analytically or numerically. It doesn't demonstrate the ability of the code to predict real
fluorinert FC43 shocks. This would be dependant largely on the validity of the equation C'tf state
used.
A shock 'wave focussing problem in water, performed experimentally in MiillerZ, is performed
computationally and compared to the Schlieren photographs from Muller's experiment.
The equation of the parabola used to focus the shock wave is as follows :
x2 = 4J{X + f) (f = 10mm)
where f is the focal distance. The diameter (!f the parabola is 56 mm but the diameter of the
windows through which the Schlieren photographs were taken are only 46 mm in diameter. This
must be taken into account when comparing the computational and experimental results. As the
problem is symmetrical about the vertical axis, only one half of the geometry is modelled. The Mach
number is 1.0006 which produces a post shock pressure of 7 bar.
The Tait equation parameters for water are :
B = 2955 bar
n= 7.44
The isopycnics are shown in figure 5.12 and the Schlieren photographs in fig 5.13. Unfortunately
the times at which the photographs were taken did not match up exactly with the time intervals at
which computational results were obtained but otherwise .1good correlation is revealed.
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Figure 5.10 Liquid shock on wedge (M = 1.046, S = 45°)
Figllue 5.11 Liquid shock on wedge (M = 1.111, e == 45°)
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Time = 1IJ.!s
Time = 19J.!s
Time = 15J.!s
Time= 22J.!s
Figure 5.12 Shock wave rocussing - computational isopycnics
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Flgure 5.13 Shock wave focusing ~ Schlieren photographs
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5.5 Three Dimensional Stea.dy Supersonic Flow
A three dimensional version of the finite clement code was implemented, but it was not refined to
the same extent as the two dimensional code. This was due to the fact that a three dimensional
iWr1!ementation is considerably more complex than a two dimensional implementation. This is not
so much due to the actual solver which extends resdily to three dimensions but with the three
dimensional geometry that is involved. Aspects like mesh generation, adaptive meshes and post
processing is considerably more complex in three dimensions than in two dimensions.
A parametric mesh generator was implemented to generate the tetrahedral meshes. Three dimensional
viewing algorithms were developed as well as a slicing algorithm which could display the contours
on a plane slicing the geometry. These algorithms are described in Appendix B.
The geometry is that of a finite width 22 degree wedge in a supersonic wind tunnel. The wedge
occupies half the width of the tunnel and the freestream velocity is Mach 3. Even though this is a
three dimensional geometry, the flow on ,me wedge against the side wall is essentially two
dimensional and becomes three dimensional as one moves away from the wall. The wave angle
against the wall is used as a comparison.
The geometry an1 surface mesh is shown in fig. 5.14 and 5.15. In fig 5.16 the contours are displayed
on a plane by the side wall against the wedge. This represents an essentially two dimensional flow
situation. In fig 5.17 contours are displayed transverse to the wedge. These contours would be similar
along the length of the wedge.
Computational = 40.40
Analytical "'"40.7°
The discrepancy is the same as that obtained in section 5.3 where the error was due
to incomplete convergence. Though more comprehensive results for this flow situation
was not available, the flow does appear in general to be physically correct. The
expected vortex as L'1e flow spills over the side of the wedge is clearly visible.
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Figure 5.14 Three Dimensional Flow Geometry
F'igure 5.15 Surface Mesh
Figure 5.•16 Density contours near rear wall
Irigu.e 5.17 Density contours - transverse to wedge
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5.6 Steady supersonic flow over a cylinder
A test is performed of steady supersonic flow over a cylinder. This is a symmetrical problem so only
half of .ne cylinder is modelled. This is the same geometry as modelled in section 4.6 with an
moving shock wave.
No analytical or experimental solution was obtained for this problem. This was to test the
performance of the steady state solver in slightly more complex flows than that of the wedges and
cones performed previously,
To demonstrate how the solution converges from uniform flow conditions, the solution is shown at
various stages of convergence. The solution is considered to be converged when the maximum
density change at all nodes over a time step is less than 0.5%. This will be referred to as the
convergence tolerance. Convergence to steady state is only performed on the coarsest mesh after
which the mesh is refined. It is clearly obvious how the initial convergence is fast and then proceeds
to slow down.
This problem is one where the inviscid assumption clearly breaks down. It would be reasonable to
expect that there will be flow separation and a vortex behind the cylinder. No such feature is
predicted in the Euler model. It is reasonable to assume that whenever flow separation occurs, the
validity of the inviscid assumption would start to break down. That is, if only the front half of the
cylinder is being modelled, it would be acceptable to use an inviscid solution.
Clearly, for more general steady flow problems, itwould be necessary to modify the solver for a full
Navier-Stokes solation, and also to use implicit time integration.
5.7 Unsteady Flow Over Wedge
This is the same problem as in Sivier et a142 modelling a shock wave impinging over and around
a 55 degree wedge. This test is repeated here, see fig 5.19. This problem is interesting in that it has
an inviscid vortex which is successfully predicted by this code, see fig 5c19 (bHt~).Other features
include a Mach stem and a slipline which are also successfully predicted, see :'.tg5.19(a) ..
72
Figure 5.18(a) Convergance to max density change of 5%
Figure S.18(b) Convergance to max density change of 2%
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Figure S.18(c) Convergance to max density change of 0.5%
Figure 5.18(d) Converged solution after 3 levels of refinement
Figure 5.18(a)-(d) Steady flow over cylinder - isopycnics
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(a)
(b)
(c)
Figure 5.19 Shock over wedge - isonycnics
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5.8 Shock diffraction around 90° corner
This is the classic test case of a M = 1.S shock diffracting around a 90~ corner, Computationai
results are compared with a laser interferogram 43 which is able to reveal density contours
experimentally. A good correlation between computational and experimental results-is demonstrated.
Computational isopycnics
Experimental isopycnics
Figure 5.20 Shock wave diffraction around 90° comer
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6. CONCLUSIO~~S
A finite element algorithm was implemented for the modelling of general inviscid compressible
flows. The following types of flows were modelled in this work : steady and unsteady two
dimensional flows in air, steady axisymmetric flows in air, transient two dimensional flows in liquids
and steady three dimensional flows in air.
An explicit Taylor-Galerkin solver was used to solve the compressible Euler equations. This was
used in conjunction with a flux-corrected transport (FCT) algorithm which combines an oscillatory
high order solution and a non oscillatory low order solution in such a manner that a high shock
resolution is obtained without any non-physical oscillations and overshoots appearing in the solution.
This algorithm was implemented for two and three dimensional flows. The Taylor-Galerkin
algorithm was also extended to deal with axisymmetric flows which involved the addition of a
source term to ~!iv ;~:rp~rbolic conservation equations. The solver was used with the perfect gas
equation for modelling flows in art and the Tait equation of state for modelling compressible liquids.
This algorithm is able to provide time accurate transient solutions but is also used here for
converging solutions to steady state.
An advancing front automatic mesh generator was developed to generate two dimensional uniform
triangular meshes. This generator is able to handle complex connected domains with internal and
arbitrarily curved boundaries. This algorithm enabled one to take full advantage of the unstructured
nature of the finite element mesh, enabling complex unstructured meahes to be generated easily. This
required the analyst to supply only the minimum information necessary to define the problem,
avoiding the traditional approach of having to subdivide t.he geometry into blocks before it can be
meshed ..
An adaptive refinement algorithm was implemented which enabled an optimal mesh to be maintained
without the intervention of the analyst. 111isalgorithm refined the mesh where necessary enabling
high gradien, features to be accurately resolved and coarsening it again where necessary, This
avoided the usual approach of having a uniformly refined mesh which is excessively fine over large
areas of the domain. The adaptive refinement algorithm was able to reduce processor time and
memory requirements by between 75 and 90% over solutions obtained using a uniform mesh,
making adaptive meshing seem almost indispensable for these types of problems.
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The combination of an automatic mesh generator and adaptive refinement algorithm enabled a black
box type of aPI?toach tc be taken with the solver. The analyst is able to describe the appropriate
geometry. :nitiaf 110wand boundary conditions, that is, the minium information necessary to define
the problem, without having to be concerned with mesh details. This approach was found not only
to be computationally efficient but dramatically reduced operatql ti}})e as well. This approach h.
likely to become increasingly popular in the future.
The lack of an automatic mesh generator and an adaptive mesh algorithm for the three dimensional
code proved to be its severest deficiency. Generating anything but the simplest meshes uslng
traditional parametric mapping techniques proved to be difficult. The fact that the resultant mesh was
non-optimal was also a problem especially as three dimensional problems require extensive
computing resources. In fact without powerful meshing and adaptive meshing routines all the power
of using an unstructured grid approach was effectively 10&1:. Certainly as structured grid schemes are
usually more efficient than unstructured grid schemes, using a structured grid ill this case would have
beea advantageous, However, further development on the meshing and adaptive mesh techniques
would change this situation and all the advantages experienced with these techniques with the two
dimensional code could be achieved in the three dimensional case.
Generally, notwithstanding the above comments, unstructured grids was found to be ail advantageous
approach for gene) complex problems and further development would be needed in structured
techniques for them to become competitive in the realm of general arbitrary geometries.
A number of verification tests were performed comparing numerical results with experimental and
analytical results. Where comparisons were performed with analytical results, that is steady
compressible flow over wedges and cones and liquid shock wave reflections, the results were very
accurate. Wave angles were underpredicted very slightly due to lack of complete convergence in the
steady state case wuere an implicit solver would' have been more optimal enabling the solution to
be converged furtl .er, It must be stated that this lack of accuracy is not excessive and it is still viable
to use an explicit solver for steady flows. As analytical solutions and numerical solutions are based
on the same idealisations this does demonstrate that the solver accurately approximates the
compressible Euler model.
Comparisons of computational and experimental results were performed of regular. simple Mach and
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complex Mach reflections on wedges. The angles for the regular reflection were predicted exactly.
The poorest prediction was the angle of reflection for a complex. Mach reflection. This discrepancy
appears to be most likely due to real flow effects mainly due to the fact that the code : curately
predicts situations where real flow effects are clearly absent, Further examination of this would he
necessary, seeing when real effects become relevant and how to take them into account.
There are several logical extensions that can be performed on the solver. The most obvious jl: the
solution of the full compressible Navier-Stokes equations which would not only include viscous
effects but heat transfer and turbulence modelling. If such an extension was performed, the addition
of an implicit solver would come in useful as in some situations, the Couran. rability criterion could
become excessively restrictive. Other useful extensions could include the modelling of moving
boundaries through the use of arbitrary Langrangian Euler (ALE) implementations and the modelling
of multiphase flows.
The science of modelling compressible flows has over the past few years approached a certain
maturity where it can now he easily used as a practical tool rather than being a problem in itself.
Many of the latest developments in compressible flow modelling were implemented in this work.
White there. is certainly scope for many more developments, the stated objective of developing a
practical tool for modelling general inviscid compressible flows was achieved.
A wide variety of developments appear to be likely in the future. Domain decomposition methods
appear to be becoming more popular though still do not match the flexibility of the tinite element
method. It is likely that research will continue in the use of higher order methods such as spectral
methods and p type finite element meshes. Other possibilities is research into a unified approach
where a single algorithm could be used for incompressible and compressible flows,
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A:pPEr~DIX A
At Introduction
In this appendix all the integrations of the finite element equations are performed and the matrices
are expanded fully. As the matrices for each degree of freedom are similar, all calculations are
shown only for 8, single degree c,f freedom. Appropriate references describing the techniques used
in this chapter are Stasa" and Zienkiewicz'",
A2 The Linear Triangular Fil1jte Element
The solution ~ within each triangle IS interpolated from the nodal solutions with the
use of shape functions (Nj).
The shape functions can be expressed in terms of real (x, y) and area coordinatesfl.j), The area
coordinates of a point p can be expressed as follows,
For 8\ linear triangular finite element, the area coordinates (L) are equal to the shape functions (Nj).
The shape functions are calculated as follows
N1 ::: ~ ::: (81 + b1x + c1.0
N2 = 4 :::(82 + b2x + ~.0
Ns = La = (a3 + bax .:.~.0
where
81 = (X2Y3 - x3Y~/2A
b; =: (Y2 - Ys)/2A
~ := (x:~ - x~/2A
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~ :: (XaYi - x1Ya)/2A
b2 ::: (Y3 - Y1)/2.4
~ = (Xi - xs)/2A
8S ::: (XiY1 - x2Yt)/2A
bs ::: (}'1 - yrJ/2A
~ ::: ()(2 - x1)/2A
where A, the area of the triangular element is
1 Xi ~j1A :::.~1 x22 j1 Xs
A3 The tetrahedral finite element
The solution is expressed in terms of shape functions as follows.
where
Ni ::: L1 = (81 of; b1x -(.elY + d1z)
N2 :: ~ '" ('elz + ~x + ~y + d2,z)
Ns == is ::(as + b3x + GSV + da.z:)
N4 == L4 ::.:(84 + b4x + C4,Y + d4z)
where:
and:
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i\
1.1
~ Y2 ~
-:~:Y2
~
81 -~~ Ys b1 = Ya
~4 .Y4 Z Y4
The values at the other nodes are obtained by 2. cyclic rotation of the subscripts 1, 2, 3 and 4.
The volume (V) of the tetrahedron is calculated as follows
'1 x1 Yi Z1
1 1 X2 Y2V=-
61 Xa Ya
1 x4 Y4 z41
A4 Integration Formulas
All integrations over linear triangular and tetrahedral elements can be calculated exactly, as opposed
to numerically which is usual in finite element calculations using differently shaped elements and
shaoe functions. Whenever integrations are to be performed, area and volume coordinates are used.
Whenever a shape function is to be differentiated, cartesian coordinates are used.
The following integration formulas from Stasa" are used.
fit P cd~! IL, Lj dl = ---'----I {ce + P + 1)i
«!Ply! 2A
(<< + p + y + 2)1
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A5 The Two Dimensional Finite Elemenr Algorithm
First the increment f(~rtime n+ 112 is calculated from equation (IS)
5t LJn+~ _ 1 r of.~.'( 2JFy]
u - --A~~- +-
. 2 l (Ix ay
The integral over the element area (equation (14») is
The boundary inte!,;rai (equation (14)) is calculated as follows
expanding:
~
N1(N1FX1 -t N214r2 + N3F;.~ irN1(N1Fyt + N2FY2 + NsF~'
fT =-atnK!, N2(N,:" + N2F;r'.' + NsF,d dJ' -Atny!, fjN,Fy, + N2Fy2 + NsF~rdJ'
Ns(N1'-xt + N2P.r2 + N3Fx~ NJJN1Fyt + N2F,V2 + NsF~:
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and integrating :
1 1 1.t:"j [1 1 1 J-F.1+-~~+-' -F.1+-F..~+-F.a x 6 x: 6 3 y 6 y", 6
j(
t.Y 1 1 1 .. . 1· 1-F 1 + -F"", + -F - am --F.1 + -F.." + -F.a x 6 - 6 x ·3' 6 ~ 6 ~
1 1. 1~ 1 1 1-F. 1 + -F" + -F -F.1 + -.F.Y2.+-F.aX aX'" 6x 3' 6 6
The source term for axisymmetric flow (equation (20) is
expanding:
r~(N1S1 + JV2S2 ~, NgSa)l
fs = fo[N:!.N,S, + iV.s" , NsSaljdQ
(';Is(N181 + N2Sz + NaSa)
and integrating :
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For the solution of equation (19) the consistent mass matrix is needed
The lumped matrix, obtained from summing up each row and placing the sum on the diagonal is as
follows:
A6 The three dimensional finite element algorithm
The solution increment for time n+ 112 is calculated as follows
n+.1au 2 =e
Tne three dimensional volume integral from equation (14) is :
expanding and integrating :
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+The three dimensional boundary integral is :
expanding :
N1(N1FX1 + N2F x2 + NaFx3 + N4Fx4)
N2(N1Fx1 + N2F x2 + NsFx3 + N4FX4)
fT :::: -atn;
Na(N1FX1 + N2F,y2 + NsF x3 + N4FX4)
N4(N1Fx1 + N2F x2 + NaFX3 + N4Fx4)
N1(N1Fz1 + N2F z2 -I- NaFz3 + N4Fz4)
N2(N1Fz1 + N2F z2 + NaFz3 + N4Fz4)
-iltnz Ns{N1Fz1 + N2Fz2 + NsFz3 + N4Fz4)
N4{N1Fzi + N2F z2 + NaFz3 + N4Fz4)
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integrating :
1 1 1 r1 n+"2 1 n+"2 1 n+- 1 ni'"2
~·Ff + -Fx2 + __ F}(32 + --Fx46 x 12 12 12
1 1 1 11 11+"2 1 n"'"2 1 n+"2 1 n+"2
aFX1 + --F.'f2 + -Fxa + -.-F412 . 12 12 ;x.
fT = -Atn
11 1 n+.!1 n+"2 1 n<-"2 1 17+- i 2
SFX1 + -FX2 + --Fxa 2 + -FX412 12 12
1 1 1 11 (1+"2 1 n+- 1 n+- 1 n+-2: f" 2-Ft + -FJ<2 + --Fxa 2 + - '4t 6 x 12 12 12 )(0
1 1 1 1 n+~l1 n+"2 1 n+"2 1 (1+"2
6FY1
+ -Fy2 -:-12Fya + -FY412 12
1 1 1 11 n+"2 1 n+- 1 n+- 1 n+22
-Fyt + --Fy2 + --Fya 2 + -FV4
6 12 12 12 .-tstn
1 1 n<-~ 1 11 n+"2 1 n+- 1 n+"2
-F.1 + --Fy2 + --Fya 2 + 12FY46 y 1:2 12
t 1 1 11 n"'"2 1 n+'2 1 n+- 1 n+"?aFY1 + --Fy2 + _Fya2 + 12Fy4 j1J2 12
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1 n~i 1 1 11 n+"2 1 n+- 1 n+"2
-F1 + -Fz2 + -Fza2 + -Fz46 Z "12 . 12 12
1 1 1 1i n+"2 1 n+"2 1 n+"2 1 n+-2eFZ1 + -Fz2 + --FZ3 +-F412 12 12 z
-Atn
1 1 n+1 11 n+"2 1 n+"2 1 2 1 n+"2-F1 + -Fz2 + -Fa + -Fz46 Z 12 12 z, 12
1 1 1 11 n+"2 1 n+"2 1 n .."2 1 n+"2
-F1 + -Fz2 + -FZ3 + -Fz46 z 12 12 12
The consistent mass matrix is :
NiNi N1N2 NiNa N1N4 2 1 1 1
Me = f NN,pQ = I N'J.N1 N2N2 N2NS N2N4 Vi 2 1 1dO --a J n NsN1 NsN2 NsNa NsN4 201 1 2 1
N4Nf N4N2 N4NS N4N4J 1 1 1 2
Summing up rows and puutting the result on the diagonal gives the lumped mass matrix :
5 0 0 0
VO 5 0 0
ML = 200 0 5 0
000 5
A7 2D Tangents and Normals
In order to evaluate the boundary integrals and also the normal and tangential velocities it is
necessary to calculate the normal (n) and tangent (t) to an edge of an element.
The edge for which it is necessary for the normal to be calculated is rij directed in an ant\'lockwise
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direction around the triangular element. This lies in the xy plane. The unit outward normal can then
be determined by taking the cross product of l'ij with the z axis (k) and dividing by its magnitude.
fij X k
n=---
Irq x ~
The tangent vector can be evaluated as follows :
The normal and tangential velocities can be calculated from the normal and tangential vectors as
follows
AS 3D tangents and Normals
The normal to any triangular planar surface is easily obtained by calculating the cross product of any
two sides of the triangle. It is now necessary to determine two tangential vectors to that normal.
There are an infinite number of tangent vectors to the surface. The first tangent vector is obi~ned
from calculating the cross product of the normal vector with either the k or the j axis.
i j
~
nxk= i1x ny
0 0
ii j
~
nXj~~ ny
1
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if nand k are not parallel, that is
In x At > 0.001 \
the k axis is used as reference. The first tangent vector is then calculated as follows:
t1 = nxk
In x At
otherwise
The second tangent vector can then be calculated as follows
t2=nxt1
A9 Error Indicator
The error indicator from section 4.2 is :
The evaluation of the different terms in this error indicator is as follows :
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oN1 aN~ 0N1 aN2 aN1 aN..'i---- ---- ----
ax. ax, ax. ax, ax. ax, U']
f.a~a~ ~a~a~ a~a~ a~a~-·-dQU = . -- ---- ---- U2
1.1 ax" ax! J I iiXk aXr aXk aXJ aXk ax[l UsaNs aN.v aNs aN2 aNa aNa--- ---- ----
aXk ax, aXk ax, aXk ax, j
IaNi~a~ VIdO =fa axkll ax! 1
IIaNiIaNi Vi + aN2 U2 + aN3uJaXk ax!' ax, aXI i
aN21 aN, u, + a~ U. + aN. 4J
aXk ax! ax} aXf I]·
IIaNti aN, U, + a,N2o. + aN. ul
~aXk~ aXJ d~ aXI i
aN11~aN11 aN2, aNsI \J-1-.IU11 + -IU~+ -'IU~aXk ax} ax, ax, I
r IaNil1a~ IIaN2~ aNi oN2! aNsi ,]J'-II-. IUJdQ = AJ-·- ---IU11 + -IU~+ -IYS!
n aXk IaX1 I( aXk ax/ aXIl ax, ....
~
aN3~,aN11 aN2 laNs \11-- -!Uil +-IUd f-1~'_lu~.JaXk aXil ax, ax,)
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APPENDIX B
B.l 1l:ntrolUuctilJ!n
The usefulness of a numerical code not only depends on its solution ability, but also on the
infrastructure within which it operates. This typically involves pre and post-processing routines which
include mesh generation and the ability to view the solution data in some form. In this appendix, the
contour plotting algorithms, the 3D mesh generation algorithms and three dimensional viewing
algorithms used in this research will be described. The 3D viewing algorithms described here are
extensions of t")chniques described in Angell and Griffith 44.
B.1/' Two Dimensional Contour Plotting
After every timestep of the solver a new set of solutions is obtained on the finite element grid. The
sotution is solved ,.. the nodal points with the solutions within each element being obtained from
linear finite dement interpolations (see appendix A). The contour plotting routine will plot either
constant density (isopycnic) or constact pressure (isobaric) lines in the flow domain.
The contour interval is specified by the user. Each contour line representing a constant value 4> is
drawn as follows :
Loop through each element
If a contour crosses an element, it will cut two of the three edges of the element. Each edge with
endpoints i and j, needs to be tested to determine whether it is crossed by the contour line. If the
nodes defining each edge have values $; and $j , the contour will cross that edge if <P < max($;
, $j) and $ > min($; , $j)' TIle coordinates ofthe intersection of the contour and edge is obtained
by simple linear interpolation.
The two intersection points on the two edges can then be joined by a straight line.
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B3 Three Dimensional Mesh Generation
The parametric mesh generation scheme described in Zienkiewicz and Philips" arid Zienkiewicz'"
is used to generate the finite element meshes. The geometry is first subdivided by the user into
hexagonal blocks, each with its own parametric coordinate system. (fig B.l)
Figure B.l Hexagonal parametric block
Mappings between parametric and real coordinates ru-eas follows :
X:= N; XI
Y == N, y,
z = N;Zj
where
N1 = ~ (1 + 1)(1 - 8)(1 + ~ ,
1Ns ::: S(1 - 1)(1 + s)(1 + ~ I
Ns ::: ~ {1 + 1)(1 - s)(1 - ~ ,
N7 ::: ~ (1 - 1)(1 + s)(1 - ~ I
N2 :::1(1 + 1)(1 + S)(1 + ~
8
N4 = ~ (1 - r}(1 - 8)(1 + Q
Ns :: 1(1 + 1}(1 + s)(1 - ~
8
Na ::: ~ (1 - 1)(1 - s)(1 - l)
The user specifies the number of elements to be generated in each parametric coordinate direction
(nr, ns, nt) respectively. The element length in each direction in parametric space is calculated as
follows:
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c.
/~,'
~
2dr= -
nr
2ds:= -ns
2dt= -nt
The block is subdivided into smaller hexagonal blocks as follows.
o
rl = sl = tt == -2.0
Loop : r2 ee 1'1+ dr
Loop: s2 :::::s1 + ds
Loop : t2 :-:::t1 + ds
At this point a block is fully defined (rl , r2, sl, s2, tl, t2). The coordinates in the cartesian
coordinate system can be calculated using the parametric mapping equations defined above.
t1 =t2
Next t
11 :::::-2.0
sl = 82
Next s
s1 = -2.0
r1 == r2
Next r
Each block can now be divided into tetrahedra as ill fig B.2.
Figure 1l.2 Subdivision of a brick
element into tiV() tetrahedra
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B4 Three Dimensional Viewing Algorithms
The scene to be viewed consists of triangular facets in three dimensional space. Appropriate
translations and rotations must be performed on the scene so that the scene can be displayed from
the desired viewpoint. The scene must be then displayed with all hidden lines removed.
Data Structures :
An explicit edge list is used to store the facet data. Edges facet references an edge. Each edge then
references two coordinates which make up the endpoints of the edge.
COORDS(1..NCOORDS, 1..3)
FACETS(l..NFAC, 1..3)
EDGES(J ..NEDGES, 1..2)
{The coordinates for each point}
{The three edges defining each facet}
{The two coordinates defining each edge}
B 4.1 Coordinate 'I'raasformatlens
There are three coordinr.e systems involved in this algorithm. {he first is the absolute coordinate
system. The geometry to be viewed is described in this coordinate system. The observer system has
its origin at the observers viewpoint (ex, ey, ez) with the negative z axis lined up with the viewing
direction (dx, dy, dz). All the absolute coordinates are converted to ~he observer coordinate system.
The observer coordinates are then projected either orthographically or perspectively onto a viewing
plane,
Observer
Absolute
.j"
/' (ex, ey, ez)
(dx, dy, dz)
y
iI ,z
V
"""~ x
Figure B.3 Absolute and observer coordinates
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The origin of the absolute coordinate system is first translated to (ex, ey, ez).
x' = X - ex
r' := y - ey
z' = Z - ez
A series of rotations are performed on all the coordinates in order to line up the x, y and z axes as
follows:
pi == Rp
1 0
Si~+ _ fcost)
0 -slns rt:;0:~6sine 01'.'
R, = l-S~'6R = 0 cos6 1 0 cos6x Ry -l 0 ~J0 -slne cose sine 0 cos6 0
The axes are rotated about the z axis by angle a. = arctan(-dy/-dx).
The axes are the rotated about the y axes by angle 13 = arctan(dx2+drl-d;~';
The axes are then rotated about the z axis by angle r = -al'ctan(-dy.dzld;{~+dr+di)
B 4.2 Projection
The coordinates can then be projected onto a viewing plane either orthographically or perspectively.
Orthographic projection :
Xp = XO
YP = Yo
Perspective projection:
x =p
xdo
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d perspective plane
Figure BA Perspective projection of a point
B 4.3 Hidden line elimination
Before each edge in the scene call be drawn, its visibility must be determined. Edges may be
completely visible, completely hidden, or only partially obscured.
-(-._____
Figure B.S A line partially obscured by a facet
Loop through facets
Check whether a facet must be displayed or not.
If a facet Is not to be displayed than the; edges are marked.
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Loop through edges
Compare edge against every single facet in the scene. The whole edge may be visible, or the whole
edge may be obscured. Parts of the edge may be visible and parts invisible. Only those parts of the
edge that are visible are drawn.
These are essentially two dimensional calculations.
Whether an edge is obscured by a facet can be determined as follows :
The plane containing the facet can be described by the following vector equati-n :
ne = k
For any point p on the plane.
f(p) = nxK 1" nyY + nzZ - k = 0
f(p) = 0 for any point on the plane but non zero for all other points. This plane divides space into
a positive and negative set. If f(p 1) and f(P2) both have the same sign, they will be on the same side
of the plane. This way it can be determined whether a point on the line is on the same side of the
plane as the eye (EX, BY, EZ). If the point on the line is on the opposite side of the plane then the
section of the line is invisible and must not be drawn.
B5 Three Dimensional Contour Plotting
Three dimensional data is viewed by displaying the solution contours on a plane which slices the
geometry.
The cutting plane defined by the user is expressed as follows
n.a == k
where n is a normal to the plane, a is a point on the plane and k is a constant.
Each tetrahedron in the mesh consists of six edges. All t;clges are tested to determine whether they
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are intersected by the plane.
Any point on the edge ij can be defined in vector form as follows:
p = b + (.'d
where
b = (XI' Y/,ZI)
d = (~-Xi 1 YrYi 1 ZrZJ
The order of i and J does no(!matter~
n.(b + J1a) = k
Solving for f.1
Jl - k - n.bn.d
If n.d = 0, the line and plane are parallel and no unique intersection can exist.
If the line and plane are not parallel, they will intersect. However it is only the line segment between
i and j that is of interest, not the entire line. The plane and line segment intersect if 0 <= Jl <= 1.
The plane will either intersect at three or four points, forming a planar triangle or quadrilaterai, If
a quadrilateral is created, it is divided into two triangles. Once all the edges have been tested a set
of planar triangles will exist. The values at each node will have been calculated. The contour plotting
proceeds as in the two dimensional case.
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