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računalnǐstvo in informatiko
Ana Gaja Boc
Integracija vidnega zaznavanja in
koordinacije gibov robota pri igranju
igre Križci-Krožci
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Whenever life gets you down, Mrs. Brown,
And things seem hard or tough,
And people are stupid, obnoxious or daft,
And you feel that you’ve had quite enough,
Just remember that you’re standing on a planet that’s evolving
And revolving at 900 miles an hour.
It’s orbiting at 19 miles a second, so it’s reckoned,
The Sun that is the source of all our power.
Now the Sun, and you and me, and all the stars that we can see,
Are moving at a million miles a day,
In the outer spiral arm, at 40, 000 miles an hour,
Of a galaxy we call the Milky Way.
Our galaxy itself contains a hundred billion stars;
It’s a hundred thousand light-years side to side;
It bulges in the middle sixteen thousand light-years thick,
But out by us it’s just three thousand light-years wide.
We’re thirty thousand light-years from Galactic Central Point,
We go ’round every two hundred million years;
And our galaxy itself is one of millions of billions
In this amazing and expanding universe.
Our universe itself keeps on expanding and expanding,
In all of the directions it can whiz;
As fast as it can go, at the speed of light, you know,
Twelve million miles a minute and that’s the fastest speed there is.
So remember, when you’re feeling very small and insecure,
How amazingly unlikely is your birth;
And pray that there’s intelligent life somewhere out in space,
’Cause there’s bugger all down here on Earth!
-Monty Python

Kazalo
Povzetek
Abstract
1 Uvod 1
1.1 Humanoidna robotika . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Sorodna dela . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
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Povzetek
Naslov: Integracija vidnega zaznavanja in koordinacije gibov robota pri
igranju igre Križci-Krožci
Avtor: Ana Gaja Boc
Diplomska naloga obravnava problem programiranja robota NAO za igranje
igre Križci-Krožci. Pri tej igri igralca izmenično označujeta prazna polja na
mreži s tremi stolpci in tremi vrsticami. Zmaga tisti, ki mu uspe prvemu
postaviti tri znake v vrsto. Če se zapolnijo vsa polja in to ne uspe nikomur,
je igra neodločena.
Pri razvoju take funkcionalnosti lahko dani problem predstavimo kot
sklop treh podproblemov. Prvi je ta, da se mora robot zavedati položaja
svoje roke v prostoru glede na ostale objekte, da bi lahko dosegel želeno
polje na igralni površini. Problem je rešen z izračunom inverzne kinema-
tike s pomočjo regresijske nevronske mreže. Drugi problem je prepoznavanje
situacije na igralnem polju, torej kje se igralno polje nahaja in kakšno je
trenutno stanje igre. Pri reševanju tega problema so uporabljeni osnovni
principi vidnega zaznavanja. Tretji problem je sama strategija igranja, torej
izbira poteze, ki bi robota lahko pripeljala do zmage oziroma to isto pre-
prečila nasprotniku. Strategija je izdelana po principu preiskovalnega dre-
vesa Alfa-beta. V tej diplomski nalogi smo vse tri probleme uspešno rešili in
implementirali sistem, ki je v igranju igre Križci-Krožci nepremagljiv.
Ključne besede: robotika, inverzna kinematika, vidno zaznavanje, teorija
iger.

Abstract
Title: Integration of robot visual perception and hand-eye coordination for
playing the game of Tic-Tac-Toe
Author: Ana Gaja Boc
This thesis aims to program the NAO robot so that it will be able to
play the game of tic-tac-toe, where two players alternately mark empty fields
on a game board with three columns and three rows. The goal is to place
three crosses or circles in a row before the opponent does so. If there are no
more empty fields and no one succeded in doing so, the game ends in a draw.
When teaching the robot, this problem can be split into three sub-problems.
Firstly, the robot must be aware of the position of its arm in space, so that
it is able to reach his goal on the gaming surface. This problem is solved
by calculating inverse kinematics using a regression neural network. The
second problem is recognizing the current situation, which includes locating
the gaming surface and recognizing the state of the game. The program for
vision recognition implements basic principles of robot vision. Lastly, the
robot plays the game using such a strategy for choosing its next move, that
it is most likely to get him victory or to prevent its oponent from doing
so. The algorithm used for choosing the optimal move to win the game is
based on alpha-beta search trees. In this thesis we succesfully solved all three
problems and implemented a system, that is unbeatable at Tic-Tac-Toe.
Keywords: robotics, inverse kinematics, visual recognition, game theory.

Poglavje 1
Uvod
V uvodu je na kratko opisana zgodovina oziroma razvoj humanoidnih robo-
tov, definiran problem, ki je predmet teme diplomske naloge, oris njegove
rešitve, sorodni projekti ter predstavljena struktura naloge.
1.1 Humanoidna robotika
Besedo ”robot”je skoval češki avtor Karel Čapek v gledalǐski igri Rossumovi
univerzalni roboti, ki je bila prvič prikazana leta 1921. Robote so igrali
človeški igralci, ki so bili na ta način, sicer samo v gledalǐsču, prvi humanoidni
roboti. Kasneje so roboti igrali pomembno vlogo tudi v delih Isaaca Asimova.
Ti roboti so bili ponovno humanoidni in so prevzeli naloge, ki so jih običajno
opravljali ljudje. Njihovo delovanje je bilo prikazano kot dovolj sofisticirano,
da so lahko varno delovali v okolju z ljudmi in za svoje delo niso potrebovali
dodatnih pripomočkov.
Prvi pravi humanoidni roboti, ki so dosegali meje, postavljene v znan-
stveni fantastiki, so se pojavili pred približno 30 leti, s hitrim razvojem pred-
vsem zadnjih 15 let.
Eden izmed bolj vidnih humanoidnih robotov je ASIMO (Slika 1.1). Honda
je začela razvijati humanoidne robote že v osemdesetih letih preǰsnjega sto-
letja, vključno z nekaj prototipi, ki so vodili v razvoj ASIMA. Prvič je bil
1
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Slika 1.1: Asimo (Advanced Step in Innovative MObility).1
Slika 1.2: Humanoid Atlas podjetja Boston Dynamics. 2
predstavljen javnosti že leta 2000. Sposoben je prepoznati premikajoče se
objekte, svojo okolico, zvoke in obraze, kar mu omogoča komunikacijo z lju-
dmi. Visok je 130 cm in tehta 54 kg. V letu 2018 je Honda prenehala s
komercialnim razvojem ASIMA, čeprav nadaljujejo z njegovim razvojem kot
raziskovalno platformo.
Ko govorimo o mobilni robotiki, ne gre brez omembe podjetja Boston
Dynamics. Kadar je v igri premikanje po zahtevnem terenu, je njihov Atlas
1Vir: https://www.bworldonline.com/asimo-this-was-your-life
2Vir: https://www.theverge.com/tldr/2018/10/11/17964912/boston-dynamics-atlas-
parkour-video-jumping
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Slika 1.3: Robot NAO. 3
(Slika 1.2) eden najbolj naprednih humanoidnih robotov. S pomočjo stereo
vida, senzorjev oddaljenosti in drugih senzorjev lahko ohrani svoje ravnotežje
tudi pri hoji po zahtevnem terenu ali ob potisku. Če se zgodi, da pade, lahko
sam vstane. Zmožen je celo izvajati salte.
Z razvojem so humanoidni roboti postali cenovno ugodneǰsi in se tako
začeli pojavljati v vedno več raziskovalnih in izobraževalnih ustanovah. Eden
izmed njih je tudi NAO podjetja SoftBank Robotics (Slika 1.3), s pomočjo
katerega je izdelana tudi ta diplomska naloga. Ima sedem senzorjev na dotik,
štiri mikrofone, zvočnik in dve kameri. Programirati ga je mogoče s pomočjo
Python SDK-ja ali preko namenskega programa Choregraphe. Uporabljamo
ga lahko kot učni pripomoček pri spoznavanju osnovnih principov robotike,
kot pomočnika pri učenju tujih jezikov, za navduševanje ljudi za robotiko in
drugo.
1.2 Sorodna dela
O isti tematiki, kot jo obravnava ta diplomska naloga, je pisal tudi Renzo
Poddighe [18]. V njegovem primeru je inverzna kinematika izračunana z
3Vir: https://www.softbankrobotics.com/emea/en/nao
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algoritmom FABRIK (Forward and Backward Reaching Inverse Kinematics),
ki izračuna položaj roke v prostoru z obravnavanjem sklepov kot točk na
daljici. Te točke se nato iterativno ena za drugo prilagajajo, dokler končna
točka ne doseže želene pozicije v prostoru. Pri igranju igre se pozicija polja
v prostoru razbere iz konstantne velikosti polja. Sama strategija igranja ni
opisana, vidno zaznavanje pa temelji na Houghovi transformaciji za detekcijo
premic in krogov.
Diplomska naloga Domna Požrla s Fakultete za računalnǐstvo in informa-
tiko Univerze v Ljubljani [19] se prav tako osredotoča na izdelavo sistema za
robotsko igranje igre Križci-Krožci. Za igranje je uporabljen robotski mani-
pulator, postopek odločanja temelji na sprotnem odločanju, ki je podoben
človeškemu razmǐsljanju, detekcija križcev in krožcev pa je izdelana na pod-
lagi zaznavanja barv.
V članku Enhanced robotic hand eye coordination inspired from human-
like behavioral patterns [10] je opisan način izdelave inverzne kinematike, ki
posnema človeško obnašanje. Vidno zaznavanje deluje na podoben način kot
človeško oko, z osredotočanjem le na določeno področje slike. Sistem vsebuje
tudi dve mreži. Ena obravnava in posreduje podatke vidnega zaznavanja
proti robotski roki, druga pa uporablja podatke o položaju robotske glave in
roke, da ustvari projekcijo robotske roke v vizualnem prostoru. Učenje robota
inverzne kinematike poteka podobno kot pri otrocih. Z vidom sledi lokaciji
konca svoje roke in jo prilagaja, dokler ni roka na želenem mestu. Uspešno
je bil tudi implementiran sistem imenovan ’stop-to-fixade’, ki, kadar naleti
na oviro, zaustavi premik roke in spremeni fokus z objekta, ki ga želi doseči,
na svojo roko in tako prepozna oviro.
Podoben pristop izdelave inverzne kinematike z nevronskimi mrežami je
opisan v članku Learning hand-eye coordination for robotics grasping with
large-scale data collection [15]. Zbranih je bilo preko 800 000 vzorcev, na ka-
terih se je učila konvolucijska nevronska mreža, ki je napovedovala verjetnost,
da bo določen premik roke vodil do uspešnega pobiranja objekta. Vhodni
podatki za nevronsko mrežo so razmerja med pozicijo robotske roke in objek-
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tom. Končni sistem uspešno pobira objekte različnih oblik in materialov in
zna sproti odpravljati napake.
Zanimiv pristop k izračunu inverzne kinematike pa so razvili tudi na Uni-
verzi v Guadalajari [12]. Uporabili so tako imenovan algoritem Kresnic, ki
temelji na tem, da posamezno kresnico privlačijo le kresnice svetleǰse od nje
same. Vsaka kresnica v tem algoritmu predstavlja eno izmed potencialnih
rešitev inverzne kinematike.
1.3 Definicija problema in oris rešitve
Razvoj programske opreme, ki bo omogočala humanoidnemu robotu NAO
igranja igre Križci-Krožci, izpeljemo skozi rešitev in integracijo treh proble-
mov, katerih koraki so prikazani na Sliki 1.4.
Slika 1.4: Prikaz korakov diplomske naloge.
Prvi problem je zaznavanje igralne površine in stanja igre. Na sliki, ki
jo zajame vgrajena kamera na robotu, je narejena detekcija igralnega polja,
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ki se ga nato razdeli na devet posameznih delov, v katerih je možnost, da se
nahaja ali križec ali krožec ali pa da je prazno. Naredi se razpoznava za vsako
izmed posameznih oblik in shrani tisto, ki je bila zaznana. Ko je prepoznano
stanje igre, se na tej podlagi določi naslednja poteza robota, torej v katero
polje bo narisal znak. Iz slike se razbere mesto tega polja in izračuna inverzna
kinematika.
Drugi problem je strategija igranja, torej za katero potezo se bo robot
odločil na podlagi trenutnega stanja igre, da bo bodisi zmagal bodisi to pre-
prečil nasprotniku. Za izbiro naslednje poteze izmed vseh dovoljenih se upo-
rablja preiskovalni algoritem Alfa-beta. Osnova tega je preiskovalni algoritem
Minimax, kjer se za vsako stanje igre določi vrednost, ki predstavlja, kako
dobro oziroma slabo je to stanje igre, če želimo zmagati. Izbere se poteza, ki
maksimizira minimalno vrednost vseh možnih potez, ki jih nasprotnih lahko
stori. Algoritem Alfa-beta omogoča hitreǰse izvajanje algoritma Minimax,
saj neha obravnavati posamezno potezo takoj, ko se izkaže, da je ta slabša
od preǰsnje.
Tretji problem igranja igre Križci-Krožci je robotovo zavedanje položaja
svoje roke v prostoru, da lahko doseže želeno polje na igralni površini. Za
rešitev tega problema je potreben izračun inverzne kinematike, torej kotov
dveh sklepov v roki, da dlan s pisalom doseže ciljno polje. Ta izračun je im-
plementiran z uporabo regresijske nevronske mreže, naučene na vnaprej iz-
merjenih kotih v sklepih in pripadajočega položaja roke v prostoru. Naučena
nevronska mreža lahko nato za katerikoli nov položaj v prostoru napove,
kakšni morajo biti koti v roki, da ga bo robot dosegel.
Zadnji in najpomembneǰsi del pa je seveda sama integracija vseh delov v
kar se da robusten sistem.
1.4 Zgradba diplomske naloge
Jedro diplomske sestavljajo štirje deli. Prvi del vključuje predstavitev ro-
bota NAO, s poudarkom na njegovih sposobnostih in omejitvah, povezanih s
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temo diplomske naloge. V drugem delu so predstavljena uporabljena orodja:
nevronske mreže, preiskovalni algoritem Alfa-beta in računalnǐski vid. Tre-
tji, najpomembneǰsi del, je namenjen predstavitvi izdelanega računalnǐskega
programa, njegove strukture in prikazu doseženih ciljev. V četrtem delu
so analiza rezultatov, sinteza spoznanj in predlogi rešitev za dosego bolǰsih
rezultatov.
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Poglavje 2
Robot NAO
Podjetje Aldebaran Robotics, ki je začelo z razvojem robota NAO, je leta
2005 ustanovil Bruno Maisonnier. Med leti 2005 in 2007 je bilo razvitih šest
prototipov, marca 2008 pa je bila predstavljena prva produkcijska verzija
robota (NAO RoboCup Edition) tekmovalcem turnirja RoboCup. Kasneje
istega leta je bila izobraževalnim in raziskovalnim ustanovam predstavljena
NAO Academics Edition. Od takrat naprej je bilo razvitih več verzij robota z
različnimi izbolǰsavami, kot so kamere z bolǰso ločljivostjo, večja robustnost,
sistem proti trkom, hitreǰsa hoja, sinteza govora v več jezikih, bolǰse prepo-
znavanje obrazov in drugo. Leta 2015 je Aldeberan Robotics kupilo Japonsko
podjetje Softbank Robotics.
Softbank Robotics poleg robota NAO izdelujejo tudi robota Pepper in
ROMEO, prikazana na sliki 2.1. Pepper je 120 cm visok robot na koleščkih,
ki je bil prvič predstavljen leta 2014 in je namenjen predvsem komuniciranju
z ljudmi. Ima sposobnost prepoznavanja obrazov in čustev, z njim pa se
lahko sporazumeva tudi preko tablice, ki jo ima pritrjeno na prsih. Romeo je
projekt, ki ga od leta 2011 razvijajo v sodelovanju z Evropskimi ustanovami.
Humanoidni robot vǐsine 1,4 m je bil prvič predstavljen javnosti leta 2014,
vendar zaenkrat ostaja v fazi prototipa in ni naprodaj.
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Slika 2.1: Roboti podjetja Softbank Robotics.1
2.1 Strojna oprema
Različne verzije robota imajo 14, 21 ali 25 prostostnih stopenj (ang. degrees
of freedom). Verzije NAO Academic imajo merilec pospeška, žiroskop in
sonar, ki omogočajo robotu stabilnosti in orientacijo v prostoru. Verzije, ki
imajo noge, so opremljene z osmimi senzorji na dotik in dvema senzorjema
na pritisk (ang. bumpers). Sklepi in senzorji so prikazani na sliki 2.2.
Ta diplomska naloga je bila izdelana z robotom NAO verzije 4, ki ima 1.6
GHz procesor ATOM Z530. Ima 1 GB delovnega pomnilnika in 2 GB bliskov-
nega pomnilnika. Ima 25 prostostnih stopenj in kamero največje ločljivosti
1280x960 slikovnih točk.
2.2 Programska oprema
Operacijski sistem, preko katerega upravljamo z robotom, je zasnovan na
platformi Linux Gentoo, poimenovani NAOqi OS. Vgrajene ima številne
knjižnice, med njimi tudi vse, ki jih za delovanje potrebuje NAOqi Fra-
mework.
1Vir: http://blog.isusystem.com/wordpress/wp-content/uploads/2018/04/
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Slika 2.2: Prikaz sklepov in senzorjev robota NAO v4.2
2.2.1 Choregraphe
Za robota je bila razvita tudi namizna aplikacija Choregraphe, ki omogoča
grafično programiranje in izdelavo animacij. Izdelan program oziroma ani-
macijo se lahko testira na simuliranem robotu ali pa naloži na pravega.
Grafično programiranje temelji na povezovanju komponent, ki predsta-
vljajo določeno funkcijo ali program in so pravzaprav delci Python kode,
povezani v želeno zaporedje izvajanja. Vsaka od teh komponent ima enega
ali več vhodov in izhodov, ki se sprožijo ob uspešno končanem izvajanju, ob
napaki ali programsko. Primer preprostega programa je na Sliki 2.3.
2.2.2 NAOqi Framework
NAOqi Framework je glavna programska oprema, ki upravlja z robotom.
Lahko se uporablja na operacijskih sistemih Windows, Linux in Mac. Naj-
enostavneǰsa je uporaba programskega jezika Python, saj lahko kodo brez
2Vir: Aldebaran Robotics
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Slika 2.3: Primer preproste aplikacije za robota NAO, izdelane v Chore-
graphu. Vsaka komponenta je del animacije, ki je enaka rokovanju robota
Baymax iz animiranega filma Veličastnih 6.
Slika 2.4: Delovanje posrednika, modulov in metod.
prevajanja preizkušamo tako na računalniku kot na robotu. Druga pogosta
izbira je programski jezik C++.
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Glavni program, ki se izvaja, je posrednik. Ta ob zagonu naloži knjižnice,
ki vsebujejo enega ali več modulov, kateri uporabljajo posrednika za oglaševanje
svojih metod. Posrednik je objekt, ki ponuja imenǐske stvaritve (ang. direc-
tory services), s pomočjo katerih poǐsčemo module in metode in pa omrežne
storitve, ki omogočajo, da metode kličemo izven procesa. Posrednik deluje
transparentno in omogoča, da se istočasno izvajajo klici znotraj istega pro-
cesa in nekega drugega procesa ali procesa na drugi napravi.
Namestnik (ang. proxy) je objekt, ki se obnaša kot modul, ki ga predsta-
vlja. Če na primer želimo dostopati do slike, ki jo zajema kamera na robotu,
ustvarimo namestnik ALVideoDevice. Preko njega dostopamo do metod (kot
je npr. ”getImageRemote”), ki nam vrnejo sliko.
Moduli so razredi znotraj knjižnice, ki vsebujejo metode, preko katerih
lahko pridobivamo podatke ali pošiljamo ukaze robotu.
ALMemory je spomin robota. Vsi moduli lahko pǐsejo ali berejo podatke,
se lahko naročijo na dogodke in so obveščeni, ko se zgodijo določeni dogodki.
V ALMemory so shranjeni trije tipi podatkov: podatki prebrani iz senzorjev,
podatki o dogodkih in pa podatki o mikro-dogodkih.
Spodaj je primer kode v programskem jeziku Python, ki prikazuje upo-
rabo NAOqi ogrodja, za premik desne roke robota na dano mesto.
from naoqi import ALProxy
# g l o b a l n i s p r emen l j i v k i IP robota in s t . v ra t
robotIP = ” 192 . 168 . 0 . 1 65 ”
PORT = 9559
# us t v a r i namestnik
motionProxy = ALProxy( ”ALMotion” , robotIP , PORT)
# premakne desno roko na dano mesto
motionProxy . s e t S t i f f n e s s e s ( ”RArm” , 1 . 0 )
ang l e s = [−0.4907381343841553 , −0.7563040256500244 ,
−0.13963603973388672 , 0 .7670419216156006 ,
1 .6965620517730713 , 0 .00200002193450928]
motionProxy . ang l e I n t e r p o l a t i o n ( ’RArm ’ , angles , 1 . 0 , True )
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Poglavje 3
Teoretična podlaga
V tem poglavju je predstavljena teoretična podlaga, ki je bila uporabljena
pri izdelavi programa. V prvem delu so predstavljene nevronske mreže, v
drugem delu je predstavljen preiskovalni algoritem Alfa-beta, tretji del pa je
namenjen računalnǐskemu vidu.
3.1 Nevronske mreže
Umetna nevronska mreža (ang. artificial neural network) je model za ob-
delavo informacij, s katerim želimo posnemati človeške sposobnosti napove-
dovanja na podlagi učnih podatkov, brez izrecnega programiranja vplivov
posameznih spremenljivk.
3.1.1 Zakaj nevronske mreže?
Računalniki imajo procesor in nekaj spomina, kar jim omogoča hitro reševanje
kompleksnih enačb, vendar pa se niso sposobni prilagajati. Če primerjamo
možgane in računalnik, ugotovimo, da bi, teoretično, računalnik moral delo-
vati bolje od možganov. Računalnik ima prib. 109 tranzistorjev s preklopno
hitrostjo 10−9s, medtem ko imajo možgani 1011 nevronov s preklopno hitro-
stjo ocenjeno na 10−3s [13]. Vendar večji del možganov večino časa dela s
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polno kapaciteto, medtem ko je večji del računalnika namenjen le hranjenju
podatkov.
Z nevronskimi mrežami se želimo približati uspešno delujočim biološkim
sistemom, ki so pravzaprav samo preproste nevronske celice, ki delujejo vzpo-
redno in, najpomembneje, lahko se učijo. Nevronske mreže tako ni potrebno
posebej programirati, ampak se je sama sposobna naučiti na podlagi učnih
primerov ter negativne in pozitivne spodbude. Pomembne prednosti takega
načina učenja so sposobnost posplošitve, povezovanja podatkov in zaznava-
nje vzorcev, ki so preveč zapleteni, da bi jih opazili ljudje oziroma druge
računalnǐske tehnike. Vendar pa pri nevronskih mrežah težko ocenimo, kaj
vedo, kako delujejo in kje so napake. Tipični problemi, ki jih rešujemo z
nevronskimi mrežami, so klasifikacija in napovedovanje na podlagi učnih po-
datkov. Primeri takih problemov so razpoznava slik in govora, napovedi
gospodarskih trendov in prepoznavanje ročno napisanih črk.
3.1.2 Zgradba umetnih nevronskih mrež
Nevronska mreža je urejena trojica (N, V, w) z dvema množicama N, V in
funkcijo w, kjer je N množica nevronov in V podmnožica {(i, j) | i, j ∈
N} katere elementi se imenujejo povezave med nevronom i in nevronom j.
Funkcija w : V → R definira uteži, kjer je w((i, j)) utež povezave med
nevronom i in nevronom j zapisana kot wi,j. [13]
Uteži
Uteži so običajno shranjene v kvadratni matriki uteži W , kjer številka vrstice
pove začetek povezave in številka stolpca nevron, v katerega povezava vodi.
Če je utež enaka 0, to pomeni, da povezava med nevronoma ne obstaja. Tak
matrični zapis imenujemo Hintonov diagram.
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Slika 3.1: Procesiranje podatkov znotraj nevrona. 1
Propagacijska funkcija
Na nek nevron j je običajno povezanih več nevronov, ki mu posredujejo
svojo izhodno vrednost. Propagacijska funkcija za nevron j prejme izhode
drugih nevronov i1, i2, ..., in (ki so povezani na nevron j) in jih transformira
glede na pripadajočo utež povezave wi,j v mrežo vhodnih podatkov j, ki jo
nato procesira aktivacijska funkcija. Mreža vhodnih podatkov (ang. network
input) je tako rezultat propagacijske funkcije. Za propagacijsko funkcijo se
običajno uporablja utežena vsota, ki je seštevek zmnožkov izhoda vsakega
od nevronov i s pripadajočo utežjo wi,j.
netj =
∑
i∈I
(oi · wi,j)
1Povzeto po: [13].
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Aktivacijske funkcije
Odziv nevrona na vhodno vrednost je odvisna od njegovega aktivacijskega
stanja (ang. activation state). Nevroni se aktivirajo, če mreža vhodnih
podatkov preseže njihov prag. Aktivacija določenega nevrona je odvisna od
preǰsnjega aktivacijskega stanja in pa mreže vhodnih podatkov. Aktivacijska
funkcija transformira mrežo vhodnih podatkov netj in preǰsnje aktivacijsko
stanje aj(t−1) v novo aktivacijsko stanje aj(t) z upoštevanjem aktivacijskega
praga Θ.
aj(t) = fact(netj(t), aj(t− 1),Θj)
Za razliko od ostalih spremenljivk je aktivacijska funkcija običajno definirana
globalno in je enaka za vse nevrone, razlikujejo se le aktivacijski pragovi, ki
se lahko spremenijo pri procesu učenja.
Najpreprosteǰsa aktivacijska funkcija je binarna aktivacijska funkcija (prvi
graf na Sliki 3.2), ki sprejme le dva parametra. Če je vhodna vrednost vǐsja
od mejne vrednosti, se izhod funkcije spremeni iz ene vrednosti v drugo.
f(x) =
⎧⎨⎩1; x > 0−1; x ≤ 0
Druga pogosta aktivacijska funkcija je Fermijeva funkcija/ Sigmodialna
funkcija/ logistična funkcija (drugi graf na Sliki 3.2), ki preslika v vrednosti
na intervalu (0, 1) po enačbi
f(x) =
1
1 + e−x
Lahko jo tudi razširimo z uporabo parametra T:
f(x) =
1
1 + e
−x
T
Na grafu so prikazane s svetlo modro barve krivulje, kjer je T enak 0.5, 0.2
in 0.1.
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Slika 3.2: Različne aktivacijske funkcije.
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Pogosta je tudi tangentna hiperbolična aktivacijska funkcija (tretji graf
na Sliki 3.2), ki preslika vhodne vrednosti na interval (-1, 1).
f(x) = tanh(x)
Za izračun inverzne kinematike v okviru te diplomske naloge je bila upo-
rabljena osnovna RELU (Rectified Linear Unit) aktivacijska funkcija (četrti
graf na Sliki 3.2. Ta funkcija za vse negativne vrednosti vrne 0, za pozitivne
pa je izhodna vrednost enaka vhodni.
f(x) = max(0, x)
Odmik
Posamezen nevron se aktivira, kadar mreža vhodnih podatkov preseže akti-
vacijski prag nevrona. Aktivacijski prag je lahko predstavljen kot parameter
aktivacijske funkcije, lahko pa ga implementiramo kot utež povezave doda-
tnega nevrona. Ta nevron odmika vedno vrača vrednost 1, utež povezave
pa je enaka negativni vrednosti aktivacijskega pragu. Z implementiranjem
aktivacijskega praga nevrona kot utež povezave lahko njegovo vrednost pri
procesu učenja prilagajamo skupaj z vrednostjo ostalih uteži, kar olaǰsa ce-
loten proces učenja nevronske mreže.
Kadar se torej uporabljajo nevroni odmika, je aktivacijski prag implemen-
tiran kot utež povezave in se njegova vrednost odšteje od vhodnih podatkov.
Posledično se kot prag aktivacijske funkcije uporabi vrednost 0. Primer ne-
vronske mreže z odmikom in brez njega je prikazan na Sliki 3.3.
Topologija nevronskih mrež
Nevrone v mreži delimo v naslednje sloje: vhodni sloj, n skritih slojev in
izhodni sloj.
Pri mrežah brez povratnih povezav / usmerjenih nevronskih
mrežah (ang. feedforward) ima vsak nevron na enem sloju povezave le
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Slika 3.3: Prikaz dveh enakovrednih nevronskih mrež: na levi brez odmika
in na desni z odmikom. 3
Slika 3.4: Struktura usmerjene nevronske mreže.
proti nevronom na naslednjemu sloju v smeri proti izhodnemu sloju (Slika
3.4). Informacija tako potuje le v eni smeri, od vhodnega nivoja proti iz-
hodnemu. Pri mrežah s takšno arhitekturo je pogosto, da je vsak nevron
i povezan z vsemi nevroni na naslednjem sloju. Takšnim slojem pravimo
popolnoma povezani (ang. fully connected).
Primrežah s povratnimi povezavami (ang. feedback) lahko obstajajo
povezave med izhodi slojev in vhodi istih ali preǰsnjih slojev. Informacija
pri takih mrežah potuje v obe smeri, kar posledično povzroči, da se stanje
sistema spreminja, dokler ne doseže ravnovesne točke. V ravnovesni točki
ostane, dokler se ne spremenijo vhodni podatki in je potrebno poiskati novo
ravnovesje.
3Povzeto po: [13].
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Posebni primeri nevronskih mrež s katero koli od opisanih topologij imajo
lahko med seboj povezane nevrone na istem sloju, povezane nevrone, ki so
razmaknjeni nekaj slojev, nevrone, ki so povezani sami s seboj ipd.
3.1.3 Učenje nevronske mreže
Poznamo različne načine učenja nevronskih mrež, katerega uporabimo je od-
visno od tega, ali množica učnih podatkov vsebuje podatke o ciljni spremen-
ljivki ali ne.
Nenadzorovano učenje
Kadar množica učnih primerov ne vsebuje podatkov o ciljni spremenljivki,
poskuša nevronska mreža sama zaznati podobnosti in na njihovi podlagi raz-
vrstiti učne podatke v skupine. Primer nenadzorovanega učenja je samoor-
ganizirajoča se preslikava ali SOM (ang. self-organizing map). Ta preslika
vhodne podatke iz več dimenzijskega prostora v dvo dimenzionalno tabelo
nevronov. Deluje podobno kot gručenje z voditelji (ang. k-means), saj izvede
gručenje več dimenzijskih podatkov. Pomembna lastnost samoorganizirajoče
preslikave je sposobnost posplošitve, saj lahko interpolira glede na učne po-
datke.
Spodbujevalno učenje
Druga vrsta učenja je spodbujevalno učenje, ko dobi nevronska mreža po
končani izvedbi nekega zaporedja podatek o tem, ali je rezultat pravilen ali
napačen, lahko celo podatek o tem, kako zelo pravilen ali napačen je. Ta
vrsta učenja je bolj učinkovita od nenadzorovanega učenja.
Nadzorovano učenje
Množica učnih primerov lahko poleg različnih spremenljivk vsebuje tudi po-
datke o ciljni spremenljivki. Tako lahko izhod za vsak učni primer primer-
jamo s pričakovano vrednostjo in glede na razliko med njima prilagodimo
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vrednosti uteži. Cilj učenja je, da vrednosti uteži prilagodimo tako, da bo
mreža najnatančneje napovedovala ciljno spremenljivko ne samo na učnih
podatkih, ampak bo sposobna tudi posploševanja in uspešnega napovedova-
nja na še ne videnih podatkih.
Odvisno od tega, kdaj popravimo vrednosti uteži, ločimo sprotno (ang. on-
line) in predhodno (ang. offline) učenje. Pri predhodnem učenju naenkrat
v mrežo vnesemo več učnih primerov, akumuliramo napako in nato prilago-
dimo vrednosti uteži. Pri redko uporabljenem sprotnem učenju pa za vsak
posamezen učni primer izračunamo napako in ustrezno prilagodimo uteži.
Algoritem Vzvratnega razširjanja
Vzvratno razširjanje (ang. backpropagation) je najpogosteǰsa metoda za
določanje uteži v nevronski mreži pri nadzorovanem učenju in temelji na
postopku gradientnega spusta. V prvem koraku se uteži naključno določijo,
nato se izračuna napoved za učne podatke in izračuna napaka. Ta napaka
se vzvratno razširi do posameznih nevronov, kjer se izračuna, koliko je ta
nevron pripomogel k napaki ter se temu primerno prilagodi uteži.
3.2 Preiskovalni algoritem Alfa-beta
Preiskovalni algoritem Alfa-beta izbolǰsuje preiskovalni algoritem Minimax z
zmanǰsanjem števila vozlǐsč, ki jih je potrebno preiskati. Po končanem prei-
skovanju prostora najde enako rešitev, kot bi jo Minimax, vendar je računsko
manj zahteven, zaradi manǰsega števila vozlǐsč, ki jih preǐsče.
3.2.1 Algoritem Minimax
Algortiem Minimax je rekurzivni algoritem za izbiro naslednje poteze pri igri
z izmenjujočima se potezama običajno dveh igralcev. Vrednost je določena za
vsako izmed možnih stanj igre. Ta vrednost označuje, kako dobro oz. slabo
bi bilo za igralca, da doseže to stanje. Igralec nato izbere potezo, ki maksi-
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mizira minimalno vrednost stanja, ki ga bo z eno od možnih potez dosegel
nasprotnik. Primer določanja vrednosti posameznim stanjem je +1 za igre,
kadar zmaga Max igralec, -1 kadar zmaga Min igralec in 0, kadar pride do
izenačenja.
Slika 3.5: Primer Minimax odločitvenega drevesa.
Na Sliki 3.5 je algoritem Minimax ponazorjen na primeru delno odigrane
igre Križci-Krožci. Trenutno stanje igre je prikazano v korenskem vozlǐsču
drevesa. Na vrsti je igralec, ki rǐse križce (X) in ima na voljo tri različne
poteze. Vsaka izmed teh možnih potez je prikazana v naslednjem vozlǐsču.
Ko bo X igralec izbral potezo, bosta igralcu s krožci (O) preostali na voljo le
še dve potezi. Pri svoji naslednji potezi bo lahko X igralec svoj križec postavil
le še na eno mesto. Če noben od igralcev že pred tem ne bo postavil treh X
oz. O v vrsto, bo igra na tej točki končana, saj bo zmanjkalo praznih polj
in s tem možnih potez. Končnim vozlǐsčem določimo vrednosti +1, kadar
zmaga igralec s križci, in -1, kadar zmaga igralec s krožci. Pri taki določitvi
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vrednosti želi torej igralec X maksimizirati vrednosti v vozlǐsčih, igralec O pa
jih minimizirati, zato ju poimenujemo Max in Min igralec. Vrednosti končnih
vozlǐsč se nato propagirajo navzgor, odvisno od igralca, ki je na potezi. Kadar
je na potezi igralec, ki za svojo zmago želi minimizirati vrednosti, se navzogor
propagira najmanǰsa izmed možnih vrednosti. Kadar pa je na potezi igralec,
ki za svojo zmago želi maksimizirati vrednosti, se navzgor propagira največja
izmed danih vrednosti. Vrednosti v korenskem vozlǐsču nam tako povedo,
kateri izmed igralcev bo zmagal ob optimalni igri, vozlǐsče iz katerega se je
vrednost propagirala, pa predstavlja optimalno potezo, s katero ima trenutni
igralec največ možnosti za zmago.
3.2.2 Algoritem Alfa-beta
Algoritem Alfa-beta želi zmanǰsati število preiskanih vozlǐsč, ki jih obravnava
algoritem Minimax v drevesu stanj. Posamezno vozlǐsče neha obravnavati,
kadar najde vsaj eno možnost, zaradi katere se izkaže, da je ta poteza slabša
od preǰsnje preiskane.
Primer je ponazorjen na Sliki 3.6, kjer je prikazano drevo, ki ga preiskuje
algoritem Minimax, s prekritimi vozlǐsči, ki jih algoritem Alfa-beta ne preǐsče.
Ob preiskovanju drugega in tretjega vozlǐsča na drugem nivoju se izkaže, da
obstaja možnost, da bo igralec s krožci zmagal. Če mu damo to možnost,
lahko predvidevamo, da jo bo izbral, ne glede na to, kaj bo druga možnost. V
prvem vozlǐsču na drugem nivoju pa mu ne damo možnosti za zmago, ampak
samo za izenačenje ali pa da igralcu s križci prepusti zmago. V tem primeru
torej ni potrebno nadaljevati s preiskovanjem drugega in tretjega vozlǐsča,
saj za igralca s križci predstavljata slabšo potezo od poteze, ki jo predstavlja
prvo vozlǐsče. Tako označeni veji odrežemo in s tem zmanǰsamo računsko
zahtevnost algoritma. Algoritem tako stalno hrani dve vrednosti, alfa in beta,
ki predstavljata najmanǰso možno vrednost, ki jo lahko doseže igralec Min, in
največjo vrednost, ki jo lahko doseže igralec Max. Na začetku ti dve vrednosti
inicializiramo na +∞ in −∞. Oba igralca torej začneta z najslabšim možnim
rezultatom. Kadarkoli je najvǐsja vrednost, ki jo lahko zagotovi Min igralec,
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Slika 3.6: Primer Alfa-beta odločitvenega drevesa.
gotovo nižja od najmanǰse vrednosti, ki jo lahko zagotovi Max igralec (beta
< alfa), potem Max igralcu ni treba več preiskovati naslednikov trenutno
preiskovanega vozlǐsča, saj ob optimalnem poteku igre do njih nikoli ne bo
prǐslo.
3.3 Računalnǐski vid
Prepoznavanje in interpretiranje slike je nekaj, kar ljudje naredimo z lah-
koto in pogosto povsem nezavedno, za računalnike pa še vedno predstavlja
problem. IBM-jev super računalnik Deep Blue je že leta 1997 premagal
svetovnega prvaka v šahu, na drugi strani pa se še dandanes trudimo nare-
diti program, ki bi bil sposoben podobno kot človek razumeti videno okolje,
objekte in njihove medsebojne relacije. Prepad med tema dvema problemoma
kaže na to, da kar ljudje razumemo kot inteligenco, pogosto ni dobro merilo
za zahtevnost računalnǐskega problema. Deep Blue je zmagal s preiskova-
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Slika 3.7: Biedermanove krivulje. 4
njem milijonov različnih možnosti, vendar zaradi tega ni bil inteligentneǰsi
od svojega nasprotnika, Garija Kasparova.
Dandanes je lažje narediti 3D model nekega objekta na milimeter na-
tančno, kot izdelati algoritem, ki bo na sliki prepoznal predmete in njihove
medsebojne odnose. Prepoznavanje objektov je še zmeraj zelo težek problem,
vendar se počasi približujemo človeški natančnosti. Razviti so že algoritmi,
ki so sposobni iz množice slik predmeta iz različnih kotov relativno natančno
sestaviti njegov 3D model, drugi so sposobni slediti človeku, ki se premika
po relativno razgibanem ozadju. Na sliki lahko z uporabo zaznave obrazov,
oblek in las sorazmerno natančno najdemo in identificiramo ljudi. Čeprav
se vse to slǐsi obetavno, pa je za računalnike še vedno trd oreh že naloga
interpretiranja slike na nivoju dve letnega otroka, kot je na primer poiskati
vse živali na sliki. In zakaj je računalnǐski vid tako zahteven? Zakaj je večina
algoritmov za računalnǐski vid tako neodporna na napake? Gre za to, da je
med slikovnimi točkami, ki so osnovni gradniki večine slik, in pa tem, kar
predstavljajo, velika razlika. To, kar računalnik vidi, je le 1080 x 720 vre-
dnosti. Iz teh vrednosti rekonstruirati podatke, kot so oblika, osvetljenost in
razporeditev barv, pa je precej zahtevna naloga.
4Vir: [14].
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Slika 3.8: Funkcija itenzitete in njen prvi odvod. 5
3.3.1 Zaznavanje robov
Irving Biederman, amerǐski znanstvenik, je raziskoval hitrost, s katero ljudje
prepoznajo objekt, ki ga gledajo. Za testiranje tega je narisal polovico obrisa
pogostih objektov (Slika 3.7) in ugotovil, da med zaznavanjem celotnega in
polovice obrisa ni opaznih razlik v uspešnosti ali hitrosti. To odkritje pomaga
raziskavi računalnǐskega vida, saj dokazuje, da je mogoče razpoznati objekt
tudi pri delni ali šumni sliki.
Cilj zaznavanja robov na sliki je prepoznati spremembe na njej. Intui-
tivno lahko največ semantične informacije in informacije o obliki razberemo
iz podatkov o robovih. Robovi nam pomagajo izločiti informacijo, prepo-
znati objekte, geometrijo in pogled. Pojavijo se zaradi sprememb v normalah
površin, globini, barvi in osvetlitvi, če definiramo rob kot del slike, na kate-
rem pride do velike spremembe funkcije itenzitete (ang. itensity function).
Če narǐsemo funkcijo itenzitete horizontalno na sredini Slike 3.8, vidimo, da
se robovi ujemajo z odvodom funkcije. Seveda taki odvodi ne delujejo opti-
malno na šumni sliki, lahko pa rezultat izbolǰsamo z zgladitvijo slike (ang.
blur). Pri tem procesu se prilagodijo vrednosti posameznih pikslov tako, da
so bolj podobni vrednostim sosednjih pikslov. Vendar moramo pri uporabi
zameglitve biti previdni, saj z njo sicer zmanǰsamo šum, vendar lahko tudi
5Povzeto po: https://ai.stanford.edu/ syyeung/cvweb/tutorial1.html
Diplomska naloga 29
izgubimo posamezne podrobnosti in nekatere robove.
3.3.2 Houghova transformacija za detekcijo premic
Pri Houghovi transformaciji za detekcijo premic (ang. Hough line transform)
je vsaka črta predstavljena s parametroma Θ in r, kot je prikazano na sliki
3.9. Enačba za premico je torej oblike:
r = x · cos(Θ) + y · sin(Θ)
Če za vsako točko (x0, y0), določimo družino premic, ki gre skozi njo,
dobimo sinusoido. Na sliki 3.10 so prikazane sinusoide za premice skozi tri
različne točke. Če se krivulje več različnih točk sekajo, to pomeni, da točke
pripadajo isti premici. Točka, na kateri se sekajo, predstavlja parametra Θ
in r premice.
Kar počne Houghova transformacija za detekcijo premic je, da shranjuje
za vsako točko na sliki, koliko krivulj se v njej seka. Če je število krivulj nad
neko mejo, potem je zaznana daljica s parametroma (Θ, rΘ) točke sekanja.
Slika 3.9: Zapis daljice v polarnem koordinatnem sistemu.
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Slika 3.10: Sinusoida, ki predstavlja daljice skozi tri različne točke.
Poznamo dve različici Houghove transformacije za detekcijo premic, in
sicer standardno, ki deluje na način, kot je opisano zgoraj, in pa verjetno-
stnega, ki za vsako zaznano črto poda koordinate začetne in končne točke
(x0, y0, x1, y1).
Houghova transformacija za detekcijo krogov deluje na podoben način.
Vsaka krožnica je definirana s tremi parametri (xsr, ysr, r), kjer xsr in ysr
predstavljata koordinate sredǐsča krožnice, r pa predstavlja njegov premer.
Za bolǰso učinkovitost se pri implementaciji ne uporablja Houghova trans-
formacija ampak Houghova gradientna metoda [21], ki je sestavljena iz dveh
glavnih stopenj. Pri prvi se poǐsče robove in možna sredǐsča krogov, pri drugi
pa se najde najbolǰsi polmer za vsako od sredǐsč.
3.3.3 Transformacije
Pri programiranju računalnǐskega vida imajo pomembno vlogo transforma-
cije, saj želimo dobiti informacije s slike, ki je 2D predstavitev 3D sveta. Da
bi to lahko storili, pa so potrebne različne transformacije.
Predmete v računalnǐski grafiki tipično predstavimo z množico točk, trans-
formacije pa preslikajo eno konfiguracijo točk v drugo. Spremenijo lokacijo,
usmeritev, velikost in obliko predmetov. Določajo tudi projekcijo iz 3D v
2D prostor. Transformacija je funkcija, ki vzame neko točko ali vektor in jo
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preslika v drugo točko ali vektor.
f(p) = p′
Poznamo več vrst transformacij: projekcijske transformacije ohranjajo
črte, medtem ko afine transformacije ohranjajo vzporedne črte.
Med afine transformacije spadajo:
• translacija ali preprosto prǐstevanje odmika[
x′
y′
]
=
[
x
y
]
+
[
dx
dy
]
• rotacija okoli sredǐsča koordinatnega sistema oz. rotacija okoli poljubne
točke, ki je sestavljena iz translacije točke v sredǐsče koordinatnega
sistema, rotacije in nato ponovne translacije na prvotno mesto[
x′
y′
]
=
[
cosΘ −sinΘ
sinΘ cosΘ
]
·
[
x
y
]
• identiteta naredi transformacijo nazaj v prvotno sliko[
x′
y′
]
=
[
1 0
0 1
]
·
[
x
y
]
• skaliranje okoli sredǐsča koordinatnega sistema oziroma skaliranje okoli po-
ljubne točke, ki je sestavljeno iz transformacije točke v sredǐsče koordi-
natnega sistema, skaliranja in transformacije nazaj na prvotno mesto[
x′
y′
]
=
[
sx 0
0 sy
]
·
[
x
y
]
• zrcaljenje preko ene izmed osi koordinatnega sistema je spreminjanje pred-
znaka x ali y vrednosti, kar je enako skaliranju z negativnimi vre-
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dnostmi, pri zrcaljenju preko poševne črte pa združujemo zrcaljenje
preko poljubne osi s transformacijo[
x′
y′
]
=
[
−1 0
0 −1
]
·
[
x
y
]
• striženje raztegne predmet v odvisnosti od oddaljenosti od osi, je kombi-
nacija rotacij in skaliranj (i je faktor striženja po osi x in j je faktor
striženja po osi y) [
x′
y′
]
=
[
1 i
j 1
]
·
[
x
y
]
Poglavje 4
Komponente razvitega sistema
Problem igranja igre Križci-Krožci lahko razdelimo na več manǰsih podpro-
blemov. To so, kot že večkrat omenjeno, izračun inverzne kinematike, vidno
zaznavanje in pa strategija igranja. V nadaljevanju je vsak od njih podrob-
neje predstavljen.
4.1 Inverzna kinematika pri premikanju roke
Inverzna kinematika je bila izdelana s pomočjo regresijske nevronske mreže,
za učenje katere je bilo uporabljenih 279 vnaprej izmerjenih kotov in pripa-
dajočih slikovnih točk (pikslov) na sliki, ki jih robot doseže pri posameznem
kotu. Za katere slikovne točke so bili izmerjeni koti, je prikazano na Sliki
4.1. Robot lahko v rami in komolcu spreminja kot po dveh oseh, in sicer
kotaljenje (ang. roll) in naklon (ang. pitch), v zapestju pa lahko spremi-
nja le odklon (ang. yaw). Gibljivost njegove desne roke je tudi prikazana
na Sliki 4.2. Kinematika je bila izdelana za konstantno vǐsino igralnega po-
lja, ki je 32 cm. Tako lahko celoten razpon, ki ga doseže robot, opǐsemo s
spreminjanjem zgolj dveh kotov, to sta nagib komolca in nagib rame. Za-
radi manǰsega števila kotov lahko uporabimo manǰso nevronsko mrežo, saj
je učnih podatkov malo.
Slikovne točke za posamezen kot roke predstavljajo točko na papirju, na
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Slika 4.1: Graf slikovnih točk, za katere so bili izmerjeni koti v roki robota.
Slika 4.2: Gibljivost desne roke robota. Vir: Aldebaran Robotics
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Slika 4.3: Vidni kot kamer robota. Vir: Aldebaran Robotics
katero robot rǐse, če ima v roki pisalo. Robot ima dve kameri. Uporabljena
je spodnja, ki je usmerjena navzdol pod kotom 39.7 stopinj, kot prikazuje
Slika 4.1. Vidni kot kamere je dovolj velik, da pokrije vse točke, ki jih robot
lahko doseže, tako da med igranjem premikanje glave ni potrebno.
Nevronska mreža je bila izdelana s pomočjo knjižnice Keras v Pythonu.
Uporabljen je sekvenčni model, to je linearni sklad plasti (ang. linear stack
of layers). Vhodni nivo je običajen gosto povezan (ang. densely connected)
sloj nevronske mreže z vhodnimi podatki dimenzije (*, 2), ki predstavljajo
slikovno točko na igralni površini. Izhod tega nivoja je dimenzije (*, 32).
Hkrati z vhodnim nivojem je definirana tudi uporabljena aktivacija, le ta
je RELU - Rectified Linear Unit. Sledi mu izhodni nivo, ki vrne podatke
dimenzije (*, 2). Ti predstavljajo nagib komolca in nagib rame, s katerima
robot doseže dano slikovno točko. Diagram nevronske mreže je prikazan na
Sliki 4.4.
Pred začetkom učenja nevronske mreže je potrebno konfigurirati učni pro-
ces, kar je storjeno z metodo compile. Prvi argument, ki ga prejme metoda,
je optimizator (ang. optimizer). Uporabljena je metoda Adam[8]. Drugi
argument je funkcija napake, katero bo model poskušal minimizirati. Upo-
rabljena je srednja kvadratna napaka.
Za učenje nevronske mreže je uporabljena funkcija fit. Ta kot argumente
sprejme tabelo vhodnih podatkov, tabelo izhodnih podatkov, velikost paketa
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Slika 4.4: Diagram nevronske mreže.
(ang. batch size) in število iteracij (ang. epoch). Uporabljena velikost paketa
je pet in število iteracij 50.
Implementacija nevronske mreže v kodi je prikazana spodaj. Napaka med
učenjem nevronske mreže je prikazana na Sliki 4.5.
# I n i t i a l i s i n g the ANN
model = Sequent i a l ( )
# Adding the input l a y e r and the f i r s t hidden l a y e r
model . add (Dense (32 , a c t i v a t i o n = ’ r e l u ’ , input dim = 2))
# Adding the output l a y e r
model . add (Dense ( un i t s = 2) )
# Compiling the ANN
model . compile ( opt imize r = ’adam ’ , l o s s = ’ mean squared error ’ )
# Fi t t i n g the ANN to the Training s e t
model . f i t ( X train , y t ra in , b a t ch s i z e = 5 , epochs = 50)
Za primerjavo je bila inverzna kinematika izdelana tudi z regresijsko
metodo podpornih vektorjev. Srednja kvadratna napaka pri tej metodi je
8.1× 10−3 radiana, medtem ko je napaka pri uporabljeni nevronski mreži
6.2× 10−3 radiana.
Pri igranju igre Križci-Krožci se iz slike, ki jo zajame robot, razbere loka-
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Slika 4.5: Grafični prikaz napake nevronske mreže.
cija vsakega izmed devetih manǰsih polj. Ko se robot odloči, v katero polje
bo narisal križec, se izračuna inverzna kinematika za vsa štiri oglǐsča tega
polja. Robot nato narǐse križec s povezovanjem nasprotnih oglǐsč.
4.2 Vidno zaznavanje igralnega polja
Vidno zaznavanje igralnega polja je napisano v programskem jeziku Python s
pomočjo knjižnice OpenCV [6]. Robot pred vsako svojo potezo zajame sliko,
na kateri se nato najprej razbere lokacija igralnega polja. Primer zajete slike
je prikazan na sliki 4.6. Na sliki se nato izvedejo naslednje operacije:
• Slika se iz barvne spremeni v sivinsko.
• Za zmanǰsanje šuma se slika zgladi z bilateralnim filtrom, ki ohranja ostre
robove.
• Zglajena slika se nato spremeni v črno-belo s prilagodljivim pragovnim
filtrom (ang. adaptive threshold). Rezultat je prikazan na Sliki 4.7a.
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Slika 4.6: Primer slike, na kakršni se izvede razpoznavanje stanja igre.
• Na črno-beli sliki se nato naredi filter za razširjanje (ang. dialtion) in
nato filter za erozijo (ang. erosion) s čimer dosežemo zaprtje napačno
zaznanih odprtin na robovih igralnega polja in s tem večjo robustnost.
Rezultat je prikazan na Sliki 4.7b.
• Iizvede se zaznavanje robov s Cannyevim detektorjem robov [9]. Rezultat
je prikazan na Sliki 4.7c.
• Na tako obdelani sliki se nato izvede verjetnostna Houghova transformacija
za detekcijo premic (ang. Probabilistic Hough Transform) [17], ki vrne
tabelo začetnih in končnih točk vseh zaznanih črt na sliki, prikazano
na Sliki 4.7d.
• Zaznane črte se nato razdelijo na navpične in vodoravne ter uredijo po
naraščajočem vrstnem redu točk, kjer njihove nosilne premice sekajo
os y za vodoravne in os x za navpične črte (če bi jih razvrščali zgolj
po vrednostih začetnih ali končnih točk, lahko pride do napak zaradi
različnih dolžin črt).
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• Ker se pogosto zgodi, da je ena črta zaznana večkrat, za lažje procesiranje
izločimo ponovljene zaznave, rezultat je prikazan na Sliki 4.7e.
• Če je zaznanih več kot 4 navpičnih ali vodoravnih črt, potem se izločijo
detekcije, ki po oddaljenosti od sosednjih črt ali naklonu najbolj odsto-
pajo od povprečja.
• Po vseh teh operacijah smo lahko prepričani, da prva in zadnja vodoravna
ter prva in zadnja navpična črta določata igralno polje. Izračunamo
štiri točke, kjer se te črte sekajo, in tako dobimo kote igralnega polja,
ki jih potrebujemo, da transformiramo polje tako, da dobimo pogled,
kot če bi ga gledali navpično navzdol. Na sliki 4.7 so z modro prikazane
črte, ki omejujejo igralno polje, z zeleno pa točke, na katerih se nosilne
premice teh črt sekajo.
Za razbiranje stanja igre izvedemo perspektivno transformacijo igralnega
polja, kjer preslikamo oglǐsča igralnega polja iz njihovih lokacij na vhodni
sliki na oglǐsča izhodne slike. Vhodna slika je v tem primeru slika, ki jo je
robot zajel s kamero, izhodno sliko pa definiramo kot črno kvadratno sliko.
Transformacijo izvedemo na sivinski in zglajeni sliki. Tako dobimo pogled na
polje od zgoraj. Da izločimo vsakega od posameznih devetih manǰsih polj, ga
preprosto razdelimo na tretjine po vǐsini in širini. Transformacijsko matriko
si shranimo, saj njen inverz potrebujemo za kasneǰsi izračun slikovnih točk
pozicij devetih manǰsih polj. Rezultat transformacije je prikazan na sliki 4.8.
Ko je tako na sliki zaznano igralno polje, želimo za vsako od devetih
manǰsih polj preveriti, ali se na katerem od njih nahaja križec ali krožec. Prav
tako želimo vrniti tabelo s slikovnimi točkami pozicij vsakega od manǰsih polj,
da jih kasneje lahko pretvorimo v kote v roki robota. Za detekcijo križcev ali
krožcev na vsakem od manǰsih polj, se igralno polje po vǐsini in širini razdeli
na tretjine in za vsakega od devetih dobljenih delov izvede za zaznavanje
krožcev Houghova transformacija za detekcijo krogov, za zaznavanje križcev
pa Houghova transformacija za detekcijo premic. Primer zaznanega križca in
krožca je na Sliki 4.9. Zaznave se nato filtrirajo glede na pričakovano velikost
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a b
c d
e f
Slika 4.7: a) črno-bela slika, b) slika po morfoloških transformacijah, c) za-
znani robovi na sliki, d) zaznane črte, e) filtrirane črte, f) obroba igralnega
polja.
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Slika 4.8: Transformirano igralno polje.
a b
Slika 4.9: a) zaznan križec s Houghovo transformacijo za detekcijo premic,
b) zaznan krog s Houghovo transformacijo za detekcijo krogov.
in lokacijo na sliki. Za vrednosti slikovne točke v sredini vsakega polja se tudi
izvede inverzna transformacija, da se določi njegov položaj na originalni sliki,
ki je kasneje potreben za izračun inverzne kinematike.
4.3 Strategija igranja
Strategija igranja je implementirana kot iskalni algoritem Alfa-beta. Drevo
vseh možnih potez se preiskuje rekurzivno, pri čemer je ustavitveni pogoj, da
pridemo do končnega stanja. To stanje je lahko zmaga enega izmed igralcev
ali pa izenačenje, ko so vsa polja zapolnjena brez zmage enega izmed igralcev.
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Preverjanje, ali ima kateri izmed igralcev vodoravno, navpično ali diago-
nalno tri znake, je implementirano po naslednjem postopku. Tabela (state),
ki jo kot argument sprejme spodnja funkcija, je 3 x 3 predstavitev igralnega
polja, kjer so prazna polja označena z 0, krožci z -1 in križci z 1. Funkcija
sešteje vse vrednosti v vsaki od vrstic, vsakem od stolpcev in obeh diagona-
lah. Če je katera izmed teh vrednosti enaka 3, pomeni, da se tam nahajajo
trije zaporedni križci, če pa je ta enaka -3, pomeni, da se tam nahajajo trije
zaporedni krožci.
Implementacija algoritma Alfa-beta je napisana v obliki rekurzivne funk-
cije. Argumenti, ki jih sprejme funkcija, so trenutno stanje igre, ponazorjeno
kot 3 x 3 tabela, globina, ki predstavlja število še možnih potez in je enaka
številu praznih polj, alfa in beta vrednosti ter podatek o tem, kateri igralec
je na potezi. Najprej se preveri, če je trenutno stanje igre eno izmed končnih
stanj in če je, funkcija vrne 1, če zmaga igralec s križci, in -1, če zmaga igralec
s krožci. Igralec s križci je tako igralec, ki želi maksimizirati vrednosti v vo-
zlǐsčih, da bo prǐsel do zmage, igralec s krožci pa želi vrednosti minimizirati.
Če stanje ni končno, potem se v skladu z vrednostmi alfa in beta rekurzivno
preizkusi možne poteze in shranjuje trenutno najbolǰso. Ob koncu rekurzije
funkcija vrne potezo, ki bo pripeljala do najbolǰsega rezultata. Ta poteza
je predstavljena kot številka vrstice in stolpca, kamor naj robot narǐse svoj
znak. Funkcija vrne tudi vrednost v korenskem vozlǐsču, ki ponazarja, kdo
bo ob optimalnem igranju obeh igralcev zmagal. Če je ta 1, bo zmagal igralec
s križci, če je -1, igralec s krožci, če je 0, pa bo prǐslo do izenačenja.
Poglavje 5
Eksperimentalni rezultati
Natančnost in zanesljivost rešitve je bila preizkušena najprej na vsaki kompo-
nenti posebej, torej na delovanju inverzne kinematike, vidnega zaznavanja in
strategije igranja. Nato je bila preizkušena še uspešnost delovanja celotnega
sistema.
5.1 Rezultati inverzne kinematike
Za primerjavo je bila najprej izmerjena natančnost robotske roke pri večkratni
ponovitvi njenega premika na isti položaj. Za tri različne pare kotov v rami
in komolcu je bilo izvedenih deset ponovitev istega premika. Čeprav robot ni
namenjen za dela, ki zahtevajo natančne gibe rok, do odstopanj pri položajih
ni prǐslo.
Napaka inverzne kinematike se je merila na 17 različnih mestih, čez celo-
ten razpon robotske roke. Slikovne točke, za katere je bila izmerjena napaka,
so prikazane na Sliki 5.1, in sicer kot krožci. S križci so prikazane slikovne
točke, katere so bile uporabljene kot učni podatki. Rezultati meritev so v
tabeli 5.1.
Napake so bile izmerjene na 0,5 cm natančno. Povprečna napaka je
znašala 0,7 cm, srednja vrednost je 0,5 cm, standardna deviacija pa 0,5
cm. Kot je razvidno iz Slike 5.1, so največje napake na robovih, kjer je
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pikselX, pikselY napaka [cm]
400, 800 1.5
600, 800 0.0
400, 700 1.0
600, 700 0.5
800, 700 1.0
400, 600 0.5
600, 600 1.0
800, 600 0.5
1000, 600 0.5
400, 500 0.5
600, 500 0.0
800, 500 1.0
1000, 500 0.0
400, 400 1.5
600, 400 0.5
800, 400 0.5
1000, 400 1.5
Tabela 5.1: Napaka inverzne kinematike v posameznem polju tabele.
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Slika 5.1: Slikovne točke, na katerih se je merila natančnost inverzne kine-
matike (krožci) in slikovne točke učnih podatkov (križci). Barva predstavlja
napako v milimetrih v posamezni točki.
bilo najmanj učnih primerov. Za še večjo natančnost bi lahko dodali več
učnih primerov, vendar je pri igranju igre Križci-Krožci, kjer je posamezno
polje velikosti 2,5 x 2,5 cm, dobljena natančnost zadovoljiva.
5.2 Rezultati vidnega zaznavanja
Tako krožci kot križci so pravilno prepoznani v 30/30 primerov, torej s 100%
natančnostjo. Primeri pravilno zaznanih krožcev so prikazani na sliki 5.2,
pravilno zaznanih križcev pa na sliki 5.3.
V 39/40 primerov, kar je 97,5% natančnost, so igralno polje in njegova
oglǐsča zaznani brez napak. Na sliki 5.4 sta prikazana primera pravilno za-
znanih polj, na sliki 5.4a pa je celo vidna robustnost zaznavanja, kadar je
manǰsi del polja izven slike. Na sliki 5.4b je tudi vidna pravilna izločitev vo-
doravnih črt v spodnjem delu slike kot napačne zaznave. V 1/40 primerov se
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Slika 5.2: Primeri pravilno zaznanih krožcev.
Slika 5.3: Primeri pravilno zaznanih križcev.
a b
Slika 5.4: a) Pravilno zaznano igralno polje, ki je deloma izven slike. b)
Primer pravilno zaznanega igralnega polja in izločitev napačnih detekcij v
spodnjem delu slike.
več pravilno zaznanih črt izloči kot napačne detekcije, tak primer je prikazan
na sliki 5.5. V tem primeru je tudi napačno zaznano stanje igre.
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Slika 5.5: Napačna izločitev več skrajno desnih črt kot napačne detekcije, ki
onemogoči pravilno zaznavanje stanja igre.
5.3 Rezultati strategije igranja
Algoritem Alfa-beta za preiskovanje je nepremagljiv. Robot ne dovoli, da bi
njegov nasprotnik uspel postaviti v vrsto tri krožce oziroma križce.
5.4 Rezultati delovanja celotnega sistema
Kot je razvidno iz zgornjih podatkov, je edina šibka točka celotnega sistema
vidno zaznavanje. Kadar pride do napake pri zaznavanju igralnega polja, se
narobe zaznajo tudi križci in krožci, kar posledično vodi do napačne poteze.
To se zgodi, kot že omenjeno, v 1/30 primerov, v ostalih primerih robot nikoli
ne izgubi igre.
Jackie pri igranju igre Križci-Krožci je prikazan na Sliki 5.6.
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Slika 5.6: Jackie pri igranju igre križci in krožci.
Poglavje 6
Sklepne ugotovitve
V okviru diplomske naloge je bil izdelan sistem, ki na podlagi vidnega zazna-
vanja uspešno izračuna inverzno kinematiko za robota NAO, kar je prikazano
skozi primer igranja preproste igre Križci-Krožci. Za izračun inverzne kine-
matike je uporabljena regresijska nevronska mreža, ki je bila naučena na 279
vnaprej izmerjenih kotih in pripadajočih slikovnih točkah. Vidno zaznavanje
stanja igre je izdelano s pomočjo Hughove transformacije za detekcijo premic
in krogov. Za strategijo igranja je uporabljeno preiskovalno drevo Alfa-beta.
Končani program deluje s pričakovano natančnostjo. V večini primerov
robot konča igro, ne da bi pri tem prǐslo do napak pri kateri koli od kompo-
nent programa.
Inverzna kinematika deluje dovolj dobro, da se v vseh primerih igranja
razloči, v katero polje je robot želel narisati svoj znak. V prihodnosti bi radi
dodali možnost, da robot rǐse krožce in da nasprotnik lahko igra s križci.
Vidno zaznavanje deluje dovolj robustno, da robot odigra večino iger,
brez da bi prǐslo do napake. V redkih primerih pride do napačne zaznave
lokacije polja in napačnega prepoznavanja stanja igre.
Algoritem Alfa-beta, kot je to značilno pri tovrstnih problemih, nikoli ne
izgubi. Predstavlja najbolj robustno komponento sistema. Vendar gledano
skozi uporabnost samega programa morda ni najbolǰsa rešitev. Robot se
pogosto uporablja na različnih predstavitvah, kjer bi gotovo požel več uspeha,
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če bi ga sem ter tja kdo uspel premagati, še posebej otroci. V ta namen bi se
veljalo za strategijo igranja uporabiti kakšen drugačen pristop, ki bi omogočal
izbiro zahtevnosti.
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