For an nth order linear boundary value problem Lf = g0
ON CONSTRUCTING LEAST SQUARES SOLUTIONS TO TWO-POINT BOUNDARY VALUE PROBLEMS
(1) Lf = go-
In a previous paper [3] we used the method of least squares to construct approximate solutions to equation (1) . A careful examination of the approximation scheme shows that the null spaces N(L) and N(L*) must be known in order to apply the method. In most practical problems it is impossible to calculate these null spaces exactly, and hence, this approach appears to be of limited applicability.
The purpose of this paper is to give a new least squares development which is independent of these null spaces and which is computationally feasible. The method yields approximate solutions which converge to the unique least squares solution of (1) of minimal norm, and it can be used whether (1) is solvable or not.
In §2 we introduce the generalized inverse /,* of the differential operator L and discuss its properties which are relevant to least squares solutions of equation (1) . In §3 the selfadjoint differential operator LL* is studied. This operator plays an important role in our approximation scheme, and in a future paper we will describe its relationship to the generalized Green's function for L. The approximation scheme, including error estimates, is developed in §4. For the special case in which the eigenfunctions of LL* are used, the scheme has a particularly simple form. This operator is examined in [2] .
Let P and Q denote the L2-orthogonal projections from S onto M(L) and W(/.*), respectively. We observe that I-P and I-Q are the L2 -orthogonal projections from S onto the closed subspaces R(L*) and R(L), respectively. Also, LHf = f for all fGR(L) and HLf = f-Pf for all fGV(L). Therefore, L^ is the Moore-Penrose generalized inverse of L. Our description of ¿* is similar to the one given by Loud [4, pp. 196-198] .
For the boundary value problem (1) we let g0 = n0 + k0, where n0 = g0 ~ QSq belongs to R(L) and kQ = QgQ belongs to W(¿*), and then we set /" = Lfg0 = Hh0. The function f0 belongs to V(L) n Mil)1 and has the following properties:
(i) f0 is a least squares solution to equation (1), i.e., \\Lf0 -g0 II is equal to the infimum of the set of numbers $Lf-g0i where / ranges over V(L).
(ii) The set of all least squares solutions to equation (1) is the set f0 + N(L).
(iii) f0 is the unique least squares solution of equation (1) of minimal norm.
(iv) f0 is a solution to equation (1) when (1) is solvable.
(v) /o is the unique solution in V(L) n N(L)1 of the boundary value problem (2) Lf=h0.
(vi) \\Lf0-g0W=\\ho-g0\\=\\kol
The paper by Nashed [5] has a thorough treatment of generalized inverses and least squares solutions, as well as an extensive list of references. In the next two sections we are going to construct a sequence of functions f¡ (5) and (6) can be explicitly calculated using equation (4) and Theorem 3 [3, p. 62]. This is very important for computational considerations.
4. The approximation scheme. To construct a sequence of functions which converges to the least squares solution f0 = L^g0 of equation (1) If we let %i = t*co¡ and r¡¡ = t%¡ = \-u¡ for i = 1, 2, • • • , then our earlier discussion can be modified to yield a new approximation scheme. In particular, equation (12) Il/=i II
