We show a general result known as the Erdos-Sos conjecture: if |E(G)| > 1 2 (k − 1)n where G has order n then G contains every tree of order k + 1 as a subgraph.
Introduction
If the two graphs H 1 and H 2 are edge-disjoint subgraphs of a graph G, then we say H 1 and H 2 pack in G. A packing of two edge-disjoint subgraphs is also termed an edge-disjoint placement [5] . We can extend this definition to a collection of graphs H 1 , H 2 ,...H k . If the collection of H k form an edge-disjoint subset of the edge set of G, then we say H 1 , H 2 , ...H k pack in G. If the graphs are all isomorphic to H 1 then we say G H1 ≥ k. We are more interested in the question when the H i are all trees and not necessarily isomorphic. In particular, it has been shown by Bollobas that if T 2 , ...T ⌊ √ 2n 2 ⌋ is a sequence of arbitrary ascending order trees, then {T i } packs in K n . Furthermore, Bollobas noted that if the Erdos-Sos conjecture holds, then T 2 ...T ⌊ √ 3n 2 ⌋ pack in K n where the T i are a set of arbitrary trees of ascending order and the i indicates order [4] .
History
There has been a great deal of work on the Erdos-Sos conjecture including but certainly not limited to [7] , [1] . We try to extend the results in [2] where it was shown that the Erdos-Sos Conjecture holds for caterpillars. The Tree Packing Conjecture, known as the Gyarfas-Lehel conjecture, has been shown to hold if we place some restrictions on the trees being packed or if the order of the K n is ≤ 13. Results include [3] .
Erdos-Sos
Conjecture 3.1 If G has order n and |E(G)| > 1 2 (k − 1)n, then G contains every tree on k + 1 vertices as a subgraph. 
The rank of an edge is higher if its index is lower. 0 0 1 1 00 00 00 00 11 11 11 11 00 00 00 00 11 11 11 11 00 00 00 00 11 11 11 11 00 00 00 00 11 11 11 11 00 00 00 00 11 11 11 11 00 11 Step 1. Let the α-β sequence of our tree be α k1 β k2 ...γ km where i k i = k − 1 and γ = α or γ = β.
(We use γ m to denote the m th term of our α-β sequence.) If the γ i = α we remove the edge of largest α rank from every vertex in V β . If we have a γ i = β edge we remove the edge with largest β rank from each vertex in V α .
Step 2. If i = k − 1, we stop.
Step 3. We add one to i and go back to Step 1.
We present the following algorithm which we will show generates a resolution of T k+1 in the graph G of order n with size > 1 2 n(k − 1). Algorithm 2.
Step 1. Perform the α-β deletion on G ′ and pick one of the remaining edges. Reorder the vertices of G ′ so this edge is on the last two vertices of the order to form G 2 ′ . Let j = 1.
Step 2. Perform the α-β deletion on G j+1 ′ according to our resolution of T k+1 . Add back the edges from the α-β deletion and find a resolution of T j+1 on the last j + 1 vertices of G j+1 ′ .
Step 3. Now consider γ j . We add a leaf e j+1 to some vertex of T j+1 corresponding to this term to form a resolution of T j+2 .
Step 4. Reorder the vertices of G so that the vertices in T j+2 are the last ones in the order of the vertices of G in with the vertices of the resolution last. Call the split of G with this new order on the vertices G j+2 ′ .
Step 5. Unless j = k − 1, add one to j and go to Step 2. If j = k − 1, we stop. Proof. Now because our α-β sequence has k − 1 elements, it will be clear that we get a resolution of T k+1 on the last k + 1 vertices of G k+1 ′ called T such that V (T ) ∩ {v jβ ∪ v jα } = 1 or 0. We assume inductively that if we follow our algorithm then if v iα ∼ v hβ and h, i ≤ j + 1, IH: The edge v iα v hβ was not removed in the j th iteration of the resolution algorithm (Steps 2 -5) until we reached the max{k − h + 1, k − i + 1} edge removal in Step 2 or not at all.
Then it follows immediately that for all vertices in partite set
For otherwise we contradict (IH).
Then we reorder the vertices and verify that the inductive hypothesis holds for the new set of j + 1 vertices in each partite set.
Suppose IH did not hold for the new set under re-ordering G j+1 ′ . Then IH could not possibly have held for the previous set under the previous ordering G j ′ .
Before we prove this, notice that once two caterpillars of edge deletions meet at an edge, they do not diverge again. Otherwise we would have to delete two α (β) edges for one α (β) term in our sequence.
Take ¬(IH) after j iterations of the algorithm. Then it follows immediately that the image of edge e does not satisfy the inductive hypothesis under the order G j+2 ′ . 00 00 00 11 11 11 00 00 00 11 11 11 00 00 00 11 11 11 00 00 00 11 11 11 00 00 00 11 11 11 00 00 00 11 11 11 00 00 00 11 11 11 00 00 00 11 11 11 00000 00000 00000 00000 00000 00000 The only thing we must take care with is when γ switches from β to α or vice versa. This is clear because if there were for instance an edge incident e m−1 with greater α rank than e m then we would not remove e m−2 with that α removal.
That is, if the IH does not hold for some edge e m of T j+1 , then it does not hold for e.
Under the previous order G j+1 ′ , there be must be an edge f = uv that is incident with e j+1 at v and is the first edge in a caterpillar C ∪ f of size k + 1 that terminates in e. 00 00 00 11 11 Clearly f = e j+1 or our edge deletion would just be along T j+1 and would clearly contradict the IH for G j+1 ′ since it would not be affected by reordering.
So when we permute e j+1 this edge f gets skipped in the edge deletion process.
The caterpillar C must intersect our resolution of T j+1 at the edge e m and then follow T j+1 along some sub-caterpillar
Call the first edge of intersection e m . Ie. |E(C/C ′ )| = k − m − 1 and |E(C ′ )| = m.
There are, without loss of generality, four cases to consider. CASE 1. Suppose γ k−m−1 = α, γ k−m = α, γ k−m+1 = α. Then before we can delete the first edge from C ′ we must delete the first edge in our resolution of T j+1 /C ′ . Thus the α-β sequence deletes the caterpillar C, in turn deleting e, in k steps not k − 1 as claimed. 00 00 11 11 00 00 11 11 00 00 11 11 00000 00000 00000 11111 11111 11111 00000 00000 00000 00000 00000 00000 00000 00000 00000 00000 00000 00000 11111 11111 11111 11111 11111 11111 11111 11111 11111 11111 Before we can remove e m , we must remove the first edge of T j+1 /C ′ = e m+1 . CASE 4. Suppose γ k−m−1 = β, γ k−m = β, γ k−m+1 = α. Similar reasoning as CASE 1. Before we can remove e m , we must remove the first edge of T j+1 /C ′ .
The only difference between the base case and the inductive step is that we use the shortest caterpillar of edge deletions R to e in place of T j+1 . Assuming C has a shorter distance to e after we permute e we get 4 cases identical to the ones we just considered.
