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VARIABLE SPEED BRANCHING BROWNIAN MOTION 1.
EXTREMAL PROCESSES IN THE WEAK CORRELATION REGIME
ANTON BOVIER AND LISA HARTUNG
ABSTRACT. We prove the convergence of the extremal processes for variable speed branch-
ing Brownian motions where the ”speed functions”, that describe the time-inhomogeneous
variance, lie strictly below their concave hull and satisfy a certain weak regularity condi-
tion. These limiting objects are universal in the sense that they only depend on the slope
of the speed function at 0 and the final time t. The proof is based on previous results for
two-speed BBM obtained in [9] and uses Gaussian comparison arguments to extend these
to the general case.
1. INTRODUCTION
Gaussian processes indexed by trees is a topic that received a lot of attention, in particu-
lar in the context of spin glass theory (see e.g. [7, 40, 41, 36]) through the so-called Gener-
alised Random Energy Models (GREM), introduced and studied by Derrida and Gardner
[20, 26, 27]. Other contexts where such processes appeared are branching random walks
(see e.g.[12, 38, 42]) and branching Brownian motion (see e.g. [35, 34, 14, 13, 21]).
One of the issues of interest in this context is to understand the structure of the extremal
processes that arise in these models in the limit when the size of the tree tends to infinity.
A Gaussian process on a tree is characterised fully by the tree and by its covariance, which
in the models we are interested in is a function of the genealogical distance on the tree.
In the classical models of branching random walk and branching Brownian motion, the
covariance is a linear function of the tree-distance. In the context of the GREM, the tree is
a binary tree withN levels; another popular tree is a supercritical Galton-Watson tree (see,
e.g. [3]). These models generalise branching Brownian motion and were first introduced,
to our knowledge, by Derrida and Spohn [21].
In this paper we focus on this latter class of models. They can be constructed as fol-
lows. On some abstract probability space (Ω,F ,P), define a supercritical Galton-Watson
(GW) tree. The offspring distribution, {pk}k∈N, is normalised for convenience such that∑∞
i=1 pk = 1,
∑∞
k=1 kpk = 2 , and the second moment, K =
∑∞
k=1 k(k− 1)pk is assumed
finite. We fix a time horizon t > 0. We denote the number of individuals (”leaves”) of the
tree at time t by n(t) and label the leaves at time t by i1(t), i2(t), . . . , in(t)(t). For given t
and for s ≤ t, it is convenient to let ik(s) denote the ancestor of particle ik(t) at time s.
Of course, in general there will be several indices k, ` such that ik(s) = i`(s). The time of
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the most recent common ancestor of ik(t) and i`(s) is given, for s, r ≤ t, by
d(ik(r), i`(s)) ≡ sup{u ≤ s ∧ r : ik(u) = i`(u)}. (1.1)
We denote by F trees , s ∈ R+ the σ-algebra generated by the Galton-Watson process up to
time s. On the same probability space we will now construct, for given t, and for any
realisation of the GW tree, a Gaussian process as follows.
Let A : [0, 1] → [0, 1] be a right-continuous non-decreasing function. We define a
Gaussian process, x, labelled by the tree (up to time t), i.e. by {ik(s)}0≤s≤t1≤k≤n(t), with
covariance, for 0 ≤ s, r ≤ t and k, ` ≤ n(t)
E [xk(s)x`(r)] = tA
(
t−1d(ik(r), i`(s)
)
. (1.2)
The existence of such a process is shown easily through a construction as time changed
branching Brownian motion. Note first that, in the case when A(x) = x, this process is
standard branching Brownian motion [35, 39]. For general A, the models can by con-
structed from time changed Brownian motion as follows. Let
Σ2(s) = tA(s/t). (1.3)
Note that Σ2 is almost everywhere differentiable and denote by σ2(x) its derivative wher-
ever it exists. Define the process {BΣs }0≤s≤t on [0, t] as time change of ordinary Brownian
motion, B, via
BΣs = BΣ2(s). (1.4)
Branching Brownian motion with speed function Σ2 is constructed like ordinary Brown-
ian motion, except that if a particle splits at some time s < t, then the offspring particles
perform variable speed Brownian motions with speed function Σ2, i.e. they are indepen-
dent copies of {BΣr − BΣs }t≥r≥s, all starting at the position of the parent particle at time
s. We refer to these processes as variable speed branching Brownian motion. This class
of processes, labelled by the different choices of functions A, provides an interesting set
of examples to study the possible limiting extremal processes for correlated random vari-
ables. The ultimate goal will be to describe the extremal processes in dependence on the
function A.
Remark. Strictly speaking, we are not talking about a single stochastic process, but about
a family, {xtk(s), k ≤ n(s)}t∈R+s≤t , of processes with finite time horizon, indexed by that
horizon, t. That dependence on t is usually not made explicit in order not to overburden
the notation.
Branching Brownian motion has received a lot of attention over the last decades, with a
strong focus on the properties of extremal particles. We mention the seminal contributions
of McKean [34], Bramson [14, 13], Lalley and Sellke [31], and Chauvin and Rouault [16,
17] on the connection to the Fisher-Kolmogorov-Petrovsky-Piscounov (F-KPP) equation
[25, 30] and on the distribution of the rescaled maximum. In recent years, there has been
a revival of interest in BBM with numerous contributions, including the construction of
the full extremal process by Aı¨de´kon et al. [1] and Arguin et al. [2]. For a review of these
developments see, e.g., the recent survey by Goue´re´ [28] or the lecture notes [8]. Variable
speed branching Brownian motion (as well as random walk) has recently been investigated
by Fang and Zeitouni [22, 23], Maillard and Zeitouni [32], Mallein [33], and the present
authors [9].
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Naturally, the same construction can be done for any other family of trees. It is widely
believed (see [42]) that the resulting structures are very similar, with only details depend-
ing on the underlying tree model. More importantly, it is believed that the extremal struc-
ture in more general Gaussian processes, such as mean field spin glasses [5, 6] or the
Gaussian free field [42] are of the same type; considerable progress in this direction has
been made recently by Bramson, Ding, and Zeitouni [15] and by Biskup and Louidor [4].
We are interested in understanding the nature of the extremes of our processes in depen-
dence on the properties of the covariance functions A. The case when A is a step function
with finitely many steps corresponds to Derrida’s GREMs [27, 10], the only difference
being that the deterministic binary tree of the GREM is replaced by a Galton-Watson tree.
It is very easy to treat this case.
The case when A is arbitrary has been dubbed CREM in [11] (and treated for binary
regular trees). In that case the leading order of the maximum was obtained, as well as
the genealogical description of the Gibbs measures; this analysis carries over mutando
mutandis to the analogous BBM situation. The finer analysis of the extremes is, however,
much more subtle and in general still open. Fang and Zeitouni [23] have obtained the order
of the corrections (namely t1/3) in the case when A is strictly concave and continuous.
These corrections come naturally from the probability of a Brownian bridge to stay away
from a curved line, which was earlier analysed by Ferrari and Spohn [24]. There are,
however, no results on the extremal process or the law of the maximum.
Another rather tractable situation occurs when A is a piecewise linear function. The
simplest case here corresponds to choosing a speed that takes just two values, i.e.
σ2(s) =
{
σ21, for 0 ≤ s < tb,
σ22, for bt ≤ s ≤ t,
(1.5)
with σ21b + σ
2
2(1 − b) = 1. In this case, Fang and Zeitouni [23] have obtained the correct
order of the logarithmic corrections. This case was fully analysed in a recent paper of ours
[9], where we provide the construction of the extremal processes.
In the present paper, we present the full picture in the case where A(x) < x for all
x ∈ (0, 1), and the slopes of A at 0 and at 1 are different from 1. We show that there is a
large degree of universality in that the limiting extremal processes are those that emerged
in the two-speed case, and that they depend only on the slopes of A at 0 and at 1.
The critical cases, A(x) ≤ x, involve, besides the well-understood standard BBM, a
number of different situations that can be quite tricky, and we postpone this analysis to a
forthcoming publication.
1.1. Results. We need some mild technical assumptions on the covariance function. Let
A : [0, 1]→ [0, 1] be a right-continuous, non-decreasing function that satisfies the follow-
ing three conditions:
(A1) For all x ∈ (0, 1): A(x) < x, A(0) = 0 and A(1) = 1.
(A2) There exists δb > 0 and functions B(x), B(x) : [0, 1] → [0, 1] that are twice
differentiable in [0, δb] with bounded second derivatives, such that
B(x) ≤ A(x) ≤ B(x), ∀x ∈ [0, δb] (1.6)
with B
′
(0) = B′(0) ≡ A′(0).
(A3) There exists δe > 0 and functions C(x), C(x) : [0, 1] → [0, 1] that are twice
differentiable in [1− δe, 1] with bounded second derivatives, such that
C(x) ≤ A(x) ≤ C(x), ∀x ∈ [1− δe, 1] (1.7)
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with C
′
(1) = C ′(1) ≡ A′(1). The case A′(1) = +∞ is allowed. This is to be
understood in the sense that, for all ρ < ∞, there exists ε > 0 such that, for all
x ∈ [1− ε, 1], A(x) ≤ 1− ρ(1− x).
For standard BBM, x¯(t), recall that Bramson [14] and Lalley and Sellke [31] have
shown that
lim
t↑∞
P
(
max
k≤n(t)
x¯k(t)−m(t) ≤ y
)
= ω(x) = E
[
e−CZe
−√2y
]
, (1.8)
wherem(t) ≡ √2t− 3
2
√
2
log t, Z is a random variable, the limit of the so called derivative
martingale, and C is a constant.
In [2] (see also [1] for a different proof) it was shown that the extremal process,
lim
t↑∞
E˜t ≡ lim
t↑∞
n(t)∑
k=1
δx¯k(t)−m(t) = E˜ , (1.9)
exists in law, and E˜ is of the form
E˜ =
∑
k,j
δ
ηk+∆
(k)
j
, (1.10)
where ηk is the k-th atom of a Cox process [19]) directed by the random measureCZe−
√
2ydy,
withC andZ as before. ∆(k)i are the atoms of independent and identically distributed point
processes ∆(k), which are the limits in law of∑
j≤n(t)
δx˜i(t)−maxj≤n(t) x˜j(t), (1.11)
where x˜(t) is BBM conditioned on the event maxj≤n(t) x˜j(t) ≥
√
2t.
The main result of the present paper is the following theorem.
Theorem 1.1. Assume that A : [0, 1]→ [0, 1] satisfies (A1)-(A3). Let A′(0) = σ2b < 1 and
A′(1) = σ2e > 1. Let m˜(t) =
√
2t − 1
2
√
2
log t. Then there is a constant C˜(σe) depending
only on σe and a random variable Yσb depending only on σb such that
(i)
lim
t↑∞
P
(
max
1≤i≤n(t)
xi(t)− m˜(t) ≤ x
)
= E
[
e−C˜(σe)Yσbe
−√2x
]
. (1.12)
(ii) The point process∑
k≤n(t)
δxk(t)−m˜(t) → Eσb,σe =
∑
i,j
δ
pi+σeΛ
(i)
j
, (1.13)
as t ↑ ∞, in law, where the pi are the atoms of a Cox process on R directed by the
random measure C˜(σe)Yσbe
−√2xdx, and the Λ(i) are the limits of the processes as
in (1.11), but conditioned on the event {maxk x˜k(t) ≥
√
2σet}.
(iii) If A′(1) = ∞, then C˜(∞) = 1/√4pi, and Λ(i) = δ0, i.e. the limiting process is a
Cox process.
The random variable Yσb is the limit of the uniformly integrable martingale
Yσb(s) =
n(s)∑
i=1
e−s(1+σ
2
b )+
√
2σbx¯i(s), (1.14)
where x¯i(s) is standard branching Brownian motion.
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Remark. In Theorem 7.7 of [9] the constant C˜(σe) is characterised by the tail behaviour
of solutions to the F-KPP equation, namely
C˜(σe) ≡ σe lim
t→∞
e
√
2xex
2/2tt1/2u(t, x+
√
2t), (1.15)
where x ≡ √2(σe − 1)t, and u solves the F-KPP equation
∂tu(t, x) =
1
2
∂2xu(t, x) + (1− u(t, x))−
∞∑
k=1
pk(1− u(t, x))k, (1.16)
with initial condition u(0, x) = 1x≤0.
Remark. The special case of Theorem 1.1 when A consists of two linear segments was
obtained in [9]. Theorem 1.1 shows that the limiting objects under conditions (A1)−(A3)
are universal and depend only on the slopes of the covariance functionA at 0 and at 1. This
could have been guessed, but the rigorous proof turns out to be quite involved. Note that
σe = ∞ is allowed. In that case the extremal process is just a mixture of Poisson point
processes. If σb = 0, then Yσb is just an exponential random variable of mean 1. We call
(Yσb(s))s∈R+ the McKean martingale.
1.2. Outline of the proof. The proof of Theorem 1.1 is based on the corresponding result
obtained in [9] for the case of two speeds, and on a Gaussian comparison method. We
start by showing the localisation of paths, namely that the paths of all particles that reach
a hight of order m˜(t) at time t has to lie within a certain tube. Next, we show tightness of
the extremal process.
The remainder of the paper is then concerned with proving the convergence of the finite
dimensional distributions through Laplace transforms. We introduce auxiliary two speed
BBM’s whose covariance functions approximate A well around 0 and 1. Moreover we
choose them in such a way that their covariance functions lie above respectively below A
in a neighbourhood of 0 and 1 (see Figure 1).
We then use Gaussian comparison methods to compare the Laplace transforms. The
Gaussian comparison comes in three main steps. In a first step we introduce the usual
interpolating process and introduce a localisation condition on its paths. In a second step
we justify a certain integration by parts formula, that is adapted to our setting. Finally,
the resulting quantities are decomposed into a part with controlled sign and a part that
converges to zero.
Acknowledgements. We thank an anonymous referee for a very careful reading of our
paper and for numerous valuable suggestions.
2. LOCALIZATION OF PATHS
In this section we show where the paths of particles that are extreme at time t are lo-
calised. This is essentially inherited from properties of the standard Brownian bridge. For
a given speed function Σ2, and a subinterval I ⊂ [0, t], define the following events on the
space of paths, X : R+ → R,
T γt,I,Σ2 =
{
X
∣∣∣∀s : s ∈ I : ∣∣∣X(s)− Σ2(s)t X(t)∣∣∣ < (Σ2(s) ∧ (t− Σ2(s)))γ} . (2.1)
Proposition 2.1. Let x denote variable speed BBM with covariance function A. For 0 ≤
r < t, set Ir ≡ {s : Σ2(s) ∈ [r, t − r]}. For any γ > 12 and for all d ∈ R, for all  > 0,
there exists r0 <∞ such that, for r > r0 and for all t > 3r,
P
(
∃k ≤ n(t) : {xk(t) > m˜(t) + d} ∧
{
xk 6∈ T γt,Ir,Σ2
})
< . (2.2)
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FIGURE 1. Gaussian Comparison: The extremal process of BBM with co-
varianceA (black curve) is compared to process with covariances functions
A (red curve), respectively A (blue, curve).
To prove Proposition 2.1 we need the following lemma on Brownian bridges (see [13]).
Lemma 2.2. Let γ >
1
2
. Let ξ be a Brownian bridge from 0 to 0 in time t. Then, for all
 > 0, there exists r
0
<∞ such that, for r > r
0
and for all t > 3r,
P (∃s ∈ [r, t− r] : |ξ(s)| > (s ∧ (t− s))
γ
) < . (2.3)
More precisely,
P (∃s ∈ [r, t− r] : |ξ(s)| > (s ∧ (t− s))
γ
) < 8
∞
∑
k=brc
k
1
2
−γ
e
−k
2γ−1
/2
. (2.4)
Proof. The probability in (2.3) is bounded from above by
dt−re
∑
k=dre
P (∃s ∈ [k − 1, k] : |ξ(s)| > (s ∧ (t− s))
γ
)
≤ 2
dt/2e
∑
k=dre
P (∃s ∈ [k − 1, k] : |ξ(s)| > (s ∧ (t− s))
γ
) , (2.5)
by the reflection principle for the Brownian bridge. This is bounded from above by
2
dt/2e
∑
k=dre
P (∃s ∈ [0, k] : |ξ(s)| > (k − 1)
γ
) . (2.6)
Using the bound of Lemma 2.2 (b) of [13] we have
P (∃s ∈ [0, k] : |ξ(s)| > (k − 1)
γ
) ≤ 4(k − 1)
1
2
−γ
e
−(k−1)
2γ−1
/2
. (2.7)
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Using this bound for each summand in (2.6) we obtain (2.4). Since the sum on the right-
hand side of (2.4) is finite (2.3) follows. 
Proof of Proposition 2.1. Using a first moment method, the probability in (2.2) is bounded
from above by
etP
(
BΣ2(t) > m˜(t) + d,BΣ2(·) 6∈ T γt,Ir,Σ2
)
. (2.8)
Since Σ2(s) is an non-decreasing function on [0, t] with Σ2(t) = t, the expression in (2.8)
is bounded from above by
etP
(
{Bt > m˜(t) + d} ∧
{
∃s ∈ [r, t− r] :
∣∣∣Bs − s
t
Bt
∣∣∣ > (s ∧ (t− s))γ}) . (2.9)
Now, ξ(s) ≡ Bs − stBt is the Brownian bridge from 0 to 0 in time t, and it is well known
(see e.g. Lemma 2.1 in [13]) that ξ(s) is independent of Bt, for all s ∈ [0, t]. Therefore,
(2.9) is equal to
etP (Bt > m˜(t) + d)P (∃s ∈ [r, t− r] : |ξ(s)| > (s ∧ (t− s))γ) . (2.10)
Using the standard Gaussian tail bound,∫ ∞
u
e−x
2/2dx ≤ u−1e−u2/2, for u > 0, (2.11)
we have
etP (Bt > m˜(t) + d) ≤ et
√
t√
2pi(m˜(t) + d)
e−(m˜(t)+d)
2/2t
≤ t√
2pi(m˜(t) + d)
e−
√
2d ≤M, (2.12)
for some constant M (depending on d), if t is large enough. By Lemma 2.2 we can find r0
large enough such that for all r ≥ r0 and t > 3r,
P (∃s ∈ [r, t− r] : |ξ(s)| > (s ∧ (t− s))γ) < /M. (2.13)
The bounds (2.12) and (2.13) imply that (2.10) is smaller than . 
3. PROOF OF THEOREM 1.1
In this section we prove Theorem 1.1 assuming Proposition 3.2 below, whose proof will
be postponed to the following two sections.
Proof of Theorem 1.1. We show the convergence of the extremal process
Et =
∑
k≤n(t)
δxk(t)−m˜(t) (3.1)
by showing the convergence of the finite dimensional distributions and tightness. Tight-
ness of (Et)t≥0 is implied by the following bound on the number of particles above a level
d (see [37], Lemma 3.20).
Proposition 3.1. For any d ∈ R and  > 0, there exists N = N(, d) such that, for all t
large enough,
P (Et[d,∞) ≥ N) < . (3.2)
VARIABLE SPEED BRANCHING BROWNIAN MOTION 8
Proof. By a first order Chebyshev inequality, for all t large enough,
P (Et[d,∞) ≥ N) ≤ 1
N
etP (Bt > m˜(t) + d) ≤ M
N
(3.3)
by (2.12), where M > 0 is a constant that depends on d. Choosing N > M/ yields
Proposition 3.1. 
To show the convergence of the finite dimensional distributions define, for u ∈ R,
Nu(t) =
n(t)∑
i=1
1xi(t)−m˜(t)>u, (3.4)
that counts the number of points that lie above u. Moreover, we define the corresponding
quantity for the process Eσb,σe (defined in (1.13)),
Nu =
∑
i,j
1
pi+σeΛ
(i)
j >u
. (3.5)
Observe that, in particular,
P
(
max
1≤i≤n(t)
xi(t)− m˜(t) ≤ u
)
= P (Nu(t) = 0) . (3.6)
The key step in the proof of Theorem 1.1 is the following proposition, that asserts the
convergence of the finite dimensional distributions of the process Et.
Proposition 3.2. For all k ∈ N and u1, . . . , uk ∈ R
{Nu1(t), . . . ,Nuk(t)} d→ {Nu1 , . . . ,Nuk} (3.7)
as t ↑ ∞.
The proof of this proposition will be postponed to the following sections.
Assuming the proposition, we can now conclude the proof of the theorem. The dis-
tribution of {Nu1(t), . . . ,Nuk(t)} for all k ∈ N, u1, . . . , uk ∈ R characterise the finite
dimensional distributions of the point process Et since the class of sets {(u,∞), u ∈ R}
form a Π-system that generates B(R). Hence (3.7) implies the convergence of the finite
dimensional distributions of Et (see, e.g., Proposition 3.4 in [37]).
Combining this observation with Propositions 3.1, we obtain Assertion (ii) of Theorem
1.1. Assertion (i) follows immediately from Eq. (3.6).
To prove Assertion (iii), we need to show that, as σ2e ↑ ∞, it holds that C˜(σe) ↑ 1/
√
4pi
and the processes Λ(i) converge to the trivial process δ0. Then,
Eσb,∞ =
∑
i
δpi , (3.8)
where (pi, i ∈ N) are the points of a Cox process directed by the random measure
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1√
4pi
Yσbe
−√2xdx.
Lemma 3.3. The point process Eσb,σe converges in law, as σe ↑ ∞, to the point process
Eσb,∞.
Proof. The proof of Lemma 3.3 is based on a result concerning the cluster processes Λ(i).
We write Λσe for a single copy of these processes and add the subscript to make the depen-
dence on the parameter σe explicit. We recall from [9] that the process Λσe is constructed
as follows. Define the processes Eσe as the limits of the point processes
E tσe ≡
n(t)∑
k=1
δxk(t)−
√
2σet
(3.9)
where x is standard BBM at time t conditioned on the event {maxk≤n(t) xk(t) >
√
2σet}.
We show here that, as σe tends to infinity, the processes Eσe converge to a point process
consisting of a single atom at 0. More precisely, we show that
lim
σe↑∞
lim
t↑∞
P
(
E tσe([−R,∞)) > 1
∣∣ max
k≤n(t)
xk(t) >
√
2σet
)
= 0. (3.10)
Now,
P
(
E tσe([−R,∞)) > 1
∣∣ max
k≤n(t)
xk(t) >
√
2σet
)
(3.11)
≤ P
(
supp E tσe ∩ [0,∞) 6= ∅ ∧ E
t
σe([−R,∞)) > 1
∣∣ max
k≤n(t)
xk(t) >
√
2σet
)
≤
∫ ∞
0
P
(
supp E tσe ∩ dy 6= ∅ ∧ E
t
σe([−R,∞)) > 1
∣∣ max
k≤n(t)
xk(t) >
√
2σet
)
=
∫ ∞
0
P
(
supp E tσe ∩ dy 6= ∅
∣∣ max
k≤n(t)
xk(t) >
√
2σet
)
×P
(
E tσe([−R,∞)) > 1
∣∣ supp E tσe ∩ dy 6= ∅) .
But P
(
·∣∣ supp E tσe ∩ dy 6= ∅) ≡ Pt,y+√2σe(·) is the Palm measure on BBM, i.e. the con-
ditional law of BBM given that there is a particle at time t in dy (see Kallenberg [29,
Theorem 12.8]. Chauvin, Rouault, and Wakolbinger [18, Theorem 2] describe the tree
under the Palm measure Pt,z as follows. Pick one particle at time t at the location z. Then
pick a spine, Y , which is a Brownian bridge from 0 to z in time t. Next pick a Poisson
point process pi on [0, t] with intensity 2. For each point p ∈ pi start a random number νp
of independent branching Brownian motions (BY (p),i, i ≤ νp) starting at Y (p). The law of
ν is given by the size biased distribution, P(νp = k − 1) ∼ kpk2 . See Figure 2. Now let
z =
√
2σet + y for y ≥ 0. Under the Palm measure, the point process Eσe(t) then takes
the form
Eσe(t) law= δy +
∑
p∈pi,i<νp
nY (p),i(p)∑
j=1
δBY (p),ij (t−p)−
√
2σet
. (3.12)
Since, for 1 > γ > 1/2,
lim
σe↑∞
lim
t↑∞
P
(
∀s ≥ σ−1/2e : Y (t− s)− y +
√
2σes ∈ [−(σes)γ, (σes)γ]
)
= 1, (3.13)
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FIGURE 2. The cluster process seen from infinity for σe small (left) and σe
very large (right)
if we define the set
Gtσe ≡
{
Y : ∀t ≥ s ≥ σ−1/2e : Y (t− s)− y +
√
2σes ∈ [−(σes)γ, (σes)γ]
}
, (3.14)
it will suffice to show that, for all R ∈ R+,
lim
σe↑∞
lim
t↑∞
P
(
∃p ∈ pi, i < νp, j : BY (p),ij (t− p) ≥ y −R ∧ Y ∈ Gtσe
)
= 0. (3.15)
The probability in (3.15) is bounded by
P
(
∃p ∈ pi, i ≤ νp, j : BY (p),ij (t− p) ≥ y −R) ∧ Y ∈ Gtσe
)
(3.16)
≤ E
[∫ t
0
νp∑
i=1
1BY (p),ij (t−p)>y−R
1Y ∈Gσepi(dp)
]
≤ E
[∫ t
0
E
[
νp∑
i=1
1
maxj BY (p),ij (t−p)≥y−R
1Y ∈Gtσe
∣∣Fpi] pi(dp)]
≤
∫ t
0
2KP
(
max
j
BY (t−s)j ≥ y −R ∧ Y ∈ Gtσe
)
ds.
Here we used the independence of the offspring BBM and that the conditional probability
given the σ-algebra Fpi generated by the Poisson process pi appearing in the integral over
pi depends only on p. For the integral over s up to 1/σ1/2 , we just bound the integrand by
2K. For larger values, we use the localisation provided by the condition that Y ∈ Gσe , to
get that the right hand side of (3.16) is not larger than
2K
∫ σ−1/2e
0
ds+ 2K
∫ t
σ
−1/2
e
esP(B(s) > −R +
√
2σes− (σes)γ)ds. (3.17)
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(3.17) is by (2.11) bounded from above by
2Kσ−1/2e + 2K
∫ ∞
σ
−1/2
e
e(1−σ
2
e)s+
√
2σe(R+(σes)γ)ds. (3.18)
From this it follows that (3.18) (which does no longer depend on t) converges to zero, as
σe ↑ ∞, for any R ∈ R. Hence we see that
P
(
E tσe([−R,∞)) > 1
∣∣ supp E tσe ∩ dy 6= ∅) ↓ 0, (3.19)
uniformly in y ≥ 0, as t and then σe tend to infinity. Next,∫ ∞
0
P
(
supp E tσe ∩ dy 6= ∅
∣∣ max
k≤n(t)
xk(t) >
√
2σet
)
(3.20)
≤
∫ ∞
0
P
(
max
k≤n(t)
xk(t) ≥
√
2σet+ y
∣∣ max
k≤n(t)
xk(t) >
√
2σet
)
.
But by Proposition 7.5 in [9] the probability in the integrand converges to exp(−√2σey),
as t ↑ ∞. It follows from the proof that this convergence is unifomr in y, and hence by
dominated convergence, the right-hand side of (3.20) is finite. Therefore, (3.10) holds. As
a consequence, Λσe converges to δ0.
It remains to show that the intensity of the Poisson process converges as claimed. The-
orems 1 and 2 of [16] relate the constant C˜(σe) defined by (1.15) to the intensity of the
shifted BBM conditioned to exceed the level
√
2σet as follows:
1√
4piC˜(σe)
= lim
s↑∞
E
[∑
k 1x¯k(s)>
√
2σes
]
P
(
maxk x¯k(s) >
√
2σes
) (3.21)
= lim
s↑∞
E
[∑
k
1x¯k(s)−maxi x¯i(s)>
√
2σes−maxi x¯i(s)
∣∣max
k
x¯k(s) >
√
2σes
]
= Λσe((−E, 0]),
where, by Theorem 7.5 in [9], E is a exponentially distributed random variable with pa-
rameter
√
2σe, independent of Λσe . As we have just shown that Λσe → δ0, it follows that
the right-hand side tends to one, as σe ↑ ∞, and hence C˜(σe) ↑ 1/
√
4pi. Hence the in-
tensity measure of the PPP appearing in Eσb,σe converges to the desired intensity measure
1√
4pi
Yσbe
−√2xdx.

This proves Assertion (iii) of Theorem 1.1. 
4. PROOF OF PROPOSITION 3.2
We prove Proposition 3.2 via convergence of Laplace transforms. For u1, . . . , uk ∈
R, k ∈ N, define the Laplace transform of {Nu1(t), . . . ,Nuk(t)},
Lu1,...,uk(t, c) = E
(
exp
(
−
k∑
l=1
clNul(t)
))
, c = (c1, . . . , ck)
t ∈ Rk+, (4.1)
and analogously the Laplace transform Lu1,...,uk(c) of {Nu1 , . . . ,Nuk}. Proposition 3.2 is
then a consequence of the next proposition.
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Proposition 4.1. For any k ∈ N, u1, . . . , uk ∈ R and c1, . . . , ck ∈ R+
lim
t→∞
Lu1,...,uk(t, c) = Lu1,...,uk(c). (4.2)
The proof of Proposition 4.1 comes in two main steps. First, we prove the result for the
case of two speed BBM. This was done in our previous paper [9]. In fact, we will need a
slight extension of that result where we allow a slight dependence of the speeds on t. This
will be given in the next subsection.
The second step is to show that, under the hypotheses of Theorem 1.1, the Laplace
transforms can be well approximated by those of two speed BBM. This uses the classical
Gaussian comparison argument in a slightly subtle way.
4.1. Approximating two speed BBM. The caseA′(1) <∞. It turns out that it is enough
to compare the process with covariance function A with processes whose covariance func-
tion is piecewise linear with a single change in slope. We derive asymptotic upper and
lower bounds by choosing these in such a way that the covariances near zero and near one
are below, respectively above, that of the original process. We define
δ<(t) = sup{x ∈ [0, 1] : A(x) ≤ t−2/3}
δ>(t) = 1− inf{x ∈ [0, 1] : A(x) ≥ 1− t−2/3} (4.3)
(a) Case 1) σ
b
= 0 but lim
t↑∞
δ
<
(t) = 0
(b) Case 2) σb = 0 but limt↑∞ δ<(t) = δ< 6= 0
FIGURE 3. Different cases for δ<(t) and δ>(t).
By Assumption (A1) it follows that limt↑∞ δ>(t) = 0.
Remark. If limt↑∞ δ<(t) = δ< 6= 0, then it follows from the definition of δ<(t) that
A(x) = 0 on [0, δ<].
In the following formulas, we choose a parameter n ∈ N≥2 as follows. If in Assumption
(A2) the functions B,B can be chosen such that there exists m ≥ 2, such that B(k)(0) =
B
(k)
(0) = 0, for all 1 ≤ k < m, and in some finite interval [0, δb], both |B(m)(x)| and
|B(m)(x)| are bounded by some constants K1, respectively K1, then we choose n as the
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largest of these integers. Otherwise, we choose n = 2. Moreover, let |C ′′(x)| ≤ K2 and
|C ′′(x)| ≤ K2 for all x ∈ [1− δe, 1]. We define
Σ
2
(s) = tA(s/t) (4.4)
and
Σ2(s) = tA(s/t). (4.5)
Here
A(x) =
{
(σ2b +
K1
n!
(δ<(t))n−1)x, 0 ≤ x ≤ b,
1 + (σ2e − K22 δ>(t))(x− 1), b < x ≤ 1,
(4.6)
with
b =
1− σ2e + K22 δ>(t)
σ2b +
K1
n!
(δ<(t))n−1 − σ2e + K22 δ>(t)
. (4.7)
If σ2e <∞,
A(x) =
{{
(σ2b − K1n! (δ<(t))n−1)x
}
∨ 0, 0 ≤ x ≤ b,
1 + (σ2e +
K2
2
δ>(t))(x− 1), b < x ≤ 1,
(4.8)
with
b =
1− σ2e − K22 δ>(t)
σ2b − K1n! (δ<(t))n−1 − σ2e − K22 δ>(t)
. (4.9)
Remark. If σ2b = 0, A(x) = 0 for 0 ≤ x ≤ b. If limt↑∞ δ<(t) = δ< 6= 0 (which implies
that all derivatives in zero are 0), we take
A(x) =
{
0, 0 ≤ x ≤ b,
1 + (σ2e − K22 δ>(t))(x− 1), b < x ≤ 1,
(4.10)
and
b =
1− σ2e + K22 δ>(t)
−σ2e + K22 δ>(t)
. (4.11)
If A′(1) = σ2e = +∞, then b = 1. And A ≡ Aρ is defined by
A(x) =
{
(σ2b +
K1
n!
(δ<(t))n−1)x, 0 ≤ x ≤ b,
1 + ρ(x− 1), b < x ≤ 1, (4.12)
and b ≡ bρ = 1−ρ
σ2b+
K1
n!
(δ<(t))n−1−ρ
.
The choice of Σ
2
and Σ2 is motivated by the following properties.
Lemma 4.2. A and A are piecewise linear, continuous functions with A(0) = A(0) = 0
and A(1) = A(1) = 1. Moreover,
(i) If limt↑∞ δ<(t) = 0, then, for all s with Σ2(s) ∈ [0, t1/3] and Σ2(s) ∈ [t− t1/3, t],
Σ
2
(s) ≥ Σ2(s) ≥ Σ2(s). (4.13)
(ii) If limt↑∞ δ<(t) = δ< > 0, then (4.13) only holds for all s with Σ2(s) ∈ [t− t1/3, t]
while, for s ∈ [0, (δ ∧ b)t),
Σ
2
(s) = Σ2(s) = Σ2(s) = 0. (4.14)
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Proof. A and A are obviously piecewise linear. The fact that they are continuous is easily
verified. By definition, A′(0) = σ2b and A
′(1) = σ2e . For all s such that Σ
2(s) ∈ [0, t1/3], a
nth-order Taylor expansion of B at 0 together with the fact that by assumption, for k < n,
B(0) = B
k
(0) = 0 shows that
Σ2(s) ≤ B(s) = t
[
B
′
(0)
s
t
+
B
(n)
(ξ)
n!
(s
t
)n]
, for some ξ ∈ (0, s). (4.15)
The reverse inequality holds when B is replaced by B. Eq. (4.13) follows then from
Assumption (A2). Using a second order Taylor expansion of C and C at 1, we obtain Eq.
(4.13) for Σ2(s) ∈ [t − t1/3, t]. Eq. (4.14) holds trivially in the specified interval. This
concludes the proof of the lemma. 
Let {yi, i ≤ n(t)} be the particles of a BBM with speed function Σ2 and let
{y
i
, i ≤ n(t)} be particles of a BBM with speed function Σ2. We want to show that the
limiting extremal processes of these processes coincide. Set
N u(t) ≡
n(t)∑
i=1
1yi(t)−m˜(t)>u, (4.16)
N u(t) ≡
n(t)∑
i=1
1y
i
(t)−m˜(t)>u. (4.17)
Lemma 4.3. For all u1, . . . , uk and all c1, . . . , ck ∈ R+, the limits
lim
t↑∞
E
(
exp
(
−
k∑
l=1
ckN ul(t)
))
(4.18)
and
lim
t↑∞
E
(
exp
(
−
k∑
l=1
ckN ul(t)
))
(4.19)
exist. If A′(1) <∞, then two limits coincide with Lu1,...,uk(c).
If A′(1) = σ2e =∞, then the two limits in (4.18) and (4.19) converges to the same limit,
as ρ ↑ ∞.
Proof. We first consider the case when A′(1) < ∞. To prove Lemma 4.3, we show that
the extremal processes
Et =
n(t)∑
i=1
δyi−m˜(t) and Et =
n(t)∑
i=1
δy
i
−m˜(t) (4.20)
both converge to Eσb,σe , that was defined in (1.13). Note that this implies first convergence
of Laplace functionals with functions φ with compact support, while the Nu(t) have sup-
port that is unbounded from above. Convergence for these, however, carries over due to
the tightness established in Proposition 3.1.
To do so, observe that the slopes at 0 of Σ
2
and Σ2 are equal to σ2b up to an error of order
δ<(t). Moreover, the slope at t is in both cases, up to an error of order δ>(t), equal to σ2e .
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The time of speed change b(t), respectively b(t), is equal to 1−σ
2
e
σ2b−σ2b
up to an error of order
δ>(t) ∨ δ<(t). For the two-speed BBM with speed
σ2(s) =
{
σ2b , for 0 < s ≤ 1−σ
2
e
σ2b−σ2e
,
σ2e , for
1−σ2e
σ2b−σ2e
< s < t,
(4.21)
it was shown in [9] that the maximal displacement is equal to m˜(t) and that the extremal
process converges to Eσb,σe as t ↑ ∞. The method used to show this is to show the
convergence of the Laplace functionals, E(exp(− ∫ φ(x)Et(dx))), φ ∈ Cc(R,R+). The
other difference is that the function A we have to consider now depend (weakly) on t. We
need to show that this has no effect.
Inspecting the proof of the convergence of the Laplace functional, respectively conver-
gence of the maximum in [9], one sees that nothing changes (since we keep t fixed) until
Eq. (5.28) in [9]. There, we then have to show that, for each y ∈ R, (in the case of Σ2)
E
(
exp
(
−C(a)
(
σ2e−K22 δ>(t)
1−[σ2b+
K1
2
δ<(t)]b/
√
t
)1/2
e−
√
2yY
B
σb,b
√
t,γ
)
(1 + o(1))
)
, (4.22)
converges, as first t ↑ ∞ and then B ↑ ∞, to
E
(
exp
(
−σeC(a)Yσbe−
√
2y
))
, (4.23)
where C(a) > 0 is a constant depending on a =
√
2(σe − 1) (see (1.15)), and
Y
B
σb,b
√
t,γ =
n(b
√
t)∑
i=1
e−(1+σ
2
b+
K
2
δ<(t))b
√
t+
√
2yi(b
√
t)
1yi(b
√
t)−√2(σ2b+K2 δ<(t))b
√
t∈[−Btγ/2,Btγ/2].
(4.24)
The main task is to ensure the convergence of Y
B
σb,b
√
t,γ to the limit of the corresponding
McKean martingale, Yσb . In the case where limt↑∞ δ
<(t) > 0, this takes the simple form
Y
B
0,b
√
t,γ =
n(b
√
t)∑
i=1
e−b
√
t, (4.25)
which converges to an exponential random variable of mean one, as desired.
In the case when limt↑∞ δ<(t) = 0, a further slight modification is necessary. Observe
that in the proof of Theorem 5.1 in [9], b
√
t can be replaced by any sequence ∆(t) ↑ ∞
such that limt↑∞∆(t)/t = 0. Here we adapt ∆(t) to the function Σ2 and choose
∆(t) = (δ<(t))
−1/2
. (4.26)
Doing so, we have to show that, analogously to (4.22), the object
E
(
exp
(
−C(a)
(
σ2e−K22 δ>(t)
1−[σ2b+
K1
2
δ<(t)]∆(t)/t
)1/2
e−
√
2yY
B
σb,∆(t),γ
)
(1 + o(1))
)
(4.27)
converges to (4.23). By our choice of ∆(t),∣∣∣e−K12 δ<(t)∆(t)e√2K12 δ<(t)(∆(t)+B∆(t)γ) − 1∣∣∣ ≤ const.√δ<(t), (4.28)
which tends to zero, as t ↑ ∞. Thus
Y
B
σb,∆(t),γ
= Y˜ Bσb,∆(t),γ(1 + o(1)), (4.29)
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where
Y˜ Bσb,∆(t),γ ≡
n(∆(t))∑
i=1
e−(1+σ
2
b )∆(t)+
√
2σbxi(∆(t))1σbxi(∆(t))−
√
2σ2b∆(t)∈[−B∆(t)γ ,B∆(t)γ ]. (4.30)
By Lemma 4.3 in [9], it follows that Y˜ Bσb,∆(t),γ converges in probability and in L
1 to the
random variable Yσb . Since Y˜
B
σb,∆(t),γ
≥ 0 and C(a) > 0, and since
lim
t↑∞
(
σ2e−K22 δ>(t)
1−[σ2b+
K1
2
δ<(t)]∆(t)/t
)1/2
= σe, (4.31)
it follows that
lim
B↑∞
lim inf
t↑∞
E
(
exp
(
−C(a)σee−
√
2yY˜ Bσb,∆(t),γ
)
(1 + o(1))
)
= lim
B↑∞
lim sup
t↑∞
E
(
exp
(
−C(a)σee−
√
2yY˜ Bσb,∆(t),γ
)
(1 + o(1))
)
= E
(
exp
(
−C˜(σe)Yσbe−
√
2y
))
, (4.32)
where C˜(σe) = σeC(a). The same arguments work when Σ
2
is replaced by Σ2. The limit
in (4.32) coincides with the one obtained in [9] for the two-speed BBM with speed given
in (4.21). The assertion in the case when σe =∞ follows directly from Lemma 3.3. 
4.2. Gaussian comparison. We distinguish from now on the expectation with respect to
the underlying tree structure and the one with respect to the Brownian movement of the
particles.
• En: expectation w.r.t. Galton-Watson process.
• EB: expectation w.r.t. the Gaussian process conditioned on the σ-algebra F treet
generated by the Galton Watson process.
For a given realisation of the Galton-Watson process, we now let x, y¯, and y be three
independent Gaussian processes whose covariances are given as in (1.2) with A replaced
by A in the case of y¯ and A in the case of y.
The proof of Proposition 4.1 is based on the following Lemma that compares the Laplace
transform Lu1,...,uk(t, c) with the corresponding Laplace transform for the comparison pro-
cesses.
Lemma 4.4. For any k ∈ N, u1, . . . , uk ∈ R and c1, . . . , ck ∈ R+ we have
Lu1,...,uk(t, c) ≤ E
(
exp
(
−
k∑
l=1
clN ul(t)
))
+ o(1) (4.33)
Lu1,...,uk(t, c) ≥ E
(
exp
(
−
k∑
l=1
clN ul(t)
))
+ o(1) (4.34)
Proof. The proofs of (4.33) and (4.34) are very similar. Hence we focus on proving (4.33).
We will, however, indicate what has to be changed when proving the lower bound as we go
along. For simplicity all overlined names depend on Σ
2
. Corresponding quantities where
Σ
2
is replaced by Σ2 are underlined.
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To use Gaussian comparison methods, we first replace the functions Nu(t),N u(t) by
smooth approximants:
χκ(x) ≡ 1√
2piκ2
∫ x
−∞
e−z
2/2κ2dz, (4.35)
N κu (t) ≡
n(t)∑
i=1
χκ(xi(t)− m˜(t)− u), (4.36)
and
N κu(t) ≡
n(t)∑
i=1
χκ(y¯i(t)− m˜(t)− u). (4.37)
Note that, as κ ↓ 0,
χκ(x)→ 1x>0, N κu (t)→ Nu(t), N κu(t)→ N u(t). (4.38)
In order to prove (4.33), we show that for all κ > 0,
EB
(
exp
(
−
k∑
l=1
clN κul(t)
))
≤ EB
(
exp
(
−
k∑
l=1
clN κul(t)
))
+R(t), (4.39)
where R(t) is independent of κ and limt↑∞ ER(t) = 0.
From now on we work conditional on the σ-algebra generated by the Galton-Watson
tree. We introduce the family of functions ft,κ : Rn(t) → R by
ft,κ(x) ≡ ft,κ(x1, . . . , xn(t)) ≡ exp
− n(t)∑
i=1
k∑
l=1
clχ
κ(xi − m˜(t)− ul)
 . (4.40)
We want to control
EB
(
exp
(
−
k∑
l=1
clN κul(t)
))
− EB
(
exp
(
−
k∑
l=1
clN κul(t)
))
= EB
(
ft,κ(x1(t), . . . , xn(t)(t))
)− EB (ft,κ(y1(t), . . . , yn(t)(t))) (4.41)
Define for h ∈ [0, 1] the interpolating process
xhi =
√
hxi +
√
1− hyi, h ∈ [0, 1]. (4.42)
The interpolating process {xhi , i ≤ n(t)} is a Gaussian process with the same underlying
branching structure and speed function
Σ2h(s) = hΣ
2(s) + (1− h)Σ2(s). (4.43)
Then, (4.41) is equal to
EB
(∫ 1
0
d
dh
ft,κ(x
h(t))dh
)
, (4.44)
where
d
dh
ft,κ(x
h(t)) =
1
2
n(t)∑
i=1
∂
∂xi
ft,κ(x
h
1(t), . . . , x
h
n(t)(t))
[
1√
h
xi(t)− 1√
1− hyi(t)
]
, (4.45)
VARIABLE SPEED BRANCHING BROWNIAN MOTION 18
and derivative:
∂
∂xi
ft,κ(x
h
1(t), . . . , x
h
n(t)(t)) = −
(
k∑
l=1
cl√
2piκ2
e−
(xhi (t)−m˜(t)−ul)2
2κ2
)
ft,κ(x
h
1(t), . . . , x
h
n(t)(t)).
(4.46)
The key idea is to introduce a localisation condition on the path of xhi into (4.45) at this
stage. Note that it is not surprising at this point, since localising paths has been a crucial
tool in almost all computations involving BBM, see already Bramson’s paper [14]. To do
so, we insert into the right-hand side of (4.45) a one in the form
1 = 1xhi ∈T γt,I¯,Σ2
h
+ 1xhi 6∈T γt,I¯,Σ2
h
, (4.47)
with
I¯ ≡ [t(δ<0 (t) ∧ δ<1 (t)), t(1− δ>1 (t))] , (4.48)
and T γ
t,I,Σ2h
defined in (2.1). Here δ<,>1 (t) ≡ δ<,>(t), while δ<,>0 is defined in the same
way, but with respect to the speed function Σ
2
instead of Σ2. We call the two resulting
summands S
h
< and S
h
>, respectively.
Note that, when proving the lower bound, we choose instead of I¯ , the interval
I ≡ [t(δ<0 (t) ∧ δ<1 (t)), t(1− δ>0 (t))] . (4.49)
The next lemma shows that S
h
> does not contribute to the expectation in (4.45), as
t→∞.
Lemma 4.5. With the notation above, we have
lim
t→∞
En
(∫ 1
0
EB(|Sh>|)dh
)
= 0. (4.50)
The proof of this lemma will be postponed.
We continue with the proof of Lemma 4.4. We are left with controlling, for fixed h ∈
(0, 1),
EB(S
h
<) = EB
1
2
n(t)∑
i=1
∂
∂xi
ft,κ(x
h(t))1xhi ∈T γt,I¯,Σ2
h
[
xi(t)√
h
− yi(t)√
1− h
] . (4.51)
By the definition of T γ
t,I¯,Σ2h
,
1xhi ∈T γt,I¯,Σ2
h
= 1∀s∈I¯:|ξhi (s)|≤(Σ2h(s)∧(t−Σ2h(s)))γ , (4.52)
where ξhi (s) ≡ xhi (s)− Σ
2
h(s)
t
xhi (t) is a time changed Brownian bridge from 0 to 0 in time
t, which, as we recall, is independent of the endpoint xhi (t). We want to apply a Gaussian
integration by parts formula to (4.51). However, we need to take care of the fact that each
summand in (4.51) depends on the whole path of ξi through the term in (4.52). Therefore,
we first approximate that indicator function in (4.52) by a discretised version. Let, for
N ∈ N, t1, . . . , t2N be a sequence of equidistant points in [0, t]. Define the following
sequence of approximations, Gh,N : C(R+)→ R, to the indicator function in (4.52),
Gh,N(x) ≡ gh(x(t1), . . . , x(t2N )), (4.53)
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where
gh(z1, . . . , z2N ) =
2N∏
`=1
[
1t`∈I¯χ
2−N ((Σ2h(t`) ∧ (t− Σ2h(t`)))γ − z`) (4.54)
× χ2−N ((Σ2h(t`) ∧ (t− Σ2h(t`)))γ + z`)+ 1t` 6∈I¯].
Clearly Gh,N → 1x∈T γ
t,I¯,Σ2
h
, pointwise, as N ↑ ∞, while the derivatives ∂
∂z`
gh(z1, . . . , z2N )
are bounded. By the Gaussian integration by parts formula (see, e.g., [40, Appendix A.5]),
we have, for any given N ∈ N,
EB
(
xi(t)
∂
∂xi
ft,κ(x
h(t))Gh,N(ξ
h)
)
(4.55)
=
2N∑
`=1
EB
(
(xi(t)ξ
h
i (t`)
)
EB
(
ft,κ(x
h(t))
∂
∂z`
gh(ξ
h
i (t1), . . . , ξ
h
i (t2N ))
)
+
n(t)∑
j=1
EB(xi(t)xhj (t))EB
(
Gh,N(ξ
h)
∂2
∂xj∂xi
ft,κ(x
h(t))
)
.
But for all ` ∈ {1, . . . , 2N},
EB
(
xi(t)ξ
h
i (t`)
)
=
√
hEB
(
xi(t)xi(t`)− xi(t)Σ
2(t`)
t
xi(t)
)
(4.56)
=
√
h
(
Σ2(t`)− Σ2(t`)
)
= 0,
and hence the second line in (4.55) is equal to zero. In exactly the same way we get
EB
(
y¯i
∂
∂xi
ft,κ(x
h
1(t), . . . , x
h
n(t)(t))
)
(4.57)
=
n(t)∑
j=1
EB(y¯i(t)xhj (t))EB
(
Gh,N(ξ
h)
∂2
∂xj∂xi
ft,κ(x
h(t))
)
.
Computing the covariances, EB
(
xi(t)x
h
j (t)
)
=
√
hE (xi(t)xj(t)) and EB
(
y¯i(t)x
h
j (t)
)
=√
1− hE (y¯i(t)y¯j(t)), we obtain that
EB
1
2
n(t)∑
i=1
∂
∂xi
ft,κ(x
h(t))Gh,N(ξ
h)
[
xi(t)√
h
− yi(t)√
1− h
] (4.58)
=
n(t)∑
i,j=1
i 6=j
[
EB(xi(t)xj(t))− EB(yi(t)yj(t))
]
EB
(
Gh,N(ξ
h)
∂2ft,κ(x
h(t))
∂xi∂xj
)
,
where crucially the terms with i = j have cancelled. This equation holds for any N ,
and since 0 ≤ Gh,N(x) ≤ 1, and the integral EB
(
∂2ft,κ(xh(t))
∂xi∂xj
)
is finite (trivially, since
the mixed second derivatives of f are bounded), by Lebesgue’s dominated convergence
theorem, the right hand side converges to the expression where Gh,N is replaced by its
limit. Similarly, in the left hand side we can apply Lebesgue’s theorem, majorising the
VARIABLE SPEED BRANCHING BROWNIAN MOTION 20
integrands by C|xi(t)|, etc, which are all integrable. Thus we obtain that
EB
1
2
n(t)∑
i=1
∂
∂xi
ft,κ(x
h(t))11
xh
i
∈T γ
t,I¯,Σ2
h
[
xi(t)√
h
− yi(t)√
1− h
] (4.59)
=
n(t)∑
i,j=1
i 6=j
[
EB(xi(t)xj(t))− EB(yi(t)yj(t))
]
EB
(
1xhi ∈T γt,I¯,Σ2
h
∂2ft,κ(x
h(t))
∂xi∂xj
)
,
Introducing
1 = 1d(xhi (t),xhj (t))∈I¯ + 1d(xhi (t),xhj (t))6∈I¯ , (4.60)
into (4.59), we rewrite the right hand side of (4.59) as (T1) + (T2), where
(T1) (4.61)
=
n(t)∑
i,j=1
i 6=j
EB
[
xi(t)xj(t)− yi(t)yj(t)
]
EB
(
1d(xhi (t),x
h
j (t))∈I¯1xhi ∈T γt,I¯,Σ2
h
∂2ft,κ(x
h(t))
∂xi∂xj
)
,
(T2) (4.62)
=
n(t)∑
i,j=1
i 6=j
EB
[
xi(t)xj(t)− yi(t)yj(t)
]
EB
(
1d(xhi (t),x
h
j (t)) 6∈I¯1xhi ∈T γt,I¯,Σ2
h
∂2ft,κ(x
h(t))
∂xi∂xj
)
.
The term (T1) is controlled by the following Lemma.
Lemma 4.6. With the notation above, there exists a constant C˜ < ∞, independent of t
and κ2, such that for all t large and κ2 small enough,∣∣∣∣En(∫ 1
0
(T1)dh
)∣∣∣∣ ≤ C˜ ∫
I¯
∣∣∣e−s+Σ2(s)+O(sγ) − e−s+Σ2(s)+O(sγ)∣∣∣ ds. (4.63)
Moreover, we have:
Lemma 4.7. If Σ2 satisfies (A1)-(A3), and Σ2 is as defined in (4.4), then
lim
t→∞
∫
I¯
∣∣∣e−s+Σ2(s)+O(sγ) − e−s+Σ2(s)+O(sγ)∣∣∣ ds = 0. (4.64)
We postpone the proofs of these lemmata to Section 5.
Up to this point the proof of (4.34) works exactly as the proof of (4.33) when Σ
2
is
replaced by Σ2. For (T2) and (T2) we have:
Lemma 4.8. For almost all realisations of the Galton-Watson process, the following state-
ments hold:
(i) If limt↑∞ δ<(t) = 0, then
(T2) ≤ 0, (4.65)
and
(T2) ≥ 0. (4.66)
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(ii) If limt↑∞ δ<(t) = δ< > 0, then
lim
t↑∞
(T2) ≤ 0, (4.67)
and
lim
t↑∞
(T2) ≥ 0. (4.68)
The proof of this lemma is again postponed to Section 5.
From Lemma 4.6, Lemma 4.7, and Lemma 4.8 together with (4.51), the bound (4.39)
follows. Since the left and right hand sides involve expectations over bounded functions,
we may pass to the limit κ2 ↓ 0. This implies (4.33). As pointed out, using Lemma 4.8,
the bound (4.34) also follows. Thus, Lemma 4.4 is proved, once we provide the postponed
proofs of the various lemmata above. 
We conclude the proof of Proposition 4.1.
Proof of Proposition 4.1. Taking the limit as t ↑ ∞ in (4.33) and (4.34) and using Lemma
4.3 gives, in the case A′(1) <∞,
lim sup
t↑∞
Lu1,...,uk(t, c) ≤ Lu1,...,uk(c) (4.69)
lim inf
t↑∞
Lu1,...,uk(t, c) ≥ Lu1,...,uk(c) (4.70)
Hence limt↑∞ Lu1,...,uk(t, c) exists and is equal to Lu1,...,uk(c). In the case A′(1) = ∞, the
same result follows if in addition we take ρ ↑ ∞ after taking t ↑ ∞. This concludes the
proof of Proposition 4.1. 
5. PROOFS OF THE AUXILIARY LEMMATA
We now provide the proofs of the lemmata from the last section whose proofs we had
postponed.
Proof of Lemma 4.5. We have
EB(|Sh>|) ≤
1
2
n(t)∑
i=1
k∑
l=1
clEB
e− (xhi (t)−m˜(t)−ul)22κ2√
2piκ2
1xhi 6∈T γt,I¯,Σ2
h
[
|xi(t)|√
h
+ |yi(t)|√
1−h
] . (5.1)
We use the fact that the condition in the indicator function involves only the time changed
Brownian bridge, ξhi (s) = x
h
i (s)− Σ
2
h(s)
t
xhi (t), which is independent of the endpoint x
h
i (t),
and of course also of xi(t). This implies that
EB
e− (xhi (t)−m˜(t)−ul)22κ2√
2piκ2
1xhi 6∈T γt,I¯,Σ2
h
|xi(t)|√
h
 (5.2)
= EB
e− (xhi (t)−m˜(t)−ul)22κ2√
2piκ2
|xi(t)|√
h
PB (xhi 6∈ T γt,I¯,Σ2h) ,
and similarly for the terms involving y¯. The computation of the first expectation is a
straightforward Gaussian integration involving two independent Gaussians. In fact we can
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write
EB
e− (xhi (t)−m˜(t)−ul)22κ2√
2piκ2
|xi(t)|
 = ∫ dz1dz2
(2pi)3/2tκ
e−
1
2
(z,Mz)+(v,z)−(m˜(t)+ul)2/2κ2|z1|, (5.3)
where
M ≡
(
κ2+th
tκ2
√
h(1− h)/κ2√
h(1− h)/κ2 κ2+t(1−h)
tκ2
)
, v ≡ m˜(t) + ul
κ2
( √
h√
1− h
)
. (5.4)
Note that detM = t−2 + t−1κ−2, and its eigenvalues are given by
λ± = t−1 + κ−2 ±
√
κ−4 + t−1κ−2. (5.5)
Importantly, the smaller eigenvalue behaves, when κ2/t tends to zero, as
λ− = 1/(2t)
(
1 +O(κ2/t)
)
. (5.6)
The remaining calculations amount to completing the square. With
a ≡ m˜(t) + ul
κ2t−1 + 1
( √
h√
1− h
)
, (5.7)
we can rewrite the right hand side of (5.3) as
e
− 1
2
(m˜(t)+ul)
2
t+κ2
(2pi)1/2
√
κ2 + t
∫
dz1dz2
2pi
√
det(M−1)
e−
1
2
(z−a,M(z−a))2 |z1|. (5.8)
Now it is plain that the last expectation is bounded by
|a1|+const.(λ−)−1/2 ≤
√
h
m˜(t) + ul
κ2/t+ 1
+2t1/2(1+O(κ2t−2)) ≤ const.(
√
ht+
√
t), (5.9)
with the constant uniform in, say, κ2 ≤ 1, t ≥ 100. This allows us to bound (5.8) by a
uniform constant times(√
ht+ 2
)
e−t/(1+κ
2/t)+ln t/(1+κ2/t) ≤ const.e−t
(√
ht3 + 2t
)
. (5.10)
Next we bound the probability that the Brownian bridge does not stay in the tube. For this
we use Lemma 2.2. Note that by construction, if s ∈ I¯ , then for all h ∈ [0, 1], Σ2h ≥ Dt1/3,
and Σ2h ≤ t −Dt1/3, for some constant 0 < D < ∞, depending only on the function A.
Thus, by Eq. (2.4)) of Lemma 2.2,
PB
(
xhi 6∈ T γt,I¯,Σ2h
)
≤ 8
∞∑
k=Dt1/3
k1/2−γe−k
2γ−1/2. (5.11)
We are now ready to insert everything back into (5.1). This gives that, uniformly in κ2
small and t large (as above)
EB
(
|Sh>|
)
≤ n(t)const.
k∑
l=1
cle
−t
(
2
√
t3 + 2t/
√
h+ 2t/
√
1− h
)
e−D
2γ−1t(2γ−1)/3 .
(5.12)
Integrating over h and taking the expectation with respect to the Galton-Watson process
yields
En
(∫ 1
0
EB
(
|Sh>|
)
dh
)
≤ const.
k∑
l=1
cl
√
t3/2e−D
2γ−1t(2γ−1)/3 , (5.13)
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which tends to zero as t ↑ ∞, uniformly in κ ≤ 1, as claimed, if γ > 1/2. This proves the
assertion of the lemma. 
Proof of Lemma 4.8. We first proof (4.65). Observe that
d(xi(t), xj(t)) = d(yi(t), yj(t)) = d(x
h
i (t), x
h
j (t)). (5.14)
Moreover, for all 1 ≤ i, j ≤ n(t), i 6= j,
1xhi ∈T γt,I¯,Σ2
h
∂
∂xi∂xj
ft,κ(x
h
1(t), . . . , x
h
n(t)(t)) ≥ 0. (5.15)
For d(xi(t), xj(t)) ∈ [0, t(δ<1 (t) ∧ δ<0 (t))), we distinguish the cases limt→∞ δ<(t) > 0 and
limt→∞ δ<(t) = 0, respectively.
If limt→∞ δ<(t) = δ< > 0, then A(x) = A(x) = A(x) = 0, for all x ∈ [0, t(δ<1 (t) ∧
δ<0 (t))). Thus all the terms in both (T2) and (T2) with i, j such that d(xi(t), xj(t)) ∈
[0, t(δ<1 (t) ∧ δ<0 (t))) vanish.
Next consider the case where limt→∞ δ<(t) = 0. By Lemma 4.2 we have, for yi(t), yj(t)
with d(yi(t), yj(t)) ∈ [0, t(δ<1 (t) ∧ δ<0 (t))), that
EB(yi(t), yj(t)) = Σ
2 (
d(yi(t), yj(t))
)
≥ Σ2(d(yi(t), yj(t)))
= Σ2(d(xi(t), xj(t))) = EB(xi(t), xj(t)). (5.16)
For (4.66) we proceed in the same way but instead of (5.16) we have, for d(y
i
(t), y
j
(t)) ∈
[0, t(δ<1 (t) ∧ δ<0 (t))),
EB(yi(t), yj(t)) = Σ
2
(
d(y
i
(t), y
j
(t))
)
≤ Σ2(d(y
i
(t), y
j
(t)))
= Σ2(d(xi(t), xj(t))) = EB(xi(t), xj(t)). (5.17)
If d(yi(t), yj(t)) ∈ [t(1 − δ>1 (t)), t], resp. d(yi(t), yj(t)) ∈ [t(1 − δ>0 (t)), t], we obtain
in both cases from Lemma 4.2 that
EB(yi(t), yj(t)) ≥ EB(xi(t), xj(t)), (5.18)
and
EB(yi(t), yj(t)) ≤ EB(xi(t), xj(t)), (5.19)
respectively. This concludes the proof of Lemma 4.8. 
Proof of Lemma 4.6 . We have that∣∣∣∣En(∫ 1
0
(T1)dh
)∣∣∣∣ ≤ En( n(t)∑
i,j=1
i 6=j
∣∣EB(xi(t)xj(t))− EB(yi(t)yj(t))∣∣ (5.20)
×
∫ 1
0
EB
(
1d(xhi (t),x
h
j (t))∈I¯1xhi ∈T γt,I¯,Σ2
h
∂2ft,κ(x
h(t))
∂xi∂xj
)
dh
)
.
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By definition of ft,κ we have for i 6= j
∂2ft,κ(x
h(t))
∂xi∂xj
=
k∑
l,l¯=1
clcl¯
2piκ2
e
−(xhi (t)−m˜(t)−ul)2
2κ2 e
−(xhj (t)−m˜(t)−ul¯)
2
2κ2 ft,κ(x
h(t))
≤
k∑
l,l¯=1
clcl¯
2piκ2
e
−(xhi (t)−m˜(t)−ul)2
2κ2 e
−(xhj (t)−m˜(t)−ul¯)
2
2κ2 , (5.21)
where we used that ft,κ ≤ 1. Using this bound we get that (5.20) is bounded from above
by
En
(
n(t)∑
i,j=1
i 6=j
∣∣EB(xi(t)xj(t))− EB(yi(t)yj(t))∣∣ ∫ 1
0
EB
(
1d(xhi (t),x
h
j (t))∈I¯1xhi ∈T γt,I¯,Σ2
h
×
k∑
l,l¯=1
clcl¯
2piκ2
e
−(xhi (t)−m˜(t)−ul)2
2κ2 e
−(xhj (t)−m˜(t)−ul¯)
2
2κ2
)
dh
)
. (5.22)
We introduce the shorthand notation
A1 = Σ
2
h(s)/t,
A2 = 1− Σ2h(s)/t. (5.23)
To compute the expectation in (5.22) we fix the time of the most recent common ancestor
of xi and xj as s and integrate over it. Then the pair (xhi (t), x
h
j (t)) has the same distribution
as (Y +X1, Y +X2), where Y,X1, X2 are independent centred Gaussian random variables
with variance tA1, tA2, and tA2, respectively. We also relax the tube condition except at
the splitting time of the two particles. From this we see that the expression in (5.22) is
bounded from above by
C
k∑
l,l¯=1
clcl¯
∫
I¯
|Σ2(s)− Σ2(s)|e2t−s (5.24)
×
∫ 1
0
∫ A1m˜(t)+J(s,γ)
A1m˜(t)−J(s,γ)
Q(y, ul, t)Q(y, ul¯, t)e
− y2
2tA1
dy√
2pitA1
dhds,
where∞ > C > 0 is a constant,
J(s, γ) =
(
Σ2h(s) ∧ (t− Σ2h(s))
)γ
= ((A1 ∧ A2)t)γ, (5.25)
and for 1 ≤ l ≤ k
Q(y, ul, t) =
∫ ∞
−∞
e−(x+y−m˜(t)−ul)
2/2κ2e
− x2
2tA2
dx√
(2pi)2κ2tA2
. (5.26)
We first compute Q(y, ul, t). We change variables in (5.26)
x = z +
tA2(m˜(t)− y − ul)
κ2 + tA2
(5.27)
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and obtain that (5.26) can be written as
Q(y, ul, t) = e
− (m˜(t)−y−ul)
2
2(κ2+tA2)
∫ ∞
−∞
e
− z2(κ2+A2t)
2κ2A2t√
(2pi)2κ2A2t
dz
=
e
− (m˜(t)−y−ul)
2
2(κ2+tA2)√
2pi(κ2 + tA2)
. (5.28)
Plugging this into (5.24) we get
C
k∑
l,l¯=1
clcl¯
∫
I¯
|Σ2(s)− Σ2(s)|e2t−s (5.29)
×
∫ 1
0
∫ A1m˜(t)+J(s,γ)
A1m˜(t)−J(s,γ)
e
− (m˜(t)−y−ul)
2+(m˜(t)−y−ul¯)
2
2(κ2+tA2)
2pi(κ2 + tA2)
e
− y2
2tA1
dy√
2pitA1
dhds,
In the integral with respect to y we now change variables to
− w = y − (2m˜(t)− ul − ul¯)A1t
κ2 + (1 + A1)t
, (5.30)
and drop terms that are bounded uniformly in t and κ2 by constants to see that (5.29) is
less than or equal to
C˜
k∑
l,l¯=1
clcl¯
∫
I¯
|Σ2(s)− Σ2(s)|e2t−s
∫ 1
0
∫ A1A2tm˜(t)−A1m˜(t)κ2−tA1(ul+ul¯)
κ2+(1+A1)t
+J(s,γ)
A1A2tm˜(t)−A1m˜(t)κ2−tA1(ul+ul¯)
κ2+(1+A1)t
−J(s,γ)
×e
− m˜(t)2
κ2+(1+A1)t e
−w2(κ2+(1+A1)t)
2(κ2+tA2)A1t
2pi(κ2 + tA2)
dwdhds√
2pitA1
, (5.31)
with C˜ a new constant independent of t and κ2. Since, for each h ∈ (0, 1),
√
1 + A1√
tA1A2
(
A1A2m˜(t)
A1 + 1
− J(s, γ)
)
≥ ((A1 ∧ A2)m˜(t))−1/2
(
1
4
(A1 ∧ A2)m˜(t)− (A1 ∧ A2)γtγ
)
, (5.32)
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which tends to +∞, as t ↑ ∞, we can use the Gaussian tail bound (2.11) in the integral
over w to show that
e2t−s
∫ 1
0
∫ A1A2tm˜(t)−A1m˜(t)κ2−tA1(ul+ul¯)
κ2+(1+A1)t
+J(s,γ)
A1A2tm˜(t)−A1m˜(t)κ2−tA1(ul+ul¯)
κ2+(1+A1)t
−J(s,γ)
e
− m˜(t)2
κ2+(1+A1)t e
−w2(κ2+(1+A1)t)
2(κ2+tA2)A1t
2pi(κ2 + tA2)
√
2pitA1
dwdh
≤ e2t−s
∫ 1
0
e
− 1
2
κ2+(1+A1)t
(κ2+tA2)A1t
(
A1A2tm˜(t)−A1m˜(t)κ2−tA1(ul+ul¯)
κ2+(1+A1)t
−J(s,γ)
)2
e
− m˜(t)2
κ2+(1+A1)t
2pi(κ2 + tA2)
×
[(
A1A2tm˜(t)−A1m˜(t)κ2−tA1(ul+ul¯)
κ2+(1+A1)t
− J(s, γ)
)
κ2+(1+A1)t
(κ2+tA2)A1t
]−1
dh√
2pitA1
.
= e2t−s
∫ 1
0
e
− 1
2
κ2+(1+A1)t
(κ2+tA2)A1t
(
A1A2tm˜(t)−A1m˜(t)κ2−tA1(ul+ul¯)
κ2+(1+A1)t
−J(s,γ)
)2
e
− m˜(t)2
κ2+(1+A1)t
×
√
A1t
A1A2tm˜(t)−A1m˜(t)κ2−tA1(ul+ul¯)−J(s,γ)(κ2+(1+A1)t)
dh
(2pi)
3
2
. (5.33)
By the definition of J(s, γ) we can bound (5.33) from above by
Ĉe2t−s
∫ 1
0
√
A1t
A1A2tm˜(t)−A1m˜(t)κ2−tA1(ul+ul¯)−J(s,γ)(κ2+(1+A1)t)e
− (1+A2)m˜(t)2
2t
+O(sγ) dh
(2pi)
3
2
,
(5.34)
where Ĉ < ∞ is a constant that does not depend on t and κ2. The denominator in the
fraction appearing in the integrand equals
√
2A2A1t
2(1 + o(1), for t large, because, for all
s in the integration range I¯ , it holds that A2t > t
1
3 and A1t > t
1
3 . Using this and the fact
that
m˜(t)2/t = 2t− log t+O(log(t)2/t), (5.35)
we see that the expression in (5.34) is smaller than
2Ĉ
∫ 1
0
t1−
A1
2
A2t
√
A1t
e−s+A1t+O(s
γ) dh
(2pi)
3
2
, (5.36)
Since A1 = 1− A2, the fraction in (5.36) is bounded by a constant times
t−1+A2/2
A2(1− A2) 12
. (5.37)
We now distinguish three regimes. If A2 ∈ (, 1− ), for  > 0 independent of t, then the
expression in (5.38) is of order t−1/2, as t ↑ ∞. If A2 tends to 1, then for s ∈ I¯ ,
t−1+A2/2
A2(1− A2) 12
≤ t−1/2+1/3, (5.38)
which tends to zero, as t ↑ ∞. Finally, when A2 ↓ 0, we get
t−1+A2/2
A2(1− A2) 12
≤ t−1+2/3+o(1), (5.39)
which tends to zero as t ↑ ∞. Hence, for all s ∈ I¯ , (5.36) is bounded from above by
o(1)
∫ 1
0
e−s+A1t+O(s
γ)dh. (5.40)
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Inserting this into (5.29), and writing out A1t = hΣ2(s) + (1− h)Σ2(s), we see that∣∣∣∣En(∫ 1
0
(T1)dh
)∣∣∣∣ ≤ o(1)∫
I¯
|Σ2(s)− Σ2(s)|
∫ 1
0
e−s+(hΣ
2(s)+(1−h)Σ2(s))+O(sγ)dhds
≤ o(1)
∫
I¯
∣∣∣e−s+Σ2(s)+O(sγ) − e−s+Σ2(s)+O(sγ)∣∣∣ ds, (5.41)
with o(1) tending to 0, as t ↑ ∞, uniformly for κ2 small enough. This proves Lemma
4.6. 
Proof of Lemma 4.7. We split the domain of integraion into three parts. First, let δ3 > 0
be such that
σ2b +
K
2
δ3 < 1 and δ3 < δb. (5.42)
By a Taylor expansion at zero we have
Σ2(s) ≤ (σ2b + K2 δ3)s, for s ∈ [0, δ3t]. (5.43)
Moreover, if δ1 > 0, then so is δ0, and we then choose δ3 < δ<0 ∧δ<1 (with δ<i ≡ limt↑∞ δ<i );
hence, for t large enough it then also holds that δ3 < δ<0 (t) ∧ δ<1 (t).
If δ<1 = 0, we set (note that, by monotonicity, in this case δ
<
0 (t) ∧ δ<1 (t) = δ<0 (t))
(S1) ≡
∫ δ3t
tδ<0 (t)
∣∣∣e−s+Σ2(s)+O(sγ) − e−s+Σ2(s)+O(sγ)∣∣∣ ds
≤
∫ δ3t
tδ<0 (t)
(
e−s(1−σ
2
b−K2 δ3)+O(sγ) + e−s(1−σ
2
b−K2 δ<(t))+O(sγ)
)
ds. (5.44)
By assumption on δ3, 1 − σ2b − K2 δ3 > 0 and 1 − σ2b − K2 δ<(t) > 0, for all t sufficiently
large. Hence
lim
t→∞
(S1) = 0. (5.45)
If δ<1 > 0, we set (S1) = 0.
Next we choose δ4 such that
σ2e − δ4K2 > 1 and δ4 < δe. (5.46)
Again due to a first order Taylor expansion we have
Σ2(t− s¯) ≤ t− (σ2e − K2 δ4) s¯, for s¯ ∈ [tδ>1 (t), tδ4] (5.47)
Hence
(S2) ≡
∫ t(1−δ>1 (t))
t−δ4t
∣∣∣e−s+Σ2(s)+O(sγ) − e−s+Σ2(s)+O(sγ)∣∣∣ ds
=
∫ δ4t
tδ>1 (t)
∣∣∣es¯−t+Σ2(t−s¯)+O(sγ) − es¯−t+Σ2(t−s¯)+O(sγ)∣∣∣ ds¯
≤
∫ δ4t
tδ>1 (t)
(
es¯(1−σ
2
e+
K
2
δ4)+O(sγ) + es¯(1−σ
2
e+
K
2
δ>(t))+O(sγ)
)
ds¯. (5.48)
By assumption on δ4 we have 1 − κ2e + K2 δ4 < 0 and, for t large, 1 − σ2e + K2 δ>(t) < 0.
Hence
lim
t→∞
(S2) = 0. (5.49)
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We still have to control
(S3) ≡
∫ t−δ4t
δ3t
∣∣∣e−s+Σ2(s)+O(sγ) − e−s+Σ2(s)+O(sγ)∣∣∣ ds. (5.50)
Consider the function A(x) on the interval [δ3, 1 − δ4]. Since A(x) is right-continuous,
increasing and A(x) < x on (0, 1), we know that
M ≡ inf
x∈[δ3,1−δ4]
(x− A(x)) > 0. (5.51)
Then
s− Σ2(s) = t(s/t− A(s/t)) ≥Mt, (5.52)
which implies ∫ t−δ4t
δ3t
e−s+Σ
2(s)+O(sγ)ds ≤ e−Mt
∫ t−δ4t
δ3t
eO(s
γ)ds, (5.53)
which tends to zero, as t ↑ ∞. By the same argument it follows that
lim
t↑∞
∫ t−δ4t
δ3t
e−s+Σ
2
(s)+O(sγ)ds = 0. (5.54)
It follows that limt↑∞(S3) = 0, which concludes the proof of Lemma 4.7. 
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