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Abstract
In this paper, we obtain some suﬃcient conditions for Slepian’s inequality for
Gaussian processes with respect to weak majorization. For our results, we also provide
an application example.
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1 Introduction andmain results
Gaussian processes are natural extensions of multivariate Gaussian random variables to
inﬁnite (countably or continuous) index sets. For Gaussian processes, strong and weak
stationarity are the same concept. Gaussian processes are by far the most accessible and
well-understood processes (on uncountable index sets), which are important in statistical
modeling because of properties inherited from the normal one, andmany deep theoretical
analyses of various properties are available.
Let X = (X, . . . ,Xn) and X∗ = (X∗ , . . . ,X∗n) be two centered Gaussian random vectors
with covariance matrices  = (σij) and ∗ = (σ ∗ij ), respectively. The well-known Slepian


























Slepian’s inequality and its modiﬁcations are an essential ingredient in the proofs of many
results being concernedwith sample path properties of Gaussian processes. See, e.g., Adler
and Taylor [] and Maurer []. Some suﬃcient conditions for Slepian’s inequality with
respect to majorization for two Gaussian random vectors have been given in Fang and
Zhang [].
Majorization is a pre-ordering on vectors by sorting all components in nonincreasing
order, which is a very interesting topic in various ﬁelds of mathematics and statistics. The
history of investigating majorization should date back to Schur [] and Hardy et al. [].
The reader can ﬁnd that majorization has been connected with combinatorics, analytic
inequalities, numerical analysis, matrix theory, probability and statistics in Marshall and
Olkin []. Recent research on majorization with respect to matrix inequalities and norm
inequalities has been carried out by Ando [].
© 2013 Fang; licensee Springer. This is an Open Access article distributed under the terms of the Creative Commons Attribu-
tion License (http://creativecommons.org/licenses/by/2.0), which permits unrestricted use, distribution, and reproduction in any
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In this paper, we establish four Slepian’s inequalities for Gaussian processes with respect
to weak majorization, with their proofs and an application given in Section . Firstly, we
recall the deﬁnitions of majorization and weak majorization.
Deﬁnition . (Marshall and Olkin []) Let λ = (λ,λ, . . . ,λn), λ∗ = (λ∗ ,λ∗, . . . ,λ∗n) denote
two n-dimensional real vectors. Let λ[] ≥ λ[] ≥ · · · ≥ λ[n] and λ∗[] ≥ λ∗[] ≥ · · · ≥ λ∗[n] de-
note the components of λ and λ∗ in decreasing order respectively. Similarly, let λ() ≤
λ() ≤ · · · ≤ λ(n) and λ∗() ≤ λ∗() ≤ · · · ≤ λ∗(n) denote the components of λ and λ∗ in increas-
ing order respectively.










































The main results of the paper are stated as follows.
Theorem . Let X(t) and X∗(t) be separable Gaussian processes where t ∈ [,T]. We









for all s, t ∈ [,T].Denote u = inft∈[,T]{EX(t),EX∗(t)}, v = supt∈[,T]{EX(t),EX∗(t)}. Let ≤
t ≤ t ≤ · · · ≤ tn ≤ T be a sequence of arbitrary partitions of [,T]. Let f : [u, v] → R be a
strictly monotone function, and denote μf = (f (EX(t)), . . . , f (EX(tn))), μ∗f = (f (EX∗(t)), . . . ,
f (EX∗(tn))).













for all x ∈ R;
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for all x ∈ R;













for all x ∈ R;













for all x ∈ R.
In Theorem ., after setting f (x) = x, we can easily get the following result.
Corollary . Under the same conditions on X(t), X∗(t) and {ti,  ≤ i ≤ n} as in Theo-
rem ., the following statements hold.













for all x ∈ R;













for all x ∈ R.
2 Proof and application
Proof of Theorem . Each of the four conclusions in Theorem . can be proved by the
similar ideas. So, we only give the detailed proof of part () here. Let  ≤ t ≤ t ≤ · · · ≤
tn ≤ T be a sequence of partitions of [,T], and τ =max≤i≤n 	ti, so we can obtain Gaus-
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Let X(t) = t + B,H,K (t) and X∗(t) = t + B,H,K (t) be Gaussian processes, where Bi,H,K (t),








)K – |t – s|HK ]
for all s, t ∈ [, ].
It is easy to check that X(t) and X∗(t) satisfy the conditions in Theorem ..
Let ≤ t ≤ t ≤ · · · ≤ tn ≤  be a sequence of partitions of [, ], then
(
t , . . . , tn
)w
(
t , . . . , tn
)w (t , . . . , tn
)
.
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