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UM MODELO WEIBULL BIV ARIADO PARA RISCOS COMPETITIVOS 
RESUMO 
Neste trabalho foram investigados alguns models de riscos competitivos com duas causas 
de falhas baseados em modelos bivariados. Nesta situação, as variáveis aleatórias tempos de falhas 
T1 e T2 estão associados com as causas C1 e C2 respectivamente. O tempo de falha observado é 
T = min(TI> T2) correspondendo a causa de falha C1 ou C2. Esta abordagem parece ser a mais 
adequada do ponto de vista estatístico, no entanto, possui o problema de identificabilidade na 
maioria das distribuições bivariadas. O modelo Weibull bivariado de Ryu (1993), que é 
absolutamente continuo, foi estudado e a partír deste, desenvolvido um modelo de riscos 
competitivos. O principal objetivo deste trabalho foi a procura de um modelo bivariado 
absolutamente continuo tal que o modelo de riscos competitivos tenha as suas distribuições 
marginais identificadas. O modelo bivariado de Ryu foi modificado de tal forma que as funções 
risco "net" e "crude" sejam iguais. Esta é uma condição necessária para a identificabilidade de 
suas distribuições marginais (Fienling e Harrington, 1991 ). A estinlação dos parâmetros do 
modelo através do estinlador de máxima verossimilhança foi estudada. Foi desenvolvido o modelo 
com covariáveis e estudados testes de algumas hipóteses de interesse. Foram realizados estudos 
de sinlulação para a comparação dos modelos Weibulls bivariados propostos, de Ryu e 
independentes e também os de riscos competitivos proposto e independentes. Aplicações de 
dados reais bivariados e de riscos competitivos são apresentados. 
lV 
A BIV ARIATE WEIBULL MODEL FOR COMPETING RISKS 
abstract 
In this research it was investigated some competing risks models with two causes of 
failure based in bivariate models. In this situation, the random variables failure times T1 and T2 are 
associated with causes C1 and Cz respectively, so that, the observed time is T = min(T1 , T2 ) 
corresponding to the cause of failure Ci, i = 1, 2. Although this approach appears to be more 
adequated at the statistical point ofview, the identifiability problems arises in the most ofbivariate 
distribution. The bivariate Weibull model of Ryu (1993), which is absolutely continuous, it was 
studied and developed a competing risks models based in this bivariate model. The main goal of 
this job was the search of a absolutely continuous bivariate model in order to obtain a competing 
risks model with marginais identifiable. The Ryu's bivariate model was modified in order to derive 
a Weibull competing risks model with crude and net hazards equals. This condition allow 
identifiability of the marginais corresponding to each cause of failure (Fleming and Harrington, 
1991). Identifiability and estimation o f its parameters by maximum likelihood method were 
investigated. Also, it was developed the models considering the inclusion of covariate and tests 
some hypotheses of the interest were studied. Simulation studies for comparison of the proposed, 
Ryu's and independent bivariate weibull models and ofproposed and independent competing risks 
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Capítulo 1 
Introdução, conceitos básicos em riscos competitivos e 
revisão de modelos de riscos competitivos baseados em 
modelos bivariados 
1.1 - Introdução e motivação 
Uma sub-área importante na área de análise de sobrevivência é a de riscos competitivos. O 
objeto de análise de riscos competitivos é o tempo de vida associado às causas de fàlhas. Por 
exemplo, Lagakos (1978) apresentou uma análise de um conjunto de dados de ensaio clínico de 
câncer no pulmão realizado no "Eastern Cooperative Oncology Group". Após o tratamento foram 
observados: câncer local (causa 1), metastases (causa 2), os tempos de falhas por estas causas e 
ainda se estas observações foram ou não censuradas. Além destas, as seguintes covariáveis foram 
observadas: Z1 - tipo de acompanhamento (ambulatório = O, não-ambulatório = 1 ), Zz -
tratamento (A= O, B = I), Z3 - idade em anos. Portanto, os dados observados para cada 
individuo são do tipo (t, i, z), onde t é o tempo de falha, i é a causa de falha, i= 1, 2, ... , k se 
os tempos são de falha e i = O se o tempo for de censura; z é o vetor de covariáveis. 
Para a análise destes tipos de dados, existem basicamente duas abordagens. A primeira, 
devida a Prentice (1978), considera a distribuição somente para o tempo observado e as causas de 
falha. A segunda, a abordagem latente de riscos competitivos (Cox (1959), Berman (1963), 
Moeschberger e David (1971)), supõe a existência de tempos de falhas hipotéticos T1. Tz, ... , T;. 
associados às causas de falhas, h, Iz, ... ,h. Quando o vetor de covariáveis está presente nos 
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dados, diversos modelos paramétricos para os tempos têm sido estudados (modelo log-escala, 
riscos proporcionais). Quando não é pressuposto nenhuma distribuição paramétrica para os 
tempos, o modelo considerado é o de Cox (1972). 
Um dos problemas básicos de riscos competitivos, considerando modelos de tempos 
latentes, é a consideração ou não da independência dos tempos teóricos de falha. A presença de 
independência pode não ser real em muitos casos. Por exemplo, no caso do conjunto de dados 
apresentado por Lagakos (1978), a presença de metastases (causa 2) provavelmente está 
relacionada com o aparecimento do câncer local (causa 1 ). Em um ensaio clinico, mortes podem 
estar associadas a uma doença crôtúca, cujo desenvolvimento é um processo complicado, 
envolvendo distúrbios de equilíbrios biológicos e/ou bioquimicos. Um modelo pode ser formulado 
em termos de falhas dos vários componentes especificados. Suponha que a falha de um 
componente elimina a causa de falha I;. Isto pode também alterar (reduzir ou aumentar) a chance 
de morte pela causa Ii (i# j) (Elandt-Johnson, 1981). Decorre, portanto, a necessidade de 
estudar modelos bivariados dependentes para o caso de duas causas de falhas para a formulação 
de modelos em riscos competitivos. Um outro problema que surge na formulação de tempos de 
falhas latentes é o de não-identificabilidade do modelo. O par (T, i) (onde T = min(T1, T2 , ••• , 
Tk) e i é a causa de falha) fornece informação insuficiente para determinar a distribuição conjunta 
de (T1 , Tz, ... , Tk) (Basu e Klein, 1982). No caso onde k = 2, para cada modelo dependente 
existe um útúco modelo independente para (T11 T2 ) que produzem a mesma distribuição conjunta 
para (T, i), sendo que estas distribuições conjuntas dependentes e independentes podem ter 
distribuições marginais diferentes (Elandt-Johnson, 1981). Uma suposição importante no contexto 
de riscos competitivos considerando os tempos de falhas latentes é a de que a falha não ocorre 
por duas causas simultaneamente, ou seja, existe a suposição de que P(Ti = T2 ) =O. Portanto, 
na formulação do modelo, é desejável que se considere um modelo bivariado absolutamente 
continuo. 
Existem poucos trabalhos na literatura tratando de modelos de riscos competitivos 
utilizando modelos bivariados. Entre eles podem-se destacar os seguintes trabalhos: 
Moeschberger (1974), deriva um modelo Weibull em termos de riscos competitivos a partir da 
distribuição Weibull bivariada de Marshall e Olkin; Emoto e Mathews (1990), cujo modelo 
W eibull de riscos competitivos se baseia na transformação marginal da classe de distribuições 
exponenciais bivariada de Pickands; Wada e Sen (1995) deriva um modelo exponencial para 
riscos competitivos a partir da distribuição exponencial bivariada absolutamente continua de 
Sarkar; Bhattacharyya (1997) obtém um modelo exponencial de riscos competitivos a partir de 
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uma distribuição exponencial bivariada derivada por Raftery (1984). Observa-se que somente o 
primeiro exemplo citado não é absolutamente contínuo. 
Em se tratando de riscos de falhas, podem existir situações onde estes podem ser 
crescentes, decrescentes ou se manterem constantes ao longo do tempo, portanto, é ínteressante 
que se considere modelos que possam se adequar a estes tipos de dados. Para causas de falhas 
simples ou quando as causas de falhas não são especificadas, a distribuição Weibull tem 
encontrado uma notável aceitação em vários trabalhos de testes de vida. Hager, Baín e Antle 
(1971) sugerem o estimador do tipo Weibull na estimação da confiabilidade, conseqüentemente, o 
ajuste de modelos do tipo Weibull é razoável dentro do contexto de modelos de riscos 
competitivos. 
A principal motivação para o estudo de um modelo Weibull bivariado, foi o trabalho 
realizado por Wada, Fukui e Velloso (1997), que analisaram um conjunto de dados reais de 
pacientes com cardiomiopatia dilatada com falha congênita do coração, realizado no Hospital de 
Cotoxó (HCFMUSPIINCOR) no período de agosto de 1992 a agosto de 1994. A variável de 
ínteresse neste estudo foi o tempo (em semanas) observado desde a entrada do paciente no 
hospital até a sua morte, e duas causas de morte foram consideradas: morte por choque (causa 1) 
e morte súbita (causa 2). Em estudos preliminares, a covariável que mede a capacidade fisica do 
· paciente, ou seja, a medida do teste de camínhada por 9 mínutos foi significativa na sobrevivência. 
A análise deste conjunto de dados seguiu as seguintes etapas: i) foi realizada uma análise 
descritiva e construido o gráfico de Kaplan-Meier das probabilidades de sobrevivência estimadas; 
ü) observando-se a partir deste que poderia ser ajustado um modelo de riscos proporcionais; ili) 
um outro modelo alternativo, o modelo Weibull considerando estratos, foi ajustado para o tempo 
de sobrevivência total, utilizando a abordagem de Prentice para a formulação do modelo em 
termos de riscos competitivos. Em todas as análises, as funções risco entre as causas de falhas 
foram diferentes, sendo que para uma delas foi decrescente e para a outra se manteve 
praticamente constante. 
A partir deste trabalho, surgiu a possibilidade de se fazer o ajuste de um modelo de riscos 
competitivos do tipo Weibull que considerasse os tempos hipotéticos dependentes, e que o 
modelo bivariado utilizado fosse absolutamente contínuo. Nesta formulação surge um problema, 
o da não-identificabilidade das distribuições marginais e da conjunta. Portanto, o foco principal 
deste trabalho a partir do ajuste deste modelo, foi encontrar um modelo bivariado dependente do 
tipo W eibull com as caracteristicas de ser absolutamente contínuo e as suas distribuições 
marginais identificáveis. O modelo que possui estas caracteristicas foi derivado do modelo 
proposto por Ryu (1993). 
3 
Na seção 2 do capítulo 1, é apresentada uma revisão da formulação dos modelos de riscos 
competitivos, enfocando a abordagem de Prentice e a de variáveis latentes. Diversos exemplos 
são apresentados para mostrar as condições de identificabilidade das distribuições marginais e da 
conjunta. Na seção 3 deste mesmo capítulo, é apresentada uma revisão de modelos de riscos 
competitivos para duas causas de falhas na abordagem de tempos bivariados latentes. No capítulo 
2, é apresentado o desenvolvimento de um modelo de riscos competitivos baseado no modelo 
absolutamente continuo de Ryu, além de considerar a inclusão do vetor de covariáveis. O capítulo 
3 é o mais importante da tese, onde é proposto um modelo bivariado absolutamente contínuo que 
permite a identificação das distribuições marginais. Além disso, neste capítulo são estudadas as 
propriedades assintóticas do modelo, testes de hipóteses e a inclusão de covariáveis através de 
modelos de riscos proporcionais. No capítulo 4, são realizadas as aplicações numéricas através de 
dados simulados para o estudo do comportamento dos estimadores de máxima verossimilhança, 
estudo dos métodos de geração de dados bivariados e um estudo de simulação para o tamanho e 
poder de alguns testes de hipóteses. Os dados simulados foram gerados utilizando três algoritmos: 
proposto por Ryu, pelo método de Monte Carlo via Cadeias de Markov (MCMC) e o método de 
Rejeição. No capítulo 5 foram aplicados os modelos considerados em dados reais. A primeira 
aplicação numérica é de um conjunto de dados bivariados de um estudo de cegueira provocada 
por retonopatia diabética. Estes dados foram analisados por Huster et ai.(1989), Liang et ai. 
(1993) e Wada e Horta (2000). O segundo conjunto de dados é de riscos competitivos referente a 
um estudo de pacientes com cardiomiopatia dilatada. Estes dados foram estudados por Wada et 
ai. (1997). O terceiro conjunto de dados também é de riscos competitivos, e trata-se de um 
estudo sobre câncer do pulmão, apresentado por Lagakos (1978). 
1.2 -Notação e conceitos básicos em riscos competitivos 
Os métodos de análise de dados de sobrevivência, em geral, levam em consideração que, 
para cada sujeito em estudo, existe um único tempo de falha, que pode ou não ser censurado. 
Uma situação comum na prática é quando os sujeitos podem falhar por uma das diferentes causas 
I;, i = 1, 2, ... , k. Suponha que T;, i = 1, 2, ... , k é o tempo de falha por causa I;, i = 1, 2, 
... , k. Sejam L;, i= 1, 2, ... , k os tempos de censuras associados ás k causas de falha. Um 
problema é dito ser de riscos competitivos quando as k causas atuam num sujeito, mas o que se 
observa é: 
4 
I = causa de falha associada ao mínimo de T;, I = i, se T = Ti e 
15 = { 1 se T é obs_ervado . 
O se L= mtn(LI, Lz, ... , Lk) e observado. 
Portanto, um conjunto de dados que é típico de riscos competitivos apresenta a terna 
(ti, i, /5). Estes problemas de estudo de possíveis influências das várias causas de falha podem ser 
encontrados em diversas áreas, tais como: epidemíologia, demografia, ensaios clínicos, indústrias 
e economía. Como exemplo clássico, pode-se citar um utilizado por Hoel (1972), onde T é o 
tempo de morte em um estudo de radiação em camundongos, I descreve a causa de morte como 
"thymic lymphoma", "reticulum cell sarcoma", e outros. Um outro exemplo citado por Heckman 
& Honoré (1989) apresentado por Flinn & Heckman (1983), na área da economía, considera T 
como o tempo de espera até que o indivíduo não seja mais considerado como um desempregado, 
e I indica a razão pela qual ele deixou de ser um desempregado. Uma outra situação pode ser o 
estudo de mortes por câncer. Neste caso, podem ocorrer várias formas, por exemplo, local (causa 
1 = I 1 ) e metastases (causa 2 = I 2). No estudo de mortes por cardiovasculares, as causas de 
falha podem ser de míocárdio (causa 1 = I 1 ) ou não míocárdio (causa 2 = I 2 ). 
Basicamente, podem ser apresentadas duas abordagens em relação aos riscos competivos: 
a abordagem de Prentice et a/. (1978), que se baseia somente nas quantidades observáveis; e a 
abordagem latente dada por Cox (1959), Berman (1963), Moeschberger e David (1971), entre 
outros que trabalham com a introdução de um tempo de falha latente ou conceitual. 
1.2.1 - Abordagem de Prentice 
Nesta abordagem, o método apresentado é baseado no modelo estatístico somente para as 
quantidades observadas. Suponha que cada sujeito em estudo tem um tempo de falha T que pode 
estar sujeito a censuras, e que quando ocorre falha, pode ser devido a uma das k causas distintas 
denotadas por I E {1, 2, ... , k}. Portanto, T é a variável aleatória não negativa com função 
densidade de probabilidade fr(t) e com função de sobrevivência total dada por 
Sr(t) = P(T?: t). A função risco total é definida como: 
Ày(t) = lim ~t P[t ;õ; T < t + 6-tiT:?: t] = s \"lim l,J,'.,."'h(u)du 
b.f->0 TD.f->0 
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- -'-I' .l.{F (t + é,t) _F (t)} __ 1_ dFr(t) __ &logS,.(t) = !T(t) 
- ST(t~t~ QL:.t T T - Sr(t) dt - 8t ST(t) · (11) 
Similarmente, a taxa de falha por causa específica é dada por: 
À (t) = lim _L P[t < T < t + é,t I= iiT > t} = lim ..L PJt<T<t+t.t,I=i,T>tl 
' é;t - ot>' - ' - é;t __, o"' Pi""''i 
(1.2) 
onde J;(t) é a função (sub)densidade de probabilidade para o tipo de falha i, ou seja, 
fi(t) lim lt P[t ::; T < t + l!:..t, I = i], 
llt-o 
(U) 
para i = 1, 2, , , k. Em outras palavras, ,).; ( t) é a taxa de falha instantânea do tipo i no tempo t e 
na presença dos outros tipos de falha. 
A relação entre a taxa de risco total e as específicas, assumindo que a falha deva ser 
devida unicamente a uma causa de falha, é obtida de (LI) como: 
Àr(t) = lim l, P[t::; T < t+ é;tiT <:: t] = lim l, P[ 6 {t::; T < t+ é;t, I= i}IT;::: t] 
é;t-o é;t-o i=l 
onde {t::; T < t + l!:..t, I= i} n {t::; T < t + l!:..t, I= j} = 0 se i f j, e considerando (1.2), 
segue-se que: 
k 
Àr(t) = lim L l::P[{t::; T < t + l!:..t, I= i}IT 2': t] 
b.t----.0 i=l 
k k 
= 2:: lim lt P[{t::; T < t + l!:..t, I= i}IT 2': t] = L: .Xi(t), 
i=l b..t- o i=l 
(14) 
e a relação entre a função densidade de probabilidade total e as específicas, a partir de (L 1 ), (14) 




Como Ày(t) = - dlogd':(t) e logSy(t) = - f~.Xr(u) du, segue-se que: 
Sr(t) = exp{- J~Àr(u) du} = exp{- J~~À;(u) du} = exp{ - ~J~À;(u) du} = ;g G,(t), (1.6) 
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onde Gi(t) = exp{- J;>.i(u) du} é interpretada por Elandt-Johnson e Johnson (1980) como 
uma distribuição associada somente com a causa i. 
A distribuição de sobrevivência conjunta de (T, I), denotada por .P;(t), é a probabilidade 
de falha pela causa i no tempo maior que t, (na presença de todas as causas - probabilidade 
"crude" de falha) e é derivada como: 
.P;(t) = P(T?. t,I=i)= r(- ad:(v)Sr(v)LJdu= .r,=(- ad:(v);âc,cv(Jdu 
= ;;=(- ad:(v),gexp{- J;>.,(s)ds}I.Jdu 
= .r,oo(- ddv(- J;>.,(s)ds)l=•'gexp{- J;>.,(s)ds}I.Jdu 
= .[,"' ( À;(u) ,U exp{- J;>.,(s) ds} I.=Jdu =.r,= f;(u)du = f,"'>.,(u)Sr(u)du, 
utilizando (1.2) e (1.6). 
A distribuição marginal de I é definida como: 
1Ti = P(I =i)= .P;(O) = J000 Ài(u)Sr(u)du, i= 1, 2, ... , k, 
(1. 7) 
(1.8) 
que é a probabilidade de falha pela causa i. Finalmente de (1.2) e (1.6), a função de sub-densidade 
do tempo de falha para a causa i por ser reescrita como: 
k 
j;(t) = >.i(t)ll Gi(t), i= 1, 2, ... , k. 
j=l 
1.2.2 - Abordagem latente de riscos competitivos 
Neste contexto, é assumido a existência de tempos de falhas potenciais ou latentes para 
um individuo que correspondem a cada um dos k tipos de falhas. Sejam T1 , T2, ... , Tk os tempos 
de falha conceituais. A variável aleatória tempo de falha observável é T = min(T1 , T2, ... , Tk) e 
o correspondente tipo de falha é I= {i: Ti:::; TI, l = 1, 2, ... , k}. O par (T,I) é conhecido 
como o mínimo identificado (Basu e Ghosh, 1978). A quantidade observável é T, logo a função 
de sobrevivência total é definida como: 
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Sy(t) = P(T 2: t) = P(T1 > t, T2 > t, ... , Tk > t) = S(t, t, t, ... , t) (1.9) 
Nesta situação, a função de sobrevivência conjunta (também chamado função de 
decremento múltiplo) é especificada como: 
onde O< ti < oo, i= 1, 2, ... k, e /(ti, t2, ... , tk) é a densidade de probabilidade conjunta de 
T1 , T2 , ... , Tk. Como (t1, t 2 , ... , tk) não pode ser observado simultaneamente (por suposição em 
uma situação de riscos competitivos), o mesmo acontece com a função S(tb t2, ... , tk). 
A função de sobrevivência marginal é (Eiandt-Johnson e Johnson, 1980): 
Si(ti) = S(O, O, ... , ti, ... , 0), (1.10) 
que Gail (1975) interpretou como a distribuição de sobrevivência somente para a causa de falha i. 
A função risco associada com a marginal Si(ti) (na presença somente da i-ésima causa de falha), 
denotada como função risco "net" é dada por: 
ôSi(ti) 
hi(t) = -s.(;;) = -,l1JogSi(t;). (1.11) 
As funções risco por causa específica (na presença de todas as causas de falha), denotadas 
como funções risco "crude" são definidas como: 
Ài(t) = _ 8logS(~~~,, ... ,t.) I 
tl =t2=,..=tk=t 
(1.12) 
para i= 1, 2, ... , k. Por exemplo, supondo k = 2, a função risco por causa 1 é derivada como a 
segmr: 
). (t) = lim ..!... P[t < T < t + .6.tiT > t T > t] = lim ..!... Plt<Tl <t+t.t,Tl>t, T,>t] 
1 .6.t ___. 0t.t - 1 1 - , 2 - .6.t ___. 0t.t P!TJ:::t, T,:::tJ 
1 z· 1 rt+t>t fOOj ( )d d 1 ( 8P(T,>v,T,>t,) I ) = S(t t\"tm t.tJt Jt T1T2 u, V V U = S(t t) - 8v ' fit ~ O ' v=t2=t 
e analogamente, para a causa de falha 2 : 
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À (t) = _ &logS(t1 ,t2 )l . 
2 &t, t,=t,=t 
A função risco total é dada por: 
Àr(t) = l~'"!:... 
0
l 1 P[t :::; T < t + b.t!T :;::: t] 
e como T = min(T!, Tz), 
(1.13) 
Além disso, como Sr(t) = P(T :;::: t), a função risco total pode também ser dada por: 
À (t) = lim _L P[t < T < t + b.tiT > t] = lim ..L P[t<T<t+L>t,T>t] 
T i:J.t _, O l>t - - i:J.t _, 0 l>t P(T?.t) 
_ /' _L P[t<T<t+l>t] __ 1_ /' rt+L>tf ( )d 
- zm At Sr(t) - Sr(t) zm Jt T u u 
t::..t->0 t::..t->0 
= s}(t) (- 8 7t(t)) = - g1log Sr(t) = - g1log S(t, t, .. , t). (1.14) 
Integrando a relação (1.14), obtém-se: 
f~Àr(u)du = -logS(t, t, .. , t) = -logSr(t). 
Em conseqüência, 
Sr(t) = exp[- f;Ar(u)du] = exp[- J;t,.xi(u)du] = ;[\exp[- J;.xi(u)du] = i[\Gi(t) (1.15) 
onde G;(t) = exp{- f~À;(u) du }. G;(x) representa uma distribuição associada somente com a 
causa I;, assumindo que a função risco desta distribuição é Ài(x) (Elandt-Johnson, 1981). Para 
que (1.15) seja uma distribuição própria, no mínimo uma G;(t) deve ser própria, ou seja, 
lim G;(t) =O. Nesta situação, Miller (1977) mostra que, para no mínimo um 'T;, 
t--> 00 
lim f~Ài(u)du = oo, i= 1, 2, ... , k, 
t--> 00 
e portanto, (1.15) é uma distribuição própria. 
(1.16) 
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Se TI ' Tz' ... ' n são independentes, então À i ( t) = hi ( t) e deduz-se de ( 1.13) que, 
k k 
>.r(t) = E>.i(t) = Ehi(t) e ST(t) pode ser escrita como: 
i=l i=l 
k k 
Sr(t) = nsi(t) = TIGi(t) (1.17) 
i=l i=l 
onde de (1.11), Si(t) = exp{- J~hi(u)du}, i= 1, 2, ... , k. O exemplo 1.1 ilustra esta 
situação. 
Exemplo 1.1. Considere duas variáveis aleatórias independentes TI e Tz com distribuição Weibull 
(>.i, ai), i = 1, 2. Portanto, a função de sobrevivência conjunta é dada por: 
A função de sobrevivência total é escrita como: 
As funções de sobrevivência marginais são dadas como: Si(t) = exp(- >.it"'), i= 1, 2. Logo, 
as funções risco "net" são dadas por: hi(t) = Àiait"•-I, i= 1, 2, e as funções risco "crude" são 
dadas por: 
Desta maneira, a função de sobrevivência total pode ser escrita como ( 1. 17). 
Por outro lado, se TI, T2 , ••• , Tk não são independentes, uma das duas situações A) ou 
B) abaixo podem ocorrer com relação aos riscos de falha: 
k k 
A) Em geral, >.i(t) i' h;(t) e conseqüentemente, >.r(t) = EMt) i' Ehi(t). No entanto, o 
i=! i=l 
exemplo (1.2) abaixo, é apresentado por Hakulinen e Rahiala (1977), onde a conseqüência acima 
não ocorre, ou seja, um exemplo onde >.i(t) i' hi(t), e portanto, Si(t) i' Gi(t). Mesmo assim, 
k k 
ÀT(t) = L:;>.i(t) = Ehi(t). Nesta situação, a expressão (1.17) é verdadeira. 
i=l i=! 
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Exemplo 1.2. Considere a função densidade de probabilidade conjunta dada por: 
se O < t1 < 4 e O < t2 < 4, 
e as densidades marginais: 
_ { ~ se O:::; t1 < 4 ) _ { ~ se O:::; t2 < 4 
/r,(ii)- O casocontrárioefr,(tz- O casocontrário· 
Portanto, T1 e T2 não são independentes. 
A função de sobrevivência conjunta é dada como: 
se O < t1 < 4 e O < t2 < 4. 
que pode ser reescrita: 
S(t1 , t2) = 1~ (4- tl)(4- t2) + 4~, [ sen(~tl)cosGtz)- cosGti)senGt2)-
sen(~tJ) + senGt2)], se O < t1 < 4 e O < t2 < 4. 
As funções de sobrevivência marginais são: 
se O< t < 4, Sz(t) = H4- t), se0<t<4, 
e a função de sobrevivência total: 
S(t, t) = l6 (4- t)2 + 4;, [ senGt)cos(~t) - cos(~t)sen(~t)- senGt) + senGt)] 
= l6(4-t)2. 
A função risco "crude" é dada como: 




_ fs(4-t)-i;;+i;rcos(~t) _ (4-t)-~+icos(~t) ( ) _ [4-t+i-~cos~q 
À1 t - ;.<4 t)' - (4 t)' e À2 t - (4 t)' . 
A função risco "net" é: 
h ( ) ôS1 (t) 1 1 4 1 ai h ( ) 1 1 t = - ~ s1(t) = 4 (4-t) = 4-t' e an oganrente 2 t = 4_t· 
Então Ài(t) =f h;(t), i= 1, 2, e ainda assim, 
À1(t) + Àz(t) = (4~t)' ((4- t)- ~ + ~cos(~t) + (4- t) + ~- ~cos(~t)) 
= (4~t)' (2(4- t)) = (4:_t) = h1 (t) + h2(t), O:::; t < 4. 
k k 
B) Se ,\i(t) = hi(t), como conseqüência ÀT(t) = E,\i(t) = L:hi(t). Esta condição implica que 
i=l i=l 
ST(t) pode ser escrita como (1.17). O exemplo a seguir (Gupta, 1979) ilustra esta situação. 
Exemplo 1.3. Seja a função de sobrevivência conjunta entre T1 e T2 dada por: 
{ 
(1 8t1);1- Otz)2 se t2 :::; t1 < 1/0 
S(t t )I= (1- Ot2) se t1 < t2 < 1/0 
1
' 
2 1 se t1 < O e t2 < O 
O em outros casos. 
A funções de sobrevivência marginais são dadas como: 
{ 
1- Ot se O< t < 1/0 { (1- Ot) 2 
S1 (t) = O set 2:::1/0 eS2(t) = O 
1 set:::;o 1 
e a função de sobrevivência total: 
{ 
(1- Ot)3 
ST(t) = ~ 
se O< t < 1/0 
set 2:::1/0 
se t :::; O 
se O< t < 1/0 
se t 2::: 1/0 
se t:::; o 
I No artigo original de Gupta (1979) não consta o expoente na situação onde t2 ::; t1 < 1/8. Além disso, na função 
de sobrevivência total consta o quadrado como expoente na situação onde O < t ::; 1 f 8. 
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Nota-se que Sy(t) = S1 (t)S2(t), mas S(t1, t2) =!= S(t1)S(t2). Pode ser verificado que: 
h ( ) 
ôS,(t) _1 __ _ 8_ 
1 t = - ôt S1(t) - 1-Bt' h ( ) 
ôS,(t) 1 28(1-Bt) 28 
2 t = - ~ S2(t) = (1-Bt)2 = 1-Bt' 
'! (t) = - ôS(t,t,) I _1_ - 8(!-8t)2 - _8_ 
"' at, t -t -t Sr(t) - (1-Bt)' - 1-Bt' e 
I- 2-
À2(t) = - ôS(t,t,) I _!_ - 28(1-Bt)(l-Bt) - ...1L 
ôt, t,=t,=tSr(t) - (1-Bt)3 - 1-Bt' 
k k 
Portanto: h;(t) = Ài(t), i= 1, 2, e conseqüentemente Ày(t) = 2:>-i(t) = L:hi(t). 
i=l í=l 
Em resumo, se T1, T2 , ••• , Tk são independentes, isto implica que (1.17) é válido. No 
entanto, se (1.17) é válido, isto não implica que T1 , Tz, ... , Tk sejam independentes (Gail, 1975). 
O exemplo 1.4 apresentado por Gupta (1979) é outro caso onde T1, T2 , .•• , Tk não são 
independentes e no entanto ( 1.17) é válido. 
Exemplo 1.4. Suponha-se a função de sobrevivência conjunta entre T1 e T2 seja dada por: 
i(2- t,)(2- t,) + :lzt1t2(t1 - 2)(t2 - 2)(t1 - t2)(t1 + t2 - 2) se O< t1 < 2, O< t2 < 2 
H2 - tJ) se O < t1 < 4, t2 < O 
S(t,, tz) = !(2- t2 ) se O< t2 < 4, t 1 <O 
1 se t 1 < o, t 2 < o 
O em outros casos, 
e as funções de sobrevivência marginais: 
{
~(2-t) se0:St:S2 
S 1(t) = S2(t) = 1 set <O 
O em outros casos. 
A função de sobrevivência total é: 
Sy(t) = ~(2- t) 2, se O :S t :S 2, 
então, Sy(t) = 81 (t)S2(t), mas S(t~> tz) =!= 81 (tJ)Sz(tz), ou seja, T1 e Tz não são 
independentes. 
A função Qi(t), que é a probabilidade de falha antes do tempo t dado a causa i 
(distribuição de probabilidade na presença de todas as causas de falha), é derivada nesta 
abordagem da seguinte forma: 
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Q;(t) = P[T :':: t, I= i]= P[T; :':: t, T; < 7], i# I]= f~ {f,~ ... J; f(u 1, u2, ... , uk) du1 du2 ... duk}du, 
Por exemplo, no caso de k = 2, para a causa de falha I: 
Q1(t) = P[T :':: t, I= 1] = P[T, :':: t, T, < T2] =f~ {f= f(u, uz) du2}du, 
=f~ [- as~;;''t~,,J du, = f~>..l (u)Sr(u)du, 
e analogamente, Q2(t) = f~>..2(u)Sr(u)du. 
Note-se também que: 
2 
= P(T1 ::; t, T1 < T2) + P(T2 ::; t, T2 < TJ) =.E Qi(t) 
i=l 
(1.18) 
A função .P;(t), que é a probabilidade de falha eventual pela causa i no tempo maior que t 
(na presença de todas as causas), é derivada de forma análoga, ou seja, .P;(t) = f/"'>..i(u)Sr(u) 
2 
du, para i= 1, 2, ... , k, de tal forma que Sr(t) = l:P;(t). Observa-se que .P;(t) + Qi(t) ::; 1 e 
i=l 
Sr(t) + Fr(t) = 1. 
De ( 1. 18 ), a função densidade de probabilidade conjunta entre T e a causa de falha i é 
dada como: 
/i(t) = >..i(t)Sr(t). (1.19) 
Portanto, a função densidade de t condicionada à causa de falha é dada por: 
/(tli) = i >..i(t)Sr(t), (1.20) 
onde 1ri = P(I = i) = f0
00 >..1 ( u )Sr( u )du é a probabilidade de falha pela causa i. 
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1.3 - Identificabilidade em riscos competitivos 
O problema de identificabilidade no contexto de riscos competitivos é verificado na teoria 
de tempos de falhas latentes sob dois enfoques. Primeiro, dada a distribuição de (T, I) (a 
distribuição do mínimo identificado), o problema de identificabilidade questiona a possibilidade de 
identificação das distribuições de sobrevivência conjunta e marginais de (TI, Tz, ... , Tk). 
Segundo, assumindo uma certa função de sobrevivência conjunta para os dados, questiona-se a 
identificabilidade dos parâmetros desta função de sobrevivência conjunta a partir da distribuição 
de (T,I). 
Berman (1963) mostrou que, se existe a suposição de que as causas de falhas atuam 
independentemente, a distribuição do par (T, I) determina unicamente a distribuição de T;, 
i= 1, 2, ... , k, e conseqüentemente a distribuição conjunta de (TI, T2 , ••• , Tk) e seus 
parâmetros. No entanto, como em geral a suposição de independência dos tempos de falha não é 
realística em muitos problemas de riscos competitivos, alguns estudos consideram o problema da 
identificabilidade para tempos de falhas latentes dependentes. Para responder a questão sobre a 
identificabilidade da função de sobrevivência conjunta e das marginais, Elandt-Johnson (1981) 
apresenta e prova os três lemas a seguir: 
Lema 1: Para toda função de sobrevivência conjunta S(ti, t 2 , ••• , tk) (denotada como SDF 
base) existe uma infinidade de SDFs conjuntas com a mesma distribuição do mínimo 
identificado. 
Lema 2: A distribuição do mínimo identificado determina unicamente um modelo equivalente de 
SDF conjunta com tempos de falhas independentes (denotada como SDF core). 
Dois modelos de sobrevivência são definidos por Elandt-Johnson (1981) como sendo 
equivalentes se eles têm as mesmas distribuições do mínimo identificado, ou seja, se 
P({X > x} n {J =i})= P({X' > x} n {J =i}) para todo i= 1, 2, ... , k e todo x >O, e 
X= min(XI, Xz, ... , Xk) e X'= min(X;, X:\, ... , XD são os mínimos de dois conjuntos de 
variáveis aleatórias. 
Lema 3: Para no mínimo um Ti, 
lim J~>.i(u)du = oo, i= 1, 2, ... , k 
t-> 00 
portanto, Sr(t) escrita como (1.15) é uma distribuição própria. 
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Por fim, estes lemas podem ser resumidos como: 
Qualquer função de sobrevivência conjunta (chamada SDF base) define uma classe 
infinita de modelos equivalentes. Cada uma de tais classes contém um único modelo (chamadn 
SDF core) com tempos de falhas independentes, tal que no mínimo uma das marginais da SDF 
seja própria. 
Portanto, Tsiatis (1975), Peterson (1976), Elandt-Johnson e Johnson (1980), entre outros, 
concluíram que sem a suposição de independência, a família de distribuições de sobrevivência 
conjunta não são identificáveis a partir da distribuição de (T, I), uma vez que a partir de dados 
desse tipo não é possível distinguir entre um modelo de riscos competitivos independente e uma 
infinidade de modelos dependentes com as mesmas funções risco de causa especifica. O exemplo 
a seguir ilustra este fato, ou seja, apresenta um modelo dependente que possui a mesma função de 
sobrevivência total de um modelo independente. 
Exemplo 1.5. Seja a função de sobrevivência conjunta entre T1 e T2 dada por: 
onde À1 > O, À2 > O e À12 > - 1. As funções de sobrevivência marginais são: 
A função de sobrevivência total é escrita como: 
e as funções risco "crude" são dadas como: 
Por outro lado, suponha um modelo com tempos de vida independentes, cuJa função de 
sobrevivência conjunta é dada por: 
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As funções de sobrevivência marginais são: 
logo, S* (t1, t2) = Si(tJ)S2(t2) e T1 e T2 são independentes. A função de sobrevivência total é 
dada por: 
e as funções risco "crude" são dadas como: 
De (1.19), f;(t) = >.;(t)Sr(t) = ft(t), e portanto, os dois modelos têm as mesmas distribuições 
do mínimo identificado. 
Para obter conclusões a respeito da distribuição dos tempos de falhas latentes, quando 
estes não são independentes, é usual assumir que a função de sobrevivência conjunta pertence a 
uma classe de distribuições paran1étricas especifica. O problema consiste na identificabilidade dos 
parâmetros a partir da distribuição de (T, I), e ele pode ser resolvido dependendo da classe 
particular assumida para S(tb t2, ••• , tk). Por exemplo, Nádas (1971) e Basu e Ghosh (1978) 
mostraran1 que se a função de sobrevivência é Normal Bivariada, então, seus parâmetros podem 
ser determinados unican1ente a partir da distribuição de (T,I). Basu e Ghosh (1978) provaran1 
que a distribuição de (T, I) identifica os parâmetros da distribuição exponencial bivariada de 
Marshall e Olkin (1967) e de Gumbel (1960). Em muitos casos, quando o vetor de parâmetros e 
não é identificável, existe uma função não constante g(e) que é identificável. Neste caso, Basu e 
Klein (1982) chan1an1 e como sendo parcialmente identificável. Por exemplo, Wada e Sen (1995) 
mostran1 que, no caso da distribuição exponencial bivariada de Sarkar sob o contexto de riscos 
competitivos, os parâmetros )q, À2, À12 não são identificáveis a partir da observação de (T, I). 
No entanto, e i = .;., ~.;.,, í = 1, 2, e e3 = À1 + À2 + À12 são identificáveis. 
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Uma forma alternativa é considerar um modelo onde as funções risco "net" e "crude" são 
iguais, sendo que neste caso, por (1.17), as suas distribuições marginais são totalmente 
identificáveis (Fleming e Harrington, 1991). 
1.4 - A função de verossimilhança 
A função de verossinúlhança deve ser escrita utilizando a densidade conjunta de (T, I), 
dada por fi(t) em (1.3). Elandt-Johnson desenvolveu a verossinúlhança da forma abaixo: 
Notação: 
h, I2, ... , h causas de falha observadas no periodo de tempo [0, T); 
n - número de indivíduos observados na amostra; 
D; - número de indivíduos que falharam pela causa i; 
W - número de indivíduos censurados; 
então n = D1 + D2 + ... + Dk + W. 
Denote ii como o j-ésimo indivíduo que falhou pela causa!;, j = 1, 2, ... , D;, i= 1, 2, 
... , k, e seja t;, o tempo de falha deste indivíduo. Sinúlarmente considere wi o j-ésimo indivíduo 
que foi censurado, e tw, seu tempo de censura. É assumido um mecanismo de censura 
independente da falha por qualquer causa I;. A contribuição do indivíduo ij, que falhou pela 
k 
causa I;, na verossimilhança é dada por >.i(t;,)fl Gm(t;,) e a contribuição do indivíduo que foi 
m=l 
k 
censurado é dada por TI Gm(tw,). Portanto, a função de verossimilhança total é proporcional a: 
m=l 
(1.21) 
A função de verossimilhança (1.21) será desenvolvída da forma a seguir: 
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Para o indivíduo 1i é obtido: f 1(t1i) = .>.1 (t1;)G1 (t1;)G2 (t1J .. Gk(t1J Portanto, para 
D 1 indivíduos que falharam pela causa 1, a contribuição para a verossimilhança é: 
e para D 2 indivíduos que falharam pela causa 2, a contribuição para a verossimilhança é: 
e assim por diante, para a k-ésima causa de falha, a contribuição dos Dk indivíduos é: 
A contribuição dos w indivíduos censurados para a verossimilhança é: 
Portanto, a função de verossimilhança pode ser escrita como: 
(1.22) 
Rearranjando os fatores da verossimilhança (1.22), de forma a combinar os termos do 
subscrito i= 1, i= 2, até i= k, como por exemplo para k = 1: 
A função de verossimilhança pode ser escrita por: 
(1.23) 
A expressão (1.23) pode ser reescrita como: 
(1.24) 
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onde Óij é a variável indicadora de falha do j-ésimo indivíduo pela causa i. Nota-se que a 
verossimilhança pode ser fatorada em k causas de falhas sem a suposição de independência entre 
elas. Portanto, comumente considera-se a maximização para cada causa separadamente, desde 
que não existam parâmetros comuns para diferentes causas. 
Kalbfleish e Prentice (1980), utilizando a abordagem de riscos competitivos de Prentice et 
a/. (1978), obtiveram uma verossimilhança equivalente à função de verossimilhança (1.24). 
1.5 - Revisão de modelos bivariados em riscos competitivos 
O estudo de modelos bivariados é importante em riscos competitivos, com duas causas de 
falhas, pelo fato de poder considerar dependência entre as causas de falhas. Nesta seção é 
realizada uma revísão de alguns modelos bivariados em riscos competitivos, sendo duas 
formulações baseadas na distribuição exponencial bivariada (Wada e Sen (1995) e Bhattacharyya 
(1997)), e outras duas formulações baseadas na distribuição Weibull bivariada (Emoto e Mathews 
(1990) e Moeschberger (1974)). 
1.5.1 - Modelos exponenciais bivariados 
Uma distribuição exponencial bivariada (TI> T2 ) é caracterizada (Block, 1977) pelas 
seguintes propriedades de falta de memória: 
a) das marginais, isto é, T1 e T2 são exponenciais; 
b) da conjunta, isto é, P(T1 > t1 + t, Tz > tz + t!T1 > t, T2 > t) = P(T1 > t, T2 > t), para 
todo t1 , tz e t 2': O. 
Como consequencia destas propriedades, T = min(Ti, T2 ) é exponencial e 
T = min(T1, T2) é independente de T1 - T2 • Quando ambas propriedades de falta de memória 
são satisfeitas, em geral, a distribuição não é absolutamente continua, a menos que sejam 
independentes (Block e Basu, 1974). Dessa forma, é necessário sacrificar uma das propriedades 
de falta de memória para ter uma distribuição absolutamente continua que permita a dependência 
entre os tempos de falha. 
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Por exemplo, a distnbuição bivariada absolutamente contínua de Block e Basu possui a 
propriedade de falta de memória conjunta, mas não a das marginais. 
1.5.1.1 -Formulação de Wada e Sen 
Sarkar (1987) modificou as condições a) e b), considerando min(X, Y) índependente de 
uma função especificada g(X, Y) tal que g(X, X)= O e g(X, Y) é estritamente crescente 
(decrescente) em X(Y) para um Y(X) fixo. Derivou uma distribuição exponencial bivariada 
absolutamente contínua com marginais exponenciais e que não tem a propriedade de falta de 
memória conjunta. 
A função de sobrevivência conjunta entre X e Y é dada por: 
onde )q >O, À2 >O, Àr2 ~O, 'f= Àr2/(À1 + À2) e A(z) = 1- e-z para z >O. Note que X e 
Y são independentes se e somente se À12 = O. 
Wada e Sen (1995) utilizam esta distribuição bivariada para formulação de um modelo de 
riscos competitivos exponenciais e o utilizam para testes com alternativas restritas. Para esta 
distribuição, a função densidade de probabilidade de T = min(X, Y) é exponencial com 
parâmetro À = À1 + À2 + À12. A função densidade de probabilidade do i-ésimo mínimo 
identificado (quando (T, I) é observado, onde I indica a causa de falha), é dada por: 
f (t) ~ ->.t . 1 2 í = ..\1+>.2 e 't = ' · 
Este modelo apresenta o problema da não identificabilidade dos parâmetros, e portanto foi 
necessário considerar uma reparametrização nos parâmetros do modelo. Considerou-se 
Or = Àr/(Àr + À2), e2 = À2/(ÀI + À2) e e3 =À como parâmetros identificáveis. 
A função de verossimilhança a partir desta reparametrização foi dada como: 
n 2 
L( e, t) = TI TI [e3e;]6•iexp{ - e3ti}, 
j=li=l 
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onde Ó;j é a variável indicadora que assume valor 1 se a causa de falha para o j-ésimo indivíduo é 
i e zero caso contrário. 
1.5.1.2 - Formulação de Bhattacharyya 
O conceito de família de uma distribuição do tipo exponencial contínua foi desenvolvído 
por Raftery (1984). Bhattacharyya (1997) utilizando este conceito, deriva um modelo 
absolutamente contínuo do tipo exponencial para riscos competitivos. Para a derivação do modelo 
bivariado, Raftery utiliza variáveis aleatórias Y1 , Y2 e Y3, independentes e identicamente 
distribuídas, possuindo distribuição exponencial com parâmetro>. (denotada por exp(>.)). Sejam, 
O < 1r < 1 e I uma variável binária com P(I = 1) = 1r. Define-se: 
Desta forma, X1 ~ exp(>.) eX2 ~ exp(>.), e a densidade conjunta entre X 1 e X2 é derivada 
como: 
Defina T = .x;,, e C = ~' . Então, a densidade conjunta entre T e C também derivada por 
Raftery (1984) é dada por: 
f(t, c)= ;~~ [exp(- "'::':;'c)+ 7r{ exp(- "'~-=:"'')I(>.,c;-:>.,t) + exp(- "',-::':'c)I(>.1c<>.,t)}] (1.26) 
A função densidade de probabilidade conjunta ( 1.26) é contínua em Te C. A partír desta 
densidade, Bhattacharyya (1997) escreve a fimção densidade de probabilidade do i-ésimo mínimo 
identificado (quando (X, ó) é observado, onde X = min(T, C) e ó indica a causa de falha), 
como: 
f( . <.)- -'f'>._;_., [I { (- (>.,-r.>.,)x;) ( + (- >.,(l+r.)x•))} + (1- I){ (- (>.,-r.>.,)x,) xt, ut - l-Mr 1 exp 1 1f 7r exp 1 :~r 1 exp 1 1f 
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(1.27) 
onde J1 = I(>.,?)•,). A função de verossimilhança foi escrita como: 
n 
L()q,À2,1r,x) = ll/(xi,(\) (1.28) 
i=l 
O modelo acima pode ser escrito como de riscos competitivos. Bhattacharyya mostrou 
que os parãmetros deste modelo são identificáveis, e que a função risco "net" é sempre maior ou 
igual a função risco "crude", ou seja, que o risco de falha na presença de censura é menor ou igual 
ao risco de falha incondicional. 
1.5.2 - Modelos Weibull bivariados 
Alguns modelos Weibull bivariados são propostos na literatura. No entanto, um modelo 
bastante aceito é aquele derivado de processos de choques, formulado por Marshall e Olkin 
(1967). A formulação inicial foi um modelo exponencial bivariado e foi proposta uma extensão do 
tipo Weibull para este modelo (apêndice A). 
1.5.2.1 - Formulação de Moeschberger 
A distribuição Weibull bivariada de Marshall e Olkin é obtida por me10 de uma 
transformação de variáveis a partir da distribuição exponencial bivariada, ou seja, se (Ti, T2) é 
BVE, então ( T{1"'', Ti1"'') é uma distribuição Weibull bivariada (BVW), onde a função de 
sobrevivência e a função de densidade são dadas respectivamente por: 
se t~1 2:: t~2 
set~' < t~2 
(1.29) 
(1.30) 
Moeschberger (1974) considerou o modelo Weibull bivariado de Marshall e Olkin (BVW) 
sob a forma de riscos competitivos (CRW). Para a formulação do modelo, foi considerada a 




As funções de sobrevivências marginais são dadas por: 
As funções risco "net" (1.11) são dadas por: 
h ( ) 
ôS,..(t,) 1 . 
; t; = - at, SrJt,), portanto. 
(1.31) 
Para determinar a função de sobrevivência total (T = min(T1 , Tz)) são considerados dois 
casos: 
a) Se ta' 2: t"'': ST(t) = S(t, t) = exp{ - (.X1 + À12)t"'1 - À2t"'' }; 
b) Se t"'' < t"'': ST(t) = S(t, t) = exp{- À1t"''- (.X2 + .X12)t"''}. 
A funções de sobrevivências conjuntas entre Te a causa de falha dependem de a 1, a 2 e t. 
Estas funções serão utilizadas na função de verossimilhança. Para a construção da 
verossimilhança sob o enfoque de riscos competitivos, é preciso estudar as funções de densidade 
em cada uma das regiões de integração, pois estas dependem dos valores de a1. a 2 e t. Suponha 
que a 1 > a2. Então, as regiões de integração para a determinação das funções de distribuição 
conjunta entre T e as causas de falhas são dadas nas figuras 1.1 e 1.2. 
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Figura 1.1 - Regiões de Integração para determinação da Função de Distribuição 
conjunta entre T e a causa de falha quando a causa de falha é 1 e a1 > az 
t, = t, 
t, 
Figura 1.2 -Regiões de Integração para determinação da Função de Distribuição 
conjunta entre T e a causa de falha quando a causa de falha é 2 e a1 > az 
25 
Para encontrar estas funções de distribuições conjuntas, Moeschberger(1974), considerou 
dois casos: a 1 > a2 e a1 < az. Para cada caso, a função de verossimilhança terá 5 componentes: 
a) causa de falha do indivíduo é 1, e t = min(t1 , t2) ::; 1 
b) causa de falha do indivíduo é 2, e t = min(t1 , t2 )::; 1 
c) causa de falha do indivíduo é 1, e t = min(t1 , t 2 ) > I 
d) causa de falha do indivíduo é 2, e t = min(t1 , t 2 ) > I 
e) o indivíduo foi censurado 
As funções de distribuições conjuntas entre T e a causa de falha, no caso a 1 > a 2, são 
dadas por (ver apêndice B): 
P(T::; t, I= 1lt::; 1, a1 > az) = J~>.1a1tr1 -1 exp[- >.1t"'- (>.2 + ÀJz)tr'JdtJ, 
P(T::; t, I= 2jt::; 1, a1 > az) = J~(À2 + >.12)azt~'-1 exp[- À1 t~'- (>.2 + >.JZ)t~']dtz, 
Dadas as funções de distribuições conjuntas entre T e as causas de falha, é possível obter 
as respectivas funções densidades condicionais, ou seja: 
onde 7rm = P(T::; 1, I= 1!a1 > az) = Probabilidade de falha pela causa I, no tempo menor 
ou igual a 1, dado que a1 > az; 
onde 7rz11 = P(T::; 1, I= 21a1 > az) = Probabilidade de falha pela causa 2, no tempo menor 
ou igual a I, dado que a1 > az; 
onde 1r121 = P(T > 1, I= 1la1 > az) = Probabilidade de falha pela causa 1, no tempo maior 
que 1, dado que a 1 > a2; 
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onde 1r221 = P(T > 1, I= 2ioo1 > oo2) =Probabilidade de falha pela causa 2, no tempo maior 
que 1, dado que oo1 > oo2. No caso do indivíduo censurado, a contribuição deste para a 
verossimilhança é dada por: 1J = Probabilidade de o indivíduo não falhar por nenhuma causa 
(indivíduo censurado), ou seja: 
Dadas as densidades para cada caso, para auxiliar na construção da função de 
verossimilhança será utilizada a seguinte variável indicadora de censura: 
se o j-ésimo indivíduo falhou pela causa i no intervalo de tempo k, 
caso contrário 
onde: j = 1, 2, ... , n, i = 1, 2 (duas causas de falha) e k = { ~ 
se o indivíduo for censurado, então 1 - 81j1 - Ó1j2 - Ó2ji - Ó2j2 = 1. 
set < 1 
1 
- t . Desta forma, 
se < <oo 
Moeschberger fornece a seguinte função de verossimilhança (para oo1 > oo2): 
i!(~ 1~, oo1 > 002) ex ifi (/1 (ti, I= 1lti :S 1, oo1 > oo2) )ó'i' x 
x (!I(tj, I= 1ltj > 1,oo1 > oo2))ó'p x (h(th I= 21tj :S 1,oo1 > oo2))6''1 
onde f!= (ÀJ, À2, À12, 001, oo2) e~= indica o conjunto de dados. Portanto: 
logo: 
("~" (ÀJ + Àl2}ooitj'-1exp[- (À1 + Àl2}tj' - À2tj'])
6
'fi 
("!u (À2 + À12)oo2tj'-1exp[- À1tj' - (À2 + À12)tj'])ó''1 
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.e(!!, J1:>, ar > a2) ex: jol (>..rartj'-1exp[- >..rtj'- (>..2 + Àr2)tj']) 6'Jl 
((>..r+ Àr2)artj'-1exp[- (>..r+ Àr2)tj'- >..2tj']) 6112 
((>..2 + >..!2)a2tj'-1exp[- Àrtj'- (>..2 + >..!2)tj']).S,;, 
(>..za2tj'- 1exp[- (>..r+ Àrz)tj' - >..2tj'])
6
'fi 
(exp[- (>..r+ Àr2)tj' - À2if"' ])l-ó,,,-o,,,-ó,,,-b,;z, 
e a função log-verossimilhança é dada por: 
n 
+ ,l)5rj2log((>..r + Àr2)artj'-1exp[- (>..r+ Àr2)tj'- Àztj']) 
J~l 
n 
+ I;ó2j1log((>..2 + Àr2)a2tj'-1exp[ >..rtj'- (>..2 + Àr2)t'j']) 
pl 
n 
+ L:;ó2i2log(>..2a2tj'-1exp[- (>..r+ >..!2)tj' - Àztj']) + 
J~l 
n 
+ I;(l- Órjl- ólf2- Ózjl- Ózj2)*(- (>..r+ Àr2)tj'- >..2tj') 
J~l 
(1.32) 
Para o caso quando az > a 1, pode-se obter as funções de distribuição e de densidade de 
probabilidade de modo análogo, e a função de log-verossimilhança é dada por: 
+ Eórjzlog( Àrartj'-1e-A,tj'-(Az+Al2)tj') 
J~l 
+ Eõ2j1log ( >..2a2tj'-1 e-(A,+A12)tj'-A,tj') 
:p=l 
n 




1.5.2.2- Formulação de Emoto e Mathews 
Emoto e Mathews (1990) consideram o modelo exponencial de Pickands (1976) e através 
da transformação das variáveis da forma x-+ x 11" e y-+ y11f3, com a# (3, obtém um modelo 
baseado na distribuição W eibull bivariada. 
Sejam X 1 , X2, ... , Xn e Yi, Y2, ... , Yn os tempos de falhas latentes para as causas 1 e 2. 
O par (X;, Yi) pode ser dependente. Suponha-se ainda que o modelo seja absolutamente 
continuo, ou seja, P(X; = Yi) =O. Os pares não são observáveis, e o que se observa é somente 
(T;, 8;), i= 1, 2, ... , n, onde T; = min(X;, Yi) e 8; = lx,<Y;· Desta forma, a função de 
sobrevivência conjunta entre X e Y é dada por: 
{ { }) _ { - ) ( r .rae)) - ( r •(de))} P( X> x} n Y ~ y - exp log(Fa(x) Àx + J[R,r./2) "''6 + log(F~(y)) Ày + J(o,R) ,.n6 , 
d R ( log(Fp(y))) F- ( ) -xl' fin R() (log(Fp(t))) fun _ d on e = arctan log(F.(x)) e 13 x = e . De a t = arctan log(F.(t)) • A çao e 
sobrevivência de T = min(X, Y) é dada como: 
Portanto a função densidade de probabilidade do i-ésimo mínimo identificado é dada por: 
f(t;,6;) = exp{log(F\,(t))(Àá ~R(t),r./2)~a:i) +log(F!l(t))(Àc+ fco,R(t))~~~)} 
{ [- f,log(FiJ(t)J](.Xc+ fro,R(t))~~~) r-o,{ [- f,log(Fa(t)JJ(.Xd+ f[R(t),r./2)~c:n r. (1.34) 
A função de verossimilhança é dada por (1.24), utilizando a densidade (1.34). Emoto e 
Mathews mostram que este modelo é identificável e que os estimadores de máxima 
verossimilhança são consistentes. 
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Capítulo 2 
O modelo de Riscos Competitivos baseado na 
distribuição Weibull bivariada de Ryu 
2.1 - Introdução 
No capítulo 1, foram apresentadas revisões da teoria de riscos competitivos e de modelos 
de riscos competitivos baseados em distribuições bivariadas. Nestas revisões, foram apresentadas 
duas distribuições de riscos competitivos Weibull, sendo que uma delas, a de Moeschberger é 
baseada em um modelo bivariado que não é absolutamente contínuo. Ryu (1993) propôs um 
modelo exponencial bivariado absolutamente contínuo. Neste capítulo, é apresentada a 
formulação do modelo de riscos competitivos (CRW1) baseada na distribuição Weibull bivariada 
de Ryu (ACBW1 ), e posteriormente considerada a inclusão de covariáveis. 
O modelo exponencial bivariado proposto por Ryu (1993) possui uma formulação 
semelhante a de Marshall e Olkin, também baseado na existência de choques, porém com a 
ocorrência de choques em componentes comuns, não necessariamente fatais. A distribuição 
exponencial bivariada de Marshall e Olkin é um caso particular da distribuição de Ryu. 
A função de sobrevivência conjunta da distribuição exponencial bivariada absolutamente 
contínua (ACBE) proposto por Ryu é dada por: 
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exp{- (>.I + Àiz)ti - À2t2 + ~ (1- e--n(t,-t,)) + 
~(e--n(t,-t,)- e--nt,--y,t,)} se ti> t2 e 
/1+/2 
exp{- Àiti - (>.z + ÀI2)t2 + ~ (1- e--n(t,-t,)) + 
~ (e-,,(t,-t,) - e-,,t,-'12t,)} se ti ::; t2 
ll-M'2 
(2,1) 
e quando /I = 12 = oo, a expressão acima se torna a distribuição exponencial bivariada proposta 
por Marshall e Olkin_ 
Ryu (1993) sugere a distribuição Weibull bivariada como um modelo reparametrizado a 
partir da distribuição exponencial bivariada. A sua forma é apresentada de modo detalhado no 
apêndice C deste trabalho. A função de sobrevivência conjunta é dada por: 
exp{- Àit~' - Àizti - À2t~' + ~ (1- e-n(t,-t,)) + 
~ (e--y,(t,-t,) e--y,t,--y,t,)} se ti > tz e 
l'l+i2 
exp{- >.It~' - ÀI2t2- >.2t~' + ~ (1- e--r,(t,-t,)) + 
(2.2) 
~ (e--y,(t,-tl) - e--y,t,--y,t,)} se ti ::; t2 
ll+i2 
Nota-se que, se ai -+ 1 e a 2 -+ 1, obtem-se a função de sobrevivência de uma 
distribuição bivariada exponencial de Ryu (1993), e se além disso, /I -+ oo e 12 -+ oo, esta 
função distribuição reduz-se à distribuição exponencial bivariada de Marshall e Olkin (1967). 
As funções de sobrevivência e de densidades marginais são dadas respectivamente por, 
Sr, (ti)= exp{- >.It~' - Àizti + ~(1- e-,,t,)} e 
Sr,(tz) = exp{- Àzt~'- Àdz + ~(1- e4 ' 1') }. 
As funções risco para TI e Tz são dadas como: 
h'·(t) - - ôS,(t) _I_ - ). . ·t"•-I +). (1 - --y;t) . - 1 2 - ôt s,(t) - ,a, I2 e , %- , . 
(2.3) 
(2.4) 
Observa-se que as marginais não são Weibull. Esta distribuição é absolutamente continua, 
isto é, P(TI = Tz) = O, 
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2.2 - Formulação do modelo de riscos competitivos baseado ua 
distribuição Weibull bivariada de Ryu 
O modelo ACBWI descrito na seção 2.I é formulado para o contexto de riscos 
competitivos na abordagem de tempos de falhas latentes, onde T1 e T2 representam os tempos de 
vida para as causas I e 2, respectivamente. A suposição é de que os tempos de vida para Ti e T2 
são governados por três processos de choques independentes: {N1 (t), t;:: 0}, {N2 (t), t;:: O} e 
{N12 (t), t 2': 0}, com intensidades À1, À2 e À12, respectivamente. Os processos de choque Ní(t) 
governam a ocorrência de falha pela causa i (i= 1, 2), e o processo de choque N12 (t) causa um 
aumento no risco de falha pelas causas I ou 2, cujos tamanhos dos impactos são dados por 11 e 
12, respectivamente. Se 11 = oo, então o processo de choque N12 (t) provoca uma falha pela 
causa I, se 12 = oo, o processo de choque N12(t) provoca uma falha pela causa 2, e se 
11 = 12 = oo, o processo de choque provoca falhas pelas duas causas simultaneamente. Nesta 
formulação em riscos competitivos, existe ainda a suposição de que as falhas simultâneas pelas 
duas causas sejam nulas, isto é, a situação 11 = 12 = oo não pode ocorrer. 
Considera-se T = min(Ti, T2 ) o tempo de falha por causas 1 ou 2, óí o indicador de 
falha pela causa i (i= 1, 2), ou seja, Óí = 1 se a causa de falha é i, e zero caso contrário. No 
caso da observação censurada, ó1 = ó2 =O. 
A função risco "crude" é formulada como: 
(2.5) 
Observa-se que 11 ou 12 podem assumir valores oo. Portanto, a razão ,,~,, pode ser 
indeterminada. É assumido doravante que 11 = 12 = 1 < oo, ou seja, que a magnitude de 
ocorrência do choque do processo N12(t) seja a mesma para as duas causas de falha. Em termos 
de interpretação física, isto pode acontecer com uma certa freqüência, pois a suposição é a de que 
o processo atua de mesma forma em ambos os tempos, causando o mesmo dano na possibilidade 
de falha pelas causas I ou 2. 
A função de sobrevivência total (T = min(Ti, T2)) e a função risco total são dadas, 
respectivamente, por: 
Sr(t) = S(t,t) = exp{- À1t"1 - À12t- Àzt"' + ~(1- e-2-yt) }, e 




Pode-se observar ainda que : 
Sy(t) = exp{- f~>.y(u)du} = exp{- itf~>.;(u)du} = il]_exp{- [01Ã;(u)du} = ;1] G;(t), 
onde: G;(t) = exp{- f;>.;(u)du} = exp{- f~(>.;a;u"•-1 + ~(1- e-2-yu))du} 
que representa urna distribuição associada a uma só causa I, assumindo que a função risco desta 
distribuição é À;(t) (Elandt-Johnson, 1981). 
As funções risco "crude" são dadas por: 
À;(t) = À;a;t"•-1 + ~(1- e-21f), i= 1, 2. (2.8) 
Observa-se que Ày(t) = >.1 (t) + >.2(t). 
A probabilidade de eventuahnente morrer pela causa i em um tempo maior que t, ou seja, 
a função de sobrevivência conjunta de T = min(T1, T2 ) e a causa de falha é escrita como: 
P;(t) = P({T > t}n{J =i})= ft00>.;(u)Sy(u)du 
onde i= 1, 2. Nota-se que Sy(t) = P1 (t) + P2(t), ou seja: 
A função densidade conjunta entre (T, I) é escrita como: /;(t) = À;(t) Sy(t). Portanto a 
função densidade de T dada a causa de falha I é dada como: 
onde Jr; = P(I =i)= .P;(O) = f000 >.;(u)Sy(u) du, 
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A função de verossimilhança (1.24) de t é escrita como: 
(2.11) 
portanto, a função log-verossimilhança é: 
.í!(OI:D) =.f: { Ó1jlog(>..1a1tj1- 1 + ~(1- e-2-rt;)) + Ó2jlog(>..2a2tj'-1 + ~(1- e-2-rt;)) 
J=l 
(2.12) 
O espaço de parâmetros para este modelo é dado por: 
e = {O < >..1 < oo, O < a1 < oo, O < >..2 < oo, O < a2 < oo, O ::; >..12 < oo, O < 1 < oo }, e 
(} = (>..1, a1, >..2, a2, >..12, 1)' é o vetor de parâmetros. 
2.3 - Inclusão de covariáveis 
A inclusão de fatores que possam interferir nos tempos de sobrevivência é importante na 
modelagem dos dados, por exemplo, a idade, o sexo, histórico anterior do paciente, entre outros. 
Uma das formas de utilizar estas informações no modelo é através da formulação de modelos com 
covariáveis. Neste trabalho, a inclusão destes fatores foi realizada através de modelos 
paramétricos de riscos proporcionais, ( >.. (tI z) = >..0 ( t )exp(/3' z) ), ou seja, existe uma suposição de 
que a razão entre os riscos de falha básica (função risco "net") não é afetada pelo tempo, por 
exemplo, em uma situação onde a covariável z assume somente dois valores, z = {0, 1}, então, 
h;(tlz = 0)/h;(tlz = 1) = exp(- /3). 
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2.3.1 - Modelo ACBWl com covariáveis 
No modelo ACBW1, a função risco é dada como uma composição entre dois riscos: a 
primeira é a função risco de falha de um item específico do componente e a segunda, função risco 
de falha de um item comum aos dois componentes. A função risco obtida em (2.4) pode ser 
escrita como: 
h;(t) = hil (t) + hiz(t), (2.13) 
As funções de sobrevivência marginais (2.3) podem ser decompostas como o produto de duas 
funções de sobrevivência, correspondentes a cada uma das componentes das funções risco. 
S11 (t) = Sí1 (t)S;z(t), (2.14) 
onde: Si1 (t) = exp{ - >.it"''} e S;z(t) = exp{ - >..12t + ~,' (1 - e-·nt)} 
Proposição 2.1: A função risco do modelo incluindo o vetor de covariáveis pode ser expressa 
por: 
(2.15) 
Para o modelo (2.13), a .função de sobrevivência conjunta entre T1 e T2 é dada por: 
exp{- )qe-lhzt~'- Àze-lhzt~'- Ã1z~(e-lhzz + e-ilnz)t1 - À12e-ilnz(tz- t 1) + 
>.ne-fi2zz (1 _ e-rz(t2-t1)) + ÀJ2(e-P12""+e-P::uz) ( e-1'2(t2-t:) _ e-'nt1-"Y!lt2)} 
1'2 2(1'1+'r2) 
exp{- Ã,clhzt~' - Àze-lhzt~'- Àlz~(e-lh>' + e-!lnz)tz- Àlze-lhzz(t,- tz) + 
ÀJ2e-1112" (1 _ -1"1(t1-t2)) + ÀJ2(e-P!Z"+e-~-Z"") ( -'n(t!-t2) _ -'Ylt1-'}':lt2)} 
'h e 2(·n+r2) e e 
(2.16) 
Prova: Suponha-se a inclusão de covariáveis como um modelo paramétrico de nscos 
proporcionais para cada componente do risco (2.13). A função risco do primeiro componente 
hil (t) = >.ia;t'-'•-1 é a função risco de uma distribuição Weibull (>..;,ai). A inclusão de 
covariáveis seguindo o modelo paramétrico de riscos proporcionais é dada por: 
(2.17) 
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A função de sobrevivência correspondente é dada por: 
si! (tiz) = sil (t)<xp(-{3,z) = exp{- (Àie-f3,z)t"'} = exp{- Àit"'}, i= 1, 2. (2.18) 
Esta é a função de sobrevivência de uma distribuição Weibull (À;, ai), onde À; = Àie-!3'z, ou 
seja, a inclusão do vetor de covariáveis afeta somente o parâmetro de escala desta distribuição. 
A derivação da inclusão de covariáveis na outra componente do risco (2.13) é feita de 
forma análoga. A função hdt) = À12(1- e-,,t) é uma função risco de uma variável aleatória 
cuja função de sobrevivência é si2(t)=exp{ -Àl2t+~(1-e-''t)},i=1,2, e a 
correspondente função densidade é dada por (Apêndice C): 
(2.19) 
A inclusão de covariáveis neste componente, seguindo o modelo paramétrico de riscos 
proporcionais é dada por: 
(2.20) 
A função de sobrevivência deste componente é: 
Observa-se que somente o parâmetro À12 foi afetado pela inclusão destas covariáveis, ou seja, a 
distribuição de tiz permanece idêntica à distribuição de t dada em (2.19). 
A função risco hi(tiz) é expressa como em (2.15) a partir das funções risco dadas em 
(2.17) e (2.20). As funções de sobrevivência marginais são dadas por: 
Si(tiz) = exp{- À;ait"'- Ài2t + *(1- e-,,t) }. i= 1, 2. (2.21) 
A função de sobrevivência (2.16) que satisfaz (2.15) e (2.21) é obtida seguindo a 
construção do modelo Weibull bivariado dada no Apêndice C. 
A função densidade de probabilidade do modelo (2.15) é obtido derivando (2.16): 
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f(t,, tzlz) = 
se t 1 $ tz 
(2.22) 
set, > tz 
Para a estimação dos parâmetros deste modelo, na construção da função de 
verossimilhança, incluindo observações censuradas assume-se: C1 denota o conjunto de 
observações onde os tempos t 1 e t2 falharam, C2 denota o conjunto de observações onde o tempo 
h é de falha e t2 é de censura, C3 é o conjunto de observações onde t1 é censura e t 2 é falha e 
C4 é o conjunto de observações onde ambos os tempos são de falha. Considerando as 
observações (t1i, t2i), i = 1, 2, ... , n, a função de verossimilhança é expressa como (Lawless, 
1982): 
~(8!1)) = { il f*(tli• t2i) }{ll - as~;;t"J} {n - as~:;t,.J} {n S(t1,, t2i)}, 
tEC1 EC2 EC3 EC4 
(2.23) 
onde S(t!i, t2;) é a função de sobrevivência conjunta entre T1i e T2i; 
- asl:;,t,) = f.too f* ( t1i, v )dv é a probabilidade conjunta de falha do primeiro componente tli e 
1 2• 
censura no segundo componente; a situação é similar para - as~;;t"), que é a probabilidade 
conjunta de censura do primeiro componente e de falha do segundo componente e finalmente, 
f* (t!i, t2i) é a função densidade conjunta entre tli e t2i- As funções de sobrevivência e de 
densidade são dadas em (2.13) e (2.14) respectivamente e: 
8S(t,,t,) _ 
- &tz -
S(t, tz){ [>..,a,e-A't~'-1 + !>..,z(e-Azz- e-"''')+ Àlze-"'''e-oz(t,-t,))-
>.12(e-P12"+e-fl22z) ( -'n(t~rtl) + -'nt:-1'2t2 l] 
2b'J-+"Yz) "Y2e í'le 
S(t, tzl{ [>.. 1 a 1 e-A't~'-1 + >..12e-""'(1- e-o,(t,-td) + 
ÀJ2(e-P!zz~e~2z)1'l (e-'YJ(t:-tz)- e-')'Jtl-')'2tzl] 
/1,/2 
38 
set, > tz 
Este modelo é bastante flexível, no sentido que pode-se testar diversas formas de atuação 
das covariáveis sobre o tempo. Este não é um modelo paramétrico de riscos proporcionais, 
embora alguns casos particulares deste possam ser considerados de tal forma que seja um modelo 
paramétrico de riscos proporcionais, por exemplo, /3; = (3;2 , i = 1, 2, ou que todos os parâmetros 
relacionados às covariáveis sejam iguais (/31 = (32 = /312 = !322 ). 
2.3.2 - Modelo CRWl com covariáveis 
A inclusão de covariáveis no modelo de riscos competitivos foi considerada em um caso 
particular do modelo (2.15) onde ""YI = 'Y2 = 'Y e /312 = /322 = /3. A derivação deste modelo com 
covariáveis foi formulada a partir da função de sobrevivência conjunta (2.16), considerando 
T = min(Tll T2). 
Proposição 2.2: A função risco do modelo de riscos competitivos com a inclusão do vetor de 
covariáveis, pode ser formulada por: 
(2.24) 
Para o modelo (2.24), a função de sobrevivência total é dada por: 
ST(tlz) = exp{- >..1e-f3'zt"''- À12e-f3zt- >..2e-f32Zt""' + >.,'íet (1- e-2-rt) }. (2.25) 
e a função risco total é: 
Prova: A derivação das funções riscos e da função de sobrevivência total da proposição 2.2 é 
obtida a partir da função de sobrevivência (2.16) da proposição 2.1, considerando o caso 
particular dos parâmetros, seguindo o mesmo raciocínio utilizado na derivação do modelo de 
riscos competitivos sem covariáveis da seção 2.2. A função de verossimilhança no modelo de 




Um modelo bivariado do tipo Weibull para riscos 
competitivos 
3.1 - Introdução 
O modelo de riscos competitivos (CRWl) baseado no modelo bivariado Weibull 
(ACBW1) de Ryu, formulado na seção 2.3, é um modelo bastante flexível, pois permite o ajuste 
de dados com riscos crescentes, decrescentes e constantes, como será ilustrado nos capítulos 4 
(Simulação) e 5 (Aplicações numéricas). Apesar da identificabilidade de seus parâmetros, o 
modelo CRW1 não possui a propriedade de identificabilidade de suas distribuições marginais, pois 
a função de sobrevivência total não pode ser escrito como o produto das funções de 
sobrevivência marginais. Em termos de aplicação numérica é um modelo bastante interessante, 
devido á sua formulação (processos de choque) e é absolutamente contínuo. 
Os resultados obtidos com a formulação do modelo CRW1 baseado na distribuição 
bivariada Weibull de Ryu (ACBW1) não foram totalmente satisfatórios devido a não 
identificabilidade das funções de sobrevivência marginais Si ( t). Neste modelo, a estimação das 
funções de sobrevivência marginais foram realizadas através da "pseudo" função de sobrevivência 
Gi(t) definida por Elandt-Johnson (1981) como a função de sobrevivência por causa i somente. 
Surgiu então, a motivação para, a partir da distribuição Weibull bivariada de Ryu, formular uma 
modificação desta distribuição para a obtenção de urna propriedade desejável que permite a 
identificação das funções de sobrevivência marginais, que é de interesse fundamental na teoria de 
riscos competitivos. 
Portanto, o objetivo do presente capítulo é apresentar a modificação da distribuição de 
Ryu, com as propriedades e a derivação do modelo de riscos competitivos (CRW2), e a inclusão 
de covariáveis nos modelos bivariado e de riscos competitivos. 
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3.2 - Proposição do modelo bivariado 
Nesta seção é derivada uma função de sobrevivência conjunta entre T1 eT2 de tal forma 
que seja uma modificação da função de sobrevivência conjunta de Ryu, mas que produza a 
condição suficiente para que haja identificabilidade dos parâmetros e das marginais. Esta condição 
é que o risco (1.12) À;(t) (chamado função risco "crude") seja igual ao risco (1.11) h;(t) 
(chamado função risco "net"), para i= 1, 2, ... , k (Fleming e Harrington, 1991). 
Proposição I :A distribuição Weibull bivariada (ACBW2) proposta possui a seguinte função de 
sobrevivência conjunta entre T1 e T2 : 
exp[- )qt~' - Àzt~'- À12 (t1 + t 2) +?;; (1- e-~,(t,-tl)) + 
~ ( -2'2(t2-t1)- _1lt1-12.t2)] 
('Yl+'Y2) e 2 e 2 2 
exp[- À1t~'- Àzt~'- ,\12 (t1 + t 2) +?;; (1- e-·n(tl-t,J) + 
~ ( -:u(t1-t2) -11t1-72tz)] (-n+r
2
) e 2 -e 2 2 
(3.1) 
onde t; 2: O, À; > O, a; > O, À1z 2: O, "fi > O, i = 1, 2. No caso particular onde 71 = 72 = "(, este 
modelo possui a propriedade de que as júnções risco "net" e "crude" sejam iguais. 
Prova: 
Esta distribuição foi obtida a partir da formulação de Ryu (Apêndice C). Considera-se o 
cálculo da função de sobrevivência conjunta: 
P(T1 > t1,T2 > tz) = E{P(T1 > t1,Tz > tziN12)} = 
P(XI > tJ)P(Xz > tz)E{ exp[- 'Yif~' NJz(u)du -1zf~' N 1z(u)du] }. (3.2) 
onde X; é a variável aleatória tempo até o primeiro salto do processo N; ( t) 
(X;~ Weibull(À;, a;) e N;(t) ~ Poisson(À;). 
Como em Ryu (1993), para encontrar a esperança da expressão (3.2), deve-se observar 
duas situações (t1 > tz e t1 :::; tz). No caso t1 :::; t 2, o expoente pode ser escrito como: 
1d~' N1z(u)du + 1zf~' N1z(u)du = 11f~' N1z(u)du + rzf~' NJz(u)du + rzJ,:' N1z(u)du 
= Cr1 +rz)J~'N!z(u)du +rzft:'N1z(u)du +rzft:'NJz(tJ)du -lzft:'NJz(tJ)du 
= Cr1 + !z)f~' NJz(u)du + !z(tz- tJ)NJz(tJ) + rzft:'(NJz(u)- N1z(tJ))du, 
e assun, 
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Eexp[ -~rf~'N12(u)du -12f~'N12(u)du]= 
Eexp[- h1 + 12)f~' N12(u)du -12(t2- t1)N12(t1) -12.ft~(N12(u)- N12(t1))du] 
=E{ exp[- (11 + 12)f~' N12(u)du -12(t2- h)N12(t1l]} 
E{ exp[ -12ft:'(N12(u)- N12(t1))du] }, (3.3) 
pois no processo de Poisson N12 (t), os incrementos são independentes e identicamente 
distribuídos, e portanto, os fatores deste produto podem ser calculados separadamente. 
Considera-se um resultado conhecido: seja W uma v.a., então EW2 ;:::: (EW) 2, e assumindo 
W2 = exp[- h1 + 12lf~' N12(u)du -12(t2- t1)Nl2(t1)], a primeira esperança da expressão 
(3.3) pode ser reescrita como: 
E{ exp[- h1 + 12)f~' N12(u)du -12(t2- ti)N12(t1)]} :2: 
(E{ exp[- (-r,.~,,) f~' N12(u)du- ";(t2- t1)N12(tl)]}) 
2 
Pode-se determinar estas esperanças seguindo um procedimento análogo ao utilizado por 
Ryu (Apêndice C): 
= f,P(N!2 = r)e-~(t,-t,)r E{ [ exp(- (-n;-''1 s;l N!2(u)du) JIN12 =r}. 
r=oO 
utilizando a afirmação do Apêndice C, segue-se a demonstação, 
= f,P(N!z = r)e-~(t,-t,)rE{ [exp(- b';-''1[(t,- r,)+ ... + (t,- Tr)J)] }, 
r=O 
onde r., s = 1, 2, ... ,r são os tempos de ocorrência de choques. Supondo que (t1 - T1 ), 
(t2 - r2), ... , (t,- r,) não estão ordenados, aplica-se o Corolário do Apêndice C, 
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Portanto: 
Por outro lado, de modo análogo, a segunda parte de (3.3) pode ser calculada: 
E{ exp[- 'Y2J,~'(N12(u)- N12(tl))du]} = foP(N12 = r)E{ [exp(- 72J,:'(Nl2(u)- N12(t1))du) ]IN12 =r} 
00 
= 'E.P(N12 = r)E{[exp(- 'Yz[(tz- t1- ri)+ ... + (t,- t 1- rr)])]} 
r=O 
oo oo { }r = 'E.P(N12 = r)E{[exp(- 'Y2[r(t2- t1- r1)])]} = 'E.P(N12 =r) E{[exp(- 72[(t2- t1- r1)])]} 
r=O r=O 
Desta forma, 
A função de sobrevivência conjunta desta distribuição W eibull bivariada, que será denotada por 
ACBW2, é dada pela expressão (3 .1 ). 
A função densidade de probabilidade conjunta entre T1 e T2 é dada por: 
f(tl, t2) = 
S(t1, t2){ [>.2 o:2t~2- 1 + ).12 (1- e--n(t2-t1)) + ~~; (e-~(t2-t1) _ e-~t1-~t2)] 
[>. 1 o:1 t~1-1 + ).12 (1 + e-'Yz(tz-t1)) _ 1~2;2 ('Y2e-7f(tz-ti) + , .. 11e-:7ft1-7jt2)] + 
[Àr2[2e-'Yz(tz-tl)- ~1~2 (1'2e-~(tz-tl) + rre-:rr-t1-11tz)]} 
S(t11 t2){ (>.1 o:1 t~1- 1 + >.12 (1- e-1'1(t1-t2)) + ~~~; (e-7t(t1-tz) _ e-:"ft1-:!jt2)] 
[>.2 o:2t~z-l + ).12 (1 + e-'n(ti-tz)) _ 1~2; ("Yre-~{t1-t2) + í'2e-1'-t1-7[tz) J + 
[
Àl2/le-1"1(tl-t2) _ Ã:z'Yl (rre-:!f(tl-tz) + 12e-Tt1 -~tz)]} 'Yl +'Y2 
As funções de sobrevivências marginais são expressas como: 
Sr1 (ti) = exp[- À1 t~1 - À12t1 + ~(1 - e-7111 )] 




Observa-se que estas funções são as obtidas no modelo Weibull bivariado de Ryu. 
Para a estimação dos parâmetros deste modelo, a construção da função de 
verossimilhança, incluindo observações censuradas, é feita utilizando o desenvolvimento dado em 
(2.15), onde as funções de sobrevivência e de densidade são dadas em (3.1) e (3.4), 





S(t1o tz) { [ À1 a:1 t~'-1 + >.12 ( 1 + e--y,(t,-tl)) -
~ ('Yze-f(t,-t,) + 'Yle-tt,-ft,)]} 
/1+1'2 
S(t1, tz){ [>.1a:1t~'-1 + Àiz(1- e--r,(t,-t,)) + 
~~~ ( e-t(t,-t,) - e-tt,-ft,)] } 
S(t1>t2){ [>.2a2t~'-1 + Àiz(1- e--y,(t,-t,)) + 
2À12;2 (e-1f-(t2-t1) _ e-~t1-~t2)]} 
il+/2 
S(t1 ,tz){[ Àza2t~'-1 + À12 (1 + e--r,(t,-t,)) -
,:~, ( 'Yl e-t(tH,) + ')'2e-tt,-ft,)] } 
As funções risco das distribuições marginais, são dadas como: 
hi(t) = - 8"i;;,(t). Sr:(t) = Àiait"'-1 + À12(1 - e-,,t), i= 1, 2, 
e a função risco no caso de modelos bivariados, em termos da função de sobrevivência conjunta 
S(t1 , t 2) para T1 e T2, é dada por (Lawless, 1982): 
Observa-se portanto, que nesta formulação, as funções risco hi(t) e Ài(t) são diferentes. 
No caso particular do modelo, onde ')'1 = 'Y2 =')',é obtido hi(t) = >.i(t), ou seja: 
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Algumas propriedades da distribuição ACBW2. 
a) Esta distribuição é absolutamente contínua, ou seja, P(T1 = T2) = O (prova no apêndice D); 
b) As marginais dadas em (3.5) têm função risco "net" crescente, decrescente ou constante 
dependendo dos valores de "fi, ai e >.12 e é expresso por: hi(t) = Àiaitf'-1 + >.12(1 - e-''1), 
i= 1, 2. Quando >.12 =O, a função risco hi(t) = Àiaitf'-\ que é a função risco de marginais 
Weibull e neste caso, se ai = 1, o risco é constante, se ai > 1, é crescente, e se ai < 1, o risco 
será decrescente; 
c) Quando 'Yi --> oo, o modelo proposto ACBW2 se torna um modelo índependente, com função 
risco "net" como função aditiva, composto de função risco de urna distribuição Weibull e função 
risco de uma distribuição exponencial, e a função risco "net" possui o mesmo comportamento da 
função risco da distribuição W eibull adicionando urna constante; 
d) O coeficiente de correlação entre as variáveis (T1: T2) pode ser negativo ou positivo. A 
medida de dependência de Slud e Rubstein (1987) p(t) 1 fornece um resultado geral que depende 
de 'Yl e "(2 : para 'Y1 < "(2 , obtêm-se p( t) > 1 indicando urna associação positiva; para 'Yl > "(2 , 
p(t) < 1 indicando uma medida negativa; e em um modelo particular onde 'Yl = "(2 ="f, p(t) = 1 
indicando que não existe nenhuma associação. Através da deternlinação do coeficiente de 
correlação utilizando integração numérica foi possível mostrar que o coeficiente de correlação 
desta distribuição pode ser positivo ou negativo, sendo que o primeiro caso, o de correlação 
positiva, só ocorre em situações extremas, quando 'Yl --> oo ou "(2 --> oo, ou seja, quando a 
intensidade do choque em um dos itens comuns aos dois componentes tende para infinito. Alguns 
resultados podem ser vistos nos quadros 3 .1 e 3 .2, que contém os coeficientes de correlação 
calculados através de integrações numéricas para vários valores de 'Yl e "(2 , com os outros valores 
dos parâmetros fixos. Nestes cálculos p(Ti, T2) = cov(TJ: T2) / .J var(TI)var(T2 ), onde 
var(T1 ) = E(Tf)- (E(TJ))2 é a variância de T1 e cov(T1 , T 2 ) = E(T1T2)- E(TJ)E(T2) é a 
covariância entre T1 e T2. 
Quadro 3 .I - Coeficientes de correlação do modelo ACBW2 calculados 
por métodos numéricos para vários valores dos parâmetros 'Yl e "(2 com >.12 = 0.2 
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" 0.1 0.5 
3 5 10 30 50 100 300 500 1000 5000 
0.1 <J.071 <J.l44 <l.191 <J.248 <J.265 <l.279 <J.289 <l.291 <J.278 <J.223 <l.172 <l.172 <l.176 
0.5 <J.099 <l.101 <J.111 <l.ll5 <J.ll9 <l.l22 <J.l21 <l.ll9 <J.041 <J.051 0.024 0.041 
1 <J.082 <J.073 .{).072 <J.071 <J.071 <J.069 <J.065 <J.006 <J.Ol2 0.050 0.102 
3 <J.042 <J.036 <J.031 <J.028 <J.026 <J.023 0.009 0.022 0.057 0.149 
5 .{).028 <J.022 <l.Ol8 <J.016 .Q.018 .().000 0.056 0.107 0.124 
!O .Q.015 <J.010 <J.010 <J.006 0.003 0.027 0.062 0.049 
30 .Q.005 <l.004 .Q.003 <J.015 0.006 .Q.021 0.021 
50 <J.005 0.002 <J.002 <J.006 .Q.OOI 0.001 
100 .Q.007 .{).013 <J.002 0.047 0.029 
300 <J.009 <J.003 0.002 <l.001 
500 <l.003 0.001 0.012 
!000 .Q.OOJ 0.002 
5000 <J.OOO 
Outros valores dos parâmetros foram: À1 = À2 = 0.1, À12 = 0.2 e a 1 = a2 = 0.5. 
1p(t) = {g(t)j..p(t)- l}{S(t)/Sx(t)- 1}-1, onde: g(t) é a função densidade T, 
,P(t) =h (tiT1 > T2) = ft"" f(t,x)dx, S(t) = P(T1 ~ t), Sr(t) = P(T > t), T = min(T, T2) 
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Quadro 3.2 - Coeficientes de correlação do modelo ACBW2 calculados 
por métodos numéricos para alguns valores dos parâmetros ')'1, ')'2 e .>.12 . 
parâmetros coeficiente de correlação 
ÀJ2 í'l /2 p(t1. tz) 
0.01 0.1 0.1 -0.0287 
0.1 0.1 0.1 -0.0765 
0.2 0.1 0.1 -0.0710 
0.6 0.1 0.1 -0.0534 
0.01 1.0 1.0 -0.0049 
0.1 1.0 1.0 -0.0515 
0.2 1.0 LO -0.0824 
0.6 LO 1.0 -0.1190 
0.01 0.5 1000 0.0625 
0.1 0.5 1000 0.0699 
0.2 0.5 1000 0.0241 
0.6 0.5 1000 -0.1345 
0.01 1 10000 0.0464 
0.1 1 10000 0.0958 
0.2 1 10000 0.0502 
0.6 1 10000 -0.0073 
Outros valores dos parâmetros foram: À1 = À2 = 0.1 e a 1 = a 2 = 0.5. 
Observa-se pelos quadros 3.1 e 3.2 que os coeficientes de correlação dependem dos 
valores de /'I, /'2 e de À12, sendo que quando .>.12 --> oo ou /'I __, O ou ')'2 --> O, o coeficiente 
tende a ser negativo. Para determinados valores de .>.12, /'I e ')'2, este coeficiente pode ser 
positivo. Sempre que /'I = ')'2, o coeficiente é negativo. 
e) Uma comparação entre os modelos ACBWl e ACBW2 mostra que a relação entre eles é uma 
função de À12, 1'1 e ')'2, como mostrado a seguir. Quando 1'1 __, oo e/ou ')'2 --> oo, então a 
diferença é exp(.>.12ti) no caso t1 ::; t2 e exp(.X12t 2) no caso t 1 > tz. De fato, para t1 ::; t 2, 
S(t1 ,~) _ exp -.\lt;'1->.zt~-ÀJzt2+~t;(l-e42(~-tl))+~(e-'1'2f12-tl)-e-'l'ltl42i:2) 
s•(tbt2) - exp[->.lt~l-~t:z'"2-ÀJ2(tl +tz)+~ (1-e---r:l{tz-tll)+(,.~~) (e- (t:~-tl)_e-~tl- tz )] 
= exp [_x12t 1 + --""- (e-7:a(t2-tl} _ e-1'1t1-1'2tz) _ _!lli_ (e-1f(tz-t1) _ e-:Tft1 -~tz)] > L h1+'r2) hl+'r2) -
onde S ( t1, t 2 ) e S* ( t1, t2) representam as funções de sobrevivência dos modelos ACBWl e 
ACBW2, respectivamente. 
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3.3 - Formulação do modelo proposto ACBW2 em termos de riscos 
competitivos 
Para derivar o modelo de riscos competitivos (CRW2), considera-se T = min(T1 , T2 ). 
Desta forma, a função de sobrevivência total é dada por: 
Sy(t) = exp[- À1t"1 - Àzt"' - 2.\12t + (-r~~,) (1- e-~(-r!+.,,)t)], 
com a correspondente função risco total: 
As funções risco "crude" são escritas como: 
Neste modelo, quando "/i ---+ oo, pode haver uma indeterminação na função risco 
"crude". Conseqüentemente, é assumido que "/I = 'Yz = "/ < oo. Desta forma, a função de 
sobrevivência conjunta é dada por: 
exp[- À1t~' - À2t~'- À1z(t1 + t2) + ~ (1- e--y(t,-t,J) + 
~(e-l(t,-t,)- e-l<t,+t,J)] set,:::; tz 
exp[ -À,t~' -À2t~' -À12(t1 +t2)+ ~(1-e--y(t,-<,J) + 
~(e-W,-t,)- e-1(t,+t,l)] set1 > t2 . 'Y 
A função densidade de probabilidade conjunta é obtida derivando (3.6), ou seja: 
S(t1, t,J{ [>-za2t~'- 1 + .\12(1- c"Y(t,-<,J) + À12(e-j(t,-t,)- e-l<<,+tú)] 
[À1a1t~'-1 + À12(1 + .-o(t,-t,J)- À12(e-j(t,-t,) + e-W,+td)] + 
[-X12I'e-'Y(t2-t1)- >.12/(e-Htz-tr) + e-~(tl+tz))]} se tl ::; t2 
S(t1, t2J{ [>-1a 1 t~'- 1 + À12(l- e-o(t,-t,J) + .\12 (e-j(t,-t,)- e-j(t,+t,J)] 
[À2a2t~z-1 + ).12 (1 + e-r(tt-tz)) _ .x12 (e-~(tJ-tz) + e-~(tt+tz)) J + 
[.x121e-r(tl-t2) _ ).12r(e-Htl-tz) + e-5CtJ+tz))]} se t 1 > t 2 
As funções de sobrevivência marginais são dadas agora por: 
e a função de sobrevivência total é escrito como: 





com a correspondente função risco total: 
As funções risco "net" e "crude" são dadas abaixo : 
hi(t) = Àia:;t"''-1 + À12(1- e-'l'i), i= 1, 2, e 
Ài(t) = Àia:;t'"'-1 + .\12(1- e-'l'i), i= 1, 2. 
A função de sobrevivência total pode ser expresso como ( 1.17), ou seja: 
2 2 
ST(t) = TIG;(t) = TISr,(t). 
i=l i=l 
onde: G;(t) = exp{- f~.X;(u)du} = exp{- J~(À;a;t'''-1 + À12(1- e-'l'i))du} 
= exp{ - À;t"''- À12t + ~(1- e-'l'i)} = Sr,(t), 
(3.8) 
(3.9) 
Observa-se que neste modelo, as funções risco "net" e "crude" são iguais. Portanto, as 
distribuições marginais deste modelo são identificáveis (Fleming e Harrington, 1991). 
3.4 Estimação de máxima verossimilhança e propriedades 
assintóticas do modelo CRW2 
A estimação de máxima verossimilhança (MV) do vetor de parâmetros 8 = (.\1, O:Jo .\2, 
a 2, >.12, 1)' do modelo de riscos competitivos (CRW2), é realizada utilizando a função de 
verossimilhança (1.24) escrita por: 
(3.10) 
ondeÓ;j = 1 se o j-ésimo individuo falhou pela causa i e zero caso contrário. No caso de uma 
observação censurada, ó1i = Ó2j =O, e f(tj, Ôj; 8) é a função densidade conjunta entre Te õ. 
Aplicando o log na função densidade, obtem-se: 
logf(tj, Ôj;8) = ÓJjlog(ÀJadj1- 1 + .\12(1- e-'l'i;)) + Ó2jlog(.X2a2tj'-1 + ÀJz(1- e-'l'i;)) 
(3.12) 
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Os estimadores de MV dos parâmetros e, ê = (À11 ~2, ~12, â1, â 2, 7), podem ser 
encontrados resolvendo o sistema de equações de estimação simultaneamente 
U ( ) 
_ àlogl:!,(9) _ _ 
n e, - ae, -O, r- 1, 2, ... , p. 
O vetor de funções Un(B) = (Un(el), Un(e2), ... , Un(ep))' é conhecido como o vetor de funções 
de estimação quando considerado como uma função de 8 e como a estatística do escore quando 
considerado como uma função de T1, T2, ... , Tn. 
Para este modelo, o parâmetro )q2 é não negativo (À12 2:: 0), no entanto, para o estudo 
das condições de regularidade será utilizado a suposição de que À12 > O. Sob esta suposição, o 
espaço de parâmetros é aberto. 
As seguintes pressuposições dos estimadores de MV devem ser satisfeitas. 
1. Para o j-ésimo sujeito, o log da probabilidade de falha é dada por: 
logf(ti, ôi;8) = 61jlog(À1a1tj1- 1 + À!2{1- e--yt')) + 62ilog(À2a2tj'-1 + À!2{1- e---rt')) 
que é uma função continua em 8. Assim, as derivadas parciais de primeira e segunda ordem 
existem. 
2. Para que os sinais de integração e derivação possam ser intercambiadas, é preciso verificar as 
seguintes condições: 
I 8~J(t,6;e)l '5. g(t), I 88~8J(t, 6;e)l '5. h(t), 
onde f g(x)dx < oo efh(x)dx < oo, V8 E w (w C 8). 
(3.13) 
Em geral, para a verificação das condições de regularidade não é necessário verificar que 
as funções em (3.13) sejam válidas para todo 8, mas é suficiente que elas existam em uma 
vizinhança de 80 • No caso univariado, é suficiente mostrar que elas existem para e• < eo < e•• 
tais que as desigualdades (3 .13) sejam verdadeiras para todo e• '5. e '5. e•• (Lehmann e Casella, 
1998, p.450). Suponha que para cada parâmetro existam intervalos: Àj < Àm < Àj*, 
\ * \ \ ** \ * < \ < \ ** * < < .. * < < ** * < < ** t . "2 < "02 < "2 , "12 "Ol2 "12• a! o:m a! , O:z ao2 O:z , I /O I rus que 
(3.13) sejam válidas para todo Àj '5. À1 '5. Àj*, Àz '5. À2 '5. Àz*, Àiz '5. À1z '5. Àjz, 
aj '5. a 1 '5. aj*, a2 '5. az '5. a;i*, ,. '5. 1 '5. ,.. . Seja w* = {>.]' '5. À1 '5. Àj*, Àz '5. Àz '5. À;*, 
'* < \ < '** * < < ** * < < ** * < < **} "12 _ "12 _ "12• 0:1 - 0:1 - 0:1 , 0:2 - 0:2 - O:z , I - I - I · 
Para mostrar que existem funções integráveis satisfazendo f g(x)dx < oo e 
f h(x )dx < oo, V8 E w*, foram considerados alguns resultados: 
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a) O < (1 - e--rt) :::; 1, V 'Y > O e t > O; 
b) Para todo a> O, À> O e t >O, o seguinte resultado é válido: f000t"'e->.tdt < oo. 
ou 
d) E(llog(t)l) < oo, llog(tj)l = 12{ ::;:~ + & (::;:i )3 + l (::;:i) 5 + ... } I, para todo t > O. 
e) E(tk) < oo, para todo k :2: O. 
Observe ainda que as primeiras e segundas derivadas da função f ( t, ó, 8) são continuas 
em 8 E w*, onde w* é um espaço fechado e limitado, portanto compacto. Além disso, toda função 
continua f : K ---> JR.P, definida num compacto K c JR.q é limitada, isto é, existe uma constante 
C> O tal que lf(t)l :::; C, para todo tE K. 
No caso da derivada primeira de f(t, ó, 8) em relação a À I> segue-se: 
exp[- À,t"' - 2À12t- À2t"' + 7(1- exp(- yt)) l} I + I { t"' (À1a:1t"'- 1 + À12(l - e-"'))6' 
(À2a 2t"'-1 + À12(1- e-ot)/'exp[- À1t"'- 2À12t À2t"' + 7(1- exp(- yt))j }I 
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max (À12fl"1 exp[ 
()E w'" 
2).. t+ ~]) 12 ' 
Por outro lado, como w* é fechado e limitado, e cada uma das funções da soma são 
contínuas neste intervalo, existe o máximo destas funções nestes intervalos. Cada uma das 
funções H1;(t) (i= a, b, c) podem ser escritas como: 
2X"* o 
Para a função H1a(t) = a~e7't<>1-le-Ait"', a integral é calculada como: 
2~*" o ~ 
f0""H1a(t)dt =a~ e 'r f0""to?-le->-;t"'dt = •;; < oo. De modo análogo, podem ser mostradas que as 
funções H1b(t) e HJc(t) têm integrais finitas. 
A derivada segunda da função densidade em relação a ÀJ, é dada no Apêndice E. Como ó1 
é uma variável aleatória dicotômica que assume somente dois valores, zero ou um, então 
ó1 ( ó1 - 1) = O, e esta derivada segunda pode ser sumarizada de tal modo que: 
I &J}:'a~~) I = 12{ Ó1a1t2"'-1 ( À1a1t"'-1 + À12(1- exp(- Jt))) ó:-1 ( À2a2t",-1 + )..12(1- exp( }t))) 6, 
exp[- )..1!"1 - 2À12t- À2t"' + ~(1- exp(- Jt))]} + { (t"')2 ( À1a 1t",-J + À12(l- exp(- }t)) )" 
( À2a 2t"'-1 + À12(l- exp(- Jt)) )" exp[- À1t"' - 2À12t- À2t"' + ~(1- exp(- Jtll]}l 
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= Hna(t) + Hllb(t) + Hnc(t). 
De forma análoga, como w* é um conjunto fechado e limitado, 
Portanto, J; Hn (t)dt < oo 
3) A outra condição que deve ser verificada é com relação a existência da terceira derivada 
satisfazendo: 
lfes logf(xl8)1:::; M(x) para todo x E A, 8o- c< 8 < 80 +c, comEo0 [M(x)] < oo. 
As terceiras derivadas da função log-verossimilhança são dadas no apêndice F. Para o 
primeiro elemento, para todo (J E w*, observa-se que: 
:::; sup(~) = max(~) = ~ = H(t), 
1 "'I Al 
onde >-r E w*. Então: 
E9,(H(t)) = f;'~f(ti b = (0, 0);8).P(é = (0, O))dt + fooo~f(ti é= (1, 0);8).P(é = (1, O))dt 
+ J:'~f(ti é= (o, 1);e).P(é =(o, l))dt , 
::; J:~f(ti é= (o, o);e)dt + f:'~f(ti é= (1, o);e)dt + .io'~f(ti é= (o, l);e)dt 
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S f0"' "~' (ÀOJ<>ott""-1 + Àoiz(1 - e-7' 1))exp{ - Ào1t"" - 2Àotzt - Àozt"'" + z;,,, (1- e401) }dt 
S f;.Jo(Ào!<>ott""- 1 + ÀOJz)exp{- Ào1t""- 2ÀoJzt- Àozt"'" + 2~:" }dt 
~ :.m :S: ..\~sÀotO:ole z·ro fooof.:!m-le->..ol~l dt + 2~À012e 'l'o Jooo e-Z>.o12tdt < oo 
Para o segundo elemento, 
I & c c ))I < 21 • n·"''"-') I I .,nl"'"'_,l,og(t) I 8>.J8À1Ô0:1[og f t, {;,e - (>.1a1~l 1+.\1z(l-e......,t))2 + 2 (>.la1Fl 1+Adl-e-')'t))2 + 
2









ÓJa?fl(al-lljtog(t)J 'i + 
2 
óla~fl(aJ- 1 l).1t;<>1-1 + 
2
61offl(ar-1l).lo:1t"l-1 jlog(t)j 
(>.1a 1FI 1+..\12(1-e-'11)) (>.1a:1t<"l 1+>.1z(l-e-ri)) (>.ta 1~ 1+À1z(l-e-')'l)) (>..1o:1t"'1 1->.1z(l-e-1'i))
3 
< 26, + 2ó,llog(t)l + ~ + 2ó,!Log(t)l = H(t) 
- ~ >.f2 .Aj'~aj >.j 
Eo0 (H(t)) = Jo { ,~t; + 28'~~gr•JI +,~f~; + 26'~;"(t)l} /(ti é= (0,0);9).P(é = (0, O))dt 
+ fooo {,~f~; + 26,~~f(t)l +-'f~; + u,~~g(tJI} f( ti é= (1, 0);9).P(c5 = (1, O))dt 
fo"' {,~f~;+ 26,~~g(t)1 +,~f~;+ 26,~~g(t)l} f(tl é= (0, 1);9).P(é = (0, 1))dt 
s J0"' {,~f~; + 26'~;"(t)l + ,~f~; + 26'~~;;(t)l} f(tl é = (0, O); 9)dt 
+ fo"' { ,~f~1 + 26'~~glt)l + ,~fa; + 26'~t)l} f(tl é= (1, O); 9)dt 
+ fo"' {,;f~. + Zó,~~g(t)l + )f~. + 2ó,~~g(t)i }!(ti é= (0, 1 ); 9)dt 
1 1 1 1 '-"1 l 
< f"' { 2 + 2llog(t)l + 2 + 21/og(t)l} (À f"m-1 +À (1 
_ Jo .\j~aj" ----:xr >.j2o:j ~ 01Cto1 012 
Para os outros elementos, a prova é similar. 
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Devido a natureza das integrais envolvidas, não é fácil calcular a matriz de informação de 
Fisher analiticamente, no entanto, esta matriz pode ser estimada consistentemente por 
_ 1 ~ &' log f(B.!'lJ;) 
nL.. 808()' · 
i=l 
O modelo proposto satisfaz as pressuposições 1, 2 e 3, portanto, indica que ele satisfaz as 
condições de regularidade do teorema dado em Lehmann e Casella (1998) (pag.463), ou seja, que 
com probabilidade tendendo a 1 quando n --t oo, existem soluções Ôn = ên(T1 , T2 , ... , Tn) das 
equações de verossimilhança tais que: 
a) Ôrn estima consistentemente er; 
b) ..Jii(Ôn- e) é assintoticamente normal com vetor de médias zero e matriz de variância-
covariância [J(e)t1, e 
c) 7f rn é assintoticamente eficiente no sentido que 
onde r= 1, 2, ... , 6. O elemento [J(e)];:;.1 é o inverso do r-ésimo elemento da diagonal principal 
da matriz de informação de Fisher. 
3.5 - Testes de hipóteses 
Como as condições de regularidade do modelo estão satisfeitas, as propriedades 
assintóticas dos estimadores de máxima verossimilhança são válidas e pode-se utilizar os testes de 
hipóteses clássicos baseados na verossimilliança, ou seja, o teste de W ald, escore de Rao e razão 
de verossimilhança (apêndice H). 
3.5.1 - Para o modelo ACBW2 
Os testes de hipóteses estão relacionados à redução do modelo. O primeiro testa se o 
modelo é exponencial, o segundo é o teste do modelo com marginais independentes e o terceiro 
testa a igualdade das marginais. 
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A : Teste de hipótese Ho1 
Verifica se o modelo pode ser considerado como um modelo exponencial bivariado, ou 
seja, H 01 : a1 = a 2 = 1. O vetor de parâmetros dado é por: 8 ={ai, a2, À~, À2, À12, í'I, 1'2}· 
Portanto, as partições deste vetor são 81 ={a~, a2} ell2 = {À~, À2, À12, í'I, 1'2}. A hipótese 
de interesse é dada por Hm : ( a 1, a2 )' = ( 1, 1 )'- O estimador de máxima verossimilhança 
sem restrição é dado por ê = {âi, â2, À~, À2, À12, 91, 92} e o estinlador de máxima 
r.J rv rv rv 
verossimilhança sob a hipótese nula é escrito como 82 = { À 1, À 2, À 12, '1 1, -?:í } . Os três 
testes assintóticos para H01 estão descritos abaixo. 
Teste de Wald: Para o teste de hipótese H01 , a estatística de Wald é escrita como: 
(3.14) 
onde I(8J) é a estimativa da matriz 2 x 2referente aos parâmetros a 1 e a 2 da matriz de 
- - - --1 -
informação de Fisher I(8), ou seja, I(81 ) = I 1NJ, - I 11,o,I11,o,Io,e, e as sub-matrizes podem 
ser estinladas como: 
i __ 1 .:(!-.a' log f(9i(1);) I 
8t8t - n!- ô81ô/Yr ~d ' t=l u=un 
'L _ 1 .:(!-.a' log f(IJIXJ;) I 
8t8z = n~ &e1atJ; ...,_n ' t=l v=un 
i = _ 1 .:(!-.a' log /(IIIXJ;) I e i 
6 
= _ 1 .:(!-.a' log f(IJIXJ;) I 
6,61 n L. 88,8/J( 9='n O, ' n L.. 811,811', A_'n · 
t=l -un t=l u-vn 
Teste do escore de Rao. A estatística do teste do escore para testar H01 é dada por: 
rvl rv-lrv 
R=U 11,I U e, 
I = I e1e1 -I e, o, I ;,~,I e,e, e as submatrizes podem ser estiniadas por: 
I 11,11, = - ~~(8"jâ8,â9;)logf(8I:Dí)l 11,~"o,="8,' 
I e,o, = - ~~<B";ae,~)lout(ei:vi)le,=e,,e,="B: 
I 11, 11, = - ~~(8"/â8zâ9;)logf(8i:Di)l 11,=11,,e,="8, e 
Ie,e, = - ~~(8"jâ8zâe!,)logf(8j:Dí)I 11,=9J,11,=8, 
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(315) 
Teste da razão de verossimilhança. A estatística do teste da razão de verossimilhança para 
testar H 01 é dada por: 
LR = 2(Ln(B)- Ln(8 )) 
ondeB = {81.8 2}. 
(3.16) 
Estas estatísticas, W, R e LR, têm distribuição qui-quadrado com 2 graus de liberdade, 
ou seja, a hipótese nula é rejeitada a um nível de significância a se {W ~ xL"(2)}, 
{R~ xL,(2)} ou {RV ~ xLJ2)}, onde xL,(2) é o (1- a)-ésimo quantil da distribuição 
qui-quadrado com 2 graus de liberdade. 
B: Hipótese Ho2 
Este teste de hipótese é utilizado para verificar se o ajuste de um modelo cujas marginais 
são Weibull independentes é razoável, ou seja, H02 : >.12 =O. Para a formulação desta hipótese, 
utiliza-se a partição do vetor de parânletros como: 81 = {>.12} e 82 = {>.1, >.2, a1, a2, ')'1, 'Y2}· 
A hipótese de interesse é dada por: H02 : >.12 = O. O estimador de máxima verossimililança sem 
restrição é dado por ê = {â1, â2, À1, À2, À12, 1\, 72} e o estímador de máxima verossimililança 
~ ~ ~ 
sob a hipótese nula é escrito como 82 = { >.1 , >.2 , âí , â2 , 1í , ?2 } . Sob esta hipótese, os 
parânletros 11 e 12 não são estinláveis e como para a aplicação do teste do escore de Rao, o vetor 
de escores depende da estimativa destes parânletros sob a hipótese nula, este teste não é aplicáveL 
No entanto, pode-se considerar as outras duas estatísticas: a de Wald e a da razão de 
verossimililança, pois a primeira depende somente do estimador de máxima verossimilliança sem 
restrição e a segunda depende dos estimadores sem restrição e sob a hipótese nula. Sob a 
suposição de independência a fimção de verossimilhança não depende das estimativas de 11 e 12. 
Este teste possui um problema, pois o parânletro a ser testado, sob a hipótese nula se encontra na 
fronteira do espaço paramétrico. Portanto o teste pode não ser eficiente e o estudo de simulação 
será importante neste caso. Este teste é o caso 5 do artigo de Self e Liang (1987) e a distribuição 
assintótica do teste de razão de verossimilhança é uma mistura de distribuições qui-quadradas. 
Teste de Wald: Para o teste de hipótese Ho2, a estatística de Wald é escrita como: 
_, - -
W = >.12I(OI)>.12, (3.17) 
onde I ( 01) é a estimativa da matriz 1 x 1 referente ao parânletro >. 12 da matriz de informação de 
- - - --1-
Fisher I(fJ), ou seja, I(OI) = Ie,e1 - Ie,e,I8,8,Ie,e" e as sub-matrizes podem ser estimadas de 
maneira análoga dada em (3.14). 
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Teste da razão de verossimilhança. A estatística do teste da razão de verossimilhança para 
testar Ho2 é dada por: 
LR = 2(Ln(ê)- Ln(8 )) 
ondeB ={OI, e 2}. 
(3.18) 
Para este teste, as estatísticas W e LR têm como distribuição que é uma mistura de 
distribuições x2 , ou seja, x2 = hõ + hi. onde xõ é a estatística qui-quadrado concentrada em 
O (Self e Liang, 1987). Portanto, a hipótese nula é rejeitada ao nível de signíficância a se 
{W?:: XI-:~a, 1 }, onde xL:~a,I é o 1- 2a-ésimo quantil da distribuição x2 com um grau de 
liberdade. 
C: Teste de hipótese HoJ· 
O objetivo desta hipótese é verificar se as distribuições marginais são iguais, ou seja, 
H 03 : >.1 = >.2, a1 = a2, 11 = 12· Considera-se a reparametrização do vetor de parâmetros dada 
por: 8 = {>., À2, a, a2,À12, 1, 12}, portanto as partições deste vetor são 81 ={>.,a, 1} e 
IJz = { À2, a2, À12, 12}, onde>. = À1 - >.2, a = a1 - a2 e 1 = 11 - r2· A hipótese de interesse 
é dada por: Ho3 : ( >., a, 1 )' = (O, O, O )t O estimador de máxima verossimilhança sem 
restrição é dado por 8 = {À,~>. 2, À12, íi, íi2, :Y, 92} e o estimador de máxima verossimilhança 
~ ~ ~ 
sob a hipótese nula é escrito como 82 = { >. 2, >. 12, ã 2, '1 2}. As três estatísticas para o teste 
são dadas a seguir: 
Teste de Wald. Para o teste de hipótese H03 , a estatística de Wald é escrita como: 
(3.19) 
onde I ( 81) é a estimativa da matriz 3 x 3 referente aos parâmetros >., a e 1 da matriz de 
- - - --1 ..-... 
informação de Fisher I(IJ), ou seja, I(IJJ) = Io,th - Io,o,I0, 0,Io,o, e as sub-matrizes podem 
ser estimadas da forma dada em (3.14). 
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Teste do escore de Rao. A estatística do teste do escore para testar Ho3 é dada por: 
rv f __._1......., 
R= U 9,I U 9, 
rv rv rv rv -1 rv 
I = I 9,9, - I 9,9,I 9,e,I 9,9,. 
Teste da razão de verossimilhança. 
para testar H03 é dada por: 
(3.20) 
A estatística do teste da razão de verossimilhança 
(3.21) 
Estas estatísticas, W, R e LR têm distribuição qui-quadrado com 3 graus de liberdade, ou 
seja, a hipótese nula é rejeitada ao nível de significância a se {W:?: xi_,.(3)}, {R:?: xL,(3)} 
ou {RV:?: xi_,(3)}, onde xi_,(3) é o (1- a)-ésimo quantil da distribuição qui-quadrado com 
3 graus de liberdade. 
3.5.2 - Para o modelo CRW2 
No caso de modelos de riscos competitivos, o procedimento do teste é análogo ao do caso 
bivariado. No entanto, como na formulação do modelo é assumido /J = 12 = /, o vetor de 
parâmetros é escrito como: 8 = {a1, a2, À1, À2, À12 , 1}. 
A : Teste de hipótese Ho1 
Para o teste de hipótese H01 , pode-se considerar a seguinte partição do vetor de 
parâmetros: 81 = { a 1, a2} e 82 = {À1, À2, À12 , 1 }. Sob esta partição, aplica-se os testes (3.14), 
(3.15) e (3.16) para os testes de Wald, escore de Rao e razão de verossimilhança, 
respectivamente. 
B: Teste de hipótese Ho2 
Para o teste de Ho2, a partição do vetor de parâmetros é dada por: Ot = {À12}, 
82 = {À1, .À2,a1, a 2,1}. Sob esta partição, aplica-se os testes (3.17) e (3.18) para o testes de 
Wald e razão de verossimilhança, respectivamente. 
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C : Teste de hipótese HoJ 
Para o teste de Ho3 , a partição do vetor de parâmetros é dada por: 81 ={.X, a} e 
82 = { .X2, a 2, À12}, onde À= À1 - À2 e a= a 1 - a2. A partir destas partições, os testes 
utilizados são dados em (3.19), (3.20) e (3.21) para os testes de Wald, escore de Rao e razão de 
verossimilhança, respectivamente. 
3.6 - Inclusão de covariáveis 
Em muitos estudos, alguns fatores podem interferir nos riscos de falha como por exemplo, 
a idade, o sexo, histórico anterior do paciente, entre outros. Uma das formas de incluir estas 
informações no modelo é através da formulação de modelos com covariáveis. Existem diversas 
formas de efetuar esta formulação. Este trabalho enfoca o modelo paramétrica de riscos 
proporcionais (.X(tiz) = .X0 (t)exp(;3' z). Nesta forma, existe a suposição de que a razão entre os 
riscos de falha básica (função risco "net") não é afetada pelo tempo, por exemplo, em uma 
situação onde a covariável z assume somente dois valores, z = {0, 1}, então, 
À;(tlz = 0)/.X;(tlz = 1) = exp(- ;3). 
3.6.1 - Modelo ACBW2 com covariáveis 
No modelo ACBW2, a função risco é dada como uma composição entre dois riscos, ou 
seja, é a soma entre uma função risco de falha de um ítem específico do componente com a 
função risco de falha de um item comum aos dois componentes. Considera-se a função risco 
(3.22) 
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Proposição 2: A função risco do modelo incluindo o vetor de covariáveis pode ser expressa por: 
(3.23) 
ou seja, a incorporação de covariáveis pode ser feita como um modelo paramétrica de riscos 
proporcionais em cada componente do função risco, embora o modelo (3.26) não seja de riscos 
proporcionais. 
Para o modelo (3.23), a função de sobrevivência conjunta entre Ti e T2 é dada por: 
Prova: 
Assumindo o resultado (3.22), a função risco do primeiro componente hil (t) = À; a; f";-I, 
que é a função risco de uma distribuição Weibull (À;, a;), inclui-se covariáveis, seguindo o 
modelo paramétrico de riscos proporcionais: 
(3.25) 
e a função de sobrevivência correspondente a este componente é dada por: 
Observa-se que esta é a função de sobrevivência da distribuição Weibull (>.:, aí), onde 
>.; = e10Y >.;-/3;z, ou seja, a inclusão do vetor de covariáveis afeta somente o parâmetro de escala 
desta distribuição. 
A função densidade da segunda componente cuja função risco é hn(t) = ,\12(1- e-""~;t) 
(Apêndice C) é dada por: 
(3.26) 
A inclusão de covariáveis neste componente, como um modelo paramétrico de nscos 
proporcionais, é dada por: 
(3.27) 
e a função de sobrevivência: 
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Observa-se que somente o parâmetro À12 é afetado por esta inclusão de covariáveis, ou seja, 
>,~2 = elog>.,-J3az, e a distribuição de tlz permanece a mesma da distribuição de t dada em (3.26). 
A função risco h;(tlz) é expressa como em (3.22) considerando as funções risco parciais 
(3 .25) e (3 .27). Da mesma forma, a função de sobrevivência marginal pode ser composta como: 
(3.28) 
Como na construção do modelo Weibull bivariado dada na seção 3.2, obtém-se a função 
de sobrevivência conjunta (3.24) que satisfaz (3.23) e (3.28). 
A função densidade conjunta desta distribuição é obtida derivando (3.24) em relação a t1 e t2 . 
f(t,, t2) = 
se t, ::; t2 
(3.29) 
Para as estinlativas do vetor de parâmetros, a função de verossimilhança é construída pela 
forma dada em (2.15), onde a função de sobrevivência conjunta e de densidades são dadas em 
(3.24) e (3.29) respectivamente, e as outras funções são dadas como: 
S(tb tz) [.Àlale-fi:zt~l-1 + Àlze-filzz + Àlze-fi2zze-1'z(tz-tJ)-
Àiz(e-~~2e-fl..Jzz) (tze-~(t2-t1 ) + 11e-H··nt1+rztz))] 
S(t,, t2) [.>.,a,e-B''t~'-1 + ÀJ2e-P,zz(l- .-o,(t;-t,)) + 
ÀJz(e-P12":e-P:lzzn1 (e-1t(ti-t2)- e-Hr:td-')·zh))l 
'Yl+'Y2 
S(t, t2) [.>.2a 2e-"''tgz-l + .>.12e-P,"(l- e-oz(tz-t;)) + 
ÀJz(e-P:!zz:e~"hz ( e-~(tz-tJ) - e-H-rltl+r:Jtz)J 
1'1 +1'2 
S(t, t2) [.>.2a2e-P,ztgz-l + >.12e-fi,zz + ),12e-P,zze-o'(t,-t,)-
12 e e ( -1..l..(t1-t2 ) + --('nt1+'Yztz)) .\ ( -~12z+ -O:.:zz) ,. 1 l 
11 
+'Yz ·"'(1 e z í'z e 2 
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se t, > t2 
se t 1 > t2 
Com a formulação do modelo dado acima, as funções de risco "net" e "crude" não são 
iguais. Como caso particular do modelo, se 11 = 12 = 1 e !312 = /3zz = {3, o modelo produz uma 
distribuição bivariada que inclui covariáveis com funções riscos "net" e "crude" iguais. 
3.6.2 - Modelo CRW2 com covariáveis 
Para a inclusão de covariáveis no modelo de riscos competitivos, foi considerado o caso 
particular do modelo (3.23) onde 1 1 = 12 = 1 e {312 = !3z2 = {3. Relembre-se que, neste caso, as 
funções riscos "crude" e "net" são iguais e por isso a proposta do modelo de riscos competitivos 
com covariáveis será definida utilizando a função risco "cru de". 
Proposição 3: A função risco do modelo de riscos competitivos com a inclusão do vetor de 
covariáveis pode ser formulada por: 
(3.30) 
Para o modelo (3.30), a função de sobrevivência total é dada por: 
(3.31) 
e a função risco total é: 
Prova: 
A derivação das funções riscos e da função de sobrevivência total é obtida a partir da 
função de sobrevivência conjunta dada em (3.24) da proposição 2, seguindo o mesmo raciocínio 
utilizado na derivação do modelo de riscos competitivos sem covariáveis da seção 3.3. A função 
de verossimilhança no modelo de riscos competitivos com covariáveis é dado como em (1.24) 




4.1 - Introdução 
Nos capítulos anteriores, os modelos bivariados ACBWI, ACBW2 e os de riscos 
competitivos CRWI e CRW2 foram estudados teoricamente. Neste, os modelos são ilustrados em 
aplicações numéricas, utilizando dados simulados. O estudo do modelo ACBWl foi realizado 
com dados bivariados provenientes desta distribuição. Para a geração destas amostras bivariadas 
foram utilizados três métodos. O primeiro é baseado na formulação do modelo (Ryu, 1993), o 
segundo é o da rejeição, e como um terceiro método alternativo foi utilizado o de Monte Carlo 
via cadeias de Markov (MCMC). Um dos objetivos deste capítulo é também comparar estes 
métodos de geração, que são brevemente descritos no apêndice G. Na seção 4.2, foram realizados 
estudos através de dados simulados, onde foram gerados números aleatórios contendo urna 
distribuição ACBWl, sendo que nesta situação, foram estimados os parâmetros dos modelos 
bivariado e de riscos competitivos. 
Denota-se ACBW3 como um modelo bivariado Weibull independente, ou seja, assume-se 
que >.12 =O no modelo ACBWl, e CRW3 como o modelo de riscos competitivos baseado em 
ACBW3. 
Na seção 4.3, foram gerados dados da distribuição ACBW2 utilizando o método MCMC, 
com dois objetivos: a) o estudo do comportamento do modelo ACBW2 em relação aos modelos 
ACBWl e modelo independente ACBW3, no caso de modelos bivariados, e b) estudo do 
comportamento do modelo de riscos competitivos CRW2 em relação aos modelos de riscos 
competitivos CRWl (baseado no modelo de Ryu) e CRW3 (baseado no modelo independente). 
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4.2 - Simulação do modelo ACBWl 
O objetivo é fornecer as densidades utilizadas para a geração dos dados bivariados 
provenientes da distribuição ACBWl, utilizando os três métodos, e realizar a aplicação numérica 
para a ilustração do modelo. 
4.2.1 - Geração de dados do modelo ACBWl pelo método da 
rejeição 
Para o modelo ACBWl, a densidade marginal é dada por: 
f(ti) = [><1a1tf'-1 + À12(1- e-,,t,)]exp{- À1tf'- À12t1 + ~(1- e-·y,t,)} 
logo, /(ti) :S g(ti)K, onde K = 2exp{ ~} > 1 e g(tl) = !Àla1 tf'-1 e--\1 t~' + !À12e--\12t', e 
o algoritmo para gerar t1 é dado por: 
L Gerar p = bin(1, 0.5); 
2a. Sep =O, gerar X~ Weibull{À1 , ai}; 
2b. Se p = 1, gerar X~ exp(Àl2); 
3. Gerar Y ~ U(O, 1); 
4. Fazer o teste: 
• se 2exp{ ~ }[ÀialX"''-1e-Ã,X"' + À12e--\12X]Y :S /(X), fazer t1 =X, 
• se 2exp{ ~ }[ÀialX"''-1e--\'X"' + À12e--\12X]Y >/(X), retornar para 1. 
Para a geração de t 2, deve-se encontrar a função densidade de t 2 dado t 1, ou seja: 
f( I ) f(t,t,) . t 2 t 1 = f(f;J, no entanto, note que. 
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e o algoritmo para a geração de t2 é: 
1. Gerar p = bin(1, 0.5); 
2a. Se p = O, gerar X~ W eibul/{).2, a2}; 
2b. Se p = 1, gerar X~ exp(>.J2); 
3. Gerar Y ~ U(O, 1); 
4. Fazer o teste: 
4.2.2 - Geração de dados do modelo ACBWl pelo método MCMC 
No modelo ACBWl, considere a função densidade conjunta entre t1 e t2 obtida da 
derivação da função de sobrevivência dada em (2.2) e as funções densidades marginais dadas por 
(2.3), portanto as densidades condicionais são escritas como: 









Para o processo de geração dos valores de t 1 e t2 , são geradas amostras da distribuição 
Weibull com parâmetros (,\I> a1) e (>.2, a 2), respectivamente e que são aceitos ou não com uma 
probabilidade p que é função de 1/J1 (t) para (,\1, ai) e de 7j;2(t) para (,\2, a 2) (Apêndice G). 
4.2.3 - Estimação dos parâmetros do modelo ACBWl 
Um caso particular do modelo ACBW1, quando o modelo é exponencial, foi estudado por 
Ryu (1993) em termos da estimação dos parâmetros, e posteriormente Oliveira (2001) 
aprofundou os estudos deste modelo, estudando as propriedades assintóticas dos estimadores 
através de métodos numéricos. Nos dois estudos, observou-se que os parâmetros 1'1 e 1'2 são mais 
dificeis de serem estimados, e para que as propriedades assintóticas sejam válidas, o tamanho 
amostrai deve ser bem grande (maior que 300). Mesmo assim, para amostras de tamanho maior 
que 200, os vícios dos estimadores não são elevados. O objetivo principal desta seção é estudar o 
comportamento dos geradores de amostras bivariadas provenientes desta distribuição para 
diferentes valores dos parâmetros. 
Para as amostras geradas utilizando os três métodos, foram calculadas estimativas de 
máxima verossimilhança para o modelo ACBW1, sem a consideração de censuras, ou seja, existe 
a suposição de que todos os tempos observados são de falba. Várias simulações com diferentes 
valores dos parâmetros foram realizadas. Como existe um interesse particular em termos de riscos 
competitivos em estudar o parâmetro relacionado à correlação entre t 1 e t2, (parâmetro -\12) 
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foram utilizados vários valores para este parâmetro e realizadas simulações através dos três 
métodos. Foram geradas 100 amostras bivariadas de tamanho n = 300, com valores verdadeiros 
para .:>.12 = 0.001, 0.01, 0.1, 0.2 e 0.4. Os outros parâmetros tiveram os seguintes valores fixos: 
.:>.1 = >.2 = 0.1, a:r = a:2 =Ir = 12 = 0.5. Os dados com as médias e desvio padrão das 
estimativas destes parâmetros estão sumarizados no Quadro 4.1. 
Quadro 4.1 - Estimativas de Máxima Verossimilhança dos parâmetros ( x 10) ACBW1 para 
amostras bivariadas geradas, utilizando os métodos de rejeição, MCMC e Ryu, para vários 
valores de Àrz-
A A A 
ih(S.D.) i1z(S.D.) 7,(S.D.) 72(S.D.) ÀJ2 métodos .\,(S.D.) .\z(S.D.) Àu(S.D.) 
de geração 
0.01 rejeição 1.22(0.17) 1.27(0.15) 0.01(0.01) 4.97(0.23) 4.93(0.34) 8.76(6.95) 9.89(14.5) 
MCMC 0.99(0.17) 0.97(0.14) 0.02(0.01) 5.12(0.37) 5.12(0.29) 8.29(10.6) 7.44(8.71) 
Ryu 0.95(0.11) 0.98(0.06) 0.009(0.00) 5.14(0.18) 5.09(0.15) 9.99(4.58) 9.15(5.16) 
0.1 rejeição 1.02(0.16) 0.%(0.20) 0.10(0.01) 5.00(0.38) 5.03(0.48) 5.02(1.35) 5.34(1.64) 
MCMC 1.08(0.23) 1.02(0.11) 0.10(0.00) 4.89(0.40) 4.98(0.36) 4.67(0.82) 5.52(1.06) 
Ryu 0.95(0.15) 0.98(0.14) 0.11(0.00) 5.09(0.36) 5.09(0.32) 4.83(1.08) 5.72(1.68) 
1 rejeição 0.93(0.14) 0.95(0.12) 1.00(0.04) 5.12(0.51) 4.96(0.58) 5.19(0.77) 4.86(0.69) 
MCMC 1.07(0.16) 0.97(0.17) 1.02(0.08) 4.77(0.49) 4.85(0.58) 5.05(0.71) 4.88(0.85) 
Ryu 1.01(0.17) 1.05(0.16) 1.01(0.06) 5.28(0.88) 4.99(0.66) 5.29(0.93) 5.23(1.32) 
2 rejeição 1.03(0.24) 1.09(0.21) 2.06(0.18) 4.81(0.64) 4.77(0.69) 5.21(0.70) 4.74(0.48) 
MCMC 1.13(0.28) 0.94(0.20) 1.96(0.17) 5.21(0.47) 5.24(0.58) 4.78(0.53) 5.26(0.88) 
Ryu 1.03(0.13) 1.06(0.19) 2.04(0.21) 4.99(0.92) 4.97(0.72) 5.04(0.43) 5.30(1.08) 
4 rejeição 1.03(0.18) 1.00(0.24) 3.91(0.29) 5.35(0.91) 4.94(0.78) 5.06(0.69) 5.34(0.94) 
MCMC 0.97(0.21) 0.99(0.23) 4.04(0.48) 5.19(1.12) 5.39(1.17) 5.23(0.97) 5.06(0.83) 
Ryu 1.00(0.24) 0.%(0.25) 4.05(0.25) 5.04(0.86) 5.12(0.94) 4.83(0.57) 5.02(0.81) 
Os verdadeiros valores dos parâmetros são: À r = Àz = 1, a:r = a:z = '1'1 = '1'2 = 5. 
Nesta tabela, observa-se que as estimativas de '/'r e de '/'z não são boas para valores de .:>.12 
próximos de zero para os três métodos de geração, isto pode estar acontencendo pelo fato de 
que, quando Àr2 = O, estes parâmetros não são estimáveis, pois nesta situação o modelo se torna 
um modelo Weibull bivariado independente. Para outros valores deste parâmetro, as estimativas 
de máxima verossimilhança estão próximas do verdadeiro valor para todos os parâmetros. 
4.2.4 - Estimação dos parâmetros do modelo de riscos competitivos 
As amostras geradas utilizadas na seção 4.2.3 foram transformadas em dados de riscos 
competitivos, considerando a observação de T = min(T1 , T2 ) e a causa de falha I = i se 
T = T;. Os verdadeiros valores dos parâmetros foram os mesmos utilizados no modelo bivariado. 
As médias e os desvios padrões das estimativas dos parâmetros estão sumarizados no quadro 4.2. 
Constata-se novamente que o parâmetro '/' é dificil de ser estimado quando o verdadeiro 
valor do parâmetro À1z é próximo de zero. Em geral, os métodos de geração não têm apresentado 
diferenças entre si. No entanto, o método proposto por Ryu, por ser baseado na formulação do 
modelo, sempre apresenta um custo computacional menor que os demais métodos. Em segundo 
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lugar, o método MCMC consegue gerar amostras bivariadas com urna boa aproximação e com 
um custo computacional razoável, com um tempo de execução fixo. No caso do método da 
rejeição, conforme citado em algumas situações (quando o valor do parâmetro .X12 é muito 
pequeno), o custo computacional se toma muito alto, ficando dificil prever o tempo necessário 
para fazer a geração de dados. 
Quadro 4.2 - Estimativas de Máxima Verossimilhança dos parâmetros ( x 10) do modelo de 
riscos competitivos ACBW utilizando amostras geradas pelos métodos de rejeição, MCMC e Ryu 
para vários valores de À12· 
A A A 
ii1(S.D.) iiz(S.D.) if(S.D.) À12 métodos ,\1(S.D.) Àz(S.D.) À,z(S.D.) 
de geração bias(mse) bias(mse) bias(mse) bias(mse) bias(mse) bias(mse) 
0.01 rejeição 1.06(0.09) 0.98(0.16) 0.01(0.00) 4.83(0.30) 5.07(0.52) 2.81(2.26) 
MCMC 0.97(0.15) 1.05(0.15) 0.03(0.05) 4.98(0.38) 4.95(0.39) 1.26(3.05) 
Ryu 1.03(0.14) 0.99(0.18) 0.06(0.07) 4.92(0.36) 4.88(0.42) 1.28(1.13) 
0.1 rejeição 1.02(0.21) 1.08(0.11) 0.11(0.04) 5.08(0.38) 4.83(0.41) 2.35(2.75) 
MCMC 1.04(0.14) 1.03(0.15) 0.13(0.09) 5.27(0.51) 5.20(0.41) 1.07(1.98) 
Ryu 1.01(0.15) 1.01(0.16) 0.18(0.12) 5.19(0.64) 5.20(0.55) 1.74(3.14) 
1 rejeição 1.05(0.14) 1.04(0.17) 0.92(0.22) 5.63(1.18) 5.23(0.99) 5.36(2.54) 
MCMC 1.09(0.27) 1.05(0.22) 1.07(0.59) 5.52(1.17) 5.57(1.19) 4.76(6.13) 
Ryu 1.01(0.18) 1.03(0.23) 0.99(0.21) 5.23(0.98) 5.13(1.05) 4.95(3.17) 
2 rejeição 1.00(0.21) 1.10(0.18) 1.85(0.29) 5.84(0.83) 5.00(0.66) 5.80(3.16) 
MCMC 1.03(0.28) 0.89(0.18) 2.18(0.32) 4.71(0.75) 5.41(0.59) 5.81(3.63) 
Ryu 0.91(0.22) 1.04(0.24) 2.13(0.26) 5.04(1.08) 4.67(0.72) 4.36(0.18) 
4 rejeição 0.88(0.34) 0.92(0.28) 4.19(0.58) 5.28(1.75) 5.38(1.39) 5.08(2.44) 
MCMC 1.04(0.31) 1.06(0.31) 4.10(2.22) 5.35(1.97) 5.85(1.54) 6.27(4.09) 
Ryu 1.02(0.29) 1.05(0.32) 4.41(2.31) 5.34(1.26) 5.10(1.21) 5.13(2.50) 
Os verdadeiros valores dos parâmetros são: À1 = .X2 = 1, a1 = a 2 = 'Yl = 'Y2 = 5. 
Portanto, com base nos quadros 4.1 e 4.2, pode-se dizer que para a geração de dados 
bivariados quando a distribuição não é facilmente gerada, o método MCMC pode ser considerado 
uma alternativa para a obtenção desta amostra. 
4.3 Simulação do modelo ACBW2 
O objetivo desta seção é apresentar a formulação para a geração de dados provenientes da 
distribuição ACBW2 através do método MCMC, e fazer um estudo numérico da distribuição dos 
estirnadores dos parâmetros, já que este método de geração mostrou ser superior ao da rejeição 
na seção anterior. 
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4.3.1 Geração de dados do modelo ACBW2 pelo método MCMC 
No modelo ACBW2, a função densidade conjunta entre T1 e T2 é dada em (3.4) e as suas 
funções densidades marginais em (3.5). Portanto, as densidades condicionais são escritas como: 




f(tzlt1) = exp{ - Àzt~'} { exp{ - >. 1 t~' - >.12(t1 + t 2 ) + ";';'- (1 - e-oo(t,-t,J)+ 
1'~2 (e-:rtCtr-t2) _ e-~t1-?ft2)} x [Ãza2t~2-l + (1 + .x12e-1'r(t:-t2)) _ 
(1':~2 ) (l1 e-~(t1-t2) + fz€-;r.tr-Jjtz)] X [ Àla:lt~I-1 + À 12 (1 _ e-··n(tr-t2)) + 
2"(1.>.12 (e-~(t1-t2) _ e-:lftr-1"t2J] + [·"'''1À12e-1't(tl-t2) _ 1'1.>..12 \ (.-v1e-1'f(ti-t:J) + .....,2 e-=:tt::-~t2)J }/ h1+'Y2) I (1'1+"/'2; I I 
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Para o processo de geração dos valores de ti e t2, são geradas amostras da distribuição 
Weibull com parâmetros (ÀI, ai) e (.\2, a2) e que são aceitos ou não com uma probabilidade p 
que é função de 'ifJI (t) para ti e de 'if;2 (t) para t2 (Apêndice G). 
4.3.2 Estimação dos parâmetros dos modelos ACBWl, ACBW2 e 
ACBW3 
Nesta seção, os dados foram gerados utilizando o procedimento apresentado na seção 
4.3.1 e calculadas estimativas dos parâmetros dos modelos ACBW1, ACBW2 e ACBW3, tendo 
como objetivo principal o estudo da performance do modelo ACBW2 para cada tamanho 
amostrai, utilizando os modelos ACBW1 e ACBW3 (modelo independente) para efeito de 
comparação, quando os dados são provenientes da distribuição ACBW2. 
As estimativas de máxima verossimilhança (MLE) foram calculadas pelo método de 
Quasi-Newton; seus desvios padrões, vicios e os erros quadráticos médios (MSE) foram também 
calculados. O quadro 4.3 mostra estes resultados para o modelo de Ryu (ACBW1), modelo 
proposto (ACBW2) e o modelo Weibull independente ( ACBW3). 
Para os parâmetros estimados, utilizando amostras geradas pelo modelo bivariado 
proposto (ACBW2) apresentado na seção 4.3.2, dois fatos podem ser notados quando o tamanho 
amostrai aumenta: os MLE dos parâmetros convergem para os verdadeiros valores e os vicios e 
os desvios padrões decrescem, especialmente quando n 2 200. Mesmo para tamanhos amostrais 
30, 50 e 100, os vicios e os MSE dos parâmetros ÀI, .\2, ÀI2, ai e a 2 são pequenos. No ajuste 
do modelo Weibull bivariado (ACBW1) as 500 amostras fornecem MLE que superestimam os 
verdadeiros valores quando o tamanho amostrai é 30 e 50 e subestimam, quando os tamanhos 
amostrais são maiores ou iguais a 100. Quando o modelo Weibull independente (ACBW3) foi 
ajustado para estas amostras, as convergências de todos os parâmetros não foram boas, ou seja, 
os vicios são muito elevados, superestimando os parâmetros, mostrando que as estimativas dos 
parâmetros podem ser erradas quando dados dependentes são tratados como independentes. 
Alguns gráficos das 500 estimativas de máxima verossimilhança foram obtidas para o 
estudo da normalidade assintótica dos estimadores; os histogramas e os gráficos probabilisticos 
normais dão uma ilustração parcial desta aproximação. Pelas figuras 4.1, pode-se observar que 
alguns MLE tiveram aproximação normal, embora alguns apresentem valores discrepantes que 
podem afetar a aproximação para a distribuição normal. O pior caso pode ser visto na distribuição 
de 9. No estudo de simulação apresentado por Ryu (1993), as estimativas deste parâmetro no 
caso do modelo exponencial bivariado também não foram boas. Foi aplicado o teste de 
Kolmogorov-Smirnov para verificar a normalidade dos dados, e em todos eles foram não 
significantes. 
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Quadro 4.3: Média das estimativas de maxrma verossimilhança ( x 10) para os modelos 
bivariados: de Ryu (ACBWl), proposto (ACBW2) e independente (ACBW3), obtidos a partir de 

































































('\,(S.D.) &2(S.D.) 'Y1(S.D.) >.n(S.D.) 
bias(mse) bias(mse) bias(mse) bias(mse) 
2.07(0.79) 5.37(3.47) 5.53(3.88) 6.86(5.44) 
0.07(0.06) 0.37(1.21) 0.53(1.53) 1.86(3.30) 
2.15(1.68) 6.90(3.19) 6.66(2.99) 6.90(11.0) 
0.15(0.28) 1.90(1.37) 1.66(1.16) 1.90(12.4) 
10.6(1.73) 10.4(1.74) -5.65(3.43) ).48(3.21) 
2.08(0.83) 5.48(3.33) 5.20(2.78) 6.16(3.55) 
0.08(0.06) 0.48(Ll3) 0.20(0.77) 1.16(1.39) 
2.12(1.81) 6.98(2.84) 6.94(2.79) 5.91(9.57) 
0.12(0.32) 1.98(1.19) 1.94(1.15) 0.91(9.24) 
10.6(1.39) 10.6(1.32) 
5 69(3 32) 5 68(3 31) 
1.99(0.30) 5.22(2.25) 5.16(2.14) 5.73(2.42) 
0.01(0.01) 0.22(0.51) 0.16(0.46) 0.73(0.63) 
1.85(1.15) 7.40(2.53) 7.23(2.54) 5.59(9.32) 
0.15(0.13) 2.40(1.21) 2.23(1.14) 0.59(8.72) 
10.6(1.03) 10.6(1.06) 
5.68(3.24) 5.68(3.24) 
2.00(0.20) 5.17(Ll9) 5.14(1.20) 5.21(1.26) 
0.00(0.01) 0.17(0.14) 0.14(0.14) 0.21(0.16) 
1.79(0.84) 7.62(2.03) 7.21(2.10) 3.97(6.06) 
0.21(0.07) 2.62(1.09) 2.21(0.92) 1.03(3.77) 
10.7(0.73) 10.7(0.72) 
5.70(3.30) 5.70(3.30) 
1.98(0.16) 5.08(1.00) 5.13(1.01) 5.17(0.96) 
0.02(0.00) 0.08(0.10) 0.13(0.10) 0.17(0.09) 
1.70(0.50) 7.38(1.82) 7.46(1.91) 3.68(3.94) 
0.30(0.03) 2.38(0.89) 2.46(0.96) 1.32(1.72) 
10.6(0.61) 10.6(0.61) 
5.65(3.17) 5.68(3.17) 
1.99(0.11) 5.03(0.72) 5.03(0.66) 5.07(0.68) 
0.01(0.00) 0.03(0.05) 0.03(0.04) 0.07(0.04) 
1.70(0.41) 7.31(1.58) 7.43(1.53) 3.24(3.00) 































Os verdadeiros valores dos parâmetros são: )\J = .\2 = 1, .\12 = 2, a1 a 2 = 1 1 = ~;2 = 5. 
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Figura 4.1: Histogramas e gráficos probabilísticos normais para as estimativas dos parâmetros do 
modelo ACBW2 baseadas em 500 amostras de tamanho 300. 
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4.3.3 Estimação dos parâmetros dos modelos CRWl, CRW2 e 
CRW3. 
O quadro 4.4 mostra as médias, desvios padrões, vicios e MSE de 500 amostras para os 
modelos de riscos competitivos proposto (CRW2), baseado no modelo de Ryu (CRWl) e 
independente (CRW3). Estas 500 amostras no contexto de riscos competitivos foram derivadas 
de amostras geradas pelo modelo Weibull bivariado (ACBW2), ou seja, os dados observados 
agora são representados como (t;, 8;), onde T = min(T1 , T2) e ó = 1 se T = T1 ou Ó; = 2 se 
T=Tz. 
Os MLE dos parâmetros do modelo de riscos competitivos convergem também para os 
verdadeiros valores quaodo o tamanho amostrai aumenta; os vicios são pequenos para tamanhos 
amostrais acinla de 50 para todas as estinlativas, exceto para a estimativa de /, cujo o vicio se 
torna pequeno somente para amostras de tamanho maior que 200. As estimativas de )qz e 1 
apresentaram um desvio-padrão graode, diminuindo somente para tamanhos amostrais acima de 
300. A aproximação normal do estimador é razoável para estimativas dos parâmetros para 
tamanhos amostrais acinla de 200, com excessão do parâmetro r. Para o modelo Weibull 
independente em riscos competitivos com estas 500 amostras, as EMV superestinlaram os 
verdadeiros valores para todos os parâmetros e todos os tamanhos amostrais. 
Os lústograo1as e os gráficos probabilísticos normais dados nas figuras 4.2 destas 500 
MLE dos parâmetros do modelo de riscos competitivos Weibull (CRW2) confirmam os 
resultados da tabela 4.4. F oram realizados testes de normalidade através do teste de 
Kolmogorov-Smirnov, e foi significaote somente para o parâmetro A12 (K-S=O.l320, 
p_value < 0.01), ou seja, somente os estimadores deste parâmetros não segue uma distribuição 
aproximadamente para esta simulação, consideraodo A12 = 0.2. 
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Quadro 4.4: Média das estimativas de máxima verossimilhança ( x 10) para os modelos de riscos 
competitivos: proposto (CRW2), Ryu (CRWl) e independente (CRW3), obtidos a partir de 500 
amostrasdetamanhosn = 30,50,100 200, 300e500. 
' A A A 
d 1(S.D.) d2(S.D.) 'Y<S.D.) n mo- )q(S.D.) Àz(S.D.) ,\,(S.D.) 
dei os bías(mse) bías(mse) bias(mse) bías(mse) bias(mse) bías(mse) 
30 CRW2 1.13(0.66) 1.10(0.63) 2.26(1.64) 5.78(3.49) 5.66(3.41) 9.13(1.14) 
0.13(0.04) 0.10(0.04) 0.26(0.27) 0.78(1.27) 0.66(1.20) 4.13(1.83) 
CRW1 1.12(0.66) 1.09(0.62) 4.52(3.26) 5.72(3.58) 5.64(3.40) 4.85(6.36) 
0.12(0.04) 0.09(0.04) 2.52(1.69) 0.72(1.33) 0.64(1.19) 0.15(4.04) 
CRW3 1.92(0.77) 1.87(0.72) 9.60(2.43) 9.70(2.46) 
0.92(0.14) 0.87(0.12) 4.60(2.70) 4.70(2.81) 
50 CRW2 1.04(0.48) 1.05(0.50) 2.26(1.35) 5.58(3.20) 5.48(2.65) 7.75(9.42) 
0.04(0.02) 0.05(0.02) 0.26(0.18) 0.58(1.05) 0.48(0.72) 2.75(9.62) 
CRW1 1.03(0.48) 1.04(0.50) 4.56(2.67) 5.54(3.18) 5.42(2.53) 3.95(4.87) 
0.03(0.02) 0.04(0.02) 2.56(1.36) 0.54(1.04) 0.42(0.65) 1.05(2.48) 
CRW3 1.78(0.55) 1.44(0.57) 9.88(1.87) 9.90(1.95) 
0.78(0.09) 0.44(0.05) 4.88(2.73) 4.90(2.78) 
100 CRW2 1.01(0.38) 1.01(0.42) 2.29(1.11) 5.38(2.64) 5.45(2.24) 6.68(8.61) 
0.01(0.01) 0.01(0.02) 0.29(0.13) 0.38(0.71) 0.45(0.52) 1.68(7.69) 
CRW1 1.01(0.38) 1.01(0.42) 4.58(2.22) 5.37(2.64) 5.43(2.24) 3.36(4.31) 
0.01(0.01) 0.01(0.01) 2.58(1.15) 0.37(0.71) 0.43(0.52) 1.64(2.12) 
CRW3 1.72(0.43) 1.72(0.46) 9.99(1.45) 10.0(1.50) 
0.72(0.07) 0.72(0.07) 4.99(2.70) 5.00(2.72) 
200 CRW2 1.02(0.28) 1.03(0.32) 2.35(0.95) 5.28(1.33) 5.33(1.35) 5.01(3.67) 
0.02(0.01) 0.03(0.01) 0.35(0.10) 0.28(0.18) 0.33(0.19) 0.01(1.34) 
CRW1 1.02(0.28) 1.03(0.32) 4.70(1.90) 5.28(1.33) 5.33(1.35) 2.50(1.83) 
0.02(0.01) 0.03(0.01) 2.70(1.09) 0.28(0.18) 0.33(0.19) 2.50(0.95) 
CRW3 1.69(0.30) 1.69(0.31) 10.0(1.02) 10.1(1.06) 
0.69(0.05) 0.69(0.05) 5.00(2.60) 5.10(2.71) 
300 CRW2 1.01(0.24) 1.03(0.25) 2.14(0.57) 5.24(1.17) 5.20(1.13) 5.02(2.44) 
0.01(0.01) 0.03(0.01) 0.14(0.03) 0.24(0.14) 0.20(0.13) 0.02(0.59) 
CRW1 1.01(0.24) 1.03(0.25) 4.28(1.14) 5.24(1.17) 5.20(1.13) 2.51(1.22) 
0.01(0.01) 0.03(0.01) 2.28(0.64) 0.24(0.14) 0.20(0.13) 2.49(0.76) 
CRW3 1.68(0.26) 1.70(0.27) 10.0(0.87) 10.0(0.88) 
0.68(0.05) 0.70(0.05) 5.00(2.57) 5.00(2.57) 
500 CRW2 1.02(0.19) 1.02(0.19) 2.09(0.41) 5.15(0.83) 5.12(0.83) 4.91(1.71) 
0.02(0.00) 0.02(0.00) 0.09(0.01) 0.15(0.07) 0.12(0.07) 0.09(0.29) 
CRW1 1.02(0.19) 1.02(0.19) 4.18(0.83) 5.15(0.83) 5.12(0.83) 2.45(0.85) 
0.02(0.00) 0.02(0.00) 2.18(0.54) 0.15(0.07) 0.12(0.07) 2.55(0.72) 
CRW3 1.70(0.19) 1.69(0.20) 9.98(0.67) 10.0(0.70) 
0.70(0.05) 0.69(0.05) 4.98(2.52) 5.00(2.54) 
Os verdadeiros valores dos parâmetros são: )q = .>.2 = 1, À 12 = 2, a 1 = a2 ="f= 5. 
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Figura 4.2: Histograma e gráfico probabilístico normal para as estimativas de maxuna 
verossimilhança no modelo de riscos competitivos baseado na distribuição ACBW2, obtidos a 
partir de 500 amostras de tamanho 300. 
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4.4 Simulação do modelo ACBW2 com a inclusão das covariáveis 
A simulação deste modelo será feita como uma extensão da geração do modelo dado na 
seção 4.3. O objetivo será o de apresentar a formulação para a geração de dados provenientes da 
distribuição ACBW2 com covariáveis através do método MCMC. 
4.4.1 Geração de dados do modelo ACBW2 com covariáveis pelo 
métodoMCMC 
Como na seção 4.3.1, considere a função densidade conjunta entre T1 e T2 dada em (3.7) 
e as suas funções densidades marginais. Portanto, similarmente à seção 4.3, as densidades 
condicionais podem ser escritas nas formas especiais como: 
se t1 > t2 
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e analogamente, 
Para o processo de geração dos valores de t1 e t2, são geradas amostras da distribuição 
WeJ.bull com parâmetros (>qe-~',a1) e (>.2e-1>2z, a 2) e que são aceitos ou não com uma 
probabilidade pque é função de 7{;1 (t) para t 1 e de 7{;2 (t) para t 2 (Apêndice G). 
4.4.2 Estimação dos parâmetros do modelo ACBW2 com 
covariáveis. 
Nesta seção, os dados foram gerados utilizando o procedimento apresentado na seção 
4.4.1 e calculadas estimativas dos parâmetros do modelo ACBW2 com covariáveis, tendo como 
objetivo principal o estudo da performance deste modelo para diferentes tamanhos amostrais. 
Foram geradas 100 amostras de vários tamanhos, com a inclusão de uma única covariável, 
supondo um valor fixo para a covariável (z = 1). 
Estimativas de máxima verossimilhança (MLE) foram obtidas pelo método de Quasi-
Newton. Seus desvios padrões, vícios e os erros quadráticos médios (MSE) foram também 







Quadro 4.5: Média, desvio padrão, vicio e MSE do MLE ( x 10) para o modelo bivariado 
proposto (ACBW2) de 500 amostras de tamanho n = 100 200 300 500 e 700 
' ' ' ' 
-\1(S.D.) -\2(S.D.) -\JZ(S.D.) &,(S.D.) ti2(S.D.) ry1(S.D.) Jh(S.D.) ~1 (S.D.) ~2(S.D.) ~12(S.D.) ~22(S.D.) 
bias(mse) bias(mse) bias(mse) bias(mse) bias(mse) bias(mse) bias(mse) bias(mse) bias(mse) bias(mse) bias(mse) 
1.03(0.48) 0.78(0.53) 2.04(0.35) 4.86(2.05) 5.46(2.94) 5.24(1.82) 5.55(1.95) 2.04(0.09) 2.06(0.06) 1.11(1.42) 0.91(1.42) 
0.03(0.23) 0.22(0.32) 0.04(0.12) 0.14(4.22) 0.46(8.85) 0.24(3.37) 0.55(4.10) 0.04(0.01) 0.06(0.01) 0.11(2.03) 0.09(2.02) 
0.93(0.34) 0.91(0.37) 1.98(0.18) 5.01(1.64) 5.25(1.66) 5.30(1.25) 5.52(1.26) 2.03(0.04) 2.02(0.04) 1.05(0.73) 0.96(0.72) 
0.07(0.12) 0.09(0.14) 0.02(0.03) 0.01(2.68) 0.25(2.81) 0.30(1.65) 0.52(1.85) 0.03(0.00) 0.02(0.00) 0.05(0.53) 0.04(0.52) 
0.99(0.25) 0.92(0.24) 2.01(0.13) 4.95(1.14) 5.14(1.44) 5.22(1.16) 5.15(1.07) 2.01(0.03) 2.02(0.03) 1.08(0.46) 0.92(0.47) 
0.01(0.06) 0.08(0.06) 0.01(0.02) 0.05(1.30) 0.14(2.09) 0.22(1.39) 0.15(1.16) 0.01(0.00) 0.02(0.00) 0.08(0.21) 0.08(0.23) 
0.95(0.17) 0.95(0.18) 2.01(0.13) 4.96(0.98) 4.86(0.81) 5.20(0.83) 5.27(0.82) 2.01(0.01) 2.01(0.02) 1.07(0.39) 0.92(0.38) 
0.05(0.03) 0.05(0.03) 0.01(0.02) 0.04(0.96) 0.14(0.67) 0.20(0.72) 0.27(0.74) 0.01(0.00) 0.01(0.00) 0.07(0.15) 0.08(0.15) 
0.98(0.15) 0.99(0.15) 1.98(0.09) 4.99(0.65) 5.06(0.78) 5.18(0.69) 5.22(0.63) 2.01(0.01) 2.00(0.01) 1.00(0.28) 1.00(0.28) 
0.02(0.02) 0.01(0.02) 0.02(0.01) 0.01(0.42) 0.06(0.61) 0.18(0.51) 0.22(0.44) O.ül(O.OO) 0.00(0.00) 0.00(0.07) 0.00(0.07) 
' -Os valores verdaderros dos parametros sao: À1 = À2 = 1, À12 = 2, a1 = a 2 = 1'1 = 1'2 = 5, 
f31 = /32 = 2, f312 = /322 = 1. 
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Os MLE dos parâmetros convergem para os verdadeiros valores e os vícios e os desvíos 
padrões decrescem, mesmo para as estimativas dos parâmetros das covariáveis, ou seja, os vícios 
e os MSE dos parâmetros Àr, À2, Àr2, ar, a2, f3r, f3z, f3rz e f3z2 são pequenos. 
4.4.3 Estimação dos parâmetros do modelo CRW2 com covariáveis 
O quadro 4.6 mostra as médias, desvíos padrões, vícios e MSE de 100 amostras para o 
modelo de riscos competitivos proposto (CRW2) com a inclusão de covariáveis. Estas 100 
amostras no contexto de riscos competitivos foram derivadas de amostras geradas pelo modelo 
Weibull bivariado (ACBW2) com covariáveis, ou seja, os dados observados agora são dados 
como (ti, Ói, Zi), onde T = min(T1,T2) e ó = 1 se T = T1 ou ói = 2 se T = T2 e zi é a 
co variável. 
Quadro 4.6: Média, desvío padrão, vício e MSE do MLE ( x 10) para o modelo de riscos 
competitivos proposto (ACBW2) baseados em 500 amostras de tamanho n 
' 
n Â1(S.D.) À2(S.D.) Â,(S.D.) &1(S.D.) &2(S.D.) Ô(S.D.) P1 (S.D.) P,(S.D.) fi(S.D.) 
bias(mse) bias(mse) bias(mse) bias(mse) bias(mse) bias(mse) bias(mse) bias(mse) bias(mse) 
100 1.24(0.56) 1.07(0.44) 2.58(2.19) 5.30(2.10) 5.50(1.97) 5.17(3.24) 2.21(1.7~) 1.76(3.83) 1.02( 4.1:) 
0.24(0.37) 0.07(0.19) 0.58(5.13) 0.30(4.50) 0.50(4.13) 0.17(10.5) 0.21(3.24) 0.76(15.2) 0.02(17.3) 
200 1.08(0.42) 1.09(0.34) 2.29(0.43) 5.32(1.41) 5.80(1.55) 4.88(2.97) 1.91(0.72) 2.20(0.76) 1.48(1.88) 
0.08(0.18) 0.09(0.12) 0.29(0.26) 0.32(2.09) 0.80(3.04) 0.12(8.83) 0.09(0.52) 0.20(0.61) 0.48(3.76) 
300 1.07(0.23) 1.02(0.24) 2.35(0.39) 5.33(1.27) 5.26(1.10) 4.71(2.27) 1.89(0.46) 1.96(0.47) 1.65(1.83) 
0.07(0.05) 0.02(0.05) 0.35(0.27) 0.33(1.72) 0.26(1.27) 0.29(5.23) 0.11(0.22) 0.04(0.22) 0.65(3.77) 
500 1.01(0.19) 1.00(0.19) 2.38(0.30) 5.20(1.05) 5.12(1.01) 4.69(1.60) 1.80(0.27) 1.82(0.29) 2.23(0.91) 
0.01(0.03) 0.00(0.03) 0.38(0.23) 0.20(l.l4) 0.12(1.03) 0.31(2.65) 0.20(0.11) 0.18(0.!1) 1.23(2.34) 
700 0.98(0.14) 1.01(0.18) 2.40(0.20) 5.12(0.69) 5.18(0.78) 4.90(1.19) 1.67(0.21) 1.71(0.20) 2.72(0.54) 
0.02(0.02) 0.01(0.03) 0.40(0.20) 0.12(0.49) 0.18(0.64) 0.10(1.42) 0.33(0.15) 0.29(0.12) 1.72(3.25) 
Os verdaderros valores dos parâmetros são: Àr = À2 = 1, .:\12 = 2, ar = a2 = 1 = 5, 
f3r = !32 = 2, (3 = 1 
Os MLE dos parâmetros do modelo de riscos competitivos convergem também para os 
verdadeiros valores quando o tamanho amostrai aumenta, exceto para os valores dos parâmetros 
relacionados às covariáveis. O vício do parâmetro (3 aumentou com o tamanho amostrai. No 
entanto, o erro quadrático médio reduziu-se devído à redução da variância do estimador. 
4.5 Simulação dos testes de hipóteses 
Os testes de hipóteses para os modelos ACBW2 e de riscos competitivos (CRW2) foram 
formulados no capítulo 3. Nesta seção foram realizados estudos de simulação para verificar o 
verdadeiro tamanho e o poder para cada um dos testes. 
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4.5.1 Testes de hipóteses no modelo bivariado 
Os quadros 4.7 e 4.8 mostram resultados dos testes estatísticos assintóticos (Wald, escore 
de Rao e razão de verossimilhança) para testar se o modelo é do tipo exponencial, 
H01 : a 1 = a 2 = 1, para o teste de independência das marginais, H02 : À12 = O, e o teste de 
igualdade das marginais, Ho3 : À1 À2, a 1 = a 2 e /'l = ')'2 . No quadro 4.7, é apresentado o 
verdadeiro tamanho do teste quando o nível de signíficância nominal é 5% e 10%, e no quadro 
4.8 é apresentado o poder dos testes quando os níveis de signíficância são iguais a 5% e 10%. No 
processo de simulação, foram gerados 250 amostras de tamanho 300 proveníentes da distribuição 
ACBW2. Para encontrar o tamanho do teste, os verdadeiros valores dos parâmetros considerados 
foram: 
>..1 = À2 = 0.1, À12 = 0.2, a1 = az = 1 e 1'1 = /'2 = 0.5, para o teste de H 01 , 
.\1 = ).2 = 0.1, À12 = O, e a1 = a2 = /'1 = 1'2 0.5, para o teste de Ho2 e 
À1 = .\2 = 0.5, a1 = a2 = 1'1 = 1'2 = 0.5, À12 = 0.2 para o teste de H03 • 
O poder dos testes foram estimados utilizando os seguintes valores para os parâmetros: 
À1 = Àz = 0.1, À12 = 0.2, a1 = a2 = 1'1 = 1'2 = 0.5 para o teste H01 , 
À1 = Àz = À12 = 0.1, e a1 = a2 = 1'1 = 1'2 = 0.5, para o teste de Hoz, 
e À1 = 0.1, ).2 = 0.15, À12 = 0.2, a 1 = 0.5, a2 = 0.8, 'Yl = 0.5, 1'2 = 0.8 para o teste de Ho3· 
Quadro 4.7: Estimativas do verdadeiro tamanho dos testes: Wald (W), Razão de verossimilhança 
(LR) e escore de Rao (R) para o modelo proposto bivariado para as hipóteses Ho1 : a1 = 1 e 
a2 = 1, Ho2 : À12 = O e Ho3 : À1 = Àz, a1 = az e 1'1 = 1'2· 
hipótese 5% 10% correlações I I 
nula w R LR w R LR W-R W-LR R-LR 
H01 8.1 7.9 5.6 18.2 16 11.2 0.9656 0.9796 0.9633 
Hoz 21.3 27.9 26.7 - 30.4 - 0.9985 -
Ho3 6.4 9.6 6.4 11.2 13.6 9.6 0.9086 0.9552 0.9325 
O tamanho dos três testes foi sempre superior ao nível nominal considerado, sendo que 
nos testes H01 e Ho3, o teste da razão de verossimilhança apresentou tamanhos de testes 
próximos aos nominais. As altas correlações entre os testes mostram a equivalência entre eles. O 
teste H02 apresentou tamanho do teste muito longe dos nominais. Um problema que existe neste 
teste, é que o parâmetro se encontra na fronteira do espaço de parâmetros. 
Para ilustração, a figura 4.3 mostra o gráfico dos p _ values calculados da estatística razão 
de verossimilhança versus as estimativas do parâmetro ).12 . Observa-se pela figura que o nível de 
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significância calculado é significativo a partir de valores muito próximos a zero, mostrando que o 
modelo poderia ser considerado dependente mesmo para valores pequenos de )'1 2. Portanto, em 
qualquer processo de simulação a proporção de amostras geradas como dados dependentes seria 
bem grande. Este problema de teste de parâmetros na fronteira do espaço paramétrica é complexo 
e necessita de estudos mais aprofundados. 











-Se-4 o Se-4 0,001 0,002 
l.,, 
0,002 
o o o 00 o o 
0,003 0,003 0,004 
Quadro 4.8: Estimativas do poder dos testes: Wald (W), Razão de verossimilbança (LR) e escore 
de Rao (R) para o modelo proposto para H0 : a1 = 1 e a 2 = 1, Ho2 : À12 = O e Ho3 : À1 = À2, 
a1 a2 e /1 = /2· 
hipótese 5% 10% correlações 
nula w R LR w R LR W-R W-LR R-LR 
Hm 98.8 89.6 98.0 99.2 94.4 98.4 0.7146 0.9594 0.8090 
Ho2 100.0 - 100.0 100.0 - 100.0 0.6027 
Ho3 95.2 98.4 99.2 98.4 99.4 99.2 0.9286 0.9814 0.9564 
Para todos os testes realizados, o poder pode ser considerado bom. No caso do teste Ho2, 
o poder tão alto pode ser explicado pelo fato de que pequenos deslocamentos das estimativas de 
A12 levam à rejeição desta hipótese. Portanto, este modelo poderia ser considerado como 
independente somente para valores de À12 próximos de zero. 
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4.5.2 Testes de hipóteses no modelo de riscos competitivos 
Os quadros 4.9 e 4.10 mostram resultados de simulação dos testes estatísticos assintóticos 
(Wald, escore e razão de verossimilhança) para testar se o modelo é do tipo exponencial 
H 01 : a 1 = az = 1, para o teste de independência das marginais, H 02 : À1 2 = O no contexto de 
riscos competitivos e o teste Ho3 que testa a igualdade das marginais. Eles apresentam, 
respectivamente, o verdadeiro tamanho do teste quando o nível de significància nominal é 5% e 
l 0% e o poder dos testes quando os níveis de significància são iguais a 5% e 10%. Para a 
estimativa do tamanho do teste, os verdadeiros valores dos parâmetros foram: 
À1 = Àz = 0.1, À12 = 0.2, a1 = az = 1 e "f= 0.5, para o teste de Ho1, 
.\1 = Àz = 0.1, À12 = O, e a1 az ="f = 0.5, para o teste de H 02 e 
À1 = Àz = 0.1, À12 = 0.2, e a1 = az = "f = 0.5, para o teste de Ho3. 
O poder dos testes foram estimados utilizando os seguintes valores dos parâmetros: 
À1 = Àz = 0.1, À12 = 0.2, "f= 0.5, a1 = az = 0.5 para o teste Ho1o 
À1 = Àz = 0.1, À12 = 0.2, a1 az = "f= 0.5, para o teste de H 02 e 
À1 = 0.1, Àz = 0.15, À12 = 0.2, e a1 = 0.5, a2 = O. 7 e"'= 0.5, para o teste de Ho3. 
Quadro 4.9: Estimativas do verdadeiro tamanho dos testes: Wald (W), razão de verossimilhança 
(LR) and escore de Rao (R) para o modelo de riscos competitivos proposto para H 01 : a 1 = 1 e 
az = 1, Hoz : À12 = O e Ho3 : À1 = Àz e a1 az. 
hipótese 5% 10% correlações 
nula w R LR w R LR W-R W-LR R-L R 
Ho1 11.2 6.0 3.2 16.4 8.0 7.6 0.67982 0.97135 0.78908 ' 
Hoz 7.2 - 4.0 14.8 - 12.0 - 0.98539 -
Ho3 8.0 9.6 5.6 13.6 16.8 11.2 0.9492 0.9868 0.9753 
No teste de Wald, o tamanho do teste estimado sempre é maior que o nível de 
significància nominal, enquanto que no teste da razao de verossinnlhança foi sempre menor. No 
entanto, houve uma grande correlação entre os dois testes. 
A figura 4.4 mostra o resultado da simulação do teste de hipótese de independência sob a 
hipótese nula, (foram gerados dados independentes, estimado o parâmetro À12 e a partir desta 
estimativa, foi obtida a estatística de razão de verossimilhança para a hipótese de interesse), 
observa-se que neste caso de riscos competitivos o tamanho do teste ficou próximo do nominal. 
Pelo fato de o parâmetro se encontrar na fronteira do espaço paramétrica, no caso bivariado, o 
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Quadro 4.10: Estimativas do poder dos testes: Wald (W), Razão de verossimilhança (LR) e 
escore de Rao (R) para o modelo de riscos competitivos proposto para H 0 : a 1 = 1 e a 2 = 1, 
Ho2 : .\12 = O e Ho3 : .Àt = .\2, a1 = a2 e /1 = /2· 
hipótese 5% 10% correlações 
nula w R LR w R LR W-R W-LR R-L R 
Hot 93.6 77.6 88.0 96.4 84.0 94.0 0.68276 0.83818 0.88882 
Ho2 99.6 - 95.6 99.6 - 98.0 0.82443 
Ho3 92.8 94.4 97.5 97.8 97.7 98.4 0.6535 0.6893 0.7033 
No teste de H01 , o teste de Wald apresenta um poder um pouco superior aos demais e o 
teste do escore tem o menor poder. Para o teste de independência, o teste de W ald apresenta um 
poder maior que o teste da razão de verossimilhança, e em todos os testes, o poder encontrado 
pode ser considerado bom para os verdadeiros valores dos parãmetros considerados. 
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Capítulo 5 
Aplicação a dados reais 
5.1 - Introdução 
Os modelos bivariados ACBWl, ACBW2 e os de riscos competitivos CRWl, CRW2 
mostraram boas propriedades quando estudados teoricamente e através de simulações. O objetivo 
deste capítulo é aplicar os modelos em dados reais analisados por outros autores. Foram 
considerados três conjuntos de dados, sendo um conjunto de dados bivariados e dois conjuntos de 
dados de riscos competitivos. 
5.2 - Aplicação do modelo bivariado 
O conjunto de dados bivariado considerado foi analisado por Huster et a/.(1989), Liang et 
al. (1993) e Wada e Hotta (2000). Refere-se a um subconjunto de dados de estudo de retinopatia 
diabética (DRS) que começou em 1971, cujo objetivo foi testar a efetividade do tratamento 
através da utilização de fotocoagulação a laser, aplicado em pacientes com cegueira provocada 
por retinopatia diabética, ou seja, verificar se este tipo de tratamento pode retardar o 
aparecimento de cegueira em pacientes com esta doença. Um dos objetivos secundários foi 
determinar se o tempo de sobrevivência para os olhos está relacionado ao tratamento e tipo de 
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diabetes (adulto e juvenil). Pacientes com retinopatía diabética em ambos os olhos e com acuidade 
visual melhor ou igual a 20/100 para ambos os olhos, fizeram parte do estudo. Um olho foi 
selecionado aleatoriamente para o tratamento e o outro foi observado sem tratamento. Os 
pacientes foram seguidos por dois períodos de 4 meses completos e foi considerada falha a 
ocorrência da acuidade visual menor que 5/200. No total, 1742 pacientes foram acompanhados 
durante 7 anos, e no final 197 pacientes fizeram parte do subconjunto em estudo definido por 
algum critério de estudo da retinopatia diabética. Assume-se X e Y como os tempos de falhas 
para tratamento e controle respectivamente, sujeitos à censura em X e Y ou em ambos os olhos. 
A covariável considerada foi Z = 1, se o paciente é um diabético adulto e Z = O, se paciente é 
um diabético juvenil. 
Os gráficos 5.1 e 5.2 apresentam as curvas de Kaplan-Meier para os tempos de cegueira 
nos olhos tratados e não tratados, respectivamente, em indivíduos com diabetes adulto e juvenil. 
Observa-se pelos gráficos que, para cada tempo observado, a probabilidade de não atingir a 
cegueira é maior no olho tratado, tendo uma discrepãncia maior entre os que tinham o diabete 
adulto, pois no olho tratado a probabilidade de não atingir a cegueira é maior entre os que 
apresentam o diabete adulto em comparação aos que têm o diabete juvenil. Além disso, no caso 
do olho não tratado, esta probabilidade é exatamente o contrário, ou seja, os com diabete juvenil 
demoraram mais tempo para atingir a cegueira. 
Gráfico 5.1 Gráfico Kaplan-Meier para os tempos de cegueira do olho tratado em 




















Gráfico 5.2 Gráfico Kaplan-Meier para os tempos de cegueira do olho não tratado em 
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Para estes dados, foi ajustado o modelo bivariado proposto (ACBW2), onde os 
parâmetros foram estimados pelo método de Quase-Newton utilizando a função NLPQ 
implementada no módulo IML do SAS. Algumas hipóteses de interesse foram testadas utilizando 
o teste da razão de verossimilhança. Os parâmetros estimados para cada modelo para a realização 
do teste são dados no quadro 5 .I, e no quadro 5.2 são apresentados os testes de algumas 
hipóteses de interesse. 
Quadro 5 .I : Estimativas de máxima verossimilhança para o modelo bivariado com covariáveis 
' parâ- Modelos 
metros rnl rn2 rn3 rn4 m5 rn6 rn7 m8 
À] 0.019 0.015 0.019 0.016 0.016 0.023 0.016 0.019 
À2 0.024 0.029 0.031 0.025 0.031 0.023 0.031 0.025 
ÀJ2 0.001 le-IO le-IO le-IO le-10 le-10 le-IO 
O<] 0.778 0.785 0.791 0.785 0.785 0.797 0.785 0.791 
a2 0.822 0.824 0.823 0.827 0.823 0.797 0.823 0.827 
'/'1 0.627 0.001 0.009 le-10 0.005 le-10 0.011 
'/2 0.784 0.173 0.153 0.170 0.157 le-10 0.153 
!31 0.568 -0 066 -0.359 -0.027 0.505 
!32 -0.420 -0.066 0.505 -0.027 -0.359 
!312 0.253 0.352 0.322 0.315 0.359 
!322 0.049 0.352 0.290 0.293 0.358 
L .V. -829.499 -836.250 -834.732 -834.715 -836.332 -847.955 -836.332 -833.114 
89 
onde: 
m1 -Modelo completo; 
m2 -Modelo sob a suposição de efeito de interação entre tratamento e tipo de diabetes: fh = /32 
e f3I2 = !322; 
m3 - Modelo sob a suposição da não existência de efeito do tipo de diabetes sobre o tratamento 
A: f3I = O e f3I2 = O; 
m4 - Modelo sob a suposição da não existência de efeito do tipo de diabetes sobre o tratamento 
B: f3z =O e/322 =O; 
m5 - Modelo sob a suposição da não existência de efeito do tipo de diabetes: /31 = O e /32 = O; 
m6 - Modelo sob a suposição de igualdade das marginais: À1 = Àz, a 1 = a 2 , '/'I = A/2, f3I = f3z, 
!3!2 = /322; 
m7 - Modelo sob a supos1çao da não existência de efeito do tipo de diabetes: 
f3I = f3z = f3I2 = f3z2 = O. 
m8 - Modelo sob a suposição de independência. 
Quadro 5.2 : Testes de algumas hipóteses de interesse 
hipóteses R. V. g.l. p value 
f3I = !32 e f3I2 = f32z 13.5032 2 0.0012 
/31 = O e f3I2 = O 10.4658 2 0.0053 
f3z=Oef32z=O 10.4320 2 0.0054 
(31 = Oef3z =O 13.6672 2 0.0011 
À1 = Àz, a1 = az, '1'1 = '1'2. f3I = f3z, f3Iz = /3zz 36.9124 5 < 0.0001 
f3I = f3z = !312 = !322 = O 13.6672 4 0.0084 
ÀI2 =o 7.2306 1 0.0072 
R. V= - 2(ln(lJ) -ln(li)), onde h- função verossimilhança do modelo completo e li -função 
de verossimilhança do modelo i, i = 2, 8. 
Pelos dados dos quadros 5.1 e 5.2, pode-se chegar às seguintes conclusões: 
1. Os tempos para as pessoas atingirem a cegueira nos olhos direito e esquerdo não são 
independentes (À12 =f O); 
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2. Existe uma diferença significativa entre os tempos para atingir a cegueira entre os olhos 
tratados e não tratados (marginais diferentes); 
3. Existe o efeito da interação entre o tipo de tratamento e o tipo de diabetes; 
4. A diferença nos efeitos dos tipos de diabetes em cada tipo de tratamento são significativos; 
5. Existe o efeito do tipo de diabete nos tempos de cegueira; 
Estes resultados são coerentes com os resultados obtidos por Wada e Hotta (2000). 
5.3 - Aplicação dos modelos de riscos competitivos 
Nesta seção, os modelos considerados em termos de riscos competitivos foram aplicados 
em dois conjuntos de dados reais. Para efeito de comparação, no primeiro conjunto foram 
aplicados o modelo de riscos competitivos formulado por Moeschberger (CRW), o de riscos 
competitivos baseado no modelo bivariado de Ryu (CRWl), e posteriormente, considerou-se 
aplicação do modelo CRW2. Na segunda parte foi considerado o modelo CRW2 com a inclusão 
de covariáveis. No segundo conjunto de dados foi realizado o ajuste dos modelos CRWl e CRW2 
e o modelo CRW2 com a inclusão de covariáveis. 
5.3.1 - Exemplo 1 Conjunto de dados de pacientes com 
cardiomiopatia dilatada 
Os modelos BVW para riscos competitivos na formulação de Moeschberger (CRW) e os 
modelos de riscos competitivos CRWl e CRW2 foram aplicados a um conjunto de dados de 
pacientes com cardiorniopatia dilatada com falha congestiva do coração. Este conjunto de dados 
foi apresentado por Wada et al. (1998) e se refere a um estudo de acompanhamento de 200 
pacientes com cardiorniopatia dilatada no Hospital de Cotoxó (HCFMUSP/lNCOR). Destes, 95 
pacientes com falha congestiva foram observados. A variável de interesse foi tempo (em semanas) 
entre a entrada no hospital até a morte (entre agosto/92 a agosto/94). Portanto, os pacientes que 
sobreviveram ao término do estudo foram considerados como censurados. Duas causas de falha 
foram observadas: mortes por choque e morte súbita. Foi verificado que dentre os 95 pacientes, 
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23 sobreviveram ao término do estudo, ou seja, 24,2% foram censurados e 72 (75,8%) tiveram 
falha, sendo 63 mortes devido ao choque e 9 de morte súbita. O tempo mediano de sobrevivência 
devido ao choque é de 15 semanas e devido a causa súbita foi de 20 semanas. A covariável 
presente neste estudo foi a variável (D9m), que mede a capacidade do paciente caminhar uma 
certa distância. Os valores desta variável são: D9m = O se o paciente não conseguiu fazer o 
teste, e D9m > O se ele conseguiu. 
O gráfico de Kaplan-Meier das probabilidades de sobrevivência para os dois grupos D9m 
mostram que as taxas de sobrevivência do grupo D9m > O é maior que os do grupo D9m = O, 
no caso dos indivíduos que tiveram a morte por choque (log-rank = 8.28, p_value = 0.004) 
(gráfico 5 .3), e no caso de indivíduos que tiveram a morte súbita, o teste de log-rank mostra que 
não há diferenças nas taxas de sobrevivência entre os dois grupos (log-rank = 0.0453, p_value = 
0.8315) (gráfico 5.4). Observando ainda os dois gráficos, o comportamento das taxas de falhas 
para as duas causas apresentam diferenças, mostrando que as taxas de sobrevivências são maiores 
entre aqueles indivíduos que tiveram a falha súbita. No entanto, vale ressaltar que o número de 
indivíduos com esta causa de falha é muito pequeno, podendo comprometer os resultados 
obtidos. 
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Para efeitos de comparação, os modelos CRW1 CRW2 e CRW foram ajustados aos 
dados, e os EMV dos parâmetros foram obtidos e são apresentados no quadro 5.3: 
Quadro 5.3: Estimativas dos parâmetros dos modelos de riscos competitivos 
baseados nos modelos CRW1, CRW2 e CRW. 
I parâmetros ModeloCRW1 Modelo CRW2 ModeloCRW 
MLE (s.d.) MLE (s.d.) MLE (s.d) 
)\j 0.0447 (0.0061) 0.0410 (0.0113) 0.0428 (0.0095) 
' () {\f\'11 ({\ ()f'\1{\\ 1 ..... 1 {\ (4.7e-10) 0.0033 (O 0012) /\2 V.VVJ.l \V.VV.lV) _u;:;;-_tv 
À!2 4.27e-16 (7.52e-18) 0.0034 (0.0011) 0.0008 (0.0043) 
Üój 0.8189 (0.0669) 0.7999 (O 0697) 0.8214 (0.0889) 
Üó2 1.0173 (0.2155) 0.9627 (0.2686) 0.9913 (0.3186) 
~r O. 1585 (0.1142) 0.8072 (0.2196) 
Pelo quadro 5.3, observa-se que os parâmetros estimados pelos três modelos estão 
próximos, sendo que nos três modelos, pelos menos uma das causas de falha parece ser 
proveniente da distribuição exponencial (causa 2: morte súbita) e a outra causa de falha parece 
ser da distribuição do tipo WeibuiL Os dados indicam ainda que o parâmetro Ã12 que mede a 
associação entre as causas de falha poderia ser desprezada, ou seja, pode-se considerar um 
modelo cujas marginais fossem independentes. No entanto, esta conclusão deve ser bem 
estudada, pois para a causa de falha 2, o tamanho amostrai é muito pequeno. O gráfico 5.5 é a 
função risco "crude" para as duas causas de falhas, sendo que neste, um dos riscos (causa de falha 
2) é praticamente uma constante, mostrando que o modelo exponencial poderia ser utilizado. 
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Gráfico 5.5: Funções risco "crude" para o modelo de riscos competitivos 
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obs: Os gráficos da função nsco "crude" do modelo CRW1 e CRW na formulação de 
Moeschberger foram similares. 
Foi obtido ainda, o teste de hipótese para verificar a possibilidade de redução do modelo, 
onde as hipóteses de interesse são dadas no quadro 5 A. 
Quadro 5 .4: Testes de hipóteses de interesse 
hipóteses testes assintóticos 
w LR R 
valor p-value valor p-value valor p-value 
Ho1 : a1 = az = 1 3.72 0.16 3.94 0.14 3.74 0.15 
H01:a1 = 1 4.28 0.04 4.44 0.03 3.73 0.05 
HQ1: az = 1 4.1e-5 0.99 2.33e-6 0.99 2.4e-6 0.99 
Ho2: À!2 =o 0.92 0.34 0.62 0.43 
Ho3:À=a=O 14.41 <0.001 46.44 <0.001 38.79 <0.001 
O teste de redução do modelo a um modelo exponencial bivariado não foi significante ao 
nível a= 0.05. Os testes para a redução de cada uma das marginais a uma exponencial foi 
significante somente para a causa de falha por choque, ou seja, para esta causa de morte, a função 
risco não é constante. Pode-se concluir que o modelo Weibull independente poderia ser ajustado a 
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estes dados. Portanto, estes resultados obtidos estão bem coerentes com a observação realizada 
através da tabela dos parâmetros estimados. 
Foram calculadas ainda as estimativas dos parâmetros do modelo CRW2 com a inclusão 
da covariável D9m, que é a capacidade de o paciente caminbar a uma certa distância. Os gráficos 
5.5 e 5.6 parecem indicar que esta covariável é significante somente para a causa de falha 1 
(morte por choque). Foram ajustados 4 modelos para o estudo do efeito desta covariável na 
causas de morte. Estes resultados estão sumarizados no quadro 5. 5, e no quadro 5. 6 são 
apresentados algumas hipóteses de interesse. 
Quadro 5.5: Estimativas dos parâmetros do modelo CRW2 com a inclusão de covariáveis. 
parâmetros Modelos 
m1 m2 m3 m4 
À! 0.0630 0.0630 0.06144 0.0410 
Àz 1e-10 1e-10 1e-10 1e-l0 
À!2 0.0037 0.0037 0.0043 0.0034 
a! 0.8167 0.8167 0.8175 0.7999 
az 0.8878 0.9751 1.0365 0.9627 I 
'Y 0.7188 0.7184 0.7377 0.8072 
/3! 0.8335 0.8336 0.7846 
!32 0.0950 -0.3411 
f3 0.0829 
Func.veros. -354.9940 -354.9940 -355.0514 -359.0279 
onde: 
m1- Modelo completo, com a covariável; 
m2- Modelo sob a suposição de riscos proporcionais, ou seja, a existência de {31 e f3z; 
m3 - Modelos sob a suposição do efeito da covariável somente para a causa de falha por choque, 
fJ2 =O; 
m4 -Modelo sem covariáveis, /31 = {32 = f3 = O. 
Quadro 5.6 : Testes de hipóteses de interesse 
hipóteses R V. g.L p value 
fJ1 = !312 e f3z = f3zz 0.0001 2 0.9999 
f3z =o 0.1148 1 0.7347 
f3I=f3z=f3=0 8.0678 3 0.0446 
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Pelos quadros 5.5 e 5.6, pode-se concluir que a inclusão de covariáveis neste modelo é 
significante, ou seja, existe o efeito da covariável D9m sobre a causa de morte por choque. 
Como o valor da covariável considerada é /31 = O. 7846, significa que o indivíduo cuja co variável 
D9m > O, possui o tempo de sobrevivência maior que o indivíduo que não conseguiu canlinhar. 
5.3.2 - Exemplo 2 - Conjunto de dados de pacientes com câncer do 
pulmão. 
Este conjunto de dados analisado foi apresentado por Lagakos (1977). Os dados são de 
ensaios clínicos de câncer do pulmão, experimento realizado no "Eastern Cooperative Oncology 
Group" e contêm os resultados de 194 pacientes com "squamous cell carcinoma". Oitenta e três 
pacientes morreram como conseqüência local da doença (causa 1: I = 1 ), 44 tiveram morte como 
conseqüência do aparecimento de metastases da doença (causa 2: I= 2) e 67 pacientes foram 
censurados (I 0). Duas covariáveis foram consideradas: Z1 - condição do paciente 
(ambulatório= O, não ambulatório= 1), Z3 - idade em anos. Um tratamento foi também 
considerado e a variável utilizada foi Z2 = O se o paciente recebeu o tratamento A e Z2 = 1 se o 
paciente recebeu o tratamento B. Os tempos de falha são indicados por T. Lagakos considerou a 
função risco exponencial para cada causa de falha e estimou os parânletros utilizando a 
verossimilhança completa. 
Gráfico 5.6: Estimativas de Kaplan-Meier para a causa de morte por câncer 
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Observa-se pelos gráficos 5. 6 e 5. 7 que os efeitos dos tratamentos para as causas de falhas 
não são significativos (log-rank = -0.8113, p _ value = 0.4172, para a causa de falha I e log-rank = 
-0.8862, p_value = 0.3755). Além disso, as probabilidades de sobrevivência são maiores entre os 

















Gráfico 5.7: Estimativas de Kaplan-Meier para a causa de morte por 
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Os gráficos 5. 8 e 5. 9 representam as estimativas de Kaplan-Meier para as causas de morte 
pela condição dos pacientes (ambulatorial e não ambulatorial). Os testes de log-rank calculados 
para estes dados mostram que para a causa de falha 1 (câncer local) o efeito da condição do 
paciente é significativo (log-rank = -2.10397, p_value = 0.0354), ou seja, os pacientes que 
morreram por câncer local e foram provenientes de ambulatório tiveram uma probabilidade de 
sobrevivência maior que os pacientes não-ambulatoriais. No caso de pacientes que tiveram como 
causa de morte o aparecimento de metastases, a condição do paciente não foi significativa (log-
rank = -1.4962, p_value = 0.1346). 
Os modelos de riscos competitivos CRWl e o proposto CRW2 foram ajustados aos dados 
(t1, tJi1), j = 1, 2, ... , n, i= 1, 2 e Dij indica a causa de falha. As estimativas de máxima 
verossimilhança dos parâmetros destes modelos e seus desvios padrões são apresentados no 
quadro 5.7 e as hipóteses de interesse estão no quadro 5.8. 
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Gráfico 5.8: Estimativas de Kaplan-Meier para a causa de morte por câncer 




















Gráfico 5.9: Estimativas de Kaplan-Meier para a causa de morte por 
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Quadro 5.7: MLE dos parâmetros dos modelos CRW1 e CRW2 e seus desvios padrões 
parâmetros Modelo CRW1 ModeloCRW2 
MLE (s.d.) MLE (s.d.) 
Àl 0.0035 (0.0020) 0.0035 (0.0019) 
Àz 1e-10 (4.2e-11) 1e-10 (7.4e-11) 
À12 0.0334 (0.0057) 0.0167 (0.0019) 
al 1.3069 (0.1426) 1.3069 (0.1440) 
az 0.8031 (0.4005) 0.9620 (0.3476) 
1 0.0885 (0.0253) 0.1771 (0.0463) 
Table 5.8: Testes de hipóteses de interesse 
hipoteses testes assintóticos 
w LR R 
valor p-value valor p-value valor p-value 
Hm : a1 = az = 1 2.18 0.34 2.37 0.31 2.50 0.29 
Hoz: À12 =O 6.09 0.01 7.31 0.006 
Hos:À=a=O 5.84 0.05 9.75 0.007 6.67 0.04 
Dos resultados, pode-se concluir que o modelo ACBW2 com a1 = a2 = 1 pode ser 
ajustado aos dados e as funções risco de morte pela causa 1 ( cancer local) e causa 2 ( metastases) 
são funções crescentes, como podem ser vistas no gráfico 5.10. Além disso, as causas de falhas 1 
e 2 são dependentes. 
Gráfico 5.10: Função risco "crude" para as causas de falha 1 (local) e 2 (metastases)- CRW2 
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OBS: O gráfico das funções risco "crude" para o modelo de riscos competitivos baseado no 
modelo ACBWI é similar ao gráfico 5.10. 
As covariáveis presentes neste exemplo foram: Z1 - tipo de acompanhamento (zr = O -
ambulatório, Zj = 1 - não ambulatório) e z2 - tipo de tratamento (Zz =o - tratamento A, 
Z2 = 1 -tratamento B) e Z3 - idade em anos. Foram ajustados vários modelos e realizado o teste 
da razão de verossimilhança para verificar a inclusão ou não da covariável no modelo. Os 
resultados são apresentados no quadro 5. 9. 
O quadro 5. 9 se refere aos testes de algumas hipóteses de interesse para verificar a 
possibilidade da redução do modelo e o teste para verificar a efetividade do tratamento e os 
efeitos de algumas covariáveis sobre o tempo de sobrevivência. 
Quadro 5.9 Estimativas dos parâmetros do modelo CRW2 com a inclusão de covariáveis. 
parâ- Modelos 
metros ml m2 m3 m4 m5 
.À r 0.0053 0.0023 0.0321 0.0027 0.1126 
.À2 0.0023 le-10 le-IO 1e-10 0.0760 
.Àrz 0.0107 0.0089 0.0093 0.0142 0.0156 
O:j 1.3053 1.4027 1.2903 1.3361 0.9071 
a:z 0.8724 0.9702 0.8718 1.0197 0.8937 
I 0.1272 0.1633 0.1497 0.1598 0.4194 
/3} -1.3207 -0.1273 -0.4523 -0.4779 0.0992 
/3r -2.7403 -0.0340 - - 0.0986 
/3r 0.0608 - 0.0397 - 0.0401 
/3~ 0.1015 0.0933 0.1015 0.0986 0.1002 
/3~ 0.1065 0.0839 - - 0.1017 
/3~ 0.5636 - 0.5741 - 0.2178 
/31 -0.4271 -0.7599 -0.5592 -0.5422 -
/32 -0.0281 -0.4992 - - -
/33 -0.0071 - -0.007 - -
L. V. -616.2329 -618.0205 -618.7204 -619.5978 -628.4091 
Onde: f3i, ~ e j3i é o efeito da covariável Zi no modelo, 
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ml -modelo considerando as covariáveis Z1 , Z2 e Z3 , e que será considerado como o modelo 
completo; 
m2 - modelo sob a suposição de que não existe o efeito da covariável idade; 
m3 - modelo sob a suposição de que o efeito do tratamento é nulo; 
m4 - modelo sob a suposição da existência de efeito somente da covariável Z1 ; 
m5 - modelo sob a suposição de que o modelo é de riscos proporcionais: 
Quadro 5.1 O : Algumas hipóteses de interesse. 
hipóteses R. V. g.l. p value 
não existe efeito da idade 3.5752 3 0.3111 
não existe efeito de tratamento 4.9750 3 0.1736 
existe efeito somente da cov. Z1 6.7298 6 0.3465 
modelo de riscos proporcionais 24.3524 3 0.00002 
Novamente, pelos quadros 5.9 e 5.10, não houve diferença significativa em relação ás 
covariáveis tratamento e idade, ou seja, a idade e o tipo de tratamento não têm efeito significativo 
no tempo de sobrevivência dos indivíduos que tiveram morte por câncer local ou metastases. 
Portanto, pode-se concluir que somente o efeito da covariável Z1 (condição do paciente) sobre 
os tempos de sobrevivência foi significativo. 
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Conclusões da tese 
Em uma situação de riscos competitivos com duas causas de falhas, no contexto de 
tempos de falhas latentes, algumas propriedades de uma distribuição bivariada são muito 
importantes. Nesta situação, as principais caracteristicas desejáveis são: 
a) a distribuição deve ser absolutamente continua; 
b) deve ter a flexibilidade para o ajuste de dados com riscos crescentes, decrescentes ou 
constantes; 
c) os parâmetros do modelo devem ser identificáveis a partir dos dados observados; 
d) as distribuições marginais devem ser identificáveis. 
Na revisão de literatura realizada, nenhuma distribuição bivariada apresentou estas características 
conjuntamente. 
O modelo Weibull bivariado proposto atende todas as propriedades citadas acima. Do 
ponto de vista metodológico, foi mostrado que o modelo atende as condições de regularidade que 
garantem as propriedades assintóticas dos estimadores de máxima verossimilhança, isto permite a 
utilização dos testes de hipóteses assintóticos baseados na verossimilhança. 
Do ponto de vista de aplicação, em muitos conjuntos de dados de tempos de vida, é 
razoável supor que os dados provem de uma distribuição Weibull, permitindo a utilização deste 
modelo para o ajuste aos mais variados conjuntos de dados. Exemplos de simulação mostraram a 
flexibilidade deste modelo e em aplicações a conjuntos de dados reais, mostraram bastante 
coerência com análises realizadas por outros autores. 




Com base neste trabalho desenvolvido é interessante dar continuidade às pesquisas nos 
seguintes pontos: 
- Aprofundar os estudos de testes de hipóteses de independência, pelo fato que este parâmetro se 
encontra na fronteira do espaço paramétrico. Este tipo de teste tem sido alvo de diversas 
pesquisas para diversos modelos e situações, em geral, é observado a grande dificuldade em 
formular um teste de hipótese deste tipo; 
- A teoria de processos de contagem e martingal fornecem ferramentas necessárias para o 
desenvolvimento de uma teoria geral e rigorosa de modelos envolvendo dados censurados, 
portanto é importante considerar a formulação deste modelo sob a forma de processos de 
contagem. 
- Melhorar os estudos de simulação, aumentando o número de simulações para a comparação 
entre e estudo dos estimadores obtidos para os três métodos de geração propostos: formulação 
de Ryu, Método MCMC e Método da rejeição. 
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Apêndice A 
Formulação do modelo Weibull bivariado de Marshall 
e Olkin 
A distribuição Weibull bivariada de Marshall e Olkin é obtida por meio de uma 
transformação de variáveis da distribuição exponencial bivariada (BVE). Denote a distribuição 
Weibull bivariada como BVW. Na construção desta distribuição bivariada exponencial, Marshall e 
Olkin consideram um modelo de choque fatal e outro de choque não fatal. 
No caso do modelo de choque fatal, suponha que os componentes de um sistema com 
dois componentes falham após receber um choque que é sempre fatal. Suponha ainda que 
processos de Poisson independentes ZI (t; ÀJ), Z2(t; À2) e ZI2(t; ÀI2) governam a ocorrência de 
choques, onde Z(t; À)= {z(t), t 2: O, À} representa um processo de Poisson homogêneo com 
parâmetro À. Os eventos no processo ZI (t; ÀI) são os choques no componente 1, eventos no 
processo Z2(t; À2) são os choques no componente 2 e ZI2(t; ÀI2) são os choques em ambos os 
componentes. Portanto, se Ti eT2 denotam as variáveis aleatórias que representani os tempos de 
vida do primeiro e do segundo componentes, respectivamente, e levando em consideração que 
ZI (t; ÀI), Z2(t; À2) e Z!2(t; ÀI2) são independentes, a função de sobrevivência conjunta entre TI 
e T2 é dada como: 
No segundo caso, no modelo de choque não fatal, considere novamente três processos de 
Poisson independentes, ZI (t; ói), Z2(t; ó2) e Z!2(t; ól2), governando a ocorrência de choques, 
com a modificação de que estes choques não necessitam ser fatais. Os estados dos sistemas 
podem ser descritos pelos pares ordenados, (0,0), (0,1), (1,0) e (1,1), onde 1 no primeiro 
elemento do par ordenado indica que o componente está operante e O que ele já falhou, e 
analogamente para o segundo elemento do par ordenado. Os eventos no processo ZI(t; ói) são 
choques no primeiro componente que causam uma transição do estado (1,1) para (0,1) com 
probabilidade PI e de (1,1) para (1,1) com probabilidade (1- PJ.). Similarmente, os eventos no 
processo Z2 (t; .52 ) causam uma transição do estado (1,1) para (1,0) ou (1,1) com probabilidades 
P2 e (1- P?.), respectivamente. Eventos no processo ZI2 (t; ói2 ) causam uma transição do estado 
(1,1) para (O, O), (1,0), (0,1) ou (1,1) com probabilidades AJo, PJ.o, Ali e Pl.I respectivamente. Seja 
TI a variável aleatória que representa o tempo de vida do primeiro componente, e T2 o do 
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segundo componente. Como Z1 ( t; ói), Z2 ( t; ó2 ) e Z12 ( t; ó12) são independentes e com 
incrementos independentes, para t 2 2': t1 2': O, a função de sobrevivência conjunta pode ser escrito 
como: 
S(t1, t2) = P(Ti > t1, T2 > t2) = P{Z1(s; 61) =O, Z2(t; é:l) =O, Z12(max(s, t); 612) =O} 
= { f;có,t, (ó,:!d (1- PI)k}{fe-&,t, (ó,z~,)' (1- P2Y} 
k=O l=O 
Por simetria, para t1 2': t2 2': O, 
As funções de sobrevivência marginais de T1 e de T2 são dadas por: 
a função densidade da distribuição BVE é: 
e as densidades marginais exponenciais são: 
h (ti) = (,\1 + ,\!2)exp{ - (,\1 + À12)ti} e 





Esta distribuição não é absolutamente continua, ou seja, sua função de sobrevivência pode 
ser decomposta em uma parte singular e a outra parte absolutamente contínua. Esta 
decomposição é dada como: 
onde: S s (ti. t 2 ) = exp( - ,\max(t1, t2) ), é uma distribuição singular, e 
Sa(t!, t2) = A,~A, exp{- À1 t1 - Ã2t2 - À12max(t1, t2)} - A,Àt\, exp{ - Àmax(t! ,t2)} é a 
parte absolutamente continua. Portanto P(Ti = T2) >O. 
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Pelo Lema 3.2 de Marshall e Olkin (1967), a função geratriz de momentos é dada por: 
(AS) 
onde À= À1 + Àz + À1z. A covanancJa entre T1 e Tz é dada como: 
Cov(T1,T2) = "(",+A,~)(-X,+-\12); o coeficiente de correlação é p(T1 ,Tz) = À1z/À e a distribuição 
de T = min(T1 , T2) é exponencial, com parâmetro À. A distribuição BVE pode ser representada 
por meio de variáveis aleatórias independentes, ou seja, (T1 , T2 ) é uma BVE se e somente se 
existem variáveis aleatórias exponenciais independentes U, V e W tais que T1 = min(U, W) e 
T2 = min(V, W). 
A distribuição Weibull bivariada é obtida por meio de uma transformação de variáveis, ou 
seja, se m,Tz) é BVE, então (T111"'', Ti1"'') é uma distribuição Weibull bivariada (BVWl), 
onde a função de sobrevivência é dado por: 
(A.6) 
Na situação da distribuição Weibull bivariada, T = min(T1 , Tz) tem distribuição Weibull 
somente se a1 = az. 
A função densidade de probabilidade é dada por: 
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se t~1 2:: t~2 
set~l < t~2 (A.7) 
Apêndice B 
Cálculo das funções de distribuição conjunta 
Formulação de Moeschberger 
Este apêndice tem por objetivo mostrar em detalhes a construção da função de 
verossimilhança dada por Moeschberger para o modelo Weibull bivariado de Marshall e Olkin. A 
dificuldade nesta formulação em riscos competitivos surge pelo fato deste modelo não ser 
absolutamente contínuo. 
Considere-se inicialmente o primeiro caso a 1 > a 2 . O componente a) pode ser construído 
da seguinte forma: 
a) Causa de falha do indivíduo é 1 (t1 < t2 ), t ::; 1 e a 1 > a 2 . Então a região de integração é 
dada na figura B.1. 
t, 
Figura B.1 - Região de integração para a determinação da P ( T ::; t, I = 11 t ::; 1, a 1 > a2) 
Ou seja, tem-se que: 
P(T S t, I= llt S 1, a,> a2) = P(T S t, t, < t2it S 1, a,> <>2) 
= J~ft~ À,(À2 + À12)a,t~'- 1 a2t~'- 1 exp[- À,t"'- (À2 + À12)t~']dt2dt, 
(t~' < t~') 
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portanto: 
b) Causa de falha do indivíduo é 2 ( t1 > tz), t :::; 1, a 1 > a 2 . Portanto a região de integração 
para a Função de Distribuição conjunta é dada na figura B.2. 
Figura B.2- Região de integração para a determinação da P(T :::; t, I = 2lt :::; 1, a 1 > az) 
P(T S t, I= 2jt S 1, <>1 > <>2) = P(T S t, t1 > tzjt S 1, <>1 > <>2) 
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c) Causa de falha do indivíduo é 1, (t1 < tz), t > 1 e a 1 > a 2 , então a região de integração para 
a determinação da Função de Distribuição conjunta entre T e a causa de falha é dada na figura 
B.3. 
t, 
Figura B.3- Região de integração para a determinação de P(T :S: t, I= Jlt > 1, a 1 > az) 
P(T :S: t, I= 1lt > 1, <>1 > <>2) = P(T :S: t, t, < t2it > 1, "'' > a2) = 
= J:J,~;., )'1(À2 + À,,)a,t~'- 1 a,t~'- 1 exp[- À1t~'- (À,+ À12)t~']dt2dt1 + J: À12exp[- Àt~']dt~' 
(t~' ~ t~') (t~' = t~') 
<xt/"'? 
+ J:.[,~' · À2(À1 + À12)a,t~'- 1 a,t~'- 1 exp[- (À,+ À,,)t~' - À2t~']dt2dt, 
(t~' > t~') 
111 
e portanto: 
d) Causa de falha do indivíduo é 2, (t1 < t2 ), a 1 > a 2 Portanto a região de integração para a 
Função de Distribuição conjunta é dada na figura B.4. 
t, "'• = t, 0:., 
(o:., > O:.,) 
t, 
Figura B.4- Região de integração para a determinação da P(T:::; t, I= 2Jt > 1, a 1 > a2) 
P(T S t, I= 2ft> 1, a,> a 2 ) = P(T S t, t, > t2[t > 1, a 1 < a2) 
= J:J,'; )<2(,\1 + À12 )a1 t~1 - 1 a2t~'- 1 exp[- (À1 + ÀJz)t~'- Àzt~']dt1 dt2 




Formulação da distribuição Weibull bivariada de Ryu 
Para a formulação do modelo Weibull bivariado absolutamente contínuo de Ryu, que será 
denotado por ACBW1, Ryu (1993) supõe a existência de três processos de choque possuindo 
distribuiçoes de Poisson independentes: {N1 (t), t 2: 0}, {N2(t), t 2: 0}, e {N!2(t), t 2: 0}, com 
taxas de intensidades À1, À2 e À12, respectivamente. Neste modelo, N12 (t) determina o risco de 
falha de ítens comuns aos dois componentes, ou seja, ele governa um fator comum que pode levar 
a falha de qualquer um dos componentes e M ( t) determína o risco de falha de um ítem específico 
que afeta somente o componente i, i = 1, 2. Assume, ainda, que a taxa de risco no tempo de falha 
t da i-ésima componente, dada a realização do processo estocástico, é d;N;(t) + "f;N12 (t), 
i= 1, 2, onde d; representa o tamanho do impacto sobre o ítem de um componente específico e 
"ti representa o tamanho do impacto sobre o ítem comum aos dois componentes. Esta forma de 
usar a taxa de risco como um processo estocástico é chamado também de função risco aleatório 
ou um comportamento duplamente estocástico. Para a simplificação posterior e para possibilitar 
uma comparação ao modelo BVE, Ryu utiliza a pressuposição de que d1 = d2 = oo. Isto implica 
que qualquer processo de choque sobre um ítem específico de um dos componentes leva a falha 
deste componente, enquanto que um choque de um ítem comum aos dois componentes N12(t), 
causa um dano potencial no sistema que poderia levar ao aumento da possibilidade de falha do 
componente i, com um tamanho de impacto "f;, i = 1, 2. Note ainda que esses choques dos ítens 
comuns aos componentes 1 e 2 atuam de forma acumulativa, a menos que 'YI = 12 = oo, pois 
neste caso, um choque em um ítem comum levaria a falha dos dois componentes 
simultaneamente. Condicionado ao processo de choque, os dois tempos de falha são 
independentes, e o que dirige a dependência entre eles é a existência do processo de choque 
comum especificado por N12(t), nos eventos condicionantes. 
Seja X; a variável aleatória tempo até o primeiro salto do processo N;(t), onde 
{ N; ( t), t 2: O} é um processo de Poisson com taxa de intensidade À;. Seja Z; a variável aleatória 
duração que possui taxa de risco condicional no tempo t de 1;N12(t) dada a realização de N12(t), 
onde {N12(t), t 2: 0}, é um processo de Poisson com taxa de intensidade À12 . Seja T; o tempo de 
falha do i-ésimo componente e, portanto, pode-se expressar T; como T; = min(X;, Z;) e o 
processo estocástico de risco comum N12(t) é a dependência entre T1 e T2. 
Para a formulação do modelo ACBW1, neste trabalho foi considerado que X; tem uma 
distribuição Weibull com taxa de risco dada por À;a:;t"•-1 (ou seja, P(X; 2: t) = exp(- À;t"•)). 
Pela relação entre a taxa de risco e a probabilidade de sobrevivência, a função de sobrevivência 
condicional de Z;, dada a realização de N!2(t) é dada por 
P(Z; 2: tiN12(t)) = exp[ -1;f~N!2(u)du ]. 
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Considere (r!, A, P) um espaço de probabilidade e N12 = {0, 1, 2, ... } uma 
decomposição contável, com P(N12 = k) > O, então: 
00 
P(Z; 2:: t!NIZ) = 'L:P(Zi 2:: t!N12 = k)JI(N12 = k) 
k=O 




00 P(Z;>t,N12=k) _ P(Z, :2: t)- '[;,P(Z, :2: t, N12- k)- '[;, P(N, k) P(N12- k) 
00 00 
= 2::P(Z, :2: t!N12 = k)P(N12 = k) = 2::P(Z, :2: t!N12 = k)E{I(N12 = k)} 
k=O k=O 
= E[P(Z, > tiN12)] (princ. da subst. de esperança cond.) 
Para continuar a prova desta formulação, considere alguns resultados apresentados por 
Ryu. 
Afinnação: Suponha a ocorrência de k choques até o tempo t e denote r 1 , r2, ... , Tk os tempos 
de ocorrências destes choques, conforme a figura C. 1. Em cada passo, é indicado o número de 
choques que ocorreram até aquele tempo. A realização N ( t) (onde { N ( t), t 2:: O} é um processo 
de Poisson com taxa de intensidade>.) é uma função escada que é continua a direita e tem seus 
limites a esquerda. Desta forma, a integral f~N(u)du = (t- ri)+ (t- r2) + ... + (t- Tk) está 
bem definida. 
Lema : Os tempos de ocorrências T1o r2 , ... , Tk são distribuídos independentemente e 
uniformemente distribuídos em (0, t] quando não estão ordenados (Barlow e Proshan, 1981). 
Corolário : (t- r 1 ), (t- r 2 ), ... , (t- Tk), quando não ordenados, são distribuídos 
independentemente e uniformemente sobre (0, t]. 
Prosseguindo a demonstração, considere o fato que N12 ( t) tem distribuição de Poisson 
>. 12t, e utilizando os resultados apresentados acinra: 
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~. t tempo 
00 --\121(.>.. t)k 
P(Z, 2: t) =E' k!" E{exp[- ')';((t- T,) + (t- T2) + ... + (t- n))]} (afirmação) 
k=O 
00 -À 2'(>.. /'' =E' 'k! "' E{exp[ -')';(k(t T,))]} (identicamente distribuídos) 
k=O 
A função densidade não condicional de Z; no tempo t é: 
(C. I) 
e a taxa de risco deZ; no tempo t é >.12(1- e-,,t), que aumenta em t, a menos que /i = oo. A 
taxa de risco para Ti é a soma dos dois componentes das taxas de risco, dado que xi e zi são 
independentes, ou seja: 
A função de sobrevivência de Ti é dada por: 
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(C.2) 
Através da diferenciação, obtêm-se a função densidade : 
Dada a realização de N12 ( t ), a função de sobrevivência condicional conjunta de (T1 , T2 ) 
pode ser expressa como : 
pois XI. Xz e N12 são independentes. Novamente, tomando a esperança e usando o mesmo 
resultado acima, obtêm-se a função de sobrevivência conjunta não condicional para T1 e T2 , 
P(T1 > t1, Tz > tz) = E[P(T1 > t1, Tz > tziNiz)] 
= P(X1 > t1)P(Xz > tz) Eexp[- 1d~' Nlz(u)du - 1zf~' N1z(u)du ]. 
Para encontrar a esperança da expressão acinla, deve-se considerar as duas situações (t1 > t 2 e 
t 1 ::::; tz). Logo, no caso t 1 ::::; tz, o expoente pode ser escrito como: 
11f~' Niz(u)du +1zf~' Ndu)du = 1d~'N!2(u)du + 1zf~'N!2(u)du + 1zft~' N!2(u)du 
= ('YI + 'Yzlf~' N!2(u)du +12ft~' N!2(u)du +12ft~' N12(ti)du- 12ft~' N!2(tJ)du 
= b1 + 'Yz)f~' Ndu)du + /z(tz- tJ)NJz(tJ) + 'Y2ft~'(Niz(u)- N1z(t1))du 
Portanto: 
Eexp [ - 1d~' N12 ( u )du - 12f~' N12 ( u )du] = 
Eexp[- (11 + 'Yzlf~' N12(u)du - 'Yz(t2 - tJ)N!2(tJ) - 1zft~' (N12(u) - N12(tJ))du] 
pois no processo de Poisson N12(t), os incrementos são independentes e identicamente 
distribuídos. Desta forma, os fatores deste produto podem ser calculados separadamente. 
Utilizando um raciocínio análogo ao procedimento anterior, segue-se que: 
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00 
= L,P(N12 = k)e-12(t,-t,)kE{[exp(- (11 + '1'2)[(t1 - r,)+ ... + (t1 - .,.)])]} 
k=O 
00 
= L,P(N12 = k)e_,,(t,-t,)k E{[exp(- ('1'1 + '1'2)k(t,- r,))]} 
1=0 
00 
= L,P(N12 = k)e-,,(t,-t,)k{E{[exp(- ('1', +'1'2)(t1- r1))]}}k 
k=O 
e por outro lado, 
E{ exp[- '1'2.f,:'(N,2(u)- N12(t,))du]} = ~P(N,2 = k)E{ [exp(- '1'2.f,:'(N,2(u)- N12(t,))du) ]1N12 = k} 
00 
= L,P(N12 = k)E{[exp(- '1'2[(t2 t,- r,)+ ... + (t2- t,- .,.)])]} 
k=O 
00 
= L,P(N12 = k)E{[exp(- '1'2[k(t2 t,- r,)])]} 
k=O 
= f,P(N12 = k){ E{[exp(- '1'2[(t2- t1 r1)])]}} k 
k=O 
Concluindo, se t1 ::; t2, é obtido: 
No caso se t 1 > t2, as expressões acima podem ser detemúnadas de forma análoga. 
Como Xi tem distribuição Weibull com parâmetros (..\;,a;), a função de sobrevivência 
conjunta é dada por: 
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exp{- Àrtf' - Àrztr - A2t~' + ~ (1- e-·n(t,-t,)) + 
21L(e-·n(t,-t,)- e-·nt,--y,t,)} setr > tz e 
/1+!2 
exp{- Àrt~'- Àrztz- A2t~' + ~ (1- e--y,(t,-t,)) + 
(C.4) 
2lL (e--y,(t,-t!) - e-'Ylt,--y,t,)} se tr :::; tz 
/1+!2 
Note que se ar -> 1 ea2 -> 1, é obtida a função de sobrevivência de urna distribuição 
bivariada exponencial de Ryu (1993), e se, além disso, l'r -> oo e }'2 -> oo, esta função 
distribuição reduz-se à distribuição bivariada exponencial BVE de Marshall e Olk:in (1967). 
A função densidade é obtida através da derivação da função de sobrevivência. 
S(tb tz) [Àla:lt~l-1 + Àiz(l- e-'Yl(tl-tz)) + ~1~ (e-'YJ(tl-tz)- e-'nti-1'2tz) J 
[À2a:2t
02-1 + À12e-·n(t1-t2) _ _Au_ (r1e-1'1(t1-t2) + 12e-11t1-'Y2t2)] + 2 1'1 +rz 
f(t,, tz) = 
S(th tz) [ÀI2fle-1'J(tl-t2)- ~1~ (rie-1'I(t!-t2) + 1'ze-'Yltl-'Y2tz)] 
S(t1, t2 ) [À2a2t~2- 1 + A12 (1- e-1'2(t2-t1)) + ~1.!2,~ (e-1'2(t2-t1) _ e-"ntl-1'2t2) J 
se t1 > tz 
(C.5) 
[Àla:lto:r-1 + Àize-1'::l(t2-tJ) - ~ ('i'ze-1'2(t2-tl) + {le-'Y1ii-r:~h)] + 1 1'1+)'2 
S(tb tz) [.Àiz1'ze-'Y2(t2-tl) _ ~~2 (fze-1'2(t2-tl) + í'le-'Yitl-1'2t2) J 
As funções de sobrevivência marginais são dadas por, 
(C.6) 
e as funções densidade de probabilidades marginais: 




A distribuição proposta é absolutamente contínua 
O objetivo deste apêndice é dar a prova teórica para a seguinte proposição: 
Proposição: A distribuição proposta é absolutamente contínua, ou seja, P(T1 = T2 ) = O. 
Prova: Sem perda de generalidade, considere o caso a 1 = a2 = 1. Para fazer a prova desta 
proposição, considere o seguinte fato. Para uma distribuição bivariada, em geral, sabe-se 
que: P(T1 > T2) + P(T1 < T2) + P(T1 = T2) = 1. Logo, se esta distribuição bivariada for 
absolutamente contínua, vale o seguinte: P(T1 > n) + P(T1 < T2) = 1. 
Para o cálculo de P(T1 > T2) = P(T1 - T2 > 0), é preciso obter uma transformação de 
variáveis, ou seja: 
Z=Tz 
Portanto, o jacobiano desta transformação é 1, e pode-se escrever: 
lw,z(w, z) = h,r,(w, z)IJI 
Estas funções podem ser calculadas pelas densidades dadas em (3.4), na região onde 
T1 > T2, 
fw,z(w, z) = exp[- À1(w+ z) ÀzZ- >.IZ(w+ z+ z) + ";;'-(1- .-,,w) + 
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logo: 
P(T1 - T2 >O)= fo00 foco fw,z(w, z)dzdw =foco foco /w,z(w, z)dwdz 
(D.l) 
Para o cálculo de P(T1 < T2 ) = P(T2 - T1 >O), é preciso obter uma transformação de 




P(T2- T1 >O)= fo00 foco !w,z(w, z)dzdw =foco f0
00 !w,z(w, z)dwdz 
= Ia"' Ia"' exp [- (ÀJ + À2 + 2ÀJ2)z- (>,2 + Àl2)w + ?;'(1 - C''w) + (~;:::,~· (1- e-C1r+'?l')] 
{ [À2 + À12(1- e-,,w) + OC\,~~::;;'f. (1- e-l'f+'?l')] 
[À1 + À12 (1 + e-"w)- 2""~-'?-· (12 + /Je-t'f~'?l')] 1':-r-'1"2 
Agora, somando (D.1) e (D.2), obtem-se: 
P(T1 - T2 > O)+ P(Tz - T1 > O) = 
Jo exp[- (ÀJ + Àz + 2À12}z + (,;:;:;,) (1- e-l'\'+'lflz)] [À1 + 2À12 - ,:~, (12 + /Je-l'f+'lflz)] dz 
= Jo exp[- (ÀI + À2 + 2À12)z + b;-'.;.;,1 (1- e-l'i-+'tl')] { [ À2 + 2À12 - ,:~, (/I + 12e-l'f+1i'l')] + 




Derivadas da função de verossimilhança do modelo 
ACBW2 
Neste apêndice são apresentadas as derivadas da função de verossimilhança do modelo 
proposto ACBW2 em riscos competitivos. Como a suposição é de que as amostras são 
independentes e identicamente distribuídas, é suficiente fornecer a derivada para a função 
densidade. Esta função é escrita como: 
A) Primeira derivada da função densidade: 
8 ~~:•) = 6J1:>1t"'-1(A1a1t"'-1 + À12(1- e-""))8'-1(À2a2t"'-1 + A12(1- e-""))s, 
exp{- A1t"'- 2A12t- A2t"2 + ~(1- e--,t)}- t"'(Ã1a 1t"'-1 + A12(1- e-rt))8' 
(A2a2t"2- 1 + À12(1- e-"")).,exp{- À1t"' - 2À12t- À2t"' + ~(1- e-"")} 
8/(t;O) _ < t"'-1(' t",-1 +, (1 --,t))é'(' t"'-1 +, (1 --,t))S,-1 a;:;- - u20:2 /\I 0:1 A12 - e A20:'2 A12 - e 
exp{- À1t"' - 2À12t- À2t"' + ~(1- e_.,.)}- t"'(À1a1t"'-1 + A12(1- e-""))8' 
(A2a2t"'-1 + À12(1- e-"")).,exp{- À1t"'- ZÀ12t- À2t"' + ~(1- e-"")} 
8%l:':) = 61(1- e-"")(A1a1t"'-1 + À12(1- e-""ll''-1(À2a2t"'-1 + Al2(1- e-""))s, 
exp{- A1t"' - 2A12t- A2t"2 + ~(1- c"")}+ 
.5,(1- e--,t)(A1a1t"'-1 + Al2(1- e-""))8'(A2a2t"2- 1 + À12(1- e-"")).,_1 
exp{- À1t"'- ZA12t- À2t"' + ~(1- c"")}+ ('(1-;...,.)- 2t)(À1a1t"'-1 + À12(1- e-""lt' 
(A2a2t"'-1 + À12(1- c"")).,exp{- À1t"'- 2À12t- À2t"' + ~(1- e-"")} 
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(A2azt"'-1 + À12(1- cot))"exp{- A1t"'- 2.\1zt- A2t"' + 7(1- e-o<)}-
.\1t"1 ln(t)(A1a1t"'-1 + À12(1- e-o<))
6'(A2a 2t"1 - 1 + .\12(1- co<)).,_
1 
exp{- Ã1t"' - 2A1zt- Àzt"' + 7(1- e-o<)} 
8 ~~;•) = Dz(Ãzt"d + Àzazt"'-1ln(t))(A1a1t"1- 1 + .\12(1- e-o<))6' 
(A2azt"'-1 + À1z(1- e-o<))
6
'exp{- A1t"'- 2.\1zt- A2t"' + 7(1- e-o<)}-
A2t"'ln(t)(A1a1t"'-1 + À1z(l- e-o<))
6'(A2a 2t"1- 1 + .\12(1- co<)).,_
1 
exp{- Ã1t"'- 2À1zt- Àzt"' + 7(1- e-o<)} 
8[(t;8) - 6 ' t -o<(' =J-1 +' (1 -o<))''-1 ~- 11'-12 e Ara! L- -"12 -e 
(Azazt"'-1 + À12(l- e-o<))"exp{- À1t"'- 2À1zt- Àzt"' + 7(1- e-o<)}+ 
ÓzÀ1zte-o<(À1a1t"'-1 + À12(1 e-ot))6'(Ãzazt"'-1 + .\12(1- e-o<JJ"-
1 
exp{- Ã1t"' - 2A1zt- Àzt"' + 7C1- e-o<)}+ 
2('"~__,.- À"11.fe__,.) )CA1a1t"1- 1 + .\12 (1- e-o<))6'(Azazt"'-1 + Ã1z(1- e-o<))" 
exp{- Ã1t"'- 2À12t- Àzt"' + 7C1- e-o<)} 
B) Segunda derivada da função densidade. 
~!,~~! = 6fait'"'-2(Ã1a1t"'-1 + À1z(1- e-o<))6'-2 (Ãzazt"'-1 + .\12(1- e-o<JJ" 
exp{- Ã1t"' - 2À12t- Àzt"' + 7(1- e-o<)}-
61ait'"'-2(A1a1t"'-1 + À1z(l- e-o<))
6'-\Azazt"'-1 + A1z(l- e-o<JJ" 
exp{- À1t"'- 2À12t- Àzt"' + 7(1- e-o<)}-
261a1t'"d (A1a1t"'-1 + À12(1 - e-o<Ji'- 1 (Àzazt"'- 1 + À1z(l - e-o<JJ" 
exp{- A1t"1 - 2À12t- Àzt"' + 7Cl- e-o<)}+ 
t'"1 (À1a1t"1- 1 + À12(1- e-o<))
6'(A2a 2t"'-1 + .\12(1 co<))
6
' 
exp{- Ã1t"' - 2À12t- Àzt"' + 7Cl- e-o<)} 
~[,~~; = 6ia1t"'-1(A1t"'-1 + À1a1t"'-1ln(t))(A1a1t"1- 1 + Ã1z(l- e-o<))6'-2 
(,\zazt"'-1 + À1z(l- e-o<))"exp{- À1t"'- 2À12t- Àzt"' + 7Cl- e-o<)}+ 
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61t"1- 1(:\1a 1t"1- 1 + À1z(1- e-ot))6'-1(Àzazt"'-1 + À12(1- e-ot))"' 
exp{- À1t"'- 2À12t- Àzt"' + ~(1- e-'Y')} + 
61a 1t"1 - 1ln(t)(:\1a1t"'-
1 + :\12(1- e-"'))6,-,(:\zazt"'-1 + :\12(1- e-"'))"' 
exp{- À1t"' - 2À12t- Àzt"' + ~(1- e-'Y')}-
61a 1t"1- 1(À1t"1 -
1 + À1<>1t"'-1/n(t))(:\1a 1t"1- 1 + :\12(1- e-'Y'))6'-2 
(Àzazt"'-1 + À1z(l- e-'Y'))"'exp{- À1t"'- 2>.12t- Àzt'" + ~(1- e-'Y')}-
61a 1:\1i?"1- 1ln(t)(À1a1t"1- 1 + À12(1- e-'Y'))6'-\>.zazt"2- 1 + À1z(1- e-'Y'))"' 
exp{- À1t"'- 2À12t- Àzt"' + ~(1- e-'Y')}-
61a1t"'(À1t"1- 1 + À1<>1t"'-1/n(t))(:\1a 1t"1- 1 + À1z(1- e-'Y'))6'-1 
(Àzazt"'-1 + À1z(1- e-'Y'))"'exp{- À1t"'- 2À1zt- Àzt"' + ~(1- e-'Y')}-
t"1ln(t)(À1<>1t"1- 1 + À12(1- e-'Y'))6'(:\zazt"'- 1 + :\12(1- e-'Y'J)"' 
exp{- :\1t"'- 2À12t- Àzt"' + ~(1- e-'Y')} + 
:\1i?"1ln(t)(:\1a1t",-1 + :\12(1- e-'Y'))'"(>-zazt"'-1 + À1z(1- e-'Y'))"' 
exp{- À1t"'- 2À12t- Àzt"' + ~(1- e-ot)} 
1!'/(t,B) _ < < t"1+a2-2(À t"1-1 + ' (1 _ -'Y'))6,-1 ô)..18>.z - v1 u20:1 0:2 1 a1 A12 e 
(Àzazt"'-1 + :\12(1- e-'Y'))"'-1exp{- À1t"'- 2À12t- Àzt"' + ~(1- e-'Y')}-
61a1t"1+02 - 1(À1a1t"1- 1 + À1z(1- e-'Y'))6'-1 
(:\2azt"'-1 + À12(1- e-'Y'))"'exp{- À1t"' - 2À1zt- Àzt"' + ~(1- e-'Y')}-
6zazt"'+az-1(À1a1t"'-1 + À12(1- e-'Y'))6' 
(Àzazt"'-1 + À12(1- e-'Y'))"'-1exp{- À1t"'- 2À12t- Àzt"' + ~(1- e-'Y')} + 
t"1+02 - 2(>.1a 1t"1- 1 + À12(l- e-ot)t'(:\zazt"'-1 + À12(1- e-'Y'))"' 
exp{- À1t"' - 2À12t- Àzt"' + ~(1- e-'Y')} 
~1,~:: = D1Dza1t"'-1(Àzt"'-1 + Àzazt"'-1ln(t))(:\1a 1t"1- 1 + :\12(1- e-"'))6'-1 
(Àzazt"'-1 + À1z(1- e-'Y'))"'-1exp{- À1t"'- Z:\1zt- Àzt"' + ~(1- e-'Y')}-
D1<>1Àzt"'+az-1ln(t)(:\1a1t"'-1 + À12(1- e-'Y'))6'-1 
(Àzazt"2- 1 + :\12(1- e-'Y'))"'exp{- À1t"'- ZÀ1zt- Àzt"' + ~(1- e-'Y')}-
Ózt"'(Àzt",-1 + Àzazt"'-1ln(t))(À1a1t"'-1 + À1z(1- e-'Y'Jt 
125 
(.\2azt0 '-1 + ÀJz(1- e-"'))"-'exp{- .\1F'- 2.\,zt- .\zF' + ~(1- e-ot)} + 
ÀzF>+02 1n(t)(ÀJ<>Jt"'-1 + .\12(1- e-rt))6' (.\2a2F'-1 + À12(1- e-"'))" 
exp{- .\1F'- 2.\12t- .\2F' + ~(1- e-ot)} 
a'!(t,6) = li2<> F'-'(1- e-"')(.\ a F'-J +À (1- e-ot))ê,-2 a>.1a>.12 1 1 1 1 12 
(.\2a 2F'-1 + ÀJz(1- e-ot))"exp{- .\1F'- 2.\12t- .\2F' + ~(1- e-ot)}-
li,a,F'-1(1 e-ot)(.\1a 1F,-1 + .\12(1- e-ot))
6'-2 
(.\2a2F'-1 + À12(1- e-ot)/'exp{- .\,F'- 2.\12t- À2F' + ~(1- e-ot)} + 
15,1i2a,F'-1(1- e-"')(.\,a,F'-1 + .\12(1- e-ot))
6'-1 
(.\2a2F'-1 + .\12(1- e-"'n"-1exp{- .\,F'- 2.\,2t- .\2F' + ~(1- ·-"')} + 
2ó1a 1F,-1 ( l-;_,- t)(.\1a 1F,-1 + .\12 (1- e-ot))
6'-1 
(.\2a2F'-1 + À12(1- e-ot))"exp{- .\,F' 2.\12t- ÀzF' + ~(1- e-ot)}-
ó,F'(1- e-ot)(.\1a 1F,-1 + .\12(1- e-ot))"'-
1 
(.\2a2F'-1 + .\12(1- e-ot))"exp{- .\,F'- 2.\,zt- À2F' + ~(1- e-ot)}-
li2F'(l- e-ot)(.\,a1F'-
1 + .\!2(1- e-ot)t' 
(~2a2ta,-l + À12(1- c"'))"-'exp{- .\,F'- 2À12t- À2F' + ~(1 e-ot)}-
2F' ( ,_;_, - t) (>.,a,F'-1 + .\12(1 - e-ot)t 
(>.2a2F'-1 + À12(1- e-ot))"exp{- >.,F'- 2À12t- À2F' + ~(1- e-ot)} 
~{;:,; = ói<>JÀ12F'e-ot(>.,a,F'-1 + >.12(1- e-"'))
6
,-2 
(>.za2F'-1 + À12(1- e-ot))"exp{- >.,F'- 2>.,zt- ÀzF' + ~(1- e-rt)}-
li,a,À12F'e-ot(>.,a,F'-1 + ),12(1- e-ot))
6'-2 
(À2a 2F'-1 + >.12(1- e-"'))"exp{- >.1F'- 2.\1zt- .\2F' + ~(1- e-ot)} + 
<ÍJ<Í2<>JÀJZF'c"'(>.,a,F'-1 + >.12(1- e-"'))
6'-1 
(>.2a 2F 2- 1 + >.12(1- e-rt))"-'exp{- .\1F'- 2À12t- À2F2 + ~(1- e-ot)} 
21i,a,F•-' ( >.,~_, - >.nO;;e_,l )c>.,a,F'-1 + .\,2(1- e-ot))ê,-1 
(À2a 2F'-1 + À12(l- e-"'))"exp{- >.,F'- 2À12t- .\2F' + ~(1- e-ot)}-
li,>.,zF'+1e-rt(>.1a 1F'-l + >.12(1- e-ot))
6'-1 
126 
(À2azt"'-1 + >.12(1- e-'l'l))õ,exp{- À1t"' 2À1zt- À2t"' + ~(1- e-'l'l)}-
c52À!2t"'+le-'l'I(À,a,t"'-1 + À1z(1- e-'l'l))6' 
(Àzazt"'- 1 + >.12(1- e-'l'l))õ,-lexp{- À1t"'- 2À1zt- À2t"' + ~(1- e-'l'l)}-
2t"' ( >.,~_,. - >.,(!_;;•-"') )cÀ,a,t"'-l + >.,,(1- e-"'))6' 
(Àzazt"'- 1 + À12(1- e-'l'l));,exp{- À1t"' - 2À12t- À2t"' + ~(1- e-'l'l)} 
~!,~:: = c5i(À,t"'-1 + À,a,t"'-'ln(t))z(À,a,t"'-1 + À,z(1 e-'l'l))ó,-2 
(Àzazt"'-1 + >.,,(1- e-'l'l)t'exp{- À1t"' - 2Ã,,t- Àzt"' + ~(1- e-'l'l)} + 
81 ( 2À, t"'-1ln( t) + À1 a,t"' -l (In( t) )2) (À1 a 1t",-1 + À12 (1 - e-'l'l) )6,-~ 
(À2a 2t"z-l + Àl2(1- e-'l'l))õ,exp{- À1t"'- 2Ã12t- À2t"' + ~(1- e-'l'l)}-
c51(À1t"'-1 + À,a1t"'-11n(t))2(À1a 1t"'-l + À12 (1- e-'l'l))6'-2 
(À2a 2t"'-1 + À12(1- e-'l'l))õ,exp{- À1t"'- 2À1,t- Àzt"' + ~(1- e-'l'l)}-
2c51À1t"'ln(t)(À,t"o-1 + À!alt"dln(t))(>.1a 1t"'-1 + À12(1- e-'l'l))6'-1 
(Àzazt"'- 1 + Àl2{1- e-'l'l));,exp{- >.,t"'- 2À12t- Àzt"' + ~(1- e-'l'l)}-
À1t"'(ln(t)?(>.la,t"'-1 + À12(1- e-'l'I))6'(À2a2t"'-1 + À12(1- c"'));, 
exp{- À1t"' - 2À,,t- À2t"' + ~(1- e-'l'l)} + 
Àitza'(ln(t))2(Àialt"'-1 + Àiz(1- c"'))6'(À2azt"'-1 + Àl2{1- e-'l'l));, 
exp{- À1t"' - 2Ã,zt- >.,t"' + ~(1- e-'l'l)} 
~!,~~; = c5,c52azt"'-1(À,t"1- 1 + À,a,t"'-1ln(t))(À,a1t"'-1 + Àl2{1- e-'l'IJt'-1 
(À2azt"'-1 + À!z(1- e-'l'l))õ,-lexp{- À1t"'- 2À1zt- À2t"' + ~(1- e-'l'l)}-
c51t"2 (À1t"1- 1 + À1a,t"1- 11n(t))(À1a 1t"1- 1 + Àl2{1- e-'l'l)/'-1 
(À2a 2t"z-l + À12(1- e-'l'l)).,exp{- À1t"'- 2À1zt- Àzt"' + ~(1- e-'l'l)}-
c5zazÀ!t"'+az-l[n(t)(À!alt"'-1 + À1z(1- e-'l'I))6'(À2a 2t"'-1 + Àl2(1- e-'l'l))ó,-l 
exp{- À1t"'- ZÀ12t- Àzt"' + ~(1- e-'l'l)}-
À1t">+azzn(t)(À1a,t"d + À12(1- e-'l'l)t'(>-za,t"'-1 + À!z(1- e-'l'l));, 
exp{- À1t"1 - 2À,,t- Àzt"' + ~(1- e-'l'l)} 
127 
::~:; = é,é2()1Jt'"-1 + .\,a,t"'-1/n(t))(.\zt"'-1 + Àzazt"dln(t)) 
(.\1a,t"'-1 + ÀJz(1- e-1<))6'-1(.\zazt"'-1 + À12(1- e-1<))"'-1 
exp{- .\,t"'- 2.\12t- Àzt"' + ~(1- e-1<)}-
61.\zt"'ln(t)(.\,t"'-1 + .\,a,t"'-1/n(t))(.\,a,t"'-1 + .\12(1- e-"'))6'-1 
(.\2a2t"'-1 + .\12(1- e-ot))"'-1exp{- À,t"'- Z.\12t- Àzt"' + ~(1 e-ot)}-
ÓzÀ1t"'ln(t)(.\2t",-1 + Àza2t"'-1ln(t))(.\1a1t"'-1 + .\12(1- e-ot)/' 
(.\2a2t"'-1 + À12(1- e-1<))"'-'exp{- .\,f"- 2.\,zt- Àzt"' + ~(1- c"')}+ 
.\1.\2t"'+"'(ln(t))
2(.\,a,t"'-1 + .\,z(1- e-"'))6'(.\za2t"'-1 + À12(1- e-1<))"' 
exp{- À1t"'- ZÀ12t- Àzt"' + ~(1- e-ot)} 
:a:g:,; = éi(1- e-1<)(.\,t"'-1 + .\,a,t"'-1ln(t))(.\1a 1t"'-l + .\12(1- e-1<))6'-2 
(.\2azt"'- 1 + .\,z(1- e-1<))"'exp{- À1t"'- 2.\,zt- À2t"' + ~(1- e-1<)}-
61(1- e-1<)(.\,t"'-1 + À,a,t"•-1/n(t))(.\,a,t"'- 1 + ÀJz(1- e-1<))6'-2 
(.\za2t"2- 1 + .\12(1- e-1<))"'exp{- À1t"'- ZÀ12t- .\zt"' + ~(1- e-1<)} + 
é1éz(1- e-1<)(.\,t"'-
1 + À,a,t"'-1/n(t))(.\,a,t"'-1 + À12(1- e-"'))6,-1 
(.\zazt"'-1 + .\12(1- e-1<))"'-1exp{- À1t"'- 2.\,zt- Àzt"' + ~(1- e-ot)} + 
261 (.\11"•-1 + .\1a 1t"dln(t)) ( !-;-"' - t) (.\1a 1t",-1 + .\12(1 - e-"'))6'-1 
(.\za2t"'-1 + .\12(1- e-"'))"'exp{- À1t"'- 2.\,zt- À2t"' + ~(1- e-1<)}-
61(1- e-1<).\1t"'ln(t)(.\,a,t"'-
1 + .\12(1- e-"'))6'-1 
(.\zazt"'-1 + .\12(1- e-1<))"'exp{- À,t"'- 2.\,zt- À2t"' + ~(1- e-1<)}-
62(1- e-ot).\1t"'ln(t)(>.,a,t"'-1 + .\12(1- e-1<))6' 
(.\za2t"'-1 + .\12(1- e-1<)),_1exp{- À1t"'- 2.\,zt- .\2t"' + ~(1- e-ot)}-
2.\1t"'ln(t) ('-;-"' - t) (.\1a 1t"'-l + .\12(1 - e-"'))6' 
(.\2a2t"'-1 + .\12(1- c"'))"'exp{- .\1t"'- 2.\12t- Àzt"' + ~(1- e-1<)} 
~!;':) = éi.\,2te-ot(.\,t"'-1 + .\,a,t"'-1/n(t))(.\,a,t"'-1 + .\12(1- e-"'))6'-2 
(.\2a2t"'-1 + >.,z(1- e-1<))"'exp{- .\,t"' - ZÀ12t- Àzt"' + ~(1- e-ot)}-
é1.\12tc"'(.\,t"'-1 + .\,a,t"'-1/n(t))(.\,a,t"'-1 + .\12(1- e-"'))6'-2 
128 
(>-zazt"'- 1 + À12(1- c"))"'exp{- >.,t"'- 2,\,zt- Àzt"' + ~(1- e-ot)} + 
8,82À12te-"(>.1t"'-1 + À1alt"'-1ln(t))(À1a1t"'-1 + À,z(1- e-"))é,-1 
(>.2a2t"'-1 + >.12(1- ·-"JJ"'-1exp{- À1t"'- 2>.12t- Àzt"' + ~(1- ·-")} + 
281 (,\1 t",-l + >.1 a 1 ta'-1ln( t)) ( ,,~-,. - >,(l.;;e_,J) (,\1 a 1 t"' -l + >.12 (1 - e-") )éd 
(>-zazt"'- 1 + >.12(1- ·-"))"'exp{- >.,t"' - 2,\12t- >.2t"' + ~(1- e-ot)}-
ÓJÀ12À!t"'+1e-otln(t)(>.,a,t"'-1 + À12(1- e-"))é,-J 
(>.2a2t"'-1 + >.12(1- e-"))"'exp{- >.,t"' - 2>-,zt- À2t"' + ~(1- e-ot)}-
D2À12À1t"'+1e-"Zn(t)(>.1a 1t"'-l + ,\12(1- e-"))é' 
(>.2azt"'-1 + >.,2{1- ·-"n"'-'=p{- >.,t"'- 2>.,2t- >.2t"' + ~(1- ·-")}-
2À,t"'ln(tJ(""~_,.- >,(l.;;e_,.))(>.1a 1t"'-l + ,\12(1- e-"))6' 
(>.2a2t"'-1 + >.12(1- e-"))"'exp{- >.,t"' - 2>.12t- Àzt"' + ~(1- e-")} 
~!,~~} = D~a~tzo'-2 (>-,a,t"'- 1 + À12(1- e-"))é'(>-zazt",-1 + >.12(1- e-"JJ"'-2 
exp{- À1t"'- 2>.12t- À2t"' + ~(1- e-ot)}-
D2a~tza'-2 (>.,a,t"'- 1 + >.12(1- e-")J''(>-zazt"'-1 + >.12(1- e-"Jl"'-2 
exp{ >.,t"'- 2,\,zt- Àzt"' + ~(1- e-ot)}-
2Dzaztza,-J(>.,a,t"'-1 + ÀJz(1- e-"))é'(>-za2t"'-1 + ÀJz(1- e-"))li,-l 
exp{ À1t"' - 2>.,2t À2t"2 + ~(1- e-ot)} + 
tza'(À1a 1t"'-1 + À12(1- e-")J''(>-za2t"'-1 + À12(1- ·-"))"' 
exp{- ,\1t"' - 2>.,2t- À2t"' + ~(1- e-ot)} 
~!,~:; = ó~a2t"d(,\2t",-1 + Àza2t"dln(t))(>.1a 1t">-1 + >.12(1- e-"))6' 
(>.2azt"'-1 + >.,2(1- e-"))"'-2exp{- >.,t"'- 2>.,2t- À2t"' + ~(1- e-ot)} + 
82t"'-1(>.,a,t"'-1 + >.12(1- e-"))é'(>-za2t"'-1 + >.12(1- ·-"))"'-' 
exp{- À1t"'- 2>-,zt- À2t"' + ~(1- e-ot)} + 
Dzazt"'-1/n(t)(>.,a,t"'-1 + À12(1- e-ot))6'(>.2a2t"'-1 + >-,z(1- e-"))li,-l 
exp{- >.,t"'- 2>.12t- À2t"' + ~(1- e-")}-
t5za2t"'-1(Àzt"'-1 + À2a2t"'-1ln(t))(À1a 1t"2- 1 + ,\12(1- e-"))é' 
129 
(>.2a 2i"'-1 + À12(1 - e-"'n"-2 exp{ - À1i"' - 2À12t- >.2t<>' + 7(1 -e-"')} -
ÓzazÀzf'a'-1ln(t)(À1a1i"'-1 + À12(1 e-"'))8'(>-zazi"'-1 + À12(l- e_,))"-1 
exp{ À1i"' - 2À12i- Àzi"' + 7(1- e-"')}-
ézi"'(Àzi"'-1 + Àzazi"'-1ln(t))(À1a1i"'-1 + >.!2(1 e-"'))8' 
(Àzazi"'-1 + À12(1- e-"'J)"-1exp{- À1i"'- 2À12i- Àzi"' + 7(1- e_,)}-
i"'ln(t)(À1a1f>'-1 + À12(1-.-"'))8'(>.za2i"'-1 + À12(1- e-"'))8' 
exp{- À1i"' - 2À12i- Àzi"' + 7(1- e_,)}+ 
>.2f'a'ln(t)(À1a1F'-1 + >-12(1- e-"'))
8'(>-zazi"'-1 + À1z(l- e-"'l)" 
exp{- >.1F' - 2À1zt- Àzi"' + 7(1- e-"')} 
:::~z;.:; = .51.5zazF'-1(1- e-"')(À1a1F'-1 + À1z(1- e-"'))8'-1 
(ÀzazF'-1 + >.12(1- e-"'JJ"-1 exp{- À1i"'- 2À12i- Àzi"' + 7(1- e_,)}+ 
.55azi"'-1(1- e-"')(À1a1f>,-1 + À12(1 c"'))8'(Àzazt"2- 1 + >-12(1- e-"'J)"-2 
exp{- À1i"' - 2À12t- Àzi"' + 7(1- e-"')}-
Ózazf>d(1- e-"')(>.1a1i"'-1 + À12(1- e-"')/'(>.zazi"'-1 + À12(1- e-"'Jl"-2 
éxp{- À1F' - 2À12i- Àzia' + 7(1- e-"')}+ 
2.5zazf''-1 ( ,_;__,- t)(>.1a1i"'-1 + >.12(1- e-"'))8' 
(>.2a 2F'-1 + À12(1- e-"'ll"-
1exp{- À1f>'- 2À12t- À2i"' + 7(1- e-"')}-
.51t"'(1- e-"')(À1a1i"'-
1 + À12(1- e-"'))8'-\>-zazi"'-1 + >.12(1- e-"'))" 
exp{- >.1F'- ZÀ1zi- Àzi"' + 7(1- e_,)}-
.5zi"'(1- e-"')(>.1a1i"'-1 + À12(1- e_,))8'(>-zazf>d + >-12(1- e-"'ll"-1 
exp{ À1i"'- 2À12t- Àzi"' + 7(1- e-"')}-
2F' e-~_,. -t )(À1a1t",-~ + À12(1- e-"'))8' (Àzazi"'-1 + )11z(l- e-"'))" 
exp{- À1i"' - 2À12t- Àzi"' + 7(1- e-"')} 
~{;~) = Ó1Ó2À1z<>zi"'e-"'(À1a1i"'-1 + À12(l- e-"'))8'-1 
(À2 a 2F'-1 + ÀJz(l- c"'Jl"-
1
exp{- À1i"'- 2>.12t- À2i"' + 7(1- e-"')}+ 




(),zazt"'- 1 + À1z(1- c"'))"-2exp{- À1t"'- 2À1zt- Àzt"' + ~(1- e-oi)}-
DzÀ12<>zt"'e-1<(À1<>1t"'-1 + À12{1- e-ol))6' 
(Àzazt"'- 1 + À12{1- e-ol))"-2exp{- À1t"'- 2À1zt- Àzt"' + ~(1- e-oi)}+ 
28zazt"'-1 ( '"~_, - '"(1'Y' e-o<)) (À1<>1t"'-1 + À1z(1 - e-ol))6' 
(Àzazt"'-1 + À1z(1- e-1<))6,-1exp{- À1t"'- 2À1zt- Àzt"' + ~(1- e-1<)}-
81À1zt"'+1e-oi(À1a1t"'-1 + À12(1- e-1<))6'-1 
(Àzazt"'- 1 + À12{1- e-ol))"exp{- À1t"'- 2À12t- À2t"' + ~(1- e-oi)}-
8zÀ1zt"'+1e-oi(À1<>1t"'-1 + À12(1- e-ol))6' 
(Àz<>zt"'-1 + À12(1- e-ol))"-1exp{- À1t"'- 2À12t- Àzt"' + ~(1- e-1<)}-
2t"'('"~_,- '"(1,fe_,))(À1<>1t"'-1 + À12(1- e-1<))6' 
(Àzazt"'- 1 + À12(1- e-1<))"exp{- À1t"'- 2À12t- Àzt"' + ~(1- e-1<)} 
a'J(t,B) = b2(À t"'-1 +À a t"'-1ln(t))2(À a t"'-1 +À (1 - e-1<))6' &").80:2 22 22 11 12 
(Àzazt"'-1 + À12(1 - e-ol))o,-z exp{ - À1t"' - 2À12t- Àzt"' + ~(1- e-1<)} + 
8z(2Àzt"'-1in(t) + Àzazt"'-1(ln(t)) 2)(À1a 1t",- 1 + À12(1- e-ol))
6' 
(Àzazt"'-1 + ÀJz(1- e-ol))"-1exp{- À1t"'- 2À12t- Àzt"' + ~(1- col)}-
Sz(Àzt"'- 1 + Àzazt"'-1ln(t))2(À1a 1t"'-1 + À12(1- e-1<))
6' 
(Àzazt"'-1 + ÀJz(1- e-1<JJ"-2exp{- À1t"'- 2À1zt- Àzt"' + ~(1- e-oi)}-
28zÀzt"'ln(t)(Àzt"'-1 + Àz<>zt"'-1ln(t))(À1<>1t",-J + ÀJz(1- e-1<))6' 
(À2azt"'-1 + À12{1- e-ol))"-
1exp{- À1t"'- 2À1zt- Àzt"' + ~(1- e-oi)}-
Àzt"'(ln(t))2(À1a1t"'-1 + À12(l- e-1<))6'(Àzazt"'-1 + À1z(l- e-oi))" 
exp{- À1t"'- 2À12t- Àzt"' + ~(1- e-oi)}+ 
X3t2"'(in(t))2(À1<>1t"'-1 + À1z(l- e-oi))6'(Àzazt"'-1 + À1z(l- e-1<))" 
exp{- À1t"'- 2À12t- Àzt"' + ~(1- e-oi)} 
;~z:; = 818z(1- e-"')(Àzt"'-1 + Àz<>zt"'-1ln(t))(À1a 1t"'-1 + À12(1- e-ol))6'-1 
(À2<>2t"'-1 + À1z(1- e-1<))"-1exp{- À1t"'- 2À12t- Àzt"' + ~(1- e-1<)} + 




(.\zazt"'-1 + À12(1- e-ot))"'-2exp{- .\1t"'- 2.\12t- .\zt"' + ~(1- e-ot)} + 
&,(1- e-ot)(.\zt'"-1 + À2azt"'-1ln(t))(.\,a,t"d + .\12(1- e-ot)t 
(.\2a 2t"'-1 + .\12(1- e-ot))"'-'exp{- .\1t"'- 2.\,,t- .\2t"' + ~(1- c"')}+ 
2<52(.\2!"'-1 + .\za,t"'-
1/n(t))( '-r'- t)(.\1 a 1 t",-~ + .\12(1- e-"'))6' 
(.\2a 2to,-l + À12(1- e-"'))"'-
1exp{- .\1t"'- 2.\,,t- .\2t"' + ~(1- e-ot)}-
<51.\2t"2/n(t)(1- e-ot)(.\1a 1t"•-1 + .\12(1- e-ot))
6
'-
1(.\2a 2t",_, + .\12(1- e-"'))"' 
exp{- .\1t"' - 2.\12t- .\2t"2 + ~(1- e-ot)}-
é2.\2t"'/n(t)(1- e-ot)(.\1a1f"'-l + .\12(1- e-ot))6'(.\2a2f",-1 + À12(1- e-')tnó,-l 
exp{- .\1t"' - 2.\1zt- .\2t"2 + 
2~" (1- e-ot)}-
2.\2!"2 /n(t) ( ,_;_,. - t) (.\1a 1t"•-1 + .\12(1 - e-ot))'' (.\2a 2rz-l + .\12 (1 -e-"'))"' 
exp{- .\1t"•- 2.\12t- .\2t"2 + ~(1- e-ot)} 
~~;':) = <5,&,.\,,te-ot(.\zt"'-1 + Àza2t"'-11n(t))(.\1a 1t"•-1 + .\12(1- e-'r'))''-
1 
(.\2a 2t"'-1 + .\,,(1- e-"'n"'-'exp{- .\,t"'- 2.\1zt- .\2t"' + ~(1- e-"')}+ 
é§.\12te-ot(.\zt",-> + À2azt",_,ln(t))(.\1a1t"'-l + .\12(1- e-ot))'' 
(.\zazt"'-1 + .\12(1- e-ot))"'-2exp{- .\1t"'- 2.\,zt- .\zt"' + ~(1- e -'ri)}-
éz.\12te-ot(.\zt"'-1 + .\zazt"'-1ln(t))(.\1a1t"•-1 + .\12(1- e-ot))'' 
(.\zazt"'-1 + .\12(1- e-ot))ó,-Z exp{ - .\1t"' - 2.\12t- .\zt"' + ~(1 - e-ot)} + 
2é2(.\zt",-1 + .\,a,t"'- 1 /n(t))('"~...,- -X,(,;•...,J )C.\1a 1t"•-1 + .\12(1- e-"'))6' 
(.\zazt"d + À12(1- e-"'))ó,-lexp{- .\,t"•- 2.\12t- .\2t"2 + ~(1- e-ot)}-
é1.\12.\zf'2+1e-otln(t)(.\,a,t"•-1 + .\1z(1- e-"'))
6
'-
1(.\zazt"'-1 + .\,,(1- e-"'))"' 
exp{- .\1t"' - 2.\,,t- .\,t"' + ~(1- e-'r')}-
<52 .\12.\2t"2+1e-"'ln(t)(.\1a 1t"•-1 + .\12(1- e-"'))
6
'(.\2a 2t"2- 1 + .\12 (1- c"'))ó,-l 
exp{- .\1t"' - 2.\12t- Àzt"' + ~(1- e-ot)}-
2.\2t"21n(t) ( .~,~..., - b(l;e_.,.)) (.\1a 1t"•-1 + .\12(1 - e-ot))
6' 
(.\2a 2t"d + .\,,(1- c"'))"'exp{- .\1t"•- 2.\1zt- .\2t"' + ~(1- e-ot)} 
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:;;,~:;, = éi(1- e-'>')2(>,1a1t"'-1 + >.12(1- e-'>'))ó,-2 
(>.2a2t"'-1 + À12(1- e-'>')).,exp{- À1t"'- 2>.12t- À2t"' + ~(1- e-'>')}-
61(1- ·-"')2(>.1a1t"'-1 + >.12(1- ·-"'nó,-2 
(>.2a2t"'-1 + À12(1- e-ot)).,exp{- À1t"'- 2>.12t- À2t"' + ~(1- e-ot)} + 
26162(1- e-'>')2(>.1a1t"'-1 + >.12(1- e-"'))ó.-1 
(>.2a 2t"'-1 + À12(1 - e-"')).,_
1 exp{ - À1t"' - 2>.12t- >.2t"' + ~(1- e-"')} + 
461(1- e-"'l( 1-;--,.- t)(>.1a1t",-1 + >.12(1- e-"'))ó'-
1 
(>.2a 2t"'-1 + À12(1- c"')).,exp{- À1t"'- 2>.12t- >.2t"' + ~(1- e-'>')}+ 
6~(1- e-o<)2(>.1a1t"'-1 + >.,(1- e-"'))ó'(>.2a2t"'-1 + >.12(1- e-ot))ó,-2 
exp{ - >.1t"' - 2>.12t- À2t"' + ~(1- e-ot)}-
61(1- e-"')
2(>.1a1t",-1 + À12(1- e-ot))ó'(>.2a2t",-1 + >.12(1- e-'>')).,_
2 
exp{- À1t"1 - 2>.12t- À2t"' + ~(1- e-'>')}+ 
462(1- e-"'l( 1-;--,.- t)C>.1a1t",-1 + >.12(1- e-"'))ó' 
(>.2a 2t"'-1 + >.12(1- e-"')).,_
1 exp{ - À1t"' - 2>.12t- À2t"' + ~(1 -c'>')} + 
2( 1_;--,.- t)" (>.1a1t"'-1 + À12(1- c"'))ó'(>.2a2t"'-1 + À12(1- e-"'))., 
exp{- À1t"'- 2À12t- À2t"' + ~(1- e-'>')} 
~c:;= éi>.J2te-'>'(1- ·-"')(>.1a1t"1- 1 + À12(1- c'>'))ó'-2 
(>.2a2t"'-1 + À12(1 e-"')).,exp{- À1t"'- 2>.12t- À2t"' + ~(1- e-ot)} + 
61te-o<(>.1a1t"'-1 + À12(1- e-ot))ó'-
1(>.2a2t"'-1 + À12(1- e-"'))ó, 
exp{- >.1t"1 - 2>.12t- À2t"' + ~(1- e-o<)}-
81Àde-ot(1- e-"')(>.1a1t"'-1 + À12(1- e-o<Jt'-2 
(>.2a2t"'-1 + >.12(1- e-"')).,exp{- >.,i"'- 2>.12t- À2t"' + ~(1- e-ot)} + 
26182À12te-ot(1- e-"')(>.1a1t",-1 + >.12(1- e-"'lt'-1 
(>.2a2t"'-1 + >.12(1- e-ot)).,_1exp{- À1t"'- 2>.12t- À2t"' + ~(1- e-'>')}+ 
28,(1- cot)(""~__,.- "'"(1,f'-"'l)(>.1a 1t"'-1 + >.12(1- e-"')).,_1 
(>.2a 2t"'-1 + >.12(1- e-"')).,exp{- >.,t"'- 2>.12t- À2t"' + ~(1- e-'>')}+ 
éi>.12te-'>'(1- ·-"')(>.1a1t"'-1 + >.12(1- e-'>'))ó' 
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(À2<>2t"'-1 + À12(1- e-'lf))"-2exp{- À1t"'- 2À12t- Àzt"' + ~(1- e-'lf)} + 
b2te-"'(À1<>1t"'-1 + >-12(1- e-'lfJt' 
(À2<>2t"'-1 + À12(1- e-'lf))"-1exp{- À,t"'- 2À1zt- Àzt"' + ~(1- c"')}-
Ó2À12te-'lf(1- e-'lf)(À1<>1t",-1 + À12(1- e-'lf))8' 
(À2<>2t"'-1 + À,z(1- e-'lf))"-2exp{- À1t"'- 2À12t- Àzt"' + ~(1- e-'lf)} + 
2bz(1- ·-"'J( ""~_,.- ""('.;:;'...,.l)(>-,a1t"'-1 + À12(1- e-"'))8' 
(Àza2t"2- 1 + >-,2(1- c"'Jl"-1exp{- À1t"'- 2À1zt- Àzt"' + ~(1- e-'lf)} + 
261À12te-ot ( 1_;_., - t) (>-, <>1 t"' - 1 + À12(1 - e-'lf) )6'- 1 
(À2a 2t"2- 1 + À12(1- e-'lf))"exp{- À1t"'- 2À12t- Àzt"' + ~(1- e-'lf)} + 
262À12te-ot( ,_;_.,- t)(À1<>1t"'-1 + À12(1- e-'lf))8'-1 
(Àz<>zt"'-1 + À12(1- e-'lf) )"'exp{ - À1t"' 2À12t- À2t"' + ~(1 - e-'lf)} + 
2('':;"- 1-;,...,.)c>-,a,t"'-1 + >-12(1- .-"'ll'' 
(Àzazt"'-1 + ÀJz(1- e-'lf))"'exp{- À1t"' - 2À12t- Àzt"' + ~(1- e-'lf)} + 
4( 1-;--- t) ("''~_.,- ""(1.;:;•_,.) )<>-1<>11:"'-1 + >-12(1- e-'lf))8' 
(~2a2t"z-l + >-12(1- c"'))"'exp{- À,t"'- 2À12t- À2t"' + ~(1- e-'lf)} + 
a'l,r:;:) = 6i>-i2t2e-2'lf(,X,a1f:"d + >-12(1- e-'lf))''-2 
(À2a2t"2- 1 + >-12(1- e-'lf))8'exp{- À1t"' - 2>-,zt- À2f02 + ~(1- e-'lf)}-
6,>-,2t2e-'lf(ÀJ<>1t"'-1 + À12{1- e-'lf))8'-1 
(À2a 2f:"d + À12(1- e-'lf))"'exp{- À,t"'- 2À,zt- À2t"' + ~(1- e-'lf)}-
61ÀI2t2e-2'lf(À1<>Jt"'-1 + >-12(1- e-'lf))''-2 
(À2a 2t"2- 1 + >-12(1- e-'lf))"exp{- À,t"'- 2À,zt- À2t"' + ~(1- e-'lf)} + 
26,6z>-i2t2e-
2"'(À1alf:"d + À12(1- e-'lf))8'-1 
(À2azt"'-1 + >-12(1- e-'lf))õ,-l exp{- À1t"' - ZÀ12t- Àzt"' + ~(1- e-'lf)} + 
461À12te-'lf ( ""~_, - "d'_;:;'_.,)) ( À1 <>1 t"'-1 + À12(1 - e-'lf) t'- 1 
(À2a 2t"2- 1 + À12(1- e-'lf))"exp{- À1t"'- 2>-,zt- À2t"' + ~(1- e-'lf)} + 
6~Ài2t2c2"'(À1alt"'- 1 + À12{1- e-'lf))8' 
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(À2a2t"'-1 + ;>,12(1- e-"'))"-2exp{- À1t"'- 2À12t- À2t"' + ~(1- e-ot)}-
Ó2À12t2e-ot(À1a1t"1- 1 + À12(1- e-ot))6' 
(À2a2t"'-1 + ;>,12(1 - e-"'ll"-1 exp{ - À1t"1 - 2À12t- À2t"' + 2~" (1 - e-ot)} -
Ó2Ài2t2e-
2"'(ÀJ0!1t"'-1 + À12(1- e-ot)i' 
(À2a2t"'-1 + À12(1- e-"'ll"-2exp{- À1t"'- 2À12t- À2t"' + ~(1- cot)} + 
4Ó2À12te-ot ( ""~__, -'d1,f'"""J) (À1 a1 t"1- 1 + À12(1 - e-ot) )6' 
(À2a2t"'-1 + À12(1- e-"'))"-1exp{- À1t"'- 2Àd- À2t"' + ~(1- e-ot)} + 
( 4 >,(1-f'_,.) 4""-f-"' - 2""'~'""") (À1a 1t"1- 1 + ;>,12(1- e-"'))6' 
(À2a2t"'-1 + À12(1- e-"'))"exp{- À1t"'- 2À12t- À2t"' + ~(1- e-ot)} + 
4( ""~""" - ""(1,;;'4') r (À1a1t"'-1 + À12(1- ·-"'ll'' 
(À2<>2t"'-1 + À12(l e-ot))6,- 1exp{- À1t"' - 2À12t- À2t"' + ~(1- e-ot)} 
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Apêndice F 
Derivadas da função log-verossimilhança do modelo 
ACBVW 
Neste apêndice são dadas as derivadas da função log-verossimilhança em relação aos 
parâmetros. A utilização destas derivadas foram para a obtenção das estatísticas de escore, matriz 
de informação observada e, por fim, para demonstrar as condições de regularidade. Considerou-se 
a função log-verossimilhança dada por: 
.1!(811') =.Ê { Ó1j log(>.Iadj'-1 + >.12(1- e-'"fl;)) + ó2ilog(À2a2tj'-1 + >.12(1- e-rt;)) 
J=l 
+ { - À1tj' - 2>.12ti- À2tj' + 2;' (1- e-'"fl;)}} 
Como as amostras são independentes e identicamente distribuídas, é suficente considerar 
somente o log da densidade do indivíduo j. 
A) As primeiras derivadas parciais da função log-verossimilhança são dadas como: 
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B) As derivadas segundas multiplicadas por (-1) são dadas como: 
8'1:.(8) -axr 
a' C(8) 














- Bazffr = 
8'1:.(8) -
- 8A:zÀI2 -













Ólj (2..\ 1 tj1- 1ln(tJ)+Àt OJ t';: -l (ln(tJ) f2 
.\1a 1tjl-1 +>..12(1-e--;ti) 
611 ÀJt.(-
1
+..\1a 1t?-1In(t1) (1-e-'111) 
( .\1a'lt.( -I +..\1z (l-e -;ti)) 
( 
<tj-1 ..,-11 ( l) __,. 61; .\1t; +.\1a1t1 n ti À12t;e 1 







Ó<./.i( 2..\ztf'-1ln(t;)+..\za2tj2-1 (ln(t;))2) 
..\2a2tj2-1 +..\12 (1-e-rfi) 




1 +..\zazt.(-1ln(t;)) (l-e --'rtJ) 
(>.zaztfl 1 +>.1z(l-e--rti)) 
Ó2i ..\ztf-1 +ÀzaztÇ-1ln(tJ) Àl"zt1-e --rti 




(>.la:ltjl-1+>-lz(l-e--PJ)) + (>.zo:zt7 1+..\lz(l-e--Pí)) 
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IPC(B) 
- a>.121h = 
Ó2·t·e--rt.i á:li( l-e --rti)>.1ztie -"fli ( ...,.) ...,. 
+ + 2 2.=.:.__!_ - 2 ~ .\za::/? 1 +..\1Q(l-e-r'i) ( ..\zazt}2-1 +..\12 (1-e-rli)) i' ' 
IPC(B) - a::r = ÓJjÀ126e -rti + 81i.>..!26 (e 4fi)
2 
Ó<.J_rÀ.126e -r'j 
+ ÀJO:Jtjl 1 +.\12(1-e--rfi) ( ÀJO:Jtjl 1+..\lz(l-e--"tfi)) + >.2a 2t'j2 1 +..\12 (1-e---rli) 
C ) Terceiras derivadas da função log-verossimilhança 
- 2 ÓJoffl{aJ-1) 
- (..\1a 1t"'l 1+.>.12 (1-e--rt))s 
f?C(8) = - 2 Ó;~J.p(aJ-1) 2 






2 (>.1a:1t"l 1 +.\12(1-e-rt)} 
i!' C({{) 
a>.j8>.l8Àz = o 
/i'C(B) 




8>.18A;8; - (>.1o:1t"'l 1+>.12{1-e-rt))3 
li'C(8) õ,t"'-'ln(t) 
8>..18a18o:1 = 2 (..\1o1t"l-1+>.12(1 e--ri)) 2 
ÓJ.é"J -l) (>.1t"l-1 +ÀJO:Jt"I-1ln(t)) ó1a 1t< .. J -ll(ln(t))2 
(>. 1 o:1~ 1+>..12 (1-e-rt)) + (ÀJO:Jt"l-1+..\12(1 e-r')) 
2 
ÓJO:Jt(<>J-l)Jn(t) (.\It<'1-1+..\JetJt"'I-1ln(t)) + 
2 
ÓJO:lt(<>J-l) (A1t"1-1 +.\1 O:Jt"1-1ln(t) )
2 
(> .. Jo:It"'l 1+>.rz(l-e-rt))1 (>.1o:1t"'t-1+>.12(1-e-rt))
3 
ó1o:1t(<>1-1l ( 2.\1t"l - 1ln(t)+.\1a 1fl'l-1 (ln(t))
2) 
{A1a 1t"'I 1+)..12(1-e-rt)) 
- t"'1 (ln(t))2 
li' C({{) 











ó1o:1tC"'I-1)Jn(t)(1-e-,.t) + 2 61 o:1t("1-
1) ()..lt"1-1+)..1o:1t"1-1ln(t)}(1-e-ri) 
(Atc:t;t"'l 1+)..n(1-e-;t))2 (AJO:tt"l 1+)..12(1-e--rl')) 
ÓJO:tÀ12t"1In(t)e-;t + 
2 
ÓJO:JÀt2t"'Ie-'J'Í (Art"'l -l +À!O:Ifl'I-1ln(t)) 







8)qÔÀJzÔÀJZ - (..\1a 1t<l'r 1+>.12(1-e-rt))
3 
&'C(B) _ 2 óro:rÀrzt""l(1-e-,.t)e-rt _ ó·a t<rre-rt 
8>..18>.rzfh - (> .. l'::r1t<"r 1+A1z(l-e41))
3 (..\1a 1t""l 1+.\12(1-e--"tt)t 




8>.rfrt&-r (>.rart"'l 1+ÀJz(l-e41)) (.\ra:rt"l 1+Àrz(l-e-"1'1))2 
&C(B) _ 61 3.\1t"1-1 (ln{t))
2+.\1afFI-1(ln(t))
3 
_ 81 2>.1t"1-1ln(t)+..\1a 1FI-1{1n(t))
2)(>.1t<"I-1+)qa:rt"r1ln(t)) 
8a18ar8a1 - (>..rart<"l- +.\12(1-e-rt)) 3 (>.1aft"1 1+>.12(1-e-rt)) + 
26,(.1,,.,-'+Ã,a,t"l-1/n(tl)' - .À fi"' (ln(t) )' 
(.\ra:rt'''J-1 +.\rz(l-e-rt)) 

















sl{.\rt"'I-1+ÀIO.JF1-1ln(t)){1-e41)..\rzte-'l1 _ lil(.>.It"'I-1 +..\Jalt"'l-1 ln(t))t~-'l1 
8a18..\dYy - (..\raft<>J 1+..\12 (1-e--rt)) (..\1a1t"'l 1 +>.12(1-e4f)) 





8a1fh&r - (.>.1o 1t"'l-1+..\12(1-e-'l1)) + (.>.1a 1t"'l 1+..\12(1-e--rt)) 
& C(B) - 2 &.io~(az-1) 
8..\28..\28..\2 - (.>.2a2t"'2 1+>.J2(1-e-'l1))
3 




_ &.~o:%flCaz-ll>. 12te-rl 




&.~oãfl(a:;-l)ln(t) i5::o:~fl(a:;-l)(..\2F2-1 +..\2a2t"2-1 ln(t)} 





&..t(<>z-l)(>.zt"'2-1+..\2o2t"'2-1ln(t)) + ~o2tlaz-1l(ln(t))2 
8..\z8oz8o2 - (>.2o:zt"'2 1+Ãiz(1 e-'l1)) - (..\2a 2t<'2 1+.>.12 (I-e--rt))
2 (..\2o::at"'2 1+.\12{1 e--rt)) 
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2 
ó:;a:~t<<>2-l)In(t) (>.zt<"2-1+>.za2F'2-1ln(t)) + 
2 
ó:ta2t-Z<>2-l) (>.2t'"2-1 +>.2o2t'"2-1ln(t) )2 
(>.:~oit"Z-1 +.\12(1 e-rl))2 (>.za2t"'2 1+.\12{1-e-"'!1'))3 
&..a2t('"2-l) 2.\2F2-1 ln(t)+>.:~azt<>2-1 (ln(t) )2) 
( >.2o2-F2 -l +>.12 ( 1-e-rl)) 
t"'(ln(t))2 
õ:.a2tC'"2-1ltn(t)(1-e-rl) 2 
8:J:o:~t{<>2-l) (>.2F2-1+.\2o2F2-1ln(t)} (1-e-rt) 
1 i+ 1 3 (>.:~o2t'"2 +>.1:~(1-e-rt)) (>.za2t"'2 +>.12(1-e-rl)) 
&:l>.nt«ze-rt _ 
(>.2a:~t"2 1 +.\J:~(1-e-rl))2 
&.!o2.\1zt'"2ln(t)e-rl + 2 &.~a2À12t'"2 (.\2t""2-
1+.\2a2t<"::-1ln(t))e-rl 










3 8>.28>.128-y (>.2o:2t«z-1+>.12 (1-e-rl)) 
éPC(B) _ 2 &.!az>.fgt<>2+
1e-2-r' + ó:!a2>.nt<>z+1e--rt 
8>.2&-rfh - (.\2a 2t"2 1 +>.J:~(l-e-rl))3 (..\:~a2t'"2 1+.\12(1-e-rl))2 
fP L(B) &.! ( 3..\2t'"2-1 (ln(t))2 +.\2o2t'"2-1 (ln(t))3 ) 6:. ( 2Ã:!t<>z-1ln(t)+..\2a2t"2-1 (ln(t) )'J) (>..:~t"2-1 +>..2o2t"2- 1 ln(t)) 
8a28o:2aa2 = (>.2a2t<"2 1 +ÀJ:~(l e-rl)) - 3 (À2a2t<>z 1+..\Jz(l-e--;l)) + 
2ó,(.\2t"'-'+>za2t"2-'ln(t))' _ À2t"'(ln(t))3 (..\2a2t"2-1 +ÀJ2(1-e"""11)) 
[j3 L(U) &.! (2.>..2t<>z-1In(t)+À202t"2-1(In(t))2) (1-e--rl) 6:. (.>..2taz-1+>.2a2t"2-1ln(t) t(1-e-"f1) 
,''-i="í-i.- = - 1 ' + 2 ' ' 8az8a:~8>.12 (>.:~a:~t"2- +..\12(1-e--rl)) (>.2o:2t"2 "'+À12(1-e-rl)) 
Ó2 2..\2F2-11n(t)+À:~a2t<>z-l (ln(t))2 .\12te-rt áz (>.2t"2-1+À2a 2F2-1ln(t) )
2 .>..12te-rl - +2~~~~~~~=-
2(À2Ct2t"!l 1+..\12{1 e-ri)) (.>..2a2t'"2 1+ÀJ2(1-e"""11)) 
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Apêndice G 
Métodos de geração de dados bivariados 
A geração de dados rnultivariados nem sempre é simples. Um método bem conhecido e 
utilizado na literatura é o da rejeição. No entanto, às vezes se toma difícil encontrar urna 
distribuição que seja fácil de gerar e que seja um "envelope" da distribuição desejada, 
principalmente quando deseja-se a geração de dados bivariados. O problema nesta situação de se 
considerar urna distribuição bem geral, é que a taxa de rejeição pode se tomar muito alta 
dependendo dos parâmetros que se deseja e a eficiência do método tende a ser muito baixa. Um 
método alternativo utilizado para comparação foi o método de Monte Carlo via cadeias de 
Markov, e posteriormente foi considerado o método baseado na formulação do modelo ACBW1. 
Método da rejeição 
Para a geração da amostra bivariada utilizando o método da rejeição foi considerado a 
técnica da fatoração em densidades condicionais (Johnson, 1987), 
A vantagem da utilização desta fatoração é a necessidade de gerar somente amostras 
univariadas para a obtenção desta amostra bivariada. Para encontrar a amostra aleatória com 
função densidade de probabilidade f ( t) no caso univariado, deve-se procurar urna função 
densidade g(t) tal que: f(t) < g(t).K, onde K > 1 e g(t) é conhecida e facilmente gerada 
(Bouleau e Lépingle, 1994). 
Métodos de simulação Via Cadeias de Markov (MCMC) 
O objetivo da simulação via cadeias de Markov é simular um passeio aleatório no espaço 
da variável aleatória X que converge para uma distribuição estacionária, a distribuição conjunta 
p(.,YI8) (.,Y multiparamétrico e e é o espaço de parâmetros), ou seja, deve-se criar um processo 
cuja distribuição estacionária seja especificada por p(J'I8), e simular um grande número de 
iterações até atingir estacionariedade. Este problema pode ser colocado dentro de um contexto 
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genenco de geração de uma distribuição qualquer sem qualquer referência ao processo de 
inferência Bayesiana (Gamerman, 1996). 
Este método consiste em obter amostras aleatórias de densidades condicionais não-regular 
p(X;jX1, ... , X;_1,Xi+1, ... ,Xk) ou simplesmente p(X;IK(i)), separadamente. Se a densidade 
condicional é conhecida, é utilizado o amestrador de Gibbs. Esta técnica é usada para gerar 
variáveis aleatórias de uma distribuição sem usar sua densidade. Em geral, é usada para gerar 
amostras de uma distribuição de dimensão grande e muitas vezes, não-regular, com K variáveis 
aleatórias K = {X1,X2 , ••• , Xk} e o objetivo principal é gerar uma amostra aleatória de sua 
distribuição conjunta p(XI,Xz, ... , Xkj8) ou p(%18). Geman & Geman (1984) mostram que se 
r é suficientemente grande, o ponto h-dimensional (xirl, X~'l, ... , Xi'l) produzido na r-ésima 
iteração do esquema amostrai converge em distribuição para p(X1, Xz, ... , Xkl8). xYl pode ser 
considerado como uma observação simulada de p(X;j8), i= 1, 2, ... , k, que é a distribuição 
marginal de X;. Replicando o processo acima B vezes, obtem-se B vetores 
{x(r) x<r) x<rl - 1 2 E} d d ' . d a1 . 19 , 29 , ••• , kg, g- , , ... , que po e ar a convergenc1a o gontmo. 
Quando as distribuições condicionais não são conhecidas, uma solução alternativa é a 
utilização do algoritmo de Metrópolis-Hastings. Para este método, suponha que se deseja obter 
amostras de uma densidade não-regular p(X;jX1, ... , X;_1,X;+I, ... ,Xk)ou simplesmente 
p(X;IK(i))· Deve-se definir o Kernel de transição q(X, Y) da distribuição p(X) que representa 
p(X;IK(i)), que transfornJa X em Y. Se X é uma variável real com amplitude em toda reta R, 
pode-se construir q tal que Y +-X+ uz, com z ~ N(O, 1 ), onde u2 é a variância condicional 
de X em p(X). Se X é limitado e com amplitude (a, b), usa-se uma transformação que leva 
(a, b) em ( - oo, oo ), o Kernel de transição q e aplica-se o algoritmo de Metrópolis-Hastings (M-
H) para a densidade da variável transformada (Achcar, 1997). 
O algoritmo de M-H é dado por: 
i) Iniciar com um valor X(0) e o indicador de estágio j = O; 
ü) Gerar um ponto Y de acordo com o Kernel de transição q(XU), Y); 
iü) Atualizar XU) por XU+I) = Y com probabilidade,p(.) = min{ 1, :;J))~~::;J))} e 
permanecer em x(j) com probabilidade 1 - p(. ). 
iv) Repetir os estágios (ü) e (iü) até conseguir uma distribuição estacionária. 
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NOTAS: 
1) O algoritmo M-H é especificado pela densidade candidata para geração q(x, y); 
2) Se um valor candidato é rejeitado, o valor atual é considerado na próxima etapa; 
3) O cálculo de p(.) não depende da constante normalizadora; 
4) Se a densidade candidata para geração dos dados for simétrica, i.é, q(x,y) = q(y,x), a 
probabilidade de movimento se reduz a p(Y) / p ( xW), assim, se p(Y) > p (X (i)) , a cadeia se 
move para Y, em outra parte, ela se move com probabilidade p(Y) = p(XUl).Em outras 
palavras, um salto na direção "ascendente" é sempre aceito, um salto na direção 
"descendente" é aceito com uma dada probabilidade. 
Se p(x) acima puder ser particionada em duas funções, 'lj;(x) e h(x ), isto é, se 
p(x) ex: '1/J(x)h(x), onde h(x) é uma densidade conhecida que pode ser simulada e 'lj;(x) é 
uniformemente limitado, pode-se considerar a função Kemel q(x,y) = h(y) para gerar os 
candidatos. Neste caso, a probabilidade de movimento só exige o cálculo da função '1/J, e é dado 
. { ,p(Xli-Hl) } 
por: p(.) = mm 1/>(XUl) , 1 
· Verificação da Convergência. 
Para se verificar a convergência do método, deve-se iniciar com várias ( m 2:: 2) cadeias de 
Markov paralelas, com valores iniciais amostrados de uma distribuição bem espalhada. Após as 
cadeias atingirem estacionariedade, por exemplo na t-ésima iteração, considerar as realizações 
Xj, Xj+ho xj+2ho ••• , xj+Nh, para j::::: t como uma amostra aleatória da distribuição desejada. 
Assumir h razoavelmente grande de tal forma que 2 valores X's sucessivos sejam independentes 
(este passo é importante para se obter amostras independentes e identicamente distribuidas). A 
convergência do algoritmo pode ser monitorada usando a técnica proposta por Gelman & Rubin 
(1992). Esta técnica consiste em estudar as variâncias dentro e entre as cadeias. Se cada sequência 




g = "''"''-;! -=--;-;--
n (m 1) 
onde X;. são m médias baseadas nas n últimas iterações da sequência, e 
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m 
L:Sl w i=l = --;;::;-, 
Note que * representa a variância entre as m médias das sequências e W representa a 
média das m variâncias dentro das sequências. A variância da distribuição estudada pode ser 
estimada por: 
&2 = n-l W + li( e a média é estimada por il =X. 
n n 
Resultado: 
Xl8 tem uma distribuição aproximadamente t de Student 
/V= J'a + ,;;n e graus de liberdade df = v~~~), onde: 
A 
com centro u, desvio padrão 
Var(V) = (<n:llr ~var(sn + (:_;,1 ) 2 m:_1112 + 
2(m+l)(n-l) n [ ( 2 x2) X ( 2 X )] 
mn2 m cov si ' i. - 2 .. cov si ' i. 
Com as variâncias e covariâncias estimadas obtidas dos m valores amostrais de X;. e s;, o 
d/ -> oo quando n -> oo. O fator de redução de escala potencial é estimado por, 
R< (g,)df 
V R = (df-2), que decresce para 1, quando n-> oo. 
Interpretação : R é a razão do estimador da variância atual para a variância dentro-sequência, 
com um fator que leva em consideração a variância extra da distribuição t de Student. Se esse 
fator JR é alto, deve-se considerar mais simulações para que ocorra a convergência para a 
distribuição estacionária. Se R é:= 1, isto indica que a convergência ocorreu. 
Método baseado na formulação do modelo ACBWl 
Ryu (1993) propõe um método para gerar a distribuição ACBWI. Esta proposição é 
inteiramente baseada na formulação do modelo. O algoritmo para gerar uma amostra bivariada 
Weibull é dada por: 
1. Gerar X1 ~ W eibull(>.1 , ai) e X2 ~ W eibull(>.2, a2) (independentemente); 
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2. Gerar Y1, Y2, ... , YJ+l ~ exp(À12) (independentemente), onde J E _z+ 
3. Gerar V fi, j = 1, 2, ... , J e i= 1, 2, de uma distribuição exponencial truncada em Yi+l· O 
procediniento para a geração desta distribuição truncada é dado por: 
3.a. Gerarvfi ~ exp(js;); 
3.b. Se VjJ > Yj+J, voltar ao passo 3.a; 
3.c. Se VjJ ::::; Yi+!, aceitar este valor para a geração do próximo valor, até que j = J. 
4. Calcular Pfi, j = 1, 2, ... , J e i= 1, 2, onde: 
pli = 1 - e-s,!J2 
Pfi = exp[- (s;y2 + 2s;y3 + ... + (j- 1)s;yj)]{1- exp(- jS;Yí+l)}, 
j = 1, 2, ... , J e i= 1, 2. (Pfi é a probabilidade de mixtura da variável aleatória Z;) 
5. Gerar Z;. Para a geração destes números poderíamos utilizar uma das seguintes formas: 
5.a. Gerar uma distribuição multinomial de diniensão J com uma única observação, ou 
seJa: 
X; ~ Multinomial(PI;, P2;, ... , PJi) 
Assim, para cada X;, teremos o valor 1 somente no j-ésinio elemento e zero nos demais, 
logo, Z; = Tj +V fi, onde Tj = Y1 + Y2 + ... + Yí; 
5.b. Um algoritmo utilizado por Gentle e Keooedy (1980) é dado pela seguinte forma: 
5.b.l. Gerarx; ~ U(0,1); 
5.b.2. j = min(tpki > x;); 
k k=l 
5.b.3. Z; = Tj + Vji. 
6. T1 = min(X1, Z1) e T2 = min(X2, Z2) 
7. Voltar para 1. 
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Apêndice H 
Testes de hipóteses 
Como as condições de regularidade do modelo estão satisfeitas e, portanto, as 
propriedades assintóticas dos estimadores de máxima verossimilhança são válidas, pode-se utilizar 
os testes de hipóteses clássicos baseados na verossimilhança: de Wald, escore de Rao e razão de 
verossimilhança. Para o teste de hipótese de alguns elementos do vetor de parâmetros, considere a 
seguinte partição: 8 = (81 , 82), onde 81 é um vetor de dinlensão r contendo os parâmetros a 
serem testados, e 82 é um vetor de dinlensão s de parâmetros de perturbação. Sobre a hipótese 
nula, Ho : 81 = 810 , o estimador de máxima verossimilhança de 82, 82 tem as seguintes 
propriedades assintóticas: 
onde n é o tamanho da amostra, 
que são as submatrizes de dimensão s x s da matriz de informação observada 
'I* = [!e,e, !e, e,] e da matriz de informação de Fisher I* = [Ie,e, Ie,e,], 
Ie,e, Ie,e, Ie,e, Ie,e, 
respectivamente. As outras subrnatrizes de I* são definidas similarmente como: 
Ie,e, =n-1E[-<&Jô!hô1J;)logL(8)1 ], Ie,e, = n-1 E[-<&fôiJ,ôiJ~)logL(O)I ], 
fh =810 th =fho 
Ie,e, =n-1E[-<&fôiJ1ôiJ;JlogL(8)1 ]. Eles são estimados por Ie,e" Ie,e, e Ie,e, 
8t=8w 
respectivamente, ou seja, são as sub-matrizes de menos a derivada segunda da função de 
verossimilhança no ponto 81 = 810, 82 = 82. Se n ---+ oo, então 'I* L I*. 
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O vetor de escores eficientes sobre H 0 é dado por íJ e, = ( íJ Bn, íJ e12 , ••• , íJ e,,), onde 
U8" = n-112(âjâe!i)logL(el,fJ2)1 _, i= 1, 2, ... ,r. Então, para grandes an1ostras, 
(ft =610, fJz=8z 
U8, ~ N(O,I), onde I= IliJB,- Ie,e,I8~J,Ie,e, que podem ser estimadas por 
- - - --1 -I= I e, e, - Ie,e,I8,8,Ie,e1 • O teste do escore de Rao para a alternativa não restrita 
H 1 : e1 i= e10 é escrito como: R= íJ~):-1 íJ8" que sob H0 tem uma distribuição x2 com r graus 
de liberdade. O teste do escore de Rao é assintótican1ente equivalente aos testes estatísticos de 
Wald e Razão de verossinúlbança, dados respectivan1ente por: W = (ê1 - e10 )'í:(e1)(o1 - e10 ) 
e A= - 2logL(B,=i(i~'=7J,), onde Ô = (Ô1, 02) são os estimadores de máxima verossimilhança de 
A A 1\ A-1 1\ 1\ 1\ 1\ e, I( e!) = Ie,e1 - Ie,e,I8, 8,Ie,e" e Ie,e" Ie,e, e Ie,e, são as sub-matrizes de menos a derivada 
1\ " 
segunda da função de verossimilhança no ponto e1 = el> e2 = e2. Estes testes estatísticos são 
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