In this paper, we mainly explore the phenomenon of concentration of homoclinic solutions for a class of nonperiodic fourth-order equations with sublinear indefinite nonlinearities. The proof is based on variational methods.
Introduction
In this paper, we consider a class of nonperiodic fourth-order equations with a parameter: u (4) + wu ′′ + λa(x)u = f (x, u) , x ∈ R, (1.1) where w is a constant, λ > 0 is a parameter, f ∈ C (R × R, R) and the function a satisfies the following conditions:
(V 1) a ∈ C (R, R) and a ≥ 0 on R; there exists c > 0 such that the set {a < c} = {x ∈ R | a (x) < c} is nonempty and |{a < c}| < c 0 S −2 ∞ , where |·| is the Lebesgue measure, S ∞ is the best Sobolev constant for the imbedding of H 2 (R) in L ∞ (R) and c 0 is given in Lemma 2.1; (V 2) T = int a −1 (0) is nonempty and T = a −1 (0) such that T is a finite interval.
As usual, we say that a solution u(x) of Eq. in the study of phase transitions, as well as the Swift-Hohenberg (SH) equation which is a general model for the patternforming process derived in [2] to describe random thermal fluctuations in the Boussinesq equation and in the propagation of lasers in [3] .
In recent years, the study of homoclinic and heteroclinic solutions for the fourth-order differential equations has begun to attract much attention; see [4] [5] [6] [7] [8] . These works mainly include the autonomous case and the nonautonomous case. More precisely, using the Mountain Pass Theorem, Tersian and Chaparova [7] [5] improved and extended the results in [4] and proved the existence of multiple homoclinic solutions for a class of nonperiodic fourth-order equations with a perturbation.
In order to obtain an important inequality and prove a compactness lemma in the above papers [4, 5, 7] , the following assumption on the function a is necessary:
(A) there exist a positive constant a 1 such that 0 < a 1 ≤ a(x) → +∞, for all |x| → +∞.
However, there are many functions a not satisfying the condition (A), such as some nonnegative functions. Inspired by the above facts, the aim of this paper is to consider this case and study the existence of homoclinic solutions for Eq. (1.1), depending on a parameter λ. Moreover, it is more important that we will explore the phenomenon of concentration of homoclinic solutions as λ → ∞. 
Then there exists Λ 0 > 0 such that for every λ > Λ 0 , Eq. (1.1) has at least one homoclinic solution u λ .
The remainder of this paper is organized as follows. In Section 2, some preliminary results are presented. In Section 3, we give the proof of our main results.
Variational setting and preliminaries
In this section, we give the variational setting for Eq. (1.1) and some preliminaries.
Lemma 2.1 ([7, Lemma 8]). Assume that w < 2. Then there exists a constant c
where
be equipped with the inner product and norm
and corresponding norm ∥u∥ 2 = (u, u). For λ > 0, we also need the following inner product and norm
and corresponding norm ∥u∥
It follows from the condition (V 1), Lemma 2.1 and the Sobolev inequality that
Thus,
which implies that the imbedding
. Here the set {a ≥ c} := {x ∈ R | a (x) ≥ c}.
Furthermore, using Lemma 2.1 again, one has
This shows that
Thus, for each r ∈ (2, ∞) and λ ≥ 
Now we begin describing the variational formulation of Eq. (1.1). Consider the functional J λ : X λ → R defined by
Since f is continuous, we deduce that J λ is of class C 1 and its derivative is given by
for all u, ϕ ∈ X λ . Then, we can infer that u ∈ X λ is a critical point of J λ if and only if it is a (classical) solution of Eq. (1.1). 
Lemma 2.2 ([9, Theorem 2.7]). Let E be a real Banach space and I ∈ C 1 (E, R) satisfy the (PS)-condition. If I is bounded from below, then c = inf E I is a critical value of I.

Proof of Theorem
which implies that J λ (u) → +∞ as ∥u∥ λ → +∞, since 1 < γ < 2. Consequently, there exists Λ 0 > 0 such that for every λ > Λ 0 , J λ is bounded from below.
Lemma 3.2. J λ satisfies the (PS)-condition for each
Proof. Assume that {u n } ⊂ X λ is a sequence such that J λ (u n ) is bounded and J ′ λ (u n ) → 0 as n → ∞. Then by (2.2), (3.1), Lemma 2.1 and the Sobolev inequality, there exists a constant A > 0 such that for all n ∈ N,
So passing to a subsequence if necessary, it can be assumed that u n ⇀ u 0 in X λ . Hence
and it is easy to verify that u n (x) converges to u 0 (x) pointwise for all x ∈ R. Hence, we have by (3.2)
It follows from (3.3) and the continuity of f (x, u) that there exists n 0 ∈ N such that
Furthermore, it follows from (2.3), (3.2), (3.4), (3.5) and (D1) that
Since ϵ is arbitrary, combining (3.6) with (3.7), we have
It follows from (2.5) that
it follows from (3.8) and (3.9) that u n → u 0 in X λ . Hence, J λ satisfies (PS)-condition. Now we give the proof of Theorem 1.1: from Lemmas 2.2, 3.1 and 3.2, c λ = inf X λ J λ (u) is a critical value of J λ , that is, there exists a critical point u λ ∈ X λ such that J λ (u λ ) = c λ .
Finally, we show that
and ∥u * ∥ ∞ ≤ δ; then by (D1) and (2.4), we have
Since 1 < γ < 2, it follows from (3.10) that J λ (su * ) < 0 for s > 0 small enough. Hence J λ (u λ ) = c λ < 0, i.e., u λ is a nontrivial critical point of J λ , and so u λ is a nontrivial homoclinic solution of Eq. (1.1). The proof is complete.
Concentration of homoclinic solutions
Similar to the proof of Theorem 1.1, it is easy to prove that c(T ) < 0 can be achieved. Since
Proof of Theorem 1.2. We follows the argument in [10] . For any sequence λ n → ∞, let u n := u λ n be the critical points of J λ n obtained in Theorem 1.1. Thus,
and J λ n (u n ) = 
where the constant C 0 is independent of λ n . Therefore, we may assume that u n ⇀ u 0 weakly in X and u n → u 0 strongly in |u n − u 0 | 2 dx ≥ δ.
