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Summary
We address the development of a modular implementation of the MGRIT (MultiGrid-In-Time)
algorithm to solve linear and nonlinear systems that arise from the discretization of evolution-
ary models with a parallel-in-time approach in the context of the PETSc (the Portable, Extensible
Toolkit forScientific computing) library.Ouraim is togive theopportunityofpredicting theperfor-
mance gain achievable when using theMGRIT approach instead of the Time Stepping integrator
(TS). To this end, we analyze the performance parameters of the algorithm that provide a-priori
the best number of processing elements and grid levels to use to address the scaling of MGRIT,
regarded as a parallel iterative algorithm proceeding along the time dimension.
KEYWORDS
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1 INTRODUCTION
Modeling the ocean sub-mesoscale is one of the most important current challenges in physical oceanographic research.1,2 This is characterized by
horizontal scaleof1-10kmand timescalesofhours-to-days. Furthermore, the forwardenergycascadeof small scales towardoceanic sub-mesoscale
requires high resolution (ie, 100s m). This means that modeling the sub-mesoscale in a particular region requires nested modeling techniques in
whichhierarchical gridswithprogressivelyhigher resolutionareembeddedwithineachother.However, timestepping solution leads toan inevitable
trade off between horizontal resolution and the time step. This leads to one of themain issues for applications such as climate at the extreme scale:
“the time parallel barrier.”
Land subsidence was recently mentioned as one of the most urgent threats to sustainable development, in the latest UNESCO International
Hydrological Program VIII (2014-2020). Modeling the anthropogenic effects of subsurface activities at a real-world scale requires a coupled
multi-physics approach and a dynamic implicit-explicit time-marching scheme. This scheme can take small time steps required to resolve the prop-
agation of ruptures on a fault or capture the mutual influence of concurring multi-physics processes, while taking orders of magnitude larger time
steps during aseismic periods and loosely coupled periods. As a consequence, the simulation of flow and geomechanics for realistic fields at a
real-world scale becomes computationally very expensive. This leads, again, to “the time parallel barrier.”
These twoapplications, governedbypredictivemodels, are examples of themultiscale andmulti-physics viewpoint that opens upunprecedented
opportunities for modeling. Nevertheless, such models are still implemented by exploiting parallelism only along the spatial dimension. Parallel In
Time (PINT) methods have the potential to extract very large additional parallelism, allowing concurrency also along the temporal dimension. In
the European Exascale Software Initiative (EESI) 2014 roadmap, PINT approaches are recommended to develop efficient applications for Exascale
computing, taking a step-change beyond “traditional” HPC.
The deployment of application codes by means of the use of scientific libraries, such as PETSc (the Portable, Extensible Toolkit for Scientific
computing),3 can be considered a good investment2,4,5 to maximize the availability of PinT algorithms to science.
Recent advancesmade inPETSchave regarded the improvementofmultilevel,multidomainandmultiphysics algorithms. Themost relevant capa-
bilities let theusers to test theuseof different solvers (linear, nonlinear, and time stepping) for their complex simulations,withoutmakingpremature
choices about algorithms and data structures.6 Neverthless, PETSc does not provide any parallel-in-time support.
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The MultiGrid-In-Time (MGRIT) algorithm is a PINT approach based on Multigrid Reduction (MGR) techniques.7 While it is implemented in
the software package XBraid,8 we are developing a modular multilevel parallel implementation9,10 based on PETSc (Portable, Extensible Toolkit
for Scientific computing). The main goal of our approach is to provide a model predicting the performance gain achievable using the MGRIT
approach instead of a timemarching integrator, when parallelism in the space dimension is introduced or not. The performancemodel in thework of
Gahvari et al,11 instead, aims to select the best parallel configuration (ie, how much parallelism to devote to space vs. time). We believe that both
performancemodels could be employed for the successful implementation of theMGRIT algorithm.10
Thus, we analyze the performance parameters of the algorithm in the mathematical framework presented in other works of the present
authors.10,12-14
We will intentionally overlook the spacial parallelism: in this way, we describe the performance improvement regardless of the execution time
needed to implement the problem characteristic function. This analysis, together with the peculiarities of the PETSc environment, allows us to
propose a parallel time stepper for a range of linear and nonlinear problems available to the scientific community through the PETSc library.
In the first section, we describe the basic idea of the algorithm to implement, summarizing the main results described in other works.7,11,15-20
Then, in the second one, we write a performance model for the MGRIT algorithm to describe the expected performance gain depending on
the number of time-discretization points and of grids levels. In the third section, we give some details about the MGRIT implementation in the
PETSc environment and discuss its behavior. Finally, in the last section, we introduce what we are currently working on and what are the next
planned steps.
2 MGRIT ALGORITHM. BASIC IDEA
The Parareal method for solving an Ordinary Differential Equation (ODE) inspired many others methods, as one can easily find in the
parallelism-in-time literature of the last few decades,15-17,20 and MGRIT starts from that algorithm analysis too: the basic idea comes from the
two-grid formulation of the Parareal method.
Let consider theODE
ut = f(u, t), with u(0) = u0 and t ∈ [0, T] (1)
and its discretization
u(t + 𝛿t) = Φ (u(t), u(t + 𝛿t)) + g(t + 𝛿t), (2)
where Φ is a (linear or) nonlinear operator that encapsulates the chosen time stepping solver and g incorporates all solution independent terms.
The application of Φ is either a matrix vector multiplication, eg, forward Euler, or a spatial solver, eg, backward Euler21 (see Figure 1). Φ is usually
denoted as the propagator.
TheMGRIT algorithm is detailed in severalworks.7,11,19,21 Briefly, let ti = i𝛿t, i = 0,1, … ,Nbe a discretization of [0, T ]with spacing 𝛿t = TN (this
mesh will be called F-grid), and tj = jΔT, where j = 0,1, … ,NΔ with NΔ = Nm andm > 1 (called C-grid). We rewrite the problem 2 on the F-grid,
denoted as Fine problem
A(u) =
⎡⎢⎢⎢⎢⎢⎣
I 0 · · · 0 0
−Φ0 I · · · 0 0
0 −Φ1 · · · 0 0
⋮
0 0 · · · −ΦN−1 I
⎤⎥⎥⎥⎥⎥⎦
·
⎡⎢⎢⎢⎢⎣
u0
u1
⋮
uN
⎤⎥⎥⎥⎥⎦
=
⎡⎢⎢⎢⎢⎣
g0
g1
⋮
gN
⎤⎥⎥⎥⎥⎦
= g (3)
that corresponds to the C-grid problem
AΔ(uΔ) =
⎡⎢⎢⎢⎢⎢⎣
I 0 · · · 0 0
−Φm
0
I · · · 0 0
0 −Φm
1
· · · 0 0
⋮
0 0 · · · −Φm
N−1 I
⎤⎥⎥⎥⎥⎥⎦
·
⎡⎢⎢⎢⎢⎣
uΔ,0
uΔ,1
⋮
uΔ,N
⎤⎥⎥⎥⎥⎦
=
⎡⎢⎢⎢⎢⎣
gΔ,0
gΔ,0
⋮
gΔ,0
⎤⎥⎥⎥⎥⎦
= gΔ (4)
obtained introducing the appropriate interpolation and restriction operators P and R (see definitions in the work of Schroder et al19). Then, the
multigrid reduction approximates AΔ by BΔ, which is based on a new coarse propagator ΦΔ,i, instead of the fine propagator Φi, arising from the
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FIGURE 1 The role of the functionΦ between two instants
re-discretization of the problem 2 on the C-grid, and less expensive to evaluate. In this way, we have to solve the so-called Coarse problem as
follows:
BΔ =
⎡⎢⎢⎢⎢⎢⎣
I 0 · · · 0 0
−ΦΔ,0 I · · · 0 0
0 −ΦΔ,1 · · · 0 0
⋮
0 0 · · · −ΦΔ,N−1 I
⎤⎥⎥⎥⎥⎥⎦
·
⎡⎢⎢⎢⎢⎣
uΔ,0
uΔ,1
⋮
uΔ,N
⎤⎥⎥⎥⎥⎦
=
⎡⎢⎢⎢⎢⎣
gΔ,0
gΔ,0
⋮
gΔ,0
⎤⎥⎥⎥⎥⎦
= gΔ. (5)
Let us assume that the model equations in (1) are linear so that the propagators Φi are linear, and we letΦi ≡ Φ, i = 1,2, … ,N. Then, MGRIT
can be derived as an approximate Schur-complement approach with relaxation, ie, a two-level multigrid method; however, we can extend it to non-
linear problem using the FAS (nonlinear multigrid) scheme19,22,23: this approach was described for the first time in the work of Falgout et al18 (see
Algorithm 3), and in the case of two grids and F-relaxation (relaxation applied on the so-called fine points, that is, the points on F-grid that are not
on C-grid), it is equivalent to the Parareal method.15
Relaxationmeaning the solution of (3) by using an iterativemethod (see thework of Gander andVandewalle20 for details), the Parareal algorithm
can be described as follows:
Mainly, the MGRIT algorithm extends the Parareal approach on more grids: this means that it uses discretization, relaxation, restriction, and
projection operators for each grid-level, according to different kinds of cycles (see Figure 2).
The key difference from Parareal relies in a new relaxation operator called FCF-relaxation: in practice, it is the application of F-relaxation and
C-relaxation one after another several times11 (see Figure 3 and Algorithm 2).
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FIGURE 2 MGRIT defines V-,W-, and F-cycle versions
FIGURE 3 FCF-relaxation
TheMGRIT algorithm for solving the linear case, as detailed in the work of Falgout et al,7 is listed in Algorithm 4,
where
• l: the current level, 0 ≤ l ≤ L
• L: the coarsest level,
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• ml: the coarsening step at each level l, withm0 = 1
• 𝛿l: the discretization time step at each level l, where 𝛿l = 𝛿l−1 ·ml
• Nl: the number of time steps for each l, withN0 > N1 > ... > NL,
• Al: thematrix at level l,
• u(l) and g(l): the solution and right hand side vectors at level l,
• RInj: the restriction/injection operator from a level to the coarser one,
• P: the ideal interpolation (see the work of Falgout et al7) corresponding to an injection from the coarser level to a finer one, followed by an
F-relaxation with a zero right-hand side (see the work of Falgout et al21).
3 MGRIT IN THE LINEAR CASE: A PERFORMANCE MODEL
The increasing need of parallel and scalable software, ready to exploit the new exascale architectures, leads to the development of many per-
formance models, mainly based on the architecture features24-27 or suited for algorithm classes,28-31 like (geometric and algebraic) multigrid
methods.32-34
The model we present here is mainly focused on the dependencies among the computational tasks of the algorithm (dependencies are well
described in the work of Tjaden and Flynn35) and is meant to be as general as possible: we will give a speed-upmodel to describe the impact of the
number of time steps, the number of processors, the number ofmultigrid cycle iterations, the coarsening factor, and thenumber of coarsening levels
on those dependencies and, thus, on the algorithm performance. The formula helps to get the theoretically best configuration, given the number of
time steps and the required accuracy, that will limit one or more parameters in a way that is beyond the scope of this paper. Analogously, we could
describe the memory access (and communication) aspect to improve the reliability of the estimates. For the details about the performance model,
we refer to the framework presented in other works.10,12,13
Regarding MGRIT, as first, we notice that the application of Φ is the dominant task. In case of explicit time stepping, each application of Φ
corresponds to a matrix-vector product, whose execution time will be constant. In case of implicit time stepping, each application of Φ equates
itself to a system solver. Using an optimal space solver and fixing the stopping tolerance or the number of iterations and the initial guess choice
for the spacial solver, the work required for one time step evaluation can be considered constant across all time levels (and associated time
step sizes).19 Notice that user can change these parameters, when the relation between the time parallelism and the spacial solvers will be
clearer.
For the sake of brevity, we face here only the execution of one V-Cycle, as described in Algorithm 4. The number of iterations of the multigrid
cycles can be considered later.
LetΦi, j be the subproblem of evaluating the functionΦ on any instant u𝛿i , j, with i = 0, ...L and j = 1, ...Nl, and 𝜙i, j be the operator to solve it: all
themost time consuming operators in theMGRIT algorithm involves theΦ evaluation. Notice that there is not any evaluation on the first instant of
each grid.
Execution time of 𝜙 depends on the size of discretization in space, let us sayM, but we can consider it as fixed, depending on the implementation
of the operator itself.
LetNFl ∶= Nl − Nl+1 be the number of F-points andNl+1 be the number of C-points at each level l ofMGRIT algorithm.
The relation between the number of F-points and C-points depends on the coarsening factorm that can be the same for all the levels or even-
tually different for each one. As described in Algorithm 4, we note that if L is the coarsest level and the solver of the system on the coarsest-grid
is sequential, it will involve at least one 𝜙-execution for each time step on the L-th grid. It means that if L is the coarsest level, there are NL
executions of 𝜙.
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Otherwise, for each level l < L,
• the FCF-relaxation involves
1. NFl F-relaxation steps (or𝜙-executions), which can be performed in parallel,
2. Nl+1 C-relaxation steps (or 𝜙-executions), which can be performed in parallel,
3. NFl F-relaxation steps (or𝜙-executions), which can be performed in parallel,
• computing the residual requires one 𝜙-execution for each time step on the (l + 1)-th grid, that is,Nl+1, which can be performed in parallel,
• the ideal interpolation requiresNFl F-relaxation steps (or 𝜙-executions), which can be performed in parallel.
Let us now define the dependency matrixD (defined in the work of D'Amore et al10,12,13) of the time-space problem to solve, according to its
decomposition in the space subproblemsΦi, j,
for i = 0, … , L and j = 1, … ,Np where Np ∈ {NFl ,Nl+1,NL}.
We build it essentially putting on each row subproblems independent of one another, and dependent on those in the previous rows. The num-
ber of columns cD tells us the concurrency degree of the problem and the number of rows rD tells us the dependency degree of the problem (in this
decomposition).
This matrix allows us to describe the problem to solve in terms of the subproblemswe identify and their dependencies. Thematrix is
D =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
Φ0,1 Φ0,2 · · · Φ0,NF0
Φ0,1 Φ0,2 · · · Φ0,N1
Φ0,1 Φ0,2 · · · Φ0,NF0
Φ0,1 Φ0,2 · · · Φ0,N1
Φ1,1 Φ1,2 · · · Φ0,NF1
Φ1,1 Φ1,2 · · · Φ0,N2
Φ1,1 Φ1,2 · · · Φ0,NF1
Φ1,1 Φ1,2 · · · Φ0,N2
Φ2,1 Φ2,2 · · · Φ0,NF2
Φ2,1 Φ2,2 · · · Φ0,N3
Φ2,1 Φ2,2 · · · Φ0,NF2
Φ2,1 Φ2,2 · · · Φ0,N3
⋮ ⋮ · · · ⋮
ΦL,1
⋮
ΦL,NL
⋮ ⋮ · · · ⋮
Φ2,1 Φ2,2 · · · Φ0,NF2
Φ1,1 Φ1,2 · · · Φ0,NF1
Φ0,1 Φ0,2 · · · Φ0,NF0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (6)
The concurrency degree of the problem decomposed in this way is cD, ie, the maximum number of simultaneous Φ evaluations, that is, cD = NF0 ,
sinceNFl > Nl+1 andNFl > NFl+1 , that is the number of F-points at any level is greater than the number of C-points at the same level and greater than
the F-points at the next level. The dependency degree is rD = 5 · L + NL, since, with L+1 levels, we have
• 3 rows for each FCF-relaxation, that means 3 · L rows,
• 1 row for each residual computation, that means L rows: these are the longest rows in thematrix, that is with the biggest numbers of columns,
• NL rows for the coarsest-grid solver,
• 1 row for each ideal interpolation (F-relaxation), that means L rows.
Consider now a computing architecture with P processing elements, where
• P = cD
np
: this condition stats that the points on the finest grid are equally distributed among the processors, that is, cD is multiple of P
• np ∈ N and P <= NL: this condition stats that on the coarsest grid each processors holds at least one point.
We can define the execution matrix P ofMGRIT, made of the operators 𝜙i,k·P+ j,
with i = 0, … , L and j = 1, ...P and
k = 1, … ,
NFl
P
for F-relaxation or k = 1, … ,
Nl+1
P
for C-relaxation and residual computation.
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considering that, for each level, the number of points of the grid is amultiple of P. This is without loss of generality, as otherwise the number of rows
is still the same, just with some empty elements. Thus, the executionmatrix is
P =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
𝜙0,1 𝜙0,2 · · · 𝜙0,P
𝜙0,P+1 𝜙0,P+2 · · · 𝜙0,P+P
⋮ ⋮ · · · ⋮
𝜙0,(NF0 ∕P)−1)·P+1
𝜙0,(NF0 ∕P)−1)·P+2
· · · 𝜙0,(NF0 ∕P)−1)·P+P
𝜙0,1 𝜙0,2 · · · 𝜙0,P
𝜙0,P+1 𝜙0,P+2 · · · 𝜙0,P+P
⋮ ⋮ · · · ⋮
𝜙0,(N1∕P−1)·P+1 𝜙0,(N1∕P−1)·P+2 · · · 𝜙0,(N1∕P−1)·P+P
𝜙0,1 𝜙0,2 · · · 𝜙0,P
𝜙0,P+1 𝜙0,P+2 · · · 𝜙0,P+P
⋮ ⋮ · · · ⋮
𝜙0,(NF0 ∕P)−1)·P+1
𝜙0,(NF0 ∕P)−1)·P+2
· · · 𝜙0,(NF0 ∕P)−1)·P+P
𝜙0,1 𝜙0,2 · · · 𝜙0,P
𝜙0,P+1 𝜙0,P+2 · · · 𝜙0,P+P
⋮ ⋮ · · · ⋮
𝜙0,(N1∕P−1)·P+1 𝜙0,(N1∕P−1)·P+2 · · · 𝜙0,(N1∕P−1)·P+P
⋮ ⋮ · · · ⋮
𝜙L,1
⋮
𝜙L,NL
⋮ ⋮ · · · ⋮
𝜙1,1 𝜙1,2 · · · 𝜙1,P
𝜙1,P+1 𝜙1,P+2 · · · 𝜙1,P+P
⋮ ⋮ · · · ⋮
𝜙1,(N2∕P−1)·P+1 𝜙1,(N2∕P−1)·P+2 · · · 𝜙1,(N2∕P−1)·P+P
𝜙0,1 𝜙0,2 · · · 𝜙0,P
𝜙0,P+1 𝜙0,P+2 · · · 𝜙0,P+P
⋮ ⋮ · · · ⋮
𝜙0,(NF0 ∕P)−1)·P+1
𝜙0,(NF0 ∕P)−1)·P+2
· · · 𝜙0,(NF0 ∕P)−1)·P+P
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (7)
Consider now the algorithm, let us say AN0 ,1, which solves (2) with the same discretization in time on the finest grid (same initial guess and same
tolerance) but without introducing MGR or any parallelism, which means using a sequential time-stepping approach with the same discretization
techniques and parameters used byMGRITon the finest grid.AN0 ,1 ismade ofN0 executions of𝜙, leading to the executionmatrix1 with one column
andN0 rows (see Equation 8).
1 =
⎡⎢⎢⎢⎢⎢⎢⎣
𝜙0,1
𝜙0,2
𝜙0,3
𝜙0,4
⋮
𝜙0,N0
⎤⎥⎥⎥⎥⎥⎥⎦
. (8)
We prove the following:
Theorem1. Let us assume that theMGRIT algorithm runs on a computing architecture with P <= NL processing elements, where P =
N0
np
and np ∈ N.
Let t𝜙 be the execution timeof𝜙,∀l ∈ [0, L]. Let us say that it reaches the sameaccuracyofAN0 ,1 in 𝜈 iterations. Then, the speed-upS(MGRITNMGRIT ,P,AN0 ,1)
of MGRIT with respect to AN0 ,1 is
S(MGRITNMGRIT ,P,AN0 ,1) =
r1
𝜈 · rP
= N0
rP
= N0
𝜈 ·
(∑L−1
l=0
(
3 ·
NFl
P
+ 2 · Nl+1
P
)
+ NL
) . (9)
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Proof. TheMGRIT executionmatrix P has P columns and
rP =
L−1∑
l=0
(
3 ·
NFl
P
+ 2 ·
Nl+1
P
)
+ NL
rows, since it consists of
• L FCF-relaxations with
–
NFl
P
rows for F-relaxation,
– Nl+1
P
rows for C-relaxation,
–
NFl
P
rows for F-relaxation,
• Nl+1
P
rows for each l < L residual computation,
• NL rows for the solver on the coarsest-grid,
•
NFl
P
row for each ideal interpolation (F-relaxation), ie, L rows.
It means that execution time ofMGRIT is
TP(MGRIT) = 𝜈 · rP · t𝜙 = 𝜈 ·
(
L−1∑
l=0
(
3 ·
NFl
P
+ 2 ·
Nl+1
P
)
+ NL
)
· t𝜙. (10)
As 1 is sequential and hasN0 rows, the execution time of the sequential-in-time algorithm is
T1(Aseq) = N0 · t𝜙 (11)
and the (9) follows.
Corollary 1. Let assume that MGRIT algorithm runs on a computing architecture with P <= NL processing elements, where P =
N0
np
and np ∈ N. Let
t𝜙 be the execution time of 𝜙, ∀l ∈ [0, L]. Let say that it reaches the same accuracy of AN0 ,1 in 𝜈 iterations. Then, the speed-up S(MGRITNMGRIT ,P,AN0 ,1) of
MGRIT with respect to AN0 ,1 is bounded above as follows:
S(MGRITNMGRIT ,P,AN0 ,1) ≤
N0
𝜈 · (5 · L + NL)
. (12)
Proof. It is rP ≥ rD = 5 · L + NL as P is obtained in the sameway of the dependency matrix considering that the limited number of processing
units works as another kind of dependency, since theymust be available to run the next operator. Then, it holds that
S(MGRITNMGRIT ,P,AN0 ,1) =
N0
𝜈 · rP
≤
N0
𝜈 · r
= N0
𝜈 · (5 · L + NL)
. (13)
The main outcome of relation (12) is that, once the discretization of the time interval and its number of points are given, we get a theoretical
estimate of the maximum number of levels and the number of processors in order to efficiently implement MGRIT, regardless the execution of 𝜙.
Notice that the operator 𝜙 can be performed in parallel or sequentially in the space dimensions. Any choice of its implementation affects the unit
time t𝜙 and/or the numerical accuracy of the results.
IfΦ becomes nonlinear, each application becomes an iterative nonlinear solver, whose conditioning usually depends on the time step size.21
4 THE PETSC BASED IMPLEMENTATION
At the top of the PETSc hierarchy is the object to solveODEs and nonlinear systems, built on other objects needed to solve linear systems. In partic-
ular, the TS (TimeStepping) library provide a framework to solveODEs andDAEs arising from the discretization of time dependent PDEs, assuming
that they are in the form6
F(t, u, u) = G(t, u) with u(t0) = u0. (14)
Theuser shall provide essentially theF function, theG function (if nonzero), the initial condition, and the Jacobian.He/she canalsoprovide anumber
of other parameters (even at runtime) like the kind of problem (linear/nonlinear), the time stepping method, and the time step, and many others to
fine tuning thesolver. Then,nonlinear systemsaregenerally solved through theSNES library thatprovidesapowerful suiteofdata-structure-neutral
numerical routines for such problems. Built on top of the linear solvers and data structures, PETSc SNES solvers also can be tuned at runtime and
the interface is identical for sequential and parallel execution. The providedmethods solve systems of nonlinear equations of the form6
F(x) = 0 with F ∶ n → n.
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FIGURE 4 The implemented time-space data structure
FIGURE 5 SNESFAS solver structure with three levels to implementMGRIT in PETSc
PETSc's default method for solving the nonlinear equation is Newton's method. The user provides essentially the F function and the Jacobian.
The implementation consists of the following three steps.
The first step is to provide the data structure to handle the time dimension together with the space ones, in the context of the PETSc DM or
Distributed objects, and this means providing the basic operations for the new type, handling the coarsening factor and even a sort of interface
for the user to give the Φ function, that is, the spacial solver and the time discretization calls. Everything about the coarsening of the grids along
the levels, the distribution of the points among the processes and the communications is handled by the PETSc DM (DistributedMesh) and DA
(DistributedArray) object linked to the solvers, in a fully transparent fashion and the user can tune the behavior of the solver and thus the actual
structure of the scheme through the option setting at runtime (included tolerance and initial guess for all the operators involved).
To build a new time-stepping method implementing the MGRIT algorithm in the PETSc environment, we can still use the SNESFAS to solve the
system 3.
In Figure 4, the implemented data structure is graphically expressed, which can be summarized as a vector of instants (each one with his space
data) going to be distributed.
The second step is the implementation of F- andC-relaxation, in turn requiringmatrix-vector products or system solvers (see Figure 5), thatmust
be set as downandup smoothers of the FAS scheme, tunable (even at runtime) by the user to fit his/her ownproblem, according to thePETScdesign.
Then, the third step and main effort is to develop the solver based on the SNESFAS object, which we are calling TIMESNESFAS. It is an object
associatedwith a time vector as in Figure 4, which is the current grid, andwith a so called FAS Type, where the smoothers are defined togetherwith
a next solver, that builds itself in the sameway and so on, until the last levelwhere, instead of the smoothers, therewill be a call to a sequential solver
for the current system.
The user will still control (even at runtime) all the parameters and solver choices.
4.1 Performance analysis
Wecarried out a very simple experiment using the first software prototype on the 2D heat equation problem, running on a testing architecturewith
8 nodes, each ofwhichwith 8 cores. Running testswith nomore than 64 processors, the speed up respect to any other classical PETSc time-stepper
is always less than 1. The previous performancemodel can help us to figure out the reason.
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FIGURE 6 Theoretical Speed Upwith 4096 time steps, 9 v-cycle iterations, and four different coarsening factors CF = 2,4,8,16. Notice that
the concurrency degree of the problem, depending on the coarsening factor, is given by the number of F-points on the finest grid, or
NF0 = 2048,3072,3584,3840
In the next analysis, the space size is overlooked, while we
• considerN0 = 4096 time steps,
• reasonably need about 8-9 v-cycle iterations11 to reach the convergence tolerance 10−6,
• choose four different coarsening factors, CF = 2,4,8,16,
• pose P ≤ NL, to mean that each processor must handle at least one time step on the coarsest grid,
• consider a number of processors P ≥ 64 since, according to the relation 9, if the number of processors is less than 64, the algorithm cannot give
a speed-up greater than 1.
Figure 6 shows the behavior we expect.
We notice that
• tomake sure that P ≤ NL, the larger is the number of processors, the smaller can be the number of levels and/or the coarsening factor,
• the speed-upmainly depends on the distribution of the𝜙 operands on the executionmatrix rows, since the larger is the number of rows of P in 7,
the smaller the ratioN0∕P will be. In particular
– the smaller is the ratioN0∕P, the smaller is the number of rows for the parallel part of the algorithm (the rows relatedwith the relaxations and
the residual computation) or the parallel rows, and
– the greater is the number of levels, the greater is the number of parallel rows, but
– the greater is the number of levels, the smaller is the number of sequential rows (those relatedwith the coarse solver), and
– the greater is the coarsening factor, the smaller is the number of sequential rows.
These relations explain the curves in the graphs:
• with CF = 2 we estimate a speed-up greater than 1 (still not more than 1,6) only with 54 and 6 levels, that can be used only if the number of
processors is respectively smaller than 256 and 128;
• increasing the coarsening factor, we still need 128 or 256 processors to estimate a similar speed up, with 3 levels if CF = 4 and just 2 levels if
CF = 16,
• in the case of CF = 8, there's no way to get a speed up greater than onewith 512 processors or less.
So, given the number of time steps, we get the best configuration of number of processors, coarsening factor, and coarsening levels: in this case, it
looks that thebest speed-up is foracoarsening factorCF = 2,128processorsand6 levels,without taking intoaccount thatoneof theseparameters,
could be limited even by accuracy issues. However, the theoretical speed up says that it won't often be very convenient to use hundreds processors
on the time dimension instead of a sequential time stepper, because of the dramatic increase of Phi evaluations.
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5 FUTURE WORK
We are working to carry out more significant tests, with larger number of processors, time steps, and possibly levels, to verify the effectiveness of
our performancemodel and the chosen design strategy.
Themain topics we are focusing now are the following:
• amemory accesses matrix to consider the communications that can significantly affect the software speed up and limit the number of processing
elements and grid levels to use.
• the implementation ofΦ .We areworking todaywith a sequential implementation, overlooking the possibility of parallelizingwith respect to the
space. We could build other two (dependency and execution) matrices for the propagator Phi, to consider a second level of parallelism (spacial
parallelism) that, in the alreadydescribedgeneral executionmatrix,would just affect theoperatorphiexecution time. Implementing twodifferent
levels of parallelism in PETSc that should be handled in a completely independent fashion is an interesting feature to provide to users thatwe are
interested in encouraging and participating in.
• validation of all the results arising from this designing approach through the execution of the resulting software prototype on a suited set of
problems to provide to the PETSc users with the needed guidelines to efficiently use the new object on their problems.
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