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Abstract
We present a Distributionally Robust Optimization (DRO) approach to
outlier detection in a linear regression setting, where the closeness of prob-
ability distributions is measured using the Wasserstein metric. Training
samples contaminated with outliers skew the regression plane computed
by least squares and thus impede outlier detection. Classical approaches,
such as robust regression, remedy this problem by downweighting the
contribution of atypical data points. In contrast, our Wasserstein DRO
approach hedges against a family of distributions that are close to the
empirical distribution. We show that the resulting formulation encom-
passes a class of models, which include the regularized Least Absolute
Deviation (LAD) as a special case. We provide new insights into the reg-
ularization term and give guidance on the selection of the regularization
coefficient from the standpoint of a confidence region. We establish two
types of performance guarantees for the solution to our formulation under
mild conditions. One is related to its out-of-sample behavior, and the
other concerns the discrepancy between the estimated and true regression
planes. Extensive numerical results demonstrate the superiority of our
approach to both robust regression and the regularized LAD in terms of
estimation accuracy and outlier detection rates.
1 Introduction
Outlier detection is an integral part of data mining and has found extensive
use in diverse fields such as fraud detection, cyber security, and medical infor-
matics. An outlier is an observation that deviates markedly from others in the
available sample and arises often due to systematic changes or human error.
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The identification of outliers is important in two aspects. On one hand, in cases
where outliers are erroneous data points, it helps to delete the aberrant obser-
vations and enables purification of the dataset. On the other hand, abnormal
data might contain useful information which could help to identify systematic
errors and improve system performance. Our interest in outlier detection comes
from its application in CT radiation overdose detection. There has been a grow-
ing concern about excessive exposure to CT radiation in recent years, which is
known to lead to increased cancer risk. Detecting CT scans which led to a
higher radiation dose than medically necessary, and identifying the potential
reasons, can help guide effective interventions [see Raff et al., 2009, Siegelman
and Gress, 2013, Boone et al., 2012].
Classical outlier detection techniques can be categorized into direct and in-
direct methods, as defined by Hadi and Simonoff [1993]. The direct methods
implement algorithms to sequentially remove outliers or add clean observations
based on some criterion, see Hadi and Simonoff [1993], Sebert et al. [1998],
Swallow and Kianifard [1996]. By contrast, the indirect procedures identify
outliers based on the residuals from robust regression estimates. The reason
for relying on robust estimators rather than Ordinary Least Squares (OLS), lies
in the non-typicality of the samples which are contaminated with outliers. In-
stead of assigning the same weight to every sample as in OLS, robust regression
downweights the aberrant observations and is thus less vulnerable to outliers.
The most commonly used robust regression techniques, including M -estimation
[Huber, 1964, 1973], Least Median of Squares (LMS) [Rousseeuw, 1984], Least
Trimmed Squares (LTS) [Rousseeuw, 1985], S-estimation [Rousseeuw and Yohai,
1984], andMM -estimation [Yohai, 1987], are elaborated in the book of Rousseeuw
and Leroy [2005]. M -estimation is the simplest approach both computationally
and theoretically but cannot handle data which are contaminated in the covari-
ate space, in which case high breakdown value methods such as LTS, LMS, and
S-estimation are needed. MM -estimation is a combination of M -estimation
and the high breakdown value method.
Different from traditional robust estimators, another way of coping with un-
reliable, contaminated samples is to hedge against a family of distributions that
are of interest. We essentially want to infer the true data-generating mechanism
and detect samples that violate it. This reduces to minimizing some expected
loss under a reasonable probability distribution P, which falls into the field of
stochastic optimization [Shapiro et al., 2014]. The distribution function P is
not directly observable and must be inferred from samples. However, using just
a single distribution that works well for observed samples does not necessarily
result in satisfactory out-of-sample performance. Distributionally Robust Op-
timization (DRO) solves this problem through minimizing the worst-case loss
over a probabilistic ambiguity set P characterized by certain known properties
of the true data-generating distribution. For example, Mehrotra and Zhang
[2014] study the distributionally robust least squares problem with P defined
through (1) moment constraints, (2) norm bounds with moment constraints,
(3) or a confidence region over a reference probability measure. There is also
some work focusing on deterministic robustness. El Ghaoui and Lebret [1997]
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consider the least squares problem with unknown but bounded, non-random
disturbance and solve it in polynomial time. Xu et al. [2010] study the robust
linear regression problem with norm-bounded feature perturbation and show
that it is equivalent to the `1-regularized regression.
The existing literature on DRO can be split into two main branches according
to the way in which P is defined. One is through a moment ambiguity set, which
contains all distributions that satisfy certain moment constraints [see Popescu,
2007, Delage and Ye, 2010, Goh and Sim, 2010, Zymler et al., 2013, Wiesemann
et al., 2014]. In many cases it leads to a tractable DRO problem but has been
criticized for yielding overly conservative solutions [Wang et al., 2016]. The
other is to define P as a ball of distributions using some probability distance
functions such as the φ-divergences [Bayraksan and Love, 2015], which include
the Kullback-Leibler (KL) divergence [Hu and Hong, 2013, Jiang and Guan,
2015] as a special case, the Prokhorov metric [Erdog˘an and Iyengar, 2006], and
the Wasserstein distance [Esfahani and Kuhn, 2015, Gao and Kleywegt, 2016,
Zhao and Guan, 2015].
In this paper we consider a DRO problem with P containing distributions
that are close to the discrete empirical distribution in the sense of Wasserstein
distance. The reason for choosing the Wasserstein metric is two-fold. On one
hand, the Wasserstein ambiguity set is rich enough to contain both continuous
and discrete relevant distributions, while other metrics such as the KL diver-
gence, exclude all continuous distributions if the nominal distribution is discrete
[Esfahani and Kuhn, 2015, Gao and Kleywegt, 2016]. Furthermore, considering
distributions within a KL distance from the empirical, does not allow for proba-
bility mass outside the support of the empirical distribution. On the other hand,
the measure concentration results guarantee that the Wasserstein set contains
the true data-generating distribution with high confidence for a sufficiently large
sample size [Fournier and Guillin, 2015]. The image retrieval example in Gao
and Kleywegt [2016] suggests that the pathological distribution is closer to the
observed histogram than the true distribution in the sense of KL divergence,
whereas the Wasserstein distance does not exhibit such a problem. The rea-
son lies in that φ-divergence does not incorporate a notion of closeness between
two points, which in the context of image retrieval represents the perceptual
similarity in color.
Our Wasserstein DRO formulation essentially incorporates a class of models
whose specific form depends on the norm space that the Wasserstein metric
is defined on. For properly selected norm spaces, our formulation reduces to
the regularized Least Absolute Deviation (LAD) [Pollard, 1991, Wang et al.,
2006], which has been well studied in the literature. However, we want to
emphasize the following important differences between them. In earlier LAD
work, `1/`2 regularization is used to prevent overfitting, or to recover a sparse
coefficient vector and reduce the prediction error, as well as the variance of the
estimated coefficients when predictors are highly correlated. In our work, the
regularization term controls the conservativeness of the Wasserstein set. Instead
of viewing it as an arbitrary regularizer, it is more appropriate to interpret it as a
control over the amount of ambiguity in the data. Our regularization coefficient
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is the radius of the Wasserstein ball. This connection suggests how to set it and
is not present in the regularized LAD literature.
The connection between robustness and regularization has been studied in
several different settings. For example, in classification problems, Xu et al.
[2009] show the equivalence between the regularized support vector machines
(SVMs) and a robust optimization formulation, by allowing potentially corre-
lated disturbances in the covariates. Shafieezadeh-Abadeh et al. [2015] consider
a robust version of logistic regression under the assumption that the probability
distributions under consideration lie in a Wasserstein ball, and they show that
the regularized logistic regression is a special case of this robust formulation.
The equivalence between robustness and regularization has also been established
in Bishop [1995], El Ghaoui and Lebret [1997], Xu et al. [2010]. Our work ex-
plores the generalization ability of the regularization term in the context of LAD
which provides a loss function that is less sensitive to outliers. The superiority
of our formulation could be attributed to both the selection of the LAD loss,
and the robustness explanation of the regularization term.
We summarize our contributions as follows:
1. We develop a DRO approach to robustify linear regression using an `1
loss function and an ambiguity set around the empirical distribution of
the training samples defined based on the Wasserstein metric. The formu-
lation is general enough to include any norm-induced Wasserstein metric
and incorporate additional regularization constraints on the regression co-
efficients (e.g., `1-norm constraints). It provides an intuitive connection
between the amount of ambiguity allowed and a regularization penalty
term in the robust formulation, which provides a natural way to adjust
the latter.
2. Our approach leads to tractable optimization problems for computing the
robust regression coefficients. For example, using the Wasserstein metric
induced by the `2-norm and under additional linear or convex quadratic
constraints on the regression coefficients, the robust formulation is a con-
vex quadratic programming problem. As another example, using the
Wasserstein metric induced by the `1-norm and under additional linear
constraints on the regression coefficients, the robust formulation is a lin-
ear programming problem.
3. We establish out-of-sample performance guarantees both on the value of
the loss function and the discrepancy between the estimated and the true
regression coefficients. Our guarantees are novel in the robust regression
setting and different from earlier work in the DRO literature.
4. We focus our work on the problem of outlier detection based on linear
regression residuals and show that our approach outperforms earlier robust
regression and regularized LAD formulations under a variety of scenarios
for generating outliers.
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The rest of the paper is organized as follows. In Section 2, we introduce
the Wasserstein metric and derive the general Wasserstein DRO formulation
in a linear regression framework. Section 3 establishes performance guarantees
for both the general formulation and the special case where the Wasserstein
metric is defined on the `1-norm space. The numerical experimental results are
presented in Section 4. We conclude the paper in Section 5.
Notational conventions: We use boldfaced lowercase letters to denote
vectors, ordinary lowercase letters to denote scalars, boldfaced uppercase letters
to denote matrices, and calligraphic capital letters to denote sets. E denotes
expectation and P probability of an event. All vectors are column vectors. For
space saving reasons, we write x = (x1, . . . , xdim(x)) to denote the column vector
x, where dim(x) is the dimension of x. We use prime to denote the transpose of
a vector, ‖ · ‖ for the general norm operator, ‖ · ‖2 for the `2 norm, ‖ · ‖1 for the
`1 norm, and ‖ · ‖∞ for the infinity norm. P(Z) denotes the set of probability
measures supported on Z. ei denotes the i-th unit vector, 0 a vector of zeroes,
and I the identity matrix.
2 Problem Formulation
In this section we introduce the Wasserstein metric and derive our Wasser-
stein DRO formulation in a linear regression framework. As a key ingredient
of our approach, the Wasserstein metric measures the distance in the space of
probability distributions in terms of the integrals of stochastic functions un-
der distributions of interest. Different from some popular statistical metrics,
such as the KL divergence [Jiang and Guan, 2015] and Total Variation distance
[Kennedy et al., 1989, Sun and Xu, 2015], the Wasserstein metric incorporates
a notion of cost that evaluates the closeness between points, which makes it
a more reasonable and competitive choice in many real applications. We have
already discussed the advantages of the Wasserstein metric in Section 1.
2.1 Wasserstein Metric
Let (Z, s) be a metric space where Z is a set and s is a metric on Z. The Wasser-
stein metric of order p defines the distance between two probability distributions
Q1 and Q2 in the following way:
Wp(Q1,Q2) ,
(
min
Π∈P(Z×Z)
{∫
Z×Z
(
s(z1, z2)
)p
Π(dz1, dz2)
})1/p
, (1)
where Π is the joint distribution of z1 and z2 with marginals Q1 and Q2, re-
spectively. The Wasserstein distance between Q1 and Q2 represents the cost of
an optimal mass transportation plan, where the cost is measured through the
metric s. A dual representation for (1), due to Kantorovich’s duality, is found
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to be convenient and useful in some DRO problems:(
Wp(Q1,Q2)
)p
= sup
f∈L1(Q1), g∈L1(Q2)
{∫
Z
f(z1)Q1(dz1) +
∫
Z
g(z2)Q2(dz2) :
f(z1) + g(z2) ≤
(
s(z1, z2)
)p
, ∀ z1, z2 ∈ Z
}
,
(2)
where L1(Q) denotes the L1 space of Q-measurable functions. When p = 1, by
the Kantorovich-Rubinstein Theorem [Kantorovich and Rubinstein, 1958], (2)
can be simplified to:
W1(Q1,Q2) = sup
f∈L
{∫
Z
f(z) Q1(dz)−
∫
Z
f(z) Q2(dz)
}
, (3)
with L being the space of all Lipschitz continuous functions satisfying |f(z1)−
f(z2)| ≤ s(z1, z2), ∀ z1, z2 ∈ Z.
In this paper, we consider the metric s induced by some norm ‖ · ‖ and
order p = 1. Allowing a higher order Wasserstein distance might give more
flexibility in building the ambiguity set and controlling the conservativeness of
the DRO approach. However, as we demonstrate in Section 2.2, p = 1 ensures
the finite growth rate of our adopted loss function as the uncertainty parameter
approaches infinity. Strong duality fails to hold when the growth rate of the loss
function is unbounded, in which case the DRO problem becomes intractable.
2.2 Wasserstein DRO Formulation for Outlier Detection
Before formulating the DRO problem for outlier detection, we first introduce
some definitions that will be used in later development.
Definition 1 (Dual norm) Given a norm ‖ · ‖ on Rm, the dual norm ‖ · ‖∗ is
defined as:
‖θ‖∗ , sup
‖z‖≤1
θ′z. (4)
It can be shown from (4) that for any vectors θ, z, given a norm ‖ · ‖, the
following Cauchy-Schwarz inequality holds:
|θ′z| ≤ ‖θ‖∗‖z‖. (5)
Definition 2 (Conjugate function) For a function h(z), its conjugate h∗(·)
is defined as:
h∗(θ) , sup
z∈dom h
{θ′z− h(z)}, (6)
where dom h denotes the domain of the function h.
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Now let us discuss the outlier detection problem. Suppose we have N indepen-
dently and identically distributed samples (x1, y1), . . . , (xN , yN ), where yi is the
ith response variable and xi is an (m− 1)-dimensional vector of features. (We
set the first element of xi to 1 to include the intercept as part of the features.)
Each sample is drawn with probability q from the outlying distribution Pout
and with probability 1− q from the true distribution P (clean data). PˆN is the
discrete uniform distribution over these N samples. Our goal is to first obtain
an accurate estimate of the regression plane determined by the clean data and
then detect outliers based on this estimate. Consider an `1 loss function in
the linear regression setting. Using (x, y) to denote the feature and response
variables, our Wasserstein DRO problem is formulated as:
inf
β˜∈B˜
sup
Q∈Ω
EQ
[|y − x′β˜|] , inf
β∈B
sup
Q∈Ω
EQ
[|z′β|], (7)
where β˜ is the regression coefficient vector that belongs to some set B˜; β ,
(−β˜, 1); z , (x, y); B = {β : β = (−β˜, 1), β˜ ∈ B˜}. B could be Rm, or
B = {β : ‖β‖1 ≤ l} if we wish to induce sparsity, with l being some pre-
specified number; Q is the probability distribution of z, belonging to some set
Ω and defined as:
Ω , {Q ∈ P(Z) : W1(Q, PˆN ) ≤ },
where Z is the set of possible values for z; P(Z) is the space of all probability
distributions supported on Z;  is a pre-specified radius of the Wasserstein ball;
and W1(Q, PˆN ) is the order-1 Wasserstein distance between Q and PˆN defined
as in (3) with the metric s being induced by some norm ‖ · ‖. The formulation
in (7) is robust since it minimizes over the regression coefficients the worst
case expected loss, that is, the expected loss maximized over all probability
distributions in the ambiguity set Ω.
Defining the loss function hβ(z) , |z′β|, and using a fixed z0, the growth
rate of our loss function is:
lim sup
‖z−z0‖→∞
hβ(z)− hβ(z0)
‖z− z0‖ ≤ lim sup‖z−z0‖→∞
|β′(z− z0)|
‖z− z0‖
≤ lim sup
‖z−z0‖→∞
‖z− z0‖‖β‖∗
‖z− z0‖
= ‖β‖∗,
(8)
where the last inequality used (5). Note that the growth rate does not depend
on the choice of z0 [see Gao and Kleywegt, 2016, Lemma 4]. From (8) it is easily
seen that the growth rate is finite as long as the dual norm of β is bounded.
Therefore, the order-1 Wasserstein metric is sufficient to ensure the tractability
of the DRO problem (7).
To convert (7) into a tractable optimization problem, we apply a key result
in Esfahani and Kuhn [2015, Theorem 6.3] which states that when the set Z is
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closed and convex, for any  ≥ 0,
sup
Q∈Ω
EQ[|z′β|] ≤ κ+ 1
N
N∑
i=1
|z′iβ|, (9)
where zi is the ith sample of z; and κ = sup{‖θ‖∗ : h∗β(θ) <∞}. Note that κ is
a function of β. Through (9), we can relax problem (7) by minimizing the right
hand side of (9) instead of the worst-case expected loss. Moreover, as shown in
Esfahani and Kuhn [2015], (9) becomes an equality when Z = Rm. In Theorem
2.1, we compute the value of κ for the specific `1 loss function we use.
Theorem 2.1 Define κ = sup{‖θ‖∗ : h∗β(θ) < ∞}, where ‖ · ‖∗ is the dual
norm defined in (4), and h∗β(·) is the conjugate function of hβ(·) as defined in
(6). When the loss function is hβ(z) = |z′β|, we have κ = ‖β‖∗.
Proof: First rewrite κ as:
κ = sup
{
‖θ‖∗ : sup
z|z′β≥0
{(θ − β)′z} <∞, sup
z|z′β≤0
{(θ + β)′z} <∞
}
.
Consider now the two linear optimization problems A and B:
Problem A:
max (θ − β)′z
s.t. z′β ≥ 0.
Problem B:
max (θ + β)′z
s.t. z′β ≤ 0.
Form the dual problems using dual variables rA and rB , respectively:
Dual-A:
min 0 · rA
s.t. βrA = θ − β,
rA ≤ 0,
Dual-B:
min 0 · rB
s.t. βrB = θ + β,
rB ≥ 0.
We want to find the set of θ such that the optimal values of problems A and
B are finite. Then, Dual-A and Dual-B need to have non-empty feasible sets,
which implies the following two conditions:
∃ rA ≤ 0, s.t. βrA = θ − β, (10)
∃ rB ≥ 0, s.t. βrB = θ + β. (11)
For all i with βi ≤ 0, (10) implies θi − βi ≥ 0 and (11) implies θi ≤ −βi. On
the other hand, for all j with βj ≥ 0, (10) and (11) imply −βj ≤ θj ≤ βj . It is
not hard to conclude that:
|θi| ≤ |βi|, ∀ i.
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It follows,
κ = sup{‖θ‖∗ : |θi| ≤ |βi|, ∀i} = ‖β‖∗.
Due to Theorem 2.1, (7) could be formulated as the following optimization
problem:
inf
β∈B
‖β‖∗ + 1
N
N∑
i=1
|z′iβ|. (12)
Remark 2.1 (12) incorporates a class of models whose specific form depends
on the norm space we choose, which could be application-dependent and prac-
tically useful. For example, when the coordinates of z differ from each other
substantially, a properly chosen, positive definite weight matrix M could scale
correspondingly different coordinates of z by using the M-weighted norm:
‖z‖M =
√
z′Mz.
By solving the optimality conditions corresponding to (4), it can be shown that
the dual norm in this case is just:
‖θ‖∗ =
√
θ′M−1θ.
Remark 2.2 When the Wasserstein metric s is induced by ‖ · ‖2 and the set
B is the intersection of a polyhedron with convex quadratic inequalities, (12) is
a convex quadratic problem which can be solved to optimality very efficiently.
Specifically, it could be converted to:
min
a, b1,...,bN , β
a+
1
N
N∑
i=1
bi
s.t. ‖β‖22 ≤ a2,
z′iβ ≤ bi, i = 1, . . . , N,
− z′iβ ≤ bi, i = 1, . . . , N,
β′em = 1,
a, bi ≥ 0, i = 1, . . . , N,
β ∈ B.
(13)
When the Wasserstein metric is defined using ‖ · ‖1 and the set B is a poly-
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hedron, (12) is a linear programming problem:
min
a, b1,...,bN , β
a+
1
N
N∑
i=1
bi
s.t. a ≥ β′ei, i = 1, . . . ,m,
a ≥ −β′ei, i = 1, . . . ,m,
z′iβ ≤ bi, i = 1, . . . , N,
− z′iβ ≤ bi, i = 1, . . . , N,
β′em = 1,
a, bi ≥ 0, i = 1, . . . , N,
β ∈ B.
(14)
Remark 2.3 The parameter  controls the conservativeness of our formula-
tion, whose selection depends on both the sample size and the confidence that
the Wasserstein ball contains the true distribution [see eq. (8) in Esfahani and
Kuhn, 2015]. Roughly speaking, when the sample size is large enough, and for
a fixed confidence level,  is inversely proportional to N1/m.
Remark 2.4 When the Wasserstein metric s is induced by some proper norm,
(12) is the same with the regularized LAD [Pollard, 1991, Wang et al., 2006].
However, there exist two essential differences that justify the value and novelty
of (12). First of all, in the LAD literature, the regularization term is introduced
to prevent overfitting (`2-regularizer), or to resolve the issue of ill-conditioned
design matrix and recover a sparse coefficient vector (`1-regularizer). By con-
trast, the regularizer in (12) is a control over the amount of ambiguity in the
data, whose existence is not decided by the sparsity of the coefficient or the cor-
relation among predictors. More importantly, (12) is theoretically rooted and
derived from DRO, of which the regularizer is an indispensable ingredient that
reveals the reliability of the contaminated samples. Second, the regularization
coefficient in (12) is the radius of the Wasserstein ball, which offers an intu-
itive interpretation and provides guidance on how to set it. This connection is
not present in the regularized LAD literature, which starts from the regularized
problem rather than obtaining it as an outcome of a more fundamental DRO
formulation.
3 Performance Guarantees
In this section we will provide two types of performance guarantees for the so-
lution to (12), one of which is concerned with its performance on new, future
data (given in Section 3.1) and applies to any norm induced Wasserstein formu-
lation. The other one that bounds the discrepancy between the estimated and
true regression planes, given in Section 3.2, only holds when the Wasserstein
metric is defined on the `1-norm space.
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3.1 Out-of-Sample Performance
In this subsection we investigate generalization characteristics of the solution
to (12), which involves measuring the error generated by our estimator on a
new random sample z. We would like to obtain estimates that not only explain
the observed samples well, but, more importantly, possess strong generalization
abilities. The derivation is mainly based on Rademacher complexity [see Bartlett
and Mendelson, 2002], which is a measurement of the complexity of a class of
functions. Several mild assumptions are needed in this section.
Assumption A The norm of the uncertainty parameter z is bounded above
almost surely, i.e., ‖z‖ ≤ R.
Note that this assumption makes Z a subset of Rm, and thus (9) holds with strict
inequality, which renders our formulation (12) a reformulation of the original
Wasserstein DRO problem (7).
Assumption B The dual norm of β is bounded above within the feasible region,
namely,
sup
β∈B
‖β‖∗ = B¯.
We would like to bound the expected loss under these two assumptions. We
first bound the Rademacher complexity.
Lemma 3.1 For every feasible β, it follows
|z′β| ≤ B¯R, almost surely.
Lemma 3.1 can be easily proved using (5). Now consider the class of functions:
H = {z 7→ hβ(z) : hβ(z) = |z′β|, β ∈ B}.
We next show a result about the empirical Rademacher complexity of H,
denoted by RN (H), based on the result in Lemma 3.1. The result is similar to
Lemma 3 in Bertsimas et al. [2015].
Lemma 3.2
RN (H) ≤ 2B¯R√
N
.
Proof: Suppose that σ1, . . . , σN are i.i.d. uniform random variables on {1,−1}.
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Then, by the definition of the Rademacher complexity and Lemma 3.1,
RN (H) = E
[
sup
h∈H
2
N
∣∣∣∣∣
N∑
i=1
σihβ(zi)
∣∣∣∣∣
∣∣∣∣∣z1, . . . , zN
]
≤ 2B¯R
N
E
[∣∣∣∣∣
N∑
i=1
σi
∣∣∣∣∣
]
≤ 2B¯R
N
E
[√√√√ N∑
i=1
σ2i
]
=
2B¯R√
N
.
Let βˆ be an optimal solution to (12), obtained using the samples zi, i =
1, . . . , N . Suppose we draw a new i.i.d. sample z = (x, y). In Theorem 3.3 we
establish bounds on the error |z′βˆ|.
Theorem 3.3 Under Assumptions A and B, for any 0 < δ < 1, with probability
at least 1− δ with respect to the sampling,
E[|z′βˆ|] ≤ 1
N
N∑
i=1
|z′iβˆ|+
2B¯R√
N
+ B¯R
√
8 log(2/δ)
N
, (15)
and for any ζ > 2B¯R√
N
+ B¯R
√
8 log(2/δ)
N ,
P
(
|z′βˆ| ≥ 1
N
N∑
i=1
|z′iβˆ|+ ζ
)
≤
1
N
∑N
i=1 |z′iβˆ|+ 2B¯R√N + B¯R
√
8 log(2/δ)
N
1
N
∑N
i=1 |z′iβˆ|+ ζ
. (16)
Proof: We use Theorem 8 in Bartlett and Mendelson [2002], setting the fol-
lowing correspondences with the notation used there: L(x, y) = φ(x, y) = |z′β|,
where z = (x, y). This yields the bound (15) on the expected loss. For Eq. (16),
we apply Markov’s inequality to obtain:
P
(
|z′βˆ| ≥ 1
N
N∑
i=1
|z′iβˆ|+ ζ
)
≤ E[|z
′βˆ|]
1
N
∑N
i=1 |z′iβˆ|+ ζ
≤
1
N
∑N
i=1 |z′iβˆ|+ 2B¯R√N + B¯R
√
8 log(2/δ)
N
1
N
∑N
i=1 |z′iβˆ|+ ζ
.
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Remark 3.1 There are two probability measures in the statement of Theorem
3.3. One is related to the new data z, while the other is related to the samples
z1, . . . , zN . The expectation in (15) (and the probability in (16)) is taken w.r.t
the new data z. For a fixed set of samples, (15) (and (16)) holds with probability
at least 1 − δ w.r.t. the measure of samples. Theorem 3.3 essentially says that
given typical samples, the expected loss on new data using our Wasserstein
DRO estimator could be bounded above by the average sample loss plus extra
terms that are proportional to 1/
√
N . Since a term of (12) minimizes the sample
average loss, it is ensured that our estimator achieves good performance on new,
future data.
Remark 3.2 Note that the upper bounds in (15) and (16) do not depend
on the dimension of z. This dimensionality-free characteristic implies direct
applicability of our Wasserstein approach to high-dimensional settings and is
particularly useful in many real applications where, potentially, hundreds of
features may be present.
Next we will show two corollaries that provide a guidance on how many
samples are needed to achieve satisfactory out-of-sample performance.
Corollary 3.4 Suppose βˆ is the optimal solution to (12). For a fixed confidence
level δ and some threshold parameter τ ≥ 0, to guarantee that the percentage
difference between the expected absolute loss on new data and the sample average
loss is less than τ , that is,
E[|z′βˆ|]− 1N
∑N
i=1 |z′iβˆ|
B¯R
≤ τ,
the sample size N must satisfy
N ≥
[
2(1 +
√
2 log(2/δ) )
τ
]2
. (17)
Proof: The percentage difference requirement can be translated into:
2√
N
+
√
8 log(2/δ)
N
≤ τ,
from which (17) can be easily derived.
Corollary 3.5 Suppose βˆ is the optimal solution to (12). For a fixed confidence
level δ, some τ ∈ (0, 1) and γ ≥ 0, to guarantee that
P
( |z′βˆ| − 1N ∑Ni=1 |z′iβˆ|
B¯R
≥ γ
)
≤ τ,
the sample size N must satisfy
N ≥
[
2(1 +
√
2 log(2/δ) )
τ · γ + τ − 1
]2
, (18)
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provided that τ · γ + τ − 1 > 0.
Proof: Based on Theorem 3.3, we just need the following inequality to hold:
1
N
∑N
i=1 |z′iβˆ|+ 2B¯R√N + B¯R
√
8 log(2/δ)
N
1
N
∑N
i=1 |z′iβˆ|+ γB¯R
≤ τ,
which is equivalent to:
γB¯R− 2B¯R√
N
− B¯R
√
8 log(2/δ)
N
1
N
∑N
i=1 |z′iβˆ|+ γB¯R
≥ 1− τ. (19)
We cannot obtain a lower bound for N by directly solving (19) since N appears
in a summation operator. A proper relaxation to (19) is:
γ − 2√
N
−
√
8 log(2/δ)
N
1 + γ
≥ 1− τ, (20)
due to the fact that 1N
∑N
i=1 |z′iβˆ| ≤ B¯R. By solving (20), we obtain (18).
Remark 3.3 The sample size is inversely proportional to both δ and τ in
(17) and (18), which is reasonable since the more confident we want to be, the
more samples we need. Moreover, the smaller τ is, the stricter a requirement
we impose on the performance, and thus more samples are needed.
3.2 Discrepancy between Estimated and True Regression
Planes
In this section we seek to bound the difference between the estimated and true
regression coefficients in the special case where the Wasserstein metric is induced
by the `1-norm space. Throughout the section we will use βˆ to denote the
estimated regression coefficients, obtained as an optimal solution to (22), and
β∗ for the true (unknown) regression coefficients. The bound we will derive
turns out to be related to the Gaussian width of the unit ball in ‖ · ‖∞, the
sub-Gaussian norm of the uncertainty parameter z, as well as the geometric
structure of the true regression coefficients. Some preliminary definitions that
are used in later development are presented below.
Definition 3 (Sub-Gaussian random variable) A random variable z is sub-
Gaussian if the ψ2-norm defined below is finite, i.e.,
|||z|||ψ2 , sup
q≥1
E|z|q√
q
< +∞.
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An equivalent property for sub-Gaussian random variables is that their tail
distribution decays as fast as a Gaussian, namely,
P(|z| ≥ t) ≤ 2 exp{−t2/C2}, ∀t ≥ 0,
for some constant C.
A random vector z ∈ Rm is sub-Gaussian if z′u is sub-Gaussian for any
u ∈ Rm. The ψ2-norm of a vector z is defined as:
|||z|||ψ2 , sup
u∈Sm
|||z′u|||ψ2 ,
where Sm denotes the unit sphere in the m-dimensional Euclidean space. For
the properties of sub-Gaussian random variables/vectors, please refer to the
book by Vershynin [2017].
Definition 4 (Gaussian width) For any set A ⊆ Rm, its Gaussian width is
defined as:
w(A) , E
[
sup
u∈A
u′g
]
, (21)
where g ∼ N (0, I) is an m-dimensional standard Gaussian random vector.
Now let us consider problem (12) when the Wasserstein metric is induced by
‖·‖1. Based on constrained optimization theory [Bertsekas, 1999], it is equivalent
to:
min ‖β‖∞
s.t. ‖β′Z‖1 ≤ γN ,
β ∈ B,
(22)
where Z = [z1 · · · zN ] is the matrix with columns z1, . . . , zN , and γN is some
exogenous parameter related to . (22) is similar to (11) in Chen and Banerjee
[2016], with the difference lying in that we impose a constraint on the error
instead of the gradient. On the other hand, due to their similarity, we will
follow line of development in Chen and Banerjee [2016]. Still, our analysis is
self-contained and the bound we obtain is in a different form, which provides
meaningful insights into our specific problem. More assumptions are needed to
bound the discrepancy between the estimated and true regression coefficients.
Assumption C The `2 norm of β is bounded above within the feasible region,
namely,
sup
β∈B
‖β‖2 = B¯2.
Assumption D (Restricted Eigenvalue Condition) For some set A(β∗) =
cone{v| ‖β∗ + v‖∞ ≤ ‖β∗‖∞} ∩ Sm and some positive scalar α,
inf
v∈A(β∗)
v′ZZ′v ≥ α.
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Assumption E The true coefficient β∗ is a feasible solution of the formulation
(22), i.e.,
‖Z′β∗‖1 ≤ γN , β∗ ∈ B.
Assumption F z is a centered sub-Gaussian random vector, i.e., it has zero
mean and satisfies the following condition:
|||z|||ψ2 = sup
u∈Sm
|||z′u|||ψ2 ≤ µ.
Assumption G The covariance matrix of z has bounded positive eigenvalues.
Set Γ = E[zz′]; then,
0 < λmin , λmin(Γ) ≤ λmax(Γ) , λmax <∞.
Our first result, which is similar to Lemma 2 in Chen and Banerjee [2016],
bounds the `2 norm of the estimation bias in terms of a quantity that is related
to the geometric structure of the true coefficients.
Theorem 3.6 Suppose the true regression coefficient vector is β∗ and the so-
lution to (22) is βˆ. For the set A(β∗) = cone{v| ‖β∗ + v‖∞ ≤ ‖β∗‖∞} ∩ Sm,
under Assumptions A, D, and E, we have:
‖βˆ − β∗‖2 ≤ 2RγN
α
Ψ(β∗), (23)
where Ψ(β∗) = supv∈A(β∗) ‖v‖∞.
Proof: Since both βˆ and β∗ (the latter due to Assumption E) are feasible, we
have:
‖Z′βˆ‖1 ≤ γN ,
‖Z′β∗‖1 ≤ γN ,
from which we derive that ‖Z′(βˆ−β∗)‖1 ≤ 2γN . Since βˆ is an optimal solution
to (22) and β∗ a feasible solution, it follows that ‖βˆ‖∞ ≤ ‖β∗‖∞. This implies
that ν = βˆ − β∗ satisfies the condition ‖β∗ + v‖∞ ≤ ‖β∗‖∞ included in the
definition of A(β∗) and, furthermore, (βˆ − β∗)/‖βˆ − β∗‖2 ∈ A(β∗). Together
with Assumption D, this yields
(βˆ − β∗)′ZZ′(βˆ − β∗) ≥ α‖βˆ − β∗‖22. (24)
On the other hand, from the Cauchy-Schwarz inequality (5):
(βˆ − β∗)′ZZ′(βˆ − β∗) ≤ ‖Z′(βˆ − β∗)‖1‖Z′(βˆ − β∗)‖∞
≤ 2γN max
i
|z′i(βˆ − β∗)|
≤ 2γN max
i
‖βˆ − β∗‖∞‖zi‖1
≤ 2RγN‖βˆ − β∗‖∞.
(25)
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Combining (24) and (25), we have:
‖βˆ − β∗‖2 ≤ 2RγN
α
‖βˆ − β∗‖∞
‖βˆ − β∗‖2
≤ 2RγN
α
Ψ(β∗),
where the last step follows from the fact that (βˆ − β∗)/‖βˆ − β∗‖2 ∈ A(β∗).
We see that in the bound given in (23), Ψ(β∗) depends only on the geometric
structure of β∗, whereas both γN and α are related to the random matrix Z.
We therefore would like to further bound these two random quantities in a
probabilistic way. Lemma 3.7 provides guidance on setting an upper bound for
α.
Lemma 3.7 Consider the set AΓ = {w ∈ Sm|Γ−1/2w ∈ cone(A(β∗))}, where
A(β∗) is defined as in Theorem 3.6, and Γ = E[zz′]. Under Assumptions F and
G, when the sample size N ≥ C1µ¯4(w(AΓ))2, where µ¯ = µ
√
1
λmin
, and w(AΓ) is
the Gaussian width of AΓ, with probability at least 1− exp(−C2N/µ¯4), we have
v′ZZ′v ≥ N
2
v′Γv, ∀ v ∈ A(β∗),
where C1 and C2 are positive constants.
All omitted proofs in this section can be found in Appendix A. The follow-
ing lemma relates w(AΓ), which appears in the statement of Lemma 3.7, with
w(A(β∗)).
Lemma 3.8 (Lemma 4 in Chen and Banerjee [2016]) Let µ0 be the ψ2-
norm of a standard Gaussian random vector g ∈ Rm, and AΓ, A(β∗) be defined
as in Lemma 3.7. Then, under Assumption G,
w(AΓ) ≤ C3µ0
√
λmax
λmin
(
w(A(β∗)) + 3
)
,
for some positive constant C3.
Combining Lemmas 3.7 and 3.8, we are able to give a tight upper bound for
α when the sample size satisfies a certain condition related to w(A(β∗)).
Corollary 3.9 Under Assumptions F and G, and the conditions in Lemmas
3.7 and 3.8, when N ≥ C¯1µ¯4µ20 · λmaxλmin
(
w(A(β∗)) + 3
)2
, with probability at least
1− exp(−C2N/µ¯4),
v′ZZ′v ≥ Nλmin
2
, ∀ v ∈ A(β∗),
where C¯1 and C2 are positive constants.
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Proof: Combining Lemmas 3.7 and 3.8, and using the fact that for any v ∈
A(β∗),
N
2
v′Γv ≥ Nλmin
2
,
we can derive the desired result.
Next we would like to derive the smallest possible value of γN such that β
∗
is feasible. This is accomplished in Lemma 3.10.
Lemma 3.10 Under Assumptions C and F, for any feasible β, with probability
at least 1− C4 exp(−C
2
5 (w(Bu))2
4ρ2 ),
‖β′Z‖1 ≤ CµB¯2w(Bu),
where Bu is the unit ball of norm ‖ · ‖∞, ρ = supv∈Bu ‖v‖2, and C4, C5, C
positive constants.
Combining Theorem 3.6, Corollary 3.9 and Lemma 3.10, we have the follow-
ing main performance guarantee result that bounds the estimation bias of the
solution to (22).
Theorem 3.11 Under Assumptions A, C, D, E, F, G, and the conditions of
Theorem 3.6, Corollary 3.9 and Lemma 3.10, when N ≥ C¯1µ¯4µ20·λmaxλmin
(
w(A(β∗))+
3
)2
, with probability at least 1− exp(−C2N/µ¯4)−C4 exp(−C25 (w(Bu))2/(4ρ2)),
‖βˆ − β∗‖2 ≤ C¯RB¯2µ
Nλmin
w(Bu)Ψ(β∗). (26)
Remark 3.4 From (26) we see that the bound for the `2-norm of the estima-
tion bias depends on the geometric structures of both the true coefficients and
the norm space that the Wasserstein metric is defined on. Moreover, the bias
is decreased as the sample size increases and the uncertainty embedded in z is
reduced.
4 Simulation Experiments
In this section we will apply formulation (12) to a number of synthetic datasets
with the Wasserstein metric induced by ‖ · ‖2 and ‖ · ‖1, respectively. The
experimental scenarios are designed according to the computational paper by
Wisnowski et al. [2001]. Specifically, we consider interior x-space outliers, which
are observations that are abnormal only in the y direction, but have x values that
are within normal range. The motivation for focusing on y-space outliers comes
from the CT radiation problem outlined in the Introduction. Recent studies have
shown that about half of the US annual exposure to ionizing radiation comes
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from medical imaging, particularly CT. Experts usually focus on CT scans with
high absolute radiation dose, which is often due to large patients and/or seeking
high resolution images. They tend to overlook smaller and skinnier patients
(normal x values) who receive a radiation dose that is not high in absolute
value but may be much higher than medically necessary (aberrant y values). It
is exactly these patients who are facing the highest carcinogenic risk and we are
interested in developing a procedure to detect such cases. Of course, and while
this is our motivating application, the applicability of our work is far broader.
Our approach will be tested in three different scenarios differentiated by the
location of outliers:
• Scenario 1: randomly scattered outliers;
• Scenario 2: outliers in a cloud at the centroid of the x-space;
• Scenario 3: outliers in a cloud that is randomly placed in the interior of
the x-space.
Since the mathematical formulation (12) in Section 2 is derived in a linear
regression setting, the datasets in this section are constructed based on a linear
regression model. In addition, our approach is able to select the most relevant
features through incorporating sparsity constraints. Suppose there areK feature
variables; the response y for clean observations is obtained through the following:
y = β˜0 + β˜1x1 + · · ·+ β˜KxK + η,
where η is a noise term. The response values for outlying observations are placed
at a distance δR off the regression plane, that is,
y = β˜0 + β˜1x1 + · · ·+ β˜KxK + δR.
We set β˜0 = 0.3, β˜1 = · · · = β˜K = 0.5 throughout this section. η is
normally distributed with mean 0 and variance σ2η. For clean observations, all
features x1, . . . , xK come from a normal distribution with mean 7.5 and standard
deviation 4.0. The experiments are conducted in different factor settings, where
the factors considered are:
• Percentage of outliers q: 20%, 30%;
• Outlying distance δR: 3ση, 4ση, 5ση;
• The number of regressors K: 6, 30.
We will compare the performance of (12) with the `1-regularized LAD and
robust regression with three cost functions – Huber [Huber, 1964, 1973], Talwar
[Hinich and Talwar, 1975], and Fair [Fair, 1974]. It is worth mentioning that
the `1-regularized LAD is a special case of (12) where the Wasserstein metric is
induced by the infinity norm. The choice of the norm space for the Wasserstein
metric hinges on the notion of distance, or the way the outliers are planted,
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which in our case suggests the use of the `2-induced Wasserstein formulation
(13). But it would be interesting to see how the `1-induced formulation (14)
performs and add it into comparison. We note that when the closeness of two
points is defined in terms of ‖ · ‖1 in a multi-response scenario, (14) is expected
to outperform any other norm-induced Wasserstein model. The performance
metrics we use include:
• ‖β˜est− β˜‖1, where β˜est is the estimated regression coefficient and β˜ is the
true coefficient determined by the clean data;
• The Receiver Operating Characteristic (ROC) curve which plots the true
positive rate against the false positive rate, as well as the related Area
Under Curve (AUC).
We run 500 replications and take the average of the performance metrics. The
Gurobi solver [Gu et al.] is used to solve (13) and (14), where the radius 
is chosen to be inversely proportional to N1/m by a factor decided based on
AUC. Before providing the details of the experimental results, we summarize
our major findings below.
1. All approaches have better performance when q is lower, δR is larger, and
K is smaller.
2. Our approach performs better than the regularized LAD and robust re-
gression, especially when the number of features K is large.
3. Our approach handles high-dimensional, noisy data pretty well, and could
achieve satisfactory performance with very few samples.
4.1 Randomly Scattered Outliers
In this subsection, we consider Scenario 1 where the outliers are randomly scat-
tered in the interior of the x-space. The feature variables for outlying obser-
vations have the same distribution as that of the clean data, but the response
values are placed at a distance δR off the regression plane. We will investigate
the impact of the training sample size and noise variance on the performance
of all approaches. Several sets of N and ση will be used in our implementation,
see Table 1. The test sample size M is 60% of the training size.
The Wasserstein formulations (13) and (14), as well as robust regression,
only generate an estimated regression coefficient. The identification of outliers is
based on the residual and estimated standard deviation of the noise. Specifically,
Outlier =
{
YES, if |residual| > threshold× σˆη,
NO, otherwise,
where σˆη is the standard deviation of residuals in the entire training set. ROC
curves are obtained through adjusting the threshold values.
20
Table 1: Training sample size and noise variance for randomly scattered outliers.
Number of regressors K
6 30
Training sample size N 20, 60 60, 180
Noise standard deviation ση 0.25, 0.5 0.5, 1
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(a) N = 20,K = 6, ση = 0.25.
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(b) N = 60,K = 30, ση = 0.5.
Figure 1: Out-of-sample AUC v.s. Wasserstein ball radius / regularization co-
efficient for regularized LAD and Wasserstein formulations induced by `2 and
`1 norms, q = 30%, δR = 3ση, and randomly scattered outliers.
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(c) q = 20%, δR = 5ση
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(f) q = 30%, δR = 5ση
Figure 2: ROC curves for randomly scattered outliers, N = 20,K = 6, ση =
0.25.
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The Wasserstein radius  is set to be proportional to 1/N1/m, where the
constant factor is chosen to maximize the out-of-sample AUC. The regulariza-
tion coefficient for LAD is also selected to maximize the AUC. One substantial
difference lies in the proportionality of the Wasserstein radius w.r.t. N and m,
which implies great savings in computational effort since the parameter tuning
procedure in LAD needs to be rerun for every single instance of N and m. In
Fig. 1 we plot the out-of-sample AUC as the radius / regularization parameter
varies. The Wasserstein `1 curve (corresponding to (14)) does not contain much
useful information, which could be ascribed to the improperness of using an
`1 notion of distance in our specific case. Regarding the Wasserstein `2 curve
(corresponding to (13)), when  is small, the Wasserstein ball contains the true
distribution with low confidence and thus AUC is low. On the other hand, too
large  makes our solution overly conservative. Note that the robustness of our
approach, indicated by the flatness of the Wasserstein DRO curve, constitutes
another advantage, whereas the performance of LAD dramatically deteriorates
once the regularizer deviates from the optimum. Moreover, the maximal achiev-
able AUC for Wasserstein DRO is significantly higher than LAD.
The experimental results are properly summarized in the following figures
and tables for different combinations of N and ση. We note that for all ta-
bles, the numbers in parentheses are the results from `1-regularized LAD, ro-
bust regression with Huber, Talwar, and Fair cost functions, respectively, while
the numbers outside parentheses are the results from Wasserstein `2 (13) and
Wasserstein `1 (14) formulations, respectively. We see that the Wasserstein `2
formulation consistently outperforms all other approaches, with its ROC curve
lying well above others. One could argue that the good performance is due to
the way  is chosen, while robust regression does not incorporate such a pa-
rameter tuning process. This is indeed a significant factor. LAD seems to be a
fairer comparison, yet its performance is remarkably worse than our approach.
The Wasserstein `1 is almost indistinguishable from robust regression due to
the unsuitability of an `1 distance in our specific case. We also want to point
out that even if the radius moves a bit away from the optimum, high AUC is
still guaranteed for Wasserstein `2, as seen from Fig. 1.
More importantly, the superiority of our Wasserstein `2 formulation could
be attributed to its distributional robustness, since we hedge against a family
of plausible distributions, including the true distribution with high confidence.
By contrast, robust regression adopts an Iteratively Reweighted Least Squares
(IRLS) procedure which assigns weights to data points based on the residuals
from previous iterations. With such an approach, there is a chance of exagger-
ating the influence of outliers while downplaying the importance of clean ob-
servations, especially when the initial residuals are obtained through Ordinary
Least Squares (OLS). Talwar’s cost assigns zero weights to observations with
residuals above some threshold [see O’Leary, 1990, Fox, 2002], which could very
likely discard clean data. Fair’s cost increases at a slower rate than Huber’s
cost [see O’Leary, 1990], which might explain its slightly better performance
compared to other cost functions.
When we increase ση to 0.5 and keep other factors fixed, the AUC in gen-
22
Table 2: AUC for randomly scattered outliers, N = 20,K = 6, ση = 0.25.
Outlying
distance
Percentage of outliers
20% 30%
3 0.92, 0.78 (0.88, 0.78, 0.78, 0.79) 0.93, 0.69 (0.83, 0.70, 0.70, 0.70)
4 0.97, 0.84 (0.93, 0.82, 0.81, 0.82) 0.97, 0.73 (0.88, 0.73, 0.73, 0.73)
5 0.98, 0.89 (0.96, 0.86, 0.86, 0.87) 0.99, 0.75 (0.91, 0.73, 0.73, 0.74)
Table 3: ‖β˜est− β˜‖1 for randomly scattered outliers, N = 20,K = 6, ση = 0.25.
Outlying
distance
Percentage of outliers
20% 30%
3 0.37, 0.60 (0.46, 0.56, 0.56, 0.57) 0.37, 0.66 (0.47, 0.61, 0.59, 0.62)
4 0.37, 0.63 (0.47, 0.68, 0.68, 0.67) 0.38, 0.75 (0.51, 0.77, 0.76, 0.80)
5 0.37, 0.67 (0.48, 0.76, 0.76, 0.75) 0.38, 0.83 (0.52, 0.96, 0.94, 0.98)
Table 4: AUC for randomly scattered outliers, N = 20,K = 6, ση = 0.5.
Outlying
distance
Percentage of outliers
20% 30%
3 0.97, 0.79 (0.89, 0.79, 0.79, 0.79) 0.97, 0.67 (0.82, 0.67, 0.67, 0.67)
4 0.99, 0.86 (0.93, 0.84, 0.84, 0.85) 0.99, 0.74 (0.89, 0.73, 0.73, 0.73)
5 0.99, 0.89 (0.95, 0.84, 0.84, 0.85) 1.00, 0.78 (0.92, 0.75, 0.75, 0.76)
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(f) q = 30%, δR = 5ση
Figure 3: ROC curves for randomly scattered outliers, N = 20,K = 6, ση = 0.5.
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eral increases due to the fact that the outliers are further away from the true
regression plane in the sense of absolute distance, and thus are easier to detect.
The AUC increase for Wasserstein `2 seems to be more significant than robust
regression. This is because noisy data tend to distort the fitting plane (as seen
from the increase in ‖β˜est − β˜‖1 (Table 5)), especially when the percentage of
outliers is high. We note that for q = 30%, δR = 3, where outliers are more
likely masked, the AUC for robust regression even decreases a bit (Table 4)
compared to Table 2. By contrast, the Wasserstein `2 does not exhibit such
a problem due to its distributional robustness. Note also that the increase in
‖β˜est − β˜‖1 for Wasserstein `2 is less significant than all other approaches. We
thus come to the conclusion that the Wasserstein `2 formulation is less sensitive
to noisy data.
Now let us increase the training sample size N . For all approaches, the
AUC increases (Table 6) and ‖β˜est − β˜‖1 decreases (Table 7). It is worth
mentioning that the Wasserstein `2 almost achieves perfect AUC for every single
case (Table 6), and consistently outperforms both the regularized LAD and
robust regression. Even with very few samples, say, N = 20, the Wasserstein `2
still gets an AUC above 90%. The results for N = 60,K = 6, ση = 0.5, along
with all factor combinations for K = 30, convey the same message and can be
found in Appendix B.
4.2 Outliers in A Cloud at the Centroid of the x-Space
In this subsection we consider Scenario 2 where outliers are gathered in a cloud at
the centroid of the x-space. The features for outlying observations are uniformly
distributed on the interval [7.375, 7.625] since clean observations have features
centered around 7.5. The response values are still at a δR distance off the
regression plane. Based on our experience in Section 4.1, the sample size and
noise variance are set to N = 20, ση = 0.25 for K = 6; and N = 60, ση = 0.5
for K = 30. The size of the test dataset is 0.6N . Note that we use a fairly small
sample size relative to the number of features, which is very common in real
medical data where there usually exist thousands of features but only hundreds
of samples could be obtained (high-dimensional sparsity). The experimental
results are presented in Figures 5, 6 and Tables 8, 9, 10, 11.
The poor performance of robust regression is a bit surprising (AUC way be-
low 0.5 for K = 30, q = 30%), especially when compared to the Wasserstein `2
and regularized LAD. This could be explained by the location of outliers which
concentrate at the centroid of clean data. It appears that outliers “compromise”
the most essential region of x-space, while randomly scattered outliers disperse
their influence to less important areas. One can draw an analogy to war, where
invading the heart of a country generates more devastating consequences. How-
ever, the Wasserstein approach seems to achieve very good performance in this
scenario, which is reasonable since it is trying to learn the true data-generating
mechanism from samples, and centroid outliers do not perturb the distribution
of clean samples as much as randomly scattered outliers. Note that for K = 30,
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Table 5: ‖β˜est − β˜‖1 for randomly scattered outliers, N = 20,K = 6, ση = 0.5.
Outlying
distance
Percentage of outliers
20% 30%
3 0.42, 0.92 (0.61, 1.11, 1.08, 1.12) 0.42, 1.01 (0.66, 1.25, 1.23, 1.29)
4 0.42, 0.97 (0.63, 1.30, 1.29, 1.30) 0.42, 1.09 (0.69, 1.52, 1.49, 1.56)
5 0.42, 1.02 (0.65, 1.60, 1.60, 1.59) 0.42, 1.19 (0.74, 1.85, 1.84, 1.90)
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Figure 4: ROC curves for randomly scattered outliers, N = 60,K = 6, ση =
0.25.
Table 6: AUC for randomly scattered outliers, N = 60,K = 6, ση = 0.25.
Outlying
distance
Percentage of outliers
20% 30%
3 0.99, 0.92 (0.98, 0.91, 0.91, 0.91) 0.99, 0.82 (0.97, 0.81, 0.81, 0.81)
4 1.00, 0.98 (1.00, 0.96, 0.95, 0.97) 1.00, 0.91 (0.99, 0.86, 0.87, 0.88)
5 1.00, 1.00 (1.00, 0.98, 0.97, 0.99) 1.00, 0.95 (1.00, 0.89, 0.89, 0.91)
Table 7: ‖β˜est− β˜‖1 for randomly scattered outliers, N = 60,K = 6, ση = 0.25.
Outlying
distance
Percentage of outliers
20% 30%
3 0.29, 0.32 (0.38, 0.30, 0.29, 0.30) 0.30, 0.41 (0.39, 0.36, 0.35, 0.37)
4 0.30, 0.32 (0.37, 0.36, 0.36, 0.35) 0.30, 0.43 (0.39, 0.43, 0.43, 0.44)
5 0.29, 0.32 (0.38, 0.43, 0.47, 0.42) 0.30, 0.46 (0.38, 0.54, 0.54, 0.55)
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Figure 5: ROC curves for outliers in a centroid cloud, N = 20,K = 6, ση = 0.25.
Table 8: AUC for outliers in a centroid cloud, N = 20,K = 6, ση = 0.25.
Outlying
distance
Percentage of outliers
20% 30%
3 0.97, 0.76 (0.95, 0.73, 0.75, 0.73) 0.97, 0.44 (0.94, 0.47, 0.53, 0.46)
4 0.99, 0.82 (0.98, 0.76, 0.78, 0.77) 0.99, 0.53 (0.98, 0.50, 0.56, 0.48)
5 1.00, 0.89 (0.99, 0.83, 0.83, 0.83) 1.00, 0.58 (0.99, 0.51, 0.56, 0.50)
Table 9: ‖β˜est − β˜‖1 for outliers in a centroid cloud, N = 20,K = 6, ση = 0.25.
Outlying
distance
Percentage of outliers
20% 30%
3 0.35, 0.58 (0.46, 0.69, 0.65, 0.69) 0.34, 0.79 (0.45, 1.06, 0.94, 1.03)
4 0.35, 0.61 (0.43, 0.77, 0.73, 0.77) 0.34, 0.85 (0.46, 1.28, 1.15, 1.28)
5 0.35, 0.61 (0.42, 0.85, 0.83, 0.85) 0.34, 0.93 (0.46, 1.53, 1.36, 1.50)
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the Wasserstein `2 formulation achieves perfect AUC with only 60 samples,
whereas the regularized LAD, which encompasses a similar parameter tuning
procedure, performs remarkably worse, especially when the outlying distance is
smaller, in which case aberrant observations are more likely to be masked.
4.3 Outliers in A Cloud Randomly Placed in the Interior
x-Space
We now consider outliers in a cloud that is randomly placed in the interior of
the x-space. The features for outlying observations are uniformly distributed
on (u − 0.125, u + 0.125), where u is a uniform random variable on (7.5 − 3 ×
4, 7.5 + 3×4). The response values are at a δR distance off the regression plane.
The sample size and noise variance are set as in Section 4.2. See Figures 7, 8
and Tables 12, 13, 14, 15 for the experimental results.
The Wasserstein `2 formulation still outperforms all other approaches, but
the difference is not as significant as in Sections 4.1 and 4.2. Outliers in a
randomly placed cloud alter the sample distribution significantly and impair
the ability to infer the true distribution. On the other hand, the Wasserstein
`2 maintains its AUC level as the number of regressors is raised from 6 to 30,
while the regularized LAD, as well as robust regression, gets a significantly
lower AUC in a higher dimensional setting (Table 14). We conclude that the
Wasserstein approach is able to learn the true data-generating mechanism in
high-dimensional settings with very few samples, which makes it a potentially
powerful choice in many real applications.
5 Conclusions
We presented a novel outlier detection method based on Distributionally Ro-
bust Optimization (DRO) in a linear regression framework. The Wasserstein
metric was utilized to construct the ambiguity set and a tractable formulation
was derived. It is worth noting that the linear law assumption does not limit
the applicability of our model. In fact, by pre-processing the data, there indeed
exists a roughly linear relationship between the response and the transformed
explanatory variables. Our Wasserstein formulation incorporates a class of mod-
els whose specific form depends on the norm space that the Wasserstein metric
is defined on. We provide out-of-sample performance guarantees for the general
formulation, and bound the estimation bias for the `1-norm induced Wasserstein
formulation. Extensive numerical examples demonstrate the superiority of the
Wasserstein formulation compared to the regularized LAD and robust regres-
sion. A remarkable advantage of our approach rests in its ability to handle noisy
data in a high-dimensional and sparse setting.
Several interesting future research directions are inspired by this work. For
example, instead of using a discrete uniform distribution as the center of the
Wasserstein ball, one can replace it by a Gaussian distribution, which could be
beneficial if there exists evidence of a Gaussian-like data generating mechanism.
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Figure 6: ROC curves for outliers in a centroid cloud, N = 60,K = 30, ση = 0.5.
Table 10: AUC for outliers in a centroid cloud, N = 60,K = 30, ση = 0.5.
Outlying
distance
Percentage of outliers
20% 30%
3 0.99, 0.54 (0.89, 0.48, 0.50, 0.45) 0.99, 0.09 (0.77, 0.18, 0.22, 0.15)
4 1.00, 0.62 (0.96, 0.51, 0.54, 0.49) 1.00, 0.13 (0.88, 0.20, 0.25, 0.16)
5 1.00, 0.70 (0.99, 0.55, 0.58, 0.53) 1.00, 0.15 (0.94, 0.20, 0.25, 0.17)
Table 11: ‖β˜est− β˜‖1 for outliers in a centroid cloud, N = 60,K = 30, ση = 0.5.
Outlying
distance
Percentage of outliers
20% 30%
3 0.68, 2.13 (1.26, 3.08, 2.93, 3.20) 0.67, 3.70 (1.49, 5.52, 5.01, 5.69)
4 0.68, 2.34 (1.23, 3.62, 3.43, 3.78) 0.67, 4.38 (1.49, 6.89, 6.01, 6.98)
5 0.68, 2.44 (1.24, 4.23, 3.98, 4.36) 0.67, 4.91 (1.50, 8.99, 8.00, 9.19)
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Figure 7: ROC curves for outliers in a randomly placed cloud, N = 20,K =
6, ση = 0.25.
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Table 12: AUC for outliers in a randomly placed cloud, N = 20,K = 6, ση =
0.25.
Outlying
distance
Percentage of outliers
20% 30%
3 0.85, 0.76 (0.82, 0.78, 0.78, 0.78) 0.83, 0.72 (0.80, 0.73, 0.73, 0.73)
4 0.91, 0.83 (0.88, 0.84, 0.84, 0.85) 0.88, 0.75 (0.83, 0.76, 0.76, 0.77)
5 0.94, 0.86 (0.90, 0.86, 0.85, 0.86) 0.92, 0.78 (0.85, 0.78, 0.77, 0.79)
Table 13: ‖β˜est − β˜‖1 for outliers in a randomly placed cloud, N = 20,K =
6, ση = 0.25.
Outlying
distance
Percentage of outliers
20% 30%
3 0.40, 0.58 (0.46, 0.52, 0.52, 0.52) 0.41, 0.59 (0.47, 0.53, 0.52, 0.54)
4 0.40, 0.61 (0.48, 0.62, 0.63, 0.61) 0.43, 0.67 (0.51, 0.64, 0.63, 0.65)
5 0.41, 0.69 (0.50, 0.73, 0.75, 0.72) 0.43, 0.77 (0.53, 0.81, 0.80, 0.81)
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Figure 8: ROC curves for outliers in a randomly placed cloud, N = 60,K =
30, ση = 0.5.
Table 14: AUC for outliers in a randomly placed cloud, N = 60,K = 30, ση =
0.5.
Outlying
distance
Percentage of outliers
20% 30%
3 0.86, 0.73 (0.75, 0.75, 0.75, 0.75) 0.83, 0.70 (0.73, 0.71, 0.71, 0.72)
4 0.91, 0.76 (0.78, 0.79, 0.79, 0.79) 0.89, 0.72 (0.76, 0.74, 0.74, 0.74)
5 0.95, 0.77 (0.80, 0.80, 0.80, 0.80) 0.92, 0.74 (0.76, 0.76, 0.76, 0.76)
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Generalizations to non-convex uncertainty sets could also be considered. More
broadly speaking, the theory we applied in our construction, i.e., DRO, has
great potential in developing methodologies for a variety of machine learning
problems, e.g., classification. DRO considers the worst possible outcome among
a family of distributions learned from samples, which is superior to using just
the empirical uniform distribution, as seen in most machine learning techniques.
In addition, DRO based on the Wasserstein ambiguity set is usually tractable
due to the emerging interest and a plenty of work in the Wasserstein metric and
related measure concentration results.
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A Omitted Proofs
This section includes the proofs for Lemmas 3.7, 3.8, and 3.10.
A.1 Proof of Lemma 3.7
Proof: Define Γˆ = 1N
∑N
i=1 ziz
′
i. Consider the set of functions F = {fw(z) =
z′Γ−1/2w|w ∈ AΓ}. Then, for any fw ∈ F ,
E[f2w] = E[w′Γ
−1/2zz′Γ−1/2w]
= w′Γ−1/2E[zz′]Γ−1/2w
= w′w
= 1,
where we used Γ = E[zz′] and the fact that w ∈ AΓ.
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For any fw ∈ F we have
|||fw|||ψ2 =
∣∣∣∣∣∣∣∣∣z′Γ−1/2w∣∣∣∣∣∣∣∣∣
ψ2
=
∣∣∣∣∣∣∣∣∣z′Γ−1/2w∣∣∣∣∣∣∣∣∣
ψ2
‖Γ−1/2w‖2
‖Γ−1/2w‖2
=
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣z′ Γ−1/2w‖Γ−1/2w‖2
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
ψ2
‖Γ−1/2w‖2
≤ µ
√
w′Γ−1w
≤ µ
√
1
λmin
‖w‖22
= µ
√
1
λmin
= µ¯,
where the first inequality used Assumption F and the second inequality used
Assumption G.
Applying Theorem D from Mendelson et al. [2007], for any θ > 0 and when
C˜1µ¯γ2(F , |||·|||ψ2) ≤ θ
√
N,
with probability at least 1− exp(−C˜2θ2N/µ¯4) we have
sup
fw∈F
∣∣∣ 1
N
N∑
i=1
f2w(zi)− E[f2w]
∣∣∣ = sup
fw∈F
∣∣∣ 1
N
N∑
i=1
w′Γ−1/2ziz′iΓ
−1/2w − 1
∣∣∣
= sup
w∈AΓ
∣∣∣w′Γ−1/2ΓˆΓ−1/2w − 1∣∣∣
≤ θ, (27)
where C˜1 is some positive constant and γ2(F , |||·|||ψ2) is defined in Mendelson
et al. [2007] as a measure of the size of the set F with respect to the metric
|||·|||ψ2 . Using θ = 1/2, and properties of γ2(F , |||·|||ψ2) outlined in Chen and
Banerjee [2016], we can set N to satisfy
C˜1µ¯γ2(F , |||·|||ψ2) ≤ C˜1µ¯2γ2(AΓ, ‖ · ‖2)
≤ C˜1µ¯2C0w(AΓ)
≤ 1
2
√
N,
for some positive constant C0, where we used Eq. (44) in Chen and Banerjee
[2016]. This implies
N ≥ C1µ¯4(w(AΓ))2
for some positive constant C1. Thus, for such N and with probability at least
1 − exp(−C2N/µ¯4), for some positive constant C2, (27) holds with θ = 1/2.
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This implies that for all w ∈ AΓ,∣∣∣w′Γ−1/2ΓˆΓ−1/2w − 1∣∣∣ ≤ 1
2
or
w′Γ−1/2ΓˆΓ−1/2w ≥ 1
2
=
1
2
w′Γ−1/2ΓΓ−1/2w.
By the definition of AΓ, for any v ∈ A(β∗),
v′Γˆv ≥ 1
2
v′Γv.
Noting that Γˆ = (1/N)ZZ′ yields the desired result.
A.2 Proof of Lemma 3.8
We follow the proof of Lemma 4 in Chen and Banerjee [2016], adapted to our
setting. We include all key steps for completeness.
Proof: Recall the definition of the Gaussian width w(AΓ) (cf. (21)):
w(AΓ) = E
[
sup
u∈AΓ
u′g
]
,
where g ∼ N (0, I). We have:
sup
w∈AΓ
w′g = sup
w∈AΓ
w′Γ−1/2Γ1/2g
= sup
w∈AΓ
‖Γ−1/2w‖2 w
′Γ−1/2
‖Γ−1/2w‖2
Γ1/2g
≤
√
1
λmin
sup
v∈cone(A(β∗))∩Bm
v′Γ1/2g,
where Bm is the unit ball in the m-dimensional Euclidean space and the in-
equality used Assumption G and the fact that w′Γ−1/2/‖Γ−1/2w‖2 ∈ Bm and
w ∈ AΓ.
Define T = cone(A(β∗)) ∩ Bm, and consider the stochastic process {Sv =
v′Γ1/2g}v∈T . For any v1,v2 ∈ T ,
|||Sv1 − Sv2 |||ψ2 =
∣∣∣∣∣∣∣∣∣(v1 − v2)′Γ1/2g∣∣∣∣∣∣∣∣∣
ψ2
= ‖Γ1/2(v1 − v2)‖2
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣ (v1 − v2)′Γ1/2g‖Γ1/2(v1 − v2)‖2
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
ψ2
≤ ‖Γ1/2(v1 − v2)‖2 sup
u∈Sm
|||u′g|||ψ2
= µ0‖Γ1/2(v1 − v2)‖2
≤ µ0
√
λmax‖v1 − v2‖2,
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where the last step used Assumption G.
Then, by the tail behavior of sub-Gaussian random variables (see Hoeffding
bound, Thm. 2.6.2 in [Vershynin, 2017]), we have:
P(|Sv1 − Sv2 | ≥ δ) ≤ 2 exp
(
− C01δ
2
µ20λmax‖v1 − v2‖22
)
,
for some positive constant C01.
To bound the supremum of Sv, we define the metric s(v1,v2) = µ0
√
λmax‖v1−
v2‖2. Then, by Lemma B in Chen and Banerjee [2016],
E
[
sup
v∈T
v′Γ1/2g
]
≤ C02γ2(T , s)
= C02µ0
√
λmaxγ2(T , ‖ · ‖2)
≤ C3µ0
√
λmaxw(T ),
for positive constants C02, C3, where γ2(T , s) is the γ2-functional we referred to
in the proof of Lemma 3.7. Since T = cone(A(β∗))∩Bm ⊆ conv(A(β∗)∪ {0}),
by Lemma 2 in Maurer et al. [2014],
w(T ) ≤ w(conv(A(β∗) ∪ {0}))
= w(A(β∗) ∪ {0})
≤ max{w(A(β∗)), w({0})}+ 2
√
ln 4
≤ w(A(β∗)) + 3.
Thus,
w(AΓ) = E
[
sup
w∈AΓ
w′g
]
≤
√
1
λmin
E
[
sup
v∈T
v′Γ1/2g
]
≤ C3
√
1
λmin
µ0
√
λmaxw(T )
≤ C3µ0
√
λmax
λmin
(
w(A(β∗)) + 3
)
.
A.3 Proof of Lemma 3.10
Proof: By the definition of dual norm (4), we know that:
‖β′Z‖1 = sup
v∈Bu
β′Zv = sup
v∈Bu
N∑
i=1
viβ
′zi.
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Since viβ
′zi, i = 1, . . . , N are independent centered sub-Gaussian random vari-
ables, and ∣∣∣∣∣∣viβ′zi∣∣∣∣∣∣ψ2 ≤ µ‖viβ‖2,
we have that
∑N
i=1 viβ
′zi is also a centered sub-Gaussian random variable with∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
N∑
i=1
viβ
′zi
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
2
ψ2
≤ C203
N∑
i=1
µ2‖viβ‖22
= C203µ
2‖β‖22‖v‖22,
for a positive constant C03.
Consider the stochastic process {Sv = β′Zv}v∈Bu . As in the proof of
Lemma 3.8,
|||Sv1 − Sv2 |||ψ2 ≤ C03µ‖β‖2‖v1 − v2‖2.
By the tail behavior of sub-Gaussian random variables [Vershynin, 2017], we
know:
P(|Sv1 − Sv2 | ≥ δ) ≤ 2 exp
(
− C04δ
2
µ2‖β‖22‖v1 − v2‖22
)
.
for a positive constant C04.
Define the metric s(v1,v2) = µ‖β‖2‖v1−v2‖2. Then, by Lemma B in Chen
and Banerjee [2016],
P
(
sup
v1,v2∈Bu
|Sv1 − Sv2 | ≥ C05
(
γ2(Bu, s) + δ · diam(Bu, s)
)) ≤ C4 exp(−δ2).
for positive constants C05, C4. Also,
γ2(Bu, s) = µ‖β‖2γ2(Bu, ‖ · ‖2) ≤ C5µ‖β‖2w(Bu),
diam(Bu, s) = sup
v1,v2∈Bu
s(v1,v2)
= µ‖β‖2 sup
v1,v2∈Bu
‖v1 − v2‖2
≤ 2µ‖β‖2 sup
v∈Bu
‖v‖2
= 2µ‖β‖2ρ.
for positive constants C5. Therefore, noting that supv1,v2∈Bu |Sv1 − Sv2 | ≥
2 supv∈Bu Sv, we obtain
P
(
sup
v∈Bu
Sv ≥ C05
(C5
2
µ‖β‖2w(Bu) + δµ‖β‖2ρ
))
≤ P
(
sup
v1,v2∈Bu
|Sv1 − Sv2 | ≥ C05
(
γ2(Bu, s) + δdiam(Bu, s)
))
≤ C4 exp(−δ2).
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Set δ = C5w(Bu)2ρ ; then with probability at least 1− C4 exp(−C
2
5 (w(Bu))2
4ρ2 ),
sup
v∈Bu
Sv ≤ CµB¯2w(Bu).
The result follows.
B Omitted Figures and Tables
This section includes the omitted figures and tables for randomly scattered
outliers.
B.1 Randomly Scattered Outliers, N = 60, K = 6, ση = 0.5
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Figure 9: ROC curves for randomly scattered outliers, N = 60,K = 6, ση = 0.5.
B.2 Randomly Scattered Outliers, N = 60, K = 30, ση = 0.5
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Figure 10: ROC curves for randomly scattered outliers, N = 60,K = 30, ση =
0.5.
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B.3 Randomly Scattered Outliers, N = 60, K = 30, ση = 1
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Figure 11: ROC curves for randomly scattered outliers, N = 60,K = 30, ση = 1.
B.4 Randomly Scattered Outliers, N = 180, K = 30, ση =
0.5
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Figure 12: ROC curves for randomly scattered outliers, N = 180,K = 30, ση =
0.5.
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B.5 Randomly Scattered Outliers, N = 180, K = 30, ση = 1
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Figure 13: ROC curves for randomly scattered outliers, N = 180,K = 30, ση =
1.
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Table 15: ‖β˜est − β˜‖1 for outliers in a randomly placed cloud, N = 60,K =
30, ση = 0.5.
Outlying
distance
Percentage of outliers
20% 30%
3 0.88, 1.59 (1.24, 1.73, 1.73, 1.73) 0.92, 1.58 (1.58, 1.80, 1.79, 1.81)
4 0.92, 1.77 (1.41, 2.05, 2.07, 2.03) 0.98, 1.90 (1.50, 2.24, 2.23, 2.26)
5 0.95, 2.00 (1.57, 2.57, 2.60, 2.55) 1.05, 2.16 (2.19, 2.78, 2.78, 2.77)
Table 16: AUC for randomly scattered outliers, N = 60,K = 6, ση = 0.5.
Outlying
distance
Percentage of outliers
20% 30%
3 0.99, 0.94 (0.98, 0.91, 0.91, 0.92) 0.99, 0.81 (0.98, 0.80, 0.80, 0.80)
4 1.00, 0.98 (1.00, 0.96, 0.95, 0.96) 1.00, 0.91 (1.00, 0.85, 0.85, 0.87)
5 1.00, 0.99 (1.00, 0.98, 0.97, 0.98) 1.00, 0.96 (1.00, 0.90, 0.90, 0.92)
Table 17: ‖β˜est− β˜‖1 for randomly scattered outliers, N = 60,K = 6, ση = 0.5.
Outlying
distance
Percentage of outliers
20% 30%
3 0.33, 0.54 (0.44, 0.60, 0.59, 0.59) 0.33, 0.69 (0.47, 0.73, 0.71, 0.76)
4 0.33, 0.57 (0.43, 0.72, 0.72, 0.69) 0.33, 0.74 (0.47, 0.94, 0.93, 0.96)
5 0.33, 0.57 (0.43, 0.79, 0.86, 0.78) 0.33, 0.72 (0.46, 1.09, 1.09, 1.08)
Table 18: AUC for randomly scattered outliers, N = 60,K = 30, ση = 0.5.
Outlying
distance
Percentage of outliers
20% 30%
3 0.94, 0.65 (0.73, 0.69, 0.69, 0.69) 0.93, 0.59 (0.69, 0.62, 0.62, 0.62)
4 0.98, 0.72 (0.78, 0.73, 0.74, 0.74) 0.98, 0.62 (0.71, 0.65, 0.65, 0.65)
5 1.00, 0.75 (0.83, 0.77, 0.77, 0.78) 0.99, 0.65 (0.74, 0.67, 0.67, 0.67)
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Table 19: ‖β˜est−β˜‖1 for randomly scattered outliers, N = 60,K = 30, ση = 0.5.
Outlying
distance
Percentage of outliers
20% 30%
3 0.80, 1.77 (1.34, 1.99, 1.96, 2.01) 0.84, 1.89 (1.82, 2.16, 2.15, 2.22)
4 0.78, 1.94 (1.52, 2.44, 2.42, 2.46) 0.84, 2.18 (2.20, 2.84, 2.82, 2.90)
5 0.80, 2.19 (1.70, 2.88, 2.86, 2.91) 0.85, 2.53 (2.51, 3.32, 3.30, 3.38)
Table 20: AUC for randomly scattered outliers, N = 60,K = 30, ση = 1.
Outlying
distance
Percentage of outliers
20% 30%
3 0.98, 0.67 (0.73, 0.70, 0.70, 0.70) 0.97, 0.59 (0.69, 0.61, 0.61, 0.61)
4 1.00, 0.71 (0.78, 0.74, 0.74, 0.74) 1.00, 0.62 (0.72, 0.65, 0.65, 0.65)
5 1.00, 0.75 (0.82, 0.75, 0.75, 0.76) 1.00, 0.63 (0.73, 0.66, 0.66, 0.66)
Table 21: ‖β˜est − β˜‖1 for randomly scattered outliers, N = 60,K = 30, ση = 1.
Outlying
distance
Percentage of outliers
20% 30%
3 0.99, 2.90 (2.94, 3.88, 3.85, 3.93) 1.03, 3.13 (3.27, 4.41, 4.39, 4.54)
4 0.99, 3.30 (2.76, 4.99, 4.94, 5.01) 1.03, 3.74 (3.93, 5.62, 5.56, 5.78)
5 0.99, 3.80 (3.16, 5.97, 5.92, 6.02) 1.04, 4.23 (4.58, 6.64, 6.58, 6.76)
Table 22: AUC for randomly scattered outliers, N = 180,K = 30, ση = 0.5.
Outlying
distance
Percentage of outliers
20% 30%
3 0.99, 0.89 (0.97, 0.88, 0.88, 0.89) 0.99, 0.74 (0.93, 0.78, 0.78, 0.77)
4 1.00, 0.97 (0.99, 0.93, 0.93, 0.95) 1.00, 0.84 (0.98, 0.82, 0.83, 0.83)
5 1.00, 0.99 (1.00, 0.96, 0.95, 0.97) 1.00, 0.90 (1.00, 0.85, 0.85, 0.86)
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Table 23: ‖β˜est − β˜‖1 for randomly scattered outliers, N = 180,K = 30, ση =
0.5.
Outlying
distance
Percentage of outliers
20% 30%
3 0.52, 0.98 (0.73, 0.99, 0.95, 0.99) 0.54, 1.16 (0.88, 1.08, 1.06, 1.15)
4 0.52, 0.96 (0.73, 1.21, 1.17, 1.15) 0.54, 1.28 (0.82, 1.38, 1.35, 1.45)
5 0.52, 0.95 (0.73, 1.38, 1.38, 1.31) 0.54, 1.36 (0.83, 1.62, 1.59, 1.67)
Table 24: AUC for randomly scattered outliers, N = 180,K = 30, ση = 1.
Outlying
distance
Percentage of outliers
20% 30%
3 0.99, 0.88 (0.96, 0.88, 0.88, 0.89) 0.99, 0.74 (0.93, 0.77, 0.78, 0.77)
4 1.00, 0.97 (0.99, 0.93, 0.93, 0.94) 1.00, 0.84 (0.98, 0.83, 0.83, 0.83)
5 1.00, 0.99 (1.00, 0.96, 0.95, 0.97) 1.00, 0.90 (0.99, 0.85, 0.85, 0.86)
Table 25: ‖β˜est− β˜‖1 for randomly scattered outliers, N = 180,K = 30, ση = 1.
Outlying
distance
Percentage of outliers
20% 30%
3 0.67, 1.60 (1.16, 1.89, 1.82, 1.89) 0.68, 1.89 (1.47, 2.10, 2.06, 2.23)
4 0.67, 1.61 (1.17, 2.34, 2.27, 2.25) 0.69, 2.11 (1.37, 2.72, 2.67, 2.85)
5 0.67, 1.62 (1.17, 2.78, 2.76, 2.63) 0.69, 2.25 (1.40, 3.29, 3.23, 3.42)
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