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Belief Propagation for Subgraph Detection
with Imperfect Side-information
Arun Kadavankandy, Konstantin Avrachenkov, Laura Cottatellucci and Rajesh Sundaresan
Abstract— We propose a local message passing algorithm
based on Belief Propagation (BP) to detect a small hidden
Erdős-Rényi (ER) subgraph embedded in a larger sparse ER
random graph in the presence of side-information. We consider
side-information in the form of revealed subgraph nodes called
cues, some of which may be erroneous. Namely, the revealed
nodes may not all belong to the subgraph, and it is not
known to the algorithm a priori which cues are correct and
which are incorrect. We show that asymptotically as the graph
size tends to infinity, the expected fraction of misclassified
nodes approaches zero for any positive value of a parameter
λ, which represents the effective Signal-to-Noise Ratio of the
detection problem. Previous works on subgraph detection using
BP without side-information showed that BP fails to recover
the subgraph when λ < 1/e. Our results thus demonstrate
the substantial gains in having even a small amount of side-
information.
Index Terms— Subgraph detection, Erdos-Renyi, Belief Prop-
agation
I. INTRODUCTION AND RELATED LITERATURE
Hidden community detection in a graph is an important
problem with many applications in Information Theory, Sig-
nal Processing and Machine Learning. A hidden community
could be in the form of a group of densely linked nodes in
a large sparser network. Many real-world problems such as
fraud detection in auction networks [1] and webgraphs [2]
can be formulated as dense subgraph detection problems. The
interested reader is referred to [3] for an expository survey.
In this work, we follow a model-based approach, where we
model the hidden community as a small Erdős-Rényi (ER)
graph of size K with a large edge probability embedded in a
larger ER graph of size n with a smaller edge probability. Let
p be the edge probability among the subgraph nodes and q
be the edge probability outside, such that p > q. Henceforth,
we denote this random graph by G(K,n, p, q). This model
was proposed in [4] to study anomalous transactions in a
computer network. It is a special case of the Stochastic Block
Model (SBM) extensively studied recently in community
detection and also in Information Theory [5]–[7].
The hidden subgraph problem as well as its variations such
as hidden clique detection has been considered in several
recent works, e.g. [8]–[14]. In [12] the author analyzed the
setting where p = a/n, q = b/n and K = κn where a, b, κ
are constants independent of n. This is an example of a
diluted random graph, i.e., a graph where the average degree
is a constant irrespective of the graph size. It was shown
in [12] that a Maximum Likelihood (ML) detector achieves
vanishing asymptotic probability of error for any positive λ,
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This parameter can be interpreted as an effective Signal-to-
Noise Ratio (SNR). In [12] the author also analyzed the
performance of subgraph detection using Belief Propaga-
tion (BP) and showed that BP recovers the subgraph with
vanishing error only if λ > 1/e and fails otherwise1. In
[14] the authors analyzed BP in a more general parameter
setting where K = o(n) and also proved that BP fails
when λ < 1/e, whereas ML detection succeeds when λ =
Ω(K/n log(n/K)). It can be concluded that BP, which is
near-linear in computational complexity on diluted graphs,
is strictly inferior to ML detection, which has exponential
complexity with respect to (w.r.t.) n, for the problem of
subgraph detection. The above works on subgraph detection
on G(K,n, p, q) do not take into account any form of side-
information.
In this work, we study the influence of side-information on
the detectability threshold of BP for subgraph detection when
this side-information may be erroneous. The side-information
we consider is in the form of cues, i.e., we are revealed a
few nodes that belong to the hidden community. BP with
side-information for community partitioning for two-block
and general k-block SBM has been studied in [15], [16]. BP
with exact cues for subgraph detection was studied recently
in [17]. However, this algorithm does not take into account
the possibility that the cues may be erroneous, i.e., some of
the cued nodes may be erroneously assigned to the subgraph.
Our Contributions: We develop a BP based subgraph
detection algorithm that uses imperfect side-information. The
accuracy of cues is quantified by a parameter β, which
we define as the expected fraction of correct cues. We
then analyse the error performance of this algorithm on
G(K,n, p, q) with p = a/n, q = b/n, K = κn and derive
the asymptotic distributions of the BP messages in the large
degree regime where a, b → ∞. Using these distributions,
we derive an expression for the asymptotic misclassification
rate of the algorithm and show that in the limit when K/n =
κ → 0, the error rate tends to zero for any λ > 0 as long
as β > 0. A similar result was shown in [17] for exact
cues. Thus, we show that the presence of side-information
removes the detectability threshold found in BP without side-
information and hence any small amount of side-information
greatly improves the performance of the algorithm.
Notation: We denote the cardinality of a set S by |S| and
for two sets A,B A∆B denotes the set difference given by
(A∪B)∩(A∩B)c, where Ac denotes the complement of set
A. We denote by Poi(λ) the Poisson distribution with mean
λ and by N (µ, σ2) the Gaussian distribution with mean µ
and variance σ2. Also, X ∼ f(x) means that the random
variable (rv) X has distribution f(x). Lastly, P(E) denotes
the probability of an event E and E denotes the expectation
operator.
The rest of the paper is organised as follows. In Section
II we introduce the system model. In Section III we present
our algorithm and a sketch of its derivation. In Section IV
we analyse the asymptotic error rate of the algorithm, in
Section V we provide some simulation results, and conclude
the paper in Section VI.
1Here and in the rest of the paper e represents the base of the natural
logarithm
II. SYSTEM MODEL
Consider a realization G = (V,E) of G(K,n, p, q) where
V = {1, 2, . . . , n} is the set of nodes and E ⊂ V × V
is the set of edges. Community S ⊂ V is chosen from V
uniformly from all subsets of size K. Then edges are added
between any pair of nodes i, j independently of all other pairs
such that P((i, j) ∈ E|i, j ∈ S) = p and P((i, j) ∈ E|i ∈
S, j 6∈ S) = P((i, j) ∈ E|i 6∈ S, j 6∈ S) = q, with p > q.
In other words, edges between subgraph nodes appear with
probability p, and all other edges appear with probability
q. We can denote subgraph membership using a function
σ : V → {0, 1}n such that σi = 1 if i ∈ S and σi = 0
if i 6∈ S. A subset of nodes is labelled as cues. We use a
function c : V → {0, 1}n to denote cue membership, i.e.,
ci = 1, if i is a cue and ci = 0 otherwise. To describe











where χ is the indicator function, and
β = P(σi = 1|ci = 1), (3)
for any node i. Thus, α is the expected fraction of cues w.r.t.
the subgraph size and β represents the quality of cues, i.e.,
how likely a node is to be in a subgraph if it is a cue. We
then choose cued nodes such that P(ci = 1|σi = 1) = αβ
and P(ci = 1|σi = 0) = Kα(1−β)n−K so that (2) and (3) hold.
III. BELIEF PROPAGATION ALGORITHM
In this section, we present our algorithm and an outline
of its derivation. The optimal algorithm that minimises the
average probability of node misclassification, and hence
the expected number of misclassified nodes, is the MAP
(Maximum a Posteriori Probability) detector [13]. For every












, where G denotes the graph realization
and C is the cue information in the form of the function c.
This algorithm would need the knowledge of the entire graph
and moreover has exponential complexity for calculating the
likelihood function w.r.t. σi. Therefore we focus on Belief
Propagation, which approximates Ri using the observation
of only local neighbourhoods of nodes. In a graph G, we
define a t-hop neighbourhood Gti of a node i as the set of
nodes that can be reached from i by traversing at most t
links. Then the set of neighbours of i, which we denote δi,
is equal to G1i . BP is a recursive algorithm that uses G
t
i
and the cue information contained therein, denoted by Cti ,
to compute the following likelihood function at each node
locally by aggregating messages sent by its neighbours:
Rti = log
(
P(Gti, ci, Cti |σi = 1)
P(Gti, ci, Cti |σi = 0)
)
. (4)
To derive the BP recursions, we exploit the fact that
G(K,n, p, q) in a small neighbourhood of a node resembles
a tree, i.e., it is locally tree-like. This was formalized in [14,
Lemma 15] by means of a coupling formulation between
Gti and a specially constructed Galton-Watson (G-W) tree
T ti with Poisson degrees rooted at i. We denote by τi the
subgraph label of node i on the tree, whereas σi is the label
on the original graph.
Lemma 1 [14, Lemma 15] For G(K,n, p, q) with p = a/n
and q = b/n, if t = o(log(n)) there exists a coupling
such that (Gti, σ
t, Cti ) = (T
t
i , τ
t, Cti ) with probability 1 −
n−1+o(1), where τ t represents the labels on the tree T ti and
σt denotes the labels on Gti.
The proof proceeds by showing that the probability of having
a cycle in Gti tends to zero and that the degrees of nodes,
which are Bernoulli rvs, converge in total-variation distance
to Poisson rvs as n→∞.
We describe briefly the construction of the tree T ti to aid
in the understanding of the derivation of our algorithm. The
label τi of node i is 1 with probability K/n and zero with
probability 1 −K/n. Node i has Ni children, where Ni is
distributed as a Poisson rv with mean d1 = Kp + (n −
K)q = κa + (1 − κ)b if τi = 1 or mean d0 = nq = κb
if τi = 0. If τi = 1, each child j of node i is assigned
a label τj such that τj = 1 with probability Kp/d1 and 0
with probability 1 − Kp/d1. If on the other hand τi = 0,
τj = 1 with probability Kq/d0 and τj = 0 with probability
1−Kq/d0. Therefore, the number of children of i with label
1 is Poisson distributed with mean Kp if τi = 1 and mean
Kq if τi = 0. Similarly, the number of children with label 0
is Poisson distributed with mean (n−K)q. At any level of
the tree, a node j is labelled a cue such that
P(cj = 1|τj = 1) = αβ
P(cj = 1|τj = 0) = Kα(1− β)/(n−K)
(5)
This construction then continues up to depth t. An interesting
consequence of the tree coupling is the fact that given the
label at node i, the subtrees T t−1j rooted at the children j
are jointly independent. Therefore the likelihood ratios at the
subtrees can be computed independently and then transmitted
up to node i where they are combined. The tree coupling
along with likelihood computation on trees is used by BP
to simplify the methodology for calculating the likelihood
function Rti. Algorithm 1 is the resulting BP algorithm.
Algorithm 1 BP with imperfect cues
1: Initialize: Set R0i→j to 0, for all (i, j) ∈ E. Let tf <
log(n)
log(np) + 1. Set t = 0.
2: For all directed pairs (j, i) ∈ E,
(6)







exp(Rtl→j − ν)(p/q) + 1
exp(Rtl→j − ν) + 1
)
,
where ν = log(n−KK ) and hi is defined in (9).
3: Increment t. If t < tf − 1 go back to 2, else go to 4
4: Compute Rtfi for every u ∈ V \C as follows:
(7)






exp(Rtl→i − ν)(p/q) + 1
exp(Rtl→i − ν) + 1
)
5: Output Ŝ as K set of nodes in V with the largest values
of Rtfu .
Here we provide a brief sketch of its derivation. Recall
the definition of Rti given in (4). Assuming that up to depth
t the neighbourhood Gti has no cycles, i.e., the tree-coupling




P(Gti, Cti |σi = 1)














j , cj |σi = 1)
P(Gt−1j \{u}, C
t−1









Here we used the independence property of |δi|= Ni and
the subtrees Gt−1j . The second term in (8) captures the




















This above term captures our faith in the cues; notice that
when β = 1, hi = ∞ if i is a cue. In this case the cues
are exact and hence Algorithm 1 becomes the same as the
BP algorithm for exact cues from [17]. Observe that we can
expand P(Gt−1j \{u}, C
t−1
j , cj |σi = 1) as below
P(Gt−1j \{u}, C
t−1
j , cj |σi = 1)
= P(Gt−1j \{u}, C
t−1
j , cj , σj = 1|σi = 1) +
P(Gt−1j \{u}, C
t−1











j , cj |σj = 0)
where we used the fact that P(σj = 1|σi = 1) = Kp/d1
and P(σj = 0|σi = 1) = (n − K)q/d1. Similarly we can
expand P(Gt−1j \{u}, C
t−1












we obtain the recursion (7)
to update the beliefs Rti. The recursion to update R
t
j→i can be
obtained by repeating the same steps. It can be verified that
the computational complexity of this algorithm is O(tf |E|).
IV. ASYMPTOTIC ERROR ANALYSIS
In this section we analyse the distributions of the messages
Rti of a node i in the limit where the graph size n→∞. In
our analysis we assume that p = a/n, q = b/n and K = κn.
We derive the conditional distributions of the messages Rti
for a finite t given σi = 0 and σi = 1. In this limit the
tree assumption holds by Lemma 1. Let F ti be such that
Rti = F
t




F t+1i = −K(p− q) +
∑
l∈δi
f(F tl + hl), (10)








rvs that have the asymptotic conditional distribution of F ti
given σi = 0 and σi = 1 respectively. Then, by studying
the recursion (10) on the G-W tree T ti we can conclude
that Ψt0,Ψ
t




































where D= represents equality in distribution, and the random
sums are such that L01c ∼ Poi(κbαβ) is the rv that represents
the number of cued children with label 1 of a node with
label 0, L01n ∼ Poi(κb(1 − αβ)) is number of its uncued
children with label 1, L00c ∼ Poi(κbα(1 − β)) is number
of cued children with label 0 of a node with label 0 and
L00n ∼ Poi(b(1 − κ − κα(1 − β)) is the number of its
uncued children with label 0. Similarly for a node with label
1, L11c ∼ Poi(κaαβ) represents the number of its cued
children with label 1 , L11n ∼ Poi(κa(1 − αβ)) represents
its uncued children with label 1, L10c ∼ Poi(κbα(1 − β))
represents the number of its cued children with label 0 and
finally L10n ∼ Poi(b(1− κ− κα(1− β))) is the number of
its children with label 0 that are not cues. Here we used the
tree construction and (5) to derive the means of the Poisson
rvs. In addition, Bc = hi when ci = 1 and Bn = hi when
ci = 0 as given in (9) and Ψt0,i and Ψ
t
1,i are iid rvs with the
same distribution as Ψt0 and Ψ
t
1 respectively. Based on the
above recursions we can analyse the distribitutions of Ψt0,Ψ
t
1
in the large degree regime when a, b→∞. In the following
proposition, we present the asymptotic distributions in this
regime.
Proposition 1 Consider the distribution of BP messages Rti
when n→∞. In the high degree regime where b = qn tends




(1−κ)b and κ = K/n are
held fixed, for any t > 0, the random variables Ψt0 and Ψ
t
1
converge in distribution to Γt0 and Γ
t
1, which have Gaussian
distributions given as follows
Γt0 ∼ N (−µ(t)/2, µ(t))
Γt1 ∼ N (µ(t)/2, µ(t)),



















with λ as defined in (1) and the expectation is w.r.t. Z ∼
N (0, 1). The messages Rtu for any node u given {σu = i}
for i ∈ {0, 1} are asymptotically distributed as Γti +Bc if u
is a cue, and Γti +Bn if u is not a cue.
The proof can be found in the technical report [18]. Next,
we present our main result on the asymptotic error rate of
Algorithm 1.





























Sketch of the Proof: We only provide a sketch of the proof;
the missing details can be found in the technical report
[18]. Let 0 < α, β < 1. Using the conditional asymptotic
distributions from Proposition 1, we can derive the expected
error rate of the following local MAP detector, which uses
the local likelihood functions Rti. Its output Ŝ0 is given as
Ŝ0 = {i : Rti > ν}, (12)










.2 Note that, in
contrast, Algorithm 1 outputs Ŝ, which is the set of K
nodes with K largest values of Rti. However the expected
number of misclassified nodes E(|Ŝ∆S|) can be related to
E(|Ŝ0∆S|) as follows
E(|S∆Ŝ|) ≤ 2E(|S∆Ŝ0|). (13)
In what follows, we give a bound for E(|S∆Ŝ0|). By




≤ µ(t) ≤ λ (1− κ)
κ
. (14)
Note that the lower bound above is useful only when α and
β are non-zero, hence why it is important to have non-trivial
side-information. Let Γti,j be the rv that has the conditional
asymptotic distribution, as n → ∞, b → ∞, of Rtu given
{σu = i, cu = j} for i, j ∈ {0, 1} for any node u. Then




















2Although the subgraph is uniformly sampled from sets of size K,
P(σi = 1) = K/n = 1 − P(σi = 0) exactly in the limit as n → ∞
by the coupling in Lemma 1.
Let pe(u) be the average probability of error of the detector
in (12) for any node u. It can be written as
pe(u) = pe(u|σu = 0, cu = 0)P(σu = 0, cu = 0)+
pe(u|σu = 0, cu = 1)P(σu = 0, cu = 1)
+ pe(u|σu = 1, cu = 0)P(σu = 1, cu = 0)
+ pe(u|σu = 1, cu = 1)P(σu = 1, cu = 1),
where pe(u|σu = 0, cu = 0) denotes the probability that
a non-subgraph node u is classified by the algorithm as a






pe(u) = P(Γt0,0 > ν)π0,0 + P(Γt0,1 > ν)π0,1
+ P(Γt1,0 < ν)π1,0 + P(Γt1,1 < ν)π1,1,
where πi,j = P(σu = i, cu = j) for i, j ∈ {0, 1}. These
probabilities can be computed using (5). Since pe(u) is the
same for any node u, henceforth we denote it as pe. If Q(x)
denotes P(Z > x) for Z ∼ N (0, 1), the expected fraction







































 µ(t)2 + log( β1−β )√
µ(t)
αβ,
which can be upper bounded using the Chernoff bound3 and
the upper bound in (14). Then, by (13), the result follows.

In short, Theorem 1 states that the expected fraction of
misclassified subgraph nodes tends to zero as K/n → 0
for any λ > 0 as long as α > 0 and β > 0, i.e., if there
exists non-trivial side-information. This form of recovery is
called weak recovery [14]. In [12], [14] it is shown that
BP without side-information achieves weak-recovery when
λ > 1/e and fails to achieve weak recovery when λ < 1/e
whereas global ML detection succeeds for all λ > 0. Thus
we have shown that side-information enables us to remove
the threshold phenomenon that exists in BP for subgraph
detection without side-information.
We also compare our algorithm with a naive algorithm
defined as follows. Pick nodes with K largest value of di(C)
defined as di(C) = |{(i, j) : j ∈ C}|. The question to ask
is: How does this method fare against BP? We can determine
the distribution of di(C) in the limit as n → ∞ using the
coupling formulation in Lemma 1 and it is given as:
di(C) ∼
{
Poi(καb(1 + (ρ− 1)β)) if i ∈ S
Poi(καb) if i /∈ S, (15)
3Q(x) ≤ exp(−x2/2).
β →




































Comparison of BP for exact cues with Algorithm 1
BP Algorithm for exact cues
Algorithm 1
Algorithm 2
Fig. 1. Comparison of Algorithms 1 and BP for exact cues
where ρ := a/b.
Clearly, for any constant λ we have that ρ→ 1 as b→∞ and
thus, this method of detection will fail to correctly classify
the subgraph nodes for any constant λ, and is thus inferior
to the BP algorithm. In the next section, we compare the two
methods on simulated graphs.
V. NUMERICAL EXPERIMENTS
In our first experiment, we compare Algorithm 1 against
BP algorithm for exact cues given in [17], in the presence
of inaccurate cues. We also compare our algorithm with the
simple algorithm detailed in (15), denoted as Algorithm 2 in
the figure. The numerical results we obtain demonstrate that
BP for exact cues is not robust with respect to erroneous
cues, and hence there is a need for adopting an algorithm
that allows for inexact or erroneous cues. We simulate
G(K,n, p, q) with n = 104,K = 200, p = 0.05, and
q = 0.0046. We fix α = 0.1 and compute the error metric∑
i∈S χ{σ̂i=0}/K, i.e., the fraction of wrongly classified
subgraph nodes. In Figure 1 we plot this metric against β.
In the second set of experiments we study the impact of
side-information on BP performance. To this end we compare
the performance of BP algorithm without side-information
given in [12] to our algorithm. We simulate a graph of size
104, q = 0.0140 and K = 330 for different values of λ by
varying p. In Figure 2 we plot the metric
∑
i∈S χ{σ̂i=0}/K
against λ for different values of β, with α = 0.1. For
comparison we plot the error rate of random guessing. The
results demonstrate that having side-information provides
significant improvements over standard BP.
VI. CONCLUSIONS
In this work we investigated how a subgraph detection
algorithm using cues based on Belief Propagation can be
modified to take into account imperfect side-information,
i.e., the fact that some of the cues can be wrong. We
presented a new algorithm based on Belief Propagation that
uses imperfect side-information and showed that it achieves
weak recovery whenever λ > 0, in the limiting regime where
a, b→∞, thus showing that BP with side-information does
not exhibit the threshold phenomenon found in BP without
side-information.
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