In this paper, we present a domain adaptation based generative framework for zero shot learning. We explicitly target the problem of domain shift between the seen and unseen class distribution in Zero-Shot Learning (ZSL) and seek to minimize it by developing a generative model and training it via adversarial domain adaptation. Our approach is based on end-to-end learning of the class distributions of seen classes and unseen classes. To enable the model to learn the class distributions of unseen classes, we parameterize these class distributions in terms of the class attribute information (which is available for both seen and unseen classes). This provides a very simple way to learn the class distribution of any unseen class, given only its class attribute information, and no labeled training data. Training this model with adversarial domain adaptation provides robustness against the distribution mismatch between the data from seen and unseen classes. Through a comprehensive set of experiments, we show that our model yields superior accuracies as compared to various state-of-the-art zero shot learning models, on a variety of benchmark datasets.
Introduction
In the conventional image classification tasks, examples from all classes are available during training of the model. This assumption rarely holds in real-world problems. There exist a plethora of real-world concepts that do not have the corresponding ubiquity of representative images. In addition, it is common knowledge that humans do not require prior visual evidence of a category to recognize an example from that category. Given that a child sees a picture of a horse and reads a description about zebra's appearance, he/she would more likely than not be able to easily recognize a zebra when an image is shown. The Zero Shot Learning (ZSL) problem [Socher et al., 2013; Xian et al., 2018] in machine learning is motivated by similar considerations and seeks to exploit the existence of a labeled training set of 'seen' classes and the knowledge about how each 'unseen' class relates semantically to the seen classes.
The success of ZSL lies in learning an effective semantic representation (e.g. attributes / textual features) for successful transfer of knowledge from the seen to the unseen classes. While, in Sec. 3, we provide a detailed overview of the prior work on ZSL, generative ZSL methods [Xian et al., 2015; Wang et al., 2017b; Verma and Rai, 2017; Verma et al., 2018] in particular, have become popular in recent works, by virtue of their ability to generate labeled examples for the unseen classes. However, a key requirement in such methods is the reliable estimation of the class distribution of seen and unseen classes. Moreover, a generative model alone is not sufficient as there may be a domain shift between the original data and the synthesized data.
The presence of acute domain-shift between the seen and unseen classes hinders the performance of ZSL models [Kodirov et al., 2015a] . We note that by explicitly enforcing domain adaptation to tackle problem settings where the train and test distributions are significantly far apart, the model's performance can be greatly improved. While domain adaptation applies to machine learning problems in general, it can be of particular significance in ZSL, since the ground-truth supervised data is very limited. An earlier approach [Kodirov et al., 2015a] used the idea of joint sparse coding for minimizing domain shift between the seen and unseen class data, however, since then there have been developments in adversarial domain adaptation that enable robust detection and resolution of domain shift [Tzeng et al., 2017; Hoffman et al., 2017] . Adversarial learning and adaptation methods have also found applicability in a wide range of fields from robotics navigation [Bharadhwaj et al., 2018b ] to recommender systems [Bharadhwaj et al., 2018a; Wang et al., 2017a] . However, several adversarial adaptation techniques like ADDA [Tzeng et al., 2017] require explicit source-target pairs of data points. Such a luxury is not present in Zero-Shot transductive setting where the test data is unlabeled. Similarly, unsupervised domain matching methods like CycleGAN [Zhu et al., ] use cyclic consistency to find the data point most similar to the source sample and then minimize the gap between these two. Such a formulation destroys the inherent clusters and often distributes a source cluster into several clusters in the target domain. This has serious repercussions over the classification accuracy in the transformed domain.
In order to develop an adversarial domain adaptation Figure 1 : The overall architecture of the proposed approach. All the notations are consistent with that described in Section 2. A c denotes the class attributes for all classes i.e. {a c } S+U c=1 .
method for ZSL, we require a generative framework that models the data distribution and can act as the generator in the adversarial optimization scheme. A simple, yet principled, way to construct generative models for ZSL is to learn the class distributions for the seen and unseen classes [Verma and Rai, 2017; Wang et al., 2017b] . While this is straightforward for seen classes (for which we have access to labeled data), it can't be done for the unseen classes. In a recent work, [Verma and Rai, 2017] used exponential family to model the distributions of the class conditionals in terms of learnable parameters (which in turn are parameterized on the class attribute vectors). This is an effective model; however, their approach does not extend to non-exponential family distributions. Moreover, they used offline learning techniques to learn the parameters of seen classes, and rely on linear and non-linear kernel-based regression to estimate the class parameters, given the class attributes. The model also faces numerical stability issues and requires explicit thresholding and huge regularization parameters. This makes it necessary to have very precise hyperparameter tuning. Our model, on the other hand, exploits the advantages of neural nets and end-toend training to provide stability during the learning phase and remains less susceptible to hyperparameter variations.
Motivated by these desiderata, in this work, we develop an Adversarial Domain Adaptation framework for ZSL that leverages a ZSL model to improve upon the classification. Our model is able to transform the synthesized samples into the test domain while maintaining the data clusters associations. We first learn a generative model for the class conditional distribution of the seen and unseen classes by utilizing labeled data from the seen classes and the class attribute vectors of both the seen and the unseen classes. Then, by domain adaptation, we explicitly bring closer the generated distribution and the true distribution of the class conditionals. To the best of our knowledge, there is no adversarial framework for semi-supervised domain matching where explicit pairs of data points are not given but an external agent associates noisy labels to the samples. We employ a scheme of cyclically consistent adversarial domain adaptation [Hoffman et al., 2017] to minimize domain shift without assuming any particular parametric form of the source and target distributions. The generative framework can in principle assume any form, some of the popular ones being GAN and VAE based models. However, they lack explainability, unlike probabilistic models. To this end, we consider a mixture of class conditional distributions as the generating framework.
The Proposed Approach
Our approach consists of a pre-training phase followed by adversarial domain adaptation (ADA). We first describe the generative model and then elaborate on the ADA setting. A detailed illustration of our method is shown in Figure 1 .
The Generative Model
We model the data from class c by a class conditional probability p(x|c, Θ) where Θ denotes the global parameters of the model. We do not have any restriction on the the type of distribution chosen. Let us denote the total number of classes whose examples are seen during training by S, and the classes, none of whose examples are seen during training by U . Then, for an observation x from either a seen or unseen class c, where c ∈ [1, S + U ], we have y n = c, and, assume the input to be generated as x n ∼ p(x|c, Θ)
Under this framework, given test example x + , the predicted classŷ + can be given by computing the most-probable class as followsŷ + = argmax c p(c|x + , Θ) and using Baye's Rule we have,
From our preliminary empirical evaluation, we observed that the estimation of class probabilities didn't have a significant impact on the model accuracy and hence for simplicity, we chose to treat them as equal for all unknown classes. Thus the prediction rule is simplŷ
If labeled training data for all the classes are available, then standard inference techniques like Maximum Likelihood Estimation (MLE), Maximum-a-Posteriori (MAP) Estimation, or fully Bayesian Inference can be used to determine the class conditional distributions. However, since the unseen classes do not have labeled training examples, we need a way to "extrapolate" the seen class distribution parameters to unseen class distribution parameters. This will be done via the class attribute vectors as we describe next. First, asuming X to denote the inputs and C (c k ∈ S ∪ U ) to denote the associated output class labels, we take a generative approach and maximize their joint distribution
Since, X U , C U are unavailable for parameter estimation, we
Since we are not modelling the class probability distribution p(c|Θ), the objective becomes
Mapping Class Attributes to Class Parameters Since each class is described in terms of attribute vectors a c , we condition the class distribution on their respective attribute vector a c . Let these class specific parameters be ζ c which can be uniquely determined from the class attribute vector a c and global parameters Θ by a functional mapping f . This mapping for most purposes will be a complicated relationship and using a linear mapping (e.g., as done in [Verma and Rai, 2017] ) here would severely affect the generation quality of the network. Hence, we model this function f : {a c } → {ζ c } using neural networks having parameters Θ which bring with them extensive expressiveness and hierarchical relationships among attribute features. This leads to a stable training procedure and enables us to perform joint learning of f Θ and class parameters {ζ c } unlike a two-stage procedure employed by the model of [Verma and Rai, 2017] .
To elaborate further, we model the class parameters as
For simplicity of exposition, we take p(x|c, Θ) to be a Gaussian distribution with parameters ζ c = {µ c , Σ c } where c ∈ S. We model µ c and Σ −1 c as non-linear functions of the attribute vector a c with learnable parameters Θ = {θ µ , θ Σ } in the following manner,
To ensure the condition of the covariance matrix (Σ c ) being a positive semi-definite matrix we model the inverse covariance to a diagonal matrix with positive diagonal entries. Thus f θ Σ outputs a vector in R d >0 where d is the dimension of mean vector (equivalently the dimension of semantic space). The overall objective function becomes:
Also we take x n as the features extracted from dataset images by resnet-101 [He et al., 2016] pre-trained on the Imagenet dataset [Russakovsky et al., 2015] . We again emphasize the fact that choosing Gaussian distribution is only for expositional purposes and one can also try other nonexponential family distributions as a part of inductive bias. The model does not restrict the choice of class conditional distribution. For the rest of the paper, {x n } c denotes the entire test data comprising of samples from all the classes. Similarly, {y n } c denotes the samples generated from the generative model (as defined here) for all the classes.
Adversarial Domain Adaptation
The procedure described in the previous section only leverages the data from seen classes to predict the parameters of the class conditional distributions of all the classes. In our overall architecture, we denote the process of learning the ZSL model parameters Θ as 'pre-training.' Based on the generative framework learned during pre-training, we can sample the class-conditional distribution for unseen classes to generate the unseen samples. We then minimize the domain gap between the generated distribution of the unseen classes and the actual distribution.
In this section, we denote the source domain as S and the target domain as T . Through adversarial adaptation, we aim to bring the target distribution of {y n } c closer to the source distribution of {x n } c ; hence we learn a function G T ({y n } c ) that maps class conditionals from the generated distribution {y n } c to the real test distribution{x n } c for all unseen classes {c} U c=1 . Hence, G T : S → T is a mapping from source S to target T . Similarly, we define another function G S : T → S that maps the class conditionals from the real test distribution to the same latent space as the class conditionals from the generated distribution. D T and D S are the corresponding discriminators.
Our design is inspired by CycleGAN [Zhu et al., ] and we make a number of modifications to its base architecture for supporting zero shot learning.
Label Augmentation
Inspired by conditional GAN [Reed et al., 2016] , we augment the input to the generators G T and G S with the resepctive class labels, which facilitates preservation of relationships between the synthesized data and their correct class labels. For G S the input data (test data) is unlabeled, hence we use the predictions from our pre-trained ZSL model as the guiding labels. Note that these labels are noisy labels and both the generators and discriminators should be capable of handling data corruption during the training phase. This is yet again a problem with the conventional GAN architectures.
Classifiers
We handled label recovery by adding two classifiers (C T , C S ) in parallel with the discriminators. The parameters of the classifiers are trained jointly with the corresponding discriminators. Recently, parallel to our work, [Thekumparampil et al., 2018] gave theoretical support to the use of external classifier with conditional GAN architecture to counter noisy data labels. The classifiers provide an additional benefit of enforcing clustering for the generator. We provide the justification for clustering in the next section.
Optimization Function
Let the loss defined in CycleGAN which consists of cyclic consistency loss (L cyc ) and the adversarial loss (
For our case, L 1 norm worked the best for cyclic consistency loss, while Wasserstein loss [Arjovsky et al., 2017] was found suitable for L adv . We add the classification loss (L clf ) of the real data (not generated by G) to the discriminator loss during adversarial training. We ensured that the classification loss is not added for data transformed by generators in accordance with mismatch loss addition for only real images [Reed et al., 2016] . We used the complete cross entropy loss which handles both correct and mismatched pairs of label-image. This enforces a stronger clustering than the mismatched label loss term in [Reed et al., 2016] . With χ, ξ as tunable hyper parameters, the overall loss function then becomes
Related Work
Due to its ability to overcome the drawbacks of conventional classification problems, ZSL has attained tremendous recent interest for a wide range of AI problems, including those in computer vision. Earlier works [Lampert et al., 2014a; Lampert et al., 2014b] on ZSL were based on directly or indirectly mapping the instances of specific examples to their class-attributes. The learned mapping was then used during inference; this mapping works by first projecting the unseen data to the class-attribute space and then using the nearest neighbor search to classify the unseen image. Another approach for ZSL focuses on learning the map of bi-linear compatibility between the visual space and the semantic space. ALE [Akata et al., 2013] , DEVISE , SJE [Akata et al., 2015] , ESZSL [Romera and Torr, 2015] , and SAE [Kodirov et al., 2017] are based on the approach of measuring the bi-linear compatibility. Generative models [Mishra et al., 2017; Chen et al., 2018; Xian et al., 2015; Verma and Rai, 2017; Guo et al., 2017; Bucher et al., 2017; Wang et al., 2017b] have shown promising results for both ZSL and GZSL setups. Another advantage of the generative approach is that by using synthesized samples, we can convert the ZSL problem to the conventional supervised learning problem that can handle the biases towards the seen classes. The [Verma and Rai, 2017] used a simple generative model based on the exponential family framework while [Guo et al., 2017] synthesize the classifier. While recent generative approaches for the ZSL are deep generative models based on the VAE [Kingma and Welling, 2014] and GAN [Goodfellow et al., 2014] . The approach [Verma et al., 2018; Bucher et al., 2017; Mishra et al., 2017] is based on the VAE architecture while [Xian et al., 2015; Chen et al., 2018; Lu et al., 2017] used the adversarial sample generation based on the class conditioned attribute.
In ZSL, the train and test classes are disjoint and hence there is a high probability of domain shift for the unseen classes. This is another challenge in the ZSL setup and needs to be handled. Previously, very few works have handled the domain shift problem and worked on both the transductive as well as inductive settings. [Verma and Rai, 2017] adapted to the new domain by simple Gaussian mixture model updates. [Song et al., 2018] used the unbiased embedding in the transductive setting. [Kodirov et al., 2015b; Ye and Guo, ] proposed unsupervised domain adaption for the ZSL. [Zhang and Saligrama, 2016] used the structural SVM formulation for domain adaption.
In this paper, we propose the design of a deep generative model that achieves a significant improvement in the ZSL setting. There are stark differences between previously proposed deep generative models for ZSL, which were based on VAE/GAN and our proposed approach. The VAE based architecture minimizes the ELBO [Kingma and Welling, 2014] by using a scheme of approximate optimization, making is less robust in handling domain shift. The GAN based generative approach is difficult to train, requiring a lot of seen class examples during training to facilitate learning of reasonable class conditionals for the unseen classes. Moreover, they need the attribute vectors of unseen classes at the beginning of the procedure while our model can handle on the fly addition of new classes. To this end, we propose a simple CNN based architecture that has the ability to learn any parametric distribution with exact optimization, and unlike the GAN based approach, has stable training. This makes it especially suitable for augmenting explicit domain shift minimization by adapting the distribution of the unseen classes by adversarial transfer. Our approach is general enough to be of use in both the inductive and the transductive settings.
Experiments and Results
To demonstrate the effectiveness of the proposed approach we performed extensive experimentation on the three standard datasets for ZSL, namely AWA2 [Xian et al., 2018] , CUB-200 [Welinder et al., 2010] and SUN [Xiao et al., 2010] . In all the experiments, we follow the newly proposed train test split suggested by [Xian et al., 2018] . Since we are use the pre-trained resnet-101 model, therefore, we first sought to make sure that any class that belongs to the test classes is not present in the ImageNet [Russakovsky et al., 2015] training samples. This was already rectified in the split proposed by [Xian et al., 2018] Animal with Attribute (AWA2): The dataset has 50 classes of animals. Each class also has a human annotated 85-dimensional attribute vector associated with it. Here 40 class are used for the training data and the rest 10 classes are used for the test samples.
CUB-200:
This is a fine-grained dataset, containing 200 classes of birds. It has 11788 data points and 312-dimensional human annotated attribute vectors for each class. For the ZSL setup, 150 classes are used for the training while the rest 50 classes are left for testing. There is little inherent domain shift in the data but lack of sufficient data poses a problem for typical ZSL models.
SUN Seen Recognition:
There are a total of 14340 images between 717 classes. Hence, every class has nearly 20 samples. Each class is associated with a 102-dimensional human annotated attribute vector. For the ZSL setup, 645 classes are used for training and the rest 72 classes are used for testing.
Implementation Details Generative Framework
In this section, we describe the architecture that yields our reported results in the ZSL setting wherein there are no images from seen classes in test samples. For SUN dataset, both the networks used for modeling mean and co-variance have linear (1800 and 2048 nodes), batch normalization and Relu layers. Additionally, the co-variance is restricted to be in the range of 0.5 to 1.5 for numerical stability via sigmoid activation. Both the networks are trained with ADAM optimizer [Kingma and Ba, 2014] using 0.001 and 0.1 as regularizer coefficients for means and covariance respectively. For AWA, the generator networks have an architecture similar to SUN but consist of an additional dropout layer with probability 0.1. The parameters of the means are regularized with the coefficient 10 3 while the parameters of covariance are regularized with coefficient 10 4 . For CUB, the generator networks have three linear layers (1200,1800,2048 nodes), 2 Relu, 2 batch normalization and 2 dropout layers. Their regularization coefficients are 0.01 and 0.1 for mean and covariance respectively. All the above networks are trained with a learning rate of 10 −5 . The training of these networks was additionally regularized via early stopping Adversarial Domain Adaption As described above, ADA model comprises of two discriminators (D S,T ), two classifiers (C S,T ) and two domain adapting generators (G S,T ). The discriminators D S,T are 5 layered neural networks comprising of 2 Linear layers of 1600 nodes and 1 node respectively, a single leaky Relu layer with a negative slope of 0.2 and batch normalization. The final output (output ∈ (0, 1]) is generated by passing the output of discriminator through a sigmoid activation. The classifiers are single layered networks with the number of nodes equal to the number of classes. log(sof tmax(x)) is used as activation function for the classifiers C S,T . The generators G S,T consist of three linear layers (1200,1200 and 2048 nodes), dropout layers, batch normalization and leaky Relu.
The overall objective is minimized using ADAM ([Kingma and Ba, 2014] ) optimizer with a learning rate of 0.00001. A manual seed of 100 has been used for all the ADA experiments.
Zero-Shot Learning (ZSL)
We report per class accuracy as is the convention in standard ZSL. It is a better metric to report the accuracy of the model as compared to the overall (across classes) accuracy when the classes are unbalanced. We use the newly proposed splits for dividing the train and test examples. We use the corresponding attribute vector provided against each dataset. Please refer to table-1 for details on the dataset.
The results of the ZSL setting are shown in the table-2. We can see from the table the proposed approach shows significant improvement over the previous state-of-art approach. On the SUN [Xiao et al., 2010] and AWA2 [Lampert et al., 2009] we have our top-1 accuracy as 63.3% and 70.4% respectively, which is better than its close competitor [Verma and Rai, 2017] where they report the top-1 accuracy as 63.1% and 67.0% respectively. Also, their top-1 accuracy on the fine-grained CUB dataset is reduced to 49.2%, as compared to our model's top-1 accuracy of 53.5% on the CUB dataset.
Also, the models ESZSL [Romera-Paredes and Torr, 2015] and SYNC [Changpinyo et al., 2016] that perform slightly better than our approach on CUB dataset, they are significantly behind in terms of accuracy on AWA2 and SUN dataset as compared to our model. The model SYNC [Changpinyo et al., 2016] achieves 46.6% on AWA2 and 56.3% on SUN dataset compared to our model's top-1 accuracy of 70.4% and 63.3% respectively. Hence, our model performs well consistently on all three benchmark datasets.
Additionally, our approach is more stable to hyperparameter variations as compared to the other competing generative approaches like GFZSL [Verma and Rai, 2017] . This is clearly visible in figure 2, (c) where the accuracy remains stable across the grid. We train our model in an online fashion, which leads to simultaneous updates of attribute mappings while estimating the class distribution parameters from the current batch of data.
We further improve the accuracy by augmenting our model with Adversarial Domain Adaptation.
SUN CUB AWA2
Method PS PS PS DAP [Lampert et al., 2014a] 39.9 40.0 46.1 IAP [Lampert et al., 2014b] 19.4 24.0 35.9 CONSE [Norouzi et al., 2013] 38.8 34.3 44.5 CMT [Socher et al., 2013] 39.9 34.6 37.9 SSE [Zhang and Saligrama, 2016] 51.5 43.9 61.1 LATEM [Xian et al., 2016] 55.3 49.3 55.8 DEVISE 56.5 52.0 59.7 SJE [Akata et al., 2015] 53.7 53.9 61.9 ESZSL [Romera and Torr, 2015] 54.5 53.9 58.6 SYNC [Changpinyo et al., 2016] 56.3 55.6 46.6 SAE [Kodirov et al., 2017] 40.3 33.3 54.1 DEM [Zhang et al., 2017] 61 Table 2 : Zero Shot Learning Accuracy on the SUN, CUB, and AWA2 dataset. Here PS is the proposed split recently adopted in the ZSL community.
Domain Adaption
In ZSL, since S ∩ U = φ, there is a high probability that the seen and unseen data do not come from the same underlying domain. Hence, the existence of the domain shift between the seen and unseen class distributions is a reasonable assumpMethod SUN CUB AWA2 ALE [Akata et al., 2013] tion. This implies that the estimated parameters for the unseen classes, based on the training data of the seen class are likely to deviate from their optimal values. To this end, we propose an Adversarial Domain Adaptation (ADA) method to explicitly handle the domain shift problem. The proposed domain adaption method is based on ADDA and CycleGAN, that learns a common latent space for the two domains by enforcing cyclic consistency and yields stable adversarial training.
In Table-3 we show the results of the proposed ADA method and compare against the previous transductive setting approaches. The result of ALE [Akata et al., 2013] and GFZSL [Verma and Rai, 2017] are taken from the Figure 8 of [Xian et al., 2018] . Here we observe that using the domain adaption method boosts the generative model's performance. In the case of the AWA2 dataset without domain adaption, the top-1 accuracy was 70.3% while with the domain adaption it rises to 77.2%. A similar pattern is observed for the CUB and SUN dataset also. The increment is lesser in CUB and SUN due to small inherent domain shift in the data. Moreover, our domain adaptation is able to minimize domain shift (apparent in figure 2 (a),(b)) in accordance with the clusters allotted by ZSL model. We can see that the model associates wrong clusters for only two classes owing to the low prediction accuracy of the generative model for these classes which, itself is due to strong overlap in test clusters of these classes. Thus, a reduction in label corruption will definitely improve the domain matching. This justifies the utility of the adversarial framework.
Conclusion
In this paper, we propose a scheme for explicitly minimizing domain shift between the distributions of the seen and unseen classes in zero-shot learning that leverages a generative framework. We adopt an end-to-end approach for generative modeling that requires minimal hyper-parameter tuning and captures non-linear dynamics better as compared to previous state-of-the-art approaches. The proposed approach first learns the class conditional distributions for both the seen and unseen classes by leveraging the data from only the seen classes through an end-to-end training scheme. Following this, we explicitly minimize the domain shift by using a cyclic consistency based adversarial scheme that tunes the generative model previously learned. We show through detailed experimentation, that our proposed generative model, although much simpler than GAN/VAE based frameworks, outperform existing models in the ZSL setting by significant margins. In addition, we show that our scheme of explicitly minimizing domain shift significantly improves performance, as compared to the standard transductive setting methods adopted by previous approaches.
