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Abstract
Computational simulation has been used as a powerful tool to represent the dynamical behavior of systems based
on complex analytic models. These types of models have two main drawbacks: a) limitations due to the degree of
abstraction needed to simulate them, b) high computing power to simulate a heavily simpliﬁed models. The computing
power available today can overcome these limitations to perform quicker simulations of complex models that are closer
to reality. In this paper, the experiments and performance analysis of a distributed simulation for a complex individual
oriented model (ﬁsh schools) are presented. The development of the ﬁsh school simulator includes the possibility of
working with large models that include large numbers of ﬁsh (> 106 of individuals), predators and obstacles in the
simulated world.
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1. Introduction
During the last few years, computational simulation has been used as a support tool to understand the behavior of
some complex systems. This tool has proved to have a high predictive capability as well as short response times.
Collective behavior of groups of animals are a common phenomenon existing at diﬀerent scales and complexity
levels. These global patterns emerge without hierarchical structure or centralized control [1]. Basically, members of
a group of individuals generally act on the basis of some limited information and interaction with their neighbors and
the information ﬂows through the system producing collective patterns [2]. Fish schooling is an example of these
collective emerging behavior (self-organization).
An individual-oriented model consists of a ﬁxed number of individuals and an environment in which interactions
occur. It is very diﬃcult to solve this type of model analytically but it is possible to use simulation techniques to
obtain a dynamic behavior of the system.
The main disadvantages involved in this type of model are: the limitations imposed by the complexity and the
workload imposed on the computing system even for a small number of individuals. Currently, there is low cost
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computing power available in distributed architectures and thus the simulation of complex models with large numbers
of individuals is possible [3]. This type of model simulation (with a reduced abstraction level) allows results to be
obtained closer to reality, allowing scientists to reach conclusions and gain knowledge about the system under study.
Moreover, the use of distributed computing systems allows us to work with a high number of individuals because the
scalability of the available computing power may be increased according to the needs of the simulated model.
In related works [4] [5] [6], high performance individual-oriented simulation has been used to obtain collective
emerging behaviors of huge number of ﬁsh known as Fish School. Fish schools are an example of many individuals
interacting with a common goal: coordinated and polarized group motion. Due the spatially-explicit nature of this
type of model, it is possible the individuals’ geometrical distribution through the computing distributed architecture
achieving a signiﬁcantly simulation response times decreasing. In [7] we can appreciate the use of parallel/distributed
simulation to explore the emerging behavior of cooperative autonomous UAVs (Unmanned Aerial Vehicles) swarms
based on the ﬂocking model [8] and used to simulate wartime missions. Another case study is shown in [9] in which
a parallel/distributed simulation is used to decrease the response times of a pedestrian movement simulator based on
the social forces model [10]. As can be seen, it exists many research about high performance individual-oriented
simulation covering multiples scales and complexity levels.
Our main interest to overcome the limitations imposed by models’ complexity proposing to achieve following
goals: ﬁrst, to give computational support to the biologists through simulation results closest to reality and secondly,
to solve complex computational problems justifying the use of distributed and parallel architectures.
In this paper we present results of a distributed individual-oriented ﬁsh school simulator based on Huth & Wissel
rule model [11] redesigned to simulate large numbers of individuals. This development has been realized to eﬃciently
simulate complex three-dimensional models on more realistic scenarios. These scenarios are considered in order to
reduce the system’s abstraction level including active and passive individuals. Active individuals are represented as
predators: searching, pursuing, attacking, capturing and handling ﬁsh belonging to ﬁsh school. Passive individuals
represent irregular terrain, rocks, submarine vegetation, the surface and the seaﬂoor (cylindrical obstacles and world
bounds), i.e. every static element belonging to environment.
2. Individual-Oriented Models
Ecologist have used discrete models to understand, using simulation, how global patterns emerge from individual
interactions in ecosystems. These models (according to the system and objective) are called individual-oriented
models (IoM), individual-based models (IbM) or agent-based models (AbM) and are developed in order to understand
the dynamic behavior of a system and to solve the disadvantages imposed by population models based on diﬀerential
equations. These models consists of a ﬁxed number of autonomous individuals, interaction rules, individual attributes
which are maintained through time and a environment where interactions occur. Some individual-oriented models
are also spatially-explicit, i.e. the individuals are associated with a location in geometrical space. Moreover, some
spatially-explicit individual-oriented models also can show motion patterns, i.e. the individuals can change its relative
position in geometrical space.
There are considerable literature and studies of spatially-explicit individual-oriented simulation in the biological
area, such as: bird ﬂocks [8] [12], insect swarms [13] [14], mammal herds [15] and ﬁsh schools [11] [16] [17] [18]
[19].
2.1. Fish School Model
Fish Schools are one of the most frequent social groups in the animal world [11]. This social aggregation shows
complex emergent properties such as coordinated and polarized behavior, leaderless group navigation or hierarchical
structure and absence of external inﬂuences.
In order to describe the ﬁsh behavior we consider that each ﬁsh changes its position and orientation in discrete step
of time (associated to a simulation step) and the new position and orientation depend on the position and orientation
of a ﬁxed number of neighbors. The neighbors’ inﬂuence on a single ﬁsh depends on their space-time position
and to select appropriately the neighbor’s inﬂuence we identify three vision areas: attraction, repulsion and parallel
orientation (Figure 1).
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non visible area
attraction area
parallel orientation area
repulsion area
Figure 1: Neighbor inﬂuences areas.
Depending on spatial-temporal neighbor’s position, the ﬁsh chooses between three behavior patterns: repulsion
- collision avoidance between ﬁsh of the same group (turning the ﬁsh’s orientation minimum-angle rotation so the
ﬁsh’s orientation and that of its neighbor are perpendicular, Figure 2(a)), parallel orientation - the group moves in the
same direction (matching the ﬁsh’s orientation with that of its neighbor, Figure 2(b)) and attraction - to maintain the
cohesion of the group to avoid predators (steering the ﬁsh’s orientation towards its neighbor’s position, Figure 2(c)).
(a) Repulsion behavior pattern. (b) Parallel orientation behavior pattern. (c) Attraction behavior pattern.
Figure 2: Fish school behavior patterns.
Furthermore, the model should include a small random behavior in the searching phase for the selection of an
individual in relation to a set of them that meet the same conditions.
2.2. Prey-Predator Interaction
One of the main motivations of a ﬁsh is to keep close to the group as a protective mechanism to avoid becoming
prey for a predator. When a ﬁsh detects a threat, if it is part of the group it can increase the chances of survival, and
there are diﬀerent behaviors: dilution eﬀect - the prey change direction in order to confuse the predator and making
the prey selection diﬃcult, confusion eﬀect - the predator will have diﬃculty in selecting a prey in front of a large
number of them [20], and many eyes hypothesis - the group size increases in order to have more eyes analyzing the
environment detecting potential threats.
As basis for prey-predator interaction we adapt two ”steering behavior” routines [8] described below: pursuit
- to guide the individual towards a predicted target’s future position and evade - to guide the individual in opposite
direction of predicted target’s future position.
Moreover, we use a set of behavior patterns to eﬀective collective predator evasion [21] which consists of three
components: schooling, cooperative escape and selﬁsh escape and will be described below.
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2.2.1. Choosing a Rule
As the situation changes continuously around the ﬁsh, each ﬁsh needs to select an appropriate pattern to eﬃciently
avoid the predator. For this, the prey identiﬁes ﬁve interaction areas with its predator (Figure 3).
non visible area
visible area
caution area
urgency area
capture area
Figure 3: Prey-predator interaction areas.
For the non visible area ﬁsh will only consider the behavior in relation to its neighbors and this activity is called
schooling (the ﬁsh only takes into account its neighbors’ inﬂuence). If there is a threat in visible area, the ﬁsh
performs schooling maintaining its speed in average speed (Table 1) It there is a predator in the caution area, the
ﬁsh performs cooperative escape, (the ﬁsh considers its neighbors’ inﬂuence and uses evade to avoid the predator
without abandoning the group’s formation) and increases its speed to caution speed (Table 1). If there is a predator
in the urgency area, the ﬁsh performs selﬁsh escape, (uses evade to avoid the predator’s trajectory, abandoning group
formation) maximizing its speed to maximum speed (Table 1). If there is a threat in capture area, the ﬁsh is captured.
2.3. Avoiding Collisions
The movement detection sensors of the ﬁsh are mainly the eyes and/or the body lateral lines that enable it to detect
objects in the environment that are relevant to its survival [22]. Using the information provided by these sensors, the
ﬁsh can obtain every object’s absolute position in the environment: neighbors’ proximity, potential collisions, predator
presence, etc. and the information provided by these sensors are limited by the maximum vision area (biological
characteristics and degree of illumination in the environment).
Collision avoidance is the ﬁrst behavior that should be implement and consist of three basic steps: obtain the
object visibility, detect the potential collision and avoid the potential collision. To determine the object visibility, it is
necessary to evaluate if the object is inside of the ﬁsh’s visibility area, and if this is true it is necessary to evaluate if
the object is in the ﬁsh path. Finally, if the object is in the ﬁsh path, it is necessary to eﬃciently avoid the potential
collision.
2.3.1. Cylindrical Obstacles
On the basis that complex structures can be achieved from the union of simple geometric ﬁgures, we consider
individuals’ interaction with cylindrical obstacles. Cylindrical obstacles are deﬁned by the equation of a cylinder of
radius r with axis parallel to Z axis in the point (a, b, 0) (Equation (1)).
(x − a)2 + (y − b)2 = r2 (1)
Given a ﬁsh position (x0, y0, z0) and orientation (vx, vy, vz), parametric equation can be obtained:⎧⎪⎪⎪⎨⎪⎪⎪⎩
x = x0 + tΔvx
y = y0 + tΔvy
z = z0 + tΔvz
(2)
From intersection of equations (1) and (2), a collision point is represented. With this point we can calculate the
force needed to alter the trajectory of the individual using the repulsion behavior (same situation as neighbor repulsion)
and avoid the possible collision.
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2.3.2. World Boundaries
In a real environment, we can consider that there are some forces that are constantly inﬂuencing the ﬁsh’s trajectory
in order change the direction to avoid collisions. These forces can be associated with many objects that interacts with
a ﬁsh, such as: other ﬁsh that are not a predator (moving obstacles), the ground (vegetation, rocks, etc), environment
borders (big obstacles, world limits, ...), etc. So we can represent each environment’s object as a set of description
points P(xi, yi, zi) and corresponding forces F( f xi , f
y
i , f
z
i ), i ∈ N0.
Figure 4: World wall semi-elliptical shaped border example.
To compute this approach, it is necessary to evaluate the distance from ﬁsh’s position to the nearest description
points in order to ﬁnd the most representative force. Next, for each force, its inﬂuence on the ﬁsh (using repulsion) is
calculated and adding all these vector inﬂuences, the new ﬁsh’s trajectory is obtained (Figure 4). The main advantage
of this approach is that a very high level of detail can be achieved and it is possible to represent of any static or mobile
object.
We consider fposition and forientation the position and orientation of a single ﬁsh; P and F the set of description points
and forces associated; Rmax the maximum vision range; α the rotating angle; and f ′orientation the vector that collects the
inﬂuences of the nearest potential collision points. The algorithm is: for each ﬁsh, the distance from ﬁsh’s position to
Algorithm 1 New Orientation’s Calculation
for i← 0 to P.size() do
if distance( fposition,Pi) ≤ Rmax then
α← min(∠( forientation,Fi) ± π)
f ′orientation ← f ′orientation + rotate( forientation, α)
end if
end for
each description points is calculated, if the description point intercepts the vision range then its inﬂuence is calculated
and stored in an auxiliary vector. Finally, the stored accumulated inﬂuence is computed in the new ﬁsh’s orientation.
3. Distributed Time-Driven Simulation
An important issue in discrete simulation is the mechanism in which the state variables changes as simulation time
advance. We can distinguish two time-advance approaches: time-driven and event-driven. In a time-driven approach,
the simulation time is subdivided into a sequence of equal-sized steps, and the simulation advances from one time step
to the next [23]. In the event driven mechanism the simulation time is computed when a event is processed adding the
event time to the execution time. Moreover, is necessary to consider the time management protocol because this will
ensuring that the execution of the distributed simulation is properly synchronized. Time management algorithms can
be classiﬁed as conservative or optimistic [24]. In conservative algorithms, the process is blocked until all execution
conditions are satisﬁed. In optimistic algorithms, the process will continues even if some execution condition is not
fulﬁlled but this algorithm includes mechanisms in order recover from causality issues.
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We have developed a distributed ﬁsh school simulator using C++, STL standard template library and MPI message
passing library that implements a time-driven time-advance method and a conservative algorithm as the synchronizing
method.
3.1. Model Distribution
One of the most important problems in this model is the individuals’ distribution in relation to the distributed
computing architecture elements.
Individual-oriented systems can be implemented in a distributed fashion making each node responsible for a
ﬁxed portion of the problem domain where these ﬁxed portions can be assigned using either the Lagrangian method
or Euclidean method [25]. In the Lagrangian method, each node is responsible for a ﬁxed set of individuals. In
the euclidean method, each node is responsible for a ﬁxed portion of the simulated space, together with the set of
individuals currently residing in that area.
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Figure 5: Domain strip partitioning.
In this work, we use euclidean partitioning to decompose the simulation space (Figure 5). Given N processing
nodes, the simulation space is divided evenly into n strips. Each strip is called a logical process (LP) and is assigned
to a processing node where each node independently execute the simulation with local data, making data exchange
through two types of messages between adjacent slices (LPs): migration and neighbors request or ghost cell exchange
[26]. On one hand, migration is used when the new position is outside of the local LP borders (change its residence
from one LP to other). On the other hand, a neighbors request is used when an individual needs to evaluate the
individuals’ inﬂuence inside adjacent LPs (interaction of near individuals at the maximum ﬁsh range of vision but in
adjacent LP’s).
4. Experimental Results
In this paper we present comparative results of two versions of a distributed individual-oriented ﬁsh school simu-
lator. On one hand, the ﬁrst version is implemented by using only internal behavioral patterns to the group formation
which we refer as basic model. On the other hand, the second version adds into the basic model a prey-predator
interaction, cylindrical obstacle avoidance, and an interactive representation of world boundaries which we refer as
enhanced model.
Every experiment was executed with two set of inputs described in Table 2 using simulation parameters described
in Table 1. Active and passive individuals were distributed uniformly through the simulation space in order to achieve
similar workload in every computing elements. Every experiment was executed on an IBM cluster described in detail
in Table 3. For each data set, the simulation was carried out with a diﬀerent number of processors: 1, 8, 16, 32 and
64.
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Parameter Value
Body length (BL) 1.0
Attraction radius 5.3BL
Parallel orientation radius 2.3BL
Repulsion radius 0.8BL
Average speed 0.1BL
caution speed 2.4BL
Maximum speed 3.0BL
Vision radius 5.6BL
Caution radius 3.3BL
Urgency radius 1.1BL
Capture radius 0.6BL
Neighbor number 4
Dead area π3
Table 1: Model parameters for simulation experiments.
Set of Input 1 Set of Input 2
Fish 80 000 320 000
Predators 800 3 200
Obstacles 250 1 000
Description Points 639 552 2 473 020
Table 2: Simulation inputs sets.
Front-End Node Compute Nodes
Node 1 x IBM x3650 32 x IBM x3550
Processor
Dual-Core Intel(R) Xeon(R) CPU 5150 2 x Dual-Core Intel(R) Xeon(R) CPU 5160
@2.66GHz 4MB L2 (2x2) @3.00GHz 4MB L2 (2x2)
Memory 8 GB Fully Buﬀered DIMM 667 MHz 12 GB Fully Buﬀered DIMM 667 MHz
Storage RAID 5 1.8 TB hot-swap SAS Hot-swap SAS Controller 160GB SATA Disk
Network Interface Integrated dual Gigabit Ethernet Integrated dual Gigabit Ethernet
Table 3: Hardware architecture characteristics.
Figure 6 shows the total execution, computing and communication times for Set 1. In this ﬁgure, we see that
the increasing model’s complexity is closely linked with the increase in simulation time. This happens because the
increasing of the model’s complexity is reﬂected as a system’s detail level increase which implies more compute
operations per simulation step. Moreover, we can observe that as the number of processors increases, the diﬀerence
between implementations’ response times decreases.
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Figure 6: 80 000 Fish Simulation Times.
Figure 7 shows the total execution, computing and communication times for Set 2. We can see the same tendency
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shown using Set 1, but contrary to our previous results as the number of processors is increased, the diﬀerence between
response times are longer.
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Figure 7: 320 000 Fish Simulation Times.
Figure 8 and Figure 9 show simulation results having a super-linear speedup. As the number of processors is
increased, the LP’s assigned workload decreases, so the sub domain problem complexity is reduced. In general terms,
if we have N individuals to simulate on a serial environment, every individual needs to evaluate the spatial-temporal
position of N − 1 individuals. In the other case, if we simulate N individuals using P processors, each LP simulates
a NP average of individuals, evaluating only the relative position of
N
P − 1 individuals. However, Figure 8 shows the
enhanced model scaling better than the basic model. This shows that increasing the model’s complexity can help
obtaining a scalability closest to the ideal and more realistic simulation results.
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Figure 8: 80 000 Fish Simulation Speedup.
Figure 9 shows that the enhanced model speedup is close to the ideal speedup, but not as much as the basic model.
However, the enhanced model’s results are excellent taking into account the advantage achieved by increasing the
model’s complexity (more realistic results). In other words, although the system’s scalability was decremented the
simulation results are in agreement with our expectations.
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Figure 9: 320 000 Fish Simulation Speedup.
5. Conclusions
Ecologists have been using discrete models to study global patterns that emerge through local interaction by com-
putational simulation. For many years, these ecological simulations have been technologically limited by the models’
complexity and the workload assigned to a single computational element. Currently, due to increasing computational
power and the parallel/distributed computing emergence, these limitations are not a drawback anymore. Further, it is
possible to create more complex models to achieve simulation results closest to reality and to increase the workload
by means of including diﬀerent species to achieve a similar interaction level such as the real environment.
We have developed a distributed ﬁsh school simulator based on a complex model in order to understand behavioral
patterns that are based on simple models which cannot be explained. Moreover, we executed simulation experiments
using two sets of data input in order to compare the performance between the simulator based on a basic model and
our simulator version. The main conclusions that can be extracted from our work are the following:
• Enhanced model scalability is excellent, achieving good performance close to ideal speedup and achieving our
objectives (good scalability and more realistic results).
• Complex simulation models development implies a system’s abstraction level reduction which allows results
close to reality. These results are important when trying to understand the behavior of species under speciﬁc
circumstances, such as the behavior of a ﬁsh school during predator attacks.
• Increasing the processors number using the enhanced model assures system scalability. Figure 8 and 9 show
the enhanced model has achieved better results than the basic model and closest to the ideal.
• Experimental results shown in Figure 8 and 9 demonstrate that increasing the model’s complexity and the
workload is a great help when trying to maintain the system scalability as the number of processors is also
increased.
Future Work
• Develop strategies for eﬃcient load balancing. Exploring dynamic load balancing strategies based on both space
division and individuals clustering. This is primary to obtain a better use of the distributed/parallel architecture.
• Exploit the use of both hybrid architectures currently available, i.e. to promote the use both thread and message
level parallelism, in order to reduce simulation times.
• Decreasing the abstraction’s level of the system as much as possible in order to improve the application scala-
bility.
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