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Abstract—Millimeter Wave (mmWave) communications with
full-duplex (FD) have the potential of increasing the spectral
efficiency, relative to those with half-duplex. However, the resid-
ual self-interference (SI) from FD and high pathloss inherent
to mmWave signals may degrade the system performance.
Meanwhile, hybrid beamforming (HBF) is an efficient technology
to enhance the channel gain and mitigate interference with
reasonable complexity. However, conventional HBF approaches
for FD mmWave systems are based on optimization processes,
which are either too complex or strongly rely on the quality
of channel state information (CSI). We propose two learning
schemes to design HBF for FD mmWave systems, i.e., extreme
learning machine based HBF (ELM-HBF) and convolutional
neural networks based HBF (CNN-HBF). Specifically, we first
propose an alternating direction method of multipliers (ADMM)
based algorithm to achieve SI cancellation beamforming, and
then use a majorization-minimization (MM) based algorithm for
joint transmitting and receiving HBF optimization. To train the
learning networks, we simulate noisy channels as input, and
select the hybrid beamformers calculated by proposed algorithms
as targets. Results show that both learning based schemes can
provide more robust HBF performance and achieve at least 22.1%
higher spectral efficiency compared to orthogonal matching
pursuit (OMP) algorithms. Besides, the online prediction time
of proposed learning based schemes is almost 20 times faster
than the OMP scheme. Furthermore, the training time of ELM-
HBF is about 600 times faster than that of CNN-HBF with 64
transmitting and receiving antennas.
Index Terms—Millimeter wave, full-duplex, hybrid beamform-
ing, convolutional neural network, extreme learning machine.
I. INTRODUCTION
With the development of various emerging applications
(e.g., virtual reality, augmented reality, autonomous driving
and big data analysis), data traffic has explosively increased
and caused growing demands for very high communication
rates in future wireless communications, e.g., the fifth gen-
eration (5G) and beyond [1]. A common approach to meet
the requirements of high rates is to explore the potential for
improvements in bandwidth and spectral efficiency. Millime-
ter wave (mmWave) communications have recently received
increasing research attention because of the large available
bandwidth at the mmWave carrier frequencies (e.g., more than
150 GHz available bandwidth) [2]. Thus, mmWave communi-
cations can potentially provide high data rates. For instance,
IEEE 802.11ad working on the carrier frequency of 60 GHz,
can support a maximum data rate of 7 Gbps [3]. Thanks to
the short wavelength of mmWave radio, large antenna arrays
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can be packed into mmWave transceivers with limited sizes,
thereby resulting highly directional signals and high array
gains [4]. Despite of high data rates, mmWave communica-
tions suffer from severe pathloss and penetration loss, which
limit the coverage of mmWave signals. For example, the
pathloss is about 110 dB when transmitter-receiver separation
distance is 100 meters [5].
Full-duplex (FD) communications, which can support si-
multaneous transmission and reception on the same channels,
have the potential to double the throughput and reduce latency
compared to half-duplex (HD) communications. To provide
high data rates and improve the coverage of wireless networks,
FD relays have been recently applied in mmWave communi-
cations as wireless backhauls [6]–[8]. Since FD systems suffer
from severe self-interference (SI), SI cancellation (SIC) is one
of the main challenges for FD mmWave systems. For example,
a FD transceiver at 60 GHz with a typical transmit power of
14 dBm, receiver noise figure of 5 dB and channel bandwidth
of 2.16 GHz will require 96 dB of SIC [9]. Generally, SI can
be suppressed by making use of the physical methods, which
enhances the propagation loss for the SI signals and maintains
a high gain for the desired signals [7], [9]–[11]. For instance,
narrow-beam antennas or beamforming techniques [7], [10]
can be used to separate the communication channel and SI
channel in directions, and polarization isolation and antenna
spacing [9], [11] can also be applied. Recent measurement
in [9] shows that almost 80 dB of SI suppression can be
achieved with polarization based antennas in 60 GHz bands.
In addition, conventional microwave FD systems only consider
normal cancellation of the line-of-sight (LOS) SI and ignore
the non-line-of-sight (NLOS) SI. However, in mmWave FD
systems, the NLOS SI will be enhanced due to the high-
gain beamforming [2]. Besides, since circuit and hardware
complexity scales up with frequency, conventional full digital
processing, which controls both the phases and amplitudes of
original signals, becomes very expensive in mmWave systems.
Thus, hybrid beamforming (HBF) that consists of digital and
analog processing is promising to achieve an optimal trade-off
between performance and complexity.
There have been few results on the HBF design and SIC
for FD mmWave systems [2], [7], [12], [13]. Based on the
sparsity of mmWave channels, orthogonal matching pursuit
(OMP) based HBF algorithm is proposed for FD mmWave
systems [12]. However, SI is not considered in [12], which
might significantly affect system performance. In [13], a near-
field propagation model is adopted for line-of-sight (LOS)
SI. It is shown that the SIC performance can be improved
by increasing the number of transmitter (TX) or receiver
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2(RX) radio frequency (RF) chains. In [7], a combined LOS
and non-line-of-sight (NLOS) SI channel is proposed, and a
decoupled analog-digital (DAD) HBF algorithm is provided
to suppress both LOS and NLOS SI. By jointly optimiz-
ing the analog and digital precoders, an OMP based SIC
beamforming algorithm for FD mmWave relays is proposed
in [2]. It is shown that the OMP based HBF algorithm can
achieve higher spectral efficiency than DAD HBF algorithm
in [7]. Although the approaches in [2], [7] can perfectly
eliminate SI, the SIC of FD mmWave systems is based on
the null space of the effective SI channel after designing
optimal hybrid beamformers, which will cause a significant
degradation in system spectral efficiency. Furthermore, these
approaches can perform SIC only when the number of TX-RF
chains is greater or equal to the sum of the number of RX-
RF chains and the number of transmitting streams. Moreover,
in realistic communication systems, since we cannot always
obtain perfect channel state information (CSI) through channel
estimation, the existing optimization-based FD mmWave HBF
approaches cannot provide robust performance in the presence
of imperfect CSI.
Recent development in machine learning (ML) provides
a new way for addressing problems in physical layer com-
munications (e.g., direction-of-arrival estimation [14], analog
beam selection [15] and signal detection [16]). ML based tech-
niques have several advantages such as low complexity when
solving non-convex problems and the ability to extrapolate
new features from noisy and limited training data [17]. In
[18], [19], precoders are designed based on ML techniques,
in which a learning network with multiple fully connected
layers is used. However, dense multiple fully connected layers
may increase the computational complexity, and these works
only optimize the precoder with fixed combiners. In [17],
a convolutional neural network (CNN) framework is first
proposed to jointly optimize the precoder and combiner, in
which the network takes the channel matrix as the input and
produces the analog and digital beamformers as outputs. To
reduce the complexity in training stage in [17], an equivalent
channel HBF algorithm is proposed to provide accurate labels
for training samples [20]. To further reduce the computational
complexity, joint antenna selection and HBF design is studied
in [21] based on quantized CNN with the cost of prediction
accuracy degradation. Though above results can achieve good
performance of ML based HBF, all of them consider single-
hop scenarios. To the best of our knowledge, the joint SIC and
HBF design for FD mmWave relay systems, being of practical
importance, has not been investigated in the context of ML.
Motivated by above observations, we investigate the joint
HBF and SIC optimization for FD mmWave relay systems
based on ML techniques. The main contributions of this paper
are summarized as follows:
• We decouple the joint SIC and HBF optimization prob-
lem into two sub-problems. We first propose an alter-
nating direction method of mul-tipliers (ADMM) based
algorithm to jointly eliminate residual SI and optimize
unconstrained beamformers. With perfect SIC and un-
constrained beamformers, many existing algorithms (e.g.,
PE-AltMin [22], GEVD [23] and methods in [24]) cannot
be directly used for HBF design since the unconstrained
beamformers may not be mutually orthogonal. Thus, we
propose a majorization-minimization (MM) based algo-
rithm that jointly optimizes the transmitting and receiving
HBF. To the best of our knowledge, the ADMM based
SIC beamforming and MM based joint transmitting and
receiving HBF optimization for FD mmWave systems
have not been previously studied. Unlike the works in
[2], [7], our proposed approaches can perform perfect
SIC even if the number of TX RF chains is smaller
than the sum of the number of RX RF chains and the
number of transmitting streams. Finally, the convergence
and computational complexity of proposed algorithms are
analyzed.
• Two learning frameworks for HBF design are proposed
(i.e., extreme learning machine based HBF (ELM-HBF)
and CNN based HBF (CNN-HBF)). We utilize ELM and
CNN to estimate the precoders and combiners of FD
mmWave systems. To support robust HBF performance,
noisy channel input data is generated and fed into the
learning machine for training. Different from existing op-
timization based HBF methods, of which the performance
strongly relies on the quality of CSI, our learning based
approaches can achieve more robust performance since
ELM and CNN are effective at handling the imperfections
and corruptions in the input channel information.
• To the best of our knowledge, HBF design with ELM
has not been studied before. Also, the performance of
ELM-HBF with different activation functions is tested.
Since the optimal weight matrix of hidden layer is derived
in a closed-form, the complexity of ELM-HBF is much
lower than that of CNN-HBF and easier for implemen-
tation. Results show that ELM-HBF can achieve near-
optimal performance, which outperforms CNN-HBF and
other conventional HBF methods. The training time of
ELM is about 600 times faster than that of CNN with
64 transmitting and receiving antennas. While the con-
ventional methods require an optimization process, our
learning based approaches can estimate the beamformers
by simply feeding the learning machines with channel
matrices. Results also show that, the online prediction
time of proposed learning based approaches is almost 20
times faster than the OMP approach.
The remainder of this paper is organized as follows. We first
present the system model of the FD mmWave relay in Section
II. For SIC and HBF design, we present an ADMM based SIC
beamforming algorithm and an MM based HBF algorithm in
Section III. The ELM-HBF and CNN-HBF learning schemes
are presented in Section IV. To validate the efficiency of pro-
posed methods, we provide numerical simulations in Section
V. Finally, Section VI concludes the paper.
Notations: Bold lowercase and uppercase letters denote
vectors and matrices, respectively. Tr(A), |A|, ‖A‖F, A∗, AT
and AH denote trace, determinant, Frobenius norm, conjugate,
transpose and conjugate transpose of matrix A, respectively.
⊗ presents the Kronecker product. arg(a) denotes the argu-
ment/phase of vector a.
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Fig. 1. FD mmWave relay systems with hybrid analog and digital structure
II. SYSTEM MODEL AND PROBLEM FORMULATION
A. System model
We consider a one-way FD mmWave relay system shown in
Fig. 1, in which the source node and the destination node are
different base stations connected with the FD mmWave relay.
We assume that there is no direct link between the source
and destination, which is typical for a mmWave system due to
the high pathloss [2], [7]. All the nodes in this system adopt
hybrid analog and digital precoding architecture. The source
node is equipped with Nt antennas with NRFS RF chains, and
transmits Ns data streams simultaneously. To enable multi-
stream transmission, we assume Ns ≤ NRFS ≤ Nt. For the
relay and destination nodes, the numbers of antennas and RF
chains and the data streams at the relay are defined in the same
way, depicted in Fig. 1.
At the source node, the Ns×1 symbol vector, denoted by sS
with E[sSsHS ] = N−1s INs , is firstly precoded through an NRFS ×
Ns digital precoding matrix VBB, and then processed by an
Nt×NRFS analog precoding matrix VRF, which is implemented
in the analog circuitry using phase shifters. Thus, the Nt × 1
transmitted signal of the source node is given as
xS =
√
PSVRFVBBsS, (1)
where PS is the transmit power of the source node. The
power constraint of the precoding matrices is denoted by
‖VRFVBB‖2F = Ns. Then, the signal received at the relay can
be express as
yR = HSRxS + HSIxR + nR, (2)
where HSR ∈ Cnr×Nt denotes the source-to-relay channel
matrix, HSI ∈ Cnr×nt denotes the SI channel of relay,
xR ∈ Cnt×1 denotes the transmitted signal at the relay, and
nR ∼ CN(0, σ2n InR ) denotes the noise vector at the relay.
At the relay, the received signal yR is firstly combined with
the analog precoding matrix FRFR ∈ Cnr×NRFR and digital
precoding matrix FBBR ∈ CNRFR×ns . Then, it is precoded
by digital precoding matrix FBBT ∈ CNRFT×ns and analog
precoding matrix FRFT ∈ Cnt×NRFT . Thus, the transmitted signal
at the relay is expressed as
xR =
√
PRFRFTFBBTFHBBRFHRFRyR, (3)
where PR is the transmit power of the relay. Plugging (1) and
(2) into (3), we obtain
xR =FRFTFBBT
(
Ins −
√
PRFHBBRFHRFRHSIFRFTFBBT
)−1
×
√
PRFHBBRFHRFR
(√
PSHSRVRFVBBsS + nR
)
.
(4)
At the destination, the received signal is multiplied by the ana-
log combining matrix URF ∈ CNr×NRFD and digital combining
matrix UBB ∈ CNRFD×Ns , which is expressed as
yD =
√
PSPRUHHRDFTΞ−1R FHR HSRVsS
+
√
PRUHHRDFTΞ−1R FHR nR + UHnD,
(5)
where V = VRFVBB, U = URFUBB, FT = FRFTFBBT,
FR = FRFRFBBR, and ΞR = Ins −
√
PRFHR HSIFT. HRD ∈
CNr×nt denotes the relay-to-destination channel matrix and
nD ∼ CN(0, σ2n INr ) denotes the noise vector at destination.
From the above, the spectral efficiency of the system is
given by
R = log2
INs + PSPRNs Σ−1 (UHHRDFTΞ−1R FHR HSRV)
×
(
UHHRDFTΞ−1R FHR HSRV
)H  , (6)
where Σ = σ2n
[
PR
(
UHHRDFTΞ−1R FHR
) (
UHHRDFTΞ−1R FHR
)H
+
UHU
]
is the covariance matrix of the noise term in (5).
B. Channel model
For the desired link channels (i.e., HSR and HRD), we
assume that sufficient far-field conditions have been met,
and employ the extended Saleh-Valenzuela mmWave channel
model [1], [2] to characterize the limited scattering features
of mmWave channels. This model is described as the sum of
4the contributions from Nc scattering clusters, each of which
contributes Np propagation paths. This model expresses the
mmWave channel as
H =
√
NRNT
NcNp
Nc∑
k=1
Np∑
l=1
αk,la(θrk,l)a(θtk,l)H, (7)
where NT denotes the number of transmit antennas, NR denotes
the number of receive antennas, αk,l denotes the complex gain
of the l-th ray in the k-th propagation cluster. The functions
a(θr
k,l
) and a(θt
k,l
)H respectively represent the normalized
receive and transmit array response vectors, where θr
k,l
and θt
k,l
are the azimuth angles of arrival and departure, respectively.
The array response can be expressed as
a(θ) = 1√
N
[
1, e−j
2pid
λ sin(θ), ..., e−j(N−1)
2pid
λ sin(θ)
]T
, (8)
where d is the antenna spacing and λ is the carrier wave-
length.
Based on the widely used mmWave SI channel in [2], [7],
[10], the residual SI consists of two parts: LOS SI and NLOS
SI. With the high beam gain of mmWave signals, the NLOS SI
results from refection from nearby obstacles. We can utilize
the far-filed clustered mmWave channel in (7) to model the
NLOS SI channel. By contrast, in the FD scenario, since the
transmitter and the local receiver are closely placed, LOS
SI channels are near-field channels and clustered mmWave
channels cannot be used. Therefore, a more realistic SI channel
model, which is the spherical wave propagation model, is
considered for the near-field LOS channel matrix. According
to [2], [10], the LOS SI channel coefficient of the m-th row
and n-th column entry is given by
[HLOS]m,n =
ρ
dm,n
exp
(
− j 2pi
λ
dm,n
)
, (9)
where ρ is a normalization constant such that E[‖HLOS‖2F] =
ntnr and dm,n is the distance from the m-th element of
the transmit array to the n-th element of the receive array,
expressed in (10), with φ corresponding to the angle between
the two antenna arrays, and a0 and b0 denoting the initial
distances of the antennas to a common reference point. Finally,
the FD mmWave SI channel is constructed as
HSI = κLOSHLOS + κNLOSHNLOS, (11)
where κLOS and κNLOS denote the intensity coefficients of LOS
and NLOS components, respectively.
C. Problem formulation
The main objective of this work is to maximize the system
spectral efficiency by jointly designing beamforming matrices
(i.e., VRF, VBB, FRFT, FBBT, FRFR, FBBR, URF and UBB) and
SIC in the presence of noisy CSI. The HBF design problem
of maximizing the system spectral efficiency is given by (12),
where VRF, URF, FRFR and FRFT are the feasible sets of
the analog precoders included by unit modulus constraints.
Due to the non-convex constraints of the analog precoders
and FHR HSIFT = 0, it is in general intractable to solve
the optimization problem. Meanwhile, the HBF design with
conventional optimization-based approaches are not robust in
the presence of noisy CSI. To solve these problems, we first
develop algorithms that maximize the spectral efficiency with
joint HBF and SIC design. Then, learning machines (e.g.,
ELM and CNN) are adopted such that the hybrid beamformers
are predicted by feeding the machines with noisy CSI.
III. FD MMWAVE BEAMFORMING DESIGN
In order to train the ELM and CNN learning machines, we
first need to solve the optimization problem in (12) to provide
accurate labels of the training data samples. Generally, to make
the problem tractable and reduce the communication overhead,
the beamformers can be designed individually at different
nodes [2], [7]. The main challenge is at the relay node since
the beamformers of the transmitting part and receiving part
should be jointly designed, and SIC needs to be guaranteed.
Consequently, we first propose efficient algorithms to design
the hybrid beamformers at the relay, and then HBF design at
the source and destination can be obtained following similar
approaches at relay.
A. SIC and HBF algorithm design
According to the method studied in [4], [25], [26], the HBF
design problem at the relay can be transferred into minimizing
the Frobenius norm of the difference between the optimal fully
digital beamformer and hybrid beamformers as
(P1) : min
FRFT,FBBT,FRFR,FBBR
Fopt − FRFTFBBTFHBBRFHRFR2F
s.t. FRFR ∈ FRFR,FRFT ∈ FRFT,
‖FRFTFBBT‖2F = ns,
FHBBRFHRFRHSIFRFTFBBT = 0,
(13)
dm,n =
√
(a0 + (m − 1)d)2 + (b0 + (n − 1)d)2 − 2(a0 + (m − 1)d)(b0 + (n − 1)d) cos(φ), (10)
max
VRF,URF,FRFT,FRFR
VBB,UBB,FBBT,FBBR
R = log2
INs + PSPRNs Σ−1 [UHHRDFTFHR HSRV] [UHHRDFTFHR HSRV]H

s.t. VRF ∈ WRF,URF ∈ GRF,FRFR ∈ FRFR,FRFT ∈ FRFT,
‖FRFTFBBT‖2F = Ns,
‖VRFVBB‖2F = Ns,
FHR HSIFT = 0,
(12)
5where Fopt = FTSVDFHRSVD, FTSVD and FRSVD are formed by
the right-singular vectors of HRD and left-singular vectors of
HSR, respectively.
Due to the non-convex constraints, it is still hard to find a
solution of problem (P1) that guarantees both SIC and optimal
hybrid beamformers. Moreover, according to the results in [2],
[7], the spectral efficiency of FD mmWave systems degrades
significantly if residual SI cannot be efficiently suppressed.
Thus, we will solve this problem following two steps. In
the first step, we mainly focus on perfectly eliminating SI
(i.e., FHBBRFHRFRHSIFRFTFBBT = 0) by designing unconstrained
beamformers for both transmitting and receiving parts. Then,
the problem (P1) can be rewritten as
(P2) : min
FT,FR
Fopt − FTFHR 2F
s.t. FHR HSIFT = 0.
(14)
After solving (P2), we obtain the unconstrained beamform-
ers that can ensure perfect SIC. In the second step, hybrid
beamformers of the transmitting part and receiving part are
jointly designed by minimizing the Frobenius norm of the
difference between the unconstrained beamformers and hybrid
beamformers. The problem is formulated as
(P3) : min
FRFT,FBBT,FRFR,FBBR
Fˆopt − FRFTFBBTFHBBRFHRFR2F
s.t. FRFR ∈ FRFR,FRFT ∈ FRFT,
‖FRFTFBBT‖2F = ns,
(15)
where Fˆopt = FˆTFˆHR with FˆT and FˆR corresponding to the
solutions of problem (P2). Though problems (P2) and (P3)
are simpler than the original problem (P1), both problems are
still non-convex problems and efficient approaches should be
proposed to solve them.
Let us start with problem (P2). It is obvious that this
problem is convex when one of the variables is fixed. This
property enables ADMM utilization, and consequently, the
augmented Lagrangian function of (P2) is given by
L(FT,FR,Z) =
Fopt − FTFHR 2F+ % FHR HSIFT + 1%Z2F , (16)
where Z ∈ Cns×ns is the Lagrange multiplier matrix and %
is the ADMM step-size. According to ADMM approaches
[27], the solution to (P2) can be obtained iteratively, where
in iteration i + 1, the variables and multiplier are updated as
follows
F(i+1)T := arg minFT
L
(
FT,F(i)R ,Z
(i)
)
; (17a)
F(i+1)R := arg minFR
L
(
F(i+1)T ,FR,Z
(i)
)
; (17b)
Z(i+1) :=Z(i) + %FH(i+1)R HSIF
(i+1)
T . (17c)
By solving the problems in (17a) and (17b), we have the
following theorem.
Algorithm 1: ADMM-based beamforming and SI cancel-
lation algorithm
1: Input: Fopt, HSI, %;
2: Output: FT, FR;
3: Initialize: F(0)R , Z(0) and i = 0;
4: repeat
5: Update F(i+1)T using (18);
6: Update F(i+1)R using (19);
7: Update Z(i+1) using (17c);
8: i ← i + 1;
9: until the stopping criteria is met.
Theorem 1. The closed-form expressions for F(i+1)T and F
(i+1)
R
are receptively given by
vec
(
F(i+1)T
)
=
[
Ins ⊗
(
%HHSIF
(i)
R F
H(i)
R HSI
)
+
(
FH(i)R F
(i)
R
)
⊗ Int
]−1
× vec
(
FoptF(i)R −HHSIF(i)R Z(i)
)
,
(18)
and
vec
(
F(i+1)R
)
=
[(
%HSIF(i+1)T F
H(i+1)
T H
H
SI
)
⊗ Ins + Inr ⊗
(
FH(i+1)T F
(i+1)
T
)]−1
× vec
(
FH(i+1)T Fopt − Z(i)FH(i+1)T HHSI
)
.
(19)
Proof. We first solve problem (17a). By taking the derivative
of L (FT,F(i)R ,Z(i)) over FT and letting it to be zero, we have
FTFH(i)R F
(i)
R + %HHSIF
(i)
R F
H(i)
R HSIFT = FoptF
(i)
R − HHSIF(i)R Z(i).
Then, utilizing the vectorization property, the result in (18)
can be obtained. For the problem (17b), we can use a similar
approach of the problem (17a) and obtain F(i+1)R in (19). 
The above alternating procedure is initialized by setting the
entries of matrices F(0)R to random values, and multiplier Z(0) to
zeros. After obtaining the updated variables in each steps, we
summarize the ADMM-based beamforming design and SIC
approach in Algorithm 1.
After obtaining the solutions of problem (P2), we then turn
to solve problem (P3). The main challenges for this problem
are the constant modulus non-convex constraints and the joint
optimization of transmitting and receiving hybrid beamform-
ers. Furthermore, since the beamformers derived by Algorithm
1 for SIC may not be mutually orthogonal, many existing
approaches (e.g., PE-AltMin [22], GEVD [23] and methods
in [24]) cannot be directly used for this case. To make this
problem tractable and deal with the non-convex constraints, we
utilize majorization-minimization (MM) methods [28]–[30]. In
stead of minimizing the original objective function directly, the
MM procedure consists of two steps. In the first majorization
step, we find an easy implemented surrogate function that
should be a tight upper bound of the original objective function
and exist closed-from minimizers. Then in the minimization
step, we minimize the surrogate function with closed-from
minimizers. To achieve a fast convergence rate, a surrogate
6function that tries to follow the shape of the objective function
is preferable [28].
To jointly design the hybrid beamformers at transmitting
and receiving parts with MM methods, we will solve problem
(P3) based on the alternating minimization framework. We
first solve problem (P3) for the transmitting precoder FRFT by
fixing FRFR, FBBR and FBBT. Problem (P3) can be rewritten
as
(P4) : min
FRFT
Fˆopt − FRFTYT2F
s.t. FRFT ∈ FRFT,
(20)
where YT = FBBTFHBBRFHRFR. Then, we rewrite the objective
function of problem (P4) as
J(FRFT; YT) = Tr
(
FˆoptFˆHopt
)
+ Tr
(
FHRFTFRFTYTYHT
)
− Tr
(
FˆoptYHT FHRFT
)
− Tr
(
FRFT
(
FˆoptYHT
)H )
(a)
= Tr
(
FˆoptFˆHopt
)
+ fHRFTQTfRFT − 2Re
(
fHRFTeT
)
,
(21)
where fRFT = vec(FRFT), ET = FˆoptYHT , eT = vec(ET), QT =(YTYHT )T ⊗ Int , and (a) follows from the identity Tr(ABCD) =
vec(AT )T (DT ⊗ B)vec(C).
To solve problem (P4) with MM methods, we should find
a majorizer of J(FRFT; YT) according to the following lemma.
Lemma 1. Let Q ∈ CN×N and S ∈ CN×N be two Hermitian
matrices satisfying S ≥ Q. Then the quadratic function aHQa,
is majorized by aHSa + 2Re(aH (Q − S)ai) + aHi (S − Q)ai at
point ai ∈ CN .
Proof. The proof can be found in [29]. 
According to Lemma 1, we can obtain a valid majorizer of
J(FRFT; YT) at point F(i)RFT ∈ FRFT given by
J¯
(
FRFT; YT,F(i)RFT
)
=Tr
(
FˆoptFˆHopt
)
+ λTfHRFTfRFT + 2Re
(
fHRFT (QT − λTI) f(i)RFT
)
+ fH(i)RFT (λTI −QT) f(i)RFT − 2Re
(
fHRFTeT
)
=2Re
(
fHRFT
(
(QT − λTI) f(i)RFT − eT
))
+ CT,
(22)
where F(i)RFT is the iterate available at i-th iteration, λT denotes
the maximum eigenvalue of QT, and the constant term CT =
Tr(FˆoptFˆHopt)+ λTfHRFTfRFT + fH(i)RFT (λTI−QT)f(i)RFT. Thus, we can
guarantee λTI ≥ QT. Then, utilizing the majorizer in (22), the
solution of problem (P4) can be obtained by iteratively solving
the following problem
(P5) : F(i+1)RFT = arg minFRFT J¯
(
FRFT; YT,F(i)RFT
)
s.t. FRFT ∈ FRFT.
(23)
The close-form solution of problem (P5) is given by
f(i+1)RFT = − exp
(
j arg
(
(QT − λTI) f(i)RFT − eT
))
. (24)
Similarly, we can solve problem (P3) for the receiving
combiner FRFR by fixing FRFT, FBBR and FBBT. Then, problem
(P3) can be rewritten as
(P6) : min
FRFR
Tr
(
FˆoptFˆHopt
)
+ fHRFRQRfRFR − 2Re
(
fHRFReR
)
s.t. FRFR ∈ FRFR,
(25)
where QR = (YHR YR)T ⊗ Inr , YR = FRFTFBBTFHBBR, fRFR =
vec(FRFR), ER = FˆHoptYR, and eR = vec(ER). According to
Lemma 1, we can obtain a valid majorizer of the objective
function in (25) at point F(i)RFR ∈ FRFR, which is given by
J˜
(
FRFR; YR,F(i)RFR
)
= 2Re
(
fHRFR
(
(QR − λRI) f(i)RFR − eR
))
+ CR,
(26)
where λR denotes the maximum eigenvalue of QR and the con-
stant term CR = Tr(FˆoptFˆHopt)+λRfHRFRfRFR+fH(i)RFR (λRI−QR)f(i)RFR.
Following a similar procedure of solving problem (P4), the so-
lution of problem (P6) can be obtained by iteratively updating
FRFR according to the following close-form expression
f(i+1)RFR = − exp
(
j arg
(
(QR − λRI) f(i)RFT − eR
))
. (27)
Then, we turn to design digital beamformers (i.e., FBBR and
FBBT) with fixed analog beamformers (i.e., FRFR and FRFT).
By fixing FBBT, FRFR and FRFT, a globally optimal solution
of problem (P3) is given by
FBBR = F−1RFRFˆHopt
(
FHBBTFHRFT
)−1
. (28)
Similarly, by fixing FBBR, FRFR and FRFT, a solution of
problem (P3) without considering the power constraint in (15)
is given by
FBBT = F−1RFTFˆopt
(
FHBBRFHRFR
)−1
. (29)
Then, to satisfy the power constraint in problem (P3), we can
normalize FBBT by a factor of
√
ns
‖FRFTFBBT ‖F [2], [22]. Letting
J(FRFT,FBBT,FBBR,FRFR) denote the objective function of
problem (P3), the effectiveness of the normalization step is
shown in the following remark.
Remark 1. If J(FRFT,FBBT,FBBR,FRFR) ≤ δ when ignoring
the power constraint in (15), J(FRFT, FˆBBT,FBBR,FRFR) ≤ 4δ,
where FˆBBT =
√
ns
‖FRFTFBBT ‖F FBBT.
Proof. The proof of Remark 1 is omitted here since it is
similar to that in [22]. 
In Remark 1, it demonstrates that after minimizing the
objective function of (P3) to a sufficiently small value δ
when ignoring the power constraint in (15), the normalization
step will also guarantee a small value 4δ for minimizing the
objective function.
With above close-form solutions in (24), (27), (28) and (29),
the MM based HBF design for both transmuting and receiving
parts at relay is summarized in Algorithm 2.
7Algorithm 2: MM-based HBF algorithm
1: Input: Fˆopt;
2: Output: FRFT, FBBT, FRFR, FBBR;
3: Initialize: F(0)RFT, F
(0)
RFR, F
(0)
BBR and outer iteration ko = 0;
4: repeat
5: Fix F(ko)RFT, F
(ko)
RFR and F
(ko)
BBR, compute F
(ko+1)
BBT
according to (29);
6: Use MM method to compute F(ko+1)RFT :
7: Initialize: F(0)RFT = F
(ko)
RFT, and inner iteration ki = 0;
8: repeat
9: Compute F(ki+1)RFT according to (24);
10: ki ← ki + 1;
11: until the stopping criteria is met.
12: Update: F(ko+1)RFT = F
(ki)
RFT;
13: Fix F(ko+1)RFT , F
(ko+1)
BBT and F
(ko)
RFR, compute F
(ko+1)
BBR
according to (28);
14: Use MM method to compute F(ko+1)RFR :
15: Initialize: F(0)RFR = F
(ko)
RFR, and inner iteration ki = 0;
16: repeat
17: Compute F(ki+1)RFR according to (27);
18: ki ← ki + 1;
19: until the stopping criteria is met.
20: Update: F(ko+1)RFR = F
(ki)
RFR;
21: ko ← ko + 1;
22: until the stopping criteria is met.
23: Compute FBBT =
√
ns
‖FRFTFBBT ‖F FBBT.
B. Convergence analysis and computational complexity
The general formulation for problem (P2) can be given as
min
x,y
F(x, y), s.t. G(x, y) = 0, (30)
where F(·, ·) is bi-convex and G(·, ·) is bi-affine1. According
to [27], ADMM can be applied to solve problem (30). The
convergence of Algorithm 1 is under research and would
not be analyzed in this paper. Instead, we will show the
convergence of Algorithm 1 by simulation result in Section
V-A. We then summarize the main complexity of Algorithm
1 in the following theorem.
Theorem 2. If Nt = Nr = nt = nr, the main complexity of
Algorithm 1 is O(2KA(n3s + 1)N3t ), where KA is the number of
iterations.
Proof. For Algorithm 1, the main complexity in each iteration
includes two parts:
1) Derive Fopt based on the singular value decomposition of
two channel matrices (i.e., HSR and HRD). According to [31],
the main complexity in this part is O(max(Nt, nr)min(Nt, nr)2+
max(Nr, nt)min(Nr, nt)2).
2) Compute FT and FR according to (18) and (19), re-
spectively. The main complexity in this part comes from the
inversion operations in (18) and (19), which is O(n3s (n3t +n3r )).
1In other words, for any fixed x, y, F(·, y) and F(x, ·) are convex; while
G(·, y) and G(x, ·) are affine.
Thus, the main complexity of Algorithm 1 is given
by O(KA(max(Nt, nr)min(Nt, nr)2 + max(Nr, nt)min(Nr, nt)2 +
n3s (n3t + n3r ))). 
The convergence and main complexity of Algorithm 2 are
summarized in the following theorem.
Theorem 3. The convergence of Algorithm 2 is guaranteed.
If nt = nr and ns = NRFT = NRFR, the main complexity of
Algorithm 2 is O(2Kout(Kinn3t N3RFT + ntN2RFT + ntn2s )), where
Kout and Kin are the numbers of outer and inner iterations,
respectively
Proof. See Appendix A 
For the hybrid beamformers design at source and desti-
nation, we can also utilize MM methods and follow simi-
lar procedures in Algorithm 2, and details are omitted for
space limitation. Above proposed HBF algorithms are iterative
algorithms and suffer from high computational complexity
as the number of antennas increases. Further, the proposed
HBF algorithms and existing optimization based algorithms
are linear mapping from the channel matrix and the hybrid
beamformers which require a real-time computation and are
not robust to noisy channel input data. Driven by following
advantages of ML [17]: (1) low complexity when solving
optimization-based problem and (2) capable to extrapolate new
features form noisy and limited training data, we will propose
two learning based approaches to address these problems in
the following section.
IV. LEARNING BASED FD MMWAVE BEAMFORMING
DESIGN
In this section, we will present our learning frameworks for
HBF design. Firstly, we present the framework of ELM to
design hybrid beamformers and the training data generation
approach for robust HBF design. Then, we briefly introduce
the HBF design based on CNN.
A. FD mmwave beamforming design with ELM
Feedforward Neural Network (FNN) is a powerful tool for
regression and classification [32]–[34]. As a special FNN,
the single layer feedforward network (SLFN) has also been
investigated for low complexity [35]. In the SLFN, the weights
of input nodes are optimized through the training procedure.
Moreover, ELM is developed in [36]–[38], which consists of
only one hidden layer. The weights of input nodes and bias
for the hidden nodes are generated randomly. It is shown
that ELM can achieve fast running speed with acceptable
generalization performance. Since the processing time is one
of the bottleneck for low latency communication, using ELM
for HBF design can significantly reduce the overall delay.
Moreover, due to the hardware constraint (e.g., limited compu-
tational capability and memory resources) of mobile terminals,
it is easy to implement ELM based component because of its
simple architecture.
Thus, in what follows, we will utilize ELM to extract the
features of FD mmWave channels and predict the hybrid
beamformers for all nodes. As mentioned in Sec. III, we
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Fig. 2. ELM network for HBF design at relay.
will design different ELM networks for different nodes. We
mainly focus on the ELM network design for HBF of relay,
since the ELM network designs for source and destination are
straightforward following a similar approach to that of relay
node.
We assume that the training dataset is D ={(x j, t j)| j = 1, . . . , N}, where x j and t j are sample
and target for the j-th training data. Specifically,
considering the j-th training data, we have the input
as x j = [Re(vec(H(j)RD)), Im(vec(H
(j)
RD)),Re(vec(H
(j)
SR)),
Im(vec(H(j)SR)),Re(vec(H
(j)
SI )), Im(vec(H
(j)
SI ))]T ∈ RNI
with dimension NI = 2(nr(Nt + Nt) + Nrnt), where
H(j)Ω ∈ CN(HΩ, ΓΩ), Ω ∈ {SR,RD, SI} is the index set
for different links. And ΓΩ denotes the variance of additive
white Gaussian noise (AWGN), with its (m, n)-th entry as
[ΓΩ]m,n = |[H(j)Ω ]m,n |2 − SNRTrain (dB), where SNRTrain
is the SNR for the training data [17]. The target of j-th
data is t j = [Re(vec(F(j)BBT)), Im(vec(F(j)BBT)),Re(vec(F(j)BBR)),
Im(vec(F(j)BBR)), arg(vec(F(j)RFT)), arg(vec(F(j)RFR))] ∈ RNo with
dimension No = ntNRFT+nrNRFR+2Ns(NRFR+NRFT), which is
from the corresponding beamformers obtained by Algorithms
1 and 2 with input H(j)Ω . The ELM with L hidden nodes and
activation function g(x) is shown in Fig. 2. The blocks in
input layer and output layer consist of neurons which have
the number of the dimensions of corresponding input and
output, respectively. According to [38], the output of ELM
related to sample x j can be mathematically modeled as
L∑
i=1
βigi(x j) =
L∑
i=1
βig(wTi x j + bi) = g(x j)β, (31)
where wi = [wi,1, . . . ,wi,NI ]T is the weight vector con-
necting the i-th hidden node and the input nodes, β =
[β1, . . . , βL]T ∈ RL×No , and βi = [βi,1, . . . , βi,No ]T is the
weight vector connecting the i-th hidden node and the output
nodes, and bi is the bias of the i-th hidden node. Considering
all the samples in D, we stack (31) to obtain the hidden-layer
output as
G =

g(x1)
...
g(xN )
 =

g1(x1) · · · gL(x1)
... · · · ...
g1(xN ) · · · gL(xN )
L×N . (32)
... ...
...
...
...
...
...
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Fig. 3. CNN network for HBF design at relay.
Actually, we can regard G as the feature mapping from the
training data, which maps the data from the NI-dimensional
space into the L-dimensional hidden-layer feature space.
Since there is only one hidden layer in ELM, with random-
ized weights {wi} and biases {bi}, the goal is to tune the
output weight β with training data D through minimizing the
ridge regression problem
(P7) : β∗ = arg min
β
λ
2
‖Gβ − T‖2 + 1
2
‖β‖2 , (33)
where T = [t1, . . . , tN ]TN×No is the concatenated target, λ is
the trade-off parameter between the training error and the
regularization. According to [37], the closed-form solution for
(P7) is
β∗ = GT
(
I
λ
+ GGT
)−1
T, N ≤ L, (34)
or
β∗ =
(
I
λ
+ GTG
)−1
GTT, N > L, (35)
where β∗ in (34) is derived for the case where the number
of training samples is small, while β∗ in (35) is derived for
the case where the number of training samples is huge. From
above, we can see that ELM is with very low complexity
since there is only one layer’s parameters to be trained and
the weight of output layer (i.e., β ) is given in closed-form.
B. FD mmwave beamforming design with CNN
Due to the advantages of data compression, CNN is another
promising learning network to solve communication problems
at the physical layer. Some latest CNN based HBF designs
are presented in [17], [20], but these works are only for
single-hop wireless communications. Based on the CNN-based
hybrid beamforming model in [17], [20], we extend it to FD
mmWave systems. The CNN-based architecture is shown in
Fig. 3, which has a total eleven layers, including an input
layer, two convolution layers, three fully connected layers,
a regression output layer and four activation layers after
each convolutional layer and fully connected layer. Detailed
parameters in each layer are shown in Fig. 3. Different from
ELM, the j-th input data Xj of CNN is a three-dimensional
(3D) real matrix with size Nmr ×Nmt ×2 where Nmt = max(Nt, nt )
and Nmr = max(Nr, nr ). We define the first channel of the
input as the element-wise real value of the input channel
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Fig. 4. MSE and SIC performance for the proposed beamforming algorithms vs the number of iterations and different numbers of antennas, Nt = Nr , Ns = 2
and NRFR = NRFT = 4: (a) MSE for ADMM-based algorithms; (b) SIC performance for ADMM-based algorithms; (c) MSE for MM-based algorithms.
matrix given by [Xj]:,:,1 = [Re(H(j)SR),Re(H
(j)
RD),Re(H
(j)
SI )], and
the second channel of the input as the element-wise imagi-
nary value of the input channel matrix given by [Xj]:,:,2 =
[Im(H(j)SR), Im(H
(j)
RD), Im(H
(j)
SI )]. The output of the CNN is the
same as that of ELM, which can be obtained from Algorithm
2. More details of CNN can be found in [17].
V. NUMERICAL SIMULATIONS
In this section, we will numerically evaluate the perfor-
mance of the proposed MO and ADMM based HBF algorithm
(MM-ADMM-HBF), ELM-based HBF method (ELM-HBF)
and CNN-based HBF method (CNN-HBF). We compared our
results with four benchmark algorithms: SI-free fully digital
beamforming (Full-D), fully digital beamforming with SI
(Full-D with SI), HD fully digital beamforming (HD Full-D)
and OMP-based HBF method (OMP-HBF) [2]. The channel
parameters are set to Nc = 5, Np = 10, d = λ2 and
αk,l ∼ CN(0, 1) [2]. The bandwidth of this system is 2 GHz
with central carrier frequency fc = 28 GHz. According to
[2], the pathloss is Ploss = 61.5 + 20 log(r) + ε (dB) where
ε ∼ N(0, 5.8) and r denotes the distance between transmitter
and receiver. We assume that the distance between source
and relay, and the distance between relay and destination are
rsr = 100 m and rrd = 100 m, respectively. We assume that
all nodes in FD mmWave systems have the same hardware
constraints, and Nt = nt, Nr = nr, NRFR = NRFD, Ns = ns
and NRFT = NRFS. In both training and testing stages, each
channel realization is added by AWGN with different powers
of SNRTrain = SNRTest ∈ {15, 20, 25} dB.
A. Performance of ADMM and MM based beamforming
Fig. 4 summarizes the performance of proposed beamform-
ing algorithms versus the number of iterations and different
numbers of antennas. Fig. 4(a) shows the MSE performance
(i.e.,
Fopt − FTFHR 2F) of the ADMM based beamforming
algorithm (Algorithm 1). We can observe a fast convergence of
the proposed algorithm and the convergence rate decreases as
the number of antennas increases. Results also show that the
MSE of Algorithm 1 at convergence decreases as the number
of antennas increases. Fig. 4(b) shows the SIC performance
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Fig. 5. Spectral efficiency of various HBF algorithms vs SNR with Nt =
Nr = 36, NRFR = 6, NRFT = 8 and Ns = 2.
(i.e., ‖FHR HSIFT‖
2
F) of Algorithm 1. It is shown that the power
of the SI decreases with increasing numbers of algorithmic
iteration. We can also see that using a large number of
antennas can eliminate SI faster. Fig. 4(c) shows the MSE
performance (i.e.,
Fˆopt − FRFTFBBTFHBBRFHRFR2F) of the MM-
based HBF algorithm (Algorithm 2). It is shown that a very
fast convergence rate of Algorithm 2, even for the case with
a large number of antennas (e.g., Nt = 64).
B. Hybrid beamforming performance
Fig. 5 and Fig. 6 show the spectral efficiency of the proposed
HBF methods and existing methods versus SNR and different
numbers of transmitting streams. From Fig. 5, we can see that
the proposed MM-ADMM based HBF algorithm can approx-
imately achieve the performance of fully digital beamforming
without SI, which means that the proposed algorithm can
achieve near-optimal HBF and guarantee efficient SIC. We can
also see that the proposed algorithm significantly outperforms
OMP based algorithm. The reason is that the OMP-based
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algorithm in [2] eliminates SI by adjusting the derived optimal
beamformers, which will significantly degrade the spectral
efficiency. Furthermore, the proposed CNN-based and ELM-
based HBF methods outperform other methods. The perfor-
mance of learning based methods is attributed to extracting
the features of noisy input data (i.e., imperfect channels for
different links) and be robust to the imperfect channels. We can
see that all proposed methods can approximately achieve twice
the spectral efficiency to the HD system. Fig. 6 shows that our
proposed methods can also achieve high spectral efficiency
with increasing number of transmitting streams. However, the
spectral efficiency of OMP-based algorithm becomes even
lower than the FD fully-digital beamforming with SI. The
reason is that OMP-based algorithm can eliminate SI only
when NRFT ≥ NRFR+Ns. Comparing the result in Fig. 5 to that
in Fig. 6, we can find that the spectral efficiency is significantly
increased as the number of transmitting streams increases.
Fig. 7 shows two groups of spectral efficiency with different
numbers of antennas. In each group, simulation results of
three proposed methods together with OMP-HBF and Full-
D beamforming methods are presented. It is shown that
the spectral efficiency increases as the number of antennas
increases, and the gap of the results within a group decreases
simultaneously. Moreover, the proposed methods can achieve
higher spectral efficiency than the OMP-HBF method. We
can also see that the proposed methods can approximately
achieve the performance of Full-D beamforming without SI
when Nt = Nr = 64. Finally, the proposed learning based
HBF methods (i.e., ELM-HBF and CNN-HBF) outperform the
optimization-based HBF methods (i.e., OMP-HBF and MM-
ADMM-HBF).
In order to evaluate the performance of algorithms on the
robustness, we present the spectral efficiency of various HBF
algorithms versus different noise levels (i.e., SNRTest) in Fig. 8.
Note that SI-free fully digital beamforming (Full-D) is fed with
perfect CSI which can achieve the best performance. From
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Fig. 8. Spectral efficiency of various HBF algorithms vs SNRTest with Nt =
Nr = 36, NRFR = 4, NRFT = 6 and SNR = −8 dB.
Fig. 8, we can see that the performance of all methods increase
with increasing SNRTest. We can also see that both ELM-HBF
and CNN-HBF are more robust against the corruption in the
channel data compared to other methods. The reason is that
proposed learning based methods estimate the beamformers by
extracting the features of noisy input data, while MM-ADMM
and OMP methods require optimal digital beamformers which
are derived from noisy channels. Furthermore, it is shown
that ELM-HBF outperforms CNN-HBF. The reason is that the
optimal weight matrix of ELM network can be derived in a
close-form, while the multi-layer parameters of CNN are hard
to be optimized. Finally, we can see that the ELM-HBF can
approximately achieve optimal as SNRTest increases.
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TABLE I
SPECTRAL EFFICIENCY (BITS/S/HZ), TRAINING AND PREDICTION TIME COMPARISON
Nt MM-ADMM OMP CNN
ELM
Sigmoid Node Multiquadrics RBF Node PReLU Node
Prediction
Time (s) SE
Prediction
Time (s) SE
Prediction
Time (s)
Training
Time (s) SE
Prediction
Time (s)
Training
Time (s) SE
Prediction
Time (s)
Training
Time (s) SE
Prediction
Time (s)
Training
Time (s) SE
16 0.1920 6.6393 0.0291 4.1733 0.0063 315.51 6.8146 0.0626 66.98 7.1410 0.0249 59.59 7.1491 0.0056 1.5791 7.1291
36 0.6112 11.8715 0.3103 8.1470 0.0134 963.58 11.8818 0.1859 275.23 12.2395 0.1338 213.99 12.3890 0.0126 2.9624 12.3569
64 1.7422 15.5430 1.2210 11.5962 0.0349 3714.3 15.7585 0.6681 1225.6 15.8468 0.5830 1146.1 15.9355 0.0530 6.1633 15.8555
C. Computational Complexity
In this part, we measure the computation time of our
proposed HBF approaches and compared them with OMP-
HBF. The computation time of a learning machine includes
offline training time and online prediction time. Since the
learning network performance and training time are relative
to the activation function in the hidden node, we make
a performance comparison among following three common
activation functions for ELM:
(1) Sigmoid function
g(w, x, b) = 1
1 + exp(−wT x − b) ; (36)
(2) Multi-quadratic radial basis function (RBF)
g(w, x, b) =
√
‖x − w‖2 + b2; (37)
(3) Parametric rectified linear unit (PReLU) function
g(w, x, a) = max(0, wT x) + amin(0, wT x). (38)
For CNN, the multi-layer structure will lead to high compu-
tational complexity and a simple rectified linear unit (ReLU)
activation function (i,e, g(w, x) = max(0, wT x)) is commonly
used to reduce the training complexity. Results in [17], [20],
[21] show that CNN with ReLU can achieve good classifica-
tion performance. Thus, we consider ReLU activation function
for CNN. We select Ns = 2, NRFR = 4, NRFT = 6 and SNR =
−8 dB. 1000 channel samples for 10 channel realizations are
fed into the learning machines, and 100 channel samples are
used for testing. For different approaches, we summarize the
spectral efficiency (SE), training time and prediction time in
Table I.
We can see that the proposed ELM-HBF and CNN-HBF
methods can achieve higher spectral efficiency and less pre-
diction time than the optimization-based methods (i.e., MM-
ADMM and OMP). In addition, we can observe that the
prediction time increases with the number of antennas. It is
shown that CNN and ELM with PReLU can achieve very
low prediction time (e.g., less than 0.06 s for the case with
Nt = 64). Although ELM with multi-quadric RBF can achieve
a slightly higher spectral efficiency than that with PReLU, it
requires almost ten times the prediction time and a hundred
times the training time compared to that with PReLU. For
instance, the training time of multi-quadric RBF is about
1146.1 s while it is about 6.1633 s of PReLU for the case
with Nt = 64. Results show that CNN always spends longer
training time and achieves lower spectral efficiency than ELM.
For instance, CNN takes about 600 times the training time
compared to ELM with PReLU for the case with Nt = 64.
VI. CONCLUSIONS
We proposed two learning schemes for HBF design of FD
mmWave systems, i.e., ELM-HBF and CNN-HBF. The learn-
ing machines use noisy channels of different nodes as inputs
and output the hybrid beamformers. To provide accurate labels
of input channel data, we first proposed an ADMM based
algorithm to achieve SIC beamforming, and then proposed
an MM based algorithm for joint transmitting and receiving
HBF optimization. The convergence and complexity for both
algorithms were analyzed. The effectiveness of the proposed
methods was evaluated through several experiments. Results
illustrate that both ADMM and MM based algorithms can
converge and the SI can be effectively suppressed. Results also
show that both proposed ELM-HBF and CNN-HBF methods
can achieve higher spectral efficiency and much lower predic-
tion time than the convectional optimization-based methods.
Furthermore, the proposed learning based methods can achieve
more robust HBF performance than conventional methods.
In addition, ELM-HBF with PReLU activation function can
achieve much lower training time than that with Sigmoid or
RBF activation function. Since ELM-HBF can achieve much
lower computation time and more robust HBF performance
than CNN-HBF, it might be more efficient to use ELM-HBF
for practical implementation.
APPENDIX A
PROOF OF THEOREM 3
To prove the convergence of Algorithm 2, we first analyze
the convergence of the MM algorithm when calculating F(ko+1)RFT
in step 6. According to the majorizer of J(FRFT; YT) in (22),
we have the following four properties,
J
(
F(ki)RFT; Y
(ko)
T
)
= J¯
(
F(ki)RFT; Y
(ko)
T ,F
(ki)
RFT
)
, (39a)
∇FRFT J
(
FRFT; Y(ko)T
)
= ∇FRFT J¯
(
FRFT; Y(ko)T ,F
(ki)
RFT
)
, (39b)
J
(
F(ki+1)RFT ; Y
(ko)
T
) (a)≤ J¯ (F(ki+1)RFT ; Y(ko)T ,F(ki)RFT) , (39c)
J¯
(
F(ki+1)RFT ; Y
(ko)
T ,F
(ki)
RFT
) (b)≤ J¯ (F(ki)RFT; Y(ko)T ,F(ki)RFT) , (39d)
where (a) follows from λTI ≥ QT, (b) follows from
J¯(F(ki+1)RFT ; Y(ko)T ,F(ki)RFT) = minFRFT J¯(FRFT; Y
(ko)
T ,F
(ki)
RFT), and Y(ko)T =
F(ko+1)BBT F
H(ko)
BBR F
H(ko)
RFR . Based on properties (39a), (39c) and
(39d), we obtain
J
(
F(ki+1)RFT ; Y
(ko)
T
)
≤ J¯
(
F(ki+1)RFT ; Y
(ko)
T ,F
(ki)
RFT
)
≤ J¯
(
F(ki)RFT; Y
(ko)
T ,F
(ki)
RFT
)
= J
(
F(ki)RFT; Y
(ko)
T
)
.
(40)
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Thus, {J(F(ki)RFT; Y(ko)T )} is a non-increasing sequence and thus it
converges since J(FRFT; YT) is lower bounded. Further, since
J(FRFT; Y(ko)T ) and J¯(FRFT; Y(ko)T ,F(ki)RFT) have the same gradient
at point F(ki)RFT ∈ FRFT according to (39b), F(ki)RFT can converge to
a stationary point solution of original problem (P4). After the
converge of step 6, we have J(F(ko+1)RFT ; Y(ko)T ) ≤ J(F(ko)RFT; Y(ko)T ).
Similarly, the convergence of the MM algorithm when cal-
culating F(ko)RFR in step 14 can be proved with the following
inequalities
J
(
F(ki+1)RFR ; Y
(ko+1)
R
)
≤ J˜
(
F(ki+1)RFR ; Y
(ko+1)
R ,F
(ki)
RFR
)
≤ J˜
(
F(ki)RFR; Y
(ko+1)
R ,F
(ki)
RFR
)
= J
(
F(ki)RFR; Y
(ko+1)
T
)
,
(41)
where Y(ko+1)R = F
(ko+1)
RFT F
H(ko+1)
BBT F
H(ko+1)
BBR . After the converge
of step 14, we obtain J(F(ko+1)RFR ; Y(ko+1)R ) ≤ J(F(ko)RFR; Y(ko+1)R ).
Then, based on above observations, we have
J
(
F(ko)RFT,F
(ko)
BBT,F
(ko)
BBR,F
(ko)
RFR
)
= J
(
F(ko)RFR; F
(ko)
BBTF
H(ko)
BBR F
H(ko)
RFR
)
(a)≥ J
(
F(ko)RFT; F
(ko+1)
BBT F
H(ko)
BBR F
H(ko)
RFR
)
(b)≥ J
(
F(ko+1)RFT ; F
(ko+1)
BBT F
H(ko)
BBR F
H(ko)
RFR
)
= J
(
F(ko)RFR; F
(ko+1)
RFT F
H(ko+1)
BBT F
H(ko)
BBR
)
(c)≥ J
(
F(ko)RFR; F
(ko+1)
RFT F
H(ko+1)
BBT F
H(ko+1)
BBR
)
(d)≥ J
(
F(ko+1)RFR ; F
(ko+1)
RFT F
H(ko+1)
BBT F
H(ko+1)
BBR
)
= J
(
F(ko+1)RFT ,F
(ko+1)
BBT ,F
(ko+1)
BBR ,F
(ko+1)
RFR
)
,
(42)
where (a) and (c) respectively follow from
J
(
F(ko)RFT; F
(ko+1)
BBT F
H(ko)
BBR F
H(ko)
RFR
)
= min
FBBT
J
(
F(ko)RFT; FBBTF
H(ko)
BBR F
H(ko)
RFR
)
,
(43)
and
J
(
F(ko)RFR; F
(ko+1)
RFT F
H(ko+1)
BBT F
H(ko+1)
BBR
)
= min
FBBR
J
(
F(ko)RFR; F
(ko+1)
RFT F
H(ko+1)
BBT F
H
BBR
)
,
(44)
(b) and (d) follow from (40) and (41), respectively.
Thus, {J(F(ko)RFT,F(ko)BBT,F(ko)BBR,F(ko)RFR)} is a non-increasing se-
quence and thus it converges since J(FRFT,FBBT,FBBR,FRFR)
is lower bounded. The proof of convergence of Algorithm 2
is completed.
For Algorithm 2, the main complexity in each iteration
includes the following three parts:
1) Compute FBBT and FBBR. The complexity of pseudo
inversion can be measured by the complexity of singular value
decomposition. Thus, the main complexity for this part is
O(ntN2RFT + nrN2RFR + n2s (nr + nt)).
2) Compute FRFT and FRFR with MM methods. The main
complexity comes from finding the maximum eigenvalue of
QT and the maximum eigenvalue of QR. The main complexity
of this part is O((nrNRFR)3 + (ntNRFT)3).
Thus, the main complexity for Algorithm 2 is given by
O(Kout(Kin((nrNRFR)3 + (ntNRFT)3)+ntN2RFT +nrN2RFR +n2s (nr +
nt))).
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