MOTIVATIONS FOR BUYBACK AMONG INDIAN COMPANIES
The primary focus of present study has been to understand the basic motivations of buybacks in India under different adopted methods. These motivations are the drivers for preferring buybacks as a corporate payout policy over other available methods. These motivations develop as resulting from past actions and flow from future financial planning by corporate decision makers. Most of the financial literature available to us related to financial markets and corporate financing signals to identification of such drivers and their usage for forecasting future actions. The problem in hand is to identify the whole lot of motivations. The motivations seem to be quite diverse as organisations coming from different industry groups work under altogether different business environments. The screening follows identification which is a filtration act to shortlist the most relevant motivations. Ultimately, the idea is to finally pin point the most important motivation as flowing from the values of different financial parameters pertinent to such selection. A helping hand is thrown by the reporting practices as per regulatory mechanism which demands expression of such motivations in the documents pertaining to announcing such actions to the affecting shareholders. Although, the documentary as evident from such disclosures points at multiple motivations appealing concurrently, yet, the challenge is to delink the major motivation from the whole lot.
One more aspect necessitating the present study is the scenario of different motivations affecting similar organisations at different point of time. In vibrant environments, the forces in external environment as linked to volatile markets and increasing shareholders' expectations call for varying corporate actions. Such actions reinforce shareholders' confidence or otherwise provide an exit window in order to prevent any further wealth erosion. Thus, the first part of this study deals with identification and screening of major motivations affecting buybacks in India thereby giving an insight into the corporate mindset behind such policy decisions.
DEVELOPMENT OF REGRESSION MODEL
In order to establish the relationship between various identified independent variables and the dependent variable as covered under section 3.5.1, multiple regression analysis has been applied. There are a total of 10 independent variables identified for carrying out multiple regression analysis. The various variables representing different hypothesis have been coded into short forms under 
A. NORMALITY OF VARIABLES AND REQUIRED

TRANSFORMATIONS
In case of multiple regression analysis, the residual of dependent variable is an important measure which is used to check the assumption of normality being followed by independent variables under consideration.
i. GRAPHICAL ANALYSIS
The simplest way of identifying the normality of equation is by using Histogram of residuals. Null Hypothesis: The individual variable is assumed to follow normal distribution.
B. EVALUATING THE HOMOSCEDASTICITY OF REGRESSION MODEL
The presence of unequal variances leads to violation of second important assumption of homoscedasticity of a multiple regression model. Such a model is said to be basically heteroscedastic.
i. GRAPHICAL ANALYSIS OF HOMOSCEDASTICITY
The presence of equal variances in the regression model developed can be tested by plotting the Scatter Plot of studentised residual against the standardized predicted values of dependent variable. The scattering of dots in such a graph depicts the presence or absence of a particular pattern, whereas, homoscedasticity is proved to be present if there is no diamond shape pattern or a triangle shaped patterns. From Figure 4 .3, the random scattering of dots on the graph can easily be observed which is a clear sign of the regression model developed to be homoscedastic. Thus, the presence of equal variance of dependent variable across all the independent variables can be safely assumed. As homoscedasticity evidence is clear, no further transformation has been made to any of the dependent or independent variable(s). 
ESTIMATION OF REGRESSION MODEL AND ASSESSING OVERALL MODEL FIT
The multiple regression analysis has been carried out to identify the important motivations affecting the buyback decisions of Indian companies. Initially, 142
companies' data was taken as sample for development of required regression model.
Further, 7 units were identified as outliers on basis of univariate analysis, whereby descriptive statistics of sample units were calculated including mean, median, standard deviation, skewness and kurtosis. The data was standardized using mean and standard deviation and data values for every individual variable having values greater than mean ± 3 were identified as outliers. threshold range of ± 3.5 to be used for sample size of 135. Hence, no further outlier has been identified or truncated due to multivariate outlier effect.
STATISTICAL SIGNIFICANCE OF MODEL DEVELOPED
The correlation among various variables involved in regression model has been depicted under Table 4 Adjusted R 2 value calculated to test the overall significance of the regression model has been found to be significantly greater than zero with a value of 0.519 (Table 4 .6). This shows the effectiveness of regression model developed in this case to represent the population which it represents. The next in line is DPR which is significant at 10% level. Thus, null hypothesis of zero impact of these predictors' stands rejected for BVMV, CBTA.
These two variables qualify as the effective predictors. However, null hypothesis is also rejected at 5% for EXSENSEX and at 10% level for DPR, yet these are not considered for prediction. However, for the constant term, it has a high t value, representing BVMV and CBTA respectively have proved to be the significant variables for the multiple regression model for predicting buyback decision of a company.
