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Existence results for singular second order nonlinear two point boundary 
value problems of the form (l/p(l))(p(t)y’)‘+q(r)f(t, ,r)=O, O<r< 1, where 
Lim,.,,+ f(r, J?) = + co, are presented. Here we may allow singularities at y = 0, 
t = 0, and/or I = 1. Also, existence principles are presented for the general two 
point boundary value problem (l/p)(py’)’ + qf(l, y, py’) = 0, 0 < I < 1, where 
f: [0, l] x Iw* + Iw is continuous. The proof uses the Nonlinear Alternative of Leray 
and Schauder. ‘&> 1992 Academic Press, Inc 
I. INTRODUCTION AND EXISTENCE PRINCIPLES 
This paper is devoted to the study of existence of solutions to certain 
classes of nonlinear boundary value problems of the form 
-$) (P(t) Y’(t))’ +4(t) f(c Y(f)) = 07 o<t<1, (*I 
where Lim,. j “+ f(t, y) = + cc uniformly on compact subsets of (0, 1) and 
with either 
(i) y(l)=O, Lim,,,+ p(t)y’(t)=O; or 
(ii) y(O) = 0, y( 1) = 0. 
Problems of the form (*) occur during the search for positive, radially 
symmetric solutions to certain onlinear partial differential equations; see 
[ 1, 2, 5, 7-9, 123 for a more detailed iscussion. For the problems discussed 
in this paper we will allow our nonlinear term f to be singular at y = 0, 
t = 0, and/or t = 1. We also note that many other boundary conditions 
could be discussed, for example, 
(iii) y(O) = a > 0, v( 1) = 0; 
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(iv) y(O)=O, y(l)=b>O; 
(v) y(O)=O, Lim,,,- p(t) y’(t)=b>O; 
(vi) y(l)=O, Lim ,+I)+ P(f) y’(t)=a<O. 
However, because of the similarity inarguments involved we choose not 
to discuss these extra conditions. When p = 1, problems of the form (*) 
have been considered by many authors with the most advanced results to 
data being [3, 4, 9, 11, 13-161. Before we can discuss these “singular” 
problems we must however first obtain some general existence principles 
for problems of the form 
;(PYT+ yfk YJ PY’)=o, o<t<1, 
y satisfies suitable boundary conditions, 
where f: [0, 1 ] x R2 + R is continuous. To obtain these existence results we 
will use the Nonlinear Alternative of Leray-Schauder; see [6, lo] for 
details. Here we summarize the results briefly. 
By a compact map we mean a map that is continuous with relatively 
compact range. Let K be a convex subset of a normed linear space E, V be 
an open subset of K, and P and 8V be the closure of V in K and the 
boundary of V in K. 
THEOREM 1.1 (Nonlinear Alternative). Let N: 8-+ K be a compact map 
with p E V. Then either 
(i ) N has a fixed point in F; or 
(ii) thereisapointuE8VandAE(O,l)suchthatu=ANu+(l-A)p. 
We begin by considering the so-called “mixed” two point boundary 
value problem 
; (py’)‘+ 4f(C Yf PY’) =O, o<t<1 
y(l)=a (1.1) 
Lim p(t) y’(t) = 0. 
r-o+ 
Byasolutionto(1.1)wemeanafunctiony~C[O,1]nC1(O,~]nC2(O,~) 
with py’ E C[O, l] which satisfies the differential equation on (0, 1) and the 
above stated boundary conditions. Associated with (1.1) we have a family 
of problems 
j (PY’)’ + w”(f> YY PY’) = 0, o<t<1 
y(l)=a (1.2), 
Lim p(t) y’(t) = 0, 
r-o+ 
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where 0 < i < 1. For appropriate functions u define 1 ul,, = supcO, , 1 u(t)\, 
141=~u~~o,,l Idt) W)l, and lbll= max{lul,,lu’l,}.LetK’=(u~C[O,l], 
~U’E C[O, 1] : Ilull < co}, which is a Banach Space. Also let KL= {UE K’ : 
~(l)=a, Lim ,+O+p(f)u’(t)=O} and K&,={u~K’:u(l)=Lim,,,+p(t) 
u’(f) = 0). 
The Nonlinear Alternative now yields the following existence principle 
for problems of the form (1.1). 
THEOREM 1.2. Suppose f: [0, 1 ] x lR* -+ R is continuous and in addition 
assume 
p(t) EC[O, l] n C’(0, 11, q(t) EC(0, 1) together 
with q(t)>0 on (0, 1) andp(t)>O on (0, 1] (1.3) 
s 1 P(U) q(u) d<00 p(s)q(s)dsdu<co. (1.4) 0 
Now suppose there is a constant A4, independent ofA, such that 11 y(l < M for 
each solution y to (1.2), for each 1~ (0, 1). Then (1.1) has at least one 
solution i C[O, 1] n C’(0, l] n C2(0, 1). 
Proof: Solving (1.2). is equivalent to finding a YE C[O, 1] n C’(0, l] 
with SU~~,,,~ Ip(t) y’(t)1 < cc which satisfies 
y(t) = a - j,’ -&j; P(S) q(s) f(.c Y(S), P(S) y’(s)) ds du 
=(*-nb+n ~-j,‘~j~~(~)q(r)I(s,~(i),~(liy’(s))dsdu]. 
C 
Define the operator M: K& + K& by setting 
(M)(t) = - j,’ & j; P(S) q(s) fk Y(S), P(S) y’(s)) ds du. 
Then ( l.2)A is equivalent to the fixed point problem y = (1 - 2)a + 
I[My + a] = (1 - a)a + E,Ny. Now M is continuous and also completely 
continuous by the Arzela-Ascoli theorem. To see this let 52 c KLO be 
bounded. The boundedness of MSZ is trivial and the equicontinuity on 
[0, l] follows from assumption (1.4) and the inequalities (here y E Q and 
OQs<tdl) 
W.dt) - W(s)l d j’& j” p(z) q(z) Ifk y(z), P(Z) Y’(z))I dzdu s 0 
and 
Ip(t)(My)’ (t) -pb)Wy) (~11 G j’ P(Z) q(z) Ifk y(z), P(Z) y’(z))l dz. .v 
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Set I/= {uEKL: [lull <M+ l}, K= Ki. Then Theorem 1.1 applies with 
p = a, but with the choice of V possibility (ii) is ruled out and we deduce 
that N has a fixed point; i.e., (1.1) has a solution y in K’. The fact that 
y E C*(O, 1) follows immediately from 
COROLLARY 1.3. Suppose the conditions of Theorem 1.2 are satisfied. 
Assume p(O) #O or if p(O)=0 that Lim,,,+(p(t) q(t)/p’(t)) exists. Then 
(1.1) has at least one solution in C’[O, l] A C*(O, 1). Zf in addition p(O) #O 
or if p(O) = 0 and Lim ,+o+(p(t)q(tYp'(t)) = 0, then y'(0) = 0 for any 
soktion ye C’[O, l] n C*(O, 1) to (1.1). 
Proof L’Hospital’s rule implies 
Lim Y(t) - Y(O) 
I+o+ t 
~(s)ds)f(s, Y(S), 14s) ~'(s))dsdu 
I 0 if p(O)#O = -f(O,Y(O),O) k&* if p(O)=O. i 
Finally, we construct appropriate xistence principles for the “Dirichlet” 
boundary value problem 
f by’)’ + qf(t, Y> PY’) = 0, o<t<1 
~(0) = a 
y(l)=b. 
(1.5) 
By a solution to (1.5) we mean a function y E C[O, l] n C’(O, 1) with 
py’~ C[O, l] which satisfies the differential equation on (0, 1) and the 
stated Dirichlet boundary conditions. Associated with (1.5) we have the 
family of problems 
d(~Y~)‘+lqf(t,Y,~Y’)=O, o<t<1 
y(O) = a 
Al)=b, 
(1.61, 
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where 0 < /1< 1. Also for appropriate functions u define (~‘1 2= 
SUP~~.~, Idt) u'(t)1 and ll4, =max{lulo, 14~). 
Remark. It should be noted [7, 81 that existence of a solution to the 
Dirichlet problem may fail unless l/p(t) is integrable on (0, 1). 
THEOREM 1.4. Suppose f: [0, 1 ] x IL!* -+ R is continuous and 
pE C[O, l] n C’(0, l), q(t) EC(0, 1) together with 
q(t) > 0 and p( t) > 0 on (0, 1) (1.7) 
5 ’ du 
I 
-<< and 
0 P(U) s 
P(U) q(u) du < co. 
0 
(1.8) 
Now suppose there is a constant M, independent ofL, such that 11 yll m d M 
for each solution y to (1.6). for each 3,~ (0, 1). Then (1.5) has at least one 
solution i C[O, l] n C’(O, 1). 
Proof. Solving (1.6). is equivalent to finding a y E C[O, 1 ] n C’(0, 1) 
with SUP’~, ” I p( t) y’( t)l < co which satisfies 
~(2) q(z) f(z, Y(Z), P(Z) Y’(Z)) dz du 
-I 
~(2) q(z) f(z, Y(Z), P(Z) y’(r)) dz du II 
P(Z) q(z) fk Y(Z), P(Z) Y’(Z)) dz du 
x s u P(Z) q(z) fk Y(Z), P(Z) Y’(Z)) dz du 0 II 
and essentially the same argument as in Theorem 1.2 yields the result. [ 
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II. THE MIXED PROBLEM 
Consider 
$(PY~~‘+qfu. 4’=0, o<t<1 
Lim p(t) y’(t)=0 
r-o+ 
(2.1) 
y(l)=0 
with assumptions (1.3), (1.4) holding together with f satisfying the 
following conditions: 
f is continuous on [0, l] x (0, co) with Lim,.,,, f(t, y) = + cc 
uniformly on compact subsets of (0, 1) (2.2) 
O<f(c Y)6&?(Y)+h(Y) on (0, 1) x (0, co), where g > 0 is 
continuous and nonincreasing on (0, co) and h > 0 is 
continuous on [0, co) (2.3) 
h/g is nondecreasing on (0, co ) and there exists a constant N > 0 
such that for z>O, 
implies z <N. (2.4) 
Our strategy is to begin by examining the “approximate” problems 
o<t<1 
Lim p(t) y’(t) = 0 
r-o+ 
Y(l)=; 
(2.5”) 
for each no N+ = { 1,2, . ..}. We first show that (2.5”) has a 
C[O, l] n C’(0, l] n C2(0, 1) solution for each n E N+. To do this we will 
apply Theorem 1.2. The following technical emma is needed. 
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LEMMA 2.1. Suppose (1.3), (1.4), (2.2) (2.3), and (2.4) hold. For 
1. E(0, 1) consider 
; by’)’ + w-(t, Y) = 0, o<t<1 
Lim p(t) y’(t) = 0 
r+o+ (2.62) 
V(l)=;. 
Then there exist constants MO and M, independent of A such that 
l/n<y(t)<M,, tE[O, 11, and -M,<p(t)y’(t)<O, tE(0, 11, for each 
solution ye C[O, l] n C’(0, l] n C2(0, 1) to (2.6;). 
Prooj: First, (2.2) implies y > 0 on (0, 1) and so (py’)’ < 0 on (0, 1). 
Thus py’ < 0 on (0, I), i.e., y’< 0 on (0, 1) and y > l/n is strictly decreasing 
on (0, 1). In addition we have -(py’)‘dpq{ g(y)+ h(y)} and integration 
from 0 to t yields 
-p(t) y’(t) d j’ P(S) q(s) O(s)) g(As)) +so) g(y(s)) ds 
0 
h(y(O)) go) g(y(t)) j; P(S) 4s) ds. 
Consequently 
-Y’(f) --G{l+$f$$}-& j)s)q(s)d~ 
g(y(t)) 
and integration from 0 to 1 yields 
That is. 
and assumption (2.4) now implies the existence of a constant N such that 
y(t) < y(0) Q N- M, for t E [0, 11. 
Remark. Note MO is independent of n. 
BOUNDARY VALUE PROBLEMS 31 
Finally, for t E (0, l] 
1 
w; i 0 + SUP h(u) Cl/%MOl I J’ P(S) 4(s) = MI. I 0 
The above lemma together with Theorem 1.2 now yields 
THEOREM 2.2. Suppose (1.3), (1.4), (2.2), (2.3), and (2.4) hold. Then a 
C[O, l] n C’(0, l] n C’(O, 1) solution to (2.5”) existsfor each nEN+. 
Proof: Consider the family of problems 
Lim p(t) y’(t) = 0 
r-o+ (2.7;) 
where f * > 0 is any continuous extension off from y B l/n. Now every 
solution u of (2.7;) satisfies v > l/n and hence is a solution to (2.6:). Also, 
the conclusions of Lemma 2.1 remain valid for solutions to (2.7;). Now 
Theorem 1.2 implies that (2.7;) has a solution and therefore (2.5”) has a 
solution. 1 
We have shown above that (2.5”) has a C[O, l] n C’(0, l] n C’(O, 1) 
solution for each n E N+. To show the existence of a solution to (2.1) we 
pass to the limit in n. For this we will need additional estimates indepen- 
dent of n on “some” of the a priori bounds obtained above. Below we will 
obtain three existence theorems for problems of the form (2.1). The 
behaviour of p, q, and f will determine which existence theorem to use. 
Existence Theorem I 
Throughout this subsection assume 
p is nondecreasing on (0, 1) 
p(0) # 0 or if p(0) = 0, Lim,,,+(p(t) q(t)/p’(t)) exists 
(2.8) 
(2.9) 
and either 
q is bounded on [0, 1 ] and 1: g(u) du < CO (2.10) 
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There exist constants u > 1, b > 1 with l/a + l/b = 1 
such that lh g”(u) du < co and j: q’(u) du < c/3. (2.10)” 
First, from Lemma 2.1 and Corollary 1.3 there exists a constant M, 
independent of n such that lu(t)] < M,, t E [0, 11, for any solution 
y E C’[O, l] n C’(O, 1) to (2.5”). We now claim that there exists a constant 
M, independent of n such that Iv’(t)\ 6 M,, t E [0, 11. To see this recall 
-(py’)‘dpq{g(y)+h(y)) GPq{g(4’)+M), where M=su~t~,~,,, h(u). 
Consider first he case when (2.10) is satisfied. Then 
where Q = supr,, , q(t), and integration from 0 to t together with assump- 
tion (2.8) yields 
(p(t) JvH2 
2 
<p’(t)Q j,:’ {g(u) + M} A. 
Thus for t E (0, l] 
Iv’(t)1 < 22 
1 i 
,; {g(u)+M} ,i”-M,. 
Now assumption (2.9) together with Corollary 1.3 immediately implies 
I y’( t)] d M, , t E [0, 11, and our claim is established when (2.10) holds. On 
the other hand suppose (2.10)* holds. Then 
-( -py’)@ (py’)‘dp”+“)‘aq{ g(y) + M}( - y’)“O. 
Integration from 0 to t together with Holder’s integral inequality now 
yields 
5 (-P(t) Y’(t))‘“+ MU d {p(t)}‘“’ IVu {J-o’ qb(u) du} 
‘lb 
iI 
‘lo 
X o""(g(u)+M)"du . 
I 
Thus for t E (0, l] 
and consequently [y’(t)1 < Ml for t E [0, 11. The Arzela-Ascoli theorem 
together with the above remarks will yield 
BOUNDARYVALUEPROBLEMS 33 
THEOREM 2.3. Suppose (1.3), (1.4) (2.2), (2.3), (2.4) (2.8), (2.9), and 
either (2.10) or (2.10)* hold. In addition suppose 
For each constant H > 0 there exists a function II/ 
continuous on [0, l] and positive on (0, 1) such that 
f(t, Y) 2 $(t) on (0, 1) x (0, HI. (2.11) 
Then a C[O, l] n C’(0, l] n C2(0, 1) (in fact in C’[O, l] n C’[O, 1)) 
solution f(2.1) exists. 
Proof: We have shown that (2.5”) has a solution y, for each n and there 
exist constants M0 and M, independent of n such that 1 y,,(t)1 d M,, 
Iv;(t)1 d M, for t E [0, 11. It follows that { yn} is uniformly bounded and 
equicontinuous on [0, 11, so the Arzela-Ascoli theorem guarantees the 
existence of a subsequence y,, converging uniformly on [0, l] to some 
y E C[O, 11. Now v( 1) = 0 with y > 0 on [0, l] but in fact (2.11) implies 
y > 0 on [0, 1); to see this note since M, is independent of n’ there exists 
+(t) (independent of n’) such that - (pyi,)’ apqtj and consequently 
y,,(t) b $ + j,’ -& j; P(S) q(s) Ii/(s) ds du. 
Letting n’ --) cc yields the result. Also, y,, satisfies the integral equation 
Vn,(t) = Y,,(O) - j,:$ j; ~(3) q(s) f(s, y,,(s)) ds du. 
For t E [0, 1) and s E [0, t] we havef(s, y,,(s)) +f(s, y(s)) uniformly since 
f is uniformly continuous on compact subsets of [0, 11 x (0, M,]. Thus 
letting n’ -+ 00 yields 
At) = 140) - j;& j; P(S) q(s) As, Y(S)) ds du. 
From the integral equation we see that y E C 1 [0, 1 ] n C’(O, 1 ), 
(~/P)(PY’)‘= -czff(t, Y), and Lim,,,+ p(t) y’(t)=O. I 
Existence Theorem II 
Throughout this subsection we will assume that 
s 1 du -< co. 0 P(U) (2.12) 
For any R > 0, l/g is differentiable on (0, R] with g’/g’ < 0 
integrable on [0, R]. Also, j’: (Ig’(t)l’l’/g(t)) dt = co. (2.13) 
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As before there exists a constant M, independent of n such that 
Iy(t)l<M,, tE[O, 11, for any solution yeC[O, l]nC’(O, l]nC’(O, 1) 
to (2.5”). We now claim that there exists a constant M, independent of n 
such that I 
!‘I 
-g’(y(s)) 
0 g2(Y(d) I 
PMY’~)I~ ds 6 M,. 
To see this recall -(py’)‘bpq{g(y)+h(y)} and so 
Integration from E (0 < E < 1) to 1 now yields 
P(E) Y’(E) L’(l) Y’(l) + 
g(Y(&)) - g(y(l)) 
p~s~cy,~s~12 ds 
p(s) q(s) ds = M,. 
Thus 
p(s)[y’(s)12 ds 6 M 
I 
and letting E + 0 + establishes our claim. 
THEOREM 2.4. Suppose (1.3), (1.4) (2.2) (2.3) (2.4), (2.1 l), (2.12) and 
(2.13) hold. Then a C[O, l] n C’(0, l] n C2(0, 1) solution f(2.1) exists. 
Proof Consider Z(z) = j; ( { -g’(u) } “‘/g(u)) du. Now Z is an increasing 
map from [0, co) onto [0, a) with Z continuous on [0, K] for any K> 0. 
Let y, be a solution to (2.5”). First, {Z(y,)} is uniformly bounded. We now 
claim that {Z( y,)} is equicontinuous on [0, 11. To see this take t, s E [0, 1 ] 
and then Holder’s integral inequality ields 
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Now since (2.12) holds, J: (dz/p(z)) . IScontinuous on [0, l] and so our 
claim is established. Consequently the Arzela-Ascoli theorem guarantees 
the existence of a subsequence { Z( y,,)} converging uniformly on [0, 1] to 
some I(y) E C[O, 11. This together with the fact that I-’ is a continuous 
increasing map and {I(Y,~)} is uniformly bounded implies the subsequence 
y,, converges uniformly on [0, 1] to y E C[O, 11. Essentially the same 
reasoning as in Theorem 2.3 now yields the result. 1 
Existence Theorem III 
Throughout this subsection assume (2.8) and (2.13) hold and in addition 
suppose 
Fi;b) ds < ~0 and p(O) #O or if p(O) =0 then 
r+o+Mt) dtW(t))=O. (2.14) 
Corollary 1.3 implies that existence of a solution to (2.1) reduces to 
showing that there exists a C ’ [0, 1 ] n C*(O, 1) solution to 
-+y’)‘+d(t, y)=O, o<t<1 
(2.1)* 
y(l)=& y’( 0) = 0. 
Of course Lemma 2.1 implies that there exists a constant M, 
independent of n such that 1 y(t)1 <MO, t E [0, 11, for any solution 
ye C’[O, 1] n C*(O, 1) to 
!p1..).+4/(1, y)=O, o<t<1 
y(l)=$ y’(0) = 0. 
(2.5)* 
We now claim that there exists a constant M, independent of n such that 
5 
l { -&?(Y(S))l 
0 g*(Y(sN 
CyWl’ ds < M,. 
To see this recall -(py’)‘bpq{ g(y) + h( y)}, that is, -py” -p’y’d 
pq{ g(y)+ h(y)} for tE (0, 1). Assumption (2.8) together with the fact that 
y’ < 0 on (0, 1) yields - y” 6 q{ g(y) + h(y)} for t E (0, 1). Consequently 
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and integration from 0 to 1 yields 
and our claim is established. 
Essentially the same reasoning as in Theorem 2.4 immediately yields 
THEOREM 2.5. Suppose (1.3) (1.4), (2.2), (2.3), (2.4) (2.8), (2.11), 
(2.13), and (2.14) hold. Then a C’[O, l]nC’(O, 1) solution of (2.1)* (and 
consequently (2.1)) exists. 
EXAMPLES. (i) The boundary value problem 
ytf+Q+l”[y o+yh]=O, O<C<l 
t 
Lim t”y’(t) = 0 
t-0+ 
.Y(l)=Q 
(2.15) 
where (r > 0, a > 0, 0 < h < 1, fl> - 1 has a C ’ [0, 1 ] n C2(0, 1) solution by 
Theorem 2.5. 
To see this note (2.15) can be rewritten as 
~~(IxL’)+~pls~.+jlb]=o, o<t<1 
Lim t”y’( t) = 0 
r-o+ 
y( 1 ) = 0. 
Now with p(t) = P, q(t) = tB, g(v) = y U, and h(y) = yh we see that ( 1.3), 
(1.4), (2.2) (2.3), (2.4) since O<b< 1, (2.8), (2.11) with $(t)=H-“, (2.13) 
and (2.14) since p > - 1, are satisfied. Existence of a solution follows from 
Theorem 2.5; in fact y’(O) = 0. 
(ii) Consider 
~“+4Y.+r~1[1’~-“+1.1’1=0, o<t<t 
Lim t'y'(t)= 0 
r-o+ 
y(l)=% 
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where 0 < c( < 1, a > 0, and 0 6 b < 1. Existence of a C[O, 11 n C’(0, l] n 
C2(0, 1) (in fact C’[O, l] n C’(O, 1)) solution follows from Theorem 2.4. 
To see this let p(t) = P, q(t) = t ~ I, g(y) = y PL1, and h(y) = yb. In this 
case Lim ,+o+(~(t) q(t)/p’(t)) = l/a. However, it follows easily that (1.3), 
(1.4), (2.2), (2.3) (2.4) since Obb<l, (2.11), (2.12) since O<cr<l and 
(2.13) are satisfied. 
III. THE DIRICHLET PROBLEM 
In this section we study problems of the form 
-)W’)‘+d(r, y)=O, o<t<1 
Y(o)=Y(l)=o 
(3.1) 
with (1.7), (1.8), (2.2) and (2.3) being satisfied. In addition suppose 
h/g is nondecreasing on (0, co) and there exists a constant 
N>O such that for z>O 
We begin by showing that for each n E N’ 
j(PYr)f+y/(f, y)=O, o<t<1 
(2.4)* 
(3.2”) 
has a C[O, l] n C’(O, 1) solution. 
LEMMA 3.1. Suppose (1.7), (l.S), (2.2), (2.3), and (2.4)* hold. For 
1 E (0, 1) consider the family of problems 
jbv’)~+I.qf(l. y)=O, o<t<1 
(3.3;) 
y(o)+ y(1). 
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Then there exist constants M, and M, independent of‘ I such that 
l/n< y(t)<M,, tE [0, 11, and Ip(t) y’(t)1 GM,, tE (0, I), for each solution 
yc C[O, l] n C’(O, 1) to (3.3;). 
Proof: Now y > 0 on (0, 1) and so (py’)’ < 0 on (0, 1). If the maximum 
of y occurs at 0 or 1 then JJ = l/n. It remains to discuss the case when the 
maximum of y occurs at t, E (0, 1) so y’(to) = 0 with p(t) y’(t) > 0 for 
0 < t < t, and p(t) y’(t) 6 0 for t, < t < 1. Now for 0 < t < t, we have 
- (py’)’ <pq(g( y) + h(y)} and integration from t (0 < t < to) to t, yields 
P(t) y’(t) G j-‘” p(s) q(s) h(y(s)) I g(wv(s)) +mg(As)) ds I 
O(t,)) 
go) g(y(t)) s,’ As) q(s) ds. 
Consequently 
fi<{l++}-&J; p(s)q(s)ds 
g(y(t)) 
and integration from 0 to t, yields 
Assumption (2.4)* implies there xists a constant M, (independent ofi, 
and n) such that y(t) < y(t,) 6 M, for t E [0, 11. In addition for t E (0, t,], 
b(t) Y’(t)/ =P(t) y’(t)< g ; + sup 
i 0 
h(u) 
Cl/%MOl 
j-; p(s) q(s) ds= M,. 
On the other hand for t, < t < 1, we have 
-(py’)‘dPq{g(y)+h(y)}6Pq g ; + sup 
{ 0 
h(u) 
Cll%M01 
and integration from t, to t yields /p(t) y’(t)1 = -p(t) y’(t)dM,. 1 
Essentially thesame reasoning as in Theorem 2.2 (except we now use 
Theorem 1.4) immediately yields 
THEOREM 3.2. Suppose (1.7), (1.8), (2.2), (2.3), and (2.4)* hold. Then a 
C[O, l] n C*(O, 1) solution f(3.2”) existsfor each nEN+. 
For the remainder of this ection suppose (2.13) holds. From above there 
exists a constant M, independent ofn such that I y(t)1 < M,, t E [O, 11, for 
BOUNDARY VALUE PROBLEMS 39 
any solution YE CEO, 11 n C’(O, 1) to (3.2”). We now claim that there 
exists a constant M, independent of n such that 
1 
JI -&?(Y(S)) 0 g2(Yb)) 1 P(~W(~)12 Ad M,. 
As above let the maximum of y occur at t,. Also, - (py’)’ d
P?{dY) + h(Y)) eqdY){l+ 4YMY)l so 
(3.4) 
Integration from E (0 < E < to) to to now yields 
Now since p(t) y’(t) > 0 for 0 < t < to we have j: { -g’(y(s))/g”( y(s))} 
p(s)[y’(s)]* dsd M,/2 and letting E+ O+ yields 
-d(Y(S)) 
g2(Y(sN 
p(s)[~‘(s)]’ ds d 7. (3.5) 
On the other hand return to (3.4) and integrate from to to 6 (to < 6 < 1) to 
obtain 
-P(6) Y’(6) + s 
I( 
-d(Y(S)) 
g(y(J)) 4 S2(Y(SN 1 
p(s)cy’(s),2 ds,s. 
2 
NOW since p(t) y’(f) d 0 for to < t < 1, and letting 6 -+ 1~ we obtain 
p(s)Cy’(s)12 ds 6 7. (3.6) 
Thus (3.5) together with (3.6) establishes our claim. Essentially the same 
reasoning as in Theorem 2.4 (see also [3, Theorem 11) establishes 
THEOREM 3.3. Suppose (1.7), (1.8), (2.2), (2.4)*, (2.11), and (2.13) hold. 
Then a C[O, l] n C2(0, 1) solution f(3.1) exists. 
Di)NAL O’REGAN 
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