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INTER-GENERATIONAL TRADE-OFFS IN PERIODIC ENVIRONMENTS
– A REACTION NORM PERSPECTIVE
1. INTRODUCTION
One of the central issues in evolutionary ecology concerns the
evolution of life histories, which analyses why individuals of a
species or a certain population follow a particular ‘schedule’ of
mortality and reproduction during their lives (e.g. Fisher 1930,
Cole 1954, Pianka & Parker 1975, Stearns 1979, Lessels 1991,
Roff 1992). Why, for example, does an individual produce a
certain number of offspring (e.g. Darwin 1871, Lack 1954, Fisher
1958)? Evolutionary ecology aims to explain the variation we
observe in nature in the abundance, behaviour and interactions
of organisms starting from the basic principle of natural selection.
Understanding life history is pivotal to this natural variation,
because reproduction and survival are the basic elements of both
population and evolutionary dynamics.
In general, there are three, mutually non-exclusive, approaches to
gain insight into evolutionary processes underlying an observed
pattern in nature. (1), Principles, which are possibly underlying
the phenomenon in question, can be modelled. (2), Selection in
progress can be studied by quantitative genetic arguments. (3),
The consequences of artificially created variation in a certain trait
on an individual’s fitness can be investigated (experimental
optimality approach). Only the latter approach can test for
adaptation (sensu Williams 1966a), whereas approach (2)
concerns the measurement of selection in progress (Grafen 1988).
This thesis follows the first two approaches to study the extent to
which parents can be expected to adjust their life histories in
response to variation in their offspring’s life history. This parent-
offspring interaction in life history forms a so-called inter-
generational trade-off. Periodic environments, where individuals
experience a recurring series of different environmental
conditions, form ideal conditions for exploring environmentally
induced inter-generational trade-offs, because especially the
offspring’s life history is sensitive to the environmental conditions
experienced at birth. Northern forest owls face such cyclic
environmental conditions and in this thesis (II, III) I extend
previous work by Pietiäinen (1988a) in describing the system of
the Ural owl (Strix uralensis Pall.), which is a predatory bird
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largely relying on cyclically fluctuating vole populations. I then
proceed to link life-history modelling with long-term data gathered
on this species to explore certain aspects of life-history evolution
in periodic environments, which this species may face (IV, V).
Finally, I examine seasonal aspects of the Ural owl’s life history
from a quantitative genetic perspective (VI). However, before
diving into the specifics of periodic environments and the study
system I first discuss some general concepts (I).
1.1 Life-history evolution and the concept of fitness
The phrase ’survival of the fittest’ is possibly the most widely
known pundit from evolutionary ecology. In fact, after the
possibility of modification by descent (Wallace 1858) by means of
natural selection (Darwin 1859) was coined, the idea of ’survival
of the fittest’ itself was certainly not alien to the Victorian society
(Dennett 1995, Raby 1996), although a consistent application of
this concept to the evolution of all taxa remains cumbersome for
some even today (e.g. Eldredge 1982). However, what does
represent an individual’s fitness?
Evolutionary success of an individual or, more generally, a
genotype, can be viewed as the degree of success it has in
propagating its genes into future generations (Fisher 1930,
Charlesworth 1980). Intuitively, this success is determined by
how well a genotype has managed to adapt (to fit) to its
environment (Williams 1966a). In theoretical work on life history,
various measures of fitness have been used to quantify the
evolutionary success of genotypes (e.g. Murray 1990, Roff 1992,
Stearns 1992, I). Two measures are most commonly used. First is
the intrinsic rate of increase λ (= er), which measures the
population’s rate of increase per unit time (Cole 1954), but can
also be interpreted as the rate of spread of a rare mutant
(Charlesworth 1980). Second is the net-reproductive ratio R0,
which measures the per-generation ratio of increase (e.g. Roff
1992, Stearns 1992, Dieckmann et al. 1990).
Irrespective of the measure of fitness used, its components are
life-history components related to reproduction, which ensures
the propagation of (possibly partly related) genotypes into future
generations, and components related to the survival of the (fully
related) self. In general, all fitness components cannot be
maximised simultaneously; there are no Darwinian demons (Law
1979) with unlimited reproduction and guaranteed survival. Any
particular life history is thought to represent an outcome of
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allocation decisions between the various fitness components
(Williams 1966b, Schaffer 1974), because the energy available to
organisms is finite (e.g. Cody 1966, Tuomi 1990). The various
fitness components thus face a trade-off situation; increasing
allocation of the available energy to one fitness component means
that energy is allocated away from another component (Williams
1966b, Stearns 1989). A classical example of such a trade-off
occurs between an individual’s reproduction and survival (e.g.,
Schaffer 1974), which has been found in nature (e.g. Daan et al.
1996). Proximately, a reduction in survival with increasing energy
spent in reproduction is probably due to energetic cuts an
individual is forced to make in its somatic maintenance, which
then lower its survival probability (e.g. Nilsson & Svensson 1996,
Sheldon & Verhulst 1996, Sinervo & DeNardo 1996, Ilmonen et
al. 2000). Furthermore, the effects of such allocation decisions
need not be instantaneous, but the consequences can be
experienced later in the life of the parent of the offspring (Jönsson
et al. 1997, Doebeli & Blarer 1997). An empirical example is
provided by collared flycatchers, where an experimental increase
in the birds’ current reproductive output caused a decrease in the
reproductive output of the following season (Gustafsson &
Sutherland 1988). Evolution is then thought to shape a particular
set of life-history decisions, given a certain trade-off situation, as
to produce a maximum in the fitness measure used (Schaffer
1974 Charlesworth 1980, Roff 1992, Stearns 1992, I).
Workers in evolutionary ecology have rapidly embraced the notion
of (sets of) trade-offs underlying a particular life history.
Theoretical work has focused on exploring life-history evolution
on the basis of various measures of fitness. However, the concept
of fitness has largely remained a ’black box’ (e.g. Eshel 1996,
Weissing 1996, I). It has even be suggested that fitness is
‘something everyone understands but no one can define precisely’
(Stearns 1976, p. 4). In particular, the logic of the maximisation of
any fitness measure per se has been questioned, because,
intuitively, maximisation of a fitness measure, in a density-
independent scenario, implies unlimited growth (Yodzis 1981).
Metz et al. (1992) have strongly argued for a unifying fitness
concept, which is based on the invasibility of a rare mutant into a
population. If the mutant can spread, it is more fit than
individuals of the predominant population. Depending on the
context, several measures of fitness may be employed to embody
this concept. For example, the traditional measures λ and R0 are
(even in constant environments) only valid measures of
invasibility in certain cases, which depend on the form of
Brommer14
population regulation (Mylius & Dieckmann 1995, I). In more
complicated scenarios, the evolutionary success (i.e. the
invasibility) of the mutant strategy is determined by a game-
theoretical scenario, where the number and the strategies of the
other population-members need to be incorporated (Metz et al.
1992, Rand et al. 1994). Variable environments belong to this
latter class of scenarios (e.g. Ferrière & Gato 1995, McNamara
1997) and have played an instrumental role in the development of
the theoretical understanding of fitness (Lindström et al. 2001).
Below, in section 4, I will discuss what defines fitness in such
environments in more detail.
1.2 A reaction norm perspective on life history
Life-history traits typically are (phenotypically) plastic, i.e. they
are not fixed at some value for a given genotype or individual. For
example, an individual’s reproduction is not invariably set at a
given number of offspring produced per year, but may increase
during its life (e.g. Rockwell et al. 1983) or vary from year to year
(e.g. Clutton-Brock 1988, Newton 1989, III). The so-called life-
history tables (see e.g. I) present the reproduction and survival of
average individuals, a class of entities notoriously absent in real
life. Phenotypic plasticity is triggered by environmental variation
(Woltereck 1909, Schmalhausen 1949, Schlichting & Pigliucci
1998). The change in a plastic trait in response to a change in an
environmental variable is referred to as a reaction norm in
quantitative genetic terms (de Jong 1990a). Such a relationship is
commonly found in morphological traits and is not necessarily
adaptive (Gotthard & Nylin 1995, Roff 1997).
In optimality theory, a reaction norm usually refers to adaptive
phenotypic plasticity (e.g. Stearns & Koella 1986, Houston &
McNamara 1992, Houston & McNamara 1999). Optimality theory
takes a completely phenotypic approach, thereby ignoring
Mendelian genetics and assuming sufficient genetic variation for
any possible reaction norm to evolve (Charlesworth 1990). This
approach has therefore been very successful in the formulation of
how a given set of environmental variables and variation shapes
the optimal reaction norm (reviewed by Stearns 1992, Roff 1992).
The approach can be briefly illustrated by considering timing and
reproduction (Fig. 1a), which is considered in more detail below
and in I. If delaying reproduction leads to an increased potential
reproduction, which is proportionally higher in a good
environment than in a poor environments (Fig. 1a), then what is
the optimal relationship between reproduction and timing? Two
Inter-generational trade-offs in periodic environments 15
non-plastic strategies, ‘always reproduce at a fixed time’ and
‘always have a fixed reproduction’ are illustrated with dotted lines
(Fig. 1a). The optimal reaction norm, which balances the fitness
advantages of reproducing more offspring and of reproducing
earlier is drawn as the solid line.
Timing
R
ep
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ct
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tra
it
good environment
poor environment
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E1 E2
R
ep
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du
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n 
tra
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b
E
F
Figure 1. Panel (a) presents a generalised representation of a reaction norm
in a reproduction trait with respect to timing, in qualitatively different
environments. A reproduction trait may refer to any trait related to
reproductive success, such as size at maturity or clutch size. Timing refers to
either timing within a lifetime, for example age at maturation, or to timing
within a breeding season, such as developmental time or laying date.
Environments are characterised by, for example, growth rate or increase in
somatic condition. Three possible tactics are displayed. Keeping timing
constant across environments (dashed vertical line) will lead to a smaller
reproduction in poorer environments, which may be detrimental, e.g. in
terms of fecundity. Keeping reproduction constant across environments
(horizontal dashed line), however, will only allow late reproduction in the
poorer environment, which may also be detrimental, e.g. in terms of the
remaining lifespan. The reaction norm (solid curve) describes the optimal
balance over a range of environments. Drawn after Stearns (1992). Panel (b)
represents an example of a quantitative genetic perspective on the same
phenomenon as in panel (a), where E1 and E2 denote the poor and good
environment respectively. The reproduction trait has the same average as the
value in panel (a), but there is variation between genotypes in all
environments, such that the better-performing genotypes in E1 are not
necessarily doing better in E2. The reaction norms, which are indicated by
the solid lines, cross, which is an example of a genotype x environment
interaction.
Evolutionary quantitative genetics, on the other hand, is
concerned with providing a statistical description of the variation
we find in nature to partition this variation into genetic and
envionmental components to predict how a trait will respond to
selection (e.g. Roff 1997). Reaction norms are used to describe the
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interaction between genotype and environment (de Jong 1990a,b).
Consider, again, the reproduction of a set of genotypes
(individuals) over the environmental range encountered, where
the poor and good environments are now termed E1 and E2
respectively (Fig. 1b).
The reproduction trait of single individuals in the different
environments are characterised by the solid lines, which form the
reaction norms (de Jong 1990a). Comparing the schematic
representations of these two approaches, we see that there is
substantial, individual variation around the average reproduction
in both the good and the poor environments in the quantitative
genetic model (Fig. 1b), which is lacking in the optimality model
(Fig. 1a). This variation is maintained because individuals, which
achieve relatively high reproductive success in environment 1 are
outclassed by other individuals in environment 2 (there is a
genotype – environment interaction). Furthermore, in nature the
appropriate phenotype may not always be realised by a genotype,
due to noise in the development or the environment (Schlichting
& Pigliucci 1998).
The reaction norm concept has recently been enlarged to
incorporate a variety of aspects in evolutionary ecology. Firstly,
the debate on fitness measures has led to the recognition on how
fitness should be measured in environmentally heterogenous
populations (Houston & McNamara 1992, Kisdi et al. 1998, I),
which has strengthened the optimality approach to reaction
norms. This, in turn, has led to a generalisation of the reaction
norm as a description of the policy of optimal actions an
individual should partake depending on its state (McNamara &
Houston 1996). Here, state can incorporate physiological aspects
as energy reserves, but may also refer to environmental
conditions. Most importantly, however, is the realisation that
selection operates on this policy as a whole, instead of just on one
of its components (Houston & McNamara 1992, McNamara &
Houston 1996, Houston & McNamara 1999, I).
2. INTER-GENERATIONAL TRADE-OFFS IN PERIODIC ENVIRONMENTS
Trade-offs between fitness components can be divided into two
broad categories: those operating between parental fitness
components (intra-individual trade-offs) and those operating
between the parent and its offspring (inter-generational trade-
offs). An example of the former trade-off, operating between an
individual’s reproduction and its survival, was discussed above.
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An inter-generational trade-off occurs when parents adjust their
life history in response to an aspect of the offspring’s life history.
In general, a variety of inter-generational trade-offs become
evident once we start to consider that not all offspring are equal
and that the action of parents can have long-time repercussions
on their offspring’s performance (Lindström 1999). Indeed, such
trade-offs are thought to be common: Stearns (1992, p.79)
presented a list of possible trade-offs, where only 36% (16/45)
were intra-individual and the rest were inter-generational trade-
offs. For example, offspring produced at different times may differ
in quality. This can be summarised by allowing for differences in
the reproductive value (Fisher 1930, see I for a definition) with
time t (t = 0,1,2, …) between offspring. These reproductive values
can then be introduced as a weighting factor of the parent’s
reproduction. In general (Houston & McNamara 1999),
vp(t) λ = ½ F(a) vo(t) + P(a) vp(t + 1) (1)
where vp(t) is the parental reproductive value at time t and λ is the
population’s growth rate. The first term on the right-hand side of
equation (1) forms the current reproductive output, where F(a) is
the reproduction at time t, which is scaled by ½ in order to
account for the genetic contribution of parent to offspring (or,
alternatively, that half of the offspring are of the same sex as the
parent). Current reproduction is weighted with vo(t), the
reproductive value of offspring produced at time t. The amount of
offspring produced is determined by the parental reproductive
action a. Reproductive output F(a) increases with increasing a.
Usually, a is interpreted as the parent’s allocation decision or
reproductive effort, i.e. the proportion of resources available to the
parent which are allocated into reproduction (I, IV), but
alternative formulations are also possible (V). The remaining part
of the right-hand side of equation (1) is the so-called residual
reproductive value, where P(a) is the parental survival probability
to the next season t + 1. When P(a) is a decreasing function of
allocation decision a, there is a trade-off between reproduction
and survival [i.e. between F(a) and P(a)], which characterises the
intra-individual trade-off in this thesis (IV). An intergenerational
trade-off, in the context of this thesis, is operational if parents
adjust their reproductive action a to their offspring’s reproductive
value at different times, vo(t).
This thesis focuses on inter-generational trade-offs which may be
operational in periodic environments, where the environmental
conditions at time t are repeated at t + k (k = 1,2…). A periodic
environment can be a seasonal one, if there is a sequence of k
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reproductive ‘windows’ within a season which then repeats itself
in a later season. It can also be an environment varying cyclically
with a periodicity of k seasons. Cyclic environments form an
intermediate between stable and variable environments and form
a platform to test ideas concerning the way an organism has
developed its reproductive schedule in response to the variations
in its environment. Hirschfield & Tinkle (1975) postulated the idea
that when the survival prospects of young vary between seasons t
in a predictable manner, parents should have a higher
reproductive effort (i.e. proportionately allocate more energy to
reproduction) in years with high juvenile survival. For example, in
an environment with alternating ‘good’ and ‘poor’ years, the young
born in a ‘good’ year will have a hard time living through the
following poor-quality year, whereas young born in a poor year
benefit from the better conditions in the following season (IV).
Under such periodicity, the differences in the value of offspring
are emergent properties because of the specific environment
experienced, rather than determined by the parental investment,
as in the ‘traditional’ quality-quantity trade-off, where the quality
of the offspring produced is inversely related to their number,
thus vo = f(a,t) (e.g. Lack 1954, Andersson 1978). Moreover,
especially in periodic environments parents may be able to
‘predict’ vo(t), because selection to recognise certain cues
associated with vo(t) is probably much higher than in
stochastically fluctuating environments.
In the remaining part of this thesis, I examine the model system
of the Ural owl Strix uralensis, a species living in a cyclic
environment. Three questions are central:
1) Does the ‘value’ of Ural owl offspring vary in a predictable
manner between the phases of the environmental cycle the
owls experience?
2) To what extent may we expect parents to adjust their life
history in response to predictable differences in offspring
value?
3) Is there evidence that Ural owl parents adjust their life history
accordingly?
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2.1 General methodology of data collection
Ural owls were studied in an area of 1500 km2 around the cities of
Lahti and Heinola in Päijät-Häme, southern Finland. Data were
gathered from 1977 onwards. All pairs bred in nest boxes (n =
150–180), which were 3–4 km apart. The number of pairs was
determined by the scrapings which the owls made in the saw-dust
layer in the nest boxes. The saw-dust layer is scraped 2–3 weeks
before laying to promote drying and to form a hollow in which
eggs are laid. The nest boxes were visited from late February –
early March onwards, and every time the scrapings were levelled.
Non-breeding pairs had fresh scrapings in their boxes even in late
April, indicating that the territory was occupied. Unfortunately,
we cannot exclude some noise in these data, due to the possibility
that sometimes pairs chose natural nest-sites, mainly unused
nests of large raptors, instead of our boxes.
Laying date was determined either by a visit to a nest with an
incomplete clutch or by backdating from nestling wing lengths
(see Pietiäinen 1989 for more details). Breeding success was
based on the number of young fledged. Females were trapped
during laying or incubation. From 1998 onwards, males were
trapped in the first weeks after the chicks hatched by attaching a
swing-door trap to the nestbox, while the female was barred
inside with her chicks and extra food. Age of a non-ringed bird
was determined on the basis of plumage characteristics
(Pietiäinen and Kolunen 1986). During the study most first-
breeders were females replacing previous females (see also
Pietiäinen 1988b).
2.2 Estimating the abundance of voles
Regional food supply, i.e. vole abundance, was estimated from the
autumn of 1986 onwards by snap-trappings in late September –
early October (termed here autumn trappings), and early June
(termed here summer trappings). The small-quadrate method
(Myllymäki et al. 1971, Hanski et al. 1994) was used, where traps
baited with rye bread (n = 300) were set in 25 quadrates (c. 15 m
x 15 m) for two consecutive nights. Each corner of a quadrate had
three traps, which were set 1–2 m apart. The quadrates were in
three separate areas (8 + 9 + 8 quadrates in each area), which
were about 5 km apart in the center of the study area. Trappings
were made in habitats, which represented the major vole habitats
in the study area. Trapping times coincided with the first week(s)
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of life outside the nest box (early June) or the first weeks of
independent life in the autumn. Juvenile Ural owls depend on
their parents for 3–3.5 months after leaving the nest box. After
the peak, vole populations may crash any time between late
winter and early summer, but due to logistic constraints (mainly
because of snow cover), we could not trap voles at the peak of the
laying period, which would have been an ideal time for estimating
spring food supply. The estimate for vole abundance is expressed
as the number of voles per 100 trap nights. This estimate
combines field– (Microtus agrestis L.) and bank vole (Clethrionomys
glareolus Schreb.) numbers.
2.3 Treatment of data: survival, recruitment and measures
of fitness
Yearly survival of breeding females was determined in two ways.
(1), A female was assumed to have died if she was not recorded for
two consecutive seasons (II). This method is applicable, since a
breeding Ural owl is highly site-tenacious (only 4% move >5 km,
Saurola 1987) and most breeding females were trapped each year.
(2), Survival was estimated using mark-release-recapture software
(MARK – White 2001, Cooch & White 2001) (III), where both
recaptures and recoveries were combined to provide an estimate
of first-winter survival and of adult survival (Burnham 1993). In
this analysis, recoveries are birds found dead and reported by the
Finnish public and recaptures were birds trapped within the
study area. Data from 1981 – 2000 was entered in order to
minimise bias in the focal period 1986 – 1998. Recruitment (V)
was estimated by reports on nation-wide trappings of breeding
birds, which were ringed in the study area. Because 76% of first-
breeders started within 3 years after fledging (II), we used only
data until 1998 to minimise any possible bias.
Lifetime Reproductive Success (LRS) was used as a measure of an
individual’s fitness (II, V) and represents here the sum of all
fledglings produced by a female in her lifetime. Only females
which started and ended their breeding career in the study area
were considered. Criterium (1) above was used to decide whether
a female had died. Two measures of individual fitness were
derived from LRS. First, McGraw & Caswell’s (1996) estimate (II),
which weighs a female’s annual production of fledglings by taking
into account her age. This estimate therefore needs additional
information on the age of the female at every breeding attempt. It
is, formally, given by the dominant eigenvalue of a matrix
containing a female’s age-specific reproductive output in the first
Inter-generational trade-offs in periodic environments 21
row and her survival (i.e ‘1’) in the sub-diagonal (see also I for
more details). As a second measure of individual fitness, the
Expected Lifetime Recruits (ELR) was calculated (VI). ELR is an
estimate of the number of recruits a female has produced during
her lifetime. It was based on the sum of eggs a female produced in
her lifetime, where each clutch was weighted with the recruitment
probabilitity of that clutch produced, as estimated by both phase-
and date-specific recruitment probabilities (derived in V).
3. CYCLICITY IN NATURE AND THE URAL OWL
The phenomenon of cyclic fluctuations has stimulated a rich
research in evolutionary and population dynamical causes and
consequences (Lindström et al. 2001). In fact, cycles form a
characteristic part of nature in the boreal zone, and they have
been described and studied in many organisms, such as voles
(Hanski et al. 1991, Norrdahl 1995), grouse (Lindström et al.
1996) and snowshoe hares (Krebs et al. 1992). Cyclic fluctuations
in the population numbers are most commonly found in more
northern latitudes. In Fennoscandia, several species of voles show
synchronous dynamics (Hansson and Henttonen 1985), but vole
cycles are also found in the temperate parts of Europe, for
example, Scotland (Taylor 1994) and Germany (Schönfeldt and
Girbig 1975; for review see Norrdahl 1995 and Lindström et al.
2001). In Alaska, the snowshoe hare follows a ten-year cycle
(O’Donoghue et al. 1997).
Not surprisingly, these cycles affect the reproductive output of
predators such as, for example, Tengmalm’s owl (Korpimäki
1988), Ural owl (Pietiäinen 1989) and the mammalian community
in general (Boutin et al. 1995, O’Donoghue et al. 1997). Such
cycles are, most probably, an outcome of predator-prey
interactions, although one single predator species is not
necessarily solely responsible (Korpimäki and Norrdahl 1998), nor
can other aspects, such as the prey’s food supply, be ignored
(Krebs et al. 1995). The least weasel (Mustela nivalis L.) is thought
to drive the Fennoscandian vole cycle (Hanski and Korpimäki
1995), because the bird of prey community lacks sufficient
predation pressure (Hanski et al. 1991). For the Ural owl, a highly
site-tenacious bird (Lundberg 1979, 1981, Saurola 1987), these
cyclic fluctuations in its main prey thus form the environment it
has to cope with.
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3.1 Reproduction and survival of the Ural owl in a cyclic
environment
Northern forest owls, such as Tengmalm’s owl and Ural owl, prey
on voles, which show a cyclic fluctuation in their population
numbers of low, increase and peak phases in southern
Fennoscandia (Fig. 2). The clear numerical response to the vole-
cycle of the site-tenacious Ural owl is brought about by three
factors. Firstly, the reproduction of the Ural owl, both in terms of
clutch size and laying date, tracks the vole cycle: Ural owls lay
earlier and larger clutches in years with higher vole abundances
(Fig. 2, III). Second, most (up to 92%) of the pairs which occupy a
territory will actually refrain from breeding in the low phases,
when food is scarce, whereas close to 90% will breed when food
abundance is high (Fig. 2, III). Mortality forms a third regulating
factor. Offspring hatched in the increase phase find ample food
supply, which facilitates their start in life, whereas peak-hatched
birds face the crash in vole numbers during their first year of life
and, consequently suffer higher first-winter mortality (II, III).
Moreover, breeding adults are subjected to similar differences in
survival in the transitions between phases (II, III). It is through
this difference in the survival probabilities between the phases
that the vole cycle most affects the Ural owl’s life history. Ural owl
offspring experience markedly different prospects when hatched
in different phases of the vole cycle; the probability of recruitment
into the breeding population is 2-3 times higher for birds hatched
in the increase phase than for those birds which hatched in a
peak phase (II). The phase in which the recruit starts to breed
forms an important factor in the life history of a Ural owl female,
because also adult survival is facilitated by a higher vole
abundance. Individuals that manage to start to breed in an
increase year benefit from a good start in terms of their survival,
and even manage to produce more offspring in their lifetime,
irrespective of the age they started to breed (II).
If we put these two results together, we can study the fitness
consequences of a differential start of a Ural owl’s breeding
career. This is an important determinant for the reproductive
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Figure 2. Summary data on the vole cycle and the Ural owls reproduction
for 1987 – 2000, which covers the main period dealt with in this thesis. The
number of pairs laying is given for each year above the abscissa. In all
panels, the shaded area covers one vole cycle with, from left to right, low,
increase and peak phases respectively. Panel (a) shows the abundance of
voles (number of voles caught per 100 trapnights) in the autumn preceding
a given year. Panel (b) shows the percentage of pairs breeding, and panel (c)
the percentage of first-breeders in the breeding population in a given year.
The median laying date of these breeding pairs is shown in panel (d) and
their clutch size (filled dot) and brood size (open dot) in panel (e)
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value of offspring hatched in different phases, because
recruitment alone is but one part of reproductive value. In the
Ural owl, which is sexually mature as a one-year-old, increase-
phase hatched birds have, in practice, the option of starting to
breed in the next season, as a one-year old, in a peak phase or as
a three-year-old in an increase phase (II). A peak-phase hatched
bird, however, does not have the same set of options, but will, in
practice, start as a two-year-old in an increase phase or as a
three-year-old in a peak phase (II). Although a later start in life of
reproduction is usually detrimental in terms of fitness (e.g. Cole
1954, McGraw & Caswell 1996), there is no evidence that one-
year old Ural owls (which started to breed in a peak phase) indeed
have a higher fitness than birds, which had the same option, but
did not breed until two years later (Fig. 3a, II). On the other hand,
peak-hatched birds experienced a reduction in their fitness when
they delayed the start of their breeding career with one year and
started to breed as a three-year old in a peak phase instead of
starting as a two-year old in an increase phase (Fig. 3b, II).
Breeding as a one-year-old may include some extra demands in
Ural owls, which reduce their survival after a crash (II). Apart
from their greater inexperience, one-year-olds also have to moult
most of their juvenile flight feathers, which is probably
energetically demanding.
3.2 Does the value of offspring vary between phases in a
cyclic environment?
When the abundance of voles crashes, both juveniles and parents
suffer higher mortality. Hence, the vole cycle has consequences
for an individual’s contribution to future generations. The
individual’s recruitment probability, its breeding lifespan and its
lifetime reproductive success are largely determined by both the
phase of the vole cycle at the time of hatching and the phase at
the time it will start to breed. If the Ural owl’s life history, as
sketched above, is compared to those found in other birds of prey
living in a cyclic environment, similar patterns emerge. The
recruitment probability of offspring hatched in different phases
varies similarly in, for example, the Tengmalm’s owl (Korpimäki
1992) and the kestrel (Korpimäki & Wiehn 1998) breeding in
south-western Finland. In the great horned owl Bubo virgianus in
Alaska (Rohner & Hunter 1996), first-winter survival was reduced
when the snowshoe hare declined and territory ‘turn-over’ was at
the same time greatly reduced, which led to a build- up of non-
breeders (Rohner 1996).
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Figure 3. Ural owl individual fitness λM, as estimated according to McGraw
& Caswell (1996) for birds, which initiated their breeding career at different
ages and phases. Birds which hatched in an increase phase are
represented in panel (a) and those which hatched in a peak phase are
presented separately in panel (b) because these birds do not have the same
options of age (phase) at which they start breeding. Standard errors and
sample sizes for each group are given above the bar. The result of a Mann-
Whitney test are presented for each panel, where ’NS’ is not significant
(panel a) and ’*’ denotes 0.05 < P < 0.01 (panel b).
It thus seems feasible that in cyclic environments in general, the
value of offspring [vo(t) in equation (1)] hatched in different phases
varies drastically. Nevertheless, the results on age at first
reproduction in the Ural owl (Fig. 3, II) underline that a cyclic
environment, at the same time, also constrains the ages at which
offspring may recruit and may have repercussion in terms of a
recruit’s contribution to future generations. Because the
reproductive value of offspring is a function of the lifetime
performance in terms of reproduction and survival, care should
be taken in tracing the offspring’s life. In the case of the Ural owl,
for example, the advantages of a higher recruitment probability
for increase-phase hatched birds could be offset by a reduction in
their lifetime reproductive success if these recruits would all start
to breed in the following peak year. Similarly, the lower
recruitment probability of peak-phase hatched birds could, in
principle, be compensated by a high per capita fitness if those
birds which recruited would all start to breed in an increase year
at age 2. In practice, however, the fitness returns in the Ural owl
are consistent with the interpretation that increase phase fledged
offspring are of greater value in terms of propagation of the
parental genes. There thus seems to be a possibility for an
interaction between the Ural owl’s life history and its cyclic
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environment. In the following section, this interaction is explored
further.
4. MODELLING INTER-GENERATIONAL TRADE-OFFS
As discussed above, there is ample empirical evidence that
offspring produced in the different phases of a periodic
environment face dramatic differences in their future life history.
Given that offspring (and parents) face predictable differences in
the quality of successive seasons, how is the optimal parental life
history affected? It has been argued that parents should increase
their reproductive effort or parental care when their offspring
experience a higher survival probability (Hirschfield & Tinkle
1975, Carlisle 1982). The Tengmalm’s owl indeed seems to spend
more effort on rearing offspring hatched in an increase phase, the
phase with higher offspring recruitment probability. In the
increase phase, both the intensity of nest defence (Hakkarainen &
Korpimäki 1994a) and of feeding rate (Hakkarainen & Korpimäki
1994b) was higher. However, such a response does not seem to be
universal, as it was not found in the kestrel breeding in the same
environment (Tolonen & Korpimäki 1995, Tolonen & Korpimäki
1996).
Nevertheless, parents cannot be expected to respond ‘blindly’ to
differences in offspring’s expected reproductive value. Parents are
expected to balance all the fitness components in equation (1)
such that it will be maximised every year. Intra-individual trade-
offs between, e.g., reproduction and survival, can therefore not be
ignored when considering the parental response to inter-seasonal
differences in offspring’s reproductive value. Theoretical
considerations of such a scenario have been scarce. Goodman
(1979), for example, investigated the response in life history
following a sudden change in the environment. Carlisle (1982)
investigated the general pattern of parental care allocation in
variable environments and concluded that parents should provide
more care under improving conditions than under deteriorating
conditions (see also Hirschfield & Tinkle 1975).
Recently, it has been emphasised that optimal life histories in a
cyclic environment will differ from those derived for stable
environments (e.g. McNamara 1995, Benton & Grant 1996). Life
history and population cycles are intertwined, because
reproduction and survival are the basic ingredients of population
dynamics, which, in turn may affect the optimality of the life
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history through, for example, density dependence (Fig. 4, Mylius
& Dieckmann 1995, I).
Individual
Population
Individual
One-dimensional Feedback
Individual
Population
Individual
Multi-dimensional Feedbacka b
Figure 4. Schematic representation of the structure of the feedback
environment. In (a) there is an example of a one-dimensional interaction
between the individual level and the population level. All individuals are
equal within the population (e.g. in terms of reproduction and survival) and
the population feedback works the same on each individual. Consider, for
example, the density dependence in a logistic growth model N(t+1) = b[1–
N(t)/K] N(t), where population growth in population size N at time t is
determined by the reproduction b. The feedback environment is the same
for all individuals, because the limitation on population growth stems from
the carrying capacity K, which affects all individuals equally. In contrast,
there may be a multi-dimensional feedback, as in (b), where population
level processes have a differential effect on the individual level, due to for
example differences in age, resource availability or predation risk between
these individuals. In case of environmental cycles, the population will
always be structured in some way as there are inherent differences in these
factors between individuals alive at different times of the cycle.
The incorporation of the concept of phenotypic plasticity in a
variable environment has led to three distinct insights. First, the
fluctuations in the environment need not be predictable in order
to have repercussions for the optimal life history (Grant 1997,
McNamara 1998). Second, evaluating the success of the invasion
of alternative life histories in a variable environment must be
based on a measure, which correctly weighs the fitness-
contributions of offspring produced at different times of the
population cycle. For example, geometric mean fitness has been
advocated for modelling reproductive strategies in fully stochastic
environments (e.g. Orzack & Tuljapulkar 1989). Third, in the case
that the evolutionary success of a (reproductive) strategy is
frequency dependent, i.e. determined by the number and the
strategies of conspecifics, evolution will be of a game-theoretical
nature (Metz et al. 1992, Heino et al. 1998, I). When the
population dynamics are unstable, there will be a population
dynamical feedback (Fig. 4), which should be taken into account
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when properly analysing the invasion probability of mutant
strategies (e.g. Rand et al. 1994, McNamara 1995, I).
4.1 Calculating optimal life histories in periodic
environments
In modelling optimal life histories in periodic environments, the
fact that the same environmental conditions are repeated after
completion of the cycle is helpful. For a population in a steady-
state in an environment with a periodicity of k in the resources
available, the population size and stage distribution at time t will
be reached again at time t + k. A realistic way of population
regulation (Rodenhouse et al. 1997), which ensures that steady-
state is reached, is territoriality (Kokko & Sutherland 1996).
When a population is regulated by territoriality, only territorial
individuals are able to breed and the remaining part of the
population, which here is termed floaters, do not contribute to
population growth. As the population grows, all acceptable
breeding sites are occupied and an increasing part of the
population will consist of non-reproducing individuals (Kokko &
Sutherland 1998). This eventually halts population growth.
The life-history decisions a together with the environment (e.g.
resources) determine the reproduction F(a) and survival P(a) of the
territorial individuals, but the survival of offspring and floaters
are follows from the environment alone. Using matrix theory,
reproduction and survival can be combined for all phases in a
single block-matrix B to describe all transitions during one whole
cycle if the population has reached steady-state (IV). The
dominant eigenvalue [λ1(B)] of this matrix is the λ in equation (1).
Because all the population’s properties are the same after k
seasons, when the cycle repeats itself, this λ equals 1, although
the population properties are not necessary the same between
phases of the cycle. The reproductive values vo(t) and vp(t) can now
be calculated for every k phases of the period; technically, they
are given by the left eigenvector of the matrix B (IV). Thus, the
reproductive values for the offspring and the parents in the
different phases are a consequence of the population dynamics. In
turn, the population dynamics are determined by the allocation
strategy a of the parents (Fig. 1). This loop can be used in finding
the optimal allocation strategy a* by forward iteration in four
steps.
1. Start of with an initial value of a
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2. Calculate the population dynamics with allocation strategy a,
which will soon reach steady-state. Determine the
reproductive values of offspring and parents in all phases of
the cycle as described above.
3. Find the value of a', which maximises the right-hand side of
equation (1), where vo(t) and vp(t) are assumed to be fixed
values. This is equivalent to testing whether a mutant, playing
a', can invade in a population of a resident, playing a. The
reproductive values vo(t) and vp(t) are thus determined by the
resident strategy a. The maximum depends on the relation
between the fitness components F(a) and P(a), describing the
intra-individual trade-off, and the reproductive value vo(t) and
vp(t) respectively which weigh these components.
4. Replace a with a' and re-iterate from step 2 onwards until a
cannot be replaced (a' = a). This is a so-called Nash-
equilibrium (playing a is the best ‘answer’ to strategy a), which
is the evolutionarily stable strategy (ESS) a*.
In the case of an environmental periodicity with k phases, the
allocation-strategy a* will be k-dimensional, describing the
optimal allocation in all k phases. The strategy a* may thus be
interpreted as a reaction norm (Houston & McNamara 1999, I),
describing the optimal parental allocation depending on the
environmental condition experienced.
4.2 Reproduction in periodic environments
Using the recipe above, the relationship between a regular
sequence of environmental conditions, and the offspring’s
reproductive value and the parental reproductive effort can be
explored in a population regulated by territoriality. In this case,
the decision a [equation (1)] is interpreted as reproductive effort.
For simplicity, environmental conditions on the territories are
assumed to only vary between phases of the cycle (note that this
thesis later also incorporates intra-annual variation in territory
quality). The modelling exercise outlined above is used to
specifically model the life history of the Ural owl to investigate
how the inter-generational trade-off may be expressed in this
species. This is accomplished by building a model which
incorporates several realistic aspects of the Ural owl’s life cycle
such that the model’s output can be compared with data obtained
in the long-term study on this species (IV). Twelve criteria were
used: age distribution (1, 2, 3+) of breeding females in the
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increase and peak phase (six variables); survival of breeding
females in all phases (three variables) and the proportions of the
total reproductive output that fall into low, increase and peak
phases (three variables, see IV). The fit of the model’s output was
compared with the observed values as sum of squares SS,
(expected-observed)2.
Average vole abundances were taken to estimate the resources
available in the different phases and thus form the environment
in this modelling approach. In addition, these estimates were re-
scaled according to a Type II functional response in order to
consider a scenario where the actual energy intake levels off at
higher prey densities. The crucial difference in vole abundance
between increase and peak phases occurs in autumn, with the
maximum densities of voles in the autumn of the increase, and
very low vole densities in the autumn of the peak phase (Fig. 3a,
III). The model therefore incorporated estimates of both spring
and autumn vole abundance (IV). This made it also possible to
explore two different scenarios of the intra-individual trade-off,
i.e. the trade-off between reproduction F(a) and survival P(a) in
equation (1). In the first scenario, costs are paid immediately, in
which case the allocation of resources (vole density) in spring
determines reproduction and survival over spring. In the second,
"delayed costs" scenario, parental survival (over winter) is
dependent on the autumnal vole density. The latter scenario is
thought to be more realistic in birds of prey, as mortality mainly
occurred in winter after an experimentally increased parental
workload in the kestrel (Daan et al. 1996). Mortality, as
established by ringing recoveries, peaked in winter in tawny owls
(Southern 1970) and in late winter (March–April) in the Ural owl
(H. Pietiäinen, unpublished data). Furthermore, the "delayed
costs" scenario also provided the best fits to the Ural owl data (IV)
and I therefore focus on this scenario. Since the true relationships
of the intra-individual trade-off are unknown, the best
descriptions of the Ural owl’s life history were sought for a variety
of functions of reproduction F(a) and survival P(a). The increase in
reproductive output with resources allocated to reproduction was
assumed to have a ‘S-shaped‘ curve, whereas survival could also
be a concave-up function (i.e. to show continuously diminishing
returns) (IV). In the best-fitting models, reproductive effort was
higher in the peak phase than in the increase phase (Fig. 5). The
residual reproductive value of the parent declined from low
through increase to peak phase (Fig. 5a,b). However, the
offspring’s reproductive value was not necessarily higher in the
increase phase than in the peak phase in the case of the models
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with a Type I functional response (Fig. 5c), although this
prediction held for the 100 best models with Type II functional
response (Fig. 5c). The consequences of an inter-generational
trade-off in a periodic environment for parental allocation thus
vary on the details of the life history considered.
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Figure 5. The two best fitting models describing the life cycle of the Ural
owl, when the intra-individual trade-off is ‘delayed’ with (a) and (c) Type I
energy intake, and (b) and (d) with Type II energy intake. Panel (a) and (b)
show the optimal reproductive effort (•), the reproductive value of offspring,
vo, in the autumn of the phase under consideration (o) and the residual
reproductive value, Pvp(t+1) [eq. (1)], of the parent (□) in each phase of the
cycle. The reproductive values of increase-hatched and the low-hatched
offspring is higher than the reproductive value of peak-hatched offspring.
Parental residual reproductive value declines from low, through increase to
peak in these models, and reproductive effort is higher in the increase
phase than in the peak phase. The relationship between the reproductive
effort (RE) in peak and increase phases is shown for the 100 best fitting
solutions in panel (c) and (d), in relation the reproductive value of offspring
vo in these phases. For all of these models reproductive effort is higher in
the increase phase than in the peak phase, but the relationship with the
offspring’s reproductive value is not equally clear.
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In particular, the interpretation of higher effort in years with
higher offspring values (sensu Hirschfield & Tinkle 1975) is not
straightforward (Fig. 5c, IV), because offspring reproductive
values are a consequence of the mutual feedback between
population dynamics and life history (Fig. 4). In this territorial
setting, the reproductive values of offspring depend on the
territorial turn-over, which is, in turn, affected by the
reproductive effort of the territorials, because survival is
determined by the parental allocation. Fitting the model to the
Ural owl’s life history underlines, however, that delayed
reproductive costs, diminishing returns in survival and a Type II
functional response provide both a better description of the
observed dynamics and facilitate the ‘higher value, higher effort’
interpretation of the inter-generational trade-off (Fig. 5d, IV).
4.3 Clutch size and laying date in a cyclic environment
In many aspects, the modelling exercise discussed above was
concerned with averages. Optimal parental reproductive effort was
explored for a territorial population with both the average food
conditions and the average life history of the Ural owl. Such a
mean-field model lacks some aspects found in nature. In
particular, seasonal variation in territorial quality and the aspect
of the timing of reproduction within a season are two realistic
factors not considered. In birds, reproduction is characterised by
seasonal variation. Variation in territory quality is thought to be
pivotal for this phenomenon. Territories typically differ in, for
example, their food supply or predation-risk (Rodenhouse et al.
1997). More specifically, territorial conditions are likely to differ
not only between seasons (as in IV) but also seasonally. In many
bird species, especially in birds of prey, individuals in better
condition both breed earlier and have a larger clutch size (e.g.
Newton et al. 1983, Dijkstra et al. 1988, Hörnfeldt & Eklund
1990; Pietiäinen & Kolunen 1993), and in years with high food
abundance average clutches are usually larger and laying dates
earlier (e.g. Järvinen & Väisänen 1984, Murphy 1986, III).
Feeding experiments have underlined a causal link to explain the
observed covariation of individual condition (residual body mass)
and reproductive success (e.g. Meijer et al. 1990, Nilsson 1991).
Condition is therefore thought to be an important factor in
explaining the seasonal decline of clutch size (Drent & Daan
1980). Indeed, many bird species breeding in temperate regions
show a tight covariation of clutch size and laying date (e.g. Klomp
1970, Murphy & Haukioja 1986). For example, the average Ural
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owl’s clutch size decreases seasonally with about one egg in two
weeks (Pietiäinen 1989).
Differences in territorial conditions, however, do not fully explain
why individuals would differ both in the clutch size they produce
and the date at which they produce this clutch (Drent & Daan
1980). Indeed, a common aspect in theories on the association
between aspects of timing (e.g. laying date or age at first
reproduction) and aspects of reproductive output (e.g. clutch size
or body size) is the general decline of the ’value’ of reproduction as
time goes by (I). In the case of the seasonal decrease in clutch
size, the reproductive value of offspring vo is thought to decrease
seasonally (Hussell 1972, Murphy 1986, Drent & Daan 1980,
Daan et al. 1990). Indeed, there is good empirical evidence for a
seasonal decrease in recruitment – a good proxy for vo – in several
bird species (Daan et al. 1990, Verboven & Visser 1998, Merilä &
Sheldon 2000). The arguments of the individual optimisation of
the clutch size – laying date relationship are based on balancing
the advantages and disadvantages of delaying to lay (Drent &
Daan 1980, Loman 1982, Rowe et al. 1994). The reproductive
value vo(d), of which recruitment probability is a major
determinant (Daan et al. 1990, see IV for a dynamic formulation
of vo) declines as the season advances. We assume that the
reproductive output F [equation (1)] is an increasing function of C,
which, in turn, is fully determined by the date of laying d. In this
context, the realised fecundity F may be replaced by the condition
(or potential clutch size) C. The parent can lay more eggs if it
delays laying, as its condition improves through time, due to, for
example, an increase in the abundance of food. However,
condition accumulates differently for different parents as the
season advances, due to variation in the qualities q of their
territories. Hence, Cq(d) is an increasing function of d. In the
simplest case, we ignore the intra-individual trade-off and take
parental survival P as a constant. Again, parents are selected to
choose the laying date dq* as to maximise equation (1), where
max{Cq(d) vo(d,t) + P vp(t+1)} = max{Cq(d) vo(d)} for every t if a
territorial breeds in a territory of random quality each season (e.g.
Kisdi et al. 1998, Houston & McNamara 1999, IV). This could be
because territorials physically switch between territories or
because territories themselves change randomly in quality
between breeding seasons t. It then follows that dq* must satisfy
*
( ) ( ) 0
q
q o
o q
d d
dC dvv d C d
dd dd =
 + =  
 (any q) (2a)
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Dropping the subscript q,
*
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( ) ( )
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v dC d
C d v d =
= − . (2b)
The optimal timing for laying is the d* at which the costs of
delaying [the relative decline in offspring value, vo´(d)/vo(d)] are
exactly offset by the benefits of delaying [the relative increase in
the number of young that can be produced, C´(d)/C(d)].
Equation (2b) forms the basis of the model of Rowe et al. (1994),
who viewed the clutch size – laying date relationship as a switch
curve describing at which point in the season parents should
switch from increasing in their condition (c.f. the potential clutch
they could produce) and start laying (c.f. Fig. 1a). This switch
curve thus forms a reaction norm, describing at which date
parents with a territory of a certain quality should produce their
clutch and this switch curve is thus the target of natural selection
(Rowe et al. 1994, see also McNamara & Houston 1996). Rowe et
al (1994) expanded this concept to predict that when there are
predictable differences in the seasonal decrease of offspring’s
reproductive value between seasons [i.e. vo´(d)/vo(d) differs
between seasons t], the optimal switch curve should be positively
related to the rate of this decrease. Thus, they predicted that if
the reproductive value of offspring falls off steeper, parents should
have a steeper seasonal decline in their clutch size as well.
An analysis of the seasonal recruitment probability of Ural owl
eggs showed that the pattern of seasonal recruitment was
complicated. In both phases, recruitment probability showed a
humped distribution (Fig. 6), but the maximum recruitment
probability was earlier in the peak phase than in the increase
phase. Furthermore, as the season advanced the recruitment
probability (a), was about 2–3 times higher in the increase phase
(V, see also II) and (b), decreased faster in the increase phase
than in the peak phase. The seasonal recruitment of fledglings
showed the same pattern as for eggs and this distribution was
thus not due to within-nest mortality of eggs or nestlings (V). This
dramatic difference in seasonal recruitment probability provides a
test of the prediction of Rowe et al. (1994), because recruitment
probability of offspring is possibly the best proxy available for an
offspring’s reproductive value. However, contrary to the
theoretical prediction, the Ural owl’s clutch size decreased twice
as fast in the peak phase (0.1 ± 0.008 eggs/day) as in the increase
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phase (0.05 ± 0.009 eggs/day) on both the individual and the
population level (V).
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Figure 6. Recruitment of offspring as categorised by date and phase of
hatching. The data are presented as the recruitment probability for an egg
for each laying date of the first egg in the clutch. The solid lines represent a
fitted logistic regression. Lines are drawn over the observed range in laying
dates. For a clearer representation, a slight random jitter was added to the
points where recruitment was zero. The recruitment probability p, as
estimated by the logistic regression model m, was plotted as the function p
= em/(1 + em). For significance and coefficients of these models, see V. The
logistic function for the recruitment probability of fledglings is qualitatively
the same.
However, a reconsideration of the theoretical prediction by Rowe
et al. (1994), as outlined above, shows that the seasonal decline in
clutch size may covary with the seasonal decline in offspring’s
reproductive value, but that the direction of this covariation is
highly dependent on the actual shape of the seasonal increase in
condition on territories Cq(d). When the offspring’s reproductive
value falls off steeper, the optimal clutch size – laying date
relationship may get steeper, stay unchanged or get shallower
(Fig. 7, V). Especially noteworthy is the ’traditional’ scenario,
where condition increases linearly as the season advances (Fig.
7a; Loman 1982, Daan et al. 1990, Rowe et al. 1994). Here, the
slope of the clutch size – laying date is completely insensitive to
changes in the seasonal decline in recruitment probability, but is
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Figure 7. Three examples of seasonal gain in the potential clutch size Cq(d)
(solid lines) and the optimal (realised) clutch size – laying date relationships
(dotted lines). The offspring’s value declines linearly [vo(d) = V0 – β d] and the
triangles form a basic example, squares are obtained by increasing the
reproductive value V0, and circles by additionally decreasing β. Parameter
values: V0 = 0.7 (triangles) or 1 (squares, circles), β = 0.15 (triangles, squares)
or 0.1 (circles). Example 1 (panel a) assumes a linear increase in condition,
Cq(d) = C0 + αd with α = 1. V0 or β have no effect on the slope. Example 2
(panel b) assumes decelerating condition gain, Cq(d) = Cm – γ(d – dm)2, γ = 1,
dm = 5. Higher baseline reproductive value (high V0) or shallower decline in
reproductive value (low β) causes a steeper relationship of clutch size versus
laying date. Example 3 (panel c), Cq(d) = Cm – fCm – e(–δ [d – Cq]), assumes
that birds with higher initial condition approach peak condition more
quickly, Cm = 6, f = 0.25, δ = 1. Higher baseline reproductive value (high V0)
or shallower decline in reproductive value (low β) causes a shallower
relationship of clutch size versus laying date. Solutions are plotted for C0
(example 1), Cm (example 2) or Cq (example 3) varying from 0.5 to 4.5 with
step size 0.5.
instead determined solely by the rate of the seasonal increase in
condition (see V for proof). The second example (Fig. 7b) is
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analogous to a scenario considered by Daan & Tinbergen (1997).
In this case, both the intercept V0 and the slope β (Fig. 7) of the
seasonal decline in offspring’s reproductive value need to be
considered; the slope of the optimal clutch size – laying date is
determined by the ratio V0/β (Fig. 7, V). Both a shallow slope in
the seasonal decline of recruitment (low β) and a higher average
recruitment (high V0), i.e. a high ratio V0/β, will cause the optimal
seasonal decline in clutch size to become steeper (Fig. 7b, see V
for proof). This can be intuited by considering that, if the seasonal
recruitment probability does not decline steeply, delaying to lay
will have little fitness consequences in terms of the offspring’s
value. At the same time, birds approach their seasonal maximum
in condition and they will therefore vary significantly in their
clutch size, but less so in their timing, which generates a steep
clutch size – laying date relationship. In fact, in the extreme case
of no seasonal decline in reproductive value, all clutches are
produced at the seasonal maximum in condition, hence giving a
completely vertical optimal clutch size–laying date relationship
(Fig 13.10 in Daan & Tinbergen 1997).
In terms of example 2, the Ural owl’s recruitment pattern (Fig. 6)
clearly illustrates that V0 and β are not two uncoupled facets of
seasonal recruitment. In considering the decreasing part of the
Ural owl’s seasonal recruitment, eggs produced in the increase
phase start off with a high recruitment probability (high V0), but
(consequently) suffer a steep decline in recruitment probability as
well (high β). In this case, the V0/β ratio is still higher in the
increase phase than in the peak phase (V), mainly due to the
large difference in average recruitment between the two phases. A
condition gain according to example 2 (Fig. 7b) would thus imply
a steeper clutch size – laying date relationship in the increase
than in the peak phase, which is opposite of the relationship
observed in the Ural owl (V).
The pattern of seasonal recruitment and decrease in clutch size
found in the Ural owl confirms to a scenario where there is a
maximum in condition, but where ’better’ territories allow for both
a higher initial condition and a faster approach to the (territory-
specific) maximum (Fig. 7c, V). When the decrease in recruitment
probability is shallow, all individuals will produce a similar clutch
size, but at different times within the season, giving rise to a
shallow clutch size – laying date relationship (Fig. 7c).
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5. A QUANTITATIVE GENETIC PERSPECTIVE
In the previous section, the paradigm of ’individual optimisation’
was followed, where individuals are expected to obey equation (2)
which maximises the total reproductive value of their clutch given
their territory-specific increase in condition. Variation in (somatic)
condition between individuals also forms a central aspect of
quantitative genetic consideration of both clutch size (Price & Liou
1989) and laying date (Price et al. 1988), which are usually
considered as separate traits. In this framework, an individual’s
condition is assumed to be environmentally determined and
females in a higher condition are assumed to both lay earlier in
the season and produce larger clutches (see also Fisher 1958). If
birds do not have any control over their condition at the time of
laying, there can be no selection on this trait. Price and colleagues
employed condition as such a ’hidden correlate’ to explain why
clutch size and laying date are apparently stabile traits, although
there is directional selection on these traits.
If the clutch size – laying date relationship represents a reaction
norm, we may follow the quantitative genetic view on reaction
norms (e.g. de Jong 1990a, Roff 1997) and postulate that there
are genetic properties that specify an individual’s clutch size –
laying date. Individual i then produces clutch size ci at a certain
laying date d, according to
i i i ic e s d ε= + + , (3)
where ei is the elevation of individual i, i.e. the mean clutch size at
the average laying date and si is the slope of individual i’s clutch
size – laying date relationship, which determines the deviation
from the individual’s mean clutch size ei, at day d. Because
relationship (3) is statistical (de Jong 1990a), it concerns averages
and incorporates the residual (environmental) variance εi. Note
that laying date d in equation (3) represents the environment
(compare Fig. 1b), hence that laying date is largely determined
environmentally. Proximately, this link between environment and
laying date could be achieved, for example, through differences in
condition between females (Price et al. 1988). In the Ural owl
variation in condition could be due to regional and territory-
specific prey availability and the capabilities of the food-providing
male. Condition determines a female’s laying date (sensu Meijer
1988, Meijer et al. 1990), which is then translated individually
according to her elevation ei and slope si into her clutch size ci.
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Indeed, clutch size and laying date are genetically correlated in
the collared flycatcher Ficedula albicollis (Merilä et al. 2001).
For selection to maintain such a population-wide seasonal
decrease in clutch size, three conditions should hold. (1)
Individuals should differ in the properties elevation and slope,
which dictate their clutch size – laying date relationship. (2),
Differences in these properties should be reflected in the fitness of
the individuals. (3), These properties should be heritable.
The Ural owl forms a good system to study the feasibility of such a
quantitative genetic base of the clutch size – laying date
relationship, because individuals experience a wide variety of
environmental conditions during their breeding career (Fig. 3).
Furthermore, because of its longevity and site-tenacity, one can
accrue the sample sizes needed to estimate the slope of an
individual’s clutch size – laying date relationship. In the analysis,
we included 44 females which started and ended their breeding
career in the study area and which bred at least five times,
because a power analysis showed that a minimal sample size of 5
is required to reliably estimate, with a power >50%, the slope of a
Ural owl individual’s clutch size – laying date relationship.
Because female Ural owls breed on average 2.7 times during their
lifetime (II), these females formed a selected subset of longer-lived
individuals and represented 14% (44/313) of all females breeding
during the study period, producing 31.5% (286/907) of all
clutches (VI). These females indeed differed individually in both
their elevations and their clutch size – laying date slopes (VI). This
is the first evidence for individual variation in elevation and slope
of the clutch size–laying date relationship, which is essential for
selection to operate on this phenomenon.
We investigated the fitness consequences of the individual
differences in elevation and slope by examining their correlation
(sensu Lande & Arnold 1983) with Lifetime Reproductive Success
(LRS) and Expected Lifetime Recruits (ELR). The latter is an
estimate of the number of recruits a female has produced, which
incorporates the pronounced differences in Ural owl recruitment
for offspring hatched at different times in different phases (Fig. 6,
II, V). These two measures of fitness showed the same result and
only the results for ELR are shown in this thesis (Fig. 8). For
females which bred equal times, elevation was correlated with
both an individual’s LRS and her ELR (Fig. 8a, VI). This agrees
well with previous results, as elevation, i.e. a female’s least
squares mean clutch size is closely correlated to her average
clutch size (i.e. r = 0.78 in our case) and, as was shown in II,
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average clutch size is an important contributor to LRS. However,
plasticity in clutch size, i.e. the slope of a female’s clutch size –
laying date relationship was not related to her LRS nor to her ELR
(Fig. 8b).
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Figure 8. Regression of the Expected Lifetime Recruits, corrected for the
number of times a female bred, (Residual ELR) on the individual slope and
elevation of the clutch size – laying date relationships of 44 Ural owl
females. Elevation is a female’s least-squares mean clutch size (i.e. her
expected clutch size at the average laying date) and her slope was
estimated by linear regression. All these females bred at least 5 times, and
started and ended their breeding career in the study area. Females with a
higher elevation of their clutch size – laying date relationship are also
expected to produce more recruits (panel a), whereas the plasticity (i.e.
slope) of their clutch size – laying date relationship did not improve their
ELR. Qualitatively the same result is obtained when using LRS as the
measure of a female’s fitness.
Plasticity may in this analysis not show an effect, because, firstly,
sample sizes are inadequate to detect selection on slope and/or
because the effect of slope may be weak. For example, Weis and
Gorman (1990) studied the fitness of different reaction norms in a
gall-forming Eurasto wasp and found that selection on slope was
much weaker than selection on elevation. This is further
aggrievated by the larger statistical error inherent in measuring
slope, as opposed to elevation (Zar 1999).
Second, LRS could be unable to detect selection adequately,
because it is an incomplete measure of an individual’s fitness. For
example, LRS is insensitive to differences in the timing of first
reproduction, which forms a major component of fitness in long-
lived organisms (e.g. McGraw & Caswell 1996). Furthermore,
offspring produced at different times may be of different quality,
which is not taken into account when simply counting the sum of
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all offspring produced. Nevertheless, in the Ural owl, the vole
cycle, largely determines the value of an offspring (II, V). The
results are qualitatively the same for ELR, where the differences
in recruitment probability of offspring produced at different times
are incorporated. Moreover, the seasonal recruitment probability
has a humped distribution (V), where parents achieve the highest
fitness returns per offspring around the average laying date. Such
stabilising selection on laying date diminishes the importance of
plasticity, because the reproductive output achieved in the
average environment (i.e. the individual’s elevation) becomes the
main selective factor (de Jong 1990).
Thirdly, if clutch size and laying date are individually optimised,
the combination of omniscient optimisation and the unique
sequence of territorial conditions, which an individual experiences
during its life, will determine the elevation and the slope of its
clutch size – laying date relationship, irrespective of any
individual or genetic components. From this perspective, there is
actually no a priori reason to expect any selective differences of
individual slopes of the clutch size – laying date relationship per
se. Furthermore, as was argued above (V), different clutch size –
laying date relationships may be optimal in different years, which
implies that there is no single optimal slope. However, whether
the slope individuals follow is also an individual optimum is very
difficult to test in any wild bird population, as it requires
controlled environmental conditions and knowledge of the genetic
relationship between individuals to separate the genotype –
environment interaction (e.g. Weis & Gorman 1990).
6. CONCLUSIONS
1. The recruitment probability of the Ural owl’s offspring shows a
dramatic difference between the low, increase and peak
phases of the vole cycle (II, V). The average recruitment
probability of offspring is about 2–3 times lower in the peak
phase as compared to the increase phase (II). Furthermore,
recruitment probability of offspring varies in both phases also
during the laying season. Recruitment is lowest for both the
earliest and the latest-hatched offspring and has a maximum
probability around the average laying date (V). The main
difference in the lifetime fitness of these recruits was due to
the phase of the vole cycle in which they started breeding –
starting in an increase year gave a higher fitness – and not
due to the phase at which they hatched (II). Thus, the value of
offspring produced differs between– and within the phases of
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the vole cycle, because only recruited offspring contribute to
the propagation of parental genes and all recruits contributed
on average equally. The most plausible cause of such
differences in recruitment probability between phases is the
impact of the crash in vole numbers in the summer of the
peak phase, which makes life very hard for the owlets (III).
Vole populations have cycled in their numbers in a regular
three-point cycle in the study area for the last twenty years (II,
III), which makes it feasible that these fluctuations form a
predictable element to the owls.
2. Theoretical modelling of optimal life histories in a cyclic
environment, revealed that the validity of the prediction
‘higher value – higher effort’ (Hirschfield & Tinkle 1975)
depends on the life history considered (IV). Nevertheless, in
the case of the Ural owl’s life history, three realistic
assumptions (decreasing marginal returns in survival, delayed
costs and a Type II functional response) provided a better
description of the observed data. The optimal reproductive
behaviour modelled showed both higher effort and higher
offspring value in the increase phase (IV).
3. The Ural owl’s reproductive output differs between phases.
Not only do the clutch sizes differ between phases (V), but also
the actual rate of the seasonal decline in clutch size is twice
as steep in the peak phases as in the increase phases (V). It
is, however, unclear to what extent the phase-specific
seasonal decrease in clutch size is affected by the observed
differences in the seasonal decline in recruitment probability
in increase and peak phases, because the theoretical
expectation depends on the shape of the seasonal increase in
condition. Furthermore, a quantitative genetic analysis
revealed that there is actual substantial individual variation in
the Ural owl clutch size – laying date relationship (VI). The
plasticity of clutch size, however, did not appear to have
obvious fitness advantages for the individual.
4. Fitness is a concept, both theoretically (I) and empirically
difficult to measure (II, V, VI). The results on the Ural owl
have demonstrated that fitness returns of offspring differ
between– (II, III, IV) and within–years (V). Theoretical
modelling (IV, V) has showed that such differential fitness
returns may create an inter-generational trade-off – depending
on the details of the organism’s life history – to which parents
are expected to adjust their reproductive decisions. Further
studies – especially in more stochastically varying
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environments – are needed to assess the generality of these
results outside a (still rather restricted) cyclic environment. In
understanding a particular life history in a variable
environment, the effect of environmental variability on the
offspring’s lifetime performance will need to be incorporated.
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