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ABSTRACT

Development and Validation of Forest Habitat Models
in the Uinta Mountains , Utah

by

Tracey S. Frescino, Master of Science
Utah State University, 1998

Major Professor: Dr. Thomas C. Edwards, Jr.
Department: Fisheries and Wildlife

A significant question currently facing environmental managers is how to accurately
and efficiently quantify forest diversity and resources. Numerous studies have
demonstrated the use of modem spatial analytical tools, suc h as geographical information
systems (GIS), remote sensing devices , and statistical models for predicting the
distrib ution of dominant vegetation cover types. Thi s study exam ines the ability of
generalized additive models (GAMs) to delineate structural diversity in forested
ecosystems (specifically the Uinta Mountain Range in Utah) using GIS tools and satellite
spectral data, and analyzes the effect of including different forms of satellite data in
model construction (i.e., Landsat thematic mapper (TM), advanced very high resolution
radiometer (AVHRR), and the GAP Analysis TM-classified map). Based on the
assumption that vegetation composition, as well as structural diversity, is a function of
environmental gradients, temperature, precipitation, elevation, aspect, slope, and geology
were included as independent environmental variables . Probability surface maps were
generated for presence of forest, presence of lodgepole pine, basal area of forest trees,
percent cover of shrubs, and density of snags .

Ill

The maps were validated using an independent set of field data collected from the
Evanston Ranger District within the Uinta Mountain Range. In general, the models
tended to underpredict at large numbers and overpredict at locations that were sampled as
having no forest cover. The models predicting the presence of forest and lodgepole pine
were 88% and 80% accurate, respectively, within the Evanston Ranger District and an
average of 62% of the predictions of basal area, shrub cover, and snag density fell within
an approximate 15% deviation from the field validation values. The addition of TM
spectral data and the GAP Analysis TM-classified data were found to contribute
significantly to the models' predictions, with some contribution from AVHRR data. The
methods used in this study provide a systematic approach for delineating structural
features within forest habitats , thus offering an efficient spatial tool for making
management decisions.
(75 pages)
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fNTRODUCTION

A current focus in environmental management is the evaluation and sustainment of
biodiversity at large spatial scales. Biodiversity represents the biological variability
within an environment, and is a function of multiple hierarchical levels from genetic
structure to ecosystem and landscape patterns and processes (U.S. Congress 1987, Noss
1990, Risser 1995). Diverse biological systems provide the mechanisms necessary to
maintain essential environmental functions , such as decomposition and nutrient cycling;
are the basis for pharmaceutical and food sources (Salwasser 1990); and provide the
essential cover, structure, food, and nutrients necessary to support wildlife and fish
populations . The progressive degradation and, in some instances, loss of biological
diversity from human exploitation has been an issue of major concern due to the
consequences of species' extinction, loss of habitat, and the potential depletion and
impairment o f remaining biological reso urces.
Foresters, fo r exampl e. ha ve recogni zed the importa nce o f biod ive rsi ty by directing
fo rest manage ment toward an ecosys te m-bas ed co nservation and maintenance of
structural diversity within and among forested habitats . The structural components of
forest habitats are the fundamental features of an organism's niche, including elements of
food webs, biomass and structure of vegetation, and overall productivity (Scott et al.
1987, Hansen et al. 1991 ). Franklin ( 1995) stressed the importance of structural
components of old-growth forests, such as snags and fallen logs, as habitats for
organisms and sources for biological functions. Traditionally, forest management
focused on quantifying timber resources within pre-defined "stand" boundaries and
developing homogenous stands of fast-growing timber species. The "new forestry"
approach involves inventory and monitoring of structurally diverse, healthy, productive,
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and sustainable ecosystems (Oliver 1992 , Debell and Curtis 1993) at regional, statewide,
and global level s.
A major question is how to accurately and efficiently quantify and delineate forest
structure and resources at multiple scales. Recent advances in statistical modeling
techniques (McCullagh and Nelder 1989, Hastie and Tibshirani 1990, Rossi et al. 1992)
and geographical tools, such as remote sensing and geographical information systems
(GISs), have introduced many opportunities for the delineation and analysis of
ecosystems. Statistical modeling is a quantitative approach for analyzing vegetation
distribution patterns, determining relationships with environmental gradients, and
generating spatially-explicit probability predictions. Numerous studies have
demonstrated the use of statistical models to understand and display how vegetation is
distributed throughout the env ironment (e.g. , Austin and Austin 1980, Davis and Goetz
I 990, Austin et al. 1994). The unpredictability of natural ecosystems, along with the

dra matic inf1uence of human disturbance, has made it very difficult to draw conclusions
abo ut distrib uti on patterns and relationships to environmental conditions. For example,
recent wo rk has clearl y demonstrated that the pas t ass umption that vegetation responds in
a bell-shaped (Gaussian) pattern along environmental gradients is not true for most
vegetation (Austin and Cunningham 1981 , Austin 1987, Mueller-Dombois and Ellenberg
1974). Many statistical models being applied to vegetation modeling hold this
assumption and therefore tend to misrepresent true distributional patterns (e.g., ordination
methods, Austin and Noy-Meir 1971, Austin 1985). Other statistical models, such as
generalized linear models (GLMs) and generalized additive models (GAMs), have
functions which allow adaptation to nonlinear relationships of vegetation to
environmental gradients.
Remote sensing technology has made it possible to identify and classify extensive
tracts of vegetation using satellite spectral information. Satellite data have mainly been
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used for classifying vegetation, but current studies are looking at ecological relationships
from individual spectral values ( e.g , Franklin 1986, Horler and Ahem 1986, Frank 1988 ,
Congalton et al. 1993). Satellite imagery is available at various resolutions, costs, and
extents, and is therefore flexible for many research needs . The most common type of
satellite data used for discriminating vegetation communities is 30 m resolution, multispectral, Landsat Thematic Mapper (TM) imagery. The disadvantages of TM data are its
high cost, limited accessibility, infreq u-.: nt data collection times ( 16 days), and extensive
storage needs. When interested in analyzing large extents, it may be more practical to use
a lower resolution data source, such as the 1.1 km resolution, National Oceanic and
Atmospheric Administration's (NOAA) Advanced Very High Resolution Radiometer

(A VHRR). A VHRR satellite data are less expensive, easier to obtain, and are available
daily, allowing a greater probability of cloud-free coverage. Numereous classification
maps have been developed from satellite imagery ( e.g., Loveland et al. 1991, Conga Iton
et al. 1993, Homer et al. 1997). Cla ssification maps require extensive amounts of time ,
ski ll , and knowledge, and are therefore very expensive to develop. The benefit of using
class ified imagery for vegetation ana lysi s is the di scrimination of phenological and
physiographic differences and vegetation disguised by shadows or cloud cover. The
limitation of classified cover maps is that vegetation is classified into discrete units.
Recent studies have found that integrating ancillary data, such as elevation, aspect, and
slope, with spectral information can enhance precision for classification of forest
vegetation types (e.g., Strahler and Logan 1978, Woodcock et al. 1980, Frank 1988).

GIS tools allow such integration, storage, and spatial analysis of multiple layers of data
and provide methods for presenting georeferenced maps and spatial information in a
usable form.
Although the development of large-scale analytical tools has increased efficiency,
most research has focused on dominant vegetation features that are distinguishable from
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satellites or are represented as climax or seral types most influenced by environmental
parameters. But how do we analyze the understory and composition of forested habitats
that are not directly visible from satellites? Most assumptions are that stand composition
is directly associated with the overstory canopy, but this may not be true . For example,
the density of down, dead material may be more a function of slope than type of canopy
cover.

Some studies have looked at the ability of satellites to capture reflectance values

of understory components (Stenback and Congalton 1990) or stand density and volume
(Franklin 1986), but in general have not been very successful.
This study makes a further attempt to delineate forest composition using one class of
statistical models, GAMs, remote sensing data, and GIS tools. My overall objective was
to determine the ability of these techniques, when integrated, to model and map attributes
of forest structure in the Uinta Mountains of Utah, and at the same time develop a
systematic approach for further research. Speci tically, my objectives were to: ( 1)
develop predictive models of forest attributes using GAMs. integrating satellite data with
forest resource data and digital environmental data (after Moisen et al. 1996); (2) test
how well the models predict at a local level using an independent set of field data ; (3)
determine the effects of the addition of satellite spectral data for prediction, looking at
differences in predictive capabilites of three different forms of imagery (Landsat TM,
AVHRR, and a classified TM-based vegetation cover map); and (4) generate spatiallyexplicit forest maps within a GIS environment for delineating the probablility of
occurrence of the predicted forest attributes.
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LITERATURE REVIEW
"The spatial pauern of natural communities is
so complex that it is beyond reasonable possibilirv ra
achieve understanding of it in full derail. "
- Whiuaker (1953)

Plant community ecologists have been trying to understand and make order out of
nan1ral vegetation complexity since the early l 900's. Although observations of
vegetation distribution show patterns along environmental gradients, questions of how
and to what extent species respond to the environment are unresolved topics of plant
community theory . The ability to assess and make predictions of natural phenomena is
dependent on a full comprehension of these relationships .
In order to understand the current methods of plant community analysis, I provide a
brief outline of the historical direction of plant community theory beginning in the
l 900's. Following this discussion is an overview of the analytical tools that have
developed from these theories and their applications for plant community ecology. l then
review the application and usefulness of remote sensing and GIS tools for analyzing and
mapping plant communities. The discussion will conclude with a review of accuracy and
validation of predictive models for natural ecosystems.

Plant community theory
The response of plant communities to the environment has been the basis of vegetation
analysis since the early l 900's. Clements ( 1936, p. 270) emphasized the dynamic nature
of interacting plant communities to successionally respond to changes in the environment
by stating that "it is not merely a response to a particular climate, but it is at the same
time the expression and the indicator of it." Gleason ( 1926) introduced the individualistic
concept, which emphasized the unique and individualistic nature of a plant's response to
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environmental conditions. He further noted that the distribution of species is dependent
on favorable conditions that may vary continuously in both space and time, and also on
the success of seed migration. Cooper's ( 1926) analogy of the "braided stream" also
emphasized the inherent characteristics of vegetation to gradually change with its
environment. The distribution of plant communities, in this case, corresponded to the
direction of "flow" towards a "slow-moving current." Tansley ( 1935) recognized
vegetation response as a function of an "ecosystem," a whole interacting complex of
environmental habitats contributing to community compositions.

He conceived

vegetation as a "mosaic of plant communities whose distribution is determined by a
corresponding mosaic of habitats (p. 302)."
By mid-century, new theories developed based on quantitative measures and analyses
of vegetation. Whittaker (1956, 1967) and McIntosh ( 1967), expanding Gleason's
individualistic concept, focused on the continuous distribution and response of plants
along environmental gradients . Gauch and Whittaker ( 1972) suggested that the
occurrence of dominant species was evenly distributed along an environmental gradient,
whereas the response of associate species varied along the gradient. It was also
suggested that the general shape of species' distributions along a gradient was unimodal
(Whittaker 1956) and bell-shaped (Brown and Curtis 1952, Whittaker 1956, Whittaker
1967). Whittaker ( 1973) explained this continuous, bell-shaped response as an aspect of
the environmental niche, where species were inherently evolving toward dispersion.
The recognition of a species' "realized niche" brought about contradictory
observations from Whittaker's bell-shaped, unimodal, continuum theory on species'
response to an environmental gradient (Austin and Austin 1980). Mueller-Dombois and
Ellenberg (1974) concluded, from experiments ofmonocultures and field observations,
that while the physiological response may be bell-shaped, the shape of the response
curves will differ from the bell-shaped curve due to the influence of competition and
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other limiting environmental factors. Austin and Smith ( 1989) hypothesized, and later
statistically demonstrated (Austin et al. 1990, 1994 ), that the response of a species to
environmental gradients was significantly different from the symmetrical Gaussian
distribution . Further evidence of skewed (Leathwick and Mitchell 1992, Austin et al.
1994), bimodal (Minchin 1989), and polymodal (Collins and Glenn 1990, 1991)
responses discredited Whittaker 's theory of bell-shaped responses and contradicted
assumptions of most quantitative analyses.
Currently, theories of plant community response to the environment are being
developed with recognition that responses are nonlinear, rarely bell-shaped or unimodal,
and are not evenly distributed along a gradient. Roberts' ( 1987) dynamical systems
theory emphasizes the dynamic nature of vegetation interacting with the environment,
and the "relational" rather than "functional" correlations between the environment and
plant communities. O'Neill et al. ( 1986) and Allen ( 1987) discuss the significance of
hierarchical relationships among interacting ecosystems and the dependence of the sca le
of observations. Collins et al. ( 1993) address vegetation distnbution as a hierarchical
continuum. The hierarchical continuum theory, derived from many differe nt theories of
plant distribution, emphasizes the dynamic structure of plant communities along spatial
and temporal gradients.

Analytical Tools

Applications of multivariate statistical methods and tools to ecological questions arose
from the historical concepts of plant community theory. Gleason's individualistic
concept, later developing to Whittaker's gradient analysis, was the foundation for
ordination methods (indirect gradient analysis) and regression analysis (direct gradient
analysis). Plant community and habitat classification developed from Clement's theory
of vegetation's tendency towards stabilization and climax. Classification methods involve
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grouping similar community compositions into discrete mapping units . Classification
and cluster analysis are commonly used for categorizing satellite spectral data into
recognizable features. Following is a discussion of various ordination, regression, and
classification techniques for analyzing vegetation structure.

Ordinarion.--Ordination, introduced by Goodall ( 1954), functions as an indirect
exploration of relationships of plant communities with the environment. ft is a statistical
tool which works to describe and explain patterns of multiple vegetation responses in an
ecological community. Relationships are derived from vegetation data and are optimally
arranged along axes that represent theoretical variables. The arrangements can then be
related to known characteristics and environmental influences of the species. Common
ordination methods used for vegetation analysis are principal components analysis (PCA)
(Bradfield and Scagel 1984, Van der Maarel et al. 1985), detrended correspondence
analysis (DCA) (Hill and Gauch 1980), and non-metric multidimensional scaling
(NMDS) (Whittaker 1987). Canonical correspondence analysis (CCA) (Ter Braak 1987)
and fuzzy set ordination (Roberts 1986) a re ordination techniques that incorporate both
indirect and direct grad ient relationships. where CCA analyzes vegetation responses
along observed environmental gradients , and fuzzy set theory analyzes vegetation
responses to known gradient relationships . The main advantage of ordination tools is
their ability to simultaneously analyze all species within a community. Another
advantage is that no a priori knowledge of environmental influences must be known to
discover relationships among vegetation communities, except with fuzzy set ordination.
Prior to 1970, ordination techniques , such as PCA, assumed strictly linear responses of
vegetation to environmental gradients . This assumption was found to be unrealistic
(Austin and Noy-Meir 1971 ). With the development of Whittaker's theory that species
responses were bell-shaped and unimodal, ordination tools were adapted ("detrended") to
manage nonlinear, monotonic relationships (e.g., DCA and NMDS). However,

9

ordination has not successfully adapted to recent evidence that species are actually not
responding "normally" to the environment. Currently, problems still exist with
ordination techniques, such as handling many dimensions of environmental gradients and
species responses, dealing with species that do not have unimodal or linear responses, and
also dealing with species whose responses do not take the shape of a normal bell-shaped
curve (Austin 1976).

Regression analysis.-Regression analysis quantitatively explores the direct response
of vegetation to environmental gradients and can be used as a predictive tool once the
relationships are quantified . The objective of regression analysis is to determine the
variables that explain the variance of vegetation response and to minimize this variance
as much as possible. There ate two basic components to a regression : ( 1) a systematic
component which describes the relationship between the environmental ( explanatory)
variables and the expected response; and (2) an error component which describes the
deviations of the observed response from the model.
Regression analysis has different classes based on the assumptions that are made about
linearity and the distribution of the erro r (variance) component in the model. A
regression model is classified as being parametric or nonparametric depending on the
assumptions made of the error structure. A parametric model makes speci fie assumptions
about the underlying distribution of the population from which the observations were
taken. Nonparametric models make no assumptions about the population and are flexible
tools for handling nonlinear, chaotic data structures, such as vegetation communities.
The disadvantage of nonparametric models is their lack of extrapolation abilities . The
following discussion includes a brief description of three classes of regression models,
the basic general linear model, the generalized linear model (GLM), and the generalized
additive model (GAM), and provides specific applications of each in the literature. The
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main emphasis of this study is on the GAM, which is a nonparametric extension of the
GLM and general linear model.

General lin ear mode/.-The standard tool for exp loration and prediction analysis is
the general linear model (e.g., linear regression) (Hastie and Tibshirani 1990). General
linear models are parametric models that assume that the error structures are independent
and normally distributed with a constant variance, and that there is a linear relationship
between the explanatory variables and the mean of the response variables (or some
transformed variable of X or Y) (Hamilton 1992). It is also assumed that the randomly
selected observations of the response made at the same points as the explanatory
variable(s) are independent and normally distributed with constant variance structures as
well.
The general format of the multivariate general linear model is :

where ~· is the response variabl e. a is the int ercep t value, and the

xu"s are discrete or

continuous explanatory variables, whose relationship to Y is linear and may be described
by the

~

parameters , and £) represents the random error component. It is assumed that the

expected value (E(f;)), equal to the population mean(µ), changes linearly with changes
in the covariate component, I~xij (x 1, x 2, ......xp)·
General linear models have been used for analysis and prediction of plant community
distributions (Miller 1986, Payandeh 1990, Brown 1994), but due to the nonlinear
patterns of vegetation distributions (Whittaker 1973) and the often skewed or bimodal
structure of vegetation responses (Austin and Smith 1989, Austin et al. 1990), this class
of models is now considered inappropriate for most ecological studies. Often,
transformations are applied to the response variable in order to accommodate the normal

11
distribution assumption and minimize predictive errors (Miller 1986), but. as mentioned
by Hastie and Tibshirani ( 1990), transformations lead to the interpretation of data in
unnatural scales .

Generalized linear models.----GLMs are mathematical extensions of general linear
models that do not force data into unnatural scales and allow for nonlinearity and
nonconstant variance structures (Hastie and Tibshirani 1990). Thus , they are more
flexible and better suited for analyzing natural systems. The unique difference between
the GLM and the general linear model is the addition of a link function , g(µ), which
transforms the mean of the response variable to a relationship in space equivalent to that
of the sum of the explanatory variables (Yee and Mitchell I 991 ), where each explanatory
variable is a parametric function of the response. Also, neither the error structure nor the
population of the n.:s ponse variable is assumed to be normally distributed or constant.
The general form of the GLM is:
p

g,

~t) =a+

I~j'C_.
I= I

where g(µ) is the link function, a is the intercept, and x1 s are discrete or continuous
explanatory variables whose relationship to the mean is linear and may be described by
the

~J

parameters in a plane of p-dimensional space. A more complete explanation of

GLMs can be found in McCullagh and Nelder ( 1989).
One of the first applications of GLMs in ecology was for predicting the density of

Eucalyptus species from environmental gradients including altitude , moisture indices, and
biotic "competition" variables (Austin and Cunningham 1981 ). Observations of stem
density or other response variables representing count data have a characteristically
skewed distribution. A Poisson link within a GLM is capable of handling this type of
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skewed data structure without the negative effects of transformation procedures. The
GLMs were found to be more appropriate models for analyzing stem density than
regression models, but had some problems specifying structure of data. Austin et al.
( 1984, l 990, and 1994) continued exploration of GLMs to analyze the response of a

Eucalyptus species to topographical variables, precipitation, radiation, and geological
features . Leathwick ( 1995) used GLMs to determine the relationship of climatic
variables, such as mean annual temperature and mean annual solar radiation, to the
distribution of forest tree species in New Zealand. Leathwick concluded that GAMs were
more appropriate for fitting monotonic and plateau-type distributions than other models .
GLMs have also been used for testing theoretical assumptions of bell-shaped distributions
(Austin 1987, Austin et al. 1990, 1994, Nicholls 1991 , Leathwick and Mitchell 1992),
predicting the impact of climate change (Austin 1992), analyzing patterns of species
ri c hness (Vincent and Haworth 1983, Margules et al. 1987), and for selecting locations of
nature reserves (Margules and Stein 1989) .
The main advantage of GLMs is that they a ll ow greater fle xibility for dealing with
non-normal error structures and, thus , are able to exam ine a greater range of relationships
between the response variable and the explanatory variable(s) (Austin et al. 1994). The
limitations of GLMs include an assumption that the dependence of the response is linear
for each parameter, and that each parameter contributes to the model in the form of a
specific mathematical function (Hastie and Tibshirani 1990).

Generalized additive models.--GAMs, developed by Hastie and Tibshirani ( 1990), are
nonparametric extensions of GLMs; the only assumption made is that the functions are
additive (Austin et al. 1994). The GAM, like the GLM, uses a link function to establish a
relationship between the mean of the response variable and a 'smoothed ' function of the
explanatory variable(s). The format of the GAM is:
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g(µ) = a+ I s ,(x),
I =

I

where g(µ) is the link function, a is the intercept, and the x; 's are continuous explanatory
variables whose relationship to the mean are described by smooth functi ons (s;) in a plane
of p-dimensional space.
The main attraction of GAMs for vegetation modeling is their ability to handle
unusual features in the data, such as bimodality or asymmetry. GAMs are described as
data-driven rather than model-driven, such that the data determines the shape of the
response curves rather than fitting a known function to the data (Yee and Mitchell 1991 ).
A scatterplot smoother is fit to each predictor va riable and then fitted simultaneously in
an additive model (C hambers and Hastie 1992). Nortan and Mitchell ( 1993) found
GA Ms to be usefu l for modeling the occurrence of the Greater Gli der Petauroides volans
in southeas t Aus tra li a using climatic variabks. 'vloisen et al. ( 1996) used GAMs to
model the dis tribution of forest vegetation based on fo rest in ventory data and explanatory
variab les of elevation, slope, aspect, and sa telli te data incorporated in the GAP Analysis
vegetation cover-map.
The disadvantage of the data-driven feature of the GAMs is that predictions are
restricted to values within the range of the observa tion data. Parametric fits , on the other
hand, allow for extrapolation of data within limits. Other limitations of the GAM are that
computations are slower, and estimating standard errors and significance tests is not as
straightforward as parametric models (Hastie and Tibshirani 1990). Hastie and
Tibshirani suggest that the GAM be used as an exploratory tool for discovering
parametric -fits for data relationships. Several studies · tve followed this suggestion. Yee
and Mitchell ( 1991) compared the advantages of GAMs and GLMs for modeling the
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distribution of three different tree spec ies in New Zea land using climatic variables.
Brown ( 1994) used both GLMs and GAMs to build the best-fitting, most parsimonious
logi stic model for understanding the significance of topographic and disturbance
variables in explaining vegetation composition within the alpine zone in Glacier National
Park. In a comparison study of GAMs and GLMs for predicting the distribution of
Eucalyptus cypellocarpa, GAMs overpredicted the probability of occ urrence beyond the
range of observations but were, in general, found to be advantageous for nonlinear data
structures due to the flexibility of the nonparametric smoothing function (Austin and
Meyers 1996). The flexibility and utility of the GA Ms for predicting forested habitats are
further explored in this study.
Remote sensing (classification).-Remote sensing technology first emerged after
World War II and has become an effective tool for mapping vegetation co mmunities at
large scales and for detecting and monitoring landscape changes (Byrne et al. 1980,
Gopal and Woodcock 1994). Plant communities are distinguishable at multiple spatial
and temporal scales (Townshend et al. 1991, Foody and Curran 1994) by the
interpretation of different spectral signals (wavelengths) reflected from the earth's
surface. The utility of satel li te data has been demonstrated most often for forest
classification and inventory (Woodcock et al. 1980, Zhu and Evans 1992, Wolter et al.
1995) and wildlife habitat delineation (Aspi nall and Ve itch 1993 , Homer et al. 1993,
Edwards et al. 1995, Austin et al. 1996). A useful feature of satellite data is that it is
available at different resolutions and costs . In this study, three types of satellite data are
examined: Thematic Mapper (30 m resolution), A VHRR ( 1 km resolution), and a
classified vegetation mosaic of Thematic Mapper data (90 m resolution) .
The Landsat Thematic Mapper (TM) simultaneously collects data in seven spectral
bands, ranging from wavelengths 0.45 mm (blue-green) to 2.35 mm (mid-infrared).
Bands 1 (blue-green), 2 (green), and 3 (red) span the visible reflectance range and are
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sensitive to soil and rock features, water turbidity and sediment, and chlorophyll
absorption, respectively. Band 4 (near-infrared) differentiates green biomass . Bands 5
and 7 are mid-infrared bands that are sensitive to leaf and soil water content, and
lithology patterns. Band 6 is a thermal infrared band, and is responsive to surface
temperature. Band 6 is often dropped for plant community analyses and band 7 is
referred to as band 6. TM bands have been explored individually and in combination for
their utility for discriminating vegetation types, but in general TM bands 3, 4, and 5 were
found to incorporate over 90% of forest information (Horler and Ahern 1986).
Classification of dominant vegetation types is the most common application of TM,
but recent studies have attempted to use TM data to analyze vegetation structure
(Franklin 1986, Stenback and Congalton 1990) and estimate forest resources (Strahler et
al. 1979, Woodcock and Logan 1980) . Franklin ( 1986) examined the relationship of TM
data to species composition and forest structure of coniferous forest stands in the
Mendocino National Forest in California, and found significant inverse relationships
between stand basal area and leaf biomass with the visible reflectance bands (Bands I, 2,
and 3 ). Franklin also noted that better re lation ships were found by first grouping sample
plots by species types. Ripple et al. ( 199 l) found significant inverse correlations between
the TM near-infrared band (Band 4) and timber volume for a Douglas-fir (Pseudotsuga

menziesii) stand in Oregon. Ahem ( 1992) found a significant relationship between a ratio
of TM bands 7/4 to timber volume for a Engelmann spruce-subalpine fir (Picea

engefmannii-Abies fasiocarpa) site in eastern Canada. For discriminating
presence/absence of understory vegetation in a mixed conifer forest in northern
Cali fomia, Stenback and Congalton ( I 990) explored various combinations of TM bands.
Overall accuracy ranged from 55 to 69%, with Band 5 playing an important role in model
predictability.
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Landsat data are commonly used in ecological studies because they are available at
high resolutions (30 m). The disadvantages of TM data are high cost, accessibility, and
extensive storage needs . For large-scale analyses of land features , it may be more
efficient to use less expensive, lower resolution data, such as the 1.1 km resolution,
National Oceanic and Atmospheric Administration's (NOAA) advanced very high
resolution radiometer (A VHRR) (Loveland et al. 1991 ). Another advantage of A VHRR
is that it is available daily, giving a greater probability of having cloud-free coverage .
Foody and Curran ( 1994) noted this advantage when using remotely-sensed data for
estimating the extent of tropical forests. The most common feature of A VHRR,
specifically developed for vegetation analysis, is the normalized difference vegetation
index (NOVI) channel, which is a spectral index that distinguishes photosynthetic activity
of vegetation. It is derived from the visible and near-infrared spectral values, and
calcu lated as the difference between near-infrared and visible reflectanc es divided by the
sum of the two. For delineating tropical forest cover, NOVI was found to be positively
correlated with tree density (Foody and Curran 1994). The NOVI channel of A VHRR
has also been us ed most often to distingui sh phenological differences among vegetation
cover types at national (Loveland et al. 1991) and global scales (Defries and Townshend

l 994).
A limitation of remotely-sensed responses is distinguishing among similarites in
spectral signatures. To classify forest vegetation in the Great Lakes Region , Wolter et al.
( 1995) concluded that the integration of environmental variables, such as soil and
elevation, helped to discriminate among vegetation types having similar spectral signals.
Slope, aspect, and elevation clearly influence the distribution of tree species, and when
integrated with satellite data greatly improve classification accuracy (Strahler and Logan
1978). Specific techniques for combining ancillary data, such as digital maps and terrain
data, with Landsat images to classify vegetation are discussed in Hutchinson ( 1982).
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Stahler and Logan ( 1978), Frank and Thom ( 1985), Shasby and Cameggie ( 1986), Frank
( 1988) , and Homer et al. ( 1997) all incorporated topographical data with spectral data to
classify vegetation in mountainous environments . Stahler et al. ( 1979) developed a forest
classification and inventory system (FOCIS) that was based on the integration of
ancillary data with Landsat TM images and field data. The goal of FOCIS was to
generate estimates of timber volume by predicting the density of plant species per unit
area (pixel). Experimentation using FOCIS concluded that stratification of environmental
variables resulted in more accurate estimates of tree volume (Woodcock et al. 1980,
Franklin et al. 1986). Currently, the integration of remotely sensed data with ancillary
data is being explored in predictive models (Franklin 1995) for more accurate
assessments of forest attributes and changes .

Classification maps.- Numerous classification maps have been developed from
satellite imagery, with purposes ranging from delineating wildlife habitats and species
di stributi ons (Homer et a l. 1993) to stra ti fy ing fo rest reso urce estimates, mapping o ldgro wth fo res ts (Co nga lton et a l. 1993), and ana lyz ing g lobal land cover ( Lo ve land et a l.
199 l , Ne ma ni and Runnin g l 99 5). Homer and o thers ' ( l 99 7) vegetati o n cover map of
Utah , developed for the USDI Gap Anal ysis program, is an example of a classifi ed
vegetation mosaic incorporting satellite imagery, field training sites, and ancillary data.
The map was developed for predicting the potential distribution of wildlife species
(Edwards et al. 1995). The utility of the Utah Gap Analysis cover-type map for
predicting forest structure was further explored in this study.

Geographical information systems

Emerging about the same time as remote sensing data, GIS was introduced as a tool
for collecting, storing, and analyzing spatial data (Goodchild 1994). GIS has become an
important tool of forest management because of its flexibility in analyzing and presenting
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large-scale data sets. GIS-based forest research has included wildlife habitat analyses
(Isaacson et al. 1985 , Conway 1996, Stoms et al. 1996), habitat prediction (Breininger et
al. 1991 , Pereira and Itami 1991, Austin and Meyers 1996), biodiversity preservation
(Davis and Goetz 1990), assessment of habitat loss and fragmentation (G ustafson and
Crow 1994, Reed et al. 1996, Jorge and Garcia 1997), regional and global resource
quantification (S ingh I 990, Townshend et al. I 99 I, Mc Nulty et al. 1994), estimating
resource changes (Maclean et al. 1992), and assessment and prediction of forest fire
behavior (Chuvieco and Congalton 1989, Green et al. 1995). Some advantages of a GIS
are its ability to store georeferenced positions, to identify topological infom1ation for
spatial relationships, interpret vector (i.e., points, lines, and polygons) and raster (i.e.,
grid) data, and store and manipulate feature attributes (Koe ln et al. 1996). C urrentl y, a
large number of digital coverages and raster layers are available for man y areas at many
different resolutions , and the availability of digital coverages is increasing rapidly. The
avai lab lili ty of these data has led to increased cooperation among management agencies,
and increased timeliness and efficiency o f management decisions .

Validation

With the movement by management agencies toward ecosystem management and
large-scale assessments, it is necessary that representations of the landscape and
resources be accurate and precise. The advancement of geographic mapping too ls such
as GIS and remote sensing has made it possible to map extensive regions of the
environment in a single time-frame, and to overlay multiple thematic layers of data to
present landscape attributes . The development of spatial predictive models (Hastie and
Tibshirini 1990, Cressie 1991) has allowed for identification and classification of
unsurveyed landscapes by extrapolating information collected at a small scale and
presenting the distributions at a broad scale. Resource and habitat predictions are made
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possible in areas which would otherwise be very costly and time-consuming to field
survey and spatially map . Although extrapolation may successfully fill in the gaps
between points of known data, how accurate are the predicted representations of these
unsurveyed areas? Appropriate and cost-efficient quantitative assessments of accuracy
are needed to measure the precision of the predictive maps .
One method of validation includes the selection of field sites to ground-truth the
predictions of the model. Because field sampling is expensive, time-consuming, and
labor intensive, this method is frequently overlooked. The ground-truthing procedure
requires an unbiased sampling scheme which provides an adequate sampling size to
effectively check the predictions (Co ngalton 1988, Stehrnan 1992). By comparing
"actual" data collected in the field with the predicted information generated from the
spatial model , a measure of model accuracy ( e.g., percent accuracy) can be esti mated .
The most common procedure for this analysis is to produce an error or "confusion"
matrix (Story and Congalton 1986). The confusion matrix assigns a series of "yes" or
"no" responses to each cell in the matrix depending on the relationship of the predicted
value compared with the "true" value. An additional measure of error, recomm ended for
removing the probability of chance occurrences, is the Kappa statistic (Cohen 1960). The
Kappa (KHAT) statistic ranges in value from -oo to I and corresponds to the proportion of
agreement after the probability of chance is remo ved from consideration (Cohen 1960).
The Kappa statistic has also been used for statistically comparing error matrices, taking in
account omission and commission types of errors (Congalton 1991 ). Error matrices and
the Kappa statistic are particularly useful under the assumption that the data are nominal
and independent. In this study, the error matrix will be used to analyze discrete, binomial
data .
Determining the accuracy of predictions having continuous data is more complicated
than for binomial data because each value is not independent of the neighboring values.
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Therefore, the data cannot be objectively placed into error matrix categories. The
weighted Kappa was developed (Fleiss and Cohen 1969, Naesset 1996) to handle such
circumstances, where linear or custom weights are assigned to the components of the
error matrix , giving the diagonal values the most weight and the neighboring values
decreasingly less weight the further away they are from the diagonal. Although this
method recognizes continuous relationships between categories, there is still some bias
dividing the data into discrete cells. Other methods used include basic scatterplots
(Downing and Weber 1984), regression and root mean square error (RMSE) calculations
(Foody and Curran 1994), and general numerical comparisons (Mackey 1993). This
study uses scatterplots for a visual comparison and RMSE calculations for a statistical
companson.
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METHODS
Study Area

The model-building data set is a region of seven National Forest Ranger Districts
encompassing the east-west mountain range of the northern Utah Mountain Ecoregion,
referred to as the Uinta mountains (Fig. I a). The seven ranger districts include
Evanston, Kamas, Mountain View, Flaming Gorge, Ashley, Roosevelt, and Duchesne,
and together cover approximately 1,000,000 ha of forest. The Uintas are characterized by
their east-west orientation, running a length of 241 km with a width of 48 to 64 km.
Elevations range from 1,700 m to a high of 4, 114.2 m (King's Peak). The area contains
conspicuously deep, v-shaped canyons on the south-facing slopes and less pronounced
canyons on the north-facing slopes. The geology consists mainly of a sedimentary layer
of sandstone and limestone in the forested areas, glacial deposits in the valleys and
drainages , and Precambrian quartzite in the high eleva tion, exposed region s. The climate
consists of long winters and hi gh summer precipitati on, which is mainly a function of
eleva ti on, latitude, and storm patterns from th e wes t and the Gulf of Mexico, with local
effects from slope exposure and/or aspect (Mauk and Henderson 1984).
The distribution of vegetation is highly influenced by topographical position and
geographic location. Lodgepole pine (Pinus contorta) is the dominant vegetation type,
covering approximately 259,000 ha and ranging from 2,700 and 3,000 m elevation. As
elevation increases, lodgepole forests are gradually replaced by spruce-fir (Picea
enge!mannii-Abies !asiocarpa) forest types . These types are frequently interspersed with

large patches of wet and dry meadows. At elevations between 2,400 m and 3,000 m,
lodgepole is mixed with Populus tremuloides (aspen), with a few homogenous aspen
stands at lower elevations. Woodland forests of pinyon-juniper (Pin us edulis-Juniperus
osteosperma) are found at lower elevations on the northeastern slope and Gambel oak
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b. Evanston District

Fig. 1. The study area: (a) model-building data set (Uinta
Mountains); (b) validation data set (Evanston district). Points
represent data collection points.

(Quercus gambefli) forests occupy the western and eastern ends of the mountain range.
Other forest types include Douglas-fir (Pseudotsuga menziesii) on steep, protected slopes,
narrow leaf cottonwood (Populus angust1folia) stands in riparian zones at lower
elevations, limber pine (Pinus flexilis) in dry, rocky areas, and ponderosa pine (Pinus

ponderosa) forests on exposed slopes on the south side of the range (Cronquist et al.
1972). The understory vegetation consists of multiple layers of shrubs, forbs, and
grasses, with low plant species diversity and richness in dense lodgepole stands and a
greater diversity in more open aspen stands. Human impacts on natural successional
processes within the Uinta range include timber management and wood collection, fire
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suppression, intensive grazing, recreation, and intensive harvesting of lodgepole pine
forests by railroad tie hackers in the early l 900's.
Field val idation data were collected in the Evanston Ranger District, located on the
northwestern slope of the Uinta Mountains (Fig. 1b ). Elevation in the district ranges
between 2,500 and 3,000 m. The vegetation is characteristic of the Uinta mountain range
with the exception that Douglas-fir, ponderosa pine, oak, and pinyon-juniper forest types
are absent. Common shrub species include bigtooth maple (Acer grandidentatwn).
serviceberry (Amelanchier alnifolia), bearberry (Arctos taphylos uva-ursi), big sage brush

(Artemisia tridentata), mahogany (Cercocarpus spp.), common juniper (Ju niperus
communis), oregon grape (Mahonia repens), currant (R ibes spp.). red elderberry
(Sambucus racemosa), snowberry (Symphoricarpos oreophilus). and whortleberry
( Vaccinium spp.) .

Data set
Response variab!es .-Forest attribute data were extracted from the U.S. Fo rest Service
Rocky Mountain Research Station, interior west reso urce inventory, monitoring, and
eval uation program (IWRIME) database. IWRJME conducted a comprehensive resource
inventory of all forested areas in Utah from 1990 to l 995. Forest inventory and analysis
(FIA) data were collected using a two-phased sampling procedure. In the first phase,
points were systematically located on aerial photography in 1,000-m increments ,
following the universal tranverse mercator (UTM) coordinates. The points were
classified as forest or non-forest, with forest being further specified as conifer, hardwood,
or woodland types . The second phase of the inventory included a field visit to forested
points at 5,~00-m intervals (~3 miles) . In the Uinta Mountain Range, points within nonwilderness, national forest lands were visited at intervals of 2,500 m. Field plots were
placed and monumented at each forested point and data collected for a number of forest
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parameters. The field plots consisted of a cluster of five variable-radius subplots
encompassing approximately one acre (0.4 ha) of forest.
Five forest attributes were chosen as reponse variables for this study : two binomial
(forest presence and lodgepole pine presence) and three continuous variables (live basal
area, percent shrub cover, and snag density) (Table I). Forest was defined as land, an
acre (0.4 ha) or more in size, having at least I 0% of the area in trees now or in recent
past. A location was classified as lodgepole forest type when the majority of tree cover
in a forested site was lodgepole. Live basal area was calculated from measured diameter
at breast height (DBH) of timber trees 1.0 inch (2.54 cm) or greater DBH, and a sum of
diameter at root collar for woodland trees> 3.0 inches (7 .62 cm) . Percent shrub cover
was derived from total shrub cover of three different height classes, calculated by
summing the midpoints of each specified cover class(< 5%, 5-25 %, 25-50%, 50- 75%, or
75 -100% ) measured in the field . Snag density was a measure of salvable and nonsalvabl e
timber snags >4 inches DBH , per acre (0 .4 ha) plo t. Snags were counted within a 25.3 m
radiu s ( .5 ac re) and multiplied by 2 fo r an ac re (0.4 ha) estimate . For furth er in fo rmati on

Table I. Summary of response variables. Data collected from 0.4 ha-size plots
(USDA Forest Service 1993 ).
Forest Attribute

Type

Description

Distribution

Forest Cover

Binomial

> I 0% stocking (>61 m wide)

P = 0.77+

Lodgepole Cover

Binomial

Majority of forest cover

P = 0.31

t

Basal Area (m 2/hect.)

Continuous

Area of trees
(Trees> 2.5 cm DBH)

Range : 0 to 70
Median: 16

Shrubs(% )

Continuous

Sum of total cover from
upper, mid, and lower layers

Range: 0 to 92
Median : 15

Snag Density

Continuous

Total salvable and non-salvable
(Snags> 10.2 cm DBH)

Range: 0 to 248
Median: 5

+Proportion of model-building points that include forest and lodgepole presence, respectively.
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on FIA sampling and measurement procedures a\ccuracy standards, and other sampled
parameters , refer to USDA ( 1993 ).

Explanatory variables.-The selection of e.plianatory variables for the model was
based on a priori ecological assumptions and 1ubJ1ished literature on vegetation responses
to environmental gradients , and the availabilit_ 0 1f appropriate digital coverage within the
study area. Each initial model included a clim1te: variable (total annual precipitation) ,
four topographic variables ( elevation, aspect, sope, and geology), three geographical
location variables (UTM easting and northing oordinates and a discrete variable of
ranger district), and one of three types of sate!! te spectral data (A VHRR-NDVI, Landsat
TM , or a classified Landsat TM-based vegetati)n cover map) (Table 2).
Precipita tion data were derived from coarse sc.ale National Weather Station (NWS)
and Snotel prism climate maps (N . ZimmermaJll1, personal communication). Elevation,
and derived aspec t and slope data we re extracted from the Defense Mapping Agency

Table 2. Summary of ex planatory variable ()igital data within the GIS).
\ ·arnblc

Type

Resol uti on

Elev (m)
As p ( 0 )
Aspl

Continuous

90 m

Continuous
Nominal
Continuous
Continuous
Continuous

90
90
90
90
90

Asp2
Asp3
Sip( %)
Precip (mm)
Geo !
Geol(T)
Geol(N)
Geol(R)
GAPveg
AVHRR
TM
East/North
District

m
m
m
m
m

1:500,000
Nominal
Nominal
Nominal
Nominal
Continuous
Continuous
Continuous
Nominal

90m
1000 m
30m

Source
DM,\
Denved from DMA
Relative annual so lar radiation (Swift 1976)
9 ca(egories (9 =slopes< 5% )
Rad /wetness index (Roberts and Cooper 1989)
Derived from DMA
Denvecj from NWS and Snotel prism (Z immermann,
personal communications)
Hintze ( 1980)
T imefr:ime (3 classes)
N utrier,ts (3 classes)
Roel< 1ype (2 classes)
G At Analysis (Homer et al. 1997)
NOM(June 1990)
La nclsai TM mosaic
UTiv1 Easting and Northing coordinates
N atiom.l Forest Ranger Districts (7)
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(OMA) digital elevation models. Azimuth in degrees was transformed into three
different variables . The first variable (Asp I) was derived from a look-up table of slope
and aspect normalized at 41 degrees latitude, proviJing estimates of relative total annual
solar radiation (Swift 1976). The second variable (Asp2) was a nominal variable
separated into categories of degrees . The categories range from I to 9, with category I as
north-facing aspect, moving clockwise to category 8 at northwest aspects. Category 9
includes slopes less than 5%. The third aspect variable is a symmetric radiation wetness
index transformed from aspect degrees (Roberts and Cooper 1989).
The geology data were obtained from a digitized coverage of a I :500,000 stable base
mylar (Hintze 1980). There were 3 7 different geologic features within the Uinta
Mountain Range . Three different variables were developed from the geology coverage
by combining features into classes based on nutrient quality (sandstone and limestone;
a lluvial ; and sedimentary), different time eras (Precambrian ; Mississippian to Euocene;
and Alluvium ), and rock type (sedimenta ry ; alluvial) . Class ification summaries for
geology a re pro vided in Appendix A I .
The geographi c location o f the po ints was represented by the UT M easting and
northing values . The last variable was a discrete variable with seven components
representing the seven different districts (Appendix A2) . Although not ecologically
defined, the districts have characteristic boundaries which are associated with
geographical features .
Three types of satellite data were compared in this study: TM-based classified
imagery, A VHRR-NDVI, and Landsat TM. The TM-based, classified map of 36 classes
was developed from a georeferenced mosaic of TM scenes (see Homer et al. 1997 for
details) . For this study, these 36 classes were reclassified to match FIA forest type
classes, resulting in total of eight categories (Appendix A3 ). A binary variable of forest
and non-forest types was also classified for use in the model predicting forest
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presence/absence. The second model used the A VHRR-NDVI as an input. The U. S.
Geological Survey, EROS Data Center at Sioux Falls, South Dakota, has made available
cloud-free mosaics of A VHRR spectral data for the entire conterminous U. S. since 1990.
The A VHRR-NDVI is a normalized difference vegetation index (NOVI) composite from
NOAA-I I A VHRR daily observations in the 1990 growing season. The NOVI index is
commonly used for discriminating vegetation types at large scales. The TM data were
extracted from the georeferenced TM mosaic base of a classified vegetation cover-map of
Utah (Homer et al. 1997). Only bands 3 (red), 4 (near-infrared), and 5 (mid-infrared)
were used in the TM-based models. Visible bands, I and 2, and mid-infrared band 7
were highly correlated with these bands and were removed from the analysis.
Each digital coverage was rescaled within the GIS to a cell-size of 63.6 m ( I acre),
using the cubic convolution algorithm for the continuous data (OMA data, precipitation,
temperature, A VHRR, and TM data), and the nearest neighbor algorithm for the discrete
data (geology, the classified cover-map, and district), in order to correspond with the
resolution of the forest inventory data. Although this did not change the resolutions of
the respective coverages, it allowed the prediction and va lidation values to be represented
equally.

Model development

All digital coverages were transformed to grid formats in a GIS and calibrated to have
the same number and size of cells, and boundary coordinates. The 447 model-building
points were intersected through each layer and the value at each cell extracted for use in
modelling. The specific commands are provided in Appendix B 1.
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The matrix of data generated from the GIS was entered into S-plus for statistical
analyses. The S-plus GAM functi on was used to generate relationships between each
response variable (Table I) and th e explanatory variables (Table 2) . For the binomial
response variabl es of forest and lodgepol e prese nce, a logit link [µ=log(µ/!-µ) ;
cr=µ(l-µ) /n] was used to transform the mean of the response to a binomial sca le. For the
continuous va riables , the Poisso n link [log(µ); cr=µ] was used to transform the data to th e
scale of the response. A loess smooth ing function (Venables and Ripley 1997) was
chosen to summarize the relationship between the predictors and the response. The loess
smoother fits a robust weighted linear function to a specified window of da ta (Venables
and Ripley 1997). In this study, the default (0 .5) window size was used for all smoothed
functions.
Partial residuals were graphically exp lo red fo r unusual patterns and outliers and the
major outliers were removed from the analyses . The funct iona l re lationships betwe en
each exp lanatory variable and the res pecti ve res ponse variables were then ana lyzed for
potential parametric fits (Hastie and Tibshirani 1990, Yee and Mitchell 1991 ). If a
potential parametric fit exi sted, piecew ise a nd second - and third-order pol ynomial
functions were fit to the data and assessed based on the relative degree of c han ge to the
residua l deviance (Cressie 1991 ). The piecewi se functions req uire a prechosen placement
of "knots" or breakpoints within the range of th e data at points where the relationships
distinctively changed. The knots split the data into separate sec tions. A regression model
is fit to each piece of data and joined at each respective knot (C hambers and Hastie
1992). For this analysis, only variables with one distinctive breakpoint were fitted , with
the node specified from graphical characteristics.

1
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All explanatory variables, including all potential parametric fits , were run through a
stepwise procedure to determine the best fit model for prediction (see Chambers and
Hastie 1992). ln the stepwise procedure, all combinations of variables were compared
based on an Akaike's information criterion (AIC) value, where AIC = D + 2dfq>, Dis the
Deviance, df is the effective degrees of freedom used in fitting the object, and q> is the
number of parameters in the model. A percent deviance reduction (D2) was also
calculated for each model, representing the percent of deviance explained by the
respective model. D2 is similar to R2 in regression (Yee and Mitchell 1991). To
determine the effects of different sources of satellite data, three stepwise procedures were
performed for each forest attribute, each having the same set of explanatory variables but
with a different type of satellite data .
One limitation of smoothed functions obtained from GA Ms is their inability to
extrapolate outside the range of the data used to build the model. To handle this problem,
values of the validation data set that were outside the range of the model-building data set
were assigned the maximum/minimum value of the respective variable in the modelbuilding data set.
Model validation

An independent set of data was collected in the field and compared to model
predictions using error matrix analyses for the discrete, binomial responses ( forest and
lodgepole presence) and mean square error calculations for the continuous responses
(basal area, percent shrub, and snag density) . A systematic grid of 3000-m intervals was
applied to the Evanston District and used to select validation sites. A 3000-m interval
was selected based on an estimate of the maximum amount of data that could be collected
during one field season. The grid was randomly placed within the district boundary and
field validation data were collected from a total of 96 points covering national forest,
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state, BLM, and private lands (Fig. I). The points were identified on topographic maps,
transferred to aerial photographs, and identified as forest or non forest. The points
classified as forest were located on the ground using topographic maps and aerial
photographs . FIA parameters were measured using the standard FIA plot design and
measurement procedures (USDA 1993). At each field validation point, a GPS reading
was taken and geographical position determined .
Error matrices were generated for forest and lodgepole presence to compare the model
with the field-validated reference data. The proportion correctly classified (PCC) was
calculated by dividing the sum of the diagonal values of the error matrix by the total
points analyzed. A measure of randomness, the kappa statistic (KHAT) (Cohen 1960),
was calculated to look at the effects of omission and commission errors (Appendix B2).
The KHAT value ranges from -oo to I, with more accurate values closer to I and more
confused val ues closer to -oo. The output generated from the binomial response models
was probability values scaled from Oto I, with predictions closer to I indicating a greater
chance of forest and lodgepole presence. The common procedure is to classify values
greater than 0.5 as "present" and va lu es less than 0.5 as "not present." This study
analyzed the effect of specifying particular cutoff points. Nine error matrices were
generated based on a sequence of points from 0.1 to 0.9 (Appendix Cl and C2). The
proportion correct and KHAT were computed for each matrix and plotted on the same
respective graphs. To compare the effects of the different satellite data to the accuracy of
the models , statistical Z-tests for the proportion correct and KHAT results were analyzed
using a cutoff of 0.5.
For the continuous response models, scatterplots were generated of field vs. predicted
values to show, visually, the distribution of error, and a root mean square error (RMSE)
was calculated for a statistical estimate of model variance. An F-test (Zar 1996) was used
to compare the RMSE from the models with different satellite data .
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RESULTS

BinatT Responses
The stepwise selection procedure explained an average of 32% of the deviance for the
forest presence models and an average of 3 I% of the deviance for the lodgepole presence
models with all procedures, except for the forest TM-classified model , selecting both
smoothed and parametric fits (Table 3). For both forest and lodgepole responses, the
models including TM data had the lowest AIC va lue. For the lodgepole presence models ,
the highest percent deviance reduced (0 2) was also from the model including TM data,
but for the forest presence models, the hi ghest 0 2 was from the mode l including TMclass ified data (Table 3). In general, the models including TM data and the model s
includi ng TM-classified data had similar results, with a difference in 0 2 of less than 3%.
The models including A VHRR data were relatively not as fit with a 02 more than 7%
less than the average TM and TM-cl ass ified 0 2 values (Tab le 3).
Both TM and TM-classified data were se lected as signifi cantly contrib utin g to the
respective forest and lodgepole presenc e mode ls, whereas the A VHRR-NOVI variable

Table 3. The results of the stepwise procedures for binomial response
variables , comparing the effects of adding TM, A VHRR, and TMclassified data. Bold-faced AIC and 0 2 values indicate best-fit models.
Forest
Attribute

Satellite
Data

AIC

Forest
Presence

TM
AVHRR
TM-classifed

164.65
199.22
169 .05

34.9
26.8
36.6

lo(TMS), trpw(E lev,3200), Geo l(N)
trpw(E lev,3200), lo(Precip ), Geol(N)
GAPveg, poly(Elev.2 ), trpw(Slp, 19)

198.87
272.62
210.06

36.3
27. 1
33.3

poly(TM4,3), poly(Elev.2), Geol(N)
poly(Elev,2), lo(East), Geol(R)
GAPveg, poly(Elev,2), lo(East), Geol(R)

Lodgepole TM
Presence
AVHRR
TM-classified

02

Environmental Variables

poly-polynomial of order specified in parentheses
trpw- piecewise polynomial with node placement specified in parentheses
lo-loess smoothing function with default window soan of 1/2
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was excluded from each selected model (Table 3). Elevation and geology were selected
as significant in all models of forest and lodgpole presence except for the TM-classified,
forest presence model, where geology was replaced with the slope parameter. Other
significant variables included precipitation in the forest presence models and the UTM
easting variable in the lodgepole presence models (Table 3) . For the forest presence
response, the TM model was similar to the A VHRR model , except the precipitation
component was replaced by the TM Band 5 (mid-infrared) variable, resulting in an
increased reduction of deviance of over 8% (Table 3). The probability of forest presence
was found to be greater at decreasing values of TM Band 5 data, elevations less than
3200 m, and on shale and alluvial substrates (Fig. 2a).
For the lodgepole presence response, the TM-classified model was similar to the
lodgepole A VHRR model with the addition of TM-classified data, resulting in an
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Fig. 2. Explanatory variables selected from the stepwise procedures as significantly
contributing to the respective binomial response variables (see Table 4). Each plot
shows the relationship of the fitted function to the response and scaled to average zero.
The plots include approximate 95% pointwise standard error bands. At the base of
each plot is a univariate histogram (rugplot) showing the distribution of each
observation. (a) Forest presence TM model. (b) Lodgepole presence TM model.
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increased 0 2 of 6.2% (Table 3). The TM model was also similar to the AVHRR model
except the UTM easting varialbe selected by the A VHRR stepwise procedure was
replaced by the TM Band 4 (near-infrared) variable, resulting in an increased 02 of 9.2 %
(Table 3 ). The probability of lodgepole cover was found to be highest at decreasing
values of TM Band 4 data, elevations between 2500 and 3200 m, and on alluvial
substrates (Fig. 2b ).
Continuous Responses

For all continuous responses except the AVHRR snag density model, all variables
were selected as additively contributing to the model predictions (T 1ble 4, Fig. 3) . For
the snag density model, the only variable not included was geology. Similar to the
binomial response models , both parametric and smoothed functions were selected as
significant in each model, and the stepwise procedures having TM data had the lowest
AIC values. The percent deviance redu cti on was high est for the model including TM
data for snag density and the model s including TM-class ified data for basal area and
shrub cov er. For the basal area model s, th e D2 fo r th e model including AVHRR data was
again relatively much lower than the models including TM and TM-classified data . The
02 values for the shrub cover and snag density models, on the contrary, were all similar

(Table 4).
The relationship of elevation to basal area and snag density corresponded with the
probability of forest lodgepole presence, with high values peaking between 2500 and
3200 m, whereas shrub cover gradually declined with increasing elevations (Fig. 3). TM
Bands 3 and 4 followed similar trends for each continuous response, while TM Band 5
values slightly declined with increasing basal area and increased with shrub and snag
densities. The relationship of slope with basal area and snag density followed similar
decreasing patterns, where as the relationship of slope with shrub cover had a slightly

J--i
Table 4. The results of the stepwise procedures for continuous res ponse variables,
comparing the effect s of adding TM , AVHRR, and TM-class ified data. Bo ld-faced
A IC and o2 va lues indicate best-fit models .
Satel li te
Forest
Attribute Data
Basal
Area

TM

D2

8618.43

43.3

AVHRR 111 98.68

29.6

TMclassified

906 1. 87

45.0

2983.90

30.7

AV HRR

3141.72

30. 1

TMclassified

3085. IO

32.l

TM

4263.49

43.5

AV HRR

4640.72

39.9

TMclassi tied

4606.32

41.1

¾ Shrubs TM

Snag
Density

AIC

Environmental Variables
lo(TM3 ). lo(TM4), lo(TM5 ), trpw(Elev.3200), trpw(Slp , 19).
lo(Asp I), lo(East), lo(North ). poly(Precip,2), Geo l(N). District
lo(A VHRR), trpw(Elev,3200), lo(S lp ), Asp2. pol y( East.3 ).
poly(North,3), poly(Precip,2). Geo l(N), District
GA Pveg. trpw(Elev,3200). lo(Slp). lo(Asp I), lo(East) ,
poly(North,3), poly( Precip,2). Geol(T) , District
lo(TM3), lo(TM4), lo(TMS), lo(E lev ), lo(S lp ), poly(Aspl.2).
poly(East,3 ), lo(North), poly(Precip,2), Geo l(N), District
lo(AVHRR) , lo(E lev), lo(Slp), poly(Aspl ,2), poly(East.3).
poly(North,3), lo(Precip), Geo l(N ). District
GAPveg, lo(Elev). lo(Slp), poly(Asp 1,2), lo(East), lo(North ).
poly(Precip,2), Geol(N), District
lo(TM3), lo(TM4), lo(TMS), poly(E lev,3), lo(S lp ), lo(Aspl).
poly(East,3), lo(North), lo(Precip), Geo l(R), District
lo(A VHRR), poly(Elev,3 ), lo(Slp ), lo(Asp I). poly(East,3 ).
lo(North), lo( Precip). District
GAPveg, poly(Elev,3), lo(S lp), lo(Asp l), po ly(X ,3), lo(Y/,
lo( Precip,2), Geo l(T). District

poly-polynom1al of order specified in parentheses
trpw- p1ecew1se polynomia l with node placement specified in parentheses
lo-loess smoothing function with defa ult window span of l/2

differen t pattern with an initial increase up to 18% (F ig. 3 ). Precipitation tended to ha ve
a greater increasing effect on basal area relative to shrubs and snags. Geology was
different in each case with basal area greatest on alluvial substrates, shrub cover greatest
on shale substrates , and snag density greatest on sedimentary rock types.
The geographical location (UTM coordinates) also showed significant relationships to
forest attributes within the Uinta range, with basal area higher at the northern and
southern extremes of the mountain range, shrub cover higher at mid-latitude zones of the
mountain range, and snag density higher on the western edge of the range. The district
variable showed similar responses as the UTM coordinates with high basal area in
districts on the north slope; high shrub cover in Mountain View, Flaming Gorge, and
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Fig. 3. Explanatory variables selected from the stepwise procedures as significantly
contributing to the respective continuous response variables (see Table 4). Each plot
shows the relationship of the fitted function to the response and scaled to average zero .
The plots include approximate 95 % pointwise standard error bands. At the base of each
plot is a uni variate histogram showing the distribution of observations: (a) Basal area.
(b) Perc ent shrub cover. (c) Snag density.
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Vcmal districts; and high snag density in Kamas and Duchesne districts on the western
end of the range.

Validation
Binomial response.-Accuracy of the models predicting forest presence was high .
Us ing different classification cutoff values had little effect on the PCC , while showing
more dramatic fluctuations for Kappa results (Fig. 4 ). The average PCC of the model
including TM data was 82 . 1%. The KHAT values ranged from 0.22 at the 0. 1 cutoff
value to 0.64 at cutoff value of 0.8. For the model including A VHRR data, the average
PCC was 79.2%, with KHAT values ranging from 0.25 at 0.9 cutoff up to 0.47 at cutoff
of 0.6. The model including TM-classified data had an average PCC of 83. I%. The
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Fig. 4 . Distribution of the proportion correctly classified cells (PCC) and KHAT
values at 0.1 interval cutoffs for presence of forest cover: (a) TM-classified.
(b) AVHRR. (c) TM.

KHAT values ranged from 0.32 at 0. 1 cutoff up to 0.67 also at cutoff points of 0. 7 and
0.8 (Fig. 4) . Using 0.5 probability cutoff point, the PCC of the model including TM data
was 86.5% with a KHAT value of 0.58, the PCC of the A VHRR model was 82.3% with a
KHAT of 0.43, and the PCC of the model including TM-classified data was 85.4% with a
KHAT of 0.54 (Fig.4). Comparing results at the 0.5 probability cutoff, the Z-score
showed no sign ificant differences between :my o f the models (Table 5).
For the models predicting lodgepole presence, the accuracy was, again, hi gh. The
PCC results, again, showed little effect when using different classification cutoff values,
while KHAT fluctuated somewhat between the 0.2 and 0.6 cutoff points. The average

Table 5. Binary model comparisons using estimates of PCC
and Kappa (KHAT) using 0.5 cutoff points .
Z-Score
KHAT

Forest Anribute

Model Comparison

PCC

Forest Presence

TM and AVHRR
AVHRR and TM-classified
TM and TM-classified

-0.5893
0.1910
-0.3988

-0.9538
0.2180
-0.7259

Lodgepole Presence TM and A VHRR
AVHRR and TM-classified
TM and TM-classified

0.0000
1.3522
1.3522

-0. 1830
2.1333*
1.9635*

* p < 0.05
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PCC of the model including TM data was 66.8% with KHAT ranging from 0.02 at the 0.9
cutoff value to 0.49 at cutoff of 0.2. For the model including A VHRR data, the average
PCC was 66.1 % with KHAT values ranging from 0.00 at cutoff values of 0.8 and 0.9 to
0.43 at the 0 .3 cutoff point. The model including TM-classified data had an average PCC
of 71 . 1%. The KHAT values ranged again from 0.00 at 0.9 cutoff up to 0.56 also at
cutoff point 0.5 (Fig. 5). Using the 0.5 probability cutoff point, the PCC of the model
including TM data had a PCC of71.9% with a KHAT value of0.38, the AVHRR model
also had a PCC of71.9% but with a KHAT of0.37, and the model including TMclassified data had a PCC f 80.2% and a KHAT of 0.56 (F ig. 5) . When comparing 0.5
probability cutoffs, the TM classified model, again, had the greatest accuracy, with
significant differences between TM-classified and AVHRR models , and between TMclassified and TM models (Table 5).

Continuous Response.-For the models predicting basal area, the RMSE va lues
ranged from 69.77 ft2/acre ( 16 .02 m 2/ha ) for the AVHRR model to 60.72 ft2 .facre ( l 3.94
m2/ha) for the TM-classified model (Fig. 6a). The dotted lines represent a deviation of±
50 ft2 /acre ( l I .48 m2/ha) of basal area from a perfect co rrelation o f predicted values vs.
field reference data, an approximate deviance of 15 %. Sixty-three of the points fell
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50 ft2 /acre ( 11.5 m2/ha) for the TM model, 55% for the A VHRR model , and 6 7% for the
TM-classified model. Significant differences were found between A VHRR and TM
models and between TM classified and raw TM models (Table 6).
There was little difference between RMSE values for the models predicting shrub
cover, with values averaging 13.8%. Here, the dotted lines represent deviance of± 15 %
from a perfect correlation. Seventy-five percent of the points fell within± 15 % cover
using TM data, 77% for the A VHRR model, and 75% for the TM-classified model (Fig.
6b.) . No significant difference were found among the models using different satellite
data (Table 6).
The RMSEs for snag density ranged between 18 .09 snags for the TM model and 20.16
snags for the A VHRR model (Fig. 6c ). The dotted lines, in this case, represent± l 5
snags (-15%) from a perfect correlation. Forty-nine percent of the points fell within this
range using TM data, 41 % including A VHRR data, and 54% with TM-classified data .
The model including A VHRR data had a significantly higher RMSE value than the model
including TM data (Table 6).

Table 6. RMSE co mparisons usin g F-Tests
for continuous response models.
Forest Anribute

Model Comparison

F

Basal Area

GAP and A VHRR
AVHRRand TM
GAP and TM

I.IS*
I. IO*
l.04

Shrubs(%)

GAP and A VHRR
AVHRRand TM
GAP and TM

l.01
1.02
l.03

Snag Density

GAP and A VHRR
AVHRRand TM
GAP and TM

l.09
I.I I*
l.03

* p < 0.05
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DISCUSSION

"The key obsrac!e limiting the derivation of belier models continues
to be our poor knowledge of how nature works at the functional level.
But this is a dilemma of science, not simply modeling"
-Hall and Day 1990

Generalized additive models

GAMs were found to be powerful tools for detecting and fitting relationships to nonlinear, non-normal variance structures. It is clear that vegetation communities do not
exhibit "normal" patterns of di stribution throughout the environment (A ustin et al. 1990,
Austin et al. 1994); therefore, predictability is dependent on the flexibility and capability
of analysis procedures (e.g., ordination and linear regression models) . GAMs do not
make a priori assumptions about underl yi ng relationships , thus allowing the data to dri ve
the fit of the model instead of the model driving the da ta . The graphical nature of GAMs
al lows the o ppo rtunity to visua lize the additi ve contribution of each va riabl e to the
respect ive res ponse using smoothed functions (F ig. 3). Smoothed functions are ca pabl e
of fittin g unusual va rianc e patterns such as skewness and bimodality that is often
overlooked with standard analysi s procedures (Austin and Noy-Meir 1971 ).
A limita'lion of GAMs encountered in this study was the lack of extrapolation abilities
for smoothed functions. As suggested by Hastie and Tibshirani ( 1990) and Yee and
Mitchell ( I 991 ), parametric functions were fit to the model whenever the data were
"statistically allowable," thus allowing extrapolation ability . GAMs, again, were found to
be powerful exploratory tools for detecting simple, linear relationships as well as
complex patterns, and were flexible for integrating parametric and nonparametric fit
functions in the models. Such models are generally referred to as generalized partially
additive models (McCullagh and Nelder 1989).
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The stepwise model selection routine explained an average of 32.5% of the deviance
for the binomial response models and an average of 37 .3% of the deviance for the
continuous response models. This low explained deviance is similar to results from other
studies modeling vegetation ( e.g., Yee and Mitchell 1991 , Bio et al. 1998), and may be a
limitation of our ability to model the complexities of vegetation distribution . The
advantage of using an automatic selection procedure is that one can analyze many
combinations of variables within a relatively short time period. The stepwise procedure
was also efficient for determining the best-fit relationships between the predictor
variables and the response variables, including linear and smoothed fits . All models,
except the TM-classified forest model and the raw TM lodgepole model, included at least
one smoothed function as a predictor va riable. This supports findings of other studies
(A ustin and C unningham 1981 , Austin 1987, Margules and Stein 1989, Leathwick and
Mitchell 1992), where relationships of env ironmenta l gradients to vegetation responses
did not fit the normal , Gaussian distribution.
The major disadvantage I found using an automatic stepwise procedure was the
difficult y determining the variab les that contribu ted the greatest to the model 's fit. This
was a particular limitation when building the models for the continuous response
variables. In all but one of the continuous response models, all predictor variables were
selected as significant contributors to th e fit of the model. Although adding all variables
improved the fit of each model, parsimony and ecological implications were lost. An
alternative would be to sacrifice efficiency and look at the additive effect of each
variable, one at a time, to the amount of deviance reduced.
Elevation was found to be significant in all models. This is not surprising in a
mountainous environment, where elevation, a surrogate for moisture and temperature
gradients (Barbour et al. 1987), is the driving mechanism for vegetation distributions.
The limitation of using an elevation gradient as a predictor variable is that the vegetation
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response is limited to the characteristics of the species' local environment (Austin et al.
1984, Austin and Smith 1989). Therefore, the model 's effectiveness should be cautioned
when applying to environments outside the Uinta mountain range.
The forest presence models indicated the additive importance of geologic features
(nutrients) and moisture variables, such as total annual precipitation or spectral signatures
of moisture (TM Band 5), along with elevation. This is consistent with general plant
ecology theory that the essential environmental gradients influencing vegetation
production are moisture, temperature, and nutrients (Ba rbour et al. 1987). The difference
in the models predicting lodgepole cover from the forest presence models was the added
significance of variables of geographical position (UTM Easting coordinates) and band 4
(near-infrared) of the TM data in the lodgepole presence models . TM band 4, which
characteristically discriminates green biomass, was a better predictor for lodgepole than
the moisture-related TM spectral band 5 (m id-infrared), which was significant for
predicting forest cover, suggesting the influence of dense conifer foliage.
The distribution of basal area, shrub cover, and snag density within the Uinta
Mountain range appeared to be related to all environmental va riables specified in the
stepwise procedure. Questions remain on the magnitude of forest attribute response to
each environmental gradient and whether variables not represented in this study are
affecting vegetation structure. Other considerations include the impact of the human
population on forest diversity. Human intervention has introduced fragmentation of
vegetation communities from roads and clear-cuts and extensive habitat and diversity loss
from human development, timber management, wildfires, and livestock grazing. These
disturbances strongly affect vegetation composition and weaken the relationship between
predicted forest attributes and actual attributes.
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Satellite data

Spectral data are capable of discriminating different vegetation types and densities,
vegetation health, moisture levels , and nonvegetated regions, and are available at
different resolutions and costs. This study compared the effects of adding a high cost,
TM-based, classified cover map with medium-cost raw TM spectral bands, and an NOVI
index map of low-cost A VHRR data. Overall, the A VHRR-NDVI component did not
contribute to the model-building process as much as the classified or raw TM data, and
had lower accuracy when compared with validation data points within the Evanston
district. Statistical evidence was found in support of this statement for responses of
lodgepole, basal area, and snag density. For the lodgepole presence models, the A VHRR
model had significantly lower KHAT results than the TM-classified model, and for basal
area and snag density responses, the models including A VHRR had significantly higher
RMSE values than both TM and TM-classified models . There were very little
differences between the models including TM data and the models including TMclassified data. For all response variables, the deviance reduction (0 2) differed by less
than 3%. Also, there was no statistical evidence showing differences between TM and
TM-classified models, except for the lodgepole presence model, where the TM-classified
model had a significantly greater KHAT value than the model including TM data.
Spectral values influenced by shadows or extreme moisture differences may actually
detract from useful information for prediction. In a classified map, these values are
discriminated by ecological characteristics and nearby pixels and therefore enhance
information extraction from the raw spectral data. This may be a reason why the TM
models were not as accurate as the TM classified models. Also, only three TM spectral
bands (3, 4, and 5) were included in the TM models for this study, whereas the TMclassified cover map included all six bands (I, 2, 3, 4, 5, and 7) for classification
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procedures . Questions remain on the effects of using different bands or combinations of
bands in the model. For example, Franklin ( 1986) found significant relationships
between visible reflectance bands (bands l , 2, and 3) and stand basal area and leaf
biomass for coniferous vegetation. Ahem ( 1992) found significant relationships between
bands 7/4 and spruce-fir volume. Strahl er et al. ( 1979) used a "textured" band 5 variable
for discriminating forest vegetation types. Unfortunately, GAMs are not effective at high
dimensions, thus adding many variables simultaneously should be explored with caution.
In sum, the type or resolution of satellite data to use is dependent on the particular
research question and the scale of information and results desired. A VHRR can provide
some information at a very low cost while TM data can provide a greater amount of
information for a much greater cost and storage space. Classified imagery provided
slightly more information in this study than the raw TM data but not nearly enough to
make it cost-effective to produce. The availability of additional coverages should also be
considered when determining usefulness of satellite data . For example, for the Uinta
Mountain range, a highly topographic region, the add ition of satellite data was not as
important as the elevation variable.

Validation
Validation was undertaken to determine how well models built with large-scale data
sets predict forest attributes at local scales. In theory, if the accuracy is high at local
scales, the accuracy will remain high at larger spatial scales. The limitation of this
validation design is that overall accuracy values are only applicable for the extent of the
validation data set (i.e., Evanston Ranger district, see Fig. I), with the assumption that the
model is just as accurate throughout the model-building data set. This is a trade-off for
learning model constraints at a local level.
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Assessing the overall accuracy of the model's predictions was not without questions.
For validating discrete data sets, the usual calculation of PCC does not always tell a
complete story. Although PCC provides a measure of overall accuracy, it does not
provide infonnation about omission and commission errors included in the predictions.
This study included coinciding Kappa (KHAT) values, which provided a measure of
randomness in the data and thus incorporated omission and commission errors, as well
(Cohen 1960). In general, the accuracy of forest and lodgepole presence models was
high. The highest overall accuracy (at 0.5 cutoff points) for predicting forest presence
was 86.5% including TM-classified data, with

:1

KHAT of 0.58. For predicting lodgepole

presence, the highest overall accuracy was 80.2% with KHAT of 56.0, also using TMclassified data. The distribution of bias in the model's predictions was examined by
plotting the proportion correct and KHAT values at different classification cutoff points.
The results showed a stable trend for PCC results and for most of the models an
increasing trend of KHAT values , peaking at cutoffs greater than 0.5 probability. This
indicated patterns of overpredictions in each model.
Error matrix calculations work well for discrete data types , but are not appropriate for
analyzing continuous data. The RMSE provided a statistical measure of model variance,
averaging 64.58 sq. ft. for basal area, 13.80% for shrub cover, and 18.98 for number of
snags . The scatterplots of field reference vs. prediction showed the distribution of error
in the data. In general, the models tended to underpredict at high values of basal area,
shrub cover, and snag density and overpredict at locations sampled as having no forest
cover (Fig. 6).

Sources of Errors
A downfall of large-scale spatial models is the assumption that all the data going into
the model are correct. Therefore, it is not clear whether model accuracy is a function of
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the model itself, or the data going into the model. Most available digital data have not
had accuracy assessments, and therefore have unknown errors included. Thapa and
Bossler ( 1992) describe three classes or errors that are common in spatial data : primary,
secondary, and nonquantitative errors. Primary errors include human error, instrumental
errors , and random errors. Secondary errors consist of compilation, generalization , or
digitizing errors, and nonquantitiative errors include mislabeling or misclassifications.
These errors may apply to any one, or more coverages used in this study .
Other sources of error in these models are errors included with the FIA database
variables . Although quality control and calibration measures are performed in FIA
procedures, some errors may have occurred in the measurements of forest attributes .
Also, FIA plots were not georeferenced and therefore may not be at the exact coordinates
as indicated from the GIS. FIA locations are transferred from topographic maps to aerial
photographs and then located on the ground by field crews . The propagati on of errors
beg ins w ith th e accuracy of the topographic map, and continues with the point-transfer
step, and finall y, the traverse to the ground locati on. When collecting validati on data, th e
pl ots were fo und using the same procedures as FIA pl ots and georeferenced using a G PS
afte r arriving at plot center. A comparison of 70 points of GPS data and their respective
coordinate locations indicated and average of 40 m difference. This is greater than the 30
m pixel s ize of the Thematic Mapper data and therefore may be affecting the results.
In sum, large-scale models may actually be a sink as well as a source of error.
Although intuitively it would seem better to add more predictor variables to reduce model
variance, the addition of more variables may simply increase "noise" in the model by
adding more error components. This statement is not meant to downgrade large-scale
modelling processes, but is meant to stress the importance of accuracy assessment for
validation procedures.
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Management applications

GAMs were explored for quantifying and delineating forest diversity and resources
using large-scale data sets. The methods were intended to demonstrate a systematic
approach for integrating available forest inventory data, satellite imagery, and
environmental variables within a GIS database, and for mapping the spatial distribution
of forest attributes. This systematic approach has many applications for ecosystem
management. The methods may be applied to various ecological parameters measured in
the field and interpolated within a specified range . Once predictions are made within a
given region, and the data are input into a GIS or ARCVIEW database, information can
be extracted for each parameter at any point in space and displayed using graphics or
maps (Fig. 7).
The delineation and quantification of forest attributes , such as basal area, shrub cover,
and s nag density , can provide valuable information fo r resource managers, including
fore sters, fi sh and wildlife managers. and watershed managers. Basal area, correlated
with biomass, is a powerful predictor o f net primary productivity (Downing and Weber
19 84 ). A s basal area increases, producti vity increas es up to a point, and then begins to

Fig. 7. Maps of basal area distribution within the Evanston ranger district:
(a) Contour map with intervals of IO sq. ft. (b) Shaded map of basal area density
with greater densities at darker values .
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decrease. By delineating basal area, measurements of productivity can be calculated in
any given area . This has applications at local levels, as well as ecosystem and global
scales.
An indication of shrub cover, snag density, and basal area can provide information on

structurally diverse habitats at large scales. This, in turn, can provide valuable
information for understanding and recognizing potential locations of populations of
specific wildlife, birds, and fish. Rotenbeny and Weins ( 1980) showed significant
correlations between avian abundance and vertical (physiognomic features) and
horizontal heterogeneity (spatial patterns). Also, Compton et al. ( 1988) found significant
correlations between amount of riparian shrub cover and deer density in Yellowstone
National Park, and the abundance of cavity nesters was found to be significantly related
to snag density in conifer forests (Zarnowitz and Manuwal 1985 , Land et al. 1989).
Delineating basal area and shrub density may also provide information on watershed
characteristics, which could impact watershed management decisions. Other applications
include regional , ecosystem, and global estimations of forest attributes, change detection ,
and delineations of forest patches, corridors, and fragmentation . Also, resource and
habitat loss can be quantified and tracked from natural and human disturbances, such as
fire or insect and disease damage .
In sum, spatial tools, such as GAMs and GIS, are valuable for delineating forest
diversity at large scales. With the integration of forest inventory data, satellite imagery,
and environmental gradients, predictions of potential forest attributes can be made at
locations not sampled on the ground. The models in this study demonstrated a method
for answering questions of large-scale biodiversity issues and habitat structure. Although
large amounts of deviance remained in the models, this study provides a basis for further
research and enhancement of spatial predictive models of forest attributes.
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Appendix A. Variables

Table A I. Classification summarl'. codes for geology
Code
Cl
C2
JI

12
JTR
Kl
K2
KJ
M2
M3
P2
PCm
PCs

PN
PnP (PIP)
Qa
Qao
Qe
Qg
Qls
Tl
T3
T-l

TS
TRI
TR2

Frequency

Geology Type

I

Lodore sandstone
Maxfield limestone
Curtis Fm/Entrada
sandstone/Carmel Fm
Morrison Fm
Nugget (Navajo) sandstone
Dakota and Cedar Mtn. Fm
Mancos shale
Mesaverde group
Humbug Fm/Deseret limestone
Doughnut shale
Park City Fm
Red creek quartzite
Uinta Mtn group/Red pine shale
of Uinta

0
0
0
4
I
I

0
3
10
II

12
167

Nutrient

Rock

2
2
2
2

2
2
2
2
2
2
2
2

I
I

2
I
I
2
I
2
2

I
I

II

15
19

3
0
141

5
0
12
50
0
5
l

Weber sandstone
Alluvium and Colluvium
Older alluvial deposits
Eolian deposits
Glacial deposits
Landslides
Wasatch/Colten Fm
Duchesne River Fm/Uinta
Fm/Bridger Fm
Bishop conglomerate
Browns park Fm
Moenkopi Fm/Dinwoody Fm
Chinle shale/Gartra sandstone

Time

I

I

3
3
3
3
3

2
2
2
2
2

I

3
I
I

I

2

2
2
3
3
3
3
3
2
2
2
2
2
2
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Table A2. District codes
Code

I
2
3
4
5
6

7

District
Evanston
Mountain View
Flaming Gorge
Vernal
Roosevelt
Kamas
Duchesne

Table AJ. Classification summary codes of GAP vegetation
Gap
Code

FIA
Code

01
02
03
04
05
06
07
08
09
IO
11
I3
1-l
15
16
17
18
19
20
21

0
36

22

23
24
25
26
28
30
31
32

II

61
01
93
93
93
77

83
77
77
0

0
0

0
0
0
0
61
11
36
01
83
85
?

0
0
0

Gap Veg

Frequency

Water
Spruce-Fir
Ponderosa
Lodgepole
Mtn. fir
Juniper
Pinyon
Pinyon-Juniper
Mtn. mahogan y
Aspen
Oak
Mtn. shrub
Sagebrush
Sagebrush/Grass
Grassland
Alpine
Dry meadow
Wet meadow
Barren
Lodgepole/Aspen
Ponderosa/Mtn shrub
Spruce-fir/Mm. shrub
Mtn. fir/Mtn. shrub
Aspen/Conifer
Mtn. riparian
Cloud
Agriculture
Urban
Salt desert shrub

6
102
11
13 l
16
8

3
8

0
19
I
9
8
44

-"l

20
4

5
21
9
7
7
I
4
0
0
0

l
0

FIAcode

NT
Spruce-Fir
Ponderosa
Lodgepole
Doug-fir
Pin yon-Juniper
Pinyan-Juniper
Pinyan-Juniper
Mrn . brush woodland
Aspen
Mtn brus h wood land
Mtn. brush woodland

NT
NT
NT
NT
NT
NT
NT
Lodgepole
Ponderosa
Spruce-fir
Doug-fir
Aspen
Cottonwood

NT
NT
NT
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Appendix B. Programs

BI. Catechism of GIS sampling procedures.
I. CLIP/LATTICECLIP: Clip out study area from coverages and grids

2. BUFFER: Buffer all layers of data (grids and coverages) to allow for shifting beyond boundaries
I buffered a 300 m distance around each grid and coverage .
3. RESAMPLE: Resample all grids to have a 63.6 m cell-size.
I used the nearest neighbor algorithm for discrete data and a cubic convolution algorithm for
continuous data.
4. POLYGRID: Transpose all coverages into grids
I chose a cell-size of 63.6 m to correlate with the acre plot size of FIA data.
5. SELECTMASK: Mask each grid to each other to match boudaries and cells.
I masked everything to the OMA grid.
6. SLOPE /ASPECT: Derive slope and aspect from the OMA
7. SAMPLE: Using an ascii file of x and y coordinates, drop points through layers and output an
ascii file for each point per layer.
I samp led all layers of data again, using nearest neighbor algorithm for discrete data layers
and cub ic convolution for co ntinuous data layers.
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B2. S-plus function for calculating the estimate (KHAT) and variance of KAPPA.
Kappa measures the actual agreement minus the agreement expected by chance.

khat_function(x) /
N_s um(a ppl y(x. I, sum))
to tal_0
for(i in l :( nrow(x))) {
to tal_s um(x[i,]) *sum(x[,i]) + total
}
(N* sum( diag(x) )- total )/(W· 2-total)

l
khat .var_ function(x) {
N_ sum(apply(x, l, sum))
theta l_sum( diag(x)/N)
theta2_0
for(i in I :( nrow(x)}){
theta2_((sum(x [i,])*sum(x[,i]))/N"2) + theta2
}
theta3_0
fo r(i in I :( nrow(x ))) {
theta3_ ((sum(x[ i,]) + sum(x[,i])) * x[i.i])/N"2 + theta3

l
thcta4_ 0
fo r( i in I :(nrow(x})){
theta4j_0
for(j in I :( ncol (x ))) {
theta4j_(((sum(x[i,])) + (sum(x[,j])) )"2 * x[iJ])IN"3 + theta4j
}
theta4_theta4j+theta4
}
( (( theta l *(I-theta I))/( l -theta2 )"2) + (2 *(I-theta l) * (2 *theta l *theta2 theta3 ))/(( l -theta2)" 3) + (((I-theta I )"2) * (theta4-4 *theta2"2 ))/( l -theta2 )"4 )* I IN

l
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Appendix C. Data

Table CI. Error matrices for eresence of forest
Cut-off

GAP
0

l

0

6

0

0

0
9

0

0

0
9

0

0

0
9

0

5

0
0 11

0

.6

0
0 12

.7

0
0 18

5

.8

0
0 18

5

0

I

.l

.2
.3

.4

.9

0

0
5

0

0

0
8

l
I

0

l

0

0

7

0

0

0
9

0

0

0
9

0

0
9

I

0

0

0
0 10

0

0

0
9

I
I

0
0 12

I
0

0
0 10

I

0
0 12

0
0 10

J

0
0 13

3

0 I
0 14 10

0
0 18

6

0
I
0 21 35

0 I
0 20 25

l

l

l

l

I

0 18 53

TM

AVHRR
l

l

I

0

l

4

0

I

I

l

I
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Tabl e C2. Error matri ces fo r presence of
lodgeeole
Cu t-off

GA P

.I

0
0 20

I

.2

0
0 37

.3

0
0 45

AV HRR

TM

0
0 13

0

0
0 21

3

0
0 25

I
3

0
0 37

I
3

7

0
0 38

5

0
0 42

9

4

0 I
0 50 10

0
0 43

9

0 I
0 46 14

.5

0 I
0 54 12

0 I
0 51 17

0 I
0 49 15

.6

0 I
0 57 24

0 I
0 56 22

0 I
0 51 23

.7

0 I
0 59 33

0
0 58 31

0 I
0 55 28

8

0 I
0 59 33

0 I
0 6 1 35

0 I
0 59 32

.9

0 I
0 61 35

0

0 6 1 35

0 I
0 60 34

I

I

I

I

I

