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We show that by representing quasi-elastic and inelastic neutron scattering from propylene carbonate (PC)
with an explicitly heterogeneous model, we recover signatures of two distinct localized modes in addition to
diffusive motion. The intermediate scattering function provides access to the time-dependence of these two
localized dynamic processes, and they appear to correspond to transitions between inherent states and between
metabasins on a potential energy landscape. By fitting the full q-dependence of inelastic scattering, we confirm
that that the Johari-Goldstein (βJG) relaxation in PC is indistinguishable from metabasin transitions.
I. INTRODUCTION
It has become clear in the past several decades that
dynamic heterogeneity (DH) underlies the characteris-
tic behavior of transport and relaxation processes in
glasses and supercooled liquids. The first experimen-
tal confirmations of this for glass-forming systems at
low temperatures came in the 1990s and were focused
on timescales of milliseconds and longer.1–4 Despite ex-
tensive study, only a few general properties of long-
time DH have been established, such as approximate
lengthscale5–8 and lifetime.3,4,9 By contrast, evidence for
DH at much shorter times was found the 1980s,10,11 and,
because short time DH was observed in simulation, it
could be characterization in much better detail.
Simulation indicates that dynamic heterogeneity at the
shortest times appears in the form of intermittent local-
ized molecular rearrangements. Building on the potential
energy landscape (PEL) concept,12 Stillinger described
these discrete rearrangement events10 in terms of barrier
crossings on a high-dimensional PEL with shallow min-
ima corresponding inherent structures (IS), which deco-
rate deeper minima, referred to as metabasins (MB).13 It
is suggested that transitions between ISs within an MB
are associated with local cage distortions, while transi-
tions between MBs appear to involve collective rearrange-
ments of a small number of particles.14 MB transitions
are spatially heterogeneous relaxation events,15 and thus
appear to be the fundamental element of short-time DH.
Connections have been firmly established between
these microscopic collective motions involving particle re-
arrangements and macroscopic relaxation processes, in-
cluding self diffusion16–20 and α relaxation.17 A connec-
tion to the Johari-Goldstein21 (βJG) relaxation process
has also become increasingly appreciated over the past
decade or so. The precise nature of this relaxation pro-
cess, however, remains an outstanding problem.
Stillinger suggested that βJG relaxations correspond to
IS transitions in the PEL, with sequential βJG relaxations
a)cicerone@nist.gov
leading to MB transitions and α relaxation.22 However,
Vogel et al. have alternatively proposed that exploration
of the MB (i.e., a series of IS transitions) should be associ-
ated with βJG relaxation.
15 We note here, however that
there are many rather remarkable similarities between
βJG relaxation and the collective relaxation characteris-
tic of MB transitions. Some of these are: i) The βJG
process appears to bifurcate from the α relaxation when
relaxation times are approximately 1 ns, and just when
thermal energies are comparable to the heights of po-
tential barriers,12 and when ergodicity times begin to in-
crease substantially.23 Incidentally, this is the same point
at which one expects that the localized molecular reor-
ganization events will become discrete and intermittent
rather than occurring continuously.24 ii) Rapid rotational
jumps of (6◦ to 10◦) are found for βJG relaxation above
Tg,
25,26 corresponding to spatial excursions of 0.2 rH (as-
suming that the Stokes-Einstein relation holds locally),
and Vogel et al.15 found spatial excursions 0.2 rH to be
characteristic of MB transitions. iii) The dielectric βJG
loss peak exhibits a thermal hysteresis that can be mod-
eled as a relaxation between basins in an asymmetric
double well potential,27 similar to the localized transi-
tions between local minima in the PEL. iv) It is clear that
excursions associated with βJG relaxation must not oc-
cur as single steps, but as a rapid series of smaller steps28
This is consistent with collective rearrangements11 char-
acteristic of MB transitions. v) The temperature depen-
dencies of the peak time (t?) in the non-Gaussian param-
eter, characterizing short time DH17, the mean waiting
time between MB transitions16 and the temperature de-
pendence of the βJG relaxation time (τβ,JG)
29 all seem
to follow the temperature dependence of DT , at least to
temperatures as low as the mode-coupling critical tem-
perature Tc.
16
Neutron scattering is an ideal tool for investigating the
detailed motion of liquids on the timescales and length-
scales germane to the βJG relaxation. In fact, we show
below that direct signatures of IS transitions, MB transi-
tions, and βJG relaxation are present in the neutron scat-
tering. From these signatures, we can show quite clearly
that βJG relaxation is to be identified with MB transi-
tions. Although neutron scattering has been applied to
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2liquids and glasses for decades, these signatures have not
been identified until now. This is probably because, ex-
ceptions notwithstanding,19,30,31 neutron scattering from
molecular liquids has historically been analyzed in terms
of homogeneous models in spite of overwhelming evidence
for short-time DH in these systems.
II. RESULTS
A. Frequency Domain Quasielastic Neutron Scattering
ω
)
σ
Γ1=0.05 meV
τ1=14 ps
Γ2=0.55 meV
τ2=1.2 psΓ3=2.9 meV
τ3=0.2 ps
FIG. 1. Fits to S(Q,E) of PC, measured at T=300 K, using
Eq. (1) Top: Solid black line - S(q = 0.8A˚−1, E) and fit.
The dashed lines are the fit components from three Loren-
zians with Γ values indicated. Fit residuals are shown in the
upper part of this panel. Bottom: Amplitudes of Lorentzian
components from fits.
Figure 1 shows quasielastic neutron scattering (QENS)
results from propylene carbonate (PC). The top panel of
Fig. 1 shows an example of S(q, E) for PC at 300 K.
The data were collected at the NIST neutron center on
NG4 with neutron wavelength λ ≈ 4.0 A˚, q in the range
(0.22 to 2.77) A˚−1, and energy resolution of 200 µeV.32
Background and scattering due to methyl rotor motion33
were accounted for (see supplementary material). The
data were binned into 11 discrete q values for analysis.
Vispa et al.31 recently found that a triple Lorentzian
function provided significantly better fits for S(q, E) of
a molecular liquid than common models of similar com-
plexity containing functional forms such as KWW and
Gaussian. In accordance with their finding, we observe
three exponential relaxation processes for PC in time-
domain optical Kerr effect data covering similar time and
lengthscales (manuscript in preparation). We therefore
fit our S(q, E) data with a three-Lorentzian model:
S(q, E) =
3∑
i=1
ai(q)
Γi
pi(E2 + Γ2i )
(1)
In order to fit to the data, the model is convolved with
a Gaussian function representing the instrument resolu-
tion, which is estimated from sample scattering at 30 K.
We used an iterative simulated annealing algorithm to
find optimized fit parameters, ai and Γi at each aver-
age q value. For all data reported, the fit residuals were
randomly distributed, with amplitudes less than the un-
certainty in the data, as exemplified in the top panel of
Fig. 1.
The q-dependencies of the fit parameters are shown in
the bottom panel of Fig. 1. The low-q drop in intensity
of the two broader Lorentzians indicate that they are as-
sociated with localized modes, and this is consistent with
the fact that their characteristic frequencies are near or
above that of the Debye frequency (νD ≈ 1.4 THz, as-
suming v=1200 m/s). Accordingly, we fit the amplitudes
of these modes (i=2,3) as ai(q) = ci{1− exp[−(piσiq)2]},
assuming Gaussian distributions of displacements,34 each
having distinct characteristic lengthscales. Notably, the
two lengtscales obtained in the fit are σ˜2 = 0.2 and
σ˜3 = 0.08, where σ˜ = σ/rH , and rH = 2.6A˚ is the
high-temperature hydrodynamic radius of PC.35 These
values correspond well to the relative average excursions
for Lennard Jones particles undergoing MB and IS and
transitions respectively.15
The low-q amplitude rise of the most narrow Lorenzian
component (a1) in the lower panel of Figure 1 suggests
that it is associated with diffusion. This is born out by
the q2 dependence of Γ1 and the strong temperature de-
pendence for this relaxation process, as shown in the bot-
tom panel of Figure 2. By contrast, the Γ values for the
two faster processes are only weakly temperature depen-
dent, indicating a small activation energy, as expected for
a highly local motion. Similar behavior of local modes
has been noted for other liquids.31,36 The faster, 0.2 ps
process has been previously associated with overdamped
vibrations - rapid, localized collisions between neighbor-
ing molecules occurring homogeneously throughout the
sample.36 The intermediate process at ≈ 1 ps has been
attributed elsewhere to spatially heterogeneous dynamics
in the form of collective molecular rearrangements,19,30
which is consistent with its assignment to MB transi-
tions. While one could tentatively assign both processes
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FIG. 2. Dispersion relations for each of the processes de-
tected. Γ values as a function of q from fits to S(Q,E) of
PC, at T=300 K, using Eq. (1). Straight lines in the bottom
panel are fits to the data.
to homogeneous dynamics, we will demonstrate below
that a heterogeneous dynamics interpretation is reason-
able, whereas a purely homogeneous dynamics interpre-
tation is not.
Under the assumption that the heterogeneous dynam-
ics assignment is correct, we propose the following model
for S(q, E):
S(q, E) =(1− Φ)LD ⊗ [(1− av) δ(E) + avLv]
+ ΦLD ⊗ [(1− av) δ(E) + avLv]
⊗ [(1− ah) δ(E) + ahLh] (2)
where the terms ai have the same functional form as in
Eq. (1), L are Lorenzian functions, ⊗ is the convolu-
tion operator, and the convolutions are over frequency
(energy). The two terms in this expression account for
two dynamically different classes of molecules; those that
can participate in collective rearrangements, and those
that cannot. All molecules undergo both diffusion and
over-damped vibrations. Accordingly, both terms in Eq.
(2) include diffusive (D) and vibrational (v) components.
For a given time window, some fraction (Φ) of molecules
can also execute collective rearrangements (hopping) mo-
tion (h). These are accounted for in the second term of
Eq. (2).
When expanded, the expression in Eq. (2) contains
four Lorentzian terms, although we indicated above that
we needed only three Lorentzians for acceptable fits.
In practice, there is no inconsistency here, since two
of the Lorentzian terms in the expansion of Eq. (2)
are essentially degenerate. Within the model assump-
tion, L1 is due solely to diffusion (L1 = LD), L2 is due
to hopping, but slightly broadened by diffusive motion
(L2 = Lh ⊗ LD). L3 is due primarily to vibrations, but
is a sum of two terms (L3 = Lv ⊗ LD + Lv ⊗ Lh ⊗ LD),
that differ in width by <10%, and are indistinguishable
at the present signal-to-noise ratio.
B. Time Domain Quasielastic Neutron Scattering
In a previous report we showed that time-domain anal-
ysis of QENS data at 1 and 10 ps supported a proposed
model for liquid relaxation.19 In that work we used a
heuristic approximation for the intermediate scattering
function, F (q, t). In the present work we analyze a more
complete set of time-dependent data analyzing it with a
more complete model of F (q, t). Transforming Eq. (2)
to the time domain we obtain:
F (q, t) =e−tΓD/h¯ + av[e−t(ΓD+Γv)/h¯ − e−tΓD/h¯]
+ Φah[e
−t(ΓD+Γh)/h¯ − e−tΓD/h¯]
+ Φahav[e
−tΓD/h¯ − e−t(ΓD+Γh)/h¯
− e−t(ΓD+Γv)/h¯ + e−t(ΓD+Γv+Γh)/h¯] (3)
where
ai = 1− e−(piqσi)2 (for i= v, h)
and ΓD = DT q
2. In fitting the time domain data we fix
Γ values to those obtained from the frequency domain
fits, and allow Φ and σ values to vary. In the regime
tΓD  h¯ tΓh ≤ tΓv, we can ignore terms involving Γv
and Γh, and Eq. (3) reduces essentially to
F (q) = (1− Φ)e−(q pi σv)2 + Φe−(q pi σh)2 (4)
which we had previously used to fit QENS on several
liquids, including PC,19 but using different notation.37
Both equations yield similar values for fit parameters,
but we use the full model here.
Figure 3 shows F (q, t), transformed to the time domain
from S(q, E) for PC at 300 K. The solid lines are fits to
the data using Eq. (3). The inset highlights the data and
fits at small q, which are difficult to see in the main fig-
ure. It is clear that the relaxation is non-Gaussian, as a
Gaussian response would result in a straight line on this
plot. In fact, there appears to be two linear regimes, cor-
responding to dynamics on two fairly well defined length-
scales, consistent with the two localized modes inferred
4FIG. 3. F (q, t) for PC at 300 K and times ranging from 0.6
ps to 6 ps in increments of 0.6 ps. Solid lines are fits to Eq.
(3). Inset shows expanded low q region. The uncertainties
in the data are approximately the size of the symbols. Here,
and throughout this paper, error bars indicate uncertainties
in parameters at one standard deviation.
from fits to S(q, E). The time-dependence of the length-
scales that we obtain from fits to F (q, t) give us our first
strong evidence for and insight into the nature of the
heterogeneous dynamics.
Figure 4 shows σ˜v and σ˜h as a function of time for the
temperatures indicated. The solid lines are fits to the
data for the two lower temperatures, and guides to the
eye for the higher temperatures. At all temperatures we
observe a non-monotonic time evolution of σ˜h. The ini-
tial rise time for σ˜h is difficult to determine due to limits
in the energy range of the instrument, but appears to be
≈ 0.65 ps, and seems to be insensitive to temperature.
On the other hand, the timescale for the subsequent re-
laxation clearly depends on temperature, being ≈ 0.15 τα
over the range that we can measure it. The timescale for
the rise of σ˜v in the lower panel is also ≈ 0.15 τα.
Many aspectes of the behavior of σ˜v suggests that
it is related to IS transitions. The overall magnitude
of the asymtotic values15 and the drop in these values
beginning somewhat above the mode-coupling critical
temperature38 are consistent with that reported for IS
transitions. Also, the rapid rise to a plateau suggests39
exploration of a bounded phase space, such as a series of
IS transitions within a single MB. Whether σ˜v is char-
σ˜
h
σ˜
v
FIG. 4. Time dependence of σ˜v and σ˜h parameters derived
from fits of Eq. (3) to F (q, t) data in the range (250 to 380)
K. The solid lines are fits to the data for the 250 K and 300
K, and guides to the eye for the higher temperatures.
acteristic of a small number of IS transitions or many
of them could be decided if an average IS transition rate
were known. The expected IS transition rate is, however,
difficult to estimate from published simulation studies
due to the computational expense of checking for these
transitions.16 There are two limiting scenarios. If IS tran-
sition rates are ≈ 1 THz, σ˜v values would represent a very
small number of IS transitions. The data would then sug-
gest that larger displacements take slightly longer to oc-
cur due to displacement-dependent energy barriers. On
the other hand, if IS transitions are much faster, σ˜v would
represent many IS transitions, and provide a metric for
the characteristic displacement of molecules during ex-
ploration of a MB. The primary difference between these
two scenarios is the IS barrier height relative to thermal
energy, and the dominant scenario may change with tem-
perature. At the temperatures for which we plot σ˜v(t),
it would seem that the rapid transition scenario is most
likely for at least two reasons. One is that barriers for
IS transitions are significantly smaller than those of MB
transitions,39 and we shal see below that the latter occur
on the order of 1 ps at high temperatures. The other
is that we observe no evidence of reversing transitions,
5which are known to occur for IS transitions.15 We sug-
gest that the absence of an obvious signature for the re-
versing transitions is that individual IS transitions occur
at a rate that is out of our experimental window (i.e., >2
THz).
We note also that we cannot completely separate ef-
fects of IS transitions from effects of damped vibrations.
We suggest that the latter would reach a plateau value
after only a few collisions (<100 fs), whereas exploration
of a MB through successive IS transitions could lead to
σ˜v values that increase over several ps as observed.
We find that σ˜h appears to be associated with MB
transitions. The relative amplitudes we observe are
similar to that reported for mean displacement dur-
ing MB transitions for a Lennard-Jones system.15 Fur-
ther, the non-monotonic behavior was previously shown
to arise from molecular hopping associated with collec-
tive rearrangements20 where we observed a fraction of
molecules making large excursions in a small number of
steps, with some of them subsequently returning to their
origin. The timescale for the reversing rearrangements
appears to be the same as the rise time of σ˜v, suggesting
that this is indeed the the time required to explore MBs,
as suggested above. The measured rise time (≈ 0.65 ps)
is likely characteristic of the barrier crossing time for the
transitions. The wait time between MB transitions has
been linked to diffusion16, and is of particular interest
in connection with molecular relaxation. Information on
the wait times between MB transitions is contained in
Φ(t).
We next investigate the time dependence of the fitting
parameter Φ. Before doing so, we clarify the meaning
of this parameter, and this is best done through appeal
to a simple model. σv and σh represent two distinct
types of motion, exploration of MBs through IS transi-
tions, and transitions between MBs respectively. IS tran-
sitions should be executed continuously by all molecules,
whereas MB transitions will be executed by only a sub-
set of molecules at any given time.15 We thus consider a
minimal model with two dynamic states where molecules
can undergo collective rearrangements (MB transitions)
in one state and not in the other. Given the emerging
connection between local structure and dynamics,40,41 we
assume that molecules which are locally more highly or-
dered, or tightly caged (TC) by their neighbors have bar-
riers between MBs that are too high to overcome, and
these cannot execute collective motion. Likewise, we
assume that molecules in slightly less ordered regions,
molecules are more loosely caged (LC), and have smaller
barriers between MBs allowing them to executing collec-
tive rearrangements. The assumed association between
local ordering and ability to execute collective motion is
not critical to, but is convenient for the discussion that
follows.
We assume a dynamic equilibrium between TC and LC
states:
kTL
TC ⇀↽ LC (5)
kLT
where, by detailed balance,
nLC
nTC
=
kTL
kLT
(6)
and, we define
Φ0 ≡ nLC
nLC + nTC
(7)
where the nLC and Φ0 are the instantaneous number and
fraction of molecules in LC domains respectively.
We showed previously that the earliest time at which
TC and LC states are clearly distinguished is approx-
imately 1 ps, and that this value is independent of
temperature.20 We detect TC or LC states only through
the statistical properties of their displacements. Differ-
ences in these displacements develop as molecules explore
the cage formed by their neighbors, and ≈ 1 ps is required
for this process.42 Accordingly, we set Φ0 = Φ(1.1 ps)
from fits of QENS data to Eq. (3).
Fits to the neutron scattering measurements provide
us with Φ(t), the fraction of molecules that have exe-
cuted a large displacement (i.e., participated in an MB
transition) up to time t. Thus, for t> 1 ps, an expression
for Φ(t) can be written as:
Φ(t) = Φ0 +
∫ t
0
(1− Φ(t′))kTL(t′)dt′ (8)
For kTL = τ
−1
TL = constant, Φ(t) = Φ0 + (1− e−t/τTL).
Figure 5 shows the time dependence of (1−Φ(t)) at the
temperatures indicated. At the two lowest temperatures
shown we see a plateau in (1−Φ(t)). Thus, TC and LC
states do not exchange (i.e., LC states doe not propagate)
appreciably, and Φ(t) ≈ Φ0 over the time range of the
experiment for these temperatures. On the other hand,
for times >1 ps, and temperatures ≥ 220 K, we observe
exponential decrease in (1 − Φ(t)), indicating LC states
propagate such that all molecules eventually participate
in collective rearrangements at these temperatures.
The τTL values obtained from QENS data at T ≥ 220
K are plotted as solid circles in Fig. 6. At these high
temperatures, τTL ≈ 0.6τα. Values of τα are obtained
from dielectric relaxation43 and light scattering,44 and
are represented by a dashed line in Fig. 6. The high-
temperature correspondence between τTL and τα sug-
gests that transitions between MBs plays an important
role in α relaxation, as previously suggested,22 but the
timescales appear not to be identical. We will discuss
this relationship in more detail below.
We now consider the physical processes associated with
propagation of LC domain in order to formulate an ex-
pression for τTL. From the perspective of the PEL frame-
work, once a MB transition occurs involving rearrange-
ment of a small group of molecules, a new set of ISs
6Φ
Φ
FIG. 5. Time dependence of Φ derived from fits of Eq. (3)
to F (q, t) for temperatures indicated. Dashed lines are expo-
nential to the data.
become active,15 and a distinct group of molecules will
be involved in the next cooperative rearrangement that
signals a transition into the next new MB. Thus, τTL
is the MB transition rate, and it should be related to
the time required to explore the MB by sampling the IS
states within it.
The Hall-Wolynes (HW) ansatz45 seems to be appro-
priate for estimating propagation rates. In fact, this
model is perhaps even more appropriate for modeling
a local barrier-crossing process than the many-particle
process implicated in α relaxation. HW assumed that
potential wells can be approximated as parabolic near
the bottom, and the height of the barrier between wells is
proportional to the distance between their minima (σ0) in
configuration space. With this, they determined that the
logarithm of the barrier crossing rate should depended on
the mean squared particle displacement within the well
(〈σ〉)as (σ0/ 〈σ〉)2.
Since we are interested in estimating MB transition
rates, the appropriate interbasin distance (σ˜0) is related
to σ˜h. The latter value varies only slightly with temper-
ature, and we have argued that these variations are pri-
marily only apparent variations due to kinetic effects.19
Recognizing that σ˜h drops in time due to reversing tran-
sitions, we take σ˜0=0.28, the maximum value measured
for σ˜h (see Fig. 9). We can assume that σ˜v represents the
σ˜
v
τ/s
)
FIG. 6. PC Relaxation times: (black circles) τTL calculated
from time dependence of Φ shown in Fig. 5 error bars drawn
are slightly smaller than the size of the symbols. (solid blue
line) fit to τTL data using Eq. (9), with δ = 1.70±.07 kJ/mole
and τ0 = 0.35± 0.02 ps. (open squares) βJG relaxation times
from dielectric spectroscopy43 and (dashed line) α relaxation
times, from dielectric spectroscopy43 and light scattering.44
The dielectric data were reported as peak frequencies, and
were shifted to coinside with α relaxation times from light
scattering. Inset: σ˜TC values used as input to Eq. (9). The
solid line in the inset is a polynomial fit.
displacement within the MB well. We find that the orig-
inal HW approach works well at low temperature, where
∂σ˜v/∂T = const., however, at higher temperature, we
allow that relationship to vary, and reformulate the HW
relationship as:
τTL = τ0 exp
[
δ σ˜0
σ˜vkT
]
(9)
Figure 6 shows τTL values obtained from the data of
Fig. 5, and a fit to those values using Eq. (9). We
obtain δ = 1.70± .07 kJ/mol, which is different than we
previously reported.19 The present value is obtained from
data over a wider temperature range, and is normalized
using a different σ˜0.
7We note that the our lowest temperature τTL data from
QENS seems to match up precisely with the dielectric
τβ,JG data, however, it is also not so different from the
dielectric τα data, making it difficult to determine which
it corresponds best to. On the other hand, the HW fit to
τTL extrapolates precisely into the βJG relaxation times,
rather than the α relaxation times. Although suggestive,
this is only an extrapolation, and we seek further evi-
dence to determine which, if either, of relaxation process
the MB transitions are to be associated with.
C. Elastic Incoherent Neutron Scattering
As we demonstrate below, we can use elastic incoher-
ent neutron scattering (EINS) to estimate τTL values at
temperatures below the bifurcation point between τα and
τβ,JG. EINS measurements were performed at the NIST
Center for Neutron Research on the High Flux Backscat-
tering (HFBS) spectrometer46 with an incident neutron
wavelength of 6.271 A˚ and a 0.85 µeV full width at half-
maximum energy resolution and a momentum transfer
(q) range of (0.25 to 1.35) A˚−1. The spectrometer op-
erates in the fixed-window mode where the elastic scat-
tering intensity is recorded as a function of q while the
sample is cooled at 1 K/min from 345 K to 4 K. The
inelastic scattering is binned into discrete q values, and
scattering intensity is integrated over the instrument res-
olution:
I(q, γR) =
∫ γR
−γR
S(q, E)dE (10)
Intensity vs q data are shown in Fig. 7 for the
temperatures indicated. The data are typically ana-
lyzed assuming a harmonic oscillator model (assuming
S(q) ∝ exp(−q2 < u2 >), where < u2 > is a mean-
squared displacement. As is evident, the log(I) vs q plots
deviate significantly from linearity at low q, but are ap-
proximately linear for higher q values. Thus, the low q
data are typically ignored. Here, we use the more com-
plete model in Eq. (2) for S(q, E). The required integra-
tion is trivial, as the Lorenzian terms are simply replaced
by 2pi−1arctan(γR/Γi). From this data we obtain fits at
only a single time point, tR = h¯/γR ≈ 2ns. On this
timescale, terms containing Γv and Γh are not impor-
tant, and only variations in Φ, ΓD, σv and σh impact the
data fits.
The HFBS data and fits using Eq.s (2) & (10) are
shown in Fig. 7. Fitting is performed by constraining
ΓD and σh to values obtained from fits to the DCS data,
and allowing σv and Φ to vary. We obtain values for σv
that are ≈ 50% larger than those obtained at 1 ps for the
same temperatures. The Φ values obtained from these
fits are displayed in Fig. 7. Constraining ΓD, σh, and σv
leads to slightly degraded fits, but similar Φ values.
With Φ values at 1 ps (Φ0) and at tR =2 ns, we can ob-
tain values for τTL if we know the form of the relaxation
166 K: Φ=.12
170 K: Φ=.14
174 K: Φ=.17
177 K: Φ=.21
181 K: Φ=.22
185 K: Φ=.25
FIG. 7. Elastic scattering intensity as a function of q2, T
= 168, 175, 183, and 190K, referenced against scattering ac-
quired at 4 K.
function for Φ(t). We wish to test the hypothesis that
τTL (the rate of MB transitions on the PEL) is related
to the βJG relaxation process. Thus we assume a Cole-
Cole form, as is found for Johari-Goldstein relaxation.
Accordingly, we solve the following equation for τTL:
Φ(tR)− Φ0
1− Φ0 =
∫ γR
0
C(ω, τTL)dω
/∫ ∞
0
C(ω, τTL)dω
(11)
where C(ω, τTL) is the imaginary component of the Cole-
Cole distribution
C(ω, τTL) = Im
[
1
1 + (iωτTL)1−αCC
]
and where we have parameterized αCC as a function of
temperature from the data of Ngai et al.43 as αCC =
−1.697 + 382/T . We calculate τTL values from EINS
over a temperature range limited above by instrument
time window, (the point at which τTL ≤ 0.1 tR) and be-
low by Tg, since our PC sample was quenched relatively
quickly. The τTL values estimated in this way are plot-
ted in Fig. 8. These values correspond precisely to τβ,JG
8values, differing from α relaxation times by more than
three orders of magnitude near Tg.
We believe this is the first time that βJG relaxation has
been identified from neutron scattering data, although
Sperl previously proposed a Cole-Cole form for sucept-
abilities that accounted for dynamics observed over a sim-
ilar length and timescale in optical Kerr effect data.47
τ/s
)
FIG. 8. (black solid circles) τTL calculated from time de-
pendence of Φ shown in Fig. 5 error bars drawn are slightly
smaller than the size of the symbols. (black open circles) τTL
calculated from fits of Eq. (11) to HFBS data. (solid blue line)
fit to τTL data using Eq. (9), with δ = 1.70 ± .07 kJ/mole
and τ0 = 0.35±0.02 ps. (open squares) βJG relaxation times.
III. DISCUSSION
A. Dynamic Heterogeneity?
Throughout this paper we have assumed that the ob-
served motion on two distinct lengscales is due to het-
erogeneous dynamics. This assumption is not without
precedent, as we19 and others,30,31 have previously pre-
sented evidence that the ≈ 1 ps response is due to collec-
tive, dynamically heterogeneous motion. Furthermore,
there is overwhelming evidence for heterogeneous, collec-
tive dynamics from simulation.15,24,48
In spite of significant circumstantial evidence to the
contrary, it possible in principle that the distinct length-
scales of dynamics observed here arise from homogeneous
dynamics. Thus, we briefly review the evidence for the
heterogeneous dynamics case. Strong evidence can be
found for short time DH in the time and temperature
dependence of the scattering. Quite apart from the par-
ticular values of fit parameters, there are several trends
in the scattering data that must be accounted for, and
are not compatible with homogeneous dynamics.
It is clear from the data in Fig. 3 that more than one
lengthscale of motion contributes significantly to F (q, t).
A Gaussian q-dependence indicating a single character-
istic lengthscale for motion would be represented by a
straight line in this figure. By contrast, the data are
apparently bi-linear and are fit very well with a simple
two-Gaussian model. In a homogeneous model, distinct
lengthscales can be explained only through anisotropic
or intramolecular motion. Methyl rotor motion is the
only possible intramolecular motion for PC, however, the
characteristic lengthscale for the methyl rotor would be
roughly 2 times smaller than could be detected in the
q range used for the QENS experiments. Thus, methyl
rotor motion is not responsible for either of the modes of
motion that we detect.
Anisotropic motion also appears not to be responsi-
ble for the two lengthscales of motion we see. Figure 9
shows the temperature dependence of σ˜h and σ˜v values
obtained at 1 ps. The σ˜h values don’t vary by more than
50% over the temperature range explored (60 K to 450
K), whereas the σ˜v values change by almost a factor of
20 over this same range. The very different tempera-
ture dependencies of these two lengthscales could result
from anisotropic motion only in the presence of signif-
icant temperature-dependent ordering in the liquid, for
which there is no evidence. In the absence of such order-
ing, the ratio of lengthscales would be a function of the
molecular geometry, and temperature-independent.
As with the temperature dependence of the ratio of
σ˜v and σ˜h, we know of no explanation based in homoge-
neous dynamics for the non-monotonic time-dependence
of σ˜h, or the fact that the intensity of the lower-q scat-
tering increases (i.e., Φ increases) with time. We thus
conclude that the scattering signatures are indeed due
to collective dynamics that are spatially and temporally
heterogeneous.
B. Insights Into βJG Relaxation
The βJG relaxation was first identified in 1970 for
rigid molecular glassformers.21 Having clear intermolecu-
lar origins, it is a collective relaxation process, and seems
to emerge in all non-crystalline systems.29,43 Stillinger
proposed that the βJG could be related to IS transitions,
while the α relaxation process could be associated with
9σ˜
h
σ˜
v
FIG. 9. σ˜v and σ˜h measured at 1 ps as a function of tem-
perature. The solid lines are guides to the eye. The vertical
dashed line marks Tg = 156 K for PC.
MB transitions.22 However, Vogel et al.15 later pointed
out that IS transitions are essentially single-step events,
whereas βJG relaxations are multi-step events.
26,28 They
also pointed out that and individual MB transitions did
not relax molecules sufficiently to qualify as the α pro-
cess. Instead, these authors suggested that βJG relax-
ation should be associated with exploration of individual
metabasins through multiple IS transitions, and that the
α relaxation resulted from a series of MB transitions.15
Here we have measured the characteristic time of both
the exploration time within an MB and transition rates
between MBs. We find that the former is approximately
0.15τα, so about 4 times faster than expected for τβ,JG
at the lowest temperatures we could directly measure it.
Instead, we find that transitions between MBs, which
we detect through large lengthscale cooperative motion,
have a characteristic time that is identical to that of τβ,JG
from the temperature at which it bifurcates from τα down
to the glass transition temperature, Tg.
As we discussed in the introduction, there are many
commonalities in the known properties of MB transitions
and βJG relaxation. Included in these are the assymet-
ric double well behavior of βJG relaxation,
27 the multi-
step nature of both βJG
26,28 and MB transitions15,16,39,
the correspondence between rotational jump angles for
βJG
25,26,49 and jump distances for MB transitions,15 and
the fact that all molecules appear to participate in βJG
26
relaxation and MB transitions,15 although not all at once.
One point of apparent discrepancy between expected
behavior of MB transitions and βJG is that the strength
of the former is determined by Φ0 and drops monoton-
ically with reduced temperature,19 whereas it was re-
ported that the βJG relaxation strength drops with tem-
perature and plateaus at Tg.
26 Here we clarify this state-
ment: While it appears that the ratio of the α and βJG
relaxation strengths reaches a plateau near Tg, for some
rigid glassformers,50 this statement doesn’t seem to hold
for absolute strength of the βJG process. The strength of
the βJG relaxation is small in the region of Tg, so further
reduction may escape detection without careful analysis,
but it is quite clear that the absolute strength of the βJG
relaxation continues to drop with reduced temperature
even below Tg.
43,50–52 Thus, this apparent discrepancy is
resolved.
Our association of MB transitions with βJG sheds light
on the latter as the PEL framework is now fairly well
developed from a configuration space perspective.39,53
There has also been some work on the real-space proper-
ties of MB transitions.15,39,48,54 Of particular note is the
work of Middleton et al.39 who discuss MB transitions
for strong and fragile glassformers. They indicate that
many of these rearrangements are quite tractable, and
similar to vacancy creation in crystalline solids, although
some of the higher energy rearrangements are much more
exotic, with higher degrees of cooperativity.
IV. CONCLUSIONS
In this paper, we propose a model for neutron scat-
tering in amorphous systems that explicitly includes
heterogeneous dynamics. Upon applying the model to
quasielastic neutron scattering (QENS) data of propy-
lene carbonate, we revealed motion that corresponds to
exploration of metabasins (MBs) through inherent state
(IS) transitions, and to MB transitions on a potential en-
ergy landscape (PEL). In spite of more than 50 years of
theoretical and simulation work on PELs, this is the first
time to our knowledge that these classes of transitions
have been identified in experimental data. Further, upon
applying the model to incoherent elastic neutron scatter-
ing (IENS) data of PC, we were able to show that the
characteristic time for MB transitions is identical to that
of the Johari-Goldstein (βJG) relaxation.
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