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Les systèmes à base de onnaissanesFlorene Le Ber, Jean Lieber et Amedeo NapoliMots-lés : systèmes à base de onnaissanes, représentation de onnaissanes, formalismes de représentation desonnaissanes, logiques, règles, logiques de desriptions, raisonnement, résolution de problèmes.Résumé : Un système à base de onnaissanes s'appuie sur des onnaissanes relatives à un domaine donné pourrésoudre des problèmes se posant dans e domaine. Pour onevoir un tel système, il faut mettre au point desformalismes de représentation des onnaissanes et de raisonnement qui permettent de prendre en ompte les niveauxsyntaxique et sémantique des onnaissanes du domaine onsidéré. Dans e hapitre, la problématique des systèmesà base de onnaissanes est tout d'abord introduite, puis sont détaillés des formalismes de représentation logiques(aluls des propositions et prédiats), le langage Prolog, les systèmes à base de règles et enn les logiques dedesriptions. Le hapitre se termine par un tour d'horizon des systèmes de référene et des domaines d'appliationdans lesquels ils opèrent.Un jour, quelque part, nous arrivons à un ar-refour où des routes se roisent et où ne gureauune indiation. Plusieurs solutions pour trou-ver le bon hemin  si tant est qu'un objetifait été déidé pour e voyage  s'orent à nous :hoisir une route au hasard, par exemple onti-nuer tout droit oûte que oûte, quitte à retom-ber sur le même genre de arrefour ou enore dansun ul-de-sa (plus de route, un obstale impos-sible à franhir), ou plutt hoisir une route ens'appuyant sur des onnaissanes disponibles surle domaine, par exemple ave l'aide d'une arte dela région, d'un guide humain ou matériel, en repé-rant notre position par rapport au soleil ou aveune boussole, un sextant, et. Beauoup de pro-blèmes se présentent omme elui-i, où il s'agit departir d'un état initial pour atteindre un état nal,en passant par un ensemble d'états intermédiairesqu'il faut explorer et à partir desquels il faut fairedes hoix en fontion de onnaissanes plus oumoins disponibles et plus ou moins omplètes. Lenombre de possibilités est la plupart du temps trèsvaste, si bien qu'il n'est pas envisageable de hoi-sir au hasard, sous peine de ne jamais pouvoirrésoudre le problème. La problématique des sys-tèmes à base de onnaissanes repose sur de telsonstats (Stek, 1995) : omment proéder pourqu'un système informatique s'appuyant sur desonnaissanes puisse résoudre des problèmes dansun domaine donné ? Cela revient, pour un tel sys-tème, à faire preuve d'une ertaine forme d'intelli-gene, à être apable de mettre en ÷uvre des stra-tégies et à faire des hoix judiieux lorsque 'estnéessaire. Les onnaissanes dont il est questionpour es systèmes sont disponibles et exploitées
sous forme életronique. Ainsi, la tâhe prinipaled'un système à base de onnaissanes est d'exploi-ter des onnaissanes d'un domaine pour (aiderà) résoudre un problème donné, d'identiation,de lassiation, de reonnaissane, de diagnos-ti, de onguration, de planiation, et. Pour enrevenir à notre voyage initial, de nombreux pro-blèmes peuvent se poser en ours de route qu'ilpeut s'avérer fort utile de résoudre, omme iden-tier un animal qui vient à passer, dangereux oupas, une plante ou un hampignon qui poussentpar là, omestible ou pas, soupçonner et déte-ter l'existene d'un point d'eau, diagnostiquer unepanne de la voiture et réparer, trouver un heminplus ourt ou plus pratique, ou enore plus longmais plus joli . . .1 La notion de système à base deonnaissanes1.1 La résolution de problèmesPour résoudre un problème, un être humainraisonne généralement sur des onepts abstraitsqui modélisent les objets de l'univers du problème,en tire des onlusions qu'il interprète ensuitedans et univers. La simulation d'un tel omporte-ment pour un système informatique se déomposeselon les étapes suivantes (f. gure 1.1) : l'abstration permet d'assoier des stru-tures aux éléments du domaine et du pro-blème onsidéré ; les strutures sont ensuite représentées enmahine sous forme d'expressions symbo-liques (formules bien formées) à l'aided'un langage de représentation des onnais-sanes. Parmi es expressions, ertaines sont1























Fig. 1.1  La représentation et la manipulation des onnaissanes dans un système à base deonnaissanes.permanentes et onstituent la mémoire àlong terme ; d'autres sont temporaires etonstituent la mémoire à ourt terme. Lamémoire à long terme ontient la onnais-sane dont dispose le système sur le do-maine étudié et peut être onsidérée ommeun modèle opérationnel et utilisable du do-maine, e qui s'appelle enore une ontolo-gie. La mémoire à ourt terme ontient lesinformations sur le problème partiulier àrésoudre ; les expressions symboliques sont ombinéesentre elles pour produire, par appliation derègles d'inférene, de nouvelles expressionssymboliques ; les nouvelles expressions symboliques sontinterprétées dans le adre de l'univers duproblème onsidéré et apportent des élé-ments de solution au problème ourant.Un système à base de onnaissanes est unprogramme qui s'appuie sur le shéma i-avantpour résoudre des problèmes en utilisant explii-tement des onnaissanes disponibles et stokéessous une forme exploitable. Dans son arhiteturelassique, un tel système omprend : (i) une basede onnaissanes relatives à un domaine d'appli-ation, (ii) une base de faits ontenant des faitsou données aratérisant le problème ourant, (iii)un programme souvent appelé moteur d'inférene,qui manipule les bases, reherhe les onnaissanesadéquates et mène un raisonnement (suite d'infé-renes) pour résoudre le problème ourant.1.2 Connaître, 'est dérire pour retrouver1Conevoir un système à base de onnais-sanes onsiste à modéliser puis à représenter desonnaissanes propres à un domaine à l'aide d'unformalisme de représentation, puis à manipuler lesonnaissanes par l'intermédiaire de règles d'in-
férene pour résoudre les problèmes posés (Kay-ser, 1997). La onnaissane est alors onsidéréeomme une entité alulable, e qui pose un er-tain nombre de problèmes pratiques voire philoso-phiques (se reporter au hapitre sur la ¿¿Connais-sane¿¿), en partiulier : sous quelle forme doivent s'exprimer lesonnaissanes ? omment un méanisme de raisonnementpeut-il exploiter au mieux un ensemble deonnaissanes forément limité et ommentpeut-il tirer de et ensemble toutes lesonnaissanes impliites qu'il renferme ? omment les onnaissanes inférées inuent-elles sur le omportement du système ? omment raisonner ave des informationsinomplètes ou bruitées ? omment faire aboutir un raisonnementalors que l'éventail des possibilités de re-herhe d'une solution est virtuellement in-ni ?Un langage de représentation des onnais-sanes se aratérise par une syntaxe et une sé-mantique : les expressions du langage dériventd'un proédé de onstrution de formules bien for-mées (syntaxe) et se voient assoiées une séman-tique, sur laquelle repose la validité des inféreneseetuées par le système. La sémantique est géné-ralement donnée par une fontion d'interprétationqui met en orrespondane les éléments de la re-présentation et les éléments d'un domaine d'inter-prétation (sémantique dénotationnelle). Les opé-rations de manipulation des onnaissanes  es-sentiellement reherhe et inférene  sont dé-pendantes du formalisme de représentation lui-même. Les onepteurs d'une base de onnais-sanes doivent hoisir les unités de onnaissanesdu domaine qu'il faut représenter et les oder de1L'expression est de Gaston Bahelard in Essai sur la onnaissane approhée, 1927.









L'arhiteture et la méanique des systèmes de onnaissanes 3façon à e que la base onstruite soit un modèleopérationnel de l'univers onsidéré.La plupart des formalismes de représentationdes onnaissanes sont délaratifs : les onnais-sanes expriment e que l'on sait, le  quoi  del'univers étudié, par opposition à un formalismeproédural, où est expliité le  omment deshoses. L'aspet délaratif repose sur une er-taine indépendane vis-à-vis du ontexte d'utili-sation  il est possible d'appréhender les unitésde onnaissanes isolément et haque unité est in-telligible pour et par elle-même  et vis-à-vis destraitements ; il n'est pas néessaire de  faire tour-ner le système pour savoir e qu'il renferme ete qu'il est ensé faire. Une  éhelle  des de-grés de délarativité des formalismes ourants dereprésentation est proposée dans (Laurière, 1987).2 L'arhiteture et la méanique dessystèmes de onnaissanes2.1 La notion de système formelLa notion de système formel permet d'appré-hender la forme et le fontionnement d'un sys-tème à base de onnaissanes. Un système formelse ompose d'un ensemble non vide de symboles,d'un proédé de onstrution de formules (à partirdes symboles), d'un ensemble d'axiomes (formulesprédénies) et d'un ensemble de règles d'inféreneou de dérivation notées α1α2...αn
αn+1
, qui se lisent  àpartir de l'ensemble de formules α1α2...αn se dé-rive la formule αn+1 . Une formule est un théo-rème si 'est un axiome ou bien si elle résulte del'appliation d'une règle d'inférene à des théo-rèmes. Un problème général qui se pose dans leadre d'un système formel est de savoir si uneformule φ est un théorème, e qui revient à re-herher l'enhaînement des dérivations (preuveou démonstration) qui onduit des axiomes à φ.Il est possible d'assoier une interprétation une sémantique  à une formule φ, sur la based'un domaine d'interprétation ∆ et d'une fon-tion d'interprétation I. La fontion d'interpréta-tion établit une orrespondane entre les symbolesde φ et les éléments de ∆, sur la base de laquellese alule la valeur que l'interprétation I onfèreà φ (qui se note enore φI et qui peut être vrai ou
faux). Ainsi, la formule φ est satisable s'il existeune interprétation I qui lui donne la valeur vrai.De plus, lorsque toutes les formules d'un ensemblede formules F sont vraies pour une interprétation
I, alors I est un modèle de F. En partiulier, àtout formalisme de représentation est assoié unproédé qui permet de tester la satisabilité d'uneformule ou de onstruire un modèle d'un ensemble
de formules. Les tâhes d'un système à base deonnaissanes se ramènent globalement à vérierla satisabilité d'une formule ou d'un ensemble deformules et à onstruire alors un modèle assoié.Considérons un système formel2 où l'ensembledes symboles est {p, e, u}, le proédé de onstru-tion de formules est la onaténation des sym-boles, où le seul axiome est upueuu et les deuxrègles d'inférenes sont AeB
uAeBu
( si une expressionde la forme AeB est un théorème alors uAeBu estun théorème ) et AeB
AueuB
( si une expression de laforme AeB est un théorème alors AueuB est un théo-rème). Il est possible de tester dans e systèmeformel si les formules uupuueuuuu, uupueuuuu et
upupueuuu sont des théorèmes. La réponse estoui pour la première (deux arbres de dérivationpeuvent être produits), et non pour les deux for-mules suivantes, ar un théorème ne peut pasontenir un nombre impair de u et plus d'un p.Une interprétation peut être assoiée à e sys-tème formel, ave omme domaine d'interpréta-tion ∆ = N (ensemble des entiers naturels), etune fontion d'interprétation I qui à u fait or-respondre l'entier 1 (I(u) = ”1”), à e fait or-respondre l'égalité (I(e) = ”=”) et à p faitorrespondre l'addition (I(p) = ”+”). Dans eas, la formule uupuueuuuu s'interprète ommel' addition  11 + 11 = 1111 (à la façon deshires romains). Le fait que la formule upupueuuune soit pas un théorème alors qu'il peut lui or-respondre une interprétation, en l'ourrene 1 +
1+ 1 = 111, montre que le système formel est in-omplet : il n'est pas possible de prouver tout equi est vrai pare qu'il manque des règles d'infé-rene pour le faire. Le problème de l'inomplétuded'un système formel est diile à résoudre et seretrouve à l'identique dans un système à base deonnaissanes : il manque des onnaissanes et/oudes règles d'inférene pour résoudre ertains desproblèmes posés.2.2 Les onepts et les ontologiesEn représentation des onnaissanes, le termeontologie fait référene à un modèle opération-nel utilisé pour dérire un domaine partiulier dumonde réel (Fensel et al., 2003 ; Staab and Stu-der, 2004). Dans et ordre d'idées, les oneptsapparaissent omme des briques de base des onto-logies (Ganter et Wille, 1999) : ils possèdent uneintension qui se dénit par l'ensemble des proprié-tés aratéristiques, ou attributs, du onept etune extension qui reouvre l'ensemble des indivi-dus ou objets  instanes  du onept. L'intensionpeut s'appréhender omme l'ensemble des ondi-2Cet exemple est tiré de la page Web http ://www710.univ-lyon1.fr/̃ fouet/DEA/main.html de J.-M. Fouet. Unsystème formel analogue noté MIU est proposé dans (Hofstadter, 1985).









4 Les systèmes à base de onnaissanestions néessaires et susantes devant être vériéespar un objet pour être instane du onept. Lesintensions et les extensions sont emboîtées en sensinverse l'une de l'autre : plus un onept est géné-ral plus il reouvre d'individus et moins il reouvrede propriétés, et réiproquement.Pratiquement, une ontologie O se présenteomme un système formel onstitué d'un ensemblede onepts et d'un ensemble de relations bi-naires spéiées par des ouples de onepts (D, R)de domaines et de odomaines, d'un ensemble Ad'axiomes, d'une relation de spéialisation ou sub-somption notée ⊑, qui est généralement réexive,antisymétrique et transitive, qui permet d'orga-niser les onepts et les relations en une hiérar-hie, et qui autorise les inférenes. En partiulier,
C1 ⊑ C2 signie que C1 est un sous-onept de C2 :l'extension de C1 est ontenue dans elle de C2 tan-dis que l'intension de C1 ontient elle de C2. Il estpossible alors d'inférer qu'un individu est instaned'un ertain onept ou qu'un onept partageertaines propriétés ave un autre onept. Sui-vant e shéma, une base de onnaissanes s'ap-puie sur un ouple onstitué d'une ontologie etd'une base d'assertions ou de faits (dans lesquelsinterviennent les individus). Ainsi, une base deonnaissanes ontient des unités de formes etde niveaux d'abstration diérents, omme parexemple des onepts, des instanes, mais aussides règles manipulant des faits, des stratégies(heuristiques) exprimant la façon de se servir desonnaissanes de la base.Les ontologies ont une plae d'importaneroissante dans des domaines omme la gestiondes onnaissanes, les systèmes oopératifs, l'inté-gration et la reherhe d'information, le ommereéletronique et bien sûr le Web sémantique (se re-porter au hapitre sur le ¿¿Web sémantique¿¿).Les ontologies sont appelées à jouer là un rle léen établissant une terminologie ommune entre lesagents  logiiels et humains  qui peuvent ainsipartager la même sémantique sur les onepts etles relations manipulés. Les ontologies sont égale-ment au ÷ur de la gestion des onnaissanes, où,à l'image de la gestion de bases de données, e nesont plus simplement des données (syntaxiques)mais des onnaissanes (munies d'une syntaxe etd'une sémantique) qui sont onsidérées et mani-pulées.Toutefois, les objets du quotidien obéissent ra-rement à des lois rigoureuses, omme les êtres hu-mains et au ontraire des objets mathématiques.Intégrer les diérentes natures des objets du quo-tidien dans un formalisme de représentation posedes problèmes diiles à résoudre omme la repré-sentation de modalités (statut et degré de véritédes informations), la représentation de onnais-sanes typiques et exeptionnelles, la représenta-
tion de onnaissanes inomplètes, évolutives, in-terdépendantes, et. Ainsi, de nombreux forma-lismes de représentation et de raisonnement ontété mis au point pour prendre en ompte les na-tures diverses et variées des onnaissanes (Hatonet al., 1991). Quelques-uns de es formalismes,parmi les plus ouramment utilisés, les logiquesdes propositions et des prédiats, le langage Pro-log, les règles de prodution et les logiques de des-riptions, sont détaillés dans les paragraphes quisuivent. Il existe bien sûr d'autres formalismes dereprésentation, qu'il n'est pas possible de traiterii faute de plae, omme par exemple les graphesoneptuels (Sowa, 1984) ou les représentations deonnaissanes par objets (Duournau et al, 1998).Le leteur urieux ou intéressé peut se rapporteraux deux livres référenés.2.3 L'ingénierie et la gestion des onnais-sanesL'ingénierie d'un système à base de onnais-sanes s'appuie sur un ensemble d'opérations quise retrouvent dans la oneption de tout logiield'envergure : initialisation et modélisation : es étapes re-ouvrent la spéiation d'un modèle deséléments du domaine à représenter et unemise en ÷uvre du modèle du domaine ; desméthodologies de modélisation telles quekads ou ommon kads ont été mises aupoint pour es besoins (Shreiber et al.,1999) ; représentation et ranement : es étapes re-ouvrent la phase de représentation propre-ment dite, le hoix d'un langage de représen-tation, l'implantation du modèle et le ra-nement du modèle après les premières opé-rations de test ; évaluation : ette étape suit et omplètel'utilisation du système à base de onnais-sanes dans des appliations et reouvrela mise en plae d'environnements logiielsadaptés aux besoins spéiques et l'évalua-tion du fontionnement du système dans lapratique ; maintenane : les onnaissanes évoluent,les modes de raisonnement aussi, e quifait évoluer d'autant la spéiation du sys-tème, qui doit être mis à jour pour garantirla ohérene et la ompatibilité des onnais-sanes, aniennes et nouvelles ; diusion : les onnaissanes doivent êtrepartagées et transmises si besoin est sousune forme opérationnelle : 'est là un desfondamentaux de la oneption des ontolo-gies et don des bases de onnaissanes. Lefait que les onnaissanes soient odées àl'aide d'un langage de représentation muni









Les formalismes logiques et Prolog 5d'une syntaxe et d'une sémantique bien dé-nies garantit que e sont bien les mêmeséléments de onnaissanes qui sont envoyéset réeptionnés, au sens où ils peuvent servirà résoudre des problèmes de même naturede part et d'autre.Du té du monde industriel, e sont les no-tions de gestion des onnaissanes et de mémoired'entreprise qui émergent eetivement (Hathuelet Weil, 1992 ; Dieng et al., 2001 ; Zaklad etGrundstein, 2001). Les problèmes à résoudreonsistent pour l'essentiel à gérer les onnais-sanes liées à l'entreprise : les reenser, les mé-moriser, les utiliser, les transmettre et les faireroître. Les éléments essentiels de la mémoired'entreprise sont le savoir-faire, l'expertise, les do-uments sientiques et tehniques ; les diérents agents  sont ii les personnes, les onnaissanes,les douments et les ations (la dynamique, le otdes informations, et.). Un des problèmes réur-rents qui se pose est elui de  trouver la bonneinformation  : qui sait ou peut savoir où elle setrouve, omment s'en servir et sinon ommentfaire.Les prinipales étapes de la oneption d'unemémoire d'entreprise sont alquées sur le shémai-dessus d'ingénierie d'un système à base deonnaissanes : la détetion des besoins et laoneption du modèle, la onstrution de la mé-moire, l'utilisation, l'évaluation et la diusion dela mémoire. Il faut faire ressortir ii plusieurspoints partiuliers : l'utilisation eetive de la mé-moire d'entreprise par des personnes aux statutsdiérents et don aux besoins diérents (déideurset tehniiens par exemple), l'aès néessaire àdes systèmes et à des bases d'informations qui sontassoiés ou qui dépendent de la mémoire d'entre-prise, le partage et la diusion des éléments de lamémoire sur un plan interne mais aussi externe,et enn le  retour sur expériene  qui autoriseune mise au point et un ranement progressifs dela mémoire d'entreprise.Ci-après nous détaillons un ensemble de for-malismes de représentation parmi les plus utiliséset les plus importants, dans l'ordre les logiquesdes propositions et des prédiats, le langage Pro-log, les règles de prodution et enn les logiquesde desriptions.3 Les formalismes logiques et PrologLe alul des propositions (p0) orrespond àla logique où les onstituants des formules sontdes propositions, 'est-à-dire des expressions quiprennent l'une des deux valeurs {faux, vrai} (ou
{0, 1}), à l'image d'une fontion booléenne. Uneproposition peut orrespondre à une forme du lan-gage omme sujetverbeomplément, inséableau sens où elle forme un  tout non déompo-
sable  : il-fait-beau ou le-hat-est-noir. Lealul des propositions permet de formaliser desénonés de problèmes donnés en langage naturelet une ertaine partie du raisonnement humain.Les problèmes prinipaux qui se posent en p0sont (p1 ) de représenter des énonés ave des for-mules du p0, (p2 ) de savoir si une formule esttoujours vraie et (p3 ) de savoir si une formule sedéduit d'un ensemble de formules. Ces problèmesreouvrent les tâhes qui doivent être aompliespar un système à base de onnaissanes (Dela-haye, 1987).Ci-dessous, nous dérivons brièvement lesgrands prinipes du p0 et nous montrons les rap-ports existant ave la problématique des systèmesà base de onnaissanes. Une formule du p0 ouformule propositionnelle se onstruit à partir d'unensemble de symboles (ou variables) proposition-nels et d'un ensemble de onneteurs booléens ex-primant (entre autres) la négation (¬), la onjon-tion (∧), la disjontion (∨) et l'impliation (→).Une sémantique peut être assoiée à une formulepropositionnelle φ par l'intermédiaire d'une inter-prétation ou valuation I qui fait orrespondre àune formule φ une valeur de vérité dans {0, 1},notée φI, une fois xée la valeur de vérité des sym-boles propositionnels qui omposent φ. La formule
φ est alors satisable s'il existe une valuation Itelle que φI = 1 ; une telle valuation s'appelle unmodèle de φ. Les problèmes p2 et p3 s'exprimentalors de la façon suivante : pour p2, une formule
φ est toujours vraie lorsque toute valuation I estun modèle de φ ; pour p3, une formule φ est uneonséquene logique d'un ensemble de formules
S = {φ1, φ2, ..., φn} si et seulement si haque foisque les formules de S sont vraies simultanémentalors φ est vraie, e qui revient enore à dire quetous les modèles de S sont des modèles de φ.Il existe plusieurs façons de prouver qu'uneformule admet un modèle, en utilisant des mé-thodes de tableaux sémantiques ou la résolutionpar exemple (Gohet et Gribomont, 1991). Enpartiulier, la règle de résolution s'érit ¬a∨b,a∨c
b∨cet se lit  la formule b ∨ c se déduit à partir desformules ¬a∨b et a∨c (les expressions sont sousforme de lause, 'est-à-dire d'une disjontion desymboles propositionnels positifs omme a ou né-gatifs omme ¬a). De façon pratique, une formule
φ se déduit de l'ensemble de formules S si et seule-ment si S∪{¬φ} est non satisable. La règle de ré-solution se spéialise d'une part en modus ponens,
¬a∨b,a
b
, qui se lit  si a et a→ b sont vrais alors best vrai  (où a→ b est l'abréviation de ¬a∨b), etd'autre part en modus tollens, ¬a∨b,¬b
¬a
, qui se lit si ¬b et a→ b sont vrais alors ¬a est vrai . Lemodus ponens et le modus tollens synthétisent lefontionnement d'un système à base de onnais-sanes lors d'une résolution de problème. D'une









6 Les systèmes à base de onnaissanespart, le modus ponens onsiste à partir des faitsdisponibles dans une base de faits pour en déduirede nouveaux faits, jusqu'à e que les faits relatifsà la solution du problème ourant soient déduits ;le problème est alors délaré résolu, sinon la ré-solution du problème est en éhe. D'autre part,le modus tollens onsiste à partir d'un but à sa-tisfaire et à le déomposer en sous-buts jusqu'àobtenir des faits onnus ; si tous les sous-buts sontsatisfaits le problème est délaré résolu, sinon larésolution du problème est en éhe.Considérons par exemple un problème deonguration de omposants et la base de for-mules qui en déoule :  un omposant non prin-ipal est de ouleur orange ,  un omposant estgénérateur ou n'est pas de ouleur orange ,  unomposant atif n'est pas bidiretionnel ,  unomposant est bidiretionnel si et seulement siil est prinipal ,  un omposant générateur estprinipal et atif ,  un omposant prinipal estgénérateur . La base de formules assoiée est :
¬P→ CO qui s'érit (1) P∨CO, ave P = prinipalet CO = ouleur-orange, (2) G ∨ ¬CO ave G =générateur, A → ¬B qui s'érit (3)¬A ∨ ¬B, aveA = atif et B = bidiretionnel, B ←→ P quise traduit par les deux formules (4.1)¬B ∨ P et
(4.2)¬P ∨ B, G → P ∧ A qui se traduit enore pardeux formules (5.1)¬G ∨ P et (5.2)¬G ∨ A, et en-n P → G qui s'érit (6)¬P ∨ G. Il est possible demontrer que la lause vide peut se dériver ave larègle de résolution à partir de et ensemble de for-mules, où un ordre d'appliation possible est : (1)et (2) donnent P ∨ G (7) ; (3) et (5.2) donnent
¬B∨¬G (8) ; (4.2) et (5.1) donnent B∨¬G (9) ;(8) et (9) donnent ¬G (10) ; (7) et (10) donnent
P (11) ; (6) et (11) donnent G (12), e qui onduità une ontradition entre (10) qui est ¬G et (12)qui est G. Cela signie que l'ensemble des règles deonguration donné i-dessus n'est pas satisable,e qui s'interprète enore omme le fait qu'il n'estpas possible de mettre en plae une ongurationde omposants ave de telles règles.Le alul des prédiats du premier ordre,abrégé en p1, étend le p0 ave des variables(à valeurs non néessairement booléennes), desfontions qui retournent des valeurs (non boo-léennes), des prédiats qui généralisent les pro-positions et des quantiateurs qui déterminentla portée des variables. Par exemple, le prédiatunaire masulin(x) prend la valeur vrai haquefois que la variable x désigne un individu de sexemasulin ; le prédiat binaire est-mère-de(x,y)prend la valeur vrai haque fois que la variable xdésigne la mère de l'individu désigné par la va-riable y. Le alul des prédiats devient indis-pensable dès lors qu'il est néessaire de représen-ter des formules où interviennent des quantia-tions, pour dérire par exemple des propriétés qui
onernent un ou tous les individus étudiés.En partiulier, la représentation de phrases dulangage naturel s'appuie sur des formes génériquesuniverselles et existentielles, où interviennent ex-pliitement les quantiateurs (Kleene, 1971 ;Kayser, 1997). Ainsi, dans le élèbre syllogismeTous les hommes sont mortels, Sorate est unhomme, don Sorate est mortel, la premièrephrase illustre une quantiation universelle, ladeuxième une instaniation et la troisième uneonséquene logique des deux préédentes. C'està représenter e type d'énonés ave des for-mules et à prouver qu'une formule est une onsé-quene logique d'un ensemble de formules ques'attahe le alul des prédiats. En supposantpour simplier que tous les prédiats sont unaires,la forme universelle positive  tous les S sontdes P  se traduit par (∀x)(S(x) → P(x)), laforme universelle négative  auun S n'est unP se traduit par (∀x)(S(x) → ¬P(x)) ou en-ore par ¬((∃x)(S(x) ∧ P(x))), les formes existen-tielles positives  ertains S sont des P  et né-gatives  ertains S ne sont pas des P  se tra-duisent respetivement par (∃x)(S(x) ∧ P(x)) et
(∃x)(S(x) ∧ ¬P(x)). Pour en revenir à l'exemplei-dessus, les deux premières phrases du syl-logisme se traduisent par les deux formules :
(∀x)(homme(x) → mortel(x)), homme(Socrate),qui se transforment sous forme de lauses en
¬homme(x) ∨ mortel(x), homme(Socrate). En ap-pliquant la règle de résolution  omme pourle p0  moyennant la substitution de la va-riable x par Socrate, il est possible de déduireque mortel(Socrate) est une onséquene logiquedes deux premières phrases. De plus, des rela-tions omplexes omme Tous les (ertains) élé-ments de type S sont en relation (R) ave tousles (ertains) éléments de type P peuvent éga-lement être représentées. Par exemple, l'expres-sion  toutes les femmes aiment tous les hommesse traduit par (∀x)(∀y)(femme(x) ∧ homme(y) →
aime(x, y)).Par rapport aux systèmes à base de onnais-sanes, le p1 permet l'utilisation de variables etdon de traiter une atégorie de problèmes plusvaste que ne le permet le seul p0. En ontre-partie, la modélisation des énonés et le raisonne-ment s'avèrent plus omplexes. Du point de vuepratique, l'utilisation du p1 pour onevoir unsystème à base de onnaissanes repose le plussouvent sur le langage de programmation logiqueProlog, qui adopte les prinipes mêmes du p1 etqui a été mis au point dans les années soixante-dix(Colmerauer et al., 1983). Les formules du langageProlog se omposent de onstantes, de variables,de fontions, de prédiats  où ertaines fon-tions et ertains prédiats sont prédénis  et oùsont également disponibles des strutures de don-









Les systèmes à base de règles 7nées omme la liste par exemple. Trois formulesgénériques permettent de modéliser des règles, desfaits et des questions :Une règle se présente sous la forme A(x) ←
B1(x), B2(x), ..., Bn(x) et se lit A(x) si B1(x) et
B2(x) et ... Bn(x) (les prédiats sont supposésunaires pour simplier, A(x) s'appelle la tête dela règle et la onjontion des Bi(x) le orps dela règle). Par exemple la règle repas(e, p, d) ←
horsDoeuvre(e), plat(p), dessert(d) représentela règle  un repas est omposé d'un horsd'÷uvre, d'un plat et d'un dessert , où e, pet d, sont des variables. Un fait représenteun élément de onnaissane toujours vrai (unerègle sans ondition). Un fait A(x) se note
A(x) ←. Par exemple, horsDoeuvre(carotte) ←,
plat(couscous) ← et dessert(pomme) ← sont desfaits. Une question se note ? B1(x), B2(x), ..., Bn(x)et se ompose d'une onjontion de prédi-ats dont il faut établir la vérité, plus pré-isément reherher les valeurs des variablesqui satisfont simultanément haque prédiat Bi.Par exemple, les questions ? repas(e, p, d) et
? repas(e, couscous, tarte) s'interprètent res-petivement omme pour quelles valeurs dee, p et d, le prédiat repas(e, p, d) est-il satis-fait ?  et  pour quelles valeurs de e le prédiat
repas(e, couscous, tarte) est-il satisfait (deuxvariables ont des valeurs xées) .Un programme Prolog se présente donomme une suite de faits et de règles, qui or-respondent à la base de faits et à la base deonnaissanes. L'utilisation d'un système Prologonsiste à poser des questions et à obtenir des ré-ponses par l'intermédiaire d'une instaniation desvariables qui gurent dans les questions. Pour sa-tisfaire la question ? q(x), le système Prolog re-herhe une formule (fait ou règle) de tête q(.) avelaquelle le prédiat de la question peut s'appa-rier, puis il retourne la substitution des variablesqui autorise l'appariement. Par exemple, ? plat(p)peut s'apparier ave plat(couscous), e qui pro-duit la réponse {p = couscous}. Lorsque la têted'une règle s'apparie ave une question, la têtes'eae et les prédiats du orps de la lause de-viennent à leur tour autant de questions, dans les-quels les substitutions de variables eetuées lorsde l'appariement se sont propagées. Le proessusse ontinue jusqu'à e que tous les faits et toutesles règles aient été traités. Par exemple, la ques-tion ? repas(e, p, d) donne naissane à trois sous-questions qui sont ? horsDoeuvre(e), ? plat(p)et ? dessert(d), qui donnent la réponse {e =
carotte, p = couscous, d = pomme}. Le proessusest en éhe si un appariement n'est pas possibleet qu'une tête de règle ne peut pas s'eaer (lesystème eetue un retour-arrière si néessaire),sinon le proessus retourne la suite des substitu-
tions assoiées à tous les appariements réalisés.Le langage Prolog a eu une importane assezonsidérable dans le développement de systèmesà base de onnaissanes et reste enore et tou-jours un langage d'atualité pour l'ingénierie desonnaissanes. Des expérienes ont également étémenées pour oupler Prolog ave des langages deontraintes, e qui a aru le potentiel du langageen termes de oneption de systèmes à base deonnaissanes (Van Hentenryk, 1989).4 Les systèmes à base de règlesLes systèmes à base de règles (de produ-tion), plus onnus sous le nom de systèmes ex-perts (Hayes-Roth et al., 1983 ; Buhanan etShortlie, 1984 ; Delahaye, 1987 ; Laurière, 1987),onstituent un moyen privilégié de oder desonnaissanes d'experts. En eet, il s'avère qu'unebonne partie des éléments d'expertise ourants etutiles en résolution de problèmes, par exemplepour une analyse, un diagnosti, une reonnais-sane, une lassiation, s'exprime sous la formede règles de prodution. Fondamentalement, lesinférenes réalisées par les systèmes à base derègles sont régies par les prinipes de la logique,mais 'est le reueil d'expertise qui fait ii la dié-rene. Une règle de prodution se ompose d'unepartie gauhe  la prémisse  et d'une partiedroite  la onlusion  et se présente sous laforme si ondition(s) alors onlusion(s). Le lan-gage de desription des règles peut être plus oumoins omplexe, omporter des onjontions, desdisjontions, des négations, des variables, et.Un système à base de règles se ompose detrois modules séparés et interdépendants (etteséparation permet de respeter le aratère dé-laratif de la représentation). La base de règlesontient les onnaissanes du domaine mémoriséessous forme de règles de prodution. Les règles sontintelligibles pour et par elles-mêmes, et elles sontindépendantes les unes des autres (auune règlede prodution ne fait appel à une autre règle).La base de faits ontient les faits relatifs au pro-blème ourant à résoudre. Le moteur d'inférenepermet d'enhaîner et de ontrler les yles d'ap-pliations des règles, en partant des faits pour at-teindre la solution du problème ourant. Le yled'un moteur d'inférene est à trois temps : séle-tion des règles appliables, hoix d'une règle etdélenhement. La gure 1.2 montre un exemplede base de règles relatives à des déplaements depersonnes et une base de faits assoiée. Les pre-mières règles (de (r1) à (r4)) traitent le hoix dumoyen de déplaement en fontion de la distaneet les autres règles sont relatives au budget pourle déplaement. La base de faits dérit le problèmepartiulier d'un déplaement de 456 km pour ununiversitaire disposant d'un ertain budget.









8 Les systèmes à base de onnaissanes(r1) Si distane ≤ 2 km alors aller-à-pied(r2) Si 2 km < distane ≤ 20 km alors aller-à-vélo(r3) Si 20 km < distane alors aller-en-train(r4) Si 400 km < distane et budget-avion alors aller-en-avion(r5) Si aller-en-train ou aller-en-avion alors besoin-billet(r6) Si universitaire et budget alors ordre-mission(r7) Si ordre-mission et besoin-billet alors billet-prépayé(r8) Si universitaire et distane ≤ 1000 km alors ¬ budget-avion(r9) Si besoin-billet et ¬ ordre-mission alors payer-billetBase de faits = {universitaire, distane = 456 km, budget}Fig. 1.2  Un exemple de base de règles relative à des déplaements et une base de faits assoiée.Étant donné une base de faits et une basede règles, une règle R est appliable si ses ondi-tions sont satisfaites, autrement dit si la base defaits ontient les informations néessaires pour va-lider les prémisses de la règle R. Dans l'exemplei-dessus, les règles (r3), (r6) et (r8) sont ap-pliables. Le hoix d'une règle se fait parmi lesrègles séletionnées sur la base de ertains ri-tères, ar plusieurs règles peuvent être en ompé-tition lors de e hoix (d'où le nom d'ensembledes onits donné quelquefois à l'ensemble desrègles appliables). Des métarègles (ou des méta-onnaissanes (Pitrat, 1990)) peuvent être utili-sées pour résoudre les onits, 'est-à-dire aider àhoisir une règle à appliquer parmi plusieurs règlespossibles, omme par exempleMR1 N'appliquerqu'une seule fois une règle sur les mêmes don-nées  ; MR2 Ne pas appliquer une règle quionlut sur des faits déjà onnus  (es deux mé-tarègles permettent également d'éviter les boulesinnies) ; MR3 Appliquer la règle de rang le plusbas si auune des deux métarègles MR1 et MR2ne s'applique . Une fois une règle hoisie, elle estappliquée et les éléments de sa onlusion sontajoutés à la base de faits. Par exemple, ii, la mé-tarègle MR3 s'applique, la règle (r3) est hoisieet le fait aller-en-train est validé, e qui per-met la séletion future de la règle (r5), et ainside suite.En e qui onerne la stratégie d'appliationdes règles, le haînage avant est dirigé par les don-nées et se distingue du haînage arrière qui estdirigé par les buts. Pour le haînage avant, étantdonné une base des faits disponibles et un but àrésoudre, le moteur d'inférene enhaîne les ylesen séletionnant les règles dont les prémisses sontsatisfaites (modus ponens). Les nouveaux faitssont insérés dans la base de faits et le moteurs'arrête ave suès lorsque la base ontient le butou en éhe lorsque plus auune règle n'est appli-able et que le but n'est toujours pas atteint. Par
exemple, une suite d'appliations de règles peutêtre la suivante : (r3),(r5),(r6),(r7),(r8), equi exprime que le déplaement de 456 km pournotre universitaire peut se faire en train ave unbillet prépayé. Pour le haînage arrière, le moteurd'inférene reherhe les règles qui onluent sur lebut à résoudre : les prémisses des règles séletion-nées onstituent autant de nouveaux sous-buts àrésoudre (à la façon du modus tollens, il s'agit de remonter  des onlusions vers les prémisses).Soit un sous-but est dans la base de faits, soitil faut le prouver à son tour en reherhant desrègles qui onluent sur e sous-but. Le moteurs'arrête ave suès lorsque l'ensemble des sous-buts à résoudre est vide et en éhe lorsqu'il existeun sous-but qui ne peut être démontré. De ettefaçon, en partant de la même base de faits et d'unbut omme aller-en-avion, le système va séle-tionner la règle (r4). La première ondition estsatisfaite (400 km < distane) et il faut fournirdes informations supplémentaires au système pourqu'il puisse aller plus loin, ii savoir si un budgetavion existe pour le déplaement, et ainsi de suite.Une analyse des aratéristiques générales dessystèmes à base de règles montre que ette famillede systèmes est plutt bien adaptée à la résolutionde problèmes de lassiation, de reonnaissane,de diagnosti, de onguration, pour lesquels iln'est pas néessaire de manipuler des strutures etde onstruire une solution de toutes pièes. C'estjustement pour failiter la représentation et la ma-nipulation de strutures qu'ont été développés lesformalismes de représentation par objets (Duour-nau et al., 1998) et les logiques de desriptionsdont il est question i-après.5 Les logiques de desriptionsLe formalisme des logiques de desriptionsjoue atuellement un rle fondamental pour one-voir des systèmes à base de onnaissanes etdes ontologies pour le Web sémantique (Baader









Les logiques de desriptions 9et al., 2003 ; Fensel et al., 2003 ; Staab et Stu-der, 2004). Dans une logique de desriptions, leonept est l'élément fondamental des formules ;il représente un ensemble d'individus  l'exten-sion du onept  et il est muni de rles, quireprésentent des relations binaires entre les indi-vidus et qui omposent l'intension du onept. Unonept et un rle possèdent une desription stru-turée, élaborée à partir d'un ensemble de onstru-teurs. Une sémantique extensionnelle est assoiéeà haque desription de onept et de rle par l'in-termédiaire d'une interprétation ensembliste. Enpartiulier, un onept C est satisable si et seule-ment si son interprétation ensembliste  autre-ment dit son extension  n'est pas vide. La rela-tion de subsomption permet d'organiser oneptset rles suivant leur niveau de généralité : unonept D subsume un onept C si D est plus gé-néral que C au sens où l'extension de D ontientl'extension de C dans toute interprétation. Lesonnaissanes sont prises en ompte selon deuxniveaux : la représentation des onepts relève duniveau ontologique, tandis que la représentationdes individus et les assertions dans lesquelles ilsinterviennent relèvent du niveau assertionnel oufatuel. Les opérations qui sont à la base du rai-sonnement sont la satisabilité d'un onept oud'une base de onnaissanes (la reherhe d'unmodèle), la détetion de relations de subsomp-tion (lassiation de onepts) et d'instaniation(lassiation d'instanes).Les langages de la famille des logiques dedesriptions se distinguent par l'ensemble desonstruteurs qu'ils autorisent. Les onstruteursles plus ourants pour les onepts sont la onjon-tion (C ⊓ D, où C et D désignent des onepts), ladisjontion (C ⊔ D), la négation (¬C), la quanti-ation universelle (∀r.C, où r désigne un rle et
C le odomaine du rle), la quantiation exis-tentielle (∃r.C), les restritions sur la ardinalitédes rles sans odomaine (≥n r et ≤n r) et aveodomaine (≥n r.C et ≤n r.C). La famille de lo-gique AL se aratérise à partir de l'ensemble deonstruteurs suivants : ALC = {A, r,⊤,⊥, C ⊓
D, C ⊔ D,¬C,∀r.C, ∃r.C}, où A dénote un nom deonept, r un nom de rle, ⊤ le onept le plusgénéral et ⊥ le onept le plus spéique. Peuventvenir s'ajouter à ALC des onstruteurs portantsur les rles qui permettent la dénition d'une hié-rarhie de rles, les rles inverses, la transitivitésur les rles, la onjontion, disjontion et néga-tion de rles, et.Considérons l'exemple suivant, tiré de (Ne-bel, 1990) : (1) un homme et une femme sontdes personnes ; (2) auune femme n'est un hommeet vie-versa ; (3) une équipe est dénie ommeun ensemble ayant au moins deux membres quisont tous des personnes ; (4) une petite équipe
est dénie omme une équipe ayant au plus inqmembres ; (5) une équipe moderne est dénieomme une équipe ayant au plus quatre membres,ayant au moins un hef et dont tous les hefs sontdes femmes. Cet ensemble d'énonés peut se re-présenter omme indiqué à la gure 1.3. Une in-trodution de onept (ou de rle) se ramène àdélarer une relation de subsomption (⊑) entre lenouveau onept et des onepts préexistants. Unonept peut être primitif, omme Ensemble et
Personne, et introduit par référene au oneptle plus général (⊤) ou à d'autres onepts pri-mitifs, omme Homme et Femme. Un onept peutêtre déni, omme Équipe, Petite-équipe etÉquipe-moderne, ave une dénition donnée parl'intermédiaire de ≡ : C ≡ D signie alors que
C ⊑ D et D ⊑ C. Une façon de spéier l'inom-patibilité entre les onepts Homme et Femme re-vient à délarer qu'ils ne peuvent pas avoir desous-onept ommun diérent de ⊥. Comme unonept, un rle peut être primitif ou déni. Ii, lesdeux rles sont primitifs et aPourMembre est plusgénéral que aPourChef. Une base de onnaissanesse ompose alors d'un ensemble d'introdutions deonepts et de rles, qui s'organisent en une hié-rarhie grâe à la relation de subsomption. Ainsi,dans l'exemple, la hiérarhie des onepts dénisest Équipe-moderne ⊑ Petite-équipe ⊑ Équipe.Un ensemble d'assertions omposées d'instania-tions de onepts ou de rles peut venir ompléterla base de onnaissanes (et orrespondre à unebase de faits).Les logiques de desriptions orent de nom-breuses onstrutions pour onevoir des systèmesà base de onnaissanes opérationnels et eaes,mais des problèmes de représentation subsistent,pare que diiles à résoudre si l'on veut res-ter en parfaite adéquation ave le formalisme dees logiques (par exemple les relations entre rles,l'absene de proédures, de fontions, de méta-niveau, et.). Toutefois, pour l'heure, les logiquesde desriptions ont fourni la base du langage de re-présentation d'ontologies pour le Web sémantiqueowl. Le langage owl possède trois dialetes, owlfull, owl dl et owl lite, qui se distinguentpar l'ensemble des onstruteurs utilisés (Staabet Studer, 2004). En partiulier, owl dl reposesur la logique de desriptions SHOIN (D), quiregroupe les onstruteurs de ALC (S), H pourl'existene d'une hiérarhie de rles, O pour lestypes énumérés (ensembles d'instanes), I pourles rles inverses, auxquels s'ajoute la transitivitédes rles, N pour la ardinalité sans odomainesur les rles et enn (D) pour l'existene de typesde données.














Homme⊓ Femme ⊑ ⊥
aPourChef ⊑ aPourMembre
Équipe ≡ Ensemble⊓ ∀aPourMembre.Personne⊓ (≥2 aPourMembre)
Petite-équipe ≡ Équipe⊓ (≤5 aPourMembre)
Équipe-moderne ≡ Équipe ⊓ (≤4 aPourMembre)⊓ (≥1 aPourChef)⊓ ∀aPourChef.FemmeFig. 1.3  Une représentation possible en logique de desriptions de l'énoné sur les équipes etleurs propriétés.6 Histoires, appliations et enjeux a-tuelsL'histoire des systèmes à base de onnais-sanes n'est pas si longue mais elle a vu naître unbon nombre de systèmes dont ertains ont été etsont enore des modèles du genre dans leurs spé-ialités (Hayes-Roth et al., 1983 ; Marus, 1988 ;Puppe, 1993). Parmi es systèmes, beauoup sontrestés des prototypes et ont été onstruits pluspour valider des idées et des résultats de reherheque pour être véritablement opérationnels dansle monde industriel. Parmi les tâhes eetuéespar es systèmes, gurent, en reprenant la divisionde (Stek, 1995), la lassiation, la ongurationet la diagnosti. Les domaines d'appliations sonttrès variés pour les trois tâhes, ave, aux premiersrangs, la biologie, la himie, la géologie, la méde-ine, mais aussi l'agronomie, l'environnement, lemarketing, les mathématiques, la sidérurgie, et.La lassiation reouvre l'identiation d'unobjet ou phénomène quelonque en tant quemembre d'une lasse onnue. Pour ette tâhe, lessystèmes qui ont fortement marqué leur époquesont myin, dendral et prospetor (Buhananet Shortlie, 1984). Le premier système, le plusélèbre, travaille dans le adre des maladies infe-tieuses et met en relation une maladie infetieuseà un ensemble de symptmes. Le système myin afait ouler beauoup d'enre et a été à l'origine detrès nombreux travaux de reherhes et d'un en-gouement assez spetaulaire dans le domaine dessystèmes à base de onnaissanes, e qui, para-doxalement, a relativement ontribué à desservirla thématique par la suite. Les tâhes réalisées parles autres systèmes sont pour dendral l'éluida-tion de strutures moléulaires en spetrométriede masse (himie) et pour prospetor l'identi-ation de la nature des terrains en vue de leurprospetion (géologie).La onguration reouvre l'arrangement departies ou de omposants en satisfaisant un en-semble de ontraintes donné. Le système r1 et
son suesseur xon permettent de ongurer lesomposants d'un ordinateur et ont été les premiersd'une lignée de systèmes de onguration d'or-dinateurs. Dans le système myin omme dansd'autres systèmes de lassiation ou de diag-nosti, il existe un module de onguration, quionsiste en l'ourrene à mettre une thérapie enplae par rapport à un diagnosti eetué. Prohede la onguration se trouve la oneption quionsiste à onstruire une struture à partir d'élé-ments de base. Dans ette atégorie peuvent seplaer des systèmes dits de ao ou  oneptionassistée par ordinateur . L'arhiteture de es sys-tèmes est souvent proédurale et pas toujoursonforme à l'arhiteture délarative introduite i-avant. En partiulier, itons le système molgende planiation d'expérienes génétiques en bio-logie, qui met en ÷uvre un module de satisfationde ontraintes, et les systèmes de planiation desynthèses en himie organique lhasa et resyn,e dernier s'appuyant sur un formalisme de repré-sentation par objets (Duournau et al., 1998).La reherhe d'un diagnosti onsiste à ob-server un dysfontionnement et à en déterminerles auses, que e soit pour un être vivant, unepersonne, un animal, une plante, et. ou un ar-tefat de toute nature omme une voiture, uniruit életrique, et. La reherhe des ausesd'un dysfontionnement est à la base du raison-nement par abdution. Les systèmes de diagnos-ti sont très nombreux parmi les systèmes à basede onnaissanes et il n'est pas étonnant de re-trouver aux premiers rangs des systèmes dontle hamp d'ativité est la médeine (Buhananet Shortlie, 1984 ; Claney et Shortlie, 1984),omme par exemple la famille des systèmes in-ternist spéialisés dans le diagnosti de mala-dies liniques (hépatites, infetions, èvres, et.),le système asnet/glauoma pour le diagnos-ti et le traitement du glauome et enn, dans unautre domaine, le système sophie-iii sur la om-préhension de pannes de iruits életriques.









Histoires, appliations et enjeux atuels 11Pour terminer e bref tour d'horizon, il fautiter la démarhe originale du système y, quise veut un système à base de onnaissanes uni-versel, apable de raisonner sur des problèmes dela vie quotidienne (Lenat et Guha, 1990). Unetelle entreprise est de longue haleine et le sys-tème y risque d'être en perpétuelle onstru-tion, mais n'est-e pas le propre de l'homme lui-même?Dans le ontexte atuel, plusieurs dés et en-jeux se posent pour les systèmes à base de onnais-sanes, surtout par rapport à la problématique duWeb sémantique (Fensel et al., 2003). La diusiondes onnaissanes est essentielle et ne peut passe faire sous n'importe quelle forme : e sont lesontologies qui vont donner une forme et un sensaux onnaissanes représentées, qui vont servir devéhiules et qui vont permettre à des agents de ti-rer parti des onnaissanes pour résoudre des pro-blèmes, manipuler des onnaissanes distribuées,reherher et exploiter des douments en fontionde leur ontenu, assurer l'interopérabilité entrediérents servies, et. Pour l'heure, il est aquis
que la struture et la sémantique des douments informations, onnaissanes  doit être diuséepar l'intermédiaire de langages de représentationomme owl, ompatibles ave les standards duWeb que sont devenus xml et rdf(s), pour la des-ription des douments et des ressoures (Staab etStuder, 2004). Il est néessaire pour les systèmes àbase de onnaissanes d'avoir une syntaxe et unesémantique lairement dénies, et de montrer despossibilités de représentation et de raisonnementréelles et eaes. Est-e qu'un  super systèmeà base de onnaissanes universel , dans la lignéede y, verra bientt le jour, ave un ensemble dedimensions spéiques, une pour dérire les ob-jets du monde, une pour les douments, une pourles strutures de données, une pour extraire desonnaissanes, une pour les traitements et les ser-vies, une pour les raisonnements de toutes na-tures ? Dans ette perspetive de  gratte-iel desonnaissanes , haun des étages a son rle àjouer et doit ollaborer ave les autres  vial'asenseur ou l'esalier  pour résoudre les pro-blèmes posés par les visiteurs . . .BibliographieBaader et al. (2003), F. Baader, D. Calvanese, D. M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