Mobile robot teleoperation is a method for a human user to interact with a mobile robot over time and distance. Successful teleoperation depends on how well images taken by the mobile robot are visualized to the user. To enhance the efficiency and flexibility of the visualization, an image retrieval system on such a robot's image database would be very useful. The main difference of the robot's image database from standard image databases is that various relevant images exist due to variety of viewing conditions. The main contribution of this paper is to propose an efficient retrieval approach, named location-driven approach, utilizing correlation between visual features and real world locations of images. Combining the location-driven approach with the conventional feature-driven approach, our goal can be viewed as finding an optimal classifier between relevant and irrelevant feature-location pairs. An active learning technique based on support vector machine is extended for this aim.
Location-Driven Image Retrieval for Images Collected by a Mobile Robot

Introduction
Mobile robot teleoperation is a method for a human user to interact with a mobile robot over time and distance. Successful teleoperation depends on how well information from the robot is visualized to the user. For intuitive and efficient user-interface, typical teleoperation systems display sensory information from onboard image sensors (1) , (2) rather than from the other onboard sensors such as laser scanner, sonar, etc. (3) Such an image-based interface enables a human user to intuitively understand the current robot's state (e.g. robot's position, task procedure), as well as to inform the robot of the user's intention by pointing some real world location or object displayed on an image.
Most of existing systems focus on real-time display of sensor images, and only visualize a small set of recentlyacquired images. Very few systems could visualize a large set of history images, which are common in real world applications and inherent in large-scale environments. To visualize such a large set of images, it would be very useful to have a function of image retrieval, and with this motivation, we have been developing a sensor image retrieval system (4) . Our image retrieval system aims at retrieving the target images (relevant images) that the user is interested in through a sequence of interactions with the user, while minimizing the number of interactions so as to reduce the load of the user. The system is based on ContentBased Image Retrieval (CBIR), a standard image retrieval approach, using image features such as color histograms automatically derived from the database images. In every interaction round, the system requires the user only to classify example images displayed on the screen into 'relevant' or 'irrelevant'. From the history of the example images and the classification results, the system learns a current best classifier that can be viewed as a user model, then selects from the database a small set of example images to be displayed in the next round interaction. The above problem of classifier learning may be solved in an optimal manner by using state-of-the-art machine learning techniques, for example Support Vector Machine (SVM) (5) , an optimal binary classifier given a minimal set of relevant and irrelevant image features. On the other hand, the problem of example selection, i.e. how to select effective examples that are likely to minimize the number of interactions, is an important and still difficult problem.
There are various kinds of object images in typical databases, while a user is usually interested in only small subset of the objects. This means that there are much less relevant images than irrelevant images. Such asymmetric distribution makes it difficult to find likelyrelevant examples, and therefore to learn features of relevant objects. This problem is called Small Sample Problem (SSP). Most previous approaches to solve SSP are feature-driven, which means that they regard such an image as likely-relevant whose image feature is similar to an already-found relevant image (6) , (7) . The similarity are typically measured by the Euclidean distance between examples in the feature space (8) . Such strategy is effective when features of relevant images are similar to each other. Unfortunately, this is not the case for the robot's image database. The relevant images may be dissimilar to each other due to difference in illumination and viewing conditions. Such dissimilarity makes it more difficult to learn the relevant features, and makes SSP more serious.
The main contribution of this paper is to present an efficient approach to this problem, called location-driven approach, which is based on the real world locations of objects. The basic idea of the approach is to localize relevant and irrelevant objects with respect to the robot's workspace. Such locations are obtained roughly from the viewpoint locations or estimated more precisely using SLAM (simultaneous localization and mapping (9) ) techniques. Then, a database image containing an alreadyfound relevant object can be regarded as likely-relevant. Combining the feature-driven and the location-driven approaches, our goal can be viewed as finding an optimal classifier between relevant and irrelevant image-feature pairs. To implement this idea, we introduce an active learning technique based on SVM with some modifications. The second contribution of this paper is to address the location uncertainty inherent in real world environments. It is difficult for standard vision sensors to precisely localize objects in an image. To solve the problem, we present a multi-hypothesis approach that randomly generates a number of object location hypotheses, and then retrieves ones that are consistent with the relevant image features. Finally, we conducted experiments under large location uncertainty, and found that the proposed method has strong robustness against feature and location uncertainty.
Problem
To automatically retrieve a set of relevant images from large image database, it is crucial to find a good binary-classifier that would automatically classify all the database images into relevant or irrelevant. CBIR is a general approach to learn such an optimal classifier through a minimum number of interactions between the user and the system.
In this paper, we will discuss several types of CBIR algorithms. For this aim, we introduce three kinds of pre-designed functions that will characterize a CBIR algorithm.
• Feature extraction function F v • Classifier learning function F c • Example selection function F s Now, let us summarize the CBIR algorithm. In the initialization stage, a small set {x i } of example images are randomly selected from the database. After that, the following steps are iterated.
( 1 ) The user assigns each example image a class label y i = +1 (relevant) or y i = −1 (irrelevant).
( 2 ) From the history of the example images x i and the classification results y i , the system learns a current best classifier F d that would classify the image feature
( 3 ) Based on the current learning result F d , the system selects a set of effective example images {x i } from the database by
for the next round interaction. Here, we denote by z i a sequence (z 1 ,···,z i ). Figure 1 illustrates the main processes of CBIR.
Design of the feature extraction function F v is an important and on-going research topic (10) , (11) . Since our feature vector must be robust to illumination changes, HSV (Hue, Saturation, intensity Value) color representation is used in our system. The hue value can be viewed as a robust feature to represent the type of the color (e.g. red, blue). However, the hue value can be unreliable when the saturation value is low. In such a case, the intensity value tends to be more informative than the hue value. Thus, both of hue and intensity values are important, as suggested by Sural, S. et al. in Ref. (11) . In our system, a 16-bin hue histogram is generated from the pixels whose saturation value exceeds some threshold, and a 16- bin intensity histogram is generated from the other pixels, then the two histograms are combined to generate a 32-dimensional feature vector.
There are various kinds of classifiers that can be used for learning function F c . We chose Support Vector Machine (SVM) classifier, from a reason that will be described in section 3. SVM is a binary classifier that constructs an optimal hyperplane, which separates between relevant (positive, +1 class) and irrelevant (negative, −1 class) feature vectors in a high dimensional feature space, given a sequence of example features f k and the corresponding class labels y k (y i ∈ {−1,+1}). Since the feature vectors are typically linearly inseparable in the input feature space, SVM maps the input feature vectors by socalled Mercer kernel Φ to a higher dimensional feature space, where the classification takes place. In summary, its separating hyperplane is represented in the form:
where w is a parameter vector to be learned. It classifies a feature vector f into relevant if F d ( f ) is positive, or irrelevant otherwise. Importantly, an optimal hyperplane can be constructed efficiently by maximizing the margin to the nearest examples (5) . From Fig. 1 , it is obvious that the classification results {y i } as well as the learning results F d are dominated by the example images {x i } selected by the example selection function F s . Therefore, the function F s should be carefully designed, so as to minimize the number of interactions, which represents the user's cost. In the following sections, we will focus on the design of the example selection function.
Before concluding this section, some performance measures should be introduced to clarify our CBIR problem. Precision and recall are two popular measures to evaluate the performance of an image retrieval system. Let r denote the number of relevant database images that would be correctly classified by the learned classifier, d denote the number of relevant database images, s denote the number of database images that would be classified into relevant by the learned classifier. Then, precision P is defined as r/s, while recall R is defined as r/d. In general, there is a tradeoff between precision and recall. Therefore, we will use another popular measure called f-measure
to evaluate the system performance from the total point of view.
Example Selection Method
In this section, firstly, a state-of-the-art CBIR approach called SVM active (12) proposed by Tong et al. is introduced with some modifications, which is an instance of the popular feature-driven approach. Secondly the drawbacks of such a feature-driven approach are discussed, and a novel approach called location-driven approach is proposed. After that, an effective technique for dealing with inherent location uncertainty is presented.
1 Multiple classifier hypotheses
It is difficult to uniquely determine the classifier parameter w from a limited number of examples. In other words, there always exist multiple hypotheses of the classifier. Then, our goal can be viewed as maximally reducing the number of classifier hypotheses by selecting effective examples. Generally, it is not easy to find such an effective example in a practical computation time due to high-dimensionality of the parameter space, called version space.
SVM active proposed by Tong et al. (12) addresses the problem of the high-dimensionality by taking advantages of the duality of Support Vector Machine. According to the duality, a point f and a classifier (hyperplane) w in the feature space respectively corresponds to a classifier (hyperplane) and a point in the version space. Therefore, a most informative example that maximally reduces the version space is simply regarded as the one that halves the version space.
Unfortunately, selecting such an informative example is still computationally intractable, since the shape of the version space is usually complex and unknown. So, some approximation is needed. To address this problem, we chose a simple approach suggested in Ref. (8) where the shape of the version space is approximated as a maximal hyper-sphere that can fit inside the version space. Then, the most informative example can be viewed as the one that is nearest from the center of the hyper-sphere. Due to the duality, such example is the one whose distance |F d ( f )| from the separating hyperplane is shortest. Figure 2 illustrates a typical situation. Let us consider three examples x c , x e and x h shown in Fig. 2 (a) and (b) . Among these examples, x h is nearest from the current classifier (hyperplane). Therefore, this example is selected by SVM active , and is classified by the user, then a new classifier is learned as shown in Fig. 2 (a) and (c). Note that x h actually reduces the version space most largely.
2 Feature-driven vs. location-driven
The essence of the feature-driven approach like SVM active is to construct a hyperplane that separates between already-found relevant and irrelevant image features. Naturally, such an approach is effective only when the relevant image features are similar to each other. Unfortunately, this is not the case for the robot's image database. In the case of the robot's image database, the relevant image features are typically dissimilar to each other due to difference in illumination and viewing conditions. Then, the feature-driven approach often fails to find relevant images that are far apart from already-found relevant Figure 3 (a) illustrates a typical case. In Fig. 3 (a) * 1 , it can be seen that relevant images A, B, C will be never selected by the feature-driven approach.
To deal with this problem, in our location-driven approach, we consider the real world locations of relevant and irrelevant objects. Such a location l i of an image x i is defined as the location in the configuration space, which may be roughly obtained from the viewpoint information p i .
For simplicity, we will assume for a moment that the estimation function F l is sufficiently accurate. Generally, even though 2D SLAM techniques are commonly used for localization and mapping in mobile robotics, 3D SLAM techniques are premature and no stable method exists to measure the 3D object locations. Actually, in experiments, we will use a location estimator F l with quite large uncertainty, approximating the object location by the viewpoint location as well as the 1D distance traveled by the camera. For this reason, we will relax the assumption of sufficiently accurate F l in the next section.
In addition, we also assume indoor environments with almost no environment change. In general dynamic environments, the location-driven approach may conduct worse results when some objects are move to. In such a case, not only the real world location of an object but also the time stamp of the object detected might be used as an effective location feature.
Using such location information, additional likelyrelevant images are found as the ones that contain some already-found relevant objects. However, this locationdriven approach alone fails to detect such a relevant object that is far apart from already found objects in the configuration space.
Our solution is to combine the feature-driven and the location-driven approaches. For this aim, we introduce a novel feature vector composed of both image feature and location elements:
and consider the corresponding higher-dimensional feature space. Now, our CBIR problem can be viewed as finding an optimal classifier in the novel feature space so as to separate relevant and irrelevant image-location pairs. Note that, in such a feature space, relevant features are often similar to each other even when either relevant image features or relevant object locations are far apart from each other. As a result, additional features will be found more It can be seen that high efficiency is achieved even when either of location or feature information is unreliable. In summary, our method uses the following functions for example selection and feature extraction.
• Example selection function:
• Feature extraction function:
3 Multiple object hypotheses
In section 3.2, we assumed that the location estimator F l is sufficiently accurate. This is not the case in many real world applications. It is still difficult for current stereo vision techniques to reliably estimate the location of a com-plex shaped objects. Also, it is difficult for image segmentation techniques to reliably extract objects in an image. Therefore, our retrieval system must be robust against such location uncertainty.
To address this problem, we introduce a multihypothesis approach, where the object location in an image is not deterministically estimated, but instead, a set of object location hypotheses are randomly generated. Such a location hypothesis is represented as a rectangle region in the image, and generated by a soft-segmentation technique. Then, each hypothesis represented by a rectangle region is used as an individual database image. Of course, in such an approach, many dummy database images are generated that does not correspond to any real world object. However, this does not cause a serious problem, because a CBIR tends to efficiently distinguish relevant images from such dummy images.
For the soft-segmentation, grid-based segmentation proposed by Charlie Dagli et al. (13) is utilized. In the technique, every original image is segmented into several rectangle regions. Figure 4 illustrates the original images as well as rectangle regions (red rectangles) used by the soft segmentation technique. Since the number of possible rectangle regions is usually quite large in our case, a practical number of regions are randomly sampled.
Experiments
We conducted experiments using a database of images collected in an office environment. Figure 5 describes the environment conditions, the viewpoint trajectory as well as the object density of the environment in a plan view. The size of the environment is 10 m by 20 m. The figure also indicates the location as well as the viewing direction of the camera by the arrows. The size of images is 320×240 pixels, RGB 24 bit color, and the frame rate is 10 frames/s.
The feature extraction function F v outputs a 32-dimensional feature vector as described in section 2. The location estimator F l outputs only a 1-dimensional feature vector. This scalar value represents the distance traveled by the camera. Such simple position measurements are typical in the case of mobile robots with poor motion sensors (e.g. wheel encoder) and without a priori map of the environment. On the other hand, if accurate 2D or 3D viewpoint information is available, another approach based on more strict spatial reasoning would be effective. Another line of our studies is focused on the use of such accurate viewpoint information for the robot's image retrieval problem. One of recent progress in the research is presented in another paper (4) . Compared with these studies, it can be said that the location uncertainty is quite large in this experiment.
CBIR was performed for 10 different relevant objects, shown in Fig. 4 . As mentioned earlier, CBIR becomes more difficult when relevant objects have less distinctive image features. In addition, the distinctiveness depends on the saturation value of an image feature. If the saturation value exceeds the predefined threshold, the hue value tends to be sufficiently reliable and the image feature becomes distinctive. Otherwise, the hue value can be unreliable and the image feature becomes non-distinctive. From these reasons, the 10 relevant objects are grouped into two categories according to whether the saturation value exceeds the threshold (category #1) or not (category #2). The relevant objects (b), (c), (e), (g) and (i) in Fig. 4 belong to the category #1, while (a), (d), (f), (h) and (j) belong to the category #2. Figure 7 (a) and (b) shows examples of relevant objects for category #1 and #2, respectively.
It was assumed that the classification by the user is always correct. It was also assumed that an image is relevant if and only if the image contains more than half of the area of relevant object.
The number of example images queried in every interaction round is set to 4. The interactions are iterated for 10 times at most. In every interaction round, the performance of the current best classifier was evaluated according to the performance measures defined in section 2. A conventional method that selects examples based only on image features, i.e. F f (x i , p i ) = F v (x i ), is used as a benchmark. Figure 6 summarizes the (average) performance for the two categories. In this figure, 'Proposed' and 'Conventional' respectively correspond to the proposed and the conventional methods. For relevant objects in category #1, the hue histogram tends to have a strong peak as shown in Fig. 7 (a) , and be differentiable from the other relevant objects with different color type. In such a case, image feature (i.e. the HSV histogram) alone can be an informative feature to retrieve additional relevant images. Note that even in such a situation, the proposed method achieved slightly better performance than the conventional method. For relevant objects in category #2, the hue histogram tends not to have any strong peak as shown in Fig. 7 (b) , and to be hardly differentiable. In this case, the image feature alone cannot be sufficiently informative, and the location feature can be much helpful. So, the proposed method clearly outperformed the conventional method.
Conclusions and Future Works
In summary, the feature-driven and the locationdriven compensate to each other for finding additional relevant images in the presence of large uncertainty. Combining these two approaches, CBIR is reformulated as the problem of finding a classifier between relevant and irrelevant image-location pairs. Support Vector Machine active learning is extended for this aim. In the future, we hope to design some location-invariant image features. Another direction would be introducing more sophisticated techniques for estimating object locations, in order to reduce the dummy database images generated in the multihypothesis approach. 
