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Probabilistic Methods for Land Cover Change Detection
by Willem OLDING
One of the most powerful tools we possess for global scale monitoring of the sur-
face of the earth are spacebourne remote sensing satellites. Every day they capture vast
amounts of data at different spatial, spectral and temporal resolutions which must be
processed in order to generate meaningful insights. This thesis focuses on the particular
problem of detecting if and when a particular region of land cover experiences a change
from one type to another. This problem is made difficult by the fact that the majority of
land cover on earth, especially vegetated, undergoes natural variations on both annual
and inter-annual time scales driven by changes in season and climate. In this thesis we
argue that the key to detecting unnatural changes as accurately and rapidly as possible is
to do so with respect to a probabilistic model of the natural variations estimated for the
particular region of interest. A method each for change detection, change point estima-
tion and online change monitoring are proposed that follow this strategy. These methods
are evaluated on reflectance time series from the Moderate Resolution Imaging Spectro-
radiometer (MODIS) for two change detection problems, detecting unplanned settlement
expansion in South Africa and detecting deforestation of protected areas in Australia. In
each case the proposed methods are shown to be effective and require little human su-
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Land cover change detection is given as one of the primary aims of numerous earth ob-
servation satellite missions. Its focus is to combine multiple data acquisitions to locate
regions on the earth where the land cover has been altered in a way that is deemed rele-
vant for a particular application. Change detection is typically used in one of three cases.
It may be used as the first stage in a processing pipeline, for example when updating land
cover maps it can reduce the problem to only reclassifying regions which have changed.
It may also be applied to produce useful information in its own right, for example es-
timating how much of a particular region has experienced change within a given time
span. The third case is where land cover is monitored online in order to detect change
shortly after it has occurred. In this case the output of a method is used to guide action
in response to the change. Each of these cases has a diverse range of applications that
include the monitoring of deforestation, human settlements [1]–[7], fire, agriculture and
invasive species [8], [9].
Despite its importance, land cover change detection is an area of research that attracts
comparatively few studies compared with other areas of remote sensing such as land
cover classification. Historically, due to the limitations of sensors and data processing
abilities, land cover change detection methods compared only a few data acquisitions in
order to detect change. More recent methods consider many observations of a region
as a time series and apply methods from the fields of signal processing and time series
analysis.
While many published methods show excellent performance on particular problems
none have yet reached the ‘holy grail’ of land cover change detection: total automation
2 Chapter 1. Introduction
and high accuracy [10]. While it is unlikely that goal will ever truly be reached there are
several characteristics that an ideal method should have. It should be unsupervised, that
is not require labeled examples of land cover types or changes, and have a minimum
number of parameters that must be set in order to achieve high accuracy. High accuracy
can be further decomposed in to a low false alarm rate coupled with a high recall (true
alarm rate). Methods having these characteristics have a reduced barrier to usage and
can be applied by non-experts in a wide variety of applications.
1.2 Aim and Scope
The aim of this study is therefore as follows:
Problem Statement: To develop methods for land cover change detection that
are effective and highly automated.
The study is limited to considering only data from coarse spatial resolution (30m -
1km), high temporal resolution (<5 day sampling period), multi-spectral satellite sensors.
This is due to several reasons. Firstly, as mentioned prior, these types of sensors and
platforms are designed for large scale, long term monitoring of land cover. The high
temporal resolution is of key importance, especially to real time applications, and with
current technology this cannot be realised without a trade-off in spatial resolution. Multi-
spectral sensors are considered as they are designed with the intention of discriminating
different types of land cover by their spectral signatures and have been shown to be very
effective for this purpose. Furthermore there is a large catalogue of free, high quality data
meeting these requirements as well as upcoming missions ensuring data availability into
the future.
1.3 Research Contributions
This body of work contributes two primary contributions to the field of land cover change
detection. The first is a method for detecting historical land cover change given a re-
motely sensed time series of interest and a collection of equal length time series from a
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similar geographical region. This method operates by estimating a multivariate Gaussian
model with dimensionality equal to the number of samples in the time series. This cap-
tures the natural seasonal and inter-annual variations for the region. Time series that do
not follow the expected trajectory appear as outliers under the joint distribution and can
be detected using outlier detection methods. A method for using this model to also detect
the time of change is proposed using the correlation matrix of the estimated model. In
this method the correlations between samples before and after a candidate change point
are artificially set to zero and the fit of the model re-evaluated for all possible change
points. It was found that, for the majority of change signals evaluated, the best fit in
terms of maximum likelihood occurs when the candidate change point and real change
point are close. The time-of-change can therefore be found with a simple linear search.
The findings of this study are published in IEEE Geoscience and Remote Sensing Letters
[11] (Appendix D).
The second contribution is that a similar model can be successfully applied to detect
changes online for continuous monitoring purposes. This is important for applications
where land cover change must be detected shortly after it has occurred. In this method
a multivariate Gaussian model is estimated using available historical data for a region
and used to make predictions of the next sample of the time series of interest. A time
series of the normalised differences between the predicted and observed samples is de-
rived. It was found that by applying classical online change detection methods to this
derived time series a substantial increase in detection rate, reduction in false alarm rate
and reduction in delay to detection is possible compared with applying a similar detec-
tion method to other derived signals suggested in the literature. It is shown that the
multivariate Gaussian model of a region is a good predictor that can account for season-
ality, inter-annual trends and other disturbances to land cover that act uniformly across
the region. Subtracting this variation greatly improves the detectability of disturbances
to a single pixel, typically associated with a land cover change event. The findings of this
study are published in IEEE Journal of Selected Topics in Applied Earth Observations
and Remote Sensing [12] (Appendix E).
4 Chapter 1. Introduction
1.4 Overview of the Study
The first two chapters provide the reader with a background in earth observation re-
mote sensing and the current state of land cover change detection. Chapter 2 provides
the reader with sufficient background in the physics and design of multi-spectral sen-
sors and the satellite platforms that enable earth observation. It also covers the various
processing stages required to reduce the effects of atmosphere and geometry in order to
produce a signal that is low in unwanted noise. Finally it lists some current earth obser-
vation systems and assesses their suitability for detecting changes in land cover. Chapter
3 contains an extensive review of land cover change detection methods and their appli-
cations. Methods are considered in the context of how well they address the aim of this
study.
Chapter 4 discusses some of the short-fallings of methods in the literature and dis-
cusses possible approaches to dealing with them. This leads into the proposal of a method
designed to advance towards the goals of automation and accuracy. Chapter 5 high-
lights the different approach required for change detection in an online setting and gives
an extension to the proposed method to allow it to work online. Chapter 6 introduces
two change detection problems and gives the results of the proposed methods as well
as several other methods from the literature. The final two chapters discuss the results
and provide concluding remarks. Chapter 7 gives a detailed analysis and discussion of
the results in Chapter 6 and considers how the aims of this study have been addressed.
Chapter 8 draws the final conclusions and ideas for the future.
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Chapter 2
Satellite Remote Sensing Systems
2.1 Introduction
2.2 Earth Observation Satellite Sensors
Earth observation satellites are by far the most capable tools we possess to remotely ob-
serve, measure and quantify large scale changes in our environment. Observing change
requires multiple observations that are consistent in location, as well as any other factors
not relating to the phenomenon being measured. There are several properties of satellite
systems that make them so well suited to this task:
Continuity - Once in orbit satellite platforms can maintain operations for sometimes
decades at a time. These long term data sets are crucial for monitoring long term
trends. Furthermore new satellite platforms are often designed such that some of
their products can merge seamlessly with older missions providing inter-mission
continuity. Examples of this are the Landsat missions 1-8, which span over 40 years,
and the MODIS -> VIIRs continuity mission [13], [14].
Consistency - Satellite systems are capable of maintaining an almost constant orbit al-
lowing locations to be repeatedly measured from the same altitude and in many
cases identical viewing angle through time. Keeping these factors constant reduces
the corrections that must be applied to each measurement in order to yield a time
series where the signal is dominated by the phenomenon of interest. Some factors
such as atmospheric conditions and solar irradiation angle cannot be controlled.
Section 2.3 discusses various method for correcting for these factors to reduce their
impact on the final signal.
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Coverage - With a suitable orbit and sensor geometry it is possible for a satellite platform
to image the entire earth within a relatively short space of time. These global data
sets are archived, catalogued and in many cases made available for free through
open access. This significantly reduces the entry barrier for conducting scientific
studies over large regions where previously expensive aerial surveys or in-situ data
collection would have been required [15].
Space programs from major governments of the world have dedicated earth observa-
tion programs for measuring land cover, oceans, atmosphere, polar caps, magnetic fields,
elevation and climate. These diverse applications require different types of sensors which
can be roughly catagorised into the hierarchy of figure 2.1. At the top level of the hier-
archy a sensor can be classified as either passive or active. Active sensors emit a known
signal and measure the incident energy that is reflected back to the sensor by the object
being measured. Examples of active sensors are RADAR and LIDAR. Applications of
active sensors include weather observation, Digital Elevation Models (DEMs), 3D Urban
mapping and forest structure mapping. Passive sensors do not emit energy by them-
selves but measure incident energy from other sources. Almost always this energy takes
the form of electromagnetic radiation which is emitted directly by the object being mea-
sured or reflected from another source, which is almost always the sun. Spectroradiome-
ters are a subtype of passive sensor which splits the incident radiation at the sensor into
a number of spectral bands. This allows for the identification of objects based on spec-
tral signatures making them particularly suitable for remote sensing of land cover and
vegetation. Applications of passive sensors include vegetation mapping, atmospheric
sensing, ocean sensing, temperature measurement and geological surveys. This thesis is
concerned exclusively with the measurement of vegetated land cover and so will limit
our discussions only to the workings of satellite based passive spectroradiometry.
2.3 Physics of Passive Spectroradiometry
Remotely sensed data from spectroradiometers is typically available in multiple forms
each with different degrees of pre-processing applied. The most unprocessed form of the
data is the raw digital values output by the sensor that vary in response to the incident
radiation. These are known as Digital Numbers (DNs) in the remote sensing field. These






FIGURE 2.1: Classification tree of remote sensing systems.
DNs given in isolation have no physical interpretation. Each level of preprocessing aims
to take these DNs closer to a particular physical property of interest. The processing
should simultaneously reduce the influence of unwanted factors such as changes in solar
geometry, atmospheric conditions and viewing angle. In this section the various levels
of data pre-processing are described along with the models of the physical phenomena
on which they are based. For further background see the excellent introduction to the
physics of remote sensing systems [16].
2.3.1 Digital Numbers and Sensor Radiance
At the most basic level the digital number registered by the sensor can be converted to at-
sensor-radiance by normalising with constants found during the pre-launch calibration
phase. In many cases the DN response can be assumed to be linearly proportional to Ra-
diance. For example from the Landsat 7 data users handbook [17], the at sensor radiance






(DN −DNmin) + Lmin (2.1)
where DNmin and DNmax are the minimum and maximum allowable DN values, Lmin
and Lmax are the calibrated reflectance values of the minimum and maximum DNs for
the band of interest and DN is the digital number of the measurement. One thing to
consider is that this conversion is only valid for radiance between Lmin and Lmax. Most
sensors have a saturation flag that is set if the incident radiance is outside the calibrated
values. This allows it to be dealt with in later processing stages.
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Sensor radiance is a measure of the incident energy per unit time, per unit area, per
unit solid angle and has the units Watts per steradian per meter square, Wsr−1m−2. To
understand how this is derived consider a unit area of surface dA. The energy of the
radiation received by this surface per unit time is known as the Irradiance, E. It is also
sometimes referred to as the radiant flux density. This has the units Watts per meter
square, Wm−2.
Irradiance considers all radiation received by the surface irrespective of direction.
For photographic and remote sensing applications it is important to also consider the
direction of radiation such that the radiation emanating from a single region of the earth
can be considered. Consider a range of directions from the surface normal θ + dθ, and
around the surface normal φ+ dφ. These two angles define a solid angle, dΩ, given by
dΩ = sin θdθdφ (2.2)
which has units of Steradians (sr).





This can also be expressed as a function of wavelength giving the spectral radiance Lλ
with units Wsr−1m−3.
If the radiance is integrated over the hemisphere of all possible angles this gives the









One of the most commonly used measures in passive remove sensing is reflectance. The
reflectance is the ratio of reflected radiation to incident radiation of a surface and defined
in terms of radiance. Reflectance is particularly useful in remote sensing as it is a property
of the object or surface being measured. Reflectance as a function of wavelength (spectral
reflectance) is the key measure used to identify objects by radiometric remote sensing.
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2.3.2.1 Top-Of-Atmosphere Reflectance
The at-sensor radiance can be converted to top-of-atmosphere reflectance by correcting
for differences in illumination from the earth-sun distance, solar zenith angle and solar
spectral irradiance. Top-of-atmosphere refers to the fact that no attempt has been made
at correcting for atmospheric effects. The distance and angle parameters are a function
of time but are simple to calculate due to the regular nature of orbital mechanics. Let
Esun,λ be the mean solar spectral irradiance at the top of the earth’s atmosphere. The





where d is the earth-sun distance in astronomical units, θ is the solar zenith angle. This
quantity is sometimes also called effective planetary reflectance.
2.3.2.2 Bottom-Of-Atmosphere Reflectance
Bottom-Of-Atmosphere correction aims to give the reflectance that would be observed if
there was no atmosphere present. This is a much more complex correction as it requires
measurements of the atmosphere. Often these are provided by sensors onboard the same
satellite platform but may also rely on other platforms.
The sun emits electromagnetic radiation mostly at wavelengths between 0.1µm and
1000µm. The spectral curve of sunlight is shown in figure 2.2. Upon reaching the earth
the incident radiation must traverse the earth’s atmosphere where it experiences a com-
bination of atmospheric absorption and scattering.
When an electromagnetic wave interacts with a molecule of gas under the right con-
ditions the molecule can absorb the wave in order to increase its own energy. It does
this be either increasing its electrons energy levels, vibration, rotation or a combination.
Quantum mechanical laws state that these increases in energy can only occur in discrete
levels which correspond to discrete wavelengths. This leads to characteristic spectral
absorption lines corresponding to the different excitations of different molecules in the
atmosphere. See [16] Tab. (4.2) for a tabulation of the major absorption lines of the earth’s
atmosphere due to different gases.
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Atmospheric scattering can be caused both by gaseous molecules, microscopic parti-
cles and aerosols. The molecular component can be modeled as Rayleigh scattering [16].
In a Rayleigh scattering model the gaseous molecules considered as electrically conduct-
ing spheres that are excited by incident EM radiation. They then re-radiate the energy at
the same wavelength in all directions. The scattering cross section for a sphere of size d





assuming an infinite refractive index [16]. This value can be used to calculate the frac-
tion of light scattered per volume The inverse relationship to the fourth power of the
wavelength indicates that Rayleigh scattering mostly occurs in shorter wavelengths.
While the molecular composition of the atmosphere is quite uniform across the earth
the presence of aerosols and particles if much more spatially heterogeneous and is de-
pendent on local land cover and weather.
Figure 2.3 shows the attenuation of the atmosphere to EM radiation as a function
of wavelength. This highlights the regions of the spectrum that are useful for remote
sensing of land cover.
The atmospheric correction algorithm applied to generate the MODIS surface re-
flectance product is described in [18]. It makes use of data from other MODIS prod-
ucts (MOD04 - spectral aerosol optical thickness, MOD05 - precipitable water, MOD07 -
ozone), Digital Elevation Models (DEMs) as well as surface measurements of water va-
por, ozone and aerosols. The effects of Rayleigh scattering, tropospheric aerosols, gaseous
absorption and light cirrus clouds are modeled and the models inverted such that their
effects are removed from the final product.
2.3.2.3 Bi-directional Reflectance Distribution Function
The major remaining source of unaccounted for variance is the sensor viewing angle.
Scanning sensors, both in-track and across-track, by design do not capture all measure-
ments from the same angle. A larger swathe width allows for the re-imaging of entire
earth surface within fewer orbits however subsequent acquisitions of a given area will
have different viewing angles and this must be accounted for. Perfect knowledge of the
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FIGURE 2.2: Spectrum of solar radiation at the top of atmosphere and
at the surface of the earth. Adapted from original figure by Robert
A. Rohde (https://commons.wikimedia.org/wiki/File:Solar_
Spectrum.png) under Creative Commons Attribution 3.0
FIGURE 2.3: A breakdown of the contributions different atmospheric gases
and Rayleigh scattering to total atmospheric transmission. Adapted from
original figure by Robert A. Rohde (https://commons.wikimedia.
org/wiki/File:Atmospheric_Transmission.png) under Creative
Commons Attribution 3.0
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relationship between the angles of incident radiation and measured radiation for a given
wavelength allows for converting measurements of reflectance to equivalent measure-
ments at a different observation angle. Ideally all measurements should be corrected to
appear as if they were taken from directly above the object, known as nadir view.
Upon encountering a boundary between two media such as the air and earth surface
the EM radiation experiences one or both of two phenomena, reflection/transmission
and scattering. If the boundary between the two media is sufficiently smooth the interac-
tion can be described by reflection and transmission. Consider incident radiation striking
the boundary at some angle θi to the boundary normal vector. Reflected radiation will
have the angle θr = −θi. Radiation that is transmitted through the boundary will be re-
fracted and have an angle given by Snell’s Law. Let n1 and n2 be the refractive indices of
the two media. The transmitted radiation angle is given by




This type of interaction is important for describing the interfaces between air and water.
Most land cover types are not sufficiently smooth to follow this model and can be better
described by scattering.
Scattering is the major mode of interaction for describing the interaction of EM radia-
tion and rough surfaces such as land cover. If, as before, we consider an incident beam of
radiation at an angle θi to the surface normal and with flux density F . In this model the
radiation is scattered in a range of angles and the Bi-directional Reflectance Distribution
Function (BRDF) describes how the incident irradiance is distributed across the range of
angles. LetE = F cos θi be the irradiance of the surface from the incident mean. Consider
also some scattered radiance Ls at some angle θs over a solid angle Ω. The BRDF relates





If the BRDF for a given surface is known exactly it is possible to calculate the scattered
radiance at any angle for a given incident irradiance at a specific angle.
The equation above describes a two dimensional BRDF. For the three dimensional
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case the BRDF is a function of two additional angles describing the azimuthal direction of
the incident and scattered radiation, f(θi, φi, θs, φs). This allows for describing surfaces
that have different roughness depending on the direction. Furthermore we expect the
BRDF to also be a function of wavelength. If the surface roughness is isotropic the BRDF
can be re-parameterised in terms of the azimuth angle between incident and scattered
rays.
The perfectly reflective surface has a BRDF of a Dirac delta at θi = −θs. Another
interesting case is where the scattered radiance is isotropically distributed over the entire
hemisphere normal to the surface. This is known as Lambertian Scattering and has a
BRDF that is constant. The BRDF of real surfaces ranges between these two extremes.
[19] describes the necessity to perform viewing angle corrections:
The angular reflectance of the land surface changes not only with viewing
position, but also with the position of the source of irradiance in the hemi-
sphere. Thus, both the radiance in a specific direction and the albedo of a
surface are dependent on the sun’s position in the sky. The angular pat-
tern of downwelling diffuse radiance, which depends largely on the state
of the atmosphere, will also influence both the albedo and the specific sur-
face radiance observed in a given direction. This means that the atmospheric
state (e.g., turbidity) must be taken into account when BRDFs and the surface
albedo measures derived from them are extracted from a series of directional
observations.
The key is that perfect knowledge of the BRDF of the land surface allows for con-
verting the reflectance to equivalent reflectance at nadir view. Surface reflectance that
has been corrected in this way is referred to as Nadir BRDF Adjusted surface Reflectance
(NBAR). Multiple samples of a single patch of land cover from different viewing angles
can be used to calculate an approximation to the surface BRDF. An example of estimat-
ing a BRDF for correction is given in [20]. This is the approach taken by the MODIS
MCD43A4 product to apply viewing angle corrections. A linear weighted sum of kernels
is used to approximate the BRDF and the kernel weights are estimated for each mea-
surement by minimizing the error in a least squares sense based on all available mea-
surements in a 16 day temporal acquisition window. The kernel approximation for the
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MCD43A4 product is given by
f(θ, v, φ, λ) = αiso(λ) + αgeo(λ)Kgeo(θ, v, φ, λ) + αvol(λ)Kvol(θ, v, φ, λ) (2.9)
where θ, v, φ are the solar zenith, view zenith and relative azimuth angles and λ is the
wavelength. αiso is the isotropic weight of the BRDF, αgeo and αvol are the weights for
the surface scattering and volume scattering kernels respectively [20]. These kernels are
defined based on knowledge of their respective scattering mechanisms. This model is
well suited to processing large scale remote sensing data as the correction only requires
estimating three parameters per band using a single matrix inversion. The calculated
BRDF parameters for each measurement are available in the MCD43A1 product and can
themselves be used to derive useful properties of the land cover.
2.3.3 Derived Indices
In addition to using single bands on their own it is commonplace to derive additional
signals by combining bands together. These are usually targeted to specific applications
and are designed in such a way as to amplify phenomenon of interest while reducing
the influence of extraneous factors. Indices have been designed specifically for detecting
vegetation, water, fire/burn scars, snow, clouds and more. Only the two most prevalent
indices designed for vegetation will be discussed here.
By far the most commonly used of these is the Normalised Difference Vegetation In-
dex (NDVI) [21]. This is defined as the ratio of the difference between reflectance in the
Near Infrared (NIR) and red bands divided by their sum. For MODIS this corresponds





where B1 and B2 are observations from bands 1 and 2 respectivly for a single pixel at a
single time sample.
The normalisation by the sum aims to reduce any residual influence of solar angle
and atmosphere while enhancing the sensitivity to the chlorophyll absorption spectral
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properties that characterise vegetation [21]. The effectiveness of this index has seen it
become ubiquitous in multi-spectral studies of vegetation.
The Enhanced Vegetation Index (EVI) additionally makes use of the blue band (MODIS
band 3) to further reduce the influence of the atmosphere, specifically aerosols [22]. The
formula for EVI for MODIS is given by
EV I =
B2−B1
B2 + C1B1− C2B3 + L
(2.11)
whereC1, C2 and L are sensor specific constants (C1 = 6, C2 = 7.5 and L = 1 for MODIS).
2.4 Earth Observation Missions
At the time of writing there are over 600 earth observation satellites in orbit [23]. The
majority of these are for the purpose of optical imaging making them unsuitable for the
aims of this thesis. Of the remainder many are for commercial use only.
Throughout this thesis data from the MODerate resolution Imaging Spectroradiome-
ter (MODIS) platform is used exclusively. In this section this platform and several oth-
ers are discussed. We limit ourselves to four platforms that provide open access, multi-
spectral, high temporal resolution data. Arguments are made justifying the choice of data
from the MODIS program for change detection.
2.4.1 MODIS
The MODIS program refers to two almost identical instruments onboard the Terra and
Aqua satellite platforms. Launched in December 1999 and May 2002, for Terra and Aqua
respectively, their main objective is to provide high temporal resolution global products
to observe the long term dynamics of land, ocean and atmosphere. The Terra platform
operates in a low earth orbit at an altitude of 705km and with an orbit period of 99 min-
utes. Combined with the rotation of the earth this allows the MODIS sensor to make
repeat observations of a single point on the earth with a period between 1-2 days. The
Aqua platform has an almost identical orbit and combined they can produce daily obser-
vations of any region on earth. MODIS uses a cross-track scanner with a scanning angle of
±55 degrees. This corresponds to an on ground swathe width of approximately 2330km.
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The spatial resolution of the imagery is dependent on the spectral band of interest. The
MODIS program also includes services for storage and processing of data for different
applications. These MODIS products allow researchers and practitioners to have fast ac-
cess to identically processed data sets. This study makes use of the MCD43A4 product
[24] which contains BRDF corrected surface reflectance data for bands 1-7 at 500m reso-
lution. This product has a temporal resolution of 8 days where the value for each pixel is
selected as the highest quality acquisition within a temporal window of 16 days.
2.4.2 VIIRS
The Visible Infrared Imaging Radiometer Suite (VIIRS) is a sensor onboard the Suomi
National Polar-orbiting Partnership (NPP) platform and also on the upcoming Joint Po-
lar Satellite System (JPSS). The VIIRS system was designed to provide continuity with
MODIS sensors for long term global earth observation. The VIIRS was launched in Octo-
ber 2011 and the data catalogue begins at Jan 2012 [25]. The resulting data is very similar
to that generated by MODIS sharing the same spatial resolution and 8-day temporally
aggregated, BRDF corrected products. For experiments on time series the lack of his-
torical data compared with MODIS makes it a less desirable choice for this study. It is
anticipated that this platform will replace or at least complement MODIS and should be
considered for implementing real-time applications.
2.4.3 Landsat Missions
The Landsat program is the longest continuous earth observation mission. While the
earliest Landsat platform was launched in 1972 the data continuity missions begin with
Thematic Mapper (TM) sensor which was first included on the Landsat 4 platform (1982).
While subsequent platforms contain additional advanced sensors they maintain data
compatibility with the original thematic mapper. This continues to the present day (as of
2018). While mainly designed for land cover mapping purposes it has found several uses
for detecting land cover change, mostly using image pair analysis methods rather than
time series [26].
The spatial resolution of the TM sensor is 30 m which gives far greater granularity
and like MODIS there is significant infrastructure to pre-process, store and distribute the
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data from the Landsat missions. The Landsat 4-8 platforms also occupy a low earth or-
bit at around 700km altitude however its orbit and swath width is such that a complete
re-imaging of the earth takes around 16 days. This makes it much less suitable for ap-
plications requiring time series of data, especially considering that a temporal window
approach would also be considered in order to reduce the probability of a cloud-free ac-
quisition. The low temporal resolution make Landsat a poor choice for time series based
method.
2.4.4 Sentinel Program
The Sentinel program comprises of many different satellite systems for observing dif-
ferent aspects of the earth and atmosphere. The Sentinel-2 mission is comprised of two
near-identical platforms in low earth orbit. It is designed for land cover observation and
is comparable to the Landsat missions. Sentinel-2A was launched June 2015 and 2B in
March 2017 [27] with plans for at least two additional platforms to be added in the fu-
ture.
The revisit time for Sentinel-2 is 5 days between the two platforms placing it in-
between Landsat and MODIS. The inclusion of additional platforms has the potential to
reduce this further. For the vegetation sensitive bands the spatial resolution is superior to
both at 20m. The Sentinel program is very new and therefore unsuitable for experiments
on time series covering multiple years. Much like VIIRS it is anticipated that this will be-
come significant in future studies and should be considered for current implementations
of real-time monitoring.
2.5 Justification of use of MODIS
At the time of writing MODIS remains the most suitable source of data for remotely
sensed time series for several reasons. Perhaps the most important factor is the large
existing catalogue of data spanning from around 2002 to the present day. As will be
seen in later chapters this wealth of historical data is what enables estimation of how
land cover responds to environmental effects under no-change conditions. This would
be much less feasible using VIIRS or Sentinel which provide only a few years worth.
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There is also the closely related factor of temporal resolution. While Landsat provides
an extensive historical catalogue and has a much higher spatial resolution it only yields
approximately 22 acquisitions per year compared to the 360 from MODIS. This limits the
temporal resolution with which change events can be located, decreases the probability
of obtaining an acquisition free from clouds and leads to an inescapable increase in the
delay between the occurrence of a change and its detection for online methods.
Another factor is to allow for fair comparisons with existing work. Of the surveyed
studies in the literature that apply reflectance time series for detecting land cover change
the vast majority make use of MODIS with only a few exceptions (see Chapter 3). As
such it makes sense to control this variable to allow for a fair comparison. The methods
developed in this work are by no means MODIS specific and can be adapted to other
platforms as more data becomes available.
2.6 Conclusion
This chapter covered the relevant theory required to understand how digital measure-
ments taken by a satellite sensor are corrected for solar geometry, atmospheric effects
and viewing angle such that the influence of these unwanted factors on the signal is re-
duced. This is particularly important for change detection as any variations in the signal
that are not a result of changes in the underlying land cover decrease the effective signal-
to-noise ratio. Through techniques of modelling atmospheric effects and properties of the
surface being measured it is possible to approximate the measurements as being taken
from directly above the object in the absence of atmosphere. Provided these corrections
are sufficiently effective, signals composed of a number of these corrected observations
over time should have a decrease in noise caused by unwanted factors compared with the
uncorrected observations. This makes it far better suited for long term change detection
applications.
Four candidate sources of data are discussed and evaluated based on factors such as
temporal resolution, spatial resolution, spectral resolution and historical data availability.
It is concluded that the MODIS platform is by far the most suitable data source at this
time for long term change detection. It is anticipated that this will change as the data
catalogues for other platforms continue to grow.
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Chapter 3
Land Cover Change Detection
3.1 Introduction
It is easy to imagine why land cover change may be hard do define. The surface of the
earth can be highly dynamic. Deciduous forests lose their leaves, mountain tops can
change from rocky to snow covered and crops are periodically sown and harvested. Are
these examples of land cover change or part of a periodic cycle? Land cover is constantly
changing therefore the definition of a detection problem requires specifying which types
of change are to be detected, and which types are to be ignored.
Each of the studies reviewed in this chapter are considered in the context of how
they are advancing the field toward the goals of total automation and high accuracy.
Automation is discussed in terms of the level of supervision the method requires as well
as the number of parameters that must be selected to achieve high accuracy. The accuracy
aspect is considered as two separate but equally important goals: How the changes of
interest are detected, and how unwanted change is rejected.
It is not just methods that have developed over time, there has also been signifi-
cant advances in the quality and availability of earth observation data. The literature
of multi-spectral land cover change detection is covered in roughly chronological order
and grouped into the three main approaches. The chapter concludes with a discussion
of where contributions can be made to advance the literature toward the goal of full au-
tomation and high accuracy.
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3.2 Approaches to Land Cover Change Detection
3.2.1 Image Pair Analysis
The earliest applications of multi-spectral, satellite based change detection predate the
MODIS and AVHRR platforms and made use of data from the early Landsat missions.
Due to the low revisit time and the limited availability of images the approach typically
taken was to consider only two images and identify signs of change occurring between
the two image dates. This approach will be referred to as image pair analysis. To minimise
the influence of seasonal factors it was important to compare two images taken at roughly
the same time of year.
The review paper of Singh [26] provides an excellent starting point for a review of
land cover change detection methods published prior to the year 1990. It covers the
early approaches to detecting change from Landsat image pairs which includes image
differencing [28], image ratios [28]–[30], principal component analysis [31], change vector
analysis [32] and post classification change detection [30]. All of these methods, with the
exception of the post classification methods, involve transformation of data from pairs
of co-registered pixels to produce a suitable metric that can be thresholded to produce
a change/no-change decision. Post classification methods will not be considered in this
review as they more closely relate to the field of land cover classification.
Subsequent developments in image pair analysis progressed in tandem with devel-
opments in satellite sensors. Fung et al. [33] conduct a study to assess the performance
of the Thematic Mapper (TM) instrument on board the Landsat 4 platform. This instru-
ment was a major advancement for earth observation adding an additional set of bands
designed specifically for vegetation mapping as well as operating at a higher spatial res-
olution. For the case study of general change detection across a large region of Ontario,
Canada, the difference images for the TM bands 3 and 4 (red and near-infrared) were
found to be most effective overall. Different types of change could be detected by thresh-
olding different band combinations.
Bruzzone et al. make several major advancements in the field [34], [35]. A method
is proposed to reject detection errors caused by image mis-registration or changes in il-
lumination. They make the observation that while land cover changes (forest fires and
snow in the case of this study) result in observable changes in only a few bands, sensor
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mis-registration errors cause changes that appear uniformly across all bands. Taking ad-
vantage of this in a statistical framework the method is able to better discriminate real
change from detection errors and as a result achieve significantly lower false alarm rates
[34].
All of the previously mentioned image pair analysis methods produce a change met-
ric per pixel which is thresholded to produce a change/no-change map. The threshold is
either manually chosen or estimated under the assumption that change is an infrequent
event and therefore occurs in the tails of the distribution over all change metric values.
The work of [35] presents the first in depth study of the change metric image, the image
produced by independently deriving a change metric for each pixel, and proposes two
methods which can be applied to these images to calculate a threshold in an unsuper-
vised way. Both methods estimate the densities for change and no-change pixels as well
as the prior probability of change and no-change by applying Expectation maximisation
(EM) to the change metric image. In the first method these are used directly to estimate
a threshold that minimises the probability of error under the assumption that all pixels
are spatially independent. The second method takes advantage of the spatial correla-
tions present in the image using a Markov Random Field (MRF) approach [36]. The MRF
model allows encoding the prior belief that neighbouring pixels likely share the same
change/no-change label. It is then possible to calculate a labeling for the entire image that
minimises the expected error under this assumption. From extensive experimentation on
real and synthetic data it was found that the first method was able to automatically select
a threshold that was very close to optimal for the given data set. This represents a signif-
icant step toward the goals of total automation and can be applied to any method which
produces a change metric as an output. Incorporating the spatial information was shown
to improve detection performance further at the expense of computational complexity
and additional parameters.
Image pair analysis may be a good approach where limited data is available but it has
major limitations in identifying the date at which the change occurred. It is only possible
to say if a change occurred between the two image acquisition dates which may be years
apart. For certain applications, such as thematic map updating, this does not present
a problem. For other applications of change detection, such as land change surveys or
invasive species monitoring, the time-of-change is an important output. An increase in
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availability of multi-spectral data enabled the next iteration of change detection methods.
3.2.2 Aggregation
The next general approach to change detection will be referred to as aggregation. It is
characterised by having more than two images but also not taking advantage of the full
temporal resolution of the data. Multiple acquisitions are aggregated into their respective
years. This greatly simplifies the problem by effectively eliminating the seasonal varia-
tions. The trade-off is limited resolution at which the time-of-change can be identified
yearly resolution.
The important paper by Lunetta et al. [37] showed the capability of moderate reso-
lution (250m) data from the MODIS sensor for mapping land cover changes at a higher
spatial resolution than previously possible with the AVHRR sensor but with availability
of many observations per year.
The proposed method operates by calculating the cumulative NDVI (see (2.10) for
definition) for each pixel per year. The individual NDVI samples across a year were ac-
cumulated and the cumulative NDVI was compared between consecutive years. Change
was declared if a significant difference detected. The distribution of differences between
non-change years was found to be approximately normal. This was used to selected a
threshold such that the probability of change was consistent with known prior probabil-
ities for the particular region and change type.
The strength of this method is in its robustness to natural phenological changes that
occur throughout the year. This is something the authors understood well from previous
studies using the Landsat TM sensor [38]. By aggregating over a year any variations
that occur on an annual basis can be ignored. Combining a years worth of data also
has the effect of increasing the signal-to-noise ratio; however, it does have several major
drawbacks. Most obviously the temporal resolution at which the change can be located
is limited to knowing only the year. For many applications this is entirely adequate. It
also does not account for any form of natural variation that occurs on an inter-annual
time scale. It is not known if these types of variations are significant in the region of
study. Despite these drawbacks the method is shown to perform well in the investigated
problem using data from the years 2001 to 2005.
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Boriah et al. [39] make an interesting observation regarding the failings of applying
change detection methods popular in control theory and signal processing to earth ob-
servation data. Like the previous work they identify the issue of seasonality, but also
note these kinds of methods fail to take advantage of spatial autocorrelation that exists
in earth observation data. To paraphrase, under no change conditions observations that
are close in space and time should be similar in appearance and this information could
be used to assist in change detection. While they make this observation it is not included
in the proposed method and left as a possible avenue for future study.
The proposed method in [39] is a direct successor to the work of [37]. Similarly,
MODIS vegetation index data is aggregated on a yearly basis to eliminate the effects
of seasonality. The measure of similarity between different years is a distance metric that
considers each year as a point in n-dimensional space, where n is the number of samples
per year. A recursive merging approach is taken where the most two closest points in
space are merged and replaced by a point equidistant between them. This is repeated
until only a single signal remains. The final change metric for a pixel is the ratio of the
maximum and minimum distance found through this process. This process aims to be
more robust to inter-annual variation. The method was applied to the same data set as
[37] and through a qualitative assessment found to be more sensitive to certain types of
change.
3.2.3 Time Series Analysis
The next major approach to change detection is characterised by the inclusion of many
more data points for each location. This became possible with the accumulation of long
term data sets from the Landsat, AVHRR and MODIS missions. With many more data
points methods from signal processing, regression and time series analysis can be applied
successfully and the identification of the time-of-change limited only by the temporal
resolution of the data. This section is split into methods that consider only a single image
per year, those that consider multiple per year and finally methods that operate online.
3.2.3.1 Yearly Sampling
Kennedy et al. [40] make significant contributions to the field with a particular focus on
moving toward total automation in monitoring of changes and disturbances to forests.
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They make use of imagery from the Landsat TM sensor and produce a time series with a
single cloud free acquisition per year between the years of 1984 to 2004. Only the short-
wave infrared band (band 5) was considered. Four different curve models, so called
temporal trajectories, are fitted to these time series with each representing a different
type of change or disturbance. A step model represents a rapid and permanent change
and a step followed by an exponential decay models a change followed by re-vegetation.
There are also two models that fit the case where the disturbance occurred prior to the
start of the time series: a re-vegetation decay curve and a re-vegetation to stable state.
There is no need to model seasonal oscillations as the image is taken from roughly the
same date each year. A hypothesis testing approach was used to selected the best fitting
model and compare it to the null hypothesis of no-change.
The method can operate in a fully unsupervised manner without requiring the spec-
ification of any parameters aside from the significance level to reject the null hypothesis
(set to 0.05). From a comprehensive evaluation on forests in Oregon, USA it was found to
produce 90% agreement with the results of manual interpretation. The method also pro-
duces additional information regarding the year, type and magnitude of change which
can be used for subsequent analysis.
The success of this approach lead to the development of Landsat based detection of
Trends in Disturbance and Recovery system (LandTrendr) [41], [42].
A supervised time series approach is presented in [43]. They propose training a prob-
abilistic classifier (Random Forest) at each time sample to estimate time series of class
membership probabilities. These are monitored for change using the MODTrendr Al-
gorithm [41], a modification of LandTrentr algorithm for MODIS data. As a supervised
method this requires a large number of labeled no-change time series to fit the probabilis-
tic classifiers. It also results in a large number of time series to monitor for change if there
are many classes being considered.
3.2.3.2 Sub-year Sampling
Considering time series of multiple images per year is the logical progression of change
detection as satellite sensor technology advances. It allows for identification of the time-
of-change at far greater temporal resolution and methods that operate online, updating
their estimates as new data becomes available. With this comes a significant increase in
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complexity due to the seasonal oscillations that dominate most land cover time series,
especially vegetation. The seasonal oscillations coupled with longer term oscillations
and trends have the effect of making the time series highly non-stationary. This is an
important theme in land cover time series analysis that is considered in depth in later
chapters 4 and 5. Verbesselt et al. articulate this very clearly in their work:
“Estimating change from remotely sensed data series however is not straight-
forward, since time series contain a combination of seasonal, gradual and
abrupt ecosystem changes occurring in parallel, in addition to noise that orig-
inates from the sensing environment (e.g., view angle), remnant geometric er-
rors, atmospheric scatter and cloud effects. The ability of any system to detect
ecosystem disturbances depends on its capacity to differentiate the normal
phenological cycle from abnormal change [44].”
The majority of methods in this section deal with the problem of transforming the non-
stationary time series in to a form that is stationary under no-change conditions. This
results in a much simplified problem for discriminating between natural land cover dy-
namics and change.
A common pattern is to apply a feature extraction method within a temporal sliding
window. A suitable feature extraction method should produce similar values under no-
change conditions irrespective of the location of the window.
Salmon et al. [2] apply a Fourier transform to the sub-series contained within each
window to yield a feature vector comprised of the magnitudes of the Fourier compo-
nents. It is shown that certain components of the Fourier transform are largely invariant
to window position in a no-change time series, but sensitive to changes in land cover
type. In this application change detection is performed by clustering the feature vectors
at each time step assuming that cluster statistics remain constant through time. Change
is detected as a persistent transition between clusters. The method is applied to detect-
ing settlement expansion in Limpopo Province, South Africa. This particular problem
and data set appears multiple times within the literature and also within the work of this
thesis. The work of [45] similarly applies the Fourier transform for feature extraction but
instead applies a supervised classification approach (multi-layer perceptron) to estimate
class membership directly.
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Another dominant approach in the literature for dealing with non-stationary time
series involves fitting a parametric model to a time series and assessing the model pa-
rameters to identify change. These types of methods impose strong assumptions that the
data follows a particular parametric model. For change detection in land cover time se-
ries an annual periodic model is almost always used possibly with additional harmonics
or trend. Ronald et al. [46] demonstrated an early approach to model parameter assess-
ment in land cover time series. For each year a harmonic model was fitted using least
squares. The model takes the form
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Verbessalt et al. [47], [48] apply parametric models to detect change in vegetated
time series. Rather than using a windowing approach, change points are identified by
allowing the model to break in to two pieces which are fitted independently. The break
points are selected to minimise the sum of squared errors. This method can be applied
recursively to identify multiple break points in a time series. This approach, termed
Breaks For Additive Seasonal And Trend (BFAST), allows for the identification of the
time-of-change as well as some characteristics of the change point such as its magnitude.
In [47] the seasonality is accounted for by including a dummy variable that encodes the
time of year. The coefficients of the dummy variable are constrained to sum to one over
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a yearly cycle. This model is flexible and can fit non-sinusoidal oscillations. In [48] a
harmonic model of (3.1) with N = 3 is used to encode the seasonal cycles.
Time series were first classified as change/no-change using the Ordinary Least Squares
Moving Sum (OLS-MOSUM) test [49] which provides a method for detecting structural
changes from a model based on residuals and parameter estimates. This was applied in-
dependently to the trend and seasonal models of the time series. If a time series was clas-
sified as containing at least one change the position of the breakpoints were estimated.
The result is an estimate of the number of changes, along with a piecewise model pro-
viding useful information for the changes in each time series. Both method were applied
to real and simulated MODIS NDVI time series to detect forest disturbances in Australia.
The harmonic model was found to be more robust and resulted in better change point
estimates. Through detailed analysis it was shown that the accuracy of the method in
detecting change locations is a function, not only of change magnitude to noise ratio, but
also to seasonal amplitude with a larger seasonal amplitude yielding better detection ac-
curacy. An estimate was provided of the signal-to-noise ratios (SNR) and amplitude to
noise ratios under which the proposed method can be expected to work well.
A Kalman filter allows for the estimation of parameters in a linear system that evolve
over time without the use of a temporal window. There are also non-linear variants,
such as the Extended Kalman Filter (EKF) [50], that allow this to be applied to non-linear
models such as harmonic model of (3.1). This is the method proposed by Kleynhans et
al. in [6]. The harmonic model of (3.1) with N = 1, termed a triply modulated cosine,
is fit dynamically using an EKF. The resulting time series of parameters is used to detect
change by comparing the time series with those of neighbouring pixels and declaring
a change when the deviation of a time series from its neighbours exceeds a threshold.
Interestingly, although the Kalman filter method operates online the final change decision
process is offline as the samples from the entire series are used when calculating the
change metric. The change metric is designed under the assumption that the time series
of parameter values should be stable under no-change condition but experience a shift
during land cover conversion. This was observed by analysis of the sum of the derivative
of the parameter signals. This should be close to zero under no-change but accumulate a
bias if a change occurs.
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The change metric in [6] also makes use of spatial information in the form of neigh-
bouring pixels when calculating the change metric. The final metric is defined as the
total distance between the sum of the derivative signal for the center pixel and its direct
neighbours. The inclusion of spatial information aims to alleviate errors due to inter-
annual variations. It is assumed that all the pixels in a close neighbourhood would have
similar land cover and experience similar climate, thus vary similarly between years. It
also assumes that change moves gradually across the landscape so that as the change
moves across the neighbourhood of interest there will develop a disparity between the
parameter series of adjacent pixels. These assumptions appear to hold well for the prob-
lem assessed in the paper, detecting settlement expansion in South Africa using MODIS
time series, as the natural land cover is spatially homogeneous at the sensor resolution
and change typically progresses outwardly from existing settlements. For other problems
where adjacent pixels are dissimilar and change occurs rapidly over large regions, such as
fire, the proposed method of including spatial information could degrade performance.
The extended Kalman filter method influenced several later works. Salmon et al. [51]
define a new change metric based on the internal covariance matrix rather than param-
eter estimates. The rationale behind this is that the covariance matrix of the EKF drives
the changes in the parameter vector, thus monitoring it directly may improve detection.
Also in this case no spatial information is included, the change detection metric is de-
fined as the maximum absolute deviation of a given covariance matrix parameter from
its expected value under no-change conditions. They also consider a multivariate change
metric that makes use of multiple spectral bands and multiple model parameters simul-
taneously. In this case the change threshold is estimated using a supervised learning
approach. Both approaches were found to be superior to assessing the parameters of the
EKF only and the multivariate case was found to be most effective for change detection
overall.
Something not discussed so far is the large number of parameters that must be se-
lected for an EKF (initial parameter vector, state transition matrix, observation matrix)
and the sensitivity of the method to these parameters. Parameter selection is challenging
for operators and requires accurately annotated change/no-change data sets sets to vali-
date against which detracts from the goals of total automation. The work of [52] aims to
address this by applying an optimisation procedure to select the parameters for the EKF
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in an unsupervised way.
Subsequent papers by Salmon et al. employ the EKF as a feature extractor [1], [3].
The features are assessed for land cover change using a novel method based on non-
linear systems theory. Notably all of the published methods making use of the EKF for
land cover change detection use offline detection techniques despite its potential as an
online method.
An alternative approach to change detection in non-stationary time series is to calcu-
late some metric that quantifies the degree of non-stationarity. Change can be detected
under the hypothesis that time series experiencing change should have a higher degree
of non-stationarity than no-change time series. Kleynhans et al. [5], [7] accomplish this
by calculating the autocorrelation under the wide-sense stationary assumption, which as-
sumes that the mean and variance at a certain lag remain constant though time. A greater
discrepancy between the overall signal mean/variance and the instantaneous measure-
ments causes a greater drift in the autocorrelation function from its stationarity form.
This drift is then thresholded to yield a change/no-change decision.
The method is improved upon through incorporation of spatial information, auto-
mated selection of the lag parameter and inclusion of multiple spectral bands [53]. The
lag parameter was eliminated by using the sum of all lags when calculating the change
metric rather than a single lag. The inclusion of spatial information and multiple bands
was done in a similar way to [6]. The improved change metric was calculated as the eu-
clidean distance between the center pixel and the mean of the pixels within a fixed size
spatial window. This distance was calculated in the 7-dimensional space comprised of all
MODIS bands. Results directly compared with [7] show that despite a reduction in the
parameters this method is able to decrease the false positive rate for detecting settlement
expansion from 17% to 1% without sacrificing detection accuracy.
3.2.3.3 Online Methods
Online change detection methods are characterised by their ability to update their change/no-
change decision as each new data point becomes available. This is done with the intention
of detecting change as quickly as possible. These methods require a three way trade-off
between detection accuracy, false alarm rate and detection delay.
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Any offline change detection method can be converted to an online method by apply-
ing it in a sliding window that advances as data becomes available [54] and as such any
of the methods above could be converted to operate online.
This is the approach taken by Anees et al. toward the problem of detecting bark beetle
infestations in British Columbia, Canada. In [55] the parametric model approach of [46] is
applied in a sliding window and the resulting parameter time series are monitored online
for change. This is done by assuming that the differences between consecutive mean
parameter estimates is zero-mean Gaussian under no-change conditions. The variance is
estimated for each signal during a learning phase and used to produce a series of z-scores,
a derived statistic which should be zero-mean, unit variance Gaussian under no-change
conditions. A change alarm is declared if a z-score exceeds some threshold. This method
was evaluated on various MODIS vegetation indices and was found to yield good true-
positive/false-alarm performance for an optimally selected threshold, albeit with a mean
detection delay of 560 days.
The method was improved upon in [9] by modifying the conditions under which the
alarm is declared from a single value exceeding the threshold to a heuristic that requires
more than six values exceeding the threshold within the previous ten. This aims to reduce
the sensitivity of the method to singular outlying samples, allowing the threshold to be
decreased while maintaining a similar false alarm rate. A comprehensive study on real
and simulated data was included and true-positive/false-alarm performance was shown
to be improved while detection delay remained greater than 500 days when applied to
real data and around 400 for simulated data.
In the majority of cases a sliding window is likely not the best approach. Offline
detection methods are often insensitive to change occurring at the edges of the signal
thus the sliding window must advance substantially beyond the change point before the
change can be detected. This is supported by the long detection delays in [9], [55]. For
certain applications that require the change be detected as rapidly as possible these delays
are unacceptable.
Anees et al. abandon the windowing approach in favor of the window-less Kalman
filter method of [6], [51] to estimate parametric model parameters online [56]. Further-
more the time series of estimated mean parameters is monitored for change using a more
statistically rigorous approach (CUmilative SUM control charts (CUSUM) [57], [58]) than
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the heuristic of [9]. The threshold for the CUSUM is selected in an interesting way that
minimises a cost function which takes in to account the three major performance metrics:
true alarm rate, false alarm rate and detection delay.
Chandola et al. [59] detail a method designed for rapidly detecting change in periodic,
non-stationary time series, not limited to land cover time series. It operates by using
Gaussian Process regression to make a probabilistic forecast of the next sample given the
historical samples in a time series. Once the next sample is available its z-score under the
forecast distribution is calculated. By repeatedly applying this forecasting method a time
series of z-scores is produced. Provided the model is working correctly this time series of
z-scores should be Gaussian i.i.d. A series of samples that deviate significantly from the
forecast will result in a change in distribution of the series of z-scores. This is detected
using an Exponentially Weighted Moving Average (EWMA) control chart [58]. Much
like the parametric model approaches, some prior knowledge about the structure of the
time series under no-change conditions is included. For a Gaussian process this kind
of knowledge is encoded in the covariance function. A periodic exponential covariance
function was selected which encodes the prior belief that samples which are temporally
close are correlated, as are samples that are close to integer multiples of the period.
The kernel function requires the selection of five hyper-parameters which can be con-
sidered as statistical properties of the time series. For each series these were estimated
during an unsupervised learning phase and then held constant. The method also requires
the selection of two parameters to control the sensitivity of the EWMA control chart. The
method was applied to detecting change in MODIS NDVI signals of crops in Iowa, USA.
It was compared with the offline approach of Boriah et al [39] as well as an alternative
approach for online detection in periodic time series using a Seasonal Auto Regressive
Moving Average (SARIMA) model [60]. The time signals periodicity and trend was re-
moved and the residual used to compare with other online change detection methods
that assume stationarity including CUSUM control charts [57], [58] and Bayesian online
change detection [61]. The Gaussian process approach was found to yield the highest
detection accuracy, recall and precision. No comparison was made for detection delay.
The proposed approach was highly novel however it requires a total of seven parameters,
to each of which the performance is very sensitive (see Chapter 6). The computational
performance and scalability of the method was improved upon in [62].
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Verbesselt et al. [44] propose a modification of their earlier work [47], [48] for online
detection. The same seasonal and trend model is used but it is fit on a window of data
assumed to have experienced no change: the history period. The model is then used to
predict the values in a window of values immediately prior to the most recent sample:
the monitoring period. Under the no-change hypothesis the parameters estimated from the
history period should provide good estimates for the monitoring period. If a structural
change has occurred this is not the case. The change hypothesis is tested by computing
the MOSUM [49] of the residuals in the monitoring period and thresholding them at a
certain significance level. This approach differs in its implementation of online detection
compared with the other online methods considered [4], [59]. Rather than attempting
to detect change with the smallest possible detection delay in each case, the minimum
detection delay is fixed in advance as the length of the monitoring period. This could be
considered as an intermediate between online and offline methods. In applications where
there is no advantage to achieving a detection delay less than some minimum value this
could be a useful approach to reducing the false alarm rate.
Grobler et al [4] use a supervised learning approach to convert a time series of MODIS
reflectances into time series of class membership probabilities. Class specific densities
are estimated for each time step using a collection of labeled training series. The log-
likelihood ratio is calculated from observations and monitored to detect a transition from
one class to another using a CUSUM control chart [57], [58]. This approach makes very
few assumptions about the structure of the data. As densities are estimated indepen-
dently at each time step seasonal variation is accounted for. In order to obtain more
training data for each time step the data from consecutive years were aggregated. As a
result inter-annual variations were not accounted for and the time series were assumed to
be cyclo-stationary. This was, however, a choice made to obtain more training examples
per sample and not a requirement of the method itself.
Reiche et al. contribute several works that combine multiple data sources in order to
detect change. In [63] Landsat NDVI data is combined with Synthetic Aperture Radar
(SAR) data from the ALOS PALSAR platform for online detection of deforestation. This
has the advantages of increasing the effective temporal resolution, alleviating the prob-
lem of cloud cover and providing a complementary perspective of the land cover. The
data is fused using a probabilistic graphical model approach. A training set of forest and
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non-forest observations is used to estimate an independent Gaussian density for each
time sample and for each sensor, similar to [4]. At detection time a Bayesian updating
procedure is applied to iteratively calculate the probability of deforestation having oc-
curred given the observations to date. A change alarm is triggered when the probability
of change given the observations exceeds a given threshold. Fusing multiple sensors in
this way was shown to consistently outperform using either sensor alone, both in terms
of detection delay and accuracy.
[64] extends the method further to also include data from the Sentinel-1 SAR platform.
This is applied to detecting deforestation in tropical areas where pervasive cloud cover
prevents consistent multi-spectral observations. This method also includes a spatial nor-
malisation step in order to eliminate the natural variations in the signal. This allows for
only a single density to be estimated for forest/non-forest per sensor, rather than one for
each time step as in the previous method. Again this method showed improvements in
delay and accuracy when combining data sources, in particular the Sentinel-1 SAR data
was found to be very effective.
Both of the above methods demonstrate excellent advancements in multi-sensor fu-
sion for change detection. It is clear that this is a promising strategy for dealing with the
problems of missing data and cloud cover while also providing additional information
from which to derive change decisions. Being supervised methods both require training
sets of forest/non-forest time series. It is also not clear how they could be generalised to
change between unknown classes, an issue shared with [4].
3.3 Conclusion
Throughout the time period considered in this review there have been major advances
both in satellite sensors and change detection methodologies. The most recent works
make use of time series methods applied to high temporal resolution data. Every method
considered takes a particular approach to estimating and rejecting natural variations and
changes, while remaining sensitive to the types of change that are of interest. This is at
the heart of the problem of land cover change detection. Perfect knowledge of the natural
land cover dynamics for a particular region permits error free change detection. This is
34 Chapter 3. Land Cover Change Detection
particularly true for online change detection where the natural changes must be identi-
fied and rejected in real-time based only on historical data. It is clear that improvements
in methods for estimating the natural land cover dynamics are essential for advancing
method for land cover change detection.
Another common theme throughout the literature is taking advantage of spatial and
spectral correlations to define robust change thresholds. This was shown in several works
to improve change detection accuracy while incurring minimal additional costs in terms
of complexity and free parameters. It is clear there is an abundance of information avail-
able by considering spatial correlations and multiple bands and these should be taken
advantage of where possible. There is also the possibility of fusing data from multiple
sources to detect change, a recent development made possible by the abundance of satel-
lite sensors. While this poses new challenges for fusing different temporal and spatial
resolutions it has been shown to be effective, especially in places where consistent obser-
vations from a single sensor are not possible.
Finally there is the problem of automation. In general, as time has progressed the pub-
lished methods have decreased in their overall levels of automation from unsupervised
image pair analysis methods that require either a single threshold or even no parameters,
to supervised learning approaches requiring multiple parameters and a training set. This
is expected as the complexity of algorithms increase but it is imperative that these pa-
rameters be kept to a minimum and unsupervised algorithms designed where possible
to allow them to be run by non-experts.
Advancing the field of land cover change detection will require taking advantage of
all of the potential sources of information of previous approaches. Temporal and spatial
correlations have been shown to contain much of the information needed to discriminate
change and no-change time series without requiring supervision. It is also clear from
several studies that including more than a single spectral band or even more than one
sensor has the potential to improve change detection performance both in the offline
and online paradigms. What is needed is a general framework under which all of this
information can be rationalised in order to make a decision.
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Chapter 4
Modeling Land Cover Dynamics for
Change Detection
4.1 Introduction
The previous chapter concluded the need for a general framework under which tem-
poral and spatial information can be combined to infer if a particular time series has
experienced land cover change. Such a framework must be capable of modeling the nat-
ural phenological variations present in land cover time series so they can be rejected for
the purpose of detecting the change types of interest. In this section a model for offline
detection of change in fixed length time series is considered.
For this purpose a probabilistic approach of estimating the joint Probability Density
Function (PDF) of samples in a time series is considered. Such a density function has
dimensionality equal to the length of a time series and encapsulates the probabilistic
relationships between each sample and every other sample. Such an approach has not
been considered in the literature with methods instead preferring to assume that samples
are either temporally independent [4], [43], [63], [64] or follow a particular parametric
model [6], [44], [47], [48], [55], [56]. One exception is the work of Chandola et al. [59], [62]
which directly models the joint PDF as a continuous Gaussian process.
In this chapter it is argued that, as land cover time series are discrete time processes
with a fixed sample rate, a continuous time Gaussian process is not an ideal choice. In-
stead the discrete time equivalent, a multi-variate Gaussian PDF, is more appropriate. It
is also argued that the parameters for the joint PDF can be estimated in an unsupervised
manner from a collection of time series within a spatial neighbourhood. Such a model
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should capture the natural variations in a region in a probabilistic sense, allowing change
to be declared when a particular time series does not follow its expected trajectory. This
leads to the first hypothesis:
Time series experiencing change will appear as outliers relative to a multivariate joint
PDF fit from a collection of land cover time series in a geographical region.
Meeting this hypothesis satisfies the first two requirements for a general framework, in-
corporating temporal and spatial information. The limited number of free parameters for
such a method also contributes toward the goal of total automation.
Another important aspect to the problem is identifying the time-of-change, known as
change point estimation. A method is also presented for using the time series joint PDF
for change point estimation. Under the hypothesis that correlations are weaker between
samples in a time series before and after a change point, the problem of change point
estimation is formulated as a multiple hypothesis test. Each hypothesis is that the change
occurred at a particular sample and the correlations before and after that point are zero.
This leads a second, similar hypothesis for this chapter:
Enforcing in the model that the correlations between samples before and after a change
point are zero can improve the fit which can be used to estimate the time of change.
This chapter begins with an exploration of the idea of correlation between samples in
time series. This is extended to develop an unsupervised method for change detection.
This follows on to a discussion of different approaches to using a joint PDF to estimate
the time of change. Several methods are considered for testing. The chapter concludes
with the design of series of experiments test the above hypotheses. One important con-
sideration in these experiments is the selection of a set of appropriate methods from the
literature with which to compare, as well as suitably informative metrics with which to
compare them.
The content of this chapter has been compiled into a publication that appears in IEEE
Geoscience and Remote Sensing Letters. See Appendix D or [11].
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4.2 Background
When considering offline change detection over a given spatial region it can be expected
that there will be a large collection of time series available, all of which are of the same
fixed length, taken from the same sensor and sampled at approximately the same time.
Therefore given two spatially close no-change time series from identical patches of land
it can be expected that the time series would be identical except for noise induced by
the observation system as discussed in Chapter 2. Given enough identical patches it
would therefore be possible to estimate independently, at each point in time, the expected
reflectance for that type of land cover and the system noise as the mean and variance of
the measurements respectively. This is the approach taken by some of the supervised
methods in the literature [4], [43], [63], [64] under the assumption that patches of the
same land cover class are almost identical. A separate density is estimated for each class
and any within class variance is factored in with the noise.
Let X = {x(i)}i=Di=1 be a set of pixel time series for a single band captured over a ge-
ographical region within some fixed time span of length D. Each time series is a vector
x = [x1, . . . , xN ]
T . Each series can be considered an observation of a random variable
X = [X1, . . . , XN ]
T . Given a set of unlabeled time series a naive approach to estimating
the natural land cover dynamics of the region might involve calculating the mean sig-
nal from the set. A simple probabilistic approach might assume that each observation is
generated from this mean signal plus some Gaussian noise that encapsulates the differ-
ences in vegetation as well as any noise from the observation system. This model can be
expressed as
Xk ∼ N (µk, σ2k) (4.1)
with the mean, µk, and variance, σ2k, estimated independently for each time sample. The
probability of observing a time series under this model is given by
Pr(X = x) =
N∏
k=1
Pr(Xk = xk). (4.2)
Fig. 4.1a shows the above model fit from a collection of land cover time series of native
vegetation in rural South Africa [65]. The mean signal gives an estimate of the natural
land cover dynamics of the particular vegetation class in the region while the model
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uncertainty is shown as the 95% confidence interval.
Such an approach makes strong oversimplifications about the nature of land cover.
Firstly, land cover classes themselves are notoriously difficult to define [66]. In reality
no two patches of land cover are identical. They are comprised of mixtures in varying
fractions of different types of vegetation, water, soil, rock and possibly anthropogenic ar-
tifacts. The reflectance measurements obtained by the satellite system for a given patch
are therefore a non-linear function of these factors as well as the terrain geometry. Un-
surprisingly the within-class variance can still be significant.
Rather than treating each sample in a time series as being generated by some uni-
variate class conditional probabilistic process an alternative approach is to consider each
time series as a single observation from a multi-variate process. Under this model the
probability of observing a signal is
X ∼ N (µ,Σ). (4.3)
This model is the discrete equivalent to a continuous time Gaussian process. There are
several advantages to this approach. Firstly, much like a Gaussian process, this model
is able to consider the correlation between samples in the same signal. Unlike a Gaus-
sian process the correlations need not be specified by a parametric covariance function
but can be estimated directly given a number of time series with the same covariance
structure. A number of time series of similar land cover from a particular geographical
region should indeed share similar correlation structure and that this should encapsulate
the phenological and climatic changes of that region.
Fig. 4.2 gives an example of two MODIS pixel time series from the Limpopo Province,
South Africa which will be used to rationalise the above statement. These pixels are
spatially close but contain different types of vegetation with one being dominated by
grasslands and the other by small shrubs. These two land cover types are representative
of the majority of the vegetation in this area. From the time series it is possible to make
three several interesting observations. The time series for the shrub pixel has consistently
smaller NDVI throughout which could be represented by a downward shift on the NDVI
axis. The two time series share the same seasonality. Both exhibit a rapid increase in
NDVI between October and March which corresponds to the growing season for this
4.2. Background 39
region [65]. The time series share the same inter-annual characteristics. Both exhibit
higher NDVI during the summer of 2004 than the summer of 2003 for example. Southern
Africa was known to have experienced a drought between 2001 and 2003 [67].
Given enough examples of pixels sharing the characteristics discussed it is possible
for a joint PDF to capture these relationships in a probabilistic sense in its mean vector
and covariance matrix. Fig. 4.3 shows the two signals from Fig. 4.2 along with the mean
vector and correlation matrix estimated from 2348 time series from the same region. The
correlation matrix is plotted such that it aligns with the time series plots. From this figure
it is possible to make the following observations about the estimated model.
• The mean vector captures the general shape of the seasonality and the differences
between the seasons (inter-annual variations) but is off by a scaling factor.
• The uncertainty (shown by the standard deviation vector, σ, extracted from the
diagonal of the covariance matrix) is much higher at certain times of year than
others
• All correlations are positive implying that time series tend to shift up or down from
the mean across the entire time range
• The blocks of higher correlation along the diagonal corresponds to the lowest NDVI
sections of the seasonal cycle. These are also correlated with the same seasons in
other years as shown by the off-diagonal blocks. These periodic changes in corre-
lation suggest that the low season from previous years gives a better indication of
what to expect for the current year than observations from the previous season.
• The peak of the growing season has low correlation with the rest of the signal sug-
gesting it is not a good time to be detecting change.
• The matrix does not show strong banding along the diagonal. This suggests that all
of the samples in signal are strongly correlated not just those temporally close.
All of this information encapsulated by the Gaussian model can be used to make
inferences about a time series given a subset of observations. For example conditioning
on the first and last observations of the signal can be used to improve the estimate of the
mean and reduce uncertainty in the remainder. This procedure was applied to the same
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(B) Marginal PDF of a multi-variate Gaussian model conditioned on the first and
last observations
FIGURE 4.1: Example for how modeling correlation and conditioning can
be used to improve mean estimates and reduce uncertainty. Time series,
x, is a real MODIS time series of band 1 reflectance captured for vegetated
land cover in Limpopo Province, South Africa. µ is the model mean signal
in each case and the 95% confidence interval is derived from the model


















































FIGURE 4.2: Two adjacent MODIS pixels from the Limpopo Province,
South Africa and their accompanying NDVI time series spanning 4 years.
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FIGURE 4.3: The correlation matrix (normalised covariance matrix) esti-
mated from 2348 time series from Limpopo Province, South Africa along
with the plot of the mean vector and two time series from Fig. 4.2.
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time series as in Fig. 4.1a using the Gaussian model estimated in Fig. 4.2. Comparing Fig.
4.1a and Fig. 4.1b it can be seen that these observations significantly effect the estimate of
the mean and variance, bringing the mean closer to the observed signal and reducing the
uncertainty. It is also worth noting that even though observations are only provided at
the beginning and end of the signal the uncertainty is reduced throughout. A Gaussian
joint model has the additional advantage that both conditioning and marginalisation of
the probability density can be done in closed form.
4.3 Change Detection
Once a suitable probabilistic model of the natural land cover dynamics has been obtained
there still remains the problem of how to obtain a change/no-change decision for each
time series. This requires the derivation of a suitable metric which can be thresholded to
yield a decision. Such a metric should encode the following:
Given a candidate time series and a collection of similar time series from the same
geographical region, what is the likelihood that that series was generated by land
cover that did not experience change?





ln(|Σ| )− (x− µ)TΣ−1(x− µ) +N log(2π)
)
. (4.4)
where N is the dimensionality.
Extracting only the terms that are a function of x and taking the square root results in
the Mahalanobis distance which is defined as
DM (x) =
√
(x− µ)TΣ−1(x− µ) (4.5)
for a candidate time series x. This distance metric is equivalent to the Euclidean dis-
tance between an observation vector and the mean vector in the space resulting from a
whitening transform of the data.
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The Mahalanobis distance can be used to discriminate between change and no-change
time series by selected some threshold, δ, such that a change is declared when
DM (x) > δ. (4.6)
This approach to change detection will be referred to as Mahalanobis distance change de-
tection. Such a method is unrepresented in the current literature for land cover change
detection but similar methods are commonly used for outlier detection problems [68].
Offline change detection with an estimated joint PDF can be considered equivalent to the
problem of detecting outliers in a multi-dimensional data set. Any time series with points
that do not follow the expected trajectory will appear as outliers with respect to the joint
PDF.
4.4 Change Point Estimation
There still remains the problem of how to identify the point where the change occurred.
In the previous section the finite length time series are considered as N-dimensional
feature vectors. The feature vectors are used to define points in N -dimensional space
and this is used to determine outliers. Such a method is invariant to re-ordering of
features/time-samples provided the same re-ordering is applied to all vectors in the
training and test set. This means that the time aspect is effectively not considered and
as a result it is impossible to identify the time-of-change. In this section a method is pro-
posed for estimating the time-of-change given a candidate time series and a joint PDF.
Consider a time series with a single land cover conversion at index k∗. It is expected
that values of the signal prior to k∗ should be less correlated with values after k∗ and
visa versa as they are generated by different types of land cover with different spectral
properties and phenology. It is proposed that a better fitting model can be obtained by
assuming the values before and after k∗ to be totally independent, allowing the joint
density to be factorised as
Pr
k∗
(x) = Pr(x1, . . . , xk∗) Pr(xk∗+1, . . . , xN ). (4.7)
Without refitting the model this assumption can be imposed by zeroing the off-diagonal
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elements of the covariance matrix that relate values before and after the change point. In








This operation will be referred to as partitioning the joint density at k.
In order to validate that the goodness-of-fit is indeed improved by this modification
when change points are present, we compared it against the original model and also a
Gaussian model fit directly from a set of change time series. A synthetic data set for
this purpose was created by randomly sampling with replacement 10000 vegetation and
rural settlement time series from the original data set and concatenating them with an
identical and known change point at k∗ = 190. A comprehensive description of the
methods used to produce synthetic change data can be found in Chapter 6. Fig. 4.4a
shows the correlation matrix (normalised covariance matrix) estimated from the full data
set with majority no-change and Fig. 4.4b shows the same process applied to a synthetic
change data set. It can be seen that the correlation between samples before and after k∗
in the synthetic change signals are close to zero.
To quantify the goodness-of-fit the average log-likelihood was calculated for the syn-
thetic data set. This gives the expected log probability of observing a time series from the
data set under the given model. A higher value indicates a better fitting model. Table
4.1 shows that by enforcing independence post-fit the likelihood approaches that of the
model fit directly to the change data.
When the time of change is unknown consider the hypothesis that the signal change
point occurred at time index k, denoted as Hk. Under this hypothesis it is expected that
the likelihood can be improved by replacing the covariance of the model with that of (4.8).
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(A) Correlation Matrix for No-Change Series



















(B) Correlation Matrix for Synthetic Change Series with change point k∗ = 190
FIGURE 4.4: Correlation matrix (normalised covariance matrix) heat maps
estimated for MODIS band 1 from signals in the region of interest in
Limpopo, South Africa.
4.5. Considerations for estimating the joint density 47
Identifying the change point is then a matter of evaluating all possible hypothesis and se-
lecting the one that maximises the likelihood or equivalently minimises the Mahalanobis
distance. Under this model the best estimate of the change point is
k̂ = arg min
1≤k≤N
√
(x− µ)TΣ(k)−1(x− µ). (4.9)
Fig. 4.5 presents an example of this method applied to a hybrid synthetic change time
series produced using the method described in 6.2.3. The blended time series were ran-
domly selected from collections of vegetation and settlement type land cover and the
combined covariance matrix is the same as shown in 4.4a and was estimated from the
combined collection using both the empirical and robust methods. It can be seen that, for
a synthetic time series containing a known change point, the model is an increasingly bet-
ter fit as the proposed change point approaches the actual change point. For a no-change
signal the distance does not change significantly.
4.5 Considerations for estimating the joint density
4.5.1 Robust Covariance Estimation






(xi − µ)(xi − µ)T , (4.10)
is notoriously sensitive to the presence of outliers in the data set [69]. Even a single
outlier, caused by an error in the sensor system or a particularly unusual region of land
cover, could inflate the covariance estimates resulting in reduced sensitivity to detecting
changes. As many different applications require the robust estimation of a covariance
matrix in the presence of outliers, many different methods have been proposed.
One solution proposed by Rousseeuw et al [69] to estimate the covariance using only
h out of the total D examples. h examples are selected as the subset of samples that
yields the covariance matrix with the smallest determinant, equivalent to the PDF with
the smallest entropy. This is known as Minimum Covariance Determinate (MCD) es-
timation. While the subset size, h, could be treated as a hyper-parameter it is instead
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(B) Synthetic Change Signal
FIGURE 4.5: Mahalanobis distance as a function of hypothesised change
index, k. Vertical lines indicate the beginning and end of the synthetic
change transition.
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predefined as h = dD+N+12 e. This is the minimum allowable value of h for which the
algorithm will still converge correctly. As such this method of estimation does not intro-
duce any additional parameters. In its original form this method requires an exhaustive
search over all possible subsets of size h which is prohibitive for large data sets. In [68]
a modified version is presented which improves performance by orders of magnitude
while converging to an identical or near identical result as [69]. This is the method that is
applied in this work.
4.5.2 Gaussian Mixture Model
So far it has been assumed that all land cover patches exist on a spectrum between two
end-members and all share the same natural variations. This is of course an oversimplifi-
cation for the real case where there may also be spectrally very different land cover types.
This introduces the need for a more expressive probabilistic model than a multi-variate
Gaussian. Fortunately such a model need not be much more complex and can still be fit in
an unsupervised manner. Another solution is to apply a clustering technique to estimate
several models simultaneously such that each of them has a reduced variance. Gaussian
Mixture Models (GMMs) are a fundamental unsupervised clustering model that have
been successfully applied numerous times in the field of land cover classification and
change detection [2]. They provide a simple way to extend the multi-variate Gaussian
model above to the multi-modal case without requiring labeled training data. In a GMM




πiN (x | µi,Σi). (4.11)
The mean and variance for each component as well as the weights can be estimated in
an unsupervised manner using the iterative Expectation maximisation (EM) algorithm.
This introduces one additional parameter, C, which is the number of components. The
choice of this parameter should ideally come from domain knowledge about the types
of land cover in the region of interest, something that should not be difficult to estimate
given a survey or visual inspection of satellite imagery. A purely analytical approach of
minimising an information criteria could also be applied. It is important that the chosen
value of C accurately reflects the number of distinct land cover classes in the region. Too
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many modes may result in change/outlier time series being assigned their own clusters
making them undetectable. Too few and the method retains the same problems of the
empirical estimator.
If an accurate ground truth survey of the land cover is available this could be used to
select the number of modes or a supervised approach similar to [43] may be used instead.
This approach was not evaluated as the focus of this study is unsupervised methods for
the case where ground truth is not available. It would however be a trivial modification
to the proposed method, likely with improvements to detection performance.
Because of the additional modes introduced by using a GMM the methods proposed
above require minor modifications. For the Mahalanobis detection method the distance
is evaluated based on each of the modes and the smallest distance is thresholded. For the
change point estimation method it is permissible that the time series may switch between








for the transition between components A and B. For each candidate change point the
Mahalanobis distance is calculated for all permutations of A and B with repetitions and
the smallest distance used to evaluate the change hypothesis. This introduces additional
complexity as a covariance matrix must be estimated for each mode (linear in C) and
the change point estimation method applied to all possible permutations of transitions
between modes (polynomial in C). As discussed prior the number of modes should be
small to prevent over-fitting and the increased complexity should not be prohibitive.
Both the change detection and change point estimation methods described above will
be evaluated using the empirical, robust and GMM methods for estimating the joint den-
sity.
4.6 Experimental Design
In order to test the hypothesis a series of experiments is proposed that make use of both
real and synthetic data. For a complete description of the data sets and including the
selection of bands and rationale and design of the synthetic data see Chapter 6.
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4.6.1 Performance Metrics for Offline Change Detection
Quantifying offline change detection performance requires a validation data set of D
pixel time series that have been accurately classified as either experiencing change or
no-change during the time period of interest. Given the decision output from a binary
detection method it is possible to compute a 2×2 confusion matrix containing the counts
of every possible outcome. These are the True Positives (TP), False Positives (FP), True








From this matrix it is possible to derive a number of informative metrics for comparing
detection methods. The most readily understandable of these is the Accuracy Score. This





While simple to understand this metric is misleading in detection problems that have a
significant imbalance in the number of examples. As land cover change in most cases
is a rare phenomenon (<5%), uniformly sampled validation data sets are comprised of
majority no-change examples. In this case a detector that is 95% accurate could be for-
mulated by declaring all pixels are no-change. As a result this metric is a poor choice for
comparing methods or selecting parameters to maximise.
Far more acceptable in the field of detection theory is to evaluate both the True Posi-










These give the fraction of positive examples classified correctly and the fraction of neg-
ative examples classified correctly respectively. In the absence of additional information
52 Chapter 4. Modeling Land Cover Dynamics for Change Detection
these metrics give an estimate of the probability that an example will be correctly clas-
sified given its true label is positive or negative respectively. An ideal method should
simultaneously have a high TPR and a low FPR. It is easy to produce a method that per-
forms well with regard to either TPR or FPR by either classifying all examples as either
positive or negative. Getting the full picture requires considering both metrics simulta-
neously.
Methods that apply a threshold to discriminate between positive and negative ex-
amples present a trade-off between TPR and FPR. Assuming the change metric for all
examples is finite it is possible to transition from all values classified as negative (TPR=0,
FPR=0), to all examples classified as positive (TPR=1, FPR=1) by varying the threshold.
By plotting the relationship between TPR and FPR parameterised by the threshold it is
possible to produce a curve that describes the effectiveness of a given change metric,
known as a Receiver Operator Characteristic (ROC) curve. This presents a method to
compare detection methods that is invariance to selection of threshold. If a curve sits
‘above’ another curve it can be said that it is a superior detection metric.
A single comparison metric that is invariant to threshold and incorporates both the
TPR and the FPR is calculated as the Area Under the ROC curve (AUROC). This is also
equivalent to the Mann-Whitney U statistic which gives an estimate of the probability
that a randomly selected positive example will have a detection metric higher than a
randomly selected negative example [70]. One problem with this performance metric
is it does not capture the sensitivity of the method to threshold selection which closely
relates to the separability margin of the metric. Metrics with equivalent separability but
different separability margins will produce an equal AUROC.
To compare proposed methods with methods from the literature the ROC curve and
AUROC will be used. In addition an appropriate threshold will be selected and then used
to compute the TPR and FPR. As previously mentioned the selection of threshold, or any
parameter, adds significant difficulty when applying a method in practice as it requires
obtaining a set of classified examples on which parameters are selected to optimise some
performance metric. In the case of this experiment such a validation set already exits
but to prevent an overestimate of performance on unseen data a final test set must be
withheld. To get the best possible use of the data set a 5-fold cross-validation procedure
is applied to estimate the threshold. This randomly splits the labeled data into 5 subsets.
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All but one subset is used to identify a threshold which maximises some performance
metric. This threshold is then used to classify the left-out subset and the performance in
this set is recorded. This procedure is repeated leaving out a different subset each round.
This results in 5 estimates of performance on unseen data. Another advantage of this
approach is it allows for estimation of a confidence interval on the resulting performance
metrics.
4.6.2 Performance Metrics for Change Point Estimation
Metrics for evaluating offline methods that identify the time-of-change are not so univer-
sally agreed upon. The review paper of Aminikhanghahi et al [54] includes a discussion
of several different metrics with their advantages and disadvantages. For a data set con-



























Each of these methods is invariant to the sign of the error (e.g. predicted was before or
after actual). The MSE, and hence RMSE, is particular sensitive to large errors making
it unsuitable. For ease of interpretation the MAE is used to compare methods in this
experiment. The histogram of errors will also be reported which can give much better
insight regarding any outlying predictions or biases generated by a method.
4.6.3 Methods to Compare
As a comparison a simple maximum-likelihood, supervised off-line change detector was
chosen. This method fits a 1-dimensional Gaussian density for each class at each time
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step, yielding a mean and variance signal per class. It also makes the assumption that
there are only two classes present, for example class A and class B, and the transition is
always from A to B which is suitable for both the data sets considered. If the probability
that an observation was generated by a A and B at time step i as Pr(A)i (xi) and Pr
(B)
i (xi)
respectively, the maximum likelihood change point, k, can be defined as












This is valid as long as it is known that only transitions from A to B are present. There are
also several publications [3], [6] that apply change detection and change point estimation
methods to the same data set, settlement expansion in South Africa, allowing the results
for that data set to be compared directly.
4.7 Conclusion
Based on the survey of the literature a possible new method for land cover change detec-
tion was motivated by the success of [59], [62] in using a Gaussian process to estimate the
joint density. The proposed method instead models time series as a multivariate Gaussian
PDF which has several advantages over a Gaussian Process in terms of prior parameter
specification and computational complexity. Because it is fit directly from a collection of
time series in a region it is also better able to incorporate information from neighbouring
time series to estimate the region land cover dynamics, a key requirement for accurate
and automated change detection.
In terms of user involvement in setting up these methods for use there is little that
is required. The empirical and robust estimators require only a large, unlabeled training
set of similar land cover for a region. This could be generated in a matter of minutes
by selecting appropriate areas on a map that contain suitably similar land cover and are
geographically close enough to experience similar vegetation phenology.
The output of the change detection methods is a metric, the Mahalanobis distance,
which ideally increases with the probability of a time series containing a change point.
For certain applications this may be enough and can be used to generate a map of possi-
ble change pixels. Other applications may require a discrete change/no-change flag and
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therefore a suitable threshold must be selected. Once a decision has been made regard-
ing the presence of change in a time series the time-of-change can be detected using the
method described in this chapter while requiring no additional input.
These properties make the proposed methods excellent candidates for achieving the
aims of total automation outlined in the previous chapters. The details and results of




Online Change Detection as
Forecasting
5.1 Introduction
While the previous chapter concerned itself with identifying change points in fixed length
time series, this chapter extends similar concepts to the online detection case. Online de-
tection has very different applications and goals when compared with offline detection.
Online land cover change detection is typically applied in monitoring applications where
some action is to be taken upon the detection of change. It therefore follows that there
are three main criteria by which a successful method must be evaluated. It must be able
to detect changes with a high accuracy, low rate of false alarms and with minimal delay
between the occurrence of a change and its detection. Much like the true/false positive
rates, these metrics are at odds with one other. That is to say it is trivial to obtain a perfect
score in one of them, while maintaining a suitable balance is a challenging problem.
The method of chapter 4 of using a collection of time series to model the land cover
dynamics of a region can be readily applied to the online case through the realization that
it is also possible to use a joint PDF to make predictions of the next value of a time series
given its historical values. The difference between predicted and observed values gives
a good indication if a time series is behaving as expected, given its history and its spatial
neighbours, or if the observations are unexpected signifying a land cover change. This
leads to the hypothesis for this chapter:
A time series of differences between observations and predictions made using a mul-
tivariate joint PDF fitted from a collection of land cover time series in a geographical
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region is uncorrelated, zero-mean Gaussian under no-change conditions and biased
when the time series experiences a change point. This can be used to rapidly detect
the occurrence of change.
Such a derived time series meets the assumptions required to apply classical statistical
change detection algorithms such as the CUmulative SUM (CUSUM) algorithm [57], [58]
or control charts [58].
The chapter begins with a discussion of statistical stationarity in signals and why
this property is important for change detection. It is then shown how online change
detection can be considered equivalent to forecasting with a sliding window and how a
multi-variate joint PDF is well suited to this task. This expanded in to the description of a
proposed method for online change detection which contains only the minimum number
of free parameters and thus makes progress toward the goal of total automation.
This chapter also contributes a new method for performance evaluation of online
change detection methods. The Detection Delay (DD) and Run Length to False Alarm
(RLFA) are well known metrics for performance evaluation of online detection methods.
This chapter presents a method for using finite length signals to estimate the survival
function over these metrics for a given method applied to a particular data set. This
enables statistical inferences to be made when comparing two or more methods. It is also
shown how plotting the median DD vs the median RLFA is an effective way to compare
methods and can be considered as the online detection equivalent to a ROC curve.
The content of this chapter has been compiled into a publication that appears in IEEE
Geoscience and Remote Sensing Letters. See Appendix E or [12].
5.2 Background
5.2.1 Stationarity of Land Cover Time Series
A stochastic process can be said to be strictly stationary if the joint density of any combi-
nation of values is time invariant. For a strictly stationary process, {Xt}, it can be said for
any set of time indices {t1, . . . , tk}, the joint PDF
Pr(Xt1+τ , . . . Xtk+τ ) (5.1)
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is identical regardless of the time shift τ . A special case of stationary is IID. As the name
suggests each sample is independently drawn from the same univariate density. In this
case the joint PDF may be factorised as




A process is said to be cyclo-stationary if the process obtained by sampling at integer mul-
tiples of some period T exhibits stationarity. Formally
Pr(Xt1+T+τ , . . . Xt1+nT+τ ), n ∈ Z (5.3)
remains identical for any value of t1 and τ and for some period T .
Several factors combine to make remotely sensed land cover time series fail to meet
these stationarity assumptions. Most land cover is vegetated and this results in the dom-
inant source of non-stationarity in the signal. It is well documented that the reflectance
of vegetation across most bands varies approximately periodically in a yearly cycle [71].
In many cases this could be assumed to be cyclo-stationary however the magnitude and
bias of the oscillations is often non-constant between years due to inter-annual climatic
changes such as droughts. In many cases trend components are present in vegetated
time series that suggest either long term non-periodic change or change on a cycle much
longer than the time span of available data.
The majority of online change detection algorithms perform best (and optimally in
certain cases) when the time series is stationary under no-change conditions. Therefore
each of online methods for land cover change detection reviewed in chapter 3 can be
understood as being comprised of a signal transformation phase and a change detection
phase (Table 5.1). The signal transformation phase is generally specific to land cover time
series while the change detection algorithms are general purpose methods that can be
applied to any stationary signal.
5.3 Change Detection by Forecasting
Consider an estimator that is able to produce forecasts of the next value in a time series
under no-change conditions. The forecast at time t is denoted as x̂t. The residual of
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TABLE 5.1: Tabulation of transformations and detection algorithms for on-
line land cover change detection methods in the literature.
Publication Signal Transformation Change Detection Algorithm
[55] Sliding window of parametric model parameters Threshold
[9] Sliding window of parametric model parameters 6 of 10 threshold heuristic
[56] Kalman filter parameter series CUSUM [57]
[59] Gaussian Process prediction error EWMA control chart [58]
[44] Parametric model prediction error MOSUM [49]
[4] Z-score under supervised estimated density CUSUM [57]
the forecast is defined as rt = xt − x̂t. A sufficiently good estimator should yield a
series of residuals which are uncorrelated, unbiased (i.e. zero mean) and Gaussian. If
the estimated residuals also have constant variance it can be said that the resulting time
series of residuals is IID. Furthermore, if the residuals do not have constant variance but
the estimator is able to produce good estimates of the variance of each sample, σ2t , the





and the series of z-scores will be IID unit Gaussian.
If the original time series contains a change point that is unforeseen to the estimator
this will induce a bias in the series of z-scores/residuals which can be detected by a
classical change detection method. An ideal estimator should yield a series of z-scores
that is Gaussian IID under normal circumstances and respond strongly and rapidly in
the presence of a change point. Such an estimator may take advantage of historical data,
neighbouring pixel time series or ancillary data in order to make its prediction.
One such method that follows this general framework is the GPChange method of
[59], [62]. In this case the prediction is made using only historical data from the same
signal
Pr(Xt) = Pr(Xt | Xt−1, Xt−2, . . . X0). (5.5)
Motivated by these previous works a new method is proposed that takes advantage of
both the previous samples in the time series and also the time series in the surrounding
region when making a prediction. This is done by directly estimating the joint PDF over
a temporal window using a set of similar time series. As the model is re-estimated at
each time step this does not require any assumptions of stationarity. Furthermore it does
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not impose assumptions on the structure of the data as in [9], [44], [72].
5.3.1 Proposed Method
As in the previous chapter it is proposed to model the joint PDF of all the samples in a
fixed length time series as a multivariate Gaussian. In the online case however it must
be over the samples in a fixed length temporal look-back window. Despite this limitation
such a model is still able to capture the mean signal of the region of interest, the uncer-
tainty associated with the mean signal and the correlations between samples in the time
series. This statistical information can be leveraged to immediatly detect when a time
series moves in a way that is inconsistent with both its own historical trajectory and that
of the surrounding region.
With access to a fitted joint PDF it is possible to condition on the previous observa-
tions in a signal to obtain a univariate PDF over the last sample. For a multi-variate
Gaussian PDF this can be computed efficiently and in closed form. More explicitly let
x = [xt, . . . , xt−W−1]T be a vector of time series observations in a temporal window of
size W . Let X = x(i)i=Di=1 be a set of D time series from a similar geographical region and
ideally containing similar land cover. It can be assumed that each of these time series
windows is an observation of a multivariate random variable X = [Xt, . . . , Xt−W−1]T ∼
N (µ,Σ). Under the multivariate Gaussian assumption the mean vector and covariance
matrix can be calculated as
µ = E[X] (5.6)
and
Σ = E[(X− µ)(X− µ)T ] (5.7)
which can be estimated directly from the data.
For a single time series, x(i) this model can be conditioned to calculate the univariate
density over the last time sample given earlier observations within some temporal win-
dow, Pr(x(i)t | x
(i)
obs), using the standard method for conditioning a multivariate Gaussian.

























the conditional PDF is univariate Gaussian with mean and variance given by
µ̄
(i)








t − σ1,2Σ−12,2σ2,1. (5.12)














Repeatedly applying this method as the sliding window is shifted results in a time series
of z-scores. The time series of z-scores can then be monitored for persistent deviation
from the standard normal which implies a change.
Again, as in Chapter 4, the empirical method for estimating the covariance matrix
may not be the most suitable if the training set contains outliers or diverse types of land
cover. Again the methods of rubust estimation or GMM can be trivially substituted. In
the GMM case the the best fitting mode for the look-back window is used when making
the forecast.
5.3.2 Change Detection on Z-Scores
Given a time series of z-scores produced by one of the methods discussed above it can be
monitored to detect deviations from its expected distribution.To detect statistically sig-
nificant persistent deviations from this distribution Page’s CUmulative SUM (CUSUM)
algorithm was chosen [57], [58]. The CUSUM method is presented under the assumption
that the data is IID Gaussian with known mean and variance prior to change, after which
it experiences a change in mean of unknown magnitude. This was selected over other
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popular continuous monitoring algorithms, such as the Exponentially Weighted Moving
Average (EWMA) control chart, due to its superior theoretical underpinnings and flexi-
bility. According to [58] the two should be roughly equivalent in practice and have the
same number of parameters.
Let {zi}i=Ni=0 be the series of z-scores. By definition this series should be IID Gaussian






= zi + Ci−1 (5.15)
is a random walk with zero mean [58]. If there is a persistent bias in the models ability
to make predictions, such as the underlying data generating distribution changing, the
random walk is expected to drift away from zero in the direction of the bias. To improve
the robustness of the method a slack parameter, k, is included [58]. This parameter is
subtracted from the CUSUM at each iteration. It reduces the sensitivity to small mean
shifts which can help prevent false alarms and also ensures the CUSUM decays back to
zero if only z-scores smaller than k are observed. The cumulative sums are also split into
positive and negative components with each clamped at zero. The resulting cumulative
sums are defined recursively as
C+i = max[0, zi − k + C+i−1] (5.16)
C−i = max[0,−zi − k + C−i−1]. (5.17)
[58]
As it is not known if land cover change will cause a positive or negative change in
the signal both cumulative sums are monitored. When either C+ or C− exceeds some
threshold λ a change alarm is triggered and the corresponding cumulative sum is reset to
zero. Fig. 5.1 shows a reflectance time series, z-score series extracted using the joint esti-
mation method and the corresponding CUSUMs. In the time series containing a change
it is possible to observe a negative bias in the z-score series immediately after the change


























































(B) Change time series
FIGURE 5.1: Reflectance time series, z-score series and CUSUM output
for a no-change series and a synthetic change from the Limpopo data set.
Vertical bars indicate the beginning and end of the linear transition.
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point. This causes a strong response in C−. In the no-change series the corresponding
z-score series should be close to IID Gaussian noise and the CUSUMs of this signal will
not significantly deviate from zero.
It can be shown that if the mean and variance before and after the change point is
known and the change takes place instantaneously this method is optimal for a given
detection delay [73]. This does not hold in this case as the distribution of the z-scores
post change cannot be known. Furthermore the inclusion of a non-zero slack parameter
breaks the optimality requirements for CUSUM [73].
5.4 Experimental Design
5.4.1 Performance Metrics for Online Change Detection
True/False positive rates give the probability of correct/incorrect detection at any time
within the length of the signal. For continuous online detection this does not give any
indication on the expected delay until detection. Instead we prefer to compare methods
in terms of expected run lengths (i.e. time between alarms). This can be further split into
two quantities, the Run Length to False Alarm (RLFA) and the run length to true alarm or
Detection Delay (DD). The RLFA is defined as the number of samples after the algorithm
starts, either at the beginning of the signal or after reseting due to a previous alarm, to
the next alarm. The detection delay is defined as the number of samples between the
actual change point and the next alarm. A good detection method strives to maximise
the expected RLFA while minimising the expected DD [58]. These can be considered as
the generalisation of false alarm rate and true alarm rate to the continuous monitoring
case.
Estimating the distributions of RLFA and DD for a given method using finite length
signals presents some challenges. As the z-scores signals are noisy the CUSUM method
will always trigger an alarm if it is allowed to run for a sufficiently long time [58]. When
estimating run length distributions from finite length signals this duration may be longer
than the length of the signal. This can be taken into account by using the concept of cen-
soring from survival analysis. The observation of no alarm gives information that the
detection delay was at least as long as the remainder of the signal, known as right cen-
soring. Failure to take this into account, for example by dropping series with no alarm,
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results in an underestimate of run lengths. To account for the censoring of data we es-
timate the median detection delay by fitting a Kaplan-Meier estimator [74] a commonly
used non-parametric method for estimating a survival function in the presence of cen-
sored data.
A survival function was estimated for both the RLFA and DD for each method at a
series of thresholds. For RLFA if no alarm was triggered the run length was said to be
at least the length of the signal. The RLFA was also considered to be censored when an
actual change point occurred. For DD if no alarm was triggered after the change point
the run length was said to be at least the difference between the change point and the end
of the signal.
Plotting the median DD vs median RLFA with changing threshold yields a curve can
be considered as a continuous inspection equivalent to a ROC curve. This will be referred
to as a run length curve. Much like a ROC curve it allows for methods to be compared
irrespective of threshold selection. Confidence intervals from the DD and RLFA estimates
may also be included. One method can be said to be superior to another if its curve sits
below another which can be interpreted as the method yielding a shorter detection delay
for a given time between false alarms across the range considered.
5.4.2 Methods to Compare
Two methods in the literature stand out as suitable comparisons. The first is the super-
vised univariate density estimation method similar to that of [4]. The supervised univari-
ate approach assumes knowledge of the land cover class of all time series in the training
set as well as the initial class prior to change. A univariate Gaussian density is fit for each
class at each time step. At test time z-scores are calculated using the appropriate density
at each time step assuming the class does not change from its initial assignment.
The other method is the parametric forecasting method of [44]. This fits a parametric
model with a bias, seasonal oscillation component and two higher harmonics over a fixed
length look-back window. The model is refit at each time step as the window is shifted.
The parametric model is used to make a forecast and the different between observation
and prediction is converted to a z-score by dividing by the standard deviation estimated
from the model residuals over the window. In the original paper this makes use of an
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extended monitoring period during which the parameters of a seasonal harmonic para-
metric model is fit. A fixed length window was chosen instead such that the amount of
historical data the model has access to can be controlled as part of the experiment.
Another modification made to the parametric method from its original form is the
change detection method applied to the extracted series of z-scores. As shown in Table 5.1
this method originally made use of EWMA control charts for the continuous monitoring.
To ensure a fair comparison between the other methods this was substituted with the
CUSUM monitoring algorithm. Using the same algorithm for monitoring the z-scores
ensures that any performance differences are due to the signal transformation stage only.
5.5 Conclusion
The method of estimating a joint PDF over samples translates well to the online case
with the only modification to the estimation stage being the inclusion of a fixed length
window. The benefits of requiring no labeled training set and no parameters to fit apply
to this method equally as well. The way the fit PDF is used for detection however is
very different. It would be possible to simply apply the same methods as Chapter 4 in a
sliding window to produce an online detector but this would have severe limitations in
terms of detection delay. This is because sufficient samples before and after the change
point are required to make an accurate detection using the Mahalanobis distance method.
This limitation is shared by [9] and [55] for these exact reasons and this is reflected in the
reported detection delays.
By instead using the joint PDF to make forecasts and comparing these to the ob-
servations the detection is focused on the leading edge of the window. The increased
sensitivity is mitigated by the CUSUM detector which introduces memory allowing the
detector to become increasingly certain as more samples arrive supporting the change
hypothesis until a given threshold is exceeded. Both the threshold and slack parame-
ters of the CUSUM detector allow the operator to trade-off between detection delay (DD)
and expected run-length between false alarms (RLFA) such that they are suitable for the
particular application.
The select of these parameters is an important consideration and this chapter pro-
posed a way to better estimate performance metrics such as DD and RLFA to assist with
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this. The run length curve is much like a ROC curve for the continuous inspection case.
Developed by estimating median DD and RLFA over a range of thresholds it similarly
allows methods to be compared without threshold selection to identify the expected per-
formance. It does however still require the selection of the one remaining parameter, the




Study Areas and Results
6.1 Introduction
The previous two chapters introduced several hypotheses surrounding ways to improve
the performance and levels of automation for detection of land cover change in both
offline and online settings. A new method for change detection, change point estimation
and online change detection was proposed based on the concept of leveraging a large
number of time series in a region in order to estimate land cover dynamics, deviations
from which constitute change.
Testing these hypotheses in a meaningful way requires evaluation on suitable prob-
lems and data sets that are representative of what might be encountered in a produc-
tion system. Two problems are considered that assess two different types of land cover
change, between class and within class. The first is the problem of detecting settlement
expansion in rural South Africa. This particular problem was chosen as it has been the
target of many research projects over the years making it an ideal testing ground to estab-
lish performance relative to other methods in the literature. The data set containing the
land cover types and presence of change for a collection of MODIS pixels in the Limpopo
province of South Africa was made available for use in this research project by CSIR,
South Africa. The second problem involves the detection of deforestation or forest thin-
ning in rural New South Wales, Australia. All of the locations used in this data set are
currently under contract for preservation and generating carbon credits under the Emis-
sions Reduction Fund (ERF) initiative. Effective automated detection of any changes in
these regions has the potential to reduce the need for expensive auditing. This data set
was created specifically for this project and has been made available to the research com-
munity via open access.
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A simple method of generating a collection of synthetic time series is also discussed
in this chapter. Such a data set has the advantage that all aspects of it can be controlled
to isolate the influence of different parameters on the effectiveness of the methods.
This chapter begins by introducing in detail each of the data sets and steps taken to
prepare the MODIS reflectance data. It also discusses the two ways in which synthetic
data is created, the fully synthetic method and the hybrid synthetic change method. The
remainder of the chapter consists of the results obtain by applying the proposed methods
and the elected comparison methods to each of the problems. Additional experiments
were conducted to assess the sensitivity of the methods to various parameters in order
to better understand their workings and lend support to the hypotheses. The results will
not be discussed in this chapter with a full discussion being reserved for Chapter 7.
6.2 Study Areas and Data
6.2.1 Study Areas
6.2.1.1 Settlement Expansion in South Africa
The first problem is that of detecting settlement expansion in the Limpopo Province of
South Africa. The motivation for choosing this data set is several-fold. Primarily this
problem has been studied extensively within the literature appearing in various forms in
at least 13 publications by various authors [1]–[7], [45], [51]–[53], [75], [76]. Within the
field of land cover change detection there are few problems that have been studied in as
much detail as this one making it an ideal testing ground for new methods.
There are also some geographical and meteorological properties that make South
Africa particularly well suited to applications making use of remotely sensed time se-
ries. Located at a latitude of around 23◦ S it has among the lowest annual cloud coverage
of any land mass [77] making it an ideal candidate for applications of passive remote
sensing data.
Finally, the detection of settlement expansion is an important problem for which
there are measurable benefits from reducing the time to detection. In some areas of this
province, settlement expansion is carried out ad-hoc by residents without prior planning
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approval. Providing these settlements with utilities such as water, electricity and sew-
erage is the responsibility of the local governing body; however, the difficulty and cost
associated with installing the infrastructure increases as the settlement matures. The local
native vegetation of this region is predominately Savannah, characterised by small sparse
trees and grassland [65]. Construction of settlements is characterised by the clearing of
native vegetation and the construction of small dwellings [78].
A detailed description of the production of this data set can be found in [76]. To
summarise, two high resolution images captured in the years 2000 and 2013 were visually
overlaid and compared to identify areas which had been converted from vegetation to
settlement within that time span. This change map was then overlaid with a MODIS
pixel grid and any pixels covered at least 70% by change were labeled and added to
the data set. No-change pixels were produced by an initial classification of polygons as
either vegetation or settlement within the region. MODIS pixels from these polygons
were randomly sampled if they did not contain any significant changes within the time
span and added to the data set. The final data set contains D = 2348 MODIS pixel time
series classified as vegetation - 997 ( 42%), settlement ( 53%) - 1235 or change - 116 ( 5%).
Due to contractual reasons the coordinates of the MODIS pixels for this dataset cannot be
published.
6.2.1.2 Deforestation in Australia
The second problem relates to detecting changes in areas of native forest in New South
Wales, Australia. Under the Australian government Emissions Reduction Fund (ERF)
initiative, land owners are able to generate Australian carbon credit units (ACCUs) in
exchange for preventing deforestation of native forest for which a clearing permit has
previously been issued. To be eligible the native forest must have at least 20% canopy
coverage with tree height greater than two meters [80]. At the commencement of a project
an extensive audit is undertaken by an accredited third party and estimates made of
the appropriate number of credits to be allocated throughout the project. A number of
subsequent audits are also required to ensure compliance throughout the project lifetime.
Projects have a permanence period of either 25 or 100 years. During this time period no
clearing, with the exception of minimal thinning (< 5%), is permitted [80].
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FIGURE 6.1: Example MODIS pixels (overlaid grid) of vegetation, settle-
ment and pixels experiencing change in Limpopo Province, South Africa.
(Figure originally appears in [79]. Reproduced with permission of the au-
thor)(Backdrop image courtesy of Google Earth, DigitalGlobe. 0.65m reso-
lution optical data)
6.2. Study Areas and Data 73
At the time of writing there are approximately 400 vegetation projects underway in
Australia. A system of automated change alarms based on remotely sensed time se-
ries has the potential to significantly reduce the auditing workload and target it to lo-
cations where the forest cover has changed and the project may require reassessment.
Continuous monitoring is also important to guarantee the integrity of the carbon credit
units in circulation.The region considered occupies the western plains of the state of New
South Wales. This is an arid region with the majority of land cover characterised by small
shrubs. The forested regions protected under the ERF are predominantly free standing
Eucalyptus trees [81]. The western plains also experiences very low cloud cover [77]
making it another ideal location for passive remote sensing.
This data set was created by the author and is available online with the intention that
it will also be the subject of future studies [82]. Due to the comparative scarcity of actual
land cover change in this region, the data set was created for the purpose of synthesis-
ing realistic change time series. D = 997 MODIS pixels were identified within regions
currently assigned to a project which is currently earning carbon credits in exchange for
avoided deforestation. These time series span the years of 2008 to 2018. For each pixel
a corresponding pair was identified using high resolution imagery provided by Google
Earth, DigitalGlobe. The matching pair for each pixel was selected as a nearby pixel con-
taining identical land cover but at a lower density. Fig. 6.2 illustrates an example of a
pixel pairing. Using this approach it is possible to generate a synthetic change time se-
ries by blending the two while reducing any possible changes in geology, flora, aspect or
climate that might occur over a large distance. Blending between high and low density
aims to simulate gradual deforestation over the area of the pixel.
6.2.2 Data Preparation
For both applications the time series were obtained from the MODIS MCD43A4 product
[24]. As discussed in Chapter 2 this product delivers Bi-Directional Reflectance Distri-
bution Function (BRDF) corrected surface reflectance data from both the Terra and Aqua
Platforms. The temporal resolution is 8 days with each data point selected as the highest
quality acquisition in a 16 day temporal window. The spatial resolution is approximately
500m. This product has been used in numerous land cover change detection studies
mostly due to its high temporal resolution and large catalogue of data. The Normalised
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FIGURE 6.2: The study region in New South Wales. This includes an exam-
ple of two MODIS pixels within a protected area that contain similar land
cover with differing densities. This pair of pixel time series is blended
together over a 6 month transition to simulate the partial and gradual
clearing of vegetation. (Backdrop image courtesy of Google Earth, Digi-
talGlobe. 0.65m resolution optical data)
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Difference Vegetation Index (NDVI) and Enhanced Vegetation Index (EVI) were also con-
sidered and derived from the MCD43A4 product. Initially the data sets were screened
for missing data due to cloud cover, sensor malfunction or saturation. Due to the lack
of clouds in these regions coupled with the process of taking the best acquisition in the
16 day window, both data sets contained negligible missing values (< 0.1%). The few
missing values present were filled using linear interpolation.
6.2.3 Hybrid Synthetic Change Data
Producing data sets of real land cover change is a very challenging problem for several
reasons. Firstly, for the study areas discussed above land cover change is a rare occur-
rence. Even if it were possible to correctly identify all of the regions that experience
change within the time span of interest there may not be enough data to yield statisti-
cally significant results. Secondly, identifying the regions that have changed and verify-
ing their correctness is difficult and time consuming. It is necessary either to obtain very
high resolution optical imagery for two dates to manually compare (as for the Limpopo
data set), to conduct on-ground surveys, or a combination of both. Both are expensive,
time consuming and require special expertise.
Even after one of the above methods have been applied it is very difficult to iden-
tify the exact time span over which the land cover transition occurred. When manually
inspecting imagery it is only possible to declare that a change occurred between two ac-
quisition dates which are typically years apart. This is not sufficient for evaluating the
performance of change point detection methods or online detection methods. As such
almost all studies that assess the time-of-change make use of synthetic change data.
Kleynhans et al [6] describe a method for generating hybrid synthetic change time
series has been applied in numerous other works [3], [8], [9], [51], [53], [55], [56], [83].
Change time series are generated from real no-change series by randomly selecting two
that are known to contain different land cover, randomly selecting a change point from
a uniform distribution and then linearly blending the two series over a suitable length
window. Selection of window size is dependent on the nature of the change the system
is designed to detect. Kleynhans et al found a window of 6 months to be suitable for
detecting conversions from vegetation to human settlement and the same window size
is used for both data sets in this study. The linear blending aims to simulate gradual
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nature of land cover conversions over the large size of MODIS pixels. For higher spatial
resolution data or for certain applications such as fire detection this may not be required.
To produce hybrid synthetic change data sets from the MODIS time series, in this work
the same method is applied with the additional constraint that change may not occur
within a six month buffer of the beginning or end of a series.
6.2.4 Fully Synthetic Data
In order to have complete control over the statistical properties of the time series, ex-
periments are also conducted on fully synthetic data. This makes it possible to conduct
highly controlled experiments to evaluate how the methods perform with different levels
of noise, change magnitudes, training set noise and signal length. The synthetic signals
were designed to mimic certain properties of vegetated land cover time series such as
seasonal variation and trending growth. The collections of time series generated also aim
to be similar to collections of time series from a region by including random bias and
trends. The synthetic time series were generated from the model





+Bi[t] + Z[t] (6.1)
where Z is Additive White Gaussian Noise (AWGN) added to each sample in the time
series to simulate noise in the sensor system
Z[t] ∼ N (0, σ2noise). (6.2)
Ai is the amplitude for time series i. In this experiment this was kept constant
Ai = 1. (6.3)
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Similarly each time series is offset by a bias function which was defined as a linear func-









Mi ∼ N (0, σ2slope) (6.5)
αi ∼ N (0, σ2bias) (6.6)
where L is the length of the time series.
This allows for simulating both noise in the time series themselves but also the varia-
tions that exist between time series in the data set, such as different offsets, which aim to
simulate different pixel compositions; and slope, which simulates different growth rates.
Changes are simulated through the addition of a step function to the bias. The location
of the step is selected uniformly randomly across the length of the time series excluding
samples within T2 of the beginning and end. A change series is therefore given by






where Astep is the step size, L is the length of the time series and H[] is the Heaviside
step function. It is also useful to consider the step size in terms of the noise power, σ2noise,








The proposed method for change detection using Mahalanobis distance and three differ-
ent methods for estimating the joint PDF (empirical, robust and GMM) was applied to both
real change data from the Limpopo data set and the hybrid synthetic change data for the
NSW data set. Additionally the suggested comparison method of assuming uncorrelated
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samples but estimating a per-class density using a supervised training procedure (uncor-
related), was also evaluated. In each case, excluding the supervised method, the joint PDF
was fit from the entire data set including the change time series and 5-fold cross valida-
tion was used to both select and appropriate threshold and estimate the Accuracy (Acc),
True Positive Rate (TPR), False Positive Rate (FPR) and Area Under ROC curve (AU-
ROC) along with their standard deviations across the folds. For the supervised method,
the same cross-validation procedure was applied but only the no-change time series in
the training set were used to fit.
The above procedure was applied to all bands plus the derived indices NDVI and EVI.
The table of results is very large and therefore only the table of best performing bands for
each method by AUROC are included in text and given in Table 6.1 for Limpopo province
and Table 6.2 for NSW. The complete set of results can be found in Appendix A Tables
A.1 and A.2. The ROC curves were plotted, again for the best performing bands for each
method, in Fig. 6.3a and Fig. 6.3b.
Table 6.3 gives a comparison of the best performing bands for each of the evaluated
methods, with two other results published in the literature for the Limpopo province data
set. These two studies were selected as they both give cross validated performance as-
sessments and publish results of TPR, FPR and AUROC making meaningful comparisons
possible. As estimates of uncertainty were not published in other papers they cannot be
included for comparison.
TABLE 6.1: Test set results for offline change detection applied to real
change data from the Limpopo settlement expansion set. Mean values
are given in percentage with standard deviation across all cross valida-
tion folds given in parenthesis. Results are sorted descending by AUROC.
Only the best performing bands by AUROC are included for each method.
Full table is included in Appendix A
Band Method AUROC TPR FPR Acc
(%) (%) (%)
7 robust 0.999 93.91(12.18) 1.16(0.59) 98.59(0.37)
5 empirical 0.989 93.92(6.51) 4.93(1.69) 95.02(1.36)
7 GMM 0.974 95.69(6.73) 9.72(2.86) 90.55(2.57)
NDVI uncorrelated 0.726 98.26(2.13) 65.29(20.09) 37.86(18.98)
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TABLE 6.2: Test set results for offline change detection applied to the syn-
thetic change data from the New South Wales devegetation set. Mean val-
ues are given in percentage with standard deviation across all cross valida-
tion folds given in parenthesis. Results are sorted descending by AUROC.
Only the best performing bands by AUROC are included for each method.
Full table is included in Appendix A
Band Method AUROC TPR FPR Acc
(%) (%) (%)
NDVI robust 0.980 91.17(5.12) 1.40(0.86) 94.88(2.18)
NDVI GMM 0.979 92.38(4.40) 2.31(0.75) 95.04(1.99)
NDVI empirical 0.977 90.97(5.46) 1.91(0.97) 94.53(2.51)
NDVI uncorrelated 0.757 95.09(5.04) 66.70(4.39) 64.19(1.13)
TABLE 6.3: Comparison of performance metrics for Limpopo province
with other methods in the literature applied to the same data set. Mean
values are given in percentage with standard deviation across all cross val-
idation folds given in parenthesis. Bands with the highest TPR are shown.
Method TPR FPR Acc AUROC
(%) (%) (%)
Robust Covariance (B7) 93.91(12.18) 1.16(0.59) 98.59(0.37) 0.999
GMM (B7) 95.69(6.73) 9.72(2.86) 90.55(2.57) 0.974
Empirical Covariance (B5) 93.92(6.51) 4.93(1.69) 95.02(1.36) 0.989
Extended Kalman Filter (EKF) [6] 89 13 87 -
EKF + Non-linear Detector (7 bands) [3] 96 0.2 99 -
EKF + Non-linear Detector (1 band) [3] 96 1 99 -


























(A) ROC plot for the
Limpopo data set.


























(B) ROC plot for the NSW
Data set.
FIGURE 6.3: Receiver Operating Characteristic (ROC) curves for the evalu-
ated change detection methods. Only the best performing band according
to TPR is shown.
6.3.1.2 Change Point Estimation
Since the exact change points were not known for the Limpopo data set, synthetic change
time series were used for both sets to evaluate the change point estimation performance.
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The same methods for estimating the joint PDF from the previous section were applied to
detecting the time-of-change using the proposed method of partitioning the covariance
matrix. In the case of the supervised uncorrelated model this had the added information
about the land cover class before and after the change (vegetation to settlement). Again
the methods were evaluated across all bands plus NDVI/EVI and the best performing
bands by Mean Absolute Error (MAE) are included in Tables 6.4 and 6.5 while the full
tables are available in Appendix A Tables A.3 and A.3 for Limpopo and NSW respec-
tively. The full distribution of errors for both data sets on the best performing bands are
included in Fig. 6.4a and Fig. 6.4b.
TABLE 6.4: Comparison of mean error (Mean) and Mean Absolute Error
(MAE) between estimated and known change point on synthetic change
data from the Limpopo data set. Standard deviation across all cross valida-
tion folds given in parenthesis. Errors are given as the number of samples.
Only the best performing bands by AUROC are included for each method.
Full table is included in Appendix A
Band Method Mean MAE
1 GMM -0.26 5.38(7.57)
5 empirical -0.26 6.92(10.82)
7 robust -1.40 13.52(27.47)
1 uncorrelated 6.86 52.44(88.97)
TABLE 6.5: Comparison of mean error (Mean) and Mean Absolute Error
(MAE) between estimated and known change point on synthetic change
data from the NSW data set. Standard deviation across all cross validation
folds given in parenthesis. Errors are given as the number of samples.
Only the best performing bands by AUROC are included for each method.
Full table is included in Appendix A
Band Method Mean MAE
NDVI GMM 0.62 5.52(6.82)
NDVI empirical 0.62 6.00(6.98)
7 robust -3.67 24.87(43.90)
NDVI uncorrelated -1.03 110.11(122.57)
6.3.1.3 Synthetic Data Experiments
In order to estimate how the method is influenced by the signal-to-noise ratio (SNR) of
each time series as well as the level of signal diversity in the training set, several exper-
iments were conducted on synthetic data generated using the method described above.
The between signal variation was introduced by several different mechanisms, by adding
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Distribution of Change Point Estimation Errors
(A) Error distribution plot for the Limpopo data set.










Distribution of Change Point Estimation Errors
(B) Error distribution plot for the NSW Data set.
FIGURE 6.4: Change point estimation error distributions for the evaluated
change detection methods. Only the best performing band according to
MAE is shown.
a Gaussian random variable to the offset and also to the slope of the bias. In order to en-











was calculated. Table 6.6 gives the different values of the entropy of the joint PDF esti-
mated using the empirical covariance approach. These were calculated for a fixed noise
power σnoise = 1.0. Plots of the SNR vs AUROC and SNR vs MAE were produced for
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various levels of entropy in Fig. 6.5.
TABLE 6.6: Entropy of the joint PDF estimated using from a synthetic data
set using the empirical covariance method for different values of the bias
and slope noise.







For the online detection case both data sets were used. In this case only the GMM method
for estimating the joint PDF was evaulated and will be referred to as GMM Joint. The
other methods implemented for comparison are the parametric model method of [44],
Parametric, and the online detection variant of estimating class conditional univariate
densities of [4], Supervised Univariate. Again since the exact time of change cannot be
known only hybrid synthetic change time series are considered for both data sets.
The first series of experiments does not involve making predictions but rather ad-
dresses the first part of the hypothesis of chapter 5: "The time series of differences between
observations and predictions made using a multivariate joint PDF fitted from a collection of land
cover time series in a geographical region is uncorrelated, zero-mean Gaussian under no-change
conditions."
This part itself can also be divided further into two assertions: the time series of differ-
ences is uncorrelated and it is zero-mean Gaussian. Fig. 6.6 shows the histogram and auto-
correlation for a single change and real (non synthesised) no-change time series from the
Limpopo data set. Recall that for a perfectly uncorrelated time series the autocorrelation
should be a unit impulse centered at zero. While this figure provides good insight and
suggests for a single time series that the derived series of z-scores has the desired proper-
ties, it is not sufficient to test the hypothesis. For this purpose the Kolmogorov–Smirnov
test [84] is applied to test if the derived z-scores are normally distributed. Under this
test the null hypothesis states that the samples are generated by the reference distribu-
tion (in this case unit Gaussian). Values of the D-statistic close to zero support the null
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(A) AUROC as a function of SNR for various values of the entropy.
















(B) MAE as a function of SNR for various values of the entropy.
FIGURE 6.5: The AUROC and MAE as a function of SNR for different val-
ues of between signal variation given by the entropy of the estimated PDF.
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hypothesis. A p-value greater than the given alpha level (α = 0.05 in this case) implies
that the null could not be rejected and supports the hypothesis that the data is Gaussian
distributed.
The Ljung-Box test [85] is applied to ascertain if the derived z-scores are uncorrelated.
This test compares the autocorrelation function with the ideal uncorrelated case taking
into account the number of samples used to estimate it. The null hypothesis is that the
series is uncorrelated, which is supported by large values of the Q-statistic. Again a
p-value greater than the given alpha level implies that the null could not be rejected
thus supporting the hypothesis that the data is uncorrelated. For this experiment the
autocorrelation with lags up to 10 samples was considered.
TABLE 6.7: Table of test statistics and p-values for the Kol-
mogorov–Smirnov (K-S) and Ljung-Box (L-B) tests applied to the derived
z-scores for the Limpopo data set. Values in boldface indicate cases where
the null could not be rejected. Only the first two bands are included here.
Full table is included in Appendix A
method band D p (K-S) Q p (L-B)
GMM Joint 1 0.075 0.008 9.5 0.48
GMM Joint 2 0.037 0.5 1e+01 0.41
Unsupervised 1 0.25 0.0 5.4e+02 5.3e-109
Unsupervised 2 0.36 0.0 1.6e+02 3.4e-29
Parametric 1 0.099 0.00012 7.3e+02 8.8e-150
Parametric 2 0.058 0.066 3.8e+02 3e-76
TABLE 6.8: Table of test statistics and p-values for the Kol-
mogorov–Smirnov (K-S) and Ljung-Box (L-B) tests applied to the derived
z-scores for the NSW data set. Values in boldface indicate cases where the
null could not be rejected. Only the first two bands are included here. Full
table is included in Appendix A
method band D p (K-S) Q p (L-B)
GMM Joint 1 0.032 0.89 3.7 0.96
GMM Joint 2 0.091 0.0089 1.2e+01 0.28
Unsupervised 1 0.81 0.0 9.6e+02 4.2e-200
Unsupervised 2 0.59 0.0 1.6e+03 0.0
Parametric 1 0.18 1.5e-09 1.7e+03 0.0
Parametric 2 0.22 0.0 1.5e+03 0.0
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6.3.2.1 Change Detection Assessment
The performance of the online change detection methods was first considered in terms
of detection ability only, without considering delay. This allowed the method to be com-
pared with offline detection methods. All methods require selection of the slack parame-
ter, k, and both the parametric and the joint Gaussian estimation methods require a finite
length look-back window of size W in order to make a forecast. The ROC curve was
evaluated for a window size of 100 and with the best slack parameter selected from the
curves in Fig. 6.7. Five-fold cross validation was used to estimate the mean ROC curve
and its 95% confidence interval. For the Limpopo data set, real change data was used
while for the NSW data set synthetic change series were combined with real no-change
time series. Fig. 6.8a gives the curves for the Limpopo data set and Fig. 6.8c gives the
curves for the NSW data set.
To visualise the influence of the window size and slack parameters Fig. 6.7 gives the
Area Under ROC curve (AUROC) for detection of change/no-change time series as a
function of k for several window sizes. The AUROC and TPR at FPR=0.2 are tabulated
for each of the methods with the best performing parameter configurations in Tables 6.9
and 6.10.
6.3.3 Detection Delay Assessment
Quantifying performance of detection delay in the online case is less trivial than for of-
fline detection since one must account for the possibility of several alarms being triggered
in the same time series and the fact that alarms may not be observed within the duration
of the finite length time series on which the experiment was conducted. This makes
estimating the expected detection delay (DD) and time between false alarms (RLFA) a
challenging problem requiring its own probabilistic model. A survival function was es-
timated for both the RLFA and DD for each method at a series of thresholds using a
Kaplan-Meier estimator [74], a method for estimating survival functions in the presence
of censored data. The survival curve gives the probability that no alarm has been seen
as a function of the number of samples since the previous alarm, for the RLFA case, or
since the actual change point for the DD case. For RLFA if no alarm was triggered the run
length was said to be censored at the length of the signal. The RLFA was also considered
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to be censored when an actual change point occurred. For DD if no alarm was triggered
after the change point the run length was said to be at least the difference between the
change point and the end of the signal.
The run length curves were produced by evaluating the median of the DD and RLFA
survival curves at multiple threshold values. The DD and RLFA are then plotted against
each other similar to a ROC curve. The curves also include an estimate of uncertainty in
the form of the 95% confidence interval of the median of the DD for a given RLFA. Fig.
6.8b gives the run length curves for the Limpopo data set and Fig. 6.8d gives the curves
for the NSW data set for MODIS band 1 for each of the methods considered. The ROC
and Detection Delay plots for other bands are included in Appendix B. In some cases
there were not enough true alarms to successfully fit the Kaplan-Meier estimator for DD.
In these cases the run length curves are omitted. The median DD for an arbitrarily picked
median RLFA of 200 samples (1600 days at the MODIS sample rate) is reported in Tables
6.9 and 6.10.
TABLE 6.9: Results for detection of settlement expansion in Limpopo
Province. Only the best performing bands by AUROC are included for
each method. Full table is included in Appendix A.
Method AUROC Band TPR at FPR=0.2 DD at RLFA=200
Parametric 0.86 4 87.03(3.97) 22.00
GMM Joint 0.87 7 75.94(6.65) 10.00
Supervised 0.90 1 86.20(3.29) 28.00
TABLE 6.10: Results for detection of vegetation thinning in New South
Wales. Only the best performing bands by AUROC are included for each
method. Full table is included in Appendix A
Method AUROC Band TPR at FPR=0.2 DD at RLFA=200
Parametric 0.76 6 54.76(5.24) 64.00
Supervised 0.68 2 46.34(2.69) 315.00
GMM Joint 0.84 4 75.64(2.64) 13.00
6.4 Conclusion
This chapter presents the reader with the results required to evaluate the hypotheses
stated in chapters 4 and 5 including the relative performance of proposed and compari-
son method for change detection, change point estimation and online change detection,
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and the statistical properties of the extracted series of z-scores in the online case. Fur-
thermore, for the online case additional investigations were made into the sensitivity of
the methods to various parameters using hybrid synthetic data. This is important in-
formation that could be directly useful to practitioners when considering applying these
methods to their own data sets. For offline detection the results of an experiment using
fully synthetic data was also provided allowing properties of the data set to be adjusted
directly providing deeper insight regarding how the method may generalise to other data
sets. The next chapter will discuss the results of each of these experiments in detail.


























































(B) Change time series
FIGURE 6.6: Histogram plot and autocorrelation plot for each of the z-score
extraction methods investigated in this paper. (a) Joint (GMM Method),
(b) Parametric, (c) Univariate Supervised. Evaluated on a no-change time
series and a synthetic change time series from the Limpopo data set using
MODIS Band 1.
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(A) GMM Joint, Limpopo















(B) GMM Joint, NSW
































































FIGURE 6.7: AUROC as a function of CUSUM slack parameter, k. Plotted
for multiple selections of window size for MODIS Band 1.
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(A) ROC curves for the
Limpopo data set band 1
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(B) Detection Delay curves
for the Limpopo data set
band 1

























(C) ROC curves for the NSW
data set band 1
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(D) Detection Delay curves
for the NSW data set band 1
FIGURE 6.8: ROC and Detection Delay curves for each of the considered
methods using MODIS Band 1. Curves were evaluated with a look-back





The chapter begins with a thorough discussion of the results of the experiments for offline
detection and change point estimation. This is followed by the online case. Each section
includes a discussion of the observations from the experiments and these are considered
in the context of how they support or refute the hypotheses of Chapters 4 and 5 and what
this means for the overall aims of this study. Each section also includes a reflection on
the limitations of the experiments conducted and suggestions for future research. A con-
clusion section is omitted from this chapter preferring instead to draw full conclusions in
Chapter 8.
7.2 Offline Detection
Recall that the proposed hypothesis for offline change detection using a joint PDF was
that the proposed method would perform as well as other methods despite requiring no
additional parameters than the threshold. In order to test this the method of estimating
per-class densities at each time step was evaluated in addition to the proposed three vari-
ations on the Mahalanobis distance detection approach. Also, for the Limpopo data set
only, there were several existing sets of published change detection performance results
with which to compare.
Comparing with existing results turned out to be somewhat problematic. This was
due to the convention in the field of land cover change detection, and in many cases
land cover classification as well, of publishing only the accuracy score with no estimate
of confidence and often without accompanying TPR and FPR. This greatly limited the
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number of studies that were suitable for comparison to only three methods from two
publications. Even comparing these studies it is impossible to say with statistical sig-
nificance if one method is superior to another. Despite this the results are compared in
Table 6.3. Comparing with the Kalman filter approach of [6] it can at least be said that the
Mahalanobis distance detection method using any of the covariance estimation methods
exceed its performance on all of the evaluated metrics. To put this in the perspective of
automation the Kalman filter used by this method requires the selection of a 1 × 3 ini-
tial state space vector, a 3 × 3 initial internal covariance matrix, a 3 × 3 process noise
covariance matrix, the observation noise power and finally a decision threshold. Such is
the complexity of selecting these parameters correctly that an entire paper [52] exists de-
scribing exactly that. It is shown that significant performance reduction can be expected
if the parameters are not set correctly for a given problem. By employing the far less rigid
model proposed in this work and leveraging the large swathes of existing data, one can
likely expect improved performance with reduced overhead.
The non-linear detector based methods of [3] also listed in the comparison table ex-
hibit exceptional performance on this data set especially in terms of FPR. This comes
at the cost of an extremely complex algorithm. First the Kalman filter of [6] is applied
to derive parameter time series (therefore requiring the additional parameters specified
above), this is then used as input to a non-linear deterministic system which aims to am-
plify any permanent deviations in the derived time series. Finally the change/no-change
decision is made by either defining an upper and lower threshold in the univariate case
(two additional parameters) or training a Support Vector Machine (SVM) with a radial
basis function kernel in the multivariate case (two additional parameters plus a train-
ing phase). While the given performance on this data set is superior, in practical terms
this elaborate series of steps may not be worth the extra few percent of TPR for equivalent
FPR when comparing the robust method and the single band non-linear detector method.
The non-linear detector paper also explores the inclusion of additional bands and sees a
further decrease in FPR. This is of particular interest and suggests that improved results
may be obtained by including additional bands in the Mahalanobis distance based meth-
ods also. Another interesting experiment would be to use the derived z-score time series
from the proposed online method as input to the non-linear detector phase as it ideally
has similar properties to the parameter time series from the Kalman filter [3].
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For practical purposes there is a strong argument for applying the method of Maha-
lanobis distance change detection due to the implementation simplicity and fewer num-
ber of parameters compared with the state-of-the-art methods applied to the Limpopo
data set. There is insufficient data available from this comparison study alone to conclu-
sively say that the proposed method is at least as good as other methods in the literature
but the few results available suggest roughly equivalent performance with a significant
decrease in complexity and number of parameters.
Considering now only the methods that were implemented as part of this study and
their performance on both of the available data sets given in Tables 6.1 and 6.2. One thing
that can be immediately noticed is the differences in difficulty between the two data sets.
The performance is consistently poorer for the NSW data set in terms of AUROC in all
cases except the uncorrelated method. Much more striking though is the comparison
between different bands applied to these two data sets which can be seen in Appendix A
Tables A.1 and A.2. For change detection of the conversion of vegetation to settlement in
Limpopo the performance across all bands in terms of AUROC is quite consistent and,
with the exception of EVI, the AUROC for the robust estimation method is above 0.99
irrespective of the band. In contrast for detecting forest thinning in New South Wales it is
clear the NDVI significantly outperforms any of the other bands or indices. For this data
set the choice of band has a far greater impact than the method for estimating the joint
PDF. EVI is the next best but even this results in a significantly higher FPR and lower
AUROC when compared with using the NDVI.
It is likely this relates to the nature of the change being considered. As shown in Fig.
6.1 the expansion of settlements in Limpopo involves the clearing of natural vegetation
which is replaced by materials with very different spectral signatures such as gravel and
corrugated steel roofing. This results in a change that is visible across all bands simul-
taneously. This is in contrast to the simulated change for New South Wales which was
developed with the intention of controlling all variables with the exception of vegetation
density. It is clear that the NDVI performs exactly as designed and results in an excellent
proxy for leaf area index in this case. It is not known why the false positive rates are so
high for the other bands considered including the component bands of the NDVI (bands
1 and 2) and the closely related EVI. This does however highlight the importance of band
and index selection when targeting specific types of change. Any project attempting to
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detect this kind of within-class change should consult existing studies or perform their
own to identify the most sensitive bands and band combinations.
7.3 Offline change point estimation
With no published results for change point estimation with which to compare, the su-
pervised uncorrelated method serves as the most suitable benchmark for the proposed
methods. This method is well suited to comparison as it takes the alternative and more
commonly seen approach of using land cover classes to reduce the variance of estimates
of the land cover dynamics while ignoring within-signal correlation. For the Limpopo
province this allowed estimating a separate uncorrelated model for the vegetation and set-
tlement land cover classes. A similar approach was taken for the NSW data set but for
the classes high density vegetation and low density vegetation. Additionally this model has
the domain knowledge that changes are always from vegetation to settlement or high
density to low density.
The error distribution plots of Fig. 6.4a and Fig. 6.4b present the results of the change
point estimation experiments with the most clarity. Both the empirical estimator and
the GMM estimator produce very tight error distributions on both data sets with 95% of
errors being smaller than 15 samples. It is interesting to notice that the robust estimator
which was highly effective for change detection performs comparatively poorly on both
data sets for change point estimation. This observation led to further investigation in an
experiment on fully synthetic data described below.
The uncorrelated supervised method did not perform well especially on the NSW
data set. This is almost certainly due to the lack of clear definition between land cover
classes in both data sets but especially the NSW set where the pairs of higher density
and lower density pixels were selected relative to each other and hence have significant
overlap at the class level. This highlights some of the potential problems with relying on
land cover classes to reduce the variance in the model of the land cover dynamics.
The clear superiority of the empirical estimator compared with the robust estimator
for change point estimation with the reverse being true for change detection, was a sur-
prising result and this was investigated further using synthetic data. Fig. 6.5a and Fig.
6.5b were produced by evaluating change detection in terms of AUROC and change point
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estimation in terms of MAE for various levels of between signal variation. Increasing the
between signal variation results in an estimated covariance matrix with higher entropy.
Recall that the robust estimator strives to eliminate outliers and produce a tighter covari-
ance estimate by using only the subset of time series of size h that yields the minimum
determinate of the covariance matrix. As shown by (6.10) this is also equal to the mini-
mum entropy estimate.
Fig. 6.5a shows that the AUROC for a given SNR increases as the entropy decreases
which is intuitively simple to understand. Reduced between-series variation means that
step changes will produce a relatively greater change in the Mahalanobis distance leading
to better separability between change and no-change series. Fig. 6.5b shows the inverse
relationship where an increase in entropy results in a reduction (improvement) in the
MAE for a given SNR. Some further intuition can be gained by looking at the plots of
Mahalanobis distance as a function of change hypothesis for various levels of entropy as































FIGURE 7.1: Plots of Mahalanobis distance, DM as a function of change
hypothesis for various levels of entropy for a simulated change time series.
The real change point is given as a vertical line.
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Several observations can be made from this series of plots. As the entropy increase
the curves are shifted downward implying an overall smaller distance or higher likeli-
hood for the signal under any of the change hypotheses. It also appears that the minima
of the distance curve for more lower entropy models is biased toward the center of the
series, the point where the covariance matrix has the fewest non-zero terms. This was
verified by plotting the histogram of the position of the predicted change points for var-
ious entropy values as shown in Fig. 7.2. These histograms clearly show a bias toward
predicting change points in the center that decreases as the entropy of the estimated joint
PDF increases making it apparent that some kind of penalty term must be applied to the
Mahalanobis distances to ensure the prediction distribution is always uniform. It is not
immediately obvious what the optimal penalty should be and this is left as a further re-
search problem. It is anticipated that a suitable derived penalty could allow the robust
estimator to outperform the empirical estimator for change point estimation.































































FIGURE 7.2: Histograms of actual and predicted change points on syn-
thetic data for various levels of entropy.
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7.4 Online Detection
The first set of experiments relates to testing the properties of the extracted z-score time
series without considering change detection ability. Specifically testing the first part of
the Chapter 5 hypothesis, that the series of z-scores is IID, unit Gaussian under no-change
conditions. The results of applying the Kolmogorov-Smirnov test for zero-mean, unit-
variance Gaussian distributed samples and the Ljung-Box test for independent samples
are given for all bands in Tables A.7 and A.8. From the test statistic, D, and their p-
values, p (K-S), it can be observed that the GMM joint method applied to bands 2, 5, 6
and 7 for the Limpopo data set and bands 1, 3, 5 and NDVI for the NSW data set support
the hypothesis of Gaussian distributed z-score samples, as does band 2 using the para-
metric method. Additionally the parametric method applied to bands 2, 4 and NDVI for
Limpopo and band 4 for NSW also appear significantly close to Gaussian distributed.
Meeting this assumption indicates two things, that the predictions made by the method
are unbiased and that the calibration of the predicted variance is close to correct. Both
of these properties are required for the CUSUM detector to operate correctly. A predic-
tor that produces biased estimates will have a monotonic curve for either C+ or C− if
the slack parameter is smaller than the bias. This will of course result in frequent false
alarms. Preventing this will require setting a larger slack parameter and thus reducing
the sensitivity of the detector. This is supported by Fig. 6.7 which gives the AUROC per-
formance as a function of slack parameter. It can be seen that a much higher slack (k = 3)
is required by this method compared with the GMM and parametric methods (k = 0.1
and k = 0.5 respectively).
Well-calibrated variance estimates are required such that the confidence of the pre-
dictions is effectively captured. As made visible in Fig. 4.3 there are certain times of year
when the natural variance is much higher and thus predictions should be made with less
confidence/higher predicted variance. Failure to account for this will lead to artificially
high z-scores during periods of naturally high variance also leading to an increase in
false alarms. The other assumption required by the CUSUM method is that the input
is uncorrelated. This was tested for using the Ljung-Box test for lags up to 10 samples
with the results for all bands also included in Tables A.7 and A.8. From the test statistic,
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Q, and their p-value, p (L-B), it is apparent the differences in correlation between the ex-
tracted z-score series using the GMM prediction method and the other two methods. For
all bands with the exception of band 5 for the Limpopo data set and band 6 for the NSW
data set, the test failed to reject the null hypothesis that the data is uncorrelated. Tests for
each of the other methods for extracting z-score on any band yielded sufficient evidence
to reject the null hypothesis and accept that the series is correlated. Correlated samples
also have the potential to degrade the performance of the CUSUM detector which makes
the assumption that the input data is IID under no-change conditions. It is not known
what the measurable impact on change detection performance would be in the case of
correlated data as it has the potential to lead to either overestimating or underestimating
the values of the cumulative sumsC+i andC
−
i depending on the nature of the correlation.
Following on to the results of performance assessment, Tables 6.9 and 6.10 contain the
AUROC and TPR at FPR=0.2 for the best performing bands by AUROC. On the Limpopo
data set the supervised method performs extremely well almost equaling the AUROC
of the offline methods. The ROC curve of Fig. 6.8a shows that for this data set the su-
pervised method is consistently superior for any allowable FPR. This is not, however,
reflected in the ability to detect change rapidly. To provide a single change metric the
median DD was calculated for a RLFA of 200. This was chosen as it represents an accept-
able expected time between false alarms of 1600 days, slightly over 4 years, at the MODIS
MCD43A4 sample rate of 8 days. The median detection delay for the GMM joint method
is less than half that of the other evaluated methods at 10 samples (80 days) compared
with 22 samples (176 days) and 28 samples (224 days) for the parametric and supervised
methods respectively. The comparison is more pronounced on the NSW data set. As dis-
cussed in section 7.2 the lack of well defined land cover classes make it very difficult for
supervised methods to perform well on this problem. The reported results, especially the
DD, for the supervised method suggest little better performance than triggering alarms
randomly. In this case the GMM method applied to band 4 results in the best outcomes
for each of the performance metrics. In particular the median detection delay is 13 sam-
ples (100 days) compared with 64 samples (512 days) for the parametric method. Recall
that the detection delays are calculated relative to the start of a six month (23 sample) sim-
ulated blending between two different time series. Thus in both cases the GMM method
is the only method able to detect the change before the transition is complete on average.
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Both of these results lend support to the second aspect of the Chapter 5 hypothesis, that
the series of z-scores derived from prediction using an estimated joint PDF is biased when
the time series experiences a change point. This can be used to rapidly detect the occurrence of
change. It is of course possible to obtain even shorter detection delays by reducing the
threshold and also more frequent false alarms. The detection delay curves of Fig. 6.8 (or
Appendix B for all bands) can be used to estimate the expected DD for a given RLFA. It
can be seen that the curves are very flat for the GMM Joint method especially compared
with the parametric method. Therefore there would be little gained in terms of DD by ac-
cepting a higher false alarm rate and in fact only a minor increase in expected DD would
be experienced by increasing the threshold such that the expected RLFA was 300 samples
(around 6.5 years). This was the highest RLFA that could be tested given the length of
the available time series.
Comparing the results across all bands applied to the Limpopo data set included in
Appendix A Table A.5 shows no particular band outperforming the others in terms of
AUROC similar to the offline detection case. In terms of AUROC there is also no clear
distinction as to which method performs best. This is not the case if the median DD at
RLFA=200 is considered instead with the GMM Joint method producing the significantly
smaller delays for every band. A similar trend can be seen for the NSW data set in terms
of detection delay in Table A.6. What is different in this data set is the superiority of the
GMM method for AUROC also, which as discussed prior, is likely due to the poor class
definitions for this problem. Another notable observation is that the NDVI band which
was particularly effective for offline detection on this data set does not appear to perform
well for online detection. No explanation can be conceived only the inference that very
different signal properties are required by the Mahalanobis based detection method and
the online forecasting methods.
The influence of the parameters on the performance of online detection was of partic-
ular interest for this study given the focus on designing highly automated methods. The
use of the CUSUM algorithm introduced an additional slack parameter as well as the size
of the look-back window threshold and the threshold. To assess the influence of the slack
parameter and the window size in a way that is invariant to the selection of threshold the
AUROC was plotted for each method as a function of slack for various window sizes in
Fig. 6.7 for Band 1 and Fig. B.9 for all bands.
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The first observation that can be made is that there is very little to be gained by includ-
ing a non-zero slack parameter for the GMM Joint or Parametric methods. In fact from
looking at the collection of plots for all bands only band 7 and NDVI for the paramet-
ric method show an increase in AUROC of more than 0.1 for increasing the slack while
the remainder are either marginally improved or AUROC performance decreases with
increasing slack. This is not the case for the univariate supervised method which suffers
a severe penalty for taking zero slack in every band across both data sets. In most cases
reaching a peak AUROC at k between 2 and 4 with a steep decrease for values higher
than the optimal setting. The difference between a zero and optimal slack is around 0.1
for each band in the Limpopo data set. Recall that the supervised method did not per-
form correctly on the NSW data set due to the lack of class separability and therefore the
parameter curves for that problem are not of interest. The other point to note relates to
the choice of window size. It is difficult to discern the exact relationship between window
size and AUROC from these plots. In the majority of cases the larger look-back windows
shows improved AUROC performance however in a number of band/method combina-
tions this appears reversed. No conclusions regarding the influence of window size can
be drawn from these experiments.
Although there are no published results applied to these exact data sets there are
similar published results that can assist to place these results in the context of the liter-
ature. Online detection methods are applied to MODIS time series for detecting forest
disturbance due to beetle infestation in [9]. This could be considered a similar problem
to the NSW data set and uses similar method for simulating change time series. In this
work the best reported median detection delay is 66 samples using a very similar para-
metric model based method. The work of [56] presents a different online method based
on a Kalman filter to the same problem giving a median detection delay of 45 samples
on simulated change time series. While these results relate to a different and likely more
challenging problem the results in terms of detection delay are within a reasonable bound
of the observed results on the conducted experiments.
Comparing with the results of [64] it is clear that the way forward for improving
the detection delay for land cover change detection involves combining multiple, higher
sample rate data sources. This recent study combines SAR data from Sentinel-1 and
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ALOS PALSAR, with NDVI from Landsat-7 and Landsat-8. Using a supervised data fu-
sion approach this method is able to detect total deforestation with a delay as short as 12
days with false alarm rate of around 10%. A comparable detection delay using MODIS
would require detection in two samples which is infeasible with the SNR observed in
practical problems.
7.5 Limitations of the study and future work
Reliance on existing literature for results with to compare with is, in theory, an excel-
lent idea. It reduces the duplication between research groups and eliminates potential
researcher bias. 1 In this field at least the convention of publishing performance metrics
alone without quantifying the uncertainty makes meaningful comparisons impossible.
This resulted in limiting the ability with which we could support or refute the hypothe-
ses of Chapter 4 which related change detection and change point estimation perfor-
mance to other current methods in the literature. It was important to include this as part
of the hypothesis as without comparison it is impossible to state if progress has in fact
been made toward the aim. In hindsight a better approach would be to comprehensively
re-implement every recent method published. This is challenging because of the exact
problems that this work aims to solve - the state of the art methods require numerous
parameters and training stages making the studies difficult to recreate. Another alterna-
tive solution would be if the research community adopted a culture of sharing data and
code similar to the open source software movement. This would promote higher quality
research through enabling better comparisons, providing more data sets for evaluation
and eliminate duplication of work.
Another factor that limits the generalisation of the results of chapter 4 is the reliance
on hybrid synthetic change data. For the data set of New South Wales this was a neces-
sity as no examples of real land cover change were observed. With additional resources
of expertise and high resolution imagery it may have been possible to conduct a more de-
tailed survey of this region to identify examples of real change but it is likely the number
of examples would be too small to produce useful results. Furthermore this would only
have been of use for experiments on change detection as it would still suffer the same
1It is documented that for algorithms with tunable parameters a subconscious bias can lead to more effort
being directed to tuning the algorithms developed by the party conducting the experiment [86]
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limitation of the Limpopo real change data regarding knowledge of the time of change.
All of the experiments of change point estimation and online detection were conducted
using hybrid synthetic change data due to limitations of identifying the time of change
in real data. This also limits the ability to draw any conclusions regarding the expected
performance of change point estimation or online detection to real change data. This is
a limitation shared by every study of land cover change point estimation or online de-
tection surveyed in the literature with individual studies either making use of synthetic
data or omitting results regarding the change point estimation error altogether. A care-
fully created and curated data set with examples of real land cover change is something
that would be of immense value to future researchers in this field.
A closely related limitation is the small numbers of regions on which the methods
were evaluated. While care was taken to ensure the data sets were somewhat diverse
containing instances of between-class and within-class changes, they are both located at
similar inland, arid climates. From a passive remote sensing perspective this is very ben-
eficial as these areas contain some of the lowest occurrences of cloud cover. At the same
time this meant there was no need to consider techniques for dealing with significant pe-
riods of missing data. This is something that should be considered to ensure the methods
could apply to truly diverse regions of land cover.
Finally, this study only considered individual MODIS bands in isolation or simple ra-
tios such as NDVI. This was an intentional scope limitation as allowing multi-dimensional
time series opens up a vast number of combinations and variations of the methods with
which to compare. The question still remains if the performance of any of the proposed
methods could be improved using a multi-dimensional time series approach. As its
stands the method of estimating a joint PDF either over the entirety of the time series
or in a finite look-back window can be trivially extended to the multi-band case. Several
studies have shown improved performance by including additional bands in the model




While the ‘holy grail’ of land cover change detection still remains an elusive goal this
work provides some fresh ideas to the field and suggests some promising avenues for
future research. In particular that the key to land cover change detection, both offline
and online, is estimating an effective model of how a particular pixel time series should
behave under no-change conditions. The parametric harmonic models popular in the
literature were shown to be overly constraining and limited by only allowing samples
within the candidate signal to be used for estimating parameters. It is shown that meth-
ods that make use of the correlations between samples in a time series estimated from a
geographical region are a valid alternative.
For offline detection it was shown how a multivariate Gaussian model fit from an un-
labeled training set of geographically similar pixels is an effective model. Change signals
appear as outliers with respect to the Mahalanobis distance under the fitted PDF. Robust
estimates of the covariance were found to yield improved change detection performance.
We also present a method for applying the same model to change point estimation by
testing multiple hypotheses about the correlation between samples before and after the
change point. This method of change point estimation was shown to outperform a su-
pervised learning method with additional domain knowledge of the land cover classes
before and after a change. As an added bonus the proposed methods require no addi-
tional parameters except for the change decision threshold making them well suited for
production systems. It was found that irrespective of the method, the selection of band
has a significant impact on the change detection performance the optimal band choice
depends on the properties of the land cover before and after the change.
For change point estimation it was found that the proposed method of partitioning
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the estimated covariance matrix of the time series joint PDF and using multiple hypoth-
esis testing was effective in identifying the time-of-change and could do so without re-
quiring any parameters. This method was also applied to the multi-modal PDF estimated
using a GMM by producing a single covariance matrix by partitioning and selecting the
best fitting mixture component before and after the change point. It was also found that
the method is sensitive to the entropy of the estimated covariance matrix with lower en-
tropy models resulting in change estimates that are biased toward the center of the time
series. The solution used in this study was to allow higher entropy PDFs by neglect-
ing the robust covariance estimator in favor of the empirical or GMM estimator but it is
hypothesised that a suitable penalty could be applied to allow lower entropy models to
make unbiased predictions.
The method of using the joint PDF estimated over a fixed length look-back window
to make forecasts of the next value of the time series was first evaluated by analyzing the
resulting series errors between predicted and actual, normalised to produce z-scores. The
hypothesis was tested of an ideal forecaster, which should produce a series of z-scores
that is uncorrelated and unit Gaussian. It was found that using a GMM to estimate the
joint and make predictions resulted in a series of z-scores that could be accepted as unit
Gaussian for the majority of bands on each data set and could be accepted as uncorrelated
for the vast majority. This results in a series of z-scores that has ideal properties under no-
change conditions for applying classical change detection algorithms such as CUSUM.
Using the extracted z-score series for the online detection problem the joint estimation
method was shown to exhibit significantly shorter median detection delays for a given
median run length to false alarm when compared with the other considered methods.
These results suggest the proposed method is a good candidate for land cover change
detection system where rapid change detection is important. The idea of using prior
samples as well as time series in the spatial neighbourhood to make forecasts for detect-
ing change is powerful and there are many variations that could be devised under this
framework to make use of multi-band or multi-sensor data.
These insights represent a step toward the aim stated at the beginning of this the-
sis and it is hoped that they lead toward the development of truly automated meth-
ods, by which the earths land cover can be effortlessly monitored in real time for dra-
matic changes. Data from more modern earth observation missions, such as VIIRS and
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Sentinel-2, have has lower revisit time, higher resolution and higher SNR than ever be-
fore. It is up to the researchers to ensure that the algorithms and methods are constantly
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This appendix contains the full tables of results obtained from each of the experiments.
In each case a summarised table is included in-text with a reference to the full table in
this section. This includes
• Complete set of results for offline detection applied to all MODIS bands on both
data sets
• Complete set of MAE results for offline change estimation applied to all MODIS
bands on both data sets
• Complete set of DD and AUROC results for online change estimation applied to all
MODIS bands on both data sets
• Result of applying the Kolmogorov–Smirnov and Ljung-Box tests to the derived
z-score time series for each MODIS band on both data sets
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TABLE A.1: Test set results for offline change detection applied to real
change data from the Limpopo settlement expansion set. Mean values
are given in percentage with standard deviation across all cross validation
folds given in parenthesis. Results are sorted descending by AUROC.
Band Method AUROC TPR FPR Acc
(%) (%) (%)
7 robust 0.999 93.91(12.18) 1.16(0.59) 98.59(0.37)
1 robust 0.998 98.26(3.48) 1.61(0.22) 98.38(0.17)
6 robust 0.998 97.39(5.21) 2.69(1.21) 97.32(0.97)
3 robust 0.997 99.13(1.74) 2.20(0.50) 97.87(0.48)
NDVI robust 0.996 98.26(2.13) 4.08(1.86) 96.04(1.68)
5 robust 0.996 98.26(2.13) 3.23(2.71) 96.85(2.49)
2 robust 0.995 98.26(2.13) 4.12(2.57) 96.00(2.41)
4 robust 0.992 95.66(5.50) 4.84(1.15) 95.19(0.86)
5 empirical 0.989 93.92(6.51) 4.93(1.69) 95.02(1.36)
1 empirical 0.988 95.66(4.76) 5.73(1.86) 94.34(1.87)
7 empirical 0.987 93.99(8.49) 3.94(1.57) 95.95(1.59)
6 empirical 0.985 92.18(9.68) 8.07(2.72) 91.95(2.30)
2 empirical 0.984 94.79(10.43) 11.34(3.70) 88.97(3.07)
EVI robust 0.980 99.13(1.74) 5.69(1.40) 94.55(1.37)
7 gmm 0.974 95.69(6.73) 9.72(2.86) 90.55(2.57)
3 empirical 0.972 86.14(10.82) 6.00(1.74) 93.61(1.55)
4 empirical 0.968 87.84(11.47) 7.53(3.41) 92.25(3.54)
1 gmm 0.965 93.09(5.24) 9.95(1.87) 90.20(1.95)
5 gmm 0.961 88.77(7.60) 6.63(0.95) 93.14(0.77)
6 gmm 0.955 87.04(13.77) 8.11(1.77) 91.65(1.92)
2 gmm 0.954 92.18(9.68) 16.89(1.96) 83.56(1.50)
NDVI empirical 0.952 97.43(3.46) 20.03(6.79) 80.83(6.39)
3 gmm 0.926 79.19(21.57) 18.64(9.24) 81.26(7.92)
4 gmm 0.926 82.66(16.98) 14.56(2.74) 85.31(1.84)
NDVI gmm 0.923 83.63(11.79) 21.64(9.54) 78.62(8.71)
EVI empirical 0.919 92.18(9.28) 19.89(4.47) 80.71(4.37)
EVI gmm 0.861 91.35(11.01) 38.53(7.25) 62.95(6.78)
NDVI uncorrelated 0.726 98.26(2.13) 65.29(20.09) 37.86(18.98)
EVI uncorrelated 0.703 93.92(6.51) 57.30(6.04) 45.23(5.86)
3 uncorrelated 0.605 92.17(8.43) 68.73(3.63) 34.28(3.31)
2 uncorrelated 0.567 95.69(4.76) 80.69(3.11) 23.08(2.86)
4 uncorrelated 0.535 83.86(16.33) 85.35(6.85) 18.06(7.02)
7 uncorrelated 0.518 91.40(9.87) 83.65(9.50) 20.06(8.66)
5 uncorrelated 0.518 92.21(6.41) 83.70(8.19) 20.06(7.50)
1 uncorrelated 0.511 87.23(10.79) 80.11(6.34) 23.21(6.48)
6 uncorrelated 0.504 90.64(8.47) 79.66(7.43) 23.81(7.27)
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TABLE A.2: Test set results for offline change detection applied to the syn-
thetic change data from the New South Wales devegetation set. Mean val-
ues are given in percentage with standard deviation across all cross valida-
tion folds given in parenthesis. Results are sorted descending by AUROC.
Band Method AUROC TPR FPR Acc
(%) (%) (%)
NDVI robust 0.980 91.17(5.12) 1.40(0.86) 94.88(2.18)
NDVI gmm 0.979 92.38(4.40) 2.31(0.75) 95.04(1.99)
NDVI empirical 0.977 90.97(5.46) 1.91(0.97) 94.53(2.51)
EVI robust 0.797 96.99(1.39) 46.34(3.04) 75.33(1.32)
EVI gmm 0.772 97.09(2.51) 50.45(1.77) 73.32(0.93)
EVI empirical 0.771 96.79(1.61) 48.45(2.98) 74.17(1.43)
NDVI uncorrelated 0.757 95.09(5.04) 66.70(4.39) 64.19(1.13)
EVI uncorrelated 0.699 81.24(32.41) 71.01(16.84) 55.12(8.02)
5 gmm 0.549 44.93(15.59) 41.62(15.93) 51.65(6.21)
7 gmm 0.549 88.57(6.13) 82.55(3.92) 53.01(3.21)
6 gmm 0.549 42.13(12.23) 33.60(2.92) 54.26(5.21)
5 empirical 0.547 62.49(30.61) 66.40(29.37) 48.04(2.64)
5 robust 0.545 51.55(6.88) 45.64(12.66) 52.96(6.19)
7 robust 0.543 91.17(6.96) 86.26(4.22) 52.46(2.62)
2 empirical 0.537 77.63(26.03) 80.84(21.94) 48.40(2.22)
6 robust 0.537 50.05(29.91) 50.45(29.29) 49.80(5.82)
7 empirical 0.535 86.26(12.22) 85.76(8.61) 50.25(3.52)
6 empirical 0.535 57.97(31.05) 61.58(30.41) 48.19(5.31)
1 robust 0.535 66.70(29.97) 73.02(22.77) 46.84(4.99)
2 robust 0.534 73.12(20.02) 74.32(19.59) 49.40(2.99)
3 robust 0.533 38.21(32.20) 39.42(31.68) 49.40(3.05)
1 empirical 0.532 72.52(24.84) 78.13(21.68) 47.19(3.85)
1 gmm 0.532 51.76(33.41) 54.16(32.40) 48.80(2.61)
4 robust 0.532 84.95(29.28) 88.97(17.28) 47.99(6.02)
3 empirical 0.532 27.28(25.85) 28.59(24.63) 49.35(2.57)
4 gmm 0.529 42.63(45.58) 42.43(46.44) 50.10(0.68)
4 empirical 0.526 46.34(10.05) 41.22(21.82) 52.56(6.02)
3 gmm 0.526 22.37(9.15) 16.85(4.55) 52.76(2.81)
2 uncorrelated 0.525 85.86(11.81) 85.26(8.72) 50.30(3.54)
3 uncorrelated 0.525 85.56(9.66) 86.06(5.51) 49.75(6.25)
2 gmm 0.524 79.44(24.79) 82.65(22.45) 48.40(1.68)
1 uncorrelated 0.516 74.32(12.05) 82.95(7.55) 45.69(3.35)
5 uncorrelated 0.512 88.37(6.85) 87.16(2.29) 50.60(2.62)
6 uncorrelated 0.509 70.51(8.03) 71.41(5.08) 49.55(3.87)
7 uncorrelated 0.507 70.01(7.83) 75.43(8.09) 47.29(3.71)
4 uncorrelated 0.504 76.13(15.53) 82.35(9.09) 46.89(5.52)
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TABLE A.3: Comparison of mean error (Mean) and Mean Absolute Error
(MAE) between estimated and known change point on synthetic change
data from the Limpopo data set. Standard deviation across all cross vali-
dation folds given in parenthesis. Errors are given as the numer of samples.
Band Method Mean MAE
1 gmm -0.26 5.38(7.57)
6 gmm -0.54 5.74(7.05)
7 gmm -0.24 5.76(5.90)
5 gmm -0.06 5.80(7.93)
2 gmm -1.62 6.16(8.50)
4 gmm -0.69 6.23(12.53)
5 empirical -0.26 6.92(10.82)
3 gmm 1.96 7.00(11.67)
6 empirical -1.26 7.24(9.31)
7 empirical 0.46 7.36(13.92)
2 empirical -1.11 7.39(9.33)
3 empirical 3.16 8.34(17.52)
4 empirical 0.93 8.61(19.07)
1 empirical 0.64 8.80(22.12)
EVI gmm 1.49 10.71(27.77)
NDVI empirical 0.46 13.24(29.62)
7 robust -1.40 13.52(27.47)
1 robust 2.45 15.49(33.79)
EVI empirical 1.05 15.69(33.26)
5 robust -5.15 16.53(29.56)
NDVI gmm 1.52 16.72(28.38)
4 robust 1.46 17.90(40.73)
2 robust -4.32 19.48(36.82)
6 robust -3.10 20.02(37.99)
3 robust 3.47 22.07(43.05)
EVI robust 5.24 26.06(42.05)
NDVI robust -3.44 28.56(44.49)
1 uncorrelated 6.86 52.44(88.97)
2 uncorrelated 4.81 56.89(88.24)
4 uncorrelated -5.95 58.49(90.35)
3 uncorrelated -14.31 72.05(96.03)
NDVI uncorrelated 14.59 72.39(93.85)
7 uncorrelated -14.86 76.42(99.39)
EVI uncorrelated -59.85 85.45(84.46)
5 uncorrelated -12.93 87.83(108.85)
6 uncorrelated -21.71 101.09(112.66)
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TABLE A.4: Comparison of mean error (Mean) and Mean Absolute Error
(MAE) between estimated and known change point on synthetic change
data from the NSW data set. Standard deviation across all cross validation
folds given in parenthesis. Errors are given as the numer of samples.
Band Method Mean MAE
NDVI gmm 0.62 5.52(6.82)
NDVI empirical 0.62 6.00(6.98)
5 empirical -1.75 6.75(8.49)
1 empirical -1.23 7.43(14.37)
5 gmm -0.98 7.58(15.55)
4 gmm 0.17 7.73(12.27)
3 gmm -1.06 8.10(9.89)
7 empirical 0.17 8.39(18.75)
4 empirical -2.01 9.25(17.37)
6 empirical -1.98 9.36(16.45)
7 gmm -0.95 9.57(17.64)
3 empirical 0.55 9.61(14.31)
2 empirical -2.47 10.15(19.39)
2 gmm -2.93 10.63(17.17)
6 gmm -4.27 12.99(25.44)
1 gmm -1.97 15.35(30.18)
7 robust -3.67 24.87(43.90)
2 robust 4.88 25.30(40.38)
3 robust 3.21 26.45(44.20)
6 robust 1.48 26.60(46.56)
1 robust -0.42 26.70(50.24)
5 robust 8.30 27.34(44.01)
4 robust 9.18 27.62(45.94)
EVI gmm 7.83 36.87(60.14)
EVI empirical 3.53 38.21(51.57)
NDVI robust 0.89 48.09(58.50)
EVI robust 19.31 71.21(82.23)
NDVI uncorrelated -1.03 110.11(122.57)
EVI uncorrelated -132.84 151.72(102.71)
4 uncorrelated 200.36 200.36(108.79)
3 uncorrelated 200.36 200.36(108.79)
2 uncorrelated 200.36 200.36(108.79)
1 uncorrelated 200.36 200.36(108.79)
7 uncorrelated -215.64 215.64(108.79)
6 uncorrelated -222.64 222.64(108.79)
5 uncorrelated -222.64 222.64(108.79)
122 Appendix A. Experimental Data
TABLE A.5: Results for detection of settlement expansion in Limpopo
Province. ’-’ designates cases where the estimated median DD was longer
than the time series and a therefore a result could not be obtained.
Method AUROC Band TPR at FPR=0.2 DD at RLFA=200 Threshold at RLFA=200
Supervised 0.90 1 86.20(3.29) 28.00 5.52
GMM Joint 0.87 7 75.94(6.65) 10.00 23.58
Parametric 0.86 4 87.03(3.97) 22.00 68.73
Supervised 0.82 4 71.63(10.92) 14.00 4.01
Supervised 0.82 3 76.81(8.15) 25.00 5.52
Supervised 0.82 7 71.49(8.23) 52.00 7.02
Parametric 0.81 5 68.88(6.67) 36.00 79.26
Supervised 0.81 2 65.58(6.87) 171.00 7.02
GMM Joint 0.79 6 75.91(5.65) 8.00 19.06
Parametric 0.79 1 70.80(7.84) 43.00 92.81
GMM Joint 0.77 NDVI 56.01(20.31) 17.00 21.00
Supervised 0.77 NDVI 61.16(9.67) - 7.00
GMM Joint 0.77 1 77.68(8.02) 7.00 20.57
Parametric 0.76 2 63.80(6.97) 33.00 77.76
GMM Joint 0.75 4 69.06(8.39) 7.00 20.57
Parametric 0.72 3 70.72(7.30) 32.00 64.21
GMM Joint 0.71 3 67.32(8.98) 9.00 20.57
Supervised 0.69 6 51.81(13.44) 106.00 2.51
GMM Joint 0.68 5 61.20(8.72) 10.00 20.57
Parametric 0.66 6 52.57(8.29) 42.00 79.26
Supervised 0.65 5 53.55(8.10) 274.00 2.51
Parametric 0.61 7 53.44(8.43) 62.00 101.84
Parametric 0.59 NDVI 44.06(14.60) 72.00 82.00
GMM Joint 0.57 2 52.61(12.17) 11.00 20.57
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TABLE A.6: Results for detection of vegetation thinning in New South
Wales. ’-’ designates cases where the estimated median DD was longer
than the time series and a therefore a result could not be obtained.
Method AUROC Band TPR at FPR=0.2 DD at RLFA=200 Threshold at RLFA=200
GMM Joint 0.84 4 75.64(2.64) 13.00 18.07
GMM Joint 0.81 5 68.11(2.69) 13.00 17.77
GMM Joint 0.81 6 64.50(6.20) 15.00 19.14
GMM Joint 0.79 3 53.88(11.36) 24.00 19.66
Parametric 0.76 6 54.76(5.24) 64.00 127.99
Parametric 0.76 1 56.17(4.25) 68.00 140.79
Parametric 0.76 5 52.05(4.78) 69.00 119.20
GMM Joint 0.74 1 62.99(5.13) 16.00 19.14
Parametric 0.74 7 51.65(3.98) 66.00 136.52
GMM Joint 0.73 2 29.21(11.33) 10.00 8.47
Parametric 0.70 4 64.99(4.68) 64.00 93.84
Parametric 0.70 2 43.63(4.49) 84.00 130.12
Parametric 0.70 NDVI 46.35(5.93) 84.00 115.74
Supervised 0.68 2 46.34(2.69) 315.00 6.34
Supervised 0.67 5 40.53(4.03) - 6.59
Supervised 0.65 6 38.92(6.38) - 7.40
GMM Joint 0.65 7 48.52(14.22) 23.00 20.21
Parametric 0.65 3 51.45(2.05) 84.00 84.03
Supervised 0.64 1 39.31(4.89) - 9.54
Supervised 0.61 7 35.50(5.29) - 11.67
Supervised 0.61 NDVI 31.30(5.75) - 5.66
Supervised 0.59 4 36.91(4.08) - 6.34
Supervised 0.56 3 29.79(2.83) - 4.73
GMM Joint 0.53 NDVI 32.29(7.09) - 101.75
124 Appendix A. Experimental Data
TABLE A.7: Table of test statistics and p-values for the Kol-
mogorov–Smirnov and Ljung-Box applied to the derived z-scores for the
Limpopo data set. Values in boldface indicate cases where the null could
not be rejected.
method band D p (K-S) Q p (L-B)
GMM Joint 1 0.075 0.008 9.5 0.48
GMM Joint 2 0.037 0.5 1e+01 0.41
GMM Joint NDVI 0.07 0.016 1.1e+01 0.34
GMM Joint 7 0.038 0.47 1.7e+01 0.071
GMM Joint 6 0.033 0.66 8.2 0.61
GMM Joint 5 0.031 0.74 2.1e+01 0.02
GMM Joint 4 0.061 0.05 1.4e+01 0.16
GMM Joint 3 0.07 0.016 1.2e+01 0.3
Parametric 1 0.099 0.00012 7.3e+02 8.8e-150
Parametric 2 0.058 0.066 3.8e+02 3e-76
Parametric NDVI 0.061 0.052 1.1e+03 3.4e-233
Parametric 7 0.11 5.7e-06 1.1e+03 2.3e-219
Parametric 6 0.093 0.00036 7.2e+02 7e-148
Parametric 5 0.066 0.027 3.5e+02 6.8e-69
Parametric 4 0.052 0.13 2.2e+02 5.6e-42
Parametric 3 0.075 0.0077 1.7e+02 4.9e-31
Unsupervised 3 0.33 0.0 2.1e+02 1.9e-40
Unsupervised 1 0.25 0.0 5.4e+02 5.3e-109
Unsupervised 5 0.38 0.0 1.8e+02 4.2e-33
Unsupervised 6 0.25 0.0 4e+02 5.5e-79
Unsupervised 7 0.3 0.0 6.1e+02 4.4e-124
Unsupervised NDVI 0.28 0.0 1.1e+03 1.1e-234
Unsupervised 2 0.36 0.0 1.6e+02 3.4e-29
Unsupervised 4 0.38 0.0 1.5e+02 6.4e-27
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TABLE A.8: Table of test statistics and p-values for the Kol-
mogorov–Smirnov and Ljung-Box applied to the derived z-scores for the
NSW data set. Values in boldface indicate cases where the null could not
be rejected.
method band D p (K-S) Q p (L-B)
GMM Joint 1 0.032 0.89 3.7 0.96
GMM Joint 2 0.091 0.0089 1.2e+01 0.28
GMM Joint NDVI 0.05 0.38 7.3 0.7
GMM Joint 7 0.11 0.0012 1.5e+01 0.13
GMM Joint 6 0.076 0.046 2.8e+01 0.0019
GMM Joint 5 0.066 0.11 6.3 0.79
GMM Joint 4 0.09 0.0094 3.6 0.96
GMM Joint 3 0.062 0.16 7.8 0.65
Parametric 1 0.18 1.5e-09 1.7e+03 0.0
Parametric 2 0.22 0.0 1.5e+03 0.0
Parametric NDVI 0.12 0.0003 1.2e+03 1.3e-253
Parametric 7 0.18 1.1e-09 1.8e+03 0.0
Parametric 6 0.19 2e-10 1.6e+03 0.0
Parametric 5 0.24 0.0 1.4e+03 3.8e-302
Parametric 4 0.061 0.17 3.8e+02 3.2e-75
Parametric 3 0.094 0.0064 3.3e+02 4.6e-65
Unsupervised 3 0.55 0.0 2.8e+02 1.6e-54
Unsupervised 1 0.81 0.0 9.6e+02 4.2e-200
Unsupervised 5 0.62 0.0 1.6e+03 0.0
Unsupervised 6 0.71 0.0 1.5e+03 0.0
Unsupervised 7 0.76 0.0 1.6e+03 0.0
Unsupervised NDVI 0.74 0.0 1e+03 2.8e-212
Unsupervised 2 0.59 0.0 1.6e+03 0.0





This appendix contains the plots of results that could not be included in-text. This in-
cludes the following
• ROC curves online change detection using each available MODIS band.
• Detection delay curves for online detection using each available MODIS band.
• Parameter sensitivity plots for AUROC as a function of slack parameter, k, for each
method applied to each MODIS band.
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(A) ROC curves for the
Limpopo data set band 1
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(B) Detection Delay curves
for the Limpopo data set
band 1

























(C) ROC curves for the NSW
data set band 1
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(D) Detection Delay curves
for the NSW data set band 1
FIGURE B.1: ROC and Detection Delay curves for each of the considered
methods using MODIS Band 1. Curves were evaluated with a look-back
window size of W = 100 and best slack parameter.
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(A) ROC curves for the
Limpopo data set band 2
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(B) Detection Delay curves
for the Limpopo data set
band 2

























(C) ROC curves for the NSW
data set band 2
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(D) Detection Delay curves
for the NSW data set band 2
FIGURE B.2: ROC and Detection Delay curves for each of the considered
methods using MODIS Band 2. Curves were evaluated with a look-back
window size of W = 100 and best slack parameter.
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(A) ROC curves for the
Limpopo data set band 3
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(B) Detection Delay curves
for the Limpopo data set
band 3

























(C) ROC curves for the NSW
data set band 3
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(D) Detection Delay curves
for the NSW data set band 3
FIGURE B.3: ROC and Detection Delay curves for each of the considered
methods using MODIS Band 3. Curves were evaluated with a look-back
window size of W = 100 and best slack parameter.
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(A) ROC curves for the
Limpopo data set band 4
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(B) Detection Delay curves
for the Limpopo data set
band 4

























(C) ROC curves for the NSW
data set band 4
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(D) Detection Delay curves
for the NSW data set band 4
FIGURE B.4: ROC and Detection Delay curves for each of the considered
methods using MODIS Band 4. Curves were evaluated with a look-back
window size of W = 100 and best slack parameter.
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(A) ROC curves for the
Limpopo data set band 5
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(B) Detection Delay curves
for the Limpopo data set
band 5

























(C) ROC curves for the NSW
data set band 5
50 100 150 200 250 300

































(D) Detection Delay curves
for the NSW data set band 5
FIGURE B.5: ROC and Detection Delay curves for each of the considered
methods using MODIS Band 5. Curves were evaluated with a look-back
window size of W = 100 and best slack parameter.
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(A) ROC curves for the
Limpopo data set band 6
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(B) Detection Delay curves
for the Limpopo data set
band 6

























(C) ROC curves for the NSW
data set band 6
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(D) Detection Delay curves
for the NSW data set band 6
FIGURE B.6: ROC and Detection Delay curves for each of the considered
methods using MODIS Band 6. Curves were evaluated with a look-back
window size of W = 100 and best slack parameter.
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(A) ROC curves for the
Limpopo data set band 7
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(B) Detection Delay curves
for the Limpopo data set
band 7

























(C) ROC curves for the NSW
data set band 7
50 100 150 200 250 300































(D) Detection Delay curves
for the NSW data set band 7
FIGURE B.7: ROC and Detection Delay curves for each of the considered
methods using MODIS Band 7. Curves were evaluated with a look-back
window size of W = 100 and best slack parameter.
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(A) ROC curves for the
Limpopo data set NDVI
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(B) Detection Delay curves
for the Limpopo data set
NDVI

























(C) ROC curves for the NSW
data set NDVI
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(D) Detection Delay curves
for the NSW data set NDVI
FIGURE B.8: ROC and Detection Delay curves for each of the considered
methods using MODIS NDVI. Curves were evaluated with a look-back
window size of W = 100 and best slack parameter.
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FIGURE B.9: Plots of AUROC as a function of CUSUM slack parameter, k,
for the Limpopo data set. Columns left to right are the evaulated methods
(GMM, Parametric, Supervised)
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FIGURE B.10: Plots of AUROC as a function of CUSUM slack parameter, k,
for the Limpopo data set. Columns left to right are the evaulated methods
(GMM, Parametric, Supervised)
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FIGURE B.11: Plots of AUROC as a function of CUSUM slack parameter,
k, for the NSW data set. Columns left to right are the evaulated methods
(GMM, Parametric, Supervised) and rows top to bottom are MODIS bands
1-4
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FIGURE B.12: Plots of AUROC as a function of CUSUM slack parameter,
k, for the NSW data set. Columns left to right are the evaulated methods
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Unsupervised Land Cover Change Estimation using
Region Covariance Estimates
W.C. Olding, J.C. Olivier, B.P. Salmon, and W. Kleynhans
Abstract—In this paper we demonstrate the utility of estimat-
ing a probabilistic model of the underlying seasonal and inter-
annual variations experienced by land cover time series in a
given geographical region. Time series that deviate from these
trajectories due to human induced change appear as outliers and
can be detected using their Mahalanobis distance from the mean
under the joint distribution of time samples. We apply this model
to a collection of pixel time series acquired by the Moderate
Resolution Imaging Spectroradiometer (MODIS) platform over
Limpopo Province, South Africa for the task of identifying human
settlement expansion. For estimation of the time of change we
present a hypothesis testing approach that tests for a decrease in
correlation between samples before and after change. This was
found to be highly effective, yielding a mean absolute error of
52 days.
Index Terms—Change detection algorithms, Covariance matri-
ces, Density estimation robust algorithm, Remote sensing, Time
series analysis
I. INTRODUCTION
REMOTELY sensed time series of vegetated land covercontain variations at both seasonal and inter-annual time
scales [1]. Distinguishing between change in the underlying
land cover and natural variations is a challenging problem
requiring specialized methods [2]. Seasonal variability is ap-
proximately periodic and caused by vegetation phenology and
reactions to annual changes in growing conditions such as rain-
fall, temperature and daylight length. Inter-annual variability is
irregular and driven by climatic changes on a time scale greater
than one year, for example periods of drought or above average
rainfall driven by the El Niño Southern Oscillation (ENSO).
Throughout this paper the combination of these effects will be
referred to as the natural land cover dynamics. We define land
cover change as significant and permanent variation driven by
a factor other than the natural land cover dynamics, typically
anthropogenic activities. Detecting change therefore requires
a good estimate of the natural dynamics during the time span
of interest. In this letter we also investigate the problem of
identifying the time at which land cover change occurred. For
certain applications, such as detection of settlement expansion,
this information can be used to estimate the maturity of the
settlement and the factors that caused the expansion to take
place.
Early approaches to dealing with the seasonal variability
in land cover time series involve aggregating data for each
year and assessing the change between years [3]–[6]. This
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is effective for change detection but limits the temporal
resolution at which the change points can be located.
Increasingly, methods are being proposed that consider
the land cover time series without downsampling and apply
techniques from the fields of regression, signal processing and
time series analysis. In [2] a parametric model was used to
decompose land cover time series into seasonal, trend and
noise components. The trend component is modeled using
piecewise linear regression and the seasonal component using
piecewise regression of a simple harmonic model. In [7] an
extended Kalman filter was used to track seasonal oscillations
in MODIS time series. The inter-annual variations were mod-
eled as a time variant bias component. The method by itself
was unsupervised but required careful selection of the noise
covariance matrices to perform well, a problem later addressed
by [8]. The Extended Kalman filter has also been used for
feature extraction in several subsequent methods [9], [10]. In
[11] it was shown how a Gaussian Process with a modified
periodic covariance function could be used to detect change in
land cover time series by monitoring the difference between
the observations and model forecast.
The presence of the vegetation dynamics generally results
in time series that are non-stationary [12], a property that
is assumed by classical change detection methods [13]. For
example Page’s Cumulative Sum algorithm (CUSUM) [14]
assumes that the data is generated by a known, stationary,
stochastic process and declares change as a statistically signif-
icant evolution in the outputs. Applying such methods for land
cover change detection requires modification to account for the
non-stationarity. [15] showed how CUSUM could be applied
to MODIS time series with annual seasonal variations by
using historical data to estimate independent densities for each
sample time throughout the year. Inter-annual variations were
not explicitly accounted for and were therefore considered by
the model as noise.
[12] analyzed the correlation within MODIS time series
by using the autocorrelation function as a feature extraction
method to detect change. The autocorrelation was calculated as
a function of lag under the wide-sense stationary assumption.
The measured land cover time series were observed to be non-
stationary due to inter-annual variation but experienced a much
larger degree of non-stationarity when undergoing change.
We extend this concept further by estimating a Gaussian
joint density over the signal time samples for the region of
interest. This is fully defined by a mean signal, which captures
the global trend, and a covariance matrix. No assumptions are
made regarding the temporal stationarity of the data, only that
the joint distribution of the samples in each length N signal
2
is Gaussian.
The model is able to capture the underlying trends and the
correlations between samples in the signal. The composition of
the land cover within a pixel characterizes how the measured
reflectance will respond to the natural driving forces both in
bias and magnitude. For example a pixel composed of mostly
bare soil may have a low reflectance in vegetation sensitive
bands and respond very little to seasonal variation. A pixel
composed of forest may have a higher average reflectance
and also a greater response to seasonal variation [2]. Both
this bias from the mean signal and the size of the response
can be captured in the covariance matrix. By fitting a full
N -dimensional Gaussian model it is possible to leverage cor-
relation information to provide a better estimate of a sample’s
expected mean and reduce the variance.
Estimating the mean and covariance for the multivariate
Gaussian model requires an unlabeled training set comprised
of similar land cover types over the same time period and
from the same geographical region. Time series from a similar
geographical region may be different in their composition and
response; however, we can assume that they all experience
similar seasonal and inter-annual climatic changes.
This study focuses on off-line change detection and change
point estimation. Off-line methods consider time series as
static blocks of data and identify change within them. This
is in contrast to on-line methods which accept streams of data
and aim to identify change with minimal delay.
II. STUDY AREA AND DATA
The time series used in this work were captured by the
MODIS sensor over Limpopo Province, South Africa. Each
pixel time series is comprised of a single MODIS band from
the MDC43A4 product [16] over the time period of 2000-
2012. This product provides surface reflectance values for
bands 1-7 as well as the Normalized Difference Vegetation
Index (NDVI) at 500m spatial resolution. The reflectance has
been corrected to nadir at solar noon using a Bidirectional
Reflectance Distribution Function (BRDF). The sample period
is 8 days composited from a 16 day temporal acquisition
window. For the time span considered in this study this
yields N = 381 samples per time series. Samples containing
significant cloud cover, as indicated by the MODIS product
quality flags, were omitted and interpolated using a cubic
spline.
The data set is comprised of MODIS pixel time series
which have been labeled by a team of expert analysts as either
vegetation, rural settlement or change. The study areas were
randomly selected regions within the MODIS tile H20V11
which were mapped as rural settlements in a previous survey.
The study areas and surrounding vegetation were manually
classified using multi-date high resolution imagery. Change
was declared if more than 70% of a pixel was converted
from vegetation to rural settlement within the time span of
the imagery. The number of time series of each class is as
follows: vegetation - 997 ( 42%), rural settlement ( 53%) -
1235, change - 116 ( 5%). A comprehensive description of
the data set can be found in [10]. As the method proposed
in the paper is unsupervised, the time series labels were only
used in the final stage to assess change detection performance.
III. METHODOLOGY
Let X = {x(i)}i=Di=1 be a set of MODIS pixel time series for
a single band captured over a geographical region. Each time
series signal is a vector x = [x1, . . . , xN ]T . Each series can be
considered an observation of a multivariate random variable
X = [X1, . . . , XN ]
T . Given a set of unlabeled time series the
natural land cover dynamics can be modeled by fitting a set
of univariate Gaussians, expressed as
Xk ∼ N (µk, σ2k) (1)
with the mean and variance estimated independently for each
time sample. The probability of observing a time series under
the independence assumption is given by
Pr(X = x) =
N∏
k=1
Pr(Xk = xk). (2)
Unless all of the signals are of the same homogeneous land
cover, such a model will be dominated by the variance between
signals and as a result will be insensitive to small deviations
from the natural dynamics. To alleviate this we fit a single N -
dimensional multivariate Gaussian model. Under this model
the probability of observing a signal is
X ∼ N (µ,Σ) (3)
with the mean and covariance matrix estimated from an
unlabeled training set of time series from the region.
One further consideration is how to estimate the covariance






(xi − µ)(xi − µ)T (4)
is notoriously sensitive to the presence of outliers in the data
set. To alleviate this we estimate the covariance using the
robust method of [17]. This method estimates the covariance
using only h out of the total D examples. h examples are
selected as the subset of samples that yields the covariance
matrix with the smallest determinant. While the subset size,
h, could be treated as a hyper-parameter we instead opted to
use h = dD+N+12 e. This is the minimum allowable value of h
for which the algorithm will still converge correctly [17]. From
our experiments we found this method to improve change
detection performance compared with empirical estimates. The
time complexity to estimate the covariance using the empirical
and robust method is O(DN2) and O(DN ) respectively [17].
A. Change Detection
For change detection we use an approach generally applied
to outlier detection. Under this model, signal deviation from
the natural dynamics manifests itself as an outlier to the
distribution. Candidate signals are ranked according to their
Mahalanobis distance to the mean, DM , under the estimated
multivariate Gaussian. A threshold, δ, applied to this distance
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is used to classify a signal as change or no-change. A signal,
x, is classified as having experienced change if
DM (x) =
√
(x− µ)TΣ−1(x− µ) > δ. (5)
The value of the threshold, δ, may be used to trade between
recall and false alarm rate. The time complexity for change
detection is equivalent to that of calculating the Mahalanobis
distance for each time series, O(DN3).
B. Change Point Estimation
Consider a time series with a single land cover conversion at
index k∗. We expect that values of the signal prior to k∗ should
be less correlated with values after k∗ and visa versa as they
are generated by different types of land cover. Furthermore we
propose that a better fitting model can be obtained by assuming
the values before and after k∗ to be independent, allowing the
joint distribution to be expressed as
Pr
k∗
(x) = Pr(x1, . . . , xk∗) Pr(xk∗+1, . . . , xN ). (6)
Without refitting the model we can impose this assumption
by zeroing the off-diagonal elements of the covariance matrix
that relate values before and after the change point. In block







In order to validate that the goodness-of-fit is indeed im-
proved by this modification when change points are present,
we compared it against the original model and also a Gaussian
model fit directly from a set of change time series. A synthetic
data set for this purpose was created by randomly sampling
with replacement 10000 vegetation and rural settlement time
series from the original data set and concatenating them with
an identical and known change point at k∗ = 190. Fig. 1
compares the covariance matrices estimated from the full data
set (majority no-change) and the synthetic data set. It can be
seen that the correlation between samples before and after k∗
in the synthetic change signals are close to zero.
To quantify the goodness-of-fit we calculated the average
log-likelihood for the synthetic data set. This gives the ex-
pected log probability of observing a time series from the data
set under the given model. A higher value indicates a better
fitting model. Tab. I shows that by enforcing independence
post-fit the likelihood approaches that of the model fit directly
to the change data.
When the time of change is unknown let us consider
the hypothesis that the signal change point occurred at time
index k, denoted as Hk. Under this hypothesis we expect the
likelihood to be improved by replacing the covariance of the



















Fig. 1. Overlaid correlation matrix (normalized covariance matrix) heat maps
estimated for MODIS band 1 over our region of interest. Lower diagonal is
estimated from a set of no-change time series and upper diagonal is estimated




























Fig. 2. Mahalanobis distance as a function of hypothesized change index, k.
Vertical lines indicate the beginning and end of the synthetic change transition.
model with that of (7). Identifying the change point is then a
matter of evaluating all possible hypotheses and selecting the
one that maximizes the likelihood or equivalently minimizes
the Mahalanobis distance. Under this model the best estimate




(x− µ)TΣ(k)−1(x− µ). (8)
As the Mahalanobis distance must be recomputed at each
candidate change point the time complexity in this case is
O(DN4). Fig. 2 illustrates how, for a synthetic time series
containing a known change point, the model is an increasingly
better fit as the proposed change point approaches the actual
change point. It can be seen that for a no-change signal the
distance does not change significantly.
As a comparison we also implemented a simple maximum-
likelihood, supervised off-line change detector. This method
fits a 1-dimensional Gaussian for each class (vegetation and
rural settlement) at each time step, yielding a mean and
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variance signal per class. If we define the probability that an
observation was generated by a vegetation and rural settlement
pixel at time step i as Pr(v)i (xi) and Pr
(r)
i (xi) respectively, we













This is valid as we know that only transitions from vegetation
to rural settlement are present in the synthetic change signals.
IV. EXPERIMENT AND RESULTS
To evaluate both the change detection and change point
estimation methods we applied them to each of the available
MODIS bands as well as the NDVI. All 2348 time series
were used as the unlabeled training set to estimate the mean
and covariance matrix for the region using both the empirical
and robust methods. For change detection the Mahalanobis
distance was calculated for each time series using (5). We
selected a value for the threshold, δ, using the labeled training
set and evaluated the method using 10-fold cross validation.
On each training set the threshold was selected to yield the
best split by maximizing the information gain. To quantify
the change detection performance we calculated the True
Positive Rate (TPR) which gives the percentage of change
signals correctly identified, False Positive Rate (FPR) which
is the percentage of no-change signals incorrectly labeled and
Accuracy (Acc), the percentage of examples correctly labeled.
As the exact time of change was not known these were
calculated based on detecting the presence of change at any
point within the signal. Tab. II compares these performance
metrics with other published work on this data set.
As the selection of the threshold, δ, is application dependent
we also give results in terms of the Receiver Operating Char-
acteristic (ROC) curve in Figure. 3a. This allows comparison
between methods for any false positive or true positive rate.
We also calculate the Area Under the ROC curve (AUROC)
as a threshold independent performance metric.
A synthetic set was created for evaluating the change point
estimation methods. The synthetic data set was created using
the same method as in [18]. Each synthetic time series is
comprised of a randomly selected vegetation signal and a
randomly selected rural settlement signal that are linearly
blended over a period of six months. The change points are
randomly selected from a uniform distribution spanning the
length of the series with a six month buffer at the start and
end. To evaluate the performance of the methods we consider
the Mean Absolute Error (MAE) between the estimated change
point and the known change point. As the synthetic change is
a linear transition we arbitrarily define the actual change point
as the center of the transition window. Tab. III gives the Mean
Absolute Error (MAE) of the change point estimates for the
synthetic data.
The average run times of our implementation for all 2348
time series on a standard desktop computer (Intel i7) were as
follows: empirical train - 0.02s, robust train - 12.52s, change
detection - 0.013s, change point estimation - 7.06s 1.
1Code implementation available at DOI: 10.5281/zenodo.1237328.
TABLE II
COMPARISON OF PERFORMANCE METRICS WITH OTHER METHODS IN THE
LITERATURE APPLIED TO THE SAME DATA SET. BANDS WITH THE HIGHEST
TPR ARE SHOWN.
Method TPR FPR Acc AUROC
(%) (%) (%)
Robust Covariance (B7) 96.7 0.4 99.4 0.99
EKF + Non-linear Detector (7 bands) [10] 96 0.2 99 -
EKF + Non-linear Detector (1 band) [10] 96 1 99 -
Empirical Covariance (B1) 93.7 3.1 96.7 0.98
Extended Kalman Filter (EKF) [7] 89 13 87 -
























(a) Receiver Operating Characteristic (ROC) curves for the evaluated change
detection methods.








Distribution of Change Point Estimation Errors
(b) Distribution of Errors for the evaluated change point estimation methods
on synthetic data.
Fig. 3. Plots showing the relative performance for change detection and
change point estimation. In each case the best performing bands for each
method are presented.
TABLE III
COMPARISON OF MAE BETWEEN ESTIMATED AND KNOWN CHANGE
POINT ON SYNTHETIC DATA. BANDS WITH THE SMALLEST ERROR ARE
INCLUDED.
Method MAE (Samples) MAE (Days)
Empirical (Band 6) 6.55 52.4
Robust (Band 7) 13.94 111.52
Supervised Uncorrelated (Band 1) 51.72 413.76
V. DISCUSSION
The robust estimator applied to MODIS band 7 was found
to be the most effective change detector although the perfor-
mance of the method does not appear to be sensitive to the
choice of the band (See Tab. IV). We hypothesize that it is the
severe nature of the removal of vegetation and construction of
5
TABLE IV
COMPARISON OF PERFORMANCE METRICS FOR THE ROBUST ESTIMATE
METHOD APPLIED TO DIFFERENT SPECTRAL BANDS
Band TPR (%) FPR (%) Acc(%) AUROC
1 93.1 1.0 98.7 0.998
2 95.8 3.1 96.8 0.994
3 96.6 1.0 98.9 0.997
4 90.5 1.3 98.2 0.993
5 94.8 1.8 98.0 0.996
6 96.4 1.4 98.5 0.997
7 96.7 0.45 96.7 0.999
NDVI 94.0 1.8 98.0 0.997
dwellings that results in a simultaneous change in reflectance
across all bands. The superiority of the robust estimator
suggests that the training set contained outliers and their
presence degraded the change detection performance of the
empirically fitted model. This improved detection performance
is at the expense of increased computational complexity. This
is seen in the significantly increased run time compared with
the empirical method.
For change point estimation the error for the empirical
covariance estimator shows superior performance to the robust
model based on error distribution (Fig. 3b) and mean absolute
error (Tab. III). This result is interesting as the robust estimator
proved much more effective for change detection. This is likely
due to the increased sensitivity of the robust model resulting
in greater perturbations in the Mahalanobis distance vs change
index curve. A significant perturbation may lead to an incorrect
global minimum reducing the efficacy of the method. Fig. 2
appears to support this as the curve for the robust estimate
shows a greater degree of deviation from the overall convex
trend.
Even with access to significant domain knowledge, such
as the fact that there are two classes and the transition in the
synthetic data set is always from vegetation to rural settlement,
the uncorrelated supervised model showed poor performance
when compared to our unsupervised methods. This supports
our hypothesis that the within signal correlations are a more
informative feature for detecting change than the signal values
alone.
VI. CONCLUSION
We showed how a multivariate Gaussian model fit from
an unlabeled training set of geographically similar pixels can
be effective for land cover change detection. Change signals
appear as outliers with respect to the Mahalanobis distance
under the fitted distribution. Robust estimates of the covariance
were found to yield improved change detection performance.
We also present a method for applying the same model to
change point estimation by testing multiple hypotheses about
the correlation between samples before and after the change
point.
As the time series in this study were fairly short (381
samples) it was practical to fit the multivariate model of the
entire signal. For very long time series the high dimensionality
may adversely affect performance both in terms of accuracy
and computation time. One solution is to limit the number of
samples to a fixed window size and apply a sliding window
approach to detect change. Such an approach may also enable
the possibility of applying the method in an online setting
allowing for real time applications.
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A Forecasting Approach to Online Change
Detection in Land Cover Time Series
W.C. Olding, J.C. Olivier, B.P. Salmon, and W. Kleynhans
Abstract—We present a method for online detection of land
cover change based on remotely sensed time series. Change
is detected by monitoring deviations between observations and
forecasts made using the time series historical data and similar
time series in the geographical region. This method and several
others were applied to MODIS 8-day surface reflectance data for
problems of detecting settlement expansion in Limpopo Province,
South Africa and detecting deforestation in New South Wales,
Australia. The proposed method had significantly shorter median
detection delay for equivalent rates of false alarms compared with
the other evaluated methods. We obtained a median detection
delay of 7 samples for settlement detection and 14 samples for
deforestation detection corresponding to 56 days and 112 days
respectively. This is compared with a median detection delay
of 224 and 544 days for the best other methods evaluated. We
suggest that the proposed method is an excellent candidate for
land cover change detection where rapid detection is essential.
Index Terms—Change Detection Algorithms, Remote Sensing,
Sequential Detection, Time Series Analysis
I. INTRODUCTION
One of the major goals of remote sensing satellite systems
is to enable large scale monitoring of the earths land cover.
Detecting when and where land cover change has occurred
forms an important part of the monitoring process. Change
detection is typically used in one of three cases. It may be
used as the first stage in a processing pipeline, for example
when updating land cover maps it can reduce the problem to
only reclassifying regions which have changed. It may also
be applied to produce useful information in its own right,
for example estimating how much of a particular region has
experienced change within a given time span. The third case,
which will be the focus of this paper, involves monitoring land
cover in near real-time in order to detect change shortly after
it has occurred. In this case the output of a method can be
used to guide action in response to the change.
Pixel time series generated by repeated observations from
high temporal resolution multi-spectral satellite platforms have
been shown to be well suited to detecting changes in vegetated
land cover [1]–[9]. Detection of change from pixel reflectance
time series is made difficult by several factors. Difficult
to predict inter-annual variations coupled with semi-regular
seasonal oscillations in reflectance make the time series highly
non-stationary. This makes detecting land cover change a
difficult problem requiring specialized methods [2]. Secondly,
exactly what constitutes land cover change can be difficult
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to define. Within this work the focus is on detecting human
induced changes that take place over a 6-12 month period.
This is typical of the types of land cover change associated
with gradual clearing of forest or urban expansion.
One advantage of remotely sensed time series is availability
of many similar land cover time series within a region of
interest. This collection of time series can be used to estimate
the natural variation in reflectance caused by the influence
of climatic changes on vegetation phenology. In this paper
we propose an online change detection method that used this
technique to detect deviations of a time series from its natural
variations implying a change in the underlying land cover.
Common themes in existing land cover time series clas-
sification methods involve transformation of the time series
into a form that is approximately stationary under no-change
conditions. Classical change detection methods that assume
stationarity can then be applied [10]. Some approaches assume
the original time series is cyclo-stationary [6] while others
make assumptions regarding the structure of the trend and
periodicity [3], [7], [8]. These types of methods can be
further split into supervised methods, which require a labeled
training set to estimate class specific statistics [6], [9], and
unsupervised methods which have no such requirement [3],
[5], [7], [8].
In [6] change is detected from one known class to another
by estimating class specific densities and calculating the
likelihood ratio. The log-likelihood ratio was monitored for
change using Page’s Cumulative Sum (CUSUM) algorithm. To
account for seasonal variation a density was calculated for each
class for each time step throughout the year. Different years
were aggregated so inter-annual variation was not explicitly
accounted for.
A supervised approach is presented in [9]. They propose
training a probabilistic classifier (Random Forest) at each time
sample to estimate time series of class membership probabil-
ities. These are monitored for change using the MODTrendr
Algorithm [4]. As a supervised method this requires a large
number of labeled no-change time series to fit the probabilistic
classifiers. It also results in a large number of time series to
monitor for change if there are many classes being considered.
[5] details a method designed specifically for detecting
change in periodic, non-stationary time series, not limited to
land cover. It operates by using Gaussian process regression to
make a probabilistic forecast of the next sample. Once the next
sample is available its z-score under the forecast distribution is
calculated. By repeatedly applying this forecasting method a
time series of z-scores is produced. Given the model is work-
ing correctly the resulting time series of z-scores should be
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Gaussian Independent Identically Distributed (IID). A series
of samples that deviate significantly from the forecast will
result in a change in distribution of the series of z-scores.
This is detected using an Exponentially Weighted Moving
Average (EWMA) control chart. The kernel for the Gaussian
process was a periodic exponential allowing for modeling of
periodic functions. The parameters for the kernel were fit at the
start of the signal and then held constant. The computational
performance and scalability of the method is improved upon
in [11].
In [3] a parametric model comprised of a bias, linear trend
and periodic seasonal component is used to make predictions.
Three periodic terms are included in the model, a fundamental
frequency equal to one cycle per year and two additional
harmonics. This model is extrapolated into the future and the
moving sum (MOSUM) of residuals over a finite lookahead
window is monitored for deviation from the fitted model. The
probability of observing a particular MOSUM with respect to
the time series noise level is derived and a change alarm is
triggered when it exceeds some significance level.
A parametric model based method is also applied in [7]. The
authors take the approach of fitting a triply-modulated cosine
and bias to land cover time series over a sliding window. The
time series of parameters from each sliding window step is
monitored for change. It is suggested that the bias parameter
of the model should remain constant during a period of no-
change and deviate when the land cover experiences change.
The bias parameters series is converted to a series of z-scores
by estimating parameters from its historical values. Change
is declared when 6 out of 10 previous z-scores exceed some
threshold.
[8] applies a parametric model identical to that of [3]. In
this case residuals from the model over the entire series are
converted to z-scores and this time series is directly monitored
for outliers. Z-scores exceeding a given significance level are
considered indicative of a change point. While this method
uses a similar approach to those above it cannot be considered
as an online approach as it requires the entire data set data in
order to fit the parametric model and thus can only discover
changes in the past.
The method we propose combines the ideas of [5] and [3] of
using the prior samples of a time series to make a forecast with
ideas of [6] and [9] of considering samples of other time series
in the same region to estimate a baseline from which to detect
change. Under our unified framework a collection of similar
time series from the same region are used to estimate the joint
distribution of the time series over a temporal window. This
is conditioned on previous observations of a signal in order to
make a prediction and calculate z-scores. The time series of
z-scores is then monitored for change.
II. BACKGROUND
A. Stationary of Land Cover Time Series
A stochastic process can be said to be strictly stationary
if the joint distribution of any combination of values is time
invariant. For a strictly stationary process, {Xt}, we can say
for any set of time indices {t1, . . . , tk}, the joint distribution
Pr(Xt1+τ , . . . Xtk+τ ) (1)
is identical regardless of the time shift τ . A special case
of stationary is IID. As the name suggests each sample is
independently drawn from the same distribution. In this case
the joint distribution may be factorized as




A process is said to be cyclo-stationary if the process obtained
by sampling at integer multiples of some period T exhibits
stationarity. Formally
Pr(Xt1+T+τ , . . . Xt1+nT+τ ), n ∈ Z (3)
remains identical for any value of t1 and τ and for some period
T .
Several factors combine to make remotely sensed land cover
time series fail to meet these stationarity assumptions. Most
land cover is vegetated and this results in the dominant source
of non-stationarity in the signal. It is well documented that
the reflectance of vegetation varies approximately periodically
in a yearly cycle [1]. In many cases this may result in
cyclo-stationarity however the magnitude and bias of the
oscillations is often non-constant between years due to inter-
annual climatic changes such as droughts. In many cases trend
components are present in vegetated time series that suggest
either long term non-periodic change or change on a cycle
much longer than the time span of available data.
III. CHANGE DETECTION BY FORECASTING
Let us consider an estimator that is able to produce forecasts
of the next value in a time series under no-change conditions.
We denote the forecast at time t as x̂t. The residual of
the forecast is defined as rt = xt − x̂t. A sufficiently
good estimator should yield a series of residuals which are
uncorrelated, unbiased (i.e. zero mean) and Gaussian. If the
estimated residuals also have constant variance we can say
the resulting time series of residuals is IID. Furthermore, if
the residuals do not have constant variance but the estimator is
able to produce good estimates of the variance of each sample,





and the series of z-scores will be IID unit Gaussian.
If the original time series contains a change point that
is unforeseen to the estimator this will induce a bias in
the series of z-scores/residuals which can be detected by a
classical change detection method. An ideal estimator should
yield a series of z-scores that is Gaussian IID under normal
circumstances and respond strongly and rapidly in the presence
of a change point. Such an estimator may take advantage of
historical data, neighboring pixel time series or ancillary data
in order to make its prediction.
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One such method that follows this general framework is the
GPChange method of [5], [11]. In this case the prediction is
made using only historical data from the same signal
Pr(Xt) = Pr(Xt | Xt−1, Xt−2, . . . X0). (5)
Motivated by these previous works we propose a method that
takes advantage of both the previous samples in the time
series and also the time series in the surrounding region when
making a prediction. This is done by directly estimating the
joint distribution over a temporal window using a set of similar
time series. As the model is re-estimated at each time step this
does not require any assumptions of stationarity. Furthermore
it does not impose assumptions on the structure of the data as
in [3], [7], [8].
A. Proposed Method
We propose modeling the joint distribution over the samples
in a temporal window as a multivariate Gaussian. Such a model
can capture the mean signal of the region of interest, the un-
certainty associated with the mean signal and the correlations
between samples in the time series. The resulting model can be
considered in a similar sense to a Gaussian process although
discrete and with covariance estimated directly from data
rather than predefined by a covariance function. By estimating
the joint distribution from nearby time series it is possible
to capture the natural variations of a region. This statistical
information can be leveraged to detect when a time series
moves in a way that is inconsistent with both its own historical
trajectory and that of the surrounding region.
With access to a fitted joint distribution it is possible to
condition on the previous observations in a signal to obtain a
univariate distribution over the last sample. More explicitly let
x = [xt, . . . , xt−W−1]T be a vector of time series observations
in a temporal window of size W . Let X = x(i)i=Di=1 be a set of
D time series from a similar geographical region and ideally
containing similar land cover. We can assume that each of
these time series windows is an observation of a multivariate
random variable X = [Xt, . . . , Xt−W−1]T ∼ N (µ,Σ).
Under the multivariate Gaussian assumption we can calculate
the mean vector and covariance matrix as
µ = E[X] (6)
and
Σ = E[(X− µ)(X− µ)T ] (7)
which can be estimated directly from the data.
For a single time series, x(i) this model can be conditioned
to calculate the univariate distribution over the last time sample
given earlier observations within some temporal window,
Pr(x
(i)
t | x(i)obs), using the standard method for conditioning
a multivariate Gaussian. If we partition the covariance matrix























the conditional distribution is univariate Gaussian with mean
and variance given by
µ̄
(i)








t − σ1,2Σ−12,2σ2,1. (12)
From this probabilistic forecast the z-score of the observation











Repeatedly applying this method as the sliding window is
shifted results in a time series of z-scores. The time series of
z-scores can then be monitored for persistent deviation from
the standard normal which implies a change.
If the region contains a very diverse land cover classes it
might be the case that the variance of the fitted multivariate
Gaussian is too high to produce useful forecasts. We suggest
two alternative methods for estimating the joint Gaussian
density. The choice of method depends on domain knowledge
of the land cover types in the region of interest. In the case
that there is one single dominant land cover type that should
be monitored for change the robust estimator of [12] is well
suited. This method estimates the mean and covariance matrix
using a fixed size subset of the samples. The subsample is
selected from all possible combinations as the one that yields
the covariance matrix with the smallest determinant. This is
very effective at eliminating outlying time series in the data
set.
Another possibility is that there are multiple types of land
cover type present in the region of interest. In this case a Gaus-
sian Mixture Model approach can be used to simultaneously
estimate multiple Gaussian joint densities and group similar






The weights, wi, and parameters of the Gaussian distributions
are estimated using the Expectation Maximization (EM) algo-
rithm. The number of components must be selected in advance
using location specific knowledge. When making a forecast the
cluster that a time series belongs to can be estimated by finding
closest component mean using the samples in the window. The
mean vector and covariance matrix from this component are
then used in equations (11) and (12). This is the variation we



























































(b) Change time series
Fig. 1. Reflectance time series, z-score series and CUSUM output for a no-change series and a synthetic change from the Limpopo data set. Vertical bars


























































(b) Change time series
Fig. 2. Density plot and autocorrelation plot for each of the z-score extraction methods investigated in this paper. (a) Joint (GMM Method), (b) Parametric,
(c) Univariate Supervised. Evaluated on a no-change time series and a synthetic change time series from the Limpopo data set using MODIS Band 1.
B. Change Detection on Z-Scores
Once the time series of z-scores has been produced by
one of the methods discussed above it can be monitored to
detect deviations from its expected distribution. Provided there
are no changes present in the time series and the forecasting
algorithm is working correctly the z-score time series should
be IID Gaussian. To detect statistically significant persistent
deviations from this distribution we apply Page’s CUmulative
SUM (CUSUM) algorithm [10], [13].
We present the CUSUM method under the assumption that
the data is IID Gaussian with known mean and variance prior
to change, after which it experiences a change in mean of
unknown magnitude.
Let {zi}i=Ni=0 be the series of z-scores. By definition this
series should be IID Gaussian with zero mean and unit






= zi + Ci−1 (16)
is a random walk with zero mean [10]. If there is a persistent
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bias in the models ability to make predictions, such as the
underlying data generating distribution changing, we expect
the random walk to drift away from zero in the direction of
the bias. To improve the robustness of the method a slack
parameter, k, is included [10]. This parameter is subtracted
from the CUSUM at each iteration and reduces the sensitivity
to small mean shifts which can help prevent false alarms. The
cumulative sums are also split into positive and negative com-
ponents with each clamped at zero. The resulting cumulative
sums are defined recursively as
C+i = max[0, zi − k + C+i−1] (17)
C−i = max[0,−zi − k + C−i−1]. (18)
[10]
As we do not know how the predictor will respond to a
land cover change we monitor both cumulative sums. When
either C+ or C− exceeds some threshold λ a change alarm
is triggered and the corresponding cumulative sum is reset
to zero. Fig. 1 shows the reflectance time series, z-score
series extracted using the joint estimation method and the
corresponding CUSUMs. In the time series containing a
change it is possible to observe a negative bias in the z-score
series immediately after the change point. This causes a strong
response in C−. In the no-change series the corresponding z-
score series should be close to IID Gaussian noise and the
CUSUMs of this signal will not significantly deviate from
zero.
It can be shown that if the mean and variance before and
after the change point is known and the change takes place
instantaneously this method is optimal for a given detection
delay [14]. This does not hold in our case as the distribution
of the z-scores post change cannot be known.
IV. STUDY AREAS AND DATA
A. Study Areas
We evaluate the methods by applying them to two applica-
tions that require rapid and accurate change detection.
The first problem is that of detecting settlement expansion
in the Limpopo Province of South Africa. In some areas of
this province settlement expansion is carried out ad-hoc by
residents without prior planning approval. The local native
vegetation of this region is predominately Savannah, character-
ized by small sparse trees and grassland [15]. Construction of
settlements is characterized by the clearing of native vegetation
and the construction of small dwellings [16]. Detection of
unplanned settlements in this region has been the focus of
several studies [6], [17]–[19].
The second problem relates to detecting changes in areas
of native forest in New South Wales, Australia. Under the
Australian government Emissions Reduction Fund (ERF) ini-
tiative, land owners are able to generate Australian carbon
credit units (ACCUs) in exchange for preventing deforestation
of native forest for which a clearing permit has previously been
issued. To be eligible the native forest must have at least 20%
canopy coverage with tree height greater than two meters [20].
At the commencement of a project an extensive audit is
undertaken by an accredited third party and estimates made of
the appropriate number of credits to be allocated throughout
the project. A number of subsequent audits are also required
to ensure compliance throughout the project lifetime. Projects
have a permanence period of either 25 or 100 years. During
this time period no clearing, with the exception of minimal
thinning (< 5%), is permitted [20].
At the time of writing there are approximately 400 vegeta-
tion projects underway in Australia. A system of automated
change alarms based on remotely sensed time series has the
potential to significantly reduce the auditing workload and
target it to locations where the forest cover has changed and
the project may require reassessment. Continuous monitoring
is also important to guarantee the integrity of the carbon credit
units. We apply online change detection methods to several
regions in rural New South Wales (NSW) which are currently
generating carbon credits in exchange for deforestation pre-
vention.
B. Data Preparation
For both applications we make use of time series from
the MODIS MCD43A4 product [21]. This product deliv-
ers Bi-Directional Reflectance Distribution Function (BRDF)
corrected surface reflectance data from both the Terra and
Aqua Platforms. The temporal resolution is 8 days with each
data point selected as the highest quality acquisition in a 16
day temporal window. The spatial resolution is approximately
500m. This product has been used in numerous land cover
change detection studies mostly due to its high temporal
resolution and large catalog of data.
The data set for the Limpopo region is comprised of D =
2348 MODIS pixel time series over the time span of the years
2000 to 2013. Each was classified by an expert analyst as
vegetation - 997 ( 42%), settlement ( 53%) - 1235, change -
116 ( 5%) by visual inspection of high resolution imagery. A
pixel was labeled as change if it transitioned from vegetation
to settlement within the time span of interest. The exact time
of change is not known. A comprehensive description of the
data set can be found in [19]. This type of change is classified
as a land cover conversion. To quantify the detection delay of
the methods in this study it was necessary to create synthetic
change time series where the exact time of change can be
controlled. To generate synthetic change time series we follow
a similar approach to [18]. Two time series of different land
cover types are linearly blended over a period of six months.
This slow transition between land cover types aims to imitate
the gradual conversion that is expected in the construction of
a settlement.
The data set for New South Wales (NSW) is comprised of
D = 1994 MODIS pixel time series located within regions as-
signed to a project which is currently earning carbon credits in
exchange for avoided deforestation. These time series span the
years of 2008 to 2018. Each time series has a corresponding
pair which is closely located and contains a similar type of land
cover but at a lower density. As no real change was observed
within the designated time span only synthesized change series
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Fig. 3. The study region in New South Wales. This includes an example
of two MODIS pixels within a protected area that contain similar land cover
with differing densities. This pair of pixel time series is blended together over
a 6 month transition to simulate the partial and gradual clearing of vegetation.
(Image courtesy of Google Earth, DigitalGlobe.)
were considered. These change series were created by linearly
blending over a period of 6 months between a pixel and
its lower density pair. This aims to simulate the partial and
gradual clearing of vegetation. Fig. 3 shows the study region
and an example of two nearby pixels of differing densities.
This problem is an example of within-class change detection
[1].
The remotely sensed time series for both of these locations
contained only a few missing values (< 0.1%). The missing
values present were filled using linear interpolation.
We consider only MODIS band 1 (620nm-670nm) and
band 2 (841nm-876nm). These have been shown in previous
studies [6], [19] to be most effective at detecting changes
in vegetation. We also consider the Normalized Difference
Vegetation Index (NDVI), a commonly used quantity defined
for MODIS as the difference between bands 2 and 1 divided
by their sum.
V. EXPERIMENTAL METHODOLOGY AND RESULTS
A. Evaluated Methods
We compare three methods for extracting time series of z-
scores that are ideally IID under no-change conditions. Our
proposed method of directly estimating the joint distribu-
tion using the Gaussian Mixture Model (Joint), a supervised
univariate density estimation method similar to that of [6]
(Univariate) and a parametric forecasting method similar to
that of [3] (Parametric).
The supervised univariate approach assumes knowledge of
the land cover class of all time series in the training set as
well as the initial class prior to change. We fit a univariate
Gaussian density for each class at each time step. At test time
z-scores are calculated using the appropriate density at each
time step assuming the class does not change from its initial
assignment.
In the parametric case we fit a harmonic model with a bias,
seasonal oscillation component and two higher harmonics over
a fixed length look-back window. The model is refit at each
time step as the window is shifted. The parametric model is
used to make a forecast and the different between observation
and prediction is converted to a z-score by dividing by the
standard deviation estimated from the model residuals over
the window.
Fig. 2 shows a comparison of the histogram and autocor-
relation of the z-score series. This was extracted by each
method for a single change and no-change time series from
the Limpopo data set. Recall that under no change conditions
an ideal z-score series should be uncorrelated and Gaussian
distributed. The estimated histogram and mean/variance gives
an indication of the distribution of the scores. To verify if the
scores are independent we can observe the estimated autocor-
relation function. A perfectly uncorrelated/independent series
should have an autocorrelation that is an impulse centered
at zero lag. From inspection of the plots for a no-change
time series the autocorrelation plot of the joint estimation
methods suggest that the series of z-scores is very close to IID
Gaussian. Both the parametric and univariate methods appear
to have a much higher degree of correlation between samples
in the z-score series. This is expected for the parametric model
approach as the small number of harmonics limits the ability of
the model to follow fast changes leading to correlated errors.
All methods show an increase in correlation in a time series
containing land cover change.
B. Change Detection Assessment
To assess the change detection performance of the methods
we make use of the Receiver Operator Characteristic (ROC)
curve which plots false alarm rate against true positive rate.
This allows us to compare methods irrespective of a choice
of threshold. Furthermore it does not require us to arbitrarily
select an acceptable false alarm rate which may be applica-
tion specific. We also tabulate the Area Under ROC curve
(AUROC) and true alarm rate at a false positive rate of 0.2 in
Tables I and II. A ROC curve gives an estimate of the correct
classification rates, irrespective of delay, when applying the
methods to time series of fixed length and assuming at most
one alarm is triggered per series.
All methods requires selection of the slack parameter, k,
and both the parametric and the joint Gaussian estimation
methods require a finite length look-back window of size W in
order to make a forecast. A larger window permits using more
historical data at the expense of computational complexity.
This is especially true in the joint Gaussian case where a
W × W covariance matrix must be stored and conditioned
upon.
To visualize the influence of these parameters Fig. 4
gives the Area Under ROC curve (AUROC) for detection of
change/no-change time series as a function of k for several
window sizes. For each of the methods it appears that a larger
look-back window generally results in improved detection
performance. We did not evaluate window size greater than
100 samples as this prevents the detection of changes occurring
near the beginning of the series. In a production system
this could be increased or even allowed to grow as more
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data becomes available. The Gaussian joint density estimation
method achieved the highest AUROC on the real data set with
a slack parameter setting of around k = 0.1. It also appears
insensitive to slack parameter selection within the evaluated
range. The parametric z-score method was found to work best
with a slack of 0 and the supervised method with a slack of
3.0. Recall that the slack parameter is related to the expected
change in mean that the z-score series should experience
under land cover conversion. These results suggests that the
sensitivity of the parametric method to change is already low
while the univariate method has a high sensitivity that results
in excessive false alarms without sufficient slack.
The ROC curve of was evaluated for a window size of 100
and with the best slack parameter selected from the curves
in Fig. 4. Five-fold cross validation was used to estimate the
mean ROC curve and its 95% confidence interval. For the
Limpopo data set, real change data was used to generate while
for the NSW data set synthetic change series were combined
with real no-change time series. Fig. 5a gives the curves for
the Limpopo data set and Fig. 6a gives the curves for the
NSW data set. It can be seen that when considering detection
on the Limpopo data set there is no significant difference
between each of the assessed methods with the supervised
estimation method giving the highest AUROC. On the NSW
data set the supervised method did not perform well showing
significantly inferior performance to the other methods. This is
likely due to the poorly defined land cover classes (‘dense’ and
‘sparse’) in this data set. In this case GMM Joint estimation
method showed the best performance. Comparison between
the Limpopo and NSW data sets illustrates the increase in
difficulty in detection within class change compared with
between class change.
C. Detection Delay Assessment
True/False positive rates give the probability of cor-
rect/incorrect detection at any time within the length of the
signal. For continuous online detection this does not give any
indication on the expected delay until detection. Instead we
prefer to compare methods in terms of expected run lengths
(i.e. time between alarms). This can be further split into two
quantities, the Run Length to False Alarm (RLFA) and the run
length to true alarm or Detection Delay (DD). The RLFA is
defined as the number of samples after the algorithm starts,
either at the beginning of the signal or after reseting due to
a previous alarm, to the next alarm. The detection delay is
defined as the number of samples between the actual change
point and the next alarm. A good detection method strives to
maximize the expected RLFA while minimizing the expected
DD [10]. These can be considered as the generalization of false
alarm rate and true alarm rate to the continuous monitoring
case.
Estimating the distributions of RLFA and DD for a given
method using finite length signals presents some challenges.
As the z-scores signals are noisy the CUSUM method will
always trigger an alarm if it is allowed to run for a sufficiently
long time [10]. When estimating run length distributions from
finite length signals this duration may be longer than the length
of the signal. This can be taken into account by using the
concept of censoring from survival analysis. The observation
of no alarm gives information that the detection delay was at
least as long as the remainder of the signal, known as right
censoring. Failure to take this into account, for example by
dropping series with no alarm, results in an underestimate of
run lengths. To account for the censoring of data we estimate
the median detection delay by fitting a Kaplan-Meier estimator
[22] a commonly used non-parametric method for estimating
a survival function in the presence of censored data.
A survival function was estimated for both the RLFA and
DD for each method at a series of thresholds. For RLFA if
no alarm was triggered the run length was said to be at least
the length of the signal. The RLFA was also considered to be
censored when an actual change point occurred. For DD if no
alarm was triggered after the change point the run length was
said to be at least the difference between the change point
and the end of the signal. Fig. 7 compares the Cumulative
Distribution Functions (CDF) (1 - survival function) for each
method with a single threshold selected to yield a median
RLFA of 200. The survival curves give much better insight
than the median alone. It can be seen for example that 90%
of changes in the Limpopo data set and 70% in the NSW data
set are detected with a delay less than 30 samples (120 days)
using the GMM joint approach.
Plotting the median DD vs median RLFA with changing
threshold can be considered as a continuous inspection equiv-
alent to a ROC curve. Fig. 5b gives the curves for the Limpopo
data set and 6b gives the curves for the NSW data set. Again
the mean and 95% confidence intervals for each curve were
estimated from five-fold cross validation. From both of these
plot it is clear that the GMM joint density estimation methods
show a significant advantage in run length when compared
with the other methods. Tables I and II give the median
detection delays for each method if the threshold is selected
to yield a median run length to false alarm 200 samples. For
detecting settlement expansion this illustrates that the median
detection delay for the joint estimation method is 4 times
shorter using the supervised univariate method and around 5
times shorter than the parametric method. With the MODIS
sample period of 8 days this corresponds to a median wait
of 48 days for the joint method, 232 days for the supervised
method and 352 days using the parametric method. This is
a significant improvement on supervised CUSUM method of
[6] which achieved a detection delay of approximately 400
days applied to synthetic settlement expansion data from the
same region. For detecting deforestation in NSW the detection
delays were slightly longer in comparison however the joint
estimation method still outperformed the parametric method
with a median detection delay almost 5 times shorter than the
parametric method. The supervised method did not success-
fully detect enough change points to estimate the median using
the Kaplan-Meier method and therefore its curve could not be
included. These delays are in the range of those reported in
[7] for the detection of deforestation; however, it is difficult
to compare as this work does not report the accompanying
RLFA.
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(a) Joint Gaussian Mixture Model Method
































(c) Supervised Univariate Method
Fig. 4. AUROC as a function of CUSUM slack parameter, k. Plotted for
multiple selections of window size for the Limpopo data set, MODIS Band
1.
VI. CONCLUSION
The forecasting method proposed in paper was shown to
give similar performance to two other online methods in terms
of detection of a change point within a fixed length signal.
The ROC curves of Fig. 5a and 6a suggest that higher false
alarm rates must be accepted to yield equivalent true positive
rates to other offline methods in the literature applied to the
same or similar data sets [17]–[19], [23]. This is a trade-off
that must be made for fast, online detection. We show the
TABLE I
RESULTS FOR DETECTION OF SETTLEMENT EXPANSION IN LIMPOPO
PROVINCE USING MODIS BAND 1
Method AUROC TPR at FPR=0.2 DD at RLFA=200
GMM Joint 0.77 0.78 (SD=0.08) 7
Parametric 0.79 0.71 (SD=0.08) 38
Supervised 0.90 0.86 (SD=0.03) 28
TABLE II
RESULTS FOR DETECTION OF VEGETATION THINNING IN NEW SOUTH
WALES USING MODIS BAND 1
Method AUROC TPR at FPR=0.2 DD at RLFA=200
GMM Joint 0.81 0.68 (SD=0.08) 14
Parametric 0.72 0.57 (SD=0.12) 68
Supervised 0.65 0.42 (SD=0.06) inf
limitations of the ROC plot for quantifying performance in
the continuous inspection case and suggest an alternative of
plotting the estimated median run lengths to false alarm and
detection delay.
When considering the continuous inspection case the pro-
posed method was shown to exhibit significantly shorter
median detection delays for a given median run length to
false alarm when compared with the other considered meth-
ods. These results suggests the proposed method is a good
candidate for land cover change detection system where rapid
change detection is important. Future research should consider
the generalization of the method to multivariate data to allow
multiple bands to be used simultaneously which may be able
further reduce the detection delay and occurrence of false
alarms.
9

























(a) Receiver Operating Characteristic Curves
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(b) Detection Delay vs Run Length to False Alarm curves
Fig. 5. ROC curves and Detection Delay curves for each of the considered methods applied to the Limpopo data set using MODIS Band 1. Curves were
evaluated with a look-back window size of W = 100 and best slack parameter determined from curves. The ROC curves were generated from real change
time series and the Detection delay curves from a combination of real no-change and synthetic change time series

























(a) Receiver Operating Characteristic Curves
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(b) Detection Delay vs Run Length to False Alarm curves
Fig. 6. ROC curves and Detection Delay curves for each of the considered methods applied to the NSW data using MODIS Band 1. Curves were evaluated
with a look-back window size of W = 100 and best slack parameter determined from curves. Both plots were generating using a combination of real
no-change and synthetic change time series.
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