Distribution of Network Traffic to Multi-Core Processors by Straňák, Peter
VYSOKE´ UCˇENI´ TECHNICKE´ V BRNEˇ
BRNO UNIVERSITY OF TECHNOLOGY
FAKULTA INFORMACˇNI´CH TECHNOLOGII´
U´STAV POCˇI´TACˇOVY´CH SYSTE´MU˚
FACULTY OF INFORMATION TECHNOLOGY
DEPARTMENT OF COMPUTER SYSTEMS
DISTRIBUCE SI´TˇOVE´HO PROVOZU NA
VI´CE-JA´DROVE´ PROCESORY
BAKALA´RˇSKA´ PRA´CE
BACHELOR’S THESIS
AUTOR PRA´CE PETER STRANˇA´K
AUTHOR
BRNO 2010
VYSOKE´ UCˇENI´ TECHNICKE´ V BRNEˇ
BRNO UNIVERSITY OF TECHNOLOGY
FAKULTA INFORMACˇNI´CH TECHNOLOGII´
U´STAV POCˇI´TACˇOVY´CH SYSTE´MU˚
FACULTY OF INFORMATION TECHNOLOGY
DEPARTMENT OF COMPUTER SYSTEMS
DISTRIBUCE SI´TˇOVE´HO PROVOZU NA
VI´CE-JA´DROVE´ PROCESORY
DISTRIBUTION OF NETWORK TRAFFIC TO MULTI-CORE PROCESSORS
BAKALA´RˇSKA´ PRA´CE
BACHELOR’S THESIS
AUTOR PRA´CE PETER STRANˇA´K
AUTHOR
VEDOUCI´ PRA´CE Ing. TOMA´Sˇ MARTI´NEK
SUPERVISOR
BRNO 2010
Abstrakt
Obsahem této bakalářské práce je návrh a popis implementace ovladače pro platformu
NetCOPE. Tento ovladač má poskytovat rychlé přenosy mezi hardwarem a softwarem i více-
vláknovým aplikacím. Driver je určen pro operační systémy Linux a je upraven tak, že
umožnuje více aplikacím současný přístup ke kartě. V práci jsou uvedeny základní informace
potřebné pro jeho úpravu a také implementační detaily jednotlivých funkcí. Důraz je kladen
na vysokou datovou propustnost. Součástí implementace je i úprava uživatelské knihovny,
která s ovladačem spolupracuje.
Abstract
The content of this thesis is the design and implementation description of the driver for the
NetCOPE platform. This driver is required to provide rapid transfer between hardware and
software as well as multi-threaded applications. Driver is designed for Linux and is modified
so that it allows multiple applications simultaneous access to the card. The paper provides
basic information necessary for its adaptation and implementation details of individual
features. The emphasis is on high data throughput. The part of the implementation is also
a modification of the user library, which cooperates with the driver.
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Kapitola 1
Úvod
Až donedávna bola väčšina programov v počítačoch vykonávaná sériovo. Takéto programy
sú pomerne jednoduché na navrhovanie. Je v nich jednoznačne daná postupnosť krokov
(jeden krok programu za druhým) a ich vzájomná závislosť (každý krok závisí na všetkých
predchádzajúcich). Časovú náročnosť u nich možno zistiť jednoduchým sčítaním náročností
všetkých krokov.
V architektúre počítačov dlhodobo prevládala snaha o navyšovanie frekvencií proceso-
rov. Situácia sa ale zmenila, keď výrobcovia procesorov narazili na problémy spojené so
zvyšovaním frekvencií – neúmerný nárast spotreby a teploty týchto procesorov pri iba ma-
lom zvýšení ich výkonu. V súčasnosti sa výrobcovia procesorov zameriavajú na čo možno
najväčšiu podporu paralelizácie, čo dosahujú násobením výpočetných jednotiek. Paralelné
vykonávanie programov totiž prináša podstatnú výhodu – viac vykonaných inštrukcií za
rovnakú jednotku času a pri rovnakej frekvencii.
Tohto sa dá vhodne využiť pri spracovávaní sieťových paketov. Zatiaľ čo v súčasné
procesory zvládajú spracovávať pakety na 1Gb/s sieťach, už dnes sa začínajú nasadzovať aj
10, 40 a 100Gb/s siete, čo znamená mnohonásobný nárast počtu paketov na spracovanie.
Ak bude zrýchľovanie počítačov rásť súčasným tempom, už o niekoľko rokov nebudú mať
dostatočný výkon. Avšak využitím viacerých jadier možno počet spracovávaných paketov
výrazne zväčšiť.
Často využívaným spôsobom, ako urýchliť spracovanie dát je špecializovaný hardvér –
akceleračná karta. Pri práci so sieťovou prevádzkou je ale potrebné urýchľovať rôzne čin-
nosti a vzniká rozpor, či použiť multifunkčný a drahý alebo lacný, no jednoúčelový hardvér.
Vhodným riešením sú programovateľné FPGA karty, ktoré urýchľujú presne to, čo uží-
vateľ potrebuje a zachovávajú si užitočnú flexibilitu. Týmto smerom sa vydal aj projekt
Liberouter1 s platformou NetCOPE.
Cieľom tejto práce je spomínané princípy skombinovať. Súčasná implementácia NetCOPE-
u je optimalizovaná pre jednu aplikáciu a obsahuje len základnú podporu pre viac-vláknové
spracovávanie. Táto podpora bude v rámci tejto práce rozšírená, čím umožní súbežnú prácu
viacerých užívateľských aplikácií využívajúcich platformu NetCOPE a tým ich ďalšie urých-
lenie.
V nasledujúcej kapitole sú popísané niektoré základné pojmy z operačných systémov.
Kapitola 3 popisuje vlastnosti a štruktúru platformy NetCOPE. Nasledujú teória paralel-
ného spracovávania v kapitole 4 a teória tvorby ovládačov v kapitole 5. Za nimi sú uvedené
detaily implementácie ovládača a nadstavbovej knižnice. V predposlednej kapitole sa na-
1http://www.liberouter.org/liberouter.php
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chádza popis testovania a jeho výsledky. V závere je zhrnutie tejto práce spolu s námetmi
do budúcnosti.
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Kapitola 2
Dôležité pojmy
Operačný systém je softvér, ktorý vytvára abstraktnú vrstvu nad elektronikou počítača
a pomocou jednotného rozhrania poskytuje programom základné funkcie a služby.
2.1 Režim jadra
Základom operačného systému je jeho jadro. To je z dôvodu rýchlosti a bezpečnosti oddelené
od zvyšku systému (má vlastnú sadu povolených inštrukcií a vlastný pamäťový priestor).
Vďaka tomu, ak nastane nejaká chyba v užívateľskej aplikácii, táto neovplyvní činnosť jadra
a to môže vzniknutú situáciu korektne riešiť. Nevýhodou tohto riešenia ale je, že vždy keď
užívateľská aplikácia zavolá funkciu jadra, musí nastať prepnutie do režimu jadra. To zna-
mená, že aplikácia sa musí pozastaviť, procesor sa musí prepnúť do režimu jadra a prípadné
parametre volania sa tiež musia skopírovať do adresového priestoru jadra. Až potom sa
môže vykonať volaná funkcia. Po jej vykonaní je zase potrebné spätné prepnutie do režimu
aplikácie – prekopírovanie výsledku do užívateľského adresového priestoru a prepnutie pro-
cesoru z režimu jadra. Až potom môže volajúca aplikácia pokračovať v činnosti. Volanie
funkcií pracujúcich v tomto režime je teda časovo náročná operácia.
2.2 Virtuálna pamäť
Veľkosť fyzickej pamäti počítača je obmedzená a kvôli nepretržitej práci programov aj frag-
mentovaná. Ďalším problémom je, že jednotlivé aplikácie by z dôvodu bezpečnosti nemali
mať prístup do pamäti ostatných aplikácii. A napokon, rôzne zariadenia v počítači tiež
potrebujú spôsob ako pristupovať do ich pamäte. Z týchto a iných dôvodov sa v moderných
operačných systémoch využíva princíp virtuálnej pamäte.
Pamäťový priestor
Virtuálna pamäť je abstraktná vrstva, ktorú operačný systém poskytuje aplikáciám. Tá roz-
deľuje pamäť na bloky s konštantnou veľkosťou (najčastejšie 4096KiB1) zvané stránky. Ľu-
bovoľná adresa v pamäti je potom reprezentovaná ako číslo stránky a posun od jej začiatku.
Táto vrstva nemusí a zvyčajne ani nekorešponduje so skutočnou pamäťou – virtuálne adresy
sú do nej transparentne presmerované operačným systémom. Aplikácia tak vidí súvislý blok
1KiB = 1024B
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voľnej pamäte, hoci v skutočnosti môže byť fragmentovaný. Táto abstrakcia sa ale využíva
aj v jadre systému.
V Linuxe pri použití virtuálnej pamäte rozlišujeme nasledovné typy adries[1]:
Užívateľské virtuálne adresy Adresy používané v užívateľských aplikáciách. Každá ap-
likácia má vlastný pamäťový priestor.
Fyzické adresy Adresy, s ktorými pracuje procesor.
Zbernicové adresy Adresy používané na zberniciach. Zvyčajne zhodné s fyzickými adre-
sami.
Virtuálne adresy jadra Adresy používané v jadre. Vytvárajú adresový priestor jadra.
Logické adresy jadra Podmnožina virtuálnych adries jadra, ktorá je lineárne mapovaná
na fyzické adresy (môžu byť ale posunuté o konštantnú hodnotu). Reprezentujú fy-
zickú pamäť dostupnú v počítači.
Každý virtuálny pamäťový priestor sa skladá z množiny súvislých oblastí (každá oblasť
pokrýva skupinu stránok). Tie sú reprezentované štruktúrami vma area struct (popisuje
oblasť a prístupové práva k nej) a vm operations struct (deklaruje operácie nad danou
oblasťou).
Stránkovanie, mapovanie pamäťového priestoru
Mapovanie slúži na prevod jednej pamäťovej adresy na inú. Typicky sa využíva pri prevode
medzi rôznymi typmi adries. Užívateľská aplikácia môže namapovať časť svojho adresového
priestoru na časť priestoru jadra a získať tak do nej priamy prístup. Aplikácia bude pri
prístupe k dátam používať svoje adresy a systém ich automaticky presmeruje. Mapovať je
možné len celé stránky pamäte, nie jej ľubovolné úseky.
Stránkovaním sa označuje dynamická zmena mapovania stránok podľa aktuálnej po-
treby.
Jednou z výhod takéhoto usporiadania pamäte je, že adresový priestor môže pokrývať nie-
koľko rôznych fyzických pamätí, a že toto mapovanie je možné priebežne meniť. Príkladom
je swapovanie – presun málo používaných stránok z rýchlej RAM na disk, čím sa obmed-
zený priestor v RAM uvoľní pre dáta, s ktorými sa pracuje častejšie. V prípade, že je opäť
vyžiadaná presunutá stránka, systém ju presunie na voľné miesto v RAM a následne ju
opätovne sprístupní.
2.3 Direct Memory Access (DMA)
DMA je technika, ktorá umožňuje rýchly presun bloku dát medzi rôznymi zariadeniami
v počítači a pamäťou RAM. Pri jej využití sa o prenos dát nestará procesor počítača ale na
to určené zariadenie – DMA radič. Pamäte, medzi ktorými dochádza k DMA prenosu musia
spĺňať niekoľko podmienok, predovšetkým nesmú byť ľubovolne optimalizované a presúvané
operačným systémom. Preto ak je potrebné takú pamäť rezervovať, je nutné použiť funkciu
dma alloc coherent(), ktorá zabezpečí pamäť spĺňajúcu tieto podmienky. Ak už nebude
potrebná, treba ju uvolniť funkciou dma free coherent().
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2.4 Moduly
Súčasné jadrá poskytujú veľké množstvo funkcionality. Jadrá typu Linux sú pre zjednodu-
šenie ich vývoja a zvýšenie flexibility rozdelené na navzájom čiastočne nezávislé bloky –
moduly.
Zavádzanie
Moduly je možné pripájať a odpájať z jadra za behu systému, vďaka čomu sa ten môže
dynamicky prispôsobovať potrebám užívateľa. Na pripojenie modulu je možné použiť prí-
kazy insmod či modprobe (ten skontroluje aj prípadné závislosti zavádzaného modulu na
iných moduloch) a na jeho odpojenie príkaz rmmod. Zoznam zavedených modulov je možné
získať príkazom lsmod, informácie o nich zase príkazom modinfo[4].
Štruktúra
Základná štruktúra modulu je nasledujúca:
#inc lude <l i nux / i n i t . h>
#inc lude <l i nux /module . h>
MODULE LICENSE(”GPL”) ;
s t a t i c i n t i n i t i a l i z a t i o n f u n c t i o n ( void )
{
re turn 0 ;
}
s t a t i c void e x i t f u n c t i o n ( void )
{
}
modu l e in i t ( h e l l o i n i t ) ;
module ex i t ( h e l l o e x i t ) ;
Najprv je nutné vložiť hlavičkové súbory obsahujúce deklarácie potrebných funkcií a ma-
kier. Potom treba makrom MODULE LICENSE určiť, aká licencia sa má na zdrojový kód mo-
dulu vzťahovať. Nasleduje definícia funkcií. Potrebné sú minimálne dve – jedna sa vykoná
pri zavedení modulu do jadra, druhá pri jeho uvoľnení. Ktoré funkcie to sú jadro zistí podľa
parametrov makier module init a module exit.
Rozhranie medzi modulmi jadra
Moduly sú často závislé na funkciách iných modulov, vytvárajú teda niekoľko vrstiev závis-
lostí. Ak má modul poskytnúť niektoré svoje funkcie iným modulom, musia byť označené
pomocou makra EXPORT SYMBOL. Modul by nemal byť uvoľnený z jadra, pokiaľ ho použí-
vajú iné moduly. Na udržovanie počtu referencií je vhodné využívať makrá try module get
a module put.
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Kapitola 3
Platforma NetCOPE
Liberouter a platforma NetCOPE sú projektami organizácie CESNET1. Cieľom tejto plat-
formy je umožniť jednoduché programovanie a využívanie akceleračných kariet v užíva-
teľských aplikáciách. Funkcia aplikácie je len na užívateľovi – môže ísť o obyčajnú (ale
rýchlu) sieťovú kartu či smerovač, firewall kontrolujúci pakety alebo tiež analyzátor toku
dát na sieti. Užívateľ si ich môže naprogramovať sám, no v rámci projektu Liberouter sa
niektoré z nich už vyvíjajú2.
3.1 Štruktúra platformy
Platforma je rozdelená do niekoľkých logických vrstiev znázornených na obrázku č. 3.1.
Fyzická karta V súčasnosti je podporovaných niekoľko kariet z rodiny COMBO, na ktoré
sa podľa potreby pripájajú rozširujúce karty. Tie poskytujú napríklad rôzne rýchle
sieťové rozhrania. Zoznam aktuálne podporovaných kariet je v prílohe A.
Firmvér Programovateľné jadro platformy uložené v FPGA čipe. Je zložené z dvoch častí.
Hardvérovo závislá časť abstrahuje použitú fyzickú kartu a poskytuje akcelerovanej
časti aplikácie unifikované prostredie a funkcie. Je modulárna a zostavovaná špecificky
pre každú podporovanú kartu. Obsahuje napríklad moduly pre komunikáciu v rámci
karty a DMA moduly využívané pri výmene dát so softvérom.
Zvyšok firmvéru tvoria moduly naprogramované pre akceleráciu konkrétnych činností.
Sú nezávislé na použitej karte, preto je už raz naprogramované moduly možné opä-
tovne využívať aj v iných aplikáciách. V rámci platformy NetCOPE sú aktuálne po-
skytované aj niektoré predpripravené moduly: generovanie presných časových značiek,
extrakcia hlavičiek paketov, klasifikácia paketov, zaznamenávanie kontextov dátových
tokov a napokon porovnávanie podľa regulárnych výrazov.
Ovládače a knižnice Umožňujú ovládanie akceleračnej karty a jej komunikáciu s užíva-
teľskou aplikáciou.
Neakcelerovaná časť aplikácie Hlavná časť užívateľskej aplikácie. Volá funkcie posky-
tované knižnicami/ovládačmi a s ich pomocou komunikuje so svojou akcelerovanou
časťou uloženou vo firmvéri.
1http://www.cesnet.cz/
2http://www.liberouter.org/projects.php
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Obrázek 3.1: Štruktúra platformy NetCOPE
Horizontálne je možné platformu rozdeliť na dve skupiny:
combo Komponenty zabezpečujúce funkčnosť a ovládanie karty. Sú to ovládače combo*
(abstrahujú použitú kartu) a knižnice libcommlbr (pomocné funkcie a makrá vy-
užiteľné aj v aplikáciách) a libcombo (funkcie pre prácu s firmvérom – nahrávanie,
spúšťanie, atď.).
sze Komponenty, ktoré sa starajú o rýchly prenos dát z a do softvéru. Sú to ovládače
szedata2* umožňujúce DMA prenosy a knižnica libsze2 (užívateľsky prívetivé funkcie
pre prenos dát z a do karty).
Táto práca sa zaoberá práve úpravou skupiny sze pre možnosť využitia paralelného
spracovávania, ďalší výklad teda bude zameraný na ňu.
3.2 Prenos dát
Prenos údajov z karty do aplikácie a späť prebieha princípom sze3, pri ktorom sa na pre-
nos dát používajú páry kruhových bufferov. Z každého páru je jeden buffer umiestnený
na karte a druhý v pamäti RAM. Pre dosiahnutie čo najvyššej rýchlosti sú dáta medzi
nimi prenášané pomocou DMA operácií. Vykonáva ich DMA radič integrovaný v aplikačne
3“straight zero copy“
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nezávislej časti platformy v spolupráci s ovládačmi. Prostredníctvom knižníc a ovládačov
pristupuje aplikácia priamo k bufferu v RAM. Odpadá tým réžia typická pre klasický spôsob
prenosu dát – ich postupné kopírovanie medzi niekoľkými zásobníkmi v systéme[3].
Každý buffer je rozdelený na niekoľko oblastí – ich počet je určený počtom vstupno/vý-
stupných rozhraní, s ktorými použitý firmvér pracuje. S každou oblasťou sa pracuje ako so
samostatným bufferom a jej stav je definovaný pomocou dvoch ukazovateľov – jeden ukazuje
na začiatok platných dát (* STARTPTR) a druhý tesne za ich koniec (* ENDPTR). Prenosy sa
inicializujú na základe ich zmien. Grafické znázornenie tohto systému je na obrázku č. 3.2.
Ovládač pracuje s dátami ako so súvislým tokom bajtov. Naopak v knižniciach je zabu-
dovaná podpora práce s jednotlivými paketmi (alebo inými použitými štruktúrami). Vďaka
tomu môžu užívateľské aplikácie prenášať ľubovoľné štruktúry bez toho, aby bolo treba
upraviť ovládač.
Príjem dát z karty (označované ako RX smer)
Pri prijímaní dát kartou zo siete ich táto uloží do svojho buffera od pozície HW ENDPTR.
Radič potom zmení HW ENDPTR a ak je to možné, prenesie dáta do buffera v RAM. Tomu
zároveň upraví SW ENDPTR. Ak toto prebehne v poriadku, dáta z buffera na karte sa uvoľnia
zmenou HW STARTPTR a ovládaču sa prípadným prerušením oznámi ich príchod.
Po spracovaní dát ovládač posunie SW STARTPTR na za ich koniec, čím ich uvoľní (povolí
ich prepísanie novými dátami).
Odosielanie dát do karty (označované ako TX smer)
Dáta určené na odoslanie uloží ovládač do RAM buffera od pozície SW ENDPTR a tento
ukazovateľ nastaví za ich koniec. Jeho zmenou sa informácia o nich predá DMA radiču,
ktorý sa ich pokúsi preniesť do buffera na karte. Ak toto prebehne v poriadku, dáta v RAM
bufferi sa uvoľnia zmenou SW STARTPTR, zatiaľ čo v bufferi na karte sa ich prítomnosť
zaznačí posunutím HW ENDPTR. Prípadným prerušením radič oznámi ovládaču uvoľnenie
miesta v RAM bufferi.
Po spracovaní dát kartou ich táto uvoľní zmenou HW STARTPTR.
Aby mohol byť kruhový buffer v RAM použitý na DMA prenosy, musí byť alokovaný v časti
pamäte, ktorá sa takto dá využiť. Avšak táto býva fragmentovaná a pri väčších bufferoch
by sa mohlo stať, že by v nej nebol voľný dostatočne veľký súvislý blok. Preto je buffer
rozdelený na množstvo blokov, každý s veľkosťou jednej pamäťovej stránky. Tieto bloky
sú pospájané pomocou lineárneho zoznamu popisovačov, ktorý je tiež alokovaný v pamäti
použiteľnej na DMA, pretože s ním pracuje aj DMA radič.
Práca s takto rozdeleným bufferom by bola pre užívateľskú aplikáciu neprimerane kom-
plikovaná, preto ovládač tento buffer pomocou stránkovania pamäte abstrahuje a aplikácii
ho sprístupňuje ako súvislú oblasť pamäte.
10
Obrázek 3.2: Prehľad prenosu dát z (RX) alebo do (TX) karty.
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Kapitola 4
Paralelné spracovávanie
Paralelizácia je proces, pri ktorom sa zo sériového programu vytvára paralelný. Jeho inštruk-
cie sú rozdelené do navzájom nezávislých skupín, ktoré sa potom vykonávajú súčasne na
rôznych výpočtových jednotkách. Je pri tom potrebné zabezpečiť, aby boli skupiny medzi
sebou synchronizované. Vytváranie takýchto programov je teda o niečo náročnejšie a vy-
žaduje pochopenie niektorých princípov, možností a obmedzení. Dôležitá je tiež znalosť
prostriedkov, ktoré má programátor k dispozícii.
Prevažná väčšina osobných aj serverových počítačov vychádza z Von Neumannovskej
architektúry, preto bude nasledujúci výklad zameraný na ňu.
4.1 Spôsoby spracovávania dát na procesore
Podľa Flynnovej klasifikácie1[2] poznáme štyri základné spôsoby vykonávania inštrukcií:
SISD–Single Instruction, Single Data Základný typ. Typický pre sériové spracová-
vanie. V jednom okamihu sa vykonáva jediná inštrukcia, ktorá pracuje iba s jedným
blokom dát. Výhodou je jednoduchý návrh hardvéru a softvéru, nevýhodou priama
závislosť výkonu na frekvencii vykonávania inštrukcií. Využíva sa hlavne v starších,
prípadne jednoduchých počítačoch.
SIMD–Single Instruction, Multiple Data Jedna inštrukcia sa naraz vykonáva na veľ-
kom množstve dát rovnakého typu. Pri vhodných dátach dosahuje až niekoľkonásobné
zrýchlenie oproti SISD. Najčastejšie sa využíva vo forme akcelerátorov – či už grafic-
kých, výpočtových alebo fyzikálnych.
MISD–Multiple Instructions, Single Data Niekoľko rôznych inštrukcii sa vykonáva
nad tými istými dátami. Častým využitím je duplicitné spracovávanie dát odlišnými
verziami toho istého programu na zaistenie správnosti získaných výsledkov. Príkladom
sú počítače zabezpečujúce kritické operácie v lietadlách, elektrárňach, . . .
MIMD–Multiple Instructions, Multiple Data Súčasne beží niekoľko inštrukcií, ktoré
pracujú s rôznymi dátami. V súčasnosti najpoužívanejší typ na osobných a servero-
vých počítačoch.
1Táto klasifikácia predpokladá paralelizmus na úrovni inštrukcií. Avšak ten môže byť aj na iných úrov-
niach – bitovej, programovej či procesorovej. Čiže počítačový systém so SISD procesorom nemusí všetky
svoje činnosti vykonávať nevyhnutne sériovo.
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Podobné delenie existuje aj na úrovni programov (SPDS – Single Program, Single Data; . . . ).
Pri programoch tiež treba rozlišovať paralelný a pseudo-paralelný beh. Pri paralelnom behu
sa programy fyzicky vykonávajú naraz, zatiaľ čo pri pseudo-paralelnom sa vykonávajú sé-
riovo ale premiešane (vykoná sa časť jedného programu, potom časť druhého, potom opäť
časť prvého atď.). Takéto správanie je typické pre systémy s viacúlohovým operačným sys-
témom. Nastáva, ak je počet súčasne vykonávaných úloh väčší ako počet výpočtových
jednotiek v systéme. Cieľom je zvýšenie ich odozvy a vytvorenie dojmu, že sa spracovávajú
súčasne.
4.2 Procesy a vlákna
Na úrovni operačných systémov sa inštancia programu vykonávaná procesorom nazýva
proces. Má určený vlastný adresový priestor a zásobník. Ich obsah spoločne s obsahom pro-
cesorových registrov a stavom pridelených systémových prostriedkov (otvorené súbory, . . . )
určuje stav daného procesu. Procesy sú od seba do veľkej miery nezávislé a keďže nez-
dieľajú skoro žiadne prostriedky, jedinou možnosťou ich vzájomnej komunikácie je zasie-
lanie správ, čo je však časovo náročné. Podobne je náročné prepínanie medzi nimi pri ich
pseudo-paralelnom vykonávaní.
Vlákno je tiež inštancia programu s vlastným stavom, ale na rozdiel od procesu umožňuje
zdieľať svoj adresový priestor a pridelené systémové prostriedky s inými vláknami. Vďaka
tomu umožňujú jednoduchšie zdieľanie dát a vzájomnú komunikáciu. Ich výhodou je tiež
jednoduchšie (rýchlejšie) prepínanie medzi nimi než je tomu v prípade procesov.
Pri programovaní vlákien v jadre Linuxu je možné využiť kthreads. V užívateľských
aplikáciách sú vhodné napríklad pthreads – POSIX štandard pre vytváranie, správu a syn-
chronizáciu vlákien.
Konkrétna implementácia vlákien a procesov sa na rôznych operačných systémoch môže
líšiť, avšak na systémoch typu Linux sú vlákna iba špeciálnym typom procesov. V nasleduj-
úcom texte preto budú (pokiaľ nebude uvedené inak) všetky spolupracujúce procesy/vlákna
označované jednotne vláknami.
4.3 Synchronizácia
Pri paralelnom spracovávaní dát môžu niektoré vlákna spolupracovať. Pri tom sa však po-
trebujú vzájomne synchronizovať, aby zabezpečili správnu postupnosť jednotlivých krokov
programu. Druhým problémom bývajú zdieľané prostriedky. Jedna inštancia nesmie meniť
ich stav či obsah, zatiaľ čo s nimi pracuje iná. Tá by potom totiž pracovala s nekonzis-
tentnými dátami. Časť programu, ktorá sa nesmie vykonávať paralelne sa nazýva kritická
sekcia.
Na zabezpečenie sériového vykonávania kritických sekcií existuje niekoľko používaných
nástrojov:
Semafor Semafor umožňuje vstúpiť do kritickej sekcie iba vopred určenému počtu vlá-
kien. Sú vhodné, ak napríklad zariadenie, s ktorým sa v kritickej sekcii pracuje, môže
v jednom okamihu obsluhovať iba obmedzené množstvo vlákien.
Sú implementované ako číselná hodnota a sada funkcií (minimálne dve), z ktorých
jedna hodnotu zvyšuje a ďalšia znižuje. S touto hodnotou sa smie manipulovať iba
prostredníctvom týchto funkcií. Hodnota nastavená pri inicializácii semaforu určuje
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maximálne množstvo súbežných vlákien v kritickej sekcii. Pri pokuse o vstup do tejto
sekcie vlákno skontroluje hodnotu semaforu a ak je väčšia ako 0 zníži ju o jeden
a pokračuje ďalej. Ak je naopak nulová alebo záporná, vlákno čaká, kým sa jej stav
nezmení. Toto čakanie je zvyčajne realizované uspaním vlákna.
Mutex Mutex je špeciálny typ semaforu, ktorý má pri inicializácii hodnotu 1. Tým zaru-
čuje, že v kritickej sekcii sa bude nachádzať vždy iba jedno vlákno, čiže daný úsek
kódu sa bude vykonávať sériovo. Je to najpoužívanejšia forma semaforov.
Spinlock Spinlock je podobný mutexom. Má však jednu zásadnú odlišnosť – spôsob kont-
roly voľného vstupu do kritickej sekcie.
Zatiaľ čo semafory (vrátane mutexov) pri čakaní spôsobujú uspanie čakajúceho vlákna
a pri uvoľnení vstupu zase jeho oživenie, vlákno využívajúce spinlock nikdy nespí.
Miesto toho v nekonečnom cykle kontroluje stav sekcie.
Uzamykanie a odomykanie spinlockov je podstatne rýchlejšie ako v prípade semaforov
(uspávanie a oživovanie vlákien je časovo náročná operácia), výhodou semaforov ale je, že
počas svojho čakania nezaťažujú procesor. Z tohto dôvodu sa semafory používajú v situá-
ciách, kde vykonanie kritickej sekcie môže trvať pomerne dlhú dobu (v porovnaní s dobou
uspania/prebudenia aplikácie). Naopak, spinlocky sú vhodné na správu krátkych a rýchlych
sekcií, pri ktorých by uspanie/oživenie bolo plytvaním procesorového času.
Všetky operácie so spinlockmi/semaformi musia prebiehať sériovo, atomicky. To zna-
mená, že kontrola a zmena ich stavu musí prebehnúť v jednom kroku, inak by mohlo dôjsť
k tzv. ”race conditions”. Sú to chyby závislé na poradí vykonávania vlákien. Keby sa na-
príklad dve vlákna pokúsili vstúpiť do jednej sekcie, obe by skontrolovali aktuálnu hodnotu
mutexu/spinlocku, obe by zistili že je voľný a obe by vstúpili do sekcie súčasne. Pre zaru-
čenie atomickosti týchto operácií sa využíva hardvérová podpora v procesoroch.
Okrem semaforov/spinlockov existujú aj iné možnosti, ako zabezpečiť správnu postup-
nosť krokov programu. Príkladom sú atomické premenné, bitové operácie no tiež tzv. ”lock-
free”algoritmy. Tie umožňujú vykonávať niektoré činnosti paralelne aj bez použitia zámkov.
Ich výhodou je väčšia rýchlosť (nepotrebujú žiadne zamykanie/odomykanie), avšak niekedy
ich použitie nie je možné.
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Kapitola 5
Ovládače
Táto sekcia sa zameriava na základy implementácie ovládača pod systémom Linux. Pri jej
tvorbe bolo čerpané z knihy Linux Device Drivers, Third Edition[1].
5.1 Zariadenia
Zariadenia sú v systéme Linux rozdelené do troch základných skupín:
Znakové zariadenia Sú to zariadenia pracujúce s prúdom dát. Môžu ho čítať či zapisovať,
ale nemôžu sa v ňom presúvať. Príkladom takého zariadenia je terminál.
Blokové zariadenia Tieto zariadenia pracujú s blokmi dát – nie s bajtmi ako znakové za-
riadenia. Umožňujú tiež presúvanie sa v zariadení a čítanie z rôznych oblastí. Vďaka
abstrakcii s nimi môže užívateľská aplikácia pracovať rovnako ako so znakovými za-
riadeniami. Príkladom sú pevné disky.
Sieťové zariadenia Zariadenia prijímajúce a odosielajúce pakety.
Znakové a blokové zariadenia sú zvyčajne reprezentované uzlom v adresári /dev/. Sieťové
zariadenia síce majú pridelené mená rozhraní, avšak nemajú reprezentáciu v súborovom
systéme.
Súčasný ovládač szedata2 je ovládačom znakového zariadenia, preto bude nasledujúci
vklad zameraný na tento typ.
Aby mohol operačný systém pracovať so zariadeniami, ktoré sú v počítači, musí vedieť
ako ich ovládať. Avšak existuje veľké množstvo rôznych zariadení, preto pre každé z nich
existuje špecializovaný softvér, ktorý nad nimi vytvára abstraktnú vrstvu a tým umožňuje
operačnému systému ovládať podobné zariadenia jednotným spôsobom. Tomuto softvéru sa
hovorí ovládač a v systémoch typu Linux je spravidla implementovaný v podobe modulov
do jadra.
5.2 Pridávanie a odstraňovanie zariadenia
Každé znakové zariadenie je v jadre systému reprezentované štruktúrou cdev. Pri inicia-
lizácii ovládača je nutné túto štruktúru pripraviť volaním funkcie cdev init(). Ako druhý
parameter očakáva štruktúru file operations. Tá obsahuje zoznam systémových volaní
podporovaných ovládačom pre dané zariadenie.
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Následne je potrebné pripravené zariadenie zaregistrovať. Na to slúži funkcia cdev add(),
ktorá ako parametre okrem štruktúry zariadenia očakáva aj jeho číslo a počet po sebe
nasledujúcich čísel, ktoré má zariadeniu priradiť (zvyčajne iba jedno). Číslo sa skladá z tzv.
major a minor čísel. Major určuje ovládač, ktorý sa o dané zariadenie stará a minor jeho
inštanciu v rámci ovládača. Tieto čísla musia byť v rámci systému unikátne. Možno ich
priradiť ručne, no bezpečnejšie je alokovať ich dynamicky funkciou alloc chrdev region().
Znakové zariadenia môžu mať svoju reprezentáciu v podobe uzla v súborovom systéme.
To aplikáciám umožňuje pristupovať k zariadeniu rovnako ako k súboru. Na vytvorenie
takého uzla manuálne sa používa príkaz mknod, pre poloautomatické vytváranie je vhodný
systém udev.
Od tohto okamihu je zariadenie viditeľné celému systému. Pri odoberaní zariadenia treba
najprv toto odregistrovať funkciou cdev del() a následne funkciou unregister chrdev region()
uvoľniť prípadne alokované čísla zariadenia.
5.3 Práca so zariadením
Systémové volania
Štandardným spôsobom komunikácie aplikácie s modulom je využitie systémových volaní1.
Ich tvar a parametre sú pevne dané, ich implementácia je ale na programátorovi modulu.
Zoznam implementovaných volaní je uložený v už spomínanej štruktúre file operations.
Ich hodnotou je adresa funkcií v module, ktoré sa majú pri danom volaní spustiť. Väčšina
znakových zariadení implementuje aspoň funkcie open() a close(), ale často aj read(),
write(), poll(), ioctl() a iné.
Keď aplikácia otvorí uzol reprezentujúci zariadenie, systém vytvorí štruktúru file
(predstavuje otvorený súbor) a spolu so štruktúrou inode (predstavuje uzol zariadenia) ju
predá funkcii ovládača. Tu sa zvyčajne zariadenie pripraví na použitie a informácie o tejto
inštancii sa uložia do file->private. Pri volaní iných systémových volaní je im predávaná
práve táto štruktúra, vďaka čomu si ovládač môže udržovať kontext. Pri uzatvorení uzlu
aplikáciou sa zavolá funkcia release, po jej ukončení systém uvoľní štruktúru file.
ioctl()
Jedným z častých spôsobov, ako umožniť aplikácií volanie funkcií modulu, ktoré nepatria
medzi systémové volania, je využitie rozhrania ioctl(). ioctl() je tiež systémové volanie, ale
jedným z jeho parametrov je číselný kód funkcie, ktorá sa má vykonať. Zoznam podporo-
vaných kódov deklaruje autor ovládača. V ovládači je ioctl() definovaná ako funkcia, ktorá
na základe predaných parametrov vykonáva požadovanú činnosť.
Zatiaľ čo aplikácia beží v užívateľskom režime, ioctl() beží v režime jadra. Všetky dáta,
ktoré má ioctl() prijať alebo vrátiť teda musia byť kopírované medzi adresovými priestormi
aplikácie a jadra. Na to slúžia makrá get user a put user pre malé množstvo dát, prípadne
funkcie copy from user() a copy to user() pre väčšie dátové objemy.
mmap()
Neoddeliteľnou súčasťou práce so zariadením je prenos dát – či už zo zariadenia do aplikácie
alebo naopak. Tieto môžu byť uvedené ako parametre systémových volaní. Avšak nevýhodou
1Zoznam týchto volaní je možné nájsť na die.net [4].
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je, že dáta sa musia kopírovať medzi pamäťovými priestormi jadra a aplikácie. Hoci zvyčajne
toto nevadí a mnoho ovládačov podporuje práve tento spôsob, niekedy je v záujme rýchlosti
potrebné sa kopírovaniu vyhnúť. Na to slúži systémové volanie mmap(). Podľa zadaných
parametrov namapuje časť adresového priestoru ovládača do adresového priestoru aplikácie
a tá potom môže s jeho obsahom manipulovať priamo.
Podporu pre mmap() musí opäť implementovať autor ovládača. Pri zavolaní tejto funkcie
aplikáciou sa spustí určená funkcia ovládača. Jedným z parametrov, ktoré získa je štruktúra
vma area struct. Z jej obsahu je možné vyčítať o akú oblasť má aplikácia záujem. Ak ide
o oblasť, na ktorú má ovládač logickú adresu, mapuje ju funkciou remap pfn range(), ak
virtuálnu, tak funkciou remap vmalloc range().
Keď už aplikácia namapovanú oblasť nepotrebuje, musí ju uvoľniť systémovým volaním
munmap().
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Kapitola 6
Návrh implementácie
V súčasnosti sú szedata2 aj libsze2 optimalizované pre jednu aktívnu aplikáciu. Umožňujú
síce súbežnú činnosť dvoch rôznych aplikácií, avšak tieto navzájom nemôžu spolupracovať –
sú od seba oddelené. Ak teda všetka aktivita prebieha na jedinom rozhraní, všetky aplikácie,
ktoré na ňom počúvajú musia spracovať všetky pakety. Toto je problém, hlavne ak ide
týmto rozhraním veľké množstvo paketov – aktívne sú všetky aplikácie a tým celý systém
spomaľujú. Cieľom teda je navrhúť ovládač tak, aby umožňoval cielené prerozdelovanie
prichádzajúcich paketov. V tejto práci bude riešený iba príjem, pretože odosielanie je riešené
iným, ťažko upraviteľným spôsobom.
V ovládači (a rovnako aj v knižnici) bude vytvorená nová štruktúra, reprezentujúca
skupinu spolupracujúcich aplikácií–vlákien. Každé vlákno bude samostatnou jednotkou,
jeho skupina bude iba určovať, ktoré dáta si môže pre seba uzamknúť a ktoré nie. Vlákno
bude zároveň jednotkou, v ktorej si ovládač bude môcť udržovať kontext. Vlákna aj ich
skupiny budú mať vlastné sady ukazovateľov, ktorými si dáta v kruhovom bufferi budú
uzamykať. Ukážka dvoch skupín vlákien je na obrázku 6.1.
Obrázek 6.1: Ukážka buffera a niekoľkých vlákien.
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Kapitola 7
Implementácia ovládača szedata2
Ovládač szedata2 má na starosti obsluhu aplikácií využívajúcich rýchle prenosy z a do
karty. Je hardvérovo nezávislý a všetka logika obsluhy je implementovaná v ňom. Bol preto
upravený tak, aby umožňoval súčasnú prácu nad spracovávanými dátami.
7.1 Poznámky k implementácii
Vlákna
Pri úpravách ovládača bolo dbané na zachovanie čo najväčšej kompatibility s už existujúcimi
aplikáciami. Preto je jeho nová funkčnosť pre aplikácie transparentná. Ak ju chcú využiť,
musia použiť na to pripravené volania.
Ovládač vždy pracuje s vláknom. Pri otvorení zariadenia užívateľom sa vytvorí podkla-
dová štruktúra reprezentujúca skupinu spolupracujúcich vlákien a tiež jedno vlákno, ktoré
je do tejto skupiny pridané. Toto vlákno potom slúži na udržiavanie kontextu a všetky
volania, ktoré aplikácia vykonáva sa dejú cezeň.
Každé vlákno, ktoré vznikne otvorením zariadenia, patrí do novovytvorenej skupiny. Tie
sú navzájom nezávislé a umožňujú súbežný prístup k rovnakým dátam – fungujú v režime
MPSD (Multiple Programs, Single Data).
Ak chce užívateľ dáta prístupné konkrétnej skupine prerozdeliť medzi viac vlákien a ne-
spracovávať ich iba jedným štandardným vláknom, musí postupovať nasledujúcim spôso-
bom:
1. Otvoriť zariadenie systémovým volaním open(), čím užívateľ získa jedno vlákno a novú
skupinu.
2. Systémovým volaním ioctl() nad týmto vláknom s parametrom SZE2 IOC GET APPID
zistiť identifikátor jeho skupiny.
3. Opätovným volaním open() získať ďalšie vlákno.
4. Systémovým volaním ioctl() nad novým vláknom s parametrami SZE2 IOC ADD THREAD
a získaným identifikátorom skupiny pridať toto vlákno do požadovanej skupiny.
5. Opakovať kroky 3. a 4. pre želaný počet vlákien.
Takto vytvorené vlákna patria do rovnakej skupiny. Dáta, ktoré má táto k dispozícii
si vlákna medzi sebou delia, no nezdieľajú ich – fungujú v režime SPMD (Single Program,
Multiple Data).
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Všetky získané vlákna sú si rovnocenné a je možné nad nimi vykonávať ľubovoľné vo-
lania podporované ovládačom. Pre korektné ukončenie práce so zariadením je potrebné
všetky vytorené vlákna uzavrieť (či už ide o štandardné vlákno alebo o skupinu spolupra-
cujúcich vlákien) systémovým volaním close(). Pri uzatvorení posledného vlákna patriaceho
do nejakej skupiny sa automaticky uzavrie aj tá.
Uzamykanie a odomykanie dát
Všetky uzamknuté dáta musia byť aplikáciou neskôr odomknuté. Ak by sa vlákno pokúšalo
uzamknúť ďalšie dáta, hoci ešte neodomklo predchádzajúce, uzamknutie sa nepodarí.
V ovládači je implementované nové ioctl() volanie – SZE2 IOC RXCOMPACTLOCK. Štan-
dardne sa pri uzamknutí dát na nejakom rozhraní uzamkne celé toto rozhranie a iné vlákna
k nemu nemôžu pristupovať. Pomocou tohto volania je možné zmenšiť veľkosť uzamknutej
oblasti o požadovanú hodnotu a tým umožniť ostatným vláknam prístup k neuzamknutým
údajom. Toto volanie ale musí nasledovať bezprostredne po uzamknutí dát, inak je jeho
správanie nedefinované.
Z dôvodu veľkej komplexnosti odosielania dát nie je implementovaná podpora viacná-
sobného uzamknutia jedného odosielacieho rozhrania rôznymi vláknami. Dôsledkom je, že
v jednom okamihu môže cez jedno rozhranie odosielať iba jedno vlákno.
7.2 Štruktúry využívané ovládačom
Nasleduje výpis niektorých významných štruktúr ovládača.
Štruktúry pre prenos dát
szedata2 Je to štruktúra popisujúca zariadenie. Obsahuje zoznam skupín používajúcich
toto zariadenie, informácie o jeho stave, popisovače kruhových bufferov (zedata2 ring)
a odkazy na hardvérovo závislé funkcie.
szedata2 ring Štruktúra popisujúca jeden kruhový buffer. Obsahuje popisovače blokov,
z ktorých sa skladá (szedata2 block) a oblastí, medzi ktoré sú jeho bloky rozdelené
(szedata2 area).
szedata2 area Popisuje jednu oblasť kruhového buffera. Predstavuje kruhový zoznam –
obsahuje informácie o jeho začiatku a konci, počte pristupujúcich skupín a umiestnení
v bufferi.
szedata2 block Položka lineárneho zoznamu mapujúceho kruhový buffer. Mapuje jeho
fyzickú adresu s virtuálnou.
Štruktúry popisujúce užívateľské aplikácie
szedata2 grp Predstavuje jednu nezávislú skupinu vlákien. Obsahuje odkaz na používané
zariadenie (szedata2), zoznam vlákien, ktoré sa v nej nachádzajú (szedata2 thread),
ukazovatele do RX kruhového buffera (označujú aktuálne uzamknuté dáta v zariadení
všetkými jej vláknami; v tomto texte budú označované ako APP HEAD a APP TAIL),
veľkosť rezervovaného miesta v TX bufferi (v tomto texte označovaná ako TX SIZE)
a stavové údaje tejto aplikácie (sze2 grp info).
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sze2 grp info Obsahuje informácie o kruhovom bufferi určené pre užívateľskú aplikáciu.
Tá vďaka nim môže namapovať kruhový buffer a čítať/zapisovať priamo doň. Štruk-
túru je možné namapovať pomocou mmap().
szedata2 thread Reprezentuje jedno vlákno. Je to základná štruktúra používaná v ovlá-
dači. Obsahuje odkaz na skupinu, ktorej je členom (szedata2 grp), stavové informácie
tohto vlákna (sze2 thread info) a ukazovatele do RX kruhového buffera (označujú
aktuálne uzamknuté dáta v zariadení daným vláknom; v tomto texte budú označované
ako TH HEAD a TH TAIL).
sze2 thread info Obsahuje informácie o dátach, s ktorými sa vlákno chystá pracovať
a s ktorými už pracuje (sze2 adesc). Túto štruktúru je možné namapovať pomo-
cou mmap().
Štruktúry určené pre komunikáciu s užívateľskými aplikáciami
sze2 adesc Popisuje oblasť v kruhovom bufferi pripravenú pre použitie vo vlákne.
sze2 subscribe area Pomocou nej vlákno oznamuje ovládaču, s ktorými rozhraniami
karty sa chystá pracovať.
sze2 tx lock a sze2 rx lock Vlákno cez ne žiada o uzamknutie dát pre jeho použitie.
sze2 tx unlock a sze2 rx unlock Vlákno cez ne oznamuje ovládaču, ktoré dáta už ne-
potrebuje.
7.3 Inicializácia a de-inicializácia ovládača
Hardvérovo závislá časť ovládača pripraví hardvér a podľa jeho typu vytvorí funkciou sze-
data2 alloc() štruktúru szedata2. Odkazy na funkcie v nej nastaví na funkcie vhodné pre
použitú COMBO kartu a firmware. Potom a funkciou szedata2 alloc dmaspace() alokuje
kruhové buffery potrebné pre DMA. V hardvérovo nezávislej časti sa následne funkciou sze-
data init() alokujú major a minor čísla pre zariadenie a funkciou szedata2 register() sa toto
zaregistruje v systéme ako znakové zariadenie szedataIIx (x je číslo szedata2 zariadenia
v systéme).
Pri de-inicializácii, ak so zariadením nič nepracuje, funkcia szedata2 destroy() toto od-
registruje a funkcia szedata exit() uvoľní alokované major a minor čísla.
7.4 Verejné funkcie ovládača
V tejto časti je uvedený prehľad funkcií a volaní, ktoré ovládač od aplikácií podporuje. Sú
uvedené v ich typickom poradí vyvolávania.
open() Otvorenie zariadenia
Spustí sa funkcia szedata open(), ktorá zavolá funkciu szedata2 add new grp() aby vy-
tvorila a zinicializovala štruktúry szedata2 grp a sze2 grp info a zároveň zvýšila
počet referencií na zariadenie. Následne zavolá funkciu szedata2 add new thread(),
ktorá vytvorí a zinicializuje štruktúry szedata2 thread a sze2 thread info, čím
pridá do skupiny jedno štandardné vlákno. Ak všetko prebehne v poriadku, do štruk-
túry file->private si poznačí kontext v podobe odkazu na vytvorené vlákno.
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ioctl SZE2 IOC AREASIZE Zistenie veľkosti kruhového buffera.
Vracia veľkosť kruhového buffera pre požadované rozhranie.
ioctl SZE2 IOC GET APPID Získanie identifikátora skupiny
Vracia identifikátor skupiny volajúceho vlákna.
ioctl SZE2 IOC ADD THREAD Pridanie ďalšieho vlákna do skupiny
Spustí sa funkcia szedata2 add thread(), ktorá funkciou szedata2 close() volajúce vlákno
zruší. Miesto neho vytvorí v cieľovej skupine funkciou szedata2 add new thread() nové
vlákno a toto vráti. Prípadné nastavenia pôvodného vlákna nebudú zachované.
mmap() Mapovanie pamäte zariadenia
Spustí funkcia szedata2 mmap(), ktorá na základe parametrov namapuje informačné
štruktúry sze2 grp info a sze2 thread info do adresového priestoru volajúcej ap-
likácie. V prípade, že aplikácia bude požadovať namapovanie kruhového buffera, bude
zavolaná funkcia szedata2 ring mmap(). Tá zaregistruje funkciu
szedata2 ring mmap fault(), ktorá zabezpečí, že vždy, keď sa aplikácia pokúsi pris-
túpiť do kruhového buffera, ktorý považuje sa súvislú oblasť, bude transparentne
presmerovaná do jedného z jeho skutočných blokov.
ioctl SZE2 IOC SUBSCRIBE AREA Zaregistrovanie rozhraní, s ktorými bude vlákno
pracovať
Spustí sa funkcia szedata2 subscribe area(). Tá, ak vlákno ešte nie je aktívne, zaznačí
požadované rozhrania do jeho štruktúry sze2 thread info.
ioctl SZE2 IOC START Aktivovanie vlákna
Spustí sa funkcia szedata2 start devices(). Ak má vlákno zaregistrované nejaké roz-
hrania a nemá ich ešte spustené, funkciou szedata2 start hw() sa spustia. Následne
sa poznačia do štruktúry sze2 thread info a inicializujú sa TH HEAD a TH TAIL. Do
štruktúry szedata2 grp sa zaznačí, že je vlákno aktívne. V prípade, že toto je jediné
aktivované vlákno v jeho skupine, inicializujú sa aj APP HEAD, APP TAIL a TX SIZE
a skupina sa pridá do zoznamu aktívnych skupín.
poll() Čakanie vlákna na spracovanie dát hardvérom
Spustí funkciu szedata poll(), ktorá podľa predaných parametrov uspí volajúce vlákno.
ioctl SZE2 IOC RXLOCKDATA Zamknutie prichádzajúcich dát
Spustí sa funkcia szedata2 rxlock data(). Tá porovnaním APP HEAD a SW ENDPTR skon-
troluje, či sú na aktivovaných rozhraniach tohto vlákna nové dáta, ktoré si ešte
žiadne z vlákien v jeho skupine neuzamklo. V rámci jednej aplikácie sú tak dáta
uzamknuté maximálne jedným vláknom. Z vyhovujúcich rozhraní vyberie to, kde je
nových dát najviac a toto uzamkne. Informácie, ktoré užívateľská aplikácia potrebuje,
aby k dátam mohla pristupovať, sú uložené do štruktúry sze2 thread info. Funkcia
zároveň nastaví APP HEAD a TH HEAD. Ak nové dáta nie sú, vracia sa počet dostupných
rozhraní, ak sú, vracia sa číslo použitého rozhrania.
ioctl SZE2 IOC RXCOMPACTLOCK Zmena veľkosti uzamknutej oblasti, ktorá bola
získaná volaním SZE2 IOC RXLOCKDATA
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Spustí sa funkcia szedata2 rxcompact size(), ktorá podľa predaného parametra upraví
SW ENDPTR a volaním funkcie szedata2 recompute rxhead() nastaví nové APP HEAD
a SW ENDPTR.
ioctl SZE2 IOC RXUNLOCKDATA Odomknutie prichádzajúcich dát
Spustí sa funkcia szedata2 rxunlock data(), ktorá prípadné uzamknuté dáta odomkne,
upraví TH TAIL a volaním funkcie szedata2 recompute rxtail() nastaví nové APP TAIL
a SW STARTPTR.
ioctl SZE2 IOC TXLOCKDATA Rezervovanie miesta pre odchádzajúce dáta
Spustí sa funkcia szedata2 txlock data(). Z SW STARTPTR a SW ENDPTR sa najprv určí,
či je na požadovanom rozhraní dostatok voľného miesta. Funkcia potom toto miesto
uzamkne, do TX SIZE zaznačí jeho veľkosť a informácie, ktoré užívateľská aplikácia
potrebuje, aby k dátam mohla pristupovať, uloží do štruktúry sze2 thread info
vlákna.
ioctl SZE2 IOC TXUNLOCKDATA Odomknutie odchádzajúcich dát
Spustí sa funkcia szedata2 txunlock data(). Tá prípadné uzamknuté dáta odomkne
a na základe ich veľkosti spočíta a nastaví nový SW ENDPTR.
ioctl SZE2 IOC STOP Zastavenie vlákna
Spustí sa funkcia szedata2 stop devices(). V nej sa volajúce vlákno odstráni zo zoznamu
aktívnych vlákien a ak to bolo jediné aktívne vlákno v jeho skupine, zo zoznamu ak-
tívnych sa odstráni aj ona. Ak malo vlákno uzamknuté nejaké dáta, odomknú sa.
Každé rozhranie, ktoré používalo toto vlákno, a ktoré už nie je používané žiadnym
iným vláknom, bude zastavené volaním funkcie szedata2 stop hw().
close() Uzavretie vlákna
Spustí funkciu szedata release(). Tá najprv zavolá funkciu szedata2 stop devices(),
ktorou označí dané vlákno za neaktívne. Následne sa vlákno odstráni zo zoznamu
existujúcich vlákien a uvoľní štruktúry, ktoré používalo. V prípade, že to bolo posledné
vlákno v jeho skupine, táto sa odstráni tiež a zníži sa počet referencií na na toto
zariadenie.
7.5 Zabezpečenie súčasného prístupu
Aby k ovládaču mohli súčasne pristupovať viaceré aplikácie, jeho zdieľané časti sú chránené
spinlock-mi a funkcie, v ktorých je pravdepodobný spánok volajúcej aplikácie zase mutexom.
Ten chráni aj funkcie, ktoré musia byť vykonávané bezprostredne za sebou.
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Kapitola 8
Implementácia knižnice libsze2
Knižnica libsze2 slúži predovšetkým na zjednodušenie práce so zariadením a jeho ovládačom
szedata2. Avšak navyše poskytuje funkcie pre prácu s jednotlivými hardvérovými paketmi.
Prenášané dáta sú totiž zvyčajne tvorené práve nimi. Ich tvar a obsah je určený akcelerova-
nou časťou aplikácie. Keďže knižnica abstrahuje funkcie ovládača, bola upravená tak, aby
mohla využívať jeho nové vlastnosti.
8.1 Poznámky k implementácii
Vlákna
Pri úpravách knižnice bolo dbané na zachovanie čo najväčšej kompatibility s už existujúcimi
aplikáciami. Z pohľadu užívateľských aplikácií došlo iba k pridaniu nových funkcií pre pre
príjem dát a vytvorenie nového vlákna.
Vnútorne bola knižnica upravená tak, aby jej štruktúry korešpondovali so štruktúrami
ovládača – boli teda vytvorené štruktúry skupiny vlákien a samotného vlákna (táto zároveň
určuje kontext).
Otvorením zariadenia funkciou szedata open() užívateľská aplikácia získa identifikátor
vlákna, ktoré sa nachádza vo svojej vlastnej skupine. Každým ďalším otvorením získa nové
takéto nezávislé vlákno. Spolupracujúce vlákna môže užívateľ získať zavolaním funkcie sze-
data add thread(), ktorej ako parameter predá vlákno, do ktorého skupiny sa má nové vlákno
pridať. Funkcia mu vráti takto pripravené vlákno. Všetky vytvorené vlákna sú rovnocenné –
každému treba nastaviť, s ktorými rozhraniami má pracovať, aktivovať ho a na konci uza-
vrieť funkciou szedata close(). Pri uzavretí posledného vlákna v jeho skupine sa zruší aj
tá.
Uzamykanie a odomykanie dát
Všetky uzamknuté dáta musia byť aplikáciou neskôr odomknuté. Ak by sa vlákno pokúšalo
uzamknúť ďalšie dáta, hoci ešte neodomklo predchádzajúce, uzamknutie sa nepodarí.
Užívateľovi je sprístupnená aj funkcia szedata rx compact lock(), ktorá obaluje novú
funkciu ovládača – zmenu veľkosti už uzamknutej oblasti s prijímanými dátami. Pri jej pou-
žití ale užívateľ musí byť opatrný (viď. Poznámky k implementácii ovládača).
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Prijímanie dát
Knižnica poskytuje tri funkcie pre čítanie paketov zo zariadenia: szedata read next() a nové
szedata read next packet() a szedata read next bytes(). Všetky funkcie sa z pohľadu užíva-
teľa správajú prakticky rovnako. Avšak prvá spomínaná nemá podporu pre viacero spolu-
pracujúcich vlákien, len pre navzájom nezávislé. Voči zvyšným dvom má ale nižšiu réžiu,
pretože zamyká celé rozhranie naraz, nie po častiach. Toho sa dá vhodne využiť, ak užívateľ
nechce použiť viacero vlákien, ale iba jedno. V tom prípade je pre maximálnu rýchlosť lepšie
použiť túto funkciu. Pozor! szedata read next() nie je kompatibilná s ostatnými, nemožno
ich teda v programe ľubovoľne zamieňať. Takisto musí byť volaná iba nad vláknom, ktoré
je vo svojej skupine jediné, inak je jej správanie nedefinované.
Odosielanie dát
Z dôvodu veľkej komplexnosti odosielania dát v knižnici nie je implementovaná plná pod-
pora viac-vláknového odosielania. V jednom okamihu je preto cez jedno rozhranie možné
odosielať iba jeden blok dát. Súbežné odosielanie z rôznych rozhraní ale možné je.
8.2 Štruktúry využívané knižnicou
szedata grp Predstavuje jednu nezávislú skupinu vlákien. Obsahuje informácie o používa-
nom zariadení a počte zoskupených vlákien, namapované stavové údaje tejto skupiny
(sze2 grp info) a namapované kruhové buffery.
szedata Reprezentuje jedno vlákno. Je to základná štruktúra používaná v knižnici. Ob-
sahuje odkaz na skupinu vlákien, v ktorej sa nachádza (szedata2 grp), namapované
stavové informácie tohto vlákna (sze2 thread info) a pomocné premenné potrebné
pre jeho činnosť.
szedata lock Popisuje uzamknutú oblasť v kruhovom bufferi.
szedata2 packet Štruktúra štandardného hardvérového paketu.
8.3 Nové a upravené funkcie
Vďaka snahe o zachovanie pôvodného rozhrania ovládača szedata2 nebolo potrebné robiť
väčšie zásahy ani do funkcií tejto knižnice. Avšak niektoré z nich museli byť prepísané a zo-
pár ich tiež pribudlo. V nasledujúcej sekcii bude nasledovať ich prehľad. Zoznam ostatných
funkcií je možné nájsť na die.net[4].
szedata open() Alokuje nové vlákno (szedata) a skupinu, do ktorej patrí (szedata grp)
a otvorí zariadenie systémovým volaním open(). Následne systémovým volaním mmap()
namapuje stavové údaje skupiny (sze2 grp info) a kruhový buffer. Nastaví počet
vlákien danej skupiny na 1 (práve vytvorené) a zavolá funkciu szedata prepare sze().
V nej sa nové vlákno inicializuje a namapujú sa mu jeho stavové informácie
(sze2 thread info).
szedata add thread() Alokuje nové vlákno (szedata). Skupinu, do ktorej má patriť
(szedata grp), nastaví na rovnakú akú má vlákno, ku ktorému sa má toto pridať.
Otvorí zariadenie systémovým volaním open() a volaniami ioctl SZE2 IOC GET APPID
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a ioctl SZE2 IOC ADD THREAD nové vlákno pridá do skupiny volajúceho vlákna. Zvýši
informáciu o počte vlákien danej skupiny a zavolá funkciu szedata prepare sze(), kde
sa nové vlákno zinicializuje a namapujú sa mu jeho stavové informácie
(sze2 thread info).
szedata rx compact lock Obalová funkcia pre zmenšenie veľkosti naposledy uzamknu-
tých prijímaných dát v kruhovom bufferi. Volá ioctl SZE2 IOC RXCOMPACTLOCK.
szedata stop() Funkcia najskôr odomkne všetky neodomknuté dáta volajúceho vlákna
a následne zavolá ioctl SZE2 IOC STOP.
szedata close() Zastaví činnosť aktuálneho vlákna volaním funkcie szedata stop(), odma-
puje jeho stavové informácie (sze2 thread info), systémovým volaním close() ho
uzavrie a následne ho zruší. Funkcia ďalej zníži informáciu o počte vlákien v jeho
skupine a ak sa tá stane prázdnou, odmapuje jej kruhový buffer a stavové informácie
a zruší aj ju.
szedata read next packet() Funkcia slúžiaca na rozpoznávanie paketov v prijímaných
dátach a ich postupné predávanie volajúcemu vláknu. Ak má vlákno uzamknuté dáta,
ktoré už ale spracovalo, najskôr ich funkciou szedata ct rx unlock() odomkne. Ak
vlákno nemá uzamknuté žiadne dáta, volaním funkcie szedata ct rx lock() sa pok-
úsi nejaké uzamknúť. V prípade, že sa to nepodarí, alebo je uzamknutých dát málo,
pri nasledujúcom pokuse o získanie paketu bude vlákno uspané systémovým volaním
poll(). V prípade úspešného uzamknutia nových dát je zablokované celé rozhranie, na
ktorom sa nachádzajú. Z toho dôvodu funkcia podľa hlavičiek hardvérových paketov
identifikuje hranice niekoľkých po sebe nasledujúcich paketov (množstvo je nastavi-
teľné) a volaním funkcie szedata rx compact lock() zvyšné dáta uvoľní pre použitie
ostatným vláknam. Prvý z takto nájdených paketov pripraví pre spracovanie užíva-
teľom a odkaz naň predá volajúcemu vláknu. Pri nasledujúcich volaniach tejto funkcie
sa postupne vracajú zvyšné zamknuté pakety. Keď vlákno spracuje všetky, odomkne
ich a pokúsi sa uzamknúť ďalšie.
szedata read next bytes() Táto funkcia sa správa podobne ako szedata read next packet().
Tiež si najskôr uchová väčšie množstvo paketov, ktoré potom postupne vracia. Avšak
ak je veľkosť paketov konštantná, je vhodnejšie použiť túto funkciu, pretože má jed-
noduchší (rýchlejší) algoritmus pre uzamknutie potrebných dát.
8.4 Zabezpečenie súčasného prístupu
Knižnica je proti nebezpečnému paralelnému prístupu chránená pthread mutexami, ktoré
bránia, aby jedno vlákno naraz volalo dve rúzne funkcie. Ostatné kombinácie sú až na malé
výnimky povolené.
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Kapitola 9
Testovanie vlastností
implementácie
Testovanie prebiehalo na jednom zo strojov projektu Liberouter. Použitý bol 8-procesorový
stroj medoc a na generovanie paketov zariadenie Spirent. Fyzická karta použitá na danom
stroji umožňuje príjem/odosielanie paketov rýchlosťou 1Gb/s na štyroch samostatných roz-
hraniach.
Spracovávanie dát vláknami je simulované buď počítaním ich CRC alebo uspaním vlákna
na určitú dobu. Zatiaľ čo prvá možnosť testuje reálnu prácu s dátami, pomocou druhej
možno zistiť záťaž procesora, ktorú spôsobuje samotný príjem/odosielanie. Vzhľadom na
to, že testovací stroj zvláda spočítať CRC prichádzajúcich paketov aj jediným vláknom, je
toto počítané 10-krát. Tým sa simuluje prípad, keď rovnaký stroj bude musieť spracovávať
pakety prichádzajúce väčšou rýchlosťou ako v súčasnosti, alebo ak s nimi bude musieť robiť
náročnejšie operácie.
Každý test bol vykonaný trikrát a trval 60 sekúnd, počas ktorých Spirent poslal do
aplikácie 50 675 676 paketov. Prijímacia aplikácia bola zaťažená spracovávaním už došlích
paketov, preto začala niektoré nové zahadzovať. Cieľom meraní bolo určiť, či a ako veľmi
nová implementácia pomáha tomuto problému predchádzať. Keďže táto práca je zame-
raná na paralelizáciu príjmu a zdrojový kód odosielania sa zmenil iba minimálne, nebolo
odosielanie testované na výkon, iba na funkčnosť.
9.1 Testovacia aplikácia
Pre potreby otestovania správnej implementácie ovládača aj knižnice bola vytvorená apli-
kácia sze2test mt. Umožňuje príjem aj odosielanie dát, ich výpis na obrazovku a tiež výpis
štatistík zozbieraných počas jej činnosti. Obsahom týchto štatistík je doba behu programu,
záťaž procesora, množstvo prijatých/odoslaných paketov a objem spracovaných dát. Na ich
základe potom počíta priepustnosť implementácie.
Po spustení skontroluje zadané parametre, vygeneruje podľa nich skupiny s vláknami
a zadá im činnosti, ktoré majú vykonávať. Následne ich naraz odštartuje (aby ich výkon
nebol ovplyvnený vytváraním ostatných vlákien). Po prijatí signálu CTRL-C sa vlákna
ukončia a sze2test mt zozbiera a zobrazí štatistiky.
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9.2 Popis a výsledky testovania
Podpora súbežnej práce viacerých vlákien si vyžiadala úpravu a zväčšenie komplexnosti
ako ovládača, tak aj nadstavbovej knižnice. Snahou bolo čo najviac toto zvýšenie réžie
obmedziť. Pre zistenie úspešnosti tejto snahy jednovláknové testy porovnávajú rovnaké
činnosti za použitia starých a nových ovládačov. V prípade nových ovládačov bolo použité
iba jedno vlákno.
Úlohou viac-vláknovej sady testov bolo zistiť, aké veľké urýchlenie je možné novou im-
plementáciou dosiahnuť, ak sa použije viacero vlákien. Testy prebiehali s využitím nových
ovládačov.
Prijímanie paketov – jedno-vláknový test
Test prebiehal pre tri rôzne prípady. V prvom prípade bol zavedený pôvodný ovládač a kniž-
nica. V druhom a treťom prípade bol zavedený nový ovládač a knižnica. Pre čítanie bola
v prvom a druhom prípade použitá funkcia szedata read next(), v treťom naopak funkcia
szedata read next packet().
Volaná funkcia Množstvo prijatých Rýchlosť ∆ ∆
paketov prijímania rýchlosti paketov
szedata read next() 13 631 545 238,579 Mb/s 0,0 % 0,0 %
szedata read next() 13 631 545 238,579 Mb/s 0,0 % 0,0 %
szedata read next packet() 13 666 101 235,528 Mb/s -1,27 % +0,25 %
Tabulka 9.1: Výsledky testu na výšku réžie v novej implementácii.
Odosielanie paketov – jedno-vláknový test
Testovacie pakety boli vygenerované funkciou szedata prepare test packet() Pakety boli odo-
sielané funkciou szedata try write next() a následne čítané na Spirente.
Príjem dát jednou skupinou – z jedného rozhrania
Test simuluje spracovávanie jedného toku dát jednou aplikáciou. Tá obsahuje jednu sku-
pinu s jedným až šiestimi spolupracujúcimi vláknami, pričom všetky čítajú z rovnakého
rozhrania. Ide o režim SPMD.
Počet Množstvo prijatých Rýchlosť prijímania Percentuálny nárast
vlákien paketov paketov rýchlosti
1 13 686 101 235,054 Mb/s 0.0 %
2 24 623 830 430,893 Mb/s +83,31 %
3 34 602 666 609,271 Mb/s +159,20 %
4 43 328 387 763,940 Mb/s +325,20 %
5 48 139 670 848,153 Mb/s +360,83 %
6 47 611 656 842,729 Mb/s +358,52 %
Tabulka 9.2: Navýšenie rýchlosti spracovávania paketov využitím vlákien.
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Vplyv funkcie zvolenej na čítanie paketov na celkový výkon
V knižnici szedata2 sa v súčasnosti nachádzajú 3 funkcie určenené na čítanie paketov. Test
mal zisiť, aký je medzi nimi praktický rozdiel.
Volaná funkcia Množstvo prijatých Rýchlosť ∆ ∆
paketov prijímania rýchlosti paketov
szedata read next() 13 631 545 238,579 Mb/s 0,0 % 0,0 %
szedata read next packet() 13 666 101 235,528 Mb/s -1,27 % +0,25 %
szedata read next bytes() 13 866 169 214,381 Mb/s -10,14 % +1,72 %
Tabulka 9.3: Rozdiely vo výkonnosti jednotlivých funkcií na čítanie paketov.
9.3 Zhodnotenie výsledkov
Výsledok prvého testu potvrdzuje, že nová logika implementovaná do ovládača nespôsobuje
výrazné zvýšenie réžie. Výsledok je ovplyvnený tým, že ani jedna z funkcií nestíhala spra-
covať všetky pakety, avšak množstvo spracovaných je takmer identické, čiže ich výkonnosť
bude veľmi podobná.
Test odosielania paketov takisto prešiel v poriadku. Všetky odoslané pakety dorazili do
cieľa neporušené.
Test SPMD režimu ukázal, že navrhnutý algoritmus je funkčný a dosahuje rozumné vý-
sledky. Pre prvé štyri vlákna prebiehalo rovnomerné škálovanie výkonu – s každým novým
vláknom sa spracovalo o 80 000 paketov viac. Pridanie piateho vlákna už pomohlo len k ďa-
lším 35 000 paketom. Šieste vlákno už dodatočný výkon nepridalo, naopak trochu ubralo.
Keďže test prebiehal na 8-procesorovom stroji, prvé vlákna sa rozdelili medzi rôzne jadrá,
no 6. už pravdepodobne muselo procesor zdieľať s inou aplikáciou.
Posledný test naznačuje, že medzi jednotlivými funkciami na čítanie paketov sú len malé
výkonnostné rozdiely. To je očakávateľné, pretože podstanú časť času strávi aplikácia pri
samotnom spracovávaní dát.
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Kapitola 10
Záver
Obsahom tejto práce bola reimplementácia ovládača a podpornej knižnice tak, aby umožňo-
vali súbežnú prácu všetkým aplikáciám, ktoré využívajú ich služby. V úvode boli vysvet-
lené základné pojmy, s ktorými sa možno stretnúť pri práci s ovládačmi zariadení. Bola
tiež popísaná platforma NetCOPE, pre ktorej zariadenia je implementovaný softvér určený.
Dôležitý bol tiež rozbor princípov paralelného programovania, keďže k väčšine zariadení sa
môže a často aj pristupuje paralelne. Boli tu popísané aj niektoré základné pravidlá pre
tvorbu ovládačov.
Po úvodnom zoznámení s potrebnými pojmami a postupmi nasledoval návrh a samotná
implementácia ovládača szedata2. Neskôr bola zmenám v ňom prispôsobená aj knižnica sze-
data2. Vďaka týmto zmenám v nej mohli byť implementované niektoré nové užitočné funk-
cie, ako napríklad schopnosť poskytnúť aplikácii presne toľko dát, koľko potrebuje a ostatné
dať k dispozícii iným aplikáciám. Dôležitou časťou je samotné testovanie. Tu bol kladený
dôraz na čo najmenšiu stratu výkonu v jedno-vláknových aplikáciách kvôli pridanej réžii.
Na základe uskutočnených testov sa zdá, že cieľ bol úspešný.
Program je pred reálnym nasadením potrebné ešte systematicky otestovať. Do budúcna
by bolo vhodné preskúmať, či by sa niektoré operácie nedali presunúť z ovládača do knižnice,
čím by sa možno zredukovali systémové volania. Zaujímavou optimalizáciou by tiež bola
plná podpora viacerých vlákien nie len pre prijímanie ale aj odosielanie dát.
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Příloha A
COMBO karty
Hardvérová časť platformy NetCOPE je založená na kartách rodiny COMBO, navrhnutých
združením CESNET a vyrábaných firmou INVEA-TECH Company1. V súčasnosti existuje
už tretia generácia týchto kariet, označovaná ako COMBOv22.
Základná karta
Ako základ je použitá karta COMBO-LXT (obrázok č. A.1). Obsahuje FPGA čip z ro-
diny Virtex 5 od firmy XILINX, konektor pre DDR2 pamäte, 4 štandardné (8Gb/s) a 2
vysoko-rýchlostné (28Gb/s) konektory pre doplnkové karty a ďalšie komponenty potrebné
pre funkčnosť karty.
Obrázek A.1: Základná karta COMBO-LXT
Rozširujúce karty
COMBO-LXT je plnohodnotná akceleračná karta, nemá ale napríklad vlastné sieťové roz-
hrania. Tie sú zabezpečované rozširujúcimi kartami.
• COMBOI-10G2 Pridáva dve 10Gb/s rozhrania — optické alebo metalické
1http://www.invea.cz/
2Podrobný popis aktuálnych aj starších kariet možno nájsť na http://www.liberouter.org/hardware.php
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Obrázek A.2: Rozširujúca karta COMBO-10G2
• COMBOI-1G4 Pridáva štyri 1Gb/s metalické rozhrania
• COMBOL-GPS Karta prijíma GPS signál a získava z neho presný čas
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