Abstract: The problem of calibrating a stereo rig is extremely important for practical applications. Existing work is based on the use of a calibration pattern whose 3D model is a priori known. We show theoretically and with experiments on real images, how it is possible to completely calibrate a stereo rig, that is to determine each camera's intrinsic parameters and the relative displacement between the two or three cameras, using only point matches obtained during unknown motions, without any a priori knowledge of the scenes.
1 Introduction
The stereo calibration problem
Camera calibration is an important task in computer vision. The purpose of camera calibration is to establish the relationship between the 3D world coordinates and their corresponding 2D image coordinates. Once this relationship is established, 3D information can be inferred from 2D information, and vice versa. Thus camera calibration is a prerequisite for any application where this relation between 2D images and the 3D world is needed. In the case of a stereo rig, calibration is needed for at least two reasons. First to establish the epipolar geometry of the system and cut down the complexity of the stereo correspondence process. Second, to reconstruct the 3-D data after matching between the retinas has been completed.
The model which we consider is the most widely used. It is the pinhole model. The basic assumption behind this model is that the relationship between the world coordinates and the pixel coordinates is linear projective. Thus no camera distortion is considered which allows us to use the powerful tools of projective geometry, which is emerging as an attractive framework for computer vision 32] . In this chapter, we assume that the reader is familiar with the elementary projective geometry described in 39] for example. The equation of the model for one camera is: 2 6 4 su sv s 
where u, v are retinal coordinates, X, Y , Z, world coordinates, A 1 a 3 3 transformation matrix accounting for camera sampling and optical characteristics, D 1 a 4 4 displacement matrix accounting for camera position and orientation: D 1 is the displacement from the world coordinate system (identi ed to the object that has been used for the calibration) to the camera coordinate system. The 3 4 matrix P 1 is the perspective projection matrix, which relates 3D world coordinates and 2D retinal coordinates. A 1 depends on a variable number of parameters, depending on the sophistication of the camera model: these parameters are called intrinsic. We will consider here a ve-parameter model, represented in gure 1, that we explain later. D 1 depends on 6 parameters, called extrinsic: 3 de ning a rotation, 3 a translation, and has the form:
Using a second camera, introduces another set of intrinsic parameters through matrix A 2 , and another set of extrinsic parameters through matrix D 2 . However, in general the choice of a particular world coordinate system versus another one is arbitrary, the signi cant thing being the relative position and orientation of the two cameras, thus we can consider that there are only 6 signi cant extrinsic parameters for a binocular stereo rig. They are given by the 4 4 displacement matrix D, representing the displacement from the rst camera to the second camera, which can be easily computed from D 1 and D 2 . If we don't consider a coordinate system linked to an object of the world, we must express this displacement in a Self-calibration of a stereo rig from unknown camera motions and point correspondences 3
coordinate system linked to one of the two cameras, as shown gure 2. Then, fully calibrating a binocular stereo rig means to compute: the 5 intrinsic parameters of the rst camera, represented by A 1 the 5 intrinsic parameters of the second camera, represented by A 2 the 6 extrinsic parameters represented by D, displacement from the rst to the second camera, in the coordinate system of the rst camera In the case of a trinocular stereo rig, we have of course 5 more intrinsic parameters represented by A 3 and 6 more extrinsic parameters represented D 0 to determine. 
What do we mean by self-calibration
In the usual method of calibration 12] 44] a special object (calibration grid) is put in the eld of view of the cameras. It is assumed that we have a 3D model of this object, that is we know the 3D coordinates of some of its reference points, in a coordinate system attached to the object. Usually a regular pattern is used, which is painted in such a way that retinal coordinates of points of interests (for example, corners) can be measured with great accuracy. Using a large number of points, each one yielding an equation of the form (1) the perspective transformation matrix M can then be estimated independently for each camera.
This method has been widely used and yields a very good accuracy in the determination of the camera parameters, provided the reference grid is carefully set. The drawback of this method is that in many applications, a calibration grid is not available. Another drawback is that it is not possible to calibrate on-line, when the camera is already involved in a visual task. However, even when the camera performs a task, the intrinsic and extrinsic parameters can change, intentionally (for example adjustment of the focal length or of the vergence), or not (mechanical or thermal variations). The goal of our work is to elaborate a general calibration method that can be carried on using the same images than the ones that are used to perform the visual task. No a priori knowledge of the scenes are needed. The only requirements are that the stereo rig undergoes a series of displacements in a rigid scene and that we are capable of establishing correspondences between points in pairs of images taken by the same camera at di erent positions. By this, we mean identifying points in retinas that are images of the same point in the scene. Our method, that we call self-calibration:
is automatic, does not require any model of the observed objects, does not require any knowledge about the camera motion does not require any a priori knowledge about the camera parameters As we do not use any metric information, we can only compute the extrinsic parameters only up to a scale factor: our method recovers only 5 extrinsic parameters, the 3 de ning the rotation, and 2 de ning the direction of the translation. In the case of a binocular stereo rig, this is not a problem, as this information is su cient to obtain the epipolar geometry of the stereo system, and to perform 3D reconstruction up to a scale factor. Its determination could be obtained very simply, by just showing to one camera an object of known length. When self-calibrating a trinocular stereo rig, in addition to the 10 = 5 2 extrinsic parameters, the ratio of the amplitudes of the translations are needed. We also propose a method to obtain this information. Thus we are able to recover metric information using well-established algorithms based on strong calibration, up to a scale factor. To provide metric information in a traditional form, the self-calibration algorithm outputs two or three projection matrices, the rst one being expressed in the coordinate frame of the rst camera.
An outline of our autonomous approach
We rst need to establish point correspondences between pairs of images taken by the same camera. This stage can be done in two steps, which will not be described in detail in this paper. The reader is refered to the provided references.
Extraction of points of interest: Since we do not use a model of a particular object, we must use characteristic variations of intensity that are general. The features that we found to be the most useful are corners, as some vertexes (triple junctions) result from occlusion. There are three main approaches to the problem of corner detection:
The rst one is to extract features such as edges chains 1] 30] or polygonal approximations 35] , and then to search for corners using these data. Apart from the computationnal cost, these methods su er from the possible di erence of the intermediate features extracted in the various images.
The second one 2, 8, 22, 48, 33, 40, 17] is to rst apply a di erential operator measuring gradients and curvatures of image intensity surface, and then to select points that are corners by a second operator that is often a thresholding scheme. It is a global and quite e cient approach, however it has been shown 7] that the most notorious algorithms of this family yield a precision in the positionning of only a few pixels. The third one 16, 38, 5] is to use an explicit model of the local image structure in the neighborhood of the target corner, and to search the numerical parameters of such a model by a non-linear minimization. The advantage of this approach is the subpixel accuracy in localization, which is necessary for self-calibration, as will be seen later. The main drawback is the high computationnal cost, and the di culty to perform the method in a purely automatic manner. The goal of this paper is to present an approach which starts from the correspondences and leads to a complete metric calibration of a stereo rig. The applicability of the whole approach is illustrated by examples of tridimensionnal reconstruction from triplets of real, uncalibrated images.
From point correspondences to fundamental matrices: The rst step is the computation of the so-called fundamental matrix for each camera motion. The knowledge of this matrix is equivalent to that of the epipolar transformation, which contains all the geometric information which is possible to obtain from two uncalibrated images. We present a nonlinear approach which is by far more accurate and robust than the linear approaches found in the literature.
From fundamental matrices to intrinsic parameters: The second step is the determination of the intrinsic parameters of the cameras. Each fundamental matrix yields two Kruppa equations. When we have done enough movements, we can solve them for the coecients of the equation of the image of the absolute conic (to be explained later), from which it is easy to obtain the intrinsic parameters of the camera.
From fundamental matrices and intrinsic parameters to cameras motions: The third step is the recovering of the unknown motions previously used, once we know the intrinsic parameters. These motions are computed in a coordinate system associated with the cameras, using two di erent methods that we compare, one based on a minimization procedure on a criterion very similar to the one we use for the computation of the fundamental matrix, the other using a closed-form solution involving directly the fundamental matrices previously found.
From cameras motions to stereo extrinsic parameters: The fourth step is an approach which allows us, from two displacements of the stereo rig during which motions are computed independently in each camera's coordinate system, to compute the relative displacement between the two cameras. The method is to solve a set of matrix equations using the particular structure of the motion resulting from the rigidity of the stereo rig. A variant of the method allows to compute the relative displacements between three cameras.
Computing the fundamental matrix
Almost all the point-based algorithms which start from multiple, uncalibrated images 9] 18] 36] 41] require, as the basic information, the fundamental matrix, which is the only alternative to projection matrices, in order to relate two views of the same scene. It is also the case for the self-calibration algorithm. Eight points are needed to obtain a unique solution.
The fundamental matrix and the epipolar transformation
The epipolar geometry and the Fundamental matrix The epipolar geometry is the basic constraint which arises from the existence of two viewpoints. Let a camera take two images by linear projection from two di erent locations, as shown in gure 3. Let C be the optical center of the camera when the rst image is obtained, and let C 0 be the optical center for the second image. The line hC; C 0 i projects to a point e in the rst image R, and to a point e The importance of the fundamental matrix has been overlooked in the literature, since almost all the work on motion has been done under the assumption that the intrinsic parameters were known. In that case, the fundamental matrix reduces to an essential matrix 25]. But if one wants to proceed only from image measurements, the fundamental matrix is the key concept, since it contains all the geometrical information relating two di erent images. (6) is simple: the vectors e (resp. e 0 ) are in the nullspace of F (resp. F T ). This implies in particular that the rank of F is less than or equal to 2. In practice, it is equal to 2 because a rank of 1 would imply that all epipolar lines are the same. Therefore 
Relation with the epipolar transformation
We denote this method by LIN. The advantage of the quadratic criterion is that it leads to a non-iterative computation method, however, we have found that it is quite sensitive to noise, even with numerous data points. The two main reasons for this are:
The constraint det(F) = 0 is not satis ed, which causes inconsistencies of the epipolar geometry near the epipoles. The criterion is not normalized, which causes a bias in the localization of the epipoles. Experiments show that this problem is reduced by using the following criterion (denoted as DIST) for minimization:
where d is a distance in the image plane. The criterion has a better signi cance in terms of distances in measurement space, and it is normalized, which means that it is invariant by a change of scale factor of F. It is necessary to include both terms in the criterion to keep the symmetry of the two-camera system to avoid discrepancies in the epipolar geometry. In order to achieve this non-quadratic minimization successfully, it is important to take into account the following two constraints:
The solution must be of rank two, as all fundamental matrices have this property. Rather than performing a constrained minimization with the cubic constraint det(F) = 0, it is possible to use, almost without loss of generality, a parameterization which accounts directly for this property, for instance by writting that one row of F is a linear combination of the other two.
The matrix F is de ned only up to a scale factor. In order to avoid the solution F = 0, one of the elements of the rst two rows of F must be normalized by giving it a xed nite value. However, as the minimization is non-quadratic, convergence results can di er depending on the element chosen. This second method for computing the fundamental matrix is more complicated, as it involves non-quadratic minimizations. However, it yields more precise results. We use the quadratic method to obtain a starting point. For a far more detailed analysis of di erent methods to compute the fundamental matrix, see 27].
Computing the intrinsic parameters of the cameras
Once a camera has performed at least three displacements it is possible to solve for all its intrinsic parameters, using the fundamental matrices. If we restrict ourselves to the realistic case of an orthogonal pixel grid, two displacements are su cient. 
The matrix E, which is the product of an orthogonal matrix and an antisymmetric matrix is called an essential matrix. Because of the depth/speed ambiguity, E depends on ve parameters only. It can be seen that the two equations (9) and (3) are equivalent, and that we have the relation: F = A ?1T EA ? 1 The essential matrix E depends only on 5 independent parameters, it is thus subject to two independent polynomial constraints in addition to the constraint det(E) = 0. If F is known then it follows from E = A T FA that the entries of A are subject to two independent polynomial constraints inherited from E. The self-calibration method consists in using these constraints to obtain the intrinsic parameters from the fundamental matrices. If we use the most general model for A, we have ve intrinsic parameters to compute, thus three displacements are needed. If we use a simpli ed model in which we suppose that the pixel grid is orthogonal, which is almost always the case, we have only four intrinsic parameters to compute, and thus two displacements are su cient.
Kruppa equations arising from an epipolar transformation
The previously mentioned constraints express the fact that the actual motion of the camera is necessarily a rigid displacement. Several equivalent formulations are possible. 
The epipolar line l = he; yi is tangent to ! i : (e y) > K(e y) = 0 by parameterizing the epipolar line l with the projective parameter such that y = (1; ; 0) T , this equation can be written: P 1 ( ) = k 11 + 2k 12 (11) Similarly, the epipolar line l 0 through p 0 corresponding to l is tangent to !: Self-calibration of a stereo rig from unknown camera motions and point correspondences 11 These equations are of degree two in the six parameters i , ij , which are de ned up to a scale factor. We call them the Kruppa coe cients.
Kruppa coe cients and intrinsic parameters
We now underline the relation between the absolute conic and the intrinsic parameters in order to write the Kruppa coe cients as a function of the intrinsic parameters. 
where (see gure 1): k u , k v , are the horizontal and vertical scale factors whose inverse characterize the size of the pixel, in world coordinates units. u 0 and v 0 are the image center coordinates, resulting from the intersection between the optical axis and the image plane. f is the focal length is the angle between the directions of retinal axes. This parameter is introduced to account for the fact that the pixel grid may not be exactly orthogonal. In practice it is very close to 2 .
As we cannot separate f from k u and k v , we let u = ?fk u and v = ?fk v , so we obtain ve intrinsic parameters. This is exactly the number of independent coe cients for the absolute conic. The fact that the form (14) is the most general comes from the two equivalent facts that there is a unique decomposition (1) 
Solving the Kruppa equations
Two approaches have been presented elsewhere in order to solve the Kruppa equations. The rst one 10] takes advantage of the fact that these equations are polynomial, of degree two in the Kruppa coe cients. Thus, having done three displacements, we can use semi-analytical methods to solve the resulting polynomial system of six equations in six homogeneous unknows. This is done by a numerical continuation method 31]: the idea is to intersect the six sets of 32 = 2 5 solutions obtained by solving ve equations only. A set of algebraic constraints must be veri ed by the Kruppa coe cients to ensure the existence of a real solution. These constraints turn out to be equivalent to the fact that ! has no real points. They allow us to discard spurious solutions. The main advantage of this approach is that no initial guess is needed at all, thus it can be used even with no a priori knowledge of the intrinsic parameters, which is important.
The second approach is to use iterative methods 28], which have some practical advantages:
it is easy to use long sequences, uncertainty and a priori knowledge can be easily taken into account, they are computationnaly e cient and ensure the existence of a real solution. The idea of these methods is to substitute the values of the Kruppa coe cients (15) and of the parameters of the epipolar transformation (6) into the Kruppa equations (13) in order to obtain measurement equations which relate directly the entries of the fundamental matrices to the intrinsic parameters. These equations can then be solved using either an Extended Kalman Filter technique, or a batch minimization technique. In this last case, the choice of the criterion is important. We have found that the following criterion give good results: A direct factorization We have seen that during the course of intrinsic parameters estimation, we had to compute the fundamental matrix F, from which the essential matrix is immediately obtained:
The problem of nding the rotation R and the translation t from E is classical 25, 45, 13].
As we have, by construction, found a F-matrix of rank two, the direction of translation is just obtained by solving: E T t = 0.
To nd the rotation, we use a method introduced by 13]: in the presence of noise, we minimize with respect to the rotation matrix R the criterion:
where E i and T i are the 3 lines of the matrices E and T, respectively. Using q a quaternion representing R, some properties of this representation yield:
j q E i ? T i q j 2 (18) where denotes the quaternion product. It follows from the de nition of the quaternion product that q E i ? T i q is a linear function of the 4 coordinates of q. Therefore, there exists a 4 4 matrix N i such that: j q E i ? T i q j= N i q with N i = 0
Therefore, the problem reduces to a linear least-squares problem: proved to be optimal by Hartley 19] . We denote this algorithm by FACTOR.
An iterative solution An alternative method is to use directly the criterion that has been used to determine the fundamental matrix. We denote by MIN-LIN 2 the minimization of the error criterion (7) and by MIN-DIST the minimization of the error criterion (8) . The knowledge of the intrinsic parameters allows us to minimize these criteria with respect to ve motion parameters: we parameterize T by t 1 =t 3 , t 2 =t 3 and R by the three-dimensional vector r whose direction is that of the axis of rotation and whose norm is equal to the rotation angle. We use, as a starting point for this non-linear minimization, the result obtained by FACTOR.
An experimental comparison
The case of exact intrinsic parameters In the rst comparative study, we suppose that the exact intrinsic parameters are known. The graphs have been obtained using 200 different displacements, and show the average relative error on the rotational and translational components. As the non-linear methods need a starting point whose choice is important, we have considered the three possibilities: 1. the exact motion, to test the precision of the minimum ( gures 4 and 5).
the motion obtained by FACTOR, which is the realistic initialization ( gures 6 and 7).
3. an arbitrary motion: r = ( 1 2 ; 1 2 ; 1 2 ) T , t = (0; 0; 1) T , to test the convergence properties ( gures 6 and 7). The conclusions of the simulations are:
The computation is more stable than the fundamental matrix computation. Motion computation is a less di cult problem. The rotational part is determined more precisely than the translationnal part.
The iterative method based on MIN-DIST is the most precise, but it is the most sensitive to the choice of the starting point.
The results obtained by MIN-DIST and by FACTOR in the realistic case are very close.
Sensitivity to imprecision on intrinsic parameters Very few results are available concerning the sensitivity of motion and structure computations to imprecision on the intrinsic parameters 24]. It is nevertheless an important issue, as it determines the precision of calibration that it is necessary to achieve to obtain a given precision on the threedimensionnal reconstruction, which is the nal objective. We give here some experimental results which give an idea of the numerical values. The gure 8 represents the e ects of the error Self-calibration of a stereo rig from unknown camera motions and point correspondences 17 on the location of the principal point. The exact principal point is at the center (255,255) of the image, and we have used for the computation of the motion principal points that were shifted from 20 to 200 pixels following a Gaussian law. Each point on the gure represents 100 trials. The gure 9 represents the e ects of the error on the scale factor, which has been similarly set o from 2.5% to 25%. Among the numerous conclusions that can be drawn from the graphs, we would like to emphasize the following facts:
The e ects of the imprecision on intrinsic parameters are signi cant; however, until relatively large errors are reached (10% on the scale factors, several tens of pixels for the principal point), these e ects are less signi cant than those due to noise (for example, if the image noise increases from 0.6 to 1.0 pixels). The sensitivity to errors on the principal point is less than the sensitivity to errors on the scale factor: in terms of relative errors, a 120 pixels shift of the principal point is 50% and has the same e ects as a 25% error on the scale factors.
The iterative criterion MIN-DIST is more sensitive to the imprecision on intrinsic parameters than the solution FACTOR. This can be explained by the fact that the fundamental matrix, which is directly used by FACTOR partialy retains the information on the exact intrinsic parameters, whereas the iterative method compensates entirely the error on the intrinsic parameters by an error on the computed motion.
Computing the extrinsic parameters of a stereo rig
In the usual calibration method, we work in the world coordinate system, using a 3D model of an object present in the environment. It is assumed that we know the 3D coordinates of some of its reference points, in a coordinate system attached to the object. The extrinsic parameters then consist in the displacement from the object's coordinate system (taken to be identical to the world reference frame) to the camera coordinate system. In the present work, we do not use any 3D model, so we do all the computations in the cameras coordinate system, and use as a reference frame the rst camera. Thus, in our case, the extrinsic parameters consist in the displacement from the rst to the second camera, computed in the rst camera coordinate system. Since we do not have any metric information, we can compute this displacement only up to a scale factor. Two di erent approaches are presented. The rst one is straightforward in the case of a binocular stereo rig and more subtile in the case of a trinocular stereo rig, but it needs inter-camera point matching. The second enables us to obtain the inter-camera relative displacements using only monocular point matches. Two displacements of the stereo rig are, in general, su cient to obtain a unique solution.
A direct approach: binocular and trinocular stereo rig
The most straightforward approach is to apply the techniques previously presented using point correspondances established between the di erent cameras of the stereo rig. The ad- vantage of this method is that, since the relative displacement between the cameras is supposed to be xed, it is possible to accumulate point matches between pairs of images taken at di erent times. Using multiple displacements, it is possible to obtain a number of point matches far larger than the one that could be obtained from a single pair of images, which allows to obtain very precise results. Now let us explain how the perspective projection matrices (see section 1.1) are obtained.
The binocular case It is a very simple case. One simply uses the perspective projection matrices: P 1 = A 1 ; 0] P 2 = A 2 ; 0]D ?1 (20) As we know only the direction of the translation, we usually represent t as a unit vector, which allows to perform the 3D reconstruction up to a scale factor. A single metric information concerning the motion, or a length measured in an image, is su cient to obtain the scale factor.
The trinocular case If we want to perform the reconstruction using three views 3 (designated by 1, 2 and 3), as the displacements D 12 and D 23 are known only up to a scale factor, using the formula (20) to obtain P 2 and P 3 yields an incorrect result, in which the epipolar constraint between the images 1 and 3 is not satis ed. The reason is that the ratio kt 12 k kt 23 k must be preserved, as well as the relative signs. The di culty comes from the fact that if we know two displacements only up to a scale factor, it is only possible to determine the rotation: R 13 = R 23 R 12 (21) but not the direction of the translation of D 12 D 23 , the only constraint being that it belongs to the plane: ht 23 ; R 23 t 12 i: t 13 (t 23^R23 t 12 ) = 0
In order to determine this direction, we have to know the displacement D 13 , that is to determine it from images, which is likely to be possible, as if we want to reconstruct from the images 1, 2, and 3, there must be a portion of the scene visible in the image 1 and the image 3. Let , be the ratio of the norms of t 12 
Taking t 12 = u 1 , t 23 = u 2 , we then obtain, using (20) three perspective projection matrices that are all mutually coherent. The principle In this approach, we need only to compute the displacement D 1 of the rst camera and the displacement D 2 of the second camera, in the coordinate system of the rst and of the second cameras, respectively. The di culty arises from the fact that D 1 and D 2 are then known in di erent coordinates systems, as shown in gure 10, in which the superscripts i and f refer to initial and nal positions. To cope with this problem, the idea of our method is to use the commutativity of the following diagram:
An indirect, monocular approach
where the relative displacement from the rst to the second does not change, from the initial to the nal position of the stereo rig, since they are rigidly attached to each other, to write the matrix equation:
where D is the 4 4 unknown matrix of the displacement from the rst camera to the second camera, D 1 , D 2 are the 4 4 displacement matrices of the rst and of the second cameras, in their initial respective coordinate systems. Equation (25) can be decomposed in the following two matrix equations:
(I ? R 2 )t = 2 t 2 ? 1 Rt 1 (27) where 1 . Thus the reader is refered to those references for a more detailed analysis of unicity and sensitivity. We just show below that if we do two displacements of the stereo rig, we can solve the two resulting matrix equations (26) to compute R. The solution of the two resulting vector equations (27) to compute t up to a scale factor is less classical, since it involves working only up to a scale factor, as in the previous case of the trinocular stereo rig which it generalizes. There is an important advantage of this method over the one which consists in computing directly the displacement from matches between the rst and the second camera: since we work in each camera independently, we need only monocular matches which are more easy to obtain, as an arbitrary number of intermediate movements can be done, and a token tracking procedure used. On the opposite, nding directly stereo matches can be di cult if the baseline of the stereo rig is large, since at this stage the stereo rig is not yet calibrated.
Recovering the rotation To solve equation (26) 2 ) are di erent. If it is the case, a closed-form solution can be easily computed for the intersection of ellipses of the form (33), thus we can solve for and , and obtain v and s using the relations (31) and (32) .
We now explain why during the displacement of a stereo rig, the condition (34) is always satis ed. Let us suppose that we do two displacements so that we have: We have then shown that this equation is equivalent to the constraint (34) .
A linear method to take into account multiple motions We can also as 4] use the quaternion representation of rotations to obtain a linear solution. We can notice that (28) has the same form than (19) . Thus there exists a 4 4 matrix G, such that: q R q R 1 ? q R 2 q R = Gq R (36) G is given by a formula similar to (19) . A closed form solution can be obtained with two equations (36) obtained by two displacements of the stereo rig. If we use more displacements, we can improve the results by using a linear-least-square procedure.
Recovering the direction of the translation We suppose that we have computed R 
If a second movement, for which the axis u 0 2 of the rotation is di erent, is used, we can compute similarly a direction t 0 ? . Combining the two constraints (37) , and the same with primes, we obtain t up to a scale factor by: t = (t ? u 2 ) (t 0 ? u 0 2 ) (38) Note that if we perform more than two displacements, equation (38) can be easily solved by using a linear-least-square procedure. This completes the computation of the relative position of the two cameras, up to a scale factor.
6 Experimental results
An example of calibration of a binocular stereo rig
Self-calibration of a camera We rst show the results of the monocular self-calibration, using three images taken by the left camera at di erent positions of the stereo rig. Results are quite similar for the second camera. In order to make comparisons possible with the standard calibration method, we have performed displacements in such a way that the calibration grid remains always visible in the left camera.
We use between 20 and 30 corners, which are extracted with a sub-pixel accuracy, semiautomatically, by the program of Blaszka and Deriche 5] . Correspondence is, in this experiment, performed manually, and followed by an automatic elimination of false matches. It should be noted that the corresponding points between pairs of images are di erent, that is, points need not be seen in the three views. Figure 11 shows the points of interest matched between image 1 and image 2. The standard calibration is performed on each image, using the algorithm of Robert 36] , which is a much improved version of the linear method of Faugeras and Toscani 12] . From the projection matrices obtained by this algorithm, the three fundamental matrices F 12 , F 23 , F 13 are computed and used as a reference for the comparisons with our algorithm which computes the fundamental matrices from the point matches. The resulting epipoles are shown table 1. It can be seen that the estimation is quite precise. The low value of the RMS error (which represents the average distance of corresponding points to epipolar lines) con rms the validity of our linear distortion-free model, as well as the accuracy of the corner detection process. Some epipolar lines obtained with points that are seen in the three images are shown gure 12 to illustrate the quality of the estimated epipolar geometry. Table 1 : Results of the fundamental matrix estimation in the left camera. The cameras intrinsic parameters are then computed from the fundamental matrices. We show table 2 the intrinsic parameters obtained by the standard calibration method using each of the three images, and the results of our method, with the polynomial method, and the iterative method used to compute all the parameters, or just the scale factors, starting from the previous value. It can be noted that no initial guess is required at all for the general method. The scale factors are determined with a good accuracy, however, this is not the case for the coordinates of the principal point. Thus the best is to assume that it is at the center of the image. We have then compared in the table 3 the camera motion obtained directly from the projection matrices given by the classic calibration procedure, and the estimation by performing the decomposition of the fundamental matrices already obtained, and using the camera parameters obtained by the self-calibraion method. As the table shows the relative error on the rotation anglem and the angular error on the rotation axis and translation direction, it is easy to see that the estimation is accurate. Table 3 : Results of the camera motion estimation in the left camera ( rst sequence).
Self-calibration of a stereo rig from unknown camera motions and point correspondences 27 Extrinsic parameters computation Once the self-calibration of each camera has been achieved, we have performed two other displacements of the stereo rig. We have not used the three previous displacements because they yield computations that are less stable for the method we want to illustrate now: the computation of the relative displacement between the two cameras of the rig using only monocular matches, the problem being the little di erence of motion between the two cameras of the rig. We have performed small displacements which maximize this di erence. The six images are shown in gure 13. Since only a small part of the calibration grid is seen, we cannot directly check the results of the determination of camera motion shown in the table 4. However, we verify the consistency of these results thanks to two families of constraints: the one arising from the fact that the two cameras of the rig are rigidly attached, and the one arising from the fact that the third displacement is a composition of the rst two displacements, as only three images are used. The binocular constraints are that the angles of rotations of the two cameras are equal for a given displacement of the rig (30) , which can be checked in the We have then computed the relative displacement between the two cameras of the rig, using di erent methods:
The classical calibration method. The reference position is taken in such a way that the grids cover a large part of each image. It can be noted that when using other positions (the rst two positions used for self-calibration, where the grids can be seen entirely), the results vary signi cantly. The direct method using stereo matches. It yields very stable results. Adding correspondences through images improves rotation accuracy. The indirect method, using the three pairs of motions, gives results comparable to those obtained with images where calibration grids do not " ll the image frame". The results are in table 5, which shows the rotation vector and the normalized translation vector, as well as the relative error on the rotation angle and the angular error and the rotation axis and translation direction. Thus, good results can be obtained if stereo correspondences are available, and reasonable results are obtained by the monocular method. Precision can be easily improved by using more images than the minimal number used here. Table 5 : Results of the estimation of the relative displacement between the two cameras.
Reconstructions from a triplet of uncalibrated images taken by a camera
We now show an example of reconstruction obtained in the more general case of structure from motion. We use only three uncalibrated views taken by the same camera, showngure 14. Edge detection is performed. Then the edge chains are approximated by B-splines, which are given as input to the trinocular stereovision algorithm of Luc Robert 37, 36] . The matching phase of this algorithm uses only the epipolar geometry obtained from the fundamental matrices F 12 , F 13 , and F 23 , which are computed from the point correspondences.
The 3D reconstruction phase requires in addition three projection matrices which relate the three image coordinate systems to a common world coordinate system. They are obtained by taking as the world coordinate system, the rst camera coordinate system, and by nding the two displacements D 12 , D 23 , as well as the ratio of the norms of t 12 and t 23 (for which the computation of D 13 is needed). Results of reconstruction are shown gure 15 as a stereogram, planar structures and angles are well-preserved. It can be seen on gure 16, which represent two reprojected views, that the distances estimated are also metrically correct. Self-calibration of a stereo rig from unknown camera motions and point correspondences 31 
Conclusion
We have shown theoretically and with experiments on real images, that it is possible to calibrate completely a stereo rig just by pointing it at the environment, selecting points of interests, and tracking them independently in each image while moving the stereo rig with an unknown motion. By a complete self-calibration, we mean that we determine the two cameras' intrinsic parameters and the relative displacement between the two cameras. All these parameters are computed without using any a priori knowledge of the scenes. It is possible to start from monocular matches only, or from stereo matches. Multiple positions or multiple number of cameras can also be taken into account.
The present limitation of the methods comes from the fact that it is necessary to measure points of interest with a very high accuracy if we are to obtain results similar to the ones obtained with the standard methods. However, we think that our method will prove useful, due to its much greater versatility.
