The problem of discriminating between two competing simple linear regression models MI and MII is discussed in this paper. Model MI is nested within model MII with a common linear term being present in both models with respect to an explanatory variable and an additional quadratic term with respect to the same explanatory variable being present in MII. The first criterion function for discrimination between MI and MII is in terms of minimizing the variance of the least squares estimated coefficient of the quadratic term. A lower bound is obtained for this variance. Two designs are presented satisfying this lower bound in two experimental regions. New criterion functions for discriminating between MI and MII are given based on maximizing the difference between the fitted values of n observations under MI and MII, and maximizing the difference between the predicted values under MI and MII. Several results are obtained for demonstrating the performances of these designs under two new criterion functions. We also present five general classes of designs and demonstrate their sharp relative performances with respect to our criterion functions. Some results for discriminating between two competing general linear models M III and MIV are also given.
Introduction
We consider an experimental situation where the response variable Y is dependent on an explanatory variable X, with two possible dependence as described by two models MI and MII (Kiefer and Wolfowitz (1959) , Atkinson and Donev (1992) ) given below. The exact nature of the dependence is not known in advance but it is known that either MI or MII describes adequately the dependence of Y on X. We do not know precisely which of MI and MII better describes such a dependence. The data are collected at X = x 1 and X = x 2 . We denote the data by y j (x i ), j = 1, . . . , n i , i = 1, 2, where x i ∈ [a, b], a < b, n 1 + n 2 = n, p = n 1 /n, 1 − p = n 2 /n, a ≤ x 1 < x 2 ≤ b. Clearly, n 1 = np and n 2 = n(1 − p). where i, i = 1, 2; j = 1, . . . , n i , j = 1, . . . , n i , (i, j) = (i , j ).
Many researchers have done work on designs for discriminating between two or more competing models; Atkinson and Cox (1974) ; Atkinson and Fedorov (1975a and b) ; Srivastava (1975 Srivastava ( , 1977 ; Srivastava and Mallenby (1985) ; Pukelsheim and Rosenberger (1993) ; Dette (1994) ; Shirakura et al. (1996) ; Biswas and Chaudhuri (2002) ; Ghosh and Teschmacher (2002) ; Dette and Kwiecien (2004) ; Ghosh and Tian (2006) , and numerous others. In this paper we present new criterion functions for discriminating between two competing models. The fitted valuesŷ (1) andŷ (2) from (1.1) and (1.2) are compared in order to define the criterion functions E(ŷ (1) −ŷ (2) ) and E(ŷ (1) −ŷ (2) ) (ŷ (1) −ŷ (2) ) for discriminating between MI and MII. The predicted valuesŷ (1) (x) andŷ (2) (x) of Y at a new X = x from (1.1) and (1.2) are also compared in order to define the criterion function E(ŷ (1) (x) −ŷ (2) (x)) and its expected value for the uniform distribution over [a, b] . The larger values of the criterion functions make better possible discrimination between MI and MII.
Designs
We denote
The matrix representation of MII is
We note that the first np rows of X (2) are identical and the last n(1 − p) rows of X (2) are also identical. The x 1 and x 2 are so chosen that Rank X (2) = 2. The condition Rank X (2) = 2 holds when x 1 and x 2 are both nonzero and unequal.
It can be checked that
The least squares estimator of β (2) and its variance arê
It now follows from (2.4) and (2.5) that
2 )
(2.6) Lemma 2.1. We have
Proof. It can be checked that
Hence the result follows.
Theorem 2.1. We have
(2.8)
The equality holds if and only if
Proof. The inequality follows from (2.6) and Lemma 2.1. The equality holds if and only if (px 1 − (1 − p)x 2 ) 2 = 0, or equivalently,
. This completes the proof.
Let x 1 = cx 2 . It follows from Theorem 2.1 that 9) where the equality holds if and only if c = 1−p p . We assume that 0 < c < 1 or equivalently 1 2 < p < 1. We define
The equality holds if and only if c + 1 = √ 2.
Proof. It can be seen that
the only realizable value of c is −1 + √ 2. The numerical value of (
attains its minimum at c + 1 = √ 2. This completes the proof.
The equality holds if and only if x 2 = b and c + 1 = √ 2.
Proof. Clear from (2.8), (2.9), and Lemma 2.2.
We now have the following observations from Theorem 2.2.
is monotonically decreasing in c and for
Hence the results follow.
Proof. Clear from Lemma 2.3.
We now present two designs D1 and D2. D1:
a+b . In reality, the values of n 1 and n 2 are both integers. Consequently, in practice, we have to find n 1 and n 2 by integer approximation. The exact values of n 1 and n 2 given in D1 and D2. The designs D1 and D2 are known as approximate or continuous designs (Elfving (1952) ). Assuming a and b are both nonzero, we have Rank X (2) = 2 for both D1 and D2. Let D be a class of designs satisfying
Proof. It is clear from Theorems 2.2 and 2.3 as well as Observations 1 and 2.
The matrix representation of MI is
We have Rank X (1) = 1 for both D1 and D2. The least squares estimator of β (1) isβ
We note that Model MI is nested within Model MII, and differing in just one term, β 2 , of the expectation form of the model. Under the conditions of Theorem 2.4, the power for testing H 0 : β 2 = 0 against H 1 : β 2 = 0 can be miximized by using D1 and D2.
Fitting and prediction
We denote for i = 1 and 2
The least squares estimator of β 1 under Model I iŝ
The least squares estimator of β 1 under Model II iŝ
The least squares estimator of β 2 under Model II iŝ
It can be checked under the assumption that Model II is true,
The fitted values of y under Models MI and MII areŷ (1) = X (1)β(1) = X (1)β (1) 1 andŷ (2) = X (2)β(2) respectively. It can be seen under the assumption that Model II is true,
Similarly, for prediction of Y at a new X = x when Model II is true, we havê
For px 1 = (1 − p)x 2 , we have from (3.5) (3.10) for A and B given in (3.9).
If x 1 = cx 2 where c = 1−p p and 0 < c < 1, then
where ψ(c) is defined in (2.10) and φ(c) = 1 − e −ψ(c) . Proof. The result in (i) follows from (3.9), (3.10), and Lemma 2.2. The condition 0 < (
b, then the design D2 maximizes the absolute values of the elements of
a+b . It now follows from (3.8) that A with the additional constraint x 2 = b attains its maximum for the design D2. The rest is clear.
From Lemma 2.2, we get
The expected value of 1 β 2 E(ŷ (1) (x) −ŷ (2) (x)) for the uniform distribution over [a, b] is
where B is given in (3.5).
We write (3.14) as (3.15) Notice that the equation (3.15) implies that the maximization of I 1 is the same as the maximization of B. For px 1 = (1 − p)x 2 , the expression of B is given in (3.9). , we have the following: 
We define (3.16) where i = 1, 2, and A is given in (3.5). It can be checked that (3.17) where tr denotes the trace of a matrix. Furthermore,
We have
It now follows from (3.18) and (3.19) that tr H (1) H (2) = 1. We note that y (i) = H (i) y , i = 1, 2, and
From (3.17), (3.18), and (3.19), we get
Also from (3.7)
We have from (3.20), (3.21), and (3.22)
where K is given in (3.16).
For
where A is given in (3.9). 
Proof. Based on (3.24), the result can be shown in much the same way as Theorem 3.1.
General designs
We present five general classes of designs with x 1 = c b, x 2 = b, n 1 = np, and n 2 = n(1 − p) and for five different expressions of c (0 < c < 1) as functions of p. .
General models
We now consider two general linear models M III and MIV as given below
where X 1 (n×s 1 ) and X 2 (n×s 2 ) are design matrices, β 1 (s 1 ×1) and β 2 (s 2 ×1) are vectors of unknown parameters, and σ 2 is an unknown constant. Models M III and MIV have the common parameters in β 1 and the uncommon parameters in β 2 . Consequently, model M III is nested within model MIV . The least squares estimator of β 1 under MIII iŝ
It can be checked that the least squares estimator of β 2 and β 1 under MIV arê
1 =β
2 .
MI in (1.1) and MII in (1.2) are special cases of MIII in (5.1) and MIV in (5.2) respectively with s 1 = 1, s 2 = 1, and
. . .
The fitted values of y under MIII and MIV arê
It can be seen thatŷ
For the special case of MI and MII, the general expression (5.4) takes the special form given in (3.7). Furthermore
It can now be seen intuitively from (5.3) and (5.5) why a design which minimizes
2 ) does in fact maximize the elements of E(Q (ŷ (1) −ŷ (2) )) in absolute value as we have seen for the special case in Theorem 3.1. In other words, the design which minimizes Var(β (2) 2 ) is in fact a good design for discriminating between M III and MIV in the general case, or between MI and MII in the special case.
Conclusions
This paper presents two efficient designs D1 and D2 for the precise estimation of β 2 within the class D of all designs that permit unbiased estimation of β 1 and β 2 under MII. We also present results demonstrating the strengths of D1 and D2 for discriminating between MI and MII with respect to our proposed new criteria. We present five general classes of designs d p1 for 1 2 < p < 1, and d p2 , d p3 , d p4 , d p5 , for 0 < p < 1. The design d p5 stands out in terms of its overall performance with respect to the criterion functions considered. The overall performance of d p4 is close to d p5 . We have considered the simplest setting to make the usefulness of our proposed new criteria as transparent as possible. Even in this simple setting one could consider the comparision of the predicted valuesŷ (1) (x) andŷ (2) (x) of Y at a new X = x from (1.1) and (1.2) for discriminating between MI and MII with respect to E(ŷ (1) (x) −ŷ (2) (x)) 2 and the expected value for the uniform distribution over [a, b] . We present some general results in discriminating between two linear models MIII and MIV having many explanatory variables with or without interactions being present. The extensions to nonlinear models for a continuous response variable and the generalized linear models for a nominal or an ordinal response variable are also possible. We hope that this paper will initiate a lot of research activities in these directions.
