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ANALYSIS OF A CONVECTIVE
REACTION-DIFFUSION EQUATION II*
S.h. LEVINEt$, L. n. PAYNEf, P. n. SACKSiS, AND e. STRAUGHAN
Abstract. We study the large time behavior of positive solutions of the semilinear parabolic
equation ut Uxx + e(g(u))x + f(u), 0 < x < L, e E R, subject to u(O,t) u(i,t) 0. The
model problem in which the results apply is g(u) u and f(u) up 1 < m < p. The steady state
problem is analyzed in some detail, and results about finite time blow up are proved.
Key words. Nonlinear parabolic equations, asymptotic behavior
AMS(MOS) subject classifications. 35K
Introduction. In this paper, we continue our study, begun in [1], of the longtime
behavior of nonnegative solutions of
(1.1(e’)) ut uxz + (g(u))x+f(u), 0 < x < L, t > 0
(1.2) u(0, t) u(L, t) 0, t > 0
(1.3) u(x, O) so(x), 0 < x < L,
where is a constant (_>_ 0 without loss of generality) and f, g are given point functions
of u. We will be primarily concerned with the power law cases f(u) up, g(u) urn,
rn, p > 1. In the earlier paper [1], we analyzed the case 1 < p < rn and proved some
general results for stationary solutions for any p, rn > 1. We will repeat the statements
of these results in the following sections. Also, in [1], we discussed some of the recent
literature concerning (1.1)-(1.3). We will not repeat that discussion here.
We might point out, however, where equations of form (1.1) occur in physical
situations or where (1.1) is a simplified model for a physical process. Cox and Mortell
[2] show how a variety of modified Burgers’ equations may be obtained by studying
the equations of gas dynamics in a tube, under various boundary conditions. Horgan
and Olrnstead [5] investigate a system which arises from Burgers’ original work and
their paper contains many other relevant references. Another area is non-Boussinesq
convection, where nonlinear density dependence on temperature leads to higher-order
temperature effects in the momentum equation, see e.g., Veronis [12], Payne and
Straughan [11].
The plan of the paper is as follows. In 2, we obtain some general propositions
concerning positive stationary solutions when p > m. These propositions are prelim-
inary to the main results concerning stationary solutions we obtain in 3. In that
section we analyze the cases 1 < m < p < 2m- 1 (Theorem 3.1), p- 2m- 1 (Theo-
rem 3.2) and finally, 1 < 2m- 1 < p (Theorem 3.3). In 4, we analyze the longtime
tDepartment of Mathematics, Iowa State University, Ames, Iowa 50010.
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134 H. A. LEVINE, L. E. PAYNE, P. E. SACKS, AND B. STRAUGHAN
behavior of solutions of (1.1)-(1.3). We show that when p > m, large data solutions
cannot be global in time. Finally, in the last section, we indicate how these results
may be generalized to nonlinearities that are not exact power laws.
Perhaps we should remark that when e 0, there is a close relationship between
problems of the form (1.1(0)) and those of the form (1.4(0)) where for arbitrary e,
(1.4(e)) +
(1.5) u(O,t) --0
(1.6) ux(L, t) f(u(L, t)).
However, when e 0, the sign of e becomes crucial for the analysis of (1.4(e)) and
the correspondence between the two problems is not so close. See [7] for a discussion
of (1.4(e)).
2. Preliminary results about steady state solutions. In this section and
the next, we state and prove results concerning the multiplicity of positive solutions
of the steady state problem
(2.1(e)) uxx + e(um)x + Up O, O < x < L
u(O) u(L) O,
u>0, 0<x<L
The case 1 < p _<_ m has been analyzed in [1], thus we are interested here in the case
p>m>=l.
The nature of the solution set may of course depend on the parameter e. Since a
solution of (2.1(e)) is uniquely identified by its L norm (by uniqueness of solution for
the initial value problem for an ordinary differential equation) we may conveniently
represent the solution of (2.1(e)), for fixed m and p as a set of points in the (e, [[Ul[LOO)
plane. Also, since the change of variable x
-
L- x takes e to -e we may restrict
attention to e >__ 0 only. Let
F {(e,M)’e >__ 0, M > 0 and (2.1(e)) has a solution u with IIllLoo M)
be the set of points corresponding to solutions of (2.1(e)) for some fixed values of m
and p.
We begin by recalling some results from [1].
PROPOSITION 2.1. Let p > 1, m >= 1.
(i)
(ii)
(iii)
(iv)
(v)
(vi)
[1, Thm. 2.2] There is a unique positive solution of (2.1(0)). Denote by flo its
L norm.
[1, Prop. 2.6] There exists Mo > 0 such that if u solves (2.1(e)) for some
>= o Ilull o Mo.[1, Prop. 2.9] F is locally a simple curve.
[1, Cor. 2.51 In some neighborhood o/ O, M flo, F {(e, fl(e)} for a
continuous function , with fl(O) o.
[1, Prop. 2.7] The component off containing (0, flo) is not bounded.
[1, Lemma 2.1] ff ui,u2 are solutions of (2.1(e)), u u2 then ui < u2 or
U2 < Ul.
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CONVECTIVE REACTION DIFFUSION EQUATION 135
Thus there is a curve of solutions emanating from the known 6 0 solution. This
curve may be continued indefinitely and along it either 6 oc or IlUlIL oc or
both. We will see that for m < p =< 2m- 1 we must have IlUllLO ---, oc along the
branch, while for p > 2m- 1 we must have
In the rest of this section we prove some results which are valid whenever p
m _>_ 1. We begin with some lemmas.
LEMMA 2.2. Let u be a solution of (2.1(6)) with p > m- 1.
O < xo < xl < L such that
Then there exi’sts
__> o, <_ o
(2.3) ux g O, Uxx 5 0 on (xo, Xl)
(2.4) Ux <- O, Uxx >-- 0 on (Xl,L)
Proof. Clearly uz can change sign exactly once (at some point xo say) and Uxx <= 0
on (0, x*) some x* > xo. Also since u(L) < 0 and p > m- 1 we must have Uxx > 0
near L, hence there exists xl E (xo, L) such that Uxx < 0 on (0, Xl) and Uxx(X) O.
If we set v
-Ux 6(um)x d-up then we obtain the following differential inequality
for v;
(2.5) vx 6mum-Uxx d-6m(m 1)urn-2 2Ux
-
pup- ux
--((m 1) x -1)6mum v + (p m + 1)up- Ux
(((m 1) x -1)6mum v X --x < L
Since v(x) 0 we conclude that v(x) <= 0 on [x, L).
LEMMA 2.a. Let u be a solution of (2.1(6)), p > m- 1. Define
Then
x
y(x) um-l(8)d8
hyy + 6mhy + mh(pTl-m)/m 0
L
(2.9) h(O) h(R) 0 R um-l(8)ds.
Furthermore if 6o > 0 there exists Ro > O, depending only on 60, p, m, and L such
that if 0 <= 6 <= 6o then R >= Ro.
Proof. The fact that (2.8) holds is a straightforward computation. To prove the
lower bound for R, we first claim that there exists so > 0, (depending on 60, p, m
and L) such that
(2.10) ux(L)
if u is a solution of (2.1(6)) with 6 __< 6o. Allowing this for the moment, there are
two possibilities. First if xl < L/2 (x from Lemma 2.1) then u(x) >__ o(L- x) for
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136 H.A. LEVINE, L. E. PAYNE, P. E. SACKS, AND B. STRAUGHAN
L/2 <_ x <= L which clearly implies a lower bound for f: um-l(s)ds. If, on the other
hand xl > L/2 then u is concave on (0, xl) hence is bounded below by the piecewise
linear function p(x) satisfying p(0) p(xl) O, p(xo) IlUllLOO. Since IlUllLoo is
bounded below by Proposition 2.1(ii) we again obtain a lower bound for R.
Finally, to prove (2.10) we see from the equation that
(2.11) (uz
--
cum)x
-
0 0 < x < L
so that
(2.12) Ux >= -um q- ux(L).
From this differential inequality we see that
II’IIL du
< L
sum
-ux(L)
so that, since m >= 1, IlUllLOO tends to zero as ux(L) tends to zero. Hence, by Propo-
sition 2.1(ii), ux(L) must be bounded away from zero.
Let us denote (x) sin ((r/L) x), i.e., is the first eigenfunction of d2/dx2
on (0, L) normalized in L (0, L).
LEMMA 2.4. Let p > m, o > O. There exists C1 depending only on o, P, m, and L
such that if u is a solution of (2.1(s)) with e <= o then
L
u)P/(P-m) dx < C1
L
uPS)p/(p-m) dx < C1
r multiply the equation by Cn and integrate fromProof. Letn= = ()2
0 to L. Simple integration by parts yields
(2.15) uPCndx+ n(n-1)uCn-2xdx An uCndx+en umcn--l)x dx.
Using HSlder’s and Young’s inequalities we find
z(2.16) uPCndz An uCndx + n uPn + C() dz
Choosing 1/2en, we get
[ uPn dx 2n/un dx + C(o, n, L).(2.17)
Now from Jensen’s inequality the left-hand side of (2.17) is bounded below by
(f udx)p(2.18) (f Cndx)P_
and the conclusion follows easily.
LEMMA 2.5. Let p > m, eo > 0 and 0 < a < b < L. There exists C2 depending
on eo,P, m, L,a, and b such that ff u is a solution of (2.1()) with o then
(2.19) ]]U]lL(a,b) C2
(:.20) 5
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CONVECTIVE REACTION DIFFUSION EQUATION 137
Proof. We claim that there exists a constant C C(eo,p,m,L) and x2 E
ILl8, 7L/8] such that
+ c.
Assuming (2.21) for the moment, we have from (2.1(e)) the equation
(2.22) Ux(X) + eum(x) Ux(X2) + um(x2) + uP(s) ds.
By Lemma 2.4 u is bounded in Loc(0, L), uniformly in e for e __< Co. Hence from
(2.21) and (2.22), we see that ux + eum is bounded in Loc(0, L). Since rn < p, um
is bounded in Loc(0, L), again uniformly in e for e =< Co, and (2.20) follows. The
estimate (2.19) follows immediately from (2.20) and (2.21).
It remains to prove the claim (2.21). From (2.13) it follows that meas{un >__
k} < L/16 for large enough k k(eo,p, m,L). Suppose u achieves its maximum at
xo < L/2 (the argument is similar if xo > L/2 ). There must exist x* E (L/2, 5L/8)
such that u(x*)n(x*) <= k and u(x) < u(x*) for x >__ x*. By the mean value theorem
there must exist x2 (x*, 7L/8) such that
x,8
kSince u(x2) <= u(x*) <=
-(hL/S) the claim is proved. [--]
We now prove that for p > m there is exactly one solution of (2.1(e)) for e
sufficiently small. Let us denote by u_% the known solution given by Proposition 2.1
for e near 0.
PROPOSITION 2.6. Let p > m. There exists el > 0 such that (2.1(e)) has exactly
one solution for 0 < e < el.
Proof. Suppose the conclusion is false. Then there exists e. 0 and u., a
solution of (2.1ej), with u. # u_%.. Let f C’(0, L); we have
(2.24) u eju? +udx 0
By Proposition 2.5 {u. } is precompact in Loc (0, L). Hence (passing to a subsequence)
there exists u* Loc (0, L) such that
(2.25) jfoL [u*xx + (u*)P] dx O.
Since is arbitrary we conclude that (U*)xx <- 0 weakly, and hence strongly on (0, L).
Now let Xl be the inflection point for u.. We claim that xl L as j o.
Otherwise (for a further subsequence) there exists L1 < L such that uj is convex on
(L1, L). Then we must have (U*)xx >= 0 on (L1, L), a contradiction.
Hence for large enough j, uj is concave on (0, 3L/4).
We now consider two cases. If there is a subsequence jk oo such that Ilujk IILOO
oo, then using the fact that ujk is concave on (0, 3L/4) it follows that we must have
f: uj,n dx oo which contradicts Lemma 2.4. If, on the other hand, IlujllLO is
bounded independently of j, then one easily checks that u* must be a solution of
D
ow
nl
oa
de
d 
11
/0
3/
16
 to
 1
29
.1
86
.1
76
.2
19
. R
ed
ist
rib
ut
io
n 
su
bje
ct 
to 
SIA
M 
lic
en
se 
or 
co
py
rig
ht;
 se
e h
ttp
://w
ww
.si
am
.or
g/j
ou
rna
ls/
ojs
a.p
hp
138 H.A. LEVINE, L. E. PAYNE, P. E. SACKS, AND B. STRAUGHAN
(2.1(0)) or else u* 0. Now u* 0 is impossible because of Proposition 2.1(ii). Thus
u* must be the unique solution of (2.1(0)). This contradicts Proposition 2.1(iv) since
3. Description of the set of steady state solutions In this section we
complete our discussion of the steady state problem (2.1(e)) by proving results about
the multiplicity of solutions. As the exponents m and p are varied, there are at least
four distinct cases which arise. Solution diagrams for these cases may be found in [1,
THEOREM 3.1. Let 1 < m < p < 2m- 1. Then there exist e0,el such that
0 < el < eo < oc and such that
(i) (2.1(e)) has exactly one solution for 0 <= e < el;
(ii) (2.1(e)) ha8 no solution for e > Co;
(iii) ff p is close enough to m then there exists e such that (2.1(e)) has at least two
solutions, i.e. el < Co.
THEOREM 3.2. Let p 2m- 1, m > 1. Then
(i) (2.1(e)) has exactly one solution for 0 <= e < eo =-;
(ii) (2.1(e)) has no solution for e >= eo.
THEOREM 3.3. Let p > 2m- 1.
e_>0.
Then (2.1(e)) has exactly one solution for all
As one can see, the results are not complete for m < p < 2m- 1. We conjecture
that el < eo for all m, p in this range.
For the readers convenience we recall the result of [1] for the case p =< m.
THEOREM 3.4. Let 1 < p <= m. Then there exists eo > 0 such that
(i) (2.1(e)) has at least two solutions for 0 < e < Co;
(ii) (2.1(e)) has at least one solution for e co;
(iii) (2.1(e)) has no solution for e > Co.
We begin the proofs with the easiest case, p 2m 1. Note that this is exactly
the case in which equation (2.8) is linear.
Proof of Theorem 3.2. Define y, h, and R as in Lemma 2.3. If e >__ X/4X/ all
solutions of (2.8) are nonoscillatory, hence h(O) h(R) 0 cannot be satisfied for
any R > 0 except if h 0.
To show the existence of at least one solution for e < X/4X/4X/, then by Proposition
2.1 it is enough to obtain an a priori bound for solutions of (2.1(e)) when e < X//m.
Thus suppose u is a solution for such an e. We have by explicit calculation
(3.1) h(y) Ce-(em/)u sin m
4
y
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CONVECTIVE REACTION DIFFUSION EQUATION 139
for some constant C. Since h > 0
(3.2) um-l(s) ds R
The constant C can be determined from
(3.3)
g2m2
(3.4) c(m-1)/m--
-L1 oR
Hence
e_,e((m-1)/2)Ydy
(3.5) IlullL __--< cm-1
4 Y
and C clearly remains bounded when e is bounded away from V//rn.
Finally, if for some there exists two solutions U u2 then the preceding
argument shows f: trt-i dx f: trt-i dx. However, by Proposition 2.1(vi) Ul < u2
or u2 < Ul, a contradiction.
Remark. The uniqueness of positive solutions of (2.1()) when p 2rn- 1 can
also be shown by a scaling argument as follows. The differential equation is invariant
under the transformation u(x) --, Al/(p-m)u(,kx) for any A > 0. Thus, if there existed
two distinct positive solutions of (2.1()) then we could find two functions ui i 1, 2
.with ti(0 t2(0 0, ]]’ttl]]L ]]t2]lL and both satisfying Uxx+(tm)x+tp O.
By uniqueness of solutions of the initial value problem for u, we may conclude that
Ul
For the proof of Theorem 3.3 we need the following.
LEMMA 3.4. Let p > 2m- 1. Fix >= 0 and let hi be positive solutions of (2.8),(2.9) on [0, R/] for i= 1,2. If R2 > R1 then IIh2[ILOo < IlhlllLO.
Proof. If IIh211L IlhlllL then hi h2 by uniqueness of solutions of the initial
value problem and hence R1 R2. Now suppose IIh21]L > IlhlllL. By consideration
of the phase plane diagram for (2.8) we see that
(3.6) h(R2) < h(R1) < 0 < hl(O) < h2(O).
We first observe that it is not possible that h (y) => hi(y) for 0 __< y =< R1. Indeed,
otherwise
(p--mT1)/m hlh(2P-m+l)/m < 0(3.7) (hih2 h2h)’ -[- (hih2 h2hl) h2h
since p > 2m- 1, so that
(3.s) 5 h (0) i 0.
and in particular
-h2(Ri )hi (R1) <= O,
which is a contradiction.
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140 H.A. LEVINE, L. E. PAYNE, P. E. SACKS, AND B. STRAUGHAN
Thus there must exist Yl (0, R1) such that h2 > h on (0, y) and h2(y)
hi (yl). There are now two cases. First suppose h(yi) _-> 0.
Since (3.8) holds on (0, yi] it follows that h (yi) > h2(Yi). Denote by h-1 the
branches of the inverse function with values in [0, yl]. We see that h (h-.l(x))
h(hi(z)) must have a root in (0, hi(y2)), i.e., there exist points yu,y such that
hi(y2) h2(y) and hl(y2) h(y). Thus by uniqueness for the initial value
problem, h(y) h2(y+y-y2), and since hi(0) h2(0) 0 we must have hi -= h2,
a contradiction.
Finally suppose h(yl)
(yl, R1) such that h:(y) > hi(y) on (y2, R1) and h2(y2)= hi(y2). Also we must have
h (y) < 0 and h (y) < h(y) < 0. Using (3.6) we again have a contradiction as in
the previous case.
Proof of Theorem 3.3. First we prove uniqueness. Suppose u and u2 are both
solutions of (2.1(e)); by Proposition 2.1(vi) we may assume 0 < Ul < u. Let hi, Ri
i 1, 2 be as in Lemma 2.3, i 1, 2, so that R2 > R1. Then, from Lemma 3.4, it
follows that Ilul]i < IlUIIILo & contradiction.
We next show the existence of a solution for all e __> 0. By Proposition 2.1(v)
it is enough to show that if e0 > 0 there exists C C(eo,p, m, L) such that if u is
a solution of (2.1(e)) for e <= Co, then Ilulli <= C. Using Lemmas 3.4 and 2.3 it is
enough to prove the same statement for solutions of (2.8), (2.9) for a fixed R Ro > 0.
Let Ce(y), Ae > 0 satisfy
(3.10) Ce(0) (Ro) 0
R
(3.11) Ce(y) dy 1.
Multiplying (2.8) by Ce and integrating gives
(a.12) Ce(y)h(+l-m)/m(y) dy ---2-e e(y)h(y) dy.
m
Hence using Jensen’s inequality,
(a.la) be(y)h(+l-m)/m(y) dy C(o,p,m, L).
Now let Gs(, () be the Green’s function for
(a.14)
"
+ em’ :1" 0 < < Ro
(3.15) (0) ’(Ro) 0
so that
(a.l) h() m a(, ()h(+-/(()d(.
It is a straightforward calculation to cheek that
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CONVECTIVE REACTION DIFFUSION EQUATION 141
Hence, from (3.13) and (3.17), one obtains the required uniform estimate for h.
For the proof of Theorem 3.1 we begin with the nonexistence result.
PROPOSITION 3.5. Let 1 < m < p < 2m- 1. Then there exists eo > 0 such that
(2.1(e)) has no solution for e >= eo.
Proof. First we make the following claim. There exists ao > 0, e* > 0 such that
if u is a solution of (2.1(e)) for e > e* then there exists x2 > Xl (Xl from Lemma 2.2)
such that
(3.18) u(x2) _-> ao
(3.19) muz(x2) <__ --2up-m+a(x2)
To see this define
(3.20) u sup x muz(c) + -uV-m+(c) > 0
Since
and
1 Zp_m_t_+ >= o xgxx
1
mux(L) + -’ap-m+l(L) < O,
is well defined, and 2 E (Xl,L). Now recalling from Proposition 2.1(ii) that
u(xo) => Mo > 0 and integrating the differential inequality mux+(2/e)up-m+i(x) >= 0
on [xo,2], we find that u(2) >= Mo/2 for say e > e*. Choosing co Mo/4 we have
that the conditions (3.18) and (3.19) are satisfied by some x > 2.
Next define the function h(y) as in Lemma 2.3 and let (y) satisfy
(3.21)
"
+ emf’ + mh(y2)(P+l-2m)/m 0
(3.22) (Y2) h(y2)
(3.23)
where y y(x2). The inequalities (3.18), (3.19) in terms of h are
(3.24) h(y2) _->
2 p-m+l(3.25) h’(y2) <--h m (Y2)
Let > max(e.2, (4/m)c+-2m). We claim that S"(Y) _-< 0 for y _< y2. Accepting
this for the moment, we have (since p / 1 2m < 0)
(3.26) (h’ h’)’ "1- m(h’ h’)
-mh (h(y2) (p+l-2m)/m h(p+l-2m)/m)
There is an interval [Y3, Y] on which h(y) >= h(y)- h(y3) and so
(3.27) [estay (h’ h’f)]’ < 0 on [Y3, y21
and in particular
(3.28) h(y)’(y) h’(y)(y) >= 0 Y3 <= Y <= Y.
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But the interval [Y3, Y2] contains the point y(xo), where the maximum of h is
achieved, and evaluating (3.28) at this point we obtain
’
(y(xo)) > 0, a contradiction.
It remains to verify that
’
(y) =< 0 for y =< Y2. This may be checked by writing out
explicitly the solution ’(y), and using (3.21)-(3.25). The computation can be made a
little less painful by arguing in the following way. First, the characteristic roots for the
equation are real, hence can have no more than one critical point. Since (y2) < 0,
if we check that (y) < 0 for large negative y we will be done. Now as y
-
it
is easy to check that (y) Very where r -(A + x/A2- 4B)/2, C (rh(y2)
h’(y2))/x/A2 -4B and A em, B mh(y2) (p+l-2m)/m. Thus to conclude we
need h(y2) < rh(y2), and because of (3.25) it is enough that 2/e h(p+l-2m)/m(y2)
A/2[1 X/1 4B/A2]. But the left side is 2B/A, and since 4B/A2 < 1 the conclusion
follows from the obvious inequality 1 x/1 < for 0 <
Proof of Theorem 3.1. We have already proved (i) in Proposition 2.6 and (ii)
in Proposition 3.5. For the proof of (iii) we will need to recall some results from
[1]. In that paper solutions of (2.1(e)) were found by looking for zeros of a function
H(, e) v(L), where v(x) satisfies
(3.29) vxx + e(vm)x + vp 0 x > 0
(3.30) v(0) 0
(3.31) vx(O) .
Let us fix m and regard H as a function of p also, H H(c,e, p). For p > 1 H is
C in all variables and by Proposition 2.9 of [1] either OH/Oa or OH/be is nonzero
at any root of H. Also by Proposition 2.4 of [1] OH/Oa(ao, 0) > 0, where so is the
initial slope for the unique solution of (2.1(0)). Thus it is not hard to check that there
exists > 0, > Co and > m such that for p E [m, ], (2.1(e)) has a solution for
all e E [0, ] with initial slope a a(e) <= -.
Now for p m it was shown in Proposition 3.5 of [1] that (2.1(e)) has at least
two solutions for all 0 < e < Co, and in particular there is a maximal solution
of (2.1(e)) with x(0) --*
yields a curve of roots of H in the form c a(e, p) or e e(a, p) containing the point
(ue2x(O), e2, m) and hence for p close enough to m there must be a second solution of
(2.1(e)) for some e near e2.
4. The time dependent problem. In this section we discuss the large time
behavior for the time dependent problem
(4.1(e)) ut uxx + e(um)x + up 0 < x < L t > 0
u(0, t) u(L, t) 0 t > 0
0) => 0 0<x<L
It is known (e.g., [11, [8]) that for any uo e L(O,L) there is a solution u(x, t) of
(4.1(e)) on some interval 0 =< t =< Tmax, for some Tmax (0, (x)], and if Tmax < o
then limt_,Tg Ilu(., t)IIL(O,L .
Our first result gives sufficient conditions that Tmax be finite, i.e. that the solution
of (4.1(e)) blow up in finite time. Recall we have defined (x) (r/2L)sin ((r/L)x)
and n p/(p m).
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PROPOSITION 4.1. Let p > m. Then there exists Co Co(e,p, m, L) < oo such
that ’f
(4.2) uo(x)n(x) dx > Co
then the solution of (4.1(e)) blows up in finite time.
Remark. The proof is a variation of the eigenfunction method (e.g., Kaplan [6],
Levine [14] and Payne [10]). The nature of the blow-up set has been studied by
Friedman and Lacey [4]. Recall from [1] that if e : 0 and p =< m then Tmax oc for
any uo E L(0, L). See Chipot and Weissler [3] for another recent result about blow-
up for an equation with nonlinear gradient dependence; previous work on blow-up has
generally only dealt with the reaction-diffusion case.
Proof. Set
(4.3) F(t) u(x, t)n(x) dx.
A short calculation shows that
L
cn(x)u(x t) dx en(4.4) F’(t) >= -(r2/L2) n
+ uP(x,t)n(x)dx.
Using Jensen’s inequality we see that
um (x, t)n-1(x)(x) dx
(4.5) en fo um(x,t)n-l(x)(x)dx <= A1 uP(x,t)n(x)dx
(4.6)
-L-n u(x, t)n(x) dx <= A2 uP(x, t)n(x) dx
with
(4.7)
(4.8)
Therefore
AI enllxllLoo(O,L)L-m/p
r2 L Cn (X) dxA
--n
(/o )(4.9) F’ (t) >__ Q up (x, t)n (x) dx
with
(4.10) Q(s) 8 A18m/p A281/p.
if so is the largest positive root of Q, then Q(s), Q’(s) > 0 for s > so. If
(4.11) F(.O) > Co =-As/p,
then one sees easily that f: uP(x, t)n(x)dx > so for all t and so
(4.12) F’(t) > Q ( I’’-FP(t))nD
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Since p > 1, F(t) must blow up in finite time.
We next recall some results from [1].
PROPOSITION 4.2. Let m >= 1, p > 1, e E R
(i)
(ii)
(iii)
u =_ 0 is an asymptotically stable steady state solution of (4.1(e)).
/f (4.1(e)) has any positive steady state then it has a minimal one, u_e, which
is unstable from below.
Let E {e u_e is stable from above}. Then E is nowhere dense and there
exists e2 > 0 such that E N (-e2, e2) .
Remark. In general the possibility that a steady state is stable from above and
unstable from below (i.e., is not hyperbolic) cannot be ruled out, such behavior being
necessary at the "turning points" of the solution curve F (defined at the beginning of
2), which may occur for 1 < p =< m.
Another important result concerning the asymptotic behavior of solutions of
(4.1(e)) follows from general theorems due to Zelenyak [13].
PROPOSITION 4.3. Let u(x, t) be a solution of (4.1(e)) such that Ilu(., t)IIL(O,L
is uniformly bounded for t > O. Then there exists a nonnegative steady state u* of
(4.1(e)) such that u(x,t)
--
u*(x) uniformly as t ---, o.
Remark. We may conclude, for example, from Propositions 4.2(ii), 4.3 and the
maximum principle that if no(x) <= u_(x), no(x) u_u_(x) then the solution of (4.1(e))
tends to 0 as t
To conclude we summarize all that we can say about the asymptotic behavior
of solutions of (4.1(e)) under various conditions on m,p, and e. In what follows, the
numbers Co, el, and e2 have the meaning assigned to them in Theorems 3.1, 3.2, 3.3,
and Proposition 4.2.
Casel. m<p<2m-lande>eoorp-2m-lande=>eo. In this case the
only nonnegative steady state is u 0, which is asymptotically stable. If u(x, t) is the
solution of (4.1(e)) then either it converges to 0 as t o or it tends to infinity in
finite or infinite time. If uo is small enough (in L (0, L) say) then u must tend to zero,
while if uo is large enough so that 4.2 holds, then u must go to in finite time. We
mention that Matano has shown ([9]), for the case of a reaction-diffusion equation in
one space dimension, that blow up cannot occur if the maximal nonnegative solution is
stable from above. The present example shows that Matano’s result is false in general
if the equation has some first derivative terms.
Case 2. m<p<2m-lande<elorp=2m-lande<eoorp>2m-1. In
this case there is exactly one positive steady state u_ which is unstable from below.
For any uo the solution must either tend to 0 as t --. (x or tend to u_ as t o or
tend to infinity in finite or infinite time. If uo =< u_, uo u_ or if uo is sufficiently
small in L(0, L) then u 0 as t --, x. If uo is large enough so that (4.2) holds then
u tends to infinity in finite time.
Case 3. Same as Case 2 and also e E (in particular 0 < e < e2). In this case
we also have u_ unstable from above so we can assert in addition that if uo => u_u_,
uo u_u_, then u tends to infinity in finite or infinite time.
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Case 4. m < p < 2m- 1, el < e < o. In this case there are one or more positive
steady states. For any Uo, the solution u must tend to a nonnegative steady state or
tend to infinity in finite or infinite time. Again if uo =< u., uo u_% or if uo is small
enough in L(0, L) then u 0 as t oc while if 4.2 holds then u tends to infinity
in finite time. If E then there must exist another steady state solution
which is stable from below.
5. More general nonlinearities. In this section we describe briefly how the
results of 2-4 can be generalized to the case of nonpower-law nonlinearities. We will
write the steady state problem as
(5.1) uzx + (g(u))x + f(u) 0 0 < x < L
u(O) u(L) 0
u(x) > 0 0 < x < L.
Let us first list all of the hypotheses that may be used
(H1) f E C ([0, oc)), f(0) 0, f(u)/u is strictly increasing on R+
(H2)
(H3)
(H4)
(Hh)
(H6)
(H7)
(ns)
(Tr) 2 f(u)O< lim f(u) < < lim
g e C ([0, )), g(0) 0, g’(u) > 0 for u > 0.
f(u)/g’(u) is nondecreasing on R+.
f(u)/g(u)g’(u) is strictly increasing on R+ with limu f(u)/g(u)g’(u) .
f(u)/g(u)g’(u) is strictly decreasing on R+ with limu f(u)/g(u)g’(u) O.
f(u)/g(u)g’(u) (a constant).
f(u) C1up -C2, u O, some C1,62 0.
g(u) C3um + C4, u 0, some C3, C4 0.
(ii)
(iii)
THEOREM 5.1. Let (H1}, (He} and (H3) hold
(i) Assume (Hh), (H7) and (H8) hold with p > m. Then there exists Eo,81 8ch
that 0 < el <= eo < oc and such that (5.1(e)) has exactly one solution for
0 <= e < el and no 8olution for e > Co.
Assume (H6). Then (5.1(e)) has exactly one solution for 0 <= e < v/ and
no 8olution for e >_ x/.
Assume (H4). Then (5.1(e)) ha8 exactly one 8olution for all e >= O.
Let us make some remarks about which hypotheses are necessary for the various
Lemmas and Propositions. Proposition 2.1 is true if the conditions p > 1 and m => 1
are replaced by (H1) and (H2), except possibly for part (iii) which is proved in [1]
only for the case that (HI) holds and g(u) um, m => 1. However, the fact that F is
locally a simple curve is not explicitly used in what follows. The conclusion of Lemma
2.2 is still true if we assume (HI), (H2), and (H3). In Lemma 2.3 we set
(5.3)
and in place of (2.8) we have
(5.4) huy + ehu + F(h) 0
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with
(5.5) F(h)- f(g-l(h))/g’(g-l(h)).
The lower bound for R f: g’(u(s))ds in Lemma 2.3 remains valid if we assume(H1), (H2), and (H3). Lemmas 2.4 and 2.5 are true if we assume (H7) and (H8) with
p > m; in (2.14), we replace up by f(u). The conclusion of Proposition 2.6 still holds
if we assume (H1), (H2), (H3), (H7), and (H8) with p > m. In 3, Lemma 3.4 will be
true under hypotheses (H1), (H2), and (H4), and for Propositon 3.5 we assume (H1),
(n2), (H3), and (H5).
Concerning the time dependent problem
(5.6(e)) ut u + e(g(u)) x + f(u) 0 < x < L t > 0
u(O, t) u(L, t) 0
u(x,O) uo(x) >= 0 0 < x < L
an adequate existence, uniqueness, and continuation theory will be true, provided
(H1) and (H2) hold, and an analogue of the blow-up result Proposition 4.1 is proved
as before if we assume also H7 and H8 with p > m.
In Proposition 4.2, parts (i) and (ii) are true assuming (nl) and (H2). The set E
in part (iii) still cannot intersect an interval (-e2,e2) but the fact that it is nowhere
dense was proved in [1] assuming only that (nl) holds and g(u) um m >= 1. The
stabilization result, Proposition 4.2, is true under conditions (H1) and (H2), although
more regularity is assumed in [13]. We leave to the interested reader the formulation
of results about the asymptotic behavior analogous to those stated at the end of 4.
REFERENCES
[lO]
[11]
[12]
[1] T.F. CHEN, H. A. LEVINE,and P. E. SACKS, Analysis of a convective reaction diffusion
equation, J. Nonlinear Anal. T.M.A., to appear.
[2] E.A. Cox and M. P. MORTELL, The evolution of resonant oscillations in closed tubes,
ZAMP, 34 (1983), pp. 845-866.
[3] M. CHIPOT and F. B. WEISSLER, Some blow up results for a nonlinear parabolic equa-
tion with a gradient term, preprint.
[4] A. FRIEDMAN and A. A. LACEY, Blow up of solutions of semilinear parabolic equations,
J. Math. Anal. Appl., to appear.
[5] C. O HORGAN and W. E. OLMSTEAD, Stability and uniqueness for a turbulence model
of Burgers, Quart. Appl. Math., 36 (1978), pp. 131-127.
[6] S. KAPLAN, On the growth of solutions of quasilinear parabolic equations, Comm. Pure
Appl. Math., 16 (1963), pp. 305-330.
[7] H.A. LEVINE, Stability and instability for solutions of Burgers’ equation with a semi-
linear boundary condition, SIAM J. Math. Anal., 19 (1988), pp. 312-336.
[8] O. A. LADYZENSKAYA, V. A. SOLONNIKOV, and N. N. URAL’CEVA, Linear and
Quasilinear Equations of Parabolic Type, American Mathematical Society, Providence,
R.I., 1967.
[9] H. MATANO, Asymptotic behavior and stability of solutions of semilinear diffusion
equations, Pub. R.I.M.S., 15 (1975), pp. 401-454.
L. E. PAYNE, Improperly Posed Problems in Partial Differential Equations, Society for
Industrial and Applied Mathematics, Philadelphia, PA, 1975.
L. E. PAYNE and B. STRAUGHAN, Unconditional nonlinear stability in penetrative
convection, Geophys. Astrophys. Fluid Dyn., to appear.
G. VERONIS, Penetrative Convection, Astrophys. J., 137 (1963), pp. 641-663.
D
ow
nl
oa
de
d 
11
/0
3/
16
 to
 1
29
.1
86
.1
76
.2
19
. R
ed
ist
rib
ut
io
n 
su
bje
ct 
to 
SIA
M 
lic
en
se 
or 
co
py
rig
ht;
 se
e h
ttp
://w
ww
.si
am
.or
g/j
ou
rna
ls/
ojs
a.p
hp
CONVECTIVE REACTION DIFFUSION EQUATION 147
[13]
[14]
T. I. ZELENYAK, Stabilization of solutions of boundary value problems for a second
order parabolic equation with one space variable, Differential Equations, 4 (1968), pp.
17-22.
H. A. LEVINE, On the nonexistence of global weak solutions of some properly and
improperly posed problem of mathematical physics: The methods of unbounded Fourier
coecients, Math. Annalen, 214 (1975), pp. 205-220.
D
ow
nl
oa
de
d 
11
/0
3/
16
 to
 1
29
.1
86
.1
76
.2
19
. R
ed
ist
rib
ut
io
n 
su
bje
ct 
to 
SIA
M 
lic
en
se 
or 
co
py
rig
ht;
 se
e h
ttp
://w
ww
.si
am
.or
g/j
ou
rna
ls/
ojs
a.p
hp
