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1. INTRODUCTION 
Ordinary differential equations which are periodic in the independent 
variable can arise from many problems in mechanics and circuit theory. 
For these applications it is interesting to know about the existence of 
periodic solutions and particularly about those which are stable. Powerful 
tools for proving the existence of periodic solutions are provided by fixed 
point theory and degree theory and many papers have been written about 
this. However, relatively few papers have been written about the existence 
of stable periodic solutions (see [ 12, p. 2271). When a periodic solution has 
been calculated explicitly its stability can normally be determined by com- 
puting the Floquet multipliers of its perturbational equation and verifying 
that these all have modulus less than 1. This always involves considerable 
effort and is possible only when the periodic solution is known with some 
accuracy. However, the qualitative theory of differential equation aims to 
predict the existence of a stable periodic solution without requiring it to be 
computed explicitly. It is possible to do this for certain special classes of 
differential equations by methods described in [3, 5, 6, 71. One aim of the 
present paper is to provide a new class of equations for which it is prac- 
ticable to predict the existence of a stable periodic solution. 
This paper was inspired by results of Massera and Pliss concerning 
scalar differential equations of the first order which are a-periodic in the 
independent variable. Massera [9] showed that if such an equation has a 
solution x(t) which is bounded in some interval to < t < co then x(t) con- 
verges to a a-periodic solution as t -+ + co. For the same equations Pliss 
[ 10, Sect. 91 proved results on stability and on the number of periodic 
solutions of analytic equations. It is well known that these theorems are 
not valid for all differential equations in R” when n > 1. In Sections 2, 3 of 
the present paper we obtain analogues of Massera’s convergence theorem 
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and the associated results of Pliss for a special class of differential equations 
in R”. The stability results in Section 3 are unusual because they predict the 
presence of a stable periodic solution in a region which may also contain 
many unstable solutions. 
Massera [9] used the convergence theorem to motivate his more famous 
result concerning a-periodic differential equations in KY2 for which each 
solution has an interval of existence of the form (0, co). He showed that if 
such an equation has a solution which is bounded in the future then it also 
has a o-periodic solution. This is a delicate result because equations satisfy- 
ing these hypotheses may also have recurrent solutions which are not 
periodic. In Section 4 we obtain an analogue of Massera’s 2-dimensional 
theorem for a special class of differential equations in IR”. This is proved by 
making a detailed study of a class of solutions in R” called the amenable 
solutions. As a by-product of this work on amenable solutions we also 
obtain in Section 4 a refinement of a result of Cartwright [2] concerning 
the frequency spectrum of uniformly almost periodic solutions. 
The classes of differential equations in R” to which our theorems apply 
are specified by certain hypotheses (H3), (H4) described in Section 2. Their 
verification is discussed in Sections 56. For generalised feedback control 
equations these hypotheses are reduced in Section 5 to an inequality which 
is analogous to the frequency domain criterion used by control engineers 
for stability problems. Its geometrical interpretation as a circle criterion is 
described in Section 6 for the special case when the nonlinearities of the dif- 
ferential equation are one-dimensional. It is shown how this enables the 
analogues of Massera’s theorems to be applied easily to a considerable 
class of nonlinear differential equations of higher order. 
2. MASSERA'S CONVERGENCE THEOREM 
Throughout this paper x* and 1x1 denote the transpose and euclidean 
norm of any column vector x in KY”. We consider the vector differential 
equation 
in which f( t, X) is a continuous function from [w x S into R” for some open 
subset S of R”. To ensure that solutions in S are uniquely determined by 
their initial values and vary continuously with them we assume the 
following: 
(H 1) f( t, x) satisfies a local Lipschitz condition in R x S. 
Except in parts of Sections 3,4 the following hypothesis is also assumed: 
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(H2) there exists a constant G > 0 such that f(t + cr, x) =f( t, x) in 
R x s. 
If S,, is a compact subset of S then (Hl ) implies a global Lipschitz con- 
dition in the compact set [0, a] x S,. That is, there exists a constant y(S,) 
such that 
If(t, Xl) -f(c x2)1 G Y(S,)lX, -x2 I forx,,x, ES, (2) 
and 0 6 t < (T. This restriction 0 6 t d r~ can be ignored when f( t, x) satisfies 
(H2). If x(t), y(t) are solutions of ( 1) such that x(t), y(t) E S, for 8 6 t < T 
then (2) gives 
I-46 -AWwC-y(S.d(T - 011 G Ix(~) -A~)1 
G Ix(@ -AWwCd&)(~ - @I. 
(3) 
For the special case of scalar equations which satisfy (Hl ), (H2) with 
S= R, Massera [9] showed that any solution y(t) which is bounded in an 
interval (to, co) must converge to a o-periodic solution u(t) as t -+ + co. 
This result can only be extended to higher-dimensional equations by 
adding further hypotheses to it. For equations satisfying (Hl), (H2) with 
S = IR” and n > 1, Sell [ 13, p. 1511 showed that any bounded solution y(t) 
which is also uniformly asymptotically stable must converge to a periodic 
solution u(t) as t -+ + co. In practice the asymptotic stability of y(t) could 
be verified by using a theorem of Demidovich [S]. For the special case of 
autonomous equations the periodic solution u(t) reduces to a constant 
solution in the above theorems of Massera and Sell. For this special case, a 
more delicate version discussed by Cronin [3, p. 250; 4, p. 2381 states that 
if y(t) is a bounded phase asymptotically stable solution then the set of o- 
limit points of y(t) is the orbit of a phase asymptotically stable periodic 
solution. This result is closely related to the PoincarekBendixson theorem 
for plane autonomous equations. Cronin [3] also gave sufficient conditions 
for y(t) to be phase asymptotically stable. 
The present paper is concerned mainly with nonautonomous equations. 
In this section a new higher-dimensional analogue of Massera’s theorem is 
obtained by adding to it hypothesis which are different to those of Sell and 
Cronin. The main hypothesis is as follows: 
(H3) there exist constants 13 0, E > 0 and a constant real symmetric 
n x n matrix P such that for all real t, 
< -E/XI-X2j2 forx,,.x, ES. 
(4) 
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If V(X) = x*Px and x(t), y(t) are solutions of (1 ), this gives 
=2e”‘(x-y)*P[f(t, x)-f(t, y)+ 4x-y)], 
< -24x(t)-y(t)J’ e2i.r, (5) 
for all t such that x(t), y(t) E S. If x(t), y(t) E S for 8 G t < t this shows that 
e’“‘V(x(t)-y(t)) is monotonic decreasing in [0, 21 and strictly decreasing 
when the solutions x(t), y(t) are distinct. By integrating (5) over the inter- 
val [0, z] we also get 
e’“‘V(x(l3) -y(O)) - e”‘V(x(z) -y(z)) 
I 
T (6) 
3 2E e2”lx(t)-y(t)12 dt. 
0 
To show how the present paper is related to earlier work we prove first 
the following result: 
THEOREM 1. Suppose that (1) satisfies (Hl ), (H2), (H3) with A= 0. Zf (1) 
has a solution y(t) which remains in a compact subset S, of S throughout 
t, < t < co then (1) has a a-periodic solution u(t) such that y(t) - u(t) + 0 as 
t + + co. Furthermore, u(t) is the only periodic solution of (1) which lies in S 
for all t. 
Since A= 0, it is clear from (5) that the stability of the solution u(t) can 
be determined by Lyapunov’s second method using V(x) as Lyapunov 
function. If V(x) is positive definite then u(t) is asymptotically stable. It is 
unstable if the matrix P has any negative eigenvalues. In the special case 
when V(x) is positive definite, Theorem 1 is essentially the same as the con- 
vergence theorem of Demidovich [5]. 
Proof of Theorem 1. If solutions x(t), y(t) of (1) both lie in the compact 
set S, throughout [to, co) then there exists a constant K> I F’(x(t) - y(t))1 
for all t> t,. Since A=O, (6) gives K>sJ; Ix(t)-y(t)12 dt for t,<86t. 
Hence 12 Ix(t) - y(t)1 2 dt converges and the left-hand side of (3) gives 
jom Ix(t) -Y@)I~ dt 3 Ix(e) -Y(WI~ jam expC -2y(SJ(t - @I dr 
= c2~bw1 %e) -yew, 
for all 0 3 t,. This proves that 
x(e) -Y(@ + 0 as 0-r +co. (7) 
In particular, (7) holds when x(t) = y(t + a) because the solution 
y(t + C) E S, for all t 3 t,. Since S, is compact, Weierstrass’s theorem gives 
MASSERA'S CONVERGENCE THEOREM 683 
c in So and a strictly increasing sequence of positive integers m(l), 
m(2), m(3),..., such that ~(t,, + m(v) 0) + c as v -+ co. If the solution u(t) 
of (1) having u(to) = c lies in S throughout the interval t, 6 t < CY 
then ~(t+m(v)a)+u(t) pointwise in [to,cc) as v-co. This solution u(t) 
cannot leave the compact set So in [to, ~1) because, if it did so, then 
some neighbouring solution Y(t + m(v) a) would also leave S,, contra- 
dicting y(t) E S, for t 2 t,. Hence, u(t) E S, throughout [t,, 00 ) and 
~(t+m(v)a)+u(t) pointwise in [to, co) as v-+co. Then 
u(t,+ 0) =limy(t,+ 0 +m(v) a) = lim y(t, +m(v) a) = c= u(t,), 
because (7) gives ~(t + 0) -y(t) + 0 as t + + co. This proves that u(t) is a 
a-periodic solution such that u(t) E So for all t. Then (7) gives 
u(t)-y(i)+0 as t+ +oo. 
If t;(t) is another periodic solution such that C(t) E S for all t, we can 
choose a larger compact set S, c S such that u(t), C(t) E S, for all t. Then 
(7) gives u(t) - G(t) --f 0 as t + + co. This can only happen if the periodic 
solutions u(t), C(t) coincide. Hence, u(t) is the only periodic solution of (1) 
in S. This establishes Theorem 1. 
Since it is clear from (4) that the symmetric matrix P is non-singular, 
there exists an integer j satisfying the following: 
(H4) P has j negative eigenvalues and n -j positive eigenvalues. 
It will be shown in Section 5 that for each integer j with 0 <j < 12 there 
exists a class of differential equations for whkh both (H3) and (H4) hold. 
When P satisfies (H4) there exists an invertible real n x n matrix M such 
that M*PM= diag( -I,, Z,..l), where Z, denotes unit r x r matrix. The 
quadratic form I’(x) =x*Px is therefore reduced to the canonical form 
V(x) = Y2 -X2 by the linear substitution x = M col(X, Y) in which XE Iwj 
and YE R” -I. Let 17: R” + [wj be the linear mapping defined by 17x = X for 
all x in R”. Since IMP1x12 = X2 + Y2 we have 
V(x) + 21ZZxJ2= pr’xl* 2 lzzxl* 
The main result of this section is as follows: 
for x E R”. (8) 
THEOREM 2. Suppose that ( 1) satisfies (H 1 ), (H2), (H3), (H4) with A> 0 
and j = 1. Zf (1) has a solution y(t) which remains in a compact subset S, of S 
throughout t, < t < CC then (1) has a o-periodic solution u(t) such that 
y(t) - u(t) -+ 0 as t + + 00. 
To illustrate the relation of Theorem 2 to Theorem 1 and to Massera’s 
convergence theorem we apply it to the pair of uncoupled scalar equations 
409/12Oi2-19 
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in which the constant p > 0. This is a system of the form (1) with 
x = col(& q) and f(t, x) = col(#(t, 0, -/A?). It is easy to verify that it 
satisfies (4) with P = diag( - 1, 1 ), A = p - E, S = lQ* provided that 
In the special case when the partial derivative dr(t, 5) exists and satisfies 
-p < inf ie (t, [) in R*, the condition (10) holds for some sufficiently small 
constant E >O. Then (9) satisfies (H3), H(4) with A >O, j= 1, S= R*. 
Theorem 2, therefore, leads to a version of Massera’s theorem for the scalar 
equation dl/dt = &t, 0, with the extra restriction -p < inf dc (t, 5). This is 
satisfied in the special case when &t, 0 = 4~ sin 5, for which the periodic 
solutions of (9) are the constant solutions 5 = vrc, q =O, with integer v. 
Hence, S may contain many different periodic solutions when the con- 
ditions of Theorem 2 hold. In this respect, Theorem 2 is more relaxed than 
Theorem 1 for which there can be only one periodic solution in S. When 
Theorem 1 is applied to (9) it leads similarly to a version of Massera’s 
theorem for the scalar equation d?Jdt = Q(t, l), with the extra restriction 
that either 0 > sup 45 (t, 5) or 0 < inf dr (t, r). 
Proof c~f Theorem 2. In this proof 11x is a real-valued function because 
j = 1. Since the solutions y(t), y( t + cr) E S for t > t,, it follows from (5) that 
e*‘[V( y(t) - y(t + a)) is monotonic decreasing in [to, co). First, let us con- 
sider the case when V(y(t,)-y(t,+a))<O for some t,>t,. Then 
V(y(t)-y(t+a))<O for all tat,. This and (8) give 
W(Y(t)-Y(t+~))12> IM- ‘(Y(f)-JJ(t+a))/’ 
3 IMI 21Y(t)-Y(t+~)12, 
(11) 
for all t > t, . This shows that the scalar function Z7( y( t) - y(t + a)) is of 
constant sign in [t,, co). Then Uy( t, + V(T) - I7y(t, + CJ + vcr) has the same 
sign for all integers v > 1 and therefore { Z7y( t, + ~0)) is a monotonic 
sequence. It is also a bounded sequence because S, is compact. The series 
C,“=, IZ7( y(tl + vg) - y(t, + rr + va))l therefore converges. Then (11) shows 
that C,“= I 1 y(t, + vo) - y(t, + 0 + vg)l converges. This implies that 
b~z-:1,+-yjl is a C auc h y sequence in R”. Hence, y( t, + va) + c as v -+ “o, 
If the sol:tion u(t) of (1) having u(t,) = c lies in S throughout t, < t < c( 
then y( t + va) -+ u(t) pointwise in [t, , c() as v + co. This solution u(t) can- 
not leave the compact set S, in [t, , c() because, if it did so, then some 
neighbouring solution y( t + va) would also leave S,, contradicting y(t) E So 
for t > to. Hence u(t) E S, throughout [t, , co) and 
u(t,+a)= lim y(t,+a+va)= lim y(t,+vc)=c=u(t,). 
,’ - z Y + ,rn 
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This shows that u(t) is a-periodic. Also y(t) - u(t) + 0 as t + + cc because 
y(t,+va)-u(t,+va)=y(t,+vo)-u(t,)+O as v-co. The conclusion of 
Theorem 2 therefore holds provided that V( y( t, ) - y( t, + 6)) < 0 for some 
t, 2 t,. 
Now consider the case when V( y(t) - y(t + G)) > 0 for all t 3 t,. Replac- 
ing x(t) by y(t + a) in (6) we get 
eZ”OV(y(8)-y(8+a))~2& 7e*“‘~y(t)-y(t+a)~2dt, s 0 
for t Z d > t,. This and the Cauchy-Schwarz inequality give 
[I 
: Iv(t)-y(t+o)l dt 
2 T 
1 J < e2A’ly(t)--y(t+a)12dtj’e~~2”‘dt, 
c(~1:2)~ly(y(H)-?(B+rr)). 
0 
Hence, j? 1 y(t) -y(t + a)[ dt converges for 6, > t,. 
In the left-hand side of (3) we replace x(t), T, I3 by ~(t + a), t, 0 + V(T, 
respectively, and then integrate with respect to t to get 
~y(Hfv~)-~(~+~+vrr)lR$j:i:_+vuly(t+a)-y(f)~ dt, (12) 
where the constant K is given by 
I 
Oiaivo 
K= exp[-y(S,)(t-d-w)] dt=y(S,)-‘(1 -exp[-y(&)a]). 
0 + “0 
Since j? Iv(t) -y(t+ G)I dt converges, (12) shows that the series 
C,“=, Iy(8 + va) -y(B + r~ + va)l converges and therefore { y(6’+ va) > is a 
Cauchy sequence in W. From this it follows, as in the previous case that 
y(t) converges to a o-periodic solution u(t) such that u(t) E S, for all t. This 
establishes Theorem 2. 
The following corollary of Theorem 2 is needed later: 
COROLLARY 2.1. Suppose that (1) satisfies (Hl), (H2), (H3), (H4) with 
;1> 0, j = 1. If (1) has a solution z(t) which remains in a compact subset S, of 
S throughout - 00 < t < t, then (1) has a a-periodic solution w(t) in S, such 
that z(t) - w(t) + 0 us t -+ - 00. 
The corresponding corollary of Theorem 1 is also true but this has been 
omitted for the sake of brevity. Corollary 2.1 cannot be deduced from 
Theorem 2 by the familiar idea of replacing t by - t. This idea fails because 
(4) may become false when f(t, X) is replaced by -,f( - t, x). 
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Proof of Corollary 2.1. Since S, is compact, V(z( t) - z( t - a)) is boun- 
ded in ( - co, to] and e*“‘V(z(t) - z(t - a)) + 0 as t + - co. It follows that 
e2A’V(z(t) - z(t - a)) 6 0 in (- co, t,] because this function is monotonic 
decreasing by (5). It is strictly decreasing if z(t) is not o-periodic and then 
V(z(t) - z(t - a)) <O in (-co, t,]. This and (8) give 
2lU(z(t)-z(t--))I*> IM-‘(z(t)-z(t-#))I2 
> IMI -*[z(t) - z(t - #)I*, 
(13) 
for all t 6 t,. The scalar function Z7(z(t) - z(t - a)) is therefore of constant 
sign in (- co, t,]. Hence {ZZz(tO - vo)> is a monotonic sequence. Since S, 
is compact, it is also a bounded sequence and the series 
“c, lZZz(t,-VCJ-l7z(t,-a-va)l converges. 
BY (13) 
,zl lz( t, - V(T) - z( t, - 0 - VCJ)( also converges. 
Then {z(t, - WJ)} is a Cauchy sequence in R”. From this it follows, as in 
the proof of Theorem 2, that (1) has a a-periodic solution w(t) such that 
z(t) - w(t) + 0 as t -+ - co. This establishes Corollary 2.1. 
In general, it is difficult to give a qualitative description of the behaviour 
of all solution of (1) when IZ > 1 because such equations may have recurrent 
solutions which are not periodic. Theorem 2 can help to simplify this 
problem as follows: 
COROLLARY 2.2. Zf (1) satis&es (Hl ), (H2), (H3), (H4) with A > 0 and 
j= 1 then any recurrent solution y(t) of (1) which lies wholly within a com- 
pact subset SO of S must be a a-periodic solution. In particular, (1) has no 
proper subharmonic solutions in S. 
ProoJ By Theorem 2, y(t) converges to a a-periodic solution u(t). Since 
y(t) is recurrent it is Poisson stable (see [ 14, p. 851). That is, for each real r 
there exists a strictly increasing sequence of positive integers {m(v)} such 
that y(z + m(v) 0) + y(z) as v + co. Since u(z) = u(z +m(v) a) this gives 
y(z)-u(z)= lim [y(z+m(v)a)-u(z+m(v)a)]=O, 
“‘cc 
because y(t) - u(t) + 0 as t + + co. Hence y(z) = u(z) for all real z and 
therefore y(t) is a-periodic. 
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3. STABLE PERIODIC SOLUTION 
The aim of this section is to add suitable hypotheses to Theorem 2 so as 
to ensure the existence of at least one stable periodic solution. We also 
obtain an analogue of a theorem of Pliss [ 10, p. 991 concerning the num- 
ber of periodic solutions of an analytic equation. It is convenient to begin 
the discussion by assuming that (1) satisfies only (Hl), (H3), (H4) with 
A>0 andj> 1. 
A solution x(t) of (1) is said to be amenable if x(t) E S throughout some 
interval (- co, 01 and f” m e21r Ix(t)1 2 dt converges. Clearly any solution in 
S which is bounded in (-co, 01 is amenable. In particular any periodic 
solution which lies wholly in S is amenable. 
LEMMA 1. If distinct amenable solutions x,(t), x2(t) lie in S throughout 
(--co, t,] then V(x,(t)-x,(t))<0 f or all t d t,. Conversely, if solutions 
x(t), y(t) lie in S and satisfy V(x(t) -y(t)) f 0 throughout ( - co, t,,] then 
y(t) is amenable provided that x(t) is amenable. 
This lemma is deduced from (Hl ), (H3) by the proof given in [ 16, 
p. 3451. It follows from (8) that the amenable solutions x, (t), x2(t) in 
Lemma 1 satisfy 
2~nx,(t)--x2(t)l2zIM-‘(x~(t)-x,(t))l2~Inxl(t)--17x*(t)l2, ((14) 
for all t d t,. This shows that if 17x, (t) = Zlx,(t) for one value of t d t, then 
x,(t)=x,(t) for all t<t,. 
If r E R let A, denote the subset of S consisting of the points x(r) taken 
over all those amenable solutions x(t) of (1) which lie in S throughout 
(-a3,r].ThenA,iscalledanamenablesetof(l)inS.Puttingt=rin(14) 
we get 
I~~1/21PrP21231~P,-~P2123wr21Pl-P212~ for pl, p2 EA,. 
(15) 
Here (M-l 1, IMI are any matrix norms which are consistent with the 
euclidean vector norm. This shows that mapping n: A, -+ ZIA, is one-to- 
one and bicontinuous. That is, A, is homeomorphic to the subset ZIA, of 
Rj. So far, (H2) has not been assumed. When (H2) holds, x(t - a) is an 
amenable solution in S throughout ( - co, r + a] if and only if x(t) is an 
amenable solution in S throughout (- cc, r]. This shows that A,,, = A,, 
for all r. In the special case when (1) is autonomous, (H2) holds for all real 
0. Then A, = A,, for all real r. For this special case A, is the same as the 
amenable set considered in [16, 171. 
Now let us assume (H2) and also the following hypothesis: 
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(H5) there exists a bounded open nonempty subset D of S with closure 
D c S such that if a solution x(t) of (1) has x(0) E D then x(t) E S for 
O<t<a andx(a)ED. 
If p E S let x( t, p) denote the solution of (1) having x(0, p) =p. Write 
S,= {x(t,p)ER”:pED and Obtba}. 
Then S, c S, by (H5). Also S, is compact, by (Hl ). If p E d then (H5) 
ensures that x( t, p) exists throughout 0 6 t < CC and satisfies x( t, p) E S, for 
all t 3 0. Let the period translation mapping T: D -+ D be defined by 
Tp = X(CJ, p) for all p in 4. Then Tp = p, if and only if x( t, p) is a a-periodic 
solution. 
Since D 1 TO, we have TL.D 3 Z”‘+ ‘B for all integers v > 0. If B denotes 
the intersection of the decreasing sequence ( TyD 1 of compact sets then B is 
a non-empty compact subset of D such that TB= B. Since T is a one-to- 
one mapping there exists an inverse mapping TP ‘: B + B. This ensures that 
if p E B then x(t, p) exists throughout - CE < t < CQ with X(VCJ, p) E B for all 
integers v. Then x( t, p) E S, for all t and x( t, p) is amenable because S, is a 
compact subset of S. Hence, the amenable set A, 3 B and the mapping 
I7: B + IIB is therefore homeomorphic. 
The basic result of this section is as follows: 
THEOREM 3. Suppose that ( 1) satisfies (Hl ), (H2), (H3), (H4), (H5) 
with E, > 0 and j = 1. Then (1) has at least one Lyapunov stable a-periodic 
solution x(t) such that x(0) E D. 
For applications asymptotic stability is more significant than Lyapunov 
stability. However, the existence of an asymptotically stable periodic 
solution cannot be deduced from the hypotheses of Theorem 3. To see this 
we consider an autonomous system (9) in which qS(t, 5) = f (5 ’ - 4) p 
when <* > 1 and &t, 5) =0 when - 1 < 5 < 1. In this case the periodic 
solutions of (9) are the constant solutions 5 = k, rl= 0 with - 1 <k 6 1. 
These are all Lyapunov stable solutions which are not asymptotically 
stable. Since (9) satisfies the hypotheses of Theorem 3 with S= R* and 
D={(t,s)~~*:ltI<2> lr11<2}, we conclude that the existence of an 
asymptotically stable solution does not follows from these hypotheses. 
However, asymptotic stability can sometimes be deduced from Theorem 3 
with the help of the following analogue of a result of Pliss [ 10, p. 971: 
THEOREM 4. Suppose that (1) satisfies (Hl ), (H2), (H3), (H4) with A > 0 
and j = 1. If (1) has an isolated periodic solution x(t) in S which is Lyapunov 
stable then x(t) is asymptotically stable. 
This result will be established first because its proof is more elementary 
than that of Theorem 3. 
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Proof of Theorem 4. It is sufficient to show that if a periodic solution 
p(t) in S is Lyapunov stable but not asymptotically stable then p(t) is not 
isolated. For each E > 0 there eixsts C?(E) > 0 such that every solution x(t) 
with Ix(O)-p(O)1 <6(c) satisfies Ix(t)-p(t)1 <E, for 06 t < co. If E is suf- 
ficiently small this solution x(t) lies in a compact subset So of S throughout 
[0, m). By Theorem 2, x(t) converges to a periodic solution x,(t) as 
t -+ + 00. Since p(t) is not asymptotically stable we must have x,(t) #p(t) 
for all least one solution x(t) with Ix(O)-p(O)1 <d(s). Since this satisfies 
Ix,(t) -p(t)1 < E for all t, the periodic solution p(t) is nonisolated. This 
establishes Theorem 4. 
Proof of Theorem 3. First, we must identify a suitable periodic solution 
g(t) of (1) and then prove that this g(t) is a Lyapunov stable solution. 
Since j = 1, the mapping 17x is real-valued and R z) n.4,. If p E A,, the 
amenable solution x(t, p) exists throughout - cc < t < 0 and we can define 
T-‘p=x( -a,~). Then T-‘~EA, and this mapping T-‘: A,, + A,, is an 
extension of the mapping T- ‘: B -+ B defined above. 
If p,, p2 E A, and pi # pz the amenable solutions x(t, p,), x( t, p2) are dis- 
tinct and satisfy (14) for all t Q 0. This shows that Z7x(t, pi) - UX(~, p2) 
does not vanish and is therefore of constant sign in -CC < t 6 0. If 
np, 6 ZZp, it follows that Ux(t, p,) < Z7x( t, p2) for all t d 0. With t = - VB 
this gives 
l7T-‘p, < UT-“p, ifp,, pz E A, and UPI <UP*, (16) 
for all integers v > 0. This also holds for all integers v < 0 if p, , pz E D n A, 
We say that flp is an increasing point of Z7A, if p E A, and I7p > IlT- ‘p. 
Then (16) gives 17Tm”p>17T~ (“+I) p for all integers v > 0 and therefore 
{ Z7T-‘p} is a monotonic decreasing sequence which consists entirely of 
increasing points of lZA,. Similarly, Up is a decreasing point of I7A, if 
PEA, and l7p<LlT-‘p. Ifp,qeA, and IZpdl7q<UT-‘p then I7q is a 
decreasing point of ZZA, because (16) gives Z7q < Z7T- ‘p < IZT- ‘q. More 
generally, 
ZZq is a decreasing point of l7A, if Up < ZZq < lim T- “p, (17) Y’fcc 
because then I7T-“p < I7q < I7T- (“+ “p for some integer v 2 0. 
Let B, denote the set of all p in B such that IZp is an increasing point of 
I7A,. Then T-‘B, = B, because T-‘B= B. Since I7B, c LIB, the compact 
set l7B contains the number sup Z7B,, provided that B, is not empty. Then 
there exists g, in B such that Ug, = sup ZZB,. From (16) we get 
ITT-‘g, = sup flT-‘B, = sup I7B, = Zig, 
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Since n: B-+ B is homeomorphic, this gives T-‘g, =g, and therefore 
x(t, g,) is a a-periodic solution. Similarly, there exists g, in B such that 
ZZg, = inf IIB and Tp ‘g, = g,. Then x(t, gz) is also a o-periodic solution. If 
B, is not empty we define g(t) = x(t, gr) and if B, is empty we define 
g(t) = x( t, g2). To complete the proof of Theorem 3 we must show that this 
o-periodic solution g(t) is Lyapunov stable. We do this by assuming that 
g(t) is not Lyapunov stable and deducing a contradiction. 
Before beginning that we prove the following result: 
if any solution z(t) has 0 = lim [z(t) -g(t)] then z(t) = g(t). ( 18) 
I--r 1: 
Since g( - VCJ) = g(0) for all integers v we have 
0= lim [g(-vtr)-z(-vcr)]=g(O)- lim z(-VG). (19) I” +nc Y” +nc 
Since D is open and g(0) ED this shows that z( -va) E D for all large 
integers v > 0. Then (H5) ensures that z(t) exists throughout - V(T < t < CC 
and has z(0) E 7”‘D. Since this holds for all large v > 0 we have z(0) E B and 
therefore z(t) is amenable. If we assume that nz(O) > Z7g(O) then Z7z(O) is 
an increasing point of 17A, because rig(O) = lim ZZz( - va), by (19). Then 
z(0) E B, and therefore Z7z(O) <sup 17B, = ng, = rig(O) < Z7z(O). This con- 
tradiction proves that Z7z(O) > Z7g(O). If we assume that Z7z(O) < Z7g(O) 
then 17g(O) finf l7B because z(O)E B. Then Z7g(O) = sup ZZB, and there 
exists q in B, such that Z7g(O)> Z7q> Uz(O). This and (17) show that Z7q 
is a decreasing point of HA, because g(0) = lim z( -va) = lim T -“z(O). 
Since this contradicts qE B, we deduce that Z7z(O) 4 17g(O). Hence 
Z7z(O) = Ug(0). Since n: A, + A, is homeomorphic, we get z(0) = g(0) and 
therefore z(t) E g(t). This establishes (18). 
Now suppose that the solution g(t) is not Lyapunov stable. Then for all 
sufficiently small E > 0 and all 6 > 0 there exists a solution x(t) such that 
Ix(O)-g(O)1 -CC?, Ix(t)-g(r)1 =E and Ix(t)-g(t)1 <E for O<t<z. Since 
g(O)E D and D is open there exists 6,>0 such that x(O)6 D when 
0 < 6 < 6,. Then (H5) ensures that x(t) E S, for 0 < t < z. Since S, is a 
compact subset of S, we deduce from (3) that 
E = Ix(~) -.d7)l 6 IxW) -dma)l expCv(S,)l, 
where m is the integer satisfying mod t < CJ +ma. Write y(t. E, 6) = 
x(t+mcr). Theny(t,e,d) is a solution of (1)in -ma<tdOsuch that 
J44 F.3 6) E SD and Iy(t,~,6)-g(t)ld~ for -madt<O, (20) 
lA--mo,~, +g(O)l <b, ~3 I144 e, S)-g(Oh 3~expC-w(S,)l. 
(21) 
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Here the integer m depends on a, 6, and m(c, 6) + + cc as 6 -+ 0 + keeping 
E fixed. 
Since ~(0, E, 6) = x(mo) E D, Weierstrass’s theorem enables us to choose 
C(E) in D and a sequence (6,) such that ~(0, E, 6,)-c(s) and 6, -+O as 
v + co. Let z,(t) denote the solution of (1) having z,(O) = C(E). Then 
y(t, E, a,) -+ z,(t) pointwise in - cc < t < 0 as v + cc because solutions in S 
vary continuously with initial value. From (20), (21) we deduce that 
zE(t)ESD and [z,(t)-g(t)1 GE for --cc <t,<O, (22) 
g(O) = lim Y( --m(E, 6,) G, E, 6,), ~2 lzE(0)-s(O)l ~~ev-w(S,)l. v-02 
(23) 
Since compact S, c S, (22) shows that z,(t) is an amenable solution. By 
Corollary 2.1 there exists a a-periodic solution w,;(t) in S, such that 
w,(t)-zZ,(t)+Oas t+ -co.Thenw,(t)=w,(r-va)forallintegersvand 
0 = lim [w,(z - va) - z,:(t - va)] = w,(t) - lim z,(r - VU). (24) 
“‘+a? Y-+x 
If we assume that w,(t) = g(t) then (18) gives z,(t) = g(t) which contradicts 
(23). Hence w,(t) #g(z) for all t and Lemma 1 gives 
o> Vwe(t)-dt)) for --<<t<. (25) 
If we substitute t = z - VU in (22) and make v -+ cc then (24) gives 
0-c IW,(~)-d~)l G& for -c0co~5cca3. (26) 
Since z,(t) and g(t) are distinct amenable solutions, it follows from (14) the 
function flz, (t) - EIg( t) does not vanish and is therefore of constant sign in 
the interval (- 00, 01. This and (24) give 
sign flCz,(O) -s(O)1 
=signZ7[~,(-~6)-g(-~6)]=signl7[w,(O)-g(O)]. 
The real numbers nz,(O), nw,(O) therefore lie on the same side of Z7g(O). 
Since a periodic solution w,(t) exists for each small E > 0, we deduce 
from (26) that the periodic solution g(t) is nonisolated and 
nw,(O) -+ Z7g(O) as E -+ O+. We can therefore choose small positive E, YI 
such that Z7w,(O) lies on the same side of ZZg(0) as Z7w,(O) and strictly 
between Z7g(O) and ZIz,(O). Then 
o> Cnw,(O)-~g(O)lC~w,(0)-~z,(0)1. 
692 RUSSELL A. SMITH 
Since (23) gives g(0) = lim y( -ma, E, 6,), this inequality can be written as 
0 > lim [Z7w,( -ma) - I7y( -ma, E, c?,,)][I7w,(O)- 17y(O, E, a,,)], (27) 
1’ + a 
because z,(O) = C(E) = lim ~(0, E, 6,,), by definition of z,(t). Also, (25) gives 
O> V(w,(O)-g(O))= lim V(w,(-ma)-y(-ma,E,d,,)). (28) I’ - r 
It follows from (27) that the function Z7w,(1) -I7y(r, E, 6,) is of opposite 
sign at the endpoints of the interval -ma< t<O, provided that v is suf- 
ficiently large. Hence, 
nw,(t,>) = nY(t”, -5 d,,) for some t, with -m(E, 6,) a<z,.<O. (29) 
The function e2”‘V(w,(t) - y(t, E, 6,,)) is monotonic decreasing in the 
interval -ma d t 6 0, by (5). It is negative throughout this interval because 
(28) shows that it is negative when t = -ma, provided that v is large. If we 
substitute x = X~ (t) - y(t, F, 6,) in (8), this gives 
for -ma d t < 0. This and (29) give ~1~ (2,) - y( t,, E, 6,) = 0, which shows 
that the solutions We and y(t, E, 6,,) coincide throughout -ma d t 6 0. 
This and (23) give 
g(0) = lim y( -ma, E, 6,) = lim wV( -ma) = wv(0), 
v-x v-x (30) 
because w,,( -ma) = w,(O) for all v. Since (30) contradicts (26) we con- 
clude that the solution g(t) must be Lyapunov stable. This finishes the 
proof of Theorem 3. 
Now, suppose that j”(r, x) is differentiable with respect to x in R x S. 
Then the n x n Jacobian matrix J(t, x) = df/ax exists in R x S and satisfies 
~(l,x)u=!i_muh~‘[.~(~,.r+hu)-f(t,x)], (31) 
for each u in KY. If x E S then x + hu E S for all sufficiently small h # 0. Sub- 
stitute x, = x + hu, x2 = x in (4) and then divide it by h2 to get 
u*P[lu+h ‘[f(t,x+hu)-f(t,x)]]d-+I’. 
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This and (31) give u*P[lu+J(t, x) u] d ---E~u(~ for all u in KY. From the 
symmetric matrix of this quadratic form we get 
PJ(t, x) + J(t, x)*P+ 2AP< 0, (32) 
where the inequality means that the matrix is negative definite. 
The function f(t, x) is said to be analytic at (to, x0) if there exists a 
neighbourhood of (to, x,,) throughout which it is the sum of a convergent 
multiple power series in the variables t - t,, x - x0. If f( t, x) is analytic at 
every point of [w x S then (Hl) and (32) hold. Also Tp = x(a, p) is an 
analytic function of p in 0. The following theorem is analogous to a result 
of Pliss [lo, p. 993: 
THEOREM 5. Suppose that (1) satisfies (H2), (H3), (H4), (H5) with II > 0 
and j = 1. Iff( t, x) is analytic in R! x S then (1) has only a finite number of 
periodic solutions x(t) such that x(0) E B. Furthermore, at least one of these 
periodic solutions is asymptotically stable. 
ProoJ By (H5), x(t, p) E S if p ED and 0 d t d 0. The n x n matrix 
H(t,p) = i3x(t, p)/ap therefore exists in [0, o] x D. It has H(0, p) = I 
because x(O,p) =p. Also H(a,p) is the Jacobian matrix aTp/ap because 
Tp = x(a, p). Substitute x(t, p) in ( 1) and then differentiate it with respect 
to p to get 
am P)/at=Jk X(t, P)) H(t, P). (33) 
By Theorem 3 there exists at least one o-periodic solution x(t) such that 
x(0) E B. Any such solution is of the form x(t, c) with c E D and Tc = c. 
Then c E B because c = 7”‘~ E FD for all integers v 3 0. If we put p = c in 
(33) then J(t, x(t, c)) is a a-periodic matrix which satisfies (32). Under 
these conditions, [17, Theorem l] asserts that the matrix H(a, c) has 
exactly j eigenvalues /I with I/j > epnu, where j is the number of negative 
eigenvalues of P. Sincej= 1 in Theorem 5, the real matrix H(o, c) has only 
one such eigenvalue B and this is real. Then the real version of Jordan’s 
theorem (see [4, p. 811) gives 
W’H(a, c) N= diag(fi, b), (34) 
where N is an invertible real n x n matrix and b is a real (n - 1) x (n - 1) 
block whose eigenvalues z all have IzI < e pi.u. 
Now, let us assume that, contrary to Theorem 5, B contains an infinite 
set of fixed points c of T. If E denotes the subset of B consisting of all non- 
isolated fixed points of T then E is a nonempty closed set and I7E is a com- 
pact subset of IF!. Since R is connected, I7E cannot be an open set. We now 
obtain a contradiction by proving that I7E is open. 
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Since aTp/ap = H(a, p), the Taylor expansion of the analytic function 
p - Tp about any point c of E gives 
p--p= [I-WC c)l(p-cl+ ‘f’(p), 
where Y(p) is analytic in D and 1 !P(p)l = 0( Ip - cl ‘) as p + c. This and 
(34) show that the equation p = Tp is equivalent to 
NP’Y(p)=NP’[H(o, c)-Z](p-c)=diag(/?- 1, h-Z) NP’(p-c). 
Substitute p = c + N col(& v]) to reduce this to the pair of equations 
$I(<, ‘1) = (P - 1) t> ti2(tTYI)=(h-o% (35) 
where r E R, 9 E IF!“- ’ and the analytic functions $, , tiz are O(g* + s2) as 
(5, q) -+ (0, 0). Since det(b - I) # 0, the analytic version of the implicit 
function theorem shows that the second equation of (35) has a solution 
~(5) which is analytic in some interval -6 < 4 < 6 with q(O) = 0. Further- 
more this is the only solution which is near r~ = 0 when -6 < r < 6. All the 
solutions of (35) near (0,O) and therefore of the form (4, q(t)), where 5 is a 
zero in (-S,6) of the function (I- 1) 5 - $, (5, q(t)). This function has a 
nonisolated zero at [ = 0 because c is a nonisolated fixed point of T. Since 
it is analytic at 5 = 0, this function must be identically zero in some open 
interval -6, < t < 6, and therefore (5, ~(4)) defines a continuum of 
solutions of (35) through (0,O). Hence, c belongs to a continuum of fixed 
points of T of the form p; = c+ N col(& q(t)). Clearly ps E E for 
-6, < 5 < 6, and the points Z7pr cover an open interval of R which con- 
tains Zi’c. That is, ZZc is an interior point of Z7E for each c in E. The com- 
pact set Z7E is therefore an open set. 
Since this contradicts the connectedness of R we deduce that T has only 
a finite number of fixed points in B. Hence (1) has only a finite number of 
periodic solutions x(t) with x(0) E D and each of these is isolated. In par- 
ticular the Lyapunov stable periodic solution given by Theorem 3 is 
isolated and therefore asymptotically stable by Theorem 4. This establishes 
Theorem 5. 
Suppose now that (Hl ) holds with S = KY’. Then (1) is said to be dk- 
sipative if there exist a constant k and a positive function r(p) defined for 
all p > 0 such that every solution x(t) with Jx(t,)l <p exists throughout 
t, 6 t < cc and satisfies Ix(t)1 <k for all t 3 t, + r(p). The number k is 
called the ultimate bound of (1). Sufficient conditions for (1) to be dissiative 
are discussed in [ 11, p. 451. In particular, Pliss [ 10, p. 421 showed that (1) 
is dissipative if there exists a constant n x n matrix L such that 
0 = lim 1x1 -‘[f(t, x)-Lx] uniformly in - 0 < t < co, (36) Y-m 
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and re z < 0 for all eigenvalues z of L. The following theorem is related to a 
result of Yoshizawa [lS]: 
THEOREMS. Suppose that (1) satisfies (Hl), (H2), (H3), (H4) with 
S = R”, A > 0, j = 1. Zf (1) is dissipative then each solution x(t) converges to a 
o-periodic solution x,(t) as t + + cc and at least one periodic solution is 
Lyupunou stable. Zf, in addition,f(t, x) is analytic in [w x R” then (1) has only 
a finite number of periodic solutions and at least one of these is 
asymptotically stable. 
Yoshizawa [18] proved the existence of at least one a-periodic solution 
without using (H3), (H4) but his result provides no information about 
convergence, stability or number of periodic solutions. 
Proof of Theorem 6. Let D = {XE R”: 1x1 < 1 + k}, where k is the 
ultimate bound. If a solution x(t) has x(0) E B then x(ma) E D, where m is 
the least integer exceeding 0.. ’ r( 1 + k). That is, (1) satisfies (H5) except 
that G is replaced by the period mo. Theorem 3 then shows that (1) has at 
least one Lyapunov stable ma-periodic solution. However every ma- 
periodic solution is o-periodic by Corollary 2.2. The other assertions of 
Theorem 6 follow similarly from Theorems 2 and 5. 
4. MASSERA'S SECOND THEOREM 
In this section (Hl) holds with S = R”. The following is also assumed 
(H6) each solution of (1) has interval of existence of the form (8, co). 
Theorem 2 of Massera [9] states that if a differential equation in R2 
satisfies (H l), (H2), (H6) and has a solution y(t) which is bounded in 
some interval [to, co) then it has at least one a-periodic solution u(t). This 
theorem provides no explicit relation between y(t) and u(t); in general y(t) 
does not converge to u(t) as t + + cc. Massera also showed that this 
theorem cannot be extended to higher-dimensional differential equations 
without adding further hypotheses to it. For equations in R”, Halanay (see 
[ 11, p. 741) proved a similar result which omits (H6) but requires the 
bounded solution y(t) to satisfy the extra condition y(o + V(T) -Y(W) + 0 
as the integer v -+ + co. However, this extra condition is not always easy to 
verify in practice. In the present section our main aim is to prove the 
following result: 
THEOREMS. Suppose that (1) satisfies (Hl), (H2), (H3), (H4), (H6) 
with S = R”, II > 0, j = 2. If (1) has a solution y(t) which is bounded in some 
interval [t,,, co) then (1) has at least one o-periodic solution u(t). 
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This can be regarded as an analogue of Massera’s second theorem in 
which the condition n = 2 has been replaced by j= 2. Our proof of 
Theorem 7 is based on the following result which concerns the amenable 
sets A, defined in Section 3: 
THEOREM 8. Suppose that (1) satisfies (Hl), (H3), (H4), (H6) with 
S= R”, 1 >O, ja 1. If(l) has at least one amenable solution then I7A,= [WI 
for all real r and the restricted mapping IT: A, + R’ is homeomorphic. 
This result generalises [ 16, Theorem 31 which concerns the special case 
when ( 1) is autonomous. Indeed, it improves [ 16, Theorem 31 because that 
result replaces (H6) by the more restrictive assumption that all solutions of 
(1) exist throughout - CC < t < co. Our proof of Theorem 8 is based on the 
following lemma: 
LEMMA 2. Suppose that y(t) is an amenable solution of (1). If [ E [WI and 
8, r are any real numbers with 8 < r then there exists a solution zH( t) in 
t3 < t < co such that [ = L7zH (r) and V(z, (t) -y(t)) d 0 throughout [ 0, CC ). 
Proof of Lemma 2. If XE [w’ let x( t, X, 8) denote that solution x(t) of 
(1) which has x(Q) = y(B) + M col(X, 0). Here M is the matrix in (8) and 
y(8) is the value at t= 8 of the given amenable solution y(t). By (H6), the 
solution x(t, X, 0) exists for 8 < t < a;. When X= 0 it reduces to 
x( t, 0, t3) = y(t). Also 
x(0, X, ,t9) - x(0, A’,, 0) = M col(X, - X,, 0). 
The relation V(M col(X, Y)) = Y* -X2 was used in Section 2 to prove (8). 
For all X,, X2 in [w’ this relation shows that 
-IX,-X,1*= l’(Mcol(X,-X2,0))= V(x(O,X,,H)-x(B,X,,8)). 
By (5), e*” V(x( t, X, , 0) - x(t, X,, 0)) is decreasing and therefore 
-e*“IX, -X,12ae2i.’ Vx(t, x,, 0) - 44 x,, 0))) for all t 3 0. (37) 
Hence P’(x( t, X, , 0) - x( t, X2, 0)) < 0 and (8) gives 
2lWx(t, X,, Wx(t, X2, @)I’> lM ‘(dt, X,, d)--x(t, X2, H))12, (38) 
for t 3 0. From (8), 117x/* 3 - V(x). This and (37) give 
e’“‘lZL(x(t, X,, fI-x(t, X2, Q))12>e2’“/X, -X,1* for t30. (39) 
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For each 0 < r let g,: [wj -+ Iwj be the continuous mapping defined by 
ge(X)=17x(r, X, 0) for all X in Rj. With t =r, (39) gives 
e*“‘Ig,(X,)-gg,(X2)I*~e*~81X, -x,1* for X, ,X2 E Rj. (40) 
This shows that g, is one-to-one and therefore gn(R’) is an open subset of 
[w’ by Brouwer’s theorem on invariance of domain (see [8, p. 501). We 
now prove that gB( R’) = IR’ by the method of contradiction. If we suppose 
that gO(Ri) is not the whole of R’ then it has a boundary point b in Rj. 
Then b = lim ge(X,) for some sequence {X,,} in Rj. Since { gH(XV)} is a 
Cauchy sequence (40) shows that {X,,} is also a Cauchy sequence and 
therefore X, -+ a, where a E [WI. Then h = lim g, (X,) = g, (a) because g, is 
continuous at a. Hence h ~g,(lw’) and therefore h is an interior point of 
this open set. Since this contradicts the supposition that h is a boundary 
point of gg(lRi) we conclude that gH( R’) = Rj. 
This ensures that if [E R’ there exists a point u(0) in R’ such that 
[ = g, (u( 0)) = Ux( Y, u( 19), (3). If we write zg (t)=x(t, v(e), 0) then [=I7z,(r) 
and z,(t) satisfies (1) in [e, co). Since x(t, 0, 0) = y(t) we can put X, = u(d), 
XZ = 0 in (37) to get V(z,(t) -y(t)) < 0 for all t 3 8. This establishes 
Lemma 2. 
Proof of Theorem 8. To prove I7A, = Iw’ it is sufficient to show that for 
each [ in [w’ there exists an amenable solution u(t) of (1) such that 
[ = Z7u(r). Such a solution u(t) will be obtained as the limit of a suitable 
sequence of the solutions zO( t) = x( t, u(Q), 0) found in Lemma 2. Since 
[ = 172, (r) = nx( r, u( 0), 0) and x( t, 0,8) = v(t), we can put X, = u(0), 
X,=0, t=r in (38) to get 
211-~y(r)l*3 lM ‘(x(r, 40 Q)-y(r))12, 
3 IA41 -*lx(r, u(H), 0) -y(r)l* for 8 6 r. (41) 
Putting x(t) = x(t, u(e), 0) t = r in (6) we get 
-e2”rl/(x(r, u(e), 6) -y(r)) 3 2~ ji e*“lx(t, u(Q), 0) -y(t)l* At, 
because V(x(0, u(0), 0) -y(8)) GO, by (37). This and (41) give 
i‘ 
r e2ir /y(t)-x(6 u(d), 8)l*dtd(2~)~~e*“lx(r, o(e), d)-y(r)l*lPI, 
8 
6c~‘e2”‘li-ny(r)121M121PI, (42) 
for all 0 d r. By (41), Ix(r, u(e), 0)l is bounded for B d r. A sequence { 0,) 
can therefore be chosen such that x(r, u(Q,), 0,,) -+q and 8,, + -cc as 
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v + 00, where q E R”. If u(t) denotes the solution having U(T) = q then u(t) 
exists in [r, co), by (H6). Also ZZu(r) = [ because [= IIx(r, u(e,), 0,) for 
all v. 
We now prove that u(t) also exist throughout ( - co, r]. For this it is suf- 
ficient to prove that it exists throughout [/I, r] for every j < r. When v is 
sufficiently large, 0, </I - 1 and (42) gives 
Applying the mean value theorem to this integral, we get 
for some number t, in [b- 1, /?I. When p is fixed this shows that t, and 
Ix(t,,, u(0,), 0,)l are both bounded for all large v. By the Weierstrass sub- 
sequence theorem we can suppose that t, --f 1 and x(t,, u(e,), (3,) +p as 
v + co, where 1 E [j - 1, /I] and p E R”. If w(t) denotes the solution of (1) 
having w(l) =p then w(t) exists in [I, co) by (H6). Since solutions vary 
continuously with their initial values, x(t, u(d,,), 0,) + w(t) pointwise in 
[l, co) as v -+ co. In particular, 
w(r) = lim x(r, 0(0,), 0,) = q = u(r) 
and therefore w(t) is an extension of u(t) throughout [I, r]. Since 16 /I, u(t) 
exists in [/I, co) for each p < r. Hence u(t) exists throughout ( - co, co). 
It only remains to prove that u(t) is amenable. For t3 8,, (37) gives 
0 > V( y(t) - x(t, u(e,), Q,,)). When v + co, this gives 03 V(y(t)-w(t)) for 
t > 1. Since w(t) coincides with u(t) this gives 0 3 V( y(t) - u(t)) in [fl, cc ) 
for each /I < r. That is 0 > V( y( t) - u(t) throughout ( - 00, co ). Since y(t) is 
amenable, Lemma 1 shows that u(t) is also amenable. Then u(r)EA,. We 
proved above that < = IZu(r) and therefore [ E Z7A, for each [ in Rj. That is, 
Ri= Z7A,. Since we proved in Section 3 that the mapping I7: A, -+ I7A, is 
homeomorphic, this completes the proof of Theorem 8. 
Our applications of Theorem 8 are based on the following corollary: 
COROLLARY 8.1. Suppose that (1) satisfies (Hl), (H3), (H4), (H6) with 
S = R”, 2. > 0 and ja 1. Suppose also that (1) has at least one amenable 
solution. Then there exists a continuous function &t, [) from R x 02’ into R” 
such that the relations 
i(t) = nx(t), x(t) = 4(f, i(f)), (43 1 
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provide a one-to-one correspondence between the amenable solutions x(t) of 
(1) and the solutions i(t) of the j-dimensional equation 
;= nf(t, 4th 0). (44) 
Proof of Corollary 8.1. If (t, [) E R x IF!’ then Theorem 8 shows that 
there exists a unique point &t, [) in A, such that [ = Z7&t, 0. Since 
A, c R” this defines a function 4: Iw x [wj -+ R” which satisfies x = &t, Z7x) 
for all x in A,. Also (15) gives 
2”21~Ili, -i*I 2 Id(t, 11)-9(4 Cdl 
3 I~~‘lr’li,-i,I for[,,[,E[W! (45) 
We now prove that $(t, [) is a continuous function of (t, [) at each point 
(r, co) in R x [WI. Since $(r, lo) E A,, there exists an amenable solution x,(t) 
of (1) such that x0(r) = &r, co). Then CO = Z7x,(r). Also x0(t) = 
#(t, Z7x,(t)) for all t because x,,(t) E A (. This and (45) give 
144 0 - d(r, id d 21’21MI Ii - nxo(f)l + Ix,(t) - xo(r)l. 
Form (81, IM-‘(x,(r)-x,-,(t))1 2 In(x,(r)-xo(t))l = IL-17xo(t)l. Hence 
I&t, i)-d(r, Ld G2”21J41i-ioI + (1 +2”21~II~~11)Ixo(~)-xo(~)l. 
This shows that d(t, [) is continuous at the point (r, lo). 
Since the linear mapping Z~Z R” + R’ is independent of t we have 
d(IIx(t))/dt = Z7(dx/dt) = I7f (t, x(t)), f or every solution x(t) of (1). When 
x(t) is amenable, we have x(t)=&& ZZx(t)) because x(t)~A,. Then 
d(ITx(t))/dt = ZZf (t, d(t, Ux(t)) and i(t) = Z7x(t) satisfies (43) (44). It only 
remains to show that every solution of (44) is of this form. 
It is clear from (45) and (Hl) that the right-hand side of (44) is con- 
tinuous and iocally Lipschitz in [ at each point (r, &,) of R x Rj. By 
Picard’s theorem there is only one solution c(t) of (44) such that i(r) = co. 
We showed above that there exists an amenable solution x,(t) of (1) such 
that Z7x,(r) = [,,. Hence every solution c(t) of (44) is of the form I7x(t), 
where x(t) is an amenable solution of ( 1). This establishes Corollary 8.1. 
These proofs of Theorem 8 and Corollary 8.1 have not assumed that (1) 
satisfies (H2). It was shown in Section 3 that if (1) does satisfy (H2) then 
A r+o = A, for all real r. This implies that &r + B, [) = d(r, [) for all (r, [) in 
I&! x II&‘. Then the right-hand side of (44) is also a-periodic in t. In par- 
ticular, this is true when the hypotheses of Theorem 7 hold. 
409/120/2-20 
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Proof of‘ Theorem 7. Since (1) is assumed to have a solution y(t) which 
is bounded in [to, co) there exists a constant K b Iv(t)1 for all t 2 t,,. A 
sequence {m,} of positive integers can therefore be chosen such that 
m, + co and y(mva) + a as v + GO, where a E R”. Suppose that the solution 
x(t, a) with x(0, a) = a exists throughout r < t <s where r < 0 <s. Since 
(H2) holds y(t + m,o) is a solution of (1) in [t, - m,a, co) and therefore 
y(t +m,a) -+ x(t, a) pointwise in [r, s] as v -+ co. When v is sufficiently 
large rc>Iy(t+m,,o)l for r<tgs and therefore tc2lx(t,u)l for r<tbs. 
This shows that the point x(t, a) in R” can never meet the boundary i?N of 
the ball N = {XE R”: 1x1 6 1 + K}. The solution x(t, a) therefore exists and 
remains in N throughout - co < t < co. Hence (1) has a bounded amenable 
solution x(t, a) and so satisfies all the hypotheses of Corollary 8.1. 
Since j = 2, the o-perdiodic differential equation (44) is two dimensional. 
All its solutions exist throughout (-co, co) because (1) satisfies (H6). 
Since it has the bounded solution IJx(t, a), Massera’s second theorem 
shows that (44) has at least one a-periodic solution c(t). Then 
Corollary 8.1 shows that qh(t, i(t)) is a o-periodic solution of (1) because 
d( t + (T, [) = d( t, [) for all (t, [) in R x R i. This establishes Theorem 7. 
As a further illustration of the significance of Corollary 8.1 we now apply 
it to the study of uniformly almost periodic solutions of (1). Such a 
solution x(t) has a generalised Fourier series of the form C,“= , C,, exp(in ,, t) 
and the countable set of numbers {A v 1 is called its frequency spectrum. A 
finite set of numbers K,, rc2 ,..., K, is called a rational base of this frequency 
spectrum if every Fourier exponent ,4, can be expressed uniquely in the 
form Av=rltcl +r,lc,+ ... +r,tc, where r,, r2,..., rr are rational numbers. 
If this is always true with integers r,, rz ,..., rs then K~, K~ ,..., K, is called an 
integral base of the frequency spectrum. Cartwright [2] considered 
equations (1) satisfying (Hl ), (H2) with S = R” for which every solution 
x(t) exists throughout (-03, 03). The orbit closure M of x(t) is then 
defined to be the closure in R” of the set of points {x(vG)> taken over all 
integers v. Cartwright [2, p. 3601 showed that if J is the topological dimen- 
sion of the orbit closure M of a uniformly almost periodic solution x(t) 
then J < n - 1 and the frequency spectrum of x(t) has a rational base con- 
sisting of J+ 1 elements. If, in addition, J= n - 1 then the frequency spec- 
trum of x(t) has an integral base of J + 1 elements and M is homeomorphic 
to a finite union of disjoint (n - 1)-dimensional tori. For certain differential 
equations this result can be relined as follows: 
THEOREMS. Suppose that (1) satisfies (Hl), (H2), (H3), (H4) with 
S = R”, A > 0 and j2 1. Suppose also that all solutions of (1) exist 
throughout - co < t < co. Zf (1) has a uniformly almost periodic solution u(t) 
and J is the topological dimension of its orbit closure M then J< j- 1 and 
the frequency spectrum of u(t) has a rational base consisting of J+ 1 
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elements. If, in addition, J= j - 1 then M is homeomorphic to a finite union 
of disjoint (j- 1)-dimensional tori. 
Proof of Theorem 9. Since the uniformly almost periodic solution u(t) is 
bounded in (-cc, co) it is amenable and therefore (1) satisfies all the 
hypotheses of Corollary 8.1. Since (1) satisfies (H2) we have #(t + c, [) = 
t$(t, [) in [w x KY” and the right-hand side of (44) is a-periodic in t. All 
solutions of (44) exist throughout (- co, co), by Corollary 8.1. This verifies 
that (44) satisfies all the hypotheses of Cartwright ‘s theorem. 
The orbit closure M of u(t) is a compact invariant subset of R”. This 
ensures that if a solution x(t) of (1) has x(0) E M then x(t) is bounded in 
(-cc, co) and is therefore amenable. Hence, the amenable set A, 3 M. 
Then the mapping Ll: M --+ UM is homeomorphic and the sets M and LlM 
have the same topological dimension J. Since ZZM is the orbit closure in [WI 
of the uniformly almost periodic solution IIu(t) of (44), Cartwright’s 
theorem shows that J< j- 1. Also Z7M is homeomorphic to a finite union 
of disjoint (j- 1 )-dimensional tori in the case when J= j- 1. Then the 
same is true of M because M and L7M are homeomorphic. This establishes 
Theorem 9. 
5. VERIFICATION OF (H3), (H4) 
To apply the theorems produced so far in this paper it is sufficient to 
know of the existence of a matrix P satisfying (H3), (H4) but the explicit 
computation of P is not required. In the present section we derive an 
inequality which provides a sufficient condition for the existence of P. 
Consider the generalised feedback control equation 
dx 
x = Ax + Bay t, Cx), (46) 
in which @(t, y) is a continuous function from IF! x R” into R’ and A, B, C 
are constant real matrices of types n x n, n x r, s x n, respectively. When x 
varies over a set SC R” the vector Cx varies over a subset of R” which we 
denote by CS. We assume that there exists a positive constant /I(CS) such 
that 
I~(t,y,)--(t,y*)ldIy,--y,I n(w for tE[W, y,,y, ECS. (47) 
The r x s matrix x(z) = C(zZ- A) ‘B is called the transfer matrix of (46). 
It is defined for all complex z with det(zl- A ) # 0. If this holds for all z 
with re z = - 2 we can define 
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where (KI denotes the spectral norm of an P x s matrix K. That is, 
1 KI = sup( I Kvl/l IuI ) taken over all complex vectors u # 0 in @“. The follow- 
ing result will be proved: 
THEOREM 10. Suppose that det(zZ- A) # 0 fir all z with re z = - ,I. If 
(47) holds and A(CS) < p(L)-’ then (46) satisfies (H3) for some constant 
symmetric matrix P and some constant E > 0. Furthermore, P satisfies (H4), 
where j denotes the number of eigenvulues [ of A which have re [ > -A. 
This theorem is closely related to results which are well known in 
stability theory (see [ 1, p. 211; 151). The inequality /1(CS) <p(L) -’ is only 
a sufficient condition for the existence of P and in many cases it is not best 
possible. However, Theorem 10 is of considerable generality because (1) 
can always been rewritten in the form (46) with arbitrary n x n matrices 
A, B, C, and 
@(t,y)= B- ‘[f(t, C’y)-AC’y]. 
In practice, the matrices A, B, C can be chosen to exploit certain special 
properties which the function f (t, x) may have. An advantage of this 
flexibility will be evident in Section 6. 
Proof of Theorem 10. To verify (H3) it is sufficient to find a quadratic 
form V(x) such that (5) holds for every pair of solutions x, (t), x2(t) of 
(46) in S. If X(t)=x,(t)-x,(t) then (46) gives 
dX 
dt= AX+ B[@(t, Cx,) - @(t, Cx,)] = AX+ BQ(t) CX, (49 1 
where Q(t)= ICXI ‘[I@(& Cx,)-@(t, Cx,)](CX)* when CX#O and 
Q(t) =0 when CX=O. In both cases (47) gives IQ(t)1 6 n(C,S) provided 
that xl (t), x2(t) E S. If Y(t) = e”‘X( t) then X satisfies (49) if and only if 
g= (A + I-1) Y+ BQ(t) CY. 
A result in stability theory [ 15, p. 2061 shows that if /I(CS) < ~(1) ’ then 
there exist a constant E > 0 and an Hermitian form V,( Y), which depend 
only on A, B, C, /I(CS), p(i), such that dV,( Y)/dt< --EI Y12 for every 
(complex) solution Y(t) of every equation of the form (50) which has 
lQ( t)l < /i( CS). For real solutions Y(t) of (50) the hermitian form 
VO( Y) = Y*P, Y reduces to a real quadratic form V(Y) = Y*PY, where 
P= rep,. Since Y= e”X this gives d[e2”‘V(X)]/dt < -.se2”JX12 and 
therefore (5) holds for every pair of solutions x, (t), x2(t) of (46). This 
proves that there exists P, E such that (H3) holds when f (t, x) = 
Ax + B@(t, CX). 
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The linear equation dY/dt = (A + AZ) Y is of the form (50) with Q(t) = 0. 
Since this Q(t) satisfies IQ(t)] 6 /I(CS) it follows that dV,( Y)/dt 6 --&I Y12 
also holds for every complex solution of the linear equation. This then 
implies that (5) holds for every pair of solutions x1 (t), x2(t) of the linear 
equation dxjdt = Ax. Hence P, E also satisfy (H3) with f(t, x) = Ax. In this 
case f(t, x) has the Jacobian matrix .Z(t, x) E A and (32) shows that 
(A + AZ)*P + P(A + U) is negative definite. When this is so, [ 17, 
Lemma 1 ] asserts that the matrices A + AZ and -P have the same number 
of eigenvalues in the half plane re z > 0 and no eigenvalues with re z = 0. 
This proves that P satisfies (H4) wherej denotes the number of eigenvalues 
of A in the half plane re z > - 2. This establishes Theorem 10. 
6. CIRCLE CRITERION FOR (H3), (H4) 
Since (1) can be rewritten in the form (46) in many different ways, 
Theorem 10 provides many different conditions, each of which is sufficient 
for (1) to satisfy (H3), (H4) The aim of this section is to provide insight 
into this variety of conditions by restating Theorem 10 in a geometrical 
form. This will be done only for the special case of (46) when Y= s = 1, 
because then the geometry is very simple. 
If Y = s = 1 then @(t, y) in (46) is a real-valued function of 2 real 
variables and x(z) = C(zZ- A) ~ ‘B is a complex-valued function of z. For 
constant 2 let N, denote the locus in the complex plane C of the point 
~(iw-A)-’ as o varies over R If we suppose that det(zZ-A) #O when 
re z = - 2, the identity 
det(zZ- A - BkC) = (1 -x(z) k) det(zZ- A) (51) 
shows that kENi, if and only if the equation 
0 = det(zZ- A - BkC) (52) 
has a root z with re z = - ;1. 
For kE c let v(k) denote the number of roots of (52) in the halfplane 
re z > - ,I. As k varies in C, the roots of (52) vary continuously with k and 
therefore v(k) can change only when a root meets the line re z = --A. This 
happens only when k meets the curve N,. Thus, v(k) remains constant 
when k varies over a connected component E of the open set C - N,. Such 
a component E will be denoted by Ej,, where the integer j denotes the con- 
stant value of v(k) for k E E. On a diagram of the complex plane each com- 
ponent of C-N, can be labelled with the appropriate symbol Ej (see 
Fig. 1). The purpose of this labelling is illustrated by the following result: 
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FIGURE I 
THEOREM 11. Suppose that r = s = 1 in (46) and that the set CS is an 
interval of R such that the partial derivative @,,(t, y) exists at all points of 
R x CS. Then (46) satisfies (H3), (H4) for some P, E provided that there 
exists a closed circular disc A in the complex plane such that 
Ej 3 A 2 yxnn; Qv(t, y). (53) 
This theorem is an analogue of the circle criterion for stability which is 
wellknown in control theory (see [ 1, pp. 220, 2271). In (53) Range @-,,(t, y) 
denotes the set of all values taken by this real-valued function as (t, y) 
varies over the set [w x CS. The requirement that CS be an interval is cer- 
tainly satisfied if S is a connected subset of W. The integer j in (H4) is 
determined by the symbol Ej of the set containing A. The many different 
conditions which are sufficient for (46) to satisfy (H3), (H4) correspond in 
Theorem 11 to the many different circular discs A such that E,! I A. 
Proof of Theorem 11. Let the circular disc A have centre k, and radius 
p. Then (53) is equivalent to the following: 
Also, (53) shows that k, E E{ and therefore the equation 
0 = det(zZ- A - Bk, C) (55) 
has j roots z with re z > --A and none with re z = 2. Rewrite (46) as 
~=A,x+Lw(t, Cx), (56) 
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where A I = A + Bk, C and Y(t, y) = @(t, y) - k,y. The transfer function of 
(56) is ~l(~)=C(zZ-A,))lB. First, we prove that ~r(z))‘=~(z))‘-k,, 
where x(z) = C(z - A)) ‘B. 
If U, u are column n-vectors with U*U # 1 then 
(I- uu*)-’ = I+ /?uu*, where j=(l-u*u)-‘. 
This leads to the identity 
u*(z-uu*)-lu= (1 -u*l4~‘u*z4. 
With u=(zl-A))‘& u*=k,C, this gives x,(z)=(l-kr~(z))~~(z). 
Hence, ~~(z)~‘=~(z)-‘-k~. This and (54) show that 
where p1 (A) = suplx, (io - A)1 as o varies over R. This is the constant (48) 
appropriate to Eq. (56). 
Since the roots of (55) are the eigenvalues of A ,, this matrix has j eigen- 
values z with re z > -1 and none with re z = -A. Since CS is an interval 
and the right-hand side of (54) gives p 2 1 Y? (t, y)l in R x CS, the mean- 
value theorem shows that 
I~(~,.Y,)- V4Y,)l G lY1--Y,I /A for 2 E R, y, , y, E CS. 
That is, Y(t, y) satisfies (47) with A(CS) = p. Since p < pr (A) ~ ‘, we can 
apply Theorem 10 to (56) to deduce that this equation satisfies (H3), (H4) 
for some P, E. Then this is true of (46) because (56) is merely a rewritten 
version of (46). Hence Theorem 11 is proved. 
A special case. Let p(z), q(z) be real polynomials of the form 
p(Z)=Zn+pnmmlZn-l+ ‘.. +p,z+p,, q(z)=qmzrn+ “’ +q,z+q,, 
with n > m. Consider the real scalar differential equation 
P(D) 5 = @(f, 4(D) 0, (57) 
in which D = d/dt and @(t, y) is a real function of 2 real variables. With 
x = col( 5, Dt,..., D”- ‘0, this reduces to 
dx 
~=Aox+Bo@(t, C,x), (58) 
in which B, = col(0, O,..., 0, l), Co= (q. ,..., qm, 0 ,..., 0) and A, is the n x n 
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companion matrix of p(z). If Z= col( 1, z, z’,..., z”~ I), it is easily verified 
that (zl- A,) Z=p(z) B,. Then 
where x0(z) = CO(zZ- A,))‘& is the transfer function of (58). 
Because of the simplicity of this expression ~~(z)=q(z)/p(z) the 
corresponding curve N, in the complex plane can be easily sketched with 
the help of a pocket calculator. Theorems 2211 can then be applied to (58) 
to gain information about (57). If, in particular, there exists a real constant 
1 such that 
Y ‘@(f,Y)-,l, uniformly in - cc < t < cc as 1 y 1 + co, (59) 
then (58) satisfies (36) with L = A, + B,IC,. Since (51) gives det(zl-L) = 
p(z)- lq(z), the result of Pliss [lo, p. 421 shows that (58) is dissipative 
provided that re z < 0 for all roots of p(z) - lq(z) = 0. 
To illustrate the kind of explicit results to which this leads let us consider 
the simple example of the equation 
$+4$+6$+4$=@(t, 0, (60) 
which is of the form (57) with p(z) = (z + 1)4 - 1, q(z) = 1. In this case N, is 
the locus in @ of the point (io + 1 - 1)4 - 1 as o varies over OX. Figure 1 
indicates its shape when 0 < 1, < 1. The function @(t, y) in (60) is assumed 
to satisfy 
@Yt + 0, Y) = @(t, Y), h<@,.(t,y)<k for all (t,~) in lR2, (61) 
where [h, k] denotes the interval in which A intersects the real axis. 
Theorems 2,6, 11 lead at once to the following convergence theorem: 
THEOREM 12. Suppose that @(t, y) satisfies (61) where h, k are any con- 
stants as shown in Fig. 1. Then any solution t(t) of (60) converges to a o- 
periodic solution as t + + co provided that t(t), t’(t), c”(t), t”‘(t) are all 
bounded in some interval [to, 00). If in addition, (59) holds with - 5 < I< 0 
then every solution t(t) of (60) converges to a periodic solution as t -+ + co 
and at least one periodic solution is Lyapunov stable. If, furthermore, @(t, y) 
is analytic in R2 then (60) has only a finite number of periodic solutions and 
at least one of these is asymptotically stable. 
With A= +, a pocket calculator shows that h = - 0.9, k = 21 is one pair of 
constants suitable for Theorem 12. 
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To make a similar application of Theorem 7, the disc A in Fig. 1 must be 
shifted to the left-hand side of N, so that A c E:. In this case it is con- 
venient to choose A= 1 when the curve N, lies wholly on the segment 
C-1,03) of the real axis. Then AcEf holds if h<k<-1. 
Theorems 7,9, 11 lead at once to the following analogue of Massera’s 
second theorem: 
THEOREM 13. Suppose that @(t, y) satisfies (61), where h, k are any con- 
stants such that h <k < - 1. Zf (60) has a solution r(t) such that t(t), t’(t), 
t”(t), t”‘(t) are all bounded in some interval [to, co) then (60) has at least 
one a-periodic solution. Furthermore, the frequency spectrum qf any 
uniformly almost periodic solution of (60) has a rational base of at most 2 
elements. 
In the special case @(t, y) = -5y + cos y- cos sin t, the hypotheses of 
Theorem 13 hold with CJ = 71, h = - 6, k = -4. In this case (60) has the sub- 
harmonic solution 5 = sin t from which Theorem 13 is able to predict the 
existence of at least one z-periodic solution. 
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