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Abstract
The aim of this paper is to study the heterogeneous optimization problem
J (u) =
∫
Ω
(G(|∇u|) + qF (u+) + hu+ λ+χ{u>0})dx→ min,
in the class of functions W 1,G(Ω) with u − ϕ ∈ W 1,G0 (Ω), for a given function ϕ, where W
1,G(Ω) is the class of weakly differentiable
functions with
∫
Ω
G(|∇u|)dx < ∞. The functions G and F satisfy structural conditions of Lieberman’s type that allow for a different
behavior at 0 and at ∞. Moreover, F allows for a subcritical growth. Given functions q, h and constant λ+ ≥ 0, we address several
regularity results for minimizers of J (u), including local C1,α−, and local Log-Lipschitz continuities for minimizers of J (u) with λ+ = 0,
and λ+ ≥ 0 respectively. We also establish growth rate near the free boundary for each non-negative minimizer of J (u) with λ+ = 0, and
λ+ > 0 respectively. Furthermore, under additional assumption that F ∈ C
1([0,+∞); [0,+∞)), local Lipschitz regularity is carried out
for non-negative minimizers of J (u) with λ+ > 0.
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1 Introduction
LetΩ be a smooth bounded domain inRN (N > 2). Let g, F ∈ C([0,∞); [0,∞))∩C1((0,∞); (0,∞))with g(0) = F (0) = 0
satisfying the Lieberman’s conditions, which were introduced in [16] for a large class of degenerate/singular elliptic equations,
i.e.,
0 < δ0 ≤
tg′(t)
g(t)
≤ g0, ∀ t > 0, (1)
with 1 + δ0 < N and
1 + θ0 ≤
F ′(t)t
F (t)
≤ 1 + f0, ∀ t > 0. (2)
with θ0, f0 satisfying 0 < 1 + θ0 ≤ 1 + f0 ≤
N(1 + δ0)
N − (1 + δ0)
.
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The aim of this paper is to derive interior regularity estimates for the minimizers of a large class of heterogeneous non-
differentiable functionals
J (u) =
∫
Ω
(G(|∇u|) + qF (u+) + hu+ λ+χ{u>0})dx→ min, (3)
among competing functions u ∈ {u ∈ L1(Ω) :
∫
ΩG(|∇u|)dx < ∞, u = ϕ on ∂Ω}, where G(t) =
∫ t
0
g(s)ds, ϕ ∈
L∞(Ω) ∩W 1,G(Ω), q ∈ L∞(Ω) with q 6≡ 0, u+ = max{u, 0}, h ∈ Lm(Ω)(m ≥ N) and λ+ ≥ 0 is a constant. Note that if
no restriction is made on the sign of h, problem (3) has a minimizer that may change its sign near the free boundary ∂{u > 0}.
Therefore problem (3) is not in the one-phase case in the strict sense.
A typical form of (3) is the free boundary problem of p−Laplacian, i.e.,∫
Ω
(|∇u|p + q(u+)γ + hu+ λ+χ{u>0})dx→ min, (4)
over the set {u ∈ W 1,p(Ω), u − ϕ ∈ W 1,p0 (Ω)}, corresponding to set g(t) = pt
p−1, δ0 = g0 = p − 1, p > 1, and
F (t) = tγ , θ0 = f0 = γ − 1, 0 < γ < p in (1), and (2) respectively with h being a measurable function. More examples of
functions satisfying (1) (or (2)) are given in Remark 2.
A number of important mathematical physics problems, coming from several different contexts, are modeled by optimization
setups, for which (4) serves as an emblematic, leading prototype. The case of γ = 1, q 6≡ 0 and λ+ = 0 represents the obstacle
type problems. The general case of 0 < γ < p, q 6≡ 0 and λ+ = 0 is usually used to model the density of certain chemical
specie in reaction with a porous catalyst pellet. The case of q ≡ 0 and λ+ 6= 0 relates to jets flow and cavities problems. The
minimization problem (4), particularly homogeneous one-phase problem (i.e., h ≡ 0, and minimizers of which do not change
sign), has indeed received overwhelming attention at aspects of both regularity of solutions and regularity of free boundaries
in the past decades, e.g., just to cite a few, [11,13] for the homogeneous one-phase obstacle problems, [3,10,19,20] for the
homogeneous one-phase chemical reaction problems with γ ∈ (0, 1), [2,9] for the homogeneous one-phase jets flow and
cavities problems with q ≡ 0 and λ+ 6= 0, and [15] for a large class of homogeneous one-phase free boundary problems of
p−Laplacian type corresponding to (4) with h ≡ 0, 1 ≤ γ < p. We also point out the interesting work [14] where the authors
studied a two-phase version of (4) with 0 < γ ≤ 1 given by∫
Ω
(|∇u|p + (u+)γ + (u−)γ + hu)dx→ min,
over the set {u ∈W 1,p(Ω), u − ϕ ∈W 1,p0 (Ω)} and h ∈ L
q(Ω) with q ≥ n.
For the setting in Orlicz spaces, regularities of solutions and free boundaries are addressed for λ+ = 0, h ≡ 0, q ≡ C in [6,7],
and for q ≡ h ≡ 0, λ+ > 0 in [17], respectively. The homogeneous two-phase jets flow and cavities problems were studied
in [5]. It should be mentioned that the heterogeneous two-phase problems related to (3) with F (t) = tγ(γ ∈ (0, 1]), and a
version of two-phase problems related to (3) with F (t) ≤ max{tp, tp}(p, q ≥ 1) and h ≡ 0, were studied in [21,23], and [4]
respectively. Nevertheless, regularity in problem (3) for a large class of heterogeneous non-differentiable functionals has been
little studied in the literature in Orlicz spaces.
The aim of this paper is to consider the free boundary problem (3) and prove several regularity results for minimizers of J (u).
Comparing with the existing results, the main contribution of this paper include: (i) It is proved the existence and boundness
of minimizers in the critical case for problem (4). Moreover, an uniform L∞ estimate is proved for the subcritical case. At
least to our knowledge such results are new in the literature even in the Laplacian case. (ii) With subcritical growth of F ,
several regularity results for minimizers are proved in the setting of Orlicz spaces, which are also new in the literature. (iii)
We establish local Log-Lipschitz continuity for minimizers of J (u) with λ+ > 0 under the assumption that δ0 > 0, which
is weaker than the condition that δ0 ≥ 1 (or, equivalently,
g(t)
t is increasing in t) in [4,23]; (iv) Our problems concern with
not only the non-homogeneous case of h 6≡ 0, but also the case of F (t) ≤ max{tp, tp} with positive exponents p, q less or
larger than 1, which can be seen as complements of [4,5,21,23]; (v) We prove the growth rate near the free boundaries for
non-negative minimizers of J (u) with h 6≡ 0 and F satisfying (2), which is new even in the problem (4) with one-phase and
γ ∈ (0, p); (vi) we prove local Lipschitz continuity for non-negative minimizers of J (u) with h 6≡ 0, which is an extension of
2
[4]. An important point regarding the results of this manuscript is that they are the first steps in the understanding of analytic
and geometric properties of the free boundary related to the minimization problem (4).
Throughout this paper, without spacial states, we always assume that
g, F ∈ C([0,∞); [0,∞)) ∩C1((0,∞); (0,∞)), g(0) = F (0) = 0, g, F satisfy (1) and (2),
q ∈ L∞(Ω), q 6≡ 0, h ∈ Lm(Ω)(m ≥ N), ϕ ∈W 1,G(Ω) ∩ L∞(Ω),
λ+ ≥ 0 is a constant,
where the definition of W 1,G(Ω) is given in Section 2. For t > 0, denote by f(t) the derivative of F (t), i.e, f(t) = F ′(t),
∀t > 0. LetK = {v ∈W 1,G(Ω) : v−ϕ ∈W 1,G0 (Ω)}. Denote a ball in Ω by B, Br or BR without special statements on their
radius and centres, and denote by Br(x0) a ball with radius r and centre x0. Without confusion, constants ε, τ, c, C, C0, C1, ...
appearing in this paper may be different from each other.
The rest of the paper is organized as follows. We provide two remarks on the structural conditions (1) and (2) at the end of
Section 1. Some basic properties of functions g,G and F , definitions of Orlicz spaces, properties of functions in Orlicz spaces,
and an iteration lemma for the establishment of regularities of minimizers are presented in Section 2. With the critical growth
of F , existence of minimizers (and non-negative minimizers) of J (u) and their L∞−boundedness and local C0,α−continuity
are addressed in Section 3. With the subcritical growth of F , local C1,α−continuity, and local Log-Lipschitz continuity of
minimizers are established in Section 4 for J (u) with λ+ = 0, and λ+ ≥ 0 respectively. With the subcritical growth of F ,
growth rate near the free boundary ∂{u > 0} of each non-negative minimizer of J (u) with λ+ = 0 and λ+ > 0 are given
respectively in Section 5. As a consequence of the obtained results, we can prove the optimal growth rates of each non-negative
minimizer and its gradient in the one-phase free boundary problems for p−Laplacian. Under the further assumption on F , i.e.,
F ∈ C1([0,+∞); [0,+∞)), Local Lipschitz continuity of non-negative minimizers of J (u) with λ+ > 0 is established in
Section 6.
Remark 1 We do not require any C2−continuity of F to assume that
θ0 ≤
f ′(t)t
f(t)
≤ f0, ∀ t > 0, (5)
provided a C1−continuos function f satisfying f(0) = 0 and F (t) =
∫ t
0
f(s)ds. Therefore (2) is weaker than the structural
condition imposed on F by (5).
Remark 2 In this remark, we present several functions defined on [0,+∞) and satisfying condition (1) (or (2)), proofs of
which and more functions satisfying a slight version of (1) (or (2)) can be found in [22]. From these examples, one may find
that the class of nonlinearities F, caracterized by (2), is larger than the ones considered in [4,5,14,21,23].
(i) g(t) = (1 + t) ln(1 + t)− t satisfies (1) with δ0 = 1 and g0 = 2.
(ii) g(t) = ln(1 + at) + bt satisfies (1) with δ0 =
b
a+b and g0 =
a+b
b , where a > 0, b > 0.
(iii) g(t) = ta logc(bt+ d) satisfies (1) with δ0 = a and g0 = a+
1
ln d , where , a, b > 0, c, d > 1.
(iv) g(t) = t
a
logc(bt+d)
satisfies (1) with δ0 = a−
1
ln d and g0 = a, where b > 0, c, d > 1, a >
1
ln d .
(v) g(t) =
{
atp, 0 ≤ t < t0
btq + c, t ≥ t0
satisfies (1) with δ0 = min{p, q} > 0 and g0 = max{p, q}, where a, b, c, p, q, t0 > 0 such that
at
p
0 = bt
q
0 + c, and apt
p−1
0 = bqt
q−1
0 .
2 Some auxiliary results
Lemma 1 ([12]) Let (Jn), n ∈ N a sequence of nonnegative numbers satisfying
Jn+1 ≤ CD
nJ1+ξn , n = 0, 1, ...,
where C,D > 0 and ξ > 1 are constants that does not depend on n ∈ N. If
J0 ≤ C
−1 1ξD
− 1
ξ2 ,
3
then Jn → 0 as n→ +∞.
Lemma 2 ([5,17]) The functions g andG satisfy the following properties:
(g1) min{s
δ0 , sg0}g(t) ≤ g(st) ≤ max{sδ0 , sg0}g(t), ∀s, t ≥ 0.
(G1) G is convex on [0,+∞) and C
2 − continuous on (0,+∞).
(G2)
tg(t)
1+g0
≤ G(t) ≤ tg(t), ∀ t ≥ 0.
(G3) min{s
δ0+1, sg0+1} G(t)1+g0 ≤ G(st) ≤ (1 + g0)max{s
δ0+1, sg0+1}G(t), ∀t ≥ 0.
(G4) G(a+ b) ≤ 2
g0(1 + g0)(G(a) +G(b)), ∀ a, b ≥ 0.
(G5) δ0 ≤
tg′s(t)
gs(t)
≤ g0 and
1
1+g0
≤ Gs(1) ≤ 1 for all t > 0, where Gs(t) =
G(st)
sg(s) and gs(t) = G
′
s(t) for s > 0.
Lemma 3 The functions F and f satisfy the following properties:
(F1) min{s
1+θ0 , s1+f0}F (t) ≤ F (st) ≤ max{s1+θ0 , s1+f0}F (t), ∀s, t ≥ 0.
(F2) F (s+ t) ≤ 2
1+f0(F (s) + F (t)), ∀s, t ≥ 0.
(f1)
1+θ0
1+f0
min{sθ0 , sf0}f(t) ≤ f(st) ≤ 1+f01+θ0 max{s
θ0, sf0}f(t), ∀s, t > 0.
(f2) lim
t→+∞
f(t)
g(t) = 0, and limt→+∞
F (t)
G(t) = 0.
Proof (F1) is a consequence of (2) and (g1).
For (F2), without loss of generality, assume that s ≤ t, then F (s+ t) ≤ F (2t) ≤ 2
1+f0F (t) ≤ 21+f0(F (s) + F (t)).
For (f1), we deduce by (2) and (F1),
stf(st) ≤(1 + f0)F (st)
≤(1 + f0)max{s
1+θ0 , s1+f0}F (t)
≤
1 + f0
1 + θ0
max{s1+θ0, s1+f0}tf(t),
which yields the second inequality in (f1). The first inequality in (f1) can be obtained in a similar way.
For (f2), we infer from (f1) and (g1) that for large t > 1,
f(t)tδ0−f0 ≤
1 + f0
1 + θ0
f(1)tf0tδ0−f0 ≤
1 + f0
1 + θ0
f(1)
g(1)
g(1)tδ0 ≤
1 + θ0
1 + f0
f(1)
g(1)
g(t),
which implies lim
t→+∞
f(t)
g(t) = 0. The second result can be obtained in a similar way by (F1) and (G1). 
Lemma 4 The follows statements hold true.
(F3) If f(t) is decreasing in t > 0, then F (s)− F (t) ≤ F (s− t), ∀s ≥ t ≥ 0.
(F4) If f(t) is increasing in t > 0, then F (s)− F (t) ≤ f(M)(s− t), ∀0 ≤ t ≤ s ≤M with someM > 0.
Proof We prove (F3). Firstly, note that F (0) = 0 due to (F1). Now Fix s ≥ 0 and let v(t) = F (s + t) − F (s) − F (t) for
any t ≥ 0. For t > 0, we have v′(t) = f(s + t) − f(t) ≤ 0, which yields the nondecreasing monotonicity of v in t > 0. By
continuity of v in t = 0, we conclude that v(t) ≤ v(0) for all t ≥ 0, i.e., F (s+ t) ≤ F (s) + F (t). Finally, for s ≥ t ≥ 0, we
have F (s)− F (t) = F (s− t+ t)− F (t) ≤ F (s− t) + F (t)− F (t) = F (s− t).
For (F4), if s = t = 0, the result is trivial. IfM ≥ s ≥ t > 0, by Mean Value Theorem, it follows F (s)− F (t) = f(ξ)(s− t)
with some ξ ∈ (t, s) ⊂ (0,M ]. By the increasing monotonicity of f(t) in t > 0, we have F (s)− F (t) ≤ f(M)(s− t) for all
M ≥ s ≥ t > 0. Finally, (f4) has been proved. 
As g is strictly increasing we can define its inverse function g−1. Then g−1 satisfies a similar condition to (1.2).
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Lemma 5 ([17]) The function g−1 satisfies the following property:
1
g0
≤
t(g−1)′(t)
g−1(t)
≤
1
δ0
, ∀ t > 0.
Moreover, g−1 satisfies
(g˜1) min{s
1
δ0 , s
1
g0 }g−1(t) ≤ g−1(st) ≤ max{s
1
δ0 , s
1
g0 }g−1(t),
and if G˜ is such that G˜′(t) = g−1(t) then
(G˜1)
1 + δ0
δ0
min{s1+1/δ0 , s1+1/g0}G˜(t) ≤ G˜(st) ≤
δ0
1 + δ0
max{s1+1/δ0 , s1+1/g0}G˜(t),
(G˜2) ab ≤ εG(a) + C(ε)G˜(b), ∀ a, b > 0 and ε > 0,
(G˜3) G˜(g(t)) ≤ g0G(t).
We recall that the functional
‖u‖LG(Ω) := inf
{
k > 0;
∫
Ω
G
(
|u|
k
)
dx ≤ 1
}
is a norm in the Orlicz space LG(Ω) which is the linear hull of the Orlicz class
KG(Ω) :=
{
u measurable;
∫
Ω
G(|u|)dx < +∞
}
.
Notice that this set is convex, since G is also convex. The Orlicz-Sobolev spaceW 1,G(Ω) is defined as
W 1,G(Ω) := {u ∈ LG(Ω);∇u ∈ (LG(Ω))n},
which is the usual subspace ofW 1,1(Ω), and associated with the norm
‖u‖W 1,G(Ω) = ‖u‖LG(Ω) + ‖∇u‖LG(Ω).
We present some properties of spaces LG(Ω) andW 1,G(Ω), and properties of functions in LG(Ω) andW 1,G(Ω).
Lemma 6 ([17]) There exists a constant C = C(δ0, g0) such that
‖u‖LG(Ω) ≤ Cmax
{(∫
Ω
G(|u|)dx
) 1
1+δ0
,
(∫
Ω
G(|u|)dx
) 1
1+g0
}
.
Lemma 7 ([17]) LG˜(Ω) is the dual of LG(Ω). Moreover, LG(Ω) andW 1,G(Ω) are reflexive.
Lemma 8 ([17]) LG(Ω) →֒ L1+δ0(Ω) continuously.
Lemma 9 ([17]) For any u ∈ LG(Ω) and any v ∈ LG˜(Ω), there holds
∣∣∫
Ω
uvdx
∣∣ ≤ 2‖u‖LG(Ω)‖v‖LG˜(Ω).
Lemma 10 ([8]) For anyu ∈W 1,G0 (Ω),which is the closure ofC
∞
0 (Ω) inW
1,G(Ω), there holds
∫
Ω
G(|u|)dx ≤
∫
Ω
G(c|∇u|)dx,
where the constant c is twice the diameter of Ω.
5
Lemma 11 ([17]) Let u ∈ L∞(Ω) such that for some α ∈ (0, 1) and r0 > 0,∫
Br
G(|∇u|)dx ≤C1r
N+α−1, 0 < r ≤ r0,
with Br0 ⋐ Ω. Then u ∈ C
α(Ω) and there exists a constant C = C(C1, α,N, g0, G(1)) such that [u]0,α,Ω ≤ C.
Lemma 12 Let v be a bounded weak solution of div
g(|∇v|)
|∇v| ∇v = 0 in BR (see (68) for a definition). For every λ ∈ (0, N),
there exists C = C(λ,N, δ, g0, ‖v‖L∞(BR)) > 0 such that∫
Br
G(|∇v|)dx ≤ Crλ, ∀0 < r ≤ R.
Proof See [16, (5.9), page 346], or [17, Lemma 2.7]. 
Lemma 13 ([21]) Let u ∈W 1,G(Ω), BR ⊂ Ω. If v is a bounded weak solution of
div
g(|∇v|)
|∇v|
∇v = 0 in BR, v − u ∈ W
1,G
0 (BR),
then for any λ ∈ (0, N), there exists C = C(λ,N, δ0, g0, ‖v‖L∞(BR)) > 0 such that
∫
BR
G(|∇u −∇v|)dx ≤ C
∫
BR
(G(|∇u|)−G(|∇v|))dx+ CR
λ
2
(∫
BR
(G(|∇u|)−G(|∇v|))dx
) 1
2
.
Proof See the proof of Lemma 3.1 in [21]. 
Let (u)r =
1
|Br|
∫
Br
udx be the average value of function u on the ball Br.
Lemma 14 ([21]) Let u ∈ W 1,G(Ω), BR ⊂ Ω. If v ∈ W
1,G(BR) is a weak solution of div
g(|∇v|)
|∇v| ∇v = 0 in BR, then for
some positive constant 0 < σ < 1, there exists a positive constant C = C(N, δ, g0) such that for each 0 < r ≤ R, there holds∫
Br
G(|∇u − (∇u)r|)dx ≤ C
(
r
R
)N+σ ∫
BR
G(|∇u − (∇u)R|)dx+ C
∫
BR
G(|∇u −∇v|)dx.
The following result is an iteration lemma, which will be used in the establishment of regularities of minimizers of J .
Lemma 15 ([14]) Let φ(s) be a non-negative and non-decreasing function. Suppose that
φ(r) ≤ C1
((
r
R
)α
+ ϑ
)
φ(R) + C2R
β,
for all r ≤ R ≤ R0, with C1, α, β positive constants and C2, ϑ non-negative constants. Then, for any τ < min{α, β}, there
exists a constant ϑ0 = ϑ0(C1, α, β, τ) such that if ϑ < C1, ϑ0, then for all r ≤ R ≤ R0 we have
φ(r) ≤ C3
(
r
R
)τ(
φ(R) + C2R
τ
)
,
6
where C3 = C3(C1, τ −min{α, β}) is a positive constant. In turn,
φ(r) ≤ C4r
τ ,
where C4 = C4(C2, C3, R0, φ, τ) is a positive constant.
3 Existence, L∞−boundedness and continuity of minimizers over the set K
Theorem 16 Under the growth condition (2) and 1+ f0 ≤ (1+ δ0)
⋆ where (1 + δ0)
⋆ := N(1+δ0)N−(1+δ0) there exists a minimizer u
of the functional J (u) over the set K := {u ∈ W 1,G(Ω);u − ϕ ∈ W 1,G0 (Ω)}, and there exists a constant C0 > 0 depending
only on δ0, g0, λ+, G(1), G˜(1), ‖h‖LN(Ω), ‖ϕ‖L∞(Ω), and ‖u‖W 1,G(Ω), such that
‖u‖L∞(Ω) ≤ C0,
for all minimizers u of J (u) over the set K.
Proof First it will be proved that
I0 := inf
v∈K
J (v) > −∞. (6)
For v ∈ K we have from the definition of J that
J (v) ≥
∫
Ω
G(|∇v|) + qF (v+)− |h||v|dx (7)
Using Ho¨lder’s inequality, (G˜2), W
1,1
0 (Ω) →֒ L
1⋆(Ω), where 1⋆ = NN−1 , and Lemma 6, for an arbitrary τ > 0, there is a
constant Cτ such that∫
Ω
|h||v|dx ≤ ‖h‖LN(Ω)‖v‖L1∗(Ω)
≤ ‖h‖LN(Ω)(‖v − ϕ‖L1∗ (Ω) + ‖ϕ‖L1∗(Ω))
≤ ‖h‖LN(Ω)(C‖∇v −∇ϕ‖L1(Ω) + ‖ϕ‖L1∗(Ω))
≤ C‖h‖LN(Ω)(‖∇v‖L1(Ω) + ‖∇ϕ‖L1(Ω) + ‖ϕ‖L1∗(Ω))
≤ C‖h‖LN(Ω)(Cτ‖1‖LG˜(Ω) + τ‖∇v‖LG(Ω) + ‖∇ϕ‖L1(Ω) + ‖ϕ‖L1∗(Ω))
≤ K +Kτ max
{(∫
Ω
G(|∇v|)dx
) 1
1+δ0
,
(∫
Ω
G(|∇v|)dx
) 1
1+g0
}
≤ K +Kτ
(
1 +
∫
Ω
G(|∇v|)dx
)
, (8)
whereK > 0 is a constant that does not depend on τ.
For v ∈ K, we have from Lemma 10 that∫
Ω
G(|v − ϕ|)dx ≤
∫
Ω
G(c|∇v −∇ϕ|)dx, c = 2diam(Ω). (9)
Thus, using (G3), (G4), (9) and the nondecreasing monotonicity of G we have∫
Ω
G(|v|)dx ≤
∫
Ω
G(|v − ϕ|+ |ϕ|)dx
7
≤C
(∫
Ω
G(|v − ϕ|)dx+
∫
Ω
G(|ϕ|)dx
)
≤C
(∫
Ω
G(|∇v −∇ϕ|)dx+
∫
Ω
G(|ϕ|)dx
)
≤C
(∫
Ω
G(|∇v|)dx+
∫
Ω
G(|∇ϕ|)dx+
∫
Ω
G(|ϕ|)dx
)
, (10)
where C is constant depending only on the diameter of Ω, and δ0 and g0.
The hypothesis (f2) implies that for given τ > 0, there exists a constantKτ > 0 such that
F (t) ≤ Kτ + τG(t), ∀t ≥ 0. (11)
By (11), we have∣∣∣∣∫
Ω
qF (v+)dx
∣∣∣∣ ≤ ‖q‖L∞(Ω) ∫
Ω
F (v+)dx ≤ ‖q‖L∞(Ω)Kτ + ‖q‖L∞(Ω)τ
∫
Ω
G(|v|)dx. (12)
Using (8) ,(10), (12) and considering a suitable choice of τ we obtain that I0 > −∞.
Now consider vj(j ∈ N), a minimizing sequence, and j0 ∈ N, such that J (vj) ≤ I0 + 1 for all j ≥ j0. Arguing as in (8) ,(10)
and (12) we have for τ > 0 that∫
Ω
G(|∇vj |)dx =J (vj)−
∫
Ω
qF (v+)dx− λ+χ{v>0} − hvjdx
≤τC
(∫
Ω
G(|∇vj |)dx+G(|∇ϕ|) +G(|ϕ|)dx
)
+K (13)
for all j ≥ j0, where C,K are constants independent of j ∈ N. A suitable choice of τ > 0 implies that the sequence∫
Ω
G(|∇vj |)dx, j ∈ N is bounded. The reasoning of (10) implies that the sequence
∫
Ω
G(|vj |)dx, j ∈ N is bounded. Thus the
sequence (vj), j ∈ N is bounded inW
1,G(Ω).
From (G4) and Lemma 10, we deduce that vj−ϕ is a bounded sequence inW
1,G
0 (Ω). SinceW
1,G
0 (Ω) is reflexive, there exists
u ∈ W 1,G(Ω) with u− ϕ ∈ W 1,G0 (Ω) such that for a subsequence we have
vj ⇀ u inW
1,G(Ω).
Then by Lemma 8, we find that
vj ⇀ u inW
1,1+δ0(Ω).
Thus, up to a subsequence, we have that vj → u a.e in Ω.
Note that∫
Ω
G(|∇u|)dx ≤ lim inf
j→∞
∫
Ω
G(|∇vj |)dx. (14)
In fact, by the convexity of G, it follows∫
Ω
G(|∇vj |)dx ≥
∫
Ω
G(|∇u|)dx+
∫
Ω
g(|∇u|)
∇u
|∇u|
(∇vj −∇u)dx. (15)
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We have that
G˜
(
g(|∇u|)
∂u
∂xi
1
|∇u|
)
≤ G˜(g(|∇u|)) ≤ CG(|∇u|),
which implies that g(|∇u|) ∇u|∇u| ∈ (L
G˜(Ω))N . Thus, combining the fact that ∇vj ⇀ ∇u in (L
G(Ω))N with the inequality
(15), we get (14). Since the sequence {qF (vj)}, j ∈ N, is bounded below, we have from Fatou’s Lemma that
lim inf
j→+∞
∫
Ω
qF ((vj)
+)dx ≥
∫
Ω
qF (v+)dx. (16)
Note also that
lim inf
j→+∞
∫
Ω
λ+χ{vj>0}dx ≥
∫
Ω
λ+χ{u>0}dx. (17)
The continuous embeddingW 1,G(Ω) →֒ L
N
N−1 (Ω) implies that {vj}, j ∈ N, is a bounded sequence in L
N
N−1 (Ω). Therefore∫
Ω
hvjdx→
∫
Ω
hudx. (18)
Thus from (14), (16), (17) and (18) we deduce that J (u) ≤ lim inf
j→+∞
J (vj), which implies that u is a minimizer of J (u).
Now we prove the boundedness of minimizers. Let k0 ∈ N such that
k0 ≥ ‖ϕ‖L∞(∂Ω). (19)
For each k ≥ k0, define the function uk : Ω→ R by
uk =
{
k · sgn(u) if |u| > k,
u if |u| ≤ k,
where sgn(u) = 1 if u ≥ 0, and sgn(u) = −1 if u < 0. Let Ak := {|u| > k}. For each k ≥ k0, we have
u = uk in Ak
c, and uk = k · sgn(u) in Ak.
We have (|u| − k)+ ∈ W 1,G0 (Ω) for all k ≥ k0. Note that∫
Ak
G(|∇u|)dx =
∫
Ω
G(|∇u|)−G(|∇uk|)dx
≤
∫
Ak
q(F (u+k )− F (u
+)) + λ+(χ{uk>0} − χ{u>0}) + h(uk − u)dx
≤ ‖q‖L∞(Ω)
∫
Ak
|F (u+k )− F (u
+)|dx+
∫
Ak
h(uk − u)dx. (20)
Note that∫
Ak
h(uk − u)dx =
∫
Ak∩{u≥0}
h(k − u)dx+
∫
Ak∩{u<0}
h(−k − u)dx
≤2
∫
Ak
|h|(|u| − k)dx.
(21)
9
Using the continuous embeddingsW 1,G(Ω) →֒ W 1,1(Ω), W 1,10 (Ω) →֒ L
1⋆(Ω), (G˜2) and the Ho¨lder’s inequality we get
∫
Ak
|h|(|u| − k)dx ≤C
(∫
Ak
|h|Ndx
) 1
N
(∫
Ak
(|u| − k)
N
N−1 dx
)N−1
N
≤C
(∫
Ak
|h|Ndx
) 1
N
(∫
Ω
((|u| − k)+)
N
N−1 dx
)N−1
N
≤C
∫
Ω
|∇(|u| − k)+|dx
=C
∫
Ak
|∇u|dx
≤C
(
ε
∫
Ak
G(|∇u|)dx+ |Ak|
)
,
(22)
where C is a constant that does not depend on ε and k.
Note that by (f1), there exists α, β satisfying
1 < 1 + α ≤ (1 + δ0)
⋆, and 0 < β < 1,
such that
f(t) ≤ f(1)
1 + f0
1 + θ0
(1 + tα + t−β), ∀t > 0. (23)
The Mean Value Theorem imply for some θ ∈ (0, 1), which depends on x ∈ Ω and k ∈ N, that∫
Ak
|F (u+k )− F (u
+)|dx =
∫
Ak∩{u≥0}
(F (u)− F (k))dx
=
∫
Ak∩{u≥0}
(F (|u|)− F (k))dx
≤
∫
Ak∩{u≥0}
f((1− θ)k + θ|u|)(|u| − k)dx
≤C
∫
Ak∩{u≥0}
(1 + |(1− θ)k + θ|u||−β + |(1− θ)k + θ|u||α)(|u| − k)dx
≤C
∫
Ak∩{u≥0}
(1 + |(1− θ)k + θk|−β + |(1 − θ)k + θ|u||α)(|u| − k)dx
≤C
∫
Ak∩{u≥0}
(1 + k + |u|)α(|u| − k)dx
≤C
∫
Ak∩{u≥0}
(1 + |u|)α(|u| − k)dx
≤C
(∫
Ak
||u| − k|dx+
∫
Ak
|u|α||u| − k|dx
)
(24)
The embeddings W 1,G(Ω) →֒ W 1,1+δ0(Ω) →֒ L(1+δ0)
⋆
(Ω) implies that |u|α ∈ L
1+α
α (Ω) and ||u| − k| ∈ L1+α(Ω). The
Young’s inequality implies that∫
Ak
|u|α||u| − k|dx ≤C
(∫
Ak
|u|1+αdx+
∫
Ak
||u| − k|1+αdx
)
≤C
(∫
Ak
||u| − k|1+α + k1+αdx+
∫
Ak
||u| − k|1+αdx
)
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≤C
(∫
Ak
||u| − k|1+αdx+ k1+α|Ak|
)
(25)
Thus from (24) and (25) we have
‖q‖L∞(Ω)
∫
Ak
|F (u+k )− F (u
+)|dx ≤ C
(∫
Ak
||u| − k|1+αdx+ k1+α|Ak|
)
(26)
Considering a suitable choice of ε in (22), using (21) and (26) we obtain that∫
Ak
G(|∇u|)dx ≤ C
(∫
Ak
||u| − k|1+αdx+ k1+α|Ak|
)
. (27)
From (G2) we have∫
Ak
G(|∇u|)dx =
∫
Ak∩{|∇u|≤1|}
G(|∇u|)dx+
∫
Ak∩{|∇u|>1}
G(|∇u|)dx
≥C
(∫
Ak∩{|∇u|≤1|}
|∇u|1+g0dx+
∫
Ak∩{|∇u|>1}
|∇u|1+δ0dx
)
. (28)
We obtain from (27) and (28)∫
Ak
|∇u|1+δ0dx ≤ C
(∫
Ak
||u| − k|1+αdx+ (k1+α + 1)|Ak|
)
. (29)
Since∇|u| = (∇u)sgn(u) we have |∇u| = |∇|u||. Therefore∫
Ak
|∇|u||1+δ0dx ≤ C
(∫
Ak
||u| − k|1+αdx+ (k1+α + 1)|Ak|
)
(30)
Define
Kn :=
K
2
(
1−
1
2n+1
)
, n = 0, 1, 2, ... (31)
and suppose thatKn,K ≥ k0, n = 0, 1, 2, ..., where k0 is given in (38). Consider
Jn :=
∫
AKn
((|u| −Kn)
+)(1+δ0)
⋆
dx, n = 0, 1, 2, ....
We claim that Jn+1 ≤ CD
nJn
1+ξ, n = 0, 1, 2, ... with C, ξ > 0 and D > 1 with C,D and ξ not depending on n. The
continuous embedding W 1+δ00 (Ω) →֒ L
(1+δ0)
⋆
(Ω) combined with the fact that (|u| − Kn)
+ ∈ W 1,1+δ00 (Ω), n = 0, 1, ...
implies that
Jn+1 ≤
∫
AKn+1
((|u| −Kn+1)
+)(1+δ0)
⋆
dx
≤
∫
Ω
((|u| −Kn+1)
+)(1+δ0)
⋆
dx
≤C
(∫
Ω
|∇(|u| −Kn+1)
+|1+δ0dx
) (1+δ0)⋆
1+δ0
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=C
(∫
AKn+1
|∇|u||1+δ0dx
) (1+δ0)⋆
1+δ0
(32)
From (30) and (32) we get
J
1+δ0
(1+δ0)
⋆
n+1 ≤ C
(∫
AKn+1
||u| −Kn+1|
(1+δ0)
⋆
dx+ (K
(1+δ0)
⋆
n+1 + 1)|Akn+1 |
)
(33)
We haveKn+1 −Kn =
K
2n+3
, therefore
(
K
2n+3
)(1+δ0)⋆
|AKn+1 | =(Kn+1 −Kn)
(1+δ0)
⋆
|AKn+1 |
=
∫
AKn+1
|Kn+1 −Kn|
(1+δ0)
⋆
dx
≤
∫
AKn+1
((|u| −Kn)
+)(1+δ0)
⋆
dx
≤Jn,
Therefore
|AKn+1 | ≤
(
2n+3
K
)(1+δ0)⋆
Jn (34)
From (34) and using thatK ≥ 1 we get∫
AKn+1
||u| −Kn+1|
(1+δ0)
⋆
dx ≤
∫
AKn+1
||u| −Kn|
(1+δ0)
⋆
dx+
∫
AKn+1
|Kn −Kn+1|
(1+δ0)
⋆
dx
≤
∫
AKn
||u| −Kn|
(1+δ0)
⋆
dx+ |Kn −Kn+1|
(1+δ0)
⋆
|AKn+1 |
≤Jn + |Kn+1 −Kn|
(
2n+3
K
)(1+δ0)⋆
Jn
=Jn +
(
K
2n+3
)(
2n+3
K
)(1+δ0)⋆
Jn
≤Jn + 2
(1+δ0)
⋆(n+3)Jn (35)
We also have
(K
(1+δ0)
⋆
n+1 + 1)|Akn+1 | =
((
K
2
(
1−
1
2n+2
))(1+δ0)⋆
+ 1
)(
2n+3
K
)(1+δ0)⋆
Jn
≤C2(1+δ0)
⋆(n+3)Jn, (36)
where C > 0 is a constant that does not depend on n. From (35) and (36) we have Jn+1 ≤ CD
nJ
(1+δ0)
⋆
(1+δ0)
n where C > 0 and
D > 1 are constants that does not depend on n. Therefore Jn+1 ≤ CD
nJ1+ξn with C, ξ > 0 and D > 1 are constants that
does not depend on n. Since
J0 :=
∫
A0
((|u| −K0)
+)(1+δ0)
⋆
dx ≤
∫
Ω
((
|u| −
K
2
)+)(1+δ0)⋆
dx,
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it is possible to choose K large enough, that depends on ‖u‖L(1+δ0)⋆ (Ω), such that J0 ≤ C
− 1ξD
− 1
ξ2 . By Lemma 1 we have
Jn → 0 as n→ +∞. On other hand we have
lim
n→+∞
∫
AKn
((|u| −Kn)
+)(1+δ0)
⋆
dx =
∫
AK
2
((
|u| −
K
2
)+)(1+δ0)⋆
dx,
therefore |u| ≤ K a.e in Ω, whereK is a constant that depends on ‖u‖L(1+δ0)⋆ (Ω), and therefore, depends on ‖u‖W 1,G(Ω). 
In the next result we prove that the minimizers of J are uniformly bounded under some conditions.
Theorem 17 (Uniform L∞ estimate) Under the growth condition (2) and 1+ f0 < (1 + δ0)
⋆ where (1 + δ0)
⋆ := N(1+δ0)N−(1+δ0) ,
there exists a constant C0 > 0 depending only on δ0, g0, λ+, G(1), G˜(1), ‖h‖LN(Ω),‖ϕ‖L∞(Ω), and ‖ϕ‖W 1,G(Ω), such that
‖u‖W 1,G(Ω) ≤ C0,
for all minimizers u ofJ (u) over the setK. Furthermore, there exists a constantC1 > 0 depending only on δ0, g0, λ+, G(1), G˜(1),
‖h‖LN(Ω),‖ϕ‖L∞(Ω), and ‖u‖W 1,G(Ω), such that
‖u‖L∞(Ω) ≤ C1,
for all minimizers u of J (u) over the set K.
Proof Consider {vj}, j ∈ N a sequence of minimizers with ‖vj‖L∞(Ω) → +∞ as j → +∞. Using the fact that J (vj) = I0,
where I0 is given by (6), and the reasoning that provides (13) we get for an arbitrary τ > 0 that∫
Ω
G(|∇vj |)dx ≤ τC
(∫
Ω
G(|∇vj |) +G(|∇ϕ|) +G(|ϕ|)dx
)
+ C, (37)
where C is a constant that does not depend on τ and j ∈ N. A suitable choice of τ in (37) and implies that the sequence∫
Ω
G(|∇vj |)dx is bounded. Thus arguing as in (10) we obtain that the sequence {vj}, j ∈ N is bounded inW
1,G(Ω).
Since 1 + f0 < (1 + δ0)
⋆, we have 1 + α < (1 + δ0)
⋆ for some α > 0 in (23). Then there is γ ∈ (0, 1 + δ0) such that
1 + α < γ⋆ < (1 + δ0)
⋆ where γ⋆ := NγN−γ . By Lemma 8, we have the continuous embeddingW
1,G(Ω) →֒ W 1,1+δ0(Ω).
Since the embeddingW 1,G(Ω) →֒ Lγ
⋆
(Ω) is compact it follows that there is u ∈ W 1,G(Ω) with u− ϕ ∈ W 1,G0 (Ω) such that
vj → u in L
γ⋆(Ω). For k > k0 where k0 is given by (38) define the functions ujk : Ω→ R given by
k0 ≥ ‖ϕ‖L∞(∂Ω). (38)
For each k ≥ k0 and j ∈ N consider the functions ujk : Ω→ R given by
ujk =
{
k · sgn(uj) if |uj | > k,
uj if |uj | ≤ k,
We have (|ujk − k|)
+ ∈ W 1,G0 (Ω) for all k ≥ k0 and j ∈ N. For an arbitraryK > 0 define the sequence
Kn :=
K
2
(
1−
1
2n+1
)
, n = 0, 1, 2, ....
Arguing as in the proof of Theorem 16 we obtain that∫
Ajk
|∇|u||1+δ0dx ≤ C
(∫
Ajk
||ujk| − k|
1+αdx+ (k1+α + 1)|Ajk|
)
,
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where C > 0 is a constant that does not depend on j and k and Ajk := {|uj| > k}. For each j ∈ N and supposing that
kn ≥ K0, n = 0, 1, 2, ... consider the quantities
Jj,n+1 :=
∫
AjKn
((|uj | − kn)
+)γ
⋆
dx.
Arguing as in (32), (33), (34), (35) and (36) we get for all j and n that
Jj,n+1 ≤ CD
nJ
1+ξ
j,n , (39)
where 1 + ξ = γ
⋆
γ and C andD are constants that does not depend on n and j. Note that
Jj,0 =
∫
Ajk0
((|vj | − k0)
+)γ
⋆
dx
≤
∫
Ω
((
|vj | −
K
2
)+)
dx (40)
Let ε > 0 arbitrary. Since vj → u in L
γ⋆(Ω) we have from (40) that
Jj,0 ≤
∫
Ω
((
|u| −
K
2
)+)γ⋆
+
ε
2
for all j ≥ j0, where j0 ∈ N is a number that depends only on ε. LetK > 0 large enough depending only on u such that
∫
Ω
((
|u| −
K
2
)+)γ⋆
dx <
ε
2
,
which implies that Jj,0 ≤ ε for all j ∈ N with j ≥ j0. A suitable choice of ε > 0 implies that Jj,0 ≤ C
− 1ξD
− 1
ξ2 for all j ∈ N
with j ≥ j0 where C,D and ξ are that same constants of (39). Thus by Lemma 1 we have Jj,n → 0 as n→ +∞ for all j ∈ N
with j ≥ j0. Therefore
∫
Aj
K
2
((
|vj | −
K
2
)+)γ⋆
= 0,
for all j ∈ N with j ≥ j0. Thus |vj | ≤
K
2 a.e in Ω for all j ∈ N with j ≥ j0, which proves the result. 
Remark 3 Note that the proof of existence of minimizers holds in the case where q is nonnegative and the function F is only a
continuous nonnegative function defined in [0,+∞). We also point out that the L∞ estimates from Theorems 16, and 17, hold
if we replace condition (2) by the inequality
f(t) ≤ C(1 + t−β + tα), t > 0
where α and β are constants with 1 < 1 + α ≤ (1 + δ0)
⋆ and 0 < β < 1, and 1 < 1 + α < (1 + δ0)
⋆ and 0 < β < 1,
respectively, with F (t) =
∫ t
0
f(s)ds, t > 0.
Corollary 18 (Local C0,1−
N
m−continuity) Assume further that h ∈ Lm(Ω) withm > N . Let u be a minimizer of J (u) over
the set K. Then u ∈ C
0,1−Nm
loc (Ω).
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Proof For any ball BR ⋐ Ω, let v be a weak solution of the following equation{
div
g(|∇v|)
|∇v| ∇v = 0 in BR,
v = u on ∂BR.
By the minimality of u, we have∫
BR
G(|∇u|)dx−
∫
BR
G(|∇v|)dx ≤
∫
BR
q(F (v+)− F (u+))dx+
∫
BR
h(v+ − u+)dx+ λ+
∫
BR
(χ{v>0} − χ{u>0})dx
≤‖q‖L∞(BR) ·
∫
BR
(|F (v+)|+ |F (u+)|)dx+ C|BR|
m−1
m ‖h‖Lm(BR) + CR
N
≤‖q‖L∞(Ω) ·
∫
BR
(F (‖v‖L∞(BR)) + F (‖u‖L∞(BR)))dx+ CR
N−Nm
≤CRN−
N
m , (41)
where we used the increasing property of F , and the fact that ‖v‖L∞(BR) ≤ ‖v‖L∞(∂BR) = ‖u‖L∞(∂BR) ≤ ‖u‖L∞(BR) ≤
‖u‖L∞(Ω) ≤ C, which is guaranteed by the maximum principle. By (41) and Lemma 12, for any λ ∈ (0, N), there holds∫
BR
G(|∇u|)dx ≤CRN +
∫
BR
G(|∇v|)dx ≤ CRN−
N
m + CRλ ≤ CRN−
N
m ,
where we let N − Nm < λ < N . We conclude the desired result by Lemma 11. 
Corollary 19 Assume further that h ∈ L∞(Ω) and h ≤ 0 a.e. in Ω, and ϕ ≥ 0 on ∂Ω in the sense of trace. Then every
minimizer of J (u) over the set K is non-negative in Ω.
Proof Let ξ = min{u, 0} ≤ 0 and ε ∈ (0, 1). By the minimality of u, it follows∫
Ω
(
G(|∇(u − εξ)|)−G(|∇u|) + q
(
F ((u− εξ)+)− F (u+)
)
− hεξ + λ+(χ{u−εξ>0} − χ{u>0})
)
dx ≥ 0.
Note that∫
Ω
q
(
F ((u− εξ)+)− F (u+)
)
dx =
∫
{u>0}
q
(
F ((u − εξ)+)− F (u+)
)
dx+
∫
{u≤0}
q
(
F ((u− εξ)+)− F (u+)
)
dx
=
∫
{u>0}
q
(
F (u+)− F (u+)
)
dx+
∫
{u≤0}
q
(
F ((1− ε)u+)− F (u+)
)
dx
=0,
and ∫
Ω
λ+(χ{u−εξ>0} − χ{u>0})dx =
∫
{u>0}
λ+(χ{u>0} − χ{u>0})dx+
∫
{u≤0}
λ+(χ{(1−ε)u>0} − χ{u>0})dx
=0.
Therefore
0 ≤
1
ε
∫
Ω
(
G(|∇(u − εξ)|)−G(|∇u|) + q(F ((u − εξ)+)− F (u+))− hεξ + λ+(χ{u−εξ>0} − χ{u>0})
)
dx (42)
≤−
∫
Ω
g(|∇u− ε∇ξ|)
∇u− ε∇ξ
|∇u − ε∇ξ|
∇ξdx, (43)
15
where we used the convexity of G and hξ ≥ 0 a.e. in Ω. Letting ε→ 0+, we get
∫
Ω
g(|∇u|)
|∇u| ∇u∇ξdx ≥ 0. It follows∫
{u<0}
g(|∇u|)|∇u|dx ≤ 0,
which implies u ≡ C or u ≥ 0 a.e. in Ω. By the fact that u = ϕ ≥ 0 on ∂Ω, and the continuity of u, we conclude that u ≥ 0 in
Ω. 
Remark 4 Without restrictions on sign of h, it is easy to see by checking the proof of Theorem 16 and Corollary 18 that
there exists a non-negative minimizer, which is also bounded and C
0,1−Nm
loc −contunous under further assumption that h ∈
Lm(Ω)(m > N), of the functional in (3) over the set K˜ = {v ∈ W 1,G(Ω) : v − ϕ ∈ W 1,G0 (Ω), v ≥ 0 a.e.in Ω} provided a
non-negative ϕ.
4 Local C1,α− and Log-Lipschitz regularities of minimizers over the set K
In this section, we establish local C1,α− and Log-Lipschitz continuities for minimizers of J (u). We assume further that
1 + f0 <
N(1 + δ0)
N − (1 + δ0)
, f(t) = F ′(t) is monotone in t > 0. (44)
Theorem 20 (Local C1,α−regularity of minimizers for λ+ = 0) Assume that h ∈ L
m(Ω) with m > N . Let u be a mini-
mizer of J (u) over the setK with λ+ = 0. Then u ∈ C
1,α
loc (Ω) for some α ∈ (0, 1). More precisely, for anyΩ
′ ⋐ Ω, there exists
a constant C > 0, depending only on n, θ0, f0, δ0, g0, G(1),
1
G(1) , ‖h‖Lm(Ω), ‖q‖L∞(Ω), ‖ϕ‖L∞(Ω), ‖ϕ‖W 1,G(Ω) and Ω
′, such
that
‖u‖C1,α(Ω′) ≤ C.
Theorem 21 (Local Log-Lipschitz regularity of minimizers for λ+ ≥ 0) Assume that h ∈ L
N(Ω). Let u be a minimizer of
J (u) over the set K with λ+ ≥ 0. Then u is locally Log-Lipschitz continuous. More precisely, for any Ω
′ ⋐ Ω, there exists a
constant C > 0, depending only on n, θ0, f0, δ0, g0, G(1),
1
G(1) , ‖h‖LN(Ω), ‖q‖L∞(Ω), ‖ϕ‖L∞(Ω), ‖ϕ‖W 1,G(Ω) and Ω
′, such
that
|u0(x)− u0(y)| ≤ C|x− y|| log |x− y||,
for any x, y ∈ Ω′. Therefore, u0 ∈ C
0,τ
loc (Ω) for any τ < 1.
Proof of Theorem 20 Let BR = BR(x0) for some R ≤ R0 ≤ 1, where R0 will be chosen later. Without loss of generality,
assume that Br ⋐ BR ⋐ Ω, and Br and BR have the same centre. Let v be a G−harmonic function in BR that agrees with u
on the boundary, i.e.,
div
g(|∇v|)
|∇v|
∇v = 0 in BR and v − u ∈W
1,G
0 (BR).
By Lemma 14 and Lemma 13, we have∫
Br
G(|∇u − (∇u)r|)dx ≤C
(
r
R
)N+σ ∫
BR
G(|∇u − (∇u)R|)dx+ C
∫
BR
G(|∇u −∇v|)dx
≤C
(
r
R
)N+σ ∫
BR
G(|∇u − (∇u)R|)dx+ C
∫
BR
(G(|∇u|) −G(|∇v|))dx
+ CR
λ
2
(∫
BR
(G(|∇u|) −G(|∇v|))dx
) 1
2
, (45)
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where λ is an arbitrary constant in (0, n).
The minimality of u and the increasing monotonicity of F imply that∫
BR
(G(|∇u|) −G(|∇v|))dx ≤
∫
BR
(
q(F (v+)− F (u+)) + h(v − u)
)
dx.
≤‖q‖L∞(BR)
∫
BR
|F (v+)− F (u+)|dx+
∫
BR
h(v − u)dx. (46)
If f in decreasing in t > 0, we infer from (F3), (F1) and 1 + θ0 > 0 that∫
BR
|F (v+)− F (u+)|dx =
∫
BR∩{v+≥u+}
(F (v+)− F (u+))dx+
∫
BR∩{v+<u+}
(F (u+)− F (v+))dx
≤
∫
BR∩{v+≥u+}
F (v+ − u+)dx+
∫
BR∩{v+<u+}
F (u+ − v+)dx
≤F (1)max
{∫
BR
|v − u|1+θ0dx,
∫
BR
|v − u|1+f0dx
}
=F (1)
∫
BR
|v − u|1+θ0dx
≤C(1 +G(1))
∫
BR
|v − u|γdx (47)
where 0 < γ < min{1, 1+ θ0}, and without loss of generality we assume that ‖v− u‖L∞(BR) ≤ 1 due to the boundedness of
v and u.
By [21, (10)-(15) on page 44], we have∫
BR
|v − u|γ ≤C(ε0)R
n+α0 + ε0R
β0
∫
BR
G(|∇v −∇u|)dx, (48)
where α0, β0 > 0 are independent of R, ε0 will be chosen later.
If f in increasing in t > 0, we infer from (F4), (f1), (f2) and the boundedness of v and u that∫
BR
|F (v+)− F (u+)|dx =
∫
BR∩{v+=u+=0}
|F (v+)− F (u+)|dx+
∫
BR∩{v++u+ 6=0}
|F (v+)− F (u+)|dx
≤
∫
BR∩{v++u+ 6=0}
f(ξ)|v+ − u+|dx
≤
∫
BR∩{v++u+ 6=0}
f(‖ξ‖L∞(BR))|v
+ − u+|dx
≤
∫
BR∩{v++u+ 6=0}
f(‖u‖L∞(Ω))|v
+ − u+|dx
≤
∫
BR∩{v++u+ 6=0}
1 + f0
1 + θ0
max{‖u‖θ0L∞(Ω), ‖u‖
f0
L∞(Ω)}f(1)|v
+ − u+|dx
≤ C(1 + g(1))
∫
BR
|v − u|dx
≤ C(1 +G(1))
∫
BR
|v − u|dx, (49)
where ξ ∈ (min{u+, v+},max{u+, v+}) ⊂ (0, ‖u‖L∞(Ω)) and C is independent of R.
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Similarly, we get by [21, (16) on page 44]∫
BR
|v − u|dx ≤C(ε1)R
n+α1 + ε1R
β1
∫
BR
G(|∇v −∇u|)dx, (50)
where α1, β1 > 0 are independent of R, ε1 will be chosen later.
Now we estimate
∫
BR
h(v − u)dx. By Ho¨lder’s inequality, Sobolev embedding theorem, and (G˜2), it follows
∫
BR
|h(v − u)|dx ≤
(∫
BR
|h|Ndx
) 1
N
(∫
BR
|v − u|
N
N−1 dx
)N−1
N
≤|BR|
1
N−
1
m
(∫
BR
|h|mdx
) 1
m
(∫
BR
|v − u|
N
N−1 dx
)N−1
N
≤|BR|
1
N−
1
m
(∫
BR
|h|mdx
) 1
m
(∫
BR
|v − u|
N
N−1 dx
)N−1
N
≤|BR|
1
N−
1
m ‖h‖Lm(BR)
∫
Ω
|∇(v − u)|dx
≤|BR|
1
N−
1
m
(
ε2
∫
BR
G(|∇u −∇v|)dx+ C(ε2)|BR|
)
,
=ε2|BR|
1
N−
1
m
∫
BR
G(|∇u −∇v|)dx+ C(ε2)|BR|
1+ 1N−
1
m , (51)
where ε2 > 0 will be chosen later. By Lemma 13, (46), (47), (48), (49), (50), and (51), we always have∫
BR
G(|∇u −∇v|)dx ≤CRN+α2 + CεRβ2
∫
BR
G(|∇u −∇v|)dx+ CR
λ
2+
N+α2
2
+ Cε
1
2R
λ
2+
β2
2
(∫
BR
G(|∇u −∇v|)dx
) 1
2
≤CRN+α2 + CεRβ2
∫
BR
G(|∇u −∇v|)dx+ CR
λ+N+α2
2 + CRλ+β2
+ ε
∫
BR
G(|∇u −∇v|)dx,
where α2 = min{α0, α1, 1−
N
m}, β2 = min{β0, β1, 1−
N
m}, ε = max{ε0, ε1, ε2}.
Choosing ε small enough, we get∫
BR
G(|∇u −∇v|)dx ≤CRs, (52)
where s = min{N + α2,
λ+n+α2
2 , λ+ β2}.
Finally, we get by (46), (47), (48), (49), (50), (51), and (52)∫
BR
(G(|∇u|) −G(|∇v|))dx ≤ CRN+α2 + CRβ2+s. (53)
Putting (53) into (45), we obtain for all 0 < r ≤ R∫
Br
G(|∇u − (∇u)r|)dx ≤C
(
r
R
)N+σ∫
BR
G(|∇u − (∇u)R|)dx+ CR
N+α2 + CRβ2+s + CR
λ
2+
N+α2
2 + CR
λ
2+
β2+s
2 .
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Due to the arbitrariness of λ ∈ (0, N), we getmin{β2+ s,
λ
2 +
N+α2
2 ,
λ
2 +
β2+s
2 } > N by settingmin{ λ+α2, λ+β2} > N .
We conclude that there exists α3 > 0 such that∫
Br
G(|∇u − (∇u)r|)dx ≤C
(
r
R
)N+σ ∫
BR
G(|∇u − (∇u)R|)dx+ CR
N+α3 .
In view of Lemma 15, we conclude that there is a constant α4 ∈ (0, 1) such that∫
Br
G(|∇u − (∇u)r|)dx ≤ Cr
N+α4 . (54)
Proceeding exactly as in [21, (22) on page 46)], we conclude that there is a constant α ∈ (0, 1) such that∫
Br
|∇u− (∇u)r|dx ≤ Cr
N+α, (55)
which and Campanato’s Embedding Theorem give the Ho¨lder continuity of the gradient of u. 
Proof of Theorem 21 For any fixed x0 ∈ Ω, let R > 0 such that R < dist(x0, ∂Ω). As before, we denote BR = BR(x0). Let
h be the G−harmonic function in BR that agrees with u on the boundary, i.e.,
div
g(|∇h|)
|∇h|
∇h = 0 in BR and h− u ∈W
1,G
0 (BR).
It suffices to note that
∫
BR
(λ+χ{h>0} − λ+χ{u>0})dx ≤ λ+R
N , and (51) becomes∫
BR
|h(v − u)|dx ≤ ε2
∫
BR
G(|∇u −∇v|)dx+ C(ε2)|BR|.
Proceeding as in the proof of Theorem 20, we have∫
Br
G(|∇u − (∇u)r|)dx ≤C
(
r
R
)N+σ ∫
BR
G(|∇u − (∇u)R|)dx+ CR
N ,
for all 0 < r ≤ R. Then Lemma 15 gives∫
Br
G(|∇u − (∇u)r|)dx ≤ Cr
N .
Finally,∫
Br
|∇u− (∇u)r|dx ≤ Cr
N ,
which shows that the gradient of u lies in BMO space and for any fixed subdomain Ω′ ⋐ Ω, there holds ‖u‖BMO(Ω′) ≤ C for
a universal constant C > 0. The residual argument is the same as in [14, Section 5], and the desired result can be obtained. 
5 Growth rates near the free boundary for nonnegative minimizers of J (u)
In view of Corollary 19 or Remark 4, we may consider non-negative minimizers of J (u) and establish their growth rates near
the free boundary ∂{u > 0} for λ+ = 0 and λ+ > 0 respectively. To do this, we always assume that θ0 < δ0 and (44) holds.
Moreover, we assume that there exists τ ∈ (0, 1] such that∫ t+k
t
|Q′(s)|ds 6 c0
(
k
t
)τ
, (56)
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for all t > 0, k > 0, whereQ(s) = tg
′(t)
g(t) , c0 = c0(δ0, g0, τ) is a positive constant.
Theorem 22 (Growth rates for λ+ = 0) Assume that h ∈ L
m(Ω) with m > N . Let u be a non-negative minimizer of
J (u) with λ+ = 0, and x0 ∈ ∂{u > 0}, Br0(x0) ⋐ Ω. Then there exists universal constants C0, C1, depending only on
N, θ0, f0, δ0, g0, G(1),
1
G(1) , ‖h‖Lm(Ω), ‖q‖L∞(Ω), ‖ϕ‖L∞(Ω), , ‖ϕ‖W 1,G(Ω) and Br0(x0), such that
|u(x)| ≤ C0Φ(|x− x0|), ∀ x ∈ Br0(x0), (57)
|∇u(x)| ≤ C1Φ
′(|x − x0|), ∀ x ∈ Br0(x0). (58)
for all 0 < r < r0, where Φ(t) = t
p0 with p0 = min{
1+g0
g0−θ0
, 1+δ0δ0−θ0 ,
1+g0
g0
} > 1.
Theorem 23 (Growth rates for λ+ > 0) Assume that h ∈ L
N(Ω). Let u be a non-negative minimizer of J (u) with λ+ > 0.
Assume that x0 ∈ ∂{u > 0} andBr0(x0) ⋐ Ω. Then there exists a universal constant C2, depending only onN, θ0, f0, δ0, g0,
G(1), 1G(1) , ‖h‖Lm(Ω), ‖q‖L∞(Ω), ‖ϕ‖L∞(Ω), ‖ϕ‖W 1,G(Ω) and Br0(x0) such that
|u(x)| ≤ C2|x− x0|, ∀ x ∈ Br0(x0), (59)
for all 0 < r < r0.
Proof of Theorem 22 Due to the local property, we may assume that u is a non-negative minimizer of J (u) associated with
the domain B1(x0) with x0 = 0. Firstly, we prove (57). Let S(j, u) = sup
x∈B2−j
|u(x)|. It suffices to show that for all j ∈ N
there holds
S(j + 1, u) ≤ max
{
cΦ(2−j), S(j, u)Φ(2−1), ..., S(j −m,u)Φ(2−(m+1)), ..., S(0, u)Φ(2−j−1)
}
, (60)
with some constant c > 0. We prove by contradiction. Let us suppose (60) fails. Then for any k ∈ N, there exists a sequence
of integers jk ∈ N and a sequence of minimizers uk such that
S(jk + 1, uk) > max
{
kΦ(2−jk), S(jk, uk)Φ(2
−1), ..., S(jk −m,uk)Φ(2
−(m+1)), ..., S(0, uk)Φ(2
−jk−1)
}
. (61)
Notice that by (61) and the boundedness of uk, it follows that jk →∞ as k →∞.
Let vk(x) =
uk(2
−jkx)
S(jk+1,uk)
, σk = 2
jkS(jk + 1, uk), Gk(t) =
G(σkt)
σkg(σk)
with gk(t) = G
′
k(t), Fk(t) =
F (S(jk+1,uk)t)
σjg(σk)
with
fk(t) = F
′
k(t), qk(x) = q(2
−jkx) and hk(x) =
S(jk+1,uk)
σkg(σk)
h(2−jkx). By (G5), Gk and Fk satisfy (1) and (2) with the same
constants δ0, g0, θ0 andf0. For all k > 0, vk is a minimizer of the functional
∫
B
2jk
(
Gk(|∇v|) + qkFk(v
+) + hkv
)
dx. Indeed,
by a simple calculation we have∫
B
2jk
(
Gk(|∇vk|) + qkFk(v
+
j ) + hkvk
)
dx =
2jkn
σkg(σk)
∫
B1
(
G(|∇u|) + qF (u+) + hu
)
dx.
Particularly, vk is a minimizer of the following functional
Jk =
∫
BR
(
Gk(|∇v|) + qkFk(v
+) + hkv
)
dx,
providedR = 2m < 2jk ,m is fixed.
Notice that by (61) and the definition of Φ, we have sup
BR
|vk| ≤ CΦ(R), and
S(jk + 1, uk) ≥ kΦ(2
−jk) = k(2−jk)p0 ,
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which gives
2(1+δ0)jk(S(jk + 1, uk))
δ0−θ0 ≥kδ0−θ02(1+δ0)jk(2−jk)p0(δ0−θ0)
=(2jk)1+δ0−p0(δ0−θ0)kδ0−θ0
≥kδ0−θ0 , (62)
and
2(1+δ0)jk(S(jk + 1, uk))
g0−θ0 ≥kg0−θ02(1+g0)jk(2−jk)p0(g0−θ0)
≥kg0−θ0 , (63)
Then we get by (F1), (G2), (G3), (62), (63) and sup
BR
|vk| ≤ CΦ(R)
|qkFk(v
+
k )| =|qk|
F (S(jk + 1, uk)v
+
k )
σkg(σk)
≤
C|S(jk + 1, uk)|
1+θ0F (v+k )
σkg(σk)
≤
C|S(jk + 1, uk)|
1+θ0
min{(2jkS(jk + 1, uk))1+δ0 , (2jkS(jk + 1, uj))1+g0}
≤
C
min{2(1+δ0)jk(S(jk + 1, uk))δ0−θ0 , (2(1+g0)jk(S(jk + 1, uk))g0−θ0}
≤
C
min{kδ0−θ0 , kg0−θ0}
→ 0, as k →∞. (64)
Similarly, due to that 2(1+δ0)jk(S(jk + 1, uk))
δ0 ≥ kδ0 , and 2(1+δ0)jk(S(jk + 1, uk))
g0 ≥ kg0 , we have ‖hk‖Lm(BR) →
0 as k →∞. For k large enough, according to the C1,α regularity of minimizers, we obtain ‖vk‖C1,α(BR) ≤ C (see Theorem
20). Note that C depends on 1Gk(1) and Gk(1). However by (G5), we see that C depends on
1
G(1) and G(1) essentially, thus it
is independent of k. Therefore, up to subsequence, we get vk → v0 in C
1,β(Br0) with 0 < β < α and any r0 < 1. We deduce
by vk(0) = 0 and sup
B 1
2
|vk| = 1 that
sup
B 1
2
|v0| = 1, v0(0) = 0, (65)
On the other hand, using the compact condition (56), we conclude that (see [5, Theorem 6.1]) there exists a function G∞ ∈
C2(0,+∞) such that, up to a subsequence,
Gk → G∞, gk = G
′
k → G
′
∞ = g∞ uniformly in compact subsets of [0,+∞),
G′′k → G
′′
∞ uniformly in compact subsets of (0,+∞),
and g∞ satisfies structural condition (1) with the same constants. Furthermore, we infer that v0 is a G∞−harmonic function in
B1. Since vk ≥ 0 in B1, v0 ≥ 0 in Br0 . Recalling v0(0) = 0 and the Harnack’s inequality, we have v0 ≡ 0 in Br0 . Finally
we get v0 ≡ 0 in B1 due to the continuity of v0 and the arbitrariness of r0. which is a contradiction with (65). Therefore have
proved (57).
Now, we prove (58). Set S(j, |∇u|) = sup
x∈B2−j
|∇u(x)|. It suffices to show
S(j + 1, |∇u|) ≤ max
{
cΦ′(2−j), S(j, |∇u|)Φ′(2−1),..., S(j −m, |∇u|)Φ′(2−(m+1)),
..., S(0, |∇u|)Φ′(2−j−1)
}
. (66)
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for some positive constant c. By contradiction, suppose that (66) fails. Then for any k ∈ N, there exists a sequence of integers
jk and a sequence of minimizers uk such that
S(jk + 1, |∇uk|) > max
{
kΦ′(2−jk), S(jk, |∇uk|)Φ
′(2−1),..., S(jk −m, |∇uk|)Φ
′(2−(m+1)),
..., S(0, |∇uk|)Φ
′(2−jk−1)
}
. (67)
Let vk(x) =
uk(2
−jkx)
2−jkS(jk+1,uk)
, ̺k = S(jk + 1, uk), Gk(t) =
G(̺kt)
̺kg(̺k)
with gk(t) = G
′
k(t), Fk(t) =
F (S(jk+1,uk)t)
σjg(̺k)
with
fk(t) = F
′
k(t), qk(x) = q(2
−jkx) and hk(x) =
S(jk+1,uk)
̺kg(̺k)
h(2−jkx). Then for all k > 0, vk is a minimizer of the functional∫
B
2jk
(
Gk(|∇v|) + qkFk(v
+) + hkv
)
dx. By (57) and (67), we have sup
B1
|vk| ≤
C
k → 0 as k → ∞. Arguing as before, we
get |qkFk(v
+
k )| → 0 and ‖hk‖Lm(BR) → 0 as k → ∞, and we can conclude that there exists a G∞−harmonic function v0
in B1, satisfying vk → v0 in C
1,β(Br0) with some β ∈ (0, 1) and any r0 < 1. Furthermore, we conclude that v0 ≡ 0 in B1.
However, note that sup
B1/2
|∇vjk | = 1. Thus sup
B1/2
|∇v0| = 1, which gives a contradiction. 
Proof of Theorem 23 Let Φ(t) = tp0 for all t ≥ 0, where p0 = min{
1+g0
g0−θ0
, 1+δ0δ0−θ0 ,
1+g0
g0
, 1} = 1. Then one can proceed with
a slight modification of the proof of Theorem 22 to obtain |u(x)| ≤ C2Φ(|x− x0|). 
Corollary 24 (Optimal growths in the non-homogenous one-phase problems for p−Laplacian) Let G(t) = tp with p >
1, and F (t) = tγ with 0 < γ < p. Let u be a nonnegative minimizer of J (u) with λ+ = 0 in (3) and x0 ∈ ∂{u > 0}. Then
there exists a universal constant C such that
|u(x)| ≤ C|x − x0|
p0 , |∇u(x)| ≤ C|x − x0|
p0−1, ∀ x ∈ Br0(x0) ⋐ Ω
for all 0 < r < r0, where p0 = min{
p
p−γ ,
p
p−1} > 1.
Remark 5 Checking the proof of Theorem 22, if h = 0 and u is a nonnegative minimizer of J (u) with λ+ = 0 in (3), then we
have
|u(x)| ≤ C|x − x0|
p1 , |∇u(x)| ≤ C|x − x0|
p1−1, ∀ x ∈ Br0(x0) ⋐ Ω
where p1 = min{
1+g0
g0−θ0
, 1+δ0δ0−θ0 }. Particularly, if G(t) = t
p, p > 1 and F (t) = tγ , 0 < γ < p, we have
|u(x)| ≤ C|x − x0|
p
p−γ , |∇u(x)| ≤ C|x − x0|
γ
p−γ , ∀ x ∈ Br0(x0) ⋐ Ω,
which are the optimal growth rates of minimizers and their gradients in the homogeneous one-phase free boundary problems
for p−Laplacian.
Remark 6 Condition (56) is used only for the compactness of Gk by blow-up techniques, see, e.g., [5, Theorem 6.1]. For the
case of p−Laplacian, i.e., G(t) = tp, (56) becomes trivial due to that Q′(s) ≡ 0.
6 Local Lipschitz continuity of non-negative minimizers of J (u) with λ+ > 0
In this section, in order to obtain local Lipschitz continuity of non-negative minimizers of J (u) with λ+ > 0, we make further
assumptions on F , i.e., assume that F ∈ C1([0,+∞); [0,+∞)). Note that f ∈ C([0,+∞); [0,+∞)) and there exists positive
constants C1 and C2 such that f(t) ≤ C1 + C2g(t) for all t ≥ 0. We also assume that (44) and (56) hold, and h ∈ L
∞(Ω).
We say that a function u ∈W 1,G(D) is a weak solution of the equation div g(|∇u|)|∇u| ∇u = qf(u) + h inD ⊂ Ω, if∫
D
g(|∇u|)
|∇u|
∇u∇ξdx+
∫
D
(qf(u) + h)ξdx = 0 (68)
holds for all ξ ∈W 1,G˜0 (D), whereD is a domain.
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Lemma 25 (Harnack’s inequality ) Let u ∈ W 1,G(BR) with 0 ≤ u ≤ M is a weak solution of div
g(|∇u|)
|∇u| ∇u = qf(u) + h
in BR. Then, there exists a universal constant t0 > 0 and a constant Cr > 0 depending only on δ0, g0,M, t0, ‖q‖L∞(BR) and
R− r such that
sup
Br
u ≤ Cr
(
inf
Br
u+ g−1(R)R
)
,
for all 0 < r ≤ R.
Proof It is a direct result of [16, Corollary 1.4]. Indeed, we amy set a1 = a2 = a4 = a5 = 0 and a3 = 1 in (1.3a) and (1.3b)
of [16, Corollary 1.4] for our problem. We shall verify that conditions (1.3c)” and (1.4) of [16, Corollary 1.4] are satisfied. By
(f2), there exits t0 > 0 such that for all t > t0, there holds
f(t) ≤g(t) = g
(
t
R
· R
)
≤g
(
t
R
)
t
R
R
t
max{Rδ0 , Rg0} by (g1)
≤
1
t0
· g
(
t
R
)
t
R
,
where without loss of generality we assume that R ≤ 1. For 0 ≤ t ≤ t0, due to F ∈ C
1([0,+∞); [0,+∞)), f(t) = F ′(t) is
continuous in [0, t0]. Then there exists a constantM0 > 0 such that f(t) ≤M0 for all t ∈ [0, t0]. Then for all t ≥ 0, we have
f(t) ≤
1
t0
· g
(
t
R
)
t
R
+M0.
Thus we can choose b0 = 0, b1 =
1
t0
· ‖q‖L∞(BR), b2 = M0 · ‖q‖L∞(BR) + ‖h‖L∞(BR) and χ = g
−1(b2R) in (1.3c)” and
(1.4) of [16, Corollary 1.4]. Finally, by (g˜1) and [16, Corollary 1.4], we have
sup
Br
u ≤ C
(
inf
Br
u+ g−1(b2R)R
)
≤ C′
(
inf
Br
u+ g−1(R)R
)
.

A consequence of Theorem 18 is the fact that {u > 0} is an open set. We have the following result.
Lemma 26 Let u be a non-negativeminimizer of J (u) with λ+ > 0 in (3). Then u is a weak solution of the following equation
div
g(|∇u|)
|∇u|
∇u = qf(u) + h in {u > 0}.
Proof For any ball B ⊂ {u > 0}, consider first that ξ ∈ C∞0 (B). There exists 0 < ε0 ≤ 1 small enough such that
{u± εξ > 0} ∩B = B for all 0 < ε ≤ ε0. Standard arguments implies that
lim
ε→0+
∫
B
F ((u + εξ)+)− F (u+)
ε
dx =
∫
B
f(u)ξdx. (69)
The minimality of u implies that
0 ≤
1
ε
∫
B
(
G(|∇(u + εξ)|)−G(|∇u|) + q(F ((u + εξ)+)− F (u+))
)
dx
≤
∫
B
g(|∇u+ ε∇ξ|)
∇u + ε∇ξ
|∇u + ε∇ξ|
∇ξdx+
1
ε
(∫
B
q(F ((u + εξ)+)− F (u+))dx+
∫
B
hεξdx
)
,
(70)
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where in the last inequality we used the convexity of G.
From (69), (70) and letting ε→ 0+, we get∫
B
g(|∇u|)
|∇u|
∇u∇ξdx+
∫
B
(qf(u) + h)ξdx ≥ 0. (71)
Using the function φ = u− εξ and repeating the previous arguments we get
−
∫
B
g(|∇u|)
|∇u|
∇u∇ξdx−
∫
B
(qf(u) + h)ξdx ≥ 0, (72)
for all ξ ∈ C∞0 (B). By (71) and (72), (68) holds for all ξ ∈ C
∞
0 (B). Now for ξ ∈ W
1,G˜
0 (B), let ξn ∈ C
∞
0 (B) with ξn → ξ
in W
1,G˜
0 (B) as n → ∞, then (68) holds with ξn ∈ C
∞
0 (B). We conclude the desired result by letting n → ∞ and the
arbitrariness of B. 
Theorem 27 (Local Lipschitz continuity for λ+ > 0) Given a subdomain Ω
′ ⋐ Ω, there exists a constant C > 0 that de-
pends only on Ω′ and universal constants, such that for any nonnegative minimizer of J (u) with λ+ > 0 in (3), there holds
‖∇u‖L∞(Ω′) ≤ C. (73)
Proof We proceed as the proof of [15, Theorem 4.1], supposing that (73) fails. Then there exists a sequence of points Xj ∈
Ω′ ∩ {u > 0} such that
Xj → ∂{u > 0} and
u(Xj)
dist(Xj , ∂{u > 0})
→ +∞ as j → +∞. (74)
Denote Uj = u(Xj) and dj = dist(Xj , ∂{u > 0}). Let Yj ∈ ∂{u > 0} satisfying dj = |Xj − Yj |. Note that we have
div
g(|∇u|)
|∇u|
∇u = qf(u) + h in {u > 0}.
Thus, by Harnack’s inequality, (g˜1), and the boundedness of u, there exists a constant c depending only on Ω
′ and universal
constants, such that
dj + inf
B 3
4
dj
(Xj)
u ≥ cUj .
In turn, we have
sup
B dj
4
(Yj)
u ≥ cUj − dj . (75)
Consider the set Aj =
{
Z ∈ Bdj (Yj) : dist(Z, ∂{u > 0}) ≤
1
3dist(Z, ∂Bdj (Yj))
}
. Then B dj
4
(Yj) ⊂ Aj (see the proof of
[15, Theorem 4.1]). Thus
dist(Zj , ∂Bdj(Yj))u(Zj) := Mj
:= sup
Z∈Aj
dist(Z, ∂Bdj(Yj))u(Z)
≥ sup
Z∈B dj
4
(Yj)
dist(Z, ∂Bdj (Yj))u(Z)
≥ sup
Z∈B dj
4
(Yj)
3dj
4
u(Z)
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=
3dj
4
sup
B dj
4
(Yj)
u.
It follows that
u(Zj) ≥
dj
dist(Zj , ∂Bdj (Yj))
3
4
sup
B dj
4
(Yj)
u ≥
3
4
sup
B dj
4
(Yj)
u.
Using (75), we have
u(Zj) ≥
3
4
(cUj − dj). (76)
For each j, letWj ∈ ∂{u > 0} satisfy
rj = |Zj −Wj | = dist(Zj , ∂{u > 0}) ≤
1
3
dist(Zj , ∂Bdj(Yj)).
One may get (see (4.7) in [15])
dj
rj
≥ 4. (77)
It follows from (76), (77) and (74) that
u(Zj)
rj
≥
3dj
4rj
(
c
Uj
dj
− 1
)
≥ 3
(
c
Uj
dj
− 1
)
→ +∞. (78)
Proceeding as (4.10), (4.11) in [15], one has (for j large enough)
sup
B rj
2
(Wj)
u ≤ 2u(Zj), sup
B rj
4
(Wj)
u
u(Zj)
≥
c′
2
, (79)
for some universal constant c′ > 0. Now for each j, define the function uj : B1(0)→ (0, 2) by
uj(X) =
u(Wj +
rj
2 X)
u(Zj)
. (80)
It follows from (79) that
max
B1(0)
uj ≤ 2, max
B1(0)
uj ≥
c′
2
, uj(0) = 0. (81)
Let σj =
2u(Zj)
rj
, Gj(t) =
G(σjt)
σjg(σj)
with gj(t) = G
′
j(t), Fj(t) =
F (u(Zj)t)
σjg(σj)
with fj(t) = F
′
j(t), qj(X) = q(Wj +
rj
2 X),
hj(X) =
h(Wj+
rj
2 X)
σjg(σj)
and λ+j =
λ+
σjg(σj)
. Then for all j > 0,
δ0 ≤
tg′j(t)
gj(t)
≤ g0, 1 + θ0 ≤
tF ′j(t)
Fj(t)
≤ 1 + f0. (82)
Let v be the G−harmonic function in B rj
2
(Wj) with the boundary data u, i.e., div
g(|∇v|)
|∇v| ∇v = 0 in B rj
2
(Wj),
v = u on ∂B rj
2
(Wj).
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Let vj : B1(0)→ (0, 2) be defined by vj(X) =
v(Wj+
rj
2 X)
u(Zj)
. Then vj satisfies div
gj(|∇vj |)
|∇vj |
∇vj = 0 in B1(0),
vj = uj on ∂B1(0).
Let Y = Wj +
rj
2 X , then∫
B rj
2
(Wj)
G(|∇u(Y )|)dY =
(
rj
2
)n ∫
B1(0)
G(σj |∇uj(X)|)dX.
It follows∫
B rj
2
(Wj)
G(|∇u(Y )|)
σjg(σj)
dY =
(
rj
2
)n ∫
B1(0)
G(σj |∇uj(X)|)
σjg(σj)
dX
=
(
rj
2
)n ∫
B1(0)
Gj(|∇uj(X)|)dX,
which gives
∫
B1(0)
Gj(|∇uj |)dx =
(
rj
2
)−n ∫
B rj
2
(Wj)
G(|∇u|)
σjg(σj)
dx. (83)
By the minimality of u, we have∫
B rj
2
(Wj)
G(|∇u|)dx−
∫
B rj
2
(Wj)
G(|∇v|)dx ≤
∫
B rj
2
(Wj)
(
q(F (v+)− F (u+)) + h(v − u)
)
dx
+ λ+
∫
B rj
2
(Wj)
(χ{h>0} − χ{u>0})dx
≤‖q‖L∞(B rj
2
)
∫
B rj
2
(Wj)
(|F (h)|+ |F (u)|)dx+ Crnj
≤Crnj , (84)
where we used the boundedness of h and u, v, and the increasing property of F in the last inequality.
We infer from (83) and (84)∫
B1(0)
Gj(|∇uj |)dx−
∫
B1(0)
Gj(|∇vj |)dx ≤
C
σjg(σj)
→ 0 by σj → +∞. (85)
Then we deduce by Lemma 13 and (85)∫
B1
Gj(|∇uj −∇vj |)dx ≤ C
(
1
σjg(σj)
+
1√
σjg(σj)
)
→ 0 as j → +∞, (86)
where we used the uniform boundedness of
∫
B1
Gj(|∇vj |)dx due to the uniform boundedness of uj and vj (see, e.g., Lemma
12).
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We get by (G3)∫
B−1
|∇uj −∇vj |
1+g0dx+
∫
B+1
|∇uj −∇vj |
1+δ0dx ≤ C
∫
B1
Gj(|∇uj −∇vj |)dx, (87)
where B−1 = B1 ∩ {|∇uj −∇vj | < 1} and B
+
1 = B1 ∩ {|∇uj −∇vj | ≥ 1}. Ho¨lder’s inequality gives
∫
B−1
|∇uj −∇vj |
1+δ0dx ≤ C
(∫
B−1
|∇uj −∇vj |
1+g0dx
) 1+δ0
1+g0
. (88)
So we obtain by (87) and (88)
(∫
B−1
|∇uj −∇vj |
1+δ0dx
) 1+g0
1+δ0
+
∫
B+1
|∇uj −∇vj |
1+δ0dx ≤ C
∫
B1
Gj(|∇uj −∇vj |)dx,
which and (86) imply that∫
B1
|∇uj −∇vj |
1+δ0dx→ 0 by j → +∞.
It follows by Poincare´’s inequality that
uj − vj → 0 strongly inW
1,1+δ0
0 (B1). (89)
Note that the uniform boundedness of vj guarantees that, for any r0 ∈ (0, 1) there exists a universal constant C > 0 satisfying
‖vj‖C1,α(Br0 ) ≤ C (see, e.g. [21, Theorem 1.2]). Therefore, we can find v0 in Br0 such that, up to a subsequence,
vk → v0 and∇vk → ∇v0, uniformly in Br0 .
On the other hand, noting that uj is a minimizer of the following functional
Jj =
∫
B1
(Gj(|∇w|) + qjFj(w
+) + hjw + λ+jχ{w>0})dx→ min,
and recalling the structural conditions of gj(t), Fj(t), and λ+j , and the boundedness of qj , hj , we have the uniform Ho¨lder’s
estimate of uj , i.e., ‖uj‖Cβ(Br0 ) ≤ C. So, we conclude that there exists a u0 ∈ C
β(Br0) such that
uk → u0 uniformly in Br0 .
We conclude this way that u0 = v0 in Br0 by (89).
Now using the compact condition (1), we conclude that (see [5, Theorem 6.1]) there exists a functionG∞ ∈ C
2(0,+∞) such
that, up to a subsequence,
Gj → G∞, gj = G
′
j → G
′
∞ = g∞ uniformly in compact subsets of [0,+∞),
G′′j → G
′′
∞ uniformly in compact subsets of (0,+∞),
and g∞ satisfies the same structural condition as (82) with the same constants.
We now claim that u0 is a G∞−harmonic function in Br0 . Indeed, by the minimality of uj again, we have for any ϕ ∈
C∞0 (Br0)∫
Br0
Gj(|∇uj |)dx ≤
∫
Br0
(
Gj(|∇uj +∇ϕ|) + qjFj((uj + ϕ)
+)− qjFj(u
+
j ) + hj((uj + ϕ)
+ − u+j )
)
dx
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+∫
Br0
(λ+jχ{uj+ϕ>0} − λ+jχ{uj>0})dx. (90)
Note that qj is uniformly bounded, σj → +∞, ‖hj‖B1 → 0 and u, ϕ are bounded, then
‖hj((uj + ϕ)
+ − u+j )‖B1 → 0, (91)
qjFj(u
+
j ) =
qjF
(
|u(Wj +
rj
2 X)|
)
σjg(σj)
≤
‖q‖L∞(B1)F
(
sup
B1
|u|
)
σjg(σj)
→ 0, (92)
and
qjFj((uj + ϕ)
+) =
‖q‖L∞(B1)F
(
u(Wj +
rj
2 X) + u(Zj)ϕ
)
σjg(σj)
≤
‖q‖L∞(B1)F
(
(1 + sup
B1
|ϕ|) sup
B1
|u|
)
σjg(σj)
→ 0. (93)
Note also that
Gj(|∇uj |) ≤ C(Gj(|∇uj −∇vj |) +Gj(|∇vj |)),
which, the C1−convergence of vj , and (86) imply that there exists ξ ∈ L
1(Br0) such that
Gj(|∇uj |) ≤ ξ a.e. in BBr0 .
Once∇uj → ∇u0 a.e. in Br0 , Lebesgue’s dominated convergence theorem implies∫
Br0
Gj(|∇uj |)dx→
∫
Br0
G∞(|∇u0|)dx,
and ∫
Br0
Gj(|∇uj +∇ϕ|)dx→
∫
Br0
G∞(|∇u0 +∇ϕ|)dx.
Then we obtain by (90), (91), (92), (93), and λ+j → 0∫
Br0
G∞(|∇u0)dx ≤
∫
Br0
G∞(|∇u0 +∇ϕ|)dx.
This implies that u0 is a G∞−harmonic function in Br0 .
Since uj ≥ 0 in B1, u0 ≥ 0 in Br0 . Note that u0(0) = 0. The Harnack’s inequality implies u0 ≡ 0 in Br0 . Finally we get
u0 ≡ 0 in B1 due to the continuity of u and the arbitrariness of r0, which is a contradiction to (81). 
Remark 7 We point out that the result in Lemma 25 is a special case of [16, Corollary 1.4], which has a slight different
version of Harnack’s inequality if h ∈ Lm(Ω) with m > N (see proofs of [16, Section 3 and 4]). Therefore, one may obtain
the Local Lipschitz continuity of nonnegative minimizers of J (u) with λ+ > 0, provided h ∈ L
m(Ω) withm > N .
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