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1. INTRODUCTION 
In this paper we consider functions whose Fourier transforms vanish 
outside a finite interval. More generally we consider functions Y defined by 
Y(x) = f Pk(z) exp(a,z) + Jb e*t+(t) dt, 
I,=1 a 
(1.1) 
where Pk’s are polynomials, ug E @, a,‘~ all distinct, -CC < a < b < co, 
and 4 EL[u, b]. It is easily verified that !P is an entire function of exponential 
type [I, pp. 8, 1081. Assuming that+ and the constants satisfy some additional 
conditions (stated below), we prove in Sections 2-4 that Y and successive 
derivatives Y(lc) (k = 1, 2,...) have bounded index (b.i.) and bounded value 
distribution (b.v.d) and deduce in Section 5 two theorems on certain entire 
characteristic functions. We now state the definitions of entire functions of 
b.i. and b.v.d. and main related theorems. 
DEFINITION 1. The entire function f(z) has b.i. if there exists an integer 
N such that for all z and all k 
The least such integer N is called the index off (see [9, 121). 
THEOREM A [II]. Iff(z) is an entire function of b.i. iV, then f(z) is of 
exponential type not exceeding IV + I. 
DEFINITION 2. Let NR(w, f, z,,) denote the number of zeros of .f(x) - w 
in 1 z - zO 1 < R. If there exists a constant c(R) such that iVR(w, f, x,,) < c(R) 
for varying a0 and w, thenJ(z) is said to have b.v.d. (see [7, p. 171). 
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THEOREM B [8]. An entire function f(z) has b.v.d. if and only if f’(z) 
has b.i. 
THEOREM C ([8, 141). (i) If f’(z) has b.i. Nj, , then f(z) has also b.i. 
Iv, <Iv,* + 1. 
(ii) There exists an entire function F(z) of b.i. such that F’(x) has un- 
bounded index. 
We prove 
THEOREM 1. Let --co < a < b < 00, and let 4(t) be a complex-valued 
function, ubsoZuteZy continuous on [a, b] and such that +(a) # O,+(b) # 0. Then 
I/(Z) = lb ezt$(t) dt 
a 
(1.2) 
is an entire function of b.i. Furthermore, if ub # 0, then $ and all successive 
derivatives I,$(“) have b.i. and b.v.d. 
In the next theorem we remove the restriction that C(u) # 0, $(b) # 0. 
We may take, without loss of generality, a = -1, b = 1 (see Proof of 
Theorem 1 part d; see also [2]). 
THEOREM 2. Suppose that $ satisfies either conditions (h,) and (ha) or (ha) 
and (hJ: 
(hi) d(t) N (1 - tzp where m is a positive integer us t --f il; 
(ha) C’“)(t) is absolutely continuous on [-1, 11; 
(ha) +(t) = (1 - P)n-l t(t), where 0 < 01 < 1 and t(t) is of bounded 
vuriutionin[-l,-l+~]und[1-~,1](~>0)und~(t)-f1ust-t~1; 
(h4) I C(t + h) - $(t>l = o(ha), -1 + 7 < t < t + h < 1 - rl. 
Then # defined by (1.2) is entire and 4 and all successive derivatives #tk) have 
b.i. and b.v.d. 
In Theorem 2 the zeros of 4 are given by [3]: 
z = &(n + c) ni + cIZ , (1.3) 
where c is a real constant (depending either on m or ol), n is a positive integer, 
and E, --f 0 as n --)r 00. Any set of conditions that gives (1.3) (see for instance 
[3, Theorems 6, 81) will allow us to obtain the conclusion of Theorem 2. 
On the other hand, if a subsequence of the zeros of an entire function f have 
unbounded multiplicity or are “bunched together,” then f will not be of b.i. 
See [ll, Theorem 2; 13, Theorem 21, where h(z) = f(z) - c, (Im c # 0) 
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has n simple zeros in the disk / .z - a, / < 1 provided n > no(c). Here {a,> 
can be any “rapidly” increasing sequence, and the zeros off are at a,, , and h 
is of unbounded index [13]. 
THEOREM 3. Let c,A satisfy the conditions of Theorem 1 and let P’s be 
polynomials and ak E C be such that ak # a or b for k = 1, 2,..., n. Then the 
function Y defined by (1.1) is entire and has b.i. Furthermore, if ab f 0, then 
Y and all successive derivatives WkJ have b.i. and b.v.d. 
We now replace the conditions on $, in Theorems 1 to 3, by another set 
of conditions. The following result is known. 
THEOREM D [6, 121. If f is entire and satisfies the dzflerential equation 
$ P&4 f”‘(d = (-43, (l-4) 
where P’s are all polynomials, G is an entire function of b.i. and for all j, 
degree(deg) Pj < deg Pk, (1.5) 
then f has b.i. 
Remark. Here f may not be of b.v.d. Take, for instance, Pi = 0, j > 0, 
P, = 1, and now use Theorems B and C. 
A somewhat analogus result holds for characteristic functions f (x), that is, 
functions f defined on (-cc, CO) by 
f(x) = s”, eitz dF(t), U-6) 
where F(t) is nondecreasing and right continuous on (--CO, co) and 
F( - co) = 0, F( + 00) = 1. If a characteristic function (c.f.) f (x) is a solution 
of a positive definite differential equation in a certain neighborhood of the 
origin (see [lo, pp. 227-2351 for a detailed statement and proof and a reference 
to the paper of Zinger and Linnik), then f(z) is an entire function 
of z = X + iy. 
THEOREM 4. Let aj, aj E C. Suppose that +tk) EL[a, b] and 4 satisjes the 
diferential equation 
go pi*(t) @i)(t) = gl Qj(t) exP(+>~ C+(O) = +)* (1.7) 
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where Pj* and Qj are all polynomials, al’s are all distinct and 
deg P,* > deg Pj*. U.8) 
Then Y defined by (1.1) is entire, and !P and each y(P) have b.i. and b.v.d. 
In the next theorem we assume a different set of conditions on 4. We also 
assume that aj and pj are real constants. 
THEOREM 5. Letpj>O,O<a,<a,<=**<a,,b#O,O<a<b< 00. 
Suppose that $ is nonnegative and integrable on [a, b]. Let f be deJned by 
f(z) = f pj exp(a& + i” e”%$(t) dt. 
1 a 
(1.9) 
Then f is an entire function. If either n > 1 or n = 1, qz > 0, then f and each 
f fk) are univalent in 1 z / < p, where 
p a minb-/2%), r/(2b), 
1 
b # a, 
~i(%>, b = a. 
Ifn=l,a,=O,andJ:+(t)dt>O,then 
p 3 d(2b). (1.10) 
2. PROOF OF THEOREM 1 
We require the following results. 
THEOREM E [5]. If f (x) has b.i., then so has f (az + b) (a, b E C, a # 0) 
with possibly different index. 
THEOREM F [4]. Let f andg be two entire functions, and let h(z) = f (z)g(z). 
If f and g have b.i., then h has also b.i. If h and f have b.i., then g has also b.i. 
THEOREM G [4]. Let f be an entire function of exponential type (see 
[I, p. 81). Thenf hush. . f i i an on d Zy ff i or each d > 0, there exists M = M, > 0 
such that / f ‘@)I < M ) f (z)I for aZZ z with 1 z - a, 1 > d for all n where 
the a,‘s are the zeros off. 
Proof of Theorem 1. (a) Suppose first that a = - 1, b = 1, and$( -1) = 
d( 1) = l,, Then the zeros of # are given asymptotically by [2] z = fmk + tm , 
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where / t,, I+ 0 as m + co. Now 4 is entire and of order one exponential type 
and so [l, p. 221 
J&4 = eAZW) fi 
n=/;+1 
I(1 - n*i "+ E1l j exp ( nni 1 E, ) 
x l- 
( 
x 
) i 
z 
-nTri + 7jln exp -m-i + Tn 1 
= eAZW) &a (2.1) 
say, where E, = o(l), rln = o(l), A is a constant, and & is a polynomial. 
Given t > 0, we choose k such that / l n 1 + 1 rln 1 < min((t/l6), (r/16)) 
for n > k. By Theorem F, $r(x)e Az has b.i. (For an alternate proof, use 
[15, Theorem 11.) We now prove that g(z) has b.i. ; consider 
Now 
where c and cr are absolute constants. Further, Theorem 
gr(.z) = sinh z/z k (1 + (z2~nzr2)) 
1 
has b.i. Consequently by Theorem G, 
< Cl 1 (2.3) 
F shows that 
(2.4) 
for all z with 1 z 6 nni ) > t/2, n 2 k + 1 and hence for all z with 
j z - (mi + en)1 3 t, 1 x - (-mi + 7,1n)l > t, n >, k + 1. (2.5) 
Consider now, for z satisfying the first inequality of (2.5), 
1 . (2.6) 
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Now 
/Z-nni--E,/-l/E,I~IZ--n~ij~jz-n?ri--E,j+I~,[, 
and so, by (2.5), 
I x - mri / < (17/16)1 z - nrri - E, 1, ( z - n& / 3 (15/16)t. 
Consequently, with z = x + iy, 
I En I 17 I% < 1 
/ z - mi j j z - n77i - E, 1 5% I z - m-i I2 x2 + (y - n?T)2 - 
Write 
1 s,= f ---* 
n&+1 x2 + (Y - n7d2 
If y < (k + $)TT, then 
S, < 1/(7~/2)~ + 1/(3~/2)~ + ... = c2. 
If (k + fr)rr < y -<, (k + (3/2))z, then 
S, < l/ix2 + (Y - (k + 1M2) + ~2 < (E f)’ + ~2 = Mt? 
say. If y > (k + (3/2))~r, let j > 1 be such that 
( 
2j + 1 kn+T ) ( 
2j + 3 n <y< kn+-----r, 
2 1 
j> 1. 
Theny-(k+l)r>(2j-l)n/2and 
+ lit- 2’23 ~)2+.“+l/(=/2)2+(~f)2tca=~~). 
Hence for / x - nni - E, / > t, n > k + 1, S, < Mj3). Similarly for 
j z - (-mi + y,)l 3 t, n > k + 1, we have 
and so for z satisfying (2.9, 
1 g’(z),‘g(z)/ < cl + Mt(” + Mt(3’ + Mt(4) E M, . 
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This implies by Theorem G that g(z) has b.i., and so by Theorem F, #(.z) 
has b.i. 
(b) Let 1+4 be as in part (a). Then 
+“(z) = j:l ezttz+(t) dt = j:l e”v*(t> dt. 
Since +* satisfies conditions satisfied by q3 in (a), +‘(z) has b.i., and so by 
Theorems C and B, 1,5’(z) and #(a) h ave b.v.d. Also all successive derivatives 
z,P) (R > I) have b.i. and b.v.d. 
(c) We now remove the restriction 4(-l) = 4(l) = 1 in (a). Consider 
G(z) = j:l e%$(t) dt, (2.7) 
where #( -1) # 0, +( 1) # 0. Put x = zr + 4 log($( -l)/$( 1)) = zr + cs 
(see [2]) where we choose principal value of log. Then 
G(4 = ~4 j;l e”lt&(t) dt = c,H(z,) = c,H(z - cJ. 
Then since #r satisfies the conditions satisfied by 4 in (a), H(x,) has b.i. By 
Theorem E, G(z) has b.i. As in (b) Gck)(z) (k 3 1) has b.i. 
(d) By Theorem E, 
G(Ax) = j:l e4$(t) dt, A # 0, 
has b.i. and b.v.d. Write $(t/A) = yJ2(t). Then 
has b.i. and b.v.d. Put ((b - 4’2) t + (b + a)/2 = 5. Then 
where 4*(t) = +(([ - (b + a)/2)/(b - a)/2) has b.i. Note that 4*(b) = 
$(I) # 0, 4*(a) = #(--I) # 0 and 4* is absolutely continuous on [a, b]. 
We have therefore proved that 
I)(Z) = jb ezt+(t) dt, (2.9) a 
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where $ now satisfies conditions in the statement of Theorem 1, has b.i. 
If ab # 0, then 
1)(2k)(z) = 
s 
b ezt(t2”+(t)) dt, 
a 
and t2k+(t) satisfies the conditions satisfied by 4 in (2.9). Hence the above 
argument shows that II, (sk) has b.i. We now use Theorems C and B to show 
that #k)(z) (k 3 1) has b.i. and b.v.d. The proof is complete. 
3. THEOREMS 2 AND 3 
(a) The proof of Th eorem 2 is similar to that of Theorem 1 and omitted. 
(b) Proof of Theorem 3. Write y = Y(z), D = d/dz, and let rk denote 
the degree of P, . Then 
(D - a$+“’ ... (D - u~)~+” y = lob (t - CZJ’+~’ ... (t - u,$+‘~ e”“+(t) dt. 
(3.1) 
Now Q(t) = (ny(t - a#+rj) 4(t) satisfies the conditions on 4 in Theorem 1. 
Hence the right side of (3.1) has b.i. and so by Theorem D, Y has b.i. If 
ab # 0, then differentiation gives the conclusion of the remaining part 
of this theorem. 
4. THEOREMS 4 AND 5 
(a) In the proof of Th eorem 4 we shall denote by pi and qj polynomials 
of degreej (indicated by the suffix), bypj* and qj* polynomials of degree not 
exceeding j and not necessarily the same at each occurrence, and by Pi , 
Qj, Pj* and Qj* polynomials where the suffix j does not indicate the degree. 
We require the following lemmas. 
LEMMA 1. Let 4 satisfy the diSferentia1 equation 
where 
deg P, > deg Pi . (4.2) 
Then 4 satisfies the equation 
k+K-1 
Q&) ... Q&) Plc(z) $(k+K'(4 + c Qj*(z) P(4 = 0, (4.3) 
j=O 
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and 
deg Qj* < deg(Q), ... QKP,J. (4.4) 
Remark. If 4 is entire, then 4 and all $(j) have b.i. and b.v.d. ([12, 61). 
This extends the conclusion of Theorem D in the particular case when G is 
replaced by an exponential polynomial. We omit the proof, which is 
straightforward. 
LEMMA 2. Let olj’s be distinct complex numbers and 
f(4 = lab ezt (zl QD(t> exp(+)) dt. 
Then 
f&4 A(4 = e%-d4 + e%M 
where s = r1 + ... + r, + m, rS denoting the degree of Q, . 
The proof is omitted. 
(4.5) 
(4.6) 
LEMMA 3. Let 4 satisfy the hypotheses of Theorem 4. Then 
yG(z) = J” e”“+(t) dt 
(1 
(4.7) 
is entire and satisfies a linear differential equation with polynomial coejicients, 
and the condition corresponding to (1.8) is satisfied. 
Proof. Write 
l,(z) = I” e%#(@(t) dt, J?&> = Jab eztP,*(t) +(p) dt 3 
0, 
P,*(t) = a,,, + a,,t + ... + a&. 
Then akr + 0, I,, = Z/J, and 
G%) = ezbGL(4> + e”“k,*_,(~)) 
+ (-1)” {zk#(‘) + rkz?+‘$“-l’(z) + . ..I...., Z:‘)(z) = 4”‘(z). 
Further, 
J&4 = ad%) + ak,r-lZ~-l)(z) + ... + a,,,Zf)(z) 
= (-1)” aATz+W(z) + {(--l)k arc,r-lzfi + (--l)‘i a,~k.zzL-l} #(1--1)(z) 
C ... + ezb(pZel(z)) + eZa(q$---l(z)). 
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From (1.7) and (4.5) we have 
f(4 = JkW + . . . + M-4 
= ((-1)” fzlcl.,z~ + (-l)“-’ a&i,&1 + . ..) I+V’(z) + ... 
+ ezb(Pk*-&N + eVL(4). 
It is easily verified that the coefficients of 4(j) (j = 0, I,..., r - 1) are poly- 
nomials of degree not exceeding k. Hence, by Lemma 2, 
P(4(pk(4 P&4) -t 4(r-1t4(Pk*C4 P&N + ... + ezbM-&) P&4) 
+ eza(4L(4 A(4) = AC4 f(h 
that is, 
i PA4 PC4 = e”b(A+k-l(4) + eza(c7s+k-l(~)>, 
where deg P, = K + s 3 deg Pi . By Lemma 1, $ satisfies the differential 
equation 
(4.8) 
where R, are all polynomials and deg R,,, >, deg Ri . Since 4 EL[~, b], 4 is 
entire, and the lemma is proved. 
Proof of Theorem 4. Write 
Y(Z) = y(4 = f Pk(4 exp(ak4 + 1/I@). (4.9) 
k=l 
Then from (4.8) and (4.9) we have 
By Lemma 1, y satisfies a linear differential equation (cf. (4.3)) with poly- 
nomial coefficients, and the condition corresponding to (4.4) is satisfied. 
Further, y is entire. Hence, y has b.i., and differentiation shows that y and 
each y(“) have b.i. and b.v.d. The proof is complete. 
(b) We omit the proof of Theorem 5, which follows from the Wolff- 
Noshiro-Warschawski theorem. Note that (1.10) holds even if (a) we take p, 
to be any constant real or complex and n = 1 or (b) all pj = 0. 
I84 S. M. SHAH 
5. CHARACTERISTIC FUNCTIONS 
We now state the following two theorems on characteristic functions f 
(see (1.5)). These theorems follow immediately from the results we have 
proved and so their proofs will be omitted. 
THEOREM 6. Let p(t) be absolutely continuous and nonnegative on [u, 61, 
p(a) # 0, p(b) # 0, and Jf p(t) dt = I. Then the c.f. 
f(z) = 1” eiz”p(t) dt 
a 
is an entire function of b.i. If ab # 0, then f and all successive derivatives f tk) 
have b.i. and b.v.d. 
EXAMPLE. Rectangular distribution [lo, p. 181. Let p(t) = 1/2r, 
1 t - A 1 < Y, A, Y real, r > 0, and let a = A - Y, b = A + Y. Then the cf. 
f(z) = exp(izA)(sin ZY/ZY) 
have b.i. and b.v.d. by Theorem 4. Further, all f (li) have b.i. and b.v.d. If 
A > Y, then f and all f ck) are univaIent in 1 z 1 < n/2(/l + T-). 
THEOREM 7. Let p, , ak be real constants such that p, > 0, --oo < 
*.. < a, < CO, and q3 nonnegative and integrable on [a, b]. Suppose that 
z;;k + Jz d(t) dt = 1. Let 
f(z) = i p, exp(iu,z) + lab eiz”q5(t) dt. 
1 
Suppose f + 1. Then f is a transcendental entire c.f., and we have the 
following: 
@) If4 t fi 
sa is es conditions of Theorem 1 and uk # a, ak # b (h = 
I,2 ,..*, n), then f hasb.i. If also ab # 0, then f and allf’“) have b.i. and b.v.d. 
(ii) If 4 satisfies the differential equation (1.7) along with condition 
(1.8) and +fk) EL[a, b], then f and all f ck) have b.i. and b.v.d. 
(iii) If 0 < min(a, a,), max(b, a,) < 7r/2, then f and all f fk) are univalent 
in the unit disk. 
EXAMPLE. Binomial distribution [lo, p. 181. Here the c.f. f(z) = 
(4 + pe”“)“, 0 < p < 1, 4 = 1 - p, n positive integer. Theorem 4 shows 
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that f and all f w have b.i. and b.v.d. Alternately, we can use Theorem F 
to prove this. Further, if p denotes the radius of univalence off, then 
To prove (5.1), note that it is obviously true when n = 1. Let 71 > 1. Then 
w = ez maps 1 z / < r/n univalently into the sector j arg w 1 < x/n, and 
w = ez + T maps / z 1 < +r univalently into the sector / arg(w - T)] < r/n 
and therefore into 1 arg w ( < n/n. Hence, w = (e* + Y)~ maps 1 z I < ,/rz 
univalently into 1 arg w I < 7. This proves (5.1). 
I am grateful to Dr. T. Suffridge for the proof of (5.1). 
EXAMPLE. Normal distribution [lo, p. 181. Here the c.f. f(z) = 
exp(&z - (02/2)z2), u # 0 is entire but is of unbounded index and unbounded 
value distribution (see Theorems A and B). 
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