We treat the linear model Y.= C~6 + Z. where C. is a known vector, _6 is an case of least squares estimation, this limit distribution is the same as the limit distribution of the weighted least squares using the weights,
case of least squares estimation, this limit distribution is the same as the limit distribution of the weighted least squares using the weights, .e
T.= C!S, for i = 1, .
•. ,N, R P ,~is a vector parameter in R P , and al, ... ,aNare constants, which express the possible heteroscedasticity of the model. If F were a normal distribution function and the a. were known then the minimum variance unbiased estimator still be possible to estimate them. For example, Fuller and Rao (1978) consider the case where the Y. occur in groups for which a. is constant, and 1 1 Box and Hill (1974) 
To motivate our method, suppose F is standard normal so that the log- 
e_
If~were known, (1.1) would yield the MLE for~, while if 13 were known, the MLE of 8 would solve
A reasonable computational alternative to solving (1.1) and (1.4) simultaneously might~onsist of (i) obtaining a preliminary estimate of~(such as the least squares estimate) and hence estimates for Tl, ..• ,L n (ii) soive (1.4) using these estimates, thus obtaining estimates of 0l, .
•. ,on' which (iii) are used to solve (1.1).
We thus suggest the following procedure. First, a preliminary estimate
1\
of 13 is calculated and assumed to satisfy
Examples of estimates satisfying (1. 5) are given in Section 5. At the second T A stage, define t i =~i~and obtain robustified estimates of~by solving the following analogue of (1.4):
.e where~is monotone nondecreasing and~= E~2'c~), the expectation being taken under the standard normal distribution. Clearly,~(x) = x leads to (1.4).
At the third stage, we now solve a robust version of (1.1):
o. = exp (-h (t . ) e). In Section 4 we state and prove the main result.
Remarks.
A.
1\
A If one assumes homoscedasticity (a. =0), then h(T.) =1. The estimate~be-
comes an ordinary robust regression estimate with preliminary estimate 'of scale given by (1.5)-(1.6). See Maronna and Yohai (1979) for further details.
B We do not know if iterating (1.5)-(1.8) will lead to convergence. Further, we do not know whether simultaneous solution of (1.6)-(1. 7) is possible.
C Throughout the paper, we will use the following convention. For areal functionf on a space X, we say that X o solves f(x) = 0 if (1.10)
With this convention, all our estimators will exist but need not be unique.
However, our asymptotic results hold for every appropriate sequence of esti- model. Their methodology is based upon an entirely different model from ours, but a practitioner might consider using both on a given data set. Carroll (1978) and Bickel and Doksum (1978) independently studied both Box-Cox and robustified Box-Cox methods and concluded that variances of the estimated coefficients in the linear model are often much larger when A is estimated than when it is known. Therefore, confidence intervals and tests of hn>otheses which are constructed as if A were known and not estimated are invalid.
In contrast, we show in Section 4 that, if the errors, e., are symmetrically 1 distributed or~(x) = x, then for our method, the variances of estimated coefficients when e is estimated are similar to those when e is known, and confidence intervals and tests can be validly constructed as if ft were known. The function h from R l to Rq, C. in R P and T.
Letting \ be the minimum eigenvalue of . letting d.
Remark.
The monotonicity of W is needed only to prove IN -consistency i\ "
of . §. and 6.
The conditions Bl-B6 are notationally complex but widely applicable. We first apply Theorem A.l of the appendix, with x. = h. (0) and Using B9 and (3.7), find NO such that AN~A oo /2 and e If 11~211 = M 2 , II~lll~M l , and N~NO' then with probability at least l-E,
Since ljI is nondecreasing, A2WN(~1'~Zs) is a nondecreasing function of s. Thus,
which with the Cauchy-Schwarz inequality proves (3.2). .1) with t.
%1\.
-~.~-1 .
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ljI(e.) (A(ljI)) . + 0 (1).
--i=l 1 1
.p
This result, strengthened so that the remainder is 0(1) almost surely, has been established in the homoscedastic case by Carroll and Ruppert (1979) .
Proof.
For~l and~3 in R P ,~2 in R q and~= (~1'~2'~3)' define a~I) (6) = N-~d:1 . p Therefore, if we set and by the strong law of large numbers, 1 N N-L~(e.) + E~(e.).
(with IIAI I equal to, say, the Euclidean norm of the matrix A),
Therefore, E~2(el) A(~)-2 S can be consistently estimated, and large sample confidence ellipsoids and tests ofhypothe~es for a can be constructed.
e.
IN -consistency of preliminary estimators.
Since we require that our preliminary estimate satisfy (1.5), we now give conditions which insure that Proof. We will apply Theorem A.l with ¢i (el,r,s) =~(cri (e 1 -r))(so ¢i does not depend on s ), g.= cr.,
.e and a~2) left undefined. • <N. for all x and y in R m , i=l, ... ,N, and £=1,2, or 3. Let~i (=~iN) be elements of R n satisfying (A.9) e- 
