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UNIYIRSIDO FRANCISCO GAYIDIA	 REALIDAD y REFLEXIÓN 
INTRODUCCiÓN 
Durante mucho tiempo se ha especulado 
sobre el proceso continuo de la convergen­
cia digital de la gran mayoría de las discipli­
nas derivadas de la electrónica. Sin embar­
go, se han mantenido muchas de las meto­
dologías de diseño, al punto que aparte de 
los procesos de míniaturizadón y de la adop­
ción de nuevos materiales, no se han hecho 
contribuciones sustanciales a Jos métodos de 
resolución de funciones booleanas. En este 
artículo doy a conocer un enfoque nuevo en 
esta área y lo comparo con los métodos 
planteados por diversos autores. Particulannen­
te hago hincapié en los métodos aplicables 
para su uso en computadoras, no en una 
orientación para su uso por humanos. 
El objetivo de la investigación en sí es el 
de implementar una serie de algoritmos 
con el fin de que la computadora pueda 
guiar a un diseñador, o a un estudiante 
de electrónica a resolve r. mucha de la 
problemática de los sistemas digitales sin 
recurrir a métodos tradicionales. 
la función. A los términos de este tipo 
se les llama minterms. Por ejemplo: 
Y=f+g ó y=ab'+a'b (1 ) 
b)	 Multiplicatorio lógico: se puede expre­
sar una función como un multiplicatorio 
lógico, es decir como una serie de ope­
raciones ANO entre términos más sim­
ples. Generalmente cada uno de esos 
términos es el resultado de una 
sumatoria lógica de algunas de las va­
riables independientes de la función. 
A los términos de este tipo se les lla­
ma maxterms. Por ejemplo : 
Y=g.h ó y=(a+b)(a'+b') (2) 
Hacia 1927, un matemático ruso llamado 
Zegalkin planteo el hecho de que las fun­
ciones lógicas se pueden escribir usando 
principalmente operadores EXOR y opera­
dores ANO. Sin embargo, estas teorias 
permanecieron desconocidas en occiden­
te durante los siguientes 3D años, cuando 
(jos investigadores llamados Reed y Muller 
establecieron los llamados polinomios de 
Re ~d Muller de la siguiente forma: 
PROPUESTAS DE SOLUCiÓN y=f1
donde 
EB / 2EB /]	 (3) 
es una expresión lógica, general­
Base elemental mente de tipo minterm. 
Si se desea simplificar una función lógica, han 
existido durante años métodos tradicionales 
con ese fin. Sin embargo algunos de ellos son 
métodos gráficos y otros representan proble­
mas no resueltos aun en una computadora. 
La base de una simplificación efectiva 
reducir la función a un numero mínimo de 
operaciones y operandos. Tradicionalmente 
han existido dos formatos clásicos: 
a)	 Sumatoria lógica: se puede expresar una 
función como la suma lógica de térmi­
nos más simples. Generalmente cada 
término es el resultado de una función 
ANO de las variables independientes de 
B. Métodos basaé/os en Reed Mufler. 
Una función booleana expresada en la 
forma de polinomios de Reed Muller, 
y 
puede expresarse de la siguiente forma: 
Resulta del arreglo de funciones exor 
es 
and de las combinaciones posibles de 
las variables de entrada, donde kü, k l , 
k2... etc., puede asumir valores de 1 ó 
'O. El planteamiento de funciones lógicas 
de esta forma implica que los circuitos 
a construir podrían tener un costo ma-
IIIC--.--	 _
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yor que los que se construyan de acuer­
do a minterms, dado que el costo de los 
integrados con compuertas exor es ma­
yor. Sin embargo, de darse el caso que 
la cantidad de integrados a usarse en el 
formato de Reed Muller es menor para 
una función dada, el costo total podría 
ser menor al final. 
Si se hace una revisión completa de la 
expresión lógica anterior, que es la típi­
ca para una función que dependa de 3 
variables de entrada (en este caso la can­
tidad de términos del polinomio es de 
8), entonces la cantidad total de térmi­
nos siempre será de 2°. 
Obviamente, a primera vista, dado qu e 
la cantidad de términos pos ibles den­
tro de una expresi ón es inferior a la 
cantidad de términos de una expresión 
canónica de minterms, se podría supo­
ner que resulte más prácti co un 
algoritmo basado en Reed Muller que 
uno basado en minterms, mas no ne­
cesariamente . Por ejemplo la simple 
función lógica OR como polinomio de 
Reed Muller sería: 
y=affibffiab (05 ) 
Mientras que la función exor en forma de 
minterms es: 
y=ab'+a'b	 (6) 
Sin embargo, en vista de ese tipo de di­
dos los términos en que aparezcan 
en el polinomio final. 
c)	 La de "polaridad mixta", donde no 
habría restricciones en la presencia de 
variables que en ciertos términos apa­
rezcan en su forma positiva o en su 
forma negada. 
La consecuencia inmediata de asumir varian­
tes en la forma de expresar los polinomios 
de Reed Muller es que algunas de estas 
variantes al implementarse resulten en cir­
cuitos tan simples o más que los de las 
expresiones canónicas de minterms. 
Los trabajos de Dragan lankovic' de la Uni­
versidad de Nis en Yugoslavia, plantean que 
se puede plantear una solución usando ma­
trices para encontrar los coeficientes de 
Reed-Muller que definen a una función 
booleana. En principio habría que partir de 
gue si se conoce la tabla de verdad de 
una función de n variables, se puede cons­
tr ir para un pol inomio del tipo de pola­
ridad positiva con coeficientes desconoci­
dos, cada uno de los cuales determina si 
un minterm en especial estará presente en 
el polinomio de Reed Muller representa­
tivo de la funci ón. 
Así,
 
y=kOEBklaEBk2bffik3cEBk4abEB k5acEBk6bcEB k7abc (7)
 
ficultades, se han planteado tres varían­
tes de la expresión de los polinomios de 
Reed Muller: 
a) La llamada "polaridad Rositiva', do ñde 
todas las entradas siem ~ re se expre­
sarán en su valor verdadero, nunca 
el negado. 
b) La de "polaridad fija", donde se ad­
mite que algunas entradas se expre­
sen en forma negada, pero de ser así, Si se escribiera en forma matricial 
deberán mantener esta forma en to­ resultaría : 
-------------_-----.!.
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ka1 O O O O O O a 
kl1 1 O o O o o o 
k21 a 1 O o o o a 
k31 1 1 1 o O a o 
k41 O a O 1 O o O 
k51 1 o o 1 1 o O 
k61 o 1 o 1 o 1 o 










Un hecho interesante de que la matriz que 
define al sistema de ecuaciones no depen­
de del vector de términos independientes, 
conlleva a que si se puede encontrar la 
inversa de ésta, se puede resolver el sis­
tema independientemente de la función 
que se esté analizando. 
Esta matriz en especial tiene algunas ca­
racterísticas particulares: 
t-Es simétrica respecto a la diagonal se­
cundaria, de tal forma que Rara todo ají 
= a tal que i = I = j = k = n = 1donde kl 
n es el orden de la matriz. 
2-Si se evalúa su determinante usando las 
operaciones propias de los grupos de 
Galois, el valor del det erminante siempre 
será 1, independientemente del orden de 
REALIDAD y REFLEXIÓN 
aun para sistemas de orden elevado, y el 
hecho de que esta matriz sea igual a su 
inversa evita el tener que recurrir a pro­
cesos de inversión de matrices para resol­
ver el sistema. 
De no ser por estas características, para 
construir la matriz habría que hacer que 
cada columna de la matriz coincidiera con 
la tabla de 'verdad de cada uno de los 
minterms que forman parte del polinomio 
planteado como solución general. 
Aunque la mecanización de este método 
resulta simple, para una función como 
I.(1,2,3). La respuesta sería y=aEf)bEf) ab, 
lo cual resulta más complejo que la solu­
ción de la forma canónica obtenida por 
el rnét ddo de Martín 'y=a+b . 
Se podría pensar entonces, que la forma 
canónica es una manera más simple de 
llegar a una solución en todos los casos; 
la realidad es que no. De hecho, aparte 
de la polaridad positiva existen dos tipos 
más de polinomios de Reed Muller, los de 
polaridad fija y los de polaridad mixta. 
En el caso de un polinomio de polaridad 
fija, cabe la posibilidad de que se presenten 
la matriz. ","--_OJ una o más variab es negadas dentro de los 
3-Su inversa, obtenida respetando las ope­
raciones propias de los grupos de Galois 
es igual a la matriz original. 
Sería un polinomio de polaridad fija para 
un sistema de dos variables, 
aparece negado en todo momento. Como 
es de esperar, de buscar
(9) 
sí por ejem plo 
La propiedad 4 facilita construir la matriz 
del sistema mediante procesos iterativos, 
minterms que forman el polinomio, pero 
deberán mantener esta polaridad todas las 
veces gue aparezcan en cualquiera de los 
mintermsde ,la expresión. 
(10) 
, 
en que b 
una solución 
matricial para un sistema de este tipo, no 
se podría recurrir a la misma matriz que 
111--- _
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para los casos de polaridad positiva . De 
hecho, tomando en cuenta las posibles 
variaciones de las combinaciones de las 
variables de entrada llegaran a existir 2" 
posibles matrices, una de las cuales coin­
cidiría con la matriz usada para polaridad 
positiva, y las otras serían diferentes. Por 
lo tanto, para una misma función se es­
perarían 2" soluciones diferentes. 
Aunque la forma más obvia de obtener 
cada una de estas matrices es a través de 
la evaluación de las tablas de verdad de 
cada minterm, estas matrices tendrán cier­
tas características a considerar: 
1- No son simétricas respecto a ninguna 
de las dos diagonales. 
2- Siempre se puede encontrar su inver­
sa por métodos como Gauss, respetan­
do las condiciones propias de los gru­
Así para el sistema de 2 variables basado 
en b' y a: 
1 O 1 1 ~01= 1 (13) ~ 1 O O O[1 1 O O 
S-Se puede obtener la inversa de la matriz 
del sistema si se aprovecha una propiedad 
del producto Kronecker: la inversa de un 
producto Kronecker es igual al producto 
Kronecker de las matrices inversas: 
01= O O 1 ]1 (14) ~ 1 O 1 O[1 1 1 1 
Así que aprovechando estas propiedades 
es factible desarrollar un programa, que 
aunque resulte más complejo que usado 
para polaridad positiva, permita llegar a una 
respuesta valida. 
3-La inversa de cada matriz es igual a la 
transpuesta de la matriz respecto a la 
diagonal secundaria (no es una 
transposición clásica). 
Si: 
O 1 J [ O 1 ] 
pos de Galois . 
uevamente cabe la posibilidad de que la 
de la función en 
o a tercera 
res uestaobtenida al final resulte en algunos 
casas tan compleja o más que la expresión 
u forma canónica. 
alternativa implicaría buscar 
la respuesta para un polinomio de po­
......-- Iaridad mixta. En un polinomio de pola­
1 1 1 1 O O 1 1 ridad mixta, las variables pueden tener 
A= 1 O O O entonces A /~ 1 O 1 O (11) polaridad po it iva o negativa, sin que se [1 1 O O 1 1 1 1 respete ningún orden en particular. Así 
(15) 
La dificultad radicaría, en que no se po­
dría recu rr ir a métodos basados en el 
,..-__por ejemplo: 
Cuando el término tiene pola ridad po siti­
va y la matriz completaría que correspon­ producto Kronecker para desarrollar la 
dería a matriz característica del sistema. Además 
existen dos problemáticas adicionales: la 
(12)	 cant idad de matrices posibles a usar, y la 
aparición de matrices singulares. 
---------_-----:.
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Número de matrices de polaridad mix­
ta. Ya que un pol inom io de polar idad mix­
ta puede formarse a parti r de cualquie­
ra de los minterms posibles formado con 
n variables. Usando el equivalente a la 
lógica de 3 estados para fo rmar un 
minterm cualquiera, entonces cabe n tres 
posibil idades : 
a) Que una variable no esté presente en 
la formación de un minterm. 
b) Que esté presente y su valor esté negado. 
e) Que esté presente y su valor no 
esté negado. 
Tomando en cuenta estas posibil idades, 
entonces, al tomar en cuenta que hay 3" 
minterms, y que una solución matricial 
requería usar 2" de esos minterms, las po­
sibles matrices en total estarían dadas por 
el combinatorio 
(;:) (16) 
El cual puede llegar a tener valores extr ­





2 126 . 
3 22200 75 
" 4 ,33594090947249085 
"9.8 12294412288 7808427264 71 233. ~ 748e + 395 
La magnitud en que crecen la cantid ad 
de matrices a evaluar es superior al ere­
ci m ie n t o exponencial de l tota l de 
minterms para la forma canónica, la ual 
crece exponencialmente de acuerdo a 
la formula 3" . 
Una clara referencia de la diferencia en el 
crecim iento de estas magnitudes se mues­
tra en la siguiente gráfica . 
• l.....-..­
¡;ig 1. Crecimiento comparativo de matri­
ces usadas para polaridad mixta y el cre­
cimiento del número de minterms. 
Este crecimiento de soluciones plantea que 
al dejar que un usuario escoja por sí mis­
mo cuál de las posibles matrices no lo 
llevará a la solución más simple, lo lleva­
ría a una cantidad prácticamente inconmen­
surabl de soluciones. 
El problema de las matrices singulares 
Dentro de un sistema de n variables, si se 
escogen dos minterms que sean uno el 
negado del otr o, al constru ir la matr iz de 
polaridad mix ta, se podría llegar a una 
matriz singular, de tal forma que ésta no 
tendr á inversa, }1 por lo tanto a través de 
ella no se 
válida. Así, 
se tendría: 







t.a.a ', ab 
(1 7) 
Y esta es una matriz I que no tiene inversa. 
De hecho, entre mayor sea el número de 
variables, mayor será el número de matri­
ces singulares que pueden llegar a aparecer 
dentro del universo de matrices generables 
para un sistema de polaridad mixta. 
_ 
__
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Soluciones no matriciales 
Cabe la posibilidad entonces de buscar 
alternativas no matriciales que resuelvan 
funciones en forma de polinomios de Rced 
Muller. Los trabajos de Per l.ingren! de la 
Universidad Tecnológica de l.ulea, en Sue­
cia, y los de otros plantean algunas alter­
nativas no matriciales. 
Una alternativa relativamente simple con­
siste en asumir que cada 1 en la tabla 
de verdad corresponde a un minterm cuya 
tabla de verdad sólo tiene un valor ver­
dadero. Así que, al hacer la operación 
exor con cualquiera de los otros.minterms, 
no habrá anulación de unos en el resul­
tado final. Usando esta lógica, b función 
que tenga mayor cantidad de 1 en su 
tabla de verdad resultará más compleja, 
y cada minterm siempre estará compuesto 
por combinaciones de las n variabl es que 
intervienen en la función. Así, la expre­
sión y=¿(l,3,5,7) corresRondería a y'=c'b'a 
Eec'baEBcb'aEBcba. Aun que esta respues­
ta es válida, dista de ser la más senci lla 
de implementar en un ci rcui to, y su úni­
ca ventaja radica en que el procedimien­
to es muy simple para la computadora. 
Otra alternativa no matricial, consiste en un 
método de aproximaciones sucesivas, según 
el cual, se puede descompone r una función 
basada en un polinomio de Reed Muller, 
si se asume que cada minterm tiene una 
cant idad de 1 menor que la función fina l,
Bu~cando 
¡:::,- - - --,
teorema: y aprovechando el siguiente 
Si y = xEBz entonces 
que xEeY = z 
Esto llevaría a que sí y es una función 
compleja, con una buena cantidad de 1, 
al hacer la operación exor con alguno de 
los minterms que la forman el resultado 
a) Un minterm relativamente simple y 
fácil de identificar o 
b) Una función más simple que y tal que 
tendrá una cantidad menor de 1 en 
su tabla de verdad. 
La esencia del procedimiento consistirá en 
poder generar las tablas de verdad de 
todos los minterms posibles, y en llevar 
conteo de cómo se reduce el número de 
1 en la función resultante con forme se 
somete a prueba cada minterm. 
Un atajo dentro de este procedimiento 
consiste en asumir que si la cantidad to­
tal de 1 de la función original es mayor 
a la mitad de todos los valores posibles 
de la tabla de verdad, entonces resultaría 
más fácil trabajar con el negado de la 
función original en lugar de con ella mis­
ma, y aplicar la siguiente propiedad: 
1'= 1 EB.-iCi. , -. (18) 
En much as ocasiones el uso de este ata­
jo lleva a una respuesta de tipo polaridad 
mixta que es mucho más simple que la 
Vale
que se obtiene por otros métodos. 
la pena señalar que los algoritmos 
aplicables a Reed Muller ya fueron imple­
ment ados como parte de proyecto de 
graduación de Al ejandro Fabián" , en la 
Uni versidad Don Bosco (2003). 
propuesta para expresiones 
una alternativa, que no incluya 
los métodos tradicionales, ni que esté re­
lacionada con Jos polinomios de Reed 
Muller, cabe la posibilidad de llegar a 
soluciones más simples, y que al no de­
pender de funciones XOR, resulten más 
será en cualquier caso: baratas de implementar. 
--------------'­
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Al buscar una forma de sistematizar la 
simplificación de las.funciones en las for­
mas canónicas, propongo un algoritmo 
basado en las siguientes premisas. 
1- Si se puede hacer que para un nú­
mero n de variables la computadora 
pueda evaluar cada uno de los 
minterms que podrían obtenerse al 
combinar la n variables, el proceso 
de saber cuál minterm es parte de 
una función dada se convierte en un 
proceso de eliminación. 
2- Si un minterm "m" es parte de una 
función f entonces 
f=m+n+h
 
f' = m'n'h' (19)
 
~f'm=O 
El seguir el procedimiento anterior 
para todos los minterms posibles no 
elimina un problema con que gene­
ralmente se encuentran los estudian­
tes: la presencia de términos 
redundantes en la expresión final, es 
decir, que algunos minterms que se 
han incluido dentro de la expresión 
pueden de hecho ser absorbidos 
por otros. 
Luego, si se conoce la tabla de verClad de 
la función que se desea sim lificar, la tabla 
de verdad de un minterm generado por 
la computadora, si m es parte de f, al 
aplicar la última ecuación, en ning ún caso 
el resultado deberá dar diferente de O. Si 
en algún caso el resultado es verdadero, 
habría que descartar ese minterm como 
parte de la ecuación final. 
Por ejemplo, para la función y=I.( 1,2,3), la 
tabla de verdad resulta ser la siguiente: 
Tabla 2 
--,b A Y 
o O O 
O 1 1 
1 O 1 
1 1 1 
1 
Los minterms que pueden formar esta fun­
ción serán: 0,1, a a', b, b', a'b', ab', a'b y 
abo Un total de 10 términos. Ya que los 
primeros 2 no vale la pena probarlos, al 
probar el caso de a tendríamos: 
Tabla 3 
y' A Y'a 
¡ O O 
O 1 O 
O O O 
O 1 ' O 
Tabla 4 
Como a es un minterm incluido en Y, 
entonces todas las combinaciones de Y'a 
darán cero, siempre. 
Para el caso de b' resultará distinto 
y' b' y' b' 
1 1 ¡ 
o 1 O 
O O O 
l. O O O 
Dado que 'al menos en un caso el resul­
tado de combinación es 1, es fácil deducir 
que b' no es un .minterm de y. 
s- Una vez sistematizados todos estos 
pasos el resultado será una expresión 
de la forma canónica reducida a su 
forma más simple. 
-'--------------------­
------------
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D. Relación con la teoría de conjuntos 
Si se relacionan los operadores booleanos 
con operaciones de conjuntos, habría que 
considera que la función ANO corresponde 
a la de intercepción, que la OR es la de 
unión, y que la NOT es simplemente se· 
ñalar todo aquello que no pertenece al 
conjunto a que se aplica. 
Así, una gráfica que señalara a un 
subconjunto m como incluido en un con­
junto F, sería tanto como afirmar que m 
es un rninterm de F. 
u 
F 
Fig. 2. m como un minterm de F 
Toda la región, dentro del universo que no 
pertenece a f sería f' : 
Fig 3 El conjunto de F' 
Si buscamos el intercepto de F' y m, sólo 
llegaríamos a un espacio vacío, ya que no 
tienen ningún espacio en común, por lo 
tanto, Se cumple el principio propuesto. 
Si se hubiera trabajado con un conjunto 
p no incluido dentro de F (una expresión 
que no es un minterm de F) entonces, la 
representación gráfica sería: 
Fig. 4. P no es minterm de F pero está incluido en F' 
Dado que p queda incluido dentro de F', 
entonces el resultado de la intercepción 
sería diferente a un conjunto vacío. 
E. Implicaciones 
Un método como el descrito implica pro­
bar una cantidad considerable de posibi­
lidades, lo obvio es que si se sistematiza 
el método, cuantos más minterms se prue­
ben en el sistema, más tiempo se llevará 
la simplificación. 
Cuando se trabaja con una sola variable, 
los minterms posibles son: O, 1, a, a' . Un 
total de 4. Para el caso de 2 variables ya 
se había comprobado que los minterms 
posibles son 10. Si se analiza un caso de 
3 variables el número total de términos 
posibles es de 28. Al analizar esta secuen­
cia de números se deduce que la canti­
dad de minterms al final para n variables 
de entrada es de 3"+1. 
Una comprobación de esta fórmula para 
un caso general partiría de este principio : 
En un caso simple de formarse un minterm 
con k variables de n variables de entra­
da, se formaría un numero de combina­
ciones de variables dado por: 
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(Z)	 (20) 
Pero de cada una de estas combinaciones 
se puede generar una cantidad de com­
binac iones binarias de los variable s y sus 
correspondientes negados. Esta cantidad 
será igual a 2k. Luego la cantidad total de 
minterms generados con k variables de un 
total de n es: 
(21) 
La sumatoria de todos los términos posi­
bles desde k=l hasta n, da como resulta­
do una expresión similar a la del polinomio 
de Newton para la potencia de un bino­
mio, donde 2 es uno de los monomios y 
1 el otro, es decir: 
(22) i 2k (n) = (3) "--~= (2+1)". 
K-O k 
Sin embargo, como no se está consideran­
do el caso de k = O, entonces la canti­
dad de minterms forma dos con las varia­
bles resulta 3".-1 . Con siderando los 
minterms que no depe nden de las varia­
bles de entrada, es deci r O y 1, entonces 
la cantidad de minterms posibles será 3".+1. 
F. La problemática en torno al algoritmo 
Uno de los puntos de interés en torno a 
generar una aplicación que utilice el pro­
cedimiento propuesto, radica en la nece­
sidad de generar las tablas de verdad de 
minterms y a partir de allí seguir el pro­
ceso de eliminación. Hay dos alternativas 
que pueden ser viables : 
1- Dado que los minterms a usar serán 
siempre los mismos para un número 
dado de variables de entrada, y sus 
tablas de verdad no dependen de la 
tabla de verdad de la función a anali­
zar, entonces sería factible tener alma­
cenadas todas estas tablas en una base 
de datos, de la cual se consultarían las 
tablas de verdad sólo para llevar a cabo 
el procedimiento de eliminación des­
crito, no con el fin de alterar en nada 
los resultados almacenados. 
2- Recurrir a Uf) proced imiento que 
din ámicamente genere las tablas de 
verdad en cada ocasión en que haya 
que analizar una función en especial. 
Ambas alternativas ofrecen ventajas y 
desventajas: 
a)	 En el primer caso, habría que alimen­
tar los datos manualmente a la tabla de 
verdad, y para que la aplicación tuvie­
ra la capacidad de resolver funciones 
con 5 variables de entrada, la base ten­
dría que tener 243 tablas de 243, 
minterms, donde cada tabla tendría 32 
valores asignados. De esta forma, habría 
entonces 7,776 elementos binarios al­
macenados en la base de datos. En otras 
palabras la base de datos necesitaría una 
cantidad de elementos almacenados pro­
porcional a 6 elevado a la n. Para una 
cantidad n de variables a considerar. 
Aunque el orden de las operaciones a 
llevar a cabo es pequeño para un sis­
tema informático, resulta en una canti­
dad enorme de datos a digitarse para 
almacenarse en la base. 
b)	 En el segundo caso, la generación 
din ámica de las tablas de verdad 
implica considerar para cada variable 
al menos 3 condiciones posibles : 
i) El que la variable esté ausente en 
el minterm a analizar. 
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ii) El que la variable esté presente, 
pero deba operarse con su valor 
actual. 
iii) Que la variable esté presente, pero 
deberá operararse siempre negada. 
Al final, habrá que llevar a cabo un total 
de (6)" evaluaciones, de todos los valores 
que pueden asumir los minterms a anali­
zar. El factor determinante en este caso es 
el tiempo máquina necesario para' llevar 
a cabo todas estas evaluaciones cuando 
se quiera analizar una función que dependa 
de un número de variables elevado . 
G. Métodos alternativos 
En este momento vale la pena preguntar­
se si no sería viable buscar la forma de 
simplificar funciones booleanas por otros 
métodos, como el uso de una extensa base 
de datos en la que se buscara una forma 
simplificada de una función comparándo­
la con su tabla de verdad almacenada. 
Aunque ésta parece una alternativa bastante 
simple, hay que evaluar elementos impor­
tantes como el tamaño de la base de da­
tos o la magnitud del tiempo de búsque­
da en la misma; y sopesar esto contra las 
características de los métodos de Martín. 
De acuerdo a la metodología de Martin, 
si se estima que se requieren n variables 
para representar una función, entonces 
existirán 3" minterms que pueden ser parte 
de la función simplificada, y el proceso de 
simplificación propuesto eliminará aqu 1I0s 
minterms que no pertenecen a la func ión 
analizada, y también aquellos qu e son 
absorbidos por otros' den tro de la misma 
función. El proceso implica que el pro gra­
ma en Visual Basic desarrolle las tablas de 
verdad de cada uno de los minterms, y ya 
que en su formato más simple, cada ta­
bla de verdad estaría formada por 2" bits, 
así que el archivo que utilizaría el progra­
ma en clisp tendría un tamaño de 6" bits. 
Así para simplificar funciones de sistemas 
de 6 variables se necesitaría de un archi­
vo de al menos 46 Kb. En la práctica los 
archivos usados son más grandes porque 
no se expresan las tablas de verdad con 
1 y O sino que con los términos t y nil 
que son propios del lenguaje Lisp. 
A estas alturas vale la pena preguntarse: 
¿Cuán grande sería una base de datos como 
sustituto al método de Martin? En primer 
lugar, sería necesario que esta base conta­
ra al menos con 2 campos, uno con la 
expresión' algebraica de la función en su 
forma más simple, y otro ' con la tabla de 
verdad correspondiente. Obviamente el 
tamaño de cada campo depende en bue­
na medida del número máximo de varia­
bles que sea capaz de procesar el sistema, 
y ello influi rá directamente en el tamaño 
de la base de datos. En segundo lugar, el 
tamaño de la base de datos también de­
pende del número de registros a contener, 
y deberá con tener todas las funciones 
posibles que se puedan generar con n 
variables. La cuestión ahora 'es ¿cuántas 
funciones pueden generarse con n variables? 
Para responder a la pregunta anterior ha· 
bria que recurrir a buscar cuántas formas 
mínimas se pueden obtener combinando 
minterms, o partir de otro modelo que 
permita llegar a la ,misma respuesta de una 
forma más directa. Si se utilizan las afir­
maciones de Reed y Muller de que toda 
función booleana puede expresarse en 
forma de uno de sus polinomios, si se lle­
van a expresiones de tipo de polaridad fija, 
la cual es su forma más simple, se presen­
tan en formas como la siguiente : 
(23) 
La cual sería un polinomio de Reed-Muller 
para 2 variables. En general habría que 
___________B
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decir que un polinomio de este tipo po­
dría estar formado por 2" términos. Exis­
tirán coeficientes k, cada uno de los cua­
les asumiría valores de 1 ó O, así que el 
número de posibles combinaciones que se 
generarían es de 22" . Si mediante un 
polinomio de Reed-Muller puede represen­
tarse cualquier función, entonces el número 
total de funciones distintas que se pueden 
generar con n variables corresponde al 
mismo valor de combinaciones generadas 
por un polinomio de ' Reed-Muller, 
Así, para un sistema de 6 variables se ge­
264 nerarían funciones distintas, es decir 
18,446J44,073,709,551,616=1.8xlO ' 6 . Si a 
este número corresponde el número de 
registros de la base ce datos, aunq e cada 
registro apenas ocupase un bit (que de hecho 
no será así), el tamaño mínimo de la base 
sería de 2147483648 Gbytes. 
De lo anterior se deduce que la alternativa 
de usar un sistema de Bases de dáfos es 
impráctica. El sistema con que cuenta actual­
mente no representa ni siquiera 100kbyte 
de consumo del disco duro ni exige más allá 
de los 2MB de ram que requiere cualquier 
programa en Clísp' para funcionar.
I 
Donde mi n Y p son a su vez maxterms, 
al aplicar el teorema de O' Margan 
se tendría: 
F'=m'+n'+p' (25) 





lile aquí se podría deducir que para cual­
quier. maxterm m que sea parte de una 
función F deberá cumplirse el principio 
anterior. Por ejemplo: 
Si: F=II(2,3) 




b' a F 
O O O 
O 1 O 
1 O 1 
1 1 1 
Er.ttre los posibles maxterms estarán: 
a,Q,a',b', (a'+b'), a'+b) ,(a+b') y (a+b), Un 
total de 8 maxt rm, sin tomar en cuenta 
a O, con lo cual podrían ser un total de 




F' m F'+m 
, O , 
, 1 1 
O O O 
O 1 1F=m.n.p (24)
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Se observa que en un caso en especial el 
resultado no es 1, por lo tanto a no es 
un maxterm de la función F. 
Si por otra parte se prueba lo mismo con b, 
se puede observar un resultado diferente: 
Tabla 6 
F' m F'+m 
1 O 1 
1 O 1 
O 1 1 
O 1 1 









o aplicando el teorema de DeMorgan: 
Fm'=O (29) 
l. El método complementario desde el pun­
to de vista de la teoría de conjuntos 
Si relacionamos los operadores booleanos 
con las operaciones de conjunto, tal como ­
se señaló en el apartado B. Una función 
expresada en forma de maxterms sería el 
equivalente a la intercepción de dos o más 
conjuntos. Así F=m.n, se presentaría gráfi ­
camente como: 
Fig. 5. m como un maxterm de F. 
Mientras que m', correspondería a todo lo 
que fuera del con junto m: 
Fig. 6. El conjunto de m'. 
Cuando se busca la intercepción de F y 
m' lo que se consigue es un conjunto 
vacío, lo cual concuerda con Jo que ha­
bía planteado anteriormente. 
J. Problemáticas adicionales 
Hasta ahora, se ha partido de que se 
puede aplicar los métodos propuestos de 
la premisa de que es posible llevar a 
cabo las operaciones señaladas entre la 
tabla de verdad de la función a simpli­
ficar y todas las otras posibles tablas de 
verdad de los minterms o maxterms que 
deban evaluarse para el sistema. Sin 
embargo, hay varias interrogantes a acla­
rar: ¿Cuántas variables son las necesarias 
para simplificar una determinada función? 
[C ómo se generarán los 3" minterms? 
¿Cómo se generarán las tablas de verdad 
de los minterms? 
La primera dificultad es la más simple de 
resolver, y es similar al problema del nú­
mero de bits necesarios para representar 
una serie de símbolos. La diferencia ra­
dical está en que en este caso, la canti­
dad de bits no será función del número 
total de símbolos sino del valor del nú­
mero mayor dentro del conjunto de nú­
meros en la representación de la función 
como una sumatoria. 
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Así para y=I,( 1,3 ,5,7) , nmax=7 
'Se aplicaría la fórmula: 
. (¡og(n max~ 
b
=1+rnt\ log2 J (30) 
Donde la función ' int correspondería al 
entero menor del valor de la expresión 
entre paréntesis. Esta expresión es bien 
conocida como el Id2 por los estudiantes 
de Teoría de información. 
La siguiente dificultad, como obtener los 
3n minterms no debería ser mayor dificul­
tad de no ser por: 
No se está recurriendo a minterms ya pre­
viamente almacenados, sino a un método 
para generarlos dinámicamente en función 
al número b de variables involucradas en 
'cada caso 
" 
Es más fácil para la computadora trabajar 
con un código numérico representativo de 
cada mister a tener que trabajar con ex­
presiones algebraicas. 
Como una forma de afrontar este tipo He 
problema se debe recurrir a lo que se 
conoce como un código ternario, es de­
cir un sistema numérico basado en tres 
símbolos representativos. En un sistema 
ternario se necesitarían n cifras para repre­
sentar a cada uno de los 3n minterms. Se 
seguiría la siguiente conve nción: 
t 
a)	 Cada posición dentro de la expresión 
ternaria está relacionada con una de las 
variables a intervenir dentro del minterm. 
b)	 Un valor de O en una posición indi­
ca que la variable correspondiente 
estará negada. I " 
e)	 Un valor de 1 en una posición indi­
ca que la variable correspondiente se 
tomará con su valor sin alterar. 
d)	 Un valor de 2 en una posición indi ­
ca que esa variable no es parte de 
ese minterm en particular, así que no 
importa qué valor tome. 
Siguiendo esta lógica, en un sistema de 3 
variables, el minterm b'a se representaría por 
201, Y el minterm c por 122. Para el sím­
bolo 222, el cual indicaría el minterm es ver­
dadero independientemente de las variables, 
sólo cabe la posibilidad de que sea l . 
De lo planteado, la rutina para la genera­
ción de los minterms se limitará a iniciar un 
conteo de los números de O a 3n -1 . Cada 
valor del contador es convertido a c ódigo 
ternario y luego cada cód igo es almacena­
do junto con su equivalente algebraico. 
El tipo de representación planteado pue­
de extenderse para expresar maxterms, Ya 
que después de todo, para n variables 
existirán 3n maxterms. 
La última dificultad, es decir la de eva­
luar la tabla de verdad de cada minterm 
involucra partir de los valores ternarios al­
macenado s para cada minterm. Cada ta­
bla de verdad a evaluar tiene 2n posicio­
nes den tro de ella misma á considerar, co­
rrespondientes a todas las combinaciones 
binarias de las n var,iábles. De ahí,' que 
se recurra al ~s o de un contador que asu­
me valores enteros entre O y 2n ;1, cada 
valor es convertido a un código binario, 
y cada bit es interpretado de acuerdo a 
la configuración de números ternarios que 
representar al minterm a evaluar. Si el bit 
de una variable es O para un valor binario 
y hay un 1 ternario en la posición de esa 
variable la posición en la tabla de verdad 
pasará a ser O. Si el bit de una variabl~ 
es 1 para un valor binario y hay un O 
ternario en la posición de esa variable, la 
posición n la tabla de verdad pasará a ser 
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1. Cuando el valor ternario de un varia­
ble es 2, el valor de la variable no afec­
tará a la posición en la tabla de verdad. 
Por conveniencia se asume antes de eva­
luar cada posición que esta tendrá un 
valor inicial de 1. 
K. Formas de desarrollar la solución 
propuesta 
Dentro de todo el conjunto de pasos 
a efectuar para obtener un sistema 
funcional, que pueda resolver todas es­
tas problemáticas se han planteado 
varias posibilidades: 
Un solo sistema en Visual Basic que pue· 
da ejecutar todos los algoritmos plantea­
dos, y otros relacionados con la conver­
sión entre formas de representación de 
las funciones . 
Un sistema hecho en Visual e que pueda 
migrarse más fácilmente a otras plataformas 
como una mejo r alternativa. 
Un sistema hecho totalmente en una pla­
taforma GPL, que pueda llevarse a un en· 
torno Windows o a uno Linux sin ma­
yor dificultad. 
En realidad cada propuesta tiene ventajas 
y desventaja s. Por una parte tanto Visual 
Basic como Visual C presentan entornos 
gráficos amigables para el usuario, pero un 
programa en Visual Basic que lo resuelva 
todo consumiría extensivamente recursos 
de memoria, y tend ría una cantidad con­
siderable de líneas de código dadas las 
dificultades para manejar un gran núme­
ro de vectores representativo de cada ta­
bla de verdad. Un versión Visual C sería 
más fácil de migrar a otros entornos, pero 
la cantidad de líneas de código sería igual 
o mayor que para el caso de Visual Basic. 
Un lenguaje idóneo para este tipo de pro­
cesamiento es CLlSP, ya que se puede 
efectuar el tratam iento de las tablas de 
verdad como listas, y con un mínimo de 
líneas de código. Sin embargo la dificul­
tad estriba en que su entorno es de tipo 
texto, trabaja mejor con valores lógicos 
O numéricos que con expresiones 
algebraicas, y no hay una interfaz por 
defecto para conectarse con un entorno 
gráfico en particular. 
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La solución desarrollada al momento con­
siste en "usar lo mejor de ambos mundos". 
Es decir, recurrir a una plataforma de en­
trada y salida de datos en forma gráfica, 
y en transferir las operaciones booleanas 
más complejas a CLlSP. 
Así pues, la deducción del número de 
variables, de los rninterrns y de sus respec­
tivas tablas de verdad se puede efectuar 
a nivel de Visual Basic. Posteriormente los 
resultados de estas tablas se almacenan en 
un archivo de texto, respetando la conven­
ción de símbolos usados por CLlSP. 
Un programa en Visual Basic se encarga 
de escribir una rutina en CLlSP que invo­
ca la evaluación de la tabla de verdad de 
la función a evaluar, recurriendo a una 
librería en CLlSP que contiene las funcio­
nes de evaluación basadas en lo s 
algoritmos de Martin. 
Posteriormente el programa en Visual 
Basíc manda a ejecutar un archivo de pro­
cesamiento por lotes que provoca qu 
CLlSP evalúe la rutina creada desde Vi­
sual Basic. Mientras la ruti na CLlSP se 
ejecuta, recurre a leer del archivo don­
de se almacenaron las tablas de verdad 
necesarias para la simpli ficación de un 
sistema con b variables. 
Una vez obtenida la simpli ficación de la 
función, el resultado es una lista en la cual 
cada posición corresponde a cada uno de 
los minterms que podrían ser par te de la 
función evaluada. Donde aparezca un 
valor verdadero en esta lista se estará in­
dicando que el minterm correspondien ­
te si forma parte de la expresión final, 
donde aparezca un valor falso, indica que 
ese minterm no esta contenido en la res­
puesta final, ya sea porque no es un 
minterm válido o porque es absorbido por 
otro de los minterms señalados dentro de 
la función final. 
Ya que mientras la rutina en CLlSP pro­
cesa la información, Visual Basic debe­
rá esperar, lo cual se logra mediante una 
rutina de pérdida de tiempo controlada 
por un evento; Visual Basic registra la 
fecha y hora en que transfirió los datos 
a CLlSP y también registra la fecha y hora 
de la última modificación a un archivo 
en que CLlSP escribirá los resultados de 
sus cálculos. Mientras a la hora de la 
última actualización de ese arch ivo sea 
menor a la hora en que se transfirieron 
los datos , el programa en Visual Basic 
continuará con su rutina de pérdida de 
tie mpo. Sólo cuando la fecha de la últi­
ma actu alización cambia, se puede te­
ner la seguridad de que Clisp ha termi­
nado sus cálculos y ha colocado el re­
sultado final en el archivo de salida. Este 
procedimiento es necesario ya que no 
nay una forma di recta de pasar paráme­
tros entre los e tornos VB y C1I5P. 
Est tipo de procedimiento es similar al 
empleado para simplificar funciones en 
forma de maxterms, aunque cambian las 
rutinas de generación de tablas de verdad 
(después de todo serán rutinas para fun­
ciones en form a de maxterms) y la rutina 
den CLlSP para evaluar cuáles maxterms 
sí son válid os en la expresión final. 
Para las funciones en forma de Reed Muller, 
aunque se puede recurrir a procedimien­
tos similares, ya que muchos de ellos son 
de tipo matricial, resulta de CLlSP no ofrece 
ventajas particulares para el procesamien­
to de matrices. El resultado en un progra­
ma que resulta tan largo como el desarro­
llado por A. Fabián en su trabajo de gra­
duación, con la diferencia de que él no usó 
en ningún momento algún tipo de progra­
_:....--_--------­
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mación en CLlSP, simplemente se limitó a 
diseñar sus rutinas en Visual Basic. 
Otras metodologías 
Hay algunos autores que han desarrolla­
do sus propios métodos para afrontar los 
problemas relacionados con funciones 
booleanas. Así por ejemplo, Denis V. 
Popel" de Baker University, propone el uso 
de uniones de Sierplnski para lé;l represen­
tación de funciones. Esta es más bien una 
metodología gráfica, y su sistematización 
sería más bien un reto a asumir en un 
futuro distante. 
Como una forma de ayudar a los diseña­
dores a llegar a funciones más simples de 
implementar circuitalmente, basándose en 
compuertas exor, Ajan Mishchenko? de 
Portland State University, propone un 
algoritmo llamado de Si-descomposición. 
Este tipo de enfoque sigue la línea de que 
no importa tanto el tipo de expresión que 
se obtenga al final, sino que el resultado 
se pueda plantear en base a bloques sim­
ples de entrada y un uso mínimo de fun­
ciones. El resultado final está más cerca 
de un polinomio de Reed Muller de po­
laridad mixta que de cualquier otro tipo 
de expresión . El resultado de esa investi­
gación llevó a un programa que tiene 
aplicación en el diseño de FPGN. 
Debatosh Debnath", de Kyushu Institute 
of Technology de Japón, ha desarrollado 
un sistema para la minimización de funcio­
nes booleanas llevándolo a un polinomio 
de Reed Muller de polaridad fija, no usan 
un método de desarrollo de matrices, más 
bien usan una técnica de diagramas de 
decisión binario rnulti-terrninal. 
Otro investigador en este campo es B. 
Steinbach'", de Freiberg University of 
Mining and Technology, quien ha desarro­
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liado un método basado en derivadas sado esta asignatura. 
parciales de las expresiones algebraicas de 
la función a evaluar. RECONOCIMIENTOS 
M. Conclusiones 
Existen muchas metodologías para enfrentar 
los problemas relacionados con las funcio­
nes booleanas. Desde el desarrollo de los 
polinomios de Reed Muller, éste ha sido 
el tipo de expresión en el que se ha in­
vestigado más, y la mayor parte de los 
algoritmos existentes se centran en méto­
dos aplicables para los casos de polaridad 
positiva o fija. Los intentos para simplifi­
car funciones booleanas en forma de ex­
presiones de polaridad mixta, aunque pro­
metedores, no representan necesariamente 
la mejor alternativa . 
Cualquier intento por desarrollar un mé­
todo basado en búsquedas simples usan­
do bases de datos es impráctico para sis­ GIi p.cons.org/. ' 11 
temas que requieran más de 4 variab les. Dragan lenkov«: " ffici ent Ca/culation oFñxed-Po­
larity Polvnomiel Expressions For Multiple-Valued 
Logic Functions", h ttp:// csdl.computer.org)comp/ Los métodos propuestos por el auto r, di­
o r o ce e d i n g e i s m v l / 2 0 0 2 / 1 4 6 2 / 0 0 / fieren enormemente de la tendenci a de 
otros investigadores alrededor del mun­
do. No requieren del uso de gráf icos, 
y se pueden implementar co n tecno lo­
gía accesible a nuestro país. Las pru ­
bas preliminares del sistema protot ipo 
demuestran que es preferible contar con 
una computadora de más de 800 Mhz 
de velocidad, y más de 32 Mb de ramo 
Estos requerimientos de hardwa re caen 
dentro de límites aceptables para las dis­
ponibilidades actuales de la región, así 
que es factible implementar versiones 
futuras como un instrumen to de ense­
ñanza de Sistemas Digitales. Con ello 
se solucionaría en parte las limitacio­
nes y deficiencias en el aprendizaje Sis­
temas digitales que se observa entre 
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