Abstract-This paper investigates a genetic algorithm based hyperheuristic (hyper-GA) for scheduling geographically distributed training staff and courses. The aim of the hyper-GA is to evolve a good-quality heuristic for each given instance of the problem and use this to find a solution by applying a suitable ordering from a set of low-level heuristics. Since the user only supplies a number of low-level problem-specific heuristics and an evaluation function, the hyperheuristic can easily be reimplemented for a different type of problem, and we would expect it to be robust across a wide range of problem instances. We show that the problem can be solved successfully by a hyper-GA, presenting results for four versions of the hyper-GA as well as a range of simpler heuristics and applying them to five test data set
INTRODUCTION
Personnel scheduling problems involve the allocation of staff to timeslots and possibly locations (Wren, 1995a) . Personnel scheduling covers many areas, such as the nurse rostering problem (Burke et al, 1998; Burke et al, 2001 and Dowsland, 1998) , transportation staff scheduling (Wren, 1995b) , educational institute staff scheduling (Schaerf, 1999) and airline crew scheduling (Emden-Weinert and Proksch, 1999) .
Metaheuristic approaches have been applied successfully to a range of personnel scheduling problems. For example, Aickelin and Dowsland (2000) applied genetic algorithms to a nurse rostering problem in a large UK hospital. Easton and Mansour (1999) developed a distributed GA for deterministic and stochastic labour scheduling problems, which is proved to be effective for three labour scheduling problems. Burke et a1 (1998) and Dowsland (1998) used tabu search to solve nurse rostering problems. Emden-Weinert and Proksch (1 999) applied simulated annealing for an airline crew scheduling problem, and Thompson (1995) applied simulated annealing for shift scheduling using non-continuously available employees. Burke et a1 (2001) tackled a nurse scheduling problem in Belgian hospitals using a memetic algorithm.
These metaheuristic approaches can effectively solve problems, but they often require plenty of implementation time, domain knowledge and expertise in heuristics. Moreover, the reusability of these approaches may be poor because they often depend heavily on problem specific knowledge. In order to have a reusable, robust and fast-to-implement approach applicable to a wide range of problems and instances, we designed a hyperheuristic approach which will be presented later.
The work presented in this paper describes a hyper-heuristic genetic algorithm and applies it to a trainer scheduling problem. In this problem, there are a number of training events to be scheduled using a limited number of staff, locations and timeslots. The delivery of these events is highly constrained by the working ability of staff and resource limits upon time and locations. We investigate a GA-based hyper-heuristic for the problem using an indirect genetic algorithm, a hyper-GA, which may be regarded as a hyper-heuristic that uses a GA to select low-level heuristics to solve the problem. We believe that given an appropriate set of low-level heuristics and an evaluation function the hyper-GA approach may be applied to a wide range of problems of scheduling and optimisation.
The term "hyper-heuristic" was introduced by Cowling, Kendall and Soubeiga (Cowling et al, 2000) as an approach that operates at a higher level of abstraction than a metaheuristic. They described it thus: "The hyper-heuristics manage the choice of which lower-level heuristic method should be applied at any given time, depending upon the characteristics of the region of the solution space currently under exploration.'' The approach successfully solved a sales summit scheduling problem (Cowling et al, 2000) , ) and a project presentation scheduling problem (Cowling et al, 2002) . In their approach, they first design a general framework for a hyper-heuristic to select which low-level heuristic to apply, and further improve their approach using a choice function. Their choice function is calculated based on information regarding recent improvement of each low-level heuristic, recent improvement of each consecutive pair of heuristics and the amount of time elapsed since each heuristic was last called. By using the choice function, they can select which low-level heuristic to call next effectively. Hart, Ross and Nelson (Hart et al, 1998) develop an evolving heuristically driven schedule builder for a real-life chicken catching and transportation problem. In the application they divide the problem into two sub-problems and solve each using a separate genetic algorithm. The result of the two genetic algorithms is to evolve a strategy for producing schedules, rather than a schedule itself. They express the information they collect from the company into a set of rules, and combined these rules into a schedule builder by exploiting the searching capabilities of the genetic algorithm. A sequence of heuristics is evolved to dictate which heuristic to use to place a task into the schedule. Gratch and Chien (1996) , develop an adaptive problem solving system, which selects proper heuristic methods from a space of heuristics after a period of adaptation, and applied it to a network scheduling problem.
Indirect genetic algorithms have been studied by a number of researchers, such as Terashima-Marin, Ross and ValenzuelaRendon (Terashima-Marin et al, 1999) , who designed an indirect GA to solve an examination timetabling problem. They have three strategies for the timetabling problem. Their 0-7803-7282-4/02/$10.00 Q2002 IEEE representation is a 10-position array which encodes the three strategies and parameters for guiding the search algorithm that builds the timetable. Therefore the chromosome represents the way a timetable is constructed rather than the timetable itself. Corne and Ogden (Corne and Ogden, 1997) developed an indirect GA for a Methodist preaching timetabling problem and found it is more effective than a direct genetic algorithm when applied to the same problem. This paper is structured as follows. Section 2 will present the problem and our model. Section 3 will first discuss the genetic and memetic algorithms which we have developed, then we will present low-level problem-specific heuristics and provide a general framework for the hyper-GA. Section 4 gives experimental result and section 5 presents conclusion and possible directions for fixther work.
PROBLEM DESCRIPTION
The problem is to create a timetable of geographicallydistributed courses over a period of several weeks using geographically distributed trainers. We wish to maximise the total priority of courses which are delivered in the period, while minimising the amount of travel for each trainer. To schedule the events, we have 25 staff, 10 training centres (or locations) and 60 timeslots. Each event is to be delivered by one member of staff from the limited number who are competent to deliver that event. Each staff member can only work up to 60% of hisher working time (i.e. 36 timeslots). Each event is to be scheduled at one location from a limited list of possible locations. Each location, however, can only be used by limited number of events in each timeslot due to the limited number of rooms at each site. The start time of each event must occur within a given time window. The duration of each event vanes fiom 1 to 5 time slots. Each event has a numerical priority value. Each member of staff has a home location and a penalty is associated with a staff member who must travel to an event. The objective function is to maximise total priority for scheduled courses minus total travel penalty for trainers. A mathematical model for the problem is shown in figure 1 happen at most once. Constraint (2) ensures that each staff member is only required to deliver at most one event in each timeslot. Constraint (3) ensures that each location has suMicient room capacity for the event scheduled. Constraints (4), (5), and (6) link the xisl/ and ykrl variables, which address that if one event is delivered, its duration must be consecutive.
Objective
Subject to: 
Genetic and Memetic Algorithms
We first develop a direct GA for the problem. The chromosome is a 25-position array with each gene representing one member of staff. Each gene holds details of the training delivered by that staff member.
Our crossover operator randomly selects two genes and after crossover, the staff members will have swapped the events they are scheduled to deliver. The crossover is combined with a repair operator that can repair a chromosome by removing conflicting events. The mutation operator randomly selects one gene to do mutation. When one gene in the chromosome is seleted to be mutated, the algorithm will try to find one event in the unscheduled event list which can be added to the schedule for a staff member.
Empirical testing has shown that a crossover rate of 0.6 (from a range of O..l), a mutation rate of 0.03 (from a range of 0..0.2), population size 30 (from a range of 5..50), and 100 generations (from a range of 10..100) were the parameters that yielded the best results. We use elitism, which maintains the best 10 individuals from the previous generation, and the other 20 individuals are selected randomly from other members in the previous generation. The initial population is derived by randomly scheduling 30 timetables using a simple greedy hillclimbing heuristic. Table 1 lists some result of the parameter selection. From table 1 we find that the result of algorithm with bigger or smaller crossover and mutation rate cannot beat the algorithm with the rate we have used. Moreover, when the population size is small, the result is not as promising as the algorithm using large population size. Although using population size 100 produces slightly better result than using population size 30, it consumes much more CPU time. We also designed a memetic algorithm (Moscato, 1989 ) based on the direct genetic algorithm introduced above. Each member of the population is improved using one of a set of low-level heuristics that we will describe in section 3.2.1. The local search operator is applied after mutation and crossover in each generation. The mechanism of the local search is as follows. Randomly select one event from the unscheduled event list, try to add the event by using a randomly chosen add heuristic (see section 3.2.1). If the event cannot be added, apply a randomly chosen add-swap move. If none of add and addswap works, apply a randomly chosen add-delete move for the event. Repeat until all the unscheduled events have been tried. The results of the memetic algorithm are listed in table 3 as comparison to the result of hyper-GA.
Hyper-GA 3.2.1 Low-level Heuristics
We have designed twelve problem-specific low-level heuristics, which accept a current solution, and modify it locally in an attempt to return an improved solution. At each generation the hyper-GA can call upon the set of low-level heuristics and apply them in any sequence. All these low-level heuristics may be considered in three groups: add, add-swap, and add-delete. The add heuristics comprise five methods which can be sub-divided into two groups. Add-first, addrandom and add-best try to add unscheduled events by descending priority, and add-first improvement and add-best improvement consider the unscheduled list in a random order. The add heuristics can be described as follows: P Add-first tries the available staff members and locations in order until a staff member who can deliver the course at a location is found. Add-random considers the staff members and locations in a random order until a staff member who can deliver the event at a location is found. Add-best considers all possible staff and locations and selects those yielding the lowest travel penalty. > > > Add-first improvement tries staff and locations in order as above until the first one which yields an overall improvement in the objective h c t i o n is found. 9 Add-best improvement tries all staff members and locations until the best improving combination is found. There are four add-swap heuristics, and they are also subdivided into two groups according the order of the unscheduled event list.
> Swap-first and swap-randomly are analogous to add-first and add-random, except that if there is a conflicting event when considering a particular timeslot, staff member and location, we will consider all swaps between that conflicting event and other scheduled events to see if the conflict can be resolved. Swap-first improvement and swap-best improvement are similarly analogous to add-first improvement and add-best improvement with the addition of this swapping step to resolve conflicts. The mechanism of the third group (add-delete heuristics) is: select one event from the unscheduled event list by descending priority, if the event is in conflict with event(s) in the timetable (none of the event's possible staff members is able to work for it during its possible timeslots), and the event's fitness is higher than the fitness(es) of the conflicting event(s), delete the conflicting event(s) and add the unscheduled event. This group of heuristics consists of: > Add-delete-first, which tries the available staff members and locations in order for the unscheduled event until a staff member who can deliver the course at a location is found.
Add-delete-random, considers the staff members and locations in a random order for the unscheduled event until a staff member who can deliver the event at a location is found. Add-delete-worst, considers all possible staff and locations for the unscheduled event and selects those yielding the lowest travel penalty.
Representation
The representation is a sequence of integers each of which represents one low-level heuristic. Each individual in a hyper-GA population give us a sequence of heuristic choices which tell us which low-level heuristics to use and in what order to apply them
We use one-point crossover and a mutation operator which randomly selects some positions in one chromosome and mutates integers at these positions to other values ranging from 0 to 11, (Davis, 1991) . After empirical testing over a range of parameter rates, we use 0.6 for crossover rate, 0.1 for mutation rate, a population size of 30, 200 generations (100 generations gives equally good results, but we use 200 to see the further change of low-level heuristics' distribution) and retain the 30 fittest chromosomes in each generation. Table 2 lists some results of the selection of parameters, and shows that the hyper-GA approach is robust across a wide range of parameters. 
Implementation
We have 4 versions of hyper-GA, two with adaptive parameters and two with non-adaptive parameters. In the adaptive versions, the mutation rate and crossover rate adapt according to the change in fitness in each generation. When there is no improvement in average fitness over 3 generations, the mutation rate will be increased using the formula of new mutation rate = (old mutation rate + 1)/2 and the crossover rate will be decreased using the formula of new crossover rate =old crossover ratel2. If the average fitness has improved over 3 generations, the mutation rate will be decreased and the crossover rate will be increased in a converse fashion. There are two types of fitness function in the 4 versions. One uses total priority minus total travelling penalty for the solution resulting from applying the heuristics given by the chromosome to the best solution found so far, and the other uses total priority minus total travelling penalty divided by the CPU time of the application of that chromosome, so that improvement per unit time is the fitness. The consideration of CPU time is to easily compare the efficiency of each individual sequence of low-level heuristic. The comparison of these four versions can test the robustness of hyper-GA under a range of conditions. Thirty individuals are generated for the initial population by randomly selecting numbers ranged from 0 to 11 for each gene of the chromosome.
RESULTS
All algorithms were implemented in C++ and the experiments were conducted on a AMD 800MHZ with 128MB RAM running under Windows 2000. We use five sets of data in this work to test the suitability of the algorithm, which describe realistic problem instances having differing degrees of difficulty. The difficulty is generally given by the average number of competent staff members and possible locations for each event. In the least difficult data set, each event can be delivered by all staff members at all locations, while in the most difficult data set, each event can be delivered by at most 5 staff members at a specified location. The events in each data set are generated randomly, based on the characteristics of a real staff trainer scheduling problem at a large financial institution. 
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We compare each of our heuristics over the five problem instances. The number of trials on each problem instance is 1. The four versions of hyper-GA, according to the fitness function and the context of parameters for mutation and crossover rate, are as follows: 9 PPPN uses total event priority minus total travel penalty as the fitness. 9 PPPA uses same fitness. function as PPPN, and the crossover and mutation rate are adapted as discussed in section 3.3 during the evolution of the algorithm. FTPN, whose fitness function is the fitness above divided by the CPU time of the application of each chromosome so that we consider the improvement per unit time.
FTPA, whose fitness function is the same as FTPN, and where the mutation and crossover rate are adapted during the evolution of algorithm. Since the result of evolution is a heuristic, we also present, in table 3, the results of applying heuristics H1, H2, . . .. , H5
given by five different runs of the PPPN hyper-GA on a relatively difficult problem instance (the Basic data set), to each other data set. An upper bound (in table 3) is calculated by solving a relaxed knapsack problem (Martello and Toth, 1990) where we ignore travel penalties.
Finally, in order to see the efficiency and the robustness of the hyper-GA, we compare our genetic and memetic algorithms, each low-level heuristic considered alone and our hyper-GA implementation. The stopping criterion for each low-level heuristic is when all unscheduled events have been tried for the schedule. We note that the fast, greedy heuristics H1, H2,. . ., H5 are all better than the best of the low-level heuristics, so that hyper-GA has found ways of combining the low-level heuristics which are effective across all instances.
From table 3 we find that our direct GA and MA implementations achieve poorer solutions than hyper-GA, in more CPU time. The time for each low-level heuristic is much shorter, but the result is much worse than hyper-GA, as well as our GA and MA implementation. Comparing Hyper-GA with its component heuristics, and with direct GA and MA heuristics, supports the idea that Hyper-GA is greater than the sum of its parts. When low-level heuristics should direct the search in a promising region, the high-level GA will call those heuristics very often, but when a low-level heuristic cannot give the algorithm further help, the algorithm will use them less frequently and change the range of heuristics used. Heuristics which include randomness, will tend to be called when diversification is needed. For example, we see that hyper-GA identifies low level heuristic delete-first, deleterandom for PPPN in figure 3 and swap-random, delete-first for FTPA in figure 5 are unpromising, and their frequency remain low. Also we see that add-best-improvement for FTPA in figure 5 , add-best for PPPN in figure 2, add-first for PPPA in figure 3 and add-best-improvement for FTPN in figure 4 are identified as promising, and their frequency remains high.
The overall performance of heuristics in each version of hyper-GA is different. In PPPN (figure 2) , the frequency of each low-level heuristics keeps on changing even if there is no further improvement to the fitness. In PPPA (figure 3) population converges. There are some variances from generation 113 to generation 129 because the adaptive parameter change leads to some improvement. FTPN converges early at generation 46 (figure 5 ) and there are no M h e r changes to the population. In figure 6 , we see that the FTPA hyper-GA varies between being mostly crossover and mostly mutation in three large cycles, and the parameters adapt to the region of the solution space under exploration. When we consider the approach where crossover and mutation rate are adapted, we see wide variation in the frequency of each low-level heuristic during early generations. The variation disappears later on for some generations, and appears again when diversification is needed, with the frequency of each heuristic finally converging. We can clearly see the phase change caused by diversification in the PPPA and FTPA graphs in figure 3 and 5 . Note however that the adaptive approaches perform less well than the PPPN approach where parameters were carehlly tuned, for all but the least constrained problem instance.
In figure 5 and 6 when the mutation rate is nearly 1 in later generations, there is no variation in the number of calls of each heuristic. This is because the selection h c t i o n keeps the best chromosomes from previous generations in the current generation. In these generations, the hyper-GA converged and all chromosomes in each population are identical. New chromosomes produced by the evolution cannot enter the population, once these high quality solutions have been found.
CONCLUSIONS AND FUTURE WORK
Hyper-GA is a promising and generic approach to personnel scheduling and other optimisation problems. It uses a genetic algorithm as the high-level selector, with low-level heuristics as the genes in the chromosome. The evolution results in sequences of these low-level heuristics, and these low-level heuristics are applied to the problem according to the sequence specified. The nature of the low-level heuristics applied varies from one generation to the next and the hyper-GA appears to have some ability to determine when to call each heuristic, across a number of different problem instances. For the problem which we consider, hyper-GA significantly outperformed both a GA and MA, and very greatly outperformed its component heuristics.
In future, we will consider variable-length chromosomes, as well as considering different methods of parameter adaptation and other techniques to maintain population diversity. We will apply our technique to a range of real-world problems.
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