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Abstract
This paper presents methodologies for solving a common nuclear engineering prob-
lem using a suitable mathematical framework. Besides its potential for more general
applications, this abstract formalization of the problem provides an improved robust-
ness to the solution compared to the empirical treatment used in industrial practice of
today. The essence of the paper proposes a sequential design for a stochastic simulator
experiment to maximize a computer output y(x). The complications present in appli-
cations of interest are (1) the input x is an element of an unknown subset of a positive
hyperplane and (2) y(x) is measured with error. The training data for this problem
are a collection of historical inputs x corresponding to runs of a physical system that
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is linked to the simulator and the associated y(x). Two methods are provided for esti-
mating the input domain. An extension of the well-known efficient global optimization
(EGO) algorithm is presented to solve the optimization problem. An example of ap-
plication of the method is given in which patterns of the “combustion rate” of fissile
spent fuel rods are determined to maximize the computed k-effective taken to be the
“criticality coefficient”.
KEY WORDS: Expected Improvement; Gaussian process interpolator; Simplex; Stochastic
simulation; Empirically determined input domain.
1 Introduction
Some important issues in safety assessment are the selection of the measures used to prevent
accidental events. In nuclear safety applications, there are at least two competing ways of
modeling accidental events: worst-case identification (and then prevention of this case), and
the probabilistic containment of consequences. Depending on the precise application, the
opportunity to choose one or the other method of modeling can rely on practical consider-
ations, but should be consistent within the whole safety study framework and include the
mixture of information from many fields (say, for instance, seismology, structural mechanics,
nuclear core cooling, neutronics, and radiology).
Ordinarily industrial applications are in greater control than environment ones, where
unknown external conditions can modify critical process elements that affect safety. Indeed,
sophisticated mathematical models of industrial safety studies are ordinarily regarded as
reliable descriptions of their performance in the real-world. Thus, the design principle used
in many industrial safety studies is to avoid the worst-case scenarios identified by a mathe-
matical model of the industrial process. However when the complexity of the safety study
increases and the mathematical model is sensitive to uncertain parameters, the prevention
of mathematically-based unacceptable events becomes more and more problematic.
A typical example of increasing system complexity occurs when the homogeneity of a crit-
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ical materials’ density, its mixing phases, its temperature, or any other spatially-dependent
properties can not be guaranteed to be the fixed value assumed by a homogeneous model
of the system. To be a more accurate approximation of reality, the homogeneous model of
a critical component must be replaced by a heterogeneous one. However, it is typically far
more difficult to determine the worst case performance of a system having heterogeneous
components than one having homogeneous subsystems.
This paper proposes methodology for the construction of heterogeneity-based models to
provide a worst-but-credible-case in a nuclear fuel storage application. Also known as “burn-
up credit”, our assessment takes into account the burning (and thus reactivity loss) of fissile
fuel rods to relax some storage constraints in order to reduce the risk from using multiple
over-constrained storages. It should be noticed that even if this problem is solved in this
paper for systems that contain a single one-dimensional heterogeneity (say, along fuel rod
lengths), it is already useful for many other applications such as radial powder densities and
lengthwise density in pipes, among others. Furthermore, the methodologies proposed here
may well be extended to larger dimensions in the same mathematical framework.
To be now more formal, consider a real-valued simulator having functional input x(t). The
input x(t) is assumed to be positive and continuous with argument t having domain which
is a bounded interval that we take to be [0, 1] without loss of generality. In our application
n input curves to the simulator, x1(t), . . . , xn(t), were generated from a set of n runs of a
physical system that is described below in more detail. For each input x = {x(t)}t∈[0,1] the
simulator computes a y(x) that is corrupted by measurement error.
Two other features of the input curves will be noted. First, the functions xi(t), i =
1, . . . , n, are measured only at a finite grid of d values. This grid is assumed to be the same
for all functions, say, 0 ≤ t1 < · · · < td ≤ 1. An interpolation scheme would be applied to
the {xi(t)}i to achieve a common input domain if the raw data did not satisfy it. Second,
by dividing each component of x = (x(t1), . . . , x(td))
> by its mean x¯ = 1
d
∑d
j=1 x(tj) it is
assumed that
∑d
j=1 x(tj) = d for all inputs. Thus each x has positive elements and is an
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element of the d-hyperplane {w1, . . . , wd;
∑d
j=1 wj = d}; informally x is said to belong to the
positive d-hyperplane. Equivalently, x has discrete values whose average is one. Because of
their origin, this paper will also refer to the d× 1 vector x as a curve or function.
The goals of this paper are two-fold. First, it characterizes curves x that are “consistent”
with the historical x1, . . . ,xn from physical system runs. This objective can be viewed as
estimating the valid input subset of the positive d-hyperplane, a set which is denoted X .
Second, an x? ∈ X is sought that maximizes y(x) over x ∈ X .
To make this general setup concrete, consider an example that will be analyzed in Sec-
tion 4. Spent fuel rods retrieved from a nuclear reactor are inspected. Let x(t) be the
“combustion rate” (in megawatt-days/ton) measured at vertical position t along the fuel
rod, where the rod has been scaled so that t ∈ [0, 1]. Figure 1 is a cartoon that illustrates
a spent fuel rod and the corresponding combustion rate energy x(t). In this application
there are n = 3,158 spent fuel rods (and their combustion rate curves) of standard nuclear
power plants, available from Cacciapouti and Volkinburg (1997). The combustion rate is
measured at d = 18 equally spaced points along its input domain; thus the associated xi is
an element of the positive 18-hyperplane. For each combustion rate x = (x(t1), . . . , x(t18)),
an associated criticality coefficient y(x) is the output quantity of interest: if y(x) < 1, the
rod is called “subcritical”; if y(x) = 1, the rod is “critical”; and if y(x) > 1, the rod is
termed “super-critical”.
A depletion calculation was made for each of the d = 18 zones using the criticality
numerical simulation package CRISTAL (CRISTAL, 2018) which includes a macroscopic cross-
section calculation for each zone, followed by a Monte-Carlo k-effective calculation of the
whole system to compute the criticality coefficient for an entire combustion rate curve x =
(x(t1), . . . , x(t18)). This process produces a noisy version of y(x). In addition, CRISTAL can
be costly to run, although in this application the evaluations are approximately 15 minutes
each. Let yi = y(xi) denote the computed criticality coefficient for the i
th combustion rate
function, i = 1, . . . , 3,158.
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The literature contains a number of investigations that provide additional information
about Nuclear Engineering and Statistical optimization of stochastic simulators. Cacuci
(2010) provides additional background on nuclear engineering and on numerical simulation
in this context. Several papers have studied prediction of deterministic simulator outputs
having non-rectangular input regions. Stinstra et al. (2003) and Draguljic´ et al. (2012)
consider cases where codes have bounded polygonal input regions. The article de Klerk
(2008) and the references therein review optimization of a deterministic function defined on
a simplex. Loeppky et al. (2013) performed global sensitivity analysis on the output from a
deterministic computer simulator whose input is the simplex. Picheny et al. (2013) estimate
sequentially the quantile of a function y(X) with random inputs X when y(x) is observed
with measurement error.
Figure 1: Schematic of a spent fuel rod and its combustion rate curve.
The remainder of this paper is organized as follows. Section 2 reviews the Efficient Global
Optimization (EGO) of Jones et al. (1998) for minimizing an unknown y(x): X 7→ R over
a rectangular X and modifications of EGO for cases when y(x) is measured with noise.
Section 3 introduces two methods for identifying a set of curves x that are compatible
with the training inputs. One method, given in Subsection 3.1, uses expert opinion and
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a second method, described in Subsection 3.2, uses a kernel density estimation approach.
Finally, Section 4 gives two examples; the first is an easily understood analytic application
which is used to observe the performance of the proposed methodology while the second
is a determination of configurations of spent fuel rods in nuclear power reactors that are
associated with high criticality settings.
2 Sequential Optimization
Once the mathematical framework is defined, the following practical constraints of our sim-
ulation must be accounted for in its solution: a d-dimensional input space is used to ap-
proximate the functional burn-up profile, and the identification of a penalizing and credible
burn-up profile should be achievable. This problem is one of global optimization. Even
though numerous algorithms have been proposed to solve such problems, we will focus on
the ones relevant to our practical calculation issues: each simulation output relies on a
deterministic depletion calculation based on x = (x(t1), ..., x(t18) which is followed by a
time-consuming Monte-Carlo determination of the reactivity (y(x) being the k-effective).
These computational characteristics motivate us to choose an optimization method with the
smallest possible number of objective function evaluations and which also allows a noisy
objective function (as the k-effective is estimated with Gaussian measurement error).
2.1 The Expected Improvement (EI) Algorithm
First the case of minimizing an unknown but deterministic y: X 7→ R will be discussed;
then modifications will be given to accommodate the case of y(x) measured with error. In
either case, problems of maximizing y(x) can be solved by applying the methods below to
minimizing the negative of y(x).
The (expected improvement) sequential design strategies of Schonlau et al. (1998) and
Jones et al. (1998), called Efficient Global Optimization (EGO) algorithms, were introduced
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to find any xmin ∈ arg minx∈X y(x) where y(x): X 7→ R is deterministic. EGO is initiated
by computing y(x) on a space-filling set of n inputs, say Dn, so that starting information
about y(·) is available over a wide, if not dense, subset of the input space. Let yn denote the
vector of outputs corresponding to the initial n-point experimental design. At each stage
EGO adds one input x to the previous design and the associated y(x).
The reference Schonlau et al. (1998) assumed y(x) can be modelled as a draw from a hier-
archical Gaussian process plus regression. Letting Y (x) denote this process, its distribution
is specified in two stages. Given process parameters Y (x) is assumed to have mean f(x)>β
where f(x) is known and β ∈ Rp is unknown, and Z(x) ≡ Y (x)− f(x)>β is assumed to be
a stationary Gaussian process with zero mean and process variance σ2. Unconditionally, β
is assumed to have a uniform prior distribution over IRp. Suppose that n evaluations of y(x)
have been made at x1, . . . ,xn; let y
n denote the n× 1 vector of these evaluations. Also let
Y n denote the prior associated with yn.
The EGO algorithm is based on the fact that when σ2 and the correlation parameters
are known, inference about y(x0) is obtained from the posterior distribution
[Y (x0) |Y n = yn] ∼ N
(
ŷ(x0), s
2(x0)
)
, (1)
where ŷ(x0) = f
>
0 βˆ + r
>
0 R
−1
(
yn − F βˆ
)
is the best linear unbiased predictor (BLUP) of
y(x0), βˆ =
(
F>R−1F
)−1
R−1Fyn, and
s2(x0) = σ
2
{
1− r>0 R−1r0 + h>0
(
F>R−1F
)−1
h0
}
(2)
is the mean squared prediction error of ŷ(x0). Here h0 = f0 − F>R−1r0 while the vectors
f0 = f(x0) is p × 1, r0 is n × 1 vector of correlations of Y (x0) with Y (xi) at each of the
n training data inputs, R is the n × n matrix of correlations of all pairs of training data,
and F is the n× p matrix of regression functions for the n training data. See Chapter 3 of
Santner et al. (2018).
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Let
ynmin = min
i=1,...,n
y(xi)
be the smallest value of y(x) among the n previous evaluations. To find an x with smaller
value of y(x) than ynmin, the EGO algorithm defines the amount of improvement in y(·) at x
to be zero if y(x) ≥ ynmin and to be the difference ynmin − y(x) otherwise, i.e.,
Improvement at x =

ynmin − y(x), ynmin − y(x) > 0
0, ynmin − y(x) ≤ 0 .
(3)
Equation (3) is an “in principle” quantity because y(x) is unknown but the distribution of
In(x) =

ynmin − Y (x), ynmin − Y (x) > 0
0, ynmin − Y (x) ≤ 0
, (4)
given the current data Y n is a stochastic version of (3) which can be analyzed for any
x ∈ X . In particular, the conditional expectation of In(x) given Y n is termed the expected
improvement. It is straightforward to show that E[In(x) | Y n] = 0 for any x which is a
training data input and otherwise is
E [In(x) |Y n ] = s(x)
{
ynmin − ŷ(x)
s(x)
Φ
(
ynmin − ŷ(x)
s(x)
)
+ φ
(
ynmin − ŷ(x)
s(x)
)}
= (ynmin − ŷ(x)) Φ
(
ynmin − ŷ(x)
s(x)
)
+ s(x)φ
(
ynmin − ŷ(x)
s(x)
)
, (5)
where Φ(·) and φ(·) are theN(0, 1) distribution and density function, respectively. Inspection
shows that (5) is “large” for those x having either
• a predicted value at x that is much smaller than the best minimum computed so far, i.e.,
ŷ(x) ynmin, or
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• there is much uncertainty about the predicted value of y(x), i.e., s(x) is large relative to
|ynmin − ŷ(x)|.
In sum, the EGO algorithm update to Dn selects an xn+1 ∈ X to maximize E[In(x) |Y n].
Then EGO sets Dn+1 = Dn ∪ {xn+1}, Y n+1 = ((Y n)>, Y (xn+1))>, increments n, and
continues with the next update. The algorithm is typically stopped after a fixed budget
has been exhausted for y(x) evaluations or when the maximum expected improvement is
“small”. When EGO stops sampling, it predicts xmin to be that member of the current set
of inputs at which y(·) has been evaluated, say {x1, . . . ,xN}, to satisfy
y(x̂min) = min
i=1,...,N
y(xi) . (6)
The article by Picheny et al. (2013) and the references therein discuss extensions of EGO
to sequentially identify an x ∈ arg min y(x) when y(x) observations contain measurement
error, i.e., the observed value at x is
ys(x) = y(x) + (x),
where (x) is a white noise process with variance τ 2. The main complication is that no
exact y(x) evaluation is available. However y(x) can be approximated from the observed
data by
ŷ(x) = E {Y (x)|Y s(x1) , . . . , Y s(xn)}
where Y (x) is the GP described at the beginning of this section and Y s(x) is the sum of the
Y (x) process and a while noise process. A simple alternative approximation of the current
minimum in (6) is used in the examples of Section 4. The method estimates mini=1,...,n y(xi)
by mini=1,...,n yˆ(xi) − 2τ . The quantity −2τ makes the estimator downward-biased and
promotes exploration. With this estimation, the expected improvement in (5) is maximized
to select the next observation point.
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In this paper the problem of maximizing y(x) over x in an unknown X is solved by
identifying X using one of the two methods described in Section 3. Then the problem
x? ∈ argmax
x∈X
y(x) (7)
is solved by the stochastic version of the EGO algorithm with the following adjustments.
Because x = (x1, . . . , xd) ∈ X satisfy
∑d
j=1 xj = d, the Gaussian process model is built on
the d−1 dimensional image, E, of X given by the linear transformation Λ in Loeppky et al.
(2013); then E = ΛX is d−1 dimensional. The expected improvement is defined for x ∈ E
by equation (5) with the stochastic adjustments given in the previous paragraph.
3 Empirical Determination of the Input Domain
Beyond searching for penalizing cases through the optimization described above, the critical
problem in our approach is the identification of a credible set of penalized parameters. More
precisely, the optimization domain X was considered to be known in Section 2, while the
objective of Section 3 is to “estimate” X , from the observed inputs x1, . . . ,xn ∈ X . In most
industrial applications a simple hypercube may be considered for the optimization domain,
and even the boundaries may be reasonably easily assumed (for instance a density of water
between 0 and 1). But as described in the introduction, the parameters focused in our
framework are more complex and linked to each other (as a discrete sampling of functional
parameters, continuous by nature). So the relevant set for such parameters has to be defined
and standardized gauged by expert knowledge or empirical experience.
This section describes two methods for identifying a set of positive input curves x =
(x1, . . . , xd) which satisfy
∑d
j=1 xj = d and that are “near” the historical set of curves,
xi = (xi,1, . . . , xi,d), i = 1, . . . , n. These constructions recognize that the historical curves
form a skeleton of the total set of curves that should be considered as the input domain
for the optimization problems considered in this paper. The two methods do not make the
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assumption that there is a common theoretical domain that is to be estimated; indeed, they
need not produce the same extension of the set of historical curves. Acknowledging this
ambiguity, informally we use the notation X to denote the input space. The first approach
introduced in this section defines X by constraints based on a mixture of expert knowledge
of the physical system and/or graphical analysis of x1, . . . ,xn. The second approach defines
X as a kernel density estimate formed from the coefficients of the projections of the historical
xi onto a basis of spline functions.
3.1 Defining X Using Expert Knowledge and/or Empirical Expe-
rience
The first approach identifies X to be positive x curves using constraints determined by expert
knowledge and empirical experience. The latter uses a visual analysis of the n historical
curves. As an example, the following four constraints based on the historical data were used
in the examples of Section 4.
1. Bound Constraints at each of the d component positions of x
min
i=1,...,n
(xi,j)−  ≤ xj ≤ max
i=1,...,n
(xi,j) +  (8)
where j ∈ {1, . . . , d} and  ≥ 0 is a user-specified tolerance level.
2. Bounds on Incremental Changes in consecutive components of x
min
i=1,...,n
[xi,j+1 − xi,j]−  ≤ xj+1 − xj ≤ max
i=1,...,n
[xi,j+1 − xi,j] +  (9)
for all j ∈ {1, . . . , d− 1} where  > 0 a user-specified tolerance level.
3. Constraints on Maximum Variation of x
max
j=j1,...,j2
|xj+1 − xj| ≤ max
i=1,...,n
max
j=j1,...,j2
|xi,j+1 − xi,j|+ , (10)
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where 1 ≤ j1 < j2 ≤ d and  ≥ 0 are user-specified.
4. Constraints on Maximum Total Variation of x
j2∑
j=j1
|xj+1 − xj| ≤ max
i=1,...,n
j2∑
j=j1
|xi,j+1 − xi,j|+ , (11)
where 1 ≤ j1 < j2 ≤ d and  ≥ 0 are user-specified. In other cases, more general linear or
non-linear constraints such as
A
xi
x
≤ b
for i = 1, . . . , n could be used.
3.2 Defining X by Projections onto a Basis Set
Projecting x(t) onto the Set of Spline Basis Functions
The references Ramsay (2006) and Muehlenstaedt et al. (2017) provide an introduction
to spline basis functions. Let N denotes the set of positive integers. Briefly, a spline basis of
order m, m ∈ N, is a set of functions Bi,m : [0, 1] → R+, for i = 1, . . . , K where K ∈ N is
the number of spline functions. Here m is called the order of the spline. Figure 2 illustrates
the notation.
The projection of a given positive real-valued function x: [0, 1] → R+ onto {Bi,m(t)}Ki=1
is the function
x̂(m,K) = x̂(m,K)(t) =
x˜(m,K)(t)
(1/d)
∑d
j=1 x˜
(m,K)(tj)
where
x˜(m,K)(t) =
K∑
k=1
α?kBk,m(t), and (α
?
1, . . . , α
?
K) ∈ argmin
α∈RK
∫ 1
0
(
x(t)−
K∑
i=1
αiBi,m(t)
)2
dt (12)
12
0.0 0.2 0.4 0.6 0.8 1.0
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
Figure 2: K = 8 spline functions of order 5; each spline can be identified by the location of
its maximum value.
which shows that x̂(m,K) has the form
x̂(m,K)(t) =
K∑
k=1
α̂kBk,m(t). (13)
The coefficients α? = (α?1, . . . , α
?
K) have an explicit expression as the least square solution
to (12) and hence α̂ = (α̂1, . . . , α̂K) is straightforward to obtain.
Recall that the observed data for the ith curve is the vector xi = (xi(t1), . . . , xi(td))
>,
i = 1, . . . , n. To apply (12) to the function x = xi, let φi denote the spline interpolating
function satisfying φi(t1) = xi(t1), . . . , φi(td) = xi(td). Then α
? corresponding to xi is
obtained from (12) by replacing xi(t) by φi(t). (In the Section 4 examples, φi(t) is obtained
by the R function splinefun in the package splines.)
Kernel Density Estimation
Let α̂(i) =
(
α̂
(i)
1 , . . . , α̂
(i)
K
)
denote the (α̂1, . . .,α̂K) in (13) for the i
th input curve xi,
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i = 1, . . . , n. Consider the following kernel density estimation procedure based on the set{
α̂(1), . . . , α̂(n)
}
. Following the approach of Perrin et al. (2018), let φ(·) denote the proba-
bility density function of the univariate standard Normal distribution. Given K and positive
scale factors λ = (λ1, . . . , λK), let
ρλ1,...,λK (α) = ρλ(α) =
1
n
n∑
i=1
K∏
k=1
1
λk
φ
(
αk − α̂(i)k
λk
)
(14)
define a function from RK to R+ where α = (α1, . . . , αK). It is straightforward to check that
ρλ(α) has integral one over RK . Intuition suggests that given a scaling λ ∈ (0,∞)K , ρλ(α)
is large for choices of α that are compatible with the set of observed input curves.
In this paper the scale parameters λ1, . . . , λK are selected by cross validation using
λ̂ = (λ̂1, . . . , λ̂K)
> ∈ argmax
(λ1,...,λK)∈(0,∞)K
n∑
i=1
log
(
ρ−iλ (α̂
(i))
)
(15)
where ρ−iλ is obtained from (14) by removing α̂
(i) from the set
{
α̂(i)
}n
i=1
(and decrementing n
to n−1). Thus ρλ̂(α) can be viewed as a kernel density estimator most compatible with the
coefficients
{
α̂(1), . . . , α̂(n)
}
from x1, . . . , xn. Thus the value of ρλ̂(α) is used to quantify
the level of “realism” of curves having form
∑K
k=1 αkBk,m to the observed x1, . . .xn.
Threshold Selection
In the following, ρ̂(α) = ρλ̂(α) denotes the estimated compatibility function in equations
(14) and (15). To select discretized curves x most compatible with the training data, we
choose T > 0 so that α ∈ RK is considered compatible with x1, . . . ,xn if and only if
ρ̂(α) ≥ T .
The value T is chosen as follows. For α ∈ RK , let xα(t) =
∑K
k=1 αkBk,m(t); given ∆ > 0,
select a T > 0 so that any α which satisfies
(∫ 1
0
[xα(t)− xα̂i(t)]2 dt
)1/2
≤ ∆ (16)
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for at least one i ∈ {1, . . . , n} also satisfies ρ̂(α) ≥ T . Inspection of (14) shows that ρ̂(α) ≥ T
holds provided, for some i ∈ {1, . . . , n},
1
n
K∏
k=1
1
λ̂k
φ
(
αk − α̂(i)k
λ̂k
)
≥ T (17)
and (16) holds for this α and i. The expression on the right hand side of (17) is the limiting
value of (14) corresponding to the case where α̂(i) is infinitely distant from all {α̂(`)} 6`=i
and where
(∫ 1
0
[xα(t)− xα̂i(t)]2 dt
)1/2
≤ ∆. Based on the above observations, the selected
threshold T̂ is defined as
T̂ = min
α∈RK
(
∫ 1
0 xα(t)
2dt)
1/2≤∆
1
n
K∏
k=1
1
λ̂k
φ
(
αk
λ̂k
)
. (18)
In practice, the calculation of T̂ in (18) is straightforward since one can precompute the
Gram matrix with (i, j)th element
∫ 1
0
Bi,m(t)Bj,m(t)dt.
Let x(α) denote the d × 1 vector with jth element
[∑K
k=1 αkBk,m(tj)
]
for j = 1, . . . , d.
As for the historical data, scaling x(α) by the average of its components, i.e., by x¯(α) =
(x1(α) + . . .+xd(α))/d results in a positive point on the d-hyperplane (when α has positive
components). To select α compatible with ρ̂(α) > T , compute
α∗ ∈ argmax
α∈[0,∞)K
ρ̂(x(α)/x¯(α))≥∆
y(x(α)/x¯(α)). (19)
The optimization problem corresponds to minimizing a function where the constraints can
be tested with negligible cost. This optimization takes place in the K-dimensional space of
the α′s.
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4 Worked Examples
The rationale behind our approach, based on either expert knowledge or empirical experi-
ence, relies on the availability of a sufficient amount of relevant data. The present example
explicitly requires the axial burn-up profile database for pressurized water reactors available
through OECD Nuclear Energy Agency Data Bank (Cacciapouti and Volkinburg, 1997)
which is taken as the reference ”historical” data.
First, the two methods of Section 3 will be applied to identify a set of combustion rate
curves x that are consistent with those of spent fuel rods from nuclear plants, the “historical”
curves for both examples. Then the optimization method of Section 2 will be applied to a
simple analytic function where the answer and the performance of the optimization procedure
is straightforward to understand. Finally, the example introduced in Section 1 in which it
is desired to maximize the criticality coefficient for spent fuel is considered. This process is
termed Burn-up Credit Penalization in the nuclear industry.
4.1 Exploratory Analysis of the Fuel Rod Data
In this application, there are n = 3,158 discretized combustion rate curves x1, . . . , x3158, each
of which has been measured at the (same) d = 18 vertical measurement points (0, 1/17,. . . ,
16/17, 1). Recall that the curves have been normalized so that
∑18
j=1 xi,j = 18, for i = 1, . . . ,
3,158, or equivalently to have an average combustion rate equal to one. Figure 3 shows 50
representative curves from the population of curves; all 50 curves show a common ‘vertical-
horizontal-vertical’ shape which is true of the majority of curves. A small minority of the
population have a more complex character.
Because each run of the CRISTAL code for this application required only fifteen minutes,
sufficient budget was available that the code was run for all 3,158 input functions. Figure
4 plots the 50 curves yielding the lowest values of the criticality coefficient, y(xi) (between
0.86149 and 0.86665), and the 50 curves yielding the largest values of the criticality coefficient
16
Figure 3: Fifty representative combustion rate curves from the population of 3,158 dis-
cretized historical curves.
(between 0.92758 and 0.94123). Visually, it is plain that rods which are evenly burned over
t, i.e., which have constant x(t), are safest in the sense of having small y(x) values while
rods that have burned unevenly are more hazardous.
4.2 Forming X
Section 3 described two methods for defining the domain of curves x having representative
combustion rates. The first method combines graphical and numerical explanatory data
analysis (EDA) with expert knowledge about the features of burned fuel rods; the second
method selects x which are “near” to the body of basis representatives of the original 3,158
curves.
Defining X by EDA and Expert Knowledge
Based on visualization of the curves in Figure 3, curves that satisfy the following con-
straints are considered to have representative combustion rates.
• Bound Constraints in (8): set  = 0.05 for the values of the first and last measured
combustion rate, i.e., xi,1 and xi,18;
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Figure 4: In the fuel rod application of Subsection 4.1, the 50 historical curves xi with the
smallest (left panel) and the largest (right panel) outputs y(xi).
• Bounds on Incremental Changes in (9): set  = 0.03 for each of the increments
|xi,j+1 − xi,j|, j = 1, 2, 16, and 17;
• Constraints on Maximum Variation of x in (10): set  = 0.03, j1 = 3, and
j2 = 16;
• Constraints on Maximum Total Variation of x in (11): set  = 0.1, j1 = 3, and
j2 = 16.
All 3,158 historical curves satisfy these four constraints by definition and are thus part of
the X domain defined by this criterion.
Defining X as a Kernel Density Estimate
This application of Section 3.2 takes K = 8 spline functions of order m = 5 (and are con-
structed using the R package splines with knot sequence (0, 0, 0, 0, 0, 0.25, 0.5, 0.75, 1, 1, 1, 1, 1)
and option monoH.FC). Figure 2 plots the resulting set of spline functions {Bk,5(t)}8k=1 over
t ∈ [0, 1]. As described in Section 3.2, each of the 3,158 discretized curves x can be approx-
imated by a spline
∑8
k=1 α̂
(i)
k Bk,5(t). This representation results in a dimension reduction
from 18 to 8, and provides a good fit of the 3,158 curves. Figure 5 plots the original and
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Figure 5: Original (black triangles) and spline approximation (blue circles) for the curve
xi = (xi,1, . . . , xi,18) having the largest mean square difference compared with its spline
approximation, among the 3,158 historical curves.
spline approximation for the curve xi having largest mean square difference from its spline
approximation, among the 3,158 historical curves.
Kernel density estimation is performed as described in Section 3.2. The window vec-
tor obtained is (λ̂1, . . . , λ̂8) ≈ (0.018, 0.019, 0.019, 0.018, 0.017, 0.015, 0.021, 0.017). To il-
lustrate, Figure 6 plots the density of the first marginal probability density function of
the (8-dimensional) probability density function ρλ̂1,...,λ̂8(α1) together with the histogram of
α̂
(1)
1 , . . . , α̂
(3,158)
1 .
The threshold value is selected as described in Section 3.2, where ∆ = 0.05 is chosen,
and is T̂ = 54.86. Figure 7 provides a visual insight of the domain {α: ρ̂(α) ≥ T̂}. Co-
efficient vectors α̂(i1) and α̂(i2) are considered for two of the historical inputs, where α̂(i1)
is numerically distant from the remaining {α̂(i)}i 6=i1 , while α̂(i2) has closer neighbors. As a
consequence ρ̂(α̂(i1)) > ρ̂(α̂(i2)): The value of ρ̂(α) is plotted, for α belonging to the segment
with endpoints α̂(i1) − 0.1 (α̂(i2) − α̂(i1)) and α̂(i1) + 1.1 (α̂(i2) − α̂(i1)). One observes that
the parts of the segment close to α̂(i1) and α̂(i2) correspond to admissible α’s, while the
middle of the segment corresponds to inadmissible α’s. Recall that ∆ is user selected and
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Figure 6: Plot of the first marginal probability density function of the (8-d) probability
density function ρλ̂1,...,λ̂8 (in green), together with the histogram of the first components
α̂
(1)
1 , . . . , α̂
(3,158)
1 from the spline kernel basis representations of the 3,158 curves.
that decreasing it increases the threshold and vice versa.
4.3 Optimization of an Analytical Function
This subsection maximizes an analytical function y(x) over the domain of the simplex de-
termined from the n = 3,158 historical curves from the nuclear power industry. Both the
Expert Knowledge methodology and the Kernel Density approximation will be illustrated
to identify this input space. The analytical function to be maximized is
ya(x) = −||x− x0||2 − sin (3||x− x0||2)2 , (20)
where x0 is a fixed one of the n = 3,158 historical curves and ||w||2 = (w>w)1/2 for a column
vector w. The unique maximizer of ya(x) in (7) is x = x0 with optimal value ya(x0) = 0.
The function ya(x) is observed with additive Gaussian noise having mean zero and variance
0.00052. This mild Monte Carlo noise in the y(x) function mimics that present in the second
example.
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Figure 7: Values of log(1+ ρ̂(α)) (black dots), for α belonging to the segment with endpoints
obtained from a isolated historical coefficient vector and a non-isolated one. The red line is
the logarithm of (1 plus the threshold).
The goal is to assess whether the expected improvement algorithm is able to converge
to the global maximizer for both the expert knowledge domain in (7) or the domain defined
using kernel density approximation of (19).
EI Optimization of (20) over X Determined by Expert Knowledge
The set of training curves used for the analytic function consisted of 100 curves selected
by a space-filling design among the 3,158 historical input vectors. The maximum value
of ya(x) among the training data is approximately −0.75. Then 50 additional discretized
curves were selected from X using the EI/expert knowledge procedure. The maximum ya(x)
increased to approximately −0.17 using the 50 additional curves.
Figure 8 provides a visual understanding of this performance by plotting three curves that
illustrate the performance of the proposed procedure. The first curve is x0 which denotes
the true global maximizer; the second curve, denoted xinit, is the maximizer of ya(x) among
the 100 initial curves; the third curve, denoted xEI, is the maximizer of ya(x) among the 50
curves obtained by expected improvement. Observe that xEI is, visually, significantly closer
to x0 than is xinit, which suggests the convergence of the expected improvement procedure.
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This example also shows that the admissible set in (7) is amenable to maximization in
practice.
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Figure 8: Three input curves for the analytic optimization problem (20): the true global
ya(x) maximizer; the ya(x) maximizer among the 100 initial curves; the ya(x) maximizer
among the 50 curves added by EI/expert knowledge based on (8)-(11).
EI Optimization of (20) over X Determined by Kernel Density Estimation
In this case, while the analytical function ya(x) is (20), the curve x0 is now given by
(x0(t1), . . . , x0(td)), with
x0(t) =
∑K
i=1 α0,iBi,m(t)
1
d
∑d
j=1
∑K
i=1 α0,iBi,m(tj)
where α0 is one of the 3,158 α̂
(1), . . . , α̂(3158). Thus in the optimization problem (19), the
global maximizer curve is α? = α0. Noisy observations of ya(x) are obtained as above.
The initial random design of 100 curves was obtained similarly to that for the expert
knowledge procedure above; the sequentially added 50 curves were obtained by the EI/kernel
density estimation procedure. The conclusions are similar to those for the EI/expert knowl-
edge procedure. Namely, among the initial 100 training data curves, the maximum value of
ya(x) is approximately −0.71 which occurs at xinit. With the 50 additional curves obtained
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by expected improvement, this maximum increases to approximately −0.11 at xEI. Figure
9 plots the three curves xinit, xEI and x0.
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Figure 9: Three input curves for the analytic optimization problem (20): the true global
ya(x) maximizer; the ya(x) maximizer among the 100 initial curves; the ya(x) maximizer
among the 50 curves added by EI/kernel density estimation.
4.4 Optimizing Burn-up Credit Penalization
In this subsection the expected improvement procedure for solving (7) or (19) is carried
out similarly as in Section 4.3 with the analytical function ya(x) replaced by CRISTAL code
function y(x) evaluations.
For both methods of identifying the valid input space, X , the EI algorithm was carried
out starting from a Gaussian Process model based on 100 observed values of y(x). For
EI/kernel density via the optimization problem (19), these observed values corresponded to
a subset {α̂(i1), . . . , α̂(i100)} of {α̂(1), . . . , α̂(3,158)}. This subset was selected by the following
space-filling procedure. First, 100 barycenters where computed from a K means cluster-
ing algorithm applied to {α̂(1), . . . , α̂(3,158)}. Then, the {α̂(i1), . . . , α̂(i100)} closest to these
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Figure 10: The cumulative maxima, max {mhist, y(xEI,1), . . . , y(xEI,i)}, as a function of
the iteration index i for EI based on the expert knowledge constraints (left panel) and on
kernel density estimation (right panel). The symbol mhist denotes the maximum value of
y(x) among the 100 training data input curves.
barycenters were selected. The CRISTAL code was run 100 times to compute the correspond-
ing y(x(α̂(i1))/x¯(α̂(i1))) , . . . , y(x(α̂(i100))/x¯(α̂(i100))).
For EI/expert knowledge method, a subset {xi1 , . . . ,xi100} of {x1, . . . ,x3,158} was ob-
tained, using the same space-filling procedure as above. The corresponding y(xi1), . . . , y(xi100)
were selected from the historical data base.
The number of initial values for expected improvement, 100, was hence selected for two
reasons. First reason is that 100 initial observations allows an interpretable comparison be-
tween the results of EI using expert knowledge versus kernel density estimation methods.
The second reason was based on computational budget considerations. In the future, the
Burn-up Credit code is expected to become more complex and costly to evaluate. It was
extrapolated that the value 100 satisfies future budget constraints and suggests the perfor-
mance of the two input determination methods.
EI optimization of Burn-up Credit Penalization
The maximum of {y(x1), . . . , y(x3,158)} is equal to 0.94123. This illustrates the maxi-
mization performance using only the historical data base (although these values contain a
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small Monte Carlo noise). Starting with 100 training inputs and their corresponding y(x)
values and then running 100 iterations of the expected improvement procedure yields new
curves xEI,1, . . . ,xEI,100 for both the EI/expert knowledge and EI/kernel density estimation
procedures. The maximum of y(xEI,1), . . . , y(xEI,100) is 0.95535 for the EI/expert knowl-
edge procedure and is 0.94761 for the EI/kernel density estimation procedure. Hence, the
admissible set obtained from the expert knowledge is larger, so to speak, than that obtained
from the kernel density estimation procedure, and allows for larger values of y(x). This is
possibly due to the choices of the tolerance values  and of the distance ∆ (see Section 3).
One may also notice that, in essence, the EI/expert knowledge procedure allows for a larger
search space for optimization, as it does not project the curves onto a lower dimensional
space.
To show the effectiveness of the two EI procedures, Figure 10 plots the cumulative max-
ima of y(x), including that based on the training data, for the 100 EI iterations. The
convergence appears to be relatively fast when X is determined by expert knowledge. When
X is determined by kernel density estimation, additional iterations of expected improvement
would likely result in a further improvement of y(x).
Finally Figure 11 plots the three curves xhist, xexpert, and xkde, where xhist corresponds
to the maximum of the historical values {y(x1), . . . , y(x3,158)} and xexpert (resp. xkde) corre-
sponds to the maximum of y(xEI,1), . . . , y(xEI,100) for the EI/expert knowledge (resp. EI/
kernel density estimation) procedure. The deviation from xexpert and xkde to xhist is moder-
ate but non-negligible. We also observe that xkde is smoother than xexpert, which is a feature
of the spline decomposition.
5 Summary and Discussion
This paper proposes methods to identify a complicated input domain which is known to be a
subset of the simplex, based on observational historical data that are known to belong to the
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Figure 11: Curves that maximize the Burn-up Credit Penalization: (1) among the 3,158
historical curves; (2) among the 100 curves added by the EI/expert knowledge procedure;
(3) among the 100 curves added by the EI/kernel density estimation procedure.
input domain. It also shows how a variant of the EGO algorithm for deterministic output
can be applied to optimize the mean output of a stochastic simulator over this domain.
The expected improvement function is maximized over an input region of positive Lebesgue
measure by applying a linear transformation of the simplex to a lower-dimensional space.
The application of these methods to a large validated historical database of burn-up
profiles is an original proposal to solve the problem of burn-up credit in nuclear safety
assessment. It has to be compared with current approaches, such as ones that use pre-
defined profiles to check the sub-criticality of burned assemblies. But in a wider framework,
where it tends to be difficult to pre-define reference profiles (like in mixed oxides fuels), a
more general approach like the one presented here should be more robust.
We mention two problems that have not been addressed in this paper but are topics
for future research. The first problem stems from the frequently-occurring need in climate
science and other scientific areas to build adaptively an input domain from training data.
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Climate models consist of submodels for surface temperatures, wind magnitude, wind veloc-
ity, sea surface temperatures and other interacting constituents that determine the climate.
These submodels must all be computable and verifiable. The bounds on the input domain
where all the composite models can be simultaneously run is unknown and can be complex.
Thus the problem of identifying the input region is one of sequential design. A series of
inputs is identified with the resulting attempted model run being successful or not. These
data are used to estimate the input domain. The second problem is the determination of
sensitivity analysis tools for the mean of a stochastic simulator when the input domain is an
estimated subset of the simplex. The research of Loeppky et al. (2013) who developed global
sensitivity tools for deterministic simulator output defined on the simplex, is a starting point
for this more complicated scenario.
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