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ABSTRACT

Author: Alshammari, Ali N. PhD
Institution: Purdue University
Degree Received: August 2018
Title: She Is a Computer Scientist: A Quantitative Comparison Between the Effectiveness of Game
Design Studios and Robotics at Enhancing Women's Learning of, Self-efficacy in, Attitudes
Toward, and Domain Identification with Computer Science.
Major Professor: William Watson, PhD.

The underrepresentation of women in computer science is a serious issue with
ramifications that affect not only women working in the field, but also the field at large and the
national economy. While the problem is attributed to several interconnected causes, such as
computer knowledge, experience, and familiarity; they do not tell the entire story, nor do they
point to a global trend. Studies indicate that these factors did not stop the computer science field
from achieving a balanced male-female ratio in non-western countries. Since no single factor can
be attributed as the primary cause of this complicated problem, and in an effort to minimize the
issue and move computer science in western countries closer toward an egalitarian model, the
approach taken to enhance the representation of women in computer science needed to be
multifaceted. The most common factors revealed in the literature as possible contributors to the
problem were listed and categorized. Based on these factors, the study hypothesized a model
(Amal’s Model) and tested its effectiveness at predicting students’ domain identifications with
computer science. Following this, the study suggested and tested the impact of coupling
constructionist gaming with studio pedagogy in a game design studio on students’, especially
women’s, learning of, self-efficacy in, attitudes toward, and domain identifications with
computer science. The results compared the implementation of the game design studio with
robotics and traditional pedagogical practices.

xvi
The participant body (N=94) was composed primarily of computer science majors and
non-majors who were enrolled during the Fall 2017 semester. The research design included
block randomization in order to make sure that the male-female ratio was relatively balanced
across all of the groups. A pre-posttest experimental design was utilized to compare students’
learning of, self-efficacy in, attitudes toward, and domain identifications with computer science
in three groups: game design studio, robotics and coding, and a control group, with special
attention to any gender-based differences that were revealed during the study. The data were
analyzed using statistical tests and results showed that Amal’s Model was significantly effective
at predicting students’ (both men’s and women’s) domain identifications with computer science.
The study showed that aspects of Amal’s Model, including students’ learning of, self-efficacy in,
and attitudes toward computer science, were significant predictors of their computer domain
identifications with the field. The results concluded that increasing women’s domain
identifications with the field, to match domain identification levels held by men, would, in turn,
encourage women to pursue a degree in the field.
Results from the current study showed that the game design studio had a significant
impact on students’ (both men’s and women’s) learning of, self-efficacy in, attitudes toward and
domain identifications with computer science when compared with the control group. When
robotics was added to the comparison, the game design studio was effective at improving
students’ learning and attitudes, and significantly effective at improving their self-efficacy and
domain identifications from the pre-test to the pos-test. Unlike the findings produced by several
other studies conducted in this area, when students in the study were asked about the suitability
of the field for women, the majority of women and men involved agreed that the field is suitable
for women.

xvii
In analyzing the results for apparent gender-related changes in students’ learning, selfefficacy, attitudes, and domain identifications from pre-test to the post-test, it was found that
both teaching approaches were effective at improving men’s and women’s learning from the pretest to the post-test. Regardless of the differences between groups in men’s learning of, selfefficacy in, attitudes toward, and domain identification with the field, the differences were
statistically insignificant across the groups. While women in the robotics and coding group had
significantly higher self-efficacy beliefs than the control group, women in the game design studio
showed significant improvements, not only in their self-efficacy, but in their learning, attitudes
and domain identifications when compared with the control group. Even though women in the
game design studio had slightly lower domain identification levels than men in the same group,
they demonstrated the highest statistical improvement in their domain identification with
computer science when compared to not only the control group, but also the robotics and coding
group. The study demonstrated that women in the control group consistently had the lowest
scores in their learning of, self-efficacy in, attitudes toward, and domain identifications with
computer science. The results, including current findings and recommendations for enhancing
the representation of women in computer science, and suggestions for future studies, were
discussed in great detail.
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CHAPTER 1. INTRODUCTION

Women in Computer Science Education
“Women must earn less than men, because they are weaker, they are smaller, they are
less intelligent” (Vonberg, 2017). This statement, although shocking, was made, not one hundred
years ago but, in 2017. The speaker was Janusz Korwin-Mikke, a prominent Polish politician and
member of the European Parliament. Unfortunately, Korwin-Mikke’s belief reaches beyond his
political circle and is held by many people throughout the world today. Sexism affects different
sectors of public life, including the academic sector, where the belief that women are not as good
as men is often discipline-specific. Arising from the idea that gender determines cognitive
capacity and that male cognition is superior to female cognition is the belief that men excel over
women at performing within certain disciplines, such as computer science.
In an age defined and shaped by innovation and technology, it is often assumed that the
study of computer science is a gateway to numerous and wide-reaching job opportunities.
Supporting this is the fact that the number of employees in computing occupations has increased
significantly over the past few decades, from 450,000 in 1970 to 4.6 million in 2014 (Beckhusen,
2016). The field of computer science is expected to grow by 13 percent over the next eight years
(U.S. Bureau of Labor Statistics, 2018). This anticipated growth in the field, and its related
increase in job opportunities, is promising for those with computer science degrees. In terms of
salary, work-life balance, and expected employment growth, computer science related jobs rank
among the top jobs in the world (Farr & Shatkin, 2009; Shatkin, 2011; U.S. News, 2017). This is
not surprising, given that most companies in operation today are looking for professionals with
exceptional computer competencies (Nager & Atkinson, 2016). It is unfortunate that the growth
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of the field has not been accompanied by an equally compelling improvement in the role of
women within it. To combat this disconcerting trend, innovations in the field need to include
women and women’s roles within the field need to be developed and expanded (Ong, 2011).
Diversifying representation is a key part of developing progressive changes in the field,
and the earlier it is addressed, the better. According to Nager and Atkinson (2016): “The most
important STEM field for a modern economy is not only one that is not represented by its own
initial in ‘STEM’ but also the field with the fewest number of high school students taking its
classes and by far has the most room for improvement—computer science” (p.1). Efforts to
enhance the field and address its challenges will benefit both those inside the field and those
beyond its bounds. There are many potential benefits to taking steps toward diversification that
go beyond the field itself. Improvements in the field presumably will strengthen the global
economy and make it more competitive. Despite promising developments in our understanding
of the national and global relevancy of computer science, there continues to be a paradoxical
decline among women in enrollment and an increase among women in dropout rates within
computer science education in western countries (Kim, Fann, & Misa-Escalante, 2011;
Paloheimo & Stenman, 2006; Vilner & Zur, 2006).
One of the factors leading to the enrollment decline is the widely-held false belief that
computer science is a field for men. The notion that women and computer science are
incompatible is not logical but, as a widely-held myth and stereotype, it persists. Posing a
challenge to the stereotypes and myths that shape popular perceptions of computer science in the
western world are a number of forms of historical evidence of women making significant
contributions to the field, serving in the establishment of the field, advancing computer science
technology at all levels, and making computers what they are today.
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There are several overt causes of the persisting divide between women and computer
science which need to be acknowledged and addressed. The terms “leaky pipeline” and “pipeline
shrinkage” refer to the underrepresentation of women from certain STEM fields, such as science,
engineering, and technology as they progress through their schooling— beginning with loss of
interest around middle school (Arruda, Bezerra, Neris, VToro, & Wainer, 2009; Beyer, Rynes, &
Haller, 2004; Wilson, 2002). Such exclusions are well pronounced in western countries— more
so than in other places (Lagesen, 2008). Computer science in the west faces a surprising and
serious underrepresentation of women, and this affects both students and educators in the field
(Wilson, 2002; Vitores & Gil-Juárez, 2015). It also affects professionals: those expected to meet
the demands of the computer industry. Underrepresentation is likely reflected in women’s
domain identification with computer science education and professions, so this is an area in
which attention and improvement is needed.
Given the wide-ranging combination of overt and covert forms of women’s
underrepresentation in computer science, the issue needs to be addressed from multiple angles.
There are also consequences to neglecting the gender gap in the field that need to be examined in
a timely way because of the rapid growth of the field. By 2026, it is predicted that there will be
approximately 3.5 million new computer science jobs in America. Based on current graduation
rates, approximately 17 percent of these jobs will be filled by computer science graduates (The
National Center for Women in Information and Technology, 2018). Additionally, there is a big
push for U.S. citizens to fill these positions. Even though the assumption that computer science
positions can only be filled by U.S. graduates is problematic in and of itself, it only further
emphasizes the need for greater gender equality within the field. Increasing the representation of
women will increase the employee-pool and strengthen the U.S. economy. Failure to increase
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women’s representation and participation in computer science will undoubtedly result in the
deterioration of quality in computerized products and a decline in the industry’s ability to meet
user needs (LaBouliere, Lu, Ng, & Pelloth, 2015). It will also cut in half the population of
potential students needed to grow computer science education programs and fulfill the field’s
growing employment vacancies. Efforts have been made to investigate potential causes of
enrollment and drop-out issues, and the conclusion continues to point to the issue’s complex
nature (Peters & Pears, 2012; Kinnunen & Malmi, 2006).
While the problem of underrepresentation is attributed to several interconnected causes,
such as computer experience and familiarity, studies indicate that these factors did not stop the
computer science field in non-western countries from achieving a balanced male-female ratio. In
fact, in some non-western countries, computer science sometimes is dominated by women
(Lagesen, 2008; Vitores & Gil-Juárez, 2015). Studies conducted on the subject of gender
representation in countries outside of the United States highlight the importance of women’s
self-efficacy, attitudes, and domain identifications, in addition to their learning achievements,
and this suggests that each of these areas plays a distinct but important role in determining the
level of women’s representation in computer science. An important first step toward addressing
the underrepresentation problem in western countries is to examine these factors in order to
generate methods of strengthening and adjusting them.
Women’s learning, self-efficacy beliefs, attitudes, and domain identifications are
assumed to have a great influence on their career choices and decisions related to their fields of
academic study. In computer science, domain identification is a strong predictor, particularly for
women, of whether or not a student will study computer science in the future and find a job in a
computer-related area (Smith, Morgan, & White, 2005). Increasing the representation of women
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in computer science requires reducing stereotype threats about ability and fostering a sense of
belonging and identification with the computer science field and community. Negative
stereotypes are a significant deterrent against gender progress-making in the field, and it is
important to understand the negative consequences they have on the women’s entry into the
field. Accepting negative stereotypes can lead to short-term negative effects, such as poor
performance, or long-term negative effects, such as domain dis-identification, which can, in turn,
propel students to drop out of a computer science program or change majors (Morgan & Mehta,
2004; Jones, Ruff, & Paretti, 2013). Strongly linked to their domain identifications, or whether
they consider “being a computer scientist” a part of their identity, is their learning of computer
science, as well as their attitudes and beliefs about their abilities in computer science (Anderson,
Lankshear, Timms, & Courtney, 2008; Smith, Morgan, & White, 2005). A shift, therefore, must
occur that will propel a domino effect on the representation of women in computer science
education. This shift is expected to affect several areas that this study’s suggested model, named
Amal [Arabic ]أﻣﻞ, aims to improve, including women’s learning of, self-efficacy in, attitude
toward, and domain identification with computer science.
Learning achievement in computer science is affected by gender differentiation. A recent
study showed that “(a) male students have slightly better grades in most of the compulsory
courses, (b) in elective courses, overall, there is no clear pattern, (c) some core hardware/ labbased software courses are not selected by females, and (d) females perform slightly better in
those courses which are chosen by the majority of them” (Berdousis & Kordaki, 2015, p. 1161).
Explorations of learning patterns among women in computer science education requires that two
related topics be addressed: computer knowledge and experience and students’ performance in
computing-related topics computer performance. In terms of computer knowledge and
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experience, women have less computer knowledge and fewer computing experiences than men
(He & Freeman, 2010). This is not surprising, given that, in general, men use computers more
often and have more computing experiences than women (Drabowicz, 2014). The lack of
knowledge and experience can result in loss of confidence (He & Freeman, 2010). While limits
to access and lowered confidence are problematic, it is reassuring to know that when it comes to
performance, there is no gender-based disparity (Lau & Yuen, 2009). Even though their learning
abilities and preferences have a significant impact on their performance, both men and women
do equally well with learning computer science when they receive and have access to the same
learning opportunities and resources.
Women sometimes come to the computer science field with little preparation and less
computing-related skills, such as computer programming, than men (Katz, Allbritton, Aronis,
Wilson, & Soffa, 2006; Denner, Werner, O’Connor, & Glassman, 2014), and this finding
indicates that they need to acquire the skills that will empower them to be successful in the field.
Women need to feel that they are skilled in the area of computer science, which is positively
linked to their persistence within the field (Milesi, Perez-Felkner, Brown, & Schneider, 2017).
Computer science education needs to address the importance of improving students’ experiences
with and learning of computer science, especially those who are at risk, such as random learners
[students who follow the random learning style] (Lau & Yuen, 2009). This can be done by
focusing on authentic, experiential, and contextually relevant teaching approaches. This may, in
turn, lead to increases in women’s competence and sense of confidence in the field. The biggest
barrier against women’s successful participation in the field is that they too often underestimate
their ability to succeed in it.
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Computer science education should place a special emphasis on individuals’ self-efficacy
beliefs, since they are significant predictors of career choices, academic grades, and level of
persistence (Beyer, 2014; Huang, 2013). Similar to the importance of strengthening women’s “I
think I can do it” beliefs, attitudes also play an important role in whether or not women decide to
study computer science and work in computer-related areas (Anderson, Lankshear, Timms, &
Courtney, 2008). Student attitudes toward computer science play a significant role in their
learning process and academic achievements (Baser, 2013). Generally, men hold positive
attitudes toward computer science in western countries, which leads to a higher expectation for
them to major or work in computer science fields (Vitores & Gil-Juárez, 2015; Baser, 2013). It
can be expected that this relationship can be replicated, to some extent, with women, if some
adjustments are made.
The second chapter demonstrates that supporting the areas mentioned above requires
pedagogical changes and a move from a one-size-fits-all model to a learner-centered model—
one that offers personalized learning in an authentic, experiential, and contextually relevant
environment. It includes a search of more than 263 articles, summarizing significant factors
mentioned in the literature. The current study reaches beyond investigating the roots of the
problem and offers suggestions for a potential solution. The overarching goal of the study was to
improve the representation of women in computer science education and professions. In an effort
to accomplish this goal, the study aimed to create an authentic and contextual learning
environment and, subsequently, to support students', especially women’s, engagement in this
learning environment, and to improve students’ learning of, self-efficacy in, attitudes toward, and
domain identifications with computer science. The question that presented itself was: what might
a potential solution look like?
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Game Design Studio
Because of the complex nature of the issue of underrepresentation of women, the
potential solution cannot be limited to one area and must, instead, address the way in which
several areas function collectively. This study’s hypothesized and suggested solution consisted of
three main components: not just games, not just design thinking, and not just studio pedagogy,
but all of them combined (Figure 1). It used games as a theme, design as a process, and studio as
an instructional approach. Women are often found to lose interest in computer science and
change their majors after taking an introductory computer science course (Kinnunen & Malmi,
2006; Katzet al., 2006). Because of this finding, attention needs to be paid to the ways in which
computer science is introduced and such courses are built and run. What makes the problem
more complicated is that women sometimes do not perceive a value in the study of computer
science nor do they see themselves as computer scientists. In an effort to make computer science
courses more contextually relevant and connected to real world uses, a game design studio
approach was employed in the hopes of eliciting a shift in focus from value-conserving learning
to transformational learning, where students create the value of their learning.

Game

Design

Studio

Figure 1: The Study’s Hypothesized Solution
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Benjamin Franklin’s famous insight, “Tell me and I forget, teach me and I may
remember, involve me and I learn,” emphasizes the difference between knowing and doing.
Computer science graduates are expected to possess certain characteristics, including a technical
understanding of computer science; familiarity with common themes and principles; appreciation
of the interplay between theory and practice; a system-level perspective; problem solving skills,
project experience, commitment to life-long learning; commitment to professional responsibility;
communication and organizational skills; an awareness of the broad applicability of computing;
and an appreciation of domain-specific knowledge (ACM / IEEE, 2013). All of these
characteristics can be taught effectively through the authentic learning approach that a game
design studio fosters.
Even if women want to study computer science, the perceived difficulty of some core
courses, such as programming, often leads them to lose their self-confidence (He & Freeman,
2010), and consequently, to drop out of their program or change their majors (Katz et al., 2006).
Implementing design-based learning and system thinking activities in a game design studio will
allow students to come to learning with the idea that they have the necessary tools and support,
and, therefore, with a feeling that they will be able to address complex challenges (Assaraf &
Orion, 2005; Ullmer, 1986). Such activities focus more on developing universal thinking
processes and related skills, like problem-solving, that have become important to professionals in
the 21st Century. The current study hypothesized that using design-based learning activities in
computer science education will be helpful, not only at making the field more engaging,
contextually relevant, and connected to real world uses but also, at changing student mindsets,
particularly with regard to the ability to meet complexity with competence.

10
Studio pedagogy is not new to many disciplines, where it previously has been called
atelier [French atəlje]. Inspired by Reggio Emilia’s educational philosophy (Shaikh, 2015), the
history of studio pedagogy models itself on the early tutoring practices of the Ecole des BeauxArts (School of Fine Arts, France, 1819–1914) and the Bauhaus (Germany, 1919–1932)
(Vosinakis & Koutsabasis, 2013). What differentiates studio pedagogy from other similar
approaches is the amount of attention that is paid to, not only the final design (i.e., product) but
also, the process of building and promoting student levels of ethos around participation,
collaboration, and distributed expertise. In computer science, studio pedagogy is a dynamic area
that connects academic preparation with professional practice, so it might be able to be used to
demonstrate the connection between the field and the real world (Brandt, Cennamo, Douglas,
Vernon, McGrath, & Reimer, 2013).
Instead of focusing on the transmission of instruction, learner-centered principles are
utilized to make students knowledge-producers in their societies as well as to construct students’
identities as designers (Mathews, 2010). Game design studios can help students to build and
revise their understandings of their identities and to gain more knowledge about themselves, their
skills, their abilities, and their long-term interests. The dynamic interactions among individuals,
the ability to simulate and prepare students for the complexities of professional practices, and the
constant and immediate feedback that students receive from critique challenge learners to
become adaptable, requiring that they constantly revise their ideas about themselves and their
designs, and about who they are and what they want, throughout the design process. The use of
studio pedagogy in computer science is still in its infancy, but it is growing up. In the current
study, game-based learning was used as the means through which studio pedagogy could be
applied to computer science.
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Game-based learning has become a popular means of preparing a skilled workforce to
take on the challenges presented by a technologically-advanced and fast-moving future. In
computer science, game-based learning can be used effectively and meaningfully to
contextualize the abstract concepts that are foundational to computer programming. There are
two main educational perspectives on studying the effectiveness of game-based learning:
instructionist gaming, in which games are used as a medium to deliver instruction, and
constructionist gaming, in which students are provided with educational opportunities to
construct their knowledge and translate it into games (Kafai, 2006). The game design process is
complex and requires skills and talents from various sources to come into play. This opens doors
for students from different backgrounds to see the need for working together in teams, which,
consequently, can improve, not only their autonomy, relatedness, and competence but also, their
ability to enhance the core areas of learning, self-efficacy, attitude, and domain identification.
With advancements in technology, the design and development of computer games has become
significantly easier than it has been in the past, enabling students, especially women who have
been excluded from the gaming industry, to build their sense of self-efficacy even if they come
in with less gaming or programing experience than men. Such advancements have also caused
women to join the gaming industry as active learners, creators, and producers rather than merely
as consumers. In a game design studio, students can take control of their own learning, become
actively engaged in the design process, and play the dual roles of student and designer. It is
necessary to explore the roles that constructionist gaming and studio pedagogy play and the
effect of each on student domain identifications. The current study contributes to the literature
base by investigating the impact of combining constructionist gaming, design-based learning,
and studio pedagogy together in a game design studio on critical aspects of women’s
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representation and presence in computer science, as well as by providing post-studio conclusions
that they have drawn about their learning of, self-efficacy in, attitudes toward, and domain
identifications with computer science.
Statement of the Problem
Long-term efforts to solve the leaky pipeline problem in computer science have been
made but have not been proven to be successful (Cohoon & Aspray, 2006, p. ix), so there
remains a need to find an effective way to expand women’s representation in the field. A
comprehensive review of the literature suggested that women sometimes underestimate their
abilities, have less computer knowledge and experience, and have different learning styles, less
confidence, more negative attitudes, and a lower sense of domain identification. This points to a
need for more exploration and reparative efforts— specifically, to the need for an approach that
is meant, and initially designed, to immerse learners in realistic, authentic, and experiential
situations aimed at improving women’s learning process by adding affirmative messages, such as
“I can do it, I think I can do it, I think it is important to do it, and doing it is a part of who I am,”
to build stronger relationships with the field. This can be done by tapping into what is offered by
constructionist gaming, design-based learning, and studio pedagogy. It can also be done by
reducing stereotype threats and increasing the representation of women in computer science
education and professions by targeting their learning of, self-efficacy in, attitudes toward, and
domain identifications with computer science.
The larger aim of the study was to present empirical findings to build a foundation for
future game design studios. To accomplish this goal, this study evaluated whether or not
supporting computer science students with an additional workshop alone was enough to produce
adequate improvements across the aforementioned areas. Following this, the study determined
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whether or not employing a game design studio approach in the workshop (instead of a
traditional teaching approach to teach computer programming, such as robotics) was beneficial,
and determined the degree to which this approach produced improvements.

Research Questions
The study’s design relied on a pretest-posttest control group design that was used to
address the research questions underlying the study. Four primary questions were posed. Each
one of these primary questions contains several secondary questions.
1. Do students’ learning of, self-efficacy in, and attitudes toward computer science significantly
predict their domain identifications with computer science?
2. Is the implementation of a game design studio approach in computer science significantly
effective (at α=0.05) compared to the robotics and coding approach and the traditional
instruction in the control group, at increasing students’ learning of, self-efficacy in, attitudes
toward, and domain identifications with computer science, from the pre-test to the post-test?
3. Are there any significant gender-based differences (at α=0.05) in changes in students’
learning of, self-efficacy in, attitudes toward, and domain identifications with computer
science between the game design studio group, the robotics and coding group, and the control
group, from the pre-test to the post-test?
Hypotheses
Based on the aforementioned research questions, several hypotheses were formulated:


Hα1: Students’, both men and women, learning of, self-efficacy in, and attitudes toward
computer science significantly predict their domain identifications with computer science.
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Hα2.1: Students in the game design studio will show significantly higher benefits in their
learning of, self-efficacy in, attitudes toward, and domain identifications with computer
science at (α= 0.05), demonstrated through the changes in their learning of, self-efficacy in,
attitudes toward, and domain identifications with computer science, from the pre-test to the
post-test, when compared with the robotics and coding group.



Hα2.2: Students in the game design studio will show significantly higher benefits in their
learning of, self-efficacy in, attitudes toward, and domain identifications with computer
science at (α= 0.05), demonstrated through the changes in their learning of, self-efficacy in,
attitudes toward, and domain identifications with computer science, from the pre-test to the
post-test, when compared with the control group.



Hα3: There are significant gender-based differences (at α=0.05) in changes in students’
learning of, self-efficacy in, attitudes toward, and domain identifications with computer
science between the game design studio group, the robotics and coding group, and the control
group, from the pre-test to the post-test.
Definition of Terms
The following terms and definitions used throughout this study are included to help the

reader remember relevant keywords and to avoid confusion. Note: a definition not followed by a
citation is the researcher’s definition.
Constructionist gaming: A perspective of game-based learning that focuses on providing
students with educational opportunities to construct their knowledge and translate it into games
(Kafai, 2006).
Game design studio: A teaching approach that combines the use of the constructionist gaming
approach with the principles of design-based learning and studio pedagogy.
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Design-based learning: “an educational approach grounded in the processes of inquiry and
reasoning towards generating innovative artifacts, systems and solutions” (Puente, van Eijck, &
Jochems, 2017 p. 14).
Authentic learning. The type of learning that “focuses on real-world, complex problems and
their solutions, using role-playing exercises, problem-based activities, case studies, and
participation in virtual communities of practice” (Lombardi, 2007, p. 2).
Learning. “The quantity of knowledge the learner has accumulated” (Molnar & Muntean, 2015,
p. 965).
Self-efficacy. A judgment about one’s ability to organize and execute the courses of action
necessary to attain a specific goal— self-efficacy judgments are related to specific tasks in a
given domain (Bandura, 1997; Zimmerman, 2000).
Domain Identification. “The extent to which an individual defines the self through a role or
performance in a particular domain [such as computer science]” (Osborne & Jones 2011, p. 132).
Attitudes. “A learned association in memory between an object and a positive or negative
evaluation of that object” (Fazio, 1990).
Significance of the Study
This study is important to computer science education, game design, and learning design
communities. It attempted to fill in gaps in the literature created by the current lack of empirical
research on the leaky pipeline problem in computer science. The literature showed that the
underrepresentation of women is well pronounced in western countries, where more than twentyfive years of efforts and interventions have not resolved the issue. While efforts to establish the
existence of the problem have been plentiful, efforts to address the problem have not been
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successful. This study provided some empirical findings that could be used to solve or minimize
the problem, based on lessons learned from examples set by non-western countries. The study
presented Amal’s Model as a method of exploring factors that could enhance women’s domain
identification with computer science. The study tested the effectiveness of using a game design
studio in computer science education by comparing its impact on students’ learning, selfefficacy, attitudes, and domain identifications with, not only the control group but also, another
alternative approach (i.e., robotics) to ensure that the results were not confounded by the
treatment effect (the effect of simply doing more practice). In response to the mostly-unexplored
use of studio pedagogy in computer science, this study provided a complete picture of the game
design studio approach and offered some research-based recommendations that instructors and
instructional designers need to consider when they design or implement the approach. The
literature does not address the requirements for setting up and implementing a game design
studio, so this was an area to which the study contributed. The study additionally provided a set
of personal observations and recommendations for those who are interested in using the
approach, especially in non-traditional studio disciplines, such as computer science.
The study provided significant contributions to the instructional design community and to
the game design community as a whole, as well, by providing important data that can be used to
determine whether or not including game design activities in education is beneficial and whether
or not it affects the critical aspects of women’s learning, including knowledge, self-efficacy,
attitudes, and domain identification. This can be helpful for those who are interested in exploring
the importance of teaching women game design. One additional benefit of the study was that it
aimed to help the computer education community determine if it is possible to minimize the
leaky pipeline problem without the need for enhanced teaching approaches or if the complexity
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of the problem truly does require the use of additional authentic experiential learning approaches
that are tailored specifically to the issue of gender representation.
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CHAPTER 2. LITERATURE REVIEW

Introduction
Women in Computer Science
The history of the role of women in higher education is complex, and studies on the
subject reveal interesting findings. The nineteenth century was a significant period: women
challenged the relationship between higher education and gender segregation by entering college
to pursue undergraduate and graduate degrees (Alemán & Renn, 2002). After the nineteenth
century, the male to female ratio was stabilized for a short period of time, from 1890 to 1930, but
the enrollment of women began to decline in the 1930s, at which time men significantly
outnumbered of women (i.e., for every woman there were 2.3 men attending college in 1974)
(Aspray, 2016). By the 1970s, the long period of gender inequality in education ended and the
decline began to reverse. Since then, the number of women attending college has increased,
eventually eclipsing the number of men (Aspray, 2016). Despite this, women are still
underrepresented in certain academic fields, including computer science, engineering, and the
physical sciences (McDonald, Loch, & Cater-Steel, 2010; White & Massiha, 2016).
The field of computer science grew rapidly between 1960 and the 1980s, and women not
only entered the field, but did so in large numbers (Hayes, 2010). Although the details remain
unclear, during the mid-1980s, an event happened to change the trend in a negative direction.
According to Thomas J. Misa, (the editor of Gender Codes: Why Women Are Leaving
Computing):
Despite these early successes, something unprecedented in the history of the professions
hit computing in the mid - 1980s: not merely did women stop entering computing in large
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numbers, but the proportion of women studying computing actually began falling — and
it has continued to fall, steadily, all the way through to the present (Misa, 2010, p.5).

In their study, Sax et al., (2017) analyzed large data gathered from 8 million students
attending 1,225 baccalaureate-granting institutions from 1971 to 2011 and found a persistent
underrepresentation of women in computer science across all years (Sax et al., 2017). The low
number of women studying computer science indicates that efforts made to increase the
representation of women in the field have produced minimal results. From 1986 to 1996, the
number of women who were computer science majors decreased 55 percent, significantly higher
than the 33 percent decrease in the number of men who were computer science majors (Beyer,
Rynes, Perrault, Hay, & Haller, 2003). The National Science Foundation (NSF) reported recently
that compared to other majors, the proportions of women studying computer science,
engineering, and physics are ranked lowest (National Science Foundation, 2017). The most
recent published data from the NSF (2017) showed that the number of women, who made up
about 38 percent of 1983-84 computer and information sciences bachelor’s degree recipients,
decreased to 18.7 percent in 2015-2016. Figure 2 and 3 show that increases in the number of
women in computer science between 1995 and 2004 were followed by a significant decrease by
2014. The NSF has commented on this decline:
In the past 20 years, the number of women in computer sciences has risen at all degree
levels. The proportion of women with degrees in computer sciences has increased slightly
at the master's and doctoral level but has declined at the bachelor's level. In the past 10
years, both the number and proportion of computer sciences bachelor's degrees earned by
women has declined (National Science Foundation, 2017, P.6).
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A similar scenario can be found in other western countries. According to the Higher
Education Statistics Agency (HESA) (2017), the field of computer science in the United
Kingdom, resembling other STEM-related majors, suffers from an inability to achieve a balanced
male-female ratio (Figure 4). Computer science has high non-continuation rates. Figure 5
summarizes the data: domiciled young (aged under 21) entrants to full-time first-degree courses
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in 2014/15 were no longer in higher education (HE) in 2015/16, indicating that computer science
has the highest dropout rate, at 10.7 percent. The situation is not any better for mature (aged 21
or over) entrants; among mature entrants, computer science also has the highest dropout rate, at
17.6 percent.
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The underrepresentation of women in computer science education and professions is a
serious and complicated issue. The notion that women and computer science are incompatible is
not logical but, as a widely-held myth and stereotype, it persists. Although computer science
grew out of the military, which women do not typically find attractive (Mellström, 2009),
perhaps surprisingly, women made significant contributions to the field during its establishment.
In fact, there is some historical evidence that suggests that during its establishment, computer
programming was predominantly a woman’s field (Panteli, Stack, & Ramsay, 2001). The history
of computer science’s evolution is full of the names of women consequential to its development,
such as Judith Levenson Clapp, one of the initial programmers of the Whirlwind system (the first
real-time computer); Augusta Ada Byron Lovelace, known to be the first computer scientist and
the first conceptual programmer; and Grace Murray Hopper, who is known as the "grandmother"
of COBOL (Figure 6) and played a key role in making computers what they are today (Gürer,
2002; Coe & Ferworn, 2016).

Figure 6: Grandmother of COBOL, Grace Murray Hopper— Adapted From (Coldewey, 2016)
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The Importance of Women in Computer Science
The underrepresentation of women in computer science is as puzzling as it is serious
because “it is not clear how the situation arose, nor how to turn it around” (Hayes, 2010, p.43).
The ramifications of allowing the issue to be ignored, rather than addressed, are great. In addition
to raising ethical concerns about gender equity, women’s underrepresentation in computer
science also negatively affects women and their income potential (Beyer, 2008; Beyer, 2014).
According to Sax et al. (2017) “Increasing the number of young people who major in computer
science is vitally important; recruiting women in particular to computing is essential” (p.285).
Women are at a disadvantage when it comes to finding a career in the computer science industry
(Cheryan, Plaut, Davies, & Steele, 2009). By ameliorating the problem and directing women’s
attention toward computer science, we can both increase their presence in the field and motivate
them to pursue other areas of STEM education (Lee, 2015).
Enhancing the representation of women in computer science is expected to enhance the
American innovation. Consider for example the fact that from 1980 to 2010, 87.4 percent of all
information technology inventions were patented by men, compared to 2.1 percent that were
invented and patented by women (Ashcraft & Breitzman, 2012). The American Association for
the Advancement of Science (AAAS) has acknowledged the serious negative consequences of
the underrepresentation of women in STEM education and has released a call to Congress to put
policies in place that encourage and create new forms of access for underrepresented groups,
including women, in an effort to save American innovation (Buzzetto-More, Ukoha, & Rustagi,
2010). This points to the global impact of women’s underrepresentation on the field and those
affected by it. The issue not only prevents women from finding jobs in the industry; it also
affects the entire industry because of losses related to the absence of women, including the loss
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of diverse perspectives and the loss of any efforts made previously to enhance the quality of the
computer industry (Hill, Corbett, & St. Rose, 2010; Katz et al., 2006; Margolis & Fisher, 2002;
Beyer, 2014). The National Center for Women and Information Technology reported recently:
In 2015, women held 57% of all professional occupations, yet they held only 25% of all
computing occupations. And the numbers are even lower when considering women of
color; for example, Latinas and Black women hold only 1% and 3% of these jobs,
respectively (Ashcraft, McLain, & Eger, 2016, p. 2).

Further demonstrating these consequences, the literature shows that mixed-gender teams
are capable of producing higher quality work than homogenous teams (Hoogendoorn,
Oosterbeek, & Van Praag, 2013). A large study showed that mixed teams with a balanced ratio
of women-men also demonstrated a broad range of experiences and diverse backgrounds, and
were more experimental and efficient (Gratton, Kelan, Voigt, Walker, & Wolfram, 2007). The
industry, therefore, needs more women to fill jobs and broaden the scope of its influence (Sax et
al., 2017). Based on estimates from the U.S. Bureau of Labor Statistics, the National Center for
Women in Information and Technology (2018) projected that there would be about 3.5 million
new computer science jobs in America by 2026. Based on current graduation rates, only
approximately 17 percent of these jobs will be filled by computer science graduates. Even
though the assumption that those positions can only be filled by U.S. graduates is not logical,
increasing the representation of women in the field will reduce the United States’ need to look
for non-U.S. computer science graduates to save its economy and fill those positions. The low
number of women in computer science is leading to a talent deficit (Delos, 2008) and having a
negative impact on the ability of businesses to find qualified employees to fulfill their needs
(Beyer, 2008). By not fostering and supporting the long-term of representation of women in
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computer science programs, we are not only reducing the quality of our innovations; we are also
losing half of the population of those with the potential to participate in the computer science
industry.
The Leaky Pipeline
The metaphor of the “leaky pipeline,” or “pipeline shrinkage,” refers to the gender- and
race-based exclusion of women and minorities from some STEM fields, such as science,
engineering, and technology (Goulden, Mason, & Frasch, 2011; Arruda, Bezerra, Neris, Toro, &
Wainer, 2009; Vitores & Gil-Juárez, 2015; Beyer, Rynes, & Haller, 2004; Wilson, 2002). Such
exclusions are well pronounced in western countries, more so than in other places (Lagesen,
2008; Michell, Szorenyi, Falkner, & Szabo, 2017). As a response to this, the metaphor was
created by the NSF to draw researchers’ attentions toward the importance of increasing the
number of minorities, including women in some STEM fields, in order to enhance the quality of
the economy and the military (Lucena, 2000). Computer science faces a serious
underrepresentation of women and this affects both students and educators within the field
(Wilson, 2002), in addition to affecting professionals— those expected to meet the demands of
the computer industry. In general, women show less enthusiasm than men toward computer
science (Larsen & Stubbs, 2005); as such, the issue of attitude, among others, needs to be
explored and addressed.
The problem of underrepresentation is most prevalent in western countries, such as the
United States, Canada, countries in the European Union, New Zealand, and Australia (Vitores &
Gil-Juárez, 2015; Michell, Szorenyi, Falkner, & Szabo, 2017). This finding is backed by startling
numbers: in 2017, for example, female students made up only 20 percent of computer science,
computer engineering, and information technology majors in Germany (Statistisches Bundesamt,
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2018). Figure 7 shows that women awarded bachelor's degrees in computer science in the U.S.
between 2004 and 2014 are few in number when compared with other science and engineering
(S&E) fields, such as biological science and psychology (National Center for Education
Statistics, 2018).
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Perhaps surprisingly, the issue of underrepresentation is specific to the west and does not
affect other parts of the world (Lagesen, 2008), such as Malaysia, Armenia, Mauritius, and
Afghanistan (Vitores & Gil-Juárez, 2015). In some non-western countries, men and women are
almost represented equally in computer science education and related professions, which
supports the underlying basis of the current study’s arguments and offers hope for more genderbalanced academic programs and workplaces globally (Mellström, 2009). In India, for example,
the number of women who study computer science has increased in the last 15 years, reaching 42
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percent of undergraduate students in computer science and computer engineering in 2011, more
than double the percentage of women in computer science in the United States (Powell & Chang,
2016; Varma & Kapur, 2015).
Although computer science is related to engineering, it is, in fact, a science because it
focuses on information processes both natural and artificial (Denning, 2005). Several efforts
have been made to increase the number of women in computer science; however, the results are
not satisfying, and, according to Vitores and Gil-Juárez (2015), disappointingly show an increase
in the number of women in all other science-related fields and professions except for computer
science. Clearly, there is a need to look more closely at such patterns: to understand the
background and psychosocial factors that may prevent women from majoring or finding a job in
the computer science field (Buzzetto-More, Ukoha, & Rustagi, 2010; Ceci, Williams, & Barnett,
2009). There is also a need to initiate a dialogue with women, survivors of the 'boys’ club'
atmosphere of college computing, who decided to study computer science despite discouraging
barriers, in order to see what encouraged them to survive in a field that is dominated by men
(Margolis & Fisher, 2002).
To respond to these needs, many researchers have investigated potential causes of
enrollment and drop-out issues, and the conclusion continues to point to the issue’s complex
nature (Peters & Pears, 2012; Kinnunen & Malmi, 2006). In order to address the need for more
exploration of this highly complex topic, as well as to improve computing education, this chapter
provides a literature review directed toward the computer education community. It explains the
seriousness of women’s underrepresentation in the computer science field, explores the
complicated factors that cause it, and provides suggestions and recommendations for solving the
problem. The entire literature review is grounded in empirical and theoretical studies.
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Summary of the Introduction
The beginning of this chapter offered an explanation of the advantages of increasing the
number of women in computer science for their benefit, for the benefit of the field and the
industry, and for the benefit of the computer science community at large. The previous sections
emphasized the serious consequences, supported by statistics, of not solving this issue
immediately. The notion that computer science is not for women is inaccurate. Even though there
is a dearth of literature about women in computer science, in some western countries, such as
United States, there is historical evidence of women making significant contributions to the field,
both serving in the establishment of the field and making computers what they are today
(Aspray, 2016). According to Vitores and Gil-Juárez (2015), most studies in the field focus on
the ‘leaky pipeline’ metaphor and do not attempt to look at the roots of the problem or to explore
questions, such as what is computing and what is gender? There is a need to look more deeply at
the roots of, and the factors related to, the deficit in order to increase the number of women in
computer science education and professions.
Factors Related to the Problem
Overview
Literature on the subject of the underrepresentation of women in computer science points
to various potential causes. In this section, all of the causes brought up in the literature search
were listed and categorized because there appears to be no single factor that leads independently
to the problem. The issue is multifaceted, as was made clear by Joy Teague (2000)’s study,
which stated that career choice depends on a variety of experiences instead of a single factor or
event. Using the Social Cognitive Career Theory (SCCT), Lent, Lopez, Lopez, and Sheu (2008)

29
have found that components of the SCCT’s model of the career choice process (i.e., self-efficacy,
outcome expectations, interests, goals, and social supports and barriers) are an adequate fit for
the interests and persistent goals of computer science students. Similar to this, a search of 263
articles yielded several factors that were listed and categorized in Table 1. Each of these factors
can be logically placed in one of the following categories: 1) stereotype threat and exogenous
factors); 2) learning; 3) self-efficacy; 4) attitudes; 5) identification and self-determination; or 6)
pedagogical practices.
Table 1:Factors Related to the Problem
Category
1.

Stereotype Threat &
Exogenous Factors

2.

Learning: Ability,
Experience, and
Performance

Factor
































Cultural values
Race
Parental support
Socio-political factors
Lack of mentoring and role models
Information source
Gender discrimination
Social supports
Social barriers
Traditional socialization
Traditional sex roles
The return of male veterans after WWII
Civil rights and women’s rights movements
The reverse discrimination environment
IT workforce needs
Physical environments-stereotypical objects and cues
Prior computer science experience
Prior programming experience
Prior non-programming computer experience
Learning skills
Cognitive skills
Performance gap
Outcome expectations
Scholastic Aptitude Test scores
Psychological facets
Problem-solving skills
Aptitudes
o Math ability
o Spatial reasoning ability
o Verbal reasoning ability
o Prior Calculus courses
Work style preference
Computer ownership
Frequency of computer use
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3.

Self-efficacy

4.

Attitude

5.

Identification and
Self-Determination

6.

Pedagogical Practices









































Computer games
Computer fluency
Computer self-efficacy
Low self-esteem
Confidence
Beliefs
Valuing
Confidence
Performance outcomes
Vicarious experiences
Verbal persuasion
Physiological feedback
Attitudes toward computer science education
Computer attitude
Attitudes toward women in computer science
Attitudes toward computer programming
Career interest
Self-Concept
Identification
Belonging
Intrinsic motivation
Clear career goal
Negative perceptions
School climate
Computer anxiety
Expectations and values
Attribution for success/failure
Encouragement
Abstract studies
Out-of-date curriculum
Poorly trained teachers
Departmental and institutional characteristics
Institutional support
Peer support
Faculty support
Faculty attitude
Instructor quality
Classification of the field as a science
Educational assessment

Domain Identification
What is it to be a computer scientist? What are the differences between computer science
majors and non-majors who take computer science courses? When a new intervention is
introduced, one of the challenges that needs to be addressed is how to move women from a short-
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term situational interest in computer science to a long-term interest that allows them to integrate
knowing computer science into their self-definitions (or identities). The term domain
identification is defined as “the extent to which an individual defines the self through a role or
performance in a particular domain [such as computer science]” (Osborne & Jones 2011, p. 132).
It is an important individual difference variable that is strongly linked to academic achievement
(Osborne & Jones, 2011), self-efficacy, and meaningful cognitive engagement (Walker, Greene,
& Mansell, 2006). In other words, it determines how much an individual values the importance
of achieving and performing well in a given domain. It should be mentioned, however, that
domain identification and self-efficacy are separate constructs, since, according to Massé, Perez,
and Posselt (2010), “it is possible for one to see oneself as highly capable in school without
having a high self-esteem and self-concept in academic performance.” (p.287).
Domain identification involves the processes of valuing and devaluing domain-specific
self-concepts in relation to self-esteem, and it plays an important role in students’ academic and
career decisions and choices (Steele, 1997). In a similar academic discipline, Jones, Ruff, and
Paretti (2013) found that domain identification was a significant predictor, especially for women,
of persistence in engineering. A similar scenario unfolds in computer science, evidenced by
Smith, Morgan, and White (2005)’s finding that domain identification and gender were
important factors in predicting who had considered computer-related careers in the past (men
produced stronger computer science identifications than women). Supporting this, a recent article
published by the National Center for Women in Information and Technology emphasized the
importance of using inclusive pedagogy to retain women and suggested, based on two studies in
engineering, that women lose their self-efficacy, or their confidence in their ability, due to the
belief that they “do not fit the image of scientist or engineer” (Barker & Cohoon, 2015, p. 1).
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A student’s success in a domain can be predicted by whether or not, and to what extent,
they identify with the domain (Wasserberg, 2014). In educational settings, Steele (1997) explains
that “to sustain school success one must be identified with school achievement in the sense of its
being a part of one’s self-definition, a personal identity to which one is self-evaluatively
accountable” (p. 613). While this is positive in some regards, domain identification can also be
negatively influenced by stereotype threats (discussed later), which can increase a student’s
anxiety and decrease their performance, self-efficacy, and attitude (Crocker, Major, & Steele,
1998; Massé, Perez, & Posselt, 2010). What makes the situation more complicated is that not
only do negative stereotypes have an impact on student performance and success in the field
(Morgan & Mehta, 2004); they also have long-term effects that can cause domain disidentification, which leads students to change their majors (Jones, Ruff, & Paretti, 2013).
Increasing domain identification is assumed to increase the frequency of desirable behavior
outcomes in a particular domain. In order to strengthen a woman’s persistence in an academic
field (e.g., computer science), she needs to establish a relationship between herself and the field
(e.g., valuing computer science as central to her self-concept). The question, therefore, becomes:
how can she do that?
There are several factors that can play an important role in increasing domain
identification. According to Massé, Perez, and Posselt (2010), school success, positive feelings,
and self-esteem are assumed to increase domain identification. Women need to feel positive
about and confident with their worth and abilities in the computer science field. Moreover,
increasing women’s sense of self-efficacy and representing the field in a way that will be
perceived as rewarding, attractive, and important will presumably increase domain identification
(Steele, 1997). In their model, Osborne and Jones (2011) showed that domain identification in
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engineering, a similar discipline, is determined by several factors, including group membership,
family, peers, community environment, school climate, and educational experiences. It is
hypothesized that targeting these factors will support the relationship between women and the
computer science field. This will be discussed in the next sections.
Self-Determination
Domain identification in students is linked to the belief that they have the choice to
control their own destiny, which is known as self-determination. This section will focus on the
relationship between self-determination, academic/career planning, and decision-making. The
self-determination theory is a macro theory of motivation. It assumes that people have innate
tendencies to learn what they do not know, and that they seek knowledge and desire coherence.
Such tendencies play an important role in their engagement and academic performance (Jang,
2008; Ryan & Deci, 2000). The theory assumes that an individual’s intrinsic motivations in a
given activity is dependent upon their satisfaction with three interrelated and complementary
psychological needs: autonomy, competence, and relatedness (Ryan & Deci, 2000).
Autonomy occurs when someone feels ownership over their actions rather than feeling
controlled by others. Competence refers to the need to feel effective in one’s environment and
capable of using skills to have an impact on the environment. Relatedness refers to the need to
establish a sense of belonging with others, in order to feel cared for and connected to others.
These three needs are assumed to be innate and universal across gender, age, and culture (Wang,
Liu, Koh, Tan, & Ee, 2011). Since performance is an important factor in increasing domain
identification, and since self-determination and performance are “developmentally interlocked”
(Garon-Carrier et.al., 2016), there is a need to discuss in greater detail how the three
psychological needs affect the underrepresentation of women in computer science education.
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Relatedness: Will She Be Seen as Belonging in the Domain?
Establishing Membership
The underrepresentation of women in computer science is a multifaceted problem. In
addition to the role that media and popular culture play in contributing to the problem, the
education system also bears some of the blame. Women sometimes come to the field with little
preparation from their K-12 education (Denner, Werner, O’Connor, & Glassman, 2014). One
explanation, according to Denner, Werner, O’Connor, and Glassman, is that men usually have
more math and programming experience. A positive experience with prior programming or
higher-level math can play an important role in making men more confident about their computer
science courses. Because of this, women often feel they do not belong in the field. In their
research, Master, Cheryan, and Meltzoff (2016) found that women avoid studying computer
science because some stereotypes lead them to think that they do not belong to this field. In nonwestern countries, such as Malaysia (discussed later) and India (Varma, 2009), women see the
computer science field as women-friendly. In a study conducted by Buzzetto-More, Ukoha, and
Rustagi (2010), some participants placed the blame on secondary education for not offering
enough courses in computer science to students, which could affect their academic preparation.
Students develop the notion that mathematics, science, and computing fields are for men by the
end of middle school (Clewell & Braddock, 2000), which points to the need for proactive early
interventions. The development of this belief early in life has long lasting effects for many
students. Recently, there were efforts to expose K-12 students to more computer science courses.
For example, the White House has announced new commitments to give millions of additional
K-12 students access to computer science education (Office of the Press Secretary, 2014).
However, Master, Cheryan, and Meltzoff (2016) argued that even if computer science courses
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are offered, they will be ineffective at minimizing the underrepresentation of women in computer
science if they cannot make students feel welcomed in the field.
The underrepresentation of women has a negative impact on self-confidence of even
those who do choose to study computer science (Kim, Fann, & Misa-Escalante, 2011). The lack
of confidence in women who could potentially excel in the field is a result of a shared
misunderstanding that is formed, in part, by cultural influences, such as teachers, parents, and
peers who hold the belief that computer science is a geek-only field (Larsen & Stubbs, 2005).
Computer science, as a discipline, was born in the early 1960s (Gupta, 2007). Although
computer science is a very dynamic field spanning across many disciplines (ACM/IEEE
Computer Engineering Curricula, 2016), it is still struggling to attract people from different
background areas and interests. Up until now, computer science has been thought to attract
‘geeky’ people but not to attract people of diverse backgrounds, interests, and personalities.
According to Klawe (2001), ‘nerds’ and ‘geeks’ are not enough to keep alive and grow the field
of computer science; the field needs to extend its parameters to include students who have
interests in a variety of areas, such as art, language, literature, education, entertainment,
psychology, biology, music, history, and political science, so that such individuals can use their
knowledge and backgrounds to enhance, broaden, and diversify the field of computer science.
Increasing interdisciplinarity and expanding the field to include people from other fields
and areas is assumed to increase the number of women in computer science, since the number of
women in these fields, according to the National Science Foundation (2017), is higher. Computer
science and its related disciplines need to follow new marketing strategies, especially from noncomputer courses, to increase the representation of women (Alexander et al., 2011). Women are
more interested than men in socializing, and they tend to look for careers that involve social
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interactions (Beyer, 2008). Changing the structure of the field to make it more contextually
relevant and connected to real world uses is assumed to increase relatability and attract more
women.
School Climate
Even if membership is established, school climate and learning environments can play a
critical role in the formation of negative attitudes toward computer science programs. An
effective learning environment is needed to make students feel they belong to the computer
science community, which is assumed to have a significant impact on student perceptions and
achievements (Cheryan, Plaut, Davies, & Steele, 2009).
Computer science learning environments are male-dominated and generally not
welcoming to women. As a result, these learning environments, including their layouts and
objects, may act as barriers, preventing individuals who do not feel they fit in from becoming
members of the field. Objects that offer stereotypical representations of computer science, such
as Star Trek posters and computer parts, can lead students to avoid the field. If such images and
objects are replaced with different, more casual and diversified, images and objects (ones not
traditionally representative of computer science), women may become more interested in the
field and its educational opportunities (Cheryan et al., 2009). Supporting this, Master, Cheryan,
and Meltzoff (2016) studied whether negative stereotypes about the computer science field could
be represented by the physical stereotypical objects in classroom environments, such as Star
Wars/Star Trek items, electronics, software, tech magazines, computer parts, video games,
computer books, and science fiction books. In two experimental studies, the authors found that
women’s decreased sense of identification with computer science stereotypes could explain their
lower sense of belonging, suggesting that creating an educational environment that does not
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solely reflect computer science stereotypes could increase their interest in taking computer
science courses and enrollment in the field. Wilson (2006) reported that computer science majors
had more negative perceptions of the academic environment in the computer science department
than did non-majors, indicating that the issue needs to be addressed both internally and
externally.
The educational environment in many computer science departments fails to dispel
stereotypes about its male geek-only culture, and women and minorities who do not have a
strong background in computer science may feel like they do not fit into such an environment
(Cheryan et al., 2009). Consider that the webpages of most of academic programs —take Purdue
University (Figure 8) as an example— reflect that computer science programs are comprised of
and geared toward men. Stereotypes can be altered by designing an effective environment and
including physical cues (Cheryan et al., 2009; Master, Cheryan, & Meltzoff, 2016). In addition,
the use of virtual environments may signal to women that they belong in the computer science
field (Cheryan, Meltzoff, & Kim, 2011).

Figure 8: A Comparison Between the Computer Science Department (Top) and the College of
Education (Bottom) Websites at Purdue University— Adapted from (Purdue Computer Science,
2018; Purdue College of Education, 2018)
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Role Modeling: Have Others Like Her Succeeded in the Domain?
The use of role models is very important to the development and evolution of computer
science and is assumed to increase the number of women in the field by altering misconceptions
and stereotypes about it (Buzzetto-More, Ukoha, & Rustagi, 2010). Studies support this; several
found that K-12 teachers and family members can act as role models for women, which can
increase their likelihood of majoring in computer science and finding a career in the computing
industry (Zarrett, Malanchuk, Davis-Kean, & Eccles, 2006; Beyer & Haller, 2006). Lagesen
(2008) found that some women were inspired by female teachers and wanted to be computer
science teachers in the future— like their role model instructors. Larsen and Stubbs (2005)
explained that lack of encouragement and scarcity of same-gender role models can be a major
cause of the stereotypically masculine and geeky image that is associated with the discipline.
Several efforts have been made to use role models to attract more women to the computer
science field, efforts that could result in a changing image of the field. One such example
involves presentations by women to middle and high school students, many of whom feature
biographies of female scientists and engineers on the webpages of their associated computer
science departments (Cheryan, Drury, & Vichayapai, 2012).
The interest in role modeling is promising, but without using effective pedagogical and
persuasive strategies, a one-time interaction between students and stereotypical role models
cannot solve the problem, and it may make the problem more complicated to solve. Supporting
this argument, Cheryan, Drury, and Vichayapai (2012) found that exposure to the stereotypical
role model had both an immediate and an enduring negative effect on women’s interest in
computer science. According to Cheryan, Drury, and Vichayapai (2012), the gender of the role
model does not matter (i.e., non-stereotypical male role models were more effective at improving
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women’s interest in computer science than were stereotypical female role models). What truly
matters is the ability of the role model to establish that he or she feels a sense of belonging in and
connection to the field, as a whole.
Competence: Does She Have the Requisite Skills and Talents?
The Computer Gene Theory
In 1980, Camilla Benbow and Julian Stanley conducted a study on 7th graders’ SAT
scores and found large gender differences in mathematical reasoning abilities. Following this,
Newsweek (December 15, 1980) asked "Do Males Have a Math Gene?" and reported some tests
results that could be interpreted as “yes they do” (reported in Hyde, Fennema, Ryan, Frost &
Hopp, 1990). The study was not based on any biological proof, and a few years later, Eccles and
Jacobs (1986) found that this belief had a negative impact on parents’ expectations for their
daughters’ mathematical abilities. Similar to this, some people believe in the computer gene
theory, which assumes that individuals in this field were born to be computer scientists and that
it is not something an individual can develop through practice over the years (Margolis & Fisher,
2002). Margolis and Fisher have shown evidence that some women were victims of the theory,
believing that no matter how much they learned or practiced, they would not survive in a field
that others (i.e., men) could do naturally. Surprisingly, Margolis and Fisher (2002) have noticed
that this belief is shared only among American women; internationally, women believe that
practice and hard work lead to success. The question, then, becomes: what does this the
computer gene theory tell us?
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Gender Gap in Experience and Performance
The previous sections show that women are effective in this field and can use their skills
to have an impact on computer science; therefore, the computer gene theory and its
perpetuations should be considered misplaced and ill-conceived. Men use computers more often
and have more computing experiences than women. For example, a study conducted by
Drabowicz (2014) on participants from thirty-nine countries showed that being a man increases
the chance of using computers at home significantly in thirty-two countries out of thirty-nine and
at places other than home or school in thirty-five countries out of thirty-nine. Even though men
use computers more than women (Sáinz & López-Sáez, 2010), both do equally well in their
computer science courses, and they are able and capable of learning the skills that they need to
succeed in computer science. In terms of performance, it is assumed that there is nothing that
should stop women from studying computer science. The assumption is built around the fact that
there is no significant gender difference in terms of performance in computer science topics,
such as programming and robotics (McDowell, Werner, Bullock & Fernald, 2003; Nourbakhsh,
Hamner, Crowley, & Wilkinson, 2004). Pioro’s study (2004) not only confirmed the results but
found that women performed significantly better at addressing programming problems than men.
Sullivan and Bers (2016) tested for any significant gender-based differences in children’s
performances with robotics and found no gender-based differences in their performances. Young
women tend to achieve higher grades and write more complex programming scripts than young
men (Howland & Good, 2015). According to Sullivan and Bers (2013), a reasonable explanation
for this finding was “the young age of participants and their limited cultural indoctrination
regarding gender stereotypes” (p. 691). Despite this finding, it needs to be mentioned, however,
that Sullivan and Bers (2013; 2016) found that young men performed significantly better at
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learning advanced robotics and with programming concepts. This interesting finding requires
exploring the literature more closely to see if there are any gender-differences in the process of
learning computer science.
Lau and Yuen (2011) conducted a study on the impact of multiple learning characteristics
on programming performance. While they found no significant gender-differences in
programming performance, there were significant gender-based differences in building mental
models, which had a significant impact on programming performance. In an earlier study, Lau
and Yuen (2009) found that there were no significant gender-based differences in learning
programming when the variable learning styles was controlled. An examination of the
characteristics of women who study computer science revealed a unique profile. In their study,
Lehman, Sax, and Zimmerman (2016) found that women in computer science rate their artistic
ability higher than men do, but rate their academic and leadership abilities lower. Interestingly,
the authors found that although women tend to perform less successfully in high school than
women in other STEM fields, they achieve higher SAT verbal scores. Unlike men in computer
science or women in other STEM fields, the authors found that women in computer science are
less likely to have career plans (Lehman, Sax, & Zimmerman, 2016).
Despite equality in learning and performance, women tend to underestimate their ability
and they see computers as tools and themselves as users instead of as the professionals who
create the technology (Vitores & Gil-Juárez, 2015). The literature links this to several
motivational factors, including self-efficacy (discussed later). Supporting this, Sáinz and Eccles
(2012) found that students’ self-concepts of computer ability are an important predictor of
whether they decide to pursue information and communications technology-related studies. This
plays a critical role in explaining the association of gender with majoring in computer science.
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Students who are good at computer science are assumed to be good at mathematics, too
(Bruce, Drysdale, Kelemen, & Tucker, 2003). Owolabi, Olanipekun, and Iwerima (2014) studied
how students’ gender, age, mathematical ability, mathematics anxiety, computer anxiety, and
computer programming anxiety could predict their programming performance. They found that
only mathematical ability was positively significant. Even though mathematical ability has also
been mentioned in the literature to be one of the factors contributing to the underrepresentation
of women in computer science, it is not a reasonable explanation for the problem, given that,
based on recent statistics, some related STEM areas, where mathematics is also an important
skill, have not identified women’s underrepresentation as an issue. The representation of women
in mathematics itself has reached more than 40 percent, almost half, of the population (National
Science Foundation, 2017). Other fields, like chemistry and biology, seem to be balanced in
terms of their female-male ratio (Kermarrec, 2014). Smith, Morgan, and White (2005) showed
that computer science identification and math identification are separate constructs, and unlike
math identification, computer science identification is a stronger factor in the development of the
gender gap in computer science professions.
Video Games and Computer Science Experience
While women learn about computers through school and other organized instructional
activities, men have a higher chance of learning about computers on their own (Ogan, Robinson,
Ahuja, & Herring, 2006). One explanation for this is that most men in the computer science field
have gained experience from playing video games (Wilson, 2002), which can serve an important
role in introducing, as well as eliciting and developing, academic interest in computer science
(Margolis & Fisher, 2002; Tillberg & Cohoon, 2005). The role that video games play in the
formation of men’s attitudes toward computer science lead computer science students to be
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stereotyped as video gamers (Cheryan et al. 2009). In their study, Denner, Werner, and
O’Connor (2015) found that women with high intentions of pursuing computer science showed
different characteristics, one of them was that they were video game players. Unfortunately, the
video gaming industry is geared toward men: it is designed to interest a masculine audience and
be attractive to men, causing women to remain outsiders to it (Crombie, Abarbanel, & Anderson,
2000). The industry targets men and neglects women by offering gender-specific features in their
games, such as masculine white characters, which may, in turn, cause women to attach negative
stereotypes about gender and gaming to computer science, indirectly (Lau & Yuen, 2010; Jansz
& Martis, 2007). This should be taken into account by those trying to address and minimize the
problem. Moreover, this should signal the importance of creating games instead of depending on
the use of existing games (discussed later).
Autonomy
Autonomous Learning in Computer Science
For students in computer science, it is important to feel a sense of freedom in deciding
what to study and what to learn. Autonomy plays an important role in computer science
education, and it is a strong predictor of self-efficacy in this field (Lin, Liang, Su, & Tsai, 2013).
Students possess a sense of autonomy when they feel that they are responsible for their own
learning— a sense that emerges from some learner-centered approaches. It is important,
however, to understand that student autonomy does not mean students learn in isolation. In fact,
autonomy is dependent upon social constructivism, and it is strongly connected to students’
relatedness (discussed earlier), or as Little (1994) described it: “the product of interdependence
rather than independence” (p. 435).
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Autonomy is assumed to play a critical role in the representation of women in computer
science education and professions. In fact, there are several reasons why women pursue
computer-related majors, and according to McKinney, Wilson, Brooks, O’Leary-Kelly, and
Hardgrave (2008), “opportunity for job autonomy” is one of them. In computer science
education, there is research-based evidence that some students view the field as an
interdisciplinary one and want to combine their interests in other fields with computer science
instead of following a predetermined track of courses. Larsen and Stubbs (2005) found that some
computer science students (both men and women) wanted to learn computer programming
because they wanted to combine it with other fields, such as law. This interest in innovative
interdisciplinary computer science education is promising and might be one way to attract
women to the field.
Unfortunately, one of the challenges to recruiting women for computer science programs
is that women are largely unaware that the computer science field can be connected to the real
world (Teague & Clarke, 1991; Lagesen, 2011). This lack of awareness of the versatility of the
computer science discipline comes from computer science curricula and the structure of the field,
which often make women feel that they do not have control over what they are learning, which,
in turn, prevents many from studying it. Gilbert-Valencia (2014) put the blame on school
environments. For example, the author mentioned that low-SES (socioeconomic status) schools
focus more on providing traditional curriculum, where students have less autonomy, while highSES schools offer creative learner-centered environments where students have more autonomy.
The literature shows that liberal feminist approaches in the field will foster the development of
autonomy among women and reduce the gender gap in computer science (Macaluso, 2011).
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There is an argument about the structure of the computer science field and over what
constitutes, or falls within and outside of, the discipline. Students have different views of the
field and what topics should be included. For example, some students believe that computer
programming is the main component of computer science, while others believe that computer
science is not all about programming (Larsen & Stubbs, 2005). This conceptual split among
students is part of the core issue. In general, within computer science, there are two computeroriented cultures that determine how people see the field: the user culture and the professional
culture (Wilson, 2002). The cultures affect what students consider to be a problem, a solution
plan, and an acceptable solution. Faulkner and Lie (2007) pointed out that “the overall picture is
a contradictory one: optimistic with respect to what we call women and ICT [Information and
Communications Technology] (i.e., women as users) and pessimistic with respect to women in
ICT (i.e., women within ICT professions)” (Faulkner & Lie, 2007, p. 158). In grades K-12, the
focus in computer science courses has shifted from computer application use to professional
culture (Brown et al. 2013). The issue here is that with the recent shift, it may not sound
appealing to women who are closely linked to user culture.
Computer science curriculum depends on two types of knowledge bodies: central content
concepts (algorithm, computer, data, etc.) and central process concepts (problem solving and
problem posing, analyzing, generalizing, finding relationships, classifying, and investigating)
(Zendler, Spannagel, & Klaudt, 2008). From a motivational perspective, students perform better
when they are involved in high-cognitive activities, such as problem-based learning, and they
improve their learning when they feel that they have control when performing such activities
(Herman, 2012; Pink, 2011). Although central process concepts seem to have real world
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applications, unfortunately they are most often taught implicitly in what is known as ‘hidden
curriculum’ (Zendler, Spannagel, & Klaudt, 2008).
In addition to reflecting user culture, when women select computer science courses,
Kordaki and Berdousis (2013) found that they tend to study theoretical aspects of computer
science, such as Computational Complexity and Advanced Topics in Theoretical CS, and they
tend to choose courses related to humanities and social sciences. By contrast, men tend to take
practical courses, such as Software Systems. Allowing students to make their own decisions on
what and how to learn is assumed to improve their attitudes toward the field. By contrast,
inhibiting their sense of independence by forcing them to learn concepts and skills that they are
not interested in can cause major problems. Varol and Varol (2014) found that women often
leave the computer science field “due to the difficulty in understanding the fundamental concepts
and syntax of novice-level programming after they start their Computer Science degree” (p.
394). This assertion needs to be explored further.
Increasing students’ autonomy can improve their attitudes, since there is a strong
relationship between autonomy and attitude: autonomy explains why an individual decides to
participate in an activity while attitude explains their personal orientation in relation to
participating in an activity (Hagger, Chatzisarantis, Barkoukis, Wang, & Baranowski, 2005).
Self-Efficacy: Does She Think She Can Do It?
Ability perceptions are a highly important factor that researchers need to consider
because they are linked directly to performance and achievement (Feldman, Kim, & Elliott,
2011; Alivernini & Lucidi, 2011; Merolla, 2017; Lent et al., 2008; Niehaus, Rudasill, &
Adelson, 2012; Long, Monoi, Harper, Knoblauch, & Murphy, 2007; Phan, 2014), which is also
connected with domain identification. According to the Social Cognitive Career Theory, self-
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efficacy has a strong relationship with, not only students’ outcome expectations and interests but,
major choice goals (Lent et al., 2008). In computer science, several studies have shown that
women have less confidence compared with men in the field (Goh, Ogan, Ahuja, Herring, &
Robinson, 2007; Ogan et al., 2006)— but also with men outside of the field (i.e., non-majors)
(Beyer et al., 2003). Given this phenomenon, it is reasonable to assume that women sometimes
underestimate their ability to succeed in computer science (Beyer, Rynes, & Haller, 2004), and
that their underestimation perpetuates the problem. In their study, Katz et al. (2006) found that
women who earned less than a B in introductory computer science courses were more likely to
decide not to take an advanced computer science class, as compared with men, who did not let
the grade deter the continuation of their studies. They also found that there is a correlation
between loss of interest and loss of confidence, and that even high-achieving women would
leave the field if they did not do well in their courses. One explanation for this is that women
have different standards of what is considered an acceptable grade, or level of achievement (Katz
et al., 2006). It is likely that increasing women’s sense of self-efficacy and establishing
‘‘identities of competence’’ will increase women’s representation in the field (Irani, 2004).
Several studies in the field show that women consider themselves less capable than men
of studying computer science (Beyer, Rynes, & Haller, 2004; Barker & Cohoon, 2015; Sullivan,
Byrne, Bresnihan, O'Sullivan, & Tangney, 2015; Vitores & Gil-Juárez, 2015). Some women
believe in the anatomy-is-destiny perspective, which asserts that gender determines an
individual’s personality and characteristics (Barnett & Rivers, 2005). An international study
spanning more than thirty-four countries was conducted on over half a million people, and
showed that approximately 70 percent of them, both women and men, perceive science as a
masculine field (Nosek et al. 2009). These widely-held beliefs have shaped the field and continue
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to act as barriers against the diversification of it. To combat the issue in western countries, Blum,
Frieze, Hazzan, and Dias (2007) suggested that “we illustrate that under specific cultural and
environmental situations, women fit very well into CS [computer science]. Indeed, where
cultural conditions allow for diversity, and where women are perceived as capable of doing
computer science” (p. 110).
Based on the history of women in the field, and examples in non-western countries, it is
arguable that biological gender differences simply cannot explain adequately the
underrepresentation issue in computer science. Instead, issues related to deep-seeded social and
cultural beliefs have led to an entrenched association between maleness and computing.
Supporting this, Cohoon and Aspray (2006) stated:
There may be many reasons for the continued decline in women’s participation in
computing. We reject the idea that biological gender differences explain the situation,
noting the variance over time as the most obvious counterexample. One possible
explanation is that the causes are so numerous and deep-seated in our institutions that
society is not willing to make the changes that would produce gender equity. Another
possible explanation is that the issue is complex, making it difficult (p. ix).
Computer Science Attitudes
Attitudes play an important role in determining whether or not individuals decide to study
computer science and work in computer-related areas (Anderson, Lankshear, Timms, &
Courtney, 2008). Changing women’s attitudes toward computer science, therefore, is assumed to
increase their representation in the field (Meelissen & Drent, 2008). Generally, men hold positive
attitudes toward computer science in western countries, which leads to a higher expectation for
them to major or work in a computer science field (Vitores & Gil-Juárez, 2015; Meelissen &
Drent, 2008). However, the study of different components that form computer attitudes reveals
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interesting findings. In 2010, Sáinz and López-Sáez (2010) studied gender differences in
computer attitudes and the choice of technology-related occupations in a group of 550 secondary
students in Spain. The analysis of data showed that even though women hold negative attitudes
toward most of the components of the construct computer attitudes, they hold more positive
attitudes toward computer science professionals’ social skills than men who, by contrast, hold
more positive attitudes toward computer science professionals’ intellectual aptitudes. The study
also showed that women from rural areas hold more positive attitudes towards computer science
professionals’ social skills than do women from metropolitan areas. This leads to questions about
the impact of negative stereotypes about computer science professionals on the computer science
field, such as a lack of social skills, and on women’s attitudes toward the field based on this,
given that they seem to value social skills (discussed later).
Changing attitudes toward computer science is as important as teaching computer skills.
Without changing student attitudes, efforts in the field will not be effective. Offering
extracurricular activities and organizations, for instance, will not generate long-term interest in
the field if students do not have positive attitudes toward the field and feel they are a part of the
computer science community (Finkelstein et al., 2010). In their article, Cheryan, Plaut, Handron,
and Hudson (2013) found that having women read newspaper articles about how computer
scientists no longer fit into negative stereotypes, and about how women are becoming more
interested in computer science, could be beneficial, and led the authors to conclude that drawing
“…more women into computer science would benefit from media efforts that alter how
computer scientists are depicted” (p. 58).
Recent efforts have been made to develop more effective ways of changing student
attitudes toward computer science. Several approaches toward reaching this goal have
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demonstrated effective methods of changing student attitudes, including classroom system
integration near field communication technology (Shen, Wu, & Lee, 2014), afterschool programs
(Mouza, Marzocchi, Pan, & Pollock, 2016), video games (Charters, Lee, Ko, & Loksa, 2014;
Theodoraki & Xinogalos, 2014), robotics studies (Benitti, 2012; Yamanishi, Sugihara, Ohkuma,
& Uosaki, 2015; Feaster, 2014; Anderson, McKenzie, Wellman, Brown, & Vrbsky, 2011), novel
lectures (Wick, 2007), and pair programming (Braught, Wahls, & Eby, 2011; Liebenberg,
Mentz, & Breed, 2012). While these approaches cover a lot of ground, none of them is designed
with the primary goal of changing student attitudes toward computer science. The literature
reveals the results of these approaches to be inconsistent. Reflecting these inconsistences,
Theodoraki and Xinogalos (2014) found game-making to be effective at changing student
attitudes toward computer science, while Robertson (2013) found it effective only for men and
not for women. A similar contradiction in results arose when Hanks (2006) found pair
programming to be effective but that students in one of the classes (there were four) experienced
significant negative feelings toward the approach. According to Hanks, the inconsistency in
results could be due to instructor-based differences. Such complicated findings point to the need
for the development of an approach that is meant, and initially designed, to shift student attitudes
toward computer science in a positive direction.
Stereotype Threats
Stereotypes can have a positive or negative impact. Unfortunately, most stereotypes
about computer science are negative (Beyer, 2008). Stereotype threats are assumed to have
significant effects on those individuals who care about belonging to a specific domain (Crocker,
Major, & Steele, 1998), and the long-term effect of such threats can lead students to dis-identify
themselves with their domains (i.e., dropout or change their academic majors) (Jones, Ruff, &
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Paretti, 2013). For the most part, computer science stereotypes fall into one of three categories:
stereotypes about computer scientists, stereotypes about the computer science field, or
stereotypes about underrepresented groups, including women, in the field.
Computer scientists are seen as nerds who spend most of their nights in front of their
computers doing coding, in addition to being seen as single-minded and devoid of interpersonal
skills (Beyer, Rynes, Perrault, Hay, & Haller, 2003; Margolis & Fisher, 2002; Rommes,
Overbeek, Scholte, Engels, & de Kemp, 2007). Such stereotypes make computer science an
unattractive field to women, many of whom value social experiences and desire positive ones
(Michell, Szorenyi, Falkner, & Szabo, 2017). The second category of stereotypes addresses the
negative image that some people have of the field. Teague (2000) suggested that stereotypes and
misperceptions about the computer science field are more significant than other factors that
contribute to the underrepresentation of women in the field. In general, the field is seen as
"masculine" and, as such, women do not fit in (Lagesen, 2008). What makes the problem more
complicated is the fact that sometimes women who enter the field are masculinized (Mellström,
2009). This can deter some women from wanting to be associated with it. Regardless of where
they come from, stereotypes held about women in the computer science field are critical to larger
issues of representation. Women are considered less competitive compared to men, for instance.
Such stereotypes are one of the major reasons why women are underrepresented in computer
science (Crocker, Karpinski, Quinn, & Chase, 2003).
The stereotypes are created and shared among different communities, such as peers and
the media (Vitores & Gil-Juárez, 2015; Master, Cheryan, & Meltzoff, 2016). Kermarrec (2014)
has summarized several widely-held beliefs that are egregious myths, including:
1. Computer scientists are nerds bogged down in code lines, scruffy, and socially inept.
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2. Computer science means coding all day long, riveted on a boring screen down in the
basement.
3. Computer science is a sexist world.
4. Engineering studies are for boys.
5. Computer science is similar to video games, which are for boys (Kermarrec, 2014, p. 4-5).

Such stereotypes affect women’s sense of self-efficacy, which is defeatist and further propels
women’s underrepresentation (Cooper, 2006).
Pedagogical Practices
The effectiveness of learning environments can be influenced positively through the
inclusion of effective pedagogical practices. Computer science is criticized as being one of the
“bastions of poor pedagogy” (American Association of University Women, 2000, p. 41). What
follows logically is that increasing the number of women in computer science requires changes
in the pedagogy of computer science, especially introductory programming courses. Poor
pedagogical practices can have an undesirable effect, discouraging women from majoring or
finding a career in computer science (Larsen & Stubbs, 2005). Specific studies provide further
details into this complex issue. Lau and Yuen (2010) studied different learning styles within the
computer science field and found that, compared with men who had a stronger preference for
concrete random learning, in which students tend to connect ideas with concepts and think
intuitively, instinctively, impulsively, and independently; women had a stronger preference for
(1) concrete sequential learning, in which students learn through their physical senses and think
in an orderly, logical, and sequential manner and (2) abstract random learning, in which students
have a strong sense of the world of feeling and emotion, and tend to think in a non-linear and
emotional manner. Taking into account these factors, the computer science field needs to focus

53
on learner-centered approaches and personalized-learning. Supporting this assumption, Kafai and
Burke (2015) suggested that providing students with engaging and meaningful personalizedlearning instruction is assumed to increase participation in computer science education.
Another issue comes in the form of faculty and peer support. Women who study
computer science find peer support to be one of the reasons to stay in computer science (Tillberg
& Cohoon, 2005; Barker, McDowell, & Kalahar, 2009). Computer science depends on problem
solving, and according to Denner and Werner (2007) women sometimes prefer to seek help from
their peers and others when they work to solve a problem. Socialization, communication, and the
assistance and support women receive from their peers can make the course more motivating and
enjoyable (Liebenberg, Mentz, & Breed, 2012). Varol and Varol (2014) found that lack of
communication between students and faculty, and between students and their peers, is one of the
leading causes of the underrepresentation of women in computer science.
Math is another issue of focus, as the field of computer science depends heavily on
mathematics. When students are evaluated on their performance, usually math-based examples
are used. The problem, here, lies in perceptions about and attitudes toward math. Some students
have negative attitudes toward math, and sometimes students displace their negative attitudes
toward math onto computer science. Wilson (2006) found that computer science students, in
general, preferred game-related assignments over alternative assessment approaches, including
math, which showed lower preferences. Studying the gender-based differences, however, showed
the inverse: that women preferred the application to real-world assignments over the gamerelated assignments. Wilson’s findings emphasize the importance of connecting computer
science to real-world activities. It is arguable, though, that games are computer applications, and
there is nothing that can stop women from connecting their games to real-world activities. These
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findings need to be factored into the way that we approach dismantling computer science
stereotypes.
A review of the literature on this subject reveals that, thus far, there have been different
pedagogical perspectives involved in addressing the underrepresentation problem in computer
science. Larsen and Stubbs (2005) reported that some researchers focus on gender differences
and claim that men and women should be taught differently based on their individual
characteristics; still, others have taken the claim further, saying that men and women should
study separately. It may be that in some respects they disagree, but there is agreement upon the
importance of changing the pedagogy, at least in introductory programming courses at the
university level, to increase the number of women in computer science (Rubio, Romero-Zaliz,
Mañoso, & Angel, 2015).
In some non-western countries, women and men are taught separately. Reviewing the
literature reveals surprising results. Crombie, Abarbanel, and Anderson (2000) found that
following the all-female approach was effective at increasing student enrollment in an elective
Grade 11 computer science course by 40 percent in one year. They explained that the
effectiveness of this approach can be attributed to several factors, including enhanced
interactions between female students and their instructors, confidence, and future academic and
occupational intentions, which were higher in all-female classes than in mixed-gender classes
(Crombie, Abarbanel, & Trinneer, 2002). Could all-female classes be the solution?
The approach is effective, but that may be due to pedagogical practices, including those
that involve the previously mentioned factors: instructor support, peer support, and confidence.
The literature does not yet demonstrate enough empirical evidence to justify testing whether
there would be any difference between students in all-female classes and students in mixed-
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gender groups if they had received improved instructor- and peer-support as well as pedagogical
strategies aimed at enhancing their self-efficacy. Students may, in fact, benefit from being able to
choose classes based on pedagogical approaches (or styles) rather than encouraging the
assumption that pedagogical approaches vary based on gender. However, the dynamic in an allfemale class, with regard to student perceptions of the environment and student interactions,
should be considered when devising new gender-sensitive and -inclusive pedagogical strategies.
The literature provides evidence that students in mixed-gender programs perform almost the
same in different fields, or STEM areas— and this extends to computer science in non-western
countries. The problem continues to be the underlying feeling that women are strangers to the
field.
It is important to acknowledge that instructors contribute to the underrepresentation of
women in computer science. In general, students tend to look for same-race and same-gender
instructors (Patton & Harper, 2003); however, because the number of female faculty members in
the computer science field is very low (Buzzetto-More, Ukoha, & Rustagi, 2010), homogeny
continues to dominate the environment and skews our understanding of this phenomenon.
Instructor views, added to homogenous environments, maintains the status quo. Current
instructors see computer science as a masculine field due to a lack of training (Barker & Aspray,
2006).
Computer science instructors are commonly believed to be less supportive of their
students than instructors in other disciplines (Beyer, 2014; Barker, Garvin-Doxas, & Jackson,
2002). Preparing computer science instructors with effective pedagogical content knowledge,
strategies, and skills is very important to “…increase the role, availability, and recognition of
computer science” (Yadav & Korb, 2012, p.33). There are several studies that have shown the
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importance of having same-race and same-gender instructors supporting and encouraging women
and minorities (Cole & Griffin, 2013; Harper, 2013; Leggon, 2010). Building on this discussion,
there is historical evidence that supports the argument that there is a need to have representatives
from diverse communities, such as communities of women, to create a sense of belonging in the
field. Take, for example, what happened in the 1970s, when some African American faculty
members were hired by predominantly white American schools not only because of their skills,
competencies, and educational achievements, but also to help the schools offer support and
encouragement to African American students (Banks, 1984). This was a smart step, particularly
since African American instructors tend to be more supportive of African American students
than white American instructors (Umbach, 2006). This approach can be applied across multiple
areas. Beyer (2008) found that having female teachers prior to college can have a positive impact
on students’ attitudes toward and perceptions of their departments, peers, and faculty members.
There is research-based evidence that instructor support is positively associated with student
career decision-making and self-efficacy (Garcia, Restubog, Bordia, Bordia, & Roxas, 2015).
Fostering this model will allow same-race and same-gender faculty to support students of the
same race and gender and also to serve as role models to encourage them to study or find a
career in computer science.
Learning from the Malaysian Case
The previous discussion demonstrates the complexity of the problem of the
underrepresentation of women in computer science. To have a more comprehensive
understanding of how computer science is seen or presented in other parts of the world, there is a
need to look at examples in non-western countries, where the field is balanced or dominated by
women, such as is the case in Brazil, United Arab Emirates, Myanmar, India, and Malaysia
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(Powell & Chang, 2016). In Malaysia, the field is dominated by women (Mellström, 2009),
which encourages the question: what can we learn from the Malaysian case?
The Malaysian case represents important findings that researchers who are interested in
addressing the underrepresentation issue in computer science in western countries should
consider. Unlike western countries, the computer science field in Malaysia is balanced and
sometimes dominated by female students and instructors (Lagesen, 2008; Mellström, 2009).
Many factors contribute to this phenomenon. Stereotyping, for example, might actually
encourage women to study computer science education or find a job in computer science.
Women in Malaysia are often associated with indoor jobs and women who work outdoors are
perceived as belonging to a lower class (Mellström, 2009). It is surprising that the computer
science field is not stereotyped as a masculine field (Vitores & Gil-Juárez, 2015). Many parents
in Malaysia encourage their daughters to study computer science and many students follow their
parents’ encouragement, even when they prefer other majors (Lagesen, 2006).
The Malaysian case tells us something very important about why women study computer
science. The previous sections explained how computer experience, familiarity, knowledge,
fluency, and ability are perhaps the most well-documented factors influencing the
underrepresentation of women in computer science. Similar to western countries, in Malaysia,
there are significant differences in experience, knowledge, and familiarity between men and
women, in favor of men— men are often more prepared before they enter college. These factors,
however, do not stop Malaysian women from studying computer science (Othman & Latih,
2006). A possible explanation might be the fact that men’s and women’s attitudes toward and
perceptions of computer science are balanced, and sometimes the balance tips significantly in
favor of women. In their study, Othman and Latih (2006) found that the majority of women
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believe that computer science is suitable for women, and that they are more likely than their male
counterparts to work in the computing industry upon graduation (Othman & Latih, 2006). Other
factors increased the enrollment of women in computer science. Mellström (2009) noted that:
Many of the responses from young women in the survey and interviews resonated with
their anticipated careers and future life-space, with regard to family, and more generally
in relation to masculinity, class and race. The politics of space and, as shown earlier, the
situated body politics in Malaysia, are of utmost importance for understanding how
women have made, and can continue to make, headway into the traditional (in the west)
masculine outpost of computer technology (p 899).

The Malaysian case emphasizes the importance of women’s domain identification in their
representation in computer science. An important step toward addressing the underrepresentation
problem in western countries is to find an effective way to improve their domain identification
with the field.
Summary of Factors Related to the Underrepresentation of Women
To sum up, low and declining numbers of women in computer science can be studied
through four types of deficit models: deficits in individual women, deficits in the educational
practices of computer science and its student culture, discriminatory practices and other minority
issues, or the commonly held image of computer science as a masculine field (Lagesen, 2006).
The first deficit focuses on how women have weaker knowledge and fewer opportunities to work
with computers than men. This is not surprising given that being a man increases the chance of
using computers significantly in many countries (Drabowicz, 2014). Women’s knowledge of and
ability with computers are important factors to consider but they do not tell the entire story. For
example, when it comes to performance, there is not gender-based disparity. Both women and
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men do equally well with learning computer science when they have the same learning
opportunities and resources. The second deficit focuses on changing the way computer science is
taught and presented to the world, and the process of making it more concrete and related to realworld uses. This is a very common critique against computer programming courses (Lagesen,
2006; Lagesen, 2011), one that assumes that women need to learn in a more meaningful and
contextually-relevant way that can be applied to the real world. The third and fourth deficits
address the seriousness of being a minority in this field and what it means to face the masculine
image of it—the image that computer scientists are male geeks who lack social and
communication skills and spend their days and nights in front of their computers writing codes
(Lagesen, 2011).
Since no single factor can be attributed as the primary cause of this complicated problem,
the most common factors revealed in the search that could contribute, collectively, to the
problem have been listed and categorized. Any one of these factors can contribute to the problem
by causing women to be or feel excluded from the study of computer science, and any one of
these factors can just as easily ameliorate the problem, if addressed productively with the goal of
helping women who study computer science to succeed in the field. While the problem is
attributed to several interlinked causes, such as computer experience, familiarity and
performance; studies indicate that these factors have not stopped the computer science field in
non-western countries from achieving a balanced male-female ratio. Most of the factors that
encouraged women in non-western countries to study computer science and work in computer
science related areas were related to domain identification, which is interlinked with students’
learning of, self-efficacy in, and attitudes toward computer science.
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Despite efforts that have been made to solve the leaky pipeline problem, the literature
review shows that long-term efforts and interventions have not worked. Enhancing computer
science and making it more appealing is not enough, the complexity of the problem requires
further investigation into the role of gender in computer science. Several efforts have been made
to enhance computer science education; however, according to Master, Cheryan, and Meltzoff
(2016) “… unless we can encourage more girls to enroll in these courses, these efforts will be
ineffective at reducing the underrepresentation of women in computer science” (p. 435). We
need to take this one step further: we need to fix the system, not just the people.
The previous section showed that domain identifications among students is a critical
component of predicting whether or not a woman is likely to decide to study computer science
and protect their level of motivation while they are facing negative experiences throughout their
academic studies. Based on the findings and arguments presented in this review of literature,
Amal’s Model was constructed to enhance women’s domain identifications with, and
consequently, their representations in, computer studies (Figure 9).
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Figure 9: Diagram of the Conceptual Model in This Study—Amal’s Model
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Working within this model, I hypothesize that students’ domain identifications can be
used to predict their majors and career decisions: the more students identify themselves with a
field, the more likely they will be to study and find a career in that field; and since domain
identification is interlinked with students’ learning of, self-efficacy in, and attitudes toward
computer science, I hypothesize that enhancing these three factors will strengthen their domain
identifications and mitigate stereotype threats about their identities as women in computer
science. In an effort to move western countries closer to gender equality, there is a need for a
learner-centered, authentic, and experiential learning approach that effectively improves
women’s learning of computer science and also expands beyond it. The next step was to figure
out what this looks like.
Game Design Studio
Introduction
Research on the role of women in computer science in western countries requires more
investigation: particularly focusing on why they sometimes do but often do not study or pursue it
as a career path. From the previous discussion, there appear to be gaps in domain identification
with computer science between women and men. What makes the problem more complicated is
the fact that women sometimes do not see value in the study of computer science and that they
see themselves as outsiders to the field. In this study, however, with regard to the goal of
changing opinions about computer science education, a shift in focus was made: from valueconserving learning to transformational learning, where students create the value of their
learning (Wendler, 1991). The arguments discussed in the previous sections show that the
complexity of the underrepresentation of women in computer science requires that the field be
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equipped with authentic and experiential pedagogical approaches that apply the principles of
self-determination to efforts to improve women’s learning of, self-efficacy in, attitudes toward,
and domain identifications with computer science education and professions.
Toward Authentic and Experiential Learning
Failures in our current educational system are a major contributor to the lack of
representation of women in the computer science field. In an age in which information is so
freely available, educators and educational scholars have shifted their attention from previous
educational models toward a paradigm that places the learner at the center of the educational
matrix. The current system, functioning from an outdated paradigm, does not adequately prepare
students to cope with the changes and challenges created and posed by the information age. This
one-size-fits-all model has a number of major drawbacks. Instead of trying to enhance or
radically change an existing paradigm, an entirely new paradigm should be adopted (Watson,
Watson, & Reigeluth, 2012).
In computer science classrooms, there are both those students who raise their hands to
show off their skills and knowledge and those who come to college without adequate
preparation, usually raising their hands to ask questions and learn more, or not raising them at
all. Despite motivations, efforts, and the desire to learn that the latter group of students may
possess; their competencies might be overshadowed and rendered invisible if they perceive
themselves as outsiders. Unfortunately, this is highly likely, given that most students in the latter
group are comprised of members of underrepresented minorities, including women. Gronstedt
(2008) suggested that, “The future of learning and development is about doing. It’s about
simulating and engaging, not watching, reading, and listening. It’s about conversation and
application, not a sage-on-a-stage. It’s about peer-to-peer sharing, not top-down dissemination.
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And ultimately, it’s about fostering commitment, not compliance.” (p. 22). There is a need to
employ a learner-centered approach, in which learners are immersed in educational experiences
and situations that aim to address and ameliorate the above-mentioned issues. Computer science
graduates are expected to possess certain characteristics (ACM / IEEE, 2013) that can be taught
effectively in an authentic, experiential, and contextually relevant way, such as the kind of
teaching that would take place in a game design studio.
Design and Design Thinking
The current educational system focuses on the outcomes of students’ patterns of thought
rather than on the process of thinking itself (Root-Bernstein & Root-Bernstein, 1999). This
stands in contrast with the use of design (the process of creating an object or product) and
design-based learning, which focus on universal thinking processes and related skills, like
problem-solving, representation, reasoning, and creative thinking, and both of which require
students (i.e., designers) to look to their designs from a user perspective (Lugmayr, Stockleben,
Zou, Anzenhofer, & Jalonen, 2014; Ke, 2014). Design is a process made up of interconnected
systems; it is one that requires that we reach beyond determining the parts of each particular
system and move toward developing an understanding of the internal functions, relationships,
and interactions between components (Hmelo, Holton, & Kolodner, 2000). This comprehensive
understanding of the process of design should inform the way it is taught. Providing students
with all the tools they need to understand both the structure of the design and the way humans
are involved in the design is key (Cope & Kalantzis, 2000).
Design-based learning, which is inspired by multiple learning theories, including
problem-based learning, case-based reasoning, situated learning, and problem-oriented projectbased learning (Puente, van Eijck, & Jochems, 2011; Ke, 2014), can be defined as “an
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educational approach grounded in the processes of inquiry and reasoning towards generating
innovative artifacts, systems and solutions” (Puente, van Eijck, & Jochems, 2017 p. 14). Projects
in design-based learning are characterized as being open-ended, contextualized, experiential,
hands-on, authentic, and multidisciplinary (Gómez Puente, van Eijck, & Jochems, 2013). Based
on these features, constructionists believe that learning occurs when learners are actively
involved in designing artifacts that help them to build new experiences or explore the differences
between their prior knowledge and their new constructions (Ke, 2014). Design-based projects
concentrate more on knowledge construction and sharing. They respond to complex and illdefined tasks and questions that are constructivist in nature, or as Mergendoller (2013) describes
them, non-googleable questions—questions that cannot be easily answered by a single search on
Google or another search engine.
Women very often leave the field of computer science because of the way they perceive
its difficulty and technical requirements, concurrently losing their self-confidence. Design-based
learning allows students to come to learning with the idea that they have the necessary tools and
support, and, therefore, with a feeling that they will be able to face complexity (Ullmer, 1986).
The process of learning to think and perform like a designer allows students to, not only build
but also, change their existing mental models (Assaraf & Orion, 2005). Using design-based
activities in computer science education can be helpful with creating a connection between the
field and the real world and with changing student mindsets about dealing with complexity. The
effectiveness of using design-based activities, especially game construction, is significantly
higher than traditional approaches at improving different patterns of student learning and beliefs,
such as self-efficacy, self-interest, and self-computational thinking skills (Jun, Han, & Kim,
2017). According to Gómez Puente, van Eijck, and Jochems (2017), the literature lacks studies
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aimed at exploring the characteristics of design-based learning in engineering education. A
similar scenario unfolds in computer science. The computer science field needs to create
educational environments and design-based experiences that are similar to the ones in studio
pedagogy in order to provide students with more opportunities to do research, and to generate
and test hypotheses about new knowledge.
Studio Pedagogy
Studio pedagogy is not new to many disciplines, where it previously has been called
atelier (French: [atəlje]). Inspired by Reggio Emilia’s educational philosophy (Shaikh, 2015), the
history of studio pedagogy models itself on the early tutoring practices of the Ecole des BeauxArts (School of Fine Arts, France, 1819–1914) and the Bauhaus (Germany, 1919–1932)
(Vosinakis & Koutsabasis, 2013). Over time, this approach has become popular outside of its
traditional disciplines (i.e., landscape architecture, interior design, and architecture) (Boling,
Schwier, Gray, Smith, & Campbell, 2016), and has been used in multiple disciplines, including
computer science (Cennamo et al., 2011). Despite its history, there is a gap in the literature for
studies to provide teachers and instructors with studio pedagogy frameworks. As a result,
instructors in non-traditional studio disciplines, such as computer science, often lack the
necessary training and experience to teach their students studio-based courses or activities
(Boling, Schwier, Gray, Smith, & Campbell, 2016). To reconcile this missing element, they
implement studio pedagogical models from one of the traditional disciplines, which is
problematic because it does not guarantee a comprehensive overview of the core elements and
principles of studio pedagogy (Gray, 2014). What makes the issue more complicated is the lack
of instructional theories to explain how learning occurs within studio pedagogical frameworks.
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Up to this point, few attempts have been made at explaining the implementation of studio
pedagogy. One of these few attempts was made by Shaffer (2003), who separated the
relationships between the elements that comprise the design studio into three levels: “(a) surface
structures (time, space, resources, and materials), (b) pedagogy (activities, feedback, and
assessment), and (c) epistemology (the substantive underpinning of the studio in expressive
activity)” (p. 4). Similar to Shaffer, Shulman (2005) suggested that any signature pedagogy, such
as design studio, has three dimensions: 1) a surface structure, which includes concrete and
operational educational and instructional acts, 2) a deep structure, a set of assumptions about
what is being taught and know-how; and 3) an implicit structure, a set of beliefs about
professional attitudes, values, and dispositions. Long (2012) described the most common
characteristics of studio courses as: focusing on open-ended problems, often real-world issues;
providing students with freedom in deciding the direction of their designs; and establishing
conversations (i.e., critiques) between team members in a studio, their instructors, and sometimes
outside experts. Recently, McLaughlan and Lodge (2018) summarized the steps of a designbased learning process in studios as:
1) Identifying and raising questions in response to a problem.
2) Seeking out the necessary knowledge to solve it.
3) Putting that knowledge into practice.
4) Prototyping a solution.
5) Evaluating that prototype (through testing or ‘crit’-style presentations of the work).
6) Refining the design problem and/or starting again where necessary (McLaughlan & Lodge,
2018, p. 4).

Studio courses have yet to be defined clearly, but most studies mentioned in the literature
emphasize the importance of having more active-learning and less lecturing (Little & Cardenas,
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2001), as well as following the principles of learner-centered education and experiential learning.
This can be seen in Wilson and Jennings description of studio course: “The definition of a studio
course is not meant to be prescriptive or overly restrictive. Instead it is meant to describe a
general approach to interaction with students that is instructor facilitated, student centered, and
very hands on” (Wilson & Jennings, 2000, p.73). Studios are a place of research (Malaguzzi,
1998) that focus on “meaningful collaboration among disciplines” (Long, 2012, p. 432) and that
combine features of different constructivist approaches, such as problem-based, project-based,
and inquiry-based learning in a design-based learning experience (McLaughlan & Lodge, 2018).
As discussed earlier, women sometimes do not see the connection between the computer
science field and the real world. Studio pedagogy might be able to demonstrate this connection
because it is a dynamic environment that connects academic preparation with professional
practice (Brandt et al., 2013). Moreover, studio pedagogy may help students to connect and
integrate knowledge from different disciplines into their designs (McLaughlan & Lodge, 2018).
Turbak and Berg (2002) built a robotics design studio course to teach concepts of engineering,
and they were successful at attracting students from different backgrounds. Although most of the
students were computer science majors, the course attracted good numbers from other majors,
such as English, Math, Cognitive Science, Physics, and Biology. This can be useful for women
in computer science, not only to help them see the connection between their work and real-world
uses, but also to combine their interests in different areas and disciplines with their computer
science projects.
In the studio environment, students are required to be critical thinkers and problem
solvers for real-world problems and are provided with the tools that they need to design or
produce a product. What differentiates studio pedagogy from similar approaches is the amount of
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attention that is paid to both the final design (i.e., product) and the process of building and
promoting students’ levels of ethos around “participation, collaboration and distributed
expertise), nurturing students’ identity(-ies) as designers, and developing their ability to think
like designers” (Mathews, 2010, p. 87). Design-based activities in studio pedagogy are not about
the problem or the final product (solution); they are about “learning ‘trust’ in a process – a
process of discovery, the endpoint of which cannot initially be known or even predicted”
(Ochsner, 2000, p. 195).
The studio environment is now being presented as an ideal educational environment for
many disciplines and is described as an approach that applies the philosophy of constructivism
(with a “v”), constructionism (with an “n”), and transformational learning to foster critical,
synthetic, and creative thinking (Clinton & Rieber, 2010; Kocadere & Ozgen, 2012; Kurt, 2009).
Instead of focusing on transmission of instruction, learner-centered principles are embraced to
make students knowledge producers in their societies and to construct learners’ identities as
designers (Mathews, 2010).
Studio pedagogy can be considered a pedagogical framework for epistemic fluency
(McLaughlan & Lodge, 2018), and it goes against traditional perspectives on education. While
traditional approaches focus on certainty and clarity; in studios, learning typically emerges from
the activities and is shaped to fit the context (Boling, Schwier, Gray, Smith, & Campbell, 2016).
Assessment in studio pedagogy, for this reason, can be very difficult, especially when multiple
students are working on the same project at the same time. In studio pedagogy, critique, or crit, is
an essential element (Cennamo & Brandt, 2012). Instead of waiting until the end of the design to
evaluate the final product, critique in studio design is a main source of evaluating students and
providing them with feedback, as well as enhancing their sense-making and analytic reasoning
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abilities throughout the process. Critique can be considered the core of studio pedagogy, as it
allows learners to constantly revise their ideas about themselves and their designs—about who
they are and what they want— throughout the design process. Critique can be implemented in
many forms, including: a) formal critique, summative evaluation of completed designs; b)
seminar/group critique, formative evaluation and more generative; c) desk critique, highly
generative one-on-one interaction between an instructor and a student; and d) peer critique,
informal idea-sharing among peers (Hokanson, 2012).
In studio-based environments, learning follows the three characteristics of Herrenkohl
and Mertl’s (2010) definition of learning: to know, to do, and to be, which align with research
efforts at increasing students’ domain identifications, or their identities as computer scientists,
through increasing their learning of, self-efficacy in, and attitudes toward computer science, an
area of study that this research aimed to develop. Identity, or who we are, forms over time
through different constructivist modes— we construct our knowledge and identities through
interacting, or through interchanges between ourselves and the environments around us (Erikson,
1994). Studios allow students to build and revise their understandings of themselves and gain
more knowledge about who they are and who they will become (Tasker, 2011). For those who
believe in the computer gene theory, studio pedagogy can be assumed to positively change the
negative attitudes of those who think that only men can be creative in computer science.
Supporting this approach is the idea that “the ability to learn something new is based on the
general state of mind of a human being. It does not depend on special talents, nor does it operate
only in special fields, such as science, art, music, or architecture” (Bohm, 1996, p. 6).
Studio pedagogy is effective at meeting students’ and instructors’ academic, physical,
and psychological needs (Wanless, 2016). Within the field of computer science, the use of studio
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pedagogy is still in its infancy, but it is growing up. Although the number of studies is still small,
current findings provide evidence of the effectiveness of using the studio approach in this nontraditional discipline. For example, by applying learning activities practiced in architecture
studios, Hundhausen, Narayanan, and Crosby (2008) employed the studio model to help
computer science students collaborate in groups and illustrate computing concepts via verbal and
visual representations. Other researchers have used software as themes for their studios,
including (Kuhn, 1998; Cox, Harrison, & Hoadley, 2009; Kafai, Ching, & Marshall, 2004).
Recently, game construction has become a central theme in the use of design-based learning and
studio pedagogy in computer science education.
Game-based Learning
Game-based learning (GBL) has become an important part of the current educational
paradigm. By combining entertainment with education, the use of GBL supports instruction
(Dickey & Meier, 2005; Gunter, Kenny, & Vick, 2008; Marino, Israel, Beecher, & Basham,
2013; Lastrapes, 2016; Aldrich, 2009; Grimley, Green, Nilsen, Thompson, & Tomes, 2011;
Proctor & Marks, 2013), motivates students in a meaningful way (Wells & Narkon, 2011; Garris,
Ahlers, & Driskell, 2002; Tüzün, Yılmaz-Soylu, Karakuş, İnal, & Kızılkaya, 2009; Dennis,
Bhagwatwar, & Minas, 2013), and provides students with self-regulated learning experiences
(Nietfeld & Shores, 2010) across many different subjects. Whether GBL is considered an
educational tool or an educational approach, the experiences that GBL offers do not occur
independently. Rather, the effectiveness of GBL depends on pedagogical knowledge, support,
and instructional delivery skills (Eastwood & Sadler, 2013; Squire, 2002). GBL in computer
science has been used to contextualize the abstract concepts of programming in order to make
them concrete and meaningful (Peppler & Kafai 2009).
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There are two main educational perspectives on studying the effectiveness of GBL:
instructionist and constructionist (Kafai, 2006). The instructionist perspective focuses on the use
of GBL as a medium to deliver instructional content, while the constructionist perspective
focuses more on creating educational opportunities for learners to construct their knowledge and
translate it into games. Even though the literature shows that constructing a game might be a
better way to enhance student motivation and deep learning than playing an existing game (Vos,
van der Meijden, & Denessen, 2011), the majority of game studies focus on the instructionist
perspective (An, 2016). The number of studies on constructionist games is increasing, and,
recently, attention has shifted toward the constructionist perspective.
The knowledge, attitudes, beliefs, and perceptions that a learner acquires from playing an
existing game can be, at times, limited, and cannot compare to what learners gain from designing
their own game. Constructionist gaming is strongly encouraged and supported by society.
Among several other scientific projects, a video game developed by a 13-year-old student, for
instance, was displayed among many others at the White House Science Fair (Curtin, 2013)— an
indication of the growing attention and acceptance of game construction as an academic
endeavor (Akcaoglu, 2014). Moreover, a number of studies have recently demonstrated the
effects of game construction on multiple educational areas (Akcaoglu & Koehler, 2014; Ke,
2014; Robertson, 2012).
Games represent epistemological models of learning systems (Shaffer, 2006). According
to Torres (2009): “the ability to understand the operational characteristics of mental, social, and
technological models, then, can be said to collectively form a new definition of critical
thinking— that ineffable term perpetually touted in education circles” (p.27). Games are
complex systems, made up of many interrelated variables (Fullerton, 2008). Constructionist
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learning, which depends on constructivist theory, is an important aspect in design-based learning
(Jun, Han, & Kim, 2017). Due to the importance of autonomy for computer science students
(discussed earlier), constructionist gaming can be considered a “powerful learning environment”
that provides learners with autonomous learning experiences (Ke, 2014). Compared to gameplaying solely for the sake of entertainment, the process of designing and developing games is
more complex and requires higher cognitive abilities and skills that could potentially improve
problem-solving skills (Akcaoglu, 2014; Robertson, 2012).
With advancements in gaming-engines and gaming technology, the design and
development of video games has become easier than it has been in the past, allowing students to
construct their own games (Kwon, 2012). When designing computer games, students become
active learners, creators, and producers rather than merely consumers. They take control of their
own learning, become actively engaged in the design process, and play dual roles: as both
student and game designer (Vosinakis & Koutsabasis, 2013). Further studies are needed to
explore why only a limited number of research studies have investigated how students design
computer games and its impact on student learning.
A systematic review that was conducted by Kafai and Burke (2016) showed that the
majority of game construction studies focused on teaching coding and academic content through
game making, and that few studies explicitly examined the roles of collaboration and identity
formation in the game making process. Most of these studies focus on increasing student
interests and knowledge acquisition, but what is missing, however, is the focus on the impact of
constructionist gaming on domain identification, and the role of gender in this matter, to see if
using game design studios might help to resolve or minimize the issue of the underrepresentation
of women in computer science.
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In previous sections, this review of literature has focused on the gender difference in
gaming exposure and practice: men gain most of their computing experience by playing video
games while women gain most of their experience through formal educational activities. Playing
video games is an important way to enhance the representation of women in computer science.
For example, a study was conducted on 191 women enrolled in programming classes, and it
showed that women who play more video games have a higher intention to study computer
science (Denner, Werner, & O’Connor, 2015). It is important to ask: why aren’t more women
playing video games? More importantly: why aren’t women designing games? Several studies
have shown a gender gap in video gaming, and some of them have found that women are less
confident in their abilities as gamers than men (Shaw, 2012; Ratan, Taylor, Hogan, Kennedy, &
Williams, 2015). However, a recent study by Shen, Ratan, Cai, and Leavitt (2016) showed that
gender is not a reasonable factor to use to explain why women do not play video games: mainly,
because men and women are equally capable of playing video games at the same pace. Shen et al
concluded that the gender gap is due to negative stereotypes about female gamers. The
explanation of why women do not show interest in designing video games is still, however,
unknown. Putting everything together, regardless of the dearth in the literature about combining
studio pedagogy with constructionist gaming, it seems to be a promising way of improving
women’s learning of, self-efficacy in, attitudes toward computer science, and as a result, a way
of improving their domain identifications with computer science.
Toward the Use of Game Design Studio Approach
Constructionist gaming can be an effective gender-neutral approach to teaching computer
science (Carbonaro, Szafron, Cutumisu, & Schaeffer, 2010). Game design studios can be used
effectively to increase students’ learning of and self-efficacy in learning and as a persuasive
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strategy to change women’s attitudes toward the field, rectifying any misconceptions they may
have about computer scientists (as students and professionals) and making the field more
attractive to them. Since women who want to study computer science tend to play more video
games and had positive attitudes about the field (Denner, Werner, & O’Connor, 2015), it is
reasonable to assume that designing their own games will be more effective at increasing their
domain identifications than playing existing games.
The use of a game design studio approach in computer science education is in its infancy.
Following this approach is expected to be helpful with addressing most of the previous concerns
and also with changing women’s worldviews about being builders instead of users. Since women
are often interested in areas such as human communication, graphic design, social utility, and
information retrieval (Lagesen, 2008), designing games tailored to these interests can teach and
change their attitudes toward topics that are perceived to be difficult, such as computer
programming. A game design studio approach can be helpful to efforts to change the negative
image that some women have of a computer scientist as “someone who sits in a basement,
coding for the rest of [their] life… and do[ing]… programming the whole day” (Larsen &
Stubbs, 2005, p. 147).
When the Boolean search terms were: ((“computing education” OR “computer science”
OR “computer programming” OR “computer*”) AND (“studio*”)) AND (“Design” OR
“Design-based”) AND (“self-efficacy” OR “attitude*” OR “performance” OR “domain
identification”), a ten-year search of multiple databases yielded a dearth of literature that
addresses the implementation of a game design studio approach in computer science education.
There still remains a gap in the literature exploring the impact of this approach on women’s
learning of, self-efficacy in, attitude toward, and domain identifications in computer science.
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Summary of Chapter Two
In addition to acknowledging ethical concerns about the underrepresentation of women in
computer science education, I started the second chapter by explaining the advantages of
improving the number of women in computer science for their benefit, for the benefit of the field
and the industry, and for the benefit of the computer science community at large. I also
emphasized the serious consequences, supported by statistics, of not solving this issue
immediately. The notion that computer science is not for women is misguided. The literature
review showed some historical evidence of women making significant contributions to the field,
serving in the establishment of the field, and making computers what they are today. Following
this, I tried to look more deeply at the roots of the problem and at how the computer science field
represents minorities, including women. Since I believe that no single factor can be attributed as
the sole cause of this multifaceted problem, I listed and categorized all the factors that I found in
my search that could be attributed as potential causes. Any one of these factors can contribute to
the problem by causing women to be or feel excluded from the study of computer science, and
any one of these factors can just as easily ameliorate the problem, if used productively, helping
those women who study computer science to succeed in the field.
I found that student learning of, self-efficacy in, and attitudes toward computer science
are important predictors of domain identification, which is an important predictor of majoring
and working in computer science education and professions. Based on this, I hypothesize that
using a game design studio approach in Amal’s Model, Figure 10, to support women’s learning
of, self-efficacy in, attitudes toward, and domain identifications with computer science will, in
turn, increase their representation in the field.
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CHAPTER 3. METHODOLOGY

Introduction
The second chapter concluded with a summary that characterized the development of
Amal’s Model as a resource for addressing aspects related to the underrepresentation of women
in the computer science field and as a means of recommending a hypothesized approach to
enhance the representation of women in the field. The aim of this study was to expand what is
known and understood about the roles of the constructionist gaming approach and studio
pedagogy in computer science education. The two approaches were combined in a game design
studio and tested in the study. As demonstrated in the previous chapter, despite its hypothesized
effectiveness, this combined approach is new within the computer science field. The study tested
the combined approach to measure its impact on women’s learning of, self-efficacy in, attitudes
toward, and domain identifications with computer science. The larger aim of the project was to
present empirical findings that would build a foundation for future game design studios, one that
will be recognized and utilized by computer science instructors and instructional designers.
The overarching goal of the study was to determine if student participation in a game
design studio would result in significant changes in women’s learning of, self-efficacy in,
attitudes toward, and domain identifications with computer science education and related
professions. To accomplish this goal, the study investigated whether or not supporting computer
science students with an additional workshop alone would be enough to produce adequate
improvements across the aforementioned areas. Following this, the study tested whether
employing a game design studio approach in the workshop instead of an alternative teaching
approach (i.e., robotics and coding) would be beneficial. Follow-up efforts were made that
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focused on finding out whether or not, and to what degree, this teaching approach produces
improvements across genders. The study tested the impact of two extensive coding workshops on
participants, using two different structures and formats that were offered as part of this research
study. The study attempted to validate arguments made in the second chapter and to test the
application of Amal’s Model as part of the larger effort to increase and strengthen the
representation of women in computer science.
Study Variables
The study assessed the impact of combining the studio pedagogy approach with the
constructionist gaming approach on teaching computer programming to computer science majors
and non-majors, especially women. The follow-up assessment involved several hypotheses
formulated to examine the relationships among the following independent variables: 1) teaching
approach and 2) gender, as well as to measure their impact on the following dependent variables:
(1) learning computer science, measured through participants, scores on a computer
programming test, (2) self-efficacy in computer science, measured through the Computer SelfEfficacy Scale (Beyer, 2014), (3) attitudes toward computer science, measured through the
Computer Science Attitude Survey (Hoegh & Moskal, 2009), and (4) domain identification with
computer science, measured through Computer Technology Domain Identification (CT-DIM)
(Smith, Morgan, & White, 2005). The instruments involved will be discussed later. Table 2
presents the variables.
As mentioned in the literature review, there were some factors, extraneous variables, that
might have had an impact on the results, including gaming experience, family background in
computer science, parental education level, current major, prior programming experience, prior
non-programming experience, and computer ownership. In order to establish and increase the
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external validity of the study, its design took into account differences between the groups in
terms of these variables.

Table 2: Variables of the Study
IV1

Type

Variable
Teaching Approach

IV2

Gender

DV1
DV2
DV3
DV3

Learning
Self-efficacy
Attitude
Domain Identification

Extraneous

Level
Game Design Studio
Traditional- Robotics and
coding- Active Control
No workshop- traditional
lectures-Passive Control
Male
Female

Gaming experience
Family background in CS
Parental education level
Prior programming experience
Prior non-programming experience
Current major
Computer ownership

Research Questions
The study design relied on a pretest-posttest control group design (Johnson &
Christensen, 2014) that was used to address the research questions underlying the study. Three
primary questions were posed. Each one of these primary questions contained several secondary
questions, including:
1. Do students’ learning of, self-efficacy in, and attitudes toward computer science significantly
predict their domain identifications with computer science?
2. Is the implementation of a game design studio approach in computer science significantly
effective (at α=0.05) compared to the robotics and coding approach and the traditional
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instruction in the control group, at increasing students’ learning of, self-efficacy in, attitudes
toward, and domain identifications with computer science, from the pre-test to the post-test?
3. Are there any significant gender-based differences (at α=0.05) in changes in students’
learning of, self-efficacy in, attitudes toward, and domain identifications with computer
science between the game design studio group, the robotics and coding group, and the control
group, from the pre-test to the post-test?
Hypotheses
Based on the aforementioned research questions, several hypotheses were formulated:


Hα1: Students’, both men and women, learning of, self-efficacy in, and attitudes toward
computer science significantly predict their domain identifications with computer science.



Hα2.1: Students in the game design studio will show significantly higher benefits in their
learning of, self-efficacy in, attitudes toward, and domain identifications with computer
science at (α= 0.05), demonstrated through the changes in their learning of, self-efficacy in,
attitudes toward, and domain identifications with computer science, from the pre-test to the
post-test, when compared with the robotics and coding group.



Hα2.2: Students in the game design studio will show significantly higher benefits in their
learning of, self-efficacy in, attitudes toward, and domain identifications with computer
science at (α= 0.05), demonstrated through the changes in their learning of, self-efficacy in,
attitudes toward, and domain identifications with computer science, from the pre-test to the
post-test, when compared with the control group.



Hα3: There are significant gender-based differences (at α=0.05) in changes in students’
learning of, self-efficacy in, attitudes toward, and domain identifications with computer
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science between the game design studio group, the robotics and coding group, and the control
group, from the pre-test to the post-test.
Research Design
In order to answer the above research questions and test the study’s hypotheses,
quantitative data were collected from different groups under different conditions. This study
followed a randomized, or true, experimental design in which each participant was randomly
assigned a different treatment condition, including a control condition (Cash, Stanković, &
Štorga, 2016). The design involved a presence or absence technique to manipulate the
independent variables, where treatment was presented to one group and absent in the other group
(Johnson & Christensen, 2014). A pre-posttest experimental design (Figure 11) was utilized to
test the effectiveness of the game design studio approach on students’ learning of, self-efficacy
in, attitudes toward, and domain identifications with computer science education and related
professions. The robotics and coding group, which functioned as an active control, and the
control group, which functioned as a passive control, were used to achieve a baseline comparison
(Cash, Stanković, & Štorga, 2016).
Each research question involved a comparison of three groups: two experimental groups
and a control group. Participants in the experimental groups took part in either a game design
studio or robotics and coding workshop, while the control group did not receive the
manipulation. The robotics and coding group received the same educational content that the
game design studio group received but in a traditional format, in order to ensure that the results
were not confounded by the treatment effect— the effect of engaging in practice exercises.
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Figure 11 : Flow Chart of the Experimental Design

Each group took the pre-test to determine their prior learning of, self-efficacy in, attitudes
toward, and domain identifications with computer science. Following this, members of the
experimental groups participated in two month-long coding workshops. Although the workshops
had different formats and structures, both were taught by the same instructor, held in the same
physical environment (i.e., classroom), and covered the same fundamental concepts of computer
programming, including: Input/Output, Variables, Operations, Arrays, Condition Statements,
Loop Statements, and Functions. After they completed the workshops, participants took a posttest. The purpose of the post-test was to assess any changes in the dependent variables that were
related to the treatment.
Setting and Participants
The study took place at Purdue University, selected because it was accessible and
convenient to the researcher. The participant body was comprised primarily of men and women
computer science majors and non-majors who were enrolled during the Fall 2017 semester.
Students enrolled in different courses and classes were invited to a call-out meeting that
highlighted the purpose and the importance of the study as well as the inclusion and exclusion
criteria. The targeted courses were (CS 180) titled Problem Solving and Object-Oriented
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Programming, (CS 191) titled Freshman Resources Seminar, (CS 193) titled Tools, (CS 291)
titled Sophomore Development Seminar, (EDPS 105) titled Academic and Career Planning, and
(CS 158) titled C Programming. Permission from the instructors of the targeted courses was
obtained. Some participants came from other courses— having heard about the study from
outside sources, such as friends or flyers (Appendix B).
The second chapter showed that women are found to lose their interest in computer
science and change their majors after taking an introductory computer science course (Katz et al.
2006). Because of this, only freshman and sophomore computer science majors who were at risk
of leaving the field, as well as non-majors and undecided majors who still had a chance to
consider pursuing a degree in computer science, were selected as participants in the study. Nonmajors and undecided majors were included to increase the validity of the findings.
Participation in the study was completely voluntary and each participant was randomly
assigned to one of the groups in the study. It was reasonable to think that students who chose to
participate in the study might hold more of an interest in computer science than others; however,
the focus of the current study went beyond student interests to measure the effects of the
treatment on more complicated educational and psychological constructs, including learning,
self-efficacy, attitudes, and domain identifications. It is fair to draw the conclusion, based on
this, that self-selection among participants did not mean they performed better, held more
positive self-efficacy beliefs, showed more positive attitudes, or saw the field as a part of their
identities, as compared with those who did not participate in the study. Those who expressed
interest in participating in the study might have done so because 1) they were seeking external
help to manage the difficulty of their programming courses, 2) they had intrinsic motivations that
drew them toward games, or 3) as in the case of a similar study (Schnittka, Brandt, Jones, &
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Evans, 2012), they were looking for something fun to do. Since the current study design relied
on a pretest-posttest control group, the pretest allowed information to be gathered as to whether
or not there were gaps between the groups in terms of their dependent variables before they
participated in the study. The demographic survey included a direct question about the reasons
that encouraged each participant to take part in the study.
Sample Characteristics
Originally, 147 potential participants attended the call-out meeting. After explaining the
inclusion and exclusion criteria, it was determined that approximately 105 students met the
inclusion criteria. Students were then randomly assigned to three groups. By the end of the study,
94 students completed the workshops. The primary researcher involved had no faculty-student
relationship in any previous academic courses with the participants. The instructors of the
selected courses taught them in the typical way, while the main researcher taught the two
additional workshops outside of class time. The inclusion of participants was based on the
following criteria:


Undergraduate student: freshman or sophomore



18 years or older



Computer science majors and non-majors



Gender: any



Ethnic background: any

Based on these criteria, the following exclusion criteria were used in this study:


Graduate students



Junior or senior level undergraduate students
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Undergraduate students younger than 18 years old



Individuals with special needs— [Specialists in special education were not available]

The following table shows the frequencies and percentages of sample characteristics.
Table 3: Sample Characteristics
Demographic Variable
Gender

N

%

Males
Females

46
48

48.93
51.06

CS majors
Non-majors

59
35

63
37

37
5
1
51
61
59

39.06
5.32
1.06
54.25
64.89
62.70

4
1
1
2
4
1
7
27
30
8
9
63

4.25
1.06
1.06
2.13
4.25
1.06
7.45
28.72
31.91
8.51
9.75
67.02

27
23
19
25
94

28.72
24.47
20.21
26.59
100

Major

Ethnicity
White
Hispanic or Latino
African American
Asian / Pacific Islander
Prior programming experience
Prior non-programming experience
Parental educational level
No schooling completed
Nursery school to 8th grade
Some high school, no diploma
High school graduate, diploma or the equivalent
Some college credit, no degree
Trade/technical/vocational training
Associate degree
Bachelor’s degree
Master’s degree
Professional degree
Doctorate degree
Family background in computer science
Gaming experience
Less than 1 year
1-5 years
6-10 years
More than 10 years
Computer ownership

Previously, I addressed concerns about self-selection, and the reasonable argument that
students who chose to participate in the study might have stronger interests in computer science
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than others. Although the focus of the study went beyond student interests and measured the
effects of treatments on more complicated educational and psychological constructs (both will be
discussed later in this chapter), the control group was used to minimize the self-selection effect
on the study’s findings. Students were asked to indicate their reason for attending the workshops
before they were assigned to any of the study groups. The following table shows the frequencies
and percentages of student responses to questions about their motivations for attending the
workshops.
Table 4: Students’ Reasons for Participating
Reason
Looking for something new to learn
Seeking external help to manage the difficulty of a programming course
Interested in game design
Interested in learning coding
Interested in robotics or electronics
Looking for something fun to do

N
67
32
53
68
50
56

%
71
34
56
72
53
60

Eight participants indicated other reasons, including: “learning animation,” “I love
computer science,” “web or app design,” “to become more involved in computer science,”
“Learning about how to apply CS in real life jobs,” “good way to get products for the resume,”
and “more experience and making new things.” This confirms the assumption in the previous
chapter that student interests would extend beyond coding and suggests that other motivating
factors can encourage students to attend workshops.
Study’s Treatments
Robotics and Coding
This workshop focused on teaching computer programming through robotics. The use of
robotics in computer science has been studied and tested in multiple studies, and it has been
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proven effective at teaching computer-related topics and skills, such as critical thinking skills,
problem-solving, and teamwork (Benitti, 2012; Yamanishi, Sugihara, Ohkuma, & Uosaki, 2015)
for men and women (Merkouris, Chorianopoulos, & Kameas, 2017) at secondary and university
education levels (Major, Kyriacou, & Brereton, 2012). Similar to the game design studio,
robotics provides students with experiential team-based learning opportunities (Bacca-Cortés,
Florián-Gaviria, García, & Rueda, 2017). Robotics is multidisciplinary, bringing together topics
from different disciplines and backgrounds, including: mathematics and physics, mechanics,
automatic control, electronics, and computer sciences (Aliane, 2011). The robotics and coding
workshop served as an alternative approach to teaching that was aimed at increasing the validity
of the conclusions drawn from this study and at ensuring that the results were not confounded by
the treatment effect. It was surprising to find out that robotics studies are not a core part of the
computer science curriculum at Purdue University. Although the use of robotics was not a
traditional part of the computer science curriculum, the workshop was taught in a traditional
format.
The workshop consisted of eight sessions, and each session consisted of two parts.
During the first part, participants were taught computer programming with C/C Plus Plus and
received hands-on experience using Microsoft Visual Studio and Xcode. The second part
focused on connecting computer programming with robotics using Arduino. Students were
divided into small groups, and each group received a robotics kit (Figure 12) comprised of
different sensor modules, wires and connectors, buttons, transistors and resistors, motors and
servos, power supplies, microcontrollers, etc. Students were provided with circuit diagrams and
the tools they needed to complete their projects, such as batteries, screwdrivers, glue guns,
scissors, laser sensors, adhesive tape, etc.
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Figure 12: Example of Robotics Kits That Each Group Received

Computer programming was taught in a traditional lecture format. However, in each
session, students were asked to complete multiple tasks and activities. Groups were not the same
in every session, and toward the end of the workshop, students developed group-based robotics
projects. Each group received an additional robotics kit to help them complete their final
projects. Different groups developed different projects. Examples of the projects include robotics
cars, robotics arms, and projects with various functionalities (Figure 13). A website was
developed as a supplement for this workshop (Figure 14) and included code samples and links to
all of the code libraries that students needed.
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Figure 13: Example of Projects and Tools Used in the Robotics and Coding Workshop
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Figure 14: A Website Was Used as a Supplement for the Robotics and Coding Workshop
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Game Design Studio
The game design studio workshop was a new experience for most of the students. In this
workshop, students were offered opportunities to learn computer programming through video
game design and development. The game design studio was the same length as the robotics and
coding workshop. At the beginning of the workshop, students were asked to introduce
themselves to their classmates, describe their main skills, and their backgrounds. Students were
also asked to brainstorm ideas for their game design projects. In the second session, students
shared their ideas with their classmates, and formed groups. The groups were formed based on
students’ interests in the selected project options, their skills and backgrounds, and the types of
projects (e.g., Desktop Game, Virtual Reality, 2D Game, 3D Game, etc.). Each session consisted
of two parts. The first part focused on combining computer programming with game design and
development. In this part, students learned computer programming with C Sharp by designing
games with Unity, which is a cutting-edge gaming engine, and Microsoft Visual Studio (Figure
15). For example, they learned IF statements through Artificial Intelligence (AI).

Figure 15: Gaming Engine in the Game Design Studio
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In the second part, students worked together in their studios (groups) on their projects.
Students were asked to write a game design document, draw visuals of their ideas, and develop
prototypes for their games. The instructor provided different types of critiques during each
session. The instructor visited students and provided each student with a one-on-one desk
critique. At the end of each session, students displayed their work to other groups and received a
peer critique. At the end of the workshop, students presented their playable prototype to their
fellow students in a formal critique. Students were encouraged to act as professional designers.
For example, they developed an identity for their studios, designed logos, and came up with
names to represent their studios.
Each studio was given budget to spend on the development of their projects based on the
project needs. Students did not receive money directly. Instead, they were asked to go through
the instructor who would purchase what they needed and give it to them. Each studio was
provided with the tools they needed to design and develop their games. Examples of such tools
include large Post-it (Sticky Easel Pad) Notes, pens and pencils to sketch their designs, 2D and
3D game assets, tutorials, recording microphones and mixers, virtual reality headsets, Microsoft
Kinect, and gaming controllers (Figure 16). A website (Figure 17) was developed and
implemented to assist students with code samples and gaming assets.
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Figure 16: Example of Tools Used in the Game Design Studio
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Figure 17: A Website Was Used as a Supplement for the Game Design Studio
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Early in the second chapter, I talked about the importance of removing objects that offer
stereotypical representations of computer science from the learning environment (Cheryan et al.,
2009). It is important to note that the researcher made sure that the physical environment selected
for both workshops did not include any stereotypical representations.
Instrumentation
Prior to the start of the study, students completed a demographic survey assessing their
demographic information. The demographic survey (Appendix C) focused on extraneous
variables that were found in the literature to be important factors. The survey investigated
students’ interest in attending the workshops. Following this, they were asked to take a short
programming test (Appendix G), a self-efficacy survey (Appendix D), an attitude survey
(Appendix E), and a computer science domain identification survey (Appendix F). At the end of
the study, the same instruments, except the programming test (discussed later), were used to
measure any significant differences between pretest and posttest mean scores in all groups. For
instruments that were not designed by the researcher, authorial permissions were obtained
(Appendix H). All students encountered the instruments in the same order. These instruments
included the following:
Demographic Survey
Before participating in the study, students were asked to fill out a demographic survey.
The survey served three main purposes. First, the survey was used to make sure that students,
based on their answers, met the inclusion criteria. The second purpose was to provide data for
statistical tests between groups to make sure that there were no gaps between the groups in terms
of their demographic information. The demographic survey was used to make sure that after the
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random assignments, there were no significant differences between the groups in demographics,
such as in gaming experience or prior programming experience. Finally, the survey asked
students about their reasons for attending the workshops in order to test for any possible
indicators of the impact of self-selection on their answers.
Self-efficacy Survey
The second survey was the Computer self-efficacy survey that was developed by Beyer
(2014). The scale consisted of nine items that measured student self-efficacy in computing and
computer science. The reliability of the instrument was tested, and it returned (α = .87). There
were several self-efficacy instruments that could have been used for this purpose. This
instrument was selected because it focused on students’ self-efficacy in computers in general,
rather than on a specific computing topic or skill.
Attitude Survey
The third survey was an attitude survey. There were several attitude surveys that could
have been used to measure student attitudes toward computer science; however, after reviewing
some of them, the Computer Science Attitude Survey, developed by Hoegh and Moskal (2009),
was found to be the most suitable for the study. Unlike the other similar instruments, it measures
student attitudes toward the computer science field by focusing on five main constructs:
confidence, interest, gender, usefulness, and profession. The survey, when it was given to high
school students, showed high reliability: higher than 0.70 (Heersink & Moskal, 2010).
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The Computer Technology Domain Identification (CT-DIM)
The third instrument was a domain identification measure. It was very difficult to find an
existing survey to measure computer domain identification. The computer Technology Domain
Identification measure, developed by Smith, Morgan, and White (2005), was one of the few
existing instruments to investigate the relationship between gender and computer science career
pursuit. This instrument was developed based on math domain identification (MATH- DIM).
The authors tested the new instrument, CT-DIM, and it showed high reliability with Cronbach’s
alpha at .78 (Smith, Morgan, & White, 2005). The instrument was also used in other studies and
showed similar results. Koch, Muller, and Sieverding (2008), for example, used the instrument in
their study and found an internal consistency of Cronbach’s a = 0.88 in the pretest and 0.84 in the
experiment.
Programming Test
Finally, participants were asked to take a programming test that covered fundamental
skills in computer programming, including: input/output, operations, arrays, condition statements
(if, else, if-else, and switch), loop statements (for, while, and do-while), and functions. The test
consisted of multiple choice questions. Due to the difficulty of finding an existing test that
focuses on the topics covered in both workshops, a programing test was designed according to
instructional content and learning objectives. In order to reduce the pre-testing effect on posttesting, a bank of items was developed, random items were selected for the pre-test, and different
random items were selected for the post-test. Multiple computer science instructors were
consulted in reviewing the test, and revisions were made before the test was given to the
participants. The relatability of the instrument was tested, and it returned (α = .785).
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Procedure
The first phase of this study was the initialization of the study. This phase focused on
scoping out the research problem, reviewing what had already been accomplished in this
research area, and identifying gaps in it. It included a review of historical, empirical, and
theoretical studies in computer science education that shed light on the roots of the
underrepresentation of women in the field. A total of (263) articles were screened and (94) were
coded. This phase provided an initial sketch of the leaking pipeline problem in computer science
and eventually led to the formulation of the research framework, questions and hypotheses.
Following this was the research proposal-writing phase, the second phase, which
included the creation of outlines, discussions of ideas with individuals involved in the research,
including the research committee, and a determination of the setting and population involved in
the proposed study. The third phase was a process of translating ideas, feelings, opinions, and
thoughts into actions. This phase included clarifying the direction of the study, developing
materials for the coding workshops (i.e., robotics and coding and game design studio), selecting
and designing instrumentation and data collection methods, preparing the learning environment,
obtaining the software and hardware tools that each of the workshops required, and fulfilling the
procedural requirements for conducting the study.
The fourth phase was to conduct the study, which consisted of recruiting participants,
assigning them to groups, teaching the instructional materials, and collecting quantitative data
from the participants. The final phase was the essence and core of the study: in short, it was
comprised of the analysis of the collected data through the application of statistical and logical
techniques that allowed for relationships between variables to be studied. This phase addressed
the statistical significance of those relationships. All of the phases are summarized in Figure 18.
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Phase#1:
Initialization

Phase#2:
Proposal

•Review of Literature
•Gap in the Literature
•Conceptual Framework-- Amal's Model
•Purpose of the Study

•Research Questions
•Research Hypotheses
•Proposal of the Study
•Contacting Study Personnel

•Instrumentation
•Relatability and Validity
•Obtaining IRB Approval
Phase#3: Design •Contacting Instructors

•Preparing Instructional Content--Lesson Plans
•Recruitment
•Random Assignment
•Pre-test
•Coding Workshops
Phase#4: Study •Robotics and Coding
•Game Design Studio
•Post-test

Phase#5:
Analysis

Phase#6:
Findings

•Multiple Linear Regression
•Welch Two Sample t-test
•ANOVA

•Discussion
•Recommendation
•Conclusion

Figure 18: Research Procedure
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Data Collection
Recruitment
Recruitment of participants was initiated through an announcement of the study via a
short presentation and a flyer distributed to all students across different sections of the selected
courses. Participants were invited to a call-out meeting that conveyed the importance of the study
to them, to the computer education community, to the education community, and to future
researchers. Following this, students who showed an interest in participating in the study were
asked to sign consent forms. Copies of the signed consent forms were made available to those
who wanted them. Following this, the researcher created a software application to generate
random codes and print out random cards (Figure 19). Subjects were assigned codes to use
during the study. Each subject received two small cards that contained a random code. Each
subject was then asked to keep one of the cards, to suggest an alternative code that would be
memorable to them, and to write it down on the second card. The researcher collected the
alternative codes and destroyed them by the end of the study. The alternative code was included
as a protective measure, in case a subject forgot or lost their code (the first card). The main codes
and the alternative codes were meaningless for people outside of the research team and could not
be used to identify students. All codes, including the alternative codes, were destroyed after the
completion of the study. Following this, participants took the demographic survey to make sure
they met the inclusion criteria.
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PLEASE GIVE THIS CARD TO YOUR INSTRUCTOR!

Figure 19: Example of Participants’ ID Cards

Group Formation
The next step was to determine the groups. Participants were randomly assigned within
strata (randomization was done within gender groups) to either one of the experimental groups or
to the control group. At the beginning of the workshops, participants were asked to take the pretest to determine their level of prior knowledge and familiarity with the fundamental concepts of
computer programming, as well as to take self-efficacy, attitude, and domain identification
surveys to determine their abilities, confidence levels, and attitudes toward computer science
education. Each group was taught separately. The first class, for all students, was geared toward
preparation and familiarization and aimed at preparing students to understand the materials and
structure of each workshop. During this session, students were taught the main skills needed to
participate in each workshop before they began participating in the actual study. Students were
encouraged to ask questions about the content of the workshop, the activities, and expected
deliveries. The researcher taught both workshops under the same conditions. Completion of the
workshops took four weeks. At the end of the fourth week, all groups completed a post-test to
identify possible changes in the participants’ progressions from the pre-test to the post-test for
each group.
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Reliability and Validity
External Validity
The ultimate goal of this study was to examine the effectiveness of using game design
studios to increase the enrollment of women in computer science education and professions.
Because of this, the procedure of selecting participants was delicate and, as such, great care was
taken in implementing instruments and conducting the study. Part of this required special
attention during the design phase, attention that focused on generating valid generalizations to
which different members of the population, in various locations and at various times, would be
able to relate (Mitchell & Jolley, 2001). Participants were assigned randomly to different groups
to reduce any possible biases in selection. They were selected from a representative school and
courses (Cash, Stanković, & Štorga, 2016) to ensure that exceptional schools/courses with
uncommon and unrepresentative programs, such as all-female classes, were not used. Even
though the main goal of the study was to test the impact of the hypothesized solution on different
aspects of women’s learning of computer science, men were included to make sure that the
educational environment was representative of realistic and typical educational environments in
higher education. It was important to make sure that if the treatment worked for women it
worked for men, or that it at least did not have a negative impact on them.
Since time is a big threat to external validity, the workshops in the study were offered to
all students at the same time. The number of sessions, the length of sessions, and the physical
environment were the same for both workshops. Participants were randomly assigned to one of
the three groups, using stratified random sampling techniques to increase representativeness in
the sample (Johnson & Christensen, 2014). Participants were put in different subgroups, and
random samples were selected from each subgroup to highlight women and men. A description
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of the inclusion and exclusion criteria was included in the study (discussed above) to encourage
replication.
Internal Validity
The randomized pre-posttest experimental design improved the internal validity of the
study. By controlling multiple factors, and by including a control group in the study, its design
allowed for all extraneous variables to be equated and provided valid explanations for the study’s
cause-effect associations. The three groups were tested before the study in order to make sure
that the groups were relatively balanced in terms of the extraneous variables. Multiple groups
were used in the study in order to avoid any “single group” threats (Trochim, Donnelly, & Arora,
2015); however, there were “multiple group” threats that might have had an impact on the study,
and these needed to be considered.
In addition to using random assignment, it was important to know whether or not the
groups were comparable (Trochim, Donnelly, & Arora, 2015), so a pre-test was used to
determine how comparable the groups were before they received treatment. The pre-test helped
reduce selection bias, avoiding selection-regression threats and indicating if the post-test results
were attributed to the treatments that the participants were encountering after the pre-test.
Selection-history threat was another issue that could potentially have affected the validity
of the study, based on its design (Trochim, Donnelly, & Arora, 2015). The study had a clear
duration built in, lasting four weeks. During these weeks, students studied different lessons,
performed different tasks, and engaged in different educational activities. These activities
revealed whether or not a major event happened between the pre- and post-test that might have
had an impact on the results. The four-week duration was suitable for teaching the learning
objectives of the program and also for reducing any selection-maturation threats. A four-week
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workshop would not likely have resulted in students maturing at different rates with respect to
computer programming. To further reduce threats against the validity of the study, instruments
were selected carefully and reliability (each was checked), and scoring criteria were the same for
all groups during the pre-test and post-test. A bank of items was developed for the programming
test, and two versions of the test were selected for the pre-test and post-test to reduce the testing
effect.
Social interaction threats might have had an effect on results, but the study’s internal
validity was strengthened by selecting an instructor (i.e., researcher) who did not belong to any
of the departments that participants came from. The instructor had no previous or current
instructor-student relationships with the departments. Participation in the study did not affect
participants’ grades.
There were still several threats, however, that were related to student interactions with
each other. Some examples of these threats include diffusion of treatment, which occurs when
students in different groups share their experiences with each other; compensatory rivalry, which
occurs when students in different groups try to compete against each other; and resentful
demoralization, which occurs when students give up because they do not receive the approach
that other groups have received (Trochim, Donnelly, & Arora, 2015). Efforts were made to
increase internal validity by including groups from different courses.
Another issue that might have been problematic is the compensatory equalization of
treatment, which occurs when some participants ask to move to the other groups or to try another
approach for some reason (e.g., to try the game design studio instead of the robotics workshop).
This can pose a serious threat to the study. To be proactive and to ameliorate this issue,
participants were informed that they would be able to try all the other approaches after the fourth
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week, when the study was done. The control group, the group that only filled out surveys without
receiving any treatment, was offered the opportunity to attend the workshops after the
completion of the study. Participants in the game design studio and the robotics and coding
groups were also informed that they would have the chance to attend and try different workshops
with the control group after the completion of the workshops. This was intended to reduce the
threat of compensatory equalization. It was difficult to control human interactions, but efforts
were made to minimize the impact of social interactions on internal validity through the use of a
multiple-group randomized pre-posttest control design.
Reliability
In the instrumentation section, the reliability of the instruments that were used in the
study was addressed. The surveys had been tested before they were used in the study and each
instrument showed high reliability. The programming test was developed and tested prior to the
study. In addition, the surveys and the programming test included closed-ended questions and
were collected and graded by the researcher, and the grading process was checked multiple
times. The grading and scoring process was done automatically using statistical software. During
the process, the experimental design allowed for improvements to be made to increase the
reliability of measurements and to use statistical tests to adjust for errors. It was possible to
triangulate data from different sources, since different perspectives were used to measure the
impact of the proposed approaches, including learning of, self-efficacy in, attitudes toward, and
domain identifications with computer science.
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Power Analysis
In this study, different statistical tests were run to evaluate the research hypotheses at
α=0.05. A p-value of 0.05 or less was needed to reject any of the null hypotheses. Since a
reasonable effect size was required to describe the magnitude of differences between the groups
(Creswell, 2005), a medium effect size of f2= 0.15 (Cohen, 1988), and a sample size of (N77)
participants was estimated for this study to have a power of 80% (Figure 20). However, 94
students participated in this study, with N30 in each group.
F tests - Li near mu lt ip le r egr ess ion : Fixed model, R2 deviation from zero
Number of predictors = 3, <X err prob = 0.05, Effect size f2 = 0.15
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Figure 20: Power Analysis

Data Analysis
The analysis of the data focused on testing the research questions and hypotheses by
comparing and analyzing the pre-test and post-test scores from the control and experimental
groups in order to detect any significant differences in students’ learning of, self-efficacy in,
attitudes toward, and domain identifications with computer science education and professions
due to the different treatments. RStudio (Cirillo, 2016) was used to compute all the statistical
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tests in the study. Before answering the research questions, Chi-squared and Fisher's exact test
(Campbell, 2007) were used to measure any significant differences between groups in terms of
their demographic information, and to make sure that the groups were relatively balanced.
Following this, Analysis of Variance (ANOVA) (Bingham & Fry, 2010) was used to test any
gaps between the groups in terms of their pre-test scores in their learning, self-efficacy, attitudes,
and domain identification, before they received any treatments. The assumptions of the ANOVA
test were checked. Part of checking the ANOVA assumptions required using the Shapiro-Wilk
test (Stowell, 2014) to check the normality of the variables. Bartlett’s test and Levene’s test
(Draper & Smith, 1998) were used to determine the homogeneity of variances (i.e., the
homoscedasticity) between the groups.
To answer the first research question, Multiple Linear Regression (MLR) (Bingham &
Fry, 2010) was used to measure the effectiveness of Amal’s Model at predicating women’s
domain identifications with computer science. To answer the second question, a Welch Two
Sample t-test was used to compare the effectiveness of the game design studio with the robotics
and coding group and the control group, for both men and women. After testing the effectiveness
of the game design studio on both men and women, ANOVA type II and type III (for interactions
between gender and group) were used to answer the third question. Post-hoc tests were used to
measure gender-differences between groups. Table 5 summarizes the data analysis methods.
Table 5: Data Analysis Methods for the Research Questions
RQ
1

2

IV





Learning achievement
Self-efficacy
Attitude
Teaching approach (NA-Control,
Robotics and Coding, Game
Design Studio)

DV
 Domain
Identification

Measurement
MLR






Welch Two Sample ttest

Learning
Self-efficacy
Attitude
Domain
Identification
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3




Teaching approach (NA-Control,
Robotics and Coding, Game
Design Studio)
Gender (male, female)






Learning
Self-efficacy
Attitude
Domain
Identification

ANOVA
Post-hoc/ Tukey
adjustment
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CHAPTER 4. RESULTS

Introduction
A consequential discussion in the second chapter culminated in the conclusion that it is
necessary to replace the standard lecture approach of teaching computer science with an
authentic experiential learner-centered approach in order to increase women’s representation in
the field. Presented at the end of the second chapter was Amal’s Model. The testable model was
developed based on findings that suggest that increasing the representation of women in the
computer science field happens primarily by targeting and enhancing their learning of, selfefficacy in, attitudes toward, and domain identifications with the field. In this study, the coupling
of studio pedagogy with constructionist gaming was used as an avenue to support these particular
aspects of women’s learning and academic motivation. The purpose of this study was to expand
what is known and understood about the roles of the constructionist gaming approach and studio
pedagogy in computer science education. The overarching goal was to determine if student
participation in a game design studio would lead to significant improvements in women’s
learning of, self-efficacy in, attitudes toward, and domain identifications with computer science
education and professions. This chapter presents the results of several primary and secondary
research questions that are geared toward achieving the overarching goal.
Research Questions
The research design (discussed in the third chapter) provided rich data to answer each of
the questions listed below. With careful attention to the difficulty and complexity of each of the
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following research questions, this chapter presents an analysis of each primary research question
and addresses subsequent secondary questions separately. The primary questions were:
1. Do students’ learning of, self-efficacy in, and attitudes toward computer science significantly
predict their domain identifications with computer science?
2. Is the implementation of a game design studio approach in computer science significantly
effective (at α=0.05) compared to the robotics and coding approach and the traditional
instruction in the control group, at increasing students’ learning of, self-efficacy in, attitudes
toward, and domain identifications with computer science, from the pre-test to the post-test?
3. Are there any significant gender-based differences (at α=0.05) in changes in students’
learning of, self-efficacy in, attitudes toward, and domain identifications with computer
science between the game design studio group, the robotics and coding group, and the control
group, from the pre-test to the post-test?
Hypotheses
Based on the aforementioned research questions, several hypotheses were formulated:


Hα1: Students’, both men and women, learning of, self-efficacy in, and attitudes toward
computer science significantly predict their domain identifications with computer science.



Hα2.1: Students in the game design studio will show significantly higher benefits in their
learning of, self-efficacy in, attitudes toward, and domain identifications with computer
science at (α= 0.05), demonstrated through the changes in their learning of, self-efficacy in,
attitudes toward, and domain identifications with computer science, from the pre-test to the
post-test, when compared with the robotics and coding group.



Hα2.2: Students in the game design studio will show significantly higher benefits in their
learning of, self-efficacy in, attitudes toward, and domain identifications with computer
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science at (α= 0.05), demonstrated through the changes in their learning of, self-efficacy in,
attitudes toward, and domain identifications with computer science, from the pre-test to the
post-test, when compared with the control group.


Hα3: There are significant gender-based differences (at α=0.05) in changes in students’
learning of, self-efficacy in, attitudes toward, and domain identifications with computer
science between the game design studio group, the robotics and coding group, and the control
group, from the pre-test to the post-test.
Data Analysis
Data analysis was performed in three phases. The first phase focused on testing

demographics, especially those mentioned in the literature, as potential extraneous variables. A
comparison between the groups was performed to identify any significant gaps due to previous
demographic variables. The plan was to include a given demographic variable in the analysis of
the research questions if the differences between the groups pertaining to that variable were
significant. The second phase focused on testing any significant differences between the study
groups, in terms of their pre-test scores reflecting their learning of, self-efficacy in, attitudes
toward, and domain identifications with computer science. The last phase was the core of the
study; it tested the research questions and hypotheses of the study. Details about each phase, the
hypotheses tested, and statistical tests used in each phase are explained in subsequent sections.
Phase 1: Testing Demographic Variables
The demographic variables were analyzed using multiple statistical techniques. First, all
variables were checked using graphical displays to identify any differences between the groups.
Following this, a Chi-squared test was performed to reveal any statistically significant
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differences between groups for each demographic variable. When the use of Chi-squared test
was inappropriate due to small sample sizes in some cells (i.e., cell size<5 participants), Fisher's
exact test was used to determine any significant differences between groups. The tests were
performed on the following hypotheses:
1. H0Gender: there are no significant differences between the study groups in terms of their
genders.
2. H0Major: there are no significant differences between the three groups in terms of their
majors.
3. H0Ethnicity: there are no significant differences between the three groups in terms of their
ethnicities.
4. H0Parental education level: there are no significant differences between the three groups
in terms of their parental education levels.
5. H0Family Background in CS: there are no significant differences between the three groups
in terms of their family backgrounds in computer science.
6. H0Prior Programming: there are no significant differences between the three groups in
terms of their prior programming experiences.
7. H0Gaming: there are no significant differences between the three groups in terms of their
gaming experiences.
8. H0Reason of attending workshop: there are no significant differences between the three
groups in terms of their reasons for attending the workshops.
Gender
The research design included block randomization in order to make sure that the malefemale ratio was relatively balanced across all of the groups. However, due to the relevance of
this variable to the current study, it was tested statistically to make sure that the number of
participants who withdrew from the study did not affect the balance between groups. The bar
plot (Figure 21) shows that the ratio of male-female students was balanced across all groups.
Confirming this, a Chi-squared test was performed and showed no statistically significant
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differences between the groups in the Chi-squared test (X-squared = 0.1473, df = 2, p-value =
0.929). Based on these results, the null hypothesis that there were no significant gender
differences between the groups, was accepted.
Bar Plot of Gender (0-Male, 1-Female) for different groups
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Figure 21: Bar Plot of Gender for Different Groups

Major
It was expected that the number of computer science majors would exceed the number of
non-majors since the study was announced primarily within computer science courses. The
demographic ‘major’ variable was analyzed to make sure that the numbers of computer science
majors and non-majors were relatively balanced between the groups to avoid any confounding
results between the treatments and this particular variable. Even though the number of computer
science majors exceeded the number of non-majors, the bar plot (Figure 22) shows that the
numbers of computer science majors and non-majors were relatively balanced between the
groups. A Chi-squared test was performed and showed no statistically significant differences
between the groups in the Chi-squared test (X-squared = 0.33585, df = 2, p-value = 0.8454).
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Given this, the null hypothesis that there were no significant differences between the groups, in
terms of their students’ majors, was accepted.
Bar Plot of Major (0-CS Major,1-Non-major) for different groups
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Figure 22: Bar Plot of Major for Different Groups
Ethnicity
The study tested participants’ ethnicities to make sure there were no significant ethnic
differences between the study groups. The bar plot (Figure 23) shows that the number of
participants was relatively balanced in terms of ethnicity in each of the three groups in the study.
Since the number of participants of certain ethnicities was small (cell size<5) in some ethnic
groups, a Fisher's exact test was used instead of Chi-squared and showed no statistically
significant differences between the groups at the Fisher's exact test (p-value= 0.7142). Thus, the
null hypothesis that there were no significant differences between groups in terms of their
ethnicity, was accepted.
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Bar Plot of Ethnicity for different groups
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Figure 23: Bar Plot of Ethnicity. Note: (0-White, 1-Hispanic or Latino, 2-African American, 3Native American, 4-Asian / Pacific Islander, 5-Other)

Parental Educational Level
Participants’ parental education levels were tested to make sure that there were no
significant differences between the groups in terms of parental level of education. The bar plot
(Figure 24) shows that the parental education levels among students were relatively balanced
between groups. Since the number of participants with some parental educational levels was
small (cell size <5) in some groups, a Fisher's exact test was used instead of Chi-squared, and
showed no statistically significant differences between the groups at the Fisher's exact test (pvalue= 0.7613). The null hypothesis that there were no significant differences between groups in
terms of their parental educational level was, therefore, accepted.
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Bar Plot of Parental Education for different groups
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Figure 24: Bar Plot of Students’ Parental Education Levels. Note: (0) No schooling completed,
(1) Nursery school to 8th grade, (2) Some high school- no diploma, (3) High school graduate,
diploma or the equivalent, (4) Some college credit, no degree, (5) Trade/technical/vocational
training, (6) Associate degree, (7) Bachelor’s degree, (8) Master’s degree, (9) Professional
degree, (10) Doctorate degree

Family Background in Computer Science
The study investigated participants’ family backgrounds in computer science in order to
make sure that there were no significant differences between the groups in terms of their family
backgrounds in computer science. The bar plot (Figure 25) shows that the number of students
with family backgrounds in computer science was relatively balanced between groups.
Confirming the results, a Chi-squared test was performed and showed no statistically significant
differences between the groups in the Chi-squared test (X-squared = 0.81174, df = 2, p-value =
0.6664). As such, the null hypothesis that there were no significant differences between the
groups in terms of their family backgrounds in computer science, was accepted.
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Family Background in cs for different groups
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Figure 25: Bar Plot of Family Background in Computer Science. Note: (0) No background in
computer science, (1) Some background in computer science

Family Background Experience
For those who indicated family background in computer science, the study went one step
further and analyzed each level of their family background experience individually to see if there
were any significant differences between groups in familial computer science experience levels
for students who indicated family background in computer science. The options were:


Option#1: Some family members study or have studied computer science



Option#2: Some family members work or have worked in a computer-related field



Option#3: Some family members use computers for basic tasks



Option#4: Some family members use computers for advanced tasks



Option#5: Some family members are experts in some computer-related areas

The bar plots (Figure 26) show that the numbers of participants in all groups were
relatively balanced in terms of the levels of family background experiences in computer science.
Pearson's Chi-squared test and Fisher's exact test were performed at every option, especially
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since the cell sizes were small (cell size<5) in some groups at some options. The results are as
follows: Option1: there were no statistically significant differences between the groups in the
Chi-squared test (X-squared = 3.0141, df = 2, p-value = 0.2216), and Fisher's exact test (pvalue= 0.2268). Option2: there were no statistically significant differences between the groups in
the Chi-squared test (X-squared = 1.1996, df = 2, p-value = 0.5489), and Fisher's exact test (pvalue= 0.546). Option3: there were no statistically significant differences between the groups at
the Chi-squared test (X-squared = 1.3111, df = 2, p-value = 0.5192), and Fisher's exact test (pvalue= 0.552). Option4: there were no statistically significant differences between the groups at
the Fisher's exact test (p-value= 0.1788). Option5: there were no statistically significant
differences between the groups at the Chi-squared test (X-squared = 1.6387, df = 2, p-value =
0.4407), and Fisher's exact test (p-value= 0.4423). Based on these results, the null hypothesis that
there were no significant differences between the groups in terms of the different levels of family
background in computer science, was accepted.
ily Background in CS- Level1

Family Background in CS- LeveI2
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Figure 26: Bar Plot of Family Experience Levels in Computer Science. Note: (0) No background
in computer science, (1) Some background in computer science
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Prior Programming Experience
Another important factor that was tested in this phase of data analysis was participants’
prior programming experience. It was expected that there would be some differences among
participants in terms of their programming experience. It would be problematic if participants in
one group had more or less prior programming experience than those in others, so this variable
was tested carefully to address any concerns about confounding results between treatments and
participants’ prior level of programming experience. The bar plot (Figure 27) shows that the
number of participants was relatively balanced between groups with regard to programming
experience. A Chi-squared test was performed to confirm the result and it showed no statistically
significant differences between the groups in the Chi-squared test (X-squared = 2.6383, df = 2,
p-value = 0.2674). Therefore, the null hypothesis that there were no significant differences
between groups in terms of prior programming experience, was accepted.
Bar Plot of Prior Programming Experience for different groups
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Figure 27: Bar Plot of Students’ Prior Programming Experience. Note: (0) No Prior
Programming Experience, (1) Some Prior Programming Experience
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Prior Programming Experience Levels
For those who indicated prior programming experience, the study went one step further
and analyzed each level of prior programming experience individually to see if there were any
significant differences between the groups. The bar plot (Figure 28) shows that programming
experience level differences between groups, for those who had prior programming experiences,
were relatively balanced. Since the numbers of participants who had prior programming were
small (cell size <5) in some groups at some levels of programming experience, a Fisher's exact
test was employed instead of a Chi-squared test. The test revealed no statistically significant
differences between the groups (p-value= 0.756). The null hypothesis that there were no
significant differences between the groups with regard to prior programming experience levels
for those who had prior programming experience, was accepted.

Bar Plot of Prior Programming Experience for different groups
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Figure 28: Bar Plot of Students’ Prior Programming Experience Levels. Note: (0) No Prior
Programming, (1) Less than 1 Year, (2) 1-5 Years, (3) 6-10 years, (4) More than 10 Years
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Prior Non-programming Experience
Similar to the approach to addressing prior programming experience, the study
investigated whether there were significant differences between groups in terms of prior nonprogramming experience levels (i.e. any experience in any computing-related aspect, such as
graphic design, video editing, ...etc.). The bar plot (Figure 29) shows that differences in prior
non-programming experience were relatively balanced between the study groups. A Chi-squared
test was performed to confirm the result and showed no statistically significant differences
between the groups in the Chi-squared test (X-squared = 2.045, df = 2, p-value = 0.3597). Based
on this, the null hypothesis that there were no significant differences between groups in terms of
their prior non-programming experience, was accepted.

Bar Plot of Prior Non-programming Experience for different groups
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Figure 29: Bar Plot of Students’ Prior Non-Programming Experience. Note: (0) No Prior NonProgramming Experience, (1) some Prior Non-Programming Experience
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Gaming Experience
The study also analyzed participants’ experience levels with video games to see if there
were any significant differences between the study groups in terms of gaming experience. This
variable was tested to address any concerns about confounding results between treatments
(especially the game design studio) and prior gaming experience. The bar plot (Figure 30) shows
that the differences between groups in terms of gaming experience were relatively balanced. A
Chi-squared test was performed to confirm the result and showed no statistically significant
differences between the groups in the Chi-squared test (X-squared = 1.1553, df = 6, p-value =
0.979). The null hypothesis that there were no significant differences between the study groups
in terms of participants’ gaming experience, was accepted.

ar Plot of Gaming Experience for different groups
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Figure 30: Bar Plot of students gaming experience. Note: (0) Less than 1 year, (1) 1-5 years, (2)
6-10 years, (3) More than 10 years
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Reason for Attending Workshops
The study tested student interest in the workshops and the reasons behind students’
decisions to attend the workshops. Students were given a list of options and asked to select all
the reasons that apply. The options were:
1.
2.
3.
4.
5.
6.
7.

Looking for something new to learn
Seeking external help to manage the difficulty of a programming course
Interested in game design
Interested in learning coding
Interested in robotics or electronics
Looking for something fun to do
Others………………………….

A Chi-squared test was performed to confirm the result and no statistically significant
differences were found between the groups in the Chi-squared test (X-squared = 1.4554, df = 2,
p-value = 0.483) for the first reason; (X-squared = 0.40238, df = 2, p-value = 0.8178) for the
second reason; (X-squared = 5.3373, df = 2, p-value = 0.06934) for the third reason; (X-squared
= 0.36113, df = 2, p-value = 0.8348) for the fourth reason; (X-squared = 0.8804, df = 2, p-value
= 0.6439) for the fifth reason; and (X-squared = 1.6694, df = 2, p-value = 0.434) for the sixth
reason. Since the numbers of participants who answered the seventh reason in some groups were
small (cell size<5), a Fisher's exact test was used instead of Chi-squared and revealed no
statistically significant differences (p-value=0.5273). Based on these results, the null hypothesis
that there were no significant differences between the groups in terms of their reasons for
attending the workshops, was accepted.
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Phase 2: Testing Differences in Pre-tests between the Groups
The research design (described in Chapter 3) allowed for the testing of significant
differences in dependent variables between groups at the beginning of the study, prior to the
implementation of treatments. This section reports the results of participant pre-test scores in
students’ learning of, self-efficacy in, attitudes toward, and domain identifications with computer
science. An ANOVA test was performed to test the following hypotheses:


H0Pre Learning: there are no significant differences between the groups in terms of
their pre-test scores in the programming test.



H0Pre Self-efficacy: there are no significant differences between the groups in terms of
their pre-test scores in the self-efficacy survey.



H0Pre Attitudes: there are no significant differences between the groups in terms of
their pre-test scores in the attitude survey.



H0Pre Domain Identification: there are no significant differences between the groups
in terms of their pre-test scores in the domain identification survey.

ANOVA Assumptions
ANOVA assumptions were checked before the test was used. Based on the research
design that was used in this study, all the cases were independent. Figure 31 shows the QQ-plot
of all four variables. The figure suggests that the distributions of the residuals were normal for all
variables.
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Figure 31: Q-Q Plots of Pre-tests. Note: Learning [Top Left], Self-Efficacy, Attitudes, and
Computer Domain Identification [Bottom Right]
The Shapiro-Wilk test was performed to check the normality of each of the variables. The
null hypothesis was that the data came from a normally distributed population. The Shapiro-Wilk
test returned (W = 0.98521, p-value = 0.3715) for learning; (W = 0.97568, p-value = 0.07672)
for self-efficacy; (W = 0.97548, p-value = 0.0742) for attitudes; and (W = 0.97723, p-value =
0.09999) for computer domain identifications. Table 6 summarizes the test results. The null
hypotheses for all variables were accepted, and it was assumed that the residuals came from a
normal distribution.
Table 6: Shapiro-Wilk Normality Test for the Pre-tests
Learning
Self-Efficacy
Attitudes
Domain Identification

Shapiro-Wilk normality test
W
p-value
W
p-value
W
p-value
W
p-value

0.98521
0.3715
0.97568
0.07672
0.97548
0.0742
0.97723
0.09999
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Bartlett’s test (Table 7) and Levene’s test (Table 8) were performed to test the
homogeneity of variances (i.e., homoscedasticity) between the groups. To determine whether the
variances were equal, the null hypothesis was tested against the alternative hypothesis that the
variances were not equal, for each variable. The Bartlett test returned (K-squared = 0.27447, df =
2, p-value = 0.8718) for learning; (K-squared = 2.2113, df = 2, p-value = 0.331) for self-efficacy;
(K-squared = 1.5371, df = 2, p-value = 0.4637) for attitudes; and (K-squared = 0.00072423, df =
2, p-value = 0.9996) for computer domain identifications. Levene's test for Homogeneity of
Variance produced (F= 0.1571, p-value= 0.8549) for learning; (F =1.6232, p-value= 0.2029) for
self-efficacy; (F=1.4221, p-value= 0.2465) for attitudes; and (F = 0.4111, p-value = 0.6641) for
computer domain identifications. The null hypotheses for all the variables were accepted; it was,
therefore, assumed that the populations were homoscedastic.
Table 7: Bartlett Test of Homogeneity of Variances for Dependent Variables
Learning
Self-efficacy
Attitudes
Domain Identification

Bartlett test of homogeneity of variances
K-squared
Df
0.27447
2
2.2113
2
1.5371
2
0.00072423
2

p-value
0.8718
0.331
0.4637
0.9996

Table 8: Levene's Test for Homogeneity of Variance for Dependent Variables
Levene's Test for Homogeneity of Variance (center = median)
F value
Pr(>F)
Learning
0.1571
0.8549
Self-efficacy
1.6232
0.2029
Attitudes
1.4221
0.2465
Domain Identification
0.4111
0.6641

125
Performing ANOVA Tests between Groups
Learning
The first test was performed to identify any significant differences between the groups in
pre-test scores on the programming test. An ANOVA test (Table 9) was performed to test the
following hypothesis about students’ learning:
H0: μGDS = μRobotics = μControl

Table 9: ANOVA Table of Pre-test Learning between Groups
Df
Group
Residuals

2
91

Sum Sq

Mean Sq

3.25
620.96

F value
1.63
6.82

0.24

Pr(>F)
0.7885

The ANOVA test revealed no statistically significant differences between the groups (F=0.24, pvalue= 0.7885). As a result, the null hypothesis that there were no significant learning
differences at the beginning of the study (pre-test) between the groups was accepted.
Self-Efficacy
The second test was performed to determine any significant differences in pre-test scores
in the self-efficacy survey between the groups. An ANOVA test (Table 10) was performed to test
the following hypothesis for students’ self-efficacy:
H0: μGDS = μRobotics = μControl

Table 10: ANOVA Table of Pre-test Self-Efficacy between Groups
Df
Group
Residuals

2
91

Sum Sq
0.24
61.77

Mean Sq

F value
0.12
0.68

0.18

Pr(>F)
0.8395
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The ANOVA test revealed no statistically significant differences between the groups (F=0.18, pvalue= 0.8395). As a result, the null hypothesis that there were no significant differences in selfefficacy beliefs at the beginning of the study (pre-test) between the groups was accepted.
Attitude
The third test was performed to determine any significant differences in pre-test scores in
the attitude survey between the groups. An ANOVA test (Table 11) was performed to test the
following hypothesis for students’ attitudes:
H0: μGDS = μRobotics = μControl
Table 11: ANOVA Table of Pre-test Attitudes between Groups
Df
Group
Residuals

2
91

Sum Sq

Mean Sq
0.14
5.80

F value
0.07
0.06

1.10

Pr(>F)
0.3367

The ANOVA test revealed no statistically significant differences between the groups (F=1.102,
p-value= 0.337). As a result, the null hypothesis that there were no significant attitude
differences at the beginning of the study (pre-test) between the groups was accepted.
Computer Domain Identification
The last test was performed to determine any significant differences between the groups
in terms of their pre-test scores in the computer domain identification survey. An ANOVA test
(Table 12) was performed on the following hypothesis for students’ computer domain
identifications:
H0: μGDS = μRobotics = μControl
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Table 12: ANOVA Table of Pre-test Domain Identification between Groups
Df
Group
Residuals

2
91

Sum Sq
0.10
47.27

Mean Sq

F value
0.05
0.52

0.10

Pr(>F)
0.9087

The ANOVA test revealed no statistically significant differences between the groups (F=0.096,
p-value= 0.909). As a result, the null hypothesis that there were no significant differences in
computer domain identification at the beginning of the study (pre-test) between the groups was
accepted.
Phase 3: Answering the Research Questions
Research Question 1
The first research question tests the first argument of Amal’s Model. It investigates the
importance of students’ learning of, self-efficacy in, and attitudes toward computer science in
predicating their domain identifications with the field. In response to this question, a multiple
linear regression was conducted to test the following statistical model:
Domain Identification=β0 +β1Learning + β2Self-efficacy + β3Attitude +ε
The assumptions of the multiple linear regression were checked, including outliers, normality of
residuals, homoscedasticity, collinearity, and autocorrelated errors. The plots (Figure 32) showed
no violations of any of the assumptions. The Shapiro-Wilk test was performed to check the
normality assumption. The null hypothesis was that the data came from a normally distributed
population. The Shapiro-Wilk test (Table 13) returned (W = 0.99012, p-value = 0.7135). Based
on this, it is reasonable to assume the data came from a normal distribution.
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Figure 32: Testing MLR Assumptions of Amal’s Model.

Table 13: Shapiro-Wilk Normality Test for Amal’s Model
RQ1Model

Shapiro-Wilk normality test
W
p-value

0.99012
0.7135

4.0

4.5

0.12
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The pre-test data were used to test the proposed model, ensuring that the three variables,
learning, self-efficacy, and attitudes, were natural predictors, prior to any treatments. A multiple
linear regression (Table 14) showed the proposed model to be significant (F-statistic=45.44 on 4
and 89 DF, p-value: < 2.2e-16). The model explained about 67.62% (R-squared= 0.6762) of
variation in students’ domain identifications. The test showed that all of the predictors were
significant: with (t =3.030, p-value= 0.00320) for learning; (t= 6.069, p-value= 3.08e-08) for
self-efficacy; and (t = 3.124, p-value= 0.00241) for attitudes. Interactions between the predictors
were tested and none were found. The interaction terms were removed from the model because
of this.
Table 14: Multiple Linear Regression of Amal’s Model
Coefficients:
Estimate
Std. Error
t value
Pr(>|t|)
(Intercept)
-1.745922
0.710430
-2.458
0.01593*
Gender-Female
-0.005043
0.103545
-0.049
0.96127
Pre-Learning
0.055335
0.018262
3.030
0.00320**
Pre-Self-efficacy
0.462057
0.076133
6.069
3.08e-08***
Pre-Attitude
0.712110
0.227957
3.124
0.00241**
Residual standard error: 0.4183 on 89 degrees of freedom | Multiple R-squared: 0.6713, Adjusted R-squared:
0.6565 | F-statistic: 45.44 on 4 and 89 DF, p-value: < 2.2e-16
Residuals:
Min
1Q
Median
3Q
Max
-1.07666
-0.32684
0.04551
0.28222
0.86292

The analysis showed that gender was insignificant as a predictor of domain identification
at the beginning of the study (t=-0.049, p-value= 0.96127). Therefore, gender was not included
as a factor in the model and was removed from the analysis (Table 15). Based on the results of
the multiple linear regression, the null hypothesis was rejected, and it was concluded that
students’ learning of, self-efficacy in, and attitudes toward computer science are significant
predictors of their domain identifications with the field.
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Table 15: Multiple Linear Regression of Amal’s Model without Gender
Coefficients:
Estimate
Std. Error
t value
Pr(>|t|)
(Intercept)
-1.76271
0.61779
-2.853
0.00537 **
Pre-Learning
0.05537
0.01815
3.051
0.00300 **
Pre-Self-efficacy
0.46325
0.07170
6.461
5.21e-09 ***
Pre-Attitude
0.71417
0.22275
3.206
0.00186 **
Residual standard error: 0.4159 on 90 degrees of freedom | Multiple R-squared: 0.6713,
Adjusted Rsquared: 0.6603 F-statistic: 61.26 on 3 and 90 DF, p-value: < 2.2e-16
Residuals:
Min
1Q
Median
3Q
Max
-1.08012
-0.32852
0.04475
0.28446
0.86200

Research Question 2
To answer the second research question, two one-sided t-tests were applied to each
variable to determine any significant changes between the study groups in participants’ learning
of, self-efficacy in, attitudes toward, and domain identifications with computer science from the
pre-test to the post-test. For each variable, the following hypotheses were tested to compare the
game design studio group with the robotics and coding group:
H0: μGDS = μRCW
Hα: μGDS > μRCW
The following hypotheses were subsequently tested to compare the game design studio group with
the control group for each variable:
H0: μGDS = μCTRL
Hα: μGDS > μCTRL
Learning
To test the hypothesis that participants in the game design studio group has better
learning outcomes than the participants in the robotics and coding group, the Welch Two Sample
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T-test was performed, and the results revealed no significant differences between the groups (t =
0.97107, p-value = 0.1677). Although there was a difference in student learning between the
game design studio and the robotics and coding group, it was insignificant. The alternative
hypothesis, due to this finding, was rejected, and it was concluded that there were no significant
learning differences between the game design studio group and the robotics and coding group.
Table 16 summarizes the means of each group.
Table 16: Comparison in Students’ Learning between Game Design Studio and Robotics and
Coding

Learning

Welch Two Sample t-test
DF
t
61.549
0.97107
Sample Estimates
GDS
3.636364

p-value
0.1677
Robotics
3.062500

To test the hypothesis that participants in the game design studio group has better
learning outcomes than the participants in the control group, the Welch Two Sample T-test
(Table 17) was performed and showed significant differences between the groups (t = 3.2601, pvalue = 0.0009471). The alternative hypothesis was accepted, and it was concluded that using a
game design studio in computer science has a significant impact on student learning of computer
science when compared with the control group.
Table 17: Comparison in Students’ Learning between Game Design Studio and Control Group

Learning

Welch Two Sample t-test
DF
t
56.182
3.2601
Sample Estimates
GDS
3.636364

p-value
0.0009471
Control
1.827586

Self-Efficacy
To test the hypothesis that participants in the game design studio group had higher selfefficacy beliefs than the participants in the robotics and coding group, a Welch Two Sample T-
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test was performed, and results showed significant differences between the groups (t = 2.9695, pvalue = 0.002205). The alternative hypothesis, therefore, was accepted, and it was concluded that
using a game design studio has a significantly higher impact on students’ self-efficacy beliefs
when compared with the robotics and coding group at the end of the study. Table 18 summarizes
the means of each group.
Table 18: Comparison in Students’ Self-Efficacy between Game Design Studio and Robotics and
Coding

Self-efficacy

Welch Two Sample t-test
DF
t
55.128
2.9695,
Sample Estimates
GDS
0.4680135

p-value
0.002205
Robotics
-0.1215278

To test the hypothesis that participants in the game design studio group had higher selfefficacy beliefs than participants in the control group, a Welch Two Sample T-test (Table 19)
was performed and results showed significant differences between the groups (t = 4.3714, pvalue = 2.619e-05). The alternative hypothesis was accepted, and it was concluded that using a
game design studio has a significantly higher impact on students’ self-efficacy beliefs when
compared with the control group at the end of the study.
Table 19: Comparison in Students’ Self-Efficacy between Game Design Studio and Control
Group

Self-efficacy

Welch Two Sample t-test
DF
t
57.522
4.3714
Sample Estimates
GDS
0.4680135

p-value
2.619e-05
Control
-0.2796935

Attitudes
Two one-sided 2-sample t-tests were performed to test the alternative hypothesis that the
game design studio had a significant impact on participants’ attitudes toward computer science.
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To test the hypothesis that participants in the game design studio group had better attitudes than
the participants in the robotics and coding group, the Welch Two Sample T-test (Table 20) was
performed and results showed no significant differences between the groups (t = 1.3916, p-value
= 0.08458). Although the p-value was close to being significant, the alternative hypothesis was
rejected, and it was, therefore, concluded that there are no significant differences in attitudes
toward computer science between the game design studio group and the robotics and coding
group from the pre-test to the post-test.
Table 20: Comparison in Students’ Attitudes between Game Design Studio and Robotics and
Coding

Attitude

Welch Two Sample t-test
DF
t
60.316
1.3916
Sample Estimates
GDS
0.07944308

p-value
0.08458
Robotics
-0.02449324

To test the hypothesis that participants in the game design studio group had better
attitudes toward computer science than the participants in the control group, the Welch Two
Sample T-test (Table 21) was performed and results showed significant differences between the
groups (t = 2.0557, p-value = 0.02237). The alternative hypothesis was accepted, and it was
concluded that using game design studio has a significantly higher impact on students’ attitudes
when compared with the control group at the end of the study.
Table 21: Comparison in Students’ Attitudes between Game Design Studio and Control Group

Attitude

Welch Two Sample t-test
DF
t
2.0557
4.3714
Sample Estimates
GDS
0.07944308

p-value
0.02237
Control
-0.08387698
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Computer Domain Identification
Two one-sided 2-sample t-tests were performed to test the alternative hypothesis that the
game design studio had a significant impact on participants’ domain identifications with
computer science. To test the hypothesis that participants in the game design studio group had a
greater sense of domain identification with computer science than the participants in the robotics
and coding group, the Welch Two Sample T-test (Table 22) was performed and results showed
significant differences between the groups (t = 3.9944, p-value = 8.817e-05). Given this, the
alternative hypothesis was accepted, and it was concluded that using a game design studio has a
significantly higher impact on students’ computer domain identifications when compared with
the robotics and coding group at the end of the study.
Table 22: Comparison in Students’ Domain Identification between Game Design Studio
Robotics and Coding

Domain Identification

Welch Two Sample t-test
DF
T
61.284
3.9944
Sample Estimates
GDS
0.451178451

p-value
8.817e-05
Robotics
0.006944444

To test the hypothesis that participants in the game design studio group held stronger
domain identifications with computer science than participants in the control group, the Welch
Two Sample T-test (Table 23) was performed and showed significant differences between the
groups (t = 4.1347, p-value = 5.68e-05). The alternative hypothesis was accepted, and it was
concluded that using a game design studio has a significantly greater impact on students’
computer domain identifications when compared with the control group at the end of the study.
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Table 23: Comparison in Students’ Domain Identification between Game Design Studio and
Control Group

Domain Identification

Welch Two Sample t-test
DF
T
59.226
4.1347
Sample Estimates
GDS
0.45117845

p-value
5.68e-05
Control
-0.06130268

Research Question 3
The third research question focuses on determining if there were any gender-based
differences in students learning of, self-efficacy in, attitudes toward, and domain identifications
with computer science between the game design studio group, the robotics and coding group, and
the control group. An ANOVA test was used to identify any significant differences between the
groups in terms of gender and treatments for each outcome variable (y). Two ANOVA
approaches were used to answer each secondary question in the third research question: Type III
sums of squares was used when there was an interaction between gender and group and Type II
sums of squares was used when there were no interactions between gender and group. The
following model was tested:
y=β0 +β1Female+ β2GroupRobotics + β3GroupControl + β4Female*GroupRobotics +
β5Female*GroupControl + ε
Based on the model above, the following hypotheses were tested for each dependent variable:
H0: β4 = β5 =0
Hα: at least one of β4 or β5 ≠ 0
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Before using the ANOVA test, the assumptions of the ANOVA were checked. The Q-Q
plots (Figure 33) show normality across all the four variables. However, there appear to be some
outliers in student self-efficacy.
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Figure 33: Q-Q Plots: Learning [Left Top], Self-Efficacy, Attitudes, and Computer Domain
Identification [Right Bottom]

A Shapiro-Wilk test was performed to check normality for all of the variables. The null
hypothesis was that the data came from a normally distributed population. The test returned (W =
0.98446, p-value = 0.3311) for learning; (W = 0.97089, p-value = 0.03403) for self-efficacy; (W
= 0.98555, p-value = 0.3909) for attitudes; and (W = 0.98644, p-value = 0.4461) for computer
domain identification. Table 24 summarizes the test results. The null hypotheses were accepted
for the variables: learning, attitudes and domain identifications, and based on the results, the

137
residuals were assumed to be normally distributed. Even so, the null hypothesis for students’
self-efficacy was rejected. The test was performed again after two outliers were removed and
returned (W = 0.9925, p-value = 0.887). The null hypothesis was accepted for self-efficacy after
the removal of the outliers and the residuals were assumed to be normally distributed. Figure 34
shows the Q-Q plot after removing the outliers for self-efficacy.
Table 24: Shapiro-Wilk Normality Test for the Pre-tests
Shapiro-Wilk normality test
W
p-value
Self-Efficacy-Before removing outliers
W
p-value
Self-Efficacy-After removing outliers
W
p-value
Attitudes
W
p-value
Domain Identification
W
p-value

0.98446
0.3311
0.97088
0.03396
0.9925
0.887
0.98555
0.3909
0.98644
0.4461
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Figure 34: Q-Q Plot of Self-Efficacy After Removing Outliers

Finally, Bartlett’s test (Table 25) and Levene’s test (Table 26) were performed to test of
homogeneity of variances (i.e., homoscedasticity) between the groups. The test was performed to
test the null hypothesis that the variances were equal, against the alternative hypothesis that the
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variances were not equal, for each variable. Bartlett’s test returned (K-squared = 4.6493, df = 2,
p-value = 0.09782) for learning; (K-squared = 0.21005, df = 2, p-value = 0.9003) for selfefficacy; (K-squared = 1.74, df = 2, p-value = 0.4189) for attitudes; and (K-squared = 1.4384, df
= 2, p-value = 0.4871) for computer domain identifications. Levene's test for Homogeneity of
Variance returned (F=1.4457, p-value= 0.2409) for learning; (F=0.3927, p-value= 0.6764) for
self-efficacy; (F= 0.7553, p-value= 0.4728) for attitudes; and (F= 0.8389, p-value= 0.4355) for
computer domain identification. As such, the null hypotheses were accepted for all variables.
Based on the results, it was assumed that the populations were homoscedastic.
Table 25: Bartlett test of Homogeneity of Variances for Dependent Variables
Learning
Self-efficacy
Attitudes
Domain Identification

Bartlett test of homogeneity of variances
K-squared
Df
4.6493
2
0.21005
2
1.74
2
1.4384
2

p-value
0.09782
0.9003
0.4189
0.4871

Table 26: Levene's Test for Homogeneity of Variance for Dependent Variables
Levene's Test for Homogeneity of Variance (center = median)
F value
Pr(>F)
Learning
1.4457
0.2409
Self-efficacy
0.3927
0.6764
Attitudes
0.7553
0.4728
Domain Identification
0.8389
0.4355

Learning
In an examination of the effect of the interaction between gender and the groups (i.e.,
treatment) on students’ learning, an ANOVA test that was performed showed no significant
interactions between gender and groups, specifically with regard to changes in student learning
from the pre-test to the post-test (F=1.2196, p-value= 0.300278). When testing for any genderbased differences between the groups in student learning from the pre-test to the post-test, an
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ANOVA without an interaction table (Type II), Table 27, showed significant gender-based
differences in changes in student learning from pre-test to the post-test (F=5.9205, p-value=
0.016942). Given this, the null hypothesis that gender has no significant effect on students’
learning in different groups was rejected.
Table 27: ANOVA Table (Type II) Test for Changes in Students Learning between Groups
Anova Table (Type II tests)
Sum Sq
Df
Gender
27.38
1
Group
53.65
2
Residuals
416.27
90
Signif. codes: 0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1

F value
5.9205
5.7996

Pr(>F)
0.016942*
0.004274**

Although men’s scores improved from the pre-test to the post-test in all of the groups, Figure 35
shows that women in the game design studio group and the robotics and coding group showed
greater improvement than men, whereas women and men in the control group were at almost the
same level. The figure also shows an interesting pattern of improvement that requires more
investigation.
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A Tukey adjustment was used to compare the performance of women and men across the
groups. A comparison between men’s learning in the three groups produced (t.ratio=0.227 ,
df=88, p-value= 0.9720) between the game design studio group and the robotics and coding
group; (t.ratio=1.281, df=88, p-value= 0.4098) between the game design studio and the control
group; and (t.ratio=1.027, df=88, p-value= 0.5617) between the robotics and coding group and
the control group. Table 28 shows no significant differences in changes in men’s learning from
the pre-test to the post-test across the three groups
A comparison between women’s learning in the three groups produced (t.ratio=1.466,
df=88, p-value =0.3121) between the game design studio group and the robotics and coding
group; (t.ratio=3.491, df=88, p-value= 0.0022) between the game design studio and the control
group; and (t.ratio=2.100, df=88, p-value= 0.0956) between the robotics and coding group and
the control group. Table 28 shows no significant differences in the changes in women’s learning
from the pre-test to the post-test between the game design studio and the robotics and coding
group. However, there was a significant difference between women in the game design studio
and women in the control group. Although the difference between women’s learning in the
robotics and coding group and the control group was insignificant, it should be mentioned that
the difference was nearly significant. Because of this, it can be concluded that women in the
game design group performed better than women in the robotics and coding group, and
significantly better than women in the control group.
Table 28: Pairwise Gender Differences in Self-efficacy across the Groups
pairwise differences of contrast
Gender
Male

Female

Contrast
GDS - RCW
GDS – CTRL
RCW – CTRL
GDS - RCW
GDS – CTRL
RCW – CTRL

Confidence level used: 0.95
estimate
0.1725490
0.9915966
0.8190476
1.0955882
2.6916667
1.5960784

SE
0.7599967
0.7742821
0.7972530
0.7472731
0.7710491
0.7599967

df
88
88
88
88
88
88

t.ratio
0.227
1.281
1.027
1.466
3.491
2.100

p.value
0.9720
0.4098
0.5617
0.3121
0.0022
0.0956
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Self-Efficacy
Studying the interaction effect between gender and the groups of the study (i.e.,
treatment) on students’ self-efficacy, an ANOVA test (Type III), Table 29, showed an interaction
effect between gender and group in terms of the changes in students’ self-efficacy from the pretest to the post-test (F= 3.2314, p-value= 0.04434). The null hypothesis, that there is no
interaction effect between gender and group on students’ self-efficacy from the pre-test to the
post-test, was rejected.

Table 29: ANOVA Table (Type III) Test for Changes in Students’ Self-Efficacy between Groups
Anova Table (Type III tests)
Sum Sq
Df
(Intercept)
0.655
1
Gender
1.786
1
Group
8.437
1
Gender:Group
2.615
1
Residuals
34.797
86
Signif. codes: 0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1

F value
1.6179
4.4149
10.4259
3.2314

Pr(>F)
0.20682
0.03855
8.827e-05
0.04434

Highlighting changes in women’s self-efficacy from the pre-test to the post-test, Figure 36 shows
that men and women in the game design studio had higher levels of self-efficacy than the
robotics and coding group and the control group, which had almost the same levels of selfefficacy. In the robotics and coding group, it seemed that neither gender improved their selfefficacy from the pre-test to the post-test. In the control group, although men did not improve
their self-efficacy from the pre-test to the post-test, women’s self-efficacy decreased to a notable
degree. A post-hoc test was performed to investigate the changes in greater detail.

142

u

"'u
~

l-;;;

~

Group
GOS

</)

~
u

0

(f)

... Robotics

.;

• Control

(I)

t
.!:
</)

(I)

en

~ -1

.s;;;

(.)

0

Gender

Figure 36: Interaction Plot for Students’ Changes in Self-Efficacy. Note: Game Design Studio
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A Tukey adjustment was used to compare changes in women’s and men’s self-efficacy
beliefs across the groups. A comparison between men’s self-efficacy in the three groups returned
(t.ratio=1.570, df=86, p-value=0.2640) between the game design studio group and the robotics
and coding group; (t.ratio=1.509, df=86, p-value= 0.2918) between the game design studio and
the control group; and (t.ratio=-0.031, df=86, p-value= 0.9995) between the robotics and coding
group and the control group. Table 30 shows no significant differences the changes in men’s
self-efficacy beliefs from the pre-test to the post-test across the three groups.
A comparison between women’s self-efficacy in the three groups returned (t.ratio=2.096 ,
df=86, p-value= 0.0966) between the game design studio group and the robotics and coding
group; (t.ratio=4.915 , df=86, p-value <.0001) between the game design studio and the control
group; and (t.ratio=2.775, df=86, p-value= 0.0184) between the robotics and coding group and
the control group. Table 30 shows that women in the game design studio improved their selfefficacy more than women in the robotics and coding group, and significantly more than the
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control group. The study also showed that the changes in women’ self-efficacy from the pre-test
to the post-test were more significant in the robotics and coding group when compared with the
control group.
Table 30: Pairwise Gender Differences in Self-efficacy across the Groups
pairwise differences of contrast
Gender
Male

Female

Contrast
GDS - RCW
GDS – CTRL
RCW – CTRL
GDS - RCW
GDS – CTRL
RCW – CTRL

Confidence level used: 0.95
estimate
0.353812636
0.346405229
-0.007407408
0.479166667
1.123611111
0.644444444

SE
0.2253331
0.2295685
0.2363793
0.2286100
0.2286100
0.2322680

df
86
86
86
86
86
86

t.ratio
1.570
1.509
-0.031
2.096
4.915
2.775

p.value
0.2640
0.2918
0.9995
0.0966
<.0001
0.0184

Attitude
In an attempt to study the interaction effect between gender and groups in the study (i.e.,
treatment) on students’ attitudes, an ANOVA test (Type III), Table 31, was implemented. It
showed an interaction effect between gender and group in terms of changes in students’ attitudes
from the pre-test to the post-test (F= 5.1494, p-value=0.007676). Since the interaction between
gender and group was significant, more investigation was needed.
Table 31: ANOVA Table (Type III) Test for Changes in Students’ Attitudes between Groups
Anova Table (Type III tests)
Sum Sq
Df
(Intercept)
0.0043
1
Gender
0.3259
1
Group
0.4020
1
Gender:Group
0.9125
1
Residuals
7.7974
88
Signif. codes: 0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1

F value
0.0487
3.6781
2.2684
5.1494

Pr(>F)
0.825778
0.058375
0.109494
0.007676

When studying the changes in students’ attitudes toward computer science from the pretest to the post-test, Figure 37 shows that women in the game design studio group had more
positive attitudes toward computer science as compared to robotics and coding and the control
groups. While men in the control group had more positive attitudes toward computer science,
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women in the control group demonstrated the lowest positive attitudes compared with the game
design studio group and the robotics and coding group. Although it was clear that student
attitudes in the robotics and coding group did not improve for both genders, a post-hoc test was
needed to investigate any gender-based differences across the groups in greater detail.

05

.,

-c,

.a

il

~

"'~
0
<n

0.0

.~-==-..

.

.

I ------- ----~·--.~-~ --- ------------ -----·:

:

.,

iii

Group
• GOS

... Robotics
■

1-

Control

.£

.,"'

0)

C

1

-0.5

(.)

Gender

Figure 37: Interaction Plot for Students’ Changes in Attitudes. Note: Game Design Studio
(Solid), Robotics and Coding (Dashed), Control (Dotted)

A Tukey adjustment was used to compare changes in women’s and men’s attitudes across
the groups. A comparison between men’s attitudes in the three groups returned (t.ratio=0.572,
df=88, p-value =0.8354) between the game design studio group and the robotics and coding
group; (t.ratio=-0.688, df=88, p-value=0.7710) between the game design studio and the control
group; and (t.ratio=-1.214, df=88, p-value =0.4484) between the robotics and coding group and
the control group. Table 32 shows no significant changes in men’s attitudes from the pre-test to
the post-test across the three groups.
A comparison between women’s attitudes in the three groups returned (t.ratio=1.429,
df=88, p-value= 0.3306) between the game design studio group and the robotics and coding
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group; (t.ratio=3.635, df=88, p-value= 0.0013) between the game design studio and the control
group; and (t.ratio=2.283, df=88, p-value= 0.0635) between the robotics and coding group and
the control group. Table 32 shows that women in the game design studio improved their attitudes
significantly more than women in the control group. However, there was no significant
difference in the changes in women’s attitudes between the game design group and the robotics
and coding group. This was likely because both teaching strategies were helpful at improving
women’s attitudes toward computer science, especially since the difference in women’s attitudes
from the pre-test to the post-test between the robotics and coding and the control groups was
close to being significant.
Table 32: Pairwise Gender Differences in Attitudes across the Groups
pairwise differences of contrast
Gender
Male

Female

Contrast
GDS - RCW
GDS – CTRL
RCW – CTRL
GDS - RCW
GDS – CTRL
RCW – CTRL

Confidence level used: 0.95
estimate
0.06030737
-0.07392687
-0.13423423
0.14815183
0.38885135
0.24069952

SE
0.1054481
0.1074302
0.1106174
0.1036827
0.1069816
0.1054481

df
88
88
88
88
88
88

t.ratio
0.572
-0.688
-1.214
1.429
3.635
2.283

p.value
0.8354
0.7710
0.4484
0.3306
0.0013
0.0635

Computer Domain Identification
Studying the interaction effect between gender and groups of the study (i.e., treatment) on
students’ domain identifications with computer science, an ANOVA test showed that there was
no interaction effect between gender and group in terms of the changes in students’ domain
identifications with computer science from the pre-test to the post-test (F = 2.0456, p-value=
0.1354003). When testing for any gender-based differences between the groups in students’
domain identifications from the pre-test to the post-test, an ANOVA table (Type II), Table 33,
showed significant gender-based differences (F= 11.643, p-value= 0.0009673). The null
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hypothesis that there were no significant differences between the groups in terms of students
learning was rejected
Table 33: ANOVA Table (Type II) Test for Changes in Students’ Domain Identification between
Groups
Anova Table (Type II tests)
Sum Sq
Df
Gender
2.2074
1
Group
4.6941
2
Residuals
17.0633
90
Signif. codes: 0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1

F value
11.643
12.380

Pr(>F)
0.0009673
1.78e-05

Demonstrating the impact of the different treatments on the changes in students’ domain
identifications with computer science, Figure 38 shows that men in all the groups improved their
sense of domain identification with computer science, while women in the game design studio
group had stronger sense of domain identification with computer science as compared to women
in the control group and women in the robotics and coding group. Men in the game design group
had a stronger sense of domain identification with computer science than men in the control
group and the robotics and coding group, which had almost the same levels of domain
identification with computer science. A post-hoc test was needed to investigate the gender-based
differences in greater detail.
A Tukey adjustment was used to compare changes in women’s and men’s computer
domain identifications across the groups. A comparison between men’s computer domain
identifications in the three groups produced (t.ratio=1.952, df=88, p-value= 0.1305) between the
game design studio group and the robotics and coding group; (t.ratio=1.827, df=88, p-value=
0.1667) between the game design studio and the control group; and (t.ratio=-0.086, df=86, pvalue= 0.9959) between the robotics and coding group and the control group. Table 34 shows no
significant changes in men’s sense of computer domain identification from the pre-test to the
post-test across the three groups.
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Figure 38: Interaction Plot for Students’ Changes in Domain Identification. Note: Game Design
Studio (Solid), Robotics and Coding (Dashed), Control (Dotted)

A comparison between women’s computer domain identifications in the three groups
produced (t.ratio=3.779, df=88, p-value= 0.0008) between the game design studio group and the
robotics and coding group; (t.ratio=4.659, df=88, p-value <.0001) between the game design
studio and the control group; and (t.ratio=1.012, df=88, p-value= 0.5716) between the robotics
and coding group and the control group. Table 34 shows that women in the game design studio
improved their sense of computer domain identification significantly as compared to women in
the control group and the robotics and coding group.
Table 34: Pairwise Gender Differences of Domain Identification across the Groups
pairwise differences of contrast
Gender
Male

Female

Contrast
GDS - RCW
GDS – CTRL
RCW – CTRL
GDS - RCW
GDS – CTRL
RCW – CTRL

Confidence level used: 0.95
estimate
0.29760349
0.28384687
-0.01375661
0.56658497
0.72083333
0.15424837

SE
0.1524848
0.1553510
0.1599598
0.1499319
0.1547023
0.1524848

df
88
88
88
88
88
88

t.ratio
1.952
1.827
-0.086
3.779
4.659
1.012

p.value
0.1305
0.1667
0.9959
0.0008
<.0001
0.5716
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CHAPTER 5. DISCUSSION AND CONCLUSION

Introduction
Up to this point, the study has focused on introducing and exploring claims, arguments,
and results, leading up to a much-needed discussion. This chapter offers a discussion of the
culmination of findings from the current study in connection with findings from previous studies.
The study’s central aim was to address whether or not the proposed model (Amal’s Model) was
effective at enhancing critical aspects of the representation of women in computer science. The
second aim was to expand what is known and understood about the roles that the constructionist
gaming approach and studio pedagogy play in computer science education. The study combined
the two approaches and measured their impact on women’s learning of, self-efficacy in, attitudes
toward, and domain identifications with computer science. Based on what the study reflected
about Amal’s Model, this chapter offers a discussion of whether or not participating in a game
design studio is likely to result in significant differences in women’s learning of, self-efficacy in,
attitudes toward, and domain identifications with computer science education and professions.
The chapter is organized around the primary and secondary research questions that were asked,
with the aim of fulfilling the study’s goals.
Research Questions
The study design relied on a pretest-posttest control group design that was used to
address the research questions underlying the study. Three primary questions were posed. Each
one of these primary questions contained several secondary questions, including:
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1. Do students’ learning of, self-efficacy in, and attitudes toward computer science significantly
predict their domain identifications with computer science?
2. Is the implementation of a game design studio approach in computer science significantly
effective (at α=0.05) compared to the robotics and coding approach and the traditional
instruction in the control group, at increasing students’ learning of, self-efficacy in, attitudes
toward, and domain identifications with computer science, from the pre-test to the post-test?
3. Are there any significant gender-based differences (at α=0.05) in changes in students’
learning of, self-efficacy in, attitudes toward, and domain identifications with computer
science between the game design studio group, the robotics and coding group, and the control
group, from the pre-test to the post-test?
Hypotheses
Based on the aforementioned research questions, several hypotheses were formulated:


Hα1: Students’, both men and women, learning of, self-efficacy in, and attitudes toward
computer science significantly predict their domain identifications with computer science.



Hα2.1: Students in the game design studio will show significantly higher benefits in their
learning of, self-efficacy in, attitudes toward, and domain identifications with computer
science at (α= 0.05), demonstrated through the changes in their learning of, self-efficacy in,
attitudes toward, and domain identifications with computer science, from the pre-test to the
post-test, when compared with the robotics and coding group.



Hα2.2: Students in the game design studio will show significantly higher benefits in their
learning of, self-efficacy in, attitudes toward, and domain identifications with computer
science at (α= 0.05), demonstrated through the changes in their learning of, self-efficacy in,
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attitudes toward, and domain identifications with computer science, from the pre-test to the
post-test, when compared with the control group.


Hα3: There are significant gender-based differences (at α=0.05) in changes in students’
learning of, self-efficacy in, attitudes toward, and domain identifications with computer
science between the game design studio group, the robotics and coding group, and the control
group, from the pre-test to the post-test.
Discussion

The Current State of Computer Science
The research design that was outlined and described in chapter 3 relied primarily on
random assignment. Participants were assigned randomly to the three groups in the study: the
game design studio group, the robotics and coding group, and the control group. As discussed
earlier, the workshops in this study were offered outside of class time, and they were not
affiliated with any course. Even though participation in the workshops was completely
voluntarily, the announcement of the study attracted a good number of students, more than what
was expected. Different demographic variables were tested during the study to broaden and
deepen the existing knowledge-base about computer science students, as well as to test any gaps
between the groups with regard to demographic information.
The study successfully attracted good numbers of women and men, as well as computer
science majors and non-majors. Block randomization in the study was helpful at ensuring that
the male-female ratio was relatively balanced across the participating groups. The majority of
students were Asian or Caucasian. There were some students from other ethnic groups, but they
were few in number. This was reflective of patterns in the field. For example, African American
students are considered a minority within computer science education (The National Center for

151
Women in Information and Technology, 2018). Given this demographic pattern, it was difficult
to find African American women in the computer sciences to participate in the study. It must be
noted, therefore, that generalizations made in this study may not be applicable across all
ethnicities, and its results might not apply to ethnic minority populations within the gender
minority population identified (i.e., women). Another factor that needs to be acknowledged is
that every participant in this study, both computer science majors and non-majors, owned a
computer. In light of the presence of similar factors, such as prior gaming, prior programming,
and prior non-programming experiences, the legitimacy of using “computer ownership” as way
of explaining issues in computer science, such as in academic performance or the representation
of minorities, is questionable. Access to computers was not an issue because of the widespread
availability and affordability of computers today.
More than half of participants indicated some family background in computer science.
This was not surprising, as it matched similar data that was collected: parents of more than half
of the students who participated in the study held bachelor’s or master’s degrees. This was tested
between groups and genders. Similarly, more than half of participants indicated some prior
programming experience. There was, however, a gender gap. A significant difference was found
in prior programming experience between women and men. This finding supports previous
findings that women enter college with less preparation in computer programming (Denner,
Werner, O’Connor, & Glassman, 2014; He & Freeman, 2010), which also aligns with findings
reported in some non-western countries, such as Malaysia (Othman & Latih, 2006).
Even though gaming experience did not play a significant role in any of the aspects that
were measured in this study, significant gender-differences in students’ levels of gaming
experience were noted. This also confirms the findings of (Sullivan, Byrne, Bresnihan,
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O'Sullivan, & Tangney, 2015) about gender differences in gaming exposure and practice.
Although the finding from the demographic data showed no significant relationship between
playing video games and majoring in computer science or taking computer science courses for
women, there was not enough data to disconfirm the findings from Denner, Werner, and
O’Connor’s (2015) study that named video gaming experience as a predictor of the decision to
major in computer science.
Lack of experience was a noted factor, but prior knowledge in computer programming
and gaming experience did not stop women from responding to the treatments and improving
their learning of, self-efficacy in, attitudes toward, and domain identifications with computer
science. It is fair to conclude, based on the findings, that an effective teaching approach in which
students are given the opportunity to learn computer science in an authentic, experiential and
contextually relevant way would be beneficial for students regardless of their divergent prior
experiences with computer science and video gaming.
Students have different underlying reasons for their interests in attending computer
programming workshops. The study showed that more than half of the participants involved
attended the workshops because they were looking for something new to learn, interested in
game design, interested in learning coding, interested in robotics or electronics, or looking for
something fun to do. Some students reported that they were interested in seeking external help to
manage the difficulty of their programming courses. In addition, a few students indicated other
reasons for attending the workshops, including: “learning animation,” “I love computer science,”
“web or app design,” “to become more involved in computer science,” “Learning about how to
apply CS in real life jobs,” “good way to get products for the resume,” “more experience and
making new things.” Student responses confirmed the argument in the previous chapter that
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students would not simply be interested in learning coding but would also have other reasons for
attending the workshops. This confirms the results of a similar study in which students signed up
for the workshops because they were looking for something fun to do (Schnittka, Brandt, Jones,
& Evans, 2012).
Thanks to randomization, the three groups in the study were relatively balanced in terms
of demographic variables and prior experiences with computer programming and video games.
After reviewing demographic variables, the next step was to identify any significant differences
in the dependent variables between the groups. The pre-tests showed that there were no
significant differences between the groups with regard to their learning of, self-efficacy in,
attitudes toward, and domain identifications with computer science at the beginning of the study,
before any treatments were applied. This helped increase the validity of the conclusions outlined
in the second section of the discussion.
The Effectiveness of Amal’s Model
Addressed in the second chapter, on the importance of improving student domain
identifications with computer science, the application of Amal’s Model suggested that this
improvement depends on three areas: learning, self-efficacy, and attitudes. In other words, the
model states that improving computing skills, along with “I think I can do it” and “it is important
to do it” beliefs, influences students’ domain identifications, leading them to perceive computer
science as an integral part of who they are and increasing their “I am a computer scientist”
beliefs. The model was tested before students received any treatments to determine the
effectiveness of the three areas at predicating domain identifications without any additional
enhancements. The results showed that the model was significantly effective at predicating
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student domain identifications with the field. The results also confirmed what is known about
domain identification (Osborne & Jones, 2011; Walker, Greene, & Mansell, 2006).
When gender was tested in the model, no significant differences could be found at the
beginning of the study. Careful analysis revealed that this finding does not disconfirm findings
reported in previous studies; in fact, it emphasizes the pertinence of the model and confirms what
is known about the importance of domain identification in computer science, especially with
regard to women (Smith, Morgan, & White, 2005), which is similar to findings in Jones, Ruff,
and Paretti’s (2013) study on persistence in engineering. Further, the results suggest that women
who decided to study computer science had strong domain identifications, producing levels that
were similar to those produced by men. As such, the results indicate that increasing women’s
domain identification with the field to match domain identification levels of men would, in turn,
encourage women to pursue a degree in this field. At the beginning of this study, there was no
gender-difference between students, and most students were freshman. Later in the semester,
however, there was a shift and student identifications with the field started to change based on
gender and other external factors. One such external factor might have been the programming
workshops, as in the experimental groups in the study; or instructors’ traditionally pedagogical
practices in introductory courses, as in the control group. The latter confirms Varol and Varol’s
(2014) claim that women change their majors after taking their first programming courses.
Unknown events that could be explained by the model’s residuals might have also played a role.
After testing the effectiveness of Amal’s Model, the next step was to test the
effectiveness of the hypothesized solution. It is important to know that offering additional
activities to improve women’s experiences with computer science cannot be effective if such
activities are not encouraging women to feel welcome in the field (Master, Cheryan, & Meltzoff,
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2016). In an effort to address this, the second section tested the effectiveness of the different
treatments at improving the predictors of domain identification.
Learning
Learning was one of the main predictors of domain identification when Amal’s Model
was implemented. The literature suggests that constructionist gaming is an effective genderneutral teaching approach that can be used to teach computer science (Carbonaro, Szafron,
Cutumisu, & Schaeffer, 2010). Previous studies have shown the significant impact of gamebased learning on student mastery of computer programming (Mathrani, Christian, & PonderSutton, 2016; Denner, Werner, & Ortiz, 2012; Howland & Good, 2015). Other studies have
tested the effectiveness of using studio pedagogy on computer programming (Hundhausen &
Brown, 2008). Similar to results from previous studies, results from the current study showed
that the game design studio had a significant impact on student learning when compared with the
control group. Even though there were differences in student learning of computer science
between the game design studio and the robotics and coding group, the differences were
insignificant. Since both workshops covered exactly the same instructional content and were
taught by the same instructor for the same length of time, one conclusion that can be drawn is
that adding a game design studio may be as effective as offering an alternative addition, such as
robotics and coding, at improving student performance and ability to learn computer science, but
it is significantly more effective than using traditional approaches to teach students.
In analyzing the results for apparent gender-related changes in student learning from pretest to the post-test, it was found that workshops were effective at improving men’s and women’s
learning from the pre-test to the post-test. Only the game design studio, however, was
significantly effective at improving women’s learning when compared with the control group.
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This confirms the results of Denner, Werner, and Ortiz’s (2012) study, which suggest that
constructionist gaming is effective at improving student learning of computer programming
concepts. This also confirms the results of a study conducted on young men and women that
showed that women tend to achieve higher grades and write more complex programming scripts
than young men (Howland & Good, 2015). Although the robotics and coding workshop
improved women’s learning of computer science when it was compared with the control group,
the difference was statistically insignificant. It is important to mention, however, that the
difference was notable since it was very close to being statistically significant.
The current study confirms arguments made in previous studies that even though men use
computers more than women, there are no gender-different between men and women in learning
computer science if the same educational opportunities are offered (Drabowicz, 2014; Sáinz &
López-Sáez, 2010; McDowell, Werner, Bullock & Fernald, 2003; Nourbakhsh, Hamner,
Crowley, & Wilkinson, 2004). Women and men, therefore, are equally capable of learning the
skills that they need to succeed in computer science. The current study also confirms the results
of Pioro’s (2004) study which indicate that women perform better than men in solving
programming problems in computer science. The current study adds to what is known: that
although a game design studio is significantly effective at enhancing the learning process for
women, other alternative approaches and activities can be just as effective if learning emerges
from the activities. More careful attention needs to be given to the selection of the approach if
significant results are to be achieved.
Self-Efficacy
Measuring the effectiveness of a game design studio by studying improvements in
women’s learning proved to not be enough; other factors were needed to support this approach.
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Self-efficacy is important to Amal’s Model, since it is related to major choice goals (Lent et al.,
2008) and performance and achievement (Feldman, Kim, & Elliott, 2011; Alivernini & Lucidi,
2011; Merolla, 2017; Lent et al., 2008; Niehaus, Rudasill, & Adelson, 2012; Long, Monoi,
Harper, Knoblauch, & Murphy, 2007; Phan, 2014), which is related to domain identification.
Baker et al. (2007) found that women’s sense of self-efficacy decreased when they achieved low
grades. Several studies have shown that women frequently underestimate themselves, even when
they perform tasks in the same way that men perform them (Vitores & Gil-Juárez, 2015; Beyer,
Rynes, & Haller, 2004). When testing the effectiveness of the game design studio on students’
(both men’s and women’s) self-efficacy, it was found that the use of this approach was
significantly effective at increasing self-efficacy when it was compared to both the control group
and the robotics and coding group. This confirms the results found by (Seaborn, Seif El-Nasr,
Milam, & Yung, 2012; Jun, Han, & Kim, 2017), in their study on the effectiveness of
constructionist gaming at improving students’ self-efficacy in computer science. After making
sure the approach was effective for both men and women, it was important to test the influence
of gender differences on students’ sense of self-efficacy.
When testing for gender differences between the groups, the results showed that gender
played an important role in students’ development of a sense of self-efficacy, which confirms the
findings of a number of studies, including (Sullivan, Byrne, Bresnihan, O'Sullivan, & Tangney,
2015; Huang, 2013; Papastergiou, 2008; Beyer, Rynes, Perrault, Hay, & Haller, 2003; Özyurt,
Özcan, 2015), and disconfirms studies that claim that there are no gender differences in students’
sense of self-efficacy, such as (Korkmaz, 2016; Kiran & Sungur, 2012; Imhof, Vollmeyer, &
Beierlein, 2007). Men in the control group and the robotics and coding group remained at almost
the same self-efficacy level throughout the study. Men in the game design studio, by contrast,
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showed a notable pattern of improvement. Interestingly, women in both the game design studio
and the robotics and coding group had the same level of self-efficacy as men, but the study’s
results showed that they were at a significantly higher self-efficacy level than women in the
control group. This confirms the results of a similar study that was conducted on children
(Master, Cheryan, Moscatelli, & Meltzoff, 2017).
The game design studio and the robotics and coding group showed a significant
improvement in women’s self-efficacy when compared with the results produced by women in
the control group. The practical differences in students’ self-efficacy levels between women in
the game design studio group and the robotics and coding group suggested that women in the
game design studio improved their self-efficacy at a higher rate than did women in the robotics
and coding group, and at a significantly higher rate than did the control group. One explanation
for this might be the autonomous learning that the game design studio focused on and fostered,
since it is assumed to be a strong predictor of self-efficacy in this field (Lin, Liang, Su, & Tsai,
2013). The game design studio involved both instructor-led and student-led critiques (these will
be discussed later). This element might explain the improvement in students’ self-efficacy
(Hwang, Zhang, Rorah, Thompson, & Sanders, 2017). It is important for students in computer
science to feel a sense of freedom in making decisions about what to study and what to learn. It
must be acknowledged that the robotics and coding workshop utilized a traditional teaching
approach, in which students were offered limited opportunities to decide what they wanted to
learn. Additionally, women’s self-efficacy in the control group dropped significantly, which led
the robotics and coding group to produce significantly higher self-efficacy improvements than
did the control group. This confirms the findings that women show less confidence when
compared with men in the field (Goh, Ogan, Ahuja, Herring, & Robinson, 2007; Ogan et al.,
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2006; Beyer, Rynes, & Haller, 2004). In an effort to change this pattern, the study argued that the
addition of an enhanced workshop could improve women’s self-efficacy to levels that are close
to men’s levels. The results of the current study agree with the findings from a previous study by
Beyer et al., (2003), which showed that women majoring in computer science are less confident
than men who were not majors. Yet it should be noted that this scenario was confirmed only in
the control group. There were no significant gender-differences between computer science
majors and non-majors in either the game design studio or the robotics and coding group.
There are a number of conclusions that can be drawn from these findings. The first
conclusion is that despite the inconsistent results about gender-differences in students’ selfefficacy in computer science, the current study supports the claim that this construct is an
important predictor of students’ academic and career choices (Hur, Andrzejewski, & Marghitu,
2017). It also adds that women in the field need additional support, such as workshops, to
increase their self-efficacy levels. The third conclusion is that careful attention is required for the
selection of the type of the additional workshop that will be used. Both the game design studio
and the robotics and coding workshop were effective at improving women’s self-efficacy levels
to reach a similar level as those produced by men, and both were significantly effective when
compared with the control group. After removing some outliers, though, the game design studio
was close to being statistically significant at increasing women’s self-efficacy when compared
with the robotics and coding group. Even though the outliers were removed, they were
representative of the study’s population, and without removing them, the game design studio
would still have increased women’s self-efficacy to statistically significant levels that even the
robotics and coding workshop could not reach. The effectiveness of the combination of studio
pedagogy and a constructionist gaming approach suggest that computer science education should
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place a special emphasis on individuals’ self-efficacy beliefs, since they are significant predictors
of career choice as well as academic grades and persistence.
Attitudes
Students’ attitudes play a significant role in deciding whether or not they choose to major
in computer science (Meelissen & Drent, 2008; Anderson, Lankshear, Timms, & Courtney,
2008). Results from previous studies showed the impact of the negative beliefs that some
students hold about computer scientists, and how they are seen as single-minded nerds who are
devoid of interpersonal skills and who spend most of their nights in front of their computers
doing coding (Beyer, Rynes, & Haller, 2003; Margolis & Fisher, 2002; Rommes, Overbeek,
Scholte, Engels, & de Kemp, 2007). The literature review demonstrated that women in nonwestern countries, such as Malaysia, do not share such beliefs, and instead believe that computer
science is suitable for women (Othman & Latih, 2006). By contrast, women and men in western
countries believe that the field is masculine and not suitable for women (Nosek et al. 2009).
These contradictory geography-based findings are significant, but they do not necessarily reflect
current beliefs held by students. The current study suggests that students in western countries do
not hold the belief that the field is not suitable for women. When both men and women were
asked in the study about the suitability of the field for women (attitude survey items: 2, 6, 10, 11,
18, 20, 22, and 27), the majority of women and men agreed that the field is suitable for women.
Several studies have tested alternative ways of improving students’, including women’s,
attitudes toward computer science. In this study, interesting and surprising findings were
revealed. When testing the effectiveness of using the game design studio to improve students’
(both men’s and women’s) attitudes toward computer science, it was found to be significantly
effective at improving students’ attitudes toward computer science when compared with the
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control group. When the effectiveness of the game design studio was compared with an
alternative approach (i.e., the robotics and coding workshop), the results showed that there was
an improvement in students’ attitudes, but that it was insignificant. It is important to mention that
the improvement was almost statistically significant. This was expected, as a comparison
between the control and robotics and coding groups showed that the improvement in students’
attitudes was insignificant.
It was found earlier that there is a positive relationship between students’ attitudes and
their learning of and self-efficacy in computer science (Ozyurt, 2015). There was a need to
examine the role that gender-differences played in the development of student attitudes toward
computer science between the groups. Testing for any gender-differences in students’ attitudes
toward computer science produced results that showed an interaction between gender and the
different treatments, which required further investigation. Even though the differences in
students’ attitudes toward computer science between men in all the groups were insignificant, the
results showed that men in the control group had the most positive attitudes toward computer
science. Women in the game design studio held the most positive attitudes toward computer
science of the three groups and were at almost the same level as men’s attitudes in the control
group. This can be explained as a product of the effectiveness of game design studios at
increasing student autonomy, which is related to student attitudes (Hagger, Chatzisarantis,
Barkoukis, Wang, & Baranowski, 2005). Women in the control group demonstrated the lowest,
or most negative, attitudes toward computer science. The results of the study suggest that
offering an alternative teaching approach, such as robotics and coding, can be effective at
improving women’s attitudes toward the field, but the effectiveness is not comparable to the
highly significant effectiveness of using a game design studio. Based on the findings, one
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conclusion that can be drawn is that men have a stronger mechanism for maintaining positive
attitudes toward the field under various conditions. This confirms findings in the literature that
suggest that men, in general, hold positive attitudes toward computer science in western
countries, which leads to a higher expectation for them to major, work, or succeed in the
computer science field (Vitores & Gil-Juárez, 2015). Without intervention, women’s attitudes
about computer science will likely decrease and become more negative after taking their first
computer science courses. Varol and Varol’s (2014) study demonstrates that women leave the
field after they start their computer science program due to the difficulty of introductory
computer programming courses. The game design studio was found to be significantly effective
at improving women’s attitudes toward the field, and this supports findings reported in the
literature regarding the impact of game-based learning on students’ attitudes toward computer
science (Theodoraki & Xinogalos, 2014; Charters, Lee, Ko, & Loksa, 2014) as well as in a
recent and similar study that was conducted on young women (Çakır, Gass, Foster, & Lee,
2017). Early in chapter two, focus was placed on inconsistences in the effectiveness of gamemaking at enhancing student attitudes toward computer science. This study’s results contrast
with those produce by Robertson (2013), who argued that game-making is effective for men but
not for women. The game design studio in the current study was highly effective at improving
women’s attitudes toward the field to levels that an alternative approach could not reach. The
significant role that students’ attitudes play in their domain identifications with the field supports
the argument made by Finkelstein et al. (2010): that offering extracurricular activities has no
effect if students do not already have underlying positive attitudes toward the field.
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Computer Domain Identification
Amal’s Model assumes that more important than teaching women about the field is
making them feel part of the field. Developing in women a sense of place and belonging within
the field is a first step toward establishing their understanding of the field and toward making
them a permanent and acknowledged part of it. Early in this chapter, statistical evidence was
presented on the importance of students’ learning of, self-efficacy in, and attitudes toward
computer science in predicating their domain identifications with the field. After testing the
effectiveness of the game design studio on all the predictors, the next step was to test it again on
domain identification as an individual construct. When testing the effectiveness of using a game
design studio at improving students’ computer domain identifications, it was found to be
significantly effective, not only when it was compared to the control group but also when it was
compared to the robotics and coding group. The effectiveness of this approach was the result of
studio pedagogy and constructionist gaming’s ability to offer authentic, experiential learning
opportunities that allowed students to discover and build relationships with the domain.
The study went one step further, testing for gender-differences between the groups and
the effects of those differences on domain identification. Men in the control group and the
robotics and coding group showed almost the same level of domain identification with the
computer science field. Men in the game design studio, however, showed a greater improvement
in their domain identification with computer science. It is important to mention that regardless of
the differences between groups in men’s domain identification with the field, the differences
were statistically insignificant across the groups. The results for the women involved in the study
told another story. Even though women in the game design studio had slightly lower domain
identification levels than men in the same group, they demonstrated the highest statistical
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improvement in their domain identification with computer science when it was compared to, not
only the control group but also, the robotics and coding group. The study demonstrated that
women in the control group consistently had the lowest scores in their learning of, self-efficacy
in, attitudes toward, and domain identifications with computer science. The reason behind this
was out of the study’s scope, but one potential explanation, based on the literature, is related to
the use of traditional pedagogical practices, which are criticized for discouraging women from
studying computer science (Larsen & Stubbs, 2005). Another potential explanation was the
impact of a lack of faculty and peer support. The game design studio was designed to promote
instructor (in this case the instructor acted as a member of each studio) and peer support to
complete the project. Students were encouraged to seek help from the peers in their studio as a
mainstream activity, which is necessary in order to provide motivation and to enhance their
performance at different tasks in fulfillment of their role as computer scientists (Tillberg &
Cohoon, 2005; Barker, McDowell, & Kalahar, 2009; Liebenberg, Mentz, & Breed, 2012). The
groups were the same every time students met, which was intended to increase students’ feelings
of belonging and group membership. Students were encouraged to support each other because
the success of the project depended on the success of all of its members. During the workshops,
students built a community and shared with each other their interests and experiences inside and
outside the classroom. Although both workshops were taught by the same instructor and covered
the same educational content, the climate of the game design studio was different in that it
focused more on shared values, positive feelings, improving self-esteem, enhancing the
interpersonal relationships, and teaching and learning practices. This supported students’
development of a sense of domain identification (Osborne & Jones, 2011; Massé, Perez, &
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Posselt, 2010). The studio formation might also have played a role in fostering the effectiveness
of the workshops (explained next).
Women in the robotics and coding group showed an improvement in their domain
identifications with the field, but it was insignificant. In general, men in all the three groups had
stronger domain identifications with computer science than women, which confirms the results
of Smith, Morgan, and White (2005)’s study. The game design studio was successful at
increasing women’s domain identification levels to match domain identification levels held by
men.
What Happened in the Studio?
Game Design Studio vs. Robotics and Coding: Similarities and Differences Between
Groups
Both approaches used in this study shared the same underlying core principles, making
them logically comparable, but the results varied because of differences in the implementation of
the core principles. Each approach involved project-based learning experiences, but the
particular details varied. Students in the game design studio took an autonomous approach to
work on their projects, brainstorming and using their own ideas as catalysts for the development
of their own video games (i.e., software applications). On the other hand, students in the robotics
and coding group worked on projects that were randomly assigned to them to develop robots
(i.e., hardware products). In the robotics and coding group, some students demonstrated
creativity in their use of sensors and tools for purposes that were not intended. For example,
students on one team used an ultrasonic sensor that was intended to measure distances between
objects, instead, as a scale to measure their heights.
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Another commonality between the approaches was the use of team-based learning.
Although both groups included in their structure experiential and team-based learning
experiences, students in the game design studio formed groups and worked in those same groups
(studios) throughout the entire workshop, while student-groups in the robotics and coding group
were not necessarily the same across the class sessions. This had an impact on the way that each
student built their community and formed social dynamics. For example, some students in the
robotics and coding group would challenge their team-mates (e.g., students with more
programming knowledge would challenge students with less programming knowledge) and try to
take control over their group to show team-members with less programming experience (mostly
women) that they were able to finish the tasks individually. Students in the game design studio,
on the other hand, developed a more collaborative style of interaction; they built a collaborative
community and were more supportive of each other as a team, which produced more successful
ideas than other studios. Instead of challenging their team-members or exhibiting competitive
attitudes, students in the game design studio supported each other in a collective effort to
challenge other studios. This helped students in the game design studio to share tasks and take
responsibility for performing their tasks, fueled by the shared belief that the success of the entire
studio depended on the contribution of each valuable member.
The interdisciplinary nature of the projects in the game design studio allowed students
from different backgrounds to be active members in their studios. In the robotics and coding
group, there was less of a balance between members and hierarchical power dynamics formed.
Some male students tried to take over the learning process, designing the entire project and
keeping their female classmates out of the process. More disturbingly, sometimes male students
failed to take personal responsibility, attributing their failures at some tasks to the tools (e.g.,
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they state that the sensors were broken, objects were missing, etc.). They also encouraged their
female classmates to believe these false assumptions.
The use of critique was a main feature of the game design studio. While students in the
robotics and coding group received feedback primarily from the instructor, students in the game
design studio received feedback from multiple sources using formal, peer, desk, and group
critiques. In the game design studio, some teams were inspired by other groups and would
significantly enhance their designs after each group critique— not only based on the feedback
they received from others but also from watching others work and the feedback they provided.

The Role of the Instructor
Unlike the traditional teaching approach that was used in the robotics and coding group,
the game design studio allowed the instructor to be a facilitator more than a didactic lecturer. It
also allowed for the activities to be more authentic than contrived and for learning to be visible
rather than hidden. The construction of the instructor’s role in the game design studio followed a
new model, which involved a combination of different models, including the master–apprentice
model, the atelier coach model, the reflective practitioner model, the critical friend model, the
liminal servant model, and the analyst model (Belluigi, 2016). This new model is appropriately
called The Project Executive. I, as the instructor, wore different hats and was a member of each
studio to make sure that the projects did not fail due to any major conflicts. By providing
consistent feedback and support, I was able to oversee the development process, ensure funding
and expenditure, discuss changes with the other team members, provide resources, and decrease
risks. During each session, studio members were asked to discuss their designs, their needs, and
their goals with their team members, including the project executive (myself). I looked at the
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design projects from both perspectives: as the client and the team member (Nelson & Palumbo,
2014).
The fundamental concepts of computer programming were integrated with constructionist
gaming in the teaching setting, and members of each studio were provided with additional
educational opportunities to learn specific skills required to complete their own games. During
each session, I discussed the design with each studio to help members understand their goals and
the scope of their projects, and to make sure that students were sharing the tasks among each
other and working on their projects collaboratively. The use of desk critique at the end of each
session helped provide students with constructivist feedback on their progress and their abilities
to reflect on their design process. The weekly group critique enabled each studio to reflect on
what others think of their designs, visuals, and prototypes. Students were then able to revise their
ideas based on the feedback received. The instructor’s involvement in each studio was a critical
part of addressing the social dynamics between and within the groups. For example, in some
groups, there were students who continuously threw obstacles in front of their team members
that might have served as a barrier against their ability to learn and make progress. In some
instances, students perceived the feedback they received from their peers during the group
critique to be negative or offensive. In an attempt to resolve issues, I acted as a facilitator
sometimes to explain the feedback that each studio received from others in practical and
professional terms, and at other times, I acted as a “referee” in an effort to resolve any conflicts
between the groups. I had to sit down with each studio after each critique to discuss the bigger
picture of the project and how to keep an eye on the prize, as well as to show them that
professionalism requires continual improvement and that it is necessary to test and reevaluate
initial ideas through multiple revisions.
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Students were provided with the tools they needed to develop their ideas, such as 2D and
3D game assets, virtual reality, and recording devices; and they were told that they could come
up with any idea they wanted. Although students had the freedom to decide what their games
would be about and what roles would they take in their studios, issues arose when some students
assigned tasks to themselves without knowing how to do them. For instance, one student
volunteered to be the animator in her studio, and while everybody in her studio depended on her,
it turned to be that she did not have any background in animation and was just interested in
learning animation. She was afraid to tell her studio that she did not know animation because she
felt the pressure of knowing that her group members were depending on her. Because I was in
close proximity to my students and a member of each studio, I was able to help her individually
so that she could learn animation and collaborate with her team members successfully. Similar
scenarios unfolded in almost every studio with different students, different roles, and tasks. It
was very exciting to see that students wanted to learn new ideas, but it was also difficult, though
not impossible, to respond to every student’s needs given the short amount of time I had.
While autonomous learning was visible in the game design studio, it is important to
mention that some students wanted to join groups because they were interested in developing
their own ideas. What made this more complicated is that sometimes their personal interests
caused them to drag the group’s direction of thought toward their ideas. As instructor, I faced
some challenges when trying to resolve this issue because by forcing students to give up their
ideas in order to work with their team members to develop the group’s idea, I might also have
been demotivating them and discouraging them from learning, which, in turn, could have had a
negative impact on the productivity of the group. By using different activities, such as
developing rapid prototypes and using desk and group critiques, students ultimately realized the
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importance of revising, changing, and/or scaling their ideas based on the feedback they received
from me, their group members, and students from other studios. Based on this, I concluded that it
is better to give students freedom to select the idea they want to work on than to dictate their
subjects of focus. However, this requires that the instructor be highly involved in the projects to
make sure they are feasible and to intervene to handle interpersonal issues when necessary.
The Role of the Learner
The game design studio shifted the role of the student from being directed to selfmanaging. In the first session, students were asked to introduce themselves and their skills and
backgrounds to the class. This activity helped students later to form their teams based on their
project needs. By allowing students to brainstorm ideas for their projects, students had
opportunities to engage in their interest areas, work on their own ideas, and achieve their own
goals. Learners in each studio were responsible for all of the decisions involved with their
projects. They worked together as professionals, assigned roles to each member, planned a
budget and timeline, and developed identities for their studios (e.g., logos and names to represent
their studios). As discussed in the third chapter, studios were formed based on students’ interests
in the suggested game ideas, game genre, and game platforms. To make learning more
interactive and to encourage reflection on the learning process, I involved students in the process
of planning the curriculum and deciding what was going to be taught. The lesson plans for most
of the sessions included core topics that all students have learned and selective topics that gave
students from each studio the chance to select what they were interested in. For example, while
all students learned the fundamental concepts of computer programming and game design, some
studios chose advanced topics in collision detection because they were making physics-based
games, while other studios selected advanced topics in game audio scripting because their games
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involved voice-over techniques. While each student engaged in programming in their studios,
self-management took place, as each student in each studio was assigned a role based on their
skills and backgrounds. For example, students who had backgrounds in writing took the role of
script writer and students who had background in graphic design took the role of concept
designer or graphic designer. It is important to mention, too, that students managed their projects
themselves, identifying their leaders and assigning roles and tasks to their group members
without any interference from the instructor.
The use of studio pedagogy allowed those with less experience working with computingrelated topics to bring their experience in other fields to the studio and combine them with their
projects. Some students brought their artistic skills to their projects and became the concept
designers of the studio. This supported their feelings that they are not only welcomed in the field
but that they are also valued and seen as important in their groups. I was surprised by the fact
that most of the leadership roles in the game design studios were taken by women and that in
robotics and coding groups, leadership roles were mostly taken by men. It should be
acknowledged that some students did not seem to engage in the self-managing approach and
were expecting a more directive form of teaching. I attribute this to different factors, including
individual differences, cultural factors, and experiences with and expectations for traditional
pedagogical practices.
Think Like a Designer
In the game design studio, the learner served as the protagonist, and the design studio
experience allowed students to take an active role. They were given opportunities to display their
work in public, receive feedback from their instructor and peers, discuss important design
principles, and respond to the received feedback (Hooper et al., 2015). Students received
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reflection-in-action experience (Schön, 1983), immediate feedback, and constructive criticism in
response to their ideas in an enthusiastic, safe, and nurturing environment, the ideal environment
for making sure their projects could be successfully accomplished. In the first session, I taught
all students about the meaning of the concept of critique, and how it can be used as an effective
way to enhance their designs. There were some students who enjoyed providing feedback for
their team members and to other studios. There were other students who did not speak at all.
There were also students who were upset by the negative feedback they received from others.
Therefore, my involvement before, during, and after the critique was important to maintain
student motivation throughout the design process. It was interesting to see that students,
including those who did not speak during critiques, took notes and received inspiration from
other studios’ projects, which subsequently enhanced the quality of the tasks they were assigned.
In order to measure success, a definition of “success” was needed. In the robotics and
coding group, as well as the traditional instruction in the control group, student performance was
evaluated based on the delivery of their final project or final assignment, and the main focus of
evaluation was based on whether or not the students were able to finish or deliver the design
successfully. In the game design studio, more attention was given to the processes that students
used to improve their design thinking and skills, and most importantly, to improve their learning,
motivation, self-efficacy, values, and attitudes (Knowlton, 2016; Nelson & Stolterman 2014).
That does not mean the final product was neglected, but there was a need to pay a great deal of
attention to the processes by which the participants developed their “designer” identities.
The game design studio offered authentic learning experiences to teach through, about,
and for video game design and programming. Each session, students learned a computer
programming concept, combined this concept with a game design concept, and discussed the
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relationships between the new concept, prior concepts, and their projects. For example, after
students learned loop statements in C# to build a run-time city and generate a random number of
buildings in the city, almost every studio used loops in their games; some studios, however,
found this concept to be a core component of their projects, and explored the possibility of
adding advanced game design concepts, such as navigation and pathfinding, to develop their
games (e.g., racing games). This happened through a smooth transition from the first part of the
session, the part where teaching programming was integrated with game design, to the second
part of the session in which students designed, visualized, and meaningfully discussed and
explored how the new programming and game design concepts were relevant to their projects.
The experiences that the game design studio offered were collaborative, real contextbased, first-hand, and intrinsically motivating (Lucas, Claxton, & Spencer, 2012). Students were
self-assessed and assessed by other students using different types of critiques, such as desk
critique, group critique, and peer critique. Critiques were used to evaluate their visuals, rapid
prototypes, game design documents, game development processes, and final prototypes. It
should be acknowledged that students in the studios faced multiple challenges and were often
frustrated with the process, especially when they re-designed their ideas from scratch or had to
give up some aspects of their designs. The challenges that students faced in this experience
require exploration in a future study; however, it was clear that once they overcame their
difficulties, they showed significant improvements in their final designs, which supports the
findings of Lee’s (2009) study.
The Effectiveness of the Studio
The ability of studios to connect academic preparation with professional practice (Brandt
et al., 2013) demonstrated the connection between computer science and real-world applications
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by showing students what game designers do in the profession. There were students involved
who showed interest in other fields, such as political science, music composition, engineering,
science, physics, graphic design, and story-writing. It was helpful that the interdisciplinary nature
of the projects involved in the game design studios allowed many students to combine their
personal interests with their academic projects.
In the game design studio, the focus was placed on students’ design-focused thinking
skills, and the goals were to enhance students’ curiosity, encourage them to develop and exercise
good judgment, help them think like designers (Hooper et al, 2015; Mathews, 2010), and,
ultimately, encourage them to function as computer scientists. The use of critiques helped
students understand their designs, their goals, and their processes of achieving their goals. As is
commonly fostered at the start of a studio design, students came to the learning process with the
idea that they would have the necessary tools and support, and, therefore, with a feeling that they
would be able to face complex challenges (Assaraf & Orion, 2005; Ullmer, 1986). All of the
students involved had to learn the primary skills necessary to complete the workshop, and after
dividing the tasks, some students independently made efforts to learn some skills out of the
curriculum just to meet their own needs and pursue their curiosities. The process of “think like”
was coupled with the process of “think unlike” (Knowlton, 2016) in order to enhance students’
identities as designers and makers. Students were encouraged to think unlike others and come up
with new ideas to enhance the quality of their projects instead of copying existing ones. Students
were encouraged to use what others have done to create new and innovative projects and designs.
In the first session, they learned how to design Pac-Man, a game that most students were familiar
with. This session showed them that they were able to make new games, like Pac-Man, with their
own rules, maze designs, and characters, and that they would be able to share them with their
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friends. The literature shows that the use of design studios is effective at improving students’
autonomous learning, self-efficacy (Mathews, 2010), and attitudes (Mor & Mogilevsky, 2013).
Studios allow students to build and revise their understandings of themselves and gain more
knowledge about who they are and who they will become (Tasker, 2011). This was the basis of
the way in which the studio functioned in the study. Based on the results of the study, which
confirm findings from previous studies, the effectiveness of the studio was demonstrated: it
enhanced students’, especially women’s, learning of, self-efficacy in, and attitudes toward
computer science, and, in turn, strengthened their domain identifications with the field.
Conclusions
Past, Present, Future
Computer science history tells us that women have made significant contributions to the
establishment of the field. Despite its foundations, today the field is struggling to attract women
to study and work within it. There are more than fifty years between the establishment of the
field and where we are now. Based on recent statistics, if we do not do something to change the
field, the underrepresentation of women that defines the field in the present may become what
defines it in the future. If the underrepresentation of women does not receive careful attention
from scholars, policy makers, instructors, parents, media, school administrations, and other
stakeholders, it is likely the issues we are facing today will only get worse. The literature review
in this study showed, based on statistics and research-based evidence, that the
underrepresentation of women in computer science has become a critical issue. It also brought to
surface the ramifications of ignoring the issue and revealed that they are disturbing: starting with
the ethical concerns about gender equity and continuing with the negative impact on women and
their income potential, as well as the major effect on the industry and global economy-at-large.
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The current study combines multiple studies into one project. In order to explain the
rationale behind targeting the study variables, the second chapter listed all the factors that could
be found in the research that related to the problem. After categorizing and discussing the factors
and the potential roles that they play in the issue, the chapter suggested that Amal’s Model
should be implemented as a way of minimizing the problem and increasing the representation of
women in the field. The model was born from the desire to provide women with opportunities to
explore their identities and to link their identities with the domain of computer science.
Change Starts with Hope
Up to today, older children more often draw a picture of a man, not a woman, who wears
glasses and has unkempt hair, when they are asked to represent the term ‘scientist.’ According to
Miller, Nolla, Eagly, and Uttal (2018) “When children started high school at ages 14–15, they
drew more male than female scientists by an average ratio of four to one” (p.9). This
stereotypical image is very engrained in the popular imagination and is not easy to transcend.
Improving women’s experiences with computer science is not enough. Women need to see
themselves as makers instead of consumers. They need to see themselves as computer scientists,
instead of just computer users. The Amal [Translated in English: Hope] Model assumes that by
enhancing their learning of, self-efficacy in, and attitudes toward computer science, women will,
as a consequence, strengthen their domain identifications with the field. The study proposed two
different approaches to the enhancement of student learning of, self-efficacy in, attitudes toward,
and domain identifications with computer science. The first approach was a combination of
studio pedagogy and the rarely-used type of game-based learning that is known as constructionist
gaming. The second approach involved robotics and coding. The experimental design provided
answers to the primary research questions.
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She’s a Computer Scientist, and She Knows It!
To answer the first primary research question, the analysis showed that Amal’s Model
was significantly effective at predicting students’ (both men’s and women’s) domain
identifications with the computer science field based on their learning of, self-efficacy in, and
attitudes toward the field. The model assumes that the three aspects are significant predictors of
student domain identifications. At the beginning of the semester, there were no gender-based
differences in students’ identifications with the field— women who had high domain
identification levels, similar to men’s domain identification levels, decided to study computer
science. However, later in the semester, women’s learning of, self-efficacy in, attitudes toward,
and domain identifications with computer science started changing.
To answer the second primary research question, the use of the game design studio was
significantly effective at increasing students’ (both men’s and women’s) learning of, selfefficacy in, attitudes toward, and domain identifications with computer science when compared
with the control group. By adding robotics and coding as an alternative approach to the
comparison, the game design studio was practically effective (more than with the alternative
approach) at improving students’ learning of and attitudes toward computer science, and
statistically effective at improving their self-efficacy in and domain identifications with the field.
Careful attention is required to select an effective teaching approach in computer science that is
suitable for both women and men, and that will increase their domain identification levels in
such a way that can cause gender gaps to start disappearing.
After making sure that the suggested approach was effective for both men and women,
the study went one step further to test any gender differences between the groups. To answer the
third research question, the use of a game design studio was found to be significantly effective at
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improving and increasing women’s learning of, self-efficacy in, attitudes toward, and domain
identifications with computer science when compared with the results from the control group. By
adding the robotics and coding approach to the comparison, the game design studio showed its
effectiveness at improving women’s learning of, self-efficacy in, and attitudes toward computer
science, and its statistically significant effectiveness at improving their domain identifications
with the field. For men, it seemed as though any approach of the three approaches in the study
was equally suitable for them to improve the previously mentioned aspects, but there was a more
notable result with the groups of women. It should be acknowledged that the control group was
changing because of exposure to traditional computer science instruction. Unlike many other
studies in which the control group is expected to stay the same over time or increase because of
knowledge obtained outside of the longitudinal study, women in the control group of this study
were facing a situation in which the pedagogical approach was ill-suited.
Although the results of the study are promising, the study indicates that more work needs
to be done. It is essential that women are encouraged to study computer science in order to fix
the entire system and not just those within it. There is a need to change the pedagogy in this field
to increase the number of women in computer science, but with this need comes the enduring
hope for the enhancement of the representation of women in the field. If the use of game design
studios proves effective on a large scale, which the results of this study suggest, at improving
women’s learning of, self-efficacy in, attitudes toward, and domain identifications with the field
to levels higher or at least similar to men’s levels; it can be assumed that incorporating this
approach in the teaching of computer science, at least in introductory courses, would increase the
representation of women in the field. The use of game design studios is not the only way to
improve the target aspects of women’s learning and beliefs, but it is an important one. Any
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approach that can represent computer science in an authentic, experiential, and contextually
relevant way, and provide students with reflection-in-action experiences, immediate feedback,
and constructive criticism on their ideas in an enthusiastic, trustfully, and empathic opportunities
for engagement, is beneficial and promises to close the gaps between men and women and to
promote and sustain women’s feelings of belonging within the computer science community.
Recommendations
Based on the discussion in this chapter, this paragraph offers multiple recommendations
for enhancing the representation of women in computer science. First of all, the exposure to
gender-neutral learning opportunities where women can discover their identities should occur
earlier and prior to their college experiences. There are multiple learner-centered approaches that
can be used to teach women computer science at the college level or at an earlier age. Regardless
of the approach, instructors need to work to close the gap between women and men, and need to
dismantle the idea that one group of learners is better than another. Ultimately, improving
women’s experiences with computer science is not enough. The approach needs to expand
beyond this, to improve students’, especially women’s, learning of, self-efficacy in, attitudes
toward, and domain identifications with computer science. Constructionist gaming can open
doors for learners from different backgrounds and interests to work together in an authentic,
experientials and contextually relevant way. Studio pedagogy is new to computer science.
Regardless of the significant contributions that this approach can make to students’ development
of their learning, beliefs, and identities, it requires careful attention from the instructor and/or the
instructional designers (if they are involved) because failures in running the studios can have
negative effects on students learning. The use of critiques is very helpful at enhancing the quality
of students’ ideas, but instructors need to pay careful attention to the impact of critiques on
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students’ projects prior to, during, and after the implementation of critiques as a pedagogical
tool.
Personal Observations
1- The use of studio pedagogy allowed students with less experience to bring their
experience in other fields to the studio and combine them with their work. This supported
their feelings that they are not only welcomed in the field, but that they are also valued
and seen as important in their groups.
2- In the robotics and coding group, some students showed creativity in using sensors and
tools for purposes that were not intended. For example, students on one team used the
ultrasonic sensor that was supposed to measure the distance between objects as a scale to
measure their heights.
3- In the studio pedagogy groups, I noticed that some teams were inspired by other groups
and they would significantly enhance their designs after each group critique— not only
from the feedback they received from others, but also from watching others work and the
feedback they gave to others.
4- Undergraduate computer science students at the selected university did not study robotics
as a core course. Their core courses focused more on theoretical aspects and algorithms.
5- The instructor needed to be more cautious and aware of social dynamics between and
within the groups. For example, some students did not want to work with some of their
team members and would have liked to join other teams just because they wanted to be
with their friends or to start a friendship with students from other teams. In some groups,
there were students who kept throwing obstacles in front of their team members which
could have served as a barrier against their ability to learn and make progress.
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6- It is better to give students freedom to select the idea they want to work on than to dictate
their subjects of focus. However, the instructor must be involved in the projects to make
sure they are feasible. This does not mean the instructor needs to do the work for the
students. Instead, the instructor needs to decrease risks and ensure safety.
7- Some students wanted to join groups because they were interested in developing their
own ideas. What made the issue more complicated is that sometimes their personal
interests caused them to drag the group’s direction of thought toward their ideas. In such
situations, the instructor needs to know that by forcing students to give up their ideas and
work with their team members to develop the group’s idea, they might also be
demotivating them and discouraging them from learning.
8- If one member is permitted to take control over their team, studios may not be useful, and
a traditional approach might become more useful.
9- The underrepresentation of women in computer science has had an impact on women in
the field, and this needs to be acknowledged. There were women who looked for building
friendships with their male classmates who had more prior experience with programming.
This was a healthy practice until women started depending on them to do most of the
work in their group-based projects. In such situations, this practice would make them
dependent learners, rather than independent learners, which would negatively affect, not
only their self-efficacy but also, their domain identifications with the field.
10- When offering design-based workshops, such as robotics, providing each student with
their own kit of tools could enhance their learning, but could also negatively affect
attendance. On the other hand, putting students in groups and providing each group with
a kit of tools where the group members have to work collaboratively may prevent some
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students from learning, especially women, because men sometimes take control over the
group learning process.
11- Students in the game design studio always came early or on time because they knew that
they were expected to work with their team members on their ideas, which placed
responsibility on them. It also encouraged them to work on their ideas outside of class,
which was not required.
12- Some studios demonstrated strong management skills and managed to not spend their
entire budget on their designs; instead, taking advantage of free and available assets and
resources.
13- In the game design studio, women most often assumed the leadership and management
roles. Some students showed significant professionalism.
14- In the robotics and coding group, some male students tried to take over the learning
process. They would design the entire project and keep their female classmates out of the
process. More disturbingly, sometimes male students failed to take personal
responsibility, attributing their failures in some tasks to the tools (e.g., they assume that
the sensors were broken, some objects are missing, etc.), and they encouraged their
female classmates to believe in these false assumptions.
15- Students in both groups, especially women, were very proud of themselves, and they took
a lot of pictures of their designs and shared them with friends on social media.
16- Some of the students who had more prior experience with computer programming in the
robotics and coding group did not show interests in the first part of the session, the
coding part, and they just wanted to attend the robotics part. This did not occur in the
game design studios because coding was integrated with game design.
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Recommendations for Further Research
This study is part of a bigger agenda that requires answering a list of research questions
that can be generated around study variables. A follow up study is needed to test the long-term
effect of the workshops on women’s representation in the field and to know who stayed and who
dropped out of the field. The study made an assumption that women in the control group
decreased their learning of, self-efficacy in, attitudes toward, and domain identifications with
computer science due to the use of traditional pedagogical practices. However, a qualitative
study is important to follow up on the target aspects of women’s learning and beliefs, and to see
what is going on in the field of computer science that discourages women from developing skills
and positive attitudes and beliefs about their abilities and capabilities and from becoming
computer scientists. A follow up study is needed to test the effectiveness of the use of Amal’s
Model and the suggested solution in different educational contexts, such as K-12. The current
study tested only selected aspects of Amal’s Model; there is still a need to test the other aspects
in future studies, such as academic motivation. Finally, several studies talked about the
importance of same-race and same-gender instructors (Cole & Griffin, 2013; Harper, 2013;
Leggon, 2010). Significant improvement was found in all the areas in which Amal’s Model was
applied, despite the fact that the instructor was from a different race and gender than most of the
students. It would be worth investigating to replicate the study with other instructors, from
various genders and ethnicities, to observe the impact on student learning and beliefs.
Implication of the Study for Practice
The study presented a list of the most commonly cited factors that might contribute to the
underrepresentation of women in computer science. Scholars who are interested in the
underrepresentation of women in computer science can refer to the list when they conduct their
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research. The difficulty of finding an existing programming test that is suitable for computer
science majors and non-majors made obvious the need for a test to be developed from scratch to
test the fundamental concepts of computer programming. The test was evaluated and showed
high validity and reliability, which can assist scholars and researchers in this area. One of the
biggest implications of this study is the effect that the use of Amal’s Model had. The
effectiveness of this model was tested in this study on women in computer science. The model
can be applied to explain other issues of representation and minority status, not only in the
computer science field but also, in other STEM fields, such as engineering. The results make
significant contributions to the field’s understanding of the effectiveness of using constructionist
gaming, studio pedagogy, and robotics in computer science, for both men and women.
Limitations
The study was conducted with the intention of developing a genuine research approach to
contribute to the literature findings on questions that are worth investigating. Like any design,
there were multiple limitations to this study. The research was limited by the scope of time and
the equipment available, and it measured only the immediate effect of the treatment on the
aforementioned areas. The long-term effect of the treatment on these areas was out of the scope
of this study. The study demonstrated that women in the control group consistently had the
lowest scores in their learning of, self-efficacy in, attitudes toward, and domain identifications
with computer science. Although the study provided potential explanations for the reason behind
this phenomenon, further work to better understand the mechanisms behind the intervention’s
effectiveness was outside this study’s scope.
Amal’s Model explained a good percentage of the variations between the participants in
their domain identification, however, more investigation is needed to study the percentage that
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the model could not explain. Although the study was successful at attracting good numbers of
participants, from both genders, the sample size was still small. Due to the nature of the study
and its research design, it was impossible to increase the sample size for multiple reasons,
perhaps the most important one being the difficulty of teaching more than thirty students in a
workshop using the studio format of teaching. With regard to its current design, the experimental
design did not allow for qualitative data to be collected nor for students’ experiences of using
each of the approaches to be described. It was important to understand students’ thoughts about
the challenges they faced and the factors that helped them succeed in using each approach.
Unfortunately, the design did not allow for such data to be collected. Due to the challenges
involved in conducting the study, it was difficult to apply the teaching approaches as parts of
students’ curriculum instead of offering them as additional workshops. Another important issue
to mention is that the study did not explain how students perceived each approach from their own
perspectives (i.e., perceived learning). Additionally, the need to test the study in different
educational contexts needs to be addressed. Most studies about women in computer science
focus on higher education (Papastergiou, 2008). There remains a need to replicate this study and
apply it to different contexts, such as K-12, in order to understand the bigger picture and explore
the effectiveness of this study and its conclusions on broader populations.

186

REFERENCES

ACM/IEEE Computer Engineering Curricula, (2016). Curriculum Guidelines for Undergraduate
Degree Programs in Computer Engineering. Technical report, Association for
Computing Machinery (ACM) IEEE Computer Society.
ACM/IEEE. (2013). Computer Science Curricula 2013. ACM Press and IEEE Computer Society
Press.
Akcaoglu, M. (2014). Learning problem-solving through making games at the game design and
learning summer program. Educational Technology Research and Development, 62(5),
583-600.
Akcaoglu, M., & Koehler, M. J. (2014). Cognitive outcomes from the Game-Design and
Learning (GDL) after-school program. Computers & Education, 75, 72-81.
Aldrich, C. (2009). Learning Online with Games, Simulations, and Virtual Worlds. San
Francisco, CA: John Wiley & Sons.
Alemán, A. M. M., & Renn, K. A. (2002). Women in higher education: An encyclopedia. ABCCLIO. Chicago.
Alexander, P.M., Holmner, M., Lotriet, H.H., Matthee, M.C., Pieterse, H.V., Naidoo, S.,
Twinomurinzi, H. & Jordaan, D. (2011). Factors Affecting Career Choice: Comparison
between Students from Computer and Other Disciplines. Journal of Science Education
and Technology, 20(3), 300-315.
Aliane, N. (2011). Teaching fundamentals of robotics to computer scientists. Computer
Applications in Engineering Education, 19(3), 615-620.

187
Alivernini, F., & Lucidi, F. (2011). Relationship between social context, self-efficacy,
motivation, academic achievement, and intention to drop out of high school: A
longitudinal study. The Journal of Educational Research, 104(4), 241-252.
Altun, A., & Mazman, S. G. (2012). Developing computer programming self-efficacy scale.
Journal of Measurement and Evaluation in Education and Psychology, 3(2), 297-308.
American Association of University Women (2000). Tech-savvy: Educating girls in the new
computer age. Washington, DC: Author.
An, Y. J. (2016). A case study of educational computer game design by middle school
students. Educational Technology Research and Development, 64(4), 555-571.
Anderson, M., McKenzie, A., Wellman, B., Brown, M., & Vrbsky, S. (2011). Affecting attitudes
in first-year computer science using syntax free robotics programming. ACM Inroads,
2(3), 51-57.
Anderson, N., Lankshear, C., Timms, C., & Courtney, L. (2008). Because it is boring, irrelevant
and I don’t like computers: Why high school girls avoid professionally-oriented ICT
subjects. Computers & Education, 50, 1304–1318.
Arruda, D., Bezerra, F., Neris, V. A., Toro, P. R., & Wainer, J. (2009). Brazilian computer
science research: Gender and regional distributions. Scientometrics, 79(3), 651-665.
Ashcraft, C. & Breitzman, A. (2007). Who Invents IT? An Analysis of Women’s Participation in
Information Technology Patenting (NCWIT). Executive summary available at
http://www.ncwit.org/pdf/PatentExecSumm.pdf
Aspray, W. (2016). Women and underrepresented minorities in computing: A historical and
social study. Springer.

188
Assaraf, O. B.-Z., & Orion, N. (2005). Development of system thinking skills in the context of
Earth system education. Journal of Research and Science Teaching, 42(5), 518-560.
Bacca-Cortés, B., Florián-Gaviria, B., García, S., & Rueda, S. (2017). Development of a
platform for teaching basic programming using mobile robots. Revista Facultad de
Ingeniería, 26(45), 61-70.
Baker, D., Krause, S., Yasar, S., Roberts, C., & Robinson-Kurpius, S. (2007). An intervention to
address gender issues in a course on design, engineering, and technology for science
educators. Journal of Engineering Education, 96(3), 213 – 226.
Bandura, A. (1997). Self-efficacy: The exercise of control. New York: W. H. Freeman and
Company.
Banks, W. M. (1984). Afro-American scholars in the university: Roles and conflicts. American
Behavioral Scientist, 27, 325–338.
Barker, L. J., Garvin-Doxas, K., & Jackson, M. (2002). Defensive climate in the computer
science classroom. Proceedings of the 33rd Technical Symposium on Computer Science
Education. New York: ACM Press.
Barker, L. J., McDowell, C., & Kalahar, K. (2009). Exploring factors that influence computer
science introductory course students to persist in the major. ACM SIGCSE Bulletin,
41(1), 153-157.
Barker, L., & Cohoon, M. (2015). How Do You Retain Women Through Inclusive Pedagogy?
National Center for Women & Information Technology. Retrieved from:
https://www.ncwit.org/resources/how-do-you-retain-women-through-inclusive-pedagogy
Barnett, R., & Rivers, C. (2005). Same difference: How gender myths are hurting our
relationships, our children and our jobs. New York: Basic Books.

189
Baser, M. (2013). Attitude, Gender and Achievement in Computer Programming. Online
Submission, 14(2), 248-255.
Beckhusen, J. (2016). Occupations in Information Technology. US Department of Commerce,
Economics and Statistics Administration, US Census Bureau.
Belluigi, D. Z. (2016). Constructions of roles in studio teaching and learning. International
Journal of Art & Design Education, 35(1), 21-35.
Benitti, F. B. V. (2012). Exploring the educational potential of robotics in schools: A systematic
review. Computers & Education, 58(3), 978-988.
Berdousis, I., & Kordaki, M. (2015). Gender Differences and Achievement in Computer Science:
a case study. Procedia-Social and Behavioral Sciences, 191, 1161-1166.
Beyer, S. (2008). Predictors of female and male Computer Science students' grades. Journal of
Women and Minorities in Science and Engineering, 14, 377-409.
Beyer, S. (2014). Why are women underrepresented in Computer Science? Gender differences in
stereotypes, self-efficacy, values, and interests and predictors of future CS course-taking
and grades. Computer Science Education, 24(2-3), 153-192.
Beyer, S., & Haller, S. (2006). Gender differences and intra-gender differences in Computer
Science students: Are female CS majors more similar to male CS majors or female
nonmajors? Journal of Women and Minorities in Science and Engineering, 12, 337–365.
Beyer, S., Rynes, K., & Haller, S. (2004). Deterrents to women taking computer science courses.
IEEE Technology and Society Magazine, 23(1), 21–28.
Beyer, S., Rynes, K., Perrault, J., Hay, K., & Haller, S. (2003). Gender differences in computer
science students. In Proceedings of the 34th SIGCSE technical symposium on Computer
science education – SIGCSE ’03, 49. New York, NY: ACM Press.

190
Bingham, N. H., & Fry, J. M. (2010). Regression: Linear models in statistics. Springer Science
& Business Media.
Blum, L., Frieze, C., Hazzan, O., & Dias, M. B. (2007). A cultural perspective on gender
diversity in computing. In C. Burger, E. Creamer & P Meszaros (Eds.) Reconfiguring the
firewall, 109-133.
Bohm, D. (1996). On creativity. New York: Routledge.
Boling, E., Schwier, R. A., Gray, C. M., Smith, K. M., & Campbell, K. (Eds.) (2016). Studio
Teaching in Higher Education: Selected Design Cases. New York, NY: Routledge.
ISBN:978-1138902435
Brandt, C. B., Cennamo, K., Douglas, S., Vernon, M., McGrath, M., & Reimer, Y. (2013). A
theoretical framework for the studio as a learning environment. International Journal of
Technology and Design Education, 23(2), 329-348. doi:10.1007/s10798-011-9181-5.
Braught, G., Wahls, T., & Eby, L. M. (2011). The case for pair programming in the computer
science classroom. ACM Transactions on Computing Education (TOCE), 11(1), 2.
Brown, N., Kölling, M., Crick, T., Jones, S. P., Humphreys, S., & Sentance, S. (2013). Bringing
computer science back into schools: Lessons from the UK. Proceedings of the 44th ACM
Technical Symposium on Computer Science Education (SIGCSE 2013), 269-274.
Bruce, K. B., Drysdale, R. L. S., Kelemen, C., & Tucker, A. (2003). Why math?.
Communications of the ACM, 46(9), 40-44.
Buzzetto-More, N., Ukoha, O. & Rustagi, N. (2010). Unlocking the Barriers to Women and
Minorities in Computer Science and Information Systems Studies: Results from a MultiMethodolical Study Conducted at Two Minority Serving Institutions. Journal of

191
Information Technology Education: Research, 9(1), 115-131. Informing Science
Institute.
Çakır, N. A., Gass, A., Foster, A., & Lee, F. J. (2017). Development of a game-design workshop
to promote young girls' interest towards computing through identity exploration.
Computers & Education, 108, 115-130.
Campbell, I. (2007). Chi‐squared and Fisher–Irwin tests of two‐by‐two tables with small sample
recommendations. Statistics in medicine, 26(19), 3661-3675.
Carbonaro, M., Szafron, D., Cutumisu, M., & Schaeffer, J. (2010). Computer-game construction:
a gender-neutral attractor to computing science. Computers & Education, 55(3), 1098–
1111.
Cash, P., Stanković, T., & Štorga, M. (Eds.) (2016). Experimental Design Research:
Approaches, Perspectives, Applications. Springer. DOI: 10.1007/978-3-319-33781-4
Ceci, S. J.,Williams,W. M., & Barnett, S. M. (2009).Women’s underrepresentation in science:
Sociocultural and biological considerations. Psychological Bulletin, 135, 218–261.
doi:10.1037/a0014412.
Cennamo, K., & Brandt, C. (2012). The “right kind of telling”: Knowledge building in the
academic design studio. Educational Technology Research and Development, 1-20.
doi:10.1007/s11423-012-9254-5
Charters, P., Lee, M. J., Ko, A. J., & Loksa, D. (2014). Challenging stereotypes and changing
attitudes: The effect of a brief programming encounter on adults' attitudes toward
programming. In SIGCSE 2014 - Proceedings of the 45th ACM Technical Symposium on
Computer Science Education (pp. 653-658). Association for Computing Machinery. DOI:
10.1145/2538862.2538938.

192
Chen, I. S. (2017). Computer self-efficacy, learning performance, and the mediating role of
learning engagement. Computers in Human Behavior, 72, 362-370.
Cheryan, S., Drury, B. J., & Vichayapai, M. (2012). Enduring Influence of Stereotypical
Computer Science Role Models on Women’s Academic Aspirations. Psychology of
Women Quarterly, 37(1), 72–79.
Cheryan, S., Meltzoff, A. N., & Kim, S. (2011). Classrooms matter: The design of virtual
classrooms influences gender disparities in computer science classes. Computers and
Education, 57(2), 1825-1835. DOI: 10.1016/j.compedu.2011.02.004
Cheryan, S., Plaut, V. C., Davies, P. G., & Steele, C. M. (2009). Ambient belonging: how
stereotypical cues impact gender participation in computer science. Journal of
personality and social psychology, 97(6), 1045.
Cheryan, S., Plaut, V. C., Handron, C., & Hudson, L. (2013). The Stereotypical Computer
Scientist: Gendered Media Representations as a Barrier to Inclusion for Women. Sex
Roles, 69(1-2), 58-71. DOI: 10.1007/s11199-013-0296-x
Cirillo, A. (2016). RStudio for R Statistical Computing Cookbook. Packt Publishing Ltd.
Clewell, B.C., & Braddock, J.H. (2000). Influences on minority participation in mathematics,
science, and engineering. In G. Campbell, Jr., R. Denes, & C. Morrison (Eds.), Access
denied: Race, ethnicity, and the scientific enterprise (pp. 89–137). New York, NY:
Oxford University Press.
Clinton, G., & Rieber, L. P. (2010). The studio experience at the University of Georgia: An
example of constructionist learning for adults. Educational Technology Research and
Development, 58(6), 755-780.

193
Coe, I. R., & Ferworn, A. (2016). The Life and Contributions of Countess Ada Lovelace:
Unintended Consequences of Exclusion, Prejudice, and Stereotyping. IEEE Technology
and Society Magazine, 35(4), 46-49. Chicago.
Cohen, J. (1988). Statistical Power Analysis for the Behavioral Sciences (2nd Edition). Hillsdale,
NJ: Lawrence Erlbaum Associates, Inc.
Cohoon, J.M. & Aspray, W. (Eds.). (2006). Women and information technology: Research on
underrepresentation. Cambridge, MA: MIT Press.
Cohoon, J.M. (2001). Toward improving female retention in computer science. Communications
of the ACM, 44(5), 108-114.
Coldewey, D. (2016). Grace Hopper and Margaret Hamilton awarded Presidential Medal of
Freedom for computing advances. Tech Crunch. Retrieved from
https://techcrunch.com/2016/11/17/grace-hopper-and-margaret-hamilton-awardedpresidential-medal-of-freedom-for-computing-advances/
Cole, D. & Griffin, K.A. (2013). Advancing the study of student-faculty interaction: A focus on
diverse students and faculty. In M.B. Paulsen (Ed.), Higher education: Handbook of
theory and research (Vol. 28)(pp. 561 – 611). Netherlands: Springer.
Cope, B., & Kalantzis, M. (2000). Designs for social futures. In I. B. Cope & M. Kalantzis
(Eds.), Multiliteracies: Literacy learning and the design of social futures. New York:
Routledge.
Cox, C. D., Harrison, S., & Hoadley, C. (2009). Applying the “studio model” to learning
technology design. In C. DiGano, S. Goldman, M. Chorost (Eds.), Educating learning
technology designers (pp. 145-164). New York, NY: Routledge.

194
Crocker, J., Karpinski, A., Quinn, D. M., & Chase, S. K. (2003). When grades determine selfworth: Consequences of contingent self-worth for male and female engineering and
psychology majors. Journal of Personality and Social Psychology, 85, 507–516.
Crocker, J., Major, B., & Steele, C. (1998). Social stigma. In D. T. Gilbert, S. T. Fiske, & G.
Lindzey (Ed.), The handbook of social psychology (4th ed., Vol. II, pp. 504-553). Boston:
McGraw Hill.
Crombie, G., Abarbanel, T. & Anderson, C. (2000). All-Female Computer Science. Science
Teacher, 67(3), 40-43.
Crombie, G., Abarbanel, T., & Trinneer, A. (2002). All-female classes in high school computer
science: Positive effects in three years of data. Journal of Educational Computing
Research, 27, 385–409.
Curtin, C. (2013, April 24). Young Kodu designer showcases at 2013 White House Science Fair.
Microsoft Citizenship Blog. Retrieved from
http://blogs.technet.com/b/microsoftupblog/archive/2013/04/24/2013-white-housescience-fair.aspx
Delos, R. (2008). New study examines diversity in STEM fields. Diverse: Issues In Higher
Education. Retrieved 06/07/2016 from http://diverseeducation.com/article/11722/
Denner, J. & Werner, L. (2007). Computer programming in middle school: How pairs respond to
challenges. Journal of Educational Computing Research, 37(2), 131–150.
Denner, J., Werner, L., & O’Connor, L. (2015). Women in Community College: Factors Related
to Intentions to Pursue Computer Science. NASPA Journal About Women in Higher
Education, 8(2), 156-171.

195
Denner, J., Werner, L., & Ortiz, E. (2012). Computer games created by middle school girls: Can
they be used to measure understanding of computer science concepts?. Computers &
Education, 58(1), 240-249.
Denner, J., Werner, L., O’Connor, L., & Glassman, J. (2014). Community college men and
women: A test of three widely held beliefs about who pursues computer
science. Community College Review, 42(4), 342-362.
Denning, P. J. (2005). Is computer science science? Communications of the ACM, 48(4), 27–31.
Dennis, A. R., Bhagwatwar, A., & Minas, R. K. (2013). Play for Performance: Using Computer
Games to Improve Motivation and Test-Taking Performance. Journal of Information
Systems Education, 24(3), 223.
Dickey, M., & Meier, S. (2005). Engaging by design: How engagement strategies in popular
computer and video games can inform instructional design. Educational Technology,
Research and Development, 53(2), 67-83.
Drabowicz, T. (2014). Gender and digital usage inequality among adolescents: a comparative
study of 39 countries. Computers & Education, 74, 98-111.
Draper, N. R., & Smith, H. (1998). Applied regression analysis 3rd edition. Wiley, New York.
Eastwood, J. L., & Sadler, T. D. (2013). Teachers' implementation of a game-based
biotechnology curriculum. Computers & Education, 66, 11-24.
Eccles, J., & Jacobs, J. (1986). Social forces shape math attitudes and performance. Signs, 11(2),
367–380.
Edstrm, A. M. (2008). Art students making use of studio conversations. Art, Design &
Communication in Higher Education, 7(1), 31-44.
Erikson, E. (1994). Identity and the life cycle. New York: W. W. Norton.

196
Farr, J. M., & Shatkin, L. (2009). Best jobs for the 21st century. Jist Works.
Faulkner, W., & Lie, M. (2007). Gender in the information society: Strategies of inclusion.
Gender, Technology and Development, 11, 157–177. doi:10.1177/097185240701100202.
Fazio, R. H. (1990). Multiple processes by which attitudes guide behavior: The MODE model
as an integrative framework. In M. P. Zanna (Ed.), Advances in experimental social
psychology, 23, pp. 75‐109. New York: Academic Press.
Feaster, Y. H. (2014). Serious toys: Teaching computer science concepts to Pre-collegiate
students (Doctoral dissertation, Clemson University).
Feldman, E., Kim, J. S., & Elliott, S. N. (2011). The effects of accommodations on adolescents’
self-efficacy and test performance. The Journal of Special Education, 45(2), 77-88.
Finkelstein, S. L., Powell, E., Hicks, A., Doran, K., Charugulla, S. R., & Barnes, T. (2010).
SNAG: using social networking games to increase student retention in computer science.
In Proceedings of the fifteenth annual conference on Innovation and technology in
computer science education (pp. 142-146). ACM.
Fullerton, T. (2008). Game design workshop: A playcentric approach to creating innovative
games. Boston, MA: Elsevier.
Games, I. A., & Squire, K. (2008). Design thinking in gamestar mechanic: The role of gamer
experience on the appropriation of the discourse practices of game designers. In
Proceedings of the 8th international conference on International conference for the
learning sciences-Volume 1 (pp. 257-264). International Society of the Learning
Sciences.

197
Garcia, P. R. J. M., Restubog, S. L. D., Bordia, P., Bordia, S., & Roxas, R. E. O. (2015). Career
optimism: The roles of contextual support and career decision-making selfefficacy. Journal of Vocational Behavior, 88, 10–18.
Garon-Carrier, G., Boivin, M., Guay, F., Kovas, Y., Dionne, G., Lemelin, J-P., Séguin, J., Vitaro,
F., & Tremblay, R. E. (2016). Intrinsic motivation and achievement in mathematics in
elementary school: A longitudinal investigation of their association. Child Development,
87, 165-175. doi: 10.1111/cdev.12458
Garris, R., Ahlers, R., & Driskell, J. E. (2002). Games, Motivation, and Learning: A Research
and Practice. Model. Simulation and Gaming, 33(4), 441-467.
Gilbert-Valencia, D. H. (2014). Dropping Out of Computer Science: A Phenomenological Study
of Student Lived Experiences in Community College Computer Science. Drexel
University.
Goh, D., Ogan, C., Ahuja, M., Herring, S. C., & Robinson, J. C. (2007). Being the same isn’t
enough: Impact of male and female mentors on computer self-efficacy of college students
in IT-related fields. Journal of Educational Computing Research, 37, 19-40.
Goulden, M., Mason, M. A., & Frasch, K. (2011). Keeping women in the science pipeline. The
ANNALS of the American Academy of Political and Social Science, 638(1), 141-162.
Gratton, L., Kelan, E., Voigt, A., Walker, L., & Wolfram, H. J. (2007). Innovative potential: men
and women in teams. The Lehman Brothers Centre for Women in Business. London
Business School.
Gray, C. M. (2014). Living in two worlds: A critical ethnography of academic and protoprofessional interactions in a human-computer interaction design studio. Doctoral
dissertation, Indiana University, Bloomington, IN.

198
Grimley, M., Green, R., Nilsen, T., Thompson, D., & Tomes, R. (2011). Using computer games
for instruction: The student experience. Active Learning in Higher Education, 12(1), 4556.
Gronstedt, A. (2008). All Aboard the Web 3D Train is Leaving the Station. T + D. 62 (12), pp 22
– 24.
Gunter, G. A., Kenny, R. F., & Vick, E. H. (2008). Taking educational games seriously: using
the RETAIN model to design endogenous fantasy into standalone educational games.
Educational Technology Research and Development, 56(5-6), 511-537.
Gupta, G. (2007). Computer science curriculum developments in the 1960s. IEEE Annals of the
History of Computing, 29(2), 40 – 54.
Gürer, D. (2002). Pioneering women in computer science. ACM SIGCSE Bulletin, 34(2), 175180.
Hagger, M. S., Chatzisarantis, N. L. D., Barkoukis, V., Wang, C. K. J., & Baranowski, J. (2005).
Perceived autonomy support in physical education and leisure-time physical activity: A
cross-cultural evaluation of the trans-contextual model. Journal of Educational
Psychology, 97, 376–390.
Hanks, B. (2006). Student attitudes toward pair programming. In ACM SIGCSE Bulletin 38(3),
pp. 113-117). ACM.
Harper, S. R. (2013). Am I my brother’s teacher? Black undergraduates, peer pedagogies, and
racial socialization in predominantly white postsecondary contexts. Review of Research
in Education, 37(1), 183-211.

199
Hayes, C. C. (2010). Computer science: The incredible shrinking woman. In T. J. Misa (Ed.),
Gender codes: Why women are leaving computing (pp. 25-49). Hoboken, N.J.: Wiley;
IEEE Computer Society.
He, J. & Freeman, L.A. (2010). Are Men More Technology-Oriented than Women? The Role of
Gender on the Development of General Computer Self-Efficacy of College Students.
Journal of Information Systems Education, 21(2), 203-212.
Heersink, D., & Moskal, B. M. (2010, March). Measuring high school students' attitudes toward
computing. In Proceedings of the 41st ACM technical symposium on Computer science
education (pp. 446-450). ACM.
Herman, G. L. (2012). Designing contributing student pedagogies to promote students' intrinsic
motivation to learn. Computer Science Education, 22(4), 369-388.
Herrenkohl, L. & Mertl, V. (2010). How students come to be and to know: A case for a broad
view of learning. Cambridge: Cambridge University Press.
Higher Education Statistics Agency. (2017). Higher Education Statistics for the United Kingdom
2017. HESA. Retrieved from https://www.hesa.ac.uk/data-and-analysis/students
Hill, C., Corbett, C., & St Rose, A. (2010). Why so few? Women in science, technology,
engineering, and mathematics. American Association of University Women. 1111
Sixteenth Street NW, Washington, DC 20036.
Hmelo, C. E., Holton, D. L, & Kolodner, J. L. (2000). Designing to learn about complex
systems. The Journal of the Learning Sciences, 9(3), 247-298.
Hoegh, A., & Moskal, B. M. (2009). Examining science and engineering students' attitudes
toward computer science. In Frontiers in Education Conference, 2009. FIE'09. 39th IEEE
(pp. 1-6). IEEE.

200
Hokanson, B. (2012). The design critique as a model for distributed learning. In L. Moller & J.
B. Huett (Eds.), The next generation of distance education: Unconstrained learning (pp.
71- 83). Boston, MA: Springer.
Hoogendoorn, S., Oosterbeek, H., & Van Praag, M. (2013). The impact of gender diversity on
the performance of business teams: Evidence from a field experiment. Management
Science, 59(7), 1514-1528. Chicago.
Howland, K., & Good, J. (2015). Learning to communicate computationally with Flip: A bimodal programming language for game creation. Computers & Education, 80, 224-240.
Huang, C. (2013). Gender differences in academic self-efficacy: A meta-analysis. European
Journal of Psychology of Education, 28(1), 1–35.
Hundhausen, C. D., & Brown, J. L. (2008). Designing, visualizing, and discussing algorithms
within a CS 1 studio experience: An empirical study. Computers & Education, 50(1),
301-326.
Hur, J. W., Andrzejewski, C. E., & Marghitu, D. (2017). Girls and computer science:
experiences, perceptions, and career aspirations. Computer Science Education, 27(2),
100-120.
Hwang, C., Zhang, L., Rorah, W., Thompson, K., & Sanders, E. A. (2017). Efficacy of critiques
in an apparel design studio. International Journal of Fashion Design, Technology and
Education, 1-10.
Hyde, J.S., Fennema, E., Ryan, M., Frost, L.A., & Hopp, C. (1990). Gender comparisons of
mathematics attitudes and affect: A meta-analysis. Psychology of Women Quarterly,
14(3), 299-324.

201
Imhof, M., Vollmeyer, R., & Beierlein, C. (2007). Computer use and the gender gap: The issue
of access, use, motivation, and performance. Computers in human behavior, 23(6), 28232837.
Irani, L. (2004). Understanding gender and confidence in CS course culture. SIGCSE Bulletin,
36(1), 195–199.
Jang, H. (2008). Supporting students’ motivation, engagement, and learning during an
uninteresting activity. Journal of Educational Psychology, 100, 798–811.
Jansz, J., & Martis, R. G. (2007). The Lara phenomenon: Powerful female characters in video
games. Sex roles, 56(3-4), 141-148.
Johnson, R. B., & Christensen, L. B. (2014). Educational research: Quantitative, qualitative,
and mixed approaches (5th ed.). Los Angeles, CA: SAGE.
Johnson, R.A., & Wichern, D.W. (2007). Applied Multivariate Statistical Analysis 6th ed.
Prentice Hall, New York.
Jones, B. D., Ruff, C., & Paretti, M. C. (2013). The impact of engineering identification and
stereotypes on undergraduate women’s achievement and persistence in engineering.
Social Psychology of Education: An International Journal, 16(3), 471–493.
doi:10.1007/s11218-013-9222-x.
Jun, S., Han, S., & Kim, S. (2017). Effect of design-based learning on improving computational
thinking. Behaviour & Information Technology, 36(1), 43-53.
Kafai, Y. B. (2006). Playing and making games for learning: Instructionist and constructionist
perspectives for game studies. Games and Culture, 1(1), 36–40.

202
Kafai, Y. B., Ching, C. C, & Marshall, S. (2004). Learning affordances of collaborative software
design. In M. Rabinowitz, F. C. Blumberg, & H. Everson (Eds.), The impact of media
and technology on instruction (pp. 77-100). Mahwah, NJ: Erlbaum.
Kafai, Y.B. & Burke, Q. (2016). Constructionist gaming: Understanding the benefits of making
games for learning. Educational Psychologist, 50(4), 313-334.
Kalantzis, M., & Cope, B. (2005). Learning by design. Melbourne, Australia: Victorian Schools
Innovation Commission.
Katz, S., Allbritton, D., Aronis, J., Wilson, C., & Soffa, M. L. (2006). Gender, achievement, and
persistence in an undergraduate computer science program. ACM SIGMIS Database: the
DATABASE for Advances in Information Systems, 37(4), 42-57.
Ke, F. (2014). An implementation of design-based learning through creating educational
computer games: A case study on mathematics learning during design and computing.
Computers & Education, 73(1), 26–39. doi: dx.doi.org/10.1016/j.compedu.2013.12.010.
Kermarrec, A.M. (2014). Computer Science: Too Young to Fall into the Gender Gap. IEEE
Internet Computing, 18(3) in press. Réf. HAL: hal-01024738 279.
Kim, K. A., Fann, A. J., & Misa-Escalante, K. O. (2011). Engaging women in computer science
and engineering: Promising practices for promoting gender equity in undergraduate
research experiences. ACM Transactions on Computing Education (TOCE), 11(2), 8.
Kinnunen, P., & Malmi, L. (2006). Why students drop out CS1 course?. In Proceedings of the
second international workshop on Computing education research (pp. 97-108). ACM.
Kiran, D., & Sungur, S. (2012). Middle school students’ science self-efficacy and its sources:
Examination of gender difference. Journal of Science Education and Technology, 21,
619–630.

203
Klawe, M. (2001). Refreshing the nerds. Communications of the ACM 44(7), 67-69.
Knowlton, D. S. (2016). Design Studios in Instructional Design and Technology: What Are the
Possibilities?. TechTrends, 60(4), 350-358.
Kocadere, S. A., & Ozgen, D. (2012). Assessment of basic design course in terms of
constructivist learning theory. Procedia-Social and Behavioral Sciences, 51, 115-119.
Koch, S.C., Muller, S.M. & Sieverding, M. (2008). Women and Computers: Effects of
Stereotype Threat on Attribution of Failure. Computers & Education, 51(4), 1795-1803.
Kordaki, M. & Berdousis, I. (2013). Course Selection in Computer Science: Gender Differences.
In Proceedings of 5th World Conference on Educational Sciences, 05–08 February 2013,
Sapienza University of Rome, Italy, Procedia - Social and Behavioral Sciences, 116 (21),
February 2014, 4770–4774.
Korkmaz, Ö. (2016). The Effect of Lego Mindstorms Ev3 Based Design Activities on Students'
Attitudes towards Learning Computer Programming, Self-efficacy Beliefs and Levels of
Academic Achievement. Baltic Journal of Modern Computing, 4(4), 994.
Kuhn, S. (1998). The software design studio: An exploration. IEEE software, 15(2), 65-71.
Kurt, S. (2009). An analytic study on the traditional studio environments and the use of the
constructivist studio in the architectural design education. Procedia-Social and
Behavioral Sciences, 1(1), 401-408.
Kwon, J. (2012). The Development of Educational and/or Training Computer Games for
Students with Disabilities. Intervention in School and Clinic, 48(2), 87-98.
LaBouliere, J. J., Pelloth, A., Lu, C. L., & Ng, J. (2015). An exploration of the attitudes of young
girls toward the field of computer science. In Frontiers in Education Conference (FIE),
2015 IEEE (pp. 1-6). IEEE.

204
Lagesen, V. (2011). Getting women into computer science. In K. Sorensen, W. Faulkner, & E.
Rommes (Eds.), Technologies of inclusion: Gender in the information society.
Trondheim: Tapir Academic Press.
Lagesen, V. A. (2006). The woman problem in computer science. In Encyclopedia of Gender
and Information Technology (pp. 1216-1222). IGI Global.
Lagesen, V. A. (2007). The Strength of Numbers: Strategies to Include Women into Computer
Science. Social Studies of Science 37(1), 67–92.
Lagesen, V. A. (2008). A Cyberfeminist Utopia?: Perceptions of Gender and Computer Science
among Malaysian Women Computer Science Students and Faculty. Science,
Technology& Human Values, 33(1), 5.
Larsen, E. A., & Stubbs, M. L. (2005). Increasing diversity in computer science:
Acknowledging, yet moving beyond, gender. Journal of Women and Minorities in
Science and Engineering, 11(2), 139-169.
Lastrapes, R. E. (2016). Let Us Play: Using Research-Based Games to Facilitate Effective
Instruction. Beyond Behavior, 25(3), 27-33.
Lau, W. & Yuen, A. (2010). Gender differences in learning styles: Nurturing a gender and style
sensitive computer science classroom. Australasian Journal of Educational Technology,
26(7), 1090-1103. Australasian Society for Computers in Learning in Tertiary Education.
Lau, W. W., & Yuen, A. H. (2009). Exploring the effects of gender and learning styles on
computer programming performance: implications for programming pedagogy. British
Journal of Educational Technology, 40(4), 696-712.
Lau, W. W., & Yuen, A. H. (2011). Modelling programming performance: Beyond the influence
of learner characteristics. Computers & Education, 57(1), 1202-1213.

205
Lee, A. (2015). Determining the effects of computer science courses on STEM major choices in
postsecondary institutions. Computers & Education, 88, 241-255.
Lee, S. J. (2009). Exploring students' beliefs about teaching and learning in relation to their
perceptions of student-centered learning environments (Doctoral dissertation, uga).
Leggon, C.B. (2010). Diversifying Science and Engineering Faculties: Intersections of Race,
Ethnicity, and Gender. American Behavioral Scientist, 53(7), 1013-1028.
Lehman, K. J., Sax, L. J., & Zimmerman, H. B. (2016). Women planning to major in computer
science: Who are they and what makes them unique?. Computer Science Education,
26(4), 277-298.
Lent, R. W., Lopez, A. M., Lopez, F., & Sheu, H. (2008). Social cognitive career theory and the
prediction of interests and choice goals in the computing disciplines. Journal of
Vocational Behavior, 73, 52–62.
Liebenberg, J., Mentz, E. & Breed, B. (2012). Pair Programming and Secondary School Girls'
Enjoyment of Programming and the Subject Information Technology (IT). Computer
Science Education, 22(3), 219-236.
Lin, C. L., Liang, J. C., Su, Y. C., & Tsai, C. C. (2013). Exploring the relationships between selfefficacy and preference for teacher authority among computer science majors. Journal of
Educational Computing Research, 49(2), 189–207.
Little, D. (1994). Learner autonomy: A theoretical construct and its practical applications. Die
Neuren Sprachen, 93(5), 430–442.
Little, P. & Cardenas, M. (2001). Use of “studio” methods in the introductory engineering design
curriculum. Journal of Engineering Education, 90(3), 309-310.

206
Lombardi, M. M. (2007). Authentic learning for the 21st century: An overview. Educause
learning initiative, 1(2007), 1-12.
Long, J. G. (2012). State of the studio: Revisiting the potential of studio pedagogy in US-based
planning programs. Journal of Planning Education and Research, 32(4), 431-448.
Long, J., Monoi, S., Harper, B., Knoblauch, D., & Murphy, P. (2007). Academic motivation and
achievement among urban adolescents. Urban Education, 42, 196-222.
Lucas, B., Claxton, G., & Spencer, E. (2012). Making It: Studio teaching and its impact on
teachers and learners. The University of Winchester, Winchester.
Lucena, J. C. (2000). Women in engineering: Politics in the making of a statistical category.
IEEE Technology and Society Magazine, 19, 6–14. doi:10.1109/44.828558.
Lugmayr, A., Stockleben, B., Zou, Y., Anzenhofer, S., & Jalonen, M. (2014). Applying “Design
Thinking” in the context of media management education. Multimedia Tools and
Applications, 71(1), 119-157.
Macaluso, R. (2011). Savoring the first byte: Girls and boys in introductory-level high school
computer science classes. Rutgers The State University of New Jersey-New Brunswick.
Major, L., Kyriacou, T., & Brereton, O. P. (2012). Systematic literature review: teaching novices
programming using robots. IET software, 6(6), 502-513.
Malaguzzi, L. (1998). History, ideas, and basic philosophy: An interview with Lella Gandini. In
C. Edwards, L. Gandini & G. Forman (Eds.), The hundred languages of children: The
Reggio Emilia approach—Advanced reflections (2nd ed.) (pp. 49-98). Greenwich, CT:
Ablex
Malaguzzi, L. (1998). History, ideas, and basic philosophy: An interview with Lella Gandini.
(pp. 49-97). In Edwards, C., Gandini, L. & Forman, G. (Ed.). The hundred languages of

207
children: The Reggio Approach – advanced reflections, second edition. Westport, CT:
Ablex Publishing.
Margolis, J., & Fisher, A. (2002). Unlocking the clubhouse: Women in computing. Cambridge,
MA: MIT Press.
Marino, M. T., Israel, M., Beecher, C. C., & Basham, J. D. (2013). Students’ and teachers’
perceptions of using video games to enhance science instruction. Journal of Science
Education and Technology, 22(5), 667-680.
Massé, J. C., Perez, R. J., & Posselt, J. R. (2010). Revisiting college predisposition: Integrating
sociological and psychological perspectives on inequality. Equity & Excellence in
Education, 43(3), 279-293.
Master, A., Cheryan, S., & Meltzoff, A. N. (2016). Computing whether she belongs: Stereotypes
undermine girls’ interest and sense of belonging in computer science. Journal of
Educational Psychology, 108(3), 424-437. Chicago.
Master, A., Cheryan, S., Moscatelli, A., & Meltzoff, A. N. (2017). Programming experience
promotes higher STEM motivation among first-grade girls. Journal of experimental child
psychology, 160, 92-106.
Mathews, J. (2010). Using a studio-based pedagogy to engage students in the design of mobilebased media. English Teaching, 9(1), 87.
Mathrani, A., Christian, S., & Ponder-Sutton, A. (2016). PlayIT: Game Based Learning
Approach for Teaching Programming Concepts. Educational Technology & Society,
19(2), 5-17.

208
McDonald, J., Loch, B., & Cater-Steel, A. (2010). Go WEST-Supporting women in engineering,
science and technology: An Australian higher education case study. Women in
engineering, science and technology: Education and career challenges, 118-136.
McDowell, C., Werner, L., Bullock, H. E., & Fernald, J. (2003). The impact of pair
programming on student performance, perception and persistence. In Software
Engineering, 2003. Proceedings. 25th International Conference on (pp. 602-607). IEEE.
McKinney, V. R., Wilson, D. D., Brooks, N., O'Leary-Kelly, A., & Hardgrave, B. (2008).
Women and men in the IT profession. Communications of the ACM, 51(2), 81-84.
McLaughlan, R., & Lodge, J. M. (2018). Facilitating epistemic fluency through design thinking:
a strategy for the broader application of studio pedagogy within higher education.
Teaching in Higher Education, 1-17.
Meelissen, M. R., & Drent, M. (2008). Gender differences in computer attitudes: Does the school
matter?. Computers in Human behavior, 24(3), 969-985.
Mellström, U. (2009). The Intersection of Gender, Race and Cultural Boundaries, or Why is
Computer Science in Malaysia Dominated by Women? Social Studies of Science. 39. p.
885-907.
Mergendoller, J. (2013). Does PBL Teach Critical Thinking? PBL Blog. Retrieved from
https://www.bie.org/blog/does_pbl_teach_critical_thinking
Merkouris, A., Chorianopoulos, K., & Kameas, A. (2017). Teaching programming in secondary
education through embodied computing platforms: Robotics and wearables. ACM
Transactions on Computing Education (TOCE), 17(2), 9.
Merolla, D. M. (2017). Self-efficacy and Academic Achievement: The Role of Neighborhood
Cultural Context. Sociological Perspectives, 60(2), 378-393.

209
Michell, D., Szorenyi, A., Falkner, K., & Szabo, C. (2017). Broadening participation not border
protection: how universities can support women in computer science. Journal of Higher
Education Policy and Management, 1-17.
Milesi, C., Perez-Felkner, L., Brown, K., & Schneider, B. (2017). Engagement, persistence, and
gender in computer science: Results of a smartphone ESM study. Frontiers in
psychology, 8, 602.
Miller, D. I., Nolla, K. M., Eagly, A. H., & Uttal, D. H. (2018). The Development of Children's
Gender-Science Stereotypes: A Meta-analysis of 5 Decades of U.S. Draw-A-Scientist
Studies. Child Development. DOI: 10.1111/cdev.13039
Misa, T. J. (Ed.). (2010). Gender codes: Why women are leaving computing. John Wiley & Sons.
Mitchell, M., & Jolley, J. (2001). Research design explained, 4th ed. New York: Harcourt
College.
Molnar, A., & Muntean, C. H. (2015). Assessing Learning Achievements when Reducing
Mobile Video Quality. J. UCS, 21(7), 959-975.
Mor, Y., & Mogilevsky, O. (2013). The learning design studio: collaborative design inquiry as
teachers’ professional development. Research in Learning Technology, 21(1), 22054.
Morgan, S.L. & Mehta, J.D. (2004). Beyond the laboratory: Evaluating the survey evidence for
the disidentification explanation of Black-White differences in achievement? Sociology
of Education, 77, 82-101.
Mouza, C., Marzocchi, A., Pan, Y. C., & Pollock, L. (2016). Development, implementation, and
outcomes of an equitable computer science after-school program: Findings from middleschool students. Journal of Research on Technology in Education, 48(2), 84-104.

210
Nager, A., & Atkinson, R. (2016). The Case for Improving US Computer Science
Education. NCSSS Journal, 21(1), 18-19.
National Center for Education Statistics. (2018). Degrees in computer and information sciences
conferred by postsecondary institutions, by level of degree and sex of student: 1970-71
through 2014-15. Retrieved from:
https://nces.ed.gov/programs/digest/2017menu_tables.asp
National Science Foundation. (2017). Women, minorities, and persons with disabilities in
science and engineering: 2017. Women, Minorities, and Persons with Disabilities in
Science and Engineering: 2017. Special Report NSF 17-310. Arlington, VA. Available at
www.nsf.gov/statistics/wmpd/.
Nelson, W. A. & Palumbo, D. B. (2014). When design meets Hollywood: Instructional design in
a production studio environment. In B. Hokanson & A. Gibbons (Eds.), Design in
Educational Technology: Design Thinking, Design Process, and Design Studio (pp. 7588). New York: Springer.
Niehaus, K., Rudasill, K. M., & Adelson, J. L. (2012). Self-efficacy, intrinsic motivation, and
academic outcomes among Latino middle school students participating in an after-school
program. Hispanic Journal of Behavioral Sciences, 34(1), 118-136.
Nietfeld, J. L., & Shores, L. R. (2010). Self-regulation within game-based learning
environments. In L. Annetta & S. Bronack (Eds.), Serious Educational Game
Assessment (pp. 19-42). Sense Publishers.
Nosek, B. A., Smyth, F. L., Sriram, N., Lindner, N. M., Devos, T., Ayala, A., Bar-Anan, Y.,
Bergh, R., Cai, H., Gonsalkorale, K., Kesebir, S., Maliszewski, N., Neto, F., Olli, E.,
Park, J., Schnabel, K., Shiomura, K., Tulbure, B., Wiers, R. W., Somogyi, M., Akrami,

211
N., Ekehammar, B., Vianello, M., Banaji, M. R., & Greenwald, A. G. (2009). National
differences in gender-science stereotypes predict national sex differences in science and
math achievement. Proceedings of the National Academy of Sciences, 106, 10593-10597.
Nourbakhsh, I. R., Hamner, E., Crowley, K., & Wilkinson, K. (2004). Formal measures of
learning in a secondary school mobile robotics course. In Robotics and Automation,
2004. Proceedings. ICRA'04. 2004 IEEE International Conference on (Vol. 2, pp. 18311836). IEEE.
Ochsner, J. K. (2000). Behind the mask: a psychoanalytic perspective on interaction in the design
studio. Journal of Architectural Education, 53(4), 194-206.
Office of the Press Secretary. (2014). Fact sheet: New commitments to support computer science
education. The White House. Retrieved from https://obamawhitehouse.archives.gov/thepress-office/2014/12/08/fact-sheet-new-commitments-support-computer-scienceeducation
Ogan, C., Robinson, J. C., Ahuja, M., & Herring, S. C. (2006). Gender differences among
students in Computer Science and applied Information Technology. In J. M. Cohoon &
W. Aspray, Women and Information Technology: Research on underrepresentation (pp.
279- 299). Cambridge, MA: MIT Press.
Ong, M. (2011). The Status of Women of Color in Computer Science. Communications of the
ACM, 54(7), 32-34.
Osborne, J. W., & Jones, B. D. (2011). Identification with academics and motivation to achieve
in school: How the structure of the self-influences academic outcomes. Educational
Psychology Review, 23, 131–158.

212
Othman, M., & Latih, R. (2006). Women in computer science: No shortage
here! Communications of the ACM, 49(3), 111-114.
Owolabi, J., Olanipekun, P., & Iwerima, J. (2014). Mathematics Ability and Anxiety, Computer
and Programming Anxieties, Age and Gender as Determinants of Achievement in Basic
Programming. GSTF Journal on Computing (JoC), 3(4), 109.
Ozyurt, O. (2015). An Analysis On Distance Education Computer Programming Students’
Attitudes Regarding Programming And Their Self-Efficacy For Programming. Turkish
Online Journal of Distance Education-TOJDE, 16(2), 111–121.
Özyurt, Ö., & Özyurt, H. (2015). A study for determining computer programming students’
attitudes towards programming and their programming self-efficacy. Journal of Theory
and Practice in Education, 11(1), 51-67.
Paloheimo, A., & Stenman, J. (2006). Gender, communication and comfort level in higher level
computer science education-Case study. In Frontiers in Education Conference, 36th
Annual (pp. 13-18). IEEE.
Panteli, N., Stack, J., & Ramsay, H. (2001). Gendered patterns in computing work in the late
1990s. New Technology, Work and Employment, 16, 3–11.
Papastergiou, M. (2008). Are computer science and information technology still masculine
fields? High school students’ perceptions and career choices. Computers & education,
51(2), 594-608.
Patton, L. D., & Harper, S. R. (2003). Mentoring relationships among African American women
in graduate and professional schools. In M. F. Howard-Hamilton (Ed.), Meeting the needs
of African American women. New Directions for Student Services (No. 104, pp. 67-78).
San Francisco: Jossey-Bass.

213
Pechtelidis, Y., Kosma, Y., & Chronaki, A. (2015). Between a rock and a hard place: women and
computer technology. Gender and Education, 27(2), 164-182.
Peppler, K. A., & Kafai, Y. B. (2009). Gaming fluencies: Pathways into participatory culture in a
community design studio. International Journal of Learning and Media, 1(4), 45–58.
Peters, A. K., & Pears, A. (2012). Students' experiences and attitudes towards learning computer
science. In Frontiers in Education Conference (FIE), 2012 (pp. 1-6). IEEE.
Phan, H. P. (2014). Self-efficacy, reflection, and achievement: A short-term longitudinal
examination. The Journal of Educational Research, 107(2), 90-102.
Pink, D.H. (2011). Drive: The surprising truth about what motivates us. New York: Riverhead
Trade.
Pioro, B. T. (2004). Performance in an introductory computer programming course as a predictor
of future success for engineering and computer science majors. In International
Conference on Engineering Education.
Powell, C., & Chang, A. M. (2016). Women in Tech as a Driver for Growth in Emerging
Economies. Report published under the auspices of the Women and Foreign Policy
Program, The Council on Foreign Relations (CFR), Washington, DC.
Proctor, M. D., & Marks, Y. (2013). A survey of exemplar teachers' perceptions, use, and access
of computer-based games and technology for classroom instruction. Computers &
Education, 62, 171-180.
Puente, S. M. G., van Eijck, M., & Jochems, W. (2011). Towards characterising design-based
learning in engineering education: a review of the literature. European Journal of
Engineering Education, 36(2), 137-149.

214
Puente, S. M. G., van Eijck, M., & Jochems, W. (2013). A sampled literature review of designbased learning approaches: a search for key characteristics. International Journal of
Technology and Design Education, 23(3), 717-732.
Puente, S. M. G., van Eijck, M., & Jochems, W. (2015). Professional development for designbased learning in engineering education: a case study. European Journal of Engineering
Education, 40(1), 14-31.
Purdue Computer Science. (2018, April 10). Department of Computer Science-Diversity
Initiatives for Women and Underrepresented Students [Online image]. Retrieved from
https://www.purdue.edu/
Purdue College of Education. (2018, April 10). Research and Engagement [Online image].
Retrieved from https://www.purdue.edu/
Ratan, R. A., Taylor, N., Hogan, J., Kennedy, T., & Williams, D. (2015). Stand by your man: An
examination of gender disparity in League of Legends. Games and Culture, 10(5), 438462.
Robertson, J. (2012). Making games in the classroom: Benefits and gender concerns. Computers
& Education, 59(2), 385–398. doi:10.1016/j.compedu.2011.12.020.
Robertson, J. (2013). The influence of a game-making project on male and female learners’
attitudes to computing. Computer Science Education, 23(1), 58-83.
Rommes, E., Overbeek, G., Scholte, R., Engels, R., & De Kemp, R. (2007). ‘I’m not interested
in computers’: Gender-based occupational choices of adolescents. Information,
Communication & Society, 10, 299 –319. http://dx.doi.org/10.1080/13691180701409838
Root-Bernstein, R. & Root-Bernstein, M. (1999). Sparks of genius: The thirteen thinking tools of
the world's most creative people. New York: Houghton-Mifflin.

215
Rubio, M. A., Romero-Zaliz, R., Mañoso, C., & Angel, P. (2015). Closing the gender gap in an
introductory programming course. Computers & Education, 82, 409-420.
http://dx.doi.org/10.1016/j.compedu.2014.12.003
Ruff, C. (2013). Examining and supporting domain identification and student interest in first
year college students (Doctoral dissertation, Virginia Polytechnic Institute and State
University).
Ryan, R. M., & Deci, E. L. (2000). Self-determination theory and the facilitation of intrinsic
motivation, social development, and well-being. American Psychologist, 55, 68–78.
Sáinz, M., & Eccles, J. (2012). Self-concept of computer and math ability: Gender implications
across time and within ICT studies. Journal of Vocational Behavior, 80(2), 486-499.
Sáinz, M., & López-Sáez, M. (2010). Gender differences in computer attitudes and the choice of
technology-related occupations in a sample of secondary students in Spain. Computers &
Education, 54(2), 578-587. Chicago.
Sax, L. J., Lehman, K. J., Jacobs, J. A., Kanny, M. A., Lim, G., Monje-Paulson, L., &
Zimmerman, H. B. (2017). Anatomy of an enduring gender gap: The evolution of
women’s participation in computer science. The Journal of Higher Education, 88(2),
258-293.
Schön, D. (1983). The Reflective Practitioner: How professionals think in action. London:
Temple Smith.
Shaffer, D. W. (2003). Portrait of the oxford design studio: An ethnography of design pedagogy.
WCER Working Paper No. 2003-11. Madison, WI: University of Wisconsin-Madison,
Wisconsin Center for Educational Research.

216
Shaffer, D. W. (2006). How computer games help children learn. New York: Palgrave
Macmillan.
Shaikh, L. D. H. (2015). Voices: Developing a Studio-based Pedagogy for Those Living in the
Margins of Society Due to Poverty (Doctoral dissertation, University of Calgary
(Canada).
Shatkin, L. (2011). Best Jobs for the 21st Century 6th Ed. Jist Works.
Shaw, A. (2012). Do you identify as a gamer? Gender, race, sexuality, and gamer identity. New
media & society, 14(1), 28–44. doi: 10.1177/1461444811410394
Shen, C. W., Wu, Y. C. J., & Lee, T. C. (2014). Developing a NFC-equipped smart classroom:
Effects on attitudes toward computer science. Computers in Human Behavior, 30, 731738.
Shen, C., Ratan, R., Cai, Y.D., & Leavitt, A. (2016). Do men advance faster than women?
Debunking the gender performance gap in two massively multiplayer online games.
Journal of Computer-Mediated Communication, 1-18. doi: 10.1111/jcc4.12159
Shulman, L. S. (2005). Signature pedagogies in the professions. Daedalus, 134(3), 52-59.
Smith, J. L., Morgan, C. L., & White, P. H. (2005). Investigating a measure of computer
technology domain identification: A tool for understanding gender differences and
stereotypes. Educational and Psychological Measurement, 65, 336-355. Published, 2005.
Squire, K. (2002). Cultural framing of computer/video games. International Journal of
Computer Game Research, 2(1).
Statistisches Bundesamt (2018). Institutions of higher education. Retrieved from
https://www.destatis.de/EN/FactsFigures/SocietyState/EducationResearchCulture/Educati
onResearchCulture.html

217
Steele, C. M. (1997). A threat in the air: How stereotypes shape intellectual identity and
performance. American Psychologist, 52, 613—629.
Stowell, S. (2014). Using R for Statistics. Apress.
Sullivan, A., & Bers, M. U. (2013). Gender differences in kindergarteners’ robotics and
programming achievement. International journal of technology and design education,
23(3), 691-702.
Sullivan, A., & Bers, M. U. (2016). Girls, boys, and bots: Gender differences in young children’s
performance on robotics and programming tasks. Journal of Information Technology
Education: Innovations in Practice, 15, 145-165.
Sullivan, K., Byrne, J. R., Bresnihan, N., O'Sullivan, K., & Tangney, B. (2015). CodePlus—
Designing an after school computing programme for girls. In Frontiers in Education
Conference (FIE), 2015 IEEE (pp. 1-5). IEEE.
Tasker, T. Q. (2011). Designing Landscape and Creating Selves: Learning in Design Studios
(Doctoral dissertation, University of Washington).
Teague, G. J., & Clarke, V. A. (1991). Fiction and fact: Students' and professionals' perceptions
of women in computer science. In I. V. Ericksson, B. A. Kitchenham, & K. G. Tijdens
(Eds.), Women, Work and Computerization: Understanding and Overcoming Bias in
Work and Education (pp. 363-375). Amsterdam: North-Holland.
Teague, J. (2000). Women in computing: What brings them to it, what keeps them in it? GATES,
5, 45-59.
The National Center for Women in Information and Technology. (2018). By the Numbers.
Retrieved from https://www.ncwit.org/resources/numbers.

218
Theodoraki, A., & Xinogalos, S. (2014). Studying Students' Attitudes on Using Examples of
Game Source Code for Learning Programming. Informatics in Education, 13(2), 265.
Tillberg, H. K., & Cohoon, J. M. (2005). Attracting women to the CS major. Frontiers: A
Journal of Women’s Studies, 26(1), 126-140.
Torres, R.J. (2009). Learning on a 21st century platform: Gamestar Mechanic as a means to
game design and systems-thinking skills with a nodal ecology (Doctoral
Dissertation). Retrieved from untexas.summon.serialsolutions.com (1109207670).
Trochim, W., Donnelly, J.P., & Arora, K. (2015). Research Methods: The Essential Knowledge
Base. Cengage, Boston.
Turbak, F., & Berg, R. (2002). Robotic design studio: Exploring the big ideas of engineering in a
liberal arts environment. Journal of Science Education and Technology, 11(3), 237-253.
Tüzün, H., Yılmaz-Soylu, M., Karakuş, T., İnal, Y., & Kızılkaya, G. (2009). The effects of
computer games on primary school students’ achievement and motivation in geography
learning. Computers & Education, 52(1), 68-77.
U.S. Bureau of Labor Statistics. (2018, Jan 31). Computer and Information Technology
Occupations. Bureau of Labor Statistics. Retrieved from
https://www.bls.gov/ooh/computer-and-information-technology/home.htm
U.S. News. (2018, Jan 31). The 100 Best Jobs. U.S. News. Retrieved from:
https://money.usnews.com/careers/best-jobs/rankings/the-100-best-jobs
Ullmer, E.J. (1986). Work design in organizations: Comparing the organizational elements
models and the ideal system approach. Educational Technology, 26, 12–18.
Umbach, P. (2006).The contribution of faculty of color to undergraduate education. Research in
Higher Education, 47(3), 317-345.

219
Varma R. (2009). Why I Chose Computer Science? Women in India. Proceedings Americas
Conference on Information Systems. Retrieved from http://aisel.aisnet.org/amcis2009/413
Varma, R., & Kapur, D. (2015). Decoding femininity in computer science in India.
Communications of the ACM, 58(5), 56-62. Chicago.
Varol, H., & Varol, C. (2014). Improving Female Student Retention in Computer Science during
the First Programming Course. International Journal of Information and Education
Technology, 4(5), 394–398. doi:10.7763/IJIET.2014.V4.437
Vilner, T., & Zur, E. (2006). Once she makes it, she is there: gender differences in computer
science study. In ACM SIGCSE Bulletin 38(3), 227-231.
Vitores, A., & Gil-Juárez, A. (2015). The trouble with ‘women in computing’: A critical
examination of the deployment of research on the gender gap in computer science.
Journal of Gender Studies, 26(6), 1-15. doi:10.1080/09589236.2015.1087309.
Vonberg, J., (2017, March 3). ‘Women must earn less than men,' Polish politician says. CNN.
Retrieved from http://edition.cnn.com/2017/03/03/europe/polish-politician-remarkswomen/
Vos, N., van der Meijden, H., & Denessen, E. (2011). Effects of constructing versus playing an
educational game on student motivation and deep learning strategy use. Computers &
Education, 56(1), 127–137. doi:10.1016/j.compedu.2010.08.013.
Vosinakis, S., & Koutsabasis, P. (2013). Interaction design studio learning in virtual
worlds. Virtual Reality, 17(1), 59-75.
Wajcman, J. (2004). TechnoFeminism. Polity Press, Cambridge.

220
Walker, C., Greene, B., & Mansell, R. (2006). Identification with academics, intrinsic/extrinsic
motivation, and self-efficacy as predictors of cognitive engagement. Learning and
Individual Differences, 16(1), 1- 12.
Wang, C. K., Liu, W. C., Koh, C., Tan, O. S., & Ee, J. (2011). A motivational analysis of project
work in Singapore using self-determination theory. The International Journal of
Research and Review, 7, 45-66.
Wanless, L. (2016). A Learning Studio that Inspires Active Pedagogy. Journal of Learning
Spaces, 5(2), 61-65.
Wasserberg, M. J. (2014). Stereotype threat effects on African American children in an urban
elementary school. Journal of Experimental Education, 82(4), 502-517.
Watson, W.R. & Fang, J. (2012). PBL as a framework for implementing video games in the
classroom. International Journal of Game-Based Learning, 2(1), 77-89.
Watson, W.R., Watson, S.L., & Reigeluth, C.M. (2012). A systemic integration of technology
for new paradigm education. Educational Technology, 52(5), 25-29.
Wells, J. C., & Narkon, D. E. (2011). Motivate students to engage in word study using
vocabulary games. Intervention in School and Clinic, 47(1), 45-49.
Wendler, W. V. (1991). Studio pedagogy: the social construction of design life space through the
analysis of dyadic discourse (Doctoral dissertation, University of Texas at Austin).
White, J. L., & Massiha, G. H. (2016). The Retention of Women in Science, Technology,
Engineering, and Mathematics: A Framework for Persistence. International Journal of
Evaluation and Research in Education, 5(1), 1-8.

221
Wick, M. R. (2007). Bridging the conceptual gap: assessing the impact on student attitudes
toward programming. In Proceedings of the 38th SIGCSE technical symposium on
Computer science education (SIGCSE '07). ACM.
Wilson, B. C. (2002). A Study of Factors Promoting Success in Computer Science including
Gender Differences. Computer Science Education, 12(1-2), 141-164.
Wilson, B.C. (2006). Gender Differences in Types of Assignments Preferred: Implications for
Computer Science Instruction. Journal of Educational Computing Research, 34(3), 245255.
Wilson, J. M., & Jennings, W. C. (2000). Studio courses: How information technology is
changing the way we teach, on campus and off. Proceedings of the IEEE, 88(1), 72-80.
pp. 72–80.
Yadav, A., & Korb, J. T. (2012). Education: Learning to teach computer science: The need for a
methods course. Communications of the ACM, 55(11), 31-33. DOI:
10.1145/2366316.2366327
Yamanishi, T., Sugihara, K., Ohkuma, K., & Uosaki, K. (2015). Programming instruction using
a micro robot as a teaching tool. Computer Applications in Engineering Education, 23(1),
109-116.
Zarrett, N. R., Malanchuk, O., Davis-Kean, P. E., & Eccles, J. (2006). Examining the gender gap
in IT by race: Young adults’ decisions to pursue an IT career. In J. M. Cohoon and W.
Aspray, (Eds.), Women and information technology: Research on underrepresentation
(pp. 55–88). Cambridge, MA: MIT Press.

222
Zendler, A., Spannagel, C. & Klaudt, D. (2008). Process as Content in Computer Science
Education: Empirical Determination of Central Processes. Computer Science Education,
18(4), 231-245.
Zimmerman, B. J. (2000). Self-efficacy: An essential motive to learn. Contemporary
Educational Psychology, 25, 82–91.

223

APPENDIX A— IRB PROTOCOL

U

VE

To:
From:

Date:
Committee Action:
IRB Approval Date
IRB Protocol #
Study Title

S I

WILLIAM WATSON
BRNG
JEANNIE
DICLEMENTI,
Chair
Social Science IRB
08/28/2017
Expedited
Category(7)
08/25/2017
1707019458

Approval

-

SHE IS A COMPUTER
SCIENTIST
08/24/2018
Expiration Date
120
Subjects Approved:
The above-referenced protocol has been approved by the Purdue IRB. This approval permits the
recruitment of subjects up to the number indicated on the application and the conduct of the
research as it is approved.
The IRB approved and dated consent, assent, and information form(s) for this protocol are in the
Attachments section of this protocol in CoeusLite. Subjects who sign a consent form must be given
a signed copy to take home with them. Information forms should not be signed.
Record Keeping: The PI is responsible for keeping all regulated documents, including IRB
correspondence such as this letter, approved study documents, and signed consent forms for at
least three (3) years following protocol closure for audit purposes.
Documents regulated by HIPAA, such as Authorizations, must be maintained for six (6) years. If
the PI leaves Purdue during this time, a copy of the regulatory file must be left with a designated
records custodian, and the identity of this custodian must be communicated to the IRB.
Change of Institutions: If the PI leaves Purdue, the study must be closed or the PI must be replaced
on the study through the

224
Amendment process. If the PI wants to transfer the study to another institution, please contact the
IRB to make arrangements for the transfer.
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APPENDIX C— DEMOGRAPHIC SURVEY

Questionnaire 1- Demographic Questions
Your ID number

~

Please answer the following demographic questions:

Question
Gender
(Select one)
Age
(Select one)

Year
(Select one)

Ethnicity
(Select one)

Major
(Select one)

Family background in
Computer Science
(Select all that apply)

Parental education level
(Select the highest)

Options
[
[
[
[
[
[
[
[
[
[
[
[
[
[
[
[
[
[
[

] Male
] Female
] 17 or younger
] 18 -21
] 22 -25
] 25 or older
] Freshman
] Sophomore
] Junior
] Senior
] Graduate Student
] White
] Hispanic or Latino
] Black or African American
] Native American or American Indian
] Asian / Pacific Islander
] Other:………………………..................................................................
] Computer Science
] Non-Computer Science:
please identify:………………………………………...……...
[ ] No background at all
[ ] Some family members study or have studied computer science
[ ] Some family members work or have worked in a computer-related
career
[ ] Some family members use computers for basic tasks
[ ] Some family members use computers for advanced tasks
[ ] Some family members are experts in some computer-related areas
[
[
[
[
[
[
[
[
[
[
[

] No schooling completed
] Nursery school to 8th grade
] Some high school, no diploma
] High school graduate, diploma or the equivalent (for example: GED)
] Some college credit, no degree
] Trade/technical/vocational training
] Associate degree
] Bachelor’s degree
] Master’s degree
] Professional degree
] Doctorate degree
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Prior programming
experience
(Select one)

Prior non-programming
experience
(Select one)

Gaming experience
(Select one)
Computer ownership
(Select one)
Why are you attending
the workshop?
(Select all that apply)

[
[
[
[
[
[
[

] No prior programming experience
] Less than 1 year
] 1-5 years
] 6-10 years
] More than 10 years
] No prior non-programming experience
] Prior experience in: (computer-related area)….…….…………………
[ ] Less than 1 year
[ ] 1-5 years
[ ] 6-10 years
[ ] More than 10 years
[ ] Less than 1 year
[ ] 1-5 years
[ ] 6-10 years
[ ] More than 10 years
[ ] No
[ ] Yes
[ ] Looking for something new to learn
[ ] Seeking external help to manage the difficulty of a programming
course
[ ] Interested in game design
[ ] Interested in learning coding
[ ] Interested in robotics or electronics
[ ] Looking for something fun to do
[ ] Other:………………………..................................................................
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APPENDIX D— SELF-EFFICACY SURVEY

Questionnaire #2

0

Session
Your ID number

0

Pre

Post

Using the scale below, please rate your responses to the following statements.
1
Strongly
Disagree

2

3

4

5

6

1. ___ It would not bother me at all to take a computer course.
2. ___ I would feel at ease in a computer class.
3. ___ I could get good grades in a computer class.
4. ___ I do not think I could handle a computer course.
5. ___ I am sure I could handle a computer course.
6. ___ I do not feel threatened when others talk about computers.
7. ___ I am not good with computers.
8. ___ I have lots of self-confidence when it comes to working with computers.
9. ___ I get a sinking feeling when trying to use a computer.

7
Strongly
Agree
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APPENDIX E— ATTITUDE SURVEY

Questionnaire #3

0

Session
Your ID number

Pre

0

Post

~

Using the scale below, please rate your responses to the following statements.
1
Strongly Agree
1.
2.
3.
4.
5.
6.
7.
8.
9.
10.
11.
12.
13.
14.
15.
16.
17.
18.
19.
20.
21.
22.
23.
24.
25.
26.
27.
28.
29.
30.
31.
32.
33.
34.
35.
36.
37.

2
Agree

3
Disagree

4
Strongly Disagree

___I would NOT take additional computer science courses if I were given the opportunity.
___Women produce the same quality work in computing as men.
___I would voluntarily take additional computer science courses if I were given the opportunity.
___Knowledge of computing will allow me to secure a good job.
___I doubt that I can solve problems by using computer applications.
___Men and women are equally capable of solving computing problems.
___I expect that learning to use computing skills will help me achieve my career goals.
___I can achieve good grades (C or better) in computing courses.
___Knowledge of computing skills will NOT help me secure a good job.
___Men are more likely to excel in careers that involve computing than women are.
___Computing is an appropriate subject for both men and women to study.
___My career goals do NOT require that I learn computing skills.
___Students who are skilled at computer science are less popular than other students.
___The challenge of solving problems using computer science appeals to me.
___I think computer science is boring.
___I am confident that I can solve problems by using computer applications.
___I like to use computer science to solve problems.
___It is NOT appropriate for women to study computing.
___I can learn to understand computing concepts.
___Women and men can both excel in careers that involve computing.
___I am NOT comfortable with learning computing concepts.
___Men produce higher quality work in computing than women.
___I doubt that a woman could excel in computing courses.
___I am comfortable with learning computing concepts.
___Developing computing skills will be important to my career goals.
___I do NOT use computing skills in my daily life.
___Men and women can both excel in computing courses.
___I have little self-confidence when it comes to computing courses.
___A student who performs well in computer science is likely to have a life outside of computers.
___The challenge of solving problems using computer science does NOT appeal to me.
___Students who are skilled at computer science are just as popular as other students.
___Developing computing skills will NOT play a role in helping me achieve my career goals.
___I hope that my future career will require the use of computer science concepts.
___I think computer science is interesting.
___I hope that I can find a career that does NOT require the use of computer science concepts.
___I do NOT think that I can learn to understand computing concepts.
___I do NOT like using computer science to solve problems.
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APPENDIX F—COMPUTER DOMAIN IDENTIFICATION

Questionnaire #4

0

Session
Your ID number

0

Pre

Post

Using the following scale, please indicate the number that best describes how much you
agree with each of the statements below.
1
Strongly Disagree
1.
2.
3.
4.

2
Moderately
Disagree

3
Neither disagree
or agree

4
Moderately
Agree

5
Strongly Agree

___Computer Technology is one of my best subjects
___I get good grades in Computer Technology
___I have always done well in Computer Technology
___I do badly in tests of Computer Technology

Using the following scale, please indicate the number that best describes how much you
agree with each of the statements below.
1
Not at all

5.
6.
7.
8.

2

3
Somewhat

4

5
Very much

___How much do you enjoy Computer Technology-related subjects?
___How likely would you be to take a job in a Computer Technology field?
___How much is Computer Technology to the sense of who you are?
___How important is it to you to be good at Computer Technology?

Using the following scale, please indicate the number that best describes how much you
agree with each of the statements below.
1
Very Poor

2
Poor

3
About the same

4
Better than
average

9. ___Compared to other students, how good are you at Computer Technology?

5
Excellent

231

APPENDIX G—PROGRAMMING TEST

Programming Questions
Session
Your ID number

0

Pre

0

Post

~

Please select one answer only for each question below:
Question #1
Code
Options

What punctuation is used to signal the beginning and end of code blocks?
NO CODE
(A) [ ] -> and <(B) [ ] ( and )
(C) [ ] BEGIN and END
(D) [ ] { }

Question #2
Code
Options

The following code will result in:
double myString = 4.5;
(A) [ ] Compilation error
(B) [ ] Runtime error
(C) [ ] myString being 4.5
(D) [ ] myString being 8

Question #3
Code
Options

Which of the following is not a correct variable type?
NO CODE
(A) [ ] float
(B) [ ] real
(C) [ ] int
(D) [ ] double

Question #4
Code

What would be the output of this program?
int x= 40;
int main () {
int x= 10;
x=x+1;
cout<<x;
return 0;
}
(A) [ ] 11
(B) [ ] 51
(C) [ ] 40
(D) [ ] Compilation error

Options
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Question #5
Code
Options

Question #6
Code

Options

Question #7
Code

Options

Question #8
Code

Options

Which of the following means that in order for the conditional to happen,
either X must be less than 3 or Y must be greater than or equal to 4?
NO CODE
(A) [ ] if ((X < 3) && (Y > 4))
(B) [ ] if (X < 3 Y >= 4)
(C) [ ] if ((X < 3) || (Y > = 4))
(D) [ ] if ((X > 3) || (Y < = 4))

What will be printed as the result of the code below.
int x=20, y=10;
x=y++;
y=++ x;
cout<<x+y;
(A) [ ] 30
(B) [ ] 22
(C) [ ] 33
(D) [ ] 11

What will be printed as the result of the code below.
int i;
i = 10;
if (i == 20 && i ==10)
{ cout<<"True";}
else
{cout<< "False";}
(A) [ ] True
(B) [ ] False
(C) [ ] Compilation error
(D) [ ] 30
What would be the output if option = 'W'?
switch (option){
case 'H': cout<<"Hello "; break;
case 'W':
case 'B': cout<<"Welcome "; cout<<"back "; break;
case 'F': cout<<"Bye"; break;
}
(A) [ ] Hello Welcome Back Bye
(B) [ ] Hello Welcome
(C) [ ] Welcome Back
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Question #9
Code

Options

Question #10
Code

Options

Consider the following code, how many times "Purdue" will get printed
int i, j;
for (i=0, j=5; j >0 || i < 10; i ++, j--)
cout<<"Purdue";
(A) [ ] 10
(B) [ ] 5
(C) [ ] Compilation Error
(D) [ ] None of the above
How many times the below loop will run
int i = 0;
while(i<10)
{
cout<<i;
}
(A) [ ] 1
(B) [ ] Infinite loop
(C) [ ] 0
(D) [ ] Compilation Error

Question #11
Code
Options

Which of the following correctly declares an array?
NO CODE
(A) [ ] array anarray[10];
(B) [ ] int anarray;
(C) [ ] anarray{10};
(D) [ ] int anarray[10];

Question #12
Code
Options

Index of an array starts from:
NO CODE
(A) [ ] Zero
(B) [ ] One
(C) [ ] Two
(D) [ ] None of the above
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Question #13
Code

What will be printed as the result of the code below?
void foo (int a)
{ int x=80; int b=10; x=a-b;
return x;
}
int main()
{
foo(50);
return 0;

Options

Question #14
Code

}
(A) [
(B) [
(C) [
(D) [

] 40
] 60
] 70
] Compilation Error

What will be printed as the result of the code below?
void boo(int x)
{
x=100;
}
void foo (int a)
{ int x=80; int b=10; x=a-b;
cout<<x;
}
int main()
{
int x=50;
foo(x);
return 0;

Options

}
(A) [
(B) [
(C) [
(D) [

] 40
] 60
] 70
] Compilation Error

235

APPENDIX H— AUTHORIAL PERMISSIONS

From: Smith, Jessi <jsismith@montana.edu>
Sent: Thursday, May 18, 2017 3:28 PM
To: Ali Nazil Alshammari
Subject: Re: Requesting your permission
Yes, this is fine. Good luck with your research!
Jessi
—
Jessi L. Smith, Ph.D.
Professor of Psychology
PI ADVANCE Project TRACS
Montana State University
428 Traphagen Hall
Bozeman MT 59717
Office tel: 406-994-5228
ADVANCE tel: 406-994-4690

From: Ali Nazil Alshammari <alshamm9@purdue.edu>
Date: Monday, May 15, 2017 at 3:13 PM
To: Jessi Smith <jsismith@montana.edu>
Subject: Requesting your permission
Dear Dr. Jessi Smith,
I am a doctoral student from Purdue University and I am currently working on my proposal for
my dissertation tentatively titled “She is a computer scientist: a quantitative study of the impact
of women’s participation in and perceptions of the MUSIC model in a game design studio on
enhancing women's learning of, self-efficacy in, attitudes toward, and domain identification
with computer science” under the direction of my dissertation committee chaired by Dr.
William Watson. The study I want to do would benefit from the Computer Technology Domain
Identification (CT-DIM). Therefore, I respectfully request permission to use this instrument. The
work will be used in the following manner: I will use the instrument only for my research study
and will not sell or use it with any compensated activities; and I will include the copyright
statement on all copies of the instrument.
If you consent, please indicate so by replying to me through e-mail: alshamm9@purdue.edu.
Thank you for taking the time to read my email.
Very Respectfully,
Ali

236

From: Beyer, Sylvia <beyer@uwp.edu >
Sent: Monday, July 17, 2017 1:10 PM
To: Ali Nazil Alshammari
Subject: Using my computer self-efficacy scale
Hi,
With proper citation you may certainly use my scale.
I wish you good luck with your project :-)
Sylvia
Sylvia Beyer, Ph.D.
Professor of Psychology
University of Wisonsin-Parkside
Kenosha, WI 53141
Sent from my iPad

From: Ali Nazil Alshammari
Sent: Monday, July 17, 2017 6:14 AM
To: beyer@uwp.edu
Subject: Requesting your permission

Dear Dr. Sylvia Beyer,
I am a doctoral student from Purdue University and I am currently working on my proposal for
my dissertation tentatively titled “She is a computer scientist: a quantitative study of the impact
of women’s participation in and perceptions of the MUSIC model in a game design studio on
enhancing women's learning of, self-efficacy in, attitudes toward, and domain identification
with computer science” under the direction of my dissertation committee chaired by Dr.
William Watson. The study I want to do would benefit from your Computer Self-efficacy Scale.
Therefore, I respectfully request permission to use this instrument. The work will be used in the
following manner: I will use the instrument only for my research study and will not sell or use it
with any compensated activities; and I will include the copyright statement on all copies of the
instrument.
If you consent, please indicate so by replying to me through e-mail: alshamm9@purdue.edu.
Thank you for taking the time to read my email.
Very Respectfully,
Ali

237

From: Barbara Moskal <bmoskal@mines.edu>
Sent: Friday, May 19, 2017 12:13 PM
To: Ali Nazil Alshammari
Subject: Re: Requesting your permission
Feel free to use the instrument while citing our papers properly. I have attached two versions: I) the first is
divided by constructs. That is a grouping that you can use to better understand the respondents answers as
categories. II) the second set is the randomly placed version which is administered to students. You can use
this, or if you enter it and and administer electronically, you can complete your own random placement.
Good luck with your research.
-Dr. Moskal

From: Ali Nazil Alshammari <alshamm9@purdue.edu>
Date: Monday, May 15, 2017 at 3:11 PM
To: Barbara Moskal <bmoskal@mines.edu>
Subject: Requesting your permission

Dear Dr. Moskal,
I am a doctoral student from Purdue University and I am currently working on my proposal for
my dissertation tentatively titled “She is a computer scientist: a quantitative study of the impact
of women’s participation in and perceptions of the MUSIC model in a game design studio on
enhancing women's learning of, self-efficacy in, attitudes toward, and domain identification
with computer science” under the direction of my dissertation committee chaired by Dr.
William Watson. The study I want to do would benefit from the CS Attitude Survey. Therefore, I
respectfully request permission to use this instrument. The work will be used in the following
manner: I will use the instrument only for my research study and will not sell or use it with any
compensated activities; and I will include the copyright statement on all copies of the
instrument.
If you consent, please indicate so by replying to me through e-mail: alshamm9@purdue.edu.
Thank you for taking the time to read my email.
Very Respectfully,
Ali

