Abstract. The number field sieve is the most efficient known algorithm for factoring large integers that are free of small prime factors. For the polynomial selection stage of the algorithm, Montgomery proposed a method of generating polynomials which relies on the construction of small modular geometric progressions. Montgomery's method is analysed in this paper and the existence of suitable geometric progressions is considered.
Introduction
In this paper, N denotes a positive integer that is destined to be factored. When N is large and free of small factors, the most efficient publicly known algorithm for determining its factors is the number field sieve [20] . Such N include RSA [28] moduli, for which numerous record factorisations have been achieved with the number field sieve, including the current 768-bit record [17] .
The number field sieve is comprised of several stages, commonly referred to as polynomial selection, sieving, filtering, linear algebra and square root computation. The polynomial selection stage requires the selection of coprime irreducible polynomials f 1 , f 2 ∈ Z[x] that have a common root modulo N . After polynomial selection, sieving is used to identify coprime integer pairs (a, b) such that the prime factors of f i (a/b)b deg fi are below some bound y i for i = 1, 2. Obtaining sufficiently many pairs with this property, called relations, is the most time consuming stage of the number field sieve, with the time taken greatly influenced by the choice of polynomials [24, 25] .
Let Ψ(x, y) denote the number of positive integers less than x that are free of prime factors greater than y. Canfield, Erdős and Pomerance [6] showed that for any ε > 0, Ψ(x, x 1/u ) = xu −u(1+o(1)) for u → ∞, uniformly in the region x ≥ u u(1+ε) . It follows, heuristically, that in the polynomial selection stage of the number field sieve, the polynomials f 1 and f 2 should be chosen to minimise the size of the values f 1 (a/b)b deg f1 and f 2 (a/b)b deg f2 over the pairs (a, b) considered in the sieve stage. Thus, it is necessary for the polynomials to have small coefficients. As a result, the degrees of f 1 and f 2 should not be too small. However, the degrees should not be too large either, since f i (a/b)b deg fi is a homogeneous polynomial of degree deg f i in a and b. In practice, low-degree polynomials are used. For example, the two largest factorisations of RSA moduli [17, 4] both used a sextic polynomial together with a linear polynomial. To quantify the coefficient size of a polynomial, the skewed 2-norm . 2,s is used. The norm is defined as follows: if f = such that A/B = s. In practice, the polynomial selection stage proceeds by first generating many "raw" polynomial pairs with small coefficients. Then various methods of optimisation [25, 3, 2] are used to improve the quality of the raw pairs by taking into account additional factors that influence a pair's yield of relations, such as the presence of real roots and roots modulo small primes [24, 25] . The methods of polynomial selection used in all recent record factorisations [24, 25, 15, 16] produce polynomials f 1 and f 2 such that one polynomial is linear. However, it is expected that a significant advantage is gained by using two nonlinear polynomials [9, Section 6.2.7] (see also [27, Section 4] for practical considerations relating to sieving). Montgomery [22, 23] provided a method for generating two nonlinear polynomials with small coefficients. This paper extends and sharpens Montgomery's original analysis of the method.
Montgomery's method
A geometric progression of length ℓ and ratio r modulo N is an integer vector [c ℓ−1 , . . . , c 0 ] such that c i ≡ c 0 r i (mod N ) for i = 0, . . . , ℓ − 1. Square brackets are used to distinguish geometric progressions from regular vectors, which are denoted with round brackets. Montgomery [22, 23] Thus, r is a root of f 1 and f 2 modulo N . Denote by ∂C the submatrix of ∂C obtained by deleting its first column. Then ∂C has full rank since it is equal to the submatrix of C obtained by deleting its first row. Consequently, the kernel of ∂C is 2-dimensional. Moreover, and at least one of f 1 and f 2 has degree equal to d, otherwise (a 1,d−1 , . . . , a 1,0 )
T and (a 2,d−1 , . . . , a 2,0 ) T are linearly independent and in the 1-dimensional kernel of ∂C, which is absurd. Finally, as was observed by Montgomery [22] and which is shown to hold in this paper, the polynomials f 1 and f 2 are coprime since C is nonsingular.
To ensure that the norms f 1 2,s and f 2 2,s are small for some s > 0, the basis is chosen such that
T is Lagrange-reduced (see [26, p. 41] ). As a result,
, where γ 2 = 2/ √ 3 is Hermite's constant for dimension two, and the vector norm . 2,s is defined as follows:
Consequently, it is a requirement of Montgomery's method that c 2,s −1 is small. Therein lies the difficulty of the method, as the basis (2.2) is readily computed in polynomial time (see [8, Section 3.1.2] ). The problem of constructing small geometric progressions has been addressed by several authors [22, 31, 27, 18, 8] .
It is natural to consider the existence of small geometric progressions. Montgomery [22] showed that if there exist two degree d polynomials that have small coefficients and a common root r modulo N , then there exists a small length 2d − 1 geometric progression with ratio r modulo N . Montgomery's proof is constructive and is generalised to two polynomials f 1 and f 2 of maximum degree d in this paper. Furthermore, it is shown that if the polynomials are coprime, then the geometric progression given by the construction is the unique vector (c 2d−1 , . . . , c 0 ), up to scalar multiple, such that the coefficient vectors of f 1 and f 2 are in the kernel of the matrix ∂C defined in (2.1). As a result, the analysis of the construction contributes to the analysis of Montgomery's method. This paper is organised as follows: the definitions and some properties of the Sylvester matrix, the Bezout matrix and the resultant are reviewed in the next section; the generalisation of Montgomery's geometric progression construction is presented and analysed in Section 4; and a full analysis of Montgomery's method is provided in Section 5.
The Sylvester matrix, the Bezout matrix and the resultant
Matrices with the property that each of their rows contain the coefficients of some polynomial are frequently encountered in this paper. The Sylvester and Bezout matrices are constructed in this manner. Consequently, compact notation for such matrices is defined before introducing the protagonists of this section.
For m ≥ 1 polynomials f 1 , . . . , f m and any integer n ≥ max 1≤i≤m deg f i , denote by (f 1 , . . . , f m ) n the m × (n + 1) matrix (a i,j ) i=1,...,m;j=1,...,n+1 where a i,j is the coefficient of x n+1−j in f i . When n = max 1≤i≤m deg f i , the subscript n is drop, giving the notation (f 1 , . . . , f m ). The parameter n is viewed as the formal degree of the polynomials f 1 , . . . , f m . For example, (f ) is the vector of coefficients of f , while (f ) n for some n ≥ deg f is the vector of coefficients of f when view as a polynomial of formal degree n. Define ( ) n to be the 0 × n empty matrix.
3.1. The Sylvester matrix and the resultant. Let A be an integral domain. Then the Sylvester matrix of non-constant polynomials
The determinant of Syl(f 1 , f 2 ) is called the resultant of f 1 and f 2 , and is denoted Res(f 1 , f 2 ). The resultant of f 1 and f 2 is zero if and only if the polynomials have a nontrivial gcd over the field of fractions of A.
For non-constant polynomials
and all real numbers s > 0, define θ s (f 1 , f 2 ) to be the angle (in [0, π] ) between the row vectors of (f 1 (sx), f 2 (sx)).
The following lemma provides upper and lower bounds on the resultant of a pair of number field sieve polynomials (see [8, Section 2.1.2] for a proof):
are non-constant, coprime and have a common root modulo N . Then
for all s > 0.
As a consequence of Lemma 3.1, a pair of number field sieve polynomials in considered to have optimal resultant if it is equal to N , and optimal coefficient size if
is O(N ). Thus, inequality (2.3) implies that a pair of degree d polynomials generated by Montgomery's method has optimal coefficient size if
3.2. The Bezout matrix. Let A be an integral domain and
Then the Bezout matrix, or Bezoutian, of f 1 and f 2 is the matrix Bez(
Denote by lc(f ) the leading coefficient of a polynomial f . Similar to the Sylvester matrix, the determinant of the Bezout matrix of f 1 and f 2 is related to their resultant (see [29, Section 2] ):
A Hankel matrix over A is a square matrix H = (h i,j ) i=1,...,n;j=1,...,n such that h i,j = h i+j−1 for some h 1 , . . . , h 2n−1 ∈ A. Lander [19] showed that the inverse of a Bezout matrix is a Hankel matrix and, conversely, that the inverse of a Hankel matrix is the Bezout matrix of two polynomials. For an m × n matrix 
is a basis of the kernel of ∂H, then
The formulation of the Bezout matrix presented in this paper is different to that used by Heinig and Rost. Thus, it is necessary to convert between the two formulations:
is a basis of the kernel of ∂H. Define ψ as in the statement of the theorem. The matrix ∂H is equal to the submatrix of H obtained by deleting its first row. Thus, ∂H has full rank. It follows that max{deg
would be linearly independent and in the kernel of ∂H. Interchanging f 1 and f 2 changes Bez(f 1 , f 2 ) and det ψ by a factor of −1. Therefore, assume without loss of generality that deg 
Expanding the numerator of b(x, y) shows that
Therefore,
where the omitted entries are zeros. Let k ∈ Z such that 0 ≤ k ≤ d, and
Hence,
Combining this equation with (3.3) completes the proof.
Existence of geometric progressions
The integer kernel of an integer matrix A is the free Z-module consisting of all integer column vectors x such that Ax = 0. Montgomery [22] showed that if two coprime degree d ≥ 2 integer polynomials f 1 and f 2 have a common root modulo N , then a vector c ∈ Z 2d−1 such that c T spans the integer kernel of the matrix
is a geometric progression modulo N . Moreover, c 2, ). In this section, another generalisation is presented, with two polynomials f 1 and f 2 of maximum degree d used to construct geometric progressions of lengths deg
The geometric progressions are shown to have small size whenever f 1 and f 2 have small coefficients. Therefore, the existence of small geometric progressions for Montgomery's method, and relaxations of the method that employ shorter progressions [31, 27, 18, 8] , is established under the assumption that good nonlinear polynomial pairs exist.
Let A be an integral domain. For
1+i times the determinant of the submatrix of S t (f 1 , f 2 ) obtained by deleting its ith column. Define
When f 1 and f 2 are clear from the context, S t is used to denote S t (f 1 , f 2 ), M t,i is used to denote M t,i (f 1 , f 2 ), and c t is used to denote
T is equal to the determinant of the matrix obtained by appending the ith row of S t (f 1 , f 2 ) to its top, and thus is equal to zero. Therefore,
where 0 n denotes the n-dimensional column vector of zeros for n = 1, 2, . . .. If A is an m × n integer matrix such that m ≤ n, define ∆(A) to be the greatest common divisor of all m × m minors of A, with ∆(A) = 0 if all such minors are zero. Then ∆(A) is nonzero if and only if A has full rank. Let
is the submatrix of Syl(f 1 , f 2 ) obtained by first deleting its first and (d + 1)th rows, giving a matrix whose first column contains zeros, then deleting the first column of the resulting matrix. Thus,
T is nonzero and in the integer kernel of
satisfies the following properties:
(1) c t is a nonzero geometric progression with ratio r modulo N ; 
Theorem 4.1 is proved as a series of lemmas and corollaries in the next section, with some of the properties presented as part of more general statements. The requirement in the theorem that ∆(S deg f2 (f 1 , f 2 )) and N are relatively prime has not been encountered so far in this paper, nor is it usual to require a pair of nonlinear number field sieve polynomials to satisfy it. In the next section, it is shown that
for all s > 0 (see Lemma 4.3 and Remark 4.4). Therefore, if f 1 and f 2 are a pair of number field sieve polynomials that are close the attaining the lower bound from Lemma 3.1, then gcd(∆(S deg f2 (f 1 , f 2 )), N ) is expected to equal one in practice, or a factorisation of N is possibly obtained. However, as the requirement is new, its meaning is discussed before proceeding to the proof of the theorem.
Then the first subresultant of f 1 and f 2 is the polynomial
Recall that Res(f 1 , f 2 ) = 0 if and only if deg gcd( 
Thus, ∆(S d2 (f 1 , f 2 )) divides Res(f 1 , f 2 ) and Sres 1 (f 1 , f 2 ). Therefore, if p is a prime that divides ∆(S d2 (f 1 , f 2 )) and does not divide lc(f 1 ) lc(f 2 ), then the reductions of f 1 and f 2 modulo p have a common factor of degree greater than one. Conversely, if the reductions of f 1 and f 2 modulo a prime p are nonzero and have a common divisor of degree w ≥ 2, then Gomez et al. [12] showed that p w divides Res(f 1 , f 2 ). Modifying their proof shows that p w−1 divides the minors M deg f2,i , and thus p
) if and only if the reductions of f 1 and f 2 modulo p have a common factor of degree greater than one. If f 1 and f 2 are a pair of number field sieve polynomials, then gcd(lc(f 1 ) lc(f 2 ), N ) is expected to equal one in practice. Therefore, the requirement that gcd(∆(S deg f2 (f 1 , f 2 )), N ) = 1 denies the possibility that f 1 and f 2 have a factor of degree greater than one modulo some factor of N .
4.1.
Proof of Theorem 4.1. In this section, f 1 and f 2 are integer polynomials
The first lemma of this section proves Property (1) and Property (2) of Theorem 4.1:
and there exists an integer r that is a root of f 1 and f 2 modulo N , then c t is a nonzero geometric progression with ratio r modulo N and gcd(c t,
The lemma is proved in two steps: first, it is shown that c d2 is a geometric progression with ratio r modulo N ; and second, it is shown that if d 2 < d and c t−1 is a geometric progression with ratio r modulo N for some t ∈ {d 2 + 1, . . . , d}, then so too is c t . 
The first column vector of U is a basis for the integer kernel of S d2 (see [7, Proposition 2.4.9] ). Thus, (4.2) implies that c T d2 is equal to ±∆(c d2 ) times the first column vector of U . The definition of c d2 implies that ∆(c d2 ) = ∆(S d2 ). Therefore, c d2 is nonzero and c d2 U −T = ± (∆(S d2 ), 0, . . . , 0). Let r = (r d+d2−2 , r d+d2−3 , . . . , 1) and rU −T = (r 1 , . . . , r d+d2−1 ). Then S d2 r T ≡ 0 d+d2−2 (mod N ) since r is a root of f 1 and f 2 modulo N . Consequently,
Multiplying both sides of this equation on the right by U T shows that c d2 is a geometric progression with ratio r modulo N and gcd(c d2,0 , N ) = 1.
Suppose that d 2 < d and c t−1 for some t ∈ {d 2 + 1, . . . , d} is a nonzero geometric progression with ratio r modulo N and gcd(c t−1,0 , N ) = gcd(lc(f 1 ) t−1−d2 , N ). Let
Therefore, deleting the ith column of S t (f 1 , f 2 ) and computing the determinant of the resulting matrix along its first row shows that
It follows that c t is nonzero since a 1,d and c t−1 are nonzero. Furthermore, c t,0 = −a 1,d c t−1,0 and thus gcd(c t,0 , N ) = gcd(lc(f 1 ) t−d2 , N ). By assumption, c t−1 is a geometric progression with ratio r modulo N . Thus,
Hence, c t is a geometric progression with ratio r modulo N .
Define the volume of a real matrix A, denoted vol A, to be √ det AA T . For a matrix A over a commutative ring, define vol 2 A = det AA T . If A is the 0 × n empty matrix, then vol A = 1 and vol 2 A = 1. If A is an m × n matrix such that m ≤ n, then vol A is nonzero if and only if A has full rank. The volume function is multiplicative in the following sense: if A is an m × m matrix and B is an m × n matrix, then vol AB = vol A · vol B and vol
The following lemma provides the upper bound on c t 2,s −1 in Theorem 4.1. In particular, the lemma shows that if |sin θ s (f 1
Lemma 4.3. The inequality 
Then the Binet-Cauchy formula (see [1, Section 36] ) implies that
To complete the proof, Fischer's inequality [11] is used to derive an upper bound on vol 2 (S t (f 1 , f 2 )S) in a manner similar to the proof of [8, Lemma 2.2]. Define matrices A 1 , . . . , A t as follows:
. . , t. For i = 1, . . . , t, let B i be the (d−t+2(i−1))×(d+t−1) matrix obtained by arranging the matrices A 1 , . . . , A i consecutively beneath each other. Then B t is obtained from S t by permuting its rows. Thus, vol 2 (B t S) = vol 2 (S t (f 1 , f 2 )S). Moreover, as S t (f 1 , f 2 ) has full rank and s = 0, (A i S)(A i S)
T and (B i S)(B i S) T are positive definite Hermitian for i = 1, . . . , t. Therefore, Fischer's inequality implies that vol
Thus, if t = d, then Hadamard's determinant theorem [13] implies that
This inequality also holds trivially if t = d. The angle between the row vectors of A i S is θ s (f 1 , f 2 ) and (x t−i f 1 ) d+t−2 S 2 = s (t/2)−(i−1) f 1 2,s for i = 2, . . . , t. Therefore, by computing (A i S)
T (A i S) or by viewing vol A i S as the area of the parallelogram generated by the row vectors of A i S, it follows that
Combining this equation with (4.7) and (4.8) yields the inequality
.
Combining this inequality with (4.6) (recalling that vol 2 (B t S) = vol 2 (S t S)) and computing roots yields (4. adj Bez(g 1 , g 2 ) = (−1) 
where Id n denotes the n × n identity matrix for all integers n ≥ 1. Following (3.1), define
The matrices H i,j are square of order 2d − 1 since deg g i = d for i = 1, 2, and
Expanding the determinant of each matrix H i,j along its first row shows that
It follows from (4.11) that (4.13)
Therefore, for indices i and j such that 1 ≤ i < j ≤ d, the determinant det H i,j is zero since the polynomial x d−j p i is a linear combination of the polynomials x d−2 g 1 , . . . , g 1 and
It is now shown that
The special case i = d has been proved, up to sign, by Sederberg, Goldman and Du [29, Proposition 2.3]. Their arguments are modified to obtain (4.15). In particular, the proof proceeds by computing the determinants of the following matrices two ways:
Substituting i = j into (4.13) shows that
Therefore, by performing elementary row operations on H i , it follows that 
. Then (4.9) holds. Define the evaluation homomorphism ϕ : A → Z by u i → a 1,i and v i → a 2,i for i = 0, . . . , d. Extend ϕ entry-wise to matrices. As deg f 1 = d, it holds that ϕ(adj Bez(g 1 , g 2 )) = adj Bez(f 1 , f 2 ) and
. . , 2d − 1. Therefore, the ϕ-image of the each side of (4.9) is equal to its respective side of (4.19) .
Suppose now that f 1 and f 2 are coprime. Then (3.2) implies that Bez(f 1 , f 2 ) is nonsingular. Thus, (4.19) implies that C d is nonsingular. If t ∈ Z such that deg f 2 ≤ t ≤ d, then the recurrence relation (4.3) implies that the submatrix of C d formed by its last t rows is equal to (− lc(f 1 )) d−t C t . As lc(f 1 ) is nonzero, it follows that C t has full rank for t = deg f 2 , . . . , d.
All that remains in the proof of Theorem 4.1 is to establish the lower bound on c t 2,s −1 stated in Property (5) of the theorem. The remainder of this section is dedicated to the proof of this property, which proceeds as follows: first, the volume of (∂ k C t )S, where S is an arbitrary nonsingular matrix, is computed; then, for an appropriate choice of S, the volume of (∂ k C t )S is bounded above by a power of c t 2,s −1 , providing a lower bound on c t 2,s −1 ; and finally, by examining a special case of this bound, the lower bound stated in Property (5) is proved.
Let A be an m × n matrix. For all subsets I ⊆ {1, . . . , m} and J ⊆ {1, . . . , n}, define A I,J to be the |I| × |J| submatrix of A formed by the intersection of the rows that have indices in I with the columns that have indices in J. If m = n, and {I, I
′ } and {J, J ′ } are partitions of {1, . . . , n} such that |I| = |J|, then Jacobi (see [1, Section 42] or [5] ) showed that
The following technical lemma is proved by repeatedly applying this identity: Lemma 4.8. Suppose that A and S are n × n matrices such that n ≥ 2 and S is invertible. Then, for each partition {I, I
′ } of {1, . . . , n},
Proof. Suppose that A and S are n×n matrices such that n ≥ 2 and S is invertible. Let {I, I ′ } be a partition of {1, . . . , n}. 
Using the Binet-Cauchy formula to compute the sum on the right hand side yields Substituting these values and det B = (det S) n−1 det A into (4.21) completes the proof.
Lemma 4.9. Let t, k ∈ Z such that deg f 2 ≤ t ≤ d and 0 ≤ k < t, and S be a real nonsingular
Proof. Let t, k ∈ Z such that deg f 2 ≤ t ≤ d and 0 ≤ k < t, and S be a real
where 0 m×n denotes the m × n matrix of zeros for all integers m, n ≥ 0. The upper k × k submatrix of G T is lower triangular, with each entry on its diagonal equal to u d . Thus, (3.2) implies that det B = u
Res(g 1 , g 2 ) ∈ A, which is nonzero since u 0 , . . . , u d and v 0 , . . . , v d are algebraically independent over R.
As B is nonsingular, it follows that (adj B) {2k+1,...,d+k},{1,...,d+k} = (−1)
Therefore, on the one hand,
S .
On the other hand, as Bez(g 1 , g 2 ) is symmetric (which is deduced from Lemma 4.6 by noting that adj Bez(g 1 , g 2 ) is symmetric), Lemma 4.8 implies that
i=0 a 2,i x i such that the coefficients a i,j are integers. Define the evaluation homomorphism ϕ : A → R by u i → a 1,i and
Res(f 1 , f 2 ). Extend ϕ entry-wise to matrices and letφ : A[x] → R[x] be the natural extension of ϕ. Then
where the final equality follows from the recurrence relation (4.4). Therefore, computing the ϕ-images of (4.23) and (4.24) and equating shows that
Res(f 1 , f 2 )
From the definition of
Substituting this equation into (4.25) and taking roots yields (4.22).
Proof. Let t, k ∈ Z such that deg f 2 ≤ t ≤ deg f 1 and 0 ≤ k < t. For a real number s > 0, define
Thus, Lemma 4.9 with S = S 2 implies that
Recall that c t = (c t,d+t−2 , . . . , c t,0 ) and
..,t;j=1,...,d . Thus,
Therefore, the row vectors of S 1 ∂ k C t S 2 each have Euclidean length bounded by c t 2,s −1 . Consequently, Hadamard's determinant theorem implies that
2,s −1 . Calculating the determinants of S 1 , S 2 and S 3 yields
Combining (4.27), (4.28) and (4.29) gives (4.26), which completes the proof since s was chosen arbitrarily.
To end the section, two corollaries to Lemma 4.10 are given. The first corollary establishes the lower bound on c t 2,s −1 stated in Property (5) 
in each diagonal entry. By applying the Binet-Cauchy formula, it follows that vol
plus some sum of squares. Thus, for all s > 0,
Substituting these inequalities into (4.26) for t = deg f 2 , . . . , d and k = 0 completes the proof.
Corollary 4.12. The inequality
holds for all s > 0.
Proof. For all s > 0, the Euclidean length of the first row vector of the matrix (f 1 (sx), f 2 (sx)) is s d/2 f 1 2,s , the Euclidean length of the second row vector is s deg f2/2 f 2 2,s , and the angle between the two row vectors is θ s (f 1 , f 2 ). Therefore,
Substituting this equation into (4.26) for t = d and k = 1 completes the proof.
Analysis of Montgomery's method
Montgomery's method is analysed in this section, providing criteria for the selection of geometric progressions that yield polynomials with optimal coefficient size and optimal resultant. In particular, the goal of this section is to prove the following theorem, which may be viewed as a converse to Theorem 4.1:
2d−1 be a geometric progression with ratio r modulo N such that C = C(c 2d−2 , . . . , c 0 ) is nonsingular and
is a basis for the integer kernel of ∂C, the following properties hold:
r is a root of f 1 and f 2 modulo N ; (3) f 1 and f 2 are coprime, with
Property (1) and Property (2) of Theorem 5.1 are proved in Section 2. The two remaining properties of the theorem are proved in the next section.
Recall from Section 2 that in Montgomery's method, the polynomials f 1 and f 2 are chosen such that {(f 1 (sx))
Lagrange-reduced basis for some s > 0. It follows that |sin θ s (f 1 , f 2 )| ≥ √ 3/2 for the chosen value of s (see [26, p. 41] ). Combining the inequalities from Property (4) shows that any length 2d − 1 geometric progression c that satisfies the condition of the theorem has norm satisfying c/∆(c) 2,s −1 ≥ N 1−1/d for all s > 0. Thus, Montgomery's method is unforgiving of a poor choice of geometric progression. In particular, the method generates to two degree d polynomials with optimal coefficient size only if a geometric progression of almost minimal size is used.
Property (3) of Theorem 5.1 may aid the selection of parameters for specific geometric progression constructions by allowing parameters to be tuned so that polynomials with resultant equal to a small multiple of N are obtained. Before As f 1 and f 2 are coprime, Syl(f 1 , f 2 ) is nonsingular. The matrix S deg f2 (f 1 , f 2 ) is the submatrix of Syl(f 1 , f 2 ) obtained by first deleting its first and (deg f 2 + 1)th rows, giving a matrix whose first column contains zeros, then deleting the first column of the resulting matrix. Therefore, S deg f2 (f 1 , f 2 ) has full rank. Consequently, the recurrence relation (4.3) implies that S d (f 1 , f 2 ) has full rank. Lemma 4.2 and (4.2) imply that c Let n ≥ 2 and A be an n × n matrix. For i 1 , i 2 , j 1 , j 2 ∈ {1, . . . , n} such that i 1 < i 2 and j 1 < j 2 , define I k = {1, . . . , n} \ {i k } and J k = {1, . . . , n} \ {j k } for k = 1, 2. Then
which is known as Sylvester's identity (see [30, Theorem 4 .1] for a proof).
The following lemma is obtained from Lemma 3.2 by computing the determinant of the matrix ψ for the case where H and the polynomials f 1 and f 2 are integral:
is a basis of the integer kernel of ∂C, then 
where the omitted entries are zeros, for
The matrix ∂C has full rank since C is nonsingular. Therefore, there exist indices k and ℓ such that k < ℓ and b k,ℓ = 0. The first and second column vectors of adj B k,ℓ are (b 1,ℓ , . . . , b d+1,ℓ )
T and (b k,1 , . . . , b k,d+1 ) T respectively. Thus, these two vectors are nonzero and in the kernel of ∂C.
Let
Let j 1 and j 2 be indices such that 1 ≤ j 1 < j 2 ≤ d. Define I n = {1, . . . , d + 1} \ {n} and J n = {1, . . . , d + 1} \ {j n } for n = 1, 2. Then
Similarly, det(B k,ℓ ) I2,Jn = (−1) jn b k,jn for n = 1, 2. Finally,
Therefore, identity (5.1) implies that
Consequently 
has integer entries and (∂C)(H −1 B) T = 0 2×2 . Suppose that f 1 and f 2 are integer polynomials such that (f 1 )
is a basis of the integer kernel of ∂C. Then there exists a 2 × 2 nonsingular integer matrix U such that
Therefore, Lemma 3.2 implies that (5.6)
where
is a basis of the integer kernel of ∂C: if ∆((f 1 , f 2 )) were greater than one, then (f 1 ) 
Expanding the determinant of C by minors along its last row shows that
Hence, (5.6), (5.7) and (5.8) imply that adj C = ±∆(∂C) · Bez(f 1 , f 2 ).
The first assertion of Property (3) of Theorem 5.1, that f 1 and f 2 are coprime, follows from Lemma 5.2 since C is nonsingular by assumption. The next step in the proof of the theorem is to prove the formulae for Res(f 1 , f 2 ) and ∆(S d (f 1 , f 2 ) ). 
is a basis for the integer kernel of ∂C, then
is a basis for the integer kernel of ∂C. Then (5.2) holds and computing the determinant of both sides of the equation yields
As C is nonsingular, det C and ∆(∂C) are nonzero. Thus, Res(f 1 , f 2 ) is nonzero and Lemma 5.4 implies that c = ± (∆(c)/∆(c d (f 1 , f 2 ))) · c d (f 1 , f 2 ). Therefore, on the one hand, Corollary 4.7 implies that
On the other hand, computing the adjoint of both side of (5.2) yields
As C has at least one nonzero entry, it follows that
where the right hand side is positive.
The following lemma and its subsequent corollary complete the proof of Property (3) If the inequality is strict, then Lemma 5.9 improves upon the lower bound on |sin θ s (f 1 , f 2 )| f 1 2,s f 2 2,s provided by Lemma 3.1. 
