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resumen
En este artículo se presenta un sistema neurodifuso con defuzificación 
basaba en relaciones booleanas (DBR) para la predicción de la serie de 
tiempo caótica Mackey-Glass. Inicialmente, se explica el algoritmo de en-
trenamiento retropropagación y la utilización del DBR como método de 
defuzificación. Posteriormente, se modela la serie de tiempo con dieciséis 
reglas difusas Si-Entonces, usando la técnica descrita. Los resultados obte-
nidos muestran una reducción del tiempo de entrenamiento y cálculo com-
putacional, en comparación con las redes neurodifusas convencionales.
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Abstract
This paper presents a Neuro-Fuzzy system with 
defuzzification based on Boolean relations (DBR) 
for the prediction of Mackey-Glass chaotic time se-
ries. Initially, the Back-propagation training algo-
rithm and use of DBR as a defuzzification method 
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are explained. Later, time series is modeled with 
sixteen fuzzy If-Then rules, using the technique 
described. The results show a reduction in training 
time and computational calculations, compared 
with conventional Neuro-Fuzzy Networks.
Key words
Neuro-fuzzy system, DBR, back-propagation, 
time series, prediction Mackey-Glass time series.
1.   INTROduCCIÓN
Existen diferentes metodologías para construir la 
aproximación de un modelo de un sistema. Entre las 
técnicas más tradicionales se cuentan herramientas 
matemáticas convencionales, como las ecuaciones 
diferenciales, pero generalmente no se acomodan a 
sistemas que presentan cierto grado de incertidum-
bre [12]. Sin embargo, los sistemas difusos pueden 
captar los aspectos cualitativos del razonamiento hu-
mano sin tener que emplear análisis cuantitativos. 
En la actualidad se han realizado muchos estudios y 
aplicaciones de la lógica difusa que han llevado a un 
rápido progreso de esta teoría y han proporcionado 
una alternativa para enfrentar situaciones del mun-
do real, no lineales, complejas y dinámicas [9].
En los sistemas difusos, para ciertas aplicaciones, 
el defuzificador se torna un problema a la hora de 
realizar su implementación. Esto puede explicar-
se porque tiene que efectuar cálculos complejos 
para encontrar la salida del sistema, y se demora 
un tiempo considerable, lo que hace que el diseño 
del algoritmo no sea tan sencillo [10], [11]. Enton-
ces, el propósito del DBR es simplificar el proce-
so de defuzificación, convirtiéndolo en un método 
sencillo de diseño e implementación. 
Los sistemas neurodifusos convencionales pre-
sentan las características comunes a ambas 
tecnologías, se benefician por la transparencia 
para representar conocimiento propio de los sis-
temas difusos y por la capacidad de aprender y 
adaptarse propia de las redes neuronales. Por 
otra parte, tanto las redes neuronales como los 
sistemas difusos pueden ser considerados como 
aproximadores de funciones; es decir, tienen la 
capacidad de estimar la función que caracteriza 
su relación entrada-salida [4], [6], [8]. 
El enfoque del sistema neurodifuso en este artí-
culo se basa en la sintonización del sistema difuso 
con defuzificación basado en relaciones booleanas, 
mediante el algoritmo de entrenamiento super-
visado de retropropagación empleado en redes 
neuronales convencionales. Ello con el objetivo 
de mejorar el desempeño del sistema difuso. En 
este caso particular, se realiza la predicción de la 
serie de tiempo Mackey-Glass. Esta es una ecua-
ción diferencial retardada no lineal que presenta 
un comportamiento caótico para ciertos rangos de 
valores de sus parámetros [3], [12]. La selección 
de esta serie de tiempo se fundamenta en la li-
teratura, lo que permite comparar los resultados 
obtenidos con otras perspectivas de diseño.
2.   SISTEMA NEuROdIFuSO CON dEFuZIFICACIÓN  
      dbR
El sistema neurodifuso utilizado en este artícu-
lo se presenta en [7] y [13]; aquí la estructura 
del sistema difuso se caracteriza por el producto 
como motor de inferencia difusa, fuzificador sin-
gleton, defuzificador centro promedio y funcio-
nes de pertenencia gaussianas (1). 
    
                                                              
Donde M es el número de reglas o consecuentes, yl 
son los centros de los consecuentes, xi son los datos 
(1)
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de entrada al sistema difuso, xil son los centros de 
las gaussianas en los antecedentes y σil son las des-
viaciones estándar de las gaussianas en los antece-
dentes. El valor de M es fijo, e yl, xil y σil son paráme-
tros libres. Una vez se especifiquen los parámetros 
yl, xil y σil, se obtiene el sistema difuso diseñado; 
esto es, el diseño del sistema difuso es equivalente 
a determinar los parámetros yl, xil y σil.
El mapeo desde la entrada a la salida puede ser 
implementado de acuerdo con la siguiente ope-
ración: primero se pasa la entrada x a través de 
un operador producto gaussiano para convertir-
se en (2); entonces se pasa el zl a través de un 
operador suma y un operador suma promediado 
para obtener (3) y (4); finalmente, se computa la 
salida del sistema difuso [5], [7], [13], como (5):
 
         
                                                  
EL objetivo es diseñar un sistema difuso f(x) en 
la forma (1), de modo tal que el error cuadráti-
co medio (MSE) sea mínimo. Esto es, hay que 
determinar los parámetros yl, xil y σil de forma 
que el error se minimice. El algoritmo de entre-
namiento de retropropagación se utiliza para la 
predicción de la serie de tiempo Mackey-Glass y 
se describe en [2] y [5]. La arquitectura del DBR 
usada en este documento se propone en [11] y es 
de la forma (6). Por lo tanto, (1) puede ser modifi-
cada para obtener el sistema de inferencia (7).
                             
Las ecuaciones de actualización de los parámetros 
del sistema neurodifuso con DBR, utilizadas en el 
algoritmo de retropropagación teniendo en cuen-
ta las variaciones del sistema de inferencia (1), 
que se muestran a continuación [véase ref. 8].
    
              
Donde no se usa la ecuación (3) y la ecuación (5) 
se transforma en (9) (véase [8]).
  
3.   PREdICCIÓN dE LA SERIE dE TIEMPO 
      MACKEY-GLASS
La serie de tiempo Mackey-Glass utilizada se 
describe por la ecuación:
  
Para τ > 17, es conocida por presentar compor-
tamiento caótico. La serie de tiempo de Mackey-
Glass (para τ > 17) se ha convertido en uno de los 
puntos de referencia en la predicción de series de 
tiempo en los campos de redes neuronales y lógica 
difusa, [7], [13].
(2)
(3)
(4)
(5)
(6)
(7)
(8)
(9)
(10)
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Para la predicción de la serie de tiempo Mackey-
Glass, se determinan las mismas características 
definidas en la predicción de la serie usando un 
sistema neurodifuso convencional, presentada 
en [7]. Aquí se evalúa la serie con 1.000 datos: 
s(1001), s(1002),…, s(2000). Se usan los primeros 
504 datos para el diseño del modelo, mientras que 
los restantes 496 son datos de validación. Para la 
predicción, se emplean inicialmente cuatro ante-
cedentes o entradas del modelo por cada univer-
so de discurso, que corresponden a s(k-3), s(k-2), 
s(k-1) y s(k). Para predecir s(k+1), se usa el valor 
de τ = 30 en la ecuación de Mackey-Glass. 
Se tienen en cuenta inicialmente solo dos con-
juntos difusos para cada uno de los cuatro an-
tecedentes; por lo tanto, el número de reglas 
difusas es igual a 16. La localización inicial de 
cada función de pertenencia gaussiana se basó 
en la media o centro, ms (igual a 0,9032) y la des-
viación estándar, σs (igual a 0,262), de los 504 
datos de entrenamiento. Más específicamente, 
inicialmente se escogió el centro de cada una de 
las dos gaussianas como ms - 2σs y ms + 2σs, res-
pectivamente, y sus desviaciones estándar como 
2σs (igual a 0,5240). Luego se eligieron para la 
predicción 16 consecuentes de manera aleatoria 
dentro de un intervalo de 0 a 1 (se evalúan varios 
consecuentes y se elige el que presente mejor re-
sultado). Los valores iniciales de los parámetros 
del sistema se resumen en la Tabla 1. 
Se determinan seis epoch o épocas de entrena-
miento. El ritmo de aprendizaje en el entrena-
miento se define como α = 0,2. Esto se determinó 
según [7], donde se observa que a partir de la 
sexta época el RMSE se nivela; es decir, el RMSE 
disminuye, pero en menor cantidad. El compor-
tamiento del modelo es evaluado por la raíz del 
error cuadrático medio (RMSE) y el coeficiente 
de correlación (IC); según [1], [8] y [12]. La gráfi-
ca de la serie de tiempo Mackey-Glass a predecir 
se muestra en la Figura 1. 
4. RESuLTAdOS ObTENIdOS
Se utiliza la herramienta computacional Mat-
Lab® en un computador Intel Pentium M, proce-
sador 1,73 GHz y 504 MB de RAM, para realizar 
la predicción de la serie de tiempo descrita ante-
riormente, usando el sistema neurodifuso conven-
cional presentado en [7] y el sistema neurodifuso 
con DBR propuesto en este artículo. La salida del 
modelo neurodifuso y del modelo neurodifuso con 
DBR, empleando los datos de validación, se pre-
sentan en las Figuras 2 y 3, respectivamente.
Figura 1. Serie de tiempo Mackey-Glass.
Figura 2. Salida del modelo neurodifuso convencional. 
La línea continua corresponde a la ecuación descrita en (10) 
y la punteada corresponde a la salida del modelo diseñado.
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En la Tabla 1 se presenta el RMSE por cada 
época de entrenamiento, utilizando los datos de 
validación en los dos modelos diseñados. Se ob-
serva que el RMSE de la última época es mayor 
para el modelo Neuro-DBR con DBR. Sin embar-
go, la reducción del RMSE desde la primera a la 
sexta época de entrenamiento es de 0,0636 para 
el modelo neurodifuso con DBR y de 0,0488 para 
el modelo neurodifuso convencional.
El coeficiente de correlación IC es de 0,9961 para el 
caso del modelo neurodifuso, mientras que obtiene 
un valor menor, con 0,991, para el modelo neurodifu-
so con DBR. Esto significa que el modelo neurodifuso 
convencional estima mejor las fluctuaciones de los 
datos respecto de la media. El tiempo de entrena-
miento total para el modelo neurodifuso es de 0,201 
segundos y para el modelo neurodifuso con DBR es 
de 0,163 segundos, lo que confirma que el modelo 
propuesto reduce el tiempo de entrenamiento y los 
cálculos computacionales requeridos. 
Las Tablas 2 y 3 presentan los parámetros fi-
nales obtenidos después de las seis épocas de 
entrenamiento para los dos modelos trabajados 
en este artículo.
Figura 3. Salida del modelo neurodifuso con defuzificador 
DBR. La línea continua corresponde a la ecuación 
descrita en (10) y la punteada corresponde a la salida 
del modelo diseñado.
Tabla 1. RMSE obtenido de los dos modelos diseñados.
Tabla 2. Parámetros finales obtenidos con el sistema neurodifuso convencional.
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5.   CONCLuSIONES
Se evidenció la capacidad de reducir el tiempo 
de entrenamiento total y los cálculos compu-
tacionales requeridos para predecir la serie de 
tiempo Mackey-Glass. El modelo neurodifu-
so convencional presenta menor RMSE que el 
modelo neurodifuso con DBR, pero este último 
muestra una menor reducción del RMSE desde 
la primera hasta la sexta época, con lo que se 
obtiene menor RMSE al trabajar con más épocas 
de entrenamiento. El coeficiente de correlación 
es mayor en el modelo neurodifuso. Sin embargo, 
el modelo neurodifuso con DBR es 0,0051 menor. 
Se observa entonces una buena estimación de las 
fluctuaciones de los datos respecto de la media, 
en los dos casos. Como propuestas de trabajos fu-
turos, hay que trabajar con otro tipo de sistemas 
no lineales para probar las ventajas descritas 
del modelo neurodifuso con DBR. 
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