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Abstract
The multivariate location-scale model with a family of spherically contoured errors
is considered for both realized and future responses. The predictive distributions of the
future location vector (FLV) and future residual sum of squares (FRSS) for the future
responses are obtained. Conditional on the realized responses, the FLV follows a multi-
variate Student-t distribution whose shape parameter depends on the sample size and
the dimension of the location parameters of the model, and the FRSS follows a scaled
beta distribution. The results obtained by both the classical and Bayesian methods
under uniform prior are identical. This paper generalizes the results for location-scale
models with multivariate normal and Student-t models to a wider family of spheri-
cally/ellipticcally contoured models.
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1 Introduction
There has been a growing interest in the non-normal and robust models in the recent
years. Nevertheless, Fisher (1956) discarded the normal distribution as a sole model for the
distribution of errors. Fraser (1979, p.41) showed that the results based on the Student-t
errors for linear models are applicable to those of normal models, but not the vice-versa.
Prucha and Kelejian (1984) critically described the problems of normal distribution and
recommended the Student-t distribution as a better alternative for many problems. The
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failure of the normal distribution to model the fat-tailed distributions has led to the use of
some other members of the spherical/elliptical class of distributions.
Let z be a random vector of order p with mean vector 0, a p-tuples of zeros, and
assumes values on the p-dimensional real space Rp. Also, let Γ be a set of orthogonal
matrices assuming values on the p2-dimensional real space Op2 . Then z is said to have a
class of spherically contoured (SC) distributions if and only if z and Γz follow the same
distribution for very Γ ∈ Op2 . Symbolically, z ∼ SCp(0, σ2In = Γ′Γ). Then a location-scale
transformation of z, given by
y = µ+ Γz, (1.1)
follows a class of elliptically contoured (EC) distributions with the location vector µ and
scale matrix σ2Ip. Symbolically, y ∼ ECp(µ, Σ = σ2Ip). Following Muirhead (1982, p. 34)
the density function of y is given by
f(y;µ,Σ) = cp{|Σ|− 12 }h{(y − µ)′Σ−1(y − µ)} (1.2)
for some function h({·} and Σ positive definite. However, the class of elliptical distributions
can be defined in various ways. The readers may refer to Kelker (1970), and Fang and
Zhang (1990) for details. Fang et al. (1990) provide an excellent collection and discussion
on this distribution along with relevant references.
In a special case, when cp{·} = [2pi|Σ|]−
p
2 and h{·} = e− 12 (y−µ)′Σ−1(y−µ) the ellip-
tical family of distributions become a p-dimensional normal distribution with location µ
and covariance matrix Σ. On the other hand, if cp{·} = Γ(
ν+p
2
)
Γ( ν
2
) [νpi|Σ|]−
p
2 and h{·} =[
1 + 1ν (y − µ)′Σ−1(y − µ)
]− ν+p
2 then the elliptical family of distributions become a p-
dimensional multivariate Student-t distribution with shape parameter ν, location vector µ
and covariance matrix νν−2Σ. Some of the well known members of the spherically/elliptically
contoured family of distributions are the multivariate normal, Kotz Type, Pearson Type
VII, Multivariate t, Multivariate Cauchy, Pearson Type II, Logistic, Multivariate Bassel,
Scale mixture and Stable laws. Extensive work on this area of non-normal models has been
done in recent years. A brief summary of such literature has been given by Chmielewiski
(1981), and other notable references include Fang and Zhang (1990), Haq and Khan (1990),
Fang and Anderson (1990), and Khan and Haq (1994). Zellner (1976) first considered the
linear regression model with Student-t errors. However, Fang and Anderson (1990), Ander-
son (1993), Khan (1996) and Ng (2000) provide predictive analyses of future responses for
linear models with spherically contoured errors. Recently Khan (2001, 2004) has derived the
prediction distributions of the future regression vector and future residual sum of squares for
the multiple regression model with normal and multivariate Student-t errors respectively.
2
This is a new approach that provides predictive inference for the future regression vector,
rather than that of the future responses.
Predictive inference uses the realized responses from the performed experiment to make
inference about the behavior of the unobserved future responses of the future experiment (cf.
Aitchison and Dunsmore, 1975, p.1). The outcomes of the two experiments are connected
through the same structure of the model and indexed by the common set of parameters.
The prediction distribution forms the basis of all predictive inference. For details on the
predictive inference methods and wide range of applications of prediction distribution inter-
ested readers may refer to Aitchison and Sculthorpe (1965) and Geisser (1993). Predictive
inference for a set of future responses of a model, conditional on the realized responses
from the same model, has been derived by many authors including Fraser and Haq (1969),
Aitchison and Dunsmore (1975), and Haq and Khan (1990). The prediction distribution
of a set of future responses from the model has been used by Haq and Rinco (1976) to de-
rive β-expectation tolerance region. Guttman (1970) and Aitchison and Dunsmore (1975)
obtained different tolerance regions from the prediction distribution. Geisser (1993) dis-
cussed the Bayesian approach to predictive inference and discussed a wide range of real-life
applications in many areas, including model selection, discordancy, perturbation analysis,
classification, regulation, screening and interim analysis.
This paper considers the widely used multivariate location-scale model with a more
general assumption of a family of spherically contoured errors for the realized as well as the
future model. The two sets of responses are connected through the common set of location
and scale parameters. Following Khan (2004), we pursue the predictive approach to derive
the distribution of the FLV and FRSS for the future responses, conditional on a set of
realized responses. The predictive distribution of the FLV follows a multivariate Student-t
distribution, and the FRSS of the future regression follows a scaled beta distribution. The
joint distribution of the FLV and FRSS are dependent, and hence the joint density can’t be
factorized. Identical prediction distributions are obtained by both the classical and Bayesian
approaches under uniform prior.
The location-scale model with spherically contoured errors and some preliminaries have
been provided in section 2. The multivariate location-scale model for the future responses
is introduced in section 3. The predictive distributions of the FLV and FRSS, conditional
on the realized responses, are derived in section 4 by the classical approach. In section 5,
the same prediction distributions are obtained by Bayesian method under uniform prior.
Some concluding remarks are included in section 6.
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2 The Multivariate Location-scale Model and Some Prelim-
inaries
Consider the jth realization from a p-dimensional multivariate location-scale model
yj = µ+ σej (2.1)
for j = 1, 2, · · · , n where yj is the response variable, µ is the vector of location parameters
assuming values in the p-dimensional real space Rp, σ is the scale parameter assuming
values in the positive half of the real line R+, and ej is the vector of errors associated with
the response yj . Assume that each component of the error vector, ej , is distributed as a
spherically contoured variable with location 0 and scale 1. Let a set of n > 2 realizations,
Y = (y1,y2, · · · ,yn), from the above location-scale model, be expressed as
Y = µln + σE (2.2)
where Y is a p× n matrix of the responses; ln = [1, 1, · · · , 1]′, a unit vector of order n; and
E is a p × n matrix of the errors associated with the responses, Y . Then each of the n
columns of the error matrix follows a multivariate spherically contoured distribution with
location 0, a vector of p-tuples of zeros, and scale matrix, Ip. Therefore, the joint density
function of the of error matrix can be written as
f(E) ∝ g {tr(EE′)} = g

n∑
j=1
eje
′
j
 (2.3)
such that f(E) is a proper density function. See Fang and Zhang (1980) for details on spher-
ical distributions and their properties. Note that when g{tr(EE′)} = e− 12
∑n
j=1
eje′j the
spherical density becomes the normal density, and for g{tr(EE′)} =
(
1 + 1ν
∑n
j=1 eje
′
j
)− ν+np
2
it yields the multivariate Student-t density. It is well known that when the error vector is
spherically distributed then the associated response vector follows a family of elliptically
contoured distributions with location vector µ, scale matrix, σ2In, and density function
f(Y ;µ, σ2) ∝
[
1
σ2
]np
2
g
 1σ2
 n∑
j=1
(
yj − µ
) (
yj − µ
)′ , (2.4)
up to a multiplicative constant. In this paper, the above multivariate location-scale model
represents the realized model of the responses from the performed experiment. Here we are
interested in the distribution of the (FLV) and (FRSS) of the future location-scale model
to be defined in the next section.
Some useful notations are introduced here to facilitate the derivation of the results in the
forthcoming sections. Let the location vector of the sample errors be bE and the residual
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sum of squares of the sample errors be s2E . Then we have
bE =
1
n
n∑
j=1
ej and s2E =
n∑
j=1
(ej − bE)(ej − bE)′. (2.5)
Let sE be the positive square root of the residual sum of squares based on the errors, and
dEj = s−1E [ej − bE ] be the ‘standardized residual’ vector of the errors. So, we can write the
error vector, ej , as a function of bE and sE in the following way:
ej = bE + sEdEj and hence we get eje′j = bEb
′
E + s
2
E (2.6)
since dEd′E = 1, inner product of two orthonormal vectors. In the next section, we define
similar sample location vector and residual sum of squares for the future location-scale
model.
To find the joint distribution of bE and s2E from the distribution of the error vector e
we note the following differential relation from Fraser (1979, p.114)
de =
[
s2E
]n−p−2
2 dbEds
2
EddE . (2.7)
From the above results, the density of the error matrix in (2.3) can be written as a
density function of bE and s2E as follows
f
(
bE , s
2
E
)
∝
[
s2E
]n−p−2
2 g
{
bEb
′
E + s
2
E
}
. (2.8)
To find the distributions of the sample location vector of the responses, bY , and the
residual sum of squares, s2Y , of the responses we use the relations (cf. Fraser, 1968, p.105)
bE = σ−1{bY − µ}, and s2E = σ−2s2Y , (2.9)
where bY = 1n
∑n
j=1 yj and s
2
Y =
∑n
j=1[yj − bY ][yj − bY ]′ are the sample location vector
and residual sum of squares of the realized responses respectively. It can easily be shown
that dE = s−1Y [y − bY ] = dY .
Now using the relations in (2.9) along with the associated differentials
dbE = σ−pdbY and ds2E = σ
−2ds2Y (2.10)
the joint density function of bY and s2Y becomes
f
(
bY , s
2
Y
)
∝
[
1
σ2
] p+2
2
g
{
1
σ2
[
(bY − µ) (bY − µ)′ + s2Y
]}
. (2.11)
Unlike the normal model, the above joint distribution is dependent and can not be factored.
This is also true for the Student-t model.
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3 The Future Location-scale Model
The location-scale model for the future responses from the future experiment is introduced
here. Following section 2, consider a set of nf (≥ p) future unobserved responses, Yf =
(yf1,yf2, · · · ,yfnf ), from the same multivariate location-scale model as in (2.1) with the
same location and scale parameters. Then the nf future responses can be expressed as
Yf = µlnf + σEf (3.1)
where Yf is a p × nf matrix of future responses, lnf is a unit vector of order nf , and Ef
is a p × nf matrix of future errors. Similar to the error vector of the realized model the
future error vector from the future experiment follows a family of multivariate spherically
contoured distributions. Also, the future responses follow a family of multivariate elliptically
contoured distributions. Our aim here is to find the predictive distributions of the FLV and
FRSS of the future location-scale model, conditional on the realized responses.
As in section 2, we define the following error statistics based on the future location-scale
model:
bEf =
1
nf
nf∑
j′=1
efj′ and s2Ef = [efj′ − bEf ][efj′ − bEf ]′ (3.2)
in which bEf is the future location vector (FLV) and s
2
Ef
is the future residual sum of
squares (FRSS) of the future errors respectively. Then we can write the future error vector,
ef , in the following way:
ef = bEf + sEfdEf (3.3)
where sEf is the positive square root of s
2
Ef
, and dEf = s
−1
Ef
[ef − bEf ], the standardized
residual for the future errors, and hence we get
efj′e
′
fj′ = bEfb
′
Ef
+ s2Ef . (3.4)
Note that dEf is orthonormal. Moreover, the following relations can easily be observed
bEf = σ
−1{bYf − µ} and s2Ef = σ−2s2Yf (3.5)
where bYf =
1
nf
∑nf
j′=1 yfj′ and s
2
Yf
= [yfj′ − bYf ][yfj′ − bYf ]′ in which bYf is the FLV and
s2Yf is the FRSS of future responses respectively. Following the same approach as in section
2, the joint density function of the future error vector is given by
f(Ef ) ∝ g
{
tr(EfE′f )
}
= g

nf∑
j′=1
efj′e
′
fj′
 (3.6)
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such that f(Ef ) is a proper density function. By using the invariant differentials, we get
the joint distribution of bEf and s
2
Ef
as follows
f
(
bEf , s
2
Ef
)
∝
[
s2Ef
]nf−p−2
2 g

nf∑
j′=1
bEf j′b
′
Ef j′ + s
2
Ef
 . (3.7)
Based on the specifications of the model, the future sample is not independent of the realized
sample. However, the join density function of the combined error matrix, that is, the errors
associated with the realized and future responses, (E, Ef ), can be expressed as
f(E, Ef ) ∝ g

n∑
j=1
eje
′
j +
nf∑
j′=1
efj′e
′
fj′
 (3.8)
where f(E, Ef ) is a proper density. This joint density function is used to derive the
prediction distributions of the functions of the future errors as well as the responses of the
future model in the next section.
4 Predictive Distribution of FLV and FRSS
The predictive distributions of the future location vector and future residual sum of squares
for the future responses, conditional on the realized responses, are derived here.
4.1 Distribution of Future Regression Vector
From the joint density function of the combined error matrix, the joint distribution of the
error statistics bE , s2E , bEf and s
2
Ef
, given dE , is derived by applying the properties of
invariant differentials (see Eaton, 1983, p.194-206) as follows:
p
(
bE , s
2
E , bEf , s
2
Ef
|dE
)
∝
[
s2E
]n−p−2
2
[
s2Ef
]nf−p−2
2
×g
{
nbEb
′
E + nfbEfb
′
Ef
}
. (4.1)
Clearly the above density does not depend on dE (cf. Fraser, 1968, p.132) so the conditional
distribution is the same as the unconditional distribution. The joint distribution of µ, σ2,
bEf , and s
2
Ef
is then obtained by using the Jacobian of the transformation,
J
{
[bE , s2E ]→ [µ, σ2]
}
= s2Y [σ
2]−
p+4
2 , (4.2)
as follows
p
(
µ, σ2, bEf , s
2
Ef
)
∝
[
s2
]n−p
2
[
s2Yf
]nf−p−2
2
[
σ2
]−n+nf−p
2
g
{
1
σ2
[
ξ(b,µ) + s2 + nfbEfb
′
Ef
+ s2Ef
]}
(4.3)
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where ξ(b,µ) = n(b−µ)(b−µ)′; b = bY and s2 = s2Y . We are interested in the distributions
of bYf and s
2
Yf
, the future location vector and future residual sum of squares for the future
responses, respectively, conditional on the realized responses.
To derive the joint distribution of µ, σ2, bYf and s
2
Yf
from the above joint density of µ,
σ, bEf and s
2
Ef
note that the structure of the future model yields
bEf = σ
−1[bYf − µ] and s2Ef = σ−2s2Yf (4.4)
where bYf =
1
nf
∑nf
j′=1 yfj′ , s
2
Yf
=
∑nf
j′=1[yfj′ − bYf ][yfj′ − bYf ]′. Therefore, the Jacobian
of the transformation becomes
J
{
[bEf , s
2
Ef
]→ [bYf , s2Yf ]
}
= [σ2]−
p+2
2 . (4.5)
Now, the joint density of µ, σ, bYf and s
2
Yf
is obtained as
p
(
µ, σ2, bf , s
2
f
)
∝ [s2]n−p−22 [s2Yf ]
nf−p−2
2 [σ2]−
n+nf−p
2
g
{
1
σ2
[(
b− µ
)(
b− µ
)′
+ s2
+
(
bf − µ
)(
bf − µ
)′
+ s2f
]}
(4.6)
where bf = bYf and s
2
f = s
2
Yf
for notational convenience.
As shown in the next section, the above results can also be obtained by using the
Bayesian approach. In particular, the Bayes posterior density can be obtained by assuming
uniform prior for the location and scale parameters of the model. However, the final results
of this paper is found to be the same as that obtained by the Bayesian approach under
uniform prior. Interested readers may refer to Fraser and Haq (1969) for details.
To find the prediction distribution of the FLV and FRSS we need to integrate out µ
and σ2 from the above joint density in (4.6). Following Ng (2000), to integrate out σ2, let
1
σ2
= λ. So dσ2 = λ−2dλ. Thus the join density function of µ, bYf and s
2
Yf
can be written
as
p
(
µ, bf , s
2
f
)
∝
[
s2Yf
]nf−p−2
2
∫
λ>0
[λ]−
n+nf−2
2
g
{
λ
[
Qy + s2 +Qyf + s
2
Yf
]}
dλ (4.7)
where Qy = n
(
b− µ
)(
b− µ
)′
and Qyf = nf
(
bf − µ
)(
bf − µ
)′
.
Now let ψ2 = Q + s2Y + s
2
Yf
in which Q = Qy + Qyf . Then set w = λψ
2, and hence
dλ =
[
ψ2
]−1
dw. Thus the density function in (4.7) becomes
p
(
µ, bf , s
2
f
)
∝
[
s2Yf
]nf−p−2
2 [ψ2]−
n+nf
2
∫
w>0
[w]−
n+nf−2
2 g {w} dw. (4.8)
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Completion of the integration leads to the join density function of µ, bYf and s
2
Yf
to be
p
(
µ, bf , s
2
f
)
∝
[
s2Yf
]nf−p−2
2
[
Q+ s2 + s2f
]−n+nf
2 . (4.9)
To find the joint distribution of the FLV and FRSS, conditional on the realized responses,
we need to integrate out µ from (4.9). Note that the terms involving the location vector µ
in Q can be expressed as follows:
Q = n
(
b− µ
)(
b− µ
)′
+ nf
(
bf − µ
)(
bf − µ
)′
= m
(
µ− a
m
)(
µ− a
m
)′
+
1
c
(
bf − b
)(
bf − b
)′
(4.10)
where
a = nb+ nfbf , m = n+ nf , and c =
n+ nf
nnf
. (4.11)
The marginal density of bf and s2f is derived by using the representation in (4.10) and
integrating out µ from the joint density in (4.9). Thus, we have
p
(
bf , s
2
f
)
∝
[
s2f
]nf−p−2
2
∫
µ
[
s2 + s2f +
1
c
(
bf − b
)(
bf − b
)
+m
(
µ− a
m
)(
µ− a
m
)′]−n+nf2
dµ. (4.12)
Using the p-variate Student-t integral, the marginal density of bf and s2f is obtained as
p
(
bf , s
2
f
)
= Ψ12 ×
[
s2f
]nf−p−2
2
×
[
s2 + s2f +
1
c
(
bf − b
)(
bf − b
)]−n+nf−p2
(4.13)
where Ψ12 = {c− 12Γ(n+nf−p2 )[s2]
n−p
2 }{(pi) p2Γ(n−p2 )Γ(
nf−p
2 )}−1 is the normalizing constant.
This is the joint pdf of the FLV and FRSS of the future responses.
The prediction distribution of the FLV, bf = bYf , can now be obtained by integrating
out s2f from (4.13). The integration yields
p
(
bf
∣∣∣Y ) = Ψ1 × [s2 + 1
c
(
bf − b
)(
bf − b
)′]−n2
(4.14)
where Ψ1 = Ψ12 × B−1
(
nf−p
2 ,
n
2
)
. On simplification the normalizing constant becomes
Ψ1 = {Γ(n2 )[s2]
n−p
2 }{(pi) p2Γ(n−p2 )c
1
2 }−1. The prediction distribution of bf can be written in
the usual form of the multivariate Student-t distribution as follows:
p
(
bf
∣∣∣Y ) = Ψ6 × [1 + (bf − b)[s2c]−1(bf − b)′]−n2 (4.15)
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in which n > p. Since the density in (4.15) is a Student-t density, the prediction distribution
of the FLV, bf , conditional on the realized responses, is a multivariate Student-t distribution
of dimension p, location parameter b, scale factor c
1
2 s and shape parameter (n− p). Thus,
[bf |Y ] ∼ tp(n−p, b, n−pn−p−2cs2Ip) where b is the sample location vector of realized responses.
It is observed that the degrees of freedom parameter of the prediction distribution of the
future location vector bf depends on the sample size (n) of the realized sample, and the
dimension (p) of the location vector of the model. Khan (2001) obtained a similar result for
the multiple regression model with normal errors. Khan (2004) noted that the prediction
distribution of the future regression vector does not depend on the shape parameter, ν of
the regression model with multivariate Student-t errors.
4.2 Distribution of Future Residual Sum of Squares
From the joint density of the FLV and FRSS, the prediction distribution of the FRSS, s2Yf ,
conditional on the realized responses, Y, is obtained by integrating out bf . Since bf follows
a p-dimensional Student-t distribution, the prediction distribution of the FRSS becomes
p
(
s2Yf
∣∣∣Y ) = Ψ2 × [s2Yf ]nf−p−22 [s2 + s2Yf ]−n+nf−2p2 . (4.16)
The above density function can be written in the usual form of beta distribution of the
second kind as follows
p
(
s2f
∣∣∣Y ) = Ψ7 × [s2f ]nf−p−22 [1 + s−2s2f]−n+nf−2p2 (4.17)
where Ψ2 = {Γ(n+nf−2p2 )[s2]−
n−p
2 }{Γ(n−p2 )Γ(
nf−p
2 )}−1 is the normalizing constant. This
is the prediction distribution of the FRSS based on the future responses, Yf , conditional
on the realized responses, Y , from the location-scale model with a family of multivariate
spherically contoured errors. The density in (4.17) is a modified form of beta density.
However, it can be shown that s2f/s
2 is a beta variable with arguments (nf − p)/2 and
(n− p)/2. Obviously, for the existence of the above distribution of s2f we must have nf > p
in addition to n > p. Khan (2001) and Khan (2004) obtained the prediction distribution
of the FRSS, conditional on the realized responses, for the multiple regression model with
multivariate normal and Student-t errors respectively.
5 The Bayesian Approach
Predictive inference is predominantly a Bayesian tool. So, here we consider the prediction
distributions of the FLV and FRSS under the Bayesian approach. We assume that the joint
prior distribution of the location vector and inverse of variance is uniform. Such a prior
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is due to Jeffreys (1961) and many scholars have used this prior for numerous studies (see
for example Bernardo and Rueda, 2002 and the references there in). Thus we adopt the
following prior distribution
p
(
µ,
1
σ2
)
∝
{
1
σ2
}−1
. (5.1)
From (4.1) in the previous section the joint density function of the error statistics bE ,
s2E , bEf and s
2
Ef
is
p
(
bE , s
2
E , bEf , s
2
Ef
)
∝
[
s2E
]n−p−2
2
[
s2Ef
]nf−p−2
2 g
{
nbb′ + nfbfb′f
}
. (5.2)
The inherent relation of the model in (2.9) yields the Jacobian of the transformation,
J
{
[bE , s2E ]→
[
µ,
1
σ2
]}
=
[
1
σ2
] p
2
, (5.3)
so the joint distribution of µ, 1
σ2
, bEf , and s
2
Ef
becomes
p
(
µ,
1
σ2
, bEf , s
2
Ef
)
∝ [s2]n−p2 [s2Yf ]
nf−p−2
2 [σ2]
n+nf−p
2
g
{
1
σ2
[
n(b− µ)(b− µ)′ + s2 + nfbEfb′Ef + s2Ef
]}
. (5.4)
Similarly, for the future model the inherent relation in (3.5) yields the Jacobian of the
transformation,
J
{[
bEf , s
2
Ef
]
→
[
bYf , s
2
Ef
]}
=
[
1
σ2
] p+2
2
. (5.5)
Therefore, the joint distribution of µ, 1
σ2
, bYf , and s
2
Yf
is obtained as
p
(
µ,
1
σ2
, bYf , s
2
Yf
)
∝
[
s2Yf
]nf−p−2
2
[
1
σ2
]n+nf+2
2
g
{
1
σ2
[
n(b− µ)(b− µ)′ + s2 + nfbEfb′Ef + s2Ef
]}
. (5.6)
Then incorporating the prior distribution in (5.1) for the parameters of the location-scale
model the joint posterior distribution of µ, 1
σ2
, bYf , and s
2
Yf
is obtained as follows
p
(
µ,
1
σ2
, bf , s
2
Yf
)
∝
[
s2Yf
]nf−p−2
2
[
1
σ2
]−n+nf
2
g
{
1
σ2
[
n(b− µ)(b− µ)′ + s2 + ζ(bf ,µ) + s2Yf
]}
(5.7)
where ζ(bf ,µ) = nf (bf − µ)(bf − µ)′ in which bf = bYf .
Now setting 1
σ2
= λ and w = ψ2λ, as in the previous section, integration with respect
to w gives the joint distribution of µ, bf and s2f . Then using the same representation for
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the terms in the square bracket within g{·} in (5.7) as that of Q in (4.10) we integrate out
µ to obtain the joint density function of the FLV and FRSS as follows
p
(
bf , s
2
f
)
= Ψ12 × [s2f ]
nf−p−2
2
×
[
s2 + s2f +
1
c
(
bf − b
)(
bf − b
)′]−n+nf−p2
(5.8)
where Ψ12 = {c− 12Γ(n+nf−p2 )[s2]
n−p
2 }{(pi) p2Γ(n−p2 )Γ(
nf−p
2 )}−1 is the normalizing constant.
This is the same joint distribution of the FLV and FRSS as obtained in (4.13) by the
classical approach. Following the same procedures as in the previous section we get the
prediction distribution of the FLV to be a p-variate multivariate Student-t distribution and
that of the FRSS to be scaled beta distribution. Thus the Bayesian method with uniform
prior produces the same prediction distributions for the FLV and FRSS as produced by the
classical method.
6 Concluding Remarks
The prediction distributions of the FLV and FRSS for the multivariate location-scale model
with spherical errors have been obtained by both classical and Bayesian methods. The
prediction distributions of the FLV and FRSS are not independent. Khan (2004) showed
that the future regression vector and FRSS are not independently distributed for the re-
gression model with multivariate normal as well as multivariate Student-t errors. Fur-
thermore, since the predictive distribution of the future location vector for the family of
spherically/elliptically contoured models is a multivariate Student-t distribution the com-
ponents of the FLV are dependent. Also, the shape parameter of the prediction distribution
of the FLV depends on the size of the realized sample (n) as well as the number of location
parameters (p) of the model. Moreover, the prediction distribution of the future residual
sum of squares of the future location-scale model, conditional on the realized responses, fol-
lows a scaled beta distribution of the second kind. Both the classical and Bayesian methods
produced the same prediction distributions of the FLV and FRSS.
The prediction distribution of the FLV for any member of the family of spherically/elliptically
contoured location-scale model is a Student-t distribution including the most commonly
used members of the family of models, namely the multivariate normal and Student-t mod-
els. Similarly, the prediction distribution of the FRSS is a scaled beta distribution for all
members of spherically/elliptically contoured family of models. Thus the results in this pa-
per is a generalization of earlier results for the multivariate normal and Student-t models.
It is quite interesting to note that although for different member distribution of the spheri-
cally/elliptically contoured family of distributions the location-scale model is different, but
12
the prediction distributions of the FLV and FRSS are the same regardless of the choice
of any particular member of the family. Thus the same predictive inference applies for all
members of the family of spherically/elliptically contoured location-scale models.
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