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Abstract   
Geostatistical methods are currently used by mining companies to determine a resource model 
of the tonnage and head grade that may be obtained from a potential orebody, making it one of 
the first and most vital operational stages in any mining project. Currently long term mine 
planning is based on the estimated head grades model, which provides vital information on the 
quality of the ore. The risks associated with mining a particular ore may be reduced if 
geometallurgical information, such as material types, is incorporated into the operational flow 
model. Material type proportions are obtained from evaluated reverse circulation (RC) drillholes 
which are estimated directly into a long term geological model. However this causes smoothing 
of the estimates material types, unlikely combinations of material types within the blocks and 
large differences between the theoretical head grades and estimated head grades (OK HG). 
The aim of this study was to determine the best way to model the six grouped MTPs and 
reconcile the estimated proportions per block with the estimated head grades from the resource 
model using the direct block simulation (DBS) algorithm and the LSSOL optimisation program. 
One of the main decisions was to determine the best way to model and simulate the MTPs. 
Three different simulation options, all using DBS, were implemented. The first option modelled 
and simulated the MTP variables independently and the second option modelled and simulated 
the MTP variables jointly. As the spatial structure of the HGH attribute was quite different to 
those of the remaining five variables, the final option was to jointly simulate the five MTPs 
whose sample MTPs have similar spatial structures with the sixth block MTP making up the 
sum difference to one. 
A variety of different baseline methods, which comprise computation of MTPs from the 
simulation only and MTPs obtained from the optimisation alone, clearly demonstrates the need 
for a method that incorporates both the optimisation program and DBS to calculate reasonable 
MTPs. 
Seven methods which combined both the DBS and optimisation program were examined and 
compared, in the hope to obtain a method which calculated optimal MTPs that captures the 
sample MTPs and OK HGs. The optimisation program ensured that the optimal proportion of 
each material type within each block was calculated by minimising the difference between the 
head grades which have been estimated using ordinary kriging (OK HG) and HGs calculated 
using from the MTPs. Different bounds were applied to the maximum and minimum MTPs, 
obtained from the DBS, to determine a suitable method to obtain constraints which ensured that 
the optimal MTPs reflected the sample MTPs.  
For the given data set, the quadratic program which used the joint DBS simulation resulted in 
the most suitable representation of MTPs which was consistent with the OK HGs. 
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1. Introduction  
1.1 Background and Significance 
Kriging and simulation methods are currently used by mining companies to provide geologists 
and engineers with a resource model of the tonnage and head grade that may be obtained from a 
potential orebody, making it one of the first and most vital operational stages in any mining 
project. The ore in an iron ore mine is heterogeneous, and consists of a variety of material types 
that differ in physical and chemical properties, and therefore leading to different ore grades. As 
part of the reverse circulation (RC) drilling program, information on the material types and head 
grades is collated, however apart from head grades, information on the material types is not 
used to its full potential in the operational stages of a mining project.  
A number of other factors and models, such as financial models and mining schedules, are 
incorporated with the resource model in order to assess the risks and profitability (Dunham and 
Vann, 2007). A relatively new area known as geometallurgy aims to improve the understanding 
of resource economics by integrating geology, metallurgy, mine planning, design and mineral 
processing (Dunham and Vann, 2007). The risks associated with mining a particular ore may be 
reduced if geometallurgical information, such as the distribution material types, is incorporated 
into the operational flow model. Currently long term mine planning is based on the estimated 
head grades model, also known as the resource model, which provides vital information on the 
quality of the ore (Cornah, 2009; Rio Tinto Research Proposal Internal Memo, 2010). However, 
the resource model does not provide information on the material types which influences mill 
production, as the amount of iron ore processed in a dry plant from a block of ore depends on a 
number of factors, such as the plant design, the combination of material types and moisture 
content found in that block and blasting. Processing plant designs for new projects are currently 
based upon using the average material type properties of the orebody. However, this approach 
underestimates variability in plant performance over the life of a mine and therefore 
underestimates risk. 
Further knowledge of the material types of an orebody can be used to develop a more reliable 
and realistic resource model which will help improve the processing, production and quality of 
the ore being mined. Understanding the spatial distribution of material types will ultimately lead 
to a better model of material types and reduce the risks associated with long term mining plans 
and plant designs. Dunham and Vann (2007) claim that an increased knowledge base leads to 
fewer production uncertainties, and a reduced likelihood of a new operation failing due to an 
overlooked fundamental performance driver.  
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Currently twenty six material types, each with different physical and chemical properties, are 
used to code the material types for each RC drillholes. The logged material types from the RC 
drillholes are estimated directly into a long term geological block model (Cornah, 2009). 
However, this has resulted in smoothing of the estimates material types, while the independent 
treatment of each material type has caused unlikely combinations of material types within the 
blocks (Cornah, 2009). Another concern is the occurrence of large differences between the 
calculated theoretical head grades, obtained from using the block’s estimated material types and 
general theoretical head grades for the material types, and the corresponding block’s estimated 
head grades from the resource model (Cornah, 2009).  
This study aims to determine the best way to explicitly model the material type proportions and 
reconcile the estimated proportions per block with the estimated head grades from the resource 
model. The sample material type proportions, based on the RC drillhole material type loggings 
which have been recalculated to six sample material types, will first be simulated using the 
geostatistical simulation techniques known as direct block simulation (DBS). Subsequently, 
each block will have a number of realisations for each material type proportion. The material 
type proportions will be calculated using quadratic programming, which is aimed to determine 
the optimal proportion of each material type within each block by minimising the difference 
between the estimated head grades and density, and theoretical material type head grades and 
density. The maximum and minimum material type proportions, obtained from the realisations, 
for each material type and block will be used as the bound constraints in the quadratic 
optimisation model. 
1.2 Aims and Objectives 
There are three objectives for this project. 
1. To simulate the sample material type proportions (MTP) from the RC drillholes 
directly into the block model, using different DBS methods. The sample MTP will be 
simulated independently and jointly, and each method will be evaluated to determine 
which best captures the sample MTP features. This will enable the MTP per block for 
each realisation to be calculated, which will provide maximum and minimum material 
type proportions for every material type and block. 
2. To formulate a quadratic program, using the maximum and minimum material type 
proportions as constraints, which will determine the optimal proportion of each 
material type within each block by minimising the difference between the estimated 
head grades and density (OK HG), and theoretical material type head grade and 
density. 
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3. To evaluate the different DBS models, quadratic program and the different constraints 
used in the program. This will be done by comparing the MTP obtained from the 
optimisation model and the MTP obtained from the DBS with the sample MTP. The 
HG calculated using the MTP from the optimisation model and DBS will be compared 
with the OK HG. A sensitivity analysis for the quadratic program will be conducted to 
identify which parameters require most care in estimating.  
1.3 Literature Review 
One of the main aims of this thesis is to simulate the material type proportions onto a block 
model. This can be done in a number of ways, from simulating on a finer grid and averaging 
within the support of each coarse block, or simulating directly onto the coarse block. Change of 
support is a common and critical issue in modelling and simulating of variables, as the volume 
support of available samples are much smaller than the blocks which the model is based on 
(Emery and Ortiz, 2011). This is a common problem in mining as blocks thousands of cubic 
meters are based on drillhole samples which are “cylindrical volumes a few inches in diameter 
and several meters long” (Emery and Ortiz, 2011). Due to the high cost of drilling, the majority 
of blocks are based on drillhole samples which are located approximately fifty meters away 
from each other. 
The traditional modelling technique that is used for simulating values onto a block model and 
accounts for the change of support needed, consists of simulating on a dense grid of points, also 
known as point-support simulating, which are then averaged, using an arithmetic mean method, 
within each block to provide an estimated block support value (Boucher and Dimitrakopoulos, 
2009; Emery, 2009; Emery and Ortiz, 2011). Different simulation techniques such as turning 
bands and sequential Gaussian simulation (SGSIM) could be used. Despite the simplicity of this 
single method, it has two computational disadvantages. The first disadvantage is that the method 
requires a significant amount of memory, as the point support values for each simulation needs 
to be processed and stored before they are averaged (Boucher and Dimitrakopoulos, 2009; 
Emery, 2009; Emery and Ortiz, 2011). The second disadvantage is that the method is time 
consuming and demanding in terms of CPU time. Considering these disadvantages, the larger 
the data set the more impractical the method becomes. In this case simulating a large number of 
sample MTP on a large fine grid, which consists of hundreds of thousands of points, which 
would then need to be averaged within each block would take days, if not months. The use of 
special computers with a significantly large amount of memory would also be required to deal 
with such a large data set, which is generally impractical and extremely time consuming.      
An alternative and relatively new simulation method in geostatistics is direct block simulation 
(DBS) which simulates onto the blocks directly rather than onto a fine grid which would require 
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averaging within the block. Boucher and Dimitrakopoulos (2009) suggest that the DBS method 
was proposed by Godoy (2003). The method incorporates the change of support models to 
directly simulate each block, which essentially reduces the time and memory that was required 
using the traditional method (Boucher and Dimitrakopoulos, 2009; Emery, 2009; Emery and 
Ortiz, 2011). The algorithm has been shown to be efficient and effective on a number of case 
studies, such as a Chilean porphyry copper deposit (Emery and Ortiz, 2004) and on a multi-
element copper deposit (Deraisme, Rivoirard, and Carrasco Castelli, 2008). 
Boucher and Dimitrakopolus (Boucher and Dimitrakopoulos, 2009) expanded on the DBS by 
adding the decorrelation method MAF, for data sets which need to concentrate and reproduce 
the spatial relationship between correlated variables. Analysing and modelling spatially 
correlated data can be difficult and time consuming, especially for a multivariate data set. The 
new method known as DBS with MAF, or DBMAFSIM, is a practical method used to simulate 
large multivariate data sets which have more than two correlated variables. This simple method 
consists of the correlated variables being transformed into uncorrelated factors using MAF, 
simulated using DBS, and then back transformed to the original correlated variables. 
DBMAFSIM was applied to a subset of the exhaustive Walker Lake data set and results 
demonstrated it to be easy to use and computationally efficient. The study showed that the 
variables simulated using DBMAFSIM produced better results than if the variables were 
independently simulated using the sequential Gaussian simulation (SGSIM) method, or jointly 
simulated using the sequential Gaussian co-simulation (SGCoSIM) method. 
Emery ( 2009) presented a MATLAB program for the direct block simulation which accounts 
for misclassification between waste and ore, also known as the information effect, by 
conditionally simulating the predicted grade together with the true block- support grades.  The 
program also allows the realisation to be conditioned with the choice of simple kriging or 
ordinary kriging. The DBS program was applied to a copper deposit and the results compared 
with those obtained when using the traditional method. Both methods produced similar results; 
however the DBS program had a reduced CPU time compared to the traditional method. The 
DBS algorithm in Isatis appears to be the most similar to the DBS algorithm presented by 
Emery (2009). 
Two algorithms for the DBS of the “cross-correlated random fields that are monotonic 
transforms of stationary Gaussian random fields” are presented by Emery and Ortiz (Emery and 
Ortiz, 2011). The first proposed DBS is a variation of SGCoSIM in which the SGCoSIM has 
been adapted to simulate directly at the block support, with no need for storing point support 
values. This therefore reduces the memory and CPU time needed when using the tradition 
SGCoSIM. The second proposed DBS is based on spectral conditional simulation and 
incorporates a change of support model into a sequential simulation. The simple main features 
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of the MATLAB programs for both DBS methods are explained by Emery and Ortiz (2011) and 
make it easy to use. Both algorithms were applied to a mining and synthetic case study and were 
suggested to provide satisfactory results. Emery and Ortiz (2011) do however warn that either 
method may be impractical if too many variables or blocks have to be simulated. Overall, the 
main advantage of both DBS methods is the reduced CPU time and lower memory requirement. 
The literature promotes the DBS algorithm, presented by Emery (2009), as being faster and 
requiring less memory than the traditional modelling techniques used to simulating point values 
onto a block model and this is the algorithm which will be used in this thesis.  
There is not much, if any, literature on simulating MTP or even simulating proportional data. 
There is however literature addressing dealing with compositional data, in which it is suggested 
to apply an additive log ratio transformation, as log ratios are mathematically easier to deal with 
than compositions (Chilès and Delfiner, 1999; Palarea-Albaladejo, Martin-Fernandez and 
Gomez-Garcia, 2007). A log ratio transformation can only be applied to strictly positive values, 
and is not suitable to be used on zeros (Martin-Fernandez, Barcelo-Vidal, and Pawlowsky-
Glahn, 2003). Martin-Fernandez, Barcelo-Vidal and Pawlowsky-Glahn (2003) suggest replacing 
the zero values with missing values. However, this can only be applied to certain studies where 
zero values can be removed and possibly analysed separately. The sample MTPs that needed to 
be simulated contain a considerable amount of zeros, indicating that the material type was not 
present in that sample. For this reason, the zero sample MTPs cannot simply be removed from 
the data set, making a compositional data treatment unsuitable.   
1.4 Thesis Outline 
This thesis consists of twelve chapters and six Appendices. In chapter 2 the theoretical 
framework significant to this study is presented. This includes the multivariate random 
function model, linear model of co-regionalisation, change of support, DBS algorithm and the 
quadratic program. In chapter 3 the different methods used to obtain optimal MTPs are 
presented. The way in which the optimal MTPs and head grades, for each method, will be 
assessed are shown in Chapter 4, while the background information regarding the way the 
sample MTPs were calculated and the data sets used in the study are discussed in Chapter 5. 
Chapter 6 is a detailed exploratory data analysis of the sample MTPs and estimated head 
grades using ordinary kriging (OK HG). The spatial analysis, transformation and models used 
to simulate the MTP samples will be discussed in Chapter 7, while the implementation of the 
optimisation program and way in which the MTPs are used to calculate HGs and lump 
proportions will be shown in Chapter 8. The results are given in chapter 9 while chapter 10 
discusses some of the issues regarding the quality of sample MTPs. The final couple of 
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chapters involve the discussion and conclusion of the study and possible research which could 
be done in the future.   
1.5 Software  
• Isatis 
 Isatis is a geostastical software package which was used to carry out the exploratory 
data analysis, spatial data analysis, modelling and finally the DBS.  
• LSSOL 
LSSOL is a Fortran based package that solves constraining linear least-squares and 
convex quadratic programming problems (Gill, Hammarling, Murray, Saunders, and 
Wright, 1986). The optimisation model was developed using this program as the 
optimiser.  
• SGeMs  
SGeMs is another geostatistical software package that was used to view the MTPs in 3D 
and examine the MTP distributions and calculated HG distributions using the MTPs.    
1.6 Acronyms 
Al2O3: Aluminium oxide 
BPO: Waste (BIF/CHT) Material Type Category  
CS: Conditional Simulation 
Cdf: Cumulative Distribution Function 
DBS: Direct Block Simulation 
Dens: Density 
Fe: Iron 
GOL Goethite ores / soft ores Material Type Category  
HG: Head Grades and Density 
HGF: Friable Ore Material Type Category  
HGH: Hard Ore Material Type Category 
HGM: Medium Ore Material Type Category  
LMC: Linear Model of Co-Regionalisation 
LOI: Loss on Ignition or The measurement of water content of the ore 
MT: Material Types  
MTP: Material Type Proportions 
MAD: Mean Absolute Difference 
MAPE: Mean Absolute Percentage Error 
MPE: Mean Percentage Error 
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MSE: Mean Square Error 
NCS: Non-Conditional Simulation 
OK HG: Head Grades and Density that have estimated using OK 
RC Drilling: Reverse Circulation Drilling 
SGSIM: Sequential Gaussian Simulation 
SGCoSIM: Sequential Gaussian Co-Simulation 
SiO2: Silicon dioxide or silica 
SHL Shale Material Type  
SK: Simple Kriging 
TBS: Turning Bands Simulation 
1.7 Geological terms  
The definitions come from the oxford Dictionary of Earth Science(Allaby and Allaby, 1999) 
Block A block of ore which is mined and sent to the mill 
Head Grade   The estimated grade of the ore 
Ore A mineral or rock that can be worked economically. 
Orebody Accumulation of minerals, distinct from the host rock, and rich enough in a 
metal to be worth commercial exploitation. 
Ore Grade The concentration of an element of interest in a potentially mineable ore 
deposit. 
Resource model The estimated model of head grades. 
1.8 Notations 
The majority of the notation used in this thesis comes from Goovaerts (1997). 
𝑨 study region 
𝐀 𝑚 × 𝑛 least-square matrix or theoretical HG matrix from the MTP 
𝑎 maximum range of the semivariogram 
𝐛 OK block HG vector or 𝑚-dimensional column vector of observations 
𝑏𝑖𝑗
𝑙  coefficients of the basic  semivariogram model  𝑔𝑙(𝐡)  in the LMC B𝑙 co-regionalisation matrix containing the coefficients 𝑏𝑖𝑗𝑙  of the semivariogram 
model 𝑔𝑙(𝐡) in the corresponding linear model of co-regionalisation B matrix of correlation coefficient 
𝐶(𝟎) covariance value at separation distance |h|=0 
𝐶(𝐡) covariance function of the random function for lag vector h 
?̂?(𝐡) experimental covariance function matrix of size 𝐾 × 𝐾 
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?̂?𝑖𝑗(𝐡) experimental cross covariance between the two random function 𝑧𝑖 and 𝑧𝑗  for a lag 
vector h 
𝐂 covariance matrix or matrix of constraints that require the MTP to equal to 1  
E {∙} expected values 
Γ(𝐡) semivariogram matrix of size 𝐾 × 𝐾 
Γ�(∙) experimental semivariogram matrix of size 𝐾 × 𝐾 
𝑔𝑙(𝐡) lth basic semivariogram model in the linear model of co-regionalisation 
𝛾�𝑖𝑗(𝐡) experimental cross semivariogram between 𝑍𝑖  and 𝑍𝑗  at lag value h 
𝛾𝑖𝑗(𝐡)   cross semivariogram between 𝑍𝑖  and 𝑍𝑗  at lag value h 
𝐡 separation vector 
𝐽 number of lag spacings 
𝐾 number of variables 
𝒍 or BL  Vector of minimum MTP constraints / lower MTP bounds 
L number of models required to capture the spatial continuity of the Attributes 
𝑚 lag means or number of row vectors for the optimisation section 
𝑛 number of samples in the study region A 
𝑁(𝐡) is the number of pairs of data locations separated by the vector h 
𝜌�𝑖𝑗 experimental correlation coefficient between 𝑧𝑖 and 𝑧𝑗  
𝜌�𝑖𝑗(𝐡) cross correlogram between 𝑧𝑖 and 𝑧𝑗  for the lag vector 𝐡 
𝜎�𝑖𝑗 experimental covariance between 𝑧𝑖 and 𝑧𝑗  
𝜎2 lag variance U coordinate vector 
𝒖 or BU Vector of maximum MTP constraints / upper MTP bounds 
𝐮𝛼 datum location 
𝐖 𝑘 × 𝑛 matrix with the coefficients of the 𝑘 number of constraints 
𝐱 block decision variables or optimal block MTP or vector of decision variables 
𝐘𝑘  vector of random variables to be simulated at u′ 
𝐲(𝑙′)(𝐮′)   vector of simulated value 
𝑌𝑖 transformation function 
𝒁 multivariate random valued function 
𝑧𝑖(𝐮𝛼) 𝑧𝑖-datum values at location 𝐮𝛼 
𝑧𝑖(𝐮) 𝑧𝑖-datum values at location 𝐮 
𝒛(𝐮) vector of true values  of K attributes at location u 
𝑧(𝐮) true value at unsampled location u 
𝒁(𝐮) vector of continuous random variable at location 𝐮 
𝑍𝒊(𝐮) 𝑖th continuous random variable at location 𝐮 
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2. Mathematical Background  
In the first three sections of this chapter the multivariate random function, experimental measure 
of bivariate relationships and linear model of co-regionalisation concepts are presented. The 
information comes from the Geostatistics for Natural Resources Evaluation (Goovaerts, 1997) 
and Multivariate Geostatistics (Wackernagel, 2003). In the fourth section the concepts and 
theories for the change of support are considered, followed by a description of the DBS 
algorithm in section 2.5. In the last section, the linear least squares problem is shown to be a 
quadratic program 
2.1 Multivariate Random Function  
Geostatistics is based upon the concept of the random function, in which a set of unknown 
values are considered as a set of spatially dependent random variables. A sample on a study 
region, 𝑨, consists of a set of measurements at specific locations for a number of attributes. The 
measurements in this region can be defined as 
{ 𝑧𝑖(𝐮𝛼), 𝐮𝛼 ∈  𝑨, α=1,…,n, i=1,..., K}, 
where 𝐮𝛼 is the αth sampled location and  𝑧𝒊  is defined as the ith of  K attributes. The set of 
values the variable  𝑧𝒊  attains on the study region 𝑨 is given by {𝑧𝑖(𝐮):  𝐮 ∈ 𝑨}. 
The value 𝑧𝒊(𝐮) can be thought of as being a realisation of the corresponding random variable 
𝑍𝒊(𝐮)  at the location 𝐮 in 𝑨. When considering the study region as a whole, there are a set of 
dependent random variables, and can define a function from the study region 𝑨 to the set {𝑍𝑖(𝐮):  𝐮 ∈ 𝑨}, known as a random function.   
In the multivariate case the vector, 𝒛(𝐮) = [𝑧1(𝐮), … , 𝑧𝐾(𝐮)]𝑇 of K attributes at location 𝐮 can 
be viewed as a realisation of the random variable valued vector 𝒁(𝐮) = [𝑍1(𝐮), … ,𝑍𝐾(𝐮)]𝑇. 
The multivariate random function can therefore be defined as   
𝒁: 𝑨 → {[𝑍1(𝐮), … ,𝑍𝐾(𝐮)]:𝐮 ∈ 𝐀}. 
Several assumptions need to be made about the multivariate random function. A random 
function is called stationary if for any separation vector 𝐡, the joint distributions of [𝒁(𝐮1),𝒁(𝐮2), … ,𝒁(𝐮k)] and [𝒁(𝐮1 + 𝐡),𝒁(𝐮2 + 𝐡), … ,𝒁(𝐮k + 𝐡)] are identical for any lag 𝐡 
and for any k.  The assumption of stationarity is impossible to test and so the weaker 
assumption of second order stationarity is used in practice. A random function is said to be 
second order stationary if  
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(i) the expected value m=  E {𝒁(u)}, 
exists and is invariant within 𝑨 and  
(ii) the covariance exists and is calculated using the covariance function  
𝐶(𝐡) = 𝐸{[𝒁(u) − m] ∙ [𝒁(u + h)− m]𝑇 } 
which only depends on the separation distance vector 𝐡 and by definition is a positive 
definite function. 
In many cases the assumption of second-order stationarity is not met and a weaker hypothesis, 
second order stationarity of the increments 𝒁(𝐮) − 𝒁(𝐮 + 𝐡) is assumed. When the increments 
are second-order stationary, the random function is said to be intrinsic stationary. In this case 
the mean 
𝐸{𝒁(𝐮) − 𝒁(𝐮 + 𝐡)} = 0 
and the semivariogram  
Γ(𝐡) = 1
2
 𝐸 {[𝒁(𝐮) − 𝒁(𝐮 + 𝐡)] ∙ [𝒁(𝐮) − 𝒁(𝐮 + 𝐡)]𝑇}  
depends only on 𝐡. The semivariogram matrix, Γ(𝐡), is a K × K positive definite, symmetric 
matrix that contains the direct semivariograms results along the main diagonal and the 
experimental cross semivariogram off the diagonal. When the variance-covariance matrix 𝐶(𝟎) 
exists, the semivariogram matrix and covariance function matrix are related by 
Γ(𝐡) = 𝐶(𝟎)− 𝐶(𝐡). 
The semivariogram function is more commonly used in practice than the covariance function. 
2.2 Experimental Measures of Bivariate Relations 
The covariance and correlation coefficient are the most frequently used measures of bivariate 
relations. The experimental covariance 𝜎�𝑖𝑗 is a measure of the joint variation of 𝑧𝑖 and 𝑧𝑗  around 
their means and it is computed as 
𝜎�𝑖𝑗 = 1𝑛   �(𝑧𝑖(𝐮𝛼) −𝑚𝑖) ∙ (𝑧𝑗(𝐮𝛼) −𝑚𝑗)𝑛
𝛼=1
, 
where the arithmetic means of  𝑧𝑖 and 𝑧𝑗  are denoted by 𝑚𝑖 and 𝑚𝑗, respectively. In the 
situation when 𝑖 = 𝑗 the covariance becomes the variance. 
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The standardised form of the experimental covariance is the linear correlation coefficient  𝜌�𝑖𝑗  
which provides a measure of the linear relationship between two variables. The experimental 
correlation coefficient is calculated as  
𝜌�𝑖𝑗 = 𝜎�𝑖𝑗𝜎�𝑖 ∙ 𝜎�𝑗    ∈ [−1,1] 
where  𝜎𝑖 and 𝜎𝑗 are the standard deviations of  𝑧𝑖 and 𝑧𝑗 , respectively. The correlation matrix B 
is a matrix of correlation coefficients 𝜌�𝑖𝑗 for all pairs 𝑖, 𝑗 = 1 … .𝐾. When the variables have 
been transformed to normal scores or standardised the correlation matrix is equivalent to the 
covariance matrix.  
Spatial features of the data such as the location of extreme values, degree of continuity and 
spatial trends are often of considerable interest in geostatistics, and there are a variety of tools 
used to capture spatial continuity. In a multivariate data set consisting of several attributes, such 
as the data set that will be used for this project, there is a need to look at spatial cross continuity 
between measurements of different attributes.  The cross covariance and cross correlation 
function are some of the measures of spatial continuity derived from the sample data that 
measure the similarities between colocated data. The experimental cross covariance function is 
the covariance between a pair of locations of different attributes, 𝑧𝑖 and 𝑧𝑗 , separated by a vector 
𝐡, which is also known as the lag. The experimental cross covariance function is defined as     
?̂?𝑖𝑗(𝐡) = 1𝑁(𝐡) ��𝑧𝑖(𝐮𝛼) −𝑚𝑖−𝐡� ∙ �𝑧𝑗(𝐮𝛼 + 𝐡) −𝑚𝑗+𝐡�𝑁(𝐡)
𝛼=1
 , 
with  
𝑚𝑖−𝐡 = 1𝑁(𝐡) � 𝑧𝑖(𝐮𝛼)𝑁(𝐡)
𝛼=1
,   and        𝑚𝑗+𝐡 = 1𝑁(𝐡) � 𝑧𝑗(𝐮𝛼 + 𝐡)𝑁(𝐡)
𝛼=1
 ,      
where 𝑁(𝐡) is the number of pairs of data locations separated by the vector 𝐡, while  𝑚𝑖−𝐡 and 
𝑚𝑗+𝐡 are the means of the 𝑧𝑖  and 𝑧𝑗  values. When 𝑖 = 𝑗 this is simply known as the 
experimental covariance function between data values of the same attribute separated by a 
vector 𝐡. The cross correlogram is the standardised form of the covariance and is given by 
𝜌�𝑖𝑗(𝐡) = 𝐶𝑖𝑗(𝐡)
�𝜎𝑖
2
−𝐡
𝜎𝑗
2
+𝐡
  ∈ [−1,1] 
with 
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𝜎𝑖
2
−𝐡 = 1𝑁(𝐡) � [𝑧𝑖(𝐮𝛼)− 𝑚𝑖−𝐡 ] 2𝑁(𝐡)
𝛼=1
   and     𝜎𝑗2+𝐡 = 1𝑁(𝐡) � [𝑧𝑗(𝐮𝛼 + 𝐡) −𝑚𝑗+𝐡]2 ,𝑁(𝐡)
𝛼=1
 
where 𝜎𝑖2−𝐡 and 𝜎𝑗
2
+𝐡
 are the variances of  𝑧𝑖  and 𝑧𝑗  values. In the case where 𝑖 = 𝑗 the function 
is known as a correlogram and measures the similarities between data of the same attribute.  
The experimental cross semivariogram is another measure of spatial continuity, however unlike 
the covariance and correlation function, the experimental cross semivariogram measures the 
average dissimilarity between data of different attributes which is separated by a vector 𝐡. The 
experimental cross semivariogram between 𝑧𝑖  and 𝑧𝑗  at lag value 𝐡 is defined as 
𝛾�𝑖𝑗(𝐡) = 12𝑁(𝐡) � [𝑧𝑖(𝐮𝛼) − 𝑧𝑖(𝐮𝛼 + 𝐡)] ∙ [𝑧𝑗(𝐮𝛼) − 𝑧𝑗(𝐮𝛼 + 𝐡)]𝑁(𝐡)
𝛼=1
. 
A direct semivariogram is obtained when 𝑖 = 𝑗 for the function 𝛾�𝑖𝑗  (h). The semivariogram 
function and covariance function are known to be anisotropic if their values depend both on the 
distance |𝐡| and direction of the lag vector 𝐡. When the covariance and semivariogram values 
depend only on distance and not on direction they are said to be isotropic.      
2.3 Linear Model of Co-Regionalisation  
Structural analysis and modelling are performed in order to be able to compute estimates and 
realisations at unsampled locations. From the experimental semivariograms and experimental 
cross semivariograms one only gets information for specific lag vectors, so a model for all lags 
is required. A model of co-regionalisation is a model constructed from the experimental 
semivariograms and cross semivariograms which provides estimates for the semivariogram or 
covariance for any direction and lag distance. A type of model of co-regionalisation is the linear 
model of co- regionalisation. This provides a method of modelling the cross semivariograms of 
a number of variables so that the variance of any possible linear combination of these variables 
is always positive (Isaacs and Srivastava, 1989). The linear model of co-regionalisation defines 
the semivariogram model function as a matrix valued linear combinations of admissible models  
𝛾𝑖𝑗(𝐡) = �𝑏𝑖𝑗𝑙 𝑔𝑙(𝐡)𝐿
𝑙=0
       𝑖, 𝑗 = 1, … ,𝐾 
where each model function 𝑔𝑙(𝐡) is an acceptable semivariogram model (a list of admissible 
models can be found in Goovaerts, pg 88, 1997), and the coefficients 𝑏𝑖𝑗𝑙  are the  corresponding 
sills or slope coefficients of the model  𝑔𝑙(𝐡). The matrices B𝑙 = �𝑏𝑖𝑗𝑙 � are required to be 
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positive semi-definite. The number L denotes the number of models or structures required to 
capture the spatial continuity of the attributes. 
2.4 Change of Support  
Change of support is a common and critical issue in the modelling and simulation of variables, 
as the volume support of available samples is much smaller than the size of the blocks which the 
model is based on. Therefore a model which takes the change of support into account is 
required.  
The regularised random block support function 𝑍(𝐯), which is simulated on, is defined as 
𝑍(𝐯) = 𝐌|𝐯|� 𝑍(u)𝐯  d𝐮                                   
where the measure of the block 𝐯 is denoted as |𝐯| and {𝑍(𝐮),𝐮 ∈ 𝐀} is the point support 
variable (Emery, 2009). 
The following three conditions are known about the block support function knowing the point 
support function. The first condition shows that the expected block support mean is equal to the 
expected point support mean: 
𝐸[𝑍(𝐮)] =  𝐸[𝑍(𝐯)],                                            
that is, the mean of any block does not change.  
The second condition requires that the block support variance can be calculated from the point 
support variogram model as,  
𝒗𝒂𝒓 𝑍(𝐯) =  𝒗𝒂𝒓 𝑍(𝐮) −  𝜸�(𝐯,𝐯),                    
 where 𝜸�(𝐯,𝐯) is the dispersion variance of the points inside a block 𝐯 and mean of 𝜸(𝒙 − 𝒚) 
such that  
𝜸�(𝐯, 𝐯) = 𝐌
𝐯𝐌
�𝜸(𝒙 − 𝒚)𝒅𝒙 𝒅𝒚, 
where 𝒙 and 𝒚 depict the block independently.  
The last condition is that the point support function 𝑍�𝐮� and block support function are related 
by Cartier’s relationship 
𝐸�𝑍�𝐮�|𝑍(𝐯)� =  𝑍(𝐯),      𝐮 ∈ 𝐯                 
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where 𝐮 are random point support locations that are uniformly distributed within 𝐯. This 
relationship means that the block grades on average should equal the expected grade value of 
the points chosen at random, given the block grades (Rivoirard, 1990). Therefore, any change of 
support model should satisfy the three conditions previously mentioned.  
The discrete Gaussian method expresses 𝑍�𝐮� =  Φ �𝑌�𝐮�� and 𝑍(𝐯) = Φ𝐯 (𝑌𝐯) and the only 
assumption made is that �𝑌�𝐮�, (𝑌𝐯)� have a bivariate normal distribution with a correlation 
coefficient of 𝑟. From this assumption, the block anamorphosis function Φ𝐯 is derived using 
Cartier’s relationship (Lantuejoul, 1988).  
The discrete Gaussian model is a change of support model that relies on the following 
assumptions (Emery, 2009; Rivoirard, 1990). 
Firstly the model assumes that the variables 𝑍(𝐮) can be transformed using normal scores to a 
standard Gaussian variable 𝑌(u) such that, for all 𝐮𝜖𝑨 
𝑍(𝐮) = Φ �𝑌(u)� = �Ψ𝑖𝐻𝑖�𝑌(u)�𝑘
𝑖=0
,        
where Φ is the point support transformation function, Ψ𝑖 is the coefficient of the 𝑖𝑡ℎ Hermite 
polynomial  𝐻𝑖�𝑌(u)�  and 𝑘 represents the exact number of polynomials used. The variance of 
𝑍(𝐮) is,   
𝒗𝒂𝒓�𝑍(𝐮)� =  �Ψ𝑖2𝑘
𝑖=1
.                            
The second assumption is that the block support variable 𝑍(𝐯), where 𝐯 represents the selection 
block, can be transformed using normal scores such that, for all 𝐯 ⊂ 𝑨 
𝑍(𝐯) = Φ𝐯 (𝑌𝐯) = �Ψ𝑖𝑟𝑖𝐻𝑖(𝑌𝐯)𝑘
𝑖=0
,              
where 𝑌𝐯 denotes the standard random Gaussian variable and Φ𝐯 is the block support Gaussian 
transformation function. The change of support correlation factor is denoted as 𝑟 and is defined 
as the correlation coefficient between 𝑌𝐯 and 𝑌(u). The variance for 𝑍(𝐯) is given by, 
𝒗𝒂𝒓�𝑍(𝐯)� =  �Ψ𝑖2𝑘
𝑖=1
𝑟2𝑖 .                                   
Therefore, Cartier’s relationship can be rewritten in terms of the anamorphosis such that, 
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𝐸 �Φ �𝑌�𝐮�� |Φ𝐯 (𝑌𝐯)� =  Φ𝐯 (𝑌𝐯).               
As mentioned before, 𝑌�𝐮� and (𝑌𝐯) are both standard Gaussian functions, therefore the 
conditional distribution of 𝑌�𝐮� given (𝑌𝐯) = 𝑦𝐯 is a normal Gaussian distribution, with a 
variance of 1 − 𝑟2 and mean of 𝑟𝒚𝐯 (Rivoirard, 1990). Hence,  
𝑌�u� =  𝑟𝑦𝐯 + �1 − 𝑟2 𝑇,                
where 𝑇 denotes the standard Gaussian variable independent of 𝑌𝐯. 
 Therefore, the block support transformation function Φ𝐯 can be expressed as,  
Φ𝐯(𝑌𝐯) = �Φ �𝑟𝑌𝐯 + �1 − 𝑟2  𝑡� 𝑔(𝑡)𝑑𝑡,         
 where 𝑔(𝑡) represents the standard Gaussian probability density function.  
The simple and cross semivariograms are linked as: 
𝛾�u,𝐮′�   = � 0                                                    𝑖𝑓 u=𝐮′ (1 − 𝑟2) + 𝑟2𝛾(𝐯, 𝐯′)                  𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒 
𝛾�𝐮,𝐯′� =  𝑟𝛾(𝐯, 𝐯′)     ∀ 𝐮ϵ𝐯,   ∀𝐯                                    
where the simple semivariograms between any set of points �u,𝐮′� and blocks (𝐯, 𝐯′) is 
represented as 𝛾�u,𝐮′� and 𝛾(𝐯, 𝐯′), respectively, and the cross semivariogram between 𝑌�u� 
and 𝑌𝐯  is denoted as 𝛾�𝐮, 𝐯′�.         
The regularized Gaussian function 𝑌(𝐯) is defined as,  
𝑌(𝐯) = 𝐌|𝐯|� 𝑌(u)𝐯  d𝐮                 
where 𝑌(u) is the equivalent of the transformed 𝑍(u) values using normal scores (Emery, 
2009). The change of support coefficient factor 𝑟 is also equal to the covariance between 𝑌(𝐯) 
and 𝑌𝐯 such that, 
𝑐𝑜𝑣{𝑌(𝐯),𝑌𝐯} =  𝐌|𝐯|� 𝑐𝑜𝑣{𝑌(𝐮),𝑌𝐯}𝐯  d𝐮 
                                                                         =  𝑐𝑜𝑣�𝑌�𝐮�,𝑌𝐯�  = 𝑟                  
while the variance of 𝑌𝐯 = 1, the variance of 𝑌(𝐯) is shown to be, 
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𝑣𝑎𝑟{𝑌(𝐯)} = 𝐌|𝐯|𝐌� � 𝑐𝑜𝑣{𝑌(𝐮),𝑌(𝐮′)}𝐯  d𝐮 d𝐮′                      𝐯   =  𝑐𝑜𝑣�𝑌�𝐮�,𝑌�𝐮′�� with u,𝐮′ϵ 𝐯 (u ≠𝐮′) 
  = 1 −   𝛾�u,𝐮′�                                                   
                                              = 𝑟2.                                                             
Therefore, 𝑌(𝐯) and 𝑌𝐯  is related by, 
𝑌(𝐯) = 𝑟𝑌𝐯,       
or 
            𝑌𝐯 = 𝑌(𝐯)𝑟 ,             
and the correlation coefficient between 𝑌(𝐯) and 𝑌𝐯  is equal to one.  This approach was 
proposed by Emery (2009) and provides an alternative way to obtain the change of support 
correlation factor, or also known as the variance correction factor, 𝑟 instead of inverting the 
variance for 𝑍(𝐯). 
2.5 Direct Block Simulation 
DBS uses a change of support model to directly simulate block support values. This section 
steps through the DBS algorithm.    
2.5.1 Steps for DBS 
The steps for the DBS are mainly based on Emery’s (Emery, 2009) DBS with conditioning by 
simple kriging method. The DBS algorithm consists of a number of steps and assumes that the 
model assumptions outlined in the previous section has been met: 
1. The original sample data {𝑧(uα), uα ∈ A,   𝛼 = 1, . .𝑛} is transformed using anamorphosis 
into normal scores values {𝑦(uα), uα ∈ A,   𝛼 = 1, . .𝑛}  with a mean of 0 and variance of 1.   
2. The point support transformation function Φ is calculated and the point support normal 
scores semivariogram is modelled.  
3.  The point support normal scores semivariogram model is regularised to the block support 
and the regularised Gaussian variogram is modelled. 
4.  The change of support coefficient, 𝑟, is calculated and used to calculate the block support 
transformation function, Φ𝐯, and obtain a block support semivariogram 𝛾(𝐯,𝐯′). 
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5. The 𝑌𝐯 anamorphoses are simulated using the non-conditional turning bands simulation 
(TBS) algorithm with the block support semivariogram 𝛾(𝐯, 𝐯′) previously derived.  This 
type of simulation method reduces a multidimensional simulation into a one-dimensional 
simulation or lines (Lantuejoul, 2002). The one dimensional simulations are then projected 
onto spatial co-ordinates and averaged to provide multidimensional simulated values. The 
method involves adding up a number of independent simulations calculated from lines 
through the plane (Chilès and Delfiner, 1999).  The direct block TBS method consists of 
firstly calculating the covariance function in one dimensional space, denoted as 𝐶1(𝐡), from 
the covariance function obtained from the multidimensional block anamorphosis and block 
support model. A system of 𝑡 lines stemming from the origin is then randomly placed in the 
multidimensional space. Each line 𝑡𝑖 simulates a Gaussian random function with a 
covariance of 𝐶1(𝐡). Consider a block 𝐯 on the block simulation grid with a midpoint 
of 𝐯 = (𝒙,𝒚). The simulation at 𝐯 is calculated as  
𝑌𝐯𝑁𝐶𝑆(𝐯) = 1
√𝑡
�𝑠(𝐯𝑖)𝑡
𝑖=1
,                 
where 𝐯𝑖 is the projection of 𝐯 = (𝒙,𝒚) onto the 𝑖𝑡ℎ line and therefore 𝑠(𝐯𝑖) is the 
simulated value associated with the line. This is repeated for each grid location to provide 
the non-conditional simulated values  𝑌𝐯𝑁𝐶𝑆.   
6. The standard random Gaussian function at each data location, shown as 𝑌(𝐮𝛼)𝑁𝐶𝑆, is 
simulated such that  
𝑌(𝐮𝛼)𝑁𝐶𝑆 = 𝑟𝑌𝐯𝛼𝑁𝐶𝑆 + �1 − 𝑟2𝑇𝛼 ,                      
where 𝐯𝛼 represents the block that contains the sample data locations 𝐮𝛼 and (𝑇𝛼 ,𝛼 =1, … . . ,𝑛) denotes the mutually independent standard Gaussian variables. Therefore, both 
simulated Gaussian random functions, 𝑌�𝐮𝛼�
𝑁𝐶𝑆
and 𝑌𝐯𝛼𝑁𝐶𝑆, obey the coregionalization 
model given above. It is vital that the coregionalization model is obeyed as the main 
assumption of the discrete Gaussian model is that �𝑌�𝐮�, (𝑌𝐯)� has a normal distribution 
with a correlation coefficient of 𝑟. 
7. The simulations calculated from the non-conditional TBS do not take into account the 
sample data values. Therefore, simple cokriging (SK) is often applied to the non-conditional 
simulations to condition simulated values to the sample data values such that:  
𝑌𝐯𝐶𝑆 = 𝑌𝐯𝑁𝐶𝑆 + �𝜆α𝑆𝐾(𝐯) �y(𝐮𝛼) − 𝑌�𝐮𝛼�𝑁𝐶𝑆�𝑛
𝛼=1
,              
18 
 
where y(𝐮𝛼) is the normal score Gaussian data point which have been transformed from 
the original sample point, 𝑌𝐯𝑁𝐶𝑆 denotes the simulated block Gaussian function and 𝜆α𝑆𝐾(𝐯) 
is the simple kriging weight for 𝑌(𝐮𝛼) when 𝑌𝐯 is kriged.  
8. The simulated standard block Gaussian functions 𝑌𝐯𝑁𝐶𝑆 are back transformed by applying 
the transformation equation to obtain the block support function 𝑍(𝐯) and hence the block 
values.   
2.6 Linear least Squares and Quadratic Programming  
A linear least squares program is a type of non-linear program which is used to find the values 
of the vector of decision variables 𝐱, a 𝑛-dimensional column vector, which satisfies a number 
of linear constraints, while minimising or maximising a quadratic objective function,  𝑓(𝐱). 
Thus some of the terms of the objective function involve the square of a decision variable, 𝑥𝑗2, 
and/or the product of two decision variables 𝑥𝑗𝑥𝑖  (𝑖 ≠ 𝑗). Using matrix notation a linear least 
square program can be written as  
minimise              𝑓(𝐱) = 𝐌
𝐌
‖𝐛 − 𝐀𝐱‖𝐌 
subject to               𝐖𝐱 ≤ 𝐛𝐮  and 𝐱 ≥ 𝐛𝐥, 
were 𝐛 is a 𝑚-dimensional column vector of observations, 𝐀 is the 𝑚 × 𝑛 least-square matrix, 
‖∙‖ represents a vector norm, 𝐖 is an 𝑘 × 𝑛 matrix with the coefficients of the 𝑘 constraints, 
while the decision variables are represented by the 𝑛-dimensional column vector  𝐱. The 
vector 𝐛𝐮, is an 𝑛-dimensional column vector containing the right hand side constraint 
coefficients, while  𝐛𝐥 is an 𝑛-dimensional column vector containing the left hand side 
constraints. The superscript 𝑇 denotes transposition. 
A least square problem is essentially a reformulated quadratic problem. At times, a least squares 
problem is a more natural form to use than a quadratic problem form, yet it is solved in the same 
manner as a quadratic program. The least squares function above can be rewritten as a 
conventional quadratic form by firstly using the change of variables such that 
𝐱 − 𝐛𝐥 = 𝐲. 
As a consequence of this the inequality constraint 𝐱 ≥ 𝐛𝐥  is changed to 𝐲 ≥ 𝟎 and the 
inequality 𝐖𝐱 ≤ 𝐛𝐮 can be rewritten as  
𝐖(𝐲+ 𝐛𝐥) ≤ 𝐛𝐮  
𝐖𝐲 ≤ 𝐛𝐮 −𝐖𝐛𝐥. 
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The linear least squares problem can be rewritten in terms of 𝐲 as 
minimise              𝑓(𝐲) = 𝐌
𝐌
‖𝐛 − 𝐀(𝐲 + 𝐛𝐥)‖𝐌 
subject to               𝐖𝐲 ≤ 𝐠 and 𝐲 ≥ 𝟎, 
where 𝐠 = 𝐛𝐮 −𝐖𝐛𝐥.  
When 𝑓(𝐲) is expanded such that 
    𝑓(𝐲) = 𝐌
𝐌
��𝐛 − 𝐀(𝐲 + 𝐛𝐥)� ⋅ �𝐛 − 𝐀(𝐲 + 𝐛𝐥)��                    
              = 𝐌
𝐌
�(𝐛− 𝐀𝐲 − 𝐀𝐛𝐥)𝑻(𝐛− 𝐀𝐲 − 𝐀𝐛𝐥)�, 
and putting 𝐛∗ = (𝐛 − 𝐀𝐛𝐥) results in  
 𝑓(𝐲) = 𝐌
𝐌
�(𝐛∗ − 𝐀𝐲)𝑻(𝐛∗ − 𝐀𝐲)�             = 𝐌
𝐌
�𝐛𝑻∗𝐛∗ − 𝐛∗
𝑻𝐀𝐲 − 𝐲𝑻𝐀𝑻𝐛∗ + 𝐲𝑻𝐀𝑻𝐀𝐲�             = 𝐌
𝐌
�𝐛∗
𝑻𝐛∗ − 𝐌(𝐛∗𝑻𝐀𝐲) + 𝐲𝑻𝐀𝑻𝐀𝐲�            = 𝐌
𝐌
𝐛∗
𝑻𝐛∗ − �𝐛∗
𝑻𝐀�𝐲+ 𝐌
𝐌
𝐲𝑻�𝐀𝑻𝐀�𝐲 
were 1
2
�𝐛∗
𝑻𝐛∗� is a constant which has no importance in minimising the objective function, the 
vector 𝐛∗
𝑻𝐀 consists of the coefficients of the linear terms, while 𝐀𝑻𝐀 is the matrix of the 
coefficients of the quadratic terms. With 𝐐 = 𝐀𝑻𝐀 and 𝐜 = 𝐀𝑻𝐛∗ the linear least squares 
problem can be written as a conventional quadratic program: 
minimise              𝑓(𝐲) = 𝐜𝑇𝐲 − 1
2
𝐲𝑇𝐐𝐲 
subject to               𝐖𝐲 ≤ 𝐠 and 𝐲 ≥ 𝟎, 
In 1951 a set of necessary conditions, known as the Karush-Kuhn-Tucker (KKT) conditions, 
was developed for the treatment of inequality constraints in order to solve a quadratic program 
and more general non-linear programs (Wismer and Chattergy, 1978), however, this is not the 
method used in the LSSOL routine. 
The LSSOL quadratic program consists of two active phases which utilise the objective 
functions convexity to obtain a feasible solution. The first phase, known as the feasibility phase, 
finds an initial feasible point while the second phase, known as the optimality phase, minimises 
the quadratic objective function within the feasible region. The feasibility phase does not use the 
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standard simplex method to obtain an initial feasible point. Instead the inequality constraints are 
incorporated into the objective function to form an artificial objective function. The step length 
is increased in the search direction until the artificial objective function is zero; hence the sum 
of infeasibilities at the initial feasible point has been reduced to zero. A more detailed 
description of the algorithm used in the LSSOL program can be accessed in the User’s Guide 
for LSSOL (Gill, et al., 1986).  
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3. Determination of Optimal MTPs  
Different ways to estimate and optimise the MTPs will be discussed in this chapter. In the first 
section the baseline scenarios are discussed. These comprise computation of MTPs from 
simulation only and MTPs obtained from the optimisation alone. The seven methods; which 
incorporate both the DBS and optimisation program to calculate MTPs, are discussed in the 
second section of this chapter. The basic optimisation problem for each block may be 
formulated as: 
Minimise: 
�Fe𝑖OK − Fe𝑖MTP�2 + �SiO2𝑖OK − SiO2𝑖MTP�2 + �Al2O3𝑖OK − Al2O3𝑖MTP�2+ �LOI𝑖OK − LOI𝑖MTP�2 + �Density𝑖OK − Density𝑖MTP�2 
Subject to:  bl(BPO𝑖) ≤ BPO𝑖 ≤ bu(BPO𝑖) bl(GOL𝑖) ≤ GOL𝑖 ≤ bu(GOL𝑖) bl(HGF𝑖) ≤ HGF𝑖 ≤ bu(HGF𝑖) bl(HGH𝑖) ≤ HGH𝑖 ≤ bu(HGH𝑖) bl(HGM𝑖) ≤ HGM𝑖 ≤ bu(HGM𝑖) bl(SHL𝑖) ≤ SHL𝑖 ≤ bu(SHL𝑖) BPO𝑖 + GOL𝑖 + HGF𝑖 + HGH𝑖 + HGM𝑖 + SHL𝑖 = 1. 
Here  
 V𝑖MTP = VBPO BPO𝑖 + VGOL GOL𝑖 + VHGF HGF𝑖 + VHGH HGH𝑖 + VHGM HGM𝑖 + VSHL SHL𝑖 
denotes the head grade of attribute V in the ith block and V𝑀 denotes the amount of attribute V 
in material type 𝑀. The variables BPO𝑖 , GOL𝑖 , HGF𝑖 , HGH𝑖, HGM𝑖  and SHL𝑖 denote the six 
optimal MTP’s for the ith block.   
3.1 Baseline methods 
The baseline methods were investigated in order to determine if the block MTPs could be 
calculated using only the optimisation program or only a realisation derived from DBS. The first 
baseline method consists of calculating the block MTPs, using LSSOL with minimum and 
maximum constraints for each block set to zero and one, respectively. It was conducted in order 
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to determine if the maximum and minimum constraint parameters, derived from the simulation, 
are necessary to calculate reasonable block MTP that reflect both the sample MTPs and OK HG.     
The remaining six baseline methods were implemented in order to determine if the quadratic 
program is required. There are two approaches that have been used to obtain block MTP values 
without recourse to the optimisation model. First, the block MTPs can be estimated by the E-
Type mean over the 50 MTP realisations. In the second approach the MTP realisation is used 
for which the calculated HG is closest to the OK HG in the least squares sense.  
One of the main decisions was to determine the best way to model and simulate the MTPs. 
Three different simulation options, all using DBS, were implemented.  The first option (1) was 
to model and simulate the six MTP variables independently. The second option (2) was to 
model and simulate the six MTP jointly. As the spatial structure of the HGH attribute was quite 
different to those of the remaining five variables, the final option (3) was to jointly simulate the 
five block MTPs whose sample MTPs have similar spatial structures and the sixth block MTP 
making up the sum difference to one. The results from the three DBS’ approaches have been 
standardised in order to ensure that the block MTPs add to one. These three simulation 
approaches will also be used to determine which of the three modelling and simulation options 
best simulated the sample MTPs. Tables 1 summarise the implementation details used for the 
six baseline methods outlined above. 
Table 1- The implementations of the six baseline methods which only used the DBS. 
Method Type of Simulation 
Optimal 
MTPs 
ET1 
• MTP samples independently simulated using DBS 
• MTP standardised 
E-Type mean  
ET2 
• MTP samples were jointly simulated using DBS 
• MTP standardised 
E-Type mean 
ET3  
• 5 MTP samples were jointly simulated  
• 6th MTP (HGH) calculated from the 5 jointly 
simulated MTP 
• MTP standardised 
E-Type mean 
R1 
• MTP samples independently simulated using DBS 
• MTP standardised 
40th 
realisation  
R2 
• MTP samples were jointly simulated using DBS 
• MTP standardised 
12th 
realization 
R3 
• 5 MTP samples were jointly simulated   
• 6th MTP (HGH) calculated from the 5 jointly 
simulated MTP 
• MTP standardised 
11th 
realization 
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3.2 The investigation of bounds and weight factors 
There are a variety of different methods, incorporating both the optimisation program and DBS, 
which could be used to estimate the MTPs for each block. The optimisation program ensures 
that the optimal proportion of each material type within each block is calculated by minimising 
the difference between the OK HG and HG calculated using the optimal MTP. The maximum 
and minimum MTP, obtained from the DBS, for each material type and block will be used as 
the bound constraints in the optimisation program. This ensures that the observed distribution of 
material types is respected locally. 
Initially the maximum and minimum MTPs derived from the DBS, for each material type and 
block, were intended to be used as the bound constraints in the optimisation program. However, 
one of the issues with doing so was that a large number of blocks had extreme maximum and/or 
minimum realisation values compared to the other realisation values for the corresponding 
block. Upper bound values were set to the upper outlier or extreme outlier thresholds 
respectively and lower bound values were set to the lower outlier/extreme outlier thresholds as a 
way of reducing the range between the maximum and minimum MTPs for each block and 
material type. The extreme outlier bounds are defined as: 
B1: 
L1(MTP) = max(minrealisations(MTP),LQ(MTP)-3*(UQ(MTP)-LQ(MTP)) 
U1(MTP) = min(maxrealisations(MTP),UQ(MTP)+3*(UQ(MTP)-LQ(MTP)) 
where LQ denotes the lower quartile and UQ represents the upper quartile. The outlier bounds 
are defined as: 
B2: 
L2(MTP) = max(minrealisations(MTP),LQ(MTP)-1.5*(UQ(MTP)-LQ(MTP)) 
U2(MTP) = min(maxrealisations(MTP),UQ(MTP)+1.5*(UQ(MTP)-LQ(MTP)) 
Seven combinations of optimisation and DBS results were investigated to determine the method 
which calculates block MTPs most similar to the sample MTP as well as head grades and 
density (HG) similar to the OK head grade and density (OK HG). In two of the methods the B1 
and B2 bounds respectively, were used to obtain the maximum and minimum MTP constraints 
from the non-standardised independently modelled and simulated MTP realisations (MTP1NS). 
This provided a comparison to determine how the outlier bounds or the extreme outlier bounds 
impact on the MTP calculated through the optimisation algorithm.     
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Another method standardised the independently modelled and simulated DBS realisations 
before applying the B1 bounds to determine if standardising the DBS realisation before 
applying the bounds (MTP1S) has an effect on the maximum and minimum constraints obtained 
from using the DBS (1). This method was also applied to the two other simulation 
methods, (MTP2S) and (MTP3S), in order to compare the MTP calculated when using the three 
DBS methods.     
The forth method (MTP1NS,B1,wf) added a weighting factor (MTPwf) to the OK Fe value in the 
LSSOL. The reason for doing so was that the Fe values are of one order of magnitude larger 
than the values of the other attributes to be matched and minimising the Fe contribution may 
have a bigger impact than the other terms. A weighting factor was introduced to evaluate the 
effect of scaling the Fe magnitude has on the MTP calculated.   
The implementations of the seven methods, incorporating both the DBS and optimisation 
program, are summarised in Table 2.  
  Table 2-The implementations of the seven methods incorporating both the DBS and optimisation program. 
Method Type of Simulation MTP 
bounds 
Optimal 
MTPs based 
on: MTP1NS,B1 • Independent simulation of MTPs via DBS  
• MTP not standardised (NS) 
B1 bounds  LSSOL  
MTP2NS,B1 • Joint simulation of MTPs via DBS  
• MTP  not standardised (NS) 
B1 bounds  LSSOL  MTP1NS,B2 • Independent simulation of MTPs via DBS  
• MTP not standardised (NS) 
B2 bounds LSSOL  
MTP1NS,B1,wf • Independent simulation of MTPs via DBS  
• MTP not standardized (NS)  
B1 bounds LSSOL  
Decreasing 
the OK Fe 
values (wf) MTP1S,B1 • Independent simulation of MTPs via DBS  
• MTP standardised (S) 
B1 bounds LSSOL  
MTP2S,B1 • Joint simulation of MTPs via DBS  
• MTP standardised (S) 
B1 bounds LSSOL  
MTP3S,B1 • 5 MTPs jointly simulated  
• 6th MTP (HGH) was calculated from the 5 
jointly simulated MTP 
• MTP standardised (S) 
B1 bounds  LSSOL 
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4. Performance Assessment 
In this chapter the qualitative and quantitative methods for assessing how successful the MTP 
have been simulated and optimised will be discussed. Qualitative assessments involve 
comparing multiple visual displays while the quantitative assessments focus on the reproduction 
of statistics and measures of error.        
4.1 Qualitative assessments 
A visual assessment between the sample MTP and the MTP obtained pre and post optimisation 
will be used as a means to compare the quality of both the DBS and optimisation. A visual 
comparison between the estimated HG and density obtained from the resource model (OK HG) 
and the HG and densities calculated using the MTP for each trial, will also be used to assess the 
differences between the HG. Other variables which will be visually assessed include the 
objective values. 
4.2 Quantitative assessments 
The quantitative assessments involve a variety of statistics used for comparison, as well as to 
measure the error between variables. Summary statistics, histograms and cumulative distribution 
frequency (cdf) graphs will be prepared for each MTP and HG as a way of comparing and 
determining how well the distributions have been captured.  
The correlation coefficient between the OK HG and the HG calculated from the MTP for each 
trial will be calculated; measuring the strength of the linear relationship between the HG. The 
deviation between the OK HG and the HG calculated from using the MTP obtained for each 
trial will be measured in a number of ways.  
The first method for evaluating deviation is to calculate the mean absolute deviation (MAD) 
which measures the absolute difference between the OK HG, 𝑍𝑖, and HG, ?̂?𝑖,  calculated for 
each trial by 
𝑀𝐴𝐷 = 1
𝑛
��𝑍𝑖 − ?̂?𝑖�
𝑛
𝑖=1
, 
were  𝑛 denotes the number of blocks.  
The mean squared error (MSE) will calculate the mean squared difference between the OK 
estimated HG and HG calculated for each trial such that 
26 
 
𝑀𝑆𝐸 = 1
𝑛
��𝑍𝑖 − ?̂?𝑖�
2
𝑛
𝑖=1
. 
The mean absolute percentage error (MAPE) calculates the error in terms of percentage rather 
than amount, therefore illustrating how different the OK HG is from each of the trial HG: 
𝑀𝐴𝑃𝐸 = 1
𝑛
��𝑍𝑖 − ?̂?𝑖� 𝑍𝑖⁄
𝑛
𝑖=1
. 
The last measure of deviation to be considered is the mean percentage error (MPE), which will 
be used to determine the degree of bias between the OK HG and the HG obtained from using 
the MTP for each trial:   
𝑀𝑃𝐸 = 1
𝑛
�(𝑍𝑖 − ?̂?𝑖) 𝑍𝑖⁄𝑛
𝑖=1
, 
(Hanke and Wichern, 2005). The closer the MPE value is to zero the less bias there is between 
the OK HG and HG calculated using the MTPs from each method. A large positive MPE value  
would indicate that the HG calculated for each trial are consistently lower than the OK HG; 
while a large negative MPE values signifies that the HG calculated using the MTP from each 
trial are larger than the OK HG.   
The deviation calculations will also be used to evaluate the MTPs locally by randomly selecting 
eleven sampled drillholes in different areas of the study and averaging the sample MTP obtained 
in each block to attain a single sample MTP value for each block associated with the drillholes. 
The single sample MTP value for each block will be compared; using the deviation measures, 
with the corresponding MTP block value, obtained from each method; to determine which 
method best reproduces the sample MTP. A simple example using one drillhole is shown below 
in Figure 1. 
The HGs for each block using the sample MTPs and MTPs for each method will also be 
compared with the assay HGs. A lump proportion value for the chosen drillhole blocks which 
has blasthole data will be compared with the lump proportion value calculated using the sample 
MTPs and the MTPs for each method. The assay HGs and blasthole data will be discussed 
further in the Data Sets section.   
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𝑛
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𝑛
𝑖=1
 
Figure 1- Figure and method used to calculate the sample MTP for each block. 
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5. Data Information 
This chapter consists of two sections. In the first section a brief discussion of the geographical 
and geological nature of the data sets is provided, while in the second section it is explained 
how each data set was obtained, as well as the variables which accompany them.    
5.1 Geological Information  
The data sets which will be used for the study have been supplied by Rio Tinto’s Iron Ore 
operations of Western Australia. The Pilbara blend iron ore mined by Rio Tinto comes from the 
Pilbara region, located in the northwest of Western Australia, approximately 1,100 km north of 
Perth. The Pilbara region is the location of the iron mineralisation occurring within the 
Hamersley Iron Province. The geology of this Province is characterised by a 2,500 million year 
old group of late Archaean and early Proterozoic rock formations known as the ‘Hamersley 
Group’. The Hamersley group was formed as a result of volcanic activity, which introduced 
basalt rock into the area. Throughout its formation, ongoing transportation and weathering of 
the Hamersley group led to the existence of sedimentary rocks, such as sandstone. Also during 
this period, rocks with different chemical compositions were deposited in layers (Rio Tinto Iron 
Ore, 2009). One of the distinct parts within the Hamersley group is the Brockman Iron 
Formation which consists of four members: the Whaleback Shale, the Dales Gorge (DG) 
Member, the Yandicoogina Shale Member and the Joffre Member (Rio Tinto Iron Ore, 2009)). 
The data for this study come from the Dales Gorge (DG) members of the Brockman Iron 
Formation. The DG has a thickness of approximately 140m and is further divided into three 
strands known at DG3, DG2 and DG1 (from top to bottom). When mineralised, DG1 and DG3 
have less shale bands compared to DG2, therefore DG1 and DG3 are generally classified as 
high grade iron with an iron percentage greater than 58%, while DG2 is generally classified as a 
lower grade iron. For this reason the different DG members are viewed separately. This study 
will be using the data obtained from DG1, which has a thickness of approximately 25-40 m (Rio 
Tinto Iron Ore, 2009).  
5.2 The Data Sets  
Two types of data sets are used in this study. The first is the set of sample MTPs to which the 
DBS method will be applied. The other data set is the set of block head grades and density 
values (HG) which have been estimated using OK, also known as the resource model, which 
will be used in the quadratic program along with the upper and lower MTP bounds derived from 
the DBS. The MTP samples and assay HGs are based on the cuttings from the reverse 
circulation (RC) drillholes. The way that each data set is obtained and calculated is different.  
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RC drilling is one of the first steps that reveals the ore potential of an area and if it is worth 
mining. In order to get a general representation of the area, RC drilling occurs every 50m, in 
which the cuttings for every 2m interval are analysed. The cuttings are firstly examined and 
logged by a field geologist, whose experience allows them to determine the material types 
present, while also giving a rough estimate of the proportion of each material type. Samples for 
each RC drillhole interval cutting are collected and taken to a laboratory for analysis which 
provides the assay HGs for each RC drillhole interval. The densities are measured by a 
geophysical contractor, who determines a density value for every 10cm down each RC drillhole 
by measuring a variety of elements, radio activity and decay rate. The 2m interval density result 
is the average of the 10cm results for that 2m interval. The assay head grades and densities are 
modelled using block ordinary kriging (OK) which determines the block head grades and 
density values, making up the geological resource model.  
Currently there are twenty six different material types, with each material type having a 
particular mineralogy, colour, chemical composition, hardness and porosity. Some of the 
material types are very similar while others are completely different. For the purposes of this 
study the twenty six logged material types with similar hardness have been grouped by Rio 
Tinto into six material type categories, consisting of four ore categories, 
 “HGH”-  Hard ores  
 “HGM”- Medium ores (Ore which is neither hard or friable) 
 “HGF”- Friable ores  
  “GOL”- Goethite ores / soft ores  
 and two waste categories  
 “SHL”- Shale 
 “BPO”- Waste (BIF/CHT) 
These six material types make up the sample MTP data set that was used to compute conditional 
simulations of the material type proportions. Even though the material type variables are 
categories, their proportions are continuous in nature and sum to 1 for each interval. It should be 
made clear that the material types are grouped according to the hardness of the material types; 
this does not mean that the material types in each group will have the same chemical and 
physical characteristics. Most likely there will be a variation of chemical and physical 
characteristics in each material type group. An example of how the material types are logged 
and the samples are taken is shown in Figure 2.  
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The theoretical HGs and densities, which are used as parameters in the quadratic program, were 
calculated using the six material types which has been entered into Geomet, geological 
evaluation software. The resource model (OK HG), theoretical head grades and density 
parameters, block model and sample MTP were calculated and supplied by RioTinto. The block 
model consists of blocks which are 12.5 m in length and width and 10m high. The way in which 
the two data sets are formed, connected and used in the optimisation model is shown in Figure 
3.  
A few hours or days before a block is mined, blastholes are made. The content of only a select 
few holes are sampled, in a similar way to RC drillholes, and a lump proportion is calculated to 
validate that the block should be mined and to get an idea of the lump proportion of the block. 
The blasthole data set will not be used to calculate the MTPs but will be used for comparison in 
the results section. 
  
 MTP samples for a single interval  Total 
 HGH HGM HGF GOL SHL BPO  
(%) 15 50 0 0 35 0 100% 
Figure 2- An example of how the MTPs are logged and the samples are taken 
Sample 
Assay HG  
2m interval  cuttin
 
RC drillhole x2 Lab 
Material Types (MT) Logged using 26 MT  
MT logging recalculated to 6 MT  
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Figure 3- A model showing how the OK HGs, sample MTPs and theoretical HGs are connected and how the 
MTP will be calculated. 
Evaluated RC Drillholes 
Assay HG 
OK HG - Estimated HG 
and densities for each 
block using Ordinary 
Kriging 
Sample MTP  
Material Type 
theoretical HG and 
density 
DBS 
LSSOL Optimisation Model 
Simulated MTP for each block 
make up upper and lower 
constraints 
Optimal MTP for each block 
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6. Data Cleaning and Exploratory Data Analysis 
This chapter consists of three sections in which the sample MTPs and OK HGs are examined 
and analysed. In the first section the justification is provided for the removal of certain drillholes 
before analysis, while in the second and third sections the exploratory data analyses of the 
sample MTPs and the OK HGs are presented.     
6.1 Data Cleaning  
The two basemaps below show the locations of the sample MTP in DG1, DG2 and DG3. The 
longitudinal view (z and y axis view) is shown on the left and the plan view (x, y axis view) is 
shown on the right.  
(A)       (B)  
Figure 4- The basemaps of the MTP sample locations. A longitudinal view (A) is shown on the left and a plan 
view (B) is shown on the right. 
 
The two drillholes, which were at a large distance from the other holes, were removed from the 
data set. The first isolated drillhole can be seen at the top of the plan view basemap (circled in 
blue) in Figure 4(B), which is located at approximately 2300m in the x direction. This drillhole 
was not located within the block model.  The first isolated drillhole can also be seen toward the 
top right of the longitudinal basemap (Figure 4(A)). The second isolated drillhole (circled in 
red) is located approximately -100066.22m down the z axis and is clearly shown as the isolated 
bottom drillhole in Figure 4(A).     
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6.2 Exploratory Data Analysis of the MTP samples 
The data set that will be used for this study is known as DG1 and is one of the three data sets 
that make up the DG members. It will be used for investigating techniques for determining 
optimal MTPs. The summary statistics of the six sample MTPs are given in Table 3.  
Table 3- Summary Statistics for the sample MTP for DG1 
Sample MTP Summary Statistics  
 
BPO GOL HGF HGH HGM SHL 
Mean 0.053 0.106 0.271 0.094 0.388 0.087 
Median 0 0.1 0.25 0 0.4 0 
Standard Deviation 0.141 0.123 0.228 0.158 0.241 0.16 
Variance 0.02 0.015 0.052 0.025 0.058 0.026 
Kurtosis 17.085 8.505 2.343 7.461 2.149 12.133 
Skewness 3.519 1.959 0.457 2.116 0.018 2.752 
Range 1 1 1 0.9 1 1 
Minimum 0 0 0 0 0 0 
Lower Quartile 0 0 0 0 0.2 0 
Upper Quartile 0 0.15 0.45 0.15 0.6 0.1 
Maximum 1 1 1 0.9 1 1 
Count 3066 3066 3066 3066 3066 3066 
Each variable comprises of 3066 sample MTPs, with no missing data. The MTP samples are 
positively skewed. The severity of skewness is different for each MTP, with the BPO 
proportions being the most skewed and the HGF proportions being the least skewed. The 
kurtoses for all six MTP samples are positive and the severity of peaks differ for each sampled 
MTP, with the BPO distribution being the most peaked and HGM being the least peaked. This 
is further illustrated in the histograms and cumulative distribution functions (cdfs), the blue line, 
shown in Figure 5. The histogram for the HGM proportions suggests that the HGM distribution 
may be discrete. 
A base map, from a top x,y plan view, showing the MTP sample locations are displayed in 
Figure 6. The base map of the study region shows that some areas of the region have been 
sampled extensively while other areas, in particular the central southern area between the two 
main bodies of data locations, have not been sampled as densely. 
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Figure 5- The histogram and cumulative distribution function (blue line) for each of the MTP for DG1.  
 
Figure 6-A x,y plan basemap of DG1 sample locations. 
 
The matrix of the correlation coefficients (Table 4) shows that the MTP samples are weakly 
correlated with each other. The majority of the MTP pairs have a weak negative correlation, 
with the exception of the GOL-BPO, BPO-SHL and GOL-SHL proportions which have weak 
positive correlation coefficients. The highest correlation (in terms of absolute value) is between 
the SHL and HGF, with a correlation coefficient of -0.344. The lowest correlation (in terms of 
absolute value) is between BPO and GOL, with a correlation coefficient of only -0.048. The 
scatter plots in Appendix 1 further illustrate the overall weak correlation.     
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Table 4 - The correlation coefficients between the material type proportions for DG1 
Sample MTP Correlation Coefficients 
 
BPO GOL HGF HGH HGM SHL 
BPO 1 0.048 -0.256 -0.131 -0.341 0.089 
GOL 0.048 1 -0.274 -0.187 -0.226 0.106 
HGF -0.256 -0.274 1 -0.147 -0.333 -0.344 
HGH -0.131 -0.187 -0.147 1 -0.228 -0.176 
HGM -0.341 -0.226 -0.333 -0.228 1 -0.329 
SHL 0.089 0.106 -0.344 -0.176 -0.329 1 
The spatial maps in plan view for the six MTPs are shown in Figure 7. The majority of the BPO, 
GOL, HGH and SHL proportions are low, with a few samples with higher values scattered 
throughout the region. There seem to be more sample intervals consisting almost entirely of 
BPO (proportions ≥0.9) than sample intervals consisting mainly of GOL, SHL or HGH. The 
spatial map for HGF shows a mixture of lower values with a few higher values scattered 
throughout DG1. The HGM spatial map contains the most higher values which are scattered 
throughout the area. There appears to be a small concentrated area of extremely high HGM 
proportions in the northern tip of DG1.  
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Figure 7- The plan view spatial basemaps of the six MTP samples. 
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6.3 Exploratory Data Analysis of the OK HG 
The drillholes for DG1, shown in the previous section, have assay HG (the sample HG) which 
were previously estimated onto the DG1 block model using OK. The OK HG are input 
parameters for the optimisation model and will be compared with the HG calculated using the 
optimal MTP. Therefore, an exploratory data analysis was conducted on the OK HG for 
aluminium oxide (Al2O3), iron (Fe), the measurement of water content of the ore (LOI), density 
(Dens) and silicon dioxide or silica (SiO2).    
Table 5- Summary Statistics for the OK HG for DG1 
OK HG Summary Statistics 
  Al2O3 Fe LOI SiO2 Density 
Mean 2.154 61.488 5.266 3.952 2.797 
Median 2.030 61.972 5.176 2.988 2.802 
Standard Deviation 0.821 2.483 1.074 2.937 0.198 
Variance 0.674 6.166 1.154 8.626 0.039 
Kurtosis 7.133 2.684 1.904 7.478 0.036 
Skewness 1.797 -1.370 0.850 2.552 -0.180 
Range 10.081 19.938 9.191 26.502 1.440 
Minimum 0.520 46.329 2.116 0.830 1.941 
Lower Quartile 1.618 60.390 4.548 2.274 2.669 
Upper Quartile 2.516 63.187 5.868 4.308 2.938 
Maximum 10.601 66.267 11.307 27.332 3.381 
Count 16011 16011 16011 16011 16011 
 
The summary statistics of the OK HG are shown in Table 5. Each variable comprises of 16011 
estimated HG blocks, with no missing data. The distributions of Al2O3, LOI and SiO2 are 
positively skewed while those of Fe and density are negatively skewed. The severity of 
skewness differs for each OK HG, with SiO2 being the most skewed and density being the least 
skewed. The kurtoses for Al2O3 and SiO2 are more positive than the kurtoses for the other OK 
HGs. The severity of peaks differs for each OK HG, with the SiO2  distribution being the most 
severely peaked and density being the least peaked. This is further illustrated in the histograms 
and cdf plots shown in Figure 8. The plots show density and LOI to have distributions most 
similar to a normal distribution, while the distributions of Fe, SiO2 and Al2O3 are clearly 
skewed.   
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Figure 8- The histogram for each of the OK HG for DG1. 
A plan view base map of the DG1 block model, showing the central location of each block, is 
displayed in Figure 9a, while Figure 9b shows the RC drillhole locations superimposed onto the 
block model. The block model covers a significantly larger area than the area the drillholes 
cover. There is clearly a lack of samples in the NW region and western boarder of the block 
model. Each individual block is 12.5m in length and width and 10m in depth.   
  
Figure 9- A x,y plan  view basemap of DG1 estimated locations(left) and the sample drillhole locations 
superimposed onto the block model (right). 
The matrix of the correlation coefficients (Table 6) shows that majority of the OK HGs have a 
negative correlation. The correlation strength varies between variables. The highest correlation 
(in terms of absolute value) is between SiO2 and Fe, with a correlation coefficient of -0.845. 
LOI and SiO2 are uncorrelated, showing to have the lowest correlation coefficient of only 
a) b) 
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 -0.047. The correlation between density and the other variables is relatively low. This is the 
same for the correlation between SiO2 and the other variables, for the exception of SiO2-Fe. The 
correlation for Al2O3 and LOI with the other variables range from low and to moderate values. 
The correlations between Fe and Al2O3 and Fe and LOI are moderately negative and the 
correlation between density and Fe is low, in contrast to a strong negative correlation between 
Fe and SiO2. 
Table 6- The correlation coefficients between the OK HGs for DG1 
 OK Estimated  HG Correlation Coefficients 
  Fe SiO2 Al2O3 LOI Density  
Fe 1 -0.845 -0.535 -0.443 0.265 
SiO2 -0.845 1 0.118 -0.047 -0.238 
Al2O3 -0.535 0.118 1 0.581 -0.235 
LOI -0.443 -0.047 0.581 1 -0.069 
Density  0.265 -0.238 -0.235 -0.069 1 
Plan view spatial maps of the five OK HG are shown in Figure 10. The spatial map for Al2O3 
consists of a mixture of Al2O3 block values, with patches of extremely high Al2O3 block values 
throughout. The NW and NE region of the density spatial map consists mainly of higher density 
block values while there are large patches of extremely low density values throughout the area. 
There is a particularly large patch of lower density block values in the central NE part of the 
block model. The Fe spatial map consists of mainly lower Fe values, in terms of the colour 
scale. There are a few patches of extremely high Fe block values in the Northern part of the 
block model. Blocks of high grade iron ore are classified as having a Fe value > 58%, therefore 
majority of the Fe block values would be classified as high grade iron ore. The LOI spatial map 
consists of a mixture of water content values with a few blocks of extremely high and low water 
content values scattered throughout the area. There are two distinct areas of extremely high 
water content block values in the NW and S parts of the block model.  Majority of the extremely 
high SiO2 block values are scattered along the border of the block model, surrounding patches 
of lower SiO2 block values. The central part of the block model consists of mainly higher SiO2 
block values.    
  
40 
 
 
  
  
 
 
Figure 10- A plan view of the spatial basemaps of the five OK HG. The colour scale consists of using the 
maximum, minimum and deciles for each OK HG.   
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7. Spatial analysis, Transformation, Modelling 
and Simulation   
In this chapter the spatial analysis, transformations and models are discussed which were used 
to simulate the block MTPs. All methods utilised the simulated MTPs apart from the first 
baseline method which comprised of optimisation only. As discussed in chapter 3, the MTP 
samples were transformed to normal scores using Gaussian anamorphosis and simulated using 
three different simulation approaches. The first option (1) was to model and simulate the six 
MTP variables independently. The second option (2) was to model and simulate the six MTP 
jointly. As the spatial structure of the HGH attribute was quite different to those of the 
remaining five variables, the final option (3) was to jointly simulate the five block MTPs whose 
sample MTPs have similar spatial structures with the sixth block MTP making up the sum 
difference to one. In the first section the spatial analysis of the MTP samples is presented, in the 
second section the transformation and models used for each simulation are discussed. In the 
final section the parameters used in the DBS are detailed.       
7.1 Spatial Analysis 
The experimental semivariogram maps for each of the six MTP samples were calculated in 
order to identify the spatial features of each of the six variables. Seventeen lags with an average 
spacing of 50m were used to obtain the experimental semivariogram maps shown in Figure 11. 
The experimental semivariogram map on the top left hand corner is of the u-v plane (or x y 
plane) and shows the experimental semivariogram map along the top of the study area, while the 
other experimental semivariogram maps show the down hole planes. It is clear from the 
experimental semivariogram maps that the six material type proportions do not exhibit the same 
spatial behaviour and appear to be isotropic or weakly anisotropic. There was not a single 
direction of greatest continuity; instead the direction of greatest continuity varies from 
approximately N45° to N180° depending on the MTP variable. The direction of greatest 
continuity for HGH is approximately N45° while the direction of greatest continuity for GOL, 
BPO and HGF range from N120° to N150°. For SHL the direction of greatest continuity is 
N70° while for HGM it is N180° 
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Figure 11-The MTP spatial maps showing the isotropic nature of the MTP samples 
 
GOL BPO 
HGF HGH 
HGM SHL 
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7.2 Transformation and variography 
The implementation of the methods outlined in chapter 3 requires both the individual as well as 
the joint modelling of the transformed MTPs. In the first subsection the separate transformation 
and variography of the MTP variables are discussed while in the second subsection the joint 
transformation and modelling of the variables are considered. 
7.2.1 Individual transformation and variography  
The transformation of the sample MTPs to normal scores was done in Isatis using Gaussian 
anamorphosis. The Gaussian anamorphosis fits of the independently transformed MTP variables 
are shown in Figure 12, while Table 7 shows the number of polynomials used for each sample 
MTP. The criteria used to determine the number of polynomials were to compare the theoretical 
means and variances to the actual mean and variance, and a visual inspection of the Gaussian 
anamorphosis fit for each variable. For each of the MTP samples the minimum and maximum 
were set to 0 and 1, respectively. 
Table 7- The number of polynomials used to provide a reasonable fit for each material type. 
DG1 Material Type Proportions Number of Polynomials 
BPO 40 
GOL 40 
HGF 60 
HGM 50 
HGH 50 
SHL 50 
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Figure 12- Independently transformed MTP Gaussian fit 
 
The DBS algorithm firstly requires the transformed MTP sample semivariogram, also known as 
the point support normal scores semivariogram, to be modelled. The normal scores variogram 
maps were examined and the six normal score material type proportions do not exhibit the same 
spatial behaviours. Since the average drillhole distance was approximately 50m, 20 lags at a lag 
spacing of 50m and an angular tolerance of 90° were used to obtain the N90° omnidirectional 
semivariograms for all the point support normal scores. For the calculation of the downhole 
experimental semivariograms (D-90°), 25 lags at a lag spacing of 2m and an angular tolerance 
of 25° were used.  
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Table 8 shows the ranges, sills and nuggets used to model each of the point support normal 
scores MTP, while Figure 13 shows how the models fit the experimental semivariograms. Each 
semivariogram model consists of a nugget and three transition structures, with the exception of 
HGH which only required a nugget and two transition structures. The nugget and first structure 
are used to model the downhole semivariogram while the additional structures were used to 
model the omnidirectional semivariogram. The models used to fit the omnidirectional and 
downhole semivariograms are reasonably good with the exception of the HGH down hole which 
appears to be linear. 
Table 8- The sill and ranges for each point support normal scores MTP semivariogram model in DG1. 
    Variable 
    BPO GOL HGF HGM HGH SHL 
Nugget   0.1 0.33 0.12 0.2 0.2 0.34 
Structure   Exponential Spherical Exponential Spherical Spherical Exponential 
Sill   0.24 0.18 0.21 0.1 0.52 0.3 
Ranges 
D-90° 14m 5.2m 18m 7.8m 65m 9.2m 
N90° 50m 7m 20m 10m 70m 20m 
Structure   Exponential Spherical Exponential Spherical Spherical Exponential 
Sill   0.41 0.42 0.125 0.3 0.28 0.1 
Ranges 
D-90° 300000m 30m 25m 25m 65.87m 3000000m 
N90° 146m 80m 20m 55m 660m 100m 
Structure   Exponential Spherical Exponential Spherical  Exponential 
Sill   0.25 0.07 0.545 0.4  0.26 
Ranges 
D-90° 300000m 15.5m 3000000m 300000m  300000m 
N90° 800m 800m 210m 300m  900m 
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Figure 13- The experimental semivariograms and models used for the sample MTP being independently 
simulated. For each MTP the omnidirectional model for the x-y plane is shown in red, while the downhole 
model is shown in purple 
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The point support normal scores models of the sample MTPs were regularised using the 
variogram regularisation in Isatis to produce the regularised Gaussian semivariograms in the 
N0°, N270° and D-90° direction. The option of normalising the sill of the variogram to the 
variance of the data was used in order to compensate for not modelling the downhole of BPO, 
HGF, HGM and SHL to the sill. A discretisation of 6m by 6m by 2m was used as it was the 
same discretisation used to calculate the OK HG. The models used to fit the regularised 
Gaussian semivariograms consisted of a cubic structure to fit the D-90° semivariograms near the 
origin, and one or two spherical or exponential structures, depending on the material type, to fit 
N0° and N270°.  
The point anamorphoses and regularised Gaussian semivariogram models (Table 9, Figure 14) 
were used in Isatis’ Gaussian Support Correction to calculate the block anamorphosis and block 
anamorphosis semivariogram models which were required for the DBS.   
 
Table 9- The structure, sill and range for the regularised Gaussian variogram model 
    Variables 
    BPO GOL HGF HGM HGH SHL 
Structure   Cubic  Cubic  Cubic  Cubic  Cubic  Cubic  
Sill   0.11 0.336 0.107 0.21 0.413 0.077 
Ranges D-90° 22.4m 37m 30m 31m 60m 19.3m 
 N0° 22.4m 103.2m 6.72m 58m 86m 9.2m 
N270° 22.4m 103.2m 6.72m 58m 86m 9.2m 
Structure   Exponential  Spherical  Exponential  Spherical  Spherical  Exponential 
Sill   0.39 0.055 0.51 0.023 0.079 0.143 
Ranges D-90° 300000m 18m 200000m 36m 60m 30000m 
 N0° 190m 808.7m 220m 250m 576m 260m 
N270° 190m 808.7m 220m 250m 576m 260m 
Structure   Exponential   Spherical Spherical Exponential 
Sill   0.22   0.385 0.2 0.208 
Ranges D-90° 30000m   300000m 200m 30000m 
 N0° 900m   300m 674m 1246m 
N270° 900m     300m 674m 1246m 
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Figure 14- The regularised Gaussian semivariogram and model fit for each MT variable. 
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7.2.2 Joint transformation and variography 
The joint Gaussian anamorphosis for the sample MTPs was based on 50 polynomials. Two 
linear models of co-regionalisation were fitted, one using all six MTP variables and the other 
using all but HGH. HGH was excluded because the spatial structure of the HGH proportions in 
the downhole direction is very different to the other variables' spatial structures.  The HGH 
downhole experimental semivariogram, shown above in Figure 13, requires a bounded 
transition model with a higher sill and longer range compared to the transition models used to fit 
the other experimental semivariogram MTPs. The range needed to fit a transition model to the 
downhole HGH experimental semivariogram is inconsistent with the other ranges. 
Figure 15 shows the Gaussian anamorphosis fit for all six sample MTPs. The criterion used to 
decide on a single number of polynomials was to consider what number of polynomials best fit 
all sample MTP. Fifty polynomials were shown to provide a good fit. The range for each of the 
MTPs was set to 0 and 1, respectively. The same number of polynomials and ranges were used 
to calculate the joint anamorphosis for the five sample MTPs. 
  
  
  
Figure 15- Jointly transformed MTP Gaussian fit 
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The calculation parameters for both joint experimental semivariograms were the same as used 
for the individual experimental semivariograms discussed in section 7.2.1 
The LMC used a nugget and four spherical structures to model the point support 
omnidirectional and cross semivariograms for N90° and D-90°. The fit of all the point support 
omnidirectional and cross semivariograms are shown in Figure A(2.1) in Appendix 2 and the 
model parameters can be viewed in Table 10. The same LMC parameters were used to model 
the MTP samples, with the exception of HGH. The fit of all the point support omnidirectional 
and cross semivariograms for the five MTP are shown in Figure A(2.2) in Appendix 2. The 
LMC fit the cross semivariogram for N90° better than the cross semivariograms for D-90°. The 
LMC fit for the majority of the material type omnidirectional and down hole semivariograms 
are reasonable, with the exception of the fit for the GOL and HGH down hole experimental 
semivariograms for which the shape is not fully captured. The independent material type 
variogram models provided a better fit of the point support omnidirectional and down hole 
semivariograms than the fit of the LMC. 
Both point support normal scores LMC were regularised using the variogram regularisation in 
Isatis to produce the corresponding regularised Gaussian semivariograms in the N0°, N270° and 
D-90° direction using a discretisation of 6m by 6m by 2m. The models used to fit the 
regularised Gaussian semivariograms consisted of a cubic structure, to fit the D-90° 
semivariograms near the origin, and two spherical structures to fit N0° and N270°. The 
parameters used to model the regularised Gaussian semivariograms are shown in Table 11 and 
the fit of the model can be viewed in Figure A(2.3) in Appendix 2. The regularised Gaussian 
semivariogram model for the five MTPs (i.e. with the exception of HGH), was obtained from 
the full model by removing the parameters for HGH. The fit of the model of the five MTPs can 
be viewed in Figure A(2.4) in Appendix 2 
The point anamorphosis and regularised Gaussian variogram model were used in Isatis’ 
Gaussian Support Correction to calculate the block anamorphosis and block anamorphosis 
semivariogram model which were used in the DBS.   
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Table 10- The structures, ranges and sills for the joint semivariogram model. 
Structure 1 - Nugget  
Sill    BPO GOL HGF HGH HGM SHL 
BPO 0.15 -0.0144 -0.0156 -0.0251 -0.0379 -0.0191 
GOL -0.0144 0.4 -0.0436 -0.0373 -0.1203 0.0259 
HGF -0.0156 -0.0436 0.14 -0.0343 -0.0285 -0.0998 
HGH -0.0251 -0.0373 -0.0343 0.19 -0.0368 -0.0671 
HGM -0.0379 -0.1203 -0.0285 -0.0368 0.23 -0.1341 
SHL -0.0191 0.0259 -0.0998 -0.0671 -0.1341 0.45 
Structure 2- Spherical (Ranges: D-90:15m ; N90:50m) 
Sill    BPO GOL HGF HGH HGM SHL 
  BPO 0.21 0.0243 -0.0869 -0.033 -0.0809 0.0632 
  GOL 0.0243 0.4 -0.0994 -0.1046 -0.1026 0.0604 
  HGF -0.0869 -0.0994 0.29 0.0012 -0.0671 -0.0667 
  HGH -0.033 -0.1046 0.0012 0.09 -0.0005 -0.0456 
 
HGM -0.0809 -0.1026 -0.0671 -0.0005 0.28 -0.0853 
  SHL 0.0632 0.0604 -0.0667 -0.0456 -0.0853 0.2 
Structure 3- Spherical (Ranges: D-90:30000m ; N90:200m) 
Sill    BPO GOL HGF HGH HGM SHL 
  BPO 0.64 -0.077 -0.198 0.0734 -0.0794 0.2321 
  GOL -0.077 0.12 -0.0833 -0.0922 0.0659 -0.0686 
  HGF -0.198 -0.0833 0.53 0.1141 -0.2135 -0.0792 
  HGH 0.0734 -0.0922 0.1141 0.12 -0.1792 0.1023 
  HGM -0.0794 0.0659 -0.2135 -0.1792 0.47 -0.0323 
  SHL 0.2321 -0.0686 -0.0792 0.1023 -0.0323 0.34 
Structure 4- Spherical (Ranges: D-90:70m ; N90:65m) 
Sill    BPO GOL HGF HGH HGM SHL 
  BPO 0 0 0 0 0 0 
  GOL 0 0.04 0 0 0 0 
  HGF 0 0 0.04 0 0 0 
  HGH 0 0 0 0.34 0 0 
  HGM 0 0 0 0 0.02 0 
  SHL 0 0 0 0 0 0 
Structure 5- Spherical (Ranges: D-90:65.87m ; N90:660m) 
Sill    BPO GOL HGF HGH HGM SHL 
  BPO 0 0 0 0 0 0 
  GOL 0 0.04 0 0 0 0 
  HGF 0 0 0 0 0 0 
  HGH 0 0 0 0.26 0 0 
  HGM 0 0 0 0 0 0 
  SHL 0 0 0 0 0 0.01 
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Table 11- The structure, sill and range for the regularised Gaussian semvariogram model 
Structure 1- Cubic (Ranges: D-90:22m ; N90:90m) 
Sill    BPO GOL HGF HGH HGM SHL 
  BPO 0.1288 0.0152 -0.0534 -0.0205 -0.0499 0.0387 
  GOL 0.0152 0.24 -0.0613 -0.0645 -0.0635 0.0374 
  HGF -0.0534 -0.0613 0.175 0.0006 -0.0411 -0.0411 
  HGH -0.0205 -0.0645 0.0006 0.05 0 -0.0283 
 
HGM -0.0499 -0.0635 -0.0411 0 0.17 -0.0526 
  SHL 0.0387 0.0374 -0.0411 -0.0283 -0.0526 0.1225 
Structure 2- Spherical (Ranges: D-90:30000m ; N90:200m) 
Sill    BPO GOL HGF HGH HGM SHL 
  BPO 0.6088 -0.0723 -0.1887 0.0688 -0.0766 0.2205 
  GOL -0.0723 0.118 -0.0806 -0.0891 0.0603 -0.0637 
  HGF -0.1887 -0.0806 0.51 0.1079 -0.203 -0.0762 
  HGH 0.0688 -0.0891 0.1079 0.214 -0.1694 0.0958 
  HGM -0.0766 0.0603 -0.203 -0.1694 0.45 -0.0322 
  SHL 0.2205 -0.0637 -0.0762 0.0958 -0.0322 0.323 
Structure 3- Spherical (Ranges: D-90:60m ; N90:400m) 
Sill    BPO GOL HGF HGH HGM SHL 
  BPO 0 0 0 0 0 0 
  GOL 0 0.073 0 0 0 0 
  HGF 0 0 0.035 0 0 0 
  HGH 0 0 0 0.43 0 0 
  HGM 0 0 0 0 0.02 0 
  SHL 0 0 0 0 0 0.01 
7.3 Simulation  
The DBS were carried out in Isatis using 1000 turning bands to create fifty realisations for each 
of the three approaches. The normal scores MTP samples were individually simulated using the 
corresponding block anamorphosis and block anamorphosis semivariograms for the 
independently simulation MTP, while the joint transformed MTP samples were jointly 
simulated for the two joint simulation methods. The neighbourhood for the simple kriging used 
to condition each simulation had a search radius of 1000m in both the x and y direction and 50m 
in the z direction. This was the same search radius used to previously estimate the HGs and was 
necessary to simulate all the blocks in the domain. A large search radius was most likely 
required for the NW corner of the block model to be simulated because of the lack of samples in 
the region. The search ellipse was divided into eight sectors; with each sector requiring a 
minimum of 2 samples and a maximum of 10 samples down the drillhole to be used. An 
optimum of 5 samples for each sector was also to be used. The minimum distance required 
between 2 samples was 0.01m.  
54 
 
The random seed used for both joint simulations was 514229 while Table A(2.1)  in Appendix 2 
shows the random number seeds used for the independently simulated MTP. The reason for 
using different random number seeds for each individually simulated MTPs was to avoid 
artificial correlation occurring. 
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8. Implementations and Calculations  
The specific parameters used in the quadratic program as well as the formal LSSOL input and 
output will be discussed in the first section of this chapter. The computation of the HG values 
and lump and fine proportions for each block, using the corresponding MTPs, are shown in the 
second section of this chapter.   
8.1  Implementations 
In this section the parameters used in the quadratic program are described in detail. The 
quadratic program was solved using the linear least-squares and convex quadratic program 
solver, LSSOL (Gill, et al., 1986).  LSSOL version 1.0 is a software package which uses a set of 
Fortran subroutines. It consists of 2 phases, a feasibility phase which minimises the sum of 
infeasibilities in order to find an initial feasible point, and an optimality phase which minimises 
the quadratic objective function within the feasible region (Gill, et al., 1986). The LSSOL 
program’s general form for the least squared program, known as LS1, is defined as  
Minimise        𝐹(𝐱) = 𝐌
𝐌
‖𝐛 − 𝐀𝐱‖𝐌 
subject to               𝒍 ≤ � 𝐱𝐂𝐱� ≤ 𝒖 
where 𝐀 is the matrix of theoretical HGs from the material types, shown in Table 12, the vector 
𝐛 is the vector of OK block HGs, and the vector 𝐱 is the vector of block decision variables or 
optimal block MTPs. The matrix 𝐂 consists of the coefficient constraints which requires the sum 
of the MTP vector, 𝐱, to equal 1, therefore the coefficients in the vector are one.  In the 
quadratic program used here, the last constraint is an equality constraint: The sum of the MTP 
for each block is equal to one. Thus the lower and upper bounds for the last constraint are both 
1. The vector 𝒍 contains the lower MTP bounds for all the constraints. This includes the 
minimum MTP constraints (𝐛𝐥) and the minimum equality constraint (1), therefore 𝒍 = [𝐛𝐥; 1]. 
The vector 𝒖 contains the upper MTP bounds for all the constraints, which consists of the 
maximum MTP constraints (𝐛𝐮) and the maximum equality constraint (1), therefore the 
vector 𝒖 = [𝐛𝐮; 1]. Each minimum and maximum constraint affects only one decision variable 
at a time, while the sum constraint affects all of the decision variables.  
The optimal MTPs needed to be non-negative, and for each block their sum needed to be equal 
to 1. As previously discussed, the minimum and maximum constraints for all the methods, with 
the exception of the method which only used the optimisation program, was obtained from the 
DBS. The objective was to minimise the sum of the squared differences between the OK HGs 
and the theoretical HGs calculated using the MTPs for each block. 
 
56 
 
Table 12- Theoretical Head Grades for each MTP 
Theoretical Head Grades  
  BPO GOL HGF HGH HGM SHL 
Fe 39.87 59.89 65.28 62.56 63.98 25.4 
SiO𝐌 38.26 2.79 1.08 3.35 1.48 26.33 
𝐀𝐥𝐌𝐎𝐌 0.63 1.71 0.94 0.74 0.96 22.71 
LOI 2.85 8.2 4.08 4.25 5.47 12.04 
Density  2.7 2.35 2.69 3.16 2.94 2.06 
 
The program required a number of set optional inputs and a number of formal inputs. The 
LSSOL program required formal inputs; a description of each input is shown in Table 13. The 
vectors l, u, x and 𝐛 are updated for each block, while the remaining formal input parameters do 
not change. The outputs printed for each block can be viewed below in Table 14. The lsmain 
subroutine which sets the formal inputs and prints out the outputs can be viewed in Appendix 3.  
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Table 13- The formal input parameters for LSSOL 
 
 
 
 
 
 
  
Parameter Description and Input 
M Number of rows of the matrix 𝐀 = 5  
N Number of variable of MTP =  6 
NCLIN Number of general linear constraints = 1 
NROWC The declared row dimension of 𝐂 = 1 
NROWA The declared row dimension of the matrix  𝐀 = 5 
𝐂 
𝐂 = [1 1 1 1 1 1] The coefficients of the general constraints  
l 
The lower bounds or minimum MTP, from the DBS, for all the constraints 
 𝒍 = [BPOmin GOLmin HGFmin HGHmin HGMmin SHLmin 1] 
u 
𝒖 = [BPOmax GOLmax HGFmax HGHmax HGMmax SHLmax 1] The upper bounds or maximum MTP , from the DBS, for all the constraints 
x The initial estimate, which was the MTP for the 20th DBS realisation.  
𝐀 
𝐀 =
⎣
⎢
⎢
⎢
⎡
39.87 59.89 65.28 62.56 63.98 25.4
38.26 2.79 1.08 3.35 1.48 26.33
0.63 1.71 0.94 0.74 0.96 22.71
2.85 8.2 4.08 4.25 5.47 12.04
2.7 2.35 2.69 3.16 2.94 2.06 ⎦
⎥
⎥
⎥
⎤
 
The theoretical HG matrix from the MTP 
 
 
𝐛 𝐛 = [FeOK est SiO2OK est Al2O3OK est LOIOK est DensityOK est]T The OK estimated block HG vector  
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Table 14- The printed output obtained from using LSSOL 
 
8.1 Head Grade and Lump and Fine proportion Calculations 
This section shows how the MTPs, obtained for each method, were used to calculate the 
corresponding HG values and lump and fine proportions for each block. For each method, the 
MTPs were used to calculate the HGs for each block, denoted as  𝐛MTP, by multiplying the 
theoretical HG matrix 𝐀 with the corresponding block MTPs vector 𝐱, such that,  Ax= 𝐛MTP. 
The lump and fine proportions were calculated to determine what proportion of a block, when 
crushed, would be lump and fine. The lump proportion was calculated as,  Lump Prop. = 0.5 × BPOOpt. + 0.2 × GOLOpt. + 0.2 × HGFOpt. + 0.7 × HGHOpt.+ 0.5 × HGMOpt. + 0.25×SHLOpt. 
and the fine proportion was calculated as,  Fine Prop. = 1- Lump Prop. 
The coefficients shown in the lump proportion calculation represents the proportion of each 
MTP being lump. For example, half of the BPO and HGM proportion calculated in each block 
will mostly likely be lump. All of these variables, including the objective values, were 
calculated using Excel. 
  
Parameter Description and Outputs 
x 
𝐱 = [BPOOpt. GOLOpt. HGFOpt. HGHOpt. HGMOpt. SHLOpt.] Optimal solution for each MTP block  
Inform 
An integer that indicates the quality of the optimal solution.  
Inform=0 ⇾  x solution is unique 
Inform=1⇾  x solution is not unique 
Inform=2⇾  x solution appears to be unbounded 
Inform=3⇾  no feasible point was found 
Inform=4⇾  The limit in the number of iterations was reached before termination 
          occurred 
Inform=5⇾  Algorithm cycling  
Inform=6⇾  Input parameters are invalid 
Obj The objective function value for each block using x 
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9. Results  
In this chapter the results obtained throughout the study are presented. The first section of this 
chapter compares the results of the baseline methods while the second section examines and 
compares the results obtained from the seven methods using both the optimisation program and 
DBS. 
9.1 Baseline Results 
The average objective values for each of the baseline methods are shown below in Table 15. 
The average objective values are the average sum of the squared differences between the OK 
HGs and the theoretical HGs calculated using the MTPs for each block and method. The 
objective value for the MTPs derived using only the optimisation program is significantly lower 
than the other baseline methods. The objective values for the MTPs derived using the DBS 
where the MTP where independently modelled and simulated (R1 and ET1) is lower than the 
objective values using the joint DBS (ET2, ET3, R2, R3). 
Table 15- Average Objective values for each baseline method. 
Baseline Methods  Average Objective values 
Optimisation Only 0.200 
ET1 20.247 
ET2 48.616 
ET3 41.633 
R1 28.569 
R2 60.503 
R3 59.815 
 
The correlation coefficients between the OK HGs and HGs calculated using the MTPs for each 
baseline method, are shown below in Table 16. The HGs calculated from the MTPs using solely 
the optimisation are strongly correlated with the corresponding OK HGs, showing on average a 
correlation coefficient of 0.911. The HGs calculated using the MTPs from the baseline methods 
which solely used DBS, have a very weak correlation with the OK HGs, further illustrating the 
need for the optimisation model to calculate MTPs which reflect the OK HGs.  
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Table 16- The correlation coefficients between the OK HGs and HGs using the MTP baseline methods 
  Correlations Co-efficient between OK HGs and Method HGs 
Baseline Methods  Al2O3 Density  Fe LOI SiO2 Average 
Optimisation Only 0.978 0.599 0.999 0.983 0.998 0.911 
ET1 0.157 0.298 0.068 0.067 0.006 0.119 
ET2 0.208 0.293 -0.032 0.112 -0.019 0.133 
ET3 0.195 0.235 -0.048 0.027 -0.021 0.105 
R1 0.023 0.131 0.057 0.017 0.065 0.059 
R2 0.114 0.178 0.008 0.076 0.007 0.076 
R3 0.161 0.105 0.025 0.071 0.008 0.074 
The MAPE was used to measure the degree of deviation between the OK HGs and HGs 
calculated using the baseline MTPs. The MAPE values for each baseline method are shown in 
Table 17. The small deviation values between the OK HGs and HGs calculated using the MTPs 
from quadratic programming alone further illustrate the need for the optimisation program to 
calculate HGs similar to the OK HGs.  
Table 17-The MAPE values calculated between the OK HGs and HGs calculated from the MTPs for each 
baseline method. 
  MAPE (%) 
Baseline Methods  Fe SiO2 Al2O3 LOI Density  Average  
Optimisation Only 0.142 4.740 7.388 2.589 4.652 3.902 
ET1 3.948 78.141 47.348 19.234 5.706 30.875 
ET2 6.250 120.858 64.905 20.439 5.677 43.626 
ET3 5.818 113.464 59.776 19.822 5.575 40.891 
R1 4.379 75.656 57.821 20.222 5.811 32.778 
R2 6.404 114.030 72.410 22.037 5.952 44.167 
R3 6.176 114.629 66.292 20.556 6.028 42.736 
 
The need for the optimisation program is further evident with the inconsistent spatial features 
shown on the E-Type mean and realisation spatial maps (Figure 16) compared to the OK spatial 
map for Fe. The spatial map for Fe derived from the quadratic program shows spatial features 
identical to the OK Fe spatial map. A clear example of the inconsistencies between the spatial 
maps of the OK block estimates and the realisation and E-Type mean are the patches of higher 
Fe values shown in the north western region of the OK Fe spatial map, which are not shown on 
the realisation and E-Type mean Fe spatial maps. This is further shown with the OK Fe and 
baseline Fe histograms and cdf plots in Figure 17. Similar inconsistencies arise for the other 
head grades (Appendix 4.2). The different histograms and cdf plots, and summary statistics to 
the OK HG shown in Appendix 4 further illustrate the need for the optimisation program.  
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Fe Spatial Maps – Baseline Methods 
  
  
  
  
Figure 16-The spatial maps for the OK Fe and Fe  baseline methods. The colour scale used is the same colour 
scale used for the OK variables. 
  
  Fe  (OK) Fe (Optimisation Only) 
Fe  (ET1) Fe  (ET2) 
  Fe  (ET3)   Fe  (R1) 
Fe  (R2)   Fe  (R3) 
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Fe Distributions– Baseline Methods 
Fe (OK) Fe (Opti.Only) Fe  (ET1) Fe  (ET2) 
    
Fe (ET3) Fe  (R1) Fe (R2) Fe  (R3) 
    
Figure 17- The histograms and cdf plots for OK Fe and for the baseline Fe 
 
Figure 18 shows the means of the MTPs using the baseline methods compared to the means for 
the sample MTPs (the red line). The numerical means and the rest of the summary statistics are 
tabulated in Appendix 5.1. The MTP means for each baseline method can be compared with the 
means of the sample MTP because the change of support from points, the MTP samples, to 
blocks, the block MTPs, is known to change the distribution of variables not the means. 
Therefore, a comparison of means is an appropriate measure for comparing the block MTPs 
with the sample MTPs. The baseline method material type means, which only used the DBS, are 
more similar to the sample means than the MT means using optimisation alone, with the 
exception of BPO and GOL, therefore further suggesting that using optimisation alone yields 
inaccurate MTPs. The GOL and HGF means for the optimisation are significantly higher than 
the sample means, while the opposite occurs for the other MTP means. Incorporating the DBS 
into the optimisation program may help to decrease the GOL and HGF means and increase the 
other material type means calculated using the optimisation program. 
The HGH means for ET3 and R3, in which HGH is calculated as the sum difference, is 
significantly larger than the other baseline methods which only use DBS. The HGH means for 
ET3 and R3 is also the least similar to the sample HGH mean after the optimisation only HGH 
mean. On average the ET2 material type means were the most similar to the corresponding 
sample means.  
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Figure 18- The means for the sample MTPs and baseline MTPs. 
  
  
  
Table 18 shows the percentage of individual MTPs set to zero as well as the total percentage of 
MTPs set to zero. Optimisation on its own results in a significantly larger percentage of block 
MTPs set to zero for all the material types compared to the other baseline methods. The 
proportion of HGH has the largest percentage set to zero with 78.38 % of the block proportions 
being set to zero while only 58.9% of the sample HGH values were zero. The same applies for 
GOL and HGM with 50.67% and 30.31% of the block proportions being set to zero while only 
32.3% and 12.8% of the sample GOL and HGM values having a value of zero. Therefore, it 
appears that the baseline method which only uses the LSSOL program tends to falsely set block 
proportions, particularly HGH, GOL and HGM, to zero solely to obtain the lowest objective 
value.  
There are no blocks in ET1 where the MTPs are set to zero, which is most likely due to the 
MTPs being simulated independently. The sample BPO proportions show 79.5% of the sample 
BPO proportions having a zero sample value while for the ET1 method there are no BPO block 
proportions set to zero.    
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Table 18-The number of MTPs set to zero for each baseline method and the total number of zeros. 
  Percentage of block values set to Zero (%)   
Baseline Methods  BPO GOL HGF HGH HGM SHL Total 
Optimisation Only 42.69 50.67 15.84 78.38 30.31 4.93 37.14 
ET1 0 0 0 0 0 0 0 
ET2 4.50 0 0.02 1.15 0 0.07 0.96 
ET3 0.80 0 0.00 0 0 0 0.13 
R1 8.36 0 0.00 0.23 0 0 1.43 
R2 14.03 0 0.60 3.14 0.01 0.33 3.02 
R3 15.66 0 0.19 27.99 0.01 0.11 7.33 
 
The GOL, HGF and HGM spatial maps for the MTPs which were calculated using the 
optimisation alone, did not correlate with the sample proportions in some areas. This is clearly 
shown with the GOL only optimisation spatial map (Figure 19), as there are two areas of 
extremely high GOL proportions in the NE and S; however the sample GOL proportions in 
those areas are very low. The optimisation only HGM spatial map (Figure 21) shows the NW 
region of the block model to have very high HGM proportion, however there are no samples in 
that region, and the nearest HGM samples are not as high. These inconsistencies between the 
MTP calculated using optimisation alone and MTP samples are seen with HGF as well. The 
inconsistent spatial features between the sample MTPs and MTPs calculated using solely the 
optimisation program suggest that incorporating the DBS may guide the optimisation program 
to calculate MTPs that reflect the sample MTPs.   
The GOL spatial maps (Figure 19) for ET2, ET3, R2 and R3 are very similar and have similar 
patterns of higher and lower values to the GOL samples, yet the higher GOL proportions for the 
methods are not as high as shown by the samples. The same applies for the ET2, ET3, R2 and 
R3 HGF and HGM spatial maps. The HGH spatial maps (Figure 20) using the jointly modelled 
and simulated MTP (ET2 and R2) are more similar to the HGH samples than ET3 and R3, 
where HGH was calculated as the sum difference of the other five jointly modelled and 
simulated MTPs. This is particular evident in the southern part of the block model with ET3 and 
R3 showing higher proportions of HGH, while the samples in the area consist of mostly 
extremely low proportions. This may suggest that for this study, it is better to jointly simulate 
HGH even though the fit may not be the best.  
The rest of the MTP spatial maps can be viewed in Appendix 5.2. The BPO and SHL spatial 
maps for each method consist mainly of very low proportions. The BPO and SHL spatial maps 
for ET2, ET3, R2 and R3 showed more areas with proportions greater than zero than the other 
baseline methods. The areas of higher proportions were also in similar locations shown to have 
high BPO and SHL sample proportions. However, the higher BPO and SHL proportions for 
these methods were not as extreme as the sample BPO and SHL proportions.  
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GOL Spatial Maps – Baseline Methods 
  
  
  
  
Figure 19-The spatial maps for the sample GOL and GOL baseline methods. The proportional colour scale of 
0 to 1 was used. 
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HGH Spatial Maps – Baseline Methods 
  
  
  
  
Figure 20-The spatial maps for the sample HGH and HGH baseline methods. The proportional colour scale of 
0 to 1 was used. 
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HGM Spatial Maps – Baseline Methods 
  
  
  
  
Figure 21-The spatial maps for the sample HGM and HGM baseline methods. The proportional colour scale of 
0 to 1 was used. 
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9.2 The methods combining the optimisation program and DBS  
The average objective values for each MTP method, calculated in Excel, are able to determine 
which method calculates the HGs which have the overall smallest squared difference with the 
OK HGs. The average objective values for each optimisation method, shown in Table 19, are all 
relatively low with MTP1NS,B1 having the lowest average objective value and MTP2NS,B1 
having the highest average objective value. The similarity in the average objective values for MTP1NS,B1 and MTP1NS,B1,wf illustrates that the large Fe magnitude does not significantly 
affect the optimal MTPs calculated in the optimisation program and hence adding a Fe 
weighting factor is not necessary.  
Table 19- The average objective values for the MTP methods. 
Optimisation Methods Average Objective values 
𝐌𝐌𝐌𝐌𝐍𝐒,𝐁𝐌 1.564 
𝐌𝐌𝐌𝐌𝐍𝐒,𝐁𝐌 3.462 
𝐌𝐌𝐌𝐌𝐍𝐒,𝐁𝐌 2.466 
𝐌𝐌𝐌𝐌𝐍𝐒,𝐁𝐌,𝐰𝐟 1.738 
𝐌𝐌𝐌𝐌𝐒,𝐁𝐌 1.842 
𝐌𝐌𝐌𝐌𝐒,𝐁𝐌 3.275 
𝐌𝐌𝐌𝐌𝐒,𝐁𝐌 3.112 
 
The correlation coefficients between the OK HGs and HGs calculated using the optimal MTPs 
for each method are shown in Table 20. All the MTP methods resulted in HGs which are 
positively correlated with the OK HGs. The strength of positive correlation varies slightly 
between methods, with MTP1NS,B1 and MTP1NS,B1,wf showing the strongest correlation with 
the OK HGs. The similarity in the correlation coefficients for these two methods further 
supports the conclusion that it is not necessary to add a weighting factor to decrease the 
contribution of Fe to the objective function.  MTP2NS,B1 has the weakest Fe, LOI and SiO2 correlation, while MTP1NS,B2 has the weakest 
correlation for Al2O3, and MTP3S,B1 has the weakest correlation for density. The correlations 
between the OK density and density for each MTP method are not as strong as the correlations 
for the other HGs. The correlation coefficients for density ranges from 0.41 to 0.58, indicating a 
moderately strong positive correlation, while the correlation coefficients for the other HGs are 
between 0.66 and 0.763 for Al2O3 and exceed 0.84 for Fe, LOI and SiO2, indicating strong 
positive correlations with the corresponding OK HGs.      
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Table 20-The correlation coefficients between the OK HGs and MTP method HGs 
  
Optimisation Methods  
Correlation Coefficients between OK HGs and Method HGs 
Fe SiO2 Al2O3 LOI Density  Average 
𝐌𝐌𝐌𝐌𝐍𝐒,𝐁𝐌 0.993 0.971 0.763 0.911 0.509 0.829 
𝐌𝐌𝐌𝐌𝐍𝐒,𝐁𝐌 0.962 0.887 0.700 0.844 0.476 0.774 
𝐌𝐌𝐌𝐌𝐍𝐒,𝐁𝐌 0.990 0.953 0.669 0.876 0.539 0.805 
𝐌𝐌𝐌𝐌𝐍𝐒,𝐁𝐌,𝐰𝐟 0.975 0.979 0.719 0.897 0.573 0.829 
𝐌𝐌𝐌𝐌𝐒,𝐁𝐌 0.991 0.965 0.733 0.898 0.466 0.811 
𝐌𝐌𝐌𝐌𝐒,𝐁𝐌 0.967 0.896 0.692 0.855 0.480 0.778 
𝐌𝐌𝐌𝐌𝐒,𝐁𝐌 0.967 0.904 0.718 0.868 0.418 0.775 
 
The MAPE and MPE are used to measure the degree of deviation between the OK HGs and 
HGs calculated using the optimal MTPs from each method. The MAPE and MPE values 
between the OK HGs and calculated HGs are shown in Table 21 and Table 22, respectively. The 
differences between the methods are relatively small. The positive Fe and density MPE values 
for each method indicate that, on average, the Fe and density values are smaller than the OK Fe 
and density values, while the negative SiO2, LOI and Al2O3 MPE values for each method are 
on average larger than the corresponding OK values. 
Either MTP1NS,B1or MTP1NS,B1,wf shows the lowest MAPE values for each HG while MTP2NS,B1 has the highest SiO2 and LOI MAPE values. The MTP1NS,B1,wf method has the 
highest Fe MAPE value whiles MTP1NS,B2 has the highest Al2O3 MAPE value, and finally MTP3S,B1 has the highest density MAPE value. Therefore, the MAPE values show the HGs 
calculated using the optimal MTPs from MTP1NS,B1 and MTP1NS,B1,wf as being the most 
similar to the OK HGs. The MTP2NS,B1 method has the highest average MAPE value yet did 
not have the highest MAPE value for any single MTP.  
The small differences between each method HGs are further shown in the summary statistics, 
spatial maps, histograms and cdf plots, in Appendix 4. The summary statistics, histograms and 
spatial maps do not clearly shows any one method calculating HGs more similar to the OK 
HGs, instead it varies with HG and method.  
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Table 21-The MAPE values calculated between the OK HGs and HGs for each MTP method.  
 MAPE (%) 
Optimisation Methods   Fe SiO2 Al2O3 LOI Density  Average  
𝐌𝐌𝐌𝐌𝐍𝐒,𝐁𝐌 0.298 7.500 17.267 6.119 4.974 7.231 
𝐌𝐌𝐌𝐌𝐍𝐒,𝐁𝐌 0.485 10.269 20.874 7.658 5.006 8.858 
𝐌𝐌𝐌𝐌𝐍𝐒,𝐁𝐌 0.328 8.610 21.406 6.912 4.961 8.443 
𝐌𝐌𝐌𝐌𝐍𝐒,𝐁𝐌,𝐰𝐟 0.647 5.812 16.736 6.251 4.612 6.811 
𝐌𝐌𝐌𝐌𝐒,𝐁𝐌 0.339 7.931 19.270 6.813 5.061 7.883 
𝐌𝐌𝐌𝐌𝐒,𝐁𝐌 0.468 10.188 21.349 7.563 4.994 8.912 
𝐌𝐌𝐌𝐌𝐒,𝐁𝐌 0.473 9.674 20.209 7.210 5.116 8.536 
 
Table 22- The MPE values calculated between the OK HGs and HGs for each MTP method. 
 MPE (%) 
Optimisation Methods   Fe SiO2 Al2O3 LOI Density  Average  
𝐌𝐌𝐌𝐌𝐍𝐒,𝐁𝐌 0.166 -1.846 -2.510 -3.321 1.303 -1.242 
𝐌𝐌𝐌𝐌𝐍𝐒,𝐁𝐌 0.110 -0.714 -3.088 -4.780 1.016 -1.491 
𝐌𝐌𝐌𝐌𝐍𝐒,𝐁𝐌 0.151 -0.925 -7.062 -3.997 1.217 -2.123 
𝐌𝐌𝐌𝐌𝐍𝐒,𝐁𝐌,𝐰𝐟 0.352 -3.305 -5.313 -3.842 1.211 -2.180 
𝐌𝐌𝐌𝐌𝐒,𝐁𝐌 0.191 -1.754 -2.511 -3.979 0.701 -1.470 
𝐌𝐌𝐌𝐌𝐒,𝐁𝐌 0.150 -0.952 -3.296 -4.884 0.911 -1.614 
𝐌𝐌𝐌𝐌𝐒,𝐁𝐌 0.130 -1.325 -1.775 -4.092 0.536 -1.305 
 
The average MTP ranges between the maximum and minimum MTP constraints for each 
method, shown in Table 23, gives insight into how the bounds for each method restrict the MTP 
ranges. The MTPs calculated using optimisation alone showed the need for restricting the MTP 
ranges and is the reason why having large average MTP ranges is not effective in calculating 
MTPs that correlate with the sample MTPs. Restricting the MTP ranges will evidently guide the 
optimisation program to calculate optimal MTPs that reflect the sample MTPs.  
The MTP1NS,B2 method has the most restrictive bound constraints for BPO, GOL and SHL 
while MTP1S,B1 has the most restrictive bound constraints for HGF and HGM, and finally MTP2S,B1 has the most restricted HGH constraints. The MTP1NS,B1 and MTP1NS,B1,wf methods, 
which had the same maximum and minimum constraints for each block, had the largest GOL, 
HGF, HGM and overall average ranges, while MTP2NS,B1 had the largest BPO and SHL 
average ranges, and MTP3S,B1 had the largest HGH average range. The large HGH range shown 
for the MTP3S,B1 method is most likely due to HGH proportions making up the sum difference. 
The smaller average HGH range values for both methods in which HGH is modelled and 
simulated shows that modelling an simulated HGH produce more restricted HGH ranges. 
One of the most notable features is the greater variability shown for HGF and HGM compared 
to the other MT. The HGF and HGM average range values are approximately double the BPO, 
GOL and SHL average ranges. There is also a noticeable difference between the HGF and HGM 
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average range values with the HGH average range values, yet it is not as severe as the difference 
with the BPO, SHL and GOL average ranges. Therefore, more constraints may need to be 
applied to further restrict the HGF, HGM and maybe even HGH ranges.   
Table 23-The average range values between the maximum and minimum MTP used in each MTP method. 
Optimisation Methods 
Average Range Values 
BPO GOL HGF HGH HGM SHL Overall Average 
𝐌𝐌𝐌𝐌𝐍𝐒,𝐁𝐌 0.153 0.269 0.613 0.353 0.600 0.269 0.376 
𝐌𝐌𝐌𝐌𝐍𝐒,𝐁𝐌 0.221 0.262 0.519 0.296 0.567 0.297 0.360 
𝐌𝐌𝐌𝐌𝐍𝐒,𝐁𝐌 0.098 0.231 0.601 0.267 0.587 0.213 0.333 
𝐌𝐌𝐌𝐌𝐍𝐒,𝐁𝐌,𝐰𝐟 0.153 0.269 0.613 0.353 0.600 0.269 0.376 
𝐌𝐌𝐌𝐌𝐒,𝐁𝐌 0.142 0.250 0.489 0.293 0.520 0.239 0.322 
𝐌𝐌𝐌𝐌𝐒,𝐁𝐌 0.199 0.281 0.491 0.265 0.561 0.270 0.345 
𝐌𝐌𝐌𝐌𝐒,𝐁𝐌 0.202 0.248 0.493 0.400 0.541 0.266 0.358 
 
Figure 22 shows the means of the optimal MTPs (Black columns) compared to the MTP means 
using optimisation alone (Blue column) and the means for the sample MTPs (the red line). (The 
numerical means and the rest of the summary statistics can be viewed in Appendix 5). The 
means are all similar however statistically there is a significant difference between most of the 
means. The GOL, HGH and HGM means obtained for MTP2S,B1 were the most similar to the 
corresponding sample means, while the HGF MTP3S,B1 mean, BPO MTP1NS,B1 mean and SHL MTP1NS,B2 mean were the most similar to the corresponding sample means. On average the MT 
means for MTP2S,B1 were the most similar to the sample means.  
When comparing the MTP means calculated using optimisation alone, and the MTP means for 
the bounded MTP methods, including bounds derived from DBS in the optimisation program 
results in calculating MTP means more similar to the sample means, with the exception of GOL 
and BPO. The bounds have lowered the optimisation only BPO, GOL and HGF means and 
increased the HGH, HGM and SHL means, thus calculating HGF, HGH, HGM and SHL means 
closer to the corresponding sample MTP means.    
The MTP spatial maps for the MTPs derived from each method can be viewed in Appendix 5.2. 
The MTP spatial maps for the methods which use the MTP2 and MTP3 simulation results to 
obtain maximum and minimum constraints show more variation than those spatial maps which 
uses the MTPs which have been independently modelled and simulated (MTP1) to obtain 
maximum and minimum constraints.     
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Figure 22-The means for the sample MTPs and method MTPs. The red line is the sample MTP means and the 
blue column is the MTP mean when using solely optimisation. The numerical means can be viewed in 
Appendix 5.1. 
Thus far the optimal MTPs and HGs have been evaluated as a whole; however a localised 
comparison determines the results at a block level. The block sample MTPs and HGs will be 
compared with the corresponding block MTPs and HGs for each MTP method. It was noted that 
there was a difference between the assay HGs and HGs calculated using the MTP samples. 
Therefore the average differences between the assay HGs and HGs calculated using the MTP 
samples was calculated and mapped to identify drillholes which have small and large average 
HG differences. The average differences (Figure 23) were used because it gave a good 
indication of the drillholes which had small and large average differences for all the HGs, not 
just a specific HG.   
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Figure 23 shows the average HG differences per drillhole sample. A total of seven drillholes 
with small average HG differences and four drillholes with large average HG differences were 
randomly chosen in different areas of the study region to examine the performance of the 
algorithm further. The sample MTPs located within each block were averaged to obtain block 
MTP samples. The blocks with small average HG differences provide a more reliable 
comparison between the block sample MTPs and block MTPs for each optimisation method 
than blocks which show large differences. While the blocks with large HG differences, which 
could be due to inconsistent interval MTPs in some drillholes, were also chosen to evaluate the 
effect this may have on the block MTPs for each optimisation method 
 
Figure 23- The average differences between the assay HG and HG using the sample MTP's and using a colour 
scale of 0.9 to 1.5. The actual minimum and maximum average HG differences is 0.09 and 17.5, respectively. 
The colour scale was changed in order to identify drillholes with lower average HG differences. 
 
  
Figure 24-The drillholes chosen with the smallest average difference (left) and largest average difference 
(right). 
The sample MTPs of the seven drillholes with small average HG differences were averaged 
within each block to obtain 25 block sample MTPs (Table 24, 25 and Figure 24). The sample 
MTPs of the four drillholes with large average HG differences were averaged to obtain 13 block 
sample MTPs. The drillhole with the greatest difference in HGs is L2, which has an average HG 
difference of 12.26. The drillhole S5 has the smallest average HG difference of 0.7. The overall 
average HG difference for all the blocks with large average HG differences is 8.25, while the 
overall  average HG difference for the blocks with small average HG differences is 0.92. The 
large difference between the two illustrates the need for blocks with large and small average HG 
differences to be examined separately.    
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Table 24- The block locations and average block differences of the 4 larger average HG differences chosen. 
Drillholes  Blocks x y Z Average Block Difference  
L1 1 3843.75 -2406.25 705 8.474 
  2 3843.75 -2406.25 715 11.079 
  3 3843.75 -2406.25 725 6.216 
L2 1 3956.25 -2456.25 725 10.245 
  2 3956.25 -2456.25 735 12.636 
  3 3956.25 -2456.25 745 13.909 
L3 1 3418.75 -2243.75 705 3.427 
  2 3418.75 -2243.75 715 6.067 
  3 3418.75 -2243.75 725 9.470 
L4 1 3293.75 -1706.25 625 10.169 
  2 3293.75 -1706.25 635 4.790 
  3 3293.75 -1706.25 645 3.654 
  4 3293.75 -1706.25 655 7.114 
 
Table 25-block locations and average block differences of the 7 smaller average HG differences chosen 
Drillholes  Blocks x y z Average Block Difference  
S1 1 4056.25 -2443.75 705 0.5856 
  2 4056.25 -2443.75 715 0.6622 
  3 4056.25 -2443.75 725 1.3032 
S2 1 3206.25 -2156.25 715 0.6434 
  2 3206.25 -2156.25 725 1.0261 
  3 3206.25 -2156.25 735 1.0568 
  4 3206.25 -2156.25 745 1.3013 
S3 1 3281.25 -1806.25 655 0.2995 
  2 3281.25 -1806.25 665 0.8896 
  3 3281.25 -1806.25 675 0.9791 
  4 3281.25 -1806.25 685 1.0026 
S4 1 3043.75 -1606.25 645 1.1865 
  2 3043.75 -1606.25 655 1.6337 
  3 3043.75 -1606.25 665 0.7531 
S5 1 3693.75 -1643.75 625 0.6149 
  2 3693.75 -1643.75 635 0.7833 
  3 3693.75 -1643.75 645 0.6048 
  4 3693.75 -1643.75 655 0.7635 
S6 1 3993.75 -1731.25 635 0.5011 
  2 3993.75 -1731.25 645 0.9226 
  3 3993.75 -1731.25 655 0.4761 
  4 3993.75 -1731.25 665 1.4298 
S7 1 4156.25 -1481.25 575 2.1176 
  2 4156.25 -1481.25 585 0.8569 
  3 4156.25 -1481.25 595 0.6865 
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The MAD values between the 25 sample block MTPs with small average HG differences and 
corresponding block MTP for each method are one of the measures used to determine which 
MTP method produces MTPs most similar to the sample block MTPs. The average MAD values 
lie between 0.077 and 0.086. The average MAD value is smallest for MTP2S,B1 while MTP1NS,B1 has the largest average MAD value (Table 26). The method which results in the 
smallest MAD value for each MTP varies. 
MTP2S,B1 has the lowest MAD values for BPO and SHL and the second lowest MAD values for 
GOL, HGF and HGM. Therefore, on average the MTPs for MTP2S,B1 are the most similar to 
the 25 sample block MTPs while MTP1NS,B1  are the least similar.  
Table 26- The MAD values between the sample MTPs and MTPs for each MTP method for the blocks which 
had a small average HG differences 
  MAD – Blocks showing small HG differences 
  BPO GOL HGF HGH HGM SHL Average 
𝐌𝐌𝐌𝐌𝐍𝐒,𝐁𝐌 0.013 0.041 0.160 0.088 0.163 0.051 0.086 
𝐌𝐌𝐌𝐌𝐍𝐒,𝐁𝐌 0.008 0.069 0.165 0.083 0.134 0.045 0.084 
𝐌𝐌𝐌𝐌𝐍𝐒,𝐁𝐌 0.009 0.041 0.153 0.078 0.147 0.052 0.080 
𝐌𝐌𝐌𝐌𝐍𝐒,𝐁𝐌,𝐰𝐟 0.013 0.041 0.164 0.081 0.161 0.051 0.085 
𝐌𝐌𝐌𝐌𝐒,𝐁𝐌 0.011 0.041 0.137 0.085 0.150 0.051 0.079 
𝐌𝐌𝐌𝐌𝐒,𝐁𝐌 0.008 0.065 0.146 0.082 0.116 0.045 0.077 
𝐌𝐌𝐌𝐌𝐒,𝐁𝐌 0.009 0.068 0.158 0.106 0.115 0.041 0.083 
 
The average MAD values for the blocks which have large average HG differences lie between 
0.198 and 0.232 and are shown in Table 27. Majority of the MAD values are significantly larger 
than the MAD value for the block with small average block HG differences, with the exception 
of the majority of the HGH MAD values. The MAD values for the two types of blocks vary in 
magnitude,  with the MAD for BPO proportions in blocks with large HG differences being 
approximately 20 times that for the corresponding MAD in small HG difference blocks, while 
for GOL and HGF the MADs differ by  approximately a factor of two. For HGH there is very 
little difference. The MTP2NS,B1 method has the smallest average MAD value, while MTP2S,B1 
has the largest average MAD value; however, this is caused by the high GOL MAD value. The 
other material type MTP2S,B1 MAD values are relatively low. 
There is a large difference between the MTP3S,B1 HGH MAD value (0.158) and the HGH MAD 
values from the other methods which range from 0.073 to 0.088. The MTP3S,B1 method has 
lower GOL, HGF and HGM MAD values than the corresponding MTP2S,B1 method MAD 
values. The same difference is HGH MAD values are seen in Table 26, however the difference 
between the HGH MAD values is not as large. This suggests that modelling the five sample 
MTPs with similar spatial trends and the sixth MTP making up the difference, results in MTPs 
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more similar to the sample MTPs for the material types which have been modelled but not for 
the material type (HGH) which was inferred from the modelled ones.    
 
Table 27-The MAD values between the sample MTPs and MTPs for each MTP method for the blocks which 
had a large average HG differences 
  MAD – Blocks showing large HG differences 
  BPO GOL HGF HGH HGM SHL Average 
𝐌𝐌𝐌𝐌𝐍𝐒,𝐁𝐌 0.275 0.108 0.246 0.077 0.414 0.269 0.231 
𝐌𝐌𝐌𝐌𝐍𝐒,𝐁𝐌 0.267 0.121 0.240 0.088 0.214 0.257 0.198 
𝐌𝐌𝐌𝐌𝐍𝐒,𝐁𝐌 0.278 0.103 0.242 0.073 0.415 0.266 0.230 
𝐌𝐌𝐌𝐌𝐍𝐒,𝐁𝐌,𝐰𝐟 0.274 0.106 0.240 0.076 0.424 0.267 0.231 
𝐌𝐌𝐌𝐌𝐒,𝐁𝐌 0.275 0.110 0.232 0.079 0.409 0.270 0.229 
𝐌𝐌𝐌𝐌𝐒,𝐁𝐌 0.262 0.196 0.199 0.075 0.397 0.264 0.232 
𝐌𝐌𝐌𝐌𝐒,𝐁𝐌 0.264 0.127 0.169 0.158 0.219 0.270 0.201 
 
The MAPE values between the assay HGs and HGs calculated using the optimal MTPs for each 
method, block sample MTPs, and OK HGs for the blocks with small average HG differences 
and for the blocks with large average HG differences are shown in Table 28. On average, the 
sample HGs show lower MAPE values for the blocks with small HG differences than the OK 
HGs. The opposite is the case for the blocks with large HG differences, which was expected.  
In terms of the methods, MTP3S,B1 has the lowest average MAPE value while MTP1NS,B1,wf 
has the highest average MAPE value for the blocks with the smallest average HG differences. 
For the blocks with large HG differences, the MTP1S,B1 method has the lowest average MAPE 
value while the MTP3S,B1 method has the highest average MAPE value.  
An interesting observation is that the three MTP methods using the jointly simulated MTPs 
(MTP2 and MTP3) have lower HG MAPE values than the OK HG MAPE values for the blocks 
with small HG differences. The opposite effect is shown for the blocks with large HG 
differences.  
The SiO2, LOI and Al2O3 MAPE values are very high. This is consistently shown in the table; 
however the optimisation method HG MAPE values, with the exception of Al2O3, are clearly 
lower for the blocks with small HG differences. The opposite is the case for Al2O3, in which the 
blocks with large HG differences have the lower Al2O3  MAPE values for the optimisation 
methods. This confirms that when the HGs, calculated from the sample MTPs, are similar to the 
assay HGs the block MTPs results are better. 
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Table 28-The MAPE values between the assay HGs and HGs using the sample MTP's, MTP's for each MTP 
method and OK HGs 
MAPE values  
  Small HG differences 
  Fe SiO2 Al2O3 LOI Density Average 
Samples 2.069 30.346 30.039 19.330 7.933 17.943 
OK 3.485 90.575 39.807 15.598 7.034 31.300 
𝐌𝐌𝐌𝐌𝐍𝐒,𝐁𝐌 3.589 73.932 70.798 19.936 8.469 35.345 
𝐌𝐌𝐌𝐌𝐍𝐒,𝐁𝐌 3.065 56.024 58.856 21.276 8.177 29.480 
𝐌𝐌𝐌𝐌𝐍𝐒,𝐁𝐌 3.471 68.743 75.889 20.655 8.613 35.474 
𝐌𝐌𝐌𝐌𝐍𝐒,𝐁𝐌,𝐰𝐟 3.731 77.640 75.059 20.494 8.336 37.052 
𝐌𝐌𝐌𝐌𝐒,𝐁𝐌 3.513 71.445 70.713 20.565 8.157 34.879 
𝐌𝐌𝐌𝐌𝐒,𝐁𝐌 3.134 56.962 60.241 21.559 8.099 29.999 
𝐌𝐌𝐌𝐌𝐒,𝐁𝐌 3.025 58.422 49.583 21.263 7.858 28.030 
 Large HG differences 
Samples 26.35 620.71 198.22 41.61 12.46 179.87 
OK 5.11 79.72 28.75 15.81 8.34 27.55 
𝐌𝐌𝐌𝐌𝐍𝐒,𝐁𝐌 5.22 78.46 41.27 23.95 10.57 31.90 
𝐌𝐌𝐌𝐌𝐍𝐒,𝐁𝐌 4.63 87.57 39.75 28.59 10.09 34.13 
𝐌𝐌𝐌𝐌𝐍𝐒,𝐁𝐌 5.24 75.20 44.23 24.68 10.73 32.01 
𝐌𝐌𝐌𝐌𝐍𝐒,𝐁𝐌,𝐰𝐟 5.27 78.29 44.61 24.43 10.72 32.67 
𝐌𝐌𝐌𝐌𝐒,𝐁𝐌 5.17 77.44 38.98 24.21 10.55 31.27 
𝐌𝐌𝐌𝐌𝐒,𝐁𝐌 5.06 80.48 42.84 26.58 10.32 33.05 
𝐌𝐌𝐌𝐌𝐒,𝐁𝐌 5.14 94.17 36.58 28.65 11.58 35.22 
 
For five of the blocks with small average HG differences and six of the blocks with large 
average HG differences lump proportions, from the blasthole data set, were available. MTP1NS,B2 has the lowest deviation values (Table 29) for the blocks with small average HG 
differences, while the MTP1S,B1 method has the lowest deviation values for the blocks with 
large average HG differences. The block sample MTPs show the largest deviation values for the 
blocks with small average HG differences while the MTP2S,B1 method shows the largest 
deviation values for the blocks with large HG differences. The block sample MTPs with large 
HG differences calculated a lump proportion (14.95%) more similar to the blasthole lump 
proportion than the lump proportion calculated using the sample MTPs for the blocks with small 
HG differences (17.19%).  These results are inconsistent with the results previously shown. The 
block sample MTPs for the blocks with small HG differences has calculated the lowest MAPE 
values in the other results; however this was not the case. 
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Table 29- The MAPE and MPE between the blasthole lump proportion and lump proportions using the 
sample MTPs and the MTPs for each optimisation method. 
 
Lump Proportion Differences 
Blocks with small HG differences Blocks with large HG differences 
MAPE (%) MPE (%) MAPE (%) MPE (%) 
Samples 17.19 -12.85 14.95 -3.25 
𝐌𝐌𝐌𝐌𝐍𝐒,𝐁𝐌 6.59 -0.48 5.58 1.45 
𝐌𝐌𝐌𝐌𝐍𝐒,𝐁𝐌 13.35 -5.47 22.58 3.87 
𝐌𝐌𝐌𝐌𝐍𝐒,𝐁𝐌 5.32 0.02 5.87 1.74 
𝐌𝐌𝐌𝐌𝐍𝐒,𝐁𝐌,𝐰𝐟 6.15 -1.22 5.33 1.18 
𝐌𝐌𝐌𝐌𝐒,𝐁𝐌 12.53 -9.06 4.94 0.48 
𝐌𝐌𝐌𝐌𝐒,𝐁𝐌 16.69 -10.70 28.79 9.66 
𝐌𝐌𝐌𝐌𝐒,𝐁𝐌 5.86 1.24 19.69 3.71 
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10. Data Quality Issues 
One of the concerns stated by Cornah (Cornah, 2009) is the occurrence of large differences 
between HGs being calculated using MTPs and other HGs. This is the case for the given data. It 
is important that the HGs calculated using the sample MTPs are similar to the assay HGs 
because the most important variables, in terms of saleable products, are Fe, Al2O3 and SiO2. 
The iron content is important because it is the Fe element in the ore which is predominantly 
used to make steel. Aluminium (Al), present in Al2O3, has a number of adverse effects on the 
furnace operation involved in producing iron and steel, reducing the quality of iron. Aluminium 
is also very difficult to reduce once present. Therefore, it is important to identify the locations of 
major Al2O3 concentrations in relation to iron, as potential clients are interested in a high iron 
quality.  SiO2 promotes the formation of gray iron which is a type of iron less brittle and easier 
to finish than the more common white iron. Gray iron is preferred for casting and is often used 
for housing structures while white iron is the starting material for malleable cast iron. Thus, by 
mining companies knowing where areas of high silica concentrations are in relation to iron 
deposits, they are more capable of producing a higher quality of white and gray iron (Liddelow 
and Dinsdale, 1996). Consistency between the assay HGs, especially Fe, Al2O3 and SiO2, and 
HGs calculated using the MTP’s is the first step needed in order to include MTPs into the 
resource model.   
There are inconsistencies between the HG calculated using the sample MTP and the assay HG, 
as seen in Table 30, which shows the MAPE between all the assay HG, assay HG ≥ 60 % Fe 
and assay HG ≥ 50% Fe with the corresponding calculated HG using the sample MTP. The 
MAPE values are large for all the HG, especially Al2O3, SiO2 and LOI. The MAPE for Fe may 
not be as large as the other HG, however a MAPE of 7.641% combined with the high MAPE for 
the other HGs could cause misclassification of blocks which could be very costly. 
Table 30- The MAPE values between the assay HGs and HGs calculated using the sample MTPs. 
 
 
 
 
The correlation coefficient between the assay HGs and calculated HGs using the sample MTPs, 
shown in Table 31, further illustrates the inconsistency between the two HGs. The correlation 
coefficients values are small, especially for SiO2 and Fe ≥ 60%, showing that there is little 
correlation between the assay HGs and calculated HGs using the sample MTPs.  
  MAPE (%) 
  Fe SiO2 Al2O3 LOI Density  
All  7.641 179.680 96.503 63.770 10.422 
Fe ≥ 50 % 7.500 181.431 96.713 64.350 10.389 
Fe ≥ 60% 6.512 192.789 99.038 69.678 10.433 
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Table 31- The Correlation coefficient between the assay HGs and HGs calculated using the samples MTPs. 
  Correlation Coefficient   
  Fe SiO2 Al2O3 LOI Density  
All  0.465 0.275 0.560 0.481 0.317 
Fe ≥ 50% 0.393 0.229 0.482 0.433 0.285 
Fe ≥ 60% 0.241 0.137 0.297 0.242 0.225 
Scatter plots in Figure 25, colour coded according to the Fe values, further show the 
inconsistency between the HGs using the sample MTPs and assay HGs. For Fe there are 
differences of as much as 50% for some samples, which may lead to a misclassification of a 
sample as waste where in reality it is ore and vice versa. 
 
 
 
 
 
 
Figure 25- The scatter plots, colour coded according to the Fe value, between the HGs using the sample MTPs 
and assay HGs 
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11. Discussion and Conclusion  
Knowledge of the material types of an orebody can be used to develop a more reliable and 
realistic resource model which will help improve the processing, production and quality of the 
ore being mined. The aim of this study was to determine the best way to model the MTPs and 
reconcile the estimated proportions per block with the estimated head grades from the resource 
model using DBS and the LSSOL optimisation model. One of the main decisions was to 
determine the best way to model and simulate the MTPs. Three different simulation options, all 
using DBS, were implemented. The first option was to model and simulate the six MTP 
variables independently. The second option was to model and simulate the six MTP variables 
jointly. As the spatial structure of the HGH attribute was quite different to those of the 
remaining five variables, the final option was to jointly simulate the five MTPs whose sample 
MTPs have similar spatial structures with the sixth block MTP making up the sum difference to 
one. 
A variety of different baseline methods, which comprise computation of MTPs from the 
simulation only and MTPs obtained from the optimisation alone, were examined and analysed. 
The results obtained from the baseline methods clearly demonstrate the need for a method that 
incorporates both the optimisation program and DBS to calculate reasonable MTPs. The six 
baseline methods which did not use the optimisation model resulted in MTPs most similar to the 
sample MTPs. Despite this, the HGs calculated using the MTPs from these baseline methods 
were significantly different to the OK HGs. These baseline methods show the importance of the 
optimisation model to calculate MTPs which reflect the OK HGs, if the aim is to have MTPs 
consistent with them.    
As expected, the baseline method which used only the optimisation model had the lowest 
average objective value and calculated from it are HGs most similar to the OK HGs. However, 
the same baseline method also showed MTP means least similar to the sample MTP means, and 
the most MTPs set to zero. These results suggest that some of the MTPs have been falsely set to 
zero for the sole purpose of obtaining the lowest objective value. The mean MTPs calculated 
using the optimisation only method, with the exception of BPO, showed the largest difference 
with the sample MTP means. The mismatch between the sample MTPs and the MTPs derived 
using optimisation alone are further shown with the spatial maps, in particular those for the 
proportions of GOL, HGF and HGM, which did not correlate with the sample proportions. 
Hence, minimum and maximum MTP constraints for each block are necessary to ensure that the 
MTPs via the optimisation model reflect the MTs of that area, instead of calculating MTP that 
produce the HGs most similar to the OK HGs which are only estimates and locally biased.  
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Seven methods which combined both the DBS and optimisation program were examined and 
compared in the hope to obtain a method which calculated optimal MTPs that captures the 
sample MTPs and OK HGs. The optimisation program ensured that the optimal proportion of 
each material type within each block was calculated by minimising the difference between the 
OK HG and HG calculated using from the MTP. The maximum and minimum MTP, obtained 
from the DBS, for each material type and block were used as the bound constraints to ensure 
that the optimal MTPs reflect the sample MTPs. The study shows that the optimisation program 
and joint DBS are necessary for calculating the MTPs. The chosen optimisation algorithm is 
suitable for calculating optimal MTPs. An inform value of 0 for every final block MTP shows 
that the solutions are unique, which further demonstrates that the optimisation problem is well 
defined. The present study demonstrates that for areas with sufficient MTP samples DBS is a 
fast and suitable method to simulate the spatial distribution of MTPs. 
Initially the maximum and minimum MTPs derived from the DBS, for each material type and 
block, were intended to be used as the bound constraints in the optimisation program. However, 
one of the issues with doing so was that a large number of blocks had extreme maximum and/or 
minimum realisation values compared to the other realisation values for the corresponding 
block. This caused large ranges between the maximum and minimum MTP constraints for some 
of the material types, defeating the purpose of having minimum and maximum MTP constraints. 
The reason for having minimum and maximum constraints was to guide the program to 
calculate MTPs that produce HGs similar to the OK HGs and reflect the sample MTPs as well. 
In order to prevent the occurrence of very large ranges in the allowable proportion for any 
material type, upper and lower bound values were set to the outlier or extreme outlier thresholds 
respectively.  
The bounds applied for each MTP method resulted in calculating MTP means more similar to 
the sample MTP means than those calculated when the optimisation alone was used. However, 
determining the bounds to obtain the maximum and minimum constraints that will calculate 
block MTPs that reflect the sample MTPs and OK HGs does not appear to be straightforward. 
Firstly, none of the seven methods restricts all the MTP ranges. Each method appeared to 
restrict some MTP ranges more than others. For example, the three optimisation methods which 
only vary in the DBS option used (MTP1S,B1, MTP2S,B1, MTP3S,B1) have the most restrictive 
bound constraints for HGF and HGM, while the MTP1NS,B2 method has the most restrictive 
bound constraints for BPO, GOL, and SHL. There was a significant difference between the 
smallest and largest BPO average range values.  However, for the other material types the 
difference between the smallest and largest average range values is relatively small, showing an 
average difference of 22%, which may be insignificant in this case. 
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One of the issues with using the MTP1NS,B2 method, in which the extreme maximum/minimum 
realisation proportions were set to the upper/lower outlier thresholds (B2), is the large number 
of realisation proportions above the outlier bound. The majority of the optimisation methods 
have one or two realisation values being above the extreme outlier bound. Some of the blocks in 
the MTP1NS,B2 method have as many as ten MTP realisations over the outlier bound, which 
means 20% of the realisation values are neglected. However, using more simulations may 
address this problem. 
The spatial maps, sample mean comparisons, and block MTP comparisons for the blocks with 
small HG differences, demonstrated that the methods using the jointly modelled and simulated 
MTPs resulted in MTPs more similar to the sample MTPs. The spatial maps for the methods 
using the independently modelled and simulated MTP were smoother and showed less variation 
than the other spatial maps. The spatial maps, means, and block MTP comparison results for the 
HGH values derived from the joint simulation of all six MTP variables is noticeably more 
similar to the sample MTP than the HGH results using the MTP3S,B1 method. Therefore, jointly 
modelling and simulating all the MTPs seems to capture the spatial features of the material 
types better than the other DBS options. These results may differ in a study in which a material 
type cannot be modelled at all, but the joint model used for this study provided a reasonable fit 
for HGH. Simulating the MTPs jointly, if possible, results in a better match of spatial features 
with those of the samples than simulating the MTPs independently. Simulating the five MTPs 
with similar spatial features and the last MTP making up the sum difference was also shown to 
be effective, especially when a MTP cannot be modelled.   
The OK Fe values are of one order of magnitude larger than the other OK HG values. To test 
whether or not the difference in magnitude between Fe and the other HG influenced the 
optimisation results, a weighting factor was introduced for the Fe component in the objective 
function. The MTP1NS,B1,wf method used the same simulation and bounds as the MTP1NS,B1 
method, however the MTP1NS,B1,wf method had a weighting factor added to the OK Fe values 
in the LSSOL program. The similarity in the MTP1NS,B1 and MTP1NS,B1,wf results shows that 
the large Fe magnitude does not significantly affect the MTPs calculated in the optimisation 
model. Therefore, the use of a weighting factor for the contribution of Fe to the objective 
function appears to be unnecessary. 
The only sensible statistical comparison was to compare the means of the method MTP with the 
sample MTP because the change of support does not affect the mean. The most reasonable 
comparison was the block MTP comparison, especially the comparison for the blocks with 
small HG differences. This was because blocks which showed to have small average differences 
between the assay HGs and HGs calculated using the MTP samples were carefully chosen in 
different areas of the study region, therefore eliminating the issue of data quality. This MTP 
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block comparison was able to determine which methods resulted in MTPs most similar to the 
sample MTPs. However, the number of blocks compared was also small compared to the 
number of blocks in the block model. 
The lump proportion results were inconsistent with the other MTP block comparison results 
shown. The blasthole lump proportion may not be a suitable comparison, as the way in which 
the lump proportions were calculated for the blasthole is different to the way in which the lump 
proportions for the optimisation results and the samples are calculated in the study. The exact 
lump proportion calculation used to obtain blasthole lump proportions is unknown. The 
blasthole lump proportions however were calculated using the 26 original MT and the blasthole 
chemical samples, while the lump proportions calculated using the sample MTPs and MTPs for 
each method only used the six material types derived from the original 26. This study assumes 
that the lump proportions are the same, however further investigation into whether the two ways 
of calculating the lump proportions produce similar results would need to be explored further. 
The change of support is also a factor which needs to be considered as the block lump 
proportions obtained from the blasthole data are most likely the average of one or two blastholes 
which make up a fraction of the block volume. 
There are several concerns and questions regarding the quality of the sample MTPs and data 
sets which were used for comparison. The main concern was the significant mismatch between 
the assay HGs and HGs calculated using the sample MTPs, questioning the quality and 
reliability of the samples and the DBS results. Whether this is due to the grouping of the 
material types or simply bad sampling is unclear.  
A further concern is the lack of samples in some regions of the block model. The MTPs 
calculated in the regions of the block model which have very little to no sample MTPs, in 
particular the NW region of the block model, are not reliable MTPs and are likely to be 
inaccurate. The same sample drillhole were used to calculate the OK HG, therefore it is also 
likely that the OK HG estimates in this area are not reliable.   
The lack of reliable data used for comparison, lack of samples in certain areas, and inconsistent 
sample MTPs makes it difficult to choose one method over the other. The MTP2S,B1 method 
was consistent in calculating MTPs similar to the sample MTPs. MTP2S,B1 may not be the 
method that calculates the HGs the most similar to the OK HGs however it was reasonable. 
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12. Future Research 
There are several areas of this study that would benefit from future research. Such areas include 
alternative methods for determining suitable bounds for each material type proportion, using 
other simulation or estimation approaches and possibly testing different methods of regrouping 
the material types. It would certainly be beneficial to repeat this study in the future on a data set 
which does not have as many data issues.  
Future studies on the grouping of the material types may be necessary; as this was the first 
regrouping carried out and was based mainly on physical characteristics. It may be worth 
researching other ways or include more characteristics to regroup the material types as the 
grouping of the six material types may possibly be too coarse and may have impacted the 
matches between the OK HG and calculated HG. The fact that the OK HGs are locally biased 
could contribute to the mismatch shown between the calculated HG and OK HG. However, 
further study into the effects would need to be done. It may also be worth investigating if less 
mismatch of sample HG and calculated HG occurred if sampling of the material types were 
done using the six material types, instead of grouping twenty six logged material types. It would 
also be beneficial if sampling was done throughout the block model as the results obtained in 
areas with no samples are not dependable and pose a high risk. 
A further issue which needs to be explored further is restricting the maximum and minimum 
constraints for some MTPs more than other MTPs. The average ranges for HGM and HGF were 
almost double the average ranges for the other MTPs, with the exception of HGH for the MTP3S,B1 method. The differences between the HGF and HGM average range values with the 
HGH average range values might not be as severe; however there was still a noticeable 
difference. The MAPE values for the HGM and HGF blocks with small HG differences, in 
which data quality is not a concern, was almost double the MAPE values for the other MTPs, 
showing a similar trend. This shows that restricting the minimum and maximum MTP for each 
block and hence the range, calculates MTP that are more similar to the sample MTP.  However, 
reducing the average ranges for HGM and HGF was shown to be a challenge in this study. It 
would be worth investigating the effects of using different bounds for different material types, 
such as using the outlier bounds for HGM and HGF and using the extreme outlier bounds for 
the other material types. It may also be worth investigating other mechanisms for constraining 
the proportions, especially for HGM and HGF. Therefore, the method in which to restrict the 
maximum and minimum constraints needs to be further explored as MTPs which show more 
variation of proportions need more constraints than other MTPs. 
Koushavand and Deutsch (Koushavand and Deutsch, 2008) have introduced an addition 
constraint in a co-kriging system to ensure summation to one which may be worth trialling in 
future studies.  Instead of using the DBS algorithm it may be worth investigating and comparing 
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the effects of applying a non Gaussian algorithm to simulate and incorporate a constraint which 
would ensure that the proportions sum up to one, just as in the above co-kriging approach. 
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Appendix 1 
 
Figure A(1.1)- DG1 sample MTP Scatter plots, showing almost no correlation between the 
sample MTPs. 
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Appendix 2.1.1 – Independent Isatis Anamorphosis parameter 
files 
Jacqueline Ferreira  -  Sep 14 2010   14:12:24 
 
 
******************************************* 
Directory Name       : proportions_DGzones 
File Name            : Lines 
Selection Name       : DG1_noOutlier 
Weight Variable Name : None 
******************************************* 
Total number of samples   = 17619 
Gaussian Variables are calculated using Frequency Inversion 
Number of Hermite Polynomials = 40 
 
 
   ======== Raw Variable Name: BPO(proportions) ========   
 _____________________ 
|          |          | 
|          | Raw      | 
|          | Variable | 
|----------|----------| 
| Count    |     3066 | 
| Minimum  |     0.00 | 
| Maximum  |     1.00 | 
| Mean     |     0.05 | 
| Variance |     0.02 | 
| Std. Dev |     0.14 | 
|__________|__________| 
 
Experimental mean            = 0.05 
Theoretical mean (Psi)       = 0.05 
Theoretical mean (Discr)     = 0.05 
Experimental variance        = 0.02 
Theoretical variance (Psi)   = 0.02 
Theoretical variance (Discr) = 0.02 
 
Interval of Definition: 
   On gaussian variable: [-0.81 ,3.59] 
   On raw variable: [0.00 ,1.00] 
 
 
 
Raw Variable: BPO(proportions) -> Gaussian Variable: DG1_BPO_ana 
 
Statistics on Gaussian Variable: 
Minimum   =    -3.468055 
Maximum   =     3.468055 
Mean      =     0.000000 
Variance  =     0.999127 
Std. Dev. =     0.999563 
 
Statistics on Z-Zth: 
Mean      =    -0.001568 
Variance  =     0.000105 
Std. Dev. =     0.010254 
 
 ======= Recording Journal File =======  
 
 Adding Bulletin "Gaussian Anamorphosis Modeling" in file 
"/home/jferreir/Data/Journals/transformation.ijnl" 
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Number of Bulletins in File = 2 
 
Jacqueline Ferreira  -  Sep 14 2010   14:48:55 
 
 
******************************************* 
Directory Name       : proportions_DGzones 
File Name            : Lines 
Selection Name       : DG1_noOutlier 
Weight Variable Name : None 
******************************************* 
Total number of samples   = 17619 
Gaussian Variables are calculated using Frequency Inversion 
Number of Hermite Polynomials = 40 
 
 
   ======== Raw Variable Name: GOL(proportions) ========   
 _____________________ 
|          |          | 
|          | Raw      | 
|          | Variable | 
|----------|----------| 
| Count    |     3066 | 
| Minimum  |     0.00 | 
| Maximum  |     1.00 | 
| Mean     |     0.11 | 
| Variance |     0.02 | 
| Std. Dev |   0.1228 | 
|__________|__________| 
 
Experimental mean            = 0.11 
Theoretical mean (Psi)       = 0.11 
Theoretical mean (Discr)     = 0.11 
Experimental variance        = 0.0151 
Theoretical variance (Psi)   = 0.0149 
Theoretical variance (Discr) = 0.0148 
 
Interval of Definition: 
   On gaussian variable: [-1.13 ,3.97] 
   On raw variable: [0.00 ,1.00] 
 
 
 
Raw Variable: GOL(proportions) -> Gaussian Variable: DG1_GOL_ana 
 
Statistics on Gaussian Variable: 
Minimum   =    -3.468055 
Maximum   =     3.468055 
Mean      =     0.000000 
Variance  =     0.999127 
Std. Dev. =     0.999563 
 
Statistics on Z-Zth: 
Mean      =    -0.000513 
Variance  =     0.000186 
Std. Dev. =     0.013641 
 
 ======= Recording Journal File =======  
 
 Adding Bulletin "Gaussian Anamorphosis Modeling" in file 
"/home/jferreir/Data/Journals/transformation.ijnl" 
Number of Bulletins in File = 4 
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Jacqueline Ferreira  -  Sep 14 2010   15:02:10 
 
 
******************************************* 
Directory Name       : proportions_DGzones 
File Name            : Lines 
Selection Name       : DG1_noOutlier 
Weight Variable Name : None 
******************************************* 
Total number of samples   = 17619 
Gaussian Variables are calculated using Frequency Inversion 
Number of Hermite Polynomials = 60 
 
 
   ======== Raw Variable Name: HGF(proportions) ========   
 _____________________ 
|          |          | 
|          | Raw      | 
|          | Variable | 
|----------|----------| 
| Count    |     3066 | 
| Minimum  |     0.00 | 
| Maximum  |     1.00 | 
| Mean     |     0.27 | 
| Variance |     0.05 | 
| Std. Dev |   0.2281 | 
|__________|__________| 
 
Experimental mean            = 0.27 
Theoretical mean (Psi)       = 0.27 
Theoretical mean (Discr)     = 0.27 
Experimental variance        = 0.0520 
Theoretical variance (Psi)   = 0.0518 
Theoretical variance (Discr) = 0.0514 
 
Interval of Definition: 
   On gaussian variable: [-1.25 ,3.39] 
   On raw variable: [0.00 ,1.00] 
 
 
 
Raw Variable: HGF(proportions) -> Gaussian Variable: DG1_HGF_ana 
 
Statistics on Gaussian Variable: 
Minimum   =    -3.468055 
Maximum   =     3.468055 
Mean      =     0.000000 
Variance  =     0.999127 
Std. Dev. =     0.999563 
 
Statistics on Z-Zth: 
Mean      =    -0.000750 
Variance  =     0.000226 
Std. Dev. =     0.015031 
 
 ======= Recording Journal File =======  
 
 Adding Bulletin "Gaussian Anamorphosis Modeling" in file 
"/home/jferreir/Data/Journals/transformation.ijnl" 
Number of Bulletins in File = 5 
 
Jacqueline Ferreira  -  Sep 14 2010   15:25:25 
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******************************************* 
Directory Name       : proportions_DGzones 
File Name            : Lines 
Selection Name       : DG1_noOutlier 
Weight Variable Name : None 
******************************************* 
Total number of samples   = 17619 
Gaussian Variables are calculated using Frequency Inversion 
Number of Hermite Polynomials = 50 
 
 
   ======== Raw Variable Name: HGH(proportions) ========   
 _____________________ 
|          |          | 
|          | Raw      | 
|          | Variable | 
|----------|----------| 
| Count    |     3066 | 
| Minimum  |     0.00 | 
| Maximum  |     1.00 | 
| Mean     |     0.09 | 
| Variance |     0.02 | 
| Std. Dev |   0.1579 | 
|__________|__________| 
 
Experimental mean            = 0.09 
Theoretical mean (Psi)       = 0.09 
Theoretical mean (Discr)     = 0.09 
Experimental variance        = 0.0249 
Theoretical variance (Psi)   = 0.0248 
Theoretical variance (Discr) = 0.0247 
 
Interval of Definition: 
   On gaussian variable: [-0.67 ,6.00] 
   On raw variable: [0.00 ,1.00] 
 
 
 
Raw Variable: HGH(proportions) -> Gaussian Variable: DG1_HGH_ana 
 
Statistics on Gaussian Variable: 
Minimum   =    -3.468055 
Maximum   =     3.468055 
Mean      =     0.000000 
Variance  =     0.999127 
Std. Dev. =     0.999563 
 
Statistics on Z-Zth: 
Mean      =    -0.000542 
Variance  =     0.000155 
Std. Dev. =     0.012456 
 
 ======= Recording Journal File =======  
 
 Adding Bulletin "Gaussian Anamorphosis Modeling" in file 
"/home/jferreir/Data/Journals/transformation.ijnl" 
Number of Bulletins in File = 6 
 
Jacqueline Ferreira  -  Sep 14 2010   15:36:05 
 
 
******************************************* 
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Directory Name       : proportions_DGzones 
File Name            : Lines 
Selection Name       : DG1_noOutlier 
Weight Variable Name : None 
******************************************* 
Total number of samples   = 17619 
Gaussian Variables are calculated using Frequency Inversion 
Number of Hermite Polynomials = 50 
 
 
   ======== Raw Variable Name: HGM(proportions) ========   
 _____________________ 
|          |          | 
|          | Raw      | 
|          | Variable | 
|----------|----------| 
| Count    |     3066 | 
| Minimum  |     0.00 | 
| Maximum  |     1.00 | 
| Mean     |     0.39 | 
| Variance |     0.06 | 
| Std. Dev |   0.2405 | 
|__________|__________| 
 
Experimental mean            = 0.39 
Theoretical mean (Psi)       = 0.39 
Theoretical mean (Discr)     = 0.39 
Experimental variance        = 0.0579 
Theoretical variance (Psi)   = 0.0576 
Theoretical variance (Discr) = 0.0573 
 
Interval of Definition: 
   On gaussian variable: [-1.70 ,3.30] 
   On raw variable: [0.00 ,1.00] 
 
 
 
Raw Variable: HGM(proportions) -> Gaussian Variable: DG1_HGM_ana 
 
Statistics on Gaussian Variable: 
Minimum   =    -3.468055 
Maximum   =     3.468055 
Mean      =     0.000000 
Variance  =     0.999127 
Std. Dev. =     0.999563 
 
Statistics on Z-Zth: 
Mean      =    -0.000334 
Variance  =     0.000274 
Std. Dev. =     0.016553 
 
 ======= Recording Journal File =======  
 
 Adding Bulletin "Gaussian Anamorphosis Modeling" in file 
"/home/jferreir/Data/Journals/transformation.ijnl" 
Number of Bulletins in File = 7 
 
Jacqueline Ferreira  -  Sep 14 2010   15:46:15 
 
 
******************************************* 
Directory Name       : proportions_DGzones 
File Name            : Lines 
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Selection Name       : DG1_noOutlier 
Weight Variable Name : None 
******************************************* 
Total number of samples   = 17619 
Gaussian Variables are calculated using Frequency Inversion 
Number of Hermite Polynomials = 50 
 
 
   ======== Raw Variable Name: SHL(proportions) ========   
 _____________________ 
|          |          | 
|          | Raw      | 
|          | Variable | 
|----------|----------| 
| Count    |     3066 | 
| Minimum  |     0.00 | 
| Maximum  |     1.00 | 
| Mean     |     0.09 | 
| Variance |     0.03 | 
| Std. Dev |   0.1598 | 
|__________|__________| 
 
Experimental mean            = 0.09 
Theoretical mean (Psi)       = 0.09 
Theoretical mean (Discr)     = 0.09 
Experimental variance        = 0.0255 
Theoretical variance (Psi)   = 0.0254 
Theoretical variance (Discr) = 0.0252 
 
Interval of Definition: 
   On gaussian variable: [-0.67 ,2.88] 
   On raw variable: [0.00 ,1.00] 
 
 
 
Raw Variable: SHL(proportions) -> Gaussian Variable: DG1_SHL_ana 
 
Statistics on Gaussian Variable: 
Minimum   =    -3.468055 
Maximum   =     3.468055 
Mean      =     0.000000 
Variance  =     0.999127 
Std. Dev. =     0.999563 
 
Statistics on Z-Zth: 
Mean      =    -0.000441 
Variance  =     0.000158 
Std. Dev. =     0.012565 
 
 ======= Recording Journal File =======  
 
 Adding Bulletin "Gaussian Anamorphosis Modeling" in file 
"/home/jferreir/Data/Journals/transformation.ijnl" 
Number of Bulletins in File = 8 
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Appendix 2.1.2- Joint Isatis Anamorphosis parameter files using 
all the MTP 
Jacqueline Ferreira  -  Sep 16 2010   15:08:15 
 
 
******************************************* 
Directory Name       : proportions_DGzones 
File Name            : Lines 
Selection Name       : DG1_noOutlier 
Weight Variable Name : None 
******************************************* 
Total number of samples   = 17619 
Gaussian Variables are calculated using Frequency Inversion 
Number of Hermite Polynomials = 50 
 
 
   ======== Raw Variable Name: BPO(proportions) ========   
 _____________________ 
|          |          | 
|          | Raw      | 
|          | Variable | 
|----------|----------| 
| Count    |     3066 | 
| Minimum  |     0.00 | 
| Maximum  |     1.00 | 
| Mean     |     0.05 | 
| Variance |     0.02 | 
| Std. Dev |   0.1411 | 
|__________|__________| 
 
Experimental mean            = 0.05 
Theoretical mean (Psi)       = 0.05 
Theoretical mean (Discr)     = 0.05 
Experimental variance        = 0.0199 
Theoretical variance (Psi)   = 0.0198 
Theoretical variance (Discr) = 0.0197 
 
Interval of Definition: 
   On gaussian variable: [-0.74 ,3.30] 
   On raw variable: [0.00 ,1.00] 
 
 
 
Raw Variable: BPO(proportions) -> Gaussian Variable: DG1_joint_ana_BPO 
 
Statistics on Gaussian Variable: 
Minimum   =    -3.468055 
Maximum   =     3.468055 
Mean      =     0.000000 
Variance  =     0.999127 
Std. Dev. =     0.999563 
 
Statistics on Z-Zth: 
Mean      =    -0.001096 
Variance  =     0.000102 
Std. Dev. =     0.010115 
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   ======== Raw Variable Name: GOL(proportions) ========   
 _____________________ 
|          |          | 
|          | Raw      | 
|          | Variable | 
|----------|----------| 
| Count    |     3066 | 
| Minimum  |     0.00 | 
| Maximum  |     1.00 | 
| Mean     |     0.11 | 
| Variance |     0.02 | 
| Std. Dev |   0.1228 | 
|__________|__________| 
 
Experimental mean            = 0.11 
Theoretical mean (Psi)       = 0.11 
Theoretical mean (Discr)     = 0.11 
Experimental variance        = 0.0151 
Theoretical variance (Psi)   = 0.0149 
Theoretical variance (Discr) = 0.0148 
 
Interval of Definition: 
   On gaussian variable: [-1.09 ,3.68] 
   On raw variable: [0.00 ,1.00] 
 
 
 
Raw Variable: GOL(proportions) -> Gaussian Variable: DG1_joint_ana_GOL 
 
Statistics on Gaussian Variable: 
Minimum   =    -3.468055 
Maximum   =     3.468055 
Mean      =     0.000000 
Variance  =     0.999127 
Std. Dev. =     0.999563 
 
Statistics on Z-Zth: 
Mean      =    -0.000549 
Variance  =     0.000173 
Std. Dev. =     0.013143 
 
 
   ======== Raw Variable Name: HGF(proportions) ========   
 _____________________ 
|          |          | 
|          | Raw      | 
|          | Variable | 
|----------|----------| 
| Count    |     3066 | 
| Minimum  |     0.00 | 
| Maximum  |     1.00 | 
| Mean     |     0.27 | 
| Variance |     0.05 | 
| Std. Dev |   0.2281 | 
|__________|__________| 
 
Experimental mean            = 0.27 
Theoretical mean (Psi)       = 0.27 
Theoretical mean (Discr)     = 0.27 
Experimental variance        = 0.0520 
Theoretical variance (Psi)   = 0.0518 
Theoretical variance (Discr) = 0.0515 
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Interval of Definition: 
   On gaussian variable: [-1.29 ,3.44] 
   On raw variable: [0.00 ,1.00] 
 
 
 
Raw Variable: HGF(proportions) -> Gaussian Variable: DG1_joint_ana_HGF 
 
Statistics on Gaussian Variable: 
Minimum   =    -3.468055 
Maximum   =     3.468055 
Mean      =     0.000000 
Variance  =     0.999127 
Std. Dev. =     0.999563 
 
Statistics on Z-Zth: 
Mean      =    -0.000504 
Variance  =     0.000231 
Std. Dev. =     0.015198 
 
 
   ======== Raw Variable Name: HGH(proportions) ========   
 _____________________ 
|          |          | 
|          | Raw      | 
|          | Variable | 
|----------|----------| 
| Count    |     3066 | 
| Minimum  |     0.00 | 
| Maximum  |     0.90 | 
| Mean     |     0.09 | 
| Variance |     0.02 | 
| Std. Dev |   0.1579 | 
|__________|__________| 
 
Experimental mean            = 0.09 
Theoretical mean (Psi)       = 0.09 
Theoretical mean (Discr)     = 0.09 
Experimental variance        = 0.0249 
Theoretical variance (Psi)   = 0.0248 
Theoretical variance (Discr) = 0.0247 
 
Interval of Definition: 
   On gaussian variable: [-0.67 ,3.44] 
   On raw variable: [0.00 ,0.90] 
 
 
 
Raw Variable: HGH(proportions) -> Gaussian Variable: DG1_joint_ana_HGH 
 
Statistics on Gaussian Variable: 
Minimum   =    -3.468055 
Maximum   =     3.468055 
Mean      =     0.000000 
Variance  =     0.999127 
Std. Dev. =     0.999563 
 
Statistics on Z-Zth: 
Mean      =    -0.000531 
Variance  =     0.000155 
Std. Dev. =     0.012453 
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   ======== Raw Variable Name: HGM(proportions) ========   
 _____________________ 
|          |          | 
|          | Raw      | 
|          | Variable | 
|----------|----------| 
| Count    |     3066 | 
| Minimum  |     0.00 | 
| Maximum  |     1.00 | 
| Mean     |     0.39 | 
| Variance |     0.06 | 
| Std. Dev |   0.2405 | 
|__________|__________| 
 
Experimental mean            = 0.39 
Theoretical mean (Psi)       = 0.39 
Theoretical mean (Discr)     = 0.39 
Experimental variance        = 0.0579 
Theoretical variance (Psi)   = 0.0576 
Theoretical variance (Discr) = 0.0573 
 
Interval of Definition: 
   On gaussian variable: [-1.70 ,3.30] 
   On raw variable: [0.00 ,1.00] 
 
 
 
Raw Variable: HGM(proportions) -> Gaussian Variable: DG1_joint_ana_HGM 
 
Statistics on Gaussian Variable: 
Minimum   =    -3.468055 
Maximum   =     3.468055 
Mean      =     0.000000 
Variance  =     0.999127 
Std. Dev. =     0.999563 
 
Statistics on Z-Zth: 
Mean      =    -0.000333 
Variance  =     0.000274 
Std. Dev. =     0.016553 
 
 
   ======== Raw Variable Name: SHL(proportions) ========   
 _____________________ 
|          |          | 
|          | Raw      | 
|          | Variable | 
|----------|----------| 
| Count    |     3066 | 
| Minimum  |     0.00 | 
| Maximum  |     1.00 | 
| Mean     |     0.09 | 
| Variance |     0.03 | 
| Std. Dev |   0.1598 | 
|__________|__________| 
 
Experimental mean            = 0.09 
Theoretical mean (Psi)       = 0.09 
Theoretical mean (Discr)     = 0.09 
Experimental variance        = 0.0255 
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Theoretical variance (Psi)   = 0.0254 
Theoretical variance (Discr) = 0.0252 
 
Interval of Definition: 
   On gaussian variable: [-0.67 ,2.88] 
   On raw variable: [0.00 ,1.00] 
 
 
 
Raw Variable: SHL(proportions) -> Gaussian Variable: DG1_joint_ana_SHL 
 
Statistics on Gaussian Variable: 
Minimum   =    -3.468055 
Maximum   =     3.468055 
Mean      =     0.000000 
Variance  =     0.999127 
Std. Dev. =     0.999563 
 
Statistics on Z-Zth: 
Mean      =    -0.000437 
Variance  =     0.000158 
Std. Dev. =     0.012565 
 
 ======= Recording Journal File =======  
 
 Adding Bulletin "Gaussian Anamorphosis Modeling" in file 
"/home/jferreir/Data/Journals/transformation.ijnl" 
Number of Bulletins in File = 10 
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Appendix 2.1.3- Joint Isatis Anamorphosis parameter files using 
the five MTP 
Jacqueline Ferreira  -  Aug 01 2011   16:34:30 
 
 
******************************************* 
Directory Name       : proportions_DGzones 
File Name            : Lines 
Selection Name       : DG1_noOutlier 
Weight Variable Name : None 
******************************************* 
Total number of samples   = 17619 
Gaussian Variables are calculated using Frequency Inversion 
Number of Hermite Polynomials = 50 
 
 
   ======== Raw Variable Name: BPO(proportions) ========   
 _____________________ 
|          |          | 
|          | Raw      | 
|          | Variable | 
|----------|----------| 
| Count    |     3066 | 
| Minimum  |     0.00 | 
| Maximum  |     1.00 | 
| Mean     |     0.05 | 
| Variance |     0.02 | 
| Std. Dev |   0.1411 | 
|__________|__________| 
 
Experimental mean            = 0.05 
Theoretical mean (Psi)       = 0.05 
Theoretical mean (Discr)     = 0.05 
Experimental variance        = 0.0199 
Theoretical variance (Psi)   = 0.0198 
Theoretical variance (Discr) = 0.0197 
 
Interval of Definition: 
   On gaussian variable: [-0.74 ,3.30] 
   On raw variable: [0.00 ,1.00] 
 
 
 
Raw Variable: BPO(proportions) -> Gaussian Variable: 
DG1_joint_5_ana_BPO 
 
Statistics on Gaussian Variable: 
Minimum   =    -3.468055 
Maximum   =     3.468055 
Mean      =     0.000000 
Variance  =     0.999127 
Std. Dev. =     0.999563 
 
Statistics on Z-Zth: 
Mean      =    -0.001096 
Variance  =     0.000102 
Std. Dev. =     0.010115 
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   ======== Raw Variable Name: GOL(proportions) ========   
 _____________________ 
|          |          | 
|          | Raw      | 
|          | Variable | 
|----------|----------| 
| Count    |     3066 | 
| Minimum  |     0.00 | 
| Maximum  |     1.00 | 
| Mean     |     0.11 | 
| Variance |     0.02 | 
| Std. Dev |   0.1228 | 
|__________|__________| 
 
Experimental mean            = 0.11 
Theoretical mean (Psi)       = 0.11 
Theoretical mean (Discr)     = 0.11 
Experimental variance        = 0.0151 
Theoretical variance (Psi)   = 0.0149 
Theoretical variance (Discr) = 0.0148 
 
Interval of Definition: 
   On gaussian variable: [-1.09 ,3.68] 
   On raw variable: [0.00 ,1.00] 
 
 
 
Raw Variable: GOL(proportions) -> Gaussian Variable: 
DG1_joint_5_ana_GOL 
 
Statistics on Gaussian Variable: 
Minimum   =    -3.468055 
Maximum   =     3.468055 
Mean      =     0.000000 
Variance  =     0.999127 
Std. Dev. =     0.999563 
 
Statistics on Z-Zth: 
Mean      =    -0.000549 
Variance  =     0.000173 
Std. Dev. =     0.013143 
 
 
   ======== Raw Variable Name: HGF(proportions) ========   
 _____________________ 
|          |          | 
|          | Raw      | 
|          | Variable | 
|----------|----------| 
| Count    |     3066 | 
| Minimum  |     0.00 | 
| Maximum  |     1.00 | 
| Mean     |     0.27 | 
| Variance |     0.05 | 
| Std. Dev |   0.2281 | 
|__________|__________| 
 
Experimental mean            = 0.27 
Theoretical mean (Psi)       = 0.27 
Theoretical mean (Discr)     = 0.27 
Experimental variance        = 0.0520 
Theoretical variance (Psi)   = 0.0518 
Theoretical variance (Discr) = 0.0515 
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Interval of Definition: 
   On gaussian variable: [-1.29 ,3.44] 
   On raw variable: [0.00 ,1.00] 
 
 
 
Raw Variable: HGF(proportions) -> Gaussian Variable: 
DG1_joint_5_ana_HGF 
 
Statistics on Gaussian Variable: 
Minimum   =    -3.468055 
Maximum   =     3.468055 
Mean      =     0.000000 
Variance  =     0.999127 
Std. Dev. =     0.999563 
 
Statistics on Z-Zth: 
Mean      =    -0.000504 
Variance  =     0.000231 
Std. Dev. =     0.015198 
 
 
   ======== Raw Variable Name: HGM(proportions) ========   
 _____________________ 
|          |          | 
|          | Raw      | 
|          | Variable | 
|----------|----------| 
| Count    |     3066 | 
| Minimum  |     0.00 | 
| Maximum  |     1.00 | 
| Mean     |     0.39 | 
| Variance |     0.06 | 
| Std. Dev |   0.2405 | 
|__________|__________| 
 
Experimental mean            = 0.39 
Theoretical mean (Psi)       = 0.39 
Theoretical mean (Discr)     = 0.39 
Experimental variance        = 0.0579 
Theoretical variance (Psi)   = 0.0576 
Theoretical variance (Discr) = 0.0573 
 
Interval of Definition: 
   On gaussian variable: [-1.70 ,3.30] 
   On raw variable: [0.00 ,1.00] 
 
 
 
Raw Variable: HGM(proportions) -> Gaussian Variable: 
DG1_joint_5_ana_HGM 
 
Statistics on Gaussian Variable: 
Minimum   =    -3.468055 
Maximum   =     3.468055 
Mean      =     0.000000 
Variance  =     0.999127 
Std. Dev. =     0.999563 
 
Statistics on Z-Zth: 
Mean      =    -0.000333 
Variance  =     0.000274 
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Std. Dev. =     0.016553 
 
 
   ======== Raw Variable Name: SHL(proportions) ========   
 _____________________ 
|          |          | 
|          | Raw      | 
|          | Variable | 
|----------|----------| 
| Count    |     3066 | 
| Minimum  |     0.00 | 
| Maximum  |     1.00 | 
| Mean     |     0.09 | 
| Variance |     0.03 | 
| Std. Dev |   0.1598 | 
|__________|__________| 
 
Experimental mean            = 0.09 
Theoretical mean (Psi)       = 0.09 
Theoretical mean (Discr)     = 0.09 
Experimental variance        = 0.0255 
Theoretical variance (Psi)   = 0.0254 
Theoretical variance (Discr) = 0.0252 
 
Interval of Definition: 
   On gaussian variable: [-0.67 ,2.88] 
   On raw variable: [0.00 ,1.00] 
 
 
 
Raw Variable: SHL(proportions) -> Gaussian Variable: 
DG1_joint_5_ana_SHL 
 
Statistics on Gaussian Variable: 
Minimum   =    -3.468055 
Maximum   =     3.468055 
Mean      =     0.000000 
Variance  =     0.999127 
Std. Dev. =     0.999563 
 
Statistics on Z-Zth: 
Mean      =    -0.000437 
Variance  =     0.000158 
Std. Dev. =     0.012565 
 
 ======= Recording Journal File =======  
 
 Adding Bulletin "Gaussian Anamorphosis Modeling" in file 
"/home/jferreir/Data/Journals/DG1__DBS_Joint_5MT.ijnl" 
Number of Bulletins in File = 2 
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Appendix 2.2 
 
Figure A(2.1)- Joint Point Support omnidirectional and cross semivariograms and model using the six MTPs 
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Figure A(2.2)- Joint Point Support omnidirectional and cross semivariograms and model using the five MTPs (BPO, GOL, HGF, HGM, SHL) 
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Figure A(2.3)- Joint regularised Gaussian variograms and model using the six MTP’s 
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Figure A(2.3)- Joint regularised Gaussian variograms and model using the five MTP’s 
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Table A(2.1)- The random number seeds used for each sample MTP DBS. 
Material Type Random Seed Number 
BPO 511939 
GOL 510817 
HGF 509417 
HGH 512503 
HGM 511447 
SHL 511831 
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Appendix 3- lsmain subroutine code 
This is the code of the subroutine that sets the formal inputs, calls LSSOL and prints out the 
outputs.  
*+++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++
++ 
*     File lssolmain.f 
* 
*     Sample program for lssol  Version 1.05-2  April 1993. 
*+++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++
++ 
 
      program            main 
 
      implicit           double precision(a-h,o-z) 
 
*     
================================================================== 
*     Set the declared array dimensions. 
*     ldC    = the declared row dimension of  C. 
*     ldA    = the declared row dimension of  A. 
*     maxn   = maximum no. of variables allowed for. 
*     maxm   = maximum no. of observations allowed for. 
*     maxbnd = maximum no. of variables + linear constraints. 
*     leniw  = the length of the integer work array. 
*     lenw   = the length of the double precision work array. 
*     
================================================================== 
 
      parameter         (ldC    =   1, ldA  =  5,  maxb=20000, 
     $                   maxn   =   6, maxm =  5, 
     $                   leniw  =  60, lenw = 600, 
     $                   maxbnd = maxn + ldC ) 
 
       
 integer            kx(maxn), istate(maxbnd) 
      integer            iw(leniw)  
 double precision   C(ldC,maxn), b(maxm)  
      double precision   bl(maxbnd), bu(maxbnd), clamda(maxbnd) 
      double precision   cvec(maxn), Xout(maxb, maxn), Xobj(maxb,ldC) 
 double precision   bb(maxb,maxm), IX(maxb,maxn), l(maxb,maxbnd)   
      double precision   A(ldA,maxn), x(maxn), u(maxb,maxbnd) 
      double precision   w(lenw), Xinform(maxb,ldC) 
 
      double precision   bigbnd 
      character*10       cbgbnd 
      character*20       prnstr 
      character          str*40 
 
      logical            byname 
      integer            lunit 
      character*20       lfile 
 
      intrinsic          real 
 data               lin/1/,lout/2/, informout/3/, iPrint/4/ 
      data               ObjV/5/,InformV/6/, iv/7/, mt/8/ 
 
      parameter        ( point1=0.1d+0, point3=0.3d+0, onept5=1.5d+0 ) 
      parameter        ( zero  =0.0d+0, one   =1.0d+0, two   =2.0d+0 ) 
      parameter        ( three =3.0d+0, four  =4.0d+0                ) 
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      bigbnd =  1.0d+21 
      cbgbnd = '1.0d+21' 
       
 
c-------------  Parameters  
*     Set the actual problem dimensions. 
*     m      = the number of observations (rows of A)   (may be 0).  
*              (No. of OK estimated Atttributes) 
*     n      = the number of variables. 
*      (No. of Material Types) 
*     nclin  = the number of general linear constraints (may be 0). 
*   mm    = Number of blocks / rows in bb,min,max,ix matrix 
c 
      m      = 5 
      n      = 6 
      nclin  = 1 
      nbnd   = n + nclin 
 
 
 
 
c--------  The matrix of the OK Estimates (Fe,Al203,SiO2 and Density) 
for each blocks 
 
 
 open(lin,file='b.dat',status='OLD') 
 
 rewind(lin) 
 read(lin,*)mmm 
  
      do 110, i = 1, mmm 
          read(lin,*)(bb(i,j),j=1,m) 
  110 continue 
   
 
  120 continue 
 
 close(lin)   
 
c--------------- making folder for data   
 open(lout,file='Output.dat',status='UNKNOWN') 
 write(lout,520) 
  
 open(mt,file='Optimal Material Types',status='UNKNOWN') 
  
 open(ObjV, file='Objective_Values.dat', status='UNKNOWN') 
 write(ObjV,590) 
590   format('Objective Values',/)  
  
 open(InformV, file='Inform_info.dat', status='UNKNOWN') 
 write(InformV,591) 
591 format('Inform',/) 
 
 open(iv, file='Inform_Values.dat', status='UNKNOWN') 
 write(iv,592) 
592 format('Inform Values',/) 
 
c--------------------------------------------------------------- 
  
  520 format('Matrix b',/) 
    
 do 500 i=1,mmm   
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    write(lout,510) (bb(i,j),j=1,m) 
  510    format(<m>(f10.6,2x)) 
  500 continue 
 
c--------   Get Initial Guess       
       
 open(lin,file='IX.dat',status='OLD') 
 
 rewind(lin) 
 read(lin,*) mmm 
  
      do 111, i = 1, mmm 
          read(lin,*)(IX(i,j),j=1,n) 
  111 continue 
   
 write(lout,521) 
  521 format('Matrix XI',/)  
      do 121, i = 1, mmm 
          write(lout,201) (IX(i,j),j=1,n) 
  201 format(<n>(f8.4,2x)) 
 
  121 continue 
 
 close(lin)  
c 
*--------   Get Min + Min constraint       
      open(lin,file='Min.dat',status='OLD') 
 
 rewind(lin) 
 read(lin,*) mmm 
  
      do 112, i = 1, mmm 
          read(lin,*)(l(i,j),j=1,nbnd) 
  112 continue 
   
 write(lout,522) 
  522 format('Min',/) 
      do 122, i = 1, mmm 
          write(lout,202) (l(i,j),j=1,nbnd) 
  202 format(<nbnd>(f8.3,2x)) 
 
  122 continue 
 
 close(lin) 
 
*--------   Get Max + Max constraint       
      open(lin,file='Max.dat',status='OLD') 
 
 rewind(lin) 
 read(lin,*) mmm 
 
  
      do 113, i = 1, mmm 
          read(lin,*)(u(i,j),j=1,nbnd) 
  113 continue 
   
      write(lout,523) 
  523 format('Max',/) 
      do 123, i = 1, mmm 
          write(lout,203) (u(i,j),j=1,nbnd) 
  203 format(<nbnd>(f8.3,2x)) 
 
  123 continue 
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 close(lin) 
 
 
 
*----------   Set Constraint Matrix 
 do 114, j = 1, n 
         do 124, i = 1, nclin 
            C(i,j) = 1 
  124    continue 
  114 continue 
 
      write(lout,524) 
  524 format('Constraint Matrix',/) 
      do 125, i = 1, nclin 
          write(lout,205) (C(i,j),j=1,n) 
  205  format(<n>(f8.6,2x)) 
  125 continue 
 
  
*----------  Set A Matrix / Theoretical Material Types Matrix 
  
            A(1,1) = 39.87  
            A(1,2) = 59.89 
            A(1,3) = 65.28  
            A(1,4) = 62.56 
            A(1,5) = 63.98 
            A(1,6) = 25.4 
            A(2,1) = 38.26 
            A(2,2) =  2.79 
            A(2,3) =  1.08 
            A(2,4) =  3.35 
            A(2,5) =  1.48 
            A(2,6) = 26.33 
            A(3,1) =  0.63 
            A(3,2) =  1.71 
            A(3,3) =  0.94 
            A(3,4) =  0.74 
            A(3,5) =  0.96 
            A(3,6) = 22.71 
            A(4,1) =  2.85   
            A(4,2) =  8.2 
            A(4,3) =  4.08 
            A(4,4) =  4.25 
            A(4,5) =  5.47 
            A(4,6) = 12.04            
            A(5,1) =  2.7 
            A(5,2) =  2.35 
            A(5,3) =  2.69 
            A(5,4) =  3.16 
            A(5,5) =  2.94 
            A(5,6) =  2.06 
  
       
 write(lout,525) 
  525 format('Theoretical Material Types Matrix',/)       
      do 127, i = 1, m 
          write(lout,207) (A(i,j),j=1,n) 
  207  format(<n>(f8.3,2x)) 
  127 continue 
  
* -------- Loop to get b,min, max and x 
*   mmm  = number of rows /samples in b, min, max and x 
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      do 420, i=1, mmm 
         do 410, j = 1,m 
            b(j)=bb(i,j)        
  410    continue 
    
      write(lout,526) 
  526 format('B vector',/)       
      do 128, j = 1, m 
          write(lout,510) (b(j)) 
  128 continue 
   
    do 411, j=1,nbnd 
      bl(j)=l(i,j) 
       bu(j)=u(i,j) 
  411    continue    
 
        write(lout,527) 
  527 format('lower vector',/)       
      do 129, j = 1, nbnd 
          write(lout,203) (bl(j)) 
  129 continue 
 
        write(lout,528) 
  528 format('upper vector',/)       
      do 130, j = 1, nbnd 
          write(lout,203) (bu(j)) 
  130 continue 
 
    do 412, j=1,n 
       x(j)=IX(i,j) 
  412    continue 
 
        write(lout,529) 
  529 format('intial guess vector',/)       
      do 131, j = 1, n 
          write(lout,201) (x(j)) 
  131 continue 
   
*------------------- 
            C(1,1) = 1 
            C(1,2) = 1 
            C(1,3) = 1 
            C(1,4) = 1 
            C(1,5) = 1 
            C(1,6) = 1 
 
           A(1,1) = 39.87  
            A(1,2) = 59.89 
            A(1,3) = 65.28  
            A(1,4) = 62.56 
            A(1,5) = 63.98 
            A(1,6) = 25.4 
            A(2,1) = 38.26 
            A(2,2) =  2.79 
            A(2,3) =  1.08 
            A(2,4) =  3.35 
            A(2,5) =  1.48 
            A(2,6) = 26.33 
            A(3,1) =  0.63 
            A(3,2) =  1.71 
            A(3,3) =  0.94 
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            A(3,4) =  0.74 
            A(3,5) =  0.96 
            A(3,6) = 22.71 
            A(4,1) =  2.85   
            A(4,2) =  8.2 
            A(4,3) =  4.08 
            A(4,4) =  4.25 
            A(4,5) =  5.47 
            A(4,6) = 12.04            
            A(5,1) =  2.7 
            A(5,2) =  2.35 
            A(5,3) =  2.69 
            A(5,4) =  3.16 
            A(5,5) =  2.94 
            A(5,6) =  2.06 
 
               
 
c----------------LSSOL- calls lssol so problem gets solved 
*----------------------------------------- 
*     Solve the problem. 
*     ----------------------------------------------------------------
-- 
      call lssol ( m, n, 
     $             nclin, ldC, ldA, 
     $             C, bl, bu, cvec, 
     $             istate, kx, x, A, b, 
     $             inform, iter, obj, clamda, 
     $             iw, leniw, w, lenw ) 
 
*     end of the example program for lssol 
 
c-------------------Get out the Optimal X into a Matrix   
      do 600 j=1,n 
    Xout(i,j)=x(j) 
  600 continue 
   
         Xobj(i,1)=obj  
         Xinform(i,1)=inform 
             
c---------End loop get new b, bl, bu and x-------- 
  420 continue 
 
*-----------------print out the X values into a Matrix and objective 
values  
 write(mt,610) 
  610 format('Opt. Material Type Prop. for each block',/) 
 do 620 i=1,mmm 
    write(mt,205) (Xout(i,j),j=1,n) 
  620 continue 
   
  write(ObjV,611) 
  611 format('objective values',/) 
 do 621 i=1,mmm         
         write(ObjV,510) (Xobj(i,1)) 
  621 continue 
    
     write(iv,612) 
  612 format('inform',/) 
 do 622 i=1,mmm 
    write(iv,201) (Xinform(i,1))         
  622 continue   
*-----------     Test for an error condition.---------------- 
116 
 
 
 
      if (inform .gt. 1) go to 999 
      stop 
  
 
*------------     Error conditions. ------------------------------ 
 
  800 write(iPrint, 4000) 'Error while opening file', lfile 
      stop 
 
  900 write(iPrint, 4010) 'Error while opening unit', lunit 
      stop 
  
  999 write(nout, 3010) inform 
      stop 
 
 3000 format(/ '  lsfile terminated with  inform =', i3) 
 3010 format(/ '  lssol  terminated with  inform =', i3) 
 4000 format(/  a, 2x, a  ) 
 4010 format(/  a, 2x, i6 ) 
      
      End 
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Appendix 4.1- HG Summary Statistics 
 
Table A(4.1)- The summary statistics for the OK Al2O3 and Al2O3 baseline methods 
  Al2O3 Summary Statistics- Baseline Methods 
  OK Al2O3 Optimisation Only ET1 ET2 ET3 R1 R2 R3 
Mean 2.154 2.015 2.680 3.004 2.864 2.568 2.903 2.744 
Median 2.030 1.895 2.656 2.956 2.835 2.299 2.432 2.259 
Standard Deviation 0.821 0.799 0.240 1.091 0.988 1.177 1.724 1.633 
Variance 0.674 0.639 0.058 1.191 0.976 1.386 2.972 2.668 
Kurtosis 7.133 7.585 0.879 2.814 0.532 3.958 4.387 2.907 
Skewness 1.797 1.836 0.583 0.961 0.543 1.516 1.628 1.561 
Range 10.081 9.479 2.361 11.326 7.766 11.639 18.978 12.865 
Minimum 0.520 0.755 1.772 1.011 0.966 0.910 0.833 0.794 
Lower Quartile 1.618 1.490 2.510 2.218 2.124 1.704 1.604 1.531 
Upper Quartile 2.516 2.371 2.833 3.569 3.462 3.154 3.723 3.475 
Maximum 10.601 10.234 4.134 12.336 8.731 12.549 19.811 13.659 
Count 16011 16011 16011 16011 16011 16011 16011 16011 
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Table A(4.2)- The summary statistics for the OK Al2O3 and Al2O3 optimisation and DBS methods 
  Al2O3 Summary Statistics- Optimisation + DBS Methods  
  
OK AAl2O3 𝐌𝐌𝐌𝐌𝐍𝐒,𝐁𝐌 𝐌𝐌𝐌𝐌𝐍𝐒,𝐁𝐌 𝐌𝐌𝐌𝐌𝐍𝐒,𝐁𝐌 𝐌𝐌𝐌𝐌𝐍𝐒,𝐁𝐌,𝐰𝐟 𝐌𝐌𝐌𝐌𝐒,𝐁𝐌 𝐌𝐌𝐌𝐌𝐒,𝐁𝐌 𝐌𝐌𝐌𝐌𝐒,𝐁𝐌 
Mean 2.154 2.146 2.145 2.216 2.189 2.142 2.148 2.124 
Median 2.030 1.954 1.949 1.998 1.988 1.944 1.953 1.927 
Standard Deviation 0.821 0.923 0.967 0.981 0.937 0.941 0.973 0.955 
Variance 0.674 0.853 0.936 0.963 0.879 0.885 0.947 0.911 
Kurtosis 7.133 3.906 4.554 2.578 4.374 3.096 4.341 4.346 
Skewness 1.797 1.622 1.727 1.473 1.743 1.516 1.701 1.696 
Range 10.081 8.333 8.392 7.525 8.323 8.139 8.374 8.377 
Minimum 0.520 0.859 0.795 0.815 0.864 0.854 0.814 0.812 
Lower Quartile 1.618 1.498 1.485 1.526 1.558 1.463 1.479 1.462 
Upper Quartile 2.516 2.525 2.522 2.608 2.553 2.534 2.535 2.505 
Maximum 10.601 9.193 9.187 8.340 9.187 8.994 9.187 9.189 
Count 16011 16011 16011 16011 16011 16011 16011 16011 
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Table A(4.3)- The summary statistics for the OK Density and Density baseline methods 
  Density Summary Statistics- Baseline Methods 
  OK Density Optimisation Only ET1 ET2 ET3 R1 R2 R3 
Mean 2.797 2.709 2.751 2.738 2.760 2.760 2.741 2.765 
Median 2.802 2.705 2.752 2.742 2.760 2.761 2.751 2.770 
Standard Deviation 0.198 0.105 0.013 0.051 0.051 0.067 0.087 0.092 
Variance 0.039 0.011 0.000 0.003 0.003 0.004 0.008 0.008 
Kurtosis 0.036 1.540 0.640 2.851 0.547 1.063 1.079 0.478 
Skewness -0.180 -0.708 -0.230 -0.698 0.059 -0.072 -0.617 -0.438 
Range 1.440 0.799 0.122 0.556 0.468 0.633 0.903 0.705 
Minimum 1.941 2.294 2.678 2.386 2.509 2.426 2.141 2.335 
Lower Quartile 2.669 2.659 2.743 2.713 2.729 2.720 2.689 2.710 
Upper Quartile 2.938 2.779 2.760 2.767 2.791 2.800 2.800 2.827 
Maximum 3.381 3.092 2.800 2.943 2.977 3.059 3.044 3.040 
Count 16011 16011 16011 16011 16011 16011 16011 16011 
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Table A(4.4)- The summary statistics for the OK Density and Density optimisation and DBS methods 
  
Density Summary Statistics- Optimisation + DBS Methods  
  
OK Density 𝐌𝐌𝐌𝐌𝐍𝐒,𝐁𝐌 𝐌𝐌𝐌𝐌𝐍𝐒,𝐁𝐌 𝐌𝐌𝐌𝐌𝐍𝐒,𝐁𝐌 𝐌𝐌𝐌𝐌𝐍𝐒,𝐁𝐌,𝐰𝐟 𝐌𝐌𝐌𝐌𝐒,𝐁𝐌 𝐌𝐌𝐌𝐌𝐒,𝐁𝐌 𝐌𝐌𝐌𝐌𝐒,𝐁𝐌 
Mean 2.797 2.749 2.758 2.752 2.753 2.766 2.761 2.771 
Median 2.802 2.754 2.762 2.756 2.755 2.775 2.768 2.776 
Standard Deviation 0.198 0.067 0.082 0.061 0.074 0.064 0.084 0.082 
Variance 0.039 0.004 0.007 0.004 0.005 0.004 0.007 0.007 
Kurtosis 0.036 0.284 0.061 0.232 0.121 0.366 0.176 0.160 
Skewness -0.180 -0.331 -0.206 -0.350 -0.165 -0.656 -0.416 -0.246 
Range 1.440 0.535 0.638 0.510 0.553 0.495 0.597 0.615 
Minimum 1.941 2.441 2.418 2.446 2.451 2.452 2.418 2.426 
Lower Quartile 2.669 2.709 2.704 2.714 2.706 2.728 2.708 2.718 
Upper Quartile 2.938 2.794 2.815 2.793 2.802 2.812 2.820 2.826 
Maximum 3.381 2.976 3.056 2.956 3.003 2.947 3.015 3.041 
Count 16011 16011 16011 16011 16011 16011 16011 16011 
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Table A(4.5)- The summary statistics for the OK Fe and Fe baseline methods 
 Fe Summary Statistics- Baseline Methods 
 OK Fe Optimisation Only ET1 ET2 ET3 R1 R2 R3 
Mean 61.488 61.441 60.078 58.852 59.124 60.371 59.245 59.391 
Median 61.972 61.939 60.152 59.063 59.198 60.840 60.358 60.618 
Standard Deviation 2.483 2.468 0.615 2.990 2.598 2.328 4.117 4.085 
Variance 6.166 6.089 0.378 8.942 6.751 5.420 16.948 16.687 
Kurtosis 2.684 2.821 0.431 0.906 0.137 2.567 1.759 1.914 
Skewness -1.370 -1.417 -0.604 -0.805 -0.534 -1.249 -1.269 -1.389 
Range 19.938 19.074 5.783 20.826 16.297 20.970 34.503 26.135 
Minimum 46.329 46.206 56.816 43.547 47.840 43.297 30.353 38.652 
Lower Quartile 60.390 60.359 59.718 57.250 57.546 59.143 57.117 57.446 
Upper Quartile 63.187 63.129 60.508 61.110 61.174 62.098 62.412 62.403 
Maximum 66.267 65.280 62.600 64.374 64.137 64.268 64.856 64.787 
Count 16011 16011 16011 16011 16011 16011 16011 16011 
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Table A(4.6)- The summary statistics for the OK Fe and Fe optimisation and DBS methods 
  
Fe Summary Statistics- Optimisation + DBS Methods 
  
OK Fe 𝐌𝐌𝐌𝐌𝐍𝐒,𝐁𝐌 𝐌𝐌𝐌𝐌𝐍𝐒,𝐁𝐌 𝐌𝐌𝐌𝐌𝐍𝐒,𝐁𝐌 𝐌𝐌𝐌𝐌𝐍𝐒,𝐁𝐌,𝐰𝐟 𝐌𝐌𝐌𝐌𝐒,𝐁𝐌 𝐌𝐌𝐌𝐌𝐒,𝐁𝐌 𝐌𝐌𝐌𝐌𝐒,𝐁𝐌 
Mean 61.488 61.384 61.409 61.390 61.270 61.366 61.386 61.397 
Median 61.972 61.920 61.904 61.922 61.849 61.909 61.890 61.900 
Standard Deviation 2.483 2.439 2.306 2.401 2.489 2.404 2.319 2.298 
Variance 6.166 5.947 5.320 5.764 6.195 5.779 5.379 5.283 
Kurtosis 2.684 2.899 3.160 2.294 3.399 2.792 3.102 3.149 
Skewness -1.370 -1.526 -1.517 -1.420 -1.662 -1.520 -1.516 -1.515 
Range 19.938 16.725 19.096 16.421 17.220 16.466 19.300 19.292 
Minimum 46.329 48.204 46.012 48.508 47.657 48.331 45.768 45.615 
Lower Quartile 60.390 60.375 60.421 60.372 60.360 60.374 60.386 60.413 
Upper Quartile 63.187 63.074 63.017 63.074 62.944 63.058 62.998 62.992 
Maximum 66.267 64.929 65.108 64.929 64.877 64.797 65.069 64.907 
Count 16011 16011 16011 16011 16011 16011 16011 16011 
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Table A(4.7)- The summary statistics for the OK LOI and LOI baseline methods 
  LOI Summary Statistics- Baseline Methods 
  OK LOI Optimisation Only ET1 ET2 ET3 R1 R2 R3 
Mean 5.266 5.274 5.673 5.747 5.654 5.648 5.772 5.649 
Median 5.176 5.147 5.668 5.737 5.650 5.590 5.685 5.560 
Standard Deviation 1.074 0.934 0.098 0.412 0.378 0.478 0.698 0.623 
Variance 1.154 0.872 0.010 0.170 0.143 0.229 0.487 0.388 
Kurtosis 1.904 0.826 0.708 2.301 0.475 1.689 1.345 1.332 
Skewness 0.850 0.892 0.442 0.616 0.101 0.815 0.786 0.850 
Range 9.191 5.564 0.986 4.810 3.509 4.723 7.223 5.633 
Minimum 2.116 3.381 5.246 3.959 3.957 4.076 3.929 3.777 
Lower Quartile 4.548 4.546 5.605 5.491 5.416 5.325 5.265 5.220 
Upper Quartile 5.868 5.818 5.734 5.962 5.900 5.915 6.193 5.995 
Maximum 11.307 8.944 6.232 8.769 7.467 8.799 11.152 9.410 
Count 16011 16011 16011 16011 16011 16011 16011 16011 
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Table A(4.8)- The summary statistics for the OK LOI and LOI optimisation and DBS methods 
  LOI Summary Statistics- Optimisation + DBS Methods  
  
OK LOI 𝐌𝐌𝐌𝐌𝐍𝐒,𝐁𝐌 𝐌𝐌𝐌𝐌𝐍𝐒,𝐁𝐌 𝐌𝐌𝐌𝐌𝐍𝐒,𝐁𝐌 𝐌𝐌𝐌𝐌𝐍𝐒,𝐁𝐌,𝐰𝐟 𝐌𝐌𝐌𝐌𝐒,𝐁𝐌 𝐌𝐌𝐌𝐌𝐒,𝐁𝐌 𝐌𝐌𝐌𝐌𝐒,𝐁𝐌 
Mean 5.266 5.348 5.415 5.374 5.371 5.374 5.422 5.380 
Median 5.176 5.213 5.297 5.250 5.247 5.238 5.295 5.272 
Standard Deviation 1.074 0.704 0.720 0.686 0.692 0.674 0.726 0.697 
Variance 1.154 0.496 0.518 0.470 0.479 0.454 0.528 0.486 
Kurtosis 1.904 -0.427 -0.187 -0.578 -0.546 -0.404 -0.046 -0.194 
Skewness 0.850 0.632 0.586 0.569 0.567 0.636 0.651 0.580 
Range 9.191 4.052 4.548 3.737 3.755 3.724 4.468 4.528 
Minimum 2.116 3.971 3.724 4.039 4.004 4.030 3.786 3.701 
Lower Quartile 4.548 4.765 4.862 4.795 4.796 4.827 4.868 4.845 
Upper Quartile 5.868 5.836 5.894 5.874 5.872 5.843 5.891 5.839 
Maximum 11.307 8.023 8.271 7.776 7.758 7.754 8.253 8.229 
Count 16011 16011 16011 16011 16011 16011 16011 16011 
 
  
126 
 
Table A(4.9)- The summary statistics for the OK SiO2 and SiO2 baseline methods 
  SiO2 Summary Statistics- Baseline Methods 
  OK SiO2 Optimisation Only ET1 ET2 ET3 R1 R2 R3 
Mean 3.952 4.005 4.745 6.023 5.816 4.463 5.555 5.562 
Median 2.988 3.076 4.653 5.685 5.653 3.959 4.285 4.131 
Standard Deviation 2.937 2.893 0.624 3.022 2.605 2.143 3.973 4.141 
Variance 8.626 8.370 0.389 9.132 6.788 4.593 15.785 17.151 
Kurtosis 7.478 7.625 1.220 2.293 1.089 4.868 3.241 3.848 
Skewness 2.552 2.571 0.907 1.179 0.875 1.779 1.685 1.843 
Range 26.502 26.160 5.228 26.307 21.105 21.171 28.842 28.665 
Minimum 0.830 1.080 2.521 1.396 1.548 1.481 1.237 1.248 
Lower Quartile 2.274 2.372 4.316 3.724 3.744 2.962 2.670 2.706 
Upper Quartile 4.308 4.333 5.066 7.548 7.255 5.352 7.143 7.005 
Maximum 27.332 27.240 7.749 27.703 22.654 22.652 30.078 29.913 
Count 16011 16011 16011 16011 16011 16011 16011 16011 
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Table A(4.10)- The summary statistics for the OK SiO2 and SiO2  optimisation and DBS methods 
  SiO2 Summary Statistics- Optimisation + DBS Methods  
  
OK SiO2 𝐌𝐌𝐌𝐌𝐍𝐒,𝐁𝐌 𝐌𝐌𝐌𝐌𝐍𝐒,𝐁𝐌 𝐌𝐌𝐌𝐌𝐍𝐒,𝐁𝐌 𝐌𝐌𝐌𝐌𝐍𝐒,𝐁𝐌,𝐰𝐟 𝐌𝐌𝐌𝐌𝐒,𝐁𝐌 𝐌𝐌𝐌𝐌𝐒,𝐁𝐌 𝐌𝐌𝐌𝐌𝐒,𝐁𝐌 
Mean 3.952 3.833 3.698 3.727 3.893 3.809 3.712 3.725 
Median 2.988 3.086 3.050 3.090 3.107 3.087 3.058 3.073 
Standard Deviation 2.937 2.333 2.203 2.062 2.388 2.266 2.212 2.191 
Variance 8.626 5.443 4.852 4.253 5.703 5.133 4.891 4.800 
Kurtosis 7.478 4.326 8.840 3.190 4.532 4.034 8.239 8.258 
Skewness 2.552 2.003 2.523 1.745 2.068 1.946 2.472 2.464 
Range 26.502 16.866 23.753 14.660 17.270 16.449 21.642 20.125 
Minimum 0.830 1.188 1.148 1.188 1.204 1.229 1.160 1.221 
Lower Quartile 2.274 2.356 2.359 2.356 2.401 2.350 2.358 2.386 
Upper Quartile 4.308 4.358 4.227 4.348 4.373 4.352 4.240 4.250 
Maximum 27.332 18.054 24.901 15.848 18.474 17.678 22.802 21.346 
Count 16011 16011 16011 16011 16011 16011 16011 16011 
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Appendix 4.2-  The HGs Spatial Maps  
 
Al2O3 Spatial Maps – Baseline Methods 
  
  
  
  
Figure A(4.1)- The spatial maps for the OK Al2O3 and Al2O3 baseline methods. 
The colour scale used is the same colour scale used for the OK variables. 
Al2O3 (Optimisation Only) Al2O3  (Optimisation Only) Al2O3  (OK) 
Al2O3  (ET1) Al2O3  (ET2) 
Al2O3  (ET3) Al2O3  (R1) 
Al2O3 (R2) Al2O3  (R3) 
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Figure A(4.2)- The spatial maps for the OK Al2O3 and Al2O3 optimisation and DBS 
methods. The colour scale used is the same colour scale used for the OK variables 
  
Al2O3 Spatial Maps – Optimisation and DBS Methods 
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Al2O3  �MTP1S,B1� 
Al2O3  �MTP2S,B1� Al2O3  �MTP3S,B1� 
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Fe Spatial Maps – Baseline Methods 
  
  
  
  
Figure A(4.3)- The spatial maps for the OK Density and Density baseline methods. 
The colour scale used is the same colour scale used for the OK variables. 
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Fe Spatial Maps – Optimisation and DBS Methods 
  
  
  
  
Figure A(4.4)- The spatial maps for the OK Density and Density optimisation and 
DBS methods. The colour scale used is the same colour scale used for the OK 
variables 
Density  (OK) Density  �MTP1NS,B1� 
Density  �MTP2NS,B1� Density  �MTP1NS,B2� 
Density  �MTP1NS,B1,wf� Density  �MTP1S,B1� 
Density  �MTP2S,B1� Density  �MTP3S,B1� 
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Fe Spatial Maps – Baseline Methods 
  
  
  
  
Figure A(4.5)- The spatial maps for the OK Fe and Fe  baseline methods. The 
colour scale used is the same colour scale used for the OK variables. 
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Fe Spatial Maps – Optimisation and DBS Methods 
  
  
  
  
Figure A(4.6)- The spatial maps for the OK Fe and Fe optimisation and DBS 
methods. The colour scale used is the same colour scale used for the OK variables 
 
 
  Fe  (OK) Fe  �MTP1NS,B1� 
 Fe  �MTP2NS,B1�  Fe  �MTP1NS,B2� 
 Fe  �MTP1NS,B1,wf�  Fe �MTP1S,B1� 
 Fe �MTP2S,B1�  Fe �MTP3S,B1� 
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LOI Spatial Maps – Baseline Methods 
  
  
  
  
Figure A(4.7)- The spatial maps for the OK LOI and LOI baseline methods. The 
colour scale used is the same colour scale used for the OK variables. 
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LOI Spatial Maps – Optimisation and DBS Methods 
  
  
  
  
Figure A(4.8)- The spatial maps for the OK LOI and LOI optimisation and DBS 
methods. The colour scale used is the same colour scale used for the OK variables 
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SiO2  Spatial Maps – Baseline Methods 
  
  
  
  
Figure A(4.9)- The spatial maps for the OK SiO2 and SiO2   baseline methods. The 
colour scale used is the same colour scale used for the OK variables. 
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SiO2  Spatial Maps – Optimisation and DBS Methods 
  
  
  
  
Figure A(4.10)- The spatial maps for the OK SiO2  and 𝐒𝐢𝐎𝐌  optimisation and DBS 
methods. The colour scale used is the same colour scale used for the OK variables 
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  SiO2  �MTP1NS,B1,wf�   SiO2  �MTP1S,B1� 
  SiO2  �MTP2S,B1�   SiO2  �MTP3S,B1� 
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Appendix 4.3- The HG CDF and PDF Distribution Plots 
Al2O3 Distributions– Baseline Methods 
Al2O3 (OK) Al2O3 (Opti.Only) Al2O3 (ET1) Al2O3 (ET2) 
    
Al2O3 (ET3) Al2O3 (R1) Al2O3 (R2) Al2O3 (R3) 
    
Al2O3 Distributions– Optimisation and DBS Methods 
Al2O3 (OK) Al2O3 �MTP1NS,B1� Al2O3 �MTP2NS,B1� Al2O3 �MTP1NS,B2� 
    
Al2O3�MTP1NS,B1,wf� Al2O3 �MTP1S,B1� Al2O3�MTP2S,B1� Al2O3�MTP3S,B1� 
    
Figure A(4.11)- The pdf and cdf distribution plots for the OK Al2O3 and Al2O3 for 
each method.  
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 Density Distributions– Baseline Methods 
Density (OK) Density (Opti.Only) Density  (ET1) Density  (ET2) 
    
Density (ET3) Density  (R1) Density (R2) Density  (R3) 
    
Density Distributions– Optimisation and DBS Methods 
Density (OK) Density �MTP1NS,B1� Density  �MTP2NS,B1� Density  �MTP1NS,B2� 
    
Density �MTP1NS,B1,wf� Density  �MTP1S,B1� Density �MTP2S,B1� Density �MTP3S,B1� 
    
Figure A(4.12)- The pdf and cdf distribution plots for the OK Density and Density for 
each method.  
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Fe Distributions– Baseline Methods 
Fe (OK) Fe (Opti.Only) Fe  (ET1) Fe  (ET2) 
    
Fe (ET3) Fe  (R1) Fe (R2) Fe  (R3) 
    
Fe Distributions– Optimisation and DBS Methods 
Fe (OK) Fe �MTP1NS,B1� Fe  �MTP2NS,B1� Fe  �MTP1NS,B2� 
    
Fe �MTP1NS,B1,wf� Fe  �MTP1S,B1� Fe �MTP2S,B1� Fe �MTP3S,B1� 
    
Figure A(4.13)- The pdf and cdf distribution plots for the OK Fe and Fe for each 
method.  
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LOI Distributions– Baseline Methods 
LOI (OK) LOI (Opti.Only) LOI  (ET1) LOI  (ET2) 
    
LOI (ET3) LOI  (R1) LOI (R2) LOI  (R3) 
    
 LOI Distributions– Optimisation and DBS Methods 
LOI (OK) LOI �MTP1NS,B1� LOI  �MTP2NS,B1� LOI  �MTP1NS,B2� 
    
LOI �MTP1NS,B1,wf� LOI  �MTP1S,B1� LOI �MTP2S,B1� LOI �MTP3S,B1� 
    
Figure A(4.14)- The pdf and cdf distribution plots for the OK LOI and LOI for each 
method.  
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SiO2  Distributions– Baseline Methods 
SiO2 (OK) SiO2 (Opti.Only) SiO2 (ET1) SiO2  (ET2) 
    
SiO2 (ET3) SiO2  (R1) SiO2 (R2) SiO2  (R3) 
    
SiO2Distributions– Optimisation and DBS Methods 
SiO2 (OK) SiO2 �MTP1NS,B1� SiO2  �MTP2NS,B1� SiO2  �MTP1NS,B2� 
    
SiO2 �MTP1NS,B1,wf� SiO2  �MTP1S,B1� SiO2 �MTP2S,B1� SiO2 �MTP3S,B1� 
    
Figure A(4.15)- The pdf and cdf distribution plots for the OK SiO2 and SiO2 for each 
method.  
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Appendix 5.1- MTP Summary Statistics 
 
Table A(5.1)- The summary statistics for the sample BPO and BPO baseline methods 
 
  BPO Summary Statistics- Baseline Methods 
  Sample BPO Optimisation Only ET1 ET2 ET3 R1 R2 R3 
Mean 0.053 0.038 0.032 0.055 0.052 0.028 0.046 0.048 
Median 0.000 0.005 0.030 0.042 0.042 0.007 0.009 0.008 
Standard Deviation 0.141 0.077 0.013 0.060 0.051 0.049 0.080 0.087 
Variance 0.020 0.006 0.000 0.004 0.003 0.002 0.006 0.008 
Kurtosis 14.110 9.647 2.168 8.007 5.504 12.125 8.697 8.899 
Skewness 3.521 2.996 1.203 2.230 1.825 3.086 2.719 2.747 
Range 1.000 0.677 0.106 0.696 0.553 0.556 0.746 0.698 
Minimum 0.000 0.000 0.002 0.000 0.000 0.000 0.000 0.000 
Lower Quartile 0.000 0.000 0.023 0.010 0.010 0.001 0.001 0.000 
Upper Quartile 0.000 0.033 0.039 0.079 0.074 0.031 0.054 0.054 
Maximum 1.000 0.677 0.108 0.696 0.553 0.556 0.746 0.698 
Count 3066 16011 16011 16011 16011 16011 16011 16011 
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Table A(5.2)- The summary statistics for the sample BPO and BPO optimisation and DBS methods 
  BPO Summary Statistics- Optimisation + DBS Methods  
  
Sample BPO 𝐌𝐌𝐌𝐌𝐍𝐒,𝐁𝐌 𝐌𝐌𝐌𝐌𝐍𝐒,𝐁𝐌 𝐌𝐌𝐌𝐌𝐍𝐒,𝐁𝐌 𝐌𝐌𝐌𝐌𝐍𝐒,𝐁𝐌,𝐰𝐟 𝐌𝐌𝐌𝐌𝐒,𝐁𝐌 𝐌𝐌𝐌𝐌𝐒,𝐁𝐌 𝐌𝐌𝐌𝐌𝐒,𝐁𝐌 
Mean 0.053 0.026 0.021 0.021 0.025 0.024 0.021 0.021 
Median 0.000 0.002 0.000 0.002 0.000 0.000 0.000 0.001 
Standard Deviation 0.141 0.047 0.049 0.035 0.047 0.045 0.049 0.048 
Variance 0.020 0.002 0.002 0.001 0.002 0.002 0.002 0.002 
Kurtosis 14.110 6.213 19.131 5.115 6.363 6.038 17.545 19.026 
Skewness 3.521 2.408 3.893 2.147 2.445 2.389 3.780 3.914 
Range 1.000 0.383 0.550 0.294 0.383 0.360 0.480 0.523 
Minimum 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 
Lower Quartile 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 
Upper Quartile 0.000 0.030 0.020 0.029 0.028 0.028 0.019 0.018 
Maximum 1.000 0.383 0.550 0.294 0.383 0.360 0.480 0.523 
Count 3066 16011 16011 16011 16011 16011 16011 16011 
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Table A(5.3)- The summary statistics for the sample GOL and GOL baseline methods 
  GOL Summary Statistics- Baseline Methods 
  Sample GOL Optimisation Only ET1 ET2 ET3 R1 R2 R3 
Mean 0.106 0.111 0.100 0.107 0.099 0.100 0.113 0.105 
Median 0.100 0.000 0.099 0.101 0.096 0.091 0.094 0.092 
Standard Deviation 0.123 0.185 0.009 0.046 0.038 0.057 0.085 0.070 
Variance 0.015 0.034 0.000 0.002 0.001 0.003 0.007 0.005 
Kurtosis 5.516 5.989 0.593 3.314 1.557 2.755 1.989 1.601 
Skewness 1.960 2.337 0.427 1.209 0.713 1.225 1.272 1.103 
Range 1.000 0.992 0.092 0.467 0.372 0.499 0.660 0.506 
Minimum 0.000 0.000 0.064 0.010 0.010 0.000 0.000 0.000 
Lower Quartile 0.000 0.000 0.093 0.077 0.076 0.060 0.049 0.053 
Upper Quartile 0.150 0.163 0.106 0.129 0.119 0.129 0.156 0.143 
Maximum 1.000 0.992 0.156 0.477 0.382 0.499 0.660 0.507 
Count 3066 16011 16011 16011 16011 16011 16011 16011 
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Table A(5.4)- The summary statistics for the sample GOL and GOL optimisation and DBS methods 
  
GOL Summary Statistics- Optimisation + DBS Methods  
  
Sample GOL 𝐌𝐌𝐌𝐌𝐍𝐒,𝐁𝐌 𝐌𝐌𝐌𝐌𝐍𝐒,𝐁𝐌 𝐌𝐌𝐌𝐌𝐍𝐒,𝐁𝐌 𝐌𝐌𝐌𝐌𝐍𝐒,𝐁𝐌,𝐰𝐟 𝐌𝐌𝐌𝐌𝐒,𝐁𝐌 𝐌𝐌𝐌𝐌𝐒,𝐁𝐌 𝐌𝐌𝐌𝐌𝐒,𝐁𝐌 
Mean 0.106 0.086 0.096 0.082 0.091 0.083 0.096 0.092 
Median 0.100 0.030 0.030 0.030 0.030 0.030 0.030 0.030 
Standard Deviation 0.123 0.101 0.115 0.091 0.104 0.097 0.120 0.111 
Variance 0.015 0.010 0.013 0.008 0.011 0.009 0.014 0.012 
Kurtosis 5.516 0.346 0.707 -0.292 0.102 0.333 1.363 0.723 
Skewness 1.960 1.254 1.259 1.077 1.164 1.233 1.406 1.260 
Range 1.000 0.500 0.690 0.399 0.500 0.550 0.740 0.638 
Minimum 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 
Lower Quartile 0.000 0.019 0.010 0.016 0.020 0.010 0.010 0.008 
Upper Quartile 0.150 0.146 0.167 0.145 0.159 0.144 0.161 0.161 
Maximum 1.000 0.500 0.690 0.399 0.500 0.550 0.740 0.638 
Count 3066 16011 16011 16011 16011 16011 16011 16011 
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Table A(5.5)- The summary statistics for the sample HGF and HGF baseline methods 
  HGF Summary Statistics- Baseline Methods 
  Sample HGF Optimisation Only ET1 ET2 ET3 R1 R2 R3 
Mean 0.271 0.485 0.285 0.261 0.253 0.281 0.254 0.246 
Median 0.250 0.521 0.284 0.260 0.252 0.284 0.246 0.232 
Standard Deviation 0.228 0.329 0.029 0.127 0.123 0.116 0.175 0.165 
Variance 0.052 0.108 0.001 0.016 0.015 0.013 0.031 0.027 
Kurtosis -0.656 -1.301 0.075 -0.445 -0.227 -0.223 -0.766 -0.462 
Skewness 0.457 -0.132 0.152 0.120 0.257 -0.007 0.316 0.470 
Range 1.000 1.000 0.257 0.652 0.725 0.749 0.828 0.863 
Minimum 0.000 0.000 0.172 0.000 0.000 0.000 0.000 0.000 
Lower Quartile 0.000 0.184 0.265 0.170 0.162 0.202 0.100 0.108 
Upper Quartile 0.450 0.771 0.305 0.347 0.332 0.361 0.387 0.361 
Maximum 1.000 1.000 0.428 0.652 0.725 0.749 0.828 0.863 
Count 3066 16011 16011 16011 16011 16011 16011 16011 
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Table A(5.6)- The summary statistics for the sample HGF and HGF optimisation and DBS methods 
  
HGF Summary Statistics- Optimisation + DBS Methods  
  
Sample HGF 𝐌𝐌𝐌𝐌𝐍𝐒,𝐁𝐌 𝐌𝐌𝐌𝐌𝐍𝐒,𝐁𝐌 𝐌𝐌𝐌𝐌𝐍𝐒,𝐁𝐌 𝐌𝐌𝐌𝐌𝐍𝐒,𝐁𝐌,𝐰𝐟 𝐌𝐌𝐌𝐌𝐒,𝐁𝐌 𝐌𝐌𝐌𝐌𝐒,𝐁𝐌 𝐌𝐌𝐌𝐌𝐒,𝐁𝐌 
Mean 0.271 0.403 0.367 0.399 0.390 0.364 0.359 0.355 
Median 0.250 0.468 0.389 0.455 0.445 0.437 0.382 0.369 
Standard Deviation 0.228 0.240 0.228 0.234 0.239 0.195 0.214 0.215 
Variance 0.052 0.057 0.052 0.055 0.057 0.038 0.046 0.046 
Kurtosis -0.656 -1.339 -1.050 -1.298 -1.376 -1.103 -1.059 -1.049 
Skewness 0.457 -0.323 -0.051 -0.346 -0.267 -0.472 -0.165 -0.067 
Range 1.000 0.870 0.940 0.870 0.870 0.830 0.880 0.887 
Minimum 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 
Lower Quartile 0.000 0.170 0.170 0.176 0.150 0.189 0.180 0.176 
Upper Quartile 0.450 0.610 0.550 0.604 0.600 0.520 0.530 0.528 
Maximum 1.000 0.870 0.940 0.870 0.870 0.830 0.880 0.887 
Count 3066 16011 16011 16011 16011 16011 16011 16011 
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Table A(5.7)- The summary statistics for the sample HGH and HGH baseline methods 
  HGH Summary Statistics- Baseline Methods 
  Sample HGH Optimisation Only ET1 ET2 ET3 R1 R2 R3 
Mean 0.094 0.023 0.078 0.093 0.138 0.086 0.087 0.141 
Median 0.000 0.000 0.076 0.084 0.122 0.060 0.052 0.102 
Standard Deviation 0.158 0.068 0.018 0.070 0.091 0.086 0.098 0.146 
Variance 0.025 0.005 0.000 0.005 0.008 0.007 0.010 0.021 
Kurtosis 4.470 38.056 -0.091 2.519 1.782 3.629 2.969 0.342 
Skewness 2.117 5.190 0.489 1.325 1.204 1.701 1.627 0.979 
Range 0.900 0.912 0.132 0.464 0.602 0.695 0.693 0.833 
Minimum 0.000 0.000 0.022 0.000 0.000 0.000 0.000 0.000 
Lower Quartile 0.000 0.000 0.064 0.044 0.070 0.022 0.011 0.000 
Upper Quartile 0.150 0.000 0.090 0.121 0.181 0.124 0.131 0.235 
Maximum 0.900 0.912 0.155 0.464 0.602 0.695 0.693 0.833 
Count 3066 16011 16011 16011 16011 16011 16011 16011 
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Table A(5.8)- The summary statistics for the sample HGH and HGH optimisation and DBS methods 
  HGH Summary Statistics- Optimisation + DBS Methods  
  
Sample HGH 𝐌𝐌𝐌𝐌𝐍𝐒,𝐁𝐌 𝐌𝐌𝐌𝐌𝐍𝐒,𝐁𝐌 𝐌𝐌𝐌𝐌𝐍𝐒,𝐁𝐌 𝐌𝐌𝐌𝐌𝐍𝐒,𝐁𝐌,𝐰𝐟 𝐌𝐌𝐌𝐌𝐒,𝐁𝐌 𝐌𝐌𝐌𝐌𝐒,𝐁𝐌 𝐌𝐌𝐌𝐌𝐒,𝐁𝐌 
Mean 0.094 0.063 0.079 0.064 0.081 0.082 0.084 0.111 
Median 0.000 0.000 0.020 0.000 0.010 0.010 0.023 0.038 
Standard Deviation 0.158 0.104 0.112 0.094 0.115 0.106 0.110 0.144 
Variance 0.025 0.011 0.013 0.009 0.013 0.011 0.012 0.021 
Kurtosis 4.470 3.489 3.225 1.432 1.606 0.088 1.344 0.795 
Skewness 2.117 1.938 1.780 1.475 1.502 1.067 1.382 1.275 
Range 0.900 0.650 0.790 0.516 0.650 0.570 0.647 0.701 
Minimum 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 
Lower Quartile 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 
Upper Quartile 0.150 0.097 0.127 0.114 0.139 0.162 0.150 0.193 
Maximum 0.900 0.650 0.790 0.516 0.650 0.570 0.647 0.701 
Count 3066 16011 16011 16011 16011 16011 16011 16011 
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Table A(5.9)- The summary statistics for the sample HGM and HGM baseline methods 
  HGM Summary Statistics- Baseline Methods 
  Sample HGM Optimisation Only ET1 ET2 ET3 R1 R2 R3 
Mean 0.388 0.297 0.428 0.391 0.372 0.433 0.412 0.379 
Median 0.400 0.247 0.427 0.393 0.373 0.433 0.419 0.381 
Standard Deviation 0.241 0.287 0.029 0.120 0.120 0.122 0.181 0.175 
Variance 0.058 0.083 0.001 0.014 0.014 0.015 0.033 0.031 
Kurtosis -0.850 -1.017 -0.137 0.489 0.317 0.310 -0.514 -0.618 
Skewness 0.018 0.522 0.138 -0.260 -0.284 0.004 -0.095 -0.043 
Range 1.000 0.983 0.207 0.785 0.734 0.901 0.963 0.882 
Minimum 0.000 0.000 0.330 0.002 0.003 0.008 0.000 0.000 
Lower Quartile 0.200 0.000 0.407 0.320 0.303 0.356 0.284 0.254 
Upper Quartile 0.600 0.526 0.447 0.469 0.450 0.511 0.543 0.509 
Maximum 1.000 0.983 0.538 0.787 0.738 0.909 0.963 0.882 
Count 3066 16011 16011 16011 16011 16011 16011 16011 
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Table A(5.10)- The summary statistics for the sample HGM and HGM optimisation and DBS methods 
 HGM Summary Statistics- Optimisation + DBS Methods 
 
Sample HGM 𝐌𝐌𝐌𝐌𝐍𝐒,𝐁𝐌 𝐌𝐌𝐌𝐌𝐍𝐒,𝐁𝐌 𝐌𝐌𝐌𝐌𝐍𝐒,𝐁𝐌 𝐌𝐌𝐌𝐌𝐍𝐒,𝐁𝐌,𝐰𝐟 𝐌𝐌𝐌𝐌𝐒,𝐁𝐌 𝐌𝐌𝐌𝐌𝐒,𝐁𝐌 𝐌𝐌𝐌𝐌𝐒,𝐁𝐌 
Mean 0.388 0.369 0.384 0.378 0.359 0.394 0.387 0.370 
Median 0.400 0.310 0.381 0.320 0.294 0.365 0.383 0.365 
Standard Deviation 0.241 0.209 0.214 0.208 0.212 0.187 0.211 0.210 
Variance 0.058 0.044 0.046 0.043 0.045 0.035 0.044 0.044 
Kurtosis -0.850 -1.022 -0.962 -1.068 -0.996 -1.045 -0.910 -0.998 
Skewness 0.018 0.460 0.090 0.444 0.510 0.273 0.097 0.095 
Range 1.000 0.900 0.950 0.900 0.906 0.906 0.950 0.888 
Minimum 0.000 0.010 0.000 0.010 0.000 0.010 0.000 0.000 
Lower Quartile 0.200 0.194 0.206 0.206 0.182 0.239 0.215 0.197 
Upper Quartile 0.600 0.554 0.551 0.569 0.545 0.557 0.551 0.538 
Maximum 1.000 0.910 0.950 0.910 0.906 0.916 0.950 0.888 
Count 3066 16011 16011 16011 16011 16011 16011 16011 
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Table A(5.11)- The summary statistics for the sample SHL and SHL baseline methods 
  SHL Summary Statistics- Baseline Methods 
  Sample SHL Optimisation Only ET1 ET2 ET3 R1 R2 R3 
Mean 0.087 0.046 0.077 0.092 0.087 0.072 0.087 0.081 
Median 0.000 0.040 0.076 0.091 0.086 0.059 0.066 0.058 
Standard Deviation 0.160 0.035 0.011 0.051 0.046 0.054 0.079 0.075 
Variance 0.026 0.001 0.000 0.003 0.002 0.003 0.006 0.006 
Kurtosis 9.150 8.794 0.833 2.564 0.489 4.022 4.361 2.854 
Skewness 2.754 2.015 0.572 0.901 0.525 1.530 1.624 1.551 
Range 1.000 0.427 0.109 0.521 0.359 0.533 0.866 0.580 
Minimum 0.000 0.000 0.035 0.000 0.000 0.000 0.000 0.000 
Lower Quartile 0.000 0.023 0.069 0.056 0.052 0.032 0.027 0.025 
Upper Quartile 0.100 0.061 0.084 0.119 0.114 0.099 0.125 0.115 
Maximum 1.000 0.427 0.145 0.521 0.359 0.533 0.866 0.580 
Count 3066 16011 16011 16011 16011 16011 16011 16011 
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Table A(5.12)- The summary statistics for the sample SHL and SHL optimisation and DBS methods 
 SHL Summary Statistics- Optimisation +DBS Methods 
 
Sample SHL 𝐌𝐌𝐌𝐌𝐍𝐒,𝐁𝐌 𝐌𝐌𝐌𝐌𝐍𝐒,𝐁𝐌 𝐌𝐌𝐌𝐌𝐍𝐒,𝐁𝐌 𝐌𝐌𝐌𝐌𝐍𝐒,𝐁𝐌,𝐰𝐟 𝐌𝐌𝐌𝐌𝐒,𝐁𝐌 𝐌𝐌𝐌𝐌𝐒,𝐁𝐌 𝐌𝐌𝐌𝐌𝐒,𝐁𝐌 
Mean 0.087 0.053 0.053 0.056 0.055 0.053 0.053 0.052 
Median 0.000 0.044 0.042 0.046 0.045 0.044 0.043 0.043 
Standard Deviation 0.160 0.042 0.044 0.045 0.043 0.043 0.044 0.043 
Variance 0.026 0.002 0.002 0.002 0.002 0.002 0.002 0.002 
Kurtosis 9.150 4.374 5.062 2.869 4.866 3.521 4.892 4.894 
Skewness 2.754 1.737 1.836 1.561 1.864 1.628 1.818 1.822 
Range 1.000 0.380 0.380 0.335 0.380 0.370 0.380 0.380 
Minimum 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 
Lower Quartile 0.000 0.024 0.023 0.025 0.026 0.023 0.023 0.023 
Upper Quartile 0.100 0.069 0.069 0.074 0.070 0.070 0.070 0.068 
Maximum 1.000 0.380 0.380 0.335 0.380 0.370 0.380 0.380 
Count 3066 16011 16011 16011 16011 16011 16011 16011 
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Appendix 5.2- MTP Spatial Maps 
 BPO Spatial Maps – Baseline Methods 
  
  
  
  
Figure A(5.1)- The spatial maps for the sample BPO and BPO baseline methods. The 
proportional colour scale of 0 to 1 was used. 
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BPO Spatial Maps – Optimisation and DBS Methods 
  
  
  
  
Figure A(5.2)- The spatial maps for the sample BPO and BPO optimisation and DBS 
methods. The proportional colour scale of 0 to 1 was used. 
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GOL Spatial Maps – Baseline Methods 
  
  
  
  
Figure A(5.3)- The spatial maps for the sample GOL and GOL baseline methods. The 
proportional colour scale of 0 to 1 was used. 
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GOL Spatial Maps – Optimisation and DBS Methods 
  
  
  
  
Figure A(5.4)- The spatial maps for the sample GOL and GOL optimisation and DBS 
methods. The proportional colour scale of 0 to 1 was used. 
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HGF Spatial Maps – Baseline Methods 
  
  
  
  
Figure A(5.5)- The spatial maps for the sample HGF and HGF  baseline methods. The 
proportional colour scale of 0 to 1 was used. 
 
  
  HGF  (OK) HGF (Optimisation Only) 
HGF  (ET1)   HGF  (ET2) 
  HGF  (ET3)   HGF  (R1) 
HGF  (R2)   HGF  (R3) 
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HGF Spatial Maps – Optimisation and DBS Methods 
  
  
  
  
Figure A(5.6)- The spatial maps for the sample HGF and HGF optimisation and DBS 
methods. The proportional colour scale of 0 to 1 was used. 
  
  HGF  (OK) HGF  �MTP1NS,B1� 
  HGF  �MTP2NS,B1�   HGF  �MTP1NS,B2� 
  HGF  �MTP1NS,B1,wf�   HGF  �MTP1S,B1� 
  HGF  �MTP2S,B1�   HGF  �MTP3S,B1� 
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HGH Spatial Maps – Baseline Methods 
  
  
  
  
Figure A(5.7)- The spatial maps for the sample HGH and HGH baseline methods. The 
proportional colour scale of 0 to 1 was used. 
 
  
  HGH  (OK) HGH (Optimisation Only) 
HGH  (ET1)   HGH  (ET2) 
  HGH  (ET3)   HGH  (R1) 
HGH  (R2)   HGH  (R3) 
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HGH Spatial Maps – Optimisation and DBS Methods 
  
  
  
  
Figure A(5.8)- The spatial maps for the sample HGH and HGH optimisation and DBS 
methods. The proportional colour scale of 0 to 1 was used. 
  
  HGH  (OK) HGH  �MTP1NS,B1� 
  HGH  �MTP2NS,B1�   HGH  �MTP1NS,B2� 
  HGH  �MTP1NS,B1,wf�   HGH  �MTP1S,B1� 
  HGH  �MTP2S,B1�   HGH  �MTP3S,B1� 
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HGM Spatial Maps – Baseline Methods 
  
  
  
  
Figure A(5.9)- The spatial maps for the sample HGM and HGM baseline methods. The 
proportional colour scale of 0 to 1 was used. 
  
  HGM  (OK) HGM (Optimisation Only) 
HGM  (ET1)   HGM  (ET2) 
  HGM  (ET3)   HGM  (R1) 
HGM  (R2)   HGM  (R3) 
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HGM Spatial Maps – Optimisation and DBS Methods 
  
  
  
  
Figure A(5.10)- The spatial maps for the sample HGM and HGM optimisation and DBS 
methods. The proportional colour scale of 0 to 1 was used. 
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  HGM  �MTP2NS,B1�   HGM �MTP1NS,B2� 
  HGM  �MTP1NS,B1,wf�   HGM  �MTP1S,B1� 
  HGM  �MTP2S,B1�   HGM  �MTP3S,B1� 
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SHL Spatial Maps – Baseline Methods 
  
  
  
  
Figure A(5.11)- The spatial maps for the sample SHL and SHL baseline methods. The 
proportional colour scale of 0 to 1 was used. 
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SHL Spatial Maps – Optimisation and DBS Methods 
  
  
  
  
Figure A(5.12)- The spatial maps for the sample SHL and SHL optimisation and DBS 
methods. The proportional colour scale of 0 to 1 was used. 
 
 
SHL  �MTP2NS,B1�   SHL �MTP1NS,B2� 
  SHL  �MTP1NS,B1,wf�   SHL �MTP1S,B1� 
  SHL  �MTP2S,B1�   SHL  �MTP3S,B1� 
  SHL  (OK) SHL  �MTP1NS,B1� 
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Appendix 6.1 – The DBS Isatis parameter files for the 
independently simulated MTPs 
========== Parameter File Print ========== 
---> Set name   : DG1_BPO_BLOCK 
     Directory name ........ proportions_DGzones 
     File name ............. Lines 
     Selection name ........ DG1_noOutlier 
     Number of variables ... 1 
       DG1_BPO_ana (Block) : NOT FOUND 
     Total number of samples in File 17619 
     Number of samples in Selection  3087 
 
 
 
Model : Covariance part 
======================= 
Number of variables        = 1 
- Variable 1 : DG1_BPO_ana (Block) 
Block Support. 
 Block Definition: 
  X size =     12.500m 
  Y size =     12.500m 
  Z size =     10.000m 
  Rotation angle around Z   = 0 degrees 
  Rotation angle around Y   = 0 degrees 
  Rotation angle around X   = 0 degrees 
  X discretization = 6 
  Y discretization = 6 
  Z discretization = 2 
Number of basic structures = 3 
S1 : Cubic - Range = 22.400m 
     Sill = 0.11 
     Directional Scales = (    22.400m,    22.400m,    22.400m) 
S2 : Exponential - Scale = 190.000m 
     Sill = 0.39 
     Directional Scales = (   190.000m,   190.000m,300000.000m) 
S3 : Exponential - Scale = 900.000m 
     Sill = 0.22 
     Directional Scales = (   900.000m,   900.000m, 30000.000m) 
 
Model : Drift part 
================== 
 Number of drift functions  = 1 
 - Universality condition 
 
========== End of Parameter File Print ========== 
 
========== Parameter File Print ========== 
---> Set name   : DG1_GOL_BLOCK 
     Directory name ........ proportions_DGzones 
     File name ............. Lines 
     Selection name ........ DG1_noOutlier 
     Number of variables ... 1 
       DG1_GOL_ana (Block) : NOT FOUND 
     Total number of samples in File 17619 
     Number of samples in Selection  3087 
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Model : Covariance part 
======================= 
Number of variables        = 1 
- Variable 1 : DG1_GOL_ana (Block) 
Block Support. 
 Block Definition: 
  X size =     12.500m 
  Y size =     12.500m 
  Z size =     10.000m 
  Rotation angle around Z   = 0 degrees 
  Rotation angle around Y   = 0 degrees 
  Rotation angle around X   = 0 degrees 
  X discretization = 6 
  Y discretization = 6 
  Z discretization = 2 
Number of basic structures = 2 
Global Rot                     = No rotation 
 
S1 : Cubic - Range = 37.000m 
     Sill = 0.336 
     Directional Scales = (   103.200m,   103.200m,    37.000m) 
S2 : Spherical - Range = 18.000m 
     Sill = 0.055 
     Directional Scales = (   808.700m,   808.700m,    18.000m) 
 
Model : Drift part 
================== 
 Number of drift functions  = 1 
 - Universality condition 
 
========== End of Parameter File Print ========== 
 
========== Parameter File Print ========== 
---> Set name   : DG1_HGF_BLOCK 
     Directory name ........ proportions_DGzones 
     File name ............. Lines 
     Selection name ........ DG1_noOutlier 
     Number of variables ... 1 
       DG1_HGF_ana (Block) : NOT FOUND 
     Total number of samples in File 17619 
     Number of samples in Selection  3087 
 
 
 
Model : Covariance part 
======================= 
Number of variables        = 1 
- Variable 1 : DG1_HGF_ana (Block) 
Block Support. 
 Block Definition: 
  X size =     12.500m 
  Y size =     12.500m 
  Z size =     10.000m 
  Rotation angle around Z   = 0 degrees 
  Rotation angle around Y   = 0 degrees 
  Rotation angle around X   = 0 degrees 
  X discretization = 6 
  Y discretization = 6 
  Z discretization = 2 
Number of basic structures = 2 
Global Rot                     = No rotation 
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S1 : Cubic - Range = 6.720m 
     Sill = 0.107 
     Directional Scales = (     6.720m,     6.720m,    30.000m) 
S2 : Exponential - Scale = 220.000m 
     Sill = 0.51 
     Directional Scales = (   220.000m,   220.000m, 20000.000m) 
 
Model : Drift part 
================== 
 Number of drift functions  = 1 
 - Universality condition 
 
========== End of Parameter File Print ========== 
 
========== Parameter File Print ========== 
---> Set name   : DG1_HGH_BLOCK 
     Directory name ........ proportions_DGzones 
     File name ............. Lines 
     Selection name ........ DG1_noOutlier 
     Number of variables ... 1 
       DG1_HGH_ana (Block) : NOT FOUND 
     Total number of samples in File 17619 
     Number of samples in Selection  3087 
 
 
 
Model : Covariance part 
======================= 
Number of variables        = 1 
- Variable 1 : DG1_HGH_ana (Block) 
Block Support. 
 Block Definition: 
  X size =     12.500m 
  Y size =     12.500m 
  Z size =     10.000m 
  Rotation angle around Z   = 0 degrees 
  Rotation angle around Y   = 0 degrees 
  Rotation angle around X   = 0 degrees 
  X discretization = 6 
  Y discretization = 6 
  Z discretization = 2 
Number of basic structures = 3 
Global Rot                     = No rotation 
 
S1 : Cubic - Range = 60.000m 
     Sill = 0.413 
     Directional Scales = (    86.000m,    86.000m,    60.000m) 
S2 : Spherical - Range = 60.000m 
     Sill = 0.079 
     Directional Scales = (   576.000m,   576.000m,    60.000m) 
S3 : Spherical - Range = 200.000m 
     Sill = 0.2 
     Directional Scales = (   674.000m,   674.000m,   200.000m) 
 
Model : Drift part 
================== 
 Number of drift functions  = 1 
 - Universality condition 
 
========== End of Parameter File Print ========== 
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========== Parameter File Print ========== 
---> Set name   : DG1_HGM_BLOCK 
     Directory name ........ proportions_DGzones 
     File name ............. Lines 
     Selection name ........ DG1_noOutlier 
     Number of variables ... 1 
       DG1_HGM_ana (Block) : NOT FOUND 
     Total number of samples in File 17619 
     Number of samples in Selection  3087 
 
 
 
Model : Covariance part 
======================= 
Number of variables        = 1 
- Variable 1 : DG1_HGM_ana (Block) 
Block Support. 
 Block Definition: 
  X size =     12.500m 
  Y size =     12.500m 
  Z size =     10.000m 
  Rotation angle around Z   = 0 degrees 
  Rotation angle around Y   = 0 degrees 
  Rotation angle around X   = 0 degrees 
  X discretization = 6 
  Y discretization = 6 
  Z discretization = 2 
Number of basic structures = 3 
Global Rot                     = No rotation 
 
S1 : Cubic - Range = 31.000m 
     Sill = 0.21 
     Directional Scales = (    58.000m,    58.000m,    31.000m) 
S2 : Spherical - Range = 36.000m 
     Sill = 0.023 
     Directional Scales = (   250.000m,   250.000m,    36.000m) 
S3 : Spherical - Range = 300.000m 
     Sill = 0.385 
     Directional Scales = (   300.000m,   300.000m,300000.000m) 
 
Model : Drift part 
================== 
 Number of drift functions  = 1 
 - Universality condition 
 
========== End of Parameter File Print ========== 
 
========== Parameter File Print ========== 
---> Set name   : DG1_SHL_BLOCK 
     Directory name ........ proportions_DGzones 
     File name ............. Lines 
     Selection name ........ DG1_noOutlier 
     Number of variables ... 1 
       DG1_SHL_ana (Block) : NOT FOUND 
     Total number of samples in File 17619 
     Number of samples in Selection  3087 
 
 
 
Model : Covariance part 
======================= 
Number of variables        = 1 
- Variable 1 : DG1_SHL_ana (Block) 
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Block Support. 
 Block Definition: 
  X size =     12.500m 
  Y size =     12.500m 
  Z size =     10.000m 
  Rotation angle around Z   = 0 degrees 
  Rotation angle around Y   = 0 degrees 
  Rotation angle around X   = 0 degrees 
  X discretization = 6 
  Y discretization = 6 
  Z discretization = 2 
Number of basic structures = 3 
Global Rot                     = No rotation 
 
S1 : Cubic - Range = 9.200m 
     Sill = 0.077 
     Directional Scales = (     9.200m,     9.200m,    19.300m) 
S2 : Exponential - Scale = 260.000m 
     Sill = 0.143 
     Directional Scales = (   260.000m,   260.000m,*00000.000m) 
S3 : Exponential - Scale = 1246.000m 
     Sill = 0.208 
     Directional Scales = (  1246.000m,  1246.000m,*00000.000m) 
 
Model : Drift part 
================== 
 Number of drift functions  = 1 
 - Universality condition 
 
========== End of Parameter File Print ========== 
Reload journal file 
 
 ======= Recording Journal File =======  
 
 Adding Bulletin "Parameter Files [Print]" in file 
"/home/jferreir/Data/Journals/DG1_Direct_Block_Simulation.ijnl" 
Number of Bulletins in File = 7 
 
Model : Covariance part 
======================= 
Number of variables        = 1 
- Variable 1 : BPO(proportions) 
Block Support. 
 Block Definition: 
  X size =     12.500m 
  Y size =     12.500m 
  Z size =     10.000m 
  Rotation angle around Z   = 0 degrees 
  Rotation angle around Y   = 0 degrees 
  Rotation angle around X   = 0 degrees 
  X discretization = 6 
  Y discretization = 6 
  Z discretization = 2 
Number of basic structures = 3 
S1 : Cubic - Range = 22.400m 
     Sill = 0.153535438921 
     Directional Scales = (    22.400m,    22.400m,    22.400m) 
S2 : Exponential - Scale = 190.000m 
     Sill = 0.5443529198108 
     Directional Scales = (   190.000m,   190.000m,300000.000m) 
S3 : Exponential - Scale = 900.000m 
     Sill = 0.307070877842 
     Directional Scales = (   900.000m,   900.000m, 30000.000m) 
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Block Anamorphosis for Direct Simulations 
========================================= 
 Number of variables   = 1 
 Number of Polynomials = 40 
 
 Calculated from Point Anamorphosis "DG1_BPO_ana" 
 Calculated from Variogram Model "DG1_BPO_Block_ana_Model" 
 without variogram sill normation. 
 
 Main Variable "BPO(proportions)" 
 
 Block Definition: 
  X size =     12.500m 
  Y size =     12.500m 
  Z size =     10.000m 
  Rotation angle around Z   = 0 degrees 
  Rotation angle around Y   = 0 degrees 
  Rotation angle around X   = 0 degrees 
  X discretization = 6 
  Y discretization = 6 
  Z discretization = 2 
 
 Correlation Coefficients between Gaussian Variables (rho_y1v_y2v): 
 _____________________________________ 
|                  |                  | 
|                  | BPO(proportions) | 
|------------------|------------------| 
| BPO(proportions) |            1.000 | 
|__________________|__________________| 
 
 Raw Variable BPO(proportions) : 
 ------------------------------- 
   Distribution Type       = Standard 
   Dispersion Law used     = None 
   Raw Variable Format     = Decimal, Length = 10, Digits = 2 (Unit: 
"") 
   Mean (model)            =       0.05 
   Block Variance (model)  = 0.011267 
 
   Interval of Definition: 
   Zmin =       0.00 
   Zmax =       1.00 
   Ymin = -1.660566 
   Ymax = 5.719007 
 
   Real Block Support Correction (r) = 0.846432 
 
   Normalized coefficients for the Hermite polynomials: 
 __________________________________________________ 
|     |        |        |        |        |        | 
|     |     0  |     1  |     2  |     3  |     4  | 
|-----|--------|--------|--------|--------|--------| 
|  0+ |  0.053 | -0.079 |  0.065 | -0.026 | -0.005 | 
|  5+ |  0.011 | -0.002 | -0.003 |  0.002 |  0.001 | 
| 10+ | -0.001 |  0.000 |  0.000 |  0.000 |  0.000 | 
| 15+ |  0.000 |  0.000 |  0.000 |  0.000 |  0.000 | 
| 20+ |  0.000 |  0.000 |  0.000 |  0.000 |  0.000 | 
| 25+ |  0.000 |  0.000 |  0.000 |  0.000 |  0.000 | 
| 30+ |  0.000 |  0.000 |  0.000 |  0.000 |  0.000 | 
| 35+ |  0.000 |  0.000 |  0.000 |  0.000 |  0.000 | 
|_____|________|________|________|________|________| 
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XXX CPU time for Gaussian Support Correction:   0:00:00 XXX 
 
 ======= Recording Journal File =======  
 
 Adding Bulletin "Gaussian Support Correction" in file 
"/home/jferreir/Data/Journals/DG1_DirBlockSim.ijnl" 
Number of Bulletins in File = 55 
 
Model : Covariance part 
======================= 
Number of variables        = 1 
- Variable 1 : GOL(proportions) 
Block Support. 
 Block Definition: 
  X size =     12.500m 
  Y size =     12.500m 
  Z size =     10.000m 
  Rotation angle around Z   = 0 degrees 
  Rotation angle around Y   = 0 degrees 
  Rotation angle around X   = 0 degrees 
  X discretization = 6 
  Y discretization = 6 
  Z discretization = 2 
Number of basic structures = 2 
Global Rot                     = No rotation 
 
S1 : Cubic - Range = 37.000m 
     Sill = 0.8586851115504 
     Directional Scales = (   103.200m,   103.200m,    37.000m) 
S2 : Spherical - Range = 18.000m 
     Sill = 0.1405585748074 
     Directional Scales = (   808.700m,   808.700m,    18.000m) 
 
Block Anamorphosis for Direct Simulations 
========================================= 
 Number of variables   = 1 
 Number of Polynomials = 40 
 
 Calculated from Point Anamorphosis "DG1_GOL_ana" 
 Calculated from Variogram Model "DG1_GOL_Block_ana_Model" 
 without variogram sill normation. 
 
 Main Variable "GOL(proportions)" 
 
 Block Definition: 
  X size =     12.500m 
  Y size =     12.500m 
  Z size =     10.000m 
  Rotation angle around Z   = 0 degrees 
  Rotation angle around Y   = 0 degrees 
  Rotation angle around X   = 0 degrees 
  X discretization = 6 
  Y discretization = 6 
  Z discretization = 2 
 
 Correlation Coefficients between Gaussian Variables (rho_y1v_y2v): 
 _____________________________________ 
|                  |                  | 
|                  | GOL(proportions) | 
|------------------|------------------| 
| GOL(proportions) |            1.000 | 
|__________________|__________________| 
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 Raw Variable GOL(proportions) : 
 ------------------------------- 
   Distribution Type       = Standard 
   Dispersion Law used     = None 
   Raw Variable Format     = Decimal, Length = 10, Digits = 2 (Unit: 
"") 
   Mean (model)            =       0.11 
   Block Variance (model)  = 0.005090 
 
   Interval of Definition: 
   Zmin =       0.00 
   Zmax =       0.92 
   Ymin = -5.278544 
   Ymax = 6.000000 
 
   Real Block Support Correction (r) = 0.625537 
 
   Normalized coefficients for the Hermite polynomials: 
 _______________________________________________ 
|     |       |        |       |        |       | 
|     |     0 |     1  |     2 |     3  |     4 | 
|-----|-------|--------|-------|--------|-------| 
|  0+ | 0.106 | -0.068 | 0.021 | -0.002 | 0.000 | 
|  5+ | 0.000 |  0.000 | 0.000 |  0.000 | 0.000 | 
| 10+ | 0.000 |  0.000 | 0.000 |  0.000 | 0.000 | 
| 15+ | 0.000 |  0.000 | 0.000 |  0.000 | 0.000 | 
| 20+ | 0.000 |  0.000 | 0.000 |  0.000 | 0.000 | 
| 25+ | 0.000 |  0.000 | 0.000 |  0.000 | 0.000 | 
| 30+ | 0.000 |  0.000 | 0.000 |  0.000 | 0.000 | 
| 35+ | 0.000 |  0.000 | 0.000 |  0.000 | 0.000 | 
|_____|_______|________|_______|________|_______| 
 
 
XXX CPU time for Gaussian Support Correction:   0:00:00 XXX 
 
 ======= Recording Journal File =======  
 
 Adding Bulletin "Gaussian Support Correction" in file 
"/home/jferreir/Data/Journals/DG1_DirBlockSim.ijnl" 
Number of Bulletins in File = 56 
 
Model : Covariance part 
======================= 
Number of variables        = 1 
- Variable 1 : HGF(proportions) 
Block Support. 
 Block Definition: 
  X size =     12.500m 
  Y size =     12.500m 
  Z size =     10.000m 
  Rotation angle around Z   = 0 degrees 
  Rotation angle around Y   = 0 degrees 
  Rotation angle around X   = 0 degrees 
  X discretization = 6 
  Y discretization = 6 
  Z discretization = 2 
Number of basic structures = 2 
Global Rot                     = No rotation 
 
S1 : Cubic - Range = 6.720m 
     Sill = 0.1740230619662 
     Directional Scales = (     6.720m,     6.720m,    30.000m) 
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S2 : Exponential - Scale = 220.000m 
     Sill = 0.8294557159135 
     Directional Scales = (   220.000m,   220.000m, 20000.000m) 
 
Block Anamorphosis for Direct Simulations 
========================================= 
 Number of variables   = 1 
 Number of Polynomials = 60 
 
 Calculated from Point Anamorphosis "DG1_HGF_ana" 
 Calculated from Variogram Model "DG1_HGF_Block_ana_Model" 
 without variogram sill normation. 
 
 Main Variable "HGF(proportions)" 
 
 Block Definition: 
  X size =     12.500m 
  Y size =     12.500m 
  Z size =     10.000m 
  Rotation angle around Z   = 0 degrees 
  Rotation angle around Y   = 0 degrees 
  Rotation angle around X   = 0 degrees 
  X discretization = 6 
  Y discretization = 6 
  Z discretization = 2 
 
 Correlation Coefficients between Gaussian Variables (rho_y1v_y2v): 
 _____________________________________ 
|                  |                  | 
|                  | HGF(proportions) | 
|------------------|------------------| 
| HGF(proportions) |            1.000 | 
|__________________|__________________| 
 
 Raw Variable HGF(proportions) : 
 ------------------------------- 
   Distribution Type       = Standard 
   Dispersion Law used     = None 
   Raw Variable Format     = Decimal, Length = 10, Digits = 2 (Unit: 
"") 
   Mean (model)            =       0.27 
   Block Variance (model)  = 0.030567 
 
   Interval of Definition: 
   Zmin =       0.00 
   Zmax =       1.00 
   Ymin = -3.920383 
   Ymax = 6.000000 
 
   Real Block Support Correction (r) = 0.784131 
 
   Normalized coefficients for the Hermite polynomials: 
 ________________________________________________ 
|     |        |        |       |       |        | 
|     |     0  |     1  |     2 |     3 |     4  | 
|-----|--------|--------|-------|-------|--------| 
|  0+ |  0.271 | -0.172 | 0.026 | 0.017 | -0.001 | 
|  5+ | -0.005 | -0.001 | 0.002 | 0.001 | -0.001 | 
| 10+ |  0.000 |  0.000 | 0.000 | 0.000 |  0.000 | 
| 15+ |  0.000 |  0.000 | 0.000 | 0.000 |  0.000 | 
| 20+ |  0.000 |  0.000 | 0.000 | 0.000 |  0.000 | 
| 25+ |  0.000 |  0.000 | 0.000 | 0.000 |  0.000 | 
| 30+ |  0.000 |  0.000 | 0.000 | 0.000 |  0.000 | 
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| 35+ |  0.000 |  0.000 | 0.000 | 0.000 |  0.000 | 
| 40+ |  0.000 |  0.000 | 0.000 | 0.000 |  0.000 | 
| 45+ |  0.000 |  0.000 | 0.000 | 0.000 |  0.000 | 
| 50+ |  0.000 |  0.000 | 0.000 | 0.000 |  0.000 | 
| 55+ |  0.000 |  0.000 | 0.000 | 0.000 |  0.000 | 
|_____|________|________|_______|_______|________| 
 
 
XXX CPU time for Gaussian Support Correction:   0:00:00 XXX 
 
 ======= Recording Journal File =======  
 
 Adding Bulletin "Gaussian Support Correction" in file 
"/home/jferreir/Data/Journals/DG1_DirBlockSim.ijnl" 
Number of Bulletins in File = 57 
 
Model : Covariance part 
======================= 
Number of variables        = 1 
- Variable 1 : HGH(proportions) 
Block Support. 
 Block Definition: 
  X size =     12.500m 
  Y size =     12.500m 
  Z size =     10.000m 
  Rotation angle around Z   = 0 degrees 
  Rotation angle around Y   = 0 degrees 
  Rotation angle around X   = 0 degrees 
  X discretization = 6 
  Y discretization = 6 
  Z discretization = 2 
Number of basic structures = 3 
Global Rot                     = No rotation 
 
S1 : Cubic - Range = 60.000m 
     Sill = 0.5958626267861 
     Directional Scales = (    86.000m,    86.000m,    60.000m) 
S2 : Spherical - Range = 60.000m 
     Sill = 0.1139785654143 
     Directional Scales = (   576.000m,   576.000m,    60.000m) 
S3 : Spherical - Range = 200.000m 
     Sill = 0.2885533301627 
     Directional Scales = (   674.000m,   674.000m,   200.000m) 
 
Block Anamorphosis for Direct Simulations 
========================================= 
 Number of variables   = 1 
 Number of Polynomials = 50 
 
 Calculated from Point Anamorphosis "DG1_HGH_ana" 
 Calculated from Variogram Model "DG1_HGH_Block_ana_Model" 
 without variogram sill normation. 
 
 Main Variable "HGH(proportions)" 
 
 Block Definition: 
  X size =     12.500m 
  Y size =     12.500m 
  Z size =     10.000m 
  Rotation angle around Z   = 0 degrees 
  Rotation angle around Y   = 0 degrees 
  Rotation angle around X   = 0 degrees 
  X discretization = 6 
178 
 
  Y discretization = 6 
  Z discretization = 2 
 
 Correlation Coefficients between Gaussian Variables (rho_y1v_y2v): 
 _____________________________________ 
|                  |                  | 
|                  | HGH(proportions) | 
|------------------|------------------| 
| HGH(proportions) |            1.000 | 
|__________________|__________________| 
 
 Raw Variable HGH(proportions) : 
 ------------------------------- 
   Distribution Type       = Standard 
   Dispersion Law used     = None 
   Raw Variable Format     = Decimal, Length = 10, Digits = 2 (Unit: 
"") 
   Mean (model)            =       0.09 
   Block Variance (model)  = 0.015151 
 
   Interval of Definition: 
   Zmin =       0.00 
   Zmax =       0.90 
   Ymin = -2.414021 
   Ymax = 5.600000 
 
   Real Block Support Correction (r) = 0.832534 
 
   Normalized coefficients for the Hermite polynomials: 
 _________________________________________________ 
|     |       |        |        |        |        | 
|     |     0 |     1  |     2  |     3  |     4  | 
|-----|-------|--------|--------|--------|--------| 
|  0+ | 0.094 | -0.107 |  0.059 | -0.007 | -0.011 | 
|  5+ | 0.004 |  0.002 | -0.002 | -0.001 |  0.000 | 
| 10+ | 0.000 |  0.000 |  0.000 |  0.000 |  0.000 | 
| 15+ | 0.000 |  0.000 |  0.000 |  0.000 |  0.000 | 
| 20+ | 0.000 |  0.000 |  0.000 |  0.000 |  0.000 | 
| 25+ | 0.000 |  0.000 |  0.000 |  0.000 |  0.000 | 
| 30+ | 0.000 |  0.000 |  0.000 |  0.000 |  0.000 | 
| 35+ | 0.000 |  0.000 |  0.000 |  0.000 |  0.000 | 
| 40+ | 0.000 |  0.000 |  0.000 |  0.000 |  0.000 | 
| 45+ | 0.000 |  0.000 |  0.000 |  0.000 |  0.000 | 
|_____|_______|________|________|________|________| 
 
 
XXX CPU time for Gaussian Support Correction:   0:00:00 XXX 
 
 ======= Recording Journal File =======  
 
 Adding Bulletin "Gaussian Support Correction" in file 
"/home/jferreir/Data/Journals/DG1_DirBlockSim.ijnl" 
Number of Bulletins in File = 58 
 
Model : Covariance part 
======================= 
Number of variables        = 1 
- Variable 1 : HGM(proportions) 
Block Support. 
 Block Definition: 
  X size =     12.500m 
  Y size =     12.500m 
  Z size =     10.000m 
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  Rotation angle around Z   = 0 degrees 
  Rotation angle around Y   = 0 degrees 
  Rotation angle around X   = 0 degrees 
  X discretization = 6 
  Y discretization = 6 
  Z discretization = 2 
Number of basic structures = 3 
Global Rot                     = No rotation 
 
S1 : Cubic - Range = 31.000m 
     Sill = 0.3396236429239 
     Directional Scales = (    58.000m,    58.000m,    31.000m) 
S2 : Spherical - Range = 36.000m 
     Sill = 0.03719687517738 
     Directional Scales = (   250.000m,   250.000m,    36.000m) 
S3 : Spherical - Range = 300.000m 
     Sill = 0.6226433453605 
     Directional Scales = (   300.000m,   300.000m,300000.000m) 
 
Block Anamorphosis for Direct Simulations 
========================================= 
 Number of variables   = 1 
 Number of Polynomials = 50 
 
 Calculated from Point Anamorphosis "DG1_HGM_ana" 
 Calculated from Variogram Model "DG1_HGM_Block_ana_Model" 
 without variogram sill normation. 
 
 Main Variable "HGM(proportions)" 
 
 Block Definition: 
  X size =     12.500m 
  Y size =     12.500m 
  Z size =     10.000m 
  Rotation angle around Z   = 0 degrees 
  Rotation angle around Y   = 0 degrees 
  Rotation angle around X   = 0 degrees 
  X discretization = 6 
  Y discretization = 6 
  Z discretization = 2 
 
 Correlation Coefficients between Gaussian Variables (rho_y1v_y2v): 
 _____________________________________ 
|                  |                  | 
|                  | HGM(proportions) | 
|------------------|------------------| 
| HGM(proportions) |            1.000 | 
|__________________|__________________| 
 
 Raw Variable HGM(proportions) : 
 ------------------------------- 
   Distribution Type       = Standard 
   Dispersion Law used     = None 
   Raw Variable Format     = Decimal, Length = 10, Digits = 2 (Unit: 
"") 
   Mean (model)            =       0.39 
   Block Variance (model)  = 0.034892 
 
   Interval of Definition: 
   Zmin =       0.00 
   Zmax =       1.00 
   Ymin = -4.499673 
   Ymax = 6.000000 
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   Real Block Support Correction (r) = 0.786341 
 
   Normalized coefficients for the Hermite polynomials: 
 _______________________________________________ 
|     |        |        |       |       |       | 
|     |     0  |     1  |     2 |     3 |     4 | 
|-----|--------|--------|-------|-------|-------| 
|  0+ |  0.388 | -0.186 | 0.005 | 0.017 | 0.003 | 
|  5+ | -0.002 | -0.002 | 0.000 | 0.001 | 0.000 | 
| 10+ |  0.000 |  0.000 | 0.000 | 0.000 | 0.000 | 
| 15+ |  0.000 |  0.000 | 0.000 | 0.000 | 0.000 | 
| 20+ |  0.000 |  0.000 | 0.000 | 0.000 | 0.000 | 
| 25+ |  0.000 |  0.000 | 0.000 | 0.000 | 0.000 | 
| 30+ |  0.000 |  0.000 | 0.000 | 0.000 | 0.000 | 
| 35+ |  0.000 |  0.000 | 0.000 | 0.000 | 0.000 | 
| 40+ |  0.000 |  0.000 | 0.000 | 0.000 | 0.000 | 
| 45+ |  0.000 |  0.000 | 0.000 | 0.000 | 0.000 | 
|_____|________|________|_______|_______|_______| 
 
 
XXX CPU time for Gaussian Support Correction:   0:00:00 XXX 
 
 ======= Recording Journal File =======  
 
 Adding Bulletin "Gaussian Support Correction" in file 
"/home/jferreir/Data/Journals/DG1_DirBlockSim.ijnl" 
Number of Bulletins in File = 59 
 
Model : Covariance part 
======================= 
Number of variables        = 1 
- Variable 1 : SHL(proportions) 
Block Support. 
 Block Definition: 
  X size =     12.500m 
  Y size =     12.500m 
  Z size =     10.000m 
  Rotation angle around Z   = 0 degrees 
  Rotation angle around Y   = 0 degrees 
  Rotation angle around X   = 0 degrees 
  X discretization = 6 
  Y discretization = 6 
  Z discretization = 2 
Number of basic structures = 3 
Global Rot                     = No rotation 
 
S1 : Cubic - Range = 9.200m 
     Sill = 0.1853562434271 
     Directional Scales = (     9.200m,     9.200m,    19.300m) 
S2 : Exponential - Scale = 260.000m 
     Sill = 0.3442330235074 
     Directional Scales = (   260.000m,   260.000m,*00000.000m) 
S3 : Exponential - Scale = 1246.000m 
     Sill = 0.5007025796472 
     Directional Scales = (  1246.000m,  1246.000m,*00000.000m) 
 
Block Anamorphosis for Direct Simulations 
========================================= 
 Number of variables   = 1 
 Number of Polynomials = 50 
 
 Calculated from Point Anamorphosis "DG1_SHL_ana" 
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 Calculated from Variogram Model "DG1_SHL_Block_ana_Model" 
 without variogram sill normation. 
 
 Main Variable "SHL(proportions)" 
 
 Block Definition: 
  X size =     12.500m 
  Y size =     12.500m 
  Z size =     10.000m 
  Rotation angle around Z   = 0 degrees 
  Rotation angle around Y   = 0 degrees 
  Rotation angle around X   = 0 degrees 
  X discretization = 6 
  Y discretization = 6 
  Z discretization = 2 
 
 Correlation Coefficients between Gaussian Variables (rho_y1v_y2v): 
 _____________________________________ 
|                  |                  | 
|                  | SHL(proportions) | 
|------------------|------------------| 
| SHL(proportions) |            1.000 | 
|__________________|__________________| 
 
 Raw Variable SHL(proportions) : 
 ------------------------------- 
   Distribution Type       = Standard 
   Dispersion Law used     = None 
   Raw Variable Format     = Decimal, Length = 10, Digits = 2 (Unit: 
"") 
   Mean (model)            =       0.09 
   Block Variance (model)  = 0.008016 
 
   Interval of Definition: 
   Zmin =       0.00 
   Zmax =       0.99 
   Ymin = -4.112906 
   Ymax = 6.000000 
 
   Real Block Support Correction (r) = 0.644528 
 
   Normalized coefficients for the Hermite polynomials: 
 ________________________________________________ 
|     |       |        |       |        |        | 
|     |     0 |     1  |     2 |     3  |     4  | 
|-----|-------|--------|-------|--------|--------| 
|  0+ | 0.087 | -0.081 | 0.038 | -0.007 | -0.003 | 
|  5+ | 0.002 |  0.000 | 0.000 |  0.000 |  0.000 | 
| 10+ | 0.000 |  0.000 | 0.000 |  0.000 |  0.000 | 
| 15+ | 0.000 |  0.000 | 0.000 |  0.000 |  0.000 | 
| 20+ | 0.000 |  0.000 | 0.000 |  0.000 |  0.000 | 
| 25+ | 0.000 |  0.000 | 0.000 |  0.000 |  0.000 | 
| 30+ | 0.000 |  0.000 | 0.000 |  0.000 |  0.000 | 
| 35+ | 0.000 |  0.000 | 0.000 |  0.000 |  0.000 | 
| 40+ | 0.000 |  0.000 | 0.000 |  0.000 |  0.000 | 
| 45+ | 0.000 |  0.000 | 0.000 |  0.000 |  0.000 | 
|_____|_______|________|_______|________|________| 
 
 
XXX CPU time for Gaussian Support Correction:   0:00:00 XXX 
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Appendix 6.2 - DBS Isatis parameter files for the Joint simulation 
of all six MTPs 
 
Model : Covariance part 
======================= 
Number of variables        = 6 
- Variable 1 : DG1_joint_ana_BPO (Block) 
- Variable 2 : DG1_joint_ana_GOL (Block) 
- Variable 3 : DG1_joint_ana_HGF (Block) 
- Variable 4 : DG1_joint_ana_HGH (Block) 
- Variable 5 : DG1_joint_ana_HGM (Block) 
- Variable 6 : DG1_joint_ana_SHL (Block) 
Block Support. 
 Block Definition: 
  X size =     12.500m 
  Y size =     12.500m 
  Z size =     10.000m 
  Rotation angle around Z   = 0 degrees 
  Rotation angle around Y   = 0 degrees 
  Rotation angle around X   = 0 degrees 
  X discretization = 6 
  Y discretization = 6 
  Z discretization = 2 
 
Experimental Covariance Matrix: 
 
______________________________________________________________________
______________________________________________________________________
_______________________________________________________ 
|                           |                           |                           
|                           |                           |                           
|                           | 
|                           | DG1_joint_ana_BPO (Block) | 
DG1_joint_ana_GOL (Block) | DG1_joint_ana_HGF (Block) | 
DG1_joint_ana_HGH (Block) | DG1_joint_ana_HGM (Block) | 
DG1_joint_ana_SHL (Block) | 
|---------------------------|---------------------------|-------------
--------------|---------------------------|---------------------------
|---------------------------|---------------------------| 
| DG1_joint_ana_BPO (Block) |                     0.739 |                    
-0.107 |                    -0.274 |                     0.127 |                    
-0.135 |                     0.294 | 
| DG1_joint_ana_GOL (Block) |                    -0.107 |                     
0.433 |                    -0.093 |                    -0.180 |                     
0.001 |                    -0.048 | 
| DG1_joint_ana_HGF (Block) |                    -0.274 |                    
-0.093 |                     0.717 |                     0.035 |                    
-0.231 |                    -0.160 | 
| DG1_joint_ana_HGH (Block) |                     0.127 |                    
-0.180 |                     0.035 |                     0.694 |                    
-0.157 |                     0.169 | 
| DG1_joint_ana_HGM (Block) |                    -0.135 |                     
0.001 |                    -0.231 |                    -0.157 |                     
0.637 |                    -0.091 | 
| DG1_joint_ana_SHL (Block) |                     0.294 |                    
-0.048 |                    -0.160 |                     0.169 |                    
-0.091 |                     0.457 | 
|___________________________|___________________________|_____________
______________|___________________________|___________________________
|___________________________|___________________________| 
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Experimental Correlation Matrix: 
 
______________________________________________________________________
______________________________________________________________________
_______________________________________________________ 
|                           |                           |                           
|                           |                           |                           
|                           | 
|                           | DG1_joint_ana_BPO (Block) | 
DG1_joint_ana_GOL (Block) | DG1_joint_ana_HGF (Block) | 
DG1_joint_ana_HGH (Block) | DG1_joint_ana_HGM (Block) | 
DG1_joint_ana_SHL (Block) | 
|---------------------------|---------------------------|-------------
--------------|---------------------------|---------------------------
|---------------------------|---------------------------| 
| DG1_joint_ana_BPO (Block) |                     1.000 |                    
-0.189 |                    -0.376 |                     0.178 |                    
-0.196 |                     0.506 | 
| DG1_joint_ana_GOL (Block) |                    -0.189 |                     
1.000 |                    -0.167 |                    -0.329 |                     
0.003 |                    -0.109 | 
| DG1_joint_ana_HGF (Block) |                    -0.376 |                    
-0.167 |                     1.000 |                     0.049 |                    
-0.341 |                    -0.280 | 
| DG1_joint_ana_HGH (Block) |                     0.178 |                    
-0.329 |                     0.049 |                     1.000 |                    
-0.236 |                     0.300 | 
| DG1_joint_ana_HGM (Block) |                    -0.196 |                     
0.003 |                    -0.341 |                    -0.236 |                     
1.000 |                    -0.168 | 
| DG1_joint_ana_SHL (Block) |                     0.506 |                    
-0.109 |                    -0.280 |                     0.300 |                    
-0.168 |                     1.000 | 
|___________________________|___________________________|_____________
______________|___________________________|___________________________
|___________________________|___________________________| 
 
Number of basic structures = 3 
Global Rot                     = No rotation 
 
 
S1 : Cubic - Range = 22.000m 
     Directional Scales = (    90.000m,    90.000m,    22.000m) 
 
     Variance-Covariance matrix : 
                  Variable 1 Variable 2 Variable 3 Variable 4 Variable 
5 Variable 6 
     Variable 1     0.1288     0.0152    -0.0534    -0.0205    -0.0499     
0.0387 
     Variable 2     0.0152     0.2400    -0.0613    -0.0645    -0.0635     
0.0374 
     Variable 3    -0.0534    -0.0613     0.1750     0.0006    -0.0411    
-0.0411 
     Variable 4    -0.0205    -0.0645     0.0006     0.0500    -0.0000    
-0.0283 
     Variable 5    -0.0499    -0.0635    -0.0411    -0.0000     0.1700    
-0.0526 
     Variable 6     0.0387     0.0374    -0.0411    -0.0283    -0.0526     
0.1225 
 
     Decomposition into factors (normalized eigen vectors) : 
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                 Variable 1 Variable 2 Variable 3 Variable 4 Variable 
5 Variable 6 
     Factor 1      -0.1753    -0.4158     0.2018     0.1226     0.2132    
-0.2029 
     Factor 2      -0.0155    -0.0039     0.3360     0.0008    -0.3170     
0.0229 
     Factor 3       0.2482    -0.2561    -0.0939     0.0587    -0.0976     
0.1500 
     Factor 4       0.1486     0.0357    -0.0179     0.0412    -0.0439    
-0.2407 
     Factor 5      -0.1182    -0.0024    -0.1096     0.1700    -0.1111    
-0.0159 
     Factor 6      -0.0127    -0.0140    -0.0153    -0.0306    -0.0163    
-0.0111 
 
     Decomposition into eigen vectors (whose variance is eigen values) 
: 
                 Variable 1 Variable 2 Variable 3 Variable 4 Variable 
5 Variable 6  Eigen Val. Var. Perc. 
     Factor 1      -0.2980    -0.7069     0.3430     0.2084     0.3625    
-0.3449     0.3460     39.04 
     Factor 2      -0.0336    -0.0084     0.7260     0.0017    -0.6850     
0.0495     0.2142     24.17 
     Factor 3       0.5993    -0.6185    -0.2268     0.1417    -0.2356     
0.3623     0.1715     19.35 
     Factor 4       0.5090     0.1224    -0.0612     0.1411    -0.1505    
-0.8244     0.0852      9.62 
     Factor 5      -0.4552    -0.0094    -0.4219     0.6544    -0.4275    
-0.0610     0.0675      7.61 
     Factor 6      -0.2909    -0.3203    -0.3493    -0.6988    -0.3721    
-0.2529     0.0019      0.22 
 
S2 : Spherical - Range = 200.000m 
     Directional Scales = (   200.000m,   200.000m,*00000.000m) 
 
     Variance-Covariance matrix : 
                  Variable 1 Variable 2 Variable 3 Variable 4 Variable 
5 Variable 6 
     Variable 1     0.6088    -0.0723    -0.1887     0.0688    -0.0766     
0.2205 
     Variable 2    -0.0723     0.1180    -0.0806    -0.0891     0.0603    
-0.0637 
     Variable 3    -0.1887    -0.0806     0.5100     0.1079    -0.2030    
-0.0762 
     Variable 4     0.0688    -0.0891     0.1079     0.2140    -0.1694     
0.0958 
     Variable 5    -0.0766     0.0603    -0.2030    -0.1694     0.4500    
-0.0322 
     Variable 6     0.2205    -0.0637    -0.0762     0.0958    -0.0322     
0.3230 
 
     Decomposition into factors (normalized eigen vectors) : 
                 Variable 1 Variable 2 Variable 3 Variable 4 Variable 
5 Variable 6 
     Factor 1       0.7041    -0.0530    -0.4633     0.0495     0.0410     
0.3709 
     Factor 2      -0.2057     0.1964    -0.4559    -0.3493     0.5760    
-0.1679 
     Factor 3       0.1122     0.1335    -0.1407    -0.1098    -0.2779    
-0.3243 
     Factor 4       0.2390    -0.0654     0.2432    -0.1200     0.1798    
-0.1632 
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     Factor 5       0.0024     0.1432     0.0845    -0.2239    -0.0704     
0.1592 
     Factor 6      -0.0313    -0.1845    -0.0374    -0.1137    -0.0449     
0.0065 
 
     Decomposition into eigen vectors (whose variance is eigen values) 
: 
                 Variable 1 Variable 2 Variable 3 Variable 4 Variable 
5 Variable 6  Eigen Val. Var. Perc. 
     Factor 1       0.7615    -0.0574    -0.5011     0.0536     0.0444     
0.4012     0.8550     38.45 
     Factor 2      -0.2343     0.2237    -0.5193    -0.3979     0.6561    
-0.1912     0.7707     34.66 
     Factor 3       0.2269     0.2698    -0.2845    -0.2219    -0.5618    
-0.6557     0.2447     11.00 
     Factor 4       0.5428    -0.1485     0.5523    -0.2726     0.4083    
-0.3705     0.1939      8.72 
     Factor 5       0.0073     0.4354     0.2571    -0.6811    -0.2143     
0.4843     0.1081      4.86 
     Factor 6      -0.1381    -0.8138    -0.1650    -0.5014    -0.1982     
0.0285     0.0514      2.31 
 
S3 : Spherical - Range = 60.000m 
     Directional Scales = (   400.000m,   400.000m,    60.000m) 
 
     Variance-Covariance matrix : 
                  Variable 1 Variable 2 Variable 3 Variable 4 Variable 
5 Variable 6 
     Variable 1     0.0000     0.0000     0.0000     0.0000     0.0000     
0.0000 
     Variable 2     0.0000     0.0730     0.0000     0.0000     0.0000     
0.0000 
     Variable 3     0.0000     0.0000     0.0350     0.0000     0.0000     
0.0000 
     Variable 4     0.0000     0.0000     0.0000     0.4300     0.0000     
0.0000 
     Variable 5     0.0000     0.0000     0.0000     0.0000     0.0200     
0.0000 
     Variable 6     0.0000     0.0000     0.0000     0.0000     0.0000     
0.0100 
 
     Decomposition into factors (normalized eigen vectors) : 
                 Variable 1 Variable 2 Variable 3 Variable 4 Variable 
5 Variable 6 
     Factor 1       0.0000     0.0000     0.0000     0.6557     0.0000     
0.0000 
     Factor 2       0.0000     0.2702     0.0000     0.0000     0.0000     
0.0000 
     Factor 3       0.0000     0.0000     0.1871     0.0000     0.0000     
0.0000 
     Factor 4       0.0000     0.0000     0.0000     0.0000     0.1414     
0.0000 
     Factor 5       0.0000     0.0000     0.0000     0.0000     0.0000     
0.1000 
     Factor 6       0.0000     0.0000     0.0000     0.0000     0.0000     
0.0000 
 
     Decomposition into eigen vectors (whose variance is eigen values) 
: 
                 Variable 1 Variable 2 Variable 3 Variable 4 Variable 
5 Variable 6  Eigen Val. Var. Perc. 
     Factor 1       0.0000     0.0000     0.0000     1.0000     0.0000     
0.0000     0.4300     75.70 
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     Factor 2       0.0000     1.0000     0.0000     0.0000     0.0000     
0.0000     0.0730     12.85 
     Factor 3       0.0000     0.0000     1.0000     0.0000     0.0000     
0.0000     0.0350      6.16 
     Factor 4       0.0000     0.0000     0.0000     0.0000     1.0000     
0.0000     0.0200      3.52 
     Factor 5       0.0000     0.0000     0.0000     0.0000     0.0000     
1.0000     0.0100      1.76 
     Factor 6       1.0000     0.0000     0.0000     0.0000     0.0000     
0.0000     0.0000      0.00 
 
Model : Drift part 
================== 
 Number of drift functions  = 1 
 - Universality condition 
 
Jacqueline Ferreira  -  Jan 25 2012   11:36:34 
 
 
Model : Covariance part 
======================= 
Number of variables        = 6 
- Variable 1 : BPO(proportions) 
- Variable 2 : GOL(proportions) 
- Variable 3 : HGF(proportions) 
- Variable 4 : HGH(proportions) 
- Variable 5 : HGM(proportions) 
- Variable 6 : SHL(proportions) 
Block Support. 
 Block Definition: 
  X size =     12.500m 
  Y size =     12.500m 
  Z size =     10.000m 
  Rotation angle around Z   = 0 degrees 
  Rotation angle around Y   = 0 degrees 
  Rotation angle around X   = 0 degrees 
  X discretization = 6 
  Y discretization = 6 
  Z discretization = 2 
 
Experimental Covariance Matrix: 
 
______________________________________________________________________
______________________________________________________________ 
|                  |                  |                  |                  
|                  |                  |                  | 
|                  | BPO(proportions) | GOL(proportions) | 
HGF(proportions) | HGH(proportions) | HGM(proportions) | 
SHL(proportions) | 
|------------------|------------------|------------------|------------
------|------------------|------------------|------------------| 
| BPO(proportions) |            1.000 |           -0.189 |           -
0.376 |            0.178 |           -0.196 |            0.506 | 
| GOL(proportions) |           -0.189 |            1.000 |           -
0.167 |           -0.329 |            0.003 |           -0.109 | 
| HGF(proportions) |           -0.376 |           -0.167 |            
1.000 |            0.049 |           -0.341 |           -0.280 | 
| HGH(proportions) |            0.178 |           -0.329 |            
0.049 |            1.000 |           -0.236 |            0.300 | 
| HGM(proportions) |           -0.196 |            0.003 |           -
0.341 |           -0.236 |            1.000 |           -0.168 | 
| SHL(proportions) |            0.506 |           -0.109 |           -
0.280 |            0.300 |           -0.168 |            1.000 | 
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|__________________|__________________|__________________|____________
______|__________________|__________________|__________________| 
 
 
Experimental Correlation Matrix: 
 
______________________________________________________________________
______________________________________________________________ 
|                  |                  |                  |                  
|                  |                  |                  | 
|                  | BPO(proportions) | GOL(proportions) | 
HGF(proportions) | HGH(proportions) | HGM(proportions) | 
SHL(proportions) | 
|------------------|------------------|------------------|------------
------|------------------|------------------|------------------| 
| BPO(proportions) |            1.000 |           -0.189 |           -
0.376 |            0.178 |           -0.196 |            0.506 | 
| GOL(proportions) |           -0.189 |            1.000 |           -
0.167 |           -0.329 |            0.003 |           -0.109 | 
| HGF(proportions) |           -0.376 |           -0.167 |            
1.000 |            0.049 |           -0.341 |           -0.280 | 
| HGH(proportions) |            0.178 |           -0.329 |            
0.049 |            1.000 |           -0.236 |            0.300 | 
| HGM(proportions) |           -0.196 |            0.003 |           -
0.341 |           -0.236 |            1.000 |           -0.168 | 
| SHL(proportions) |            0.506 |           -0.109 |           -
0.280 |            0.300 |           -0.168 |            1.000 | 
|__________________|__________________|__________________|____________
______|__________________|__________________|__________________| 
 
Number of basic structures = 3 
Global Rot                     = No rotation 
 
 
S1 : Cubic - Range = 22.000m 
     Directional Scales = (    90.000m,    90.000m,    22.000m) 
 
     Variance-Covariance matrix : 
                  Variable 1 Variable 2 Variable 3 Variable 4 Variable 
5 Variable 6 
     Variable 1     0.1743     0.0268    -0.0733    -0.0286    -0.0726     
0.0666 
     Variable 2     0.0268     0.5541    -0.1100    -0.1176    -0.1209     
0.0842 
     Variable 3    -0.0733    -0.1100     0.2439     0.0008    -0.0608    
-0.0718 
     Variable 4    -0.0286    -0.1176     0.0008     0.0720    -0.0001    
-0.0503 
     Variable 5    -0.0726    -0.1209    -0.0608    -0.0001     0.2667    
-0.0975 
     Variable 6     0.0666     0.0842    -0.0718    -0.0503    -0.0975     
0.2682 
 
     Decomposition into factors (normalized eigen vectors) : 
                 Variable 1 Variable 2 Variable 3 Variable 4 Variable 
5 Variable 6 
     Factor 1       0.1416     0.6895    -0.2001    -0.1585    -0.2509     
0.2676 
     Factor 2      -0.1592     0.2095    -0.1993    -0.0288     0.3887    
-0.2572 
     Factor 3       0.2080    -0.1860    -0.3728     0.0136     0.1591     
0.2476 
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     Factor 4      -0.2440    -0.0023     0.0853    -0.0718     0.1135     
0.2627 
     Factor 5       0.1607     0.0026     0.1324    -0.1979     0.1184     
0.0011 
     Factor 6       0.0169     0.0142     0.0199     0.0392     0.0200     
0.0114 
 
     Decomposition into eigen vectors (whose variance is eigen values) 
: 
                 Variable 1 Variable 2 Variable 3 Variable 4 Variable 
5 Variable 6  Eigen Val. Var. Perc. 
     Factor 1       0.1698     0.8269    -0.2400    -0.1901    -0.3010     
0.3210     0.6952     44.02 
     Factor 2      -0.2784     0.3664    -0.3485    -0.0503     0.6797    
-0.4497     0.3270     20.71 
     Factor 3       0.3775    -0.3375    -0.6765     0.0247     0.2888     
0.4493     0.3036     19.23 
     Factor 4      -0.6221    -0.0059     0.2175    -0.1831     0.2893     
0.6697     0.1539      9.74 
     Factor 5       0.5172     0.0084     0.4261    -0.6370     0.3809     
0.0034     0.0966      6.11 
     Factor 6       0.3109     0.2606     0.3666     0.7221     0.3677     
0.2106     0.0029      0.19 
 
S2 : Spherical - Range = 200.000m 
     Directional Scales = (   200.000m,   200.000m,*00000.000m) 
 
     Variance-Covariance matrix : 
                  Variable 1 Variable 2 Variable 3 Variable 4 Variable 
5 Variable 6 
     Variable 1     0.8240    -0.1278    -0.2592     0.0960    -0.1116     
0.3796 
     Variable 2    -0.1278     0.2724    -0.1447    -0.1625     0.1147    
-0.1431 
     Variable 3    -0.2592    -0.1447     0.7109     0.1528    -0.3002    
-0.1330 
     Variable 4     0.0960    -0.1625     0.1528     0.3082    -0.2545     
0.1702 
     Variable 5    -0.1116     0.1147    -0.3002    -0.2545     0.7059    
-0.0596 
     Variable 6     0.3796    -0.1431    -0.1330     0.1702    -0.0596     
0.7072 
 
     Decomposition into factors (normalized eigen vectors) : 
                 Variable 1 Variable 2 Variable 3 Variable 4 Variable 
5 Variable 6 
     Factor 1       0.8009    -0.2119    -0.2719     0.2358    -0.2137     
0.6826 
     Factor 2      -0.1151    -0.2495     0.7065     0.3605    -0.6844     
0.0003 
     Factor 3      -0.2848    -0.1579     0.1765     0.0929     0.3368     
0.4287 
     Factor 4       0.2825    -0.2122     0.2567    -0.0550     0.2657    
-0.1930 
     Factor 5       0.0770     0.2371     0.1957    -0.2583    -0.0333     
0.1400 
     Factor 6      -0.0501    -0.1977    -0.0500    -0.2105    -0.0820     
0.0245 
 
     Decomposition into eigen vectors (whose variance is eigen values) 
: 
                 Variable 1 Variable 2 Variable 3 Variable 4 Variable 
5 Variable 6  Eigen Val. Var. Perc. 
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     Factor 1       0.6951    -0.1839    -0.2360     0.2046    -0.1854     
0.5925     1.3274     37.62 
     Factor 2      -0.1063    -0.2303     0.6523     0.3328    -0.6319     
0.0003     1.1729     33.24 
     Factor 3      -0.4279    -0.2373     0.2651     0.1395     0.5060     
0.6441     0.4430     12.56 
     Factor 4       0.5144    -0.3864     0.4674    -0.1001     0.4839    
-0.3514     0.3016      8.55 
     Factor 5       0.1776     0.5471     0.4516    -0.5958    -0.0768     
0.3231     0.1879      5.32 
     Factor 6      -0.1619    -0.6389    -0.1617    -0.6803    -0.2651     
0.0793     0.0957      2.71 
 
S3 : Spherical - Range = 60.000m 
     Directional Scales = (   400.000m,   400.000m,    60.000m) 
 
     Variance-Covariance matrix : 
                  Variable 1 Variable 2 Variable 3 Variable 4 Variable 
5 Variable 6 
     Variable 1     0.0000     0.0000     0.0000     0.0000     0.0000     
0.0000 
     Variable 2     0.0000     0.1685     0.0000     0.0000     0.0000     
0.0000 
     Variable 3     0.0000     0.0000     0.0488     0.0000     0.0000     
0.0000 
     Variable 4     0.0000     0.0000     0.0000     0.6193     0.0000     
0.0000 
     Variable 5     0.0000     0.0000     0.0000     0.0000     0.0314     
0.0000 
     Variable 6     0.0000     0.0000     0.0000     0.0000     0.0000     
0.0219 
 
     Decomposition into factors (normalized eigen vectors) : 
                 Variable 1 Variable 2 Variable 3 Variable 4 Variable 
5 Variable 6 
     Factor 1       0.0000     0.0000     0.0000     0.7869     0.0000     
0.0000 
     Factor 2       0.0000     0.4105     0.0000     0.0000     0.0000     
0.0000 
     Factor 3       0.0000     0.0000     0.2209     0.0000     0.0000     
0.0000 
     Factor 4       0.0000     0.0000     0.0000     0.0000     0.1771     
0.0000 
     Factor 5       0.0000     0.0000     0.0000     0.0000     0.0000     
0.1480 
     Factor 6       0.0000     0.0000     0.0000     0.0000     0.0000     
0.0000 
 
     Decomposition into eigen vectors (whose variance is eigen values) 
: 
                 Variable 1 Variable 2 Variable 3 Variable 4 Variable 
5 Variable 6  Eigen Val. Var. Perc. 
     Factor 1       0.0000     0.0000     0.0000     1.0000     0.0000     
0.0000     0.6193     69.59 
     Factor 2       0.0000     1.0000     0.0000     0.0000     0.0000     
0.0000     0.1685     18.94 
     Factor 3       0.0000     0.0000     1.0000     0.0000     0.0000     
0.0000     0.0488      5.48 
     Factor 4       0.0000     0.0000     0.0000     0.0000     1.0000     
0.0000     0.0314      3.53 
     Factor 5       0.0000     0.0000     0.0000     0.0000     0.0000     
1.0000     0.0219      2.46 
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     Factor 6       1.0000     0.0000     0.0000     0.0000     0.0000     
0.0000     0.0000      0.00 
 
Block Anamorphosis for Direct Simulations 
========================================= 
 Number of variables   = 6 
 Number of Polynomials = 50 
 
 Calculated from Point Anamorphosis "DG1_joint_ana" 
 Calculated from Variogram Model "DG1_Joint_Block_ana_NoS4_model" 
 without variogram sill normation. 
 
 Main Variable "BPO(proportions)" 
 
 Block Definition: 
  X size =     12.500m 
  Y size =     12.500m 
  Z size =     10.000m 
  Rotation angle around Z   = 0 degrees 
  Rotation angle around Y   = 0 degrees 
  Rotation angle around X   = 0 degrees 
  X discretization = 6 
  Y discretization = 6 
  Z discretization = 2 
 
 Correlation Coefficients between Gaussian Variables (rho_y1v_y2v): 
 
______________________________________________________________________
______________________________________________________________ 
|                  |                  |                  |                  
|                  |                  |                  | 
|                  | BPO(proportions) | GOL(proportions) | 
HGF(proportions) | HGH(proportions) | HGM(proportions) | 
SHL(proportions) | 
|------------------|------------------|------------------|------------
------|------------------|------------------|------------------| 
| BPO(proportions) |            1.000 |           -0.189 |           -
0.376 |            0.178 |           -0.196 |            0.506 | 
| GOL(proportions) |           -0.189 |            1.000 |           -
0.167 |           -0.329 |            0.003 |           -0.109 | 
| HGF(proportions) |           -0.376 |           -0.167 |            
1.000 |            0.049 |           -0.341 |           -0.280 | 
| HGH(proportions) |            0.178 |           -0.329 |            
0.049 |            1.000 |           -0.236 |            0.300 | 
| HGM(proportions) |           -0.196 |            0.003 |           -
0.341 |           -0.236 |            1.000 |           -0.168 | 
| SHL(proportions) |            0.506 |           -0.109 |           -
0.280 |            0.300 |           -0.168 |            1.000 | 
|__________________|__________________|__________________|____________
______|__________________|__________________|__________________| 
 
 Raw Variable BPO(proportions) : 
 ------------------------------- 
   Distribution Type       = Standard 
   Dispersion Law used     = None 
   Raw Variable Format     = Decimal, Length = 10, Digits = 2 (Unit: 
"") 
   Mean (model)            =       0.05 
   Block Variance (model)  = 0.011822 
 
   Interval of Definition: 
   Zmin =       0.00 
   Zmax =       1.00 
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   Ymin = -2.187355 
   Ymax = 5.278544 
 
   Real Block Support Correction (r) = 0.859562 
 
   Normalized coefficients for the Hermite polynomials: 
 __________________________________________________ 
|     |        |        |        |        |        | 
|     |     0  |     1  |     2  |     3  |     4  | 
|-----|--------|--------|--------|--------|--------| 
|  0+ |  0.053 | -0.080 |  0.067 | -0.027 | -0.006 | 
|  5+ |  0.012 | -0.003 | -0.004 |  0.002 |  0.001 | 
| 10+ | -0.001 | -0.001 |  0.000 |  0.000 |  0.000 | 
| 15+ |  0.000 |  0.000 |  0.000 |  0.000 |  0.000 | 
| 20+ |  0.000 |  0.000 |  0.000 |  0.000 |  0.000 | 
| 25+ |  0.000 |  0.000 |  0.000 |  0.000 |  0.000 | 
| 30+ |  0.000 |  0.000 |  0.000 |  0.000 |  0.000 | 
| 35+ |  0.000 |  0.000 |  0.000 |  0.000 |  0.000 | 
| 40+ |  0.000 |  0.000 |  0.000 |  0.000 |  0.000 | 
| 45+ |  0.000 |  0.000 |  0.000 |  0.000 |  0.000 | 
|_____|________|________|________|________|________| 
 
 Raw Variable GOL(proportions) : 
 ------------------------------- 
   Distribution Type       = Standard 
   Dispersion Law used     = None 
   Raw Variable Format     = Decimal, Length = 10, Digits = 2 (Unit: 
"") 
   Mean (model)            =       0.11 
   Block Variance (model)  = 0.005686 
 
   Interval of Definition: 
   Zmin =       0.00 
   Zmax =       0.95 
   Ymin = -6.000000 
   Ymax = 6.000000 
 
   Real Block Support Correction (r) = 0.658142 
 
   Normalized coefficients for the Hermite polynomials: 
 _______________________________________________ 
|     |       |        |       |        |       | 
|     |     0 |     1  |     2 |     3  |     4 | 
|-----|-------|--------|-------|--------|-------| 
|  0+ | 0.106 | -0.072 | 0.023 | -0.002 | 0.000 | 
|  5+ | 0.000 |  0.000 | 0.000 |  0.000 | 0.000 | 
| 10+ | 0.000 |  0.000 | 0.000 |  0.000 | 0.000 | 
| 15+ | 0.000 |  0.000 | 0.000 |  0.000 | 0.000 | 
| 20+ | 0.000 |  0.000 | 0.000 |  0.000 | 0.000 | 
| 25+ | 0.000 |  0.000 | 0.000 |  0.000 | 0.000 | 
| 30+ | 0.000 |  0.000 | 0.000 |  0.000 | 0.000 | 
| 35+ | 0.000 |  0.000 | 0.000 |  0.000 | 0.000 | 
| 40+ | 0.000 |  0.000 | 0.000 |  0.000 | 0.000 | 
| 45+ | 0.000 |  0.000 | 0.000 |  0.000 | 0.000 | 
|_____|_______|________|_______|________|_______| 
 
 Raw Variable HGF(proportions) : 
 ------------------------------- 
   Distribution Type       = Standard 
   Dispersion Law used     = None 
   Raw Variable Format     = Decimal, Length = 10, Digits = 2 (Unit: 
"") 
   Mean (model)            =       0.27 
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   Block Variance (model)  = 0.035956 
 
   Interval of Definition: 
   Zmin =       0.00 
   Zmax =       1.00 
   Ymin = -3.728531 
   Ymax = 5.425206 
 
   Real Block Support Correction (r) = 0.847008 
 
   Normalized coefficients for the Hermite polynomials: 
 ________________________________________________ 
|     |        |        |       |       |        | 
|     |     0  |     1  |     2 |     3 |     4  | 
|-----|--------|--------|-------|-------|--------| 
|  0+ |  0.271 | -0.186 | 0.030 | 0.022 | -0.002 | 
|  5+ | -0.007 | -0.002 | 0.003 | 0.001 | -0.001 | 
| 10+ | -0.001 |  0.000 | 0.001 | 0.000 |  0.000 | 
| 15+ |  0.000 |  0.000 | 0.000 | 0.000 |  0.000 | 
| 20+ |  0.000 |  0.000 | 0.000 | 0.000 |  0.000 | 
| 25+ |  0.000 |  0.000 | 0.000 | 0.000 |  0.000 | 
| 30+ |  0.000 |  0.000 | 0.000 | 0.000 |  0.000 | 
| 35+ |  0.000 |  0.000 | 0.000 | 0.000 |  0.000 | 
| 40+ |  0.000 |  0.000 | 0.000 | 0.000 |  0.000 | 
| 45+ |  0.000 |  0.000 | 0.000 | 0.000 |  0.000 | 
|_____|________|________|_______|_______|________| 
 
 Raw Variable HGH(proportions) : 
 ------------------------------- 
   Distribution Type       = Standard 
   Dispersion Law used     = None 
   Raw Variable Format     = Decimal, Length = 10, Digits = 2 (Unit: 
"") 
   Mean (model)            =       0.09 
   Block Variance (model)  = 0.015186 
 
   Interval of Definition: 
   Zmin =       0.00 
   Zmax =       0.90 
   Ymin = -2.969826 
   Ymax = 5.600000 
 
   Real Block Support Correction (r) = 0.833298 
 
   Normalized coefficients for the Hermite polynomials: 
 _________________________________________________ 
|     |       |        |        |        |        | 
|     |     0 |     1  |     2  |     3  |     4  | 
|-----|-------|--------|--------|--------|--------| 
|  0+ | 0.094 | -0.107 |  0.059 | -0.007 | -0.011 | 
|  5+ | 0.004 |  0.002 | -0.002 | -0.001 |  0.000 | 
| 10+ | 0.000 |  0.000 |  0.000 |  0.000 |  0.000 | 
| 15+ | 0.000 |  0.000 |  0.000 |  0.000 |  0.000 | 
| 20+ | 0.000 |  0.000 |  0.000 |  0.000 |  0.000 | 
| 25+ | 0.000 |  0.000 |  0.000 |  0.000 |  0.000 | 
| 30+ | 0.000 |  0.000 |  0.000 |  0.000 |  0.000 | 
| 35+ | 0.000 |  0.000 |  0.000 |  0.000 |  0.000 | 
| 40+ | 0.000 |  0.000 |  0.000 |  0.000 |  0.000 | 
| 45+ | 0.000 |  0.000 |  0.000 |  0.000 |  0.000 | 
|_____|_______|________|________|________|________| 
 
 Raw Variable HGM(proportions) : 
 ------------------------------- 
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   Distribution Type       = Standard 
   Dispersion Law used     = None 
   Raw Variable Format     = Decimal, Length = 10, Digits = 2 (Unit: 
"") 
   Mean (model)            =       0.39 
   Block Variance (model)  = 0.035995 
 
   Interval of Definition: 
   Zmin =       0.00 
   Zmax =       1.00 
   Ymin = -5.180866 
   Ymax = 6.000000 
 
   Real Block Support Correction (r) = 0.798427 
 
   Normalized coefficients for the Hermite polynomials: 
 _______________________________________________ 
|     |        |        |       |       |       | 
|     |     0  |     1  |     2 |     3 |     4 | 
|-----|--------|--------|-------|-------|-------| 
|  0+ |  0.388 | -0.189 | 0.005 | 0.018 | 0.004 | 
|  5+ | -0.003 | -0.002 | 0.000 | 0.001 | 0.000 | 
| 10+ |  0.000 |  0.000 | 0.000 | 0.000 | 0.000 | 
| 15+ |  0.000 |  0.000 | 0.000 | 0.000 | 0.000 | 
| 20+ |  0.000 |  0.000 | 0.000 | 0.000 | 0.000 | 
| 25+ |  0.000 |  0.000 | 0.000 | 0.000 | 0.000 | 
| 30+ |  0.000 |  0.000 | 0.000 | 0.000 | 0.000 | 
| 35+ |  0.000 |  0.000 | 0.000 | 0.000 | 0.000 | 
| 40+ |  0.000 |  0.000 | 0.000 | 0.000 | 0.000 | 
| 45+ |  0.000 |  0.000 | 0.000 | 0.000 | 0.000 | 
|_____|________|________|_______|_______|_______| 
 
 Raw Variable SHL(proportions) : 
 ------------------------------- 
   Distribution Type       = Standard 
   Dispersion Law used     = None 
   Raw Variable Format     = Decimal, Length = 10, Digits = 2 (Unit: 
"") 
   Mean (model)            =       0.09 
   Block Variance (model)  = 0.008990 
 
   Interval of Definition: 
   Zmin =       0.00 
   Zmax =       1.00 
   Ymin = -5.327413 
   Ymax = 6.000000 
 
   Real Block Support Correction (r) = 0.675834 
 
   Normalized coefficients for the Hermite polynomials: 
 ________________________________________________ 
|     |       |        |       |        |        | 
|     |     0 |     1  |     2 |     3  |     4  | 
|-----|-------|--------|-------|--------|--------| 
|  0+ | 0.087 | -0.084 | 0.042 | -0.008 | -0.003 | 
|  5+ | 0.002 |  0.000 | 0.000 |  0.000 |  0.000 | 
| 10+ | 0.000 |  0.000 | 0.000 |  0.000 |  0.000 | 
| 15+ | 0.000 |  0.000 | 0.000 |  0.000 |  0.000 | 
| 20+ | 0.000 |  0.000 | 0.000 |  0.000 |  0.000 | 
| 25+ | 0.000 |  0.000 | 0.000 |  0.000 |  0.000 | 
| 30+ | 0.000 |  0.000 | 0.000 |  0.000 |  0.000 | 
| 35+ | 0.000 |  0.000 | 0.000 |  0.000 |  0.000 | 
| 40+ | 0.000 |  0.000 | 0.000 |  0.000 |  0.000 | 
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| 45+ | 0.000 |  0.000 | 0.000 |  0.000 |  0.000 | 
|_____|_______|________|_______|________|________| 
 
 
Appendix 6.3 - DBS Isatis parameter files for the Joint simulation 
of the five MTPs 
Jacqueline Ferreira  -  Aug 03 2011   13:11:30 
 
 ======= Recording Journal File =======  
 
 Adding Bulletin "Parameter Files [Print]" in file 
"/home/jferreir/Data/Journals/DG1__DBS_Joint_5MT.ijnl" 
Number of Bulletins in File = 17 
The Model Parameter File (DG1_Joint_5_ana_Block_model) has been 
updated 
The Model Parameter File (DG1_Joint_5_ana_Block_model) has been 
updated 
 
 ======= Recording Journal File =======  
 
 
Model : Covariance part 
======================= 
Number of variables        = 5 
- Variable 1 : BPO(proportions) 
- Variable 2 : GOL(proportions) 
- Variable 3 : HGF(proportions) 
- Variable 4 : HGM(proportions) 
- Variable 5 : SHL(proportions) 
Block Support. 
 Block Definition: 
  X size =     12.500m 
  Y size =     12.500m 
  Z size =     10.000m 
  Rotation angle around Z   = 0 degrees 
  Rotation angle around Y   = 0 degrees 
  Rotation angle around X   = 0 degrees 
  X discretization = 6 
  Y discretization = 6 
  Z discretization = 2 
 
Experimental Covariance Matrix: 
 
______________________________________________________________________
___________________________________________ 
|                  |                  |                  |                  
|                  |                  | 
|                  | BPO(proportions) | GOL(proportions) | 
HGF(proportions) | HGM(proportions) | SHL(proportions) | 
|------------------|------------------|------------------|------------
------|------------------|------------------| 
| BPO(proportions) |            1.000 |           -0.189 |           -
0.376 |           -0.196 |            0.506 | 
| GOL(proportions) |           -0.189 |            1.000 |           -
0.167 |            0.003 |           -0.109 | 
| HGF(proportions) |           -0.376 |           -0.167 |            
1.000 |           -0.341 |           -0.280 | 
| HGM(proportions) |           -0.196 |            0.003 |           -
0.341 |            1.000 |           -0.168 | 
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| SHL(proportions) |            0.506 |           -0.109 |           -
0.280 |           -0.168 |            1.000 | 
|__________________|__________________|__________________|____________
______|__________________|__________________| 
 
 
Experimental Correlation Matrix: 
 
______________________________________________________________________
___________________________________________ 
|                  |                  |                  |                  
|                  |                  | 
|                  | BPO(proportions) | GOL(proportions) | 
HGF(proportions) | HGM(proportions) | SHL(proportions) | 
|------------------|------------------|------------------|------------
------|------------------|------------------| 
| BPO(proportions) |            1.000 |           -0.189 |           -
0.376 |           -0.196 |            0.506 | 
| GOL(proportions) |           -0.189 |            1.000 |           -
0.167 |            0.003 |           -0.109 | 
| HGF(proportions) |           -0.376 |           -0.167 |            
1.000 |           -0.341 |           -0.280 | 
| HGM(proportions) |           -0.196 |            0.003 |           -
0.341 |            1.000 |           -0.168 | 
| SHL(proportions) |            0.506 |           -0.109 |           -
0.280 |           -0.168 |            1.000 | 
|__________________|__________________|__________________|____________
______|__________________|__________________| 
 
Number of basic structures = 3 
Global Rot                     = No rotation 
 
 
S1 : Cubic - Range = 22.000m 
     Directional Scales = (    90.000m,    90.000m,    22.000m) 
 
     Variance-Covariance matrix : 
                  Variable 1 Variable 2 Variable 3 Variable 4 Variable 
5 
     Variable 1     0.1743     0.0268    -0.0733    -0.0726     0.0666 
     Variable 2     0.0268     0.5541    -0.1100    -0.1209     0.0842 
     Variable 3    -0.0733    -0.1100     0.2439    -0.0608    -0.0718 
     Variable 4    -0.0726    -0.1209    -0.0608     0.2667    -0.0975 
     Variable 5     0.0666     0.0842    -0.0718    -0.0975     0.2682 
 
     Decomposition into factors (normalized eigen vectors) : 
                 Variable 1 Variable 2 Variable 3 Variable 4 Variable 
5 
     Factor 1       0.1414     0.6849    -0.2076    -0.2625     0.2664 
     Factor 2       0.1553    -0.2141     0.2107    -0.3845     0.2532 
     Factor 3      -0.2100     0.1924     0.3668    -0.1566    -0.2515 
     Factor 4       0.2658    -0.0081    -0.0617    -0.0931    -0.2601 
     Factor 5       0.1242     0.0463     0.1345     0.1293     0.0473 
 
     Decomposition into eigen vectors (whose variance is eigen values) 
: 
                 Variable 1 Variable 2 Variable 3 Variable 4 Variable 
5  Eigen Val. Var. Perc. 
     Factor 1       0.1725     0.8354    -0.2533    -0.3202     0.3250     
0.6720     44.59 
     Factor 2       0.2720    -0.3748     0.3688    -0.6732     0.4432     
0.3263     21.65 
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     Factor 3      -0.3813     0.3492     0.6658    -0.2843    -0.4566     
0.3035     20.13 
     Factor 4       0.6844    -0.0209    -0.1588    -0.2398    -0.6697     
0.1508     10.01 
     Factor 5       0.5315     0.1980     0.5756     0.5532     0.2025     
0.0546      3.63 
 
S2 : Spherical - Range = 200.000m 
     Directional Scales = (   200.000m,   200.000m,*00000.000m) 
 
     Variance-Covariance matrix : 
                  Variable 1 Variable 2 Variable 3 Variable 4 Variable 
5 
     Variable 1     0.8240    -0.1278    -0.2592    -0.1116     0.3796 
     Variable 2    -0.1278     0.2724    -0.1447     0.1147    -0.1431 
     Variable 3    -0.2592    -0.1447     0.7109    -0.3002    -0.1330 
     Variable 4    -0.1116     0.1147    -0.3002     0.7059    -0.0596 
     Variable 5     0.3796    -0.1431    -0.1330    -0.0596     0.7072 
 
     Decomposition into factors (normalized eigen vectors) : 
                 Variable 1 Variable 2 Variable 3 Variable 4 Variable 
5 
     Factor 1       0.8042    -0.1251    -0.4664    -0.0047     0.6490 
     Factor 2      -0.1512     0.2841    -0.6034     0.7309    -0.1863 
     Factor 3       0.2581     0.1679    -0.2185    -0.3061    -0.4467 
     Factor 4      -0.2785     0.2144    -0.2293    -0.2743     0.2198 
     Factor 5      -0.1008    -0.3191    -0.1701    -0.0523    -0.0592 
 
     Decomposition into eigen vectors (whose variance is eigen values) 
: 
                 Variable 1 Variable 2 Variable 3 Variable 4 Variable 
5  Eigen Val. Var. Perc. 
     Factor 1       0.7050    -0.1097    -0.4089    -0.0041     0.5689     
1.3012     40.40 
     Factor 2      -0.1485     0.2791    -0.5927     0.7179    -0.1830     
1.0366     32.19 
     Factor 3       0.3910     0.2544    -0.3309    -0.4637    -0.6767     
0.4357     13.53 
     Factor 4      -0.5088     0.3917    -0.4189    -0.5010     0.4015     
0.2997      9.31 
     Factor 5      -0.2628    -0.8318    -0.4434    -0.1364    -0.1543     
0.1472      4.57 
 
S3 : Spherical - Range = 60.000m 
     Directional Scales = (   400.000m,   400.000m,    60.000m) 
 
     Variance-Covariance matrix : 
                  Variable 1 Variable 2 Variable 3 Variable 4 Variable 
5 
     Variable 1     0.0000     0.0000     0.0000     0.0000     0.0000 
     Variable 2     0.0000     0.1685     0.0000     0.0000     0.0000 
     Variable 3     0.0000     0.0000     0.0488     0.0000     0.0000 
     Variable 4     0.0000     0.0000     0.0000     0.0314     0.0000 
     Variable 5     0.0000     0.0000     0.0000     0.0000     0.0219 
 
     Decomposition into factors (normalized eigen vectors) : 
                 Variable 1 Variable 2 Variable 3 Variable 4 Variable 
5 
     Factor 1       0.0000     0.4105     0.0000     0.0000     0.0000 
     Factor 2       0.0000     0.0000     0.2209     0.0000     0.0000 
     Factor 3       0.0000     0.0000     0.0000     0.1771     0.0000 
     Factor 4       0.0000     0.0000     0.0000     0.0000     0.1480 
     Factor 5       0.0000     0.0000     0.0000     0.0000     0.0000 
197 
 
 
     Decomposition into eigen vectors (whose variance is eigen values) 
: 
                 Variable 1 Variable 2 Variable 3 Variable 4 Variable 
5  Eigen Val. Var. Perc. 
     Factor 1       0.0000     1.0000     0.0000     0.0000     0.0000     
0.1685     62.28 
     Factor 2       0.0000     0.0000     1.0000     0.0000     0.0000     
0.0488     18.03 
     Factor 3       0.0000     0.0000     0.0000     1.0000     0.0000     
0.0314     11.59 
     Factor 4       0.0000     0.0000     0.0000     0.0000     1.0000     
0.0219      8.09 
     Factor 5       1.0000     0.0000     0.0000     0.0000     0.0000     
0.0000      0.00 
 
Block Anamorphosis for Direct Simulations 
========================================= 
 Number of variables   = 5 
 Number of Polynomials = 50 
 
 Calculated from Point Anamorphosis "DG1_joint_5_ana" 
 Calculated from Variogram Model "DG1_Joint_5_ana_BLOCK" 
 without variogram sill normation. 
 
 Main Variable "BPO(proportions)" 
 
 Block Definition: 
  X size =     12.500m 
  Y size =     12.500m 
  Z size =     10.000m 
  Rotation angle around Z   = 0 degrees 
  Rotation angle around Y   = 0 degrees 
  Rotation angle around X   = 0 degrees 
  X discretization = 6 
  Y discretization = 6 
  Z discretization = 2 
 
 Correlation Coefficients between Gaussian Variables (rho_y1v_y2v): 
 
______________________________________________________________________
___________________________________________ 
|                  |                  |                  |                  
|                  |                  | 
|                  | BPO(proportions) | GOL(proportions) | 
HGF(proportions) | HGM(proportions) | SHL(proportions) | 
|------------------|------------------|------------------|------------
------|------------------|------------------| 
| BPO(proportions) |            1.000 |           -0.189 |           -
0.376 |           -0.196 |            0.506 | 
| GOL(proportions) |           -0.189 |            1.000 |           -
0.167 |            0.003 |           -0.109 | 
| HGF(proportions) |           -0.376 |           -0.167 |            
1.000 |           -0.341 |           -0.280 | 
| HGM(proportions) |           -0.196 |            0.003 |           -
0.341 |            1.000 |           -0.168 | 
| SHL(proportions) |            0.506 |           -0.109 |           -
0.280 |           -0.168 |            1.000 | 
|__________________|__________________|__________________|____________
______|__________________|__________________| 
 
 Raw Variable BPO(proportions) : 
 ------------------------------- 
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   Distribution Type       = Standard 
   Dispersion Law used     = None 
   Raw Variable Format     = Decimal, Length = 10, Digits = 2 (Unit: 
"") 
   Mean (model)            =       0.05 
   Block Variance (model)  = 0.011822 
 
   Interval of Definition: 
   Zmin =       0.00 
   Zmax =       1.00 
   Ymin = -2.187355 
   Ymax = 5.278544 
 
   Real Block Support Correction (r) = 0.859562 
 
   Normalized coefficients for the Hermite polynomials: 
 __________________________________________________ 
|     |        |        |        |        |        | 
|     |     0  |     1  |     2  |     3  |     4  | 
|-----|--------|--------|--------|--------|--------| 
|  0+ |  0.053 | -0.080 |  0.067 | -0.027 | -0.006 | 
|  5+ |  0.012 | -0.003 | -0.004 |  0.002 |  0.001 | 
| 10+ | -0.001 | -0.001 |  0.000 |  0.000 |  0.000 | 
| 15+ |  0.000 |  0.000 |  0.000 |  0.000 |  0.000 | 
| 20+ |  0.000 |  0.000 |  0.000 |  0.000 |  0.000 | 
| 25+ |  0.000 |  0.000 |  0.000 |  0.000 |  0.000 | 
| 30+ |  0.000 |  0.000 |  0.000 |  0.000 |  0.000 | 
| 35+ |  0.000 |  0.000 |  0.000 |  0.000 |  0.000 | 
| 40+ |  0.000 |  0.000 |  0.000 |  0.000 |  0.000 | 
| 45+ |  0.000 |  0.000 |  0.000 |  0.000 |  0.000 | 
|_____|________|________|________|________|________| 
 
 Raw Variable GOL(proportions) : 
 ------------------------------- 
   Distribution Type       = Standard 
   Dispersion Law used     = None 
   Raw Variable Format     = Decimal, Length = 10, Digits = 2 (Unit: 
"") 
   Mean (model)            =       0.11 
   Block Variance (model)  = 0.005686 
 
   Interval of Definition: 
   Zmin =       0.00 
   Zmax =       0.95 
   Ymin = -6.000000 
   Ymax = 6.000000 
 
   Real Block Support Correction (r) = 0.658142 
 
   Normalized coefficients for the Hermite polynomials: 
 _______________________________________________ 
|     |       |        |       |        |       | 
|     |     0 |     1  |     2 |     3  |     4 | 
|-----|-------|--------|-------|--------|-------| 
|  0+ | 0.106 | -0.072 | 0.023 | -0.002 | 0.000 | 
|  5+ | 0.000 |  0.000 | 0.000 |  0.000 | 0.000 | 
| 10+ | 0.000 |  0.000 | 0.000 |  0.000 | 0.000 | 
| 15+ | 0.000 |  0.000 | 0.000 |  0.000 | 0.000 | 
| 20+ | 0.000 |  0.000 | 0.000 |  0.000 | 0.000 | 
| 25+ | 0.000 |  0.000 | 0.000 |  0.000 | 0.000 | 
| 30+ | 0.000 |  0.000 | 0.000 |  0.000 | 0.000 | 
| 35+ | 0.000 |  0.000 | 0.000 |  0.000 | 0.000 | 
| 40+ | 0.000 |  0.000 | 0.000 |  0.000 | 0.000 | 
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| 45+ | 0.000 |  0.000 | 0.000 |  0.000 | 0.000 | 
|_____|_______|________|_______|________|_______| 
 
 Raw Variable HGF(proportions) : 
 ------------------------------- 
   Distribution Type       = Standard 
   Dispersion Law used     = None 
   Raw Variable Format     = Decimal, Length = 10, Digits = 2 (Unit: 
"") 
   Mean (model)            =       0.27 
   Block Variance (model)  = 0.035956 
 
   Interval of Definition: 
   Zmin =       0.00 
   Zmax =       1.00 
   Ymin = -3.728531 
   Ymax = 5.425206 
 
   Real Block Support Correction (r) = 0.847008 
 
   Normalized coefficients for the Hermite polynomials: 
 ________________________________________________ 
|     |        |        |       |       |        | 
|     |     0  |     1  |     2 |     3 |     4  | 
|-----|--------|--------|-------|-------|--------| 
|  0+ |  0.271 | -0.186 | 0.030 | 0.022 | -0.002 | 
|  5+ | -0.007 | -0.002 | 0.003 | 0.001 | -0.001 | 
| 10+ | -0.001 |  0.000 | 0.001 | 0.000 |  0.000 | 
| 15+ |  0.000 |  0.000 | 0.000 | 0.000 |  0.000 | 
| 20+ |  0.000 |  0.000 | 0.000 | 0.000 |  0.000 | 
| 25+ |  0.000 |  0.000 | 0.000 | 0.000 |  0.000 | 
| 30+ |  0.000 |  0.000 | 0.000 | 0.000 |  0.000 | 
| 35+ |  0.000 |  0.000 | 0.000 | 0.000 |  0.000 | 
| 40+ |  0.000 |  0.000 | 0.000 | 0.000 |  0.000 | 
| 45+ |  0.000 |  0.000 | 0.000 | 0.000 |  0.000 | 
|_____|________|________|_______|_______|________| 
 
 Raw Variable HGM(proportions) : 
 ------------------------------- 
   Distribution Type       = Standard 
   Dispersion Law used     = None 
   Raw Variable Format     = Decimal, Length = 10, Digits = 2 (Unit: 
"") 
   Mean (model)            =       0.39 
   Block Variance (model)  = 0.035995 
 
   Interval of Definition: 
   Zmin =       0.00 
   Zmax =       1.00 
   Ymin = -5.180866 
   Ymax = 6.000000 
 
   Real Block Support Correction (r) = 0.798427 
 
   Normalized coefficients for the Hermite polynomials: 
 _______________________________________________ 
|     |        |        |       |       |       | 
|     |     0  |     1  |     2 |     3 |     4 | 
|-----|--------|--------|-------|-------|-------| 
|  0+ |  0.388 | -0.189 | 0.005 | 0.018 | 0.004 | 
|  5+ | -0.003 | -0.002 | 0.000 | 0.001 | 0.000 | 
| 10+ |  0.000 |  0.000 | 0.000 | 0.000 | 0.000 | 
| 15+ |  0.000 |  0.000 | 0.000 | 0.000 | 0.000 | 
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| 20+ |  0.000 |  0.000 | 0.000 | 0.000 | 0.000 | 
| 25+ |  0.000 |  0.000 | 0.000 | 0.000 | 0.000 | 
| 30+ |  0.000 |  0.000 | 0.000 | 0.000 | 0.000 | 
| 35+ |  0.000 |  0.000 | 0.000 | 0.000 | 0.000 | 
| 40+ |  0.000 |  0.000 | 0.000 | 0.000 | 0.000 | 
| 45+ |  0.000 |  0.000 | 0.000 | 0.000 | 0.000 | 
|_____|________|________|_______|_______|_______| 
 
 Raw Variable SHL(proportions) : 
 ------------------------------- 
   Distribution Type       = Standard 
   Dispersion Law used     = None 
   Raw Variable Format     = Decimal, Length = 10, Digits = 2 (Unit: 
"") 
   Mean (model)            =       0.09 
   Block Variance (model)  = 0.008990 
 
   Interval of Definition: 
   Zmin =       0.00 
   Zmax =       1.00 
   Ymin = -5.327413 
   Ymax = 6.000000 
 
   Real Block Support Correction (r) = 0.675834 
 
   Normalized coefficients for the Hermite polynomials: 
 ________________________________________________ 
|     |       |        |       |        |        | 
|     |     0 |     1  |     2 |     3  |     4  | 
|-----|-------|--------|-------|--------|--------| 
|  0+ | 0.087 | -0.084 | 0.042 | -0.008 | -0.003 | 
|  5+ | 0.002 |  0.000 | 0.000 |  0.000 |  0.000 | 
| 10+ | 0.000 |  0.000 | 0.000 |  0.000 |  0.000 | 
| 15+ | 0.000 |  0.000 | 0.000 |  0.000 |  0.000 | 
| 20+ | 0.000 |  0.000 | 0.000 |  0.000 |  0.000 | 
| 25+ | 0.000 |  0.000 | 0.000 |  0.000 |  0.000 | 
| 30+ | 0.000 |  0.000 | 0.000 |  0.000 |  0.000 | 
| 35+ | 0.000 |  0.000 | 0.000 |  0.000 |  0.000 | 
| 40+ | 0.000 |  0.000 | 0.000 |  0.000 |  0.000 | 
| 45+ | 0.000 |  0.000 | 0.000 |  0.000 |  0.000 | 
|_____|_______|________|_______|________|________| 
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