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The shape of a few-cycle terahertz (THz) laser pulse can be optimized to provide control over con-
duction band populations in graphene. To demonstrate this control in a theoretical way, a spectral
parametrization of the driving pulse using B-splines is used in order to obtain experimentally realis-
tic pulses of bandwidth ∼ 30 THz. Optimization of the spectral shape is performed via differential
evolution, using the B-splines expansion coefficients as decision variables. Numerical results show
the possibility of changing the carrier density in graphene by a factor of 4 for a fixed pulse energy.
In addition, we show that it is possible to selectively suppress or enhance multi-photon absorption
features by optimizing over narrow windows in reciprocal space. The application of pulse shaping
to the control of scattering mechanisms in graphene is also discussed.
I. INTRODUCTION
The electronic band structure of graphene, character-
ized by a linear dispersion relation, makes it an ideal ma-
terial for the study of the fundamentals of light-matter
interactions [1, 2]. In fact, because of the small value of
its Fermi velocity and the absence of a bandgap in mono-
layer graphene, multiphoton transitions in the strong-
field regime correspond to accessible laser frequencies, i.e.
in the visible range or smaller. As a direct result of these
properties, graphene is sensitive to the temporal shape of
strong-field, few-cycle pulses [3]. This sensitivity has led
to many applications of laser-driven graphene such as
controlling directional photo-currents [4], graphene po-
larizers [5, 6] and giant lateral shifts [7, 8].
The research field of “high-field physics” in graphene
has gained momentum with the advent of intense tera-
hertz (THz) radiation sources [9, 10]: short pulses with
peak electric fields in the kV/cm range are now com-
monplace [11, 12], with some leading-edge sources even
reaching the MV/cm threshold [13]. As an illustration,
THz radiation can lead to high-harmonic radiation when
used to pump a graphene mono-layer [14]. In addition,
the ultra-fast carrier dynamics in graphene induced by
short THz pulses can be probed using techniques such
as angle-resolved photoemission spectroscopy (ARPES)
[13, 15–17].
The result of momentum-resolved experiments with
graphene has been the subject of several articles in re-
cent years, most of which consider the effect of a short
optical or THz pulse on the conduction band population
in reciprocal space [3, 13, 16, 18–20]. Theoretical inves-
tigations have revealed that the details of the temporal
pulse shape, for instance the carrier-envelope phase, can
have a manifest impact on the momentum space patterns
[3, 13]. In this article, we consider the inverse problem,
∗ steve.maclean@uwaterloo.ca
namely finding the temporal pulse shape which minimizes
the photo-induced carrier density in graphene over a pre-
defined momentum window. The numerical solution of
this problem is performed using differential evolution
(DE), a high-level optimization algorithm. Pulse shap-
ing problems are also encountered in several other areas
of physics, for instance atomic and molecular physics,
quantum electrodynamics (QED) and quantum informa-
tion, and are tackled using various high-level techniques
[21–25]. The results of this article may thus find applica-
tion in other subfields of physics besides laser-irradiated
graphene and related Dirac materials. Control over THz
pulse shapes through spectral amplitudes or phases has
been performed recently using several techniques such as
photoexcited semiconductors [26], dynamic waveguides
[27] and plasmonic metasurfaces [28].
In this work, optimization constraints on the THz spec-
trum are chosen to obtain short pulses that can be gen-
erated experimentally. To achieve this theoretically, the
pulse spectrum is parametrized using a B-spline polyno-
mial basis, and the corresponding expansion coefficients
are used as inputs of the DE solver following a procedure
described in Ref. [25] for the optimization of Schwinger’s
mechanism in QED. This parametrization ensures a cer-
tain level of smoothness in the spectrum of the result-
ing THz pulses, and results in a low-dimensional search
space, thus speeding up optimization runs. Other than
this choice of a B-spline basis, few assumptions are made
as to the details of the final pulse. The main finding of
the article is that the photo-induced carrier density in
graphene can be varied by a factor of 4 for a fixed THz
fluence, leading to the possibility of using spectral opti-
mization as a control knob over scattering mechanisms
in Dirac materials. In addition, we are able to selectively
suppress or enhance multiphoton absorption features by
using the pulse fluence as an additional control parameter
in optimization calculations.
This article is organized as follows. The pulse shap-
ing problem central to this work is presented in section
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2II. Specifically, we discuss the B-spline parametrization
used for optimization calculations (Sec. II A), as well as
the optimization solver itself (Sec. II B). Two different
problems are then discussed (Sec. III) and a summary is
given (Sec. IV).
II. PROBLEM DEFINITION
Consider Dirac fermions in a graphene mono-layer in
the presence of a linearly polarized electric field, which
is uniform in space and parallel to the graphene plane.
Assuming that electron-electron interactions and carrier
relaxation can be neglected (the validity of these assump-
tions is discussed in Sec. III A), the fermion dynamics are
governed by the time-dependent Dirac equation (TDDE)
in reciprocal space, or p-space (we use units such that
~ = 1):
i∂tψs,K±(t,p) = HK±ψs,K±(t,p), (1)
where ψs,K±(tf ,p) is the wavefunction, s is the physical
spin of the electron and K± are non-equivalent Dirac
points, corresponding to the valley pseudospin. The
graphene Hamiltonian is characterized by the usual linear
dispersion relation and the absence of a mass term:
HK±(t,p) = ±vFα ·
(
p+ eA(t)
)
(2)
where A(t) is the time-dependent vector potential, vF is
the graphene Fermi velocity and α is the dyad of Pauli
matrices in the space of the two sublattices of graphene
[29]. In this work, we consider the problem wherein a
short THz pulse described by the vector potential A(t)
drives non-adiabatic transitions from the valence to the
conduction band of graphene. A non-adiabatic transition
from the valence to the conduction band corresponds to a
“flip” of the sublattice pseudospin [17, 30]. This dynam-
ical interband process may result in a finite conduction
band population after the passage of the pulse [3, 18], a
population which can then be probed using time-resolved
ARPES [13, 15–17]. An alternative way of describing this
physical process is that, for a given quasiparticle mo-
mentum p, the valence and conduction band of graphene
behave like a driven two-level atom. When the driving
amplitude is large, as is the case for a strong THz pulse,
multiphoton processes become relevant [31].
In this article, the physical observable used in op-
timization calculations is the electron momentum den-
sity (EMD), similar to other theoretical studies of laser-
irradiated graphene [3, 13, 18, 20]. This observable is cal-
culated as follows: for a given value of p, a free negative
energy state is “prepared” and propagated numerically
up to the final time tf (i.e. when the vector potential
does not vary anymore) using a split-operator decom-
position described in Refs. [20, 32]. The EMD is then
obtained by projecting the numerically computed wave-
function onto a free positive energy state of the TDDE
Figure 1. Graphene sheet irradiated by an linearly polar-
ized excitation. The driving field E(t) is polarized in the
x-direction, corresponding to normal incidence.
uout†s,K± :
f(tf ,p) =
1
2outp 2
in
p
|uout†s,K±(p)ψouts,K±(tf ,p)|2, (3)
where in,outp are the asymptotic eigen-energies. This ob-
servable is equal to the photo-induced pseudospin flip
probability, in other words the induced carrier density
[20]. To obtain the total carrier density, this number
may be multiplied by 4 to take into account the physi-
cal spin and valley pseudospin degeneracies. We assume
undoped graphene in this article in other words a Fermi
energy equal to zero. This implies that all transitions be-
tween the hole-like states with momentum −p and elec-
tron like-states with momentum p are allowed. Control
of the Fermi energy in graphene at THz frequencies can
be achieved through gating of the sample [9]. We also
assume that the sample is at absolute zero during the
interaction time with the pulse. Thus, our calculations
do not include the effect of electron-electron interactions
[33] as well as thermal intraband transitions that can oc-
cur at non-zero temperatures [6]. The validity of these
assumptions is discussed in section III A.
The basic procedure used in this work is as follows: an
objective function which depends on the physical observ-
able f(tf ,p) – (3) – is defined. Then, decision variables
related to an appropriate parametrization of the vector
potential A(t) entering in (2) are chosen. These deci-
sion variables are used as inputs of the DE solver, and
the vector potential A(t) which minimizes the objective
function is found numerically. The parametrization of
the vector potential is detailed in subsection II A, while
the specifics of the DE solver are presented in subsection
II B.
A. Terahertz field parametrization
In this article, linearly polarized oscillating fields in
the THz frequency range are considered [see Fig. 1 for
a schematic]. The fields vary only in the time-domain,
and are assumed homogeneous in space. Starting from
3the definition of the velocity gauge, one can write
E(t) = −dA(t)
dt
= E(t)eˆx. (4)
The time-dependent field is fully characterized by its
spectral density E˜(ω). Following the approach described
in Ref. [25], the density is expanded over a polynomial
basis as
E˜(ω) =
Ns∑
i=1
aiBi(ω) (5)
where Ns is the number of basis elements, ai are ex-
pansion coefficients and Bi are the basis elements. As
will be described in subsection II B, the expansion coeffi-
cients ai are chosen as inputs of the optimization solver.
This choice is motivated by the fact that it allows one
to search a low-dimensional parameter space, and then
“oversample” the optimized spectral density described
by (5), thus yielding a smooth, physically realistic THz
pulse. The choice of basis elements is not unique. In this
work, B-spline polynomials of order k are used by design:
Bi(ω) = b
(k)
i (ω). (6)
A detailed description of B-splines can be found in Ref.
[34], while their application to pulse shaping problems is
described in Ref. [25]. In a nutshell, they are favored
over other orthogonal polynomials because of their com-
pact support, positive definiteness, the fact that they are
easy to generate numerically and the ease of managing
boundary conditions with B-splines.
B-splines are fully determined by their polynomial or-
der, k, and a knot vector (ωi)i=1,...,Ns+k according to the
recurrence relation [34, 35]
b
(k)
i (ω) =
ω − ωi
ωi+k−1 − ωi b
(k−1)
i (ω) +
ωi+k − ω
ωi+k − ωi+1 b
(k−1)
i+1 (ω).
(7)
The following initial condition is used to generate B-
spline coefficients
b
(1)
i (ω) =
{
1 for ωi ≤ ω < ωi+1
0 otherwise
. (8)
The number of knots at a given frequency determines
the continuity condition at that point. In this article, we
use the standard choice with knots of multiplicity k at
the endpoints ωmin and ωmax, and knots of multiplicity
1 (simple knots) at the interior points [34]
ωmin = ω1 = . . . = ωk < · · ·
< ωk+n−1 = . . . = ω2k+n−2 = ωmax , (9)
where n is the number of breakpoints and 2k+n−2 is the
number of knot points. These two quantities are related
to the total number of B-splines as Ns = n+ k− 2. The
bandwidth of the parametrized spectrum is fixed by the
endpoints ωmin and ωmax. Outside of this interval, the
spectral density is zero by definition.
Boundary conditions can be enforced at the edges of
the spectrum by simply removing functions from the ba-
sis set, (5), although this is not necessary in principle
[25]. This approach is equivalent to changing the mul-
ticiplicity of knots at the endpoints of the knot vector,
(9). At ω = ωmin, we impose that the spectral density is
zero, but do not enforce continuity. The corresponding
condition is
a1 = 0. (10)
sinceB1 it is the only non-zero spline at ω = ωmin [34]. At
ω = ωmax, we require that the spectrum is zero, but that
it decreases to zero in a smooth manner. Since BNs−2
is the last spline in the basis set which tends to zero
smoothly, the condition used to enforce this behavior is
aNs = aNs−1 = 0. (11)
We have found this choice to yield the most physically
realistic THz pulse spectrum possible, that is a spectral
density that is continuous everywhere except at ω = ωmin
where it may reach zero in a nearly discontinuous way
[12, 36].
Given a B-spline parametrization, one can determine
the temporal field shape by resampling the spectrum
at equidistant angular frequencies Ωj = (Nmin + j)∆ω
where j ∈ [0, jmax] ⊂ N. A given spectral resolution
∆ω results in a periodicity T = 2pi/∆ω of the tempo-
ral field profile. The bounds on the sampled spectrum
are thus Ωj ∈ [ωmin, ωmax] where ωmin = Nmin∆ω and
ωmax = (Nmin + jmax)∆ω. Using this sampling, the tem-
poral shape of the applied electric field is given by a su-
perposition of N + 1 harmonic modes:
E(t) =
N∑
j=0
E˜(Ωj) cos(Ωjt). (12)
Since the spectral phase is set to zero in this work, (12)
describes a field which reaches zero at the endpoints of
the temporal interval, i.e at t = ±T/2. The correspond-
ing vector potential can be calculated directly by com-
bining (4) and (12), yielding
A(t) = −
N∑
j=0
E˜(Ωj)
sin(Ωjt)
Ωj
, (13)
with A(t) = A(t)eˆx. In actuality, before computing the
vector potential A(t) from the value of the applied elec-
tric field E(t), the field expression (12) is renormalized
to obtain a given value of the pulse fluence, or energy
density:
U =
c0
2
∫ ∞
−∞
dtE2(t). (14)
4As described further in Sec. III, the fluence of the pulse U
may remain fixed in calculations or be used as a decision
variable. Fluences around 10−4 J/cm2 are used in this
article.
The B-spline parametrization presented in this work,
(5), can be extended to treat circular polarizations [25]
or other simple electric field configurations. However, we
assume an homogeneous time-dependent electric field in
the form of (12) to solve the optimization problem in a
reasonable time, and because this simple model captures
the main physical processes of laser-graphene interactions
in the case of normal incidence [see Fig. 1].
B. Optimization solver
The problem considered in this article consists in find-
ing a THz pulse shape that results in a given carrier den-
sity over a pre-defined quasiparticle momentum range.
As stated earlier, the decision variables are related to
the pulse fluence as well as the spectral parametrization
via B-splines, (5). In mathematical terms, this can be
written as a minimization problem
J˜ = min
~X∈RN
J( ~X) (15)
where J˜ is a minimum of the objective function J in
parameter space, ~X =
{
X1, X2, · · · , XN
}
is a decision
vector composed of N decision variables (the choice of
these variables will be detailed in section III). The objec-
tive function J( ~X) is defined in terms of the integrated
carrier density in graphene:
J( ~X) = ±
∫
Dp
d2p f(tf ,p) (16)
whereDp is a pre-defined integration range in momentum
space and f is defined in (3). The sign in front of the
integral in (16) can be chosen positive if one wishes to
minimize the carrier density, and negative if one wishes
to maximize it.
The search space of the optimization problem (15) is
a N -dimensional hypercube, where N is the number of
decision variables. We start from the hypothesis that
the effect of individual decision variables on (16) can not
be readily isolated, in other words that the search land-
scape is non-linear. Accordingly, we use DE, an algo-
rithm that has been successfully applied to the suppres-
sion of multiphoton resonances in driven two-level sys-
tems [37] and to the maximization of pair production in
QED [25]. The algorithm begins with a randomly chosen
set of initial guesses called “individuals’, then mutation
and recombination operators direct the search towards
good solutions using vector differences [38]. It is simi-
lar to other population-based algorithms that are often
used to tackle pulse shaping problems, for example the
genetic algorithm (GA) [21–24]. To be concise, DE is
a population based, evolutionary optimization algorithm
Mutation
Recombination
Replacement
Figure 2. High-level template of DE. Different initial condi-
tions or “individuals” (black squares) are generated randomly
in the parameter space (enclosing circle). This population
of individuals is iteratively improved using successive appli-
cations of mutation, crossover and selection operators. Ev-
ery generation features individuals successively closer to local
minima (small circles) of the problem. Inspired by [38].
targeted at continuous parameter spaces [see Fig. 2 for
visualization].
Several variants of DE exist, most of which differ only
in the specifics of how individuals are updated (muta-
tions and recombinations). The variant used in this arti-
cle (DE/rand/1/bin in DE notation [38]) is the same as
in Ref. [25], thus we refer the interested reader to this ar-
ticle for details. In this work we make use of the Pagmo
optimization library [39] which contains the aforemen-
tioned variant of the DE solver [40, 41].
To conclude this description of pulse shaping calcu-
lations, let us summarize the basic procedure used to
generate numerical results in this article.
1. A momentum range Dp and the objective function
J( ~X), (16), are defined, either with respect to max-
imization or minimization of the induced carrier
density.
2. Optimization variables are chosen. In this work we
use the coefficients of the B-spline parametrization
of the spectrum, (5), and/or the pulse fluence.
3. The chosen decision variables, which are stored in
a vector ~X are used as inputs of the DE solver: an
initial population of solutions is chosen randomly,
and is evolved via DE for a fixed number of itera-
tions (often called “generations”). For every indi-
vidual and generation, the objective function J( ~X)
is evaluated by evolving the TDDE and comput-
ing the subsequent density, (3). This step returns
a possible “optimum” of the problem, that is the
value of the decision vector ~X which best optimizes
the objective function.
Step 3 may be repeated using different random initial
populations until a satisfactory solution is found.
5Simulation parameter Value
Minimum frequency (νmin = ωmin/2pi) 1 THz
Maximum frequency (νmax = ωmax/2pi) 30 THz
Total length (T = 2pi/∆ω) 2 ps
Number of B-splines (Ns) 10
B-spline order (k) 3
Table I. Simulation parameters used in pulse shaping calcu-
lations throughout this work. The pulse fluence is not fixed
in advance as it can be used as a decision variable.
III. RESULTS AND DISCUSSION
As stated earlier, the goal of the calculations presented
in this work is to optimize the spectral content of a THz
pulse for the suppression or enhancement of the induced
carrier density over a pre-defined momentum range. For
comparison purposes, the THz bandwidth and the B-
splines parametrization of the spectrum [see (5)] are the
same throughout the article [see Table I for details]. The
bandwidth of the pulse is set to 30 THz, and the number
of B-splines is fixed to 10. Keeping in mind that some B-
spline coefficients are fixed to zero [see (10) and (11)], the
number of decision variables accessible to the DE solver is
7 or 8, depending on if the pulse fluence is kept constant
or is varied. Two different situations are considered in
this article: the case of fixed pulse fluence (sec. III A)
and the case of a variable pulse fluence (sec. III B). We
detail the choice and bounds of decision variables in each
of these sections, then show optimized pulse shapes and
the resulting carrier density in reciprocal space.
A. Carrier density optimization
In this section, we consider minimization and maxi-
mization of the carrier density over a wide momentum
range for a fixed pulse fluence, The variables composing
the decision vector ~X are selected as the non-zero coeffi-
cients in (5), that is
Xn = an+1, (17)
with the number of decision variables set to N = Ns− 3,
i.e. N = 7. Bounds on ~X are fixed as
min(Xn) = 0,
max(Xn) = 1,
(18)
and the harmonic superposition, (12) is re-normalized at
every objective function evaluation such that the applied
THz field has a constant fluence from iteration to itera-
tion.
The reciprocal space window over which optimiza-
tion takes place is chosen as Dp = {0 ≤ kx ≤ 2.6 ×
10−1 A˚
−1
, 0 ≤ ky ≤ 7.2 × 10−2 A˚−1}. This 2D window
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Figure 3. Values of the optimized carrier density for a range
of THz pulse fluences. Every point on the plot corresponds
to an optimized configuration found via DE, with 300 gener-
ations and a population size of 8. The problem parameters
are specified in Table I and the optimization window is Dp =
{0 ≤ kx ≤ 2.6 × 10−1 A˚−1, 0 ≤ ky ≤ 7.2 × 10−2 A˚−1}. The
valley and physical spin degeneracies are taken into account
in the carrier density values. The dashed line indicates the
fluence value for the results shown in Figs. 4–5.
covers all the quasi-particle states that can become ex-
cited via a THz pulse for the parameters found in Table I
and a fluence below 2× 10−4 J/cm2. For a given fluence
value, minimization via DE is carried out for 300 gen-
erations using a randomly initialized population of 8 in-
dividuals. This calculation is repeated for maximization
using the same optimization parameters. Minimization
and maximization calculations are performed for a range
of fluence values ranging from 0.02 to 1.64×10−4 J/cm2.
The results of this parameter sweep are shown in Fig. 3.
The spectral content of the optimized pulse can be used
to control the photo-induced carrier density, as shown by
the optimization results in Fig. 3. As a matter of fact,
for pulse fluences around 1.5 × 10−4 J/cm2, the maxi-
mum achievable carrier density can be as high as 4 times
the minimum achievable carrier density. We stress the
fact that only the spectral content varies for pulses of
equal fluence: the total energy deposited in the graphene
sample remains the same.
Let us examine in more detail the pulse shapes result-
ing in maximization/minimization of the carrier density
for a fluence of 4.11×10−5 J/cm2, indicated by a dashed
line in Fig. 3. The optimized spectral pulse shapes, as
well as the associated temporal shapes and momentum-
resolved carrier density, are shown in Fig. 4 (maximiza-
tion) and in Fig. 5 (minimization). For this fluence value,
carriers are created only within the optimization window
Dp, with a zero probability of photo-excitation outside
of the window (see Figs. 4a and 5a). As can be seen
by comparing Fig. 4b and Fig. 5b, the DE solver tends
6to converge towards few-cycle THz pulses when asked to
maximize the carrier density, and to multi-cycle pulses
when asked to minimize. Further information can be ob-
tained by comparing the optimized spectra in Fig. 4c and
Fig. 5c: a broadband spectrum results in more momen-
tum states being excited by the pulse, whereas a narrower
spectrum results in less states being excited. Interest-
ingly, although it results in a complicated momentum-
space pattern (Fig. 5a), the spectrum optimized for sup-
pression exhibits a simple shaped peak around 22 THz,
which corresponds to the carrier frequency of the tem-
poral signal. At this point of the discussion, we recall
that the way the optimized spectra tend to zero at 1
THz and 30 THz is partly constrained by the B-spline
parametrization detailed in Sec. II A. We also recall that
the calculated values of the EMD fall between 0 and 4,
because they account for the two-fold physical spin and
two-fold valley pseudospin degeneracies in graphene.
The appearance of a large number of oscillations in the
momentum-space pattern for a narrow spectrum [see an
example in Fig. 5a] can be explained by considering pe-
riodic driving of a quantum system through an avoided
energy crossing. This effect, also called Landau-Zener-
Stu¨ckelberg (LZS) interferometry, manifests itself in the
form of interference fringes in reciprocal space. This
time-domain quantum interference was detailed in previ-
ous publications, both in the generic [31] and graphene-
specific case [20]. In short, extremal values of the tran-
sition probability from the valence to the conduction
band correspond to constructive or destructive interfer-
ence between different quantum pathways. If the number
of optical cycles in the driving pulse increases, so does
the number of possible pathways leading to construc-
tive/destructive interference: thus, more oscillations in
momentum space are observed [20].
The fact that pulse shaping can be used to change
the photo-induced carrier density for fluences around
1.5 × 10−4 J/cm2 [see Fig. 3] provides a control knob
over scattering channels in graphene, in addition to gat-
ing. As described in Ref. [33], different scattering pro-
cesses have different functional dependences on the excess
carrier density n¯ in Dirac materials such as graphene [33].
At low temperatures, the scattering rate from short-range
disorder in graphene is proportional to
√
n¯ . In contrast,
as the carrier density n¯ increases, Coulomb interactions
become screened, leading to a 1/
√
n¯ proportionality for
this scattering channel. The effect of both mechanisms
has been experimentally quantified for chemical-vapor-
deposited (CVD) graphene in Ref. [42]. In short, the
results of this section show the potential of THz pulse
shaping for increasing or decreasing scattering times in
graphene by a factor of ∼ 2.
Let us conclude this section by a discussion of the va-
lidity of the assumptions made in this article from the
point of view of scattering channels. Theoretical studies
have shown that carrier relaxation in graphene usually
takes place in two steps. The first step is thermaliza-
tion due to carrier-carrier and carrier-phonon scattering.
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Figure 4. Best found solution for the maximization of the
induced carrier density at a THz fluence of U = 4.11 × 10−5
J/cm2. (a) Optimized density in momentum space. (b) Asso-
ciated temporal pulse shape. The peak field is determined by
the pulse fluence. (c) Optimized spectral density from which
the temporal shape is obtained (arbitrary units). The markers
in (c) are re-sampling points used to calculate the temporal
pulse shape, different from the number of B-splines which is
Ns = 10.
Thermalization takes place on a time-scale of the order
of 50 fs [43]. The second step is carrier cooling, wherein
excited carriers transfer their excess energy to the lattice
on a time-scale of ∼ 1 ps [43]. Therefore, to be experi-
mentally useful, the duration of optimized pulses should
be sub-picosecond, and care should be taken to subject
the graphene layer to environmental conditions such that
the thermalization time is increased. This may include,
for instance, performing experiments below 10 K tem-
perature [14] and embedding the graphene mono-layer
in a medium with a sufficiently high dielectric constant
[44]. The latter precaution aims to ensure that electron-
electron interactions are suppressed [45]. This suppres-
sion could in principle increase the thermalization time of
the dynamical system to values over 100 fs, thus enabling
the measurement of an anisotropic momentum space dis-
tribution with a THz pump beam. Another possibility
for increasing the carrier lifetime beyond 100 fs would be
to use n-doped graphene [17], although in this case some
transitions close to the Dirac point will be forbidden.
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Figure 5. Best found solution for the minimization of the in-
duced carrier density at a THz fluence of U = 4.11 × 10−5
J/cm2. (a) Optimized density in momentum space. (b) As-
sociated temporal pulse shape. The peak field is determined
by the pulse fluence. (c) Optimized spectral density from
which the temporal shape is obtained (arbitrary units). The
markers in (c) are the sampling points used to calculate the
temporal pulse shape, different from the number of B-splines
which is Ns = 10.
B. Control of multiphoton absorption
In the previous section, it was shown that the total
photo-induced carrier density in graphene could be con-
trolled by the shape of a few-cycle THz pulse. We now
turn our attention to the suppression of specific multi-
photon absorption features in the momentum-integrated
spectrum of irradiated graphene, i.e. optimization over a
narrow momentum window. As described in Ref. [37], se-
lective suppression of multiphoton features is useful not
only for the control of scattering mechanisms in Dirac
materials, but also from a quantum computing perspec-
tive. In the given reference, the suppression of multipho-
ton peaks was studied from the point of view of Floquet
theory, which applies stricto sensu for periodic excita-
tions that exist for all time. Since the present article is
concerned with calculations using the TDDE and pulses
of finite duration, it can be viewed as a follow-up on Ref.
[37].
As explained in the previous subsection, interference
fringes in reciprocal space [see an example in Fig. 4a] can
be interpreted in terms of LZS interferometry [20]. By
approaching the LZS problem from the point of view of
Floquet theory, it can be shown that the peak amplitude
of the applied field has an influence on the suppression
of resonances via the phenomenon known as coherent de-
struction of tunnelling (CDT) [31, 46]. This can be ex-
plained by the fact that a linearly polarized excitation
opens a dynamical gap between the valence and conduc-
tion band, with the width of the gap a function of the
spectral content of the periodic driving pulse. In opti-
mization calculations presented in this section, we allow
the fluence to vary in addition to the spectral content,
since this provides an additional control knob for sup-
pressing or enhancing individual peaks in the absorption
spectra.
For the remainder of this section, the first N − 1 vari-
ables composing the decision vector ~X are selected as the
non-zero coefficients in (5), that is Xn = an+1, with the
number of decision variables set to N − 1 = Ns − 3, i.e.
N = 8. The last variable of the decision vector is a real
number which allows the pulse fluence to vary between
two predetermined values. We set
XN =
U
U0
, (19)
where U0 is the maximum attainable pulse fluence.
Bounds on ~X are fixed as
min(Xn) =
{
0, n < N
1
3 , n = N
max(Xn) = 1.
(20)
The harmonic superposition, (12), is re-normalized at ev-
ery objective function evaluation such that the applied
THz field has a fluence U which is dictated by the value
of ~X, i.e. (19). The lower bound on the fluence is a nec-
essary constraint in the case of minimization over a mo-
mentum window since the DE solver must be prevented
from converging to fluence values for which the induced
carrier density is trivially equal to zero. We however al-
low the lower bound to be relaxed in order to provide
paths to optimal solutions in the search space, although
final pulses are all characterized by U/U0 ≥ 1/3.
The narrow reciprocal space window over which op-
timization takes place is chosen as Dp = {5.07 ×
10−2 A˚
−1 ≤ kx ≤ 5.58 × 10−2 A˚−1, 0 ≤ ky ≤ 7.60 ×
10−2 A˚
−1}. The maximum pulse fluence is fixed to
U0 = 2.057×10−5 J/cm2, meaning that optimized config-
urations are characterized by a fluence varying between
U0/3 = 6.86×10−6 J/cm2 and U0. Similar to the case of
fixed fluence, maximization is carried out via DE for 200
generations using a randomly initialized population of
10 individuals [see Fig. 6]. This calculation is performed
with 4 different random population seeds in order to sam-
ple a wider search space. A minimization calculation is
repeated with the exact same parameters [see Fig. 7].
Let us examine in more detail the pulse shapes result-
ing in maximization/minimization of the carrier density
over narrow bands in reciprocal space. The strength of
the selective suppression/enhancement is manifest from
the momentum integrated spectrum shown in Figs. 6b
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Figure 6. Best found solution for selective maximization of the
carrier density. (a) Optimized density in momentum space,
with the maximization window indicated by a rectangle. (b)
Momentum-integrated density, in arbitrary units, showing en-
hancement in the shaded region. (c) Associated temporal
pulse shape. The peak field is determined by the pulse flu-
ence, U = 2.01×10−5 J/cm2 . (d) Optimized spectral density
from which the temporal shape is obtained (arbitrary units).
and 7b, which show a peak-to-valley ratio of 2 between
suppressed/enhanced peaks and immediately adjacent
peaks or valleys. As can be seen by comparing Figs. 6c
and 7c, the pulse shapes that result in either minimiza-
tion or maximization are characterized by a peak field
of the same order of magnitude (∼ 5 − 7 × 107 V/m),
although the fluence of the pulses which maximizes the
carrier density over the selected range is ∼ 3 times higher
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Figure 7. Best found solution for selective minimization of the
carrier density. (a) Optimized density in momentum space,
with the maximization window indicated by a rectangle. (b)
Momentum-integrated density, in arbitrary units, showing
suppression in the shaded region. (c) Associated temporal
pulse shape. The peak field is determined by the pulse flu-
ence, U = 6.94× 10−6 J/cm2. (d) Optimized spectral density
from which the temporal shape is obtained (arbitrary units).
than the pulse which minimizes (2.01× 10−5 J/cm2 and
6.94 × 10−6 J/cm2). This result suggests that it is ac-
tually the interplay between spectral components of the
pulse, and not merely the peak value of the field, which
provides a control knob over the closing or opening of
a dynamical gap between the valence and the conduc-
tion band of graphene, with a closing leading to CDT, as
described in Refs. [37, 47].
9The impact of the spectral content of the pulse can
be seen by inspecting Figs. 6d and 7d. In the case of
maximization, a relatively broad two-peak structure can
be discerned around 20 THz [see Fig. 6d], whereas in
the case of minimization, a narrower peak is apparent
around 25 THz in the spectrum [see Fig. 6d]. This re-
sult seems to suggest that in the case of enhancement, a
broad spectrum (short pulses) is favored, whereas in the
case of suppression, a narrower spectrum (longer pulses)
is favored. This finding is in line with the results ob-
tained in Sec. III A in the case of maximization over
the whole reciprocal space for fixed fluence. This result
should however be taken with care since, as described in
Sec. III A, pulse duration should be as short as possible
to prevent carrier cooling from taking place.
IV. SUMMARY
In this article, we have used differential evolution
(DE) to find THz pulse shapes which result in suppres-
sion or enhancement of the laser-induced carrier density
in graphene. Besides providing empirical pulse shapes
suited for a specific reciprocal space target, the use of the
DE solver enables one to find general trends which should
be considered in pulse shaping experiments with Dirac
materials. For example, we found that shorter pulses
are generally best suited for maximization of the carrier
density, whereas minimization is associated with longer
pulse durations. We also showed that it is possible to
vary the photo-induced carrier density by a factor of 4
for a fixed pulse fluence around 1.5× 10−4 J/cm2, using
only spectral shape parameters as decision variables of
the optimization solver. This result hints at the fact that
THz pulse shaping provides an additional control knob
over carrier scattering in graphene [48]. This work may
also stimulate the comparison of evolutionary algorithms
for pulse shaping problems with established approaches
which include numerical ensemble control [49–53], and
emergent tools such as machine learning [54, 55].
The authors acknowledge C. Lefebvre for useful dis-
cussions and P. Blain for code development. D. Gagnon
is supported by a postdoctoral research scholarship
from Fonds de recherche du Que´bec – Nature et tech-
nologies (FRQNT). Computations were made in part
on the supercomputer Mammouth from Universite´ de
Sherbrooke, managed by Calcul Que´bec and Compute
Canada. The operation of this supercomputer is funded
by the Canada Foundation for Innovation (CFI), min-
iste`re de l’E´conomie, de la Science et de l’Innovation du
Que´bec (MESI) and FRQNT.
[1] A. K. Geim and K. S. Novoselov, Nat. Mater. 6, 183
(2007).
[2] A. H. Castro Neto, N. M. R. Peres, K. S. Novoselov, and
A. K. Geim, Rev. Mod. Phys. 81, 109 (2009).
[3] C. Lefebvre, D. Gagnon, F. Fillion-Gourdeau, and
S. MacLean, J. Opt. Soc. Am. B 35, 958 (2018).
[4] T. Higuchi, C. Heide, K. Ullmann, H. B. Weber, and
P. Hommelhoff, Nature 550, 224 (2017).
[5] Q. Bao, H. Zhang, B. Wang, Z. Ni, C. H. Y. X. Lim,
Y. Wang, D. Y. Tang, and K. P. Loh, Nature photonics
5, 411 (2011).
[6] A. Farmani, M. Miri, and M. H. Sheikhi, IEEE Photon.
Technol. Lett. 30, 153 (2018).
[7] A. Farmani, A. Mir, and Z. Sharifpour, Appl Surf Sci
453, 358 (2018).
[8] A. Farmani, M. Miri, and M. H. Sheikhi, Opt. Commun.
391, 68 (2017).
[9] H. Razavipour, W. Yang, A. Guermoune, M. Hilke, D. G.
Cooke, I. Al-Naib, M. M. Dignam, F. Blanchard, H. A.
Hafez, X. Chai, D. Ferachou, T. Ozaki, P. L. Le´vesque,
and R. Martel, Phys. Rev. B 92, 245421 (2015).
[10] R. McGouran, I. Al-Naib, and M. M. Dignam, Phys.
Rev. B 94, 235402 (2016).
[11] X. Ropagnol, F. Blanchard, T. Ozaki, and M. Reid,
Appl. Phys. Lett. 103, 161108 (2013).
[12] H. A. Hafez, X. Chai, A. Ibrahim, S. Mondal,
D. Fe´rachou, X. Ropagnol, and T. Ozaki, J. Opt. 18,
093004 (2016).
[13] K. L. Ishikawa, New J. Phys. 15, 055021 (2013).
[14] I. Al-Naib, J. E. Sipe, and M. M. Dignam, Phys. Rev.
B 90, 245423 (2014).
[15] M. A. Sentef, M. Claassen, A. Kemper, B. Moritz,
T. Oka, J. Freericks, and T. Devereaux, Nat. Commun.
6, 7047 (2015).
[16] H. K. Kelardeh, V. Apalkov, and M. I. Stockman, Phys.
Rev. B 93, 155434 (2016).
[17] S. Aeschlimann, R. Krause, M. Cha´vez-Cervantes,
H. Bromberger, R. Jago, E. Malic´, A. Al-Temimy, C. Co-
letti, A. Cavalleri, and I. Gierz, Phys. Rev. B 96, 020301
(2017).
[18] H. K. Kelardeh, V. Apalkov, and M. I. Stockman, Phys.
Rev. B 91, 045439 (2015).
[19] F. Fillion-Gourdeau and S. MacLean, Phys. Rev. B 92,
035401 (2015).
[20] F. Fillion-Gourdeau, D. Gagnon, C. Lefebvre, and
S. MacLean, Phys. Rev. B 94, 125423 (2016).
[21] X. Chu and S.-I. Chu, Phys. Rev. A 64, 021403 (2001).
[22] I. P. Christov, R. Bartels, H. C. Kapteyn, and M. M.
Murnane, Phys. Rev. Lett. 86, 5458 (2001).
[23] E. Balogh, B. Bo´di, V. Tosa, E. Goulielmakis, K. Varju´,
and P. Dombi, Phys. Rev. A 90, 023855 (2014).
[24] F. Hebenstreit, Phys. Lett. B 753, 336 (2016).
[25] F. Fillion-Gourdeau, F. Hebenstreit, D. Gagnon, and
S. MacLean, Phys. Rev. D 96, 016012 (2017).
[26] M. Shalaby, M. Peccianti, D. G. Cooke, C. P. Hauri,
and R. Morandotti, Applied Physics Letters 106, 051110
(2015).
[27] L. Gingras, W. Cui, A. W. Schiff-Kearn, J.-M. Me´nard,
and D. G. Cooke, Opt. Express 26, 13876 (2018).
[28] E. Rahimi and K. S¸endur, J. Opt. Soc. Am. B 33, A1
(2016).
[29] Y. I. Rodionov, K. I. Kugel, and F. Nori, Phys. Rev. B
10
94, 195108 (2016).
[30] D. Song, V. Paltoglou, S. Liu, Y. Zhu, D. Gallardo,
L. Tang, J. Xu, M. Ablowitz, N. K. Efremidis, and
Z. Chen, Nat. Commun. 6, 6272 (2015).
[31] S. Shevchenko, S. Ashhab, and F. Nori, Phys. Rep. 492,
1 (2010).
[32] F. Fillion-Gourdeau, P. Blain, D. Gagnon, C. Lefebvre,
and S. MacLean, Russ. Phys. J. 59, 1875 (2017).
[33] S. Das Sarma, S. Adam, E. H. Hwang, and E. Rossi,
Rev. Mod. Phys. 83, 407 (2011).
[34] H. Bachau, E. Cormier, P. Decleva, J. E. Hansen, and
F. Mart´ın, Reports Prog. Phys. 64, 1815 (2001).
[35] C. De Boor, A practical guide to splines (Springer, 1978).
[36] Y.-S. Lee and T. B. Norris, J. Opt. Soc. Am. B 19, 2791
(2002).
[37] D. Gagnon, F. Fillion-Gourdeau, J. Dumont, C. Lefeb-
vre, and S. MacLean, Phys. Rev. Lett. 119, 053203
(2017).
[38] E. Talbi, Metaheuristics: From Design to Implementa-
tion (Wiley, 2009).
[39] D. Izzo, in Proceedings of the Fifth International Con-
ference on Astrodynamics Tools and Techniques, ICATT
(2012).
[40] R. Storn and K. Price, J. Global Optim. 11, 341 (1997).
[41] S. Das and P. N. Suganthan, IEEE Trans Evol Comput
15, 4 (2011).
[42] K. Yu, J. Kim, J. Y. Kim, W. Lee, J. Y. Hwang, E. H.
Hwang, and E. J. Choi, Phys. Rev. B 94, 235404 (2016).
[43] E. Malic, T. Winzer, F. Wendler, S. Brem, R. Jago,
A. Knorr, M. Mittendorff, J. C. Ko¨nig-Otto, T. Plo¨tzing,
D. Neumaier, H. Schneider, M. Helm, and S. Winnerl,
Ann. Phys. 529, 1700038 (2017).
[44] D. N. Basov, M. M. Fogler, A. Lanzara, F. Wang, and
Y. Zhang, Rev. Mod. Phys. 86, 959 (2014).
[45] N. J. G. Couto, B. Sace´pe´, and A. F. Morpurgo, Phys.
Rev. Lett. 107, 225501 (2011).
[46] M. Grifoni and P. Ha¨nggi, Phys. Rep. 304, 229 (1998).
[47] D. Gagnon, F. Fillion-Gourdeau, J. Dumont, C. Lefeb-
vre, and S. MacLean, J. Phys. Condens. Matter 29,
035501 (2017).
[48] S. Deffner, New J. Phys. 18, 012001 (2015).
[49] J.-S. Li and N. Khaneja, Phys. Rev. A 73, 030302 (2006).
[50] J.-S. Li and N. Khaneja, IEEE Trans. Automat. Contr.
54, 528 (2009).
[51] J.-S. Li, J. Ruths, T.-Y. Yu, H. Arthanari, and G. Wag-
ner, Proc. Natl. Acad. Sci. 108, 1879 (2011).
[52] Z. Leghtas, A. Sarlette, and P. Rouchon, J. Phys. B At.
Mol. Opt. Phys. 44, 154017 (2011).
[53] F. C. Chittaro and J.-P. Gauthier, Systems & Control
Letters 113, 36 (2018).
[54] P. B. Wigley, P. J. Everitt, A. van den Hengel, J. W.
Bastian, M. A. Sooriyabandara, G. D. McDonald, K. S.
Hardman, C. D. Quinlivan, P. Manju, C. C. N. Kuhn,
I. R. Petersen, A. N. Luiten, J. J. Hope, N. P. Robins,
and M. R. Hush, Sci. Rep. 6, 25890 (2016).
[55] D. Krefl and R.-K. Seong, Phys. Rev. D 96, 066014
(2017).
