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Abstract. Geometrical inaccuracies of sheet metal parts due to springback are one of
the main sources of lack of dimensional accuracy. Therefore, when designing a process
to obtain a piece, it is mandatory to take into consideration its springback behaviour.
This requires making adjustments to tool geometries or any process variable. These
modifications, classified as springback compensation, include several strategies that may
reduce the shape deviations between the target geometry and the actual result of the
forming operation. Those strategies include the modification of tool geometries, the initial
blank shape and/or the blank holder force. However, the number and complexity of this
parameter set makes this task very material and time consuming. A solution can be
obtained using numerical optimisation approaches, Response Surface Methods (RSM) or
ANOVA [1]. Thus, in this paper, all strategies are applied to the springback compensation
of a U-shaped rail, a well-known benchmark that shows large elastic deflections after the
tool removing. The results are compared with the ones obtained by other authors.
1 INTRODUCTION
In sheet metal forming, springback is one of the main sources of shape deviations
between the target geometry and the actual result of the forming operation, which affects
the quality of the final piece. In order to reduce or control the springback behaviour,
adjustments of the tool geometry, the initial blank shape or the blank holder force can be
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made [1]. Furthermore, the presented work suggests the implementation of a statistical
approach to find the best set of blank holder force and radii for the die and the punch
instead of using a trial-and-error process.
Nevertheless, there is no consensus considering the most effective strategy. This paper
presents an analysis and comparison between several numerical strategies for springback
compensation, including: (i) a statistical approach based on a factorial experiment design
(DoE) and statistical analysis using ANOVA (Analysis of Variance), (ii) response surface
methodologies, namely polynomial regression and Universal Kriging, which are a collection
of statistical techniques, based on a good fitting of experimental data through polynomial
functions, and an optimization approach using a (iii) least-square gradient-based method.
These methods are applied in the springback compensation of a 2D U-shaped geometry
and the results are compared with ones from literature.
2 PROBLEM FORMULATION
The case study selected is the U-rail test, considering as controllable factors the blank
holder force, the die radius and the punch radius. The initial tool configuration is pre-
sented in Fig. 1.
The original blank dimension considered was a square blank of 300 mm. However, in
order to reduce the computation time and simplify all calculations, the blank was mod-
elled taking in account its symmetry and assuming plain strain conditions. Thus, a strip
of 5 mm of width is considered, as in [2] and illustrated in Fig. 2. This means that the
original blank holder force of 90 kN corresponds to 750 N in the plain strain model and
so on. The simulated material was a mild steel whose behaviour can be described by the
Swift hardening law. The numerical conditions and material parameters are listed in ta-
ble 1. The numerical simulation was performed considering elastoplastic behaviour with
Table 1: Numerical conditions for the U-rail test and material properties of the mild steel.
isotropic elasticity and the anisotropic yield criterion of Hill for the associated plasticity.
760
E. Ferreira, A. Maia, M.C. Oliveira, A. Andrade-Campos and L.F. Menezes
Figure 1: Initial tool configuration with the controllable factors: (a) selected geometry and dimensions,
(b) initial tool configuration and (c) controllable factors.
Figure 2: Plain strain numerical model. The mesh includes 180 shell elements with reduced integration
and 5 integration points in thickness.
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The process is divided in two stages: the forming and the springback computation. To
quantify the springback effect, the control points and springback angles displayed in Fig.
3 were considered. The objective is to find BHF, DR and PR to obtain a flat flange and
a null curvature of the side wall. The flange angle α must attain a zero value and this
objective is reached if the angles θ1 and θ2 are equal to 90
◦ and the side wall curvature
height h is zero. Therefore the cost function is:
3 STATISTICAL APPROACH
Response Surface Methodology (RSM) belongs to the experimental statistical field. In
this methodology the unknown relationship between one or more variable responses and
a set of factors or independent variables is characterized through an equation (model),
that can be therefore optimized [3]. In order to reduce the number of tests or numerical
simulations, a factorial experiment design could be used. Indeed, in this work experimen-
tal results for 3 variation levels and 3 variables were used [2]. Additionally, ten levels of
the blank holder force (750, 950, 1150, 1350, 1550, 1750, 1950, 2150, 2350 and 2500 N)
and four levels of the radius of the die and punch (2.5, 5, 7.5 and 10 mm) were taken
in account for numerical simulation in Abaqus. Using these data sets, Multiple Linear
Regression (first order model), Polynomial Regression (second order model) and Universal
Kriging where applied.
3.1 First order model - Multiple Linear Regression
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ANOVA is also performed for Kriging regression in order to validate the results.
4 RESULTS AND DISCUSSION
The experimental data of controllable factors used in this work are presented in the
table 4 in [2],where the design of experiments (DoE) was defined using 3 factors with 3
levels each. The numerical data was obtained using simulation in Abaqus, considering a
DoE of 10×4×4 = 160. Indeed, in order to ensure that the data was enough informative
for the second-order modelling, it was considered ten levels for the blank holder force
(750, 950, 1150, 1350, 1550, 1750, 1950, 2150, 2350 and 2500 N) and four levels for the
radii of the die and punch (2.5, 5, 7.5 and 10 mm).
Firstly, Multiple Linear Regression was performed in order to identify which control-
lable factors can significantly explain each response variable. All results for both numerical
and experimental data are summarized in table 2, showing also the sum of squares (SS,
1The variance of the difference is the same between any two points since they are at the same distance
and direction independent of the chosen point. In this work exponential variogram is considered.
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with the experimental ones. Indeed, for both the experimental and numerical modelling
and for all usual levels of significance it was concluded that the variable punch radius
is not significant. Furthermore, for the same controllable factor, the adjusted R-squared
is similar for both models. Then, according to table 2, the numerical (from simulation
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results) equations of Multiple Linear Regression are:
The equations for the experimental results of Multiple Linear Regression are:
In order to compare the springback effect, all equations are constructed taking in account
the equations in [2] (only BHF and DR are the considered variables). However, the blank
holder force displayed in [2] must be converted as explained below to fit the data. Indeed,
it can be seen that for Eq. 11 PR is significant, but to be in agreement with all the other
equations it was removed from the analysis.
The same analysis was performed for both second-order models. It was not possible to
perform second-order analysis for the experimental results due to the low dimensionality of
the database. In fact, despite the non significance of punch radius, it has to be considered
for the new data sets. In the case of experimental values the degree of freedom for the
regression was 6 which is higher than the degree of freedom for the errors (degree 2).
Additionally, for the numerical values from Abaqus simulation, the same database was
used without the punch radius controllable factor. Here, all p-values for ANOVA, R2adjusted
and stationary points are presented in table 3 . All the models were validated through
ANOVA, as shown in table 3. Therefore, the numerical values equations for the Quadratic
Regression are:
After finding the equations for each type of regression, the next step was to find
solutions that minimize the cost function given by Eq. 1. At first, MatLab was used in
order to display the domain of solutions and check visually which could be the optimum
solutions. For this scope the domain of the blank holder force was between 750 and 2500 N
and the domain of the die radius was between 2.5 and 10 mm. Thus, for the response
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surface modelling of first order displayed in Fig. 4, it appears that the cost function is
minimal near the frontier for maximum strength and the same behaviour is observed for
α. For the second order regression represented in Fig. 5, it can be seen that the solution
that minimizes the cost function is found near 1750 N, with similar behaviour for the
representation of α.
For the second-order models, saddle points were found as stationary points. Therefore,
the General Reduced Gradient methodology with multistart approach was used for all
models in order to find the optimum solutions. Initially, only the minimization of α and
h was performed and the solutions lied in the frontier of the domain. For the first order
models BHF = 2500 N and DR = 2.5 mm and for the second-order models BHF ≈ 2500
N and DR ≈ 3 mm which is in accordance with the solution displayed in Fig. 4 - 5.
However, since the goal is to minimize both α and h, the next step was to calculate
the minimum of the cost function given by Eq. 1. The solutions are listed in Table 4 and
the numerical profile of the U-Rail for the optimal solutions is represented in Fig. 6.
The values obtained numerically in Abaqus for the solutions listed in Table 4 are
consistent with the experimental values presented by Teixeira et al. [2]. Concerning the
die radius influence it can be concluded that an increase of die radius promotes an increase
of springback in the flange and also in curvature height, h. Moreover, concerning the blank
holder force it can be concluded that a growth of force promotes a decrease of springback
in the flange and also promotes a reduction of the curvature height h. These remarks
are in agreement with other authors [2]. It should be noticed that the increase of BHF
leads to an increase of the plastic deformation and also a reduction of the material flow
which may generate necking of the blank and consequent fracture. However, the obtained
results leads to a thickness reduction less than 20%, being these results feasibles.
5 CONCLUSIONS
The statistical approaches implemented in the presented work are models of first and
second-order in order to evaluate the flange angle α after springback in metal forming
for the U-shaped geometry. The resulted obtained are in accordance with the literature.
Moreover it can be concluded that the second-order model of RSM provides better results,
indeed, it provides a lower value of the cost function. To better compensate the springback
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effect a set of high blank order force with low die radius must be considered.
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