Deep Representation Learning and Clustering of Traffic Scenarios by Harmening, Nick et al.
Deep Representation Learning and Clustering of Traffic Scenarios
Nick Harmening 1 Marin Bilosˇ 2 Stephan Gu¨nnemann 2
Abstract
Determining the traffic scenario space is a ma-
jor challenge for the homologation and coverage
assessment of automated driving functions. In
contrast to current approaches that are mainly
scenario-based and rely on expert knowledge, we
introduce two data driven autoencoding models
that learn a latent representation of traffic scenes.
First is a CNN based spatio-temporal model that
autoencodes a grid of traffic participants’ posi-
tions. Secondly, we develop a pure temporal RNN
based model that auto-encodes a sequence of sets.
To handle the unordered set data, we had to in-
corporate the permutation invariance property. Fi-
nally, we show how the latent scenario embed-
dings can be used for clustering traffic scenarios
and similarity retrieval.
1. Introduction
While automated driving functions advance more and more,
the question of validating them is still not answered. One
way to measure a developed function’s reliability is the
percentage of successfully handled traffic scenarios (e.g.
Overtaking-Scenario, Cut-In-Scenario, etc.) over all sce-
narios it will ever face. Therefore, if we want to estimate
how well the function covers the real-world distribution
of the scenarios, we need to develop a way to compare
these distributions or cluster the scenarios. This way we
can make assessments on specific groups of scenarios. In
our work, a scenario consists of the list of relative traffic-
participant trajectories (see Figure 1). In industry, current
concepts for finding clusters of scenarios are largely based
on expert knowledge and approach the task by defining and
parametrizing a discrete scenario-catalogue. This bottom-
up approach has obvious limitations in the number and
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B. Figures
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Figure B.2.: Overtaking Retrieval Examples. The darker the colour of the trajectory the
later the position was taken in time. The nearest neighbours were computed
in the latent space of the test-set computed by the BEV AE.
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(a) Two trajectory scenario.
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Figure B.3.: Dense Trafficx Retrieval Examples. The darker the colour of the trajectory
the later the position was taken in time. The nearest neighbours were
computed in the latent space of the test-set computed by the BEV AE.
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(b) Four trajectory scenario.
Figure 1. Traffic scenarios with a fixed ego-vehicle that faces down-
wards (black triangle) and the relative movement of the traffic par-
ticipants. The darker the color of the traffic participant’s trajectory
the later the position was taken in time.
complexity of scenarios that can be defined. It is also ques-
tionable, if a full coverage of scenes can ever be reached.
In this paper we introduce two deep representation learning
metho s (the Spatio-temporal Autoencode and the Sequen-
tial Deep Set Prediction Network) that learn a latent space
of traffic scenarios by the principle of auto-encoding. The
main idea is to process a scenario with an encoder to get a
latent scenario representation and try to reconstruct it with
a decoder. This latent representation will later be used for
scenario clustering. The main challenges for processing a
scenario in a neural network are: 1) the traffic participants
in the scene do not have an inherent ordering, 2) the number
of traffic participants can vary, 3) the length of the traffic
participants trajectories in a scenario can vary. With the
proposed methods we overcome exactly these issues.
2. Related Work
While there already exists a huge body of research focusing
on clustering trajectories (Bian et al., 2018), these methods
only compare single trajectories. Most of them are based on
classical distance functions between trajectories combined
with clustering methods, e.g. DB-SCAN. A deep learning
based approach is provided by Yao et al. (2017), who use a
sequence to sequence autoencoder to learn representations
of trajectories. The representations are afterwards clustered.
Since a scenario can be comprised of several traffic partic-
ipants and therefore several trajectories, these approaches
cannot be directly applied to scenario clustering.
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Wang et al. (2018) focus on clustering encountering sce-
narios consisting of two vehicles. They use the Dynamic-
Time-Warping Matrix to encode the encountering scenario
and use a convolutional autoencoder afterwards to learn a
representation that can be clustered. This approach, unlike
ours, does not scale to more than two trajectories.
Gruner et al. (2017) introduce a spatio-temporal data repre-
sentation for classifying traffic scenarios. The data shows a
top view on the traffic scene and encodes the location and
the movement of the participants into a discrete, fixed sized
grid. The basic grid consists of an occupancy feature map,
and lateral and longitudinal velocity of the traffic partici-
pants. To encode time information the authors introduce a
shading of last positions in the occupancy grid or they add
extra channels with a previous frame. Overall, this results
in a three-dimensional grid (two spatial and one channel
dimension) to represent the scenario. They run a 2D CNN
over the grid data to predict classes as Ego vehicle speed
lager than 1m/s, leading vehicle ahead, other vehicles over-
taking, etc. In contrast, our spatio-temporal model extends
this by having time as an additional input dimension. This
allows us to use a 3D CNN for grid auto-encoding.
3. Models
A scenario is defined with a set of trajectories over a certain
number of time frames. Each trajectory describes the move-
ment of one traffic participant relative to the ego-vehicle
(the drivers vehicle).
The two models we propose differ drastically due to the
different data representation that is used for each of them.
The traffic participants in the spatio-temporal data repre-
sentation are ordered by their spatial position into a grid,
which already solves the problem of permutations in the list
of trajectories. The sequence of sets data representation is
an un-ordered and purely temporal representation, which
does not need to be discretized into a fixed spatial grid. The
model applied to this representation was developed while
paying attention to permutation invariance.
3.1. Spatio-temporal Autoencoder
Based on the 3D Stacked Velocity Grid (Gruner et al., 2017)
we developed an extended grid representation to better cap-
ture temporal features (see Figure 2). Instead of limiting us
to two spatial dimensions and the channel dimension, the
time axis is introduced, along which the frames are aligned.
Each frame in a scene has one binary occupancy channel
which encodes the traffic participants location in a scenario.
The ego-vehicle is fixed to a central grid cell (fixed lateral
and longitudinal offset) throughout all scenarios, therefore
the traffic participants movements is always relative to the
ego-vehicle. We can add additional channels that encode
Figure 2. Spatio-temporal grid X ∈ IRdt×dx×dy×nc that covers
dt frames from t to t+ n. dx/y describe the spatial dimensions of
the grid and nc describes the number of channels.
further features at the corresponding location, e.g. lateral
and longitudinal velocity/acceleration, yaw-angle etc. The
elegance of the spatio-temporal representation approach is
that it can inherently deal with the issue of ordering, dif-
ferent trajectory lengths and a variable number of objects.
To encode the four dimensional input grid X, three dimen-
sional convolutions which convolve over two spatial dimen-
sions plus the time dimension are used. Three-dimensional
CNNs are already used by e.g. Karpathy et al. (2014) for
large scale video classification and by Lea et al. (2016)
to perform video segmentation. After each convolution in
the encoder, the batch-norm and max-pooling layer is ap-
plied. The decoder makes use of the up-convolutions and
un-pooling layers, introduced in the DeconvNet (Noh et al.,
2015) to decode the latent representation back to the input
dimensionality. The resulting bottleneck vector z encodes
the scenario in the latent representation and will be used for
the clustering task later. Since velocity and acceleration are
continuous, we use the mean squared error between the tar-
get grid X and the reconstructed grid Xˆ as a reconstruction
loss:
L(X, Xˆ) =
∑
a=dt
∑
b=dx
∑
c=dy
∑
d=nc
(xa,b,c,d − xˆa,b,c,d)2 (1)
3.2. Sequential Deep Set Prediction Network
For the Sequential Deep Set Prediction Network (SeqD-
SPN) the list of trajectories is transformed into a sequence
of sets X = [X1, . . . ,Xt, . . . ,XT ] that describe the sce-
nario. Each frame of the scenario corresponds to a set
of n traffic participants that have the features such as
position, velocity, etc., at the specific time-point Xt =
{(x1, y1, v1)t, . . . , (xn, yn, vn)t}.
We first encode each set Xt into an embedding vector et
with a permutation invariant network, specifically a deep set
network (Zaheer et al., 2017). First, fully connected layers
compute an embedding for each element of the set, then a
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Figure 3. SeqDSPN architecture for two frames. The red variables
are randomly initialized and optimized by the inner optimization
loop of the DSPN. The goal of the inner optimization is to bring
eˆdspnt close to eˆt.
feature-wise max-pooling operation on these embeddings
returns a permutation invariant set embedding. While the
number of traffic participants can vary, the final set embed-
ding always has the same dimensionality. This way we
encode the main features of one specific frame (see Fig-
ure 3).
The second step is auto-encoding the sequence of embed-
dings in a sequence to sequence fashion (Sutskever et al.).
The final hidden vector of the encoding RNN yields the
scenario representation z and will be used for the clustering
task later.
The final step is the reconstruction of the sets based on the
reconstructed embedding vectors eˆt. For this purpose we
use the Deep Set Prediction Network (Zhang et al., 2019),
which can be seen as a predictor of sets, based on an embed-
ding vector. The DSPN searches for a set that has a similar
encoding to the given embedding vector. This set is then
the predicted set. The working principle of the DSPN is to
randomly initialize the set prediction Xˆt and a mask. The
mask is needed for predicting different set sizes. It allows
the network to encode whether a certain set entry is actually
intended to be predicted or if it should be omitted. After the
random initialization, the values are optimized iteratively
in an inner optimization loop. The inner optimization pro-
cedure is passing the set Xˆt and the corresponding mask
through an encoder, yielding one embedding eˆdspnt . The
mean squared error between this embedding and input em-
bedding eˆt is then used as the loss function we optimize
for in the inner loop. After this inner optimization, eˆdspnt
optimally converged to eˆt. All together these three steps
enable the auto-encoding of the sequence of sets.
For the loss, Zhang et al. (2019) propose to use the Cham-
fer’s Distance O(n2) or the Hungarian Algorithm O(n3) to
determine the distance Lset between the input sequence of
sets X and the reconstructed ones Xˆ, which is additionally
multiplied with the predicted mask. Chamfer’s Distance, for
example, matches up the closest instances from X in Xˆ and
vice versa:
Lset(Xˆ,X) =
∑
i
min
j
||xˆi − xj ||2
+
∑
j
min
i
||xˆi − xj ||2
(2)
To further stabilize the training process of the RNN, we add
the mean squared error between the embeddings and the
reconstructed embedding, which yields the final loss:
Ldspn = Lset + λ
T∑
t=1
Lmse(et, eˆt) (3)
where λ is a weighting parameter. Additional hyperparam-
eter in the SeqDSPN are the inner learning rate and the
number of inner optimization steps of the DSPN.
4. Experimental Results
In this experimental section the two models are applied to
a sub-set of the BMW Crowd Data Collection. The data is
collected by vehicles with automated driving functions that
send the high level environmental model, i.e. positions and
velocities of the traffic participants on the highway. For our
purpose we selected a subset of the data and randomly cut
it into five second scenes and dropped all scenes where no
traffic participant was present. The train-set and validation-
set consists of 42,000 scenarios (80/20 split). The held out
test-set was recorded one month later consisting of 90,000
five second samples.
For the Spatio-temporal AE we used a grid with the spatial
dimensions of 30 × 30, which (after squeezing laterally and
stretching longitudinally) results in a coverage of 15 meters
laterally and 60 meters in the longitudinal direction. Having
13 time-frames (2.5 Hz) and two channels (occupancy and
longitudinal velocity) finally yield the input matrix X ∈
IR13×30×30×2. The occupancy channels of the target grid
is additionally smoothed by a Gaussian kernel to avoid
sparsity. The bottleneck size is determined to 64. In the
SeqDSPN we use a two layer LSTM with the hidden size
64 to have the same size as in the Spatio-temporal AE. A
detailed description of the architectures can be found in the
Appendix, see Table 2 and Table 3. Although the SeqDSPN
can handle a varying set size n, we pad the input sets to
the maximum set size to enable GPU acceleration. If there
are more traffic participants present, only the n closest ones
are considered. The reconstruction of sets includes a mask
where the network can encode its prediction for the set-size.
Figure 4 shows the latent space of the validation set of the
Spatio-temporal AE, downprojected by PCA. The colour
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Figure 4. Downprojected (via PCA), clustered latent validation
space of the Spatio-temporal AE.
indicate clusters that we found via hierarchical clustering
(Murphy, 2012). The four clusters constructing the edges of
the latent space can semantically be described as Overtaking
(red), Being Overtaken (orange), Dense Traffic (brown) and
Almost Empty (blue). Analyzing the nearest neighbours in
this latent space indicates a very strong smoothness of the
learned representations (see Figure 6 in the Appendix). One
should note that finding similar scenarios usually includes
very complex and custom similarity functions that work on
the environmental model. By using the euclidean distance
in the latent space, scenario retrieval is enabled without any
customized distance function.
For quantifying the models performance in terms of seman-
tically correct separation of scenarios, we implemented an
auto-labeler for three classes (Class 1: Ego Overtakes, Class
2: Leading vehicle ahead, Class 3: Ego is being overtaken).
These automatically generated labels are used to evaluate
the clustering quality of the latent space that was learned
in an unsupervised fashion. The simple label logic for the
three scenarios was applied to the test set. From the initial
test dataset of 90,000 scenes, around 19,500 were labeled
(Class 1: 15,000, Class 2: 3,000, Class 3: 1,500). To com-
pare the two methods, we train until convergence six times
per approach. After training, the trained models were used
to compute the latent representation space of the labeled
test-set (see Figure 5).
The latent space is then clustered via hierarchical clustering
with a number of clusters equal to three. The cluster to
class assignment is done by a majority vote of the instances
that are contained in the cluster. Finally, the clustering
performance is evaluated by the V-measure (Rosenberg &
Hirschberg, 2007). We report the mean and standard devia-
tion for the runs in Table 1.
The numbers indicate that approaches performed equally
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Figure 5. Auto-labeled latent test-space of the SeqDSPN, reduced
via PCA. This particular latent space yielded a V-Measure of 0.92
after clustering. The analog plot for the Spatio-temporal AE can
be found in the Appendix, Figure 7.
Table 1. Clustering Performance averaged over six runs: µ± σ.
Model Name V1-Measure
SeqDSPN 0.77 ± 0.17
BEV AE 0.76 ± 0.18
well in this setup. One way the high variance could be
explained is due to the uneven distribution of the classes.
Since Class 1 represents 75% of the labels, it is usually
clustered well. Whereas Class 2 (16 %) and Class 3 (9
%) sometimes happen to be clustered into the same group.
Even though a better tailored clustering algorithm might
have increased the scores, we deliberately selected the very
robust hierarchical clustering to avoid an overfitting to latent
space characteristics of a certain model.
5. Conclusion
In this paper we introduced two unsupervised deep learn-
ing approaches that proved to be capable of learning an
expressive latent space of traffic scenarios for a real-world
highway dataset. The latent space is the first step towards
a data driven understanding scenario distributions. Addi-
tionally, we showed that the latent space can be used for
retrieving similar scenes from a dataset.
In our work we focused on the environmental data represen-
tations via sets and grids. Further study of using temporal
graphs as a data representation could be of interest. In addi-
tion, investigation on how to better cut drives to scenarios is
also required (e.g. event-based cutting). The last research
direction for future work are generative models for traf-
fic scenarios. Based on the auto-encoding architecture of
our methods, switching to a variational autoencoder would
already be a starting point.
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Figure 6. Dense Traffic Retrieval examples. The darker the colour
of the trajectory the later the position was taken in time. The
nearest neighbours were computed in the latent space of the test-
set computed by the Spatio-temporal AE.
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Figure 7. Auto-labeled latent test-space of the Spatio-temporal AE,
reduced via PCA. This particular latent space yielded a V-Measure
of 0.91 after clustering.
Parameter Value
Layer 1
Conv. filter size (5, 7, 7)
No. filters 4
Conv. stride 1
Pooling mask size (2, 2, 2)
Pooling mask stride (2, 2, 2)
Batch norm yes
Layer 2
Conv. filter size (3, 5, 5)
No. filters 6
Conv. stride 1
Pooling mask size (2, 2, 2)
Pooling mask stride (2, 2, 2)
Batch norm yes
Layer 3
Conv. filter size (3, 3, 3)
No. filters 8
Conv. stride 1
Pooling mask size (1, 2, 2)
Pooling mask stride (1, 2, 2)
Batch norm yes
Bottleneck size 64
Gaussian Kernel 5 × 5 , σ= 1
Loss MSE
Table 2. Spatio-temporal AE architecture
Parameter Value
Encoder
No. Neurons 1 Layer 8
No. Neurons 2 Layer 32
LSTM
Hidden Size 64
No. Layers 2
Maximum set size 3
Bottleneck size 64
Inner optimization steps 25
Loss Chamfer’s
Table 3. SeqDSPN architecture
