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Abstract
The paper deals with finite-state Markov decision processes
(MDPs) with integer weights assigned to each state-action
pair. New algorithms are presented to classify end com-
ponents according to their limiting behavior with respect
to the accumulated weights. These algorithms are used to
provide solutions for two types of fundamental problems
for integer-weighted MDPs. First, a polynomial-time algo-
rithm for the classical stochastic shortest path problem is
presented, generalizing known results for special classes of
weighted MDPs. Second, qualitative probability constraints
for weight-bounded (repeated) reachability conditions are
addressed. Among others, it is shown that the problem to
decide whether a disjunction of weight-bounded reachability
conditions holds almost surely under some scheduler belongs
to NP ∩ coNP, is solvable in pseudo-polynomial time and is
at least as hard as solving two-player mean-payoff games,
while the corresponding problem for universal quantification
over schedulers is solvable in polynomial time.
1 Introduction
Markov decision processes (MDPs) are a prominent model
used, e.g., in operations research, artificial intelligence, robot-
ics and the formal analysis of probabilistic nondeterministic
programs. Various types of stochastic shortest (or longest)
path problems can be formalized as an optimization problem
for MDPs with integer or rational weights for the transitions
where the task is to determine an optimal scheduling policy
for theMDP until reaching a target. Here, optimality is under-
stood with respect to the expected accumulated weight or the
probability of reaching the target under weight constraints.
Such problems can be seen as a control-synthesis problem
that, e.g., asks to implement a decision-making routine for a
robot so that the robot eventually reaches a safe state almost
surely, while providing guarantees on the achieved utility.
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Stochastic shortest (or longest) path problems are well
understood and supported by various tools for finite-state
MDPs with nonnegative weights only, for which the algo-
rithms can rely on the monotonicity of accumulated weights
along the prefixes of paths. In this case, schedulers that max-
imize or minimize the expected accumulated weight until
reaching the target can be determined in polynomial time
based on a preprocessing of end components (i.e., strongly
connected sub-MDPs) and linear programs [4, 11]. One can
compute schedulers maximizing the probability for reach-
ing the target within a given cost in pseudo-polynomial
time using an iterative approach that successively increases
the weight bound and treats zero-weight loops by linear-
programming techniques [2, 18]. The corresponding decision
problem is PSPACE-hard, even for acyclic MDPs [13].
ForMDPswith arbitrary integer weights, the lack of mono-
tonicity of accumulated weights makes analogous questions
much harder. Even for finite-state Markov chains with in-
teger weights, the set of relevant configurations (i.e., states
augmented with the weight that has been accumulated so far)
can be infinite and, in MDPs with integer weights optimal
or ε-optimal schedulers might require an infinite amount of
memory. The latter is known from energy-MDPs [6, 8, 16]
where one aims at finding a scheduler under which the sys-
tem never runs out of energy (i.e., the accumulated weight
plus some initial credit is always positive) and satisfies an ω-
regular property (e.g., a parity condition) with probability 1
or maximizes the expected mean payoff. Another indication
for the additional difficulties that arise when switching from
nonnegative weights to integers is given by the work on
one-counter MDPs [5], which can be seen as MDPs where all
weights are in {−1, 0,+1} and that terminate as soon as the
counter value is 0. Among others, [5] establishes PSPACE-
hardness and an EXPTIME upper bound for the almost-sure
termination problem under some scheduler, while the corre-
sponding weight-bounded (control-state) reachability prob-
lem in nonnegative MDPs is in P [18].
This paper addresses several fundamental problems for
MDPs with integer weights. Our main contributions are as
follows. First, we show that the classical stochastic shortest
path problem, where the task is to minimize the expected
weight until reaching a target, is solvable in polynomial time
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for arbitrary integer-weighted MDPs. We hereby extend pre-
vious results for restricted classes of MDPs [4, 11], while
the general case was open. Second, we study disjunctions
of weight-bounded reachability conditions with qualitative
probability bounds and existential or universal scheduler
quantification. The problem to check the existence of a sched-
uler satisfying a disjunction of weight-bounded reachability
conditions almost surely (referred to as decision problem
DWR∃,=1) is shown to be in NP∩coNP, solvable in pseudo-
polynomial time, and as hard as non-stochastic two-player
mean-payoff games (and therefore not known to be in P). The
same complexity results are achieved for checking whether
a disjunction of weight-bounded reachability conditions
holds with positive probability under all schedulers (problem
DWR∀,>0). In contrast, problem DWR∀,=1 that asks whether
a disjunctive weight-bounded reachability condition holds al-
most surely under all schedulers is shown to be in P. We also
present algorithms for computing optimal weight-bounds
with analogous time complexities: pseudo-polynomial for the
optimization variants ofDWR∃,=1 andDWR∀,>0 and polyno-
mial for DWR∀,=1. These results should be contrasted with
the polynomial-time decidability of DWR∃,=1 and DWR∀,>0
for MDPs where all weights are nonnegative [18].
Although several other problems for integer-weighted
MDPs are known to be in NP ∩ coNP and as hard as non-
stochastic two-player mean-payoff games (see, e.g., [7, 8, 16]
and the discussion on related work in Section 5.3), our tech-
niques crucially depart from previous work by heavily re-
lying on new algorithms to classify end components (ECs)
of MDPs. We see these results on the classification of ECs as
a further main contribution as it provides a useful vehicle
for reasoning about different problems for integer-weighted
MDPs. An indication for the latter is that we use these clas-
sification algorithms not only to establish the results listed
above for DWR∃,=1 and DWR∀,=1, but also to prove the
polynomial-time solvability of the classical shortest path
problem in general integer-weighted MDPs and to deal with
weight-bounded Büchi conditions.
Our classification of ECs is according to the existence of
schedulers that increase the weight to infinity (pumping ECs),
or ensure that the weight eventually exceeds any threshold
possibly without converging to +∞ (weight-divergent ECs),
or have oscillating behavior (gambling ECs), or keep the ac-
cumulated weights within a compact interval (bounded ECs).
A sufficient and necessary criterion for the pumping prop-
erty is that the maximal expected mean payoff is positive,
which is decidable in polynomial time by computing the
maximal expected mean payoff using linear-programming
techniques [14, 17]. While this observation has been made
by several other authors, we are not aware of earlier algo-
rithms for checking the gambling or boundedness property.
For checking weight-divergence, the results of [5] for one-
counter MDPs without boundary yield a polynomial time
bound for the special case of MDPs where all weights are in
{+1, 0,−1} and a pseudo-polynomial time bound in the gen-
eral case. We improve this result by presenting a polynomial-
time algorithm for deciding weight-divergence for MDPs
with arbitrary integer weights. Moreover, in case that the
given MDPM is not weight-divergent, the algorithm gen-
erates a new MDP N with the same state space that has no
0-ECs (i.e., end components where the accumulated weight
of all cycles is 0) and that is equivalent toM for all properties
that are invariant with respect to behaviors inside 0-ECs. The
generation of such anMDPN relies on an iterative technique
to flatten 0-ECs. This new technique, called spider construc-
tion, can be seen as a generalization of the method proposed
in [10, 11] to eliminate 0-ECs in nonnegative MDPs. There,
all states that belong to some maximal end component of the
sub-MDP built by state-action pairs with weight 0 are col-
lapsed. This technique obviously fails for integer-weighted
MDPs as 0-ECs can contain state-action pairs with negative
and positive weights. The spider construction maintains the
state space, but turns the graph structure of maximal 0-ECs
into an acyclic graph with a single sink state that captures
the original behavior of all other states in the same maximal
0-EC. Besides deciding weight-divergence, the spider con-
struction will be the key to solve the classical shortest path
problem for arbitrary integer-weighted MDPs.
Checking the gambling property is NP-complete in the
general case, but can be decided in polynomial time using
the spider construction, provided that the maximal expected
mean payoff is 0. The latter is the relevant case for solving
problems DWR∃,=1 and DWR∀,=1 as well as corresponding
problems for weight-bounded Büchi conditions. We establish
an analogous result for the boundedness property, shown to
be equivalent to the existence of 0-ECs in cases where the
given end component has maximal expected mean payoff 0.
Outline. Section 3 presents the classification of end com-
ponents and corresponding algorithms. Our results on the
stochastic shortest path problem and weight-bounded (re-
peated) reachability properties will be presented in Sections 4
and 5, respectively. For full proofs we refer to the appendix.
2 Preliminaries
We briefly define our notations; for details see, e.g., [3, 17].
Definition 2.1 (Markov decision processes (MDPs).). An
MDP is a tupleM = (S,Act, P ,wgt) where S is a finite set
of states, Act is a finite set of actions, P : S × Act × S →
[0, 1] ∩ Q is a probabilistic transition function satisfying∑
t ∈S P(s,α , t) ∈ {0, 1} for all (s,α) ∈ S × Act, and wgt : S ×
Act → Z is a weight function.
Action α is enabled in s if
∑
t ∈S P(s,α , t) = 1, in which case
(s,α) is called a state-action pair ofM. Act(s) denotes the set
of actions enabled in s . State s is called a trap if Act(s) = ∅.
Let ∥M∥ denote the number of state-action pairs inM.
The size of MDPM is ∥M∥ plus the sum of the logarithmic
lengths of the probabilities and weights inM.
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A path in an MDP M = (S,Act, P ,wgt) is an alternat-
ing sequence of states and actions, that can be finite π =
s0 α0 s1 α1 s2 α2 . . . sn or infinite ς = s0 α0 s1 α1 s2 α2 . . ., such
that for every index i , αi ∈ Act(si ) and P(si ,αi , si+1) > 0.
A path is called maximal if it is infinite or ends in a trap.
FPaths, IPaths and MPaths denote the set of finite, infinite
and maximal paths, respectively. The weight of a finite path
π = s0 α0 s1 α1 . . . αn−1 sn is wgt(π ) = ∑n−1i=0 wgt(si ,αi ). For
any path π = s0 α0 s1 α1 s2 α2 . . ., we write pref (π , i) for its
prefix up to state si . The first (resp. last) state of a finite path
π is denoted first(π ) (resp. last(π )). If ς is infinite, lim(ς) is
the set of state-action pairs occurring infinitely often in ς .
A scheduler resolves nondeterminism inMDPs. Formally, a
scheduler forM is a partial functionS : FPaths → Distr(Act)
that maps every finite path π where t = last(π ) is not a trap
to a distribution over Act(t). Given a schedulerS and a state
s , the behavior ofM under S with starting state s can be
formalized by a (possibly infinite-state) Markov chain. PrSM,s
denotes the induced probability measure. We use standard
notions for deterministic, memoryless, finite- and infinite-
memory schedulers. Thus, memoryless deterministic (MD)
schedulers can be viewed as functions assigning actions to
non-trap states and the induced Markov chain is finite.
The analysis of the behaviors in MDPs often relies on
their end components. An end component of M is a pair
E = (T ,A) consisting of a set of states T ⊆ S and a function
A : T → 2Act such that (1) ∅ , A(s) ⊆ Act(s) for each s ∈ T ,
(2) {t ∈ S : P(s,α , t) > 0} ⊆ T for each s ∈ T and α ∈ A(s),
and (3) the sub-MDP induced by (T ,A) is strongly connected.
We often identify end components with their sets of state-
action pairs. That is, if E = (T ,A) is as above, we identify
E with the set {(t ,α) : t ∈ T ,α ∈ A(t)} and rely on the
fact that for each scheduler the limit lim(ς) of almost all
infiniteS-paths ς constitutes an end component [10]. E is a
maximal end component (MEC) if there is no end component
F such that E is strictly contained in F . MECs of an MDP
are computable in polynomial time [9, 10]. All notations
introduced for MDPs can be used for end components, which
are themselves strongly connected MDPs.
Specifying properties. We use the term properties to de-
note measurable subsets of (S × Z)ω ∪ (S × Z)∗ × S with
respect to the standard cylindrical sigma-algebra. To reason
about probabilities of properties concerning the measure
PrSM,s whereS is a scheduler and s is a starting state, every
path (state-action sequence) inM is naturally mapped to a
state-integer sequence. Temporal properties with weight con-
straints will be described by LTL-like formulas. The atoms
of such formulas are (sets of) states or weight expressions of
the form wgt ▷◁ w where ▷◁ ∈ {⩽, <,⩾, >,=} is a compar-
ison operator and w ∈ Z is a threshold. Such formulas are
interpreted over path-position pairs. More precisely, given a
path ς = s0 α0 s1 α1 s2 α2 . . . inM and i ∈ N (ς , i) |= wgt ▷◁
w iff wgt(pref (ς , i)) ▷◁ w , and as usual, ς |= φ is a shortcut
for (ς , 0) |= φ. Towards an example, let goal be a state inM.
Then ς |= ^(goal∧(wgt ⩾ w)) iff ς has a finite prefix π such
that last(π ) = goal and wgt(π ) ⩾ w .
To reason about optimal probabilities of a property φ, let
PrsupM,s (φ) = supS PrSM,s (φ) and PrinfM,s (φ) = infS PrSM,s (φ)
whereS ranges over all schedulers forM.Wewrite PrmaxM,s (φ)
rather than PrsupM,s (φ) if the supremum is indeed a maximum,
which is the case, e.g., if φ is an ordinary LTL formula (with-
out weight constraints). Note that the maximum/minimum
might not exist for weight-bounded properties. In any case,
PrmaxM,s (φ) = 1 (resp. PrmaxM,s (φ) > 0) indicates the existence of
a schedulerS with PrSM,s (φ) = 1 (resp. PrSM,s (φ) > 0).
Given a random variable f , EsupM,s (f ) = supS ESM,s (f ) and
EinfM,s (f ) = infS ESM,s (f ) denote the extremal expectations
of f , where sup and inf take values in R∪ {−∞,+∞}, while,
for instance, EmaxM,s (f )will be used when the maximum exists.
In particular, we will use the random variable associated
with the mean payoff, defined on infinite paths byMP(ς) =
lim supn→∞
wgt(pref (ς,n))
n . Recall that the maximal expected
mean payoff in strongly connected MDPs does not depend
on the starting state and that there exist MD-schedulers
with a single bottom strongly connected component (BSCC)
maximizing the expected mean payoff. WhenM is strongly
connected, we omit the starting state and write EmaxM (MP).
3 Classification of End Components
As basic building blocks of our algorithms, we define four
types of schedulers and end components of MDPs. The pump-
ing end components have a scheduler that let the accumu-
latedweight almost surely diverge to infinity; positively (resp.
negatively) weight-divergent ones have a scheduler where
almost surely the limsup (resp. liminf) of the accumulated
sum is infinity (resp. minus infinity); the gambling ones have
schedulers with expected mean payoff 0 and where the ac-
cumulated weight approaches both plus and minus infinity
with probability 1; while the zero end components only have 0
cycles, so the weight stays bounded with probability 1.
Definition 3.1. An infinite path ς in an MDPM is called
• pumping if lim inf
n→∞ wgt(pref (ς ,n)) = +∞,
• positively weight-divergent, or briefly weight-divergent,
if lim sup
n→∞
wgt(pref (ς ,n)) = +∞,
• negatively weight-divergent if lim inf
n→∞ wgt(pref (ς ,n)) = −∞,
• gambling if ς is positively and negatively weight-divergent,
• bounded from below if lim inf
n→∞ wgt(pref (ς ,n)) ∈ Z.
A scheduler S for M is called pumping from state s if
PrSM,s {ς ∈ IPaths : ς is pumping} = 1, i.e., almost all S-
paths from s are pumping.S is called pumping if it is pump-
ing from all states s . The MDPM itself is said to be pumping
if it has at least one pumping scheduler.M is called univer-
sally pumping if all schedulers ofM are pumping.
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The notions of weight-divergent (or negatively weight-
divergent or bounded from below) schedulers and MDPs are
defined analogously. Gambling schedulers are those where
almost all paths are gambling and where the expected mean
payoff is 0. A strongly connected MDPM is called gambling
if EmaxM (MP) = 0 andM has a gambling scheduler (see Fig. 1).
Obviously, a strongly connected MDPM is pumping (uni-
versal pumping or weight-divergent or gambling, respec-
tively) from some state iffM is pumping (universal pumping
or weight-divergent or gambling, respectively).
s
tu
goal
α /0 τ /+1τ /–1 β/0
Figure 1. EC E = {(s,α), (u,τ ), (t ,τ )} is gambling in case
all distributions are uniform. The MD scheduler that always
takes (s,α) is gambling. Moreover, goal can be reached al-
most surely for any weight threshold, using the infinite-
memory scheduler that takes (s,α) if below the threshold,
and (s, β) otherwise. One can show that this cannot be
achieved with a finite-memory scheduler.
A zero end component (0-EC) is an end component E where
wgt(ξ ) = 0 for each cycle ξ in E and use the term 0-BSCC
when E contains at most one state-action pair (s,α) for each
state s in E. Thus, each 0-BSCC is a bottom strongly con-
nected component of an MD-scheduler. A cycle ξ inM is
called positive if wgt(ξ ) > 0, and negative if wgt(ξ ) < 0.
Recall characterizations of these notions forMarkov chains:
Lemma 3.2 (Folklore – see, e.g., [15]). Let C be a strongly
connected finite Markov chain.
(a) C is pumping iff EC(MP) > 0.
(b) EC(MP) = 0 iff C is a 0-BSCC or C is gambling.
(c) If EC(MP) = 0 then the following statements are equiv-
alent: (1) C is gambling, (2) C is positively weight-
divergent, (3) C is negatively weight-divergent, (4) C
has a positive cycle, (5) C has a negative cycle.
(d) If EC(MP) = 0 then the following are equivalent: (1) C
is a 0-BSCC, (2) C is bounded from below, (3) the set of
paths bounded from below has positive measure.
The goal of this section is to provide an analogous charac-
terization for strongly connected MDPs and efficient algo-
rithms to decide whether an MDP is of a given type.
This is simple for the existential and universal pumping
property, checkable in polynomial time (see Lemmas B.8
and B.9 in the appendix):
Lemma 3.3. LetM be a strongly connected MDP. Then,M is
pumping iffM has a pumping MD-scheduler iff EmaxM (MP) >
0. Likewise,M is universally pumping iff all MD-schedulers
are pumping iff EminM (MP) > 0.
The remainder of this section addresses the tasks to check
weight-divergence, the gambling property and the compu-
tation of all states belonging to a 0-EC.1 We start with an
observation on weight-divergence (see App. B.3 for a proof):
Lemma 3.4. LetM be a strongly connected MDP. IfM is
positively weight-divergent then EmaxM (MP) ⩾ 0. Conversely,
if EmaxM (MP) > 0, thenM is positively weight-divergent.
3.1 Spider Construction for Flattening 0-ECs
In this section, we present a method to eliminate a given 0-
EC from anMDP by “flattening” it, crucial for our algorithms.
This so-called spider construction preserves the state space
and all properties of interest, in particular, those that are
invariant by adding or removing path segments of weight 0.
It will be used for checking weight-divergence (Section 3.2)
and for the stochastic shortest path algorithm (Section 4).
Let M be an MDP and E a 0-BSCC of M, i.e., for each
state s in E there is a unique action αs ∈ Act(s) such that
(s,αs ) ∈ E. The spider construction forM and E works as
follows. As E is a 0-EC, all paths in E from s to some state t
in E have the same weight, sayw(s, t). Note that then each
path from t to s has weightw(t , s) = −w(s, t).
Definition 3.5. LetM be an MDP, E a 0-BSCC ofM, and
s0 a reference state in E. The spider MDP N = SpiderE,s0 (M)
(or shortly SpiderE(M)) results fromM by
(i) removing the state-action pairs (s,αs ) for all states s in E;
(ii) adding state-action pairs (s,τ ) for each state s in E with
s , s0 where PN(s,τ , s0) = 1 and wgtN(s,τ ) = w(s, s0); and
(iii) for each state s , s0 in E and action β ∈ ActM(s)\{αs },
replacing (s, β) with (s0, β) s.t. PN(s0, β,u) = PM(s, β,u) for
all states u inM and wgtN(s0, β) = w(s0, s) + wgtM(s, β).
Example 3.6. We exemplify the spider construction in Fig-
ure 2: Starting with an MDP M, we apply the spider con-
struction twice, each with reference state s0 = t . First, the
0-BSCC E = {(s,α), (t ,α), (u,α)} of M is chosen, obtain-
ing M1 = SpiderE,t (M). Then, taking the 0-BSCC F =
{(s,τ ), (t , β), (u,τ ), (v, β), (w, β)} of M1, we obtain M2 =
SpiderF,t (M1). In each step, the chosen 0-EC turns into a
sub-MDP where the reference state is the only sink. ■
To formally state the equivalence ofM and SpiderE(M),
we define the notion of E-invariant properties. Given a path
ς = t0 α0 t1 α1 . . ., let purgeE(ς) ∈ (S×Z)ω∪(S×Z)∗×S be ob-
tained from ς by (1) replacing each fragment ti αi . . . α j tj+1
of ς such that (a) either i = 0 or (ti−1,αi−1) < E, (b) (tj ,α j ) <
E, and (c) (tℓ,αℓ) ∈ E for ℓ = i, i+1, . . . , j−1 with ti w tj+1
where w = w(ti , tj ) + wgt(tj ,α j ) and (2) replacing each ac-
tion αi in the resulting sequence with wgt(ti ,αi ). A property
φ is called E-invariant if for all maximal paths ς we have:
(I1) if ς has an infinite suffix of state-action pairs in E, then
1We focus here on results for (positive) weight-divergence. The negative
case can be obtained analogously by multiplying all weights with −1.
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γ /+4
β /-3
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F
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r
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τ /+1
τ /0
β /+2
β /-2
γ /+4
β /-3
s t w
r
u v
τ /+1
τ /0
γ /+4
τ /-2
τ /-2
M2 :
Figure 2. Illustration of the spider construction:M1 = SpiderE,t (M) andM2 = SpiderF,t (M1).
ς ̸ |= φ and (I2) if ς |= φ and ς ′ is a maximal path with
purgeE(ς) = purgeE(ς ′) then ς ′ |= φ. Weight-divergence and
the pumping property are E-invariant properties, and so are
properties of the form ^(t ∧ (wgt ▷◁ K)) where t is a trap, ▷◁
a comparison operator (e.g., = or ⩾) and K ∈ Z.
Lemma 3.7. The spider construction generates an MDP
SpiderE(M) that satisfies the following properties:
(S1) M and SpiderE(M) have the same state space and
∥SpiderE(M)∥ = ∥M∥−1.
(S2) If E ,M andM is strongly connected then SpiderE(M)
has a single MEC that is reachable from all states.
(S3) M and SpiderE(M) are equivalent for E-invariant prop-
erties in the following sense:
(S3.1) For each scheduler T for SpiderE(M) there is a
schedulerS forM with PrSM,s (φ) = PrTSpiderE (M),s (φ)
for all states s and all E-invariant properties φ. If T
is MD, thenS can be chosen MD.
(S3.2) For each schedulerS forM there exists a sched-
uler T for SpiderE(M) such that
PrSM,s (φ) ⩽ PrTSpiderE (M),s (φ) ⩽ Pr
S
M,s (φ) + pSs
for all states s and all E-invariant properties φ. Here,
pSs = PrSM,s {ς ∈ IPaths : lim(ς) = E}.
(S4) Suppose that E is contained in an MEC G of M with
EmaxG (MP) = 0. Then for each state s with s < E: s
belongs to a 0-EC of M iff s belongs to a 0-EC of
SpiderE(M). Likewise, for each state-action pair (s,α)
of M: (s,α) belongs to a 0-EC of M iff (s,α) ∈ E or
(s0,α) belongs to a 0-EC of SpiderE(M).
The proof is given in Appendix B.5.1. The main property
of the spider construction is that it eliminates the given 0-
BSCC while maintaining all other 0-EC, as stated in (S4).
(S3) states an equivalence betweenM and SpiderE(M)with
respect to E-invariant properties. While any scheduler for
SpiderE(M) can be transformed to an equivalent scheduler
for M (case (S3.1)), the converse direction (case (S3.2)) is
more involved and requires restrictions, which are, however,
sufficient for our applications.
As a consequence of the equivalence stated in (S3) we
obtain that weight-divergent and pumping end components
are preserved by the spider construction:
Corollary 3.8. If M is strongly connected and E is a 0-
BSCC of M then M is weight-divergent (resp. pumping) iff
SpiderE(M) is weight-divergent (resp. pumping).
3.2 Checking Weight-Divergence
We present an algorithm to check the weight-divergence of
an end component (see Algorithm 1). Such end components
will be useful, e.g., when solving weight-bounded reacha-
bility problems that require the accumulated weight to be
above a threshold. Given a strongly connected MDPM we
Algorithm 1:Wgtdiv(·)
input : strongly connected MDPM
output : “yes” ifM is weight divergent and “no” otherwise
1 Compute e := EmaxM (MP) andS with ESM (MP) = e
2 if e < 0 then return “no”
3 if e > 0 orS has a gambling BSCC then return “yes”
4 Pick a 0-BSCC E ofS
5 if M = E then return “no”
6 Compute the MEC F of SpiderE (M) that is reachable from all
states and returnWgtdiv(F )
first compute EmaxM (MP) and an MD-schedulerS maximizing
the expected mean payoff. If EmaxM (MP) > 0 thenM is pump-
ing (Lemma 3.3) and therefore positively weight-divergent.
If EmaxM (MP) < 0 then all schedulers for M are negatively
weight-divergent (Lemma 3.3 with weights multiplied by
−1), and hence, M is not positively weight-divergent. If
EmaxM (MP) = 0 andS has a gambling BSCC thenM is gam-
bling and therefore positively weight-divergent. Otherwise,
each BSCC of the Markov chain induced byS is a 0-BSCC
(Lemma 3.2) and we pick such a 0-BSCC E of S. In case
M = E thenM is a 0-EC, hence not weight-divergent, and
the algorithm terminates. If M , E, we apply the spider
construction to generate the MDP SpiderE(M) that contains
a unique maximal end component F ((S2) in Lemma 3.7).
Repeating the procedure recursively on F etc. thus gen-
erates a sequence of MDPs M0 = M, M1, . . . ,Mℓ with
Mi+1 = SpiderEi (Mi ) for some 0-BSCC Ei ofMi . AllMi ’s
have the same state space and the number of state-action
pairs is strictly decreasing, i.e., we have ∥M0∥ > ∥M1∥ >
. . . > ∥Mℓ ∥ by property (S1) in Lemma 3.7. Moreover,Mi is
weight-divergent iffM is weight-divergent (Corollary 3.8).
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As each iteration takes polynomial time and the size of
each Mi is polynomially bounded by the size of M (see
Lemma B.27), the algorithm runs in polynomial time. Using
an inductive argument and Lemma 3.7 (see Appendix B.5.3),
we obtain:
Theorem 3.9. The algorithm for checking weight-divergence
of a strongly connected MDPM runs in polynomial time. If
M is weight-divergent then it either finds a pumping or a
gambling MD-scheduler. IfM is not weight-divergent, then it
generates an MDP N without 0-ECs on the same state space
asM, and is equivalent toM w.r.t. all properties that are E-
invariant for all 0-ECs E ofM in the sense of (S3) in Lemma 3.7.
Observe the following consequence of this theorem:
Corollary 3.10. Let M be a strongly connected MDP with
EmaxM (MP) = 0. Then,M is weight-divergent iffM is gambling
iffM has a gambling MD-scheduler.
However, an MDP can have gambling schedulers, but
no gambling MD-scheduler: Consider the MDP with state-
action pairs (s,α), (s, β), where P(s,α , s) = 1, P(s, β , s) = 1,
wgt(s,α) = −wgt(s, β) = 1. Then, EmaxM (MP) = +∞ and there
is no gambling MD-scheduler, while the randomized memo-
ryless schedulerS withS(s)(α) =S(s)(β) = 12 is gambling.
Given a strongly connected MDPM with EmaxM (MP) = 0,M is gambling iff M is weight-divergent. Thus, the gam-
bling property for strongly connected MDPs with maximal
expected mean payoff 0 can be checked in polynomial time
using Theorem 3.9, which yields part (a) of the next theorem.
For the remaining part of the proof, see Appendix B.7.
Theorem 3.11. Given a strongly connected MDPM, the ex-
istence of a gambling MD-scheduler is (a) decidable in polyno-
mial time if EmaxM (MP) = 0, and (b) NP-complete in general.
One can compute an MD-scheduler in polynomial time
that maximizes the probability of weight-divergence. In fact,
one can compute weight-divergent MECs (and correspond-
ingweight-divergentMD-schedulers) andmaximize the prob-
ability of reaching one of these components. Likewise, the
minimal probability of weight-divergence equals the maxi-
mal probability to reach the set V of states of all trap states
and all states belonging to anMECE where eitherEminE (MP) <
0 or EminE (MP) = 0 and E has a 0-EC. Theorem 3.12 be-
low shows that set V is computable in polynomial time.
This yields a polynomial-time algorithm for finding an MD-
scheduler minimizing the weight-divergence probability.
Previouswork established the polynomial-time computabil-
ity of maximal weight-divergence probabilities in special
cases. In fact, [5, Theorem 3.1] presents an algorithm to
compute an MD-scheduler maximizing the probability for
weight-divergent paths in a given MDP where the weights
belong to {−1, 0, 1}. Thus, [5] yields a pseudo-polynomial
time bound for deciding weight-divergence or computing
the maximal weight-divergence probabilities in MDPs with
integer weights. Theorem 3.9 and the previous paragraph
improve this result by establishing a polynomial time bound.
Moreover, our algorithm is different; while [5] uses trans-
formations to incorporate accumulated weights in the state
space (up to some threshold), our algorithm uses the spider
construction and maintains the state space.
3.3 Reasoning about 0-ECs
We are now interested in checking the existence of 0-ECs and
computing all state-action pairs inside some 0-EC, useful,
e.g., to deal with weight-bounded constraints (see Section 5).
In MDPs without weight-divergent end components, the
weight-divergence algorithm can be used to determine all
state-action pairs belonging to a 0-EC in polynomial time.
However, this does not work in general as the algorithm
stops as soon as a weight-divergent end component is found.
To check whether a given strongly connected MDP M
with EmaxM (MP) = 0 contains a 0-EC, we use an iterative
approach: we apply standard algorithms to compute an MD-
schedulerS with a single BSCC B maximizing the expected
mean payoff (in particular, EB(MP) = 0) and checks whetherB is a 0-BSCC. If yes, B is a 0-EC of M. Otherwise, B is
gambling (see Lemma 3.2). In this case, we give a transforma-
tion that modifies the transition probabilities in B to obtain
an MDP M ′ with the same structure as M (in particular,
with the same 0-ECs) such thatM ′ has fewer gambling MD-
schedulers thanM. Thus, if EmaxM′ (MP) < 0 thenM has no
0-EC. Otherwise, we repeat the procedure onM ′.
This transformation is crucial in several results that follow.
Detailed construction and the proof of the following theorem
are given in Appendix Sections B.4.3 and B.4.4.
Theorem 3.12. Given a strongly connected MDPM, the exis-
tence of 0-ECs is (a) decidable in polynomial time if EmaxM (MP) =
0, and (b) NP-complete in the general case.
Combining the above decision algorithm and the iterative
elimination of 0-ECs, we can also compute the set of all 0-ECs
in polynomial time. An important notion in our algorithms is
the recurrence value defined as follows. For a state s of a 0-EC
in a strongly connected MDPM with EmaxM (MP) = 0, rec(s)
is the maximal integer K s.t. PrSM,s
(
□(wgt ⩾ K) ∧ □^s ) = 1
for someS that only uses actions belonging to some 0-EC.
In fact, to ensure that the accumulated weight stays above 0,
it does not suffice to enter a 0-EC with nonnegative weight,
as 0-ECs can contain state-action pairs with negative weight.
Lemma 3.13. IfM is strongly connected and EmaxM (MP) = 0
then the set ZeroEC consisting of all states s that belong to
some 0-EC, as well as the recurrence values rec(s) for the states
s ∈ ZeroEC are computable in polynomial time.
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3.4 Universal Negative Weight-Divergence and
Boundedness
We now show how to determine end components that are
bounded from below and those that are universally nega-
tively weight-divergent. Part (a) of the following theorem
(seeAppendix B.6) is theMDP-analogue of part (d) of Lemma 3.2.
Theorem 3.14. Let M be a strongly connected MDP with
EmaxM (MP) = 0. Then, (a) M contains a 0-EC iff M has a
scheduler where the measure of infinite paths that are bounded
from below is positive iffM has a scheduler that is bounded
from below; (b) M has no 0-EC iff each scheduler for M is
negatively weight-divergent.
Given a strongly connected MDPM, universal (positive)
weight-divergence ofM can be checked in polynomial time.
In fact, if EminE (MP) > 0, then M is universally weight-
divergent, and if EminE (MP) < 0, it is not. If EmaxM (MP) = 0,
we use Theorem 3.14 (by multiplying the weights by −1) and
check the nonexistence of 0-ECs by Theorem 3.12. We get:
Corollary 3.15. Universal (positive) weight-divergence of an
MDP can be checked in polynomial time.
Remark 3.16. The set of states s of an arbitrary MDPM
that belongs to an end component bounded from below can
be computed in polynomial time as follows. We first deter-
mine the MECs of M and their maximal expected mean
payoff. MECs E with EmaxE (MP) > 0 are pumping and there-
fore bounded from below. MECs E with either EmaxE (MP) < 0
or EmaxE (MP) = 0 and E has no 0-EC are universally nega-
tively weight-divergent (Theorem 3.14). Hence, none of their
states belongs to an end component that is bounded from
below. Otherwise, i.e., if EmaxE (MP) = 0 and E has 0-ECs, we
compute the maximal 0-ECs using the techniques presented
in Section 3.3 (see Lemma 3.13).
4 Stochastic Shortest Paths
We present an algorithm to solve the stochastic shortest
path problem that relies on the classification of end compo-
nents presented above. The classical shortest path problem
for MDPs is to compute the minimal expected accumulated
weight until reaching a goal state goal. Here, the infimum
is taken over all proper schedulers. These are schedulersS
that reach goal almost surely, i.e., PrSM,s (^goal) = 1 for all
states s ∈ S .
We assume, w.l.o.g., that goal is a trap, and that all states
s are reachable from an initial state sinit and can reach goal.
We write goal for the random variable that represents the
accumulated weight until reaching goal: it assigns to each
path reaching goal its accumulated weight, and is undefined
otherwise. Formally, ( goal)(ς) = wgt(ς) if ς |= ^goal and
undefined if ς ̸ |= ^goal. The stochastic shortest path problem
aims at computing theminimal expected accumulatedweight
until reaching goal:
EinfM,sinit ( goal) = infS proper ESM,sinit ( goal) .
Although for each proper scheduler this quantity is finite,
the infimum may be −∞. We describe a polynomial-time
algorithm to check whether EinfM,sinit ( goal) is finite and to
compute it, both using our classification of end components.
It is well known (see, e.g., [14]) that ifM is contracting, i.e.,
if all schedulers are proper, then EinfM,sinit ( goal) > −∞ and
one can compute EinfM,sinit ( goal) using linear-programming
techniques. To relax the assumption ofM being contracting,
Bertsekas and Tsitsiklis [4] identified conditions that guaran-
tee the finiteness of the values EinfM,sinit ( goal), the existence
of a minimizing MD-scheduler, and the computability of the
vector (EinfM,s ( goal))s ∈S as the unique solution of a linear
program (or using value and policy iteration). The assump-
tions of [4], written (BT) in the sequel, are: (i) existence of a
proper scheduler, and (ii) under each non-proper scheduler
the expected accumulated weight is +∞ from at least one
state. While these assumptions are sound, they are incom-
plete in the sense that there are MDPs where EinfM,s ( goal)
is finite for all states s , but (BT) does not hold.
Orthogonally, De Alfaro [11] showed that in MDPs where
the weights are either all nonnegative or all nonpositive, one
can decide in polynomial time whether EinfM,sinit ( goal) is
finite. Moreover, when this is the case,M can be transformed
into another MDP that has proper schedulers, satisfies (BT)
and preserves the minimal expected accumulated weight.
Using the classification of end components, we generalize
De Alfaro’s result and provide a characterization of finiteness
of the minimal expected accumulated weight.
Lemma 4.1. LetM be an MDP with a distinguished initial
state sinit and a trap state goal such that all states are reachable
from sinit and can reach goal. Then, EinfM,sinit ( goal) is finite iffM has no negatively weight-divergent end component. If so,
thenM satisfies (BT) iffM has no 0-EC.
The above lemma allows us to derive our algorithm by
first determining if EinfM,sinit ( goal) is finite, and then using
the iterative spider construction to transform M into an
equivalent new MDP satisfying BT.
More precisely, one can check in polynomial time whether
EinfM,sinit ( goal) > −∞ by applying Theorem 3.9 to the maxi-
mal end components ofM (in fact, checking negative weight-
divergence reduces to checking positive weight-divergence
after multiplication of all weights by −1). If so, by the itera-
tive spider construction to flatten 0-ECs (see Appendix B.5.2),
we obtain in polynomial time an MDP N such that N sat-
isfies condition (BT) and EinfN,s ( goal) = EinfM,s ( goal) for
each state s . To establish this result, we rely on the equiva-
lence ofM and N w.r.t. properties that are E-invariant for
each 0-EC E ((S3) in Lemma 3.7). This yields:
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Theorem 4.2. Given an arbitrary MDPM, one can compute
EinfM,sinit ( goal) in polynomial time.
Analogous results are obtained for maximal expected ac-
cumulated weights EsupM,s ( goal) by multiplying all weights
inM with −1. Details of this section are given in Appendix
C.
5 Qualitative Weight-Bounded Properties
5.1 Disjunctive Weight-Bounded Reachability
We consider properties that combine reachability objectives
with quantitative constraints on the accumulated weight
when reaching the targets.
Definition 5.1. A disjunctive weight-bounded reachability
property, DWR-property for short, is defined by a set T ⊆ S
of target states, and for each t ∈ T a weight threshold Kt ∈
Z ∪ {−∞} as φ = ∨t ∈T ^ (t ∧ (wgt ⩾ Kt )) .
Our objective is to study the following decision problems:
Given an MDPM, a state s inM and a DWR-property φ
DWR∃,=1: ∃S s.t. PrSM,s (φ) = 1?
DWR∃,>0: ∃S s.t. PrSM,s (φ) > 0?
as well as their variants DWR∀,=1 and DWR∀,>0 with uni-
versal quantification over schedulers. Let T ∗ = {t ∈ T :
Kt = −∞} denote the set of states for which no accumulated
weight constraint is specified. For corresponding optimiza-
tion problems, we assume T \T ∗ = {goal} to be a singleton,
write φK for φ with K = Kgoal , and ask to compute
K∃,=1M,s = sup {K ∈ Z | ∃S s.t. PrSM,s (φK ) = 1 },
K∃,>0M,s = sup {K ∈ Z | ∃S s.t. PrSM,s (φK ) > 0 },
and the analogous values K∀,=1M,s and K
∀,>0
M,s where the supre-
mum belongs to Z ∪ {±∞}.
Deciding DWR∃,>0 and computing K∃,>0M,s can be done us-
ing standard shortest-path algorithms in weighted graphs.
Thus, DWR∃,>0 belongs to P and the value K∃,>0M,s is com-
putable in polynomial time. See Appendix D.1.
In contrast, we do not know if DWR∀,>0 is in P, but show
that it is as hard as mean-payoff games, and is polynomially
reducible to mean-payoff Büchi games (Appendix D.2).
Theorem 5.2. The decision problem DWR∀,>0 is in NP ∩
coNP, and at least as hard as (non-stochastic) mean-payoff
games. The value K∀,>0M,s is computable in pseudo-polynomial
time.
We now give a polynomial-time algorithm for DWR∀,=1.
In the case where all states of T are traps, we show that
PrSM,s (φ) = 1 for all schedulers S iff (i) PrminM,s (^T ) = 1
and (ii) wgt(π ) ⩾ Kt for each path π from s to some state
t ∈ T \T ∗. (In particular, (ii) implies that the paths from s to
some state in T \T ∗ do not contain negative cycles.) Thus,
this case can be solved with standard MDP and shortest-path
algorithms in graphs. The general case requires an analysis of
end components. If each end component containing t ∈ T \T ∗
is weight-divergent, then the weight-constraint is useless
and we may set Kt = +∞. Otherwise we show that t can
be treated as a trap. To check whether all end components
containing t are weight-divergent we consider the MECs E
containing t and distinguish cases where EminM,E(MP) > 0 or
EminM,E(MP) = 0 and E does not have a 0-EC containing t .
Theorem 5.3. The decision problem DWR∀,=1 belongs to P
and the value K∀,=1M,s is computable in polynomial time.
The remaining caseDWR∃,=1 is perhaps the most interest-
ing case; it is also our main and most technical result. First,
we observe that infinite memory can be necessary.
Example 5.4. LetM be the MDP depicted left in Figure 3.
M :
E
F
s
t
goal
u v
w
β /+1 α /0
γ /-1
α /-1
α /+1
β /0 γ /-1
N :
Ein Eout
t
goal
Fin Fout
w
τ /+6 α /0
γ /-1
τ /+6 β /0 γ /-1
Figure 3. Resolution of DWR∃,=1 on an example.
Consider the weight-bounded reachability property φK =
^(goal∧(wgt ⩾ K)). Given K ∈ Z, a schedulerSK ensuring
PrSKM,s (φK ) = 1 acts as follows: for a finite path π ending in
state s with accumulated weight k ,SK schedules K−k times
action β , followed by α . Thus, allSK -paths from s ending
in state t or goal have weight at least K and K∃,=1M,s = +∞.
However, for every finite-memory schedulerS, there is no
K ∈ Z with PrSM,s (φK ) = 1. ■
Theorem5.5. The decision problemDWR∃,=1 is in NP∩coNP,
and at least as hard as (non-stochastic) mean-payoff games.
The value K∃,=1M,s is computable in pseudo-polynomial time.
Proof sketch. We sketch the proof for the upper bound. The
general case easily reduces to the same problem for T \T ∗ =
{goal} is a singleton; so we make this assumption.
First, in the casewhereM has no positivelyweight-divergent
end components, we give a polynomial-time reduction to
mean payoff games which can be solved in NP ∩ coNP.
For the general case, let us write E1, . . . ,Ek for the maxi-
mal positively weight-divergent end components ofM. They
can be computed by first determining the MECs and check-
ing weight-divergence for each of them by Theorem 3.9. We
then show that there exists Ki ∈ {+∞,−∞} such that for
all states s in Ei we have K∃,=1M,s = Ki . This observation fol-
lows from the fact that any scheduler can be modified to
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have a first phase where the weight is increased by a desired
constant inside a weight-divergent end component.
We compute the set GoodEC = {Ei : Ki = +∞} using the
greatest fixed point of a monotonic operator Ω : 2E → 2E
where E = {E1, . . . ,Ek } using the techniques for MDPs
without positively weight-divergent end components. To
define this operator Ω, we switch fromM to a new MDP
N obtained from M by replacing each E ∈ E with two
fresh states Ein and Eout . The actions enabled in Eout serve to
mimicM’s state-action pairs (s,α)where s is a state of E and
PM(s,α , s ′) > 0 for at least one state s ′ outside E. A single
action τ is enabled in Ein with PN(Ein,τ , Eout) = 1 whose
weight is chosen large enough to ensure that Ein and Eout do
not belong to a negative simple cycle. The construction is
illustrated in Fig. 3. N has no positively weight-divergent
end components by construction. However, the values in N
can be used as lower bounds of those inM. In particular, we
may have K∃,=1N,r = −∞ and K∃,=1M,r ′ = +∞ where r and r ′ are
corresponding states inM and N (e.g., state s in Fig. 3 has
value +∞ inM but Eout has value −∞ in N ).
Despite this, we can identify end components in GoodEC,
i.e., with value +∞, using N via a fixed-point computation.
Namely, we define the operator Ω that assigns to eachX ⊆ E
the set of end components E ∈ E for which there is K ∈ Z
with PrmaxN,Eout
(
φK [X ]
)
= 1 where
φK [X ] = ^
(
T ∗ ∪ {Ein : E ∈ X }
) ∨ ^ (goal ∧ (wgt ⩾ K)) .
Intuitively, these are states from which almost surely we
either satisfy φ, or reach another weight-divergent end com-
ponent that allows to increase the weight and start again.
This fixed-point computation applied to N in Fig. 3 yields,
e.g., X0 = {E,F },Ω(X0) = {E},Ω(Ω(X0)) = {E}. In fact,
from E one can either immediately reach goal or go back
to E; while from F there is no bound on the accumulated
weight towards reaching goal.
The above computation yields the values of the states
of weight-divergent end components; in fact, we show that
K∃,=1M,s = +∞ iff PrmaxM,s (^(T ∗∪GoodEC)) = 1. For other states,
we show that the maximalK such that PrmaxN,s (ϕK [GoodEC]) =
1 corresponds to K∃,=1M,s ′ where s and s
′ are corresponding
states. Here, ϕK [GoodEC] is an instance of DWR∃,=1and N
has no weight-divergent end components, so we can use the
NP∩ coNP algorithm described at the beginning. Details are
given in Appendix D.4. □
5.2 Weight-Bounded Repeated Reachability
Beyond weight-bounded reachability, we address a Büchi
weight condition in conjunction with a standard Büchi con-
dition. Given an MDPM without traps, a set F ∪{s} of states
inM and K ∈ Z, we consider the problems
WB∃,=1: ∃S s.t. PrSM,s (□^(wgt ⩾ K) ∧ □^F ) = 1?
WB∃,>0: ∃S s.t. PrSM,s (□^(wgt ⩾ K) ∧ □^F ) > 0?
and the corresponding problemsWB∀,=1 andWB∀,>0 with
universal quantification over schedulers. The two existential
problems are polynomially reducible to the respective ex-
istential DWR problems, maintaining the same complexity
classes. The universal problems can be solved using tech-
niques to treat existential problems for coBüchi weight con-
straints, which again are polynomially reducible toDWR∃,>0
and DWR∃,=1, respectively. For details see Appendix D.5.
Theorem 5.6. WB∃,>0 and WB∀,=1 are decidable in polyno-
mial time.WB∃,=1 andWB∀,>0 are in NP∩ coNP, decidable in
pseudo-polynomial time, and at least as hard as mean-payoff
games.
The proof of Theorem 5.6 heavily uses the concepts of
Section 3. Let us briefly describe the reduction of WB∃,=1
andWB∃,>0 to DWR∃,=1 and DWR∃,>0 for some DWR for-
mula φ =
∨
t ∈T ^
(
t ∧ (wgt ⩾ Kt )
)
. We define T ∗ as the set
of all states in maximal weight-divergent end components
containing at least one state in F andT \T ∗ as the set of states
belonging to a maximal 0-ECZ of a maximal end component
E with EmaxE (MP) = 0 andZ∩F , ∅. Note that both T ∗ and
T \T ∗ are computable in polynomial time (due to Theorem 3.9
and Lemma 3.13). For the states inT \T ∗, we let Kt=K , where
K is taken from the input ofWB∃,=1 orWB∃,>0.
To solve problemWB∀,=1 we rely on the observation that
WB∀,=1 holds iff (i) PrminM,s (□^F ) = 1 and (ii) there is no
scheduler S with PrSM−,s
(
^□(wgt ⩾ L)) > 0 where M−
results fromM by multiplying all weights with −1 and L =
−(K−1). While (i) can be checked in polynomial time, (ii)
is equivalent to the complement of DWR∃,>0 for M− and∨
t ∈T ^
(
t ∧ (wgt ⩾ Kt )
)
where T ∗ denotes the set of states
belonging to a pumping end component of M− and T \T ∗
is the set of states belonging to the set ZeroEC and Kt =
L−rec(t). Here ZeroEC is the set of states that belong to a
maximal 0-EC Z of a maximal end component E ofM or
M− with EmaxE (MP) = 0 and moreover, rec(t) refers to this
maximal end component E.
For problemWB∀,=1 we transformM− into a new MDP
N such that WB∀,=1 holds forM iff there is no scheduler
for N where the coBüchi weight constraint ^□(wgt ⩾ L)
holds almost surely, which can be checked applying the
algorithm for DWR∃,=1 for N and the same DWR property
as for DWR∀,>0. Here L is as above and N arises fromM−
by identifying all states that belong to an end component
not containing an F -state and replacing their enabled actions
with a self-loop of weight 0.
The optimization problems of WB∃,=1 and WB∀,>0 are
computable in pseudo-polynomial time, and optimal weight
bounds forWB∃,>0 andWB∀,=1in polynomial time.
5.3 Discussion on Related Work
To the best of our knowledge, problems DWR∃,=1, DWR∀,>0
and DWR∀,=1 or the variants for Büchi weight constraints
have not been studied before for general integer-weighted
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MDPs. Qualitative weight-bounded reachability properties
in MDPs with only nonnegative weights are decidable in
polynomial time [18]. This result relies on the monotonicity
of accumulated weights along all paths. The lack of mono-
tonicity in the general case rules out analogous algorithms.
For Markov chains, qualitative weight-bounded reach-
ability properties can be treated in polynomial time [15].
This result uses expected mean payoff in BSCCs, variants of
shortest-path algorithms and the continued-fraction method.
In MDPs, however, optimal schedulers might need infinite
memory (see Example 5.4) so these algorithms cannot be
adapted. In fact, our algorithms crucially rely on the classifi-
cation of end components.
Let us point out the similarities and differences between
the problemswe considered and the ones for energyMDPs [8,
16]. Rephrased for our notations, the energy-MDP problem
is to check whether PrmaxM,s
(
□(wgt ⩾ K) ∧ ϕ) = 1 where φ is
a parity condition and K ∈ Z. This problem is in NP ∩ coNP
and at least as hard as two-player mean-payoff games, even
if ϕ = true. The complement of the energy-MDP problem
asks whether PrminM,s
(
^(wgt < K) ∨ ¬ϕ) > 0, which cor-
responds to PrminM,s
(
^(wgt ⩾ K) ∨ ¬ϕ) > 0 when switch-
ing from wgt to −wgt and from K to −(K−1). However, al-
though in the spirit of this problem, DWR∀,>0 asks whether
PrminM,s
(
^(goal ∧ (wgt ⩾ K))) > 0, in the case T ∗ = ∅
and T \ T ∗ = {goal}. Given the similarities of these ques-
tions, and our decision procedure that reduces DWR∀,>0 to
mean-payoff Büchi games, it is no surprise that the problem
DWR∀,>0 is at least as hard as mean-payoff games.
Nevertheless, the instances DWR∃,=1 and DWR∀,=1 are of
different nature than energy-MDPs. These can rather be seen
as variants of the termination problem for one-counter MDPs
[5, 12]. One-counter MDPs have their weights in {−1, 0,+1},
while we allow arbitrary weights. Moreover, a one-counter
MDPs halts whenever the counter reaches 0, but there is
no lower bound on the accumulated weight in our setting.
Following [5], we refer to these one-counter MDPs as one-
counter MDP with boundary and to MDPs in our setting with
weights in {−1, 0,+1} as boundaryless one-counter MDPs.
We commented on [5] in the paragraph following The-
orem 3.11. For one-counter MDPs M with boundary, [5]
also provides an exponential-time algorithm for checking
Prmax
M,s
( ∨
t ∈T ^(t ∧ (wgt = 0))
)
= 1 and shows PSPACE-
hardness. This contrasts with our NP ∩ coNP upper bound
for DWR∃,=1 with arbitrary integer weights (Theorem 5.5).
Besides the differences “boundary vs boundaryless” and “in-
teger vs unit weights”, we consider objectives imposing lower
bounds on the accumulated weights. Considering ^(t ∧
(wgt = Kt ))would raise the complexity in our setting at least
to EXPTIME-hardness, by [13] which shows that for MDPs
M with non-negative integer weights and PrminM,s (^goal) = 1,
checking whether PrmaxM,s (^(goal ∧ (wgt = K))) = 1 for some
given K ∈ N is EXPTIME-complete.
Nondeterministic and probabilistic models for vector ad-
dition systems (VASS-MDPs) can be seen as boundary MDPs
with multiple weight functions. Decidable results on VASS-
MDPs include the existence of a scheduler that almost surely
ensures some property expressible in µ-calculus (with no
constraint on the accumulated weights) [1]. The decision
algorithms rely on the termination of fixed-point compu-
tations thanks to well-quasi orderings, thus yielding much
higher complexity than our techniques.
6 Conclusion
We provided a classification of end components according to
their behaviors with respect to the accumulated weight. This
allowed us to solve the general stochastic shortest path prob-
lem and to derive algorithms for weight-bounded properties.
We believe our classification helps better understanding the
accumulated weights in MDPs, and can be helpful for other
problems and perhaps simplify existing results.
An interesting future work is to address analogous ques-
tions for quantitative probability thresholds. This appears
to be challenging as the probabilities for weight-bounded
properties can be irrational, even in Markov chains [5, 12].
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A Additional Notations
Notations for paths (concatenation, length, fragments). Given a finite path π ′ = s0α0 . . . αnsn and a (finite or infinite)
path π = t0β0t1β1 . . . with sn = tm then π ′;π denotes the path s0α0 . . . αnsnβ0t1β1 . . .. The length of a path π , denoted |π |, is
defined as the number of state-action pairs in π , i.e., if π ′ is a finite path as above then |π ′ | = n, while |π | = ∞ for each infinite
path. If π is a path as above and i,n ∈ N with i ⩽ n ⩽ |π | then π [n] denotes tn (the (n + 1)-st state of π ) and π [i . . .n] the finite
path ti βi ti+1 βi+1 . . . βn−1 tn . Thus, π [0 . . .n] = pref (π ,n), π [n . . .n] = π [n] and first(π ) = π [0]. Similarly, last(π ) = π [n] if
n = |π | is finite.
Residual schedulers. LetS be a scheduler and π a finite path. The residual schedulerS↑π is defined by (S↑π )(π ′) =S(π ;π ′)
if first(π ′) = last(π ), and (S↑π )(π ′) =S(π ′) otherwise.
Finite-memory scheduler. A finite memory scheduler can defined as follows. Given a finite set M of memory elements,
Su (s,m) = m′ is an update function that determines the new memory element given current state s and current memory
elementm; andSn(s,m) = α determines the action to be played at state s and if the memory containsm.
Markov chain. A Markov chain is an MDPM = (S,Act, P ,wgt) where Act is a singleton. We occasionally use the notation
C = (S, P ′,wgt ′) forM, where P ′ : S × S → [0, 1] and wgt ′ : S → Z are defined as P and wgt but omitting the uniquely defined
action.
Limit of infinite paths. The limit of an infinite path ς , denoted lim(ς), is the set of state-action pairs that occur infintely
often in ς . If E is an end component then we often write LimitE for {ς ∈ IPaths : lim(ς) = E}. At various places, we rely on
De Alfaro’s result [10] stating that for each schedulerS, the limit of almost all infiniteS-paths is an end component. Formally,
for each schedulerS and each state s , we have PrSM,s
( ⋃
E LimitE
)
= 1 when E ranges over all (possibly nonmaximal) end
components.
Probabilities. Recall that we use the notation PrmaxM,s (φ)when there exists a schedulerS forM such that PrSM,s (φ) = Pr
sup
M,s (φ).
If π is a finite path starting in s andS a scheduler then PrSM,s (π ) is used as a shortform notation for PrSM,s
(
Cyl(π )) where
Cyl(π ) denotes the cylinder set of π , i.e., the set of all maximal paths ς where π is a prefix of ς .
Properties. LetM be an MDP with state space S . Define ΛM = (S × Z)ω ∪ (S × Z)∗ × S . The set ΛM is equipped with the
(standard) sigma-algebra generated by the cylinder sets of the finite sequences in (S ×Z)∗. A property is a measurable subset of
ΛM . Of course, each path t0 α0 t1 α1 . . . inM naturally induces such a sequence in ΛM by replacing αi with wgt(ti ,αi ). Denote
the function mapping every t0 α0 t1 α1 . . . to t0 wgt(t0,α0) t1 wgt(t1,α1) . . . by f . Hence, for each schedulerS and each state
s the probability measure PrSM,s on induces a probability measure Pr
S
M,s, ♯ on ΛM . Formally, for every property φ we have
PrSM,s, ♯(φ) = PrSM,s
({π : f (π ) ∈ φ}) . To simplify notions, we identify the two probability measures PrSM,s and PrSM,s, ♯ , i.e.,
for every property φ we write PrSM,s (φ) rather than PrSM,s, ♯(φ).
B Proofs and Complements for Section 3
B.1 Illustration of the Notions on End Components
Example B.1 (Pumping EC). LetM be the simple MDP depicted in Figure 4 consisting of the two states s and goal, probabilistic
transitions Pr(s,α , s) = 1 and Pr(s, β , goal) = 1 with weights wgt(s,α) = +1 and wgt(s, β) = −2. The pair (s,α) constitute a
maximal end component ofM that is trivially pumping.
This example also illustrates that no MD-scheduler can ensure ^(goal ∧ (wgt ⩾ 0)) almost surely. Indeed, if S is the
scheduler that takes action α twice in s and then action β to move to goal, then PrSM,s
(
^(goal ∧ (wgt ⩾ 0))) = 1 . However,
there is no MD-scheduler T satisfying PrTM,s
(
^(goal ∧ (wgt ⩾ 0))) = 1. ■
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s goal
α /+1
β/-2
Figure 4.MDP with pumping EC E = {(s,α)}.
B.2 Mean Payoff in Strongly Connected Markov Chains
Let us start by recalling some simple observations on Markov chains.
Lemma B.2 (Folkore). For each finite strongly connected Markov chain C:
(a) If EC(MP) > 0 then C is positively pumping.
(b) If EC(MP) < 0 then C is negatively pumping.
In what follows, if s ∈ S then we write “wgt until s” to denote the random variable that assigns to each infinite path ς the
accumulated weight wgt(π ) of the shortest prefix π of ς with last(π ) = s , provided that ς |= ^s . Note that “wgt until s” agrees
with the random variable s defined in the core of the paper; we use here “wgt until s” instead, and also “steps until s” defined
below. For the infinite paths ς with ς ̸ |= ^s , “wgt until s” is undefined. Thus, if s, t ∈ S andS is a scheduler with PrSM,t (^s) = 1
then ESt (“wgt until s”) stands for the expected accumulated weight from t until reaching s . Similarly, “steps until s” denotes the
random variable counting the number of steps until reaching state s . Thus, if PrSM,t (^s) = 1 then ESt (“steps until s”) stands
for the expected number of steps from t until reaching s with respect to schedulerS.
Lemma B.3 (Quotient representation of expected mean payoff in MCs). Let C = (S, P ,wgt) be a strongly connected Markov
chain. Then, for each state s in C we have:
EC(MP) =
wgt(s) + ∑
t ∈S
P(s, t) · EC,t (“wgt until s”)
1 +
∑
t ∈S
P(s, t) · EC,t (“steps until s”)
Proof. The statement is a consequence of the well-known fact that for (finite-state) strongly connected Markov chains, the long-
run frequencies of almost all paths converge to the steady-state probabilities. (We suppose here the definition of the steady-state
probability of state s as the Cesàro limit limn→∞ 1n+1 ·
∑n
i=0 PrC, ι (⃝is) where ι is an arbitrary initial distribution.) □
B.3 The Pumping Property in MDPs
We now provide the proofs for Lemma 3.3 and Lemma 3.4.
Lemma B.4. Each strongly connected MDPM with EmaxM (MP) > 0 has a pumping MD-scheduler.
Proof. LetS be an MD-scheduler forM that maximizes the expected mean payoff and where the induced Markov chain has a
single BSCC. Then:
lim
n→∞
1
n
wgt(pref (ς ,n)) = ESM(MP) > 0
for almost all infiniteS-paths ς . Hence,S is pumping. □
Recall that that no scheduler can exceed the maximum expected mean payoff in MDPs:
Lemma B.5 (Folklore – see, e.g., [17]). LetM be a strongly connected MDP. Then for each schedulerS and each state s
PrSM,s
{
ς ∈ IPaths : lim sup
n→∞
1
n
wgt(pref (ς ,n)) ⩽ EmaxM (MP)
}
= 1 .
By the results of de Alfaro [10], for each schedulerS, the limit of almost all infiniteS-paths is an end component. Recall
that lim(ς), the limit of an infinite path ς , is the set of state-action pairs that occur infinitely often in ς . Hence, we get (see, e.g.,
[24]):
Lemma B.6. LetM be a strongly connected MDP such that for some state s0 inM
PrmaxM,s0
{
ς ∈ IPaths : lim sup
n→∞
wgt(pref (ς ,n)) = +∞ } > 0 .
Then EmaxM (MP) ⩾ 0.
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Corollary B.7. LetM be a strongly connected MDPM. Then:
(a) If EmaxM (MP) < 0 thenM is universally negatively pumping, i.e., for each schedulerS and each state s :
PrSM,s
{
ς ∈ IPaths : lim sup
n→∞
wgt(pref (ς ,n)) = −∞} = 1
(b) If EminM (MP) > 0 thenM is universally pumping, i.e., for each schedulerS and each state s :
PrSM,s
{
ς ∈ IPaths : lim inf
n→∞ wgt(pref (ς ,n)) = +∞
}
= 1
Lemma 3.4. Let M be a strongly connected MDP. If M is positively weight-divergent then EmaxM (MP) ⩾ 0. Conversely, if
EmaxM (MP) > 0, thenM is positively weight-divergent.
Proof. Part (a) follows from Lemma B.4 as each pumping scheduler is weight-divergent. Part (b) is an immediate consequence
of Corollary B.7. □
Lemma 3.3. LetM be a strongly connected MDP. Then,M is pumping iffM has a pumping MD-scheduler iff EmaxM (MP) > 0.
Likewise,M is universally pumping iff all MD-schedulers are pumping iff EminM (MP) > 0.
For the proof, the statement of Lemma 3.3 is split into the following two Lemmas B.8 and B.9:
Lemma B.8. LetM be a strongly connected MDP. Then, the following three statements are equivalent:
(i) M is pumping.
(ii) M has a pumping MD-scheduler.
(iii) EmaxM (MP) > 0.
Proof. The implication “(ii) =⇒ (i)” is trivial, while “(iii) =⇒ (ii)” has been shown in Lemma B.4. It remains to prove the
implication “(i)=⇒ (iii)”. SupposeM is pumping and letS be a pumping scheduler. Then Corollary B.7 (a) impliesEmaxM (MP) ⩾ 0.
Let Γ denote the set of pumping paths inM, i.e.,
Γ =
{
ς ∈ IPaths : lim inf
n→∞ wgt(pref (ς ,n)) = +∞
}
.
If E is an end component then let ΓE = {ς ∈ Γ : lim(ς) = E}. For each end component E where PrSM,s0 (ΓE) > 0 for some state
s0 we have: supS′ PrS
′
M,s (ΓE) = 1, where s is an arbitrary state in E andS′ ranges over all residual schedulersS↑π ofS with
first(π ) = s0 and last(π ) = s .
We pick an end component E such that PrSM,s0 (ΓE) > 0 for some state s0 and an MD-scheduler U for E with a single BSCC
B such that EUE(MP) ⩾ 0. (Note that EmaxE (MP) ⩾ 0 by Lemma B.5.) Let s be a state of B and E = mint ∈E EUE,t (“wgt until s”).
We choose a positive integer ∆ ∈ N, p ∈]0, 1[ and a residual schedulerS′ ofS such that:
p∆ + (1−p)E > 0 and PrS′M,s
( ⃝ (^(s ∧ (wgt ⩾ ∆))) ) > p .
Let Π denote the set ofS′-paths π from s to s such that wgt(π ) ⩾ ∆. For n ∈ N, let Πn be the set of paths π ∈ Π such that
|π | ⩽ n. We pick some n ∈ N such that ∑π ∈Πn PrS′M,s (π ) > p (possible due to the choice of ∆, p, andS′).
Let T be the following scheduler operating in two modes: normal mode and recovery mode. In its normal mode, T attempts
to generate a path in Πn by mimicking S′. If it fails, i.e., if the path π that has been generated since the last switch from
recovery to normal mode is not a prefix of some path π ∈ Πn , then T switches to recovery mode where it behaves as U until
state s has been reached. As soon as s has been reached in recovery mode, T switches back to normal mode and attempts
to generate a path π ∈ Πn . If T in normal mode has generated a path π ∈ Πn then it keeps in normal mode and restarts to
attempt to generate a path in Πn .
This scheduler T is pumping and the memory requirements are finite (as Πn is finite). According to Lemma B.3 applied to
the Markov chain induced by T, we obtain:
ETM,s (MP) ⩾
p∆ + (1−p)E
c
> 0,
where c is the expected number of steps under T to return to s from s in normal mode. Hence, EmaxM (MP) > 0. □
Lemma B.9. LetM be a strongly connected MDP. Then,M is universally pumping iff EminM (MP) > 0.
15
Proof. The implication “⇐=” has been stated in Corollary B.7 (b).
To prove “=⇒”, we assume that the minimal expected mean payoff inM is nonpositive, (i.e., EminM (MP) ⩽ 0) and show that
M is not universally pumping. Pick an MD-schedulerS minimizing the expected mean payoff inM. Then, ESM(MP) ⩽ 0.
But then, the limit limn→∞ wgt(pref (ς ,n)) exists for almost all S-paths and equals ESM(MP). Hence,M is not universally
pumping. □
B.4 Properties of 0-ECs
We establish some properties of 0-ECs necessary to prove Theorems 3.12 and to establish an algorithm for computing all states
belonging to some 0-EC (Lemma 3.13).
B.4.1 Maximal 0-ECs
Let E1 and E2 be two 0-ECs. If E1 and E2 are weight-divergent, then so is E1 ∪ E2. Thus, any weight-divergent end component
is contained in a maximal end-component that is weight-divergent. The same holds for pumping end components or for
gambling end components.
s t
α /+1
α /-1
β/-1
β/+1
Figure 5. An example showing that the union of 0-ECs is not a 0-EC.
However, in general, the union of 0-ECs is not a 0-EC, and there are MDPs with maximal end components that are not a
0-EC but contain 0-ECs. This is the case of the MDPM depicted in Figure 5. The union of the 0-ECs Eα = {(s,α), (t ,α)} and
Eβ = {(s, β), (t , β)} is not a 0-EC. However, we have:
Lemma B.10 (Union of 0-ECs). LetM be a strongly connected MDP with EmaxM (MP) = 0, and let E1 and E2 be 0-ECs that have
at least one common state. Then, E1 ∪ E2 is a 0-EC too.
Proof. Let i ∈ {1, 2}. As Ei is a 0-EC, for each pair (s, t) of states in Ei there exists an integerwi (s, t) such that all paths from s
to t in Ei have weightwi (s, t). Clearly,wi (t , s) = −wi (s, t).
The union E = E1 ∪ E2 is an end component of M. Hence, EmaxE (MP) = 0. Suppose by contradiction that E is not a
0-EC. Then, there exist two states s and t in E such that w1(s, t) , w2(s, t), say w1(s, t) > w2(s, t). For i = 1, 2, letSi be an
MD-scheduler for Ei such that s and t belong to a BSCC Bi of Si . We now combine S1 and S2 to a scheduler S for E. S
alternates between two modes. Starting in mode 1,S behaves asS1 until state t is reached. It then switches to mode 2 where
S behaves asS2 until state s is reached, in which case it switches back to mode 1.
S is a finite-memory scheduler. Hence, it induces a finite Markov chain CS . We now apply Lemma B.3 to CS and obtain:
ESE(MP) =
wgt(s) + ∑
u ∈S
P(s,α ,u) · ESE,u (“wgt until s”)
1 +
∑
u ∈S
P(s,α ,u) · ESE,u (“steps until s”)
where α =S(s). By definition ofS, for each state u with P(s,α ,u) > 0:
ESE,u (“wgt until s”) = ES1E,u (“wgt until t”) + ES2E,t (“wgt until s”) = w1(s, t) + w2(t , s) = w1(s, t) − w2(s, t) > 0 .
Hence, ESE(MP) > 0, which contradicts EmaxM (MP) = 0. □
Thus, each MDP as in Lemma B.10 has finitely many maximal 0-ECs, i.e., 0-ECs E such that there is no 0-EC E ′ with E ⊆ E ′
and E , E ′. Maximal 0-ECs are non-overlapping in the sense that they do not share any state. A further consequence of the
existence of maximal 0-ECs is that whenever E1, E2 are 0-ECs that share two states s and t then the weights of all paths from s
to t in E1 and E2 are the same.
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B.4.2 Criterion for 0-BSCCs
We start by the following observation for strongly connected Markov chains.
Lemma B.11 (Criterion for 0-BSCCs). Let C be a strongly connected Markov chain with EC(MP) = 0 such that
EC,t (“wgt until s”) = EC,u (“wgt until s”) (†)
for all states s, t ,u in C with P(s, t) > 0, P(s,u) > 0. Then, wgt(ξ ) = 0 for all cycles ξ in C.
Proof. Using Lemma B.3, condition (†) together with EC(MP) = 0 implies that
EC,t (“wgt until s”) = −wgt(s) (C1)
for all states s , t ∈ C with P(s, t) > 0.
Let Post(v) = {v ′ ∈ S : P(v,v ′) > 0} denote the set of direct successors of a state v . States v1,v2 are called siblings if there is
some state v ∈ S such that v1,v2 ∈ Post(v). We now show that (†) propagates to arbitrary siblings, i.e., whenever s,v1,v2 are
states in C then:
EC,v1 (“wgt until s”) = EC,v2 (“wgt until s”) if v1,v2 are siblings . (C2)
Suppose by contradiction that s,v,v1,v2 ∈ S are states such that v1,v2 ∈ Post(v) and
EC,v1 (“wgt until s”) > EC,v2 (“wgt until s”) .
By assumption (†), we have s , v .
Let C′ be the Markov chain that has the same graph and weight structure as C, but P ′(v,v1) = P(v,v1) + δ , P ′(v,v2) =
P(v,v2) − δ for some δ with 0 < δ < min{1−P(v,v1), P(v,v2)} and P ′(·) = P(·) in all other cases. As only the probabilities of
the transitions from v are modified, we get for all states t
EC′,t (“wgt until v”) = EC,t (“wgt until v”) .
In particular, if t ∈ Post(v) then EC′,t (“wgt until v”) = −wgt(v) where we use (C1). Hence:∑
t ∈S
P ′(v, t) · EC′,t (“wgt until v”) =
∑
t ∈Post(v)
P ′(v, t) · EC,t (“wgt until v”)︸                  ︷︷                  ︸
=−wgt(v)
= −wgt(v) .
But then the quotient representation of the mean payoff in C′ applied to state v (Lemma B.3) yields EC′(MP) = 0.
We now show that for all states t ∈ S :
EC′,t (“wgt until s”) ⩾ EC,t (“wgt until s”) . (C3)
To prove (C3), we consider the function ϒ : RS → RS defined as follows. If f = (ft )t ∈S is a vector then ϒ(f ) =
(
ϒt (f )
)
t ∈S where
ϒs (f ) = 0 and for t ∈ S \{s}: ϒt (f ) = wgt(t) + ∑u ∈S P ′(t ,u) · fu . Let e = (et )t ∈S denote the vector with et = EC,t (“wgt until s”),
and e ′ = (e ′t )t ∈S the corresponding vector for C′, i.e., e ′t = EC′,t (“wgt until s”) for all states t . It is well known that:
(i) e ′ is the unique fixed point of ϒ
(ii) f ⩽ ϒ(f ) implies f ⩽ ϒ(f ) ⩽ e ′
where we use the element-wise natural order on vectors, i.e., (ft )t ∈S ⩽ (дt )t ∈S iff ft ⩽ дt for all t ∈ S . Using the assumption
ev1 > ev2 we obtain:
ϒv (e) = wgt(v) +
∑
t ∈Post(v)
P ′(v, t) · et
= wgt(v) +
∑
t∈Post(v )
t<{v1,v2 }
P(v, t) · et + (P(v1, t) + δ ) · ev1 + (P(v2, t) − δ ) · ev2
= wgt(v) +
∑
t ∈Post(v)
P(v, t) · et︸                           ︷︷                           ︸
=ev
+ δ · (ev1 − ev2 )︸      ︷︷      ︸
>0
> ev
and ϒt (e) = et for t ∈ S \ {v}. Thus, e ⩽ ϒ(e) and therefore e ⩽ e ′. This yields statement (C3).
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Moreover, the above calculation shows ev < ϒv (e). This yields ev < e ′v by statement (ii). Hence, for all states u ∈ S :
EC′,u (“wgt until s”) > EC,u (“wgt until s”) if u |= ∃((¬s)Uv) (C4)
where we use the CTL-notation ∃((¬s)Uv) to denote the existence of a finite path to v that does not traverse s . In particular,
(C4) holds for u = v . As C is strongly connected, state v is accessible from s . Let π = s0 s1 . . . sk be a shortest path from s = s0
to sk = v , where “shortest” refers to the standard length (number of transitions) rather than the accumulated weight. As s , v
we have k ⩾ 1. Moreover, k = 1 iff v = s1 ∈ Post(s). Otherwise, i.e., if k ⩾ 2, then s1 . . . sk is a path from state s1 = u ∈ Post(s)
to v that does not traverse s . In both cases, u |= ∃((¬s)Uv) for some state u ∈ Post(s). As s , v we have P ′(s, t) = P(s, t) for all
states t . By (C3) and (C4) we obtain:
wgt(s) +
∑
t ∈S
P ′(s, t) · EC′,t (“wgt until s”)
= wgt(s) +
∑
t∈Post(s )
t,u
P(s, t) · EC′,t (“wgt until s”)︸                   ︷︷                   ︸
⩾EC,t (“wgt until s”)
+ P(s,u) · EC′,u (“wgt until s”)︸                   ︷︷                   ︸
>EC,u (“wgt until s”)
> wgt(s) +
∑
t ∈S
P(s, t) · EC,t (“wgt until s”)︸                  ︷︷                  ︸
=−wgt(s)
(C1)
= 0
The quotient representation of the mean payoff (Lemma B.3) yields EC′(MP) > 0. Contradiction. This completes the proof of
statement (C2).
We now fix a state s and show by induction on the length (number of transitions) of paths ξ starting from s that
EC, last(ξ )(“wgt until s”) = −wgt(ξ ) (C5)
In the basis of induction we consider a path of length 1, i.e., ξ consists of a single transition from s to some state t ∈ Post(s).
But then wgt(ξ ) = wgt(s) and the claim follows directly from (C1). In the step of induction k =⇒ k+1, we regard a path
ξ = s0 s1 . . . sk sk+1 of length k+1 starting in s0 = s . By induction hypothesis we have:
EC,sk (“wgt until s”) = −wgt(s0 s1 . . . sk )
Recall that wgt(s0 s1 . . . sk ) = ∑k−1i=0 wgt(si ). Suppose first sk = s . Then, EC,sk (“wgt until s”) = 0 = wgt(s0 . . . sk ), in which case
wgt(ξ ) = wgt(sk ) and the claim follows directly from assumption (†). Suppose now s , sk . By (C2), we get:
EC,sk+1 (“wgt until s”) = EC,t (“wgt until s”) for all t ∈ Post(sk ).
Hence:
−
k−1∑
i=0
wgt(si ) = EC,sk (“wgt until s”)
= wgt(sk ) +
∑
t ∈Post(sk )
P(sk , t) · EC,t (“wgt until s”)︸                  ︷︷                  ︸
=EC,sk+1 (“wgt until s”)
= wgt(sk ) + EC,sk+1 (“wgt until s”) ·
∑
t ∈Post(sk )
P(sk , t)︸            ︷︷            ︸
=1
= wgt(sk ) + EC,sk+1 (“wgt until s”)
We conclude:
−wgt(ξ ) = −
k∑
i=0
wgt(si ) = EC,sk+1 (“wgt until s”)
This completes the proof of the induction step.
We finally use statement (C5) to show that C is a 0-BSCC. Let ξ be a cycle in C and s an arbitrary state on ξ . Statement (C5)
yields: −wgt(ξ ) = EC,s (“wgt until s”) = 0, which completes the proof. □
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The goal is to apply the observation above on the relation between expected mean payoff and expected accumulated weights
until reaching a target in Markov chains for checking the existence of 0-EC in strongly connected MDPs with EmaxM (MP) = 0.
We start with the following observation stating that MD-schedulers with expected mean payoff 0 maximize the expected
accumulated weight until reaching any state s of its BSCCs. Here, the maximum is taken over all MD-schedulersS where s
belongs to a BSCC ofS.2 More precisely:
Lemma B.12. LetM be a strongly connected MDP with EmaxM (MP) = 0 and letS be an MD-scheduler with ESM,s (MP) = 0 for all
states s . Furthermore, let B be a BSCC of the Markov chain induced byS and (s,α) a state-action pair in B (i.e., s is a state of B
and α =S(s)). Then:
wgt(s,α) +
∑
t ∈B
P(s,α , t) · ESM,t (“wgt until s”) = 0. (‡)
Moreover, whenever T is an MD-scheduler forM with T(s) = α where s belongs to a BSCC of the Markov chain CT induced by T,
then for all states t with P(s,α , t) > 0
ESM,t (“wgt until s”) ⩾ ETM,t (“wgt until s”) .
Proof. The first part (statement (‡)) follows directly from Lemma B.3 applied to B viewed as a strongly connected Markov
chain. For the second part, we assume that T is some MD-scheduler with T(s) = α where s belongs to a BSCC B ′ of T. Suppose
by contradiction that there is some state t with P(s,α , t) > 0 and ESM,t (“wgt until s”) < ETM,t (“wgt until s”). LetV denote the
following scheduler operating in two modes: In its first mode,V behaves asS. It switches to the second mode when entering t
via the α-transition from s . In its second mode, V behaves as T until it visits s , in which case it switches back to its first mode
where it behaves asS. Note thatV is not memoryless, but a finite-memory scheduler. Hence, the Markov chain CV induced by
V is finite as well. Lemma B.3 applied to the CV yields:
EVM,s (MP) =
wgt(s,α) + P(s,α , t) · ETE,t (“wgt until s”) +
∑
u,t
P(s,α ,u) · ESE,u (“wgt until s”)
1 + P(s,α , t) · ETE,t (“steps until s”) +
∑
u,t
P(s,α ,u) · ESE,u (“steps until s”)
.
Using ETE,t (“wgt until s”) > ESE,t (“wgt until s”) and (‡), we get for the numerator of EVM,s (MP):
wgt(s,α) + P(s,α , t) · ETE,t (“wgt until s”) +
∑
u,t
P(s,α ,u) · ESE,u (“wgt until s”)
> wgt(s,α) + P(s,α , t) · ETE,t (“wgt until s”) +
∑
u,t
P(s,α ,u) · ESE,u (“wgt until s”)
= wgt(s,α) +
∑
u ∈S
P(s,α ,u) · ESE,u (“wgt until s”) = 0
This yields EVM,s (MP) > 0, which is impossible as EVM,s (MP) ⩽ EmaxM (MP) = 0. □
B.4.3 Algorithm to Check the Existence of 0-ECs
We show that given a strongly connected MDPM with EmaxM (MP) = 0, the task to decide the existence of 0-ECs is solvable by
an algorithm that runs in time in polynomial in the size of the given MDP.
For this, we rely on the observation that the property of being a 0-EC does not depend on the precise transition probabilities,
but only on the graph structure and the weights. The idea is now to modify the transition probabilities of a state-action pair
(s,α) in a gambling BSCC ofM such that the transformed MDPM ′ has the same graph structure and weights (thus,M and
M ′ have the same 0-ECs) andM ′ enjoys the following property:
WheneverS is an MD-scheduler forM andS(s) = α such thatS is gambling inM, then ESM′,s (MP) < 0.
Thus, the gambling BSCCs ofM containing the state-action pair (s,α) are no longer gambling inM ′. Hence, the only end
components inM ′ with maximal mean payoff 0 are the 0-ECs. This then ensures that EmaxM′ (MP) = 0 if and only ifM (andM ′) have a 0-EC.
The algorithm for checking the existence of a 0-EC in a strongly connected MDPM with EmaxM (MP) = 0 proceeds as follows.
It first runs a standard polynomial-time algorithm to compute an MD-schedulerS with ESM,s (MP) = 0 for all states s . We may
2The supremum of the expectations of “wgt until s” under all schedulers is infinite if M has gambling end components that do not contain s . This is, however,
irrelevant for our purposes as we are only interested in the maximal expectation of “wgt until s” when ranging over MD-schedulers under which the long-run
frequency of s is positive.
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assume w.l.o.g. that the Markov chain CS induced byS has a single BSCC B. We then check in polynomial time whether B is
a 0-BSCC. (For this, we can rely on Lemma 3.2 and check the nonexistence of positive cycles using standard graph algorithms.)
If so, then B is a 0-EC ofM and the algorithm terminates by returning B. Otherwise, there exist states s, t ,u in B such that
P(s,α , t) > 0, P(s,α ,u) > 0 where α =S(s) and (see Lemma B.11)
ESt (“wgt until s”) > ESu (“wgt until s”) .
Let nowM ′ be the MDP resulting fromM by changing the transition probabilities for the state-action pair (s,α) as follows.
We pick a value δ > 0 such that P(s,α , t) − δ > 0 and P(s,α ,u) + δ < 1 and define:
P ′(s,α , t) = P(s,α , t) − δ , P ′(s,α ,u) = P(s,α ,u) + δ
and P ′(s,α , s ′) = P(s,α , s ′) for all other states s ′ ∈ S \ {t ,u}. The transition probabilities for all other state-action pairs as well
as the weight function remain unchanged. We then have ESM′,s ′(MP) < 0 for all states s ′ in B and ETM′,s ′(MP) ⩽ ESM,s ′(MP)
for all states s ′ and all MD-schedulers T forM ′ (see Lemma B.13 below). In particular, EmaxM′ (MP) ⩽ 0. We then call again
an algorithm to compute an MD-scheduler S′ for M ′ that maximizes the expected mean payoff. If EmaxM′ (MP) < 0 then
the algorithm terminates with the answer “no,M has no 0-EC”. Otherwise, the algorithm repeats to modify the transition
probabilities of a state-action pair (s ′,α ′) in some BSCC ofS′, and so on.
The presented algorithm terminates after at most |S | · |Act | steps as the transition probabilities of each state-action pair are
perturbed at most once (see Lemma B.13 below). The cost of iteration are dominated by the cost for computing an MD-scheduler
S maximizing the expected mean payoff and the values ESM,s ′(“wgt until s’). Thus, the time complexity is polynomial in the
size ofM.
Lemma B.13 (Soundness of the transformation). LetM be a strongly connected MDP with EmaxM (MP) = 0 and letS andM ′ be
as above, modifying the transition probabilities for (s,α). Then, for all MD-schedulers T forM (andM ′):
(a) If s belongs to a BSCC of CT and T(s) = α then ETM′,s (MP) < 0.
(b) If B is a BSCC of T such that either s does not belong to B or T(s) , α then ETM′,s ′(MP) = ETM,s ′(MP) for all states s ′ ∈ B.
In particular, we have EmaxM′ (MP) ⩽ 0.
Proof. Statement (b) is obvious, as in this case, B is not affected by the switch fromM toM ′. For the proof of statement (a)
we rely on the second part of Lemma B.12 yielding for all states s ′ with P(s,α , s ′) > 0 that
ETM′,s ′(“wgt until s”) = ETM,s ′(“wgt until s”) ⩽ ESM,s ′(“wgt until s”) .
But then:
wgt(s,α) +
∑
s ′∈S
P ′(s,α , s ′) · ETM′,s ′(“wgt until s”)
⩽ wgt(s,α) +
∑
s ′∈S\{t,u }
P(s,α , s ′) · ESM,s ′(“wgt until s”)
+ (P(s,α , t) − δ ) · ESM,t (“wgt until s”)
+ (P(s,α ,u) + δ ) · ESM,u (“wgt until s”)
= wgt(s,α) +
∑
s ′∈S
P(s,α , s ′) · ESM′,s ′(“wgt until s”)
− δ · ( ESM,t (“wgt until s”) − ESM,u (“wgt until s”) )
< wgt(s,α) +
∑
s ′∈S
P(s,α , s ′) · ESM′,s ′(“wgt until s”) = 0 .
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Here, we use statement (‡) of Lemma B.12 and the facts that δ > 0 and ESM,t (“wgt until s”) > ESM,u (“wgt until s”). Hence, by
Lemma B.3 we obtain
ETM′(MP) =
wgt(s,α) + ∑
s ′∈S
P ′(s,α , s ′) · ETM′,s ′(“wgt until s”)
1 +
∑
s ′∈S
P ′(s,α , s ′) · ETM′,s ′(“steps until s”)
< 0 .
□
B.4.4 Complexity of Checking the Existence of 0-ECs
1 2 3 . . . n−2 n−1 0
α /+a1 α /+a2 α /+a3 α /+an−3 α /+an−2 α /+an−1
β/0 β/0 β/0 β/0 β/0 β/0
α /-b
Figure 6. Reduction from subset sum for the NP-hardness of checking the existence of 0-ECs.
Theorem 3.12. Given a strongly connected MDPM, the existence of 0-ECs is (a) decidable in polynomial time if EmaxM (MP) = 0,
and (b) NP-complete in the general case.
Proof. A polynomial-time procedure for checking the existence of a 0-EC in strongly connected MDPs with EmaxM (MP) = 0 has
been presented in Section B.4.3.
We now show the NP-completeness of the general case. An NP-algorithm is obtained by nondeterministically guessing
an MD-scheduler and checking whether the induced Markov chain has a 0-BSCC. NP-hardness can be easily obtained via a
reduction from the subset sum problem: We are given a finite sequence of nonnegative integers a1, . . . an−1,b and the task is to
find a subset I of {1, . . . ,n−1} with ∑i ∈I ai = b. For this, we regard the MDPM with state space {0, 1, . . . ,n−1} illustrated
by Figure 6. Each state i ∈ {1, . . . ,n−1} has two actions α and β with wgt(i,α) = ai , wgt(i, β) = 0, as well as P(i,α , (i+1)
mod n) = P(i, β , (i+1) mod n) = 1. In state 0, only action α is enabled with wgt(0,α) = −b and P(0,α , 1) = 1. In all remaining
cases, we have P(·) = 0. Then, M is strongly connected and each subset I of {1, . . . ,n−1} induces an end component EI
consisting of the state-action pairs (0,α) and (i,α) for i ∈ I and (i, β) for i ∈ {1, . . . ,n−1} \ I . The BSCCs of MD-schedulers are
exactly the end components EI for I ⊆ {1, . . . ,n−1}. Moreover, EI is a 0-EC iff ∑i ∈I ai = b. Hence,M has a 0-EC iff there
exists a subset I of {1, . . . ,n−1} with ∑i ∈I ai = b. □
B.5 Spider Construction and Weight-Divergence Algorithm
Recall that the purpose of the spider constructionM { SpiderE(M) was to flatten a 0-BSCC E in the MDPM. For a detailed
presentation in this appendix, we recall the construction from the main paper:
As E is a 0-BSCC, for each state s in E there is a single state-action pair (s,αs ) ∈ E. Given two states s, t in E, recall that
w(s, t) denotes the weight of every path from s to t in E. The spider construction picks a reference state s0 in E. Then, the
MDP N = SpiderE,s0 (M) arises fromM by performing the following steps for each state s that appears in E:
(i) Remove the state-action pair (s,αs )
(ii) In case s , s0, add a new state-action pair (s,τ ) with PN(s,τ , s0) = 1 and wgtN(s,τ ) = w(s, s0)
(iii) In case s , s0, replace every state-action pair (s, β) ∈ M with β , αs by (s0, β). The transition probabilities and weights
of these state-action pairs are given by PN(s0, β ,u) = PM(s, β,u) for all states u and wgtN(s0, β) = w(s0, s) + wgtM(s, β)
Recall that we often write SpiderE(M) rather than SpiderE,s0 (M) when the reference state s0 is clear from the context or
irrelevant, e.g., in case the spider construction is used as a vehicle to reduce the MDP’s number of state-action pairs where
the actual structure of the arising graph is not of interest. As an example to illustrate how the choice of the reference state
influences the graph structure of the MDP, let us return to the MDP of Example 3.6. When taking state s instead of state t
as first reference state and then state u instead of t , we obtain the MDPsMs1 = SpiderE,s (M) andMu2 = SpiderE,u (Ms1) as
depicted in Figure 7. Note that by changing the reference state during an iterative application of the spider construction, chains
of τ transitions may arise.
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Figure 7. Spider constructions with s and u as reference states.
In the following, we suppose that in a preprocessing step the actions inM are renamed such that ActM(s) ∩ ActM(t) = ∅
for all states s, t inM with s , t . This technical requirement will be used in upcoming proofs and can be achieved by simply
renaming actions.
B.5.1 Properties of the Spider Construction
We now prove that the MDP SpiderE(M) enjoys the properties as stated in Lemma 3.7. The proofs for statements (S1), (S2)
will be established in Lemma B.14. Property (S4) will be shown in Lemma B.16. The equivalence ofM and SpiderE(M) as
stated in (S3) will be a consequence of Lemma B.18.
Lemma B.14 (See (S1) and (S2) in Lemma 3.7). LetM be an MDP and E a 0-BSCC ofM. Then, the spider construction generates
an MDP SpiderE,s0 (M) that satisfies the following properties:
(S1) M and SpiderE,s0 (M) have the same state space and ∥SpiderE,s0 (M)∥ = ∥M∥−1
(S2) IfM is strongly connected and E ,M then SpiderE,s0 (M) has a single maximal end component F , reachable from all
states and containing the reference state s0.
Proof. The first statement of (S1) is obvious: If m is the number of states in E then step (i) removes m state-action pairs,
while step (ii) introducesm−1 new state-action pairs. Step (iii) has no effect on the number of state-action pairs. Hence,
∥SpiderE(M)∥ = ∥M∥−1.
To prove statement (S2), we suppose thatM , E and thatM is strongly connected. Let T denote the set of states s in E
such that s , s0 and PM(u,α , s) > 0 for some state-action pair (u,α) ∈ M \ E. Let F denote the sub-MDP of SpiderE(M)
obtained by removing all state-action pairs (s,τ ) where s is a state of E that is not contained in T . Thus, the state space of F
consists of the states ofM that do not belong to E and the states in T ∪ {s0}.
Obviously, F is reachable from all states and F contains the reference state s0. We show that F is strongly connected. For
this, we prove that all states s in F with s , s0 are reachable from s0 and can reach s0.
• We first show that s0 is reachable from each state s in SpiderE(M). Let π = t0 β0 t1 β1 . . . βn−1 tn be a simple path inM
from t0 = s to tn = s0, where “simple” means that ti , tj for 0 ⩽ i < j ⩽ n. We pick the smallest index i ∈ {0, 1, . . . ,n}
such that ti belongs to E. Then, (tj , βj ) ∈ F for 0 ⩽ j < i . Hence, if ti , s0 then t0 β0 t1 β1 . . . βi−1 ti τ s0 is a path in F
from s = t0 to s0. Likewise, if ti = s0 then t0 β0 t1 β1 . . . βi−1 ti is a path in F from s = t0 to s0 = ti .
• We next show that each state s that is not contained in E is reachable from s0 in F . Let π = t0 β0 t1 β1 . . . βn−1 tn be a
simple path inM from t0 = s0 to tn = s . If none of the states t1, . . . , tn belongs to E then (ti , βi ) ∈ F for all 0 ⩽ i < n
and π is a path in F from s0 to s . Suppose now that at least one of the states t1, . . . , tn is contained in E. We pick the
largest index i ∈ {1, . . . ,n} where ti is a state of E. By assumption s = tn is not contained in E. This yields i < n. Then,
(ti , βi ) < E and therefore (s0, βi ) ∈ F due to step (iii). As the states ti+1, . . . , tn do not belong to E, we have (tj , βj ) ∈ F
for i < j < n. Thus, s0 βi ti+1 βi+1 . . . βn−1 tn is a path from s0 to s in F .
• It remains to show that each state s ∈ T is reachable from s0 in F . By definition ofT there is state-action pair (u,α) such
that PM(u,α , s) > 0 and (u,α) ∈ M \ E. If u belongs to E then (s0,α) ∈ F and hence, s0 α s is a path in F . If u does not
belong to E then s is reachable from s0 in F via a path of the form π α s where π is a path from s0 to u in F (see above).
Thus, F is an end component of SpiderE(M). As the states in E that are not contained in T do not have incoming edges
in SpiderE(M), these states are not contained in any end component of SpiderE(M). Thus, F subsumes each other end
component of SpiderE(M). This shows that F is the unique maximal end component of SpiderE(M). □
Remark B.15 (Result of the spider construction ifM is a 0-BSCC). Note that the requirementM , E in (S2) is necessary as
ifM is a 0-BSCC then SpiderM(M) is acyclic and consists of τ -transitions from all states s with s , s0 to s0.
Lemma B.16 (See (S4) in Lemma 3.7). LetM be an MDP and E a 0-BSCC ofM that is contained in a maximal end component
ofM with maximal expected mean payoff 0. Then:
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(a) For each state s that is not contained in E: s belongs to a 0-EC ofM iff s belongs to a 0-EC of SpiderE(M).
(b) For each state-action pair (s,α) ofM: (s,α) belongs to a 0-EC ofM iff (s,α) ∈ E or (s0,α) belongs to a 0-EC of SpiderE,s0 (M).
Proof. We first consider a 0-EC Z ofM. The claim is obvious for Z = E. Hence, we may suppose Z , E. We now show
that there is a 0-EC F of SpiderE(M) that contains all states in F that are not contained in E and all actions α such that
(s,α) ∈ Z \ E.
IfZ does not contain a state of E, thenZ is clearly a 0-EC of SpiderE(M). IfZ contains the reference state s0, then the set
F is a 0-EC of SpiderE(M), consisting of the state-action pairs
• (s,α) ∈ Z where s is a state not contained in E,
• (s,τ ) where s is a state of E with s , s0 and (s,αs ) ∈ Z,
• (s0,α) where s is a state of E (possibly s = s0) with α , αs and (s,α) ∈ Z.
Otherwise, i.e.,Z does not contain s0 but some state of E, thenZ ∪ E is a 0-EC ofM (see Lemma B.10) and we can apply the
argument before.
Vice versa, we show that each 0-EC F of SpiderE(M) induces a 0-ECZ ofM such thatZ contains all states of F and all
actions α ofM where (s0,α) ∈ F . If F is a 0-EC of SpiderE(M) that does not contain s0, then F is a 0-EC ofM. (We use here
the fact that the states s in E with s , s0 have a single τ -transition to s0 in SpiderE(M), but no other transition. Hence, each
end component of SpiderE(M) that contains s must also contain s0.) If F is a 0-EC of SpiderE(M) containing s0, then the set
consisting of all state-action pairs in E plus the state-action pairs (s,αs ) where s is a state in F and (s0,αs ) ∈ F is a 0-EC of
M. □
Remark B.17 (The valuesw(s, t)). Recall from Section B.4.1 that for each maximal end component G ofM with EmaxG (MP) = 0,
each 0-EC of G is contained in a maximal 0-ECs, where maximality is understood with respect to the property “being a 0-EC”.
This implies the existence of integersw(s, t) ∈ Z for all states s, t that belong to the same maximal 0-EC ofM that is contained
in some maximal end component G ofM with EmaxG (MP) = 0 such that the weight of all paths from s to t inside some 0-EC
equalsw(s, t), no matter which 0-EC is chosen.
The transformation “0-EC F of SpiderE(M){ 0-ECZ ofM” explained in the proof of Lemma B.16 preserves thew-values.
More precisely, if F is a 0-EC of SpiderE(M) thenw(s, t) is the weight of each path from s to t in F . Vice versa, ifZ is a 0-EC
ofM and s , t are states inZ thenw(s, t) is the weight of each path from s to t in SpiderE(M) that is built by τ -transitions
and actions belonging toZ. ■
We now turn to the proof of the scheduler transformations stated in (S3) of Lemma 3.7. Before doing so, let us recall the
definition of the purge-function and of E-invariant properties: Given a (finite or infinite) path ς = t0 α0 t1 α1 . . . inM, let
purgeE(ς) ∈ (S × Z)ω ∪ (S × Z)∗ × S denote the sequence arising from ς by
(1) replacing each fragment ti αi . . . α j−1 tj α j tj+1 of ς such that
• either i = 0 or (ti−1,αi−1) < E,
• (tj ,α j ) < E
• (tℓ,αℓ) ∈ E for ℓ = i, i+1, . . . , j
with ti w tj+1 wherew = w(ti , tj ) + wgt(tj ,α j ) and
(2) replacing each action αi in the resulting sequence with wgt(si ,αi ).
Note that step (1) yields a (finite or infinite) sequence t ′0 c0 t ′1 c1 . . . where the t ′0, t ′1, . . . are states and ci ∈ Act ∪ Z. Moreover,
ci ∈ Z implies t ′i ∈ E, while ci ∈ Act implies that (t ′i , ci ) is a state-action pair ofM that is not contained in E (but still t ′i ∈ E is
possible). For example, if
π = t0 β0 t1 β1 t2 γ2 t3 β3 t4 γ4 t5 γ5 t6 β6 t7
where all state-action pairs of the form (tk ,γk ) belong to E, while the state-action pairs of the form (tl , βl ) do not, then after
step (1) we obtain the sequence
t0 β0 t1 β1 t2w2 t4w4 t7
wherew2 = wgt(t2,γ2)︸      ︷︷      ︸
=w (t2,t3)
+wgt(t3, β3) andw4 = wgt(t4,γ4) + wgt(t5,γ5)︸                        ︷︷                        ︸
=w (t4,t6)
+wgt(t6, β3). This yields:
purgeE(π ) = t0w0 t1w1 t2w2 t4w4 t7
where w0 = wgt(t0, β0) and w1 = wgt(t1, β1). Note that this implies t2, t3, t4, t5, t6 to be states in E, while states t0, t1 and t7
might or might not be contained in E.
A property φ is called E-invariant if for all maximal paths ς the following conditions (I1) and (I2) hold:
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(I1) If ς has an infinite suffix consisting of state-action pairs in E then ς ̸ |= φ.
(I2) If ς |= φ and ς ′ is a maximal path with purgeE(ς) = purgeE(ς ′) then ς ′ |= φ.
Examples for E-invariant properties are (positive or negative) weight-divergence or the pumping property, and so are properties
of the form ^(t ∧ (wgt ▷◁ w)) where t is a state not contained in E, ▷◁ a comparison operator (e.g., = or ⩾), andw ∈ Z.
Recall that lim(ς) denotes the set of state-action pairs that appear infinitely often in ς . In what follows, we write LimitE to
denote the set {ς ∈ IPaths : lim(ς) = E}.
Lemma B.18 (See (S3) in Lemma 3.7). LetM and E be as before. Then:
(S3.1) For each scheduler T for SpiderE(M) there is a schedulerS forM such that PrTSpiderE (M),s (φ) = Pr
S
M,s (φ) for all states s in
M and all E-invariant properties φ. If T is an MD-scheduler thenS can be chosen as an MD-scheduler.
(S3.2) For each schedulerS forM there exists a (randomized) scheduler T for SpiderE(M) such that
PrSM,s (φ) ⩽ PrTSpiderE (M),s (φ) ⩽ Pr
S
M,s (φ) + PrSM,s (LimitE)
for all states s and all E-invariant properties φ.
Note that (S3.2) implies that PrSM,s (φ) = PrTSpiderE (M)(φ) if Pr
S
M,s (LimitE) = 0.
Proof. For statement (S3.1), we observe thatM can mimick SpiderE(M)’s τ -transitions, followed by the state-action pair (s0, β)
with β ∈ ActM(s) for some state s in E with s , s0: First, the MD-scheduler that realizes E is simulated by choosing αu for
each state u in E until state s has been reached and then taking action β in state s . Note thatw(s, s0) = −w(s0, s) and therefore
wgtSpiderE (M)(s,τ ) + wgtSpiderE (M)(s0, β) = w(s, s0) +w(s0, s) + wgtM(s, β) = wgtM(s, β) .
This yields a scheduler transformation “scheduler T for SpiderE(M){ schedulerS forM” preserving the probabilities of all
E-invariant properties. Moreover,S is MD if so is T.
The idea to provide scheduler transformations as stated in (S3.2) relies on the observation that SpiderE(M) can mimic
M’s behavior inside E, followed by a state-action pair (s, β), where s is a state in E with s , s0 and β , αs , by taking the
τ -transition from s to s0, followed by the state-action pair (s0, β).
Statement (S3.2) is obvious ifM = E in which case PrSM,s (ψ ) = 0 for all E-invariant propertiesψ . (Recall that all paths with
an infinite suffix in E violateψ ; see (I1) in the definition of E-invariance.) Suppose now thatM , E.
Let H be the MDP resulting from SpiderE,s0 (M) by adding a fresh state final, a fresh action name ι and a deterministic
transition from the reference state s0 of the spider construction to final and a deterministic self-loop at state final, both with
action label ι and weight 0. Let S ′ = S ∪ {final}. Obviously,H andM have the same traps.
We introduce a purge-function, called purgeH(·), similar to the purge-function for paths inM. Recall that the idea to define
purgeE(π ′) for a path π ′ inM was to abstract away from the behavior inside E and just representing the state where E is
entered and the action where E is left, and then replacing the action with the corresponding weight. Thus, for a path fragment
of π ′ in which E is entered via state s and left via action α ∈ Act(t) (where t is a state of E, while the state-action pair (t ,α)
does not belong to E) leading to state u, the corresponding path fragment is replaced with swu wherew = w(s, t)+wgtM(t ,α).
With the switch fromM to SpiderE,s0 (M) resp.H the corresponding behavior of such a path fragment from s to u consists
of two or one transition, namely s τ s0 α u if s , s0 or s0 α u if s = s0. The idea is now to replace these path fragments
with s w ′u where w ′ = w(s, s0) + wgtH(s0,α). Note that wgtH(s0,α) = wgtSpiderE,s0 (M)(s0,α) = wgt(s0, t) + wgtM(t ,α). As
w(s, s0) +w(s0, t) = w(s, t) we getw = w ′.
The formal definition of purgeH(π ) for the paths inH is as follows. Let π = t0α0t1α1t2α2 . . . be a (finite or infinite) path
in H . The sequence purgeH(π ) ∈ (S ′ × Z)ω ∪ (S ′ × Z)∗ × S ′ results from π as follows: First, each αi with wgtH(ti ,αi ) is
replaced, provided ti , s0 and (ti ,αi ) is a state-action pair of M. Then, each path fragment of the form ti τ ti+1 αi+1 ti+2
where ti belongs to E, ti , s0, and ti+1 is the reference state s0 of the spider construction is replaced with ti w ti+2 where
w = wgtH(ti ,τ ) + wgtH(s0,αi+1). Finally, each action αi where ti = s0 is replaced with wgtH(s0,αi ). Note that purgeH(π ) is
finite iff π is finite.
We now define the randomized scheduler U for H that mimics the given scheduler S for M as follows. Suppose π =
t0α0t1α1 . . . αn−1tn is a finite path inH where tn is not a trap and different from the auxiliary state final.
• If tn is not a state of E and (tn ,α) a state-action pair ofM (andH ) then U(π )(α) equals the conditional probability for
S to generate a path of the form π ′αu where purgeE(π ′) = purgeH(π ) and u is an arbitrary α-successor of tn under the
condition thatS indeed schedules such a path π ′. That is, if t0 = s and ΠM,s denotes the set of all finite paths π ′ with
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first(π ′) = s and purgeE(π ′) = purgeH(π ) then
U(π )(α) =
∑
π ′∈ΠM,s
∑
u ∈S
PrSM,s (π ′αu)∑
π ′∈ΠM,s
PrSM,s (π ′)
where we assume that ΠM,s contains at least oneS-path and use PrSM,s (π ′) as a short-form notation for the probability
for the cylinder set of π ′ underS.3 If there is noS-path π ′ ∈ ΠM,s then U(π ) is irrelevant for our purposes.
• Suppose now tn is a state of E, tn , s0 and either n = 0 or n ⩾ 1 and αn−1 , τ . Then, U(π )(τ ) = 1. Moreover, if α is
an action in ActH(s0) \ {ι} then U(πτs0)(α) equals the conditional probability forS to generate a path of the form π ′
with purgeE(π ′) = purgeH(πτs0αu) where u is an arbitrary α-successor of s0 inH . With the remaining probability, U
moves from s0 to final via the fresh action ι. That is, U(πτs0)(ι) = 1 −∑α U(πτs0)(α). This value equals the conditional
probability forS to generate an infinite path ς = π ′′; ς ′ where purgeE(π ′′) = purgeH(π ) and ς ′ is an infinite path in E.
In both cases, the condition is thatS generates at least one path π ′′ with purgeE(π ′′) = purgeH(π ). If no such path π ′′
exists then U(π ) is irrelevant for our purposes.
• The definition of U(π ) is analogous when last(π ) = s0 and either n = 0 or (tn−1,αn−1) is a state-action pair ofM.
Note that U(π1) = U(π2) whenever π1,π2 are finite paths with purgeE(π1) = purgeE(π2).
For simplicity, let us assume thatM has no traps, in which case all maximal paths inM (and H ) are infinite. Given an
E-invariant propertyψ forM, let purge(ψ ) denote the set of all words purgeE(ς) where ς is an infinite path inM with ς |= ψ .
(Recall that ς ̸ |= ψ for all infinite paths ς with lim(ς) = E by definition of E-invariance.) Then, purge(ψ ) ⊆ (S × Z)ω and
purge(ψ ) can be viewed as a measurable subset of (S ′×Z)ω where measurability is understood with respect to the sigma-algebra
ΣH generated by the cylinder sets spanned by the finite strings (S ′ × Z)∗ × S ′. (Recall that S ′ = S ∪ {final}.)
The probability measure PrSM,s on the maximal paths ofM induces a probability measure µSM,s on the sigma-algebra ΣH
over (S ′ × Z)ω using the embedding e : IPathsM → (S ′ × Z)ω given by:
• e(ς) = purgeE(ς) if ς contains infinitely many actions not contained in E and
• e(ς) = purgeE(π ′) 0final 0final . . . if ς = π ′; ς ′ where ς ′ is an infinite paths consisting of state-action pairs in E and
either π ′ consists of a single state or the last state-action pair of π ′ does not belong to E.
Then, µSM,s is the unique probability measure given by µ
S
M,s (Cyl(t0w0 . . .wn−1 tn)) =
∑
π ′ PrSM,s (Cyl(π ′)) where π ′ ranges
over all finite paths inM with purgeE(π ′) = t0w0 . . .wn−1 tn . Given a 0-EC-invariant property ψ , the image of the set of
infinite ς inM satisfyingψ under e equals purge(ψ ). This yields PrSM,s (ψ ) = µSM,s (purge(ψ )).
Likewise, schedulerU forH induces a probability measure µUH,s over this sigma-algebra such that PrUH,s (ψ ) = µUH,s (purge(ψ ))
for each 0-EC-invariant propertyψ .
By construction, µSM,s and µ
U
H,s agree on the cylinder sets of the finite strings in (S ′ × Z)∗ × S ′.
This can be shown by induction on the length of strings in (S ′ ×Z)∗ × S ′. In the step of induction, we consider a string of
the form t0w0 t1w1 . . .wn−1 tn wn tn+1 ∈ (S ′ ×Z)∗ × S ′. Let s = t0. Suppose for simplicity that tn is a state inM that does
not belong to E. Let A denote the set of actions α where (tn ,α) is a state-action pair inM (andH ) and wgt(tn ,α) = wn .
Let ΠM,s denote the set of finite paths π ′ inM with purgeE(π ′) = t0w0 t1w1 . . .wn−1 tn . Likewise, we write ΠH,s to
denote the set of finite paths π inH with purgeH(π ) = t0w0 t1w1 . . .wn−1 tn . By induction hypothesis we have
∑
π ∈ΠH,s
PrUH,s (π ) = µUH,s (t0w0 t1w1 . . .wn−1 tn) = µSM,s (t0w0 t1w1 . . .wn−1 tn) =
∑
π ′∈ΠM,s
PrUH,s (π ′)
3The cylinder set of a finite path π ′ denotes the set of maximal paths ς where π ′ is a prefix of ς .
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Let p denote this value and suppose p > 0. Then:
µUH,s (t0w0 t1w1 . . .wn−1 tn wn tn+1) =
∑
π ∈ΠH,s
∑
β ∈A
PrUH,s (π ) · U(π )(β) · P(tn , β , tn+1)
=
∑
π ∈ΠH,s
∑
β ∈A
PrUH,s (π ) ·
∑
π ′∈ΠM,s
∑
u ∈S
PrSM,s (π ′βu)∑
π ′∈ΠM,s
PrSM,s (π ′)
· P(tn , β , tn+1)
=
∑
π ∈ΠH,s
∑
β ∈A
PrUH,s (π ) ·
1
p
·
∑
π ′∈ΠM,s
∑
u ∈S
PrSM,s (π ′βu) · P(tn , β , tn+1)
=
1
p
·
∑
β ∈A
P(tn , β , tn+1) ·
∑
π ′∈ΠM,s
∑
u ∈S
PrSM,s (π ′βu) ·
∑
π ∈ΠH,s
PrUH,s (π )
=
∑
β ∈A
P(tn , β, tn+1) ·
∑
π ′∈ΠM,s
PrSM,s (π ′) ·S(π ′)(β) ·
∑
u ∈S
P(tn , β,u)
=
∑
π ′∈ΠM,s
∑
β ∈A
PrSM,s (π ′) ·S(π ′)(β) · P(tn , β , tn+1)
= µSM,s (t0w0 t1w1 . . .wn−1 tn wn tn+1)
The calculation for the other cases is similar.
By Caratheodory’s measure-extension theorem, PrSM,s and Pr
U
H,s agree when viewed as measures over (S ′ × Z)ω . For all
E-invariant propertiesψ it holdsψ = e−1(purgeE(ψ )) and hence, we obtain
PrSM,s (ψ ) = µSM,s (purgeE(ψ )) = µSH,s (purgeE(ψ )) = PrUH,s (ψ ) .
We finally switch from scheduler U forH to a scheduler T for SpiderE,s0 (M). For this, we pick arbitrary actions αs enabled
in state s ofM and define T by T(π )(β) = U(π )(β) for each action β , αs that is enabled in s as a state of SpiderE,s0 (M) and
T(π )(αs ) = U(π )(αs ) + U(π )(ι). We then have:
PrTSpiderE,s0 (M),s (ψ ) ⩾ Pr
U
H,s (ψ )
for all E-invariant propertiesψ . Clearly, PrUH,s (ψ ) + PrSM,s (LimitE) is an upper bound for PrTSpiderE,s0 (M),s (ψ ). □
As a consequence of Lemma B.18 we get:
Corollary B.19. For each E-invariant property φ and each state s in M, PrsupM,s (φ) = Pr
sup
SpiderE (M),s (φ). Furthermore, the
existence of a scheduler S for M with PrsupM,s (φ) = PrSM,s (φ) implies the existence of a scheduler T for SpiderE(M) with
PrsupM,s (φ) = PrTSpiderE (M),s (φ), and vice versa.
As weight-divergence and the gambling condition are E-invariant properties, we obtain that the spider construction
preserves weight-divergence and the pumping property as stated in Corollary 3.8. Moreover, we get:
Corollary B.20. SupposeM is strongly connected and EmaxM (MP) = 0. If E is a 0-BSCC ofM then either SpiderE(M) has no
maximal end component or EmaxF (MP) ⩽ 0 for the unique maximal end component F of SpiderE(M).
Proof. Suppose SpiderE(M) has end components. Let F be the unique maximal end component of SpiderE(M). But then
EmaxF (MP) ⩽ 0 as otherwise F would be pumping (see Lemma 3.3), in which caseM would be pumping (by Corollary 3.8).
This, however, is impossible (again by Lemma 3.3) as EmaxM (MP) = 0. □
When the spider construction is applied to an MDPM that is not strongly connected, then SpiderE(M) is obtained from
M by replacing F with SpiderE(F ) where F is the unique maximal end component ofM that contains the given 0-BSCC E.
Moreover, state-action pairs (s,α) ∈ M \ F with s being a state of F that is different from the reference state s0 are replaced
with (s0,α) where PSpiderE (M)(s0,α ,u) = PM(s,α ,u) for all states u and wgtSpiderE (M)(s0,α) = w(s0, s) + wgtM(s,α). Obviously,
there is no end component G of SpiderE(M) that subsumes SpiderE(F ) and G , SpiderE(F ). Note that otherwise there
would be a corresponding end component ofM that strictly subsumes F , which is impossible by the maximality of F . Hence,
by Corollary 3.8:
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Corollary B.21 (Generalization of Corollary 3.8 for possibly not strongly connected MDPs). LetM be a (possibly not strongly
connected) MDP and E a 0-BSCC ofM. Then,M has a weight-divergent (resp. pumping) end component iff SpiderE(M) has a
weight-divergent (resp. pumping) end component.
B.5.2 Iterative Application of the Spider Construction
LetM be a (possibly not strongly connected) MDP such that EmaxF (MP) ⩽ 0 for all maximal end components F ofM. The
iterative application of the spider construction generates a sequenceM0 = M,M1, . . . ,Mℓ = N of MDPs with the same
state space and where Mi+1 = SpiderEi ,s0,i (Mi ) arises from Mi by flattening some 0-BSCC Ei of Mi through the spider
construction. More precisely, Ei is a 0-BSCC contained in a maximal end component Fi ofMi where EmaxFi (MP) = 0 andMi+1
is obtained fromMi by
• replacing Fi with SpiderEi ,s0,i (Fi ) and
• replacing all state-action pairs (s,α) ∈ Mi \ Fi with (s0,i ,α), provided s is a state of Fi different from the reference
state s0,i .
The transition probabilities of the new state-action pairs (s0,i ,α) are the same as inMi , i.e., PMi (s,α ,u) = PMi+1 (s0,i ,α ,u) for
all states u, and the weight is given by wgtMi+1 (s0,i ,α) = w(s0,i , s) + wgtMi (s,α). Here,w(s, t) is the weight of some/each path
s to t inside some 0-EC of Fi (see Remark B.17).
The algorithm terminates with the final MDPMℓ if either there is no maximal end component F ofMℓ where EmaxF (MP) = 0
or for each maximal end component F ofMℓ with EmaxF (MP) = 0, the constructed MD-schedulerSF for F maximizing the
expected mean payoff has a gambling BSCC.
E0 E1
t
M:
u s
β/–1
α /+1
γ /-2
δ /+2
t
M1:
u s
τ /-1 γ /-2
δ /+2
t
M2:
u s
τ /-1 τ /-2
Figure 8. Iterative application of the spider construction.
Example B.22. The MDPs occurring within the following example are illustrated by Figure 8. LetM0 =M be the strongly
connected MDP on the left of the figure. The iterative spider construction might first detect the 0-BSCC E0 = {(t , β), (u,α)}.
It then generatesM1 = SpiderE0,u (M) shown in the center, where u is the reference state. Then, E1 = {(u,γ ), (s,δ )} is the
unique maximal end component ofM1, and E1 is even a 0-BSCC ofM1. The next iteration isM2 = SpiderE1,s (M1) shown on
the right. AsM2 does not have any end component, the iterative spider construction terminates with the MDPM2. ■
We get by Lemma 3.7 and Corollary 3.8:
Lemma B.23 (Maximal end components ofMi ). For each i ∈ {1, . . . , ℓ}:
(a) There is an injection ι that maps each maximal end component F ofMi to one of the maximal end components of the original
MDPM such that the state space of F is contained in the state space of ι(F ) and F is weight-divergent (resp. pumping) iff
ι(F ) is weight-divergent (resp. pumping).
(b) The states and actions that are contained in a 0-EC ofM are exactly the states and non-τ actions that belong to one of the
0-BSCCs of E1, . . . ,Ei−1 or are contained in a 0-EC ofMi .
As the spider construction preserves the weight-divergence and pumping property (see Corollary 3.8), Lemma B.23 yields:
Corollary B.24. IfM has no weight-divergent end component then EmaxF (MP) < 0 for all end components F of the final MDPMℓ .
By property (S2) of Lemma 3.7, the number of state-action pairs is strictly decreasing, i.e., ∥M0∥ > ∥M1∥ > . . . > ∥Mℓ ∥.
Hence, the number ℓ of recursive calls of the spider construction is bounded by ∥M∥.
Analogous to (S3) in Lemma 3.7 (see also Lemma B.18) we obtain the equivalence ofM and the MDPsM1, . . . ,Mℓ with
respect to the class of 0-EC-invariant properties. These are properties that are E-invariant for each 0-EC E ofM.
Lemma B.25 (Equivalence of M and Mi w.r.t. 0-EC-invariant properties). The original MDP M and the MDP Mi for
i ∈ {1, . . . , ℓ} are equivalent in the following sense:
(a) For each scheduler T forMi there is a schedulerS forM such that PrTMi ,s (φ) = PrSM,s (φ) for all states s inM and all
0-EC-invariant properties φ. If T is an MD-scheduler thenS can be chosen as an MD-scheduler.
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(b) For each schedulerS forM there is a scheduler T forMi such that
PrSM,s (φ) ⩽ PrTMi ,s (φ) ⩽ PrSM,s (φ) + PrSM,s
{
ς ∈ IPaths : lim(ς) ∈ {E1, . . . ,Ei−1}
}
for all states s inM and all 0-EC-invariant properties φ. In particular:
PrSM,s (φ) = PrTMi ,s (φ) if PrSM,s {ς ∈ IPaths : lim(ς) is a 0-EC} = 0.
Thus, PrsupM,s (φ) = Pr
sup
Mi ,s (φ) for each 0-EC-invariant property φ and each state s inM. Furthermore, the existence of a scheduler
S forM with PrsupM,s (φ) = PrSM,s (φ) implies the existence of a scheduler T forMi with Pr
sup
M,s (φ) = PrTM, s (φ), and vice versa.
The proof follows from Lemma B.18 using an inductive argument.
Graph structure of theMDPsMi . With the renaming of the actions – prior to the application of the spider construction – to
ensure that the action sets for each pair of distinct states are disjoint, the action label τ of transitions inMj−1 will be renamed
when constructing Mi by applying the spider construction towards Mi−1. This, however, is irrelevant for the following
arguments and we will simply refer to them as τ -transitions.
Lemma B.26 (τ -transitions in the MDPsMi ). For i ∈ {1, . . . , ℓ}:
(a) The τ -transitions are always deterministic, i.e., have a single target state that will be reached with probability 1. The weight
of a τ -transition from s to t inMi isw(s, t).
(b) Each state s has at most one τ -transition inMi , and if s has a τ -transition inMi then no other action is enabled in s as a
state ofMi .
(c) The graph built by the τ -transitions inMi is acyclic.
In particular, n is an upper bound for the total number of τ -transitions in each of the MDPsMi .
Proof. Statement (a) is clear by the spider construction. The proof for statement (b) is by induction on i . For i = 1 (basis
of induction) this is clear by the spider construction. For the step of induction i =⇒ i+1, we use the fact that if s does not
belong to the selected 0-BSCC Ei of the unique maximal end component Fi ofMi then (s,α) ∈ Mi iff (s,α) ∈ Mi+1. (Recall
thatMi+1 arises fromMi by replacing Fi with SpiderEi (Fi ) for some 0-BSCC Ei of Fi and replacing all state-action pairs(s,α) ∈ Mi \ Ei where s is a state of Fi different from the reference state s0,i with (s0,i ,α).) If s is contained in Ei , but not the
reference state s0,i of the spider construction, then the spider construction replaces all state-action pairs (s,α) ∈ Mi \ Ei with
(s0,i ,α), discards the unique state-action pair (s,α) ∈ Ei and creates a τ -transition from s to s0,i . Thus, if s belongs to Ei and
(s,τ ) ∈ Mi then (s,τ ) ∈ Ei (as s has no other actions inMi ) and (s,τ ) will be discarded. In particular, the reference state s0,i
does not get “new” τ -transitions, i.e.,
State t is a τ -successor of s0,i inMi iff t is a τ -successor of s0,i inMi+1. (*)
This yields the claim for (b).
Statement (c) follows by induction on i . The claim is obvious for i = 0. In the step of induction, we assume that the MDPs
M0, . . . ,Mi do not have any τ -cycle, i.e., a cycle built by τ -transitions. Suppose by contradiction thatMi+1 = SpiderE(Mi )
has a τ -cycle ξ = t0 τ t1 τ . . . τ tn . At least one of the states ti must be contained in the 0-BSCC Ei ofMi as otherwise ξ would
be a τ -cycle inMi . All states s in Ei that are different from the reference state s0,i have a τ -transition to s0,i inMi+1 and no
other action is enabled in s as a state ofMi+1. Hence, with some state of Ei also the reference state s0,i must be contained
in ξ . Now let s0,i = t0 without loss of generality. But then the transition from t0 = s0,i to t1 must have been generated in an
earlier application of the spider construction (see (*) above). That is, t1 = s0,i1 for some i1 < i . We repeat this argument and get
natural numbers i1, . . . , in with 0 ⩽ in < in−1 < . . . < i1 such that tm = s0,im . But then ξ is a τ -cycle inMi . Contradiction. □
Towards establishing the polynomial-time complexity of the iterative application of the spider construction, let us discuss
the sizes of the MDPsMi . Although a single applicationMi {Mi+1 of the spider construction can be done in polynomial
time depending of the size ofMi , this is not as obvious for the sequenceM0 { . . . {Ml : As the number l of applications
required depends on the inputM0, the size ofMl could be exponential in the size ofM0. Fortunately, this is not the case, as
the following lemma shows.
Lemma B.27 (Size of the MDPsMi ). Notations as before. The size ofMi is polynomially bounded by the size ofM.
Proof. Recall that the size of an MDP has been defined as the number of states plus the total sum of the logarithmic lengths of
the weights of all state-action pairs and the transition probabilities. Let S be the state space ofM (andMi ), and let n = |S |
denote the number of states inM. Furthermore, letwmax = {|wgt(s,α)| : s ∈ S,α ∈ ActM(s)}.
The state-action pairs ofMi have the form (s, β) where β is an action ofM or stand for a τ -transition. All τ -actions are
deterministic (i.e., probability 1 for a single target state and 0 for all other states). The weight of a τ -transition from s to t in
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Mi isw(s, t), which is the weight of all paths from s to t in each 0-EC containing s and t . The latter statement is a consequence
of the fact that the union of 0-ECs in MDPs with maximal expected mean payoff 0 is again a 0-EC. See Lemma B.10. Moreover,
|w(s, t)| ⩽ (n−1) ·wmax.
The total number of τ -transitions in Mi is bounded by n (see Lemma B.26). Hence, the total logarithmic length of the
weights of all τ -transitions inMi is polynomially bounded by the size of the original MDPM. Likewise, for the state-action
pairs (s, β) where β is an action ofM, say β ∈ ActM(t), the logarithmic length of the transition probabilities inMi are the
same as inM as we have PMi (s, β ,u) = PM(s, β,u). Moreover, we have wgtMi (s, β) = w(s, t) + wgtM(t , β). But then again
the total logarithmic length of the weights for these state-action pairs inMi is polynomially bounded by the size ofM. □
Lemma B.28. If α is an action ofM that does not belong to a 0-EC then α is an action of each of the MDPsMi .
Proof. By induction on i . □
As a consequence of part (b) of Lemma B.23 and Lemma B.28 we get:
Remark B.29 (Actions in the final MDP N ). Let N =Mℓ be the MDP that has been generated by the iterative application of
the spider construction to an MDPM that has no weight-divergent end component. Recall from Lemma B.26 that each state s
has at most one τ -transition in N , and if so, then no other action is enabled in s as a state of N .
The actions in N are either actions ofM that do not belong to a 0-EC ofM or τ . In more detail, this means the following.
• If s is a state that does not belong to a 0-EC ofM then (s,α) ∈ M iff (s,α) ∈ Mi with the same weight and the same
transition probabilities.
• Suppose now that s is a state that belongs to some 0-EC ofM. Then, for each state-action pair (s,α) ∈ N :
– Either α = τ , in which case PN(s,α , t) = 1 and wgt(s,α) = w(s, t) for some state t that belongs to the same maximal
0-EC as s ,
– or there is a state t that belongs to the samemaximal 0-EC E ofM and (t ,α) ∈ M. In this case, PM(t ,α ,u) = PN(s,α ,u)
for all states u and wgtN(s,α) = w(s, t) + wgtM(t ,α) and (t ,α) does not belong to any 0-EC ofM.
In particular, N does not contain any action ofM that belongs to a 0-EC ofM. ■
Lemma B.30. Let Z be a maximal 0-EC ofM and i ∈ {0, 1, . . . , ℓ}. Let Ti denote the set states t that belong to Z such that
either t = s0, j for the largest index j ∈ {0, 1, . . . , i−1} where all states of Ej are contained inZ orMi contains a state-action pair
(t ,α) where α is an action ofM. Then, for each state s inZ and each state t ∈ T there is a path π = t0 α0 t1 α1 . . . αm−1 tm from
t0 = s to t = tm inMi such that for each j ∈ {0, 1, . . . ,m−1} either α j = τ or α j is an action ofZ. Moreover, the weight of each
such path isw(s, t).
Proof. We first observe that if s is a state ofZ and α an action ofM such that (s,α) ∈ Mi \ Z then either s is the reference
state s0, j of Ej for some j < i such that s is not contained in Ej+1 ∪ . . . Ei−1 or there is some action ofZ such that (s, β) ∈ Mi .
This is a consequence of (S4) in Lemma 3.7 (see also Lemma B.16). Hence, it suffices to consider for the case whereM is a
0-EC, in which caseZ =M. The claim then follows by induction on i . The basis of induction i = 0 is trivial and the step of
induction follows from statement (S2) of Lemma B.14. □
Corollary B.31. IfM is a 0-EC then the final MDP N =Mℓ generated by the weight-divergence algorithm can be viewed as an
acyclic graph built by τ -transitions with a single trap state that is reachable from all other states.
Lemma B.32 (Properties of the final MDP). IfM =M0 is not weight-divergent then the final MDPN =Mℓ generated through
the iterative application of the spider construction enjoys the following properties:
(a) Let π be a path in N from s to t built by τ -transitions. Then, wgtN(π ) = w(s, t).
(b) For each maximal 0-ECZ ofM there is a state tZ such that:
• For each state s inZ there is a path πs from s to tZ in N built by τ -transitions. Moreover, πs is a prefix of each maximal
path ς in N with s = first(ς).
• If (s,α) is a state-action pair in N where s belongs toZ and α is an action ofM then s = tZ .
• Whenever s is a state ofZ and (s,α) a state-action pair ofM that does not belong any 0-EC then (tZ,α) is a state-action
pair of N .
(c) IfZ is a maximal 0-EC inM and N does not contain a state-action pair (t ,α) where t belongs toZ and α is an action of
M thenZ =M.
Proof. Statement (a) is clear from Lemma B.26. Statement (b) follows from Lemma B.30 and the observation that all actions in
N are either actions ofM or τ (see Remark B.29). This yields that whenever s and t belong to the same maximal 0-ECZ of
M and N contains a state-action pair (t ,α) where α is an action ofM then t is reachable from s in N via τ -transitions. As N
has no 0-EC, each maximal 0-EC ofM can contain only one such a state t . Statement (c) follows from Lemma B.28. □
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B.5.3 Soundness of the Weight-Divergence Algorithm
We are now ready to prove the soundness of the weight-divergence algorithm for a given strongly connected MDPM presented
in Section 3.2. We rephrase now Theorem 3.9 to make the connection betweenM and N obtained from the algorithm explicit
to check weight-divergence.
Theorem B.33. The algorithm for checking weight-divergence of a strongly connected MDPM runs in time polynomial in the
size ofM. IfM is weight-divergent then it either finds a pumping or gambling MD-scheduler. IfM is not weight-divergent, then
it generates a new MDP N such that
(W1) N andM have the same state space and ∥N ∥ ⩽ ∥M∥.
(W2) N has at most one maximal end component, and if so, EmaxF (MP) < 0 for the unique maximal end component F of N andF is reachable from all states in N .
(W3) N andM are equivalent with respect to the class of 0-EC-invariant properties in the sense that the statement of Lemma B.25
holds.
Proof. The weight-divergence algorithm generates a sequenceM0 =M,M1, . . . ,Mℓ = N of MDPs as stated at the beginning
of Section B.5.2. Hence, each of the Mi ’s for i < ℓ has a unique maximal end component Fi , EmaxFi (MP) = 0 and Mi+1 =
SpiderEi (Mi ) where Ei is a 0-BSCC of Fi . Then,M0, . . . ,Mℓ have the same state space and ∥Mi+1∥ = ∥Mi ∥−1. This yields
(W1) and ℓ ⩽ ∥M∥. By Lemma B.23, for each i ∈ {0, 1, . . . , ℓ} we have thatM is weight-divergent iffM is weight-divergent.
Lemma B.25 yields the equivalence ofM andMi as stated in (W3).
In case that N =Mℓ has end components, the reachability of the unique maximal end component F of N follows from the
observation that the reference state s0,i is accessible from all states inMi+1 = SpiderEi ,s0,i (Mi ) (by induction on i).
For i = 0, 1, . . . , ℓ, the weight-divergence algorithm computes EmaxFi (MP) and an MD-scheduler T maximizing the expected
mean payoff. The case EmaxFi (MP) , 0 is only possible if i = ℓ as we then have:
• If EmaxFi (MP) < 0 then all schedulers forMi are negatively pumping (Lemma B.9 with all weights multiplied by −1), and
hence,Mi andM are not positively weight-divergent. In this case, the final MDPMi enjoys the properties (W1), (W2)
and (W3).
• If EmaxFi (MP) > 0 thenM is pumping (Lemma 3.3) and therefore positively weight-divergent. In this case, T is a pumping
MD-scheduler forMi . We now can rely on the scheduler transformation presented in part (a) of Lemma B.25 to obtain a
pumping MD-schedulerS forM.
Suppose now EmaxFi (MP) = 0. If T has a gambling BSCC thenM is gambling and therefore positively weight-divergent. In this
case, we can again rely on the scheduler transformation presented in part (a) of Lemma B.25 to obtain a gambling MD-scheduler
S forM.
Otherwise, each BSCC of the Markov chain induced by T is a 0-BSCC (Lemma 3.2). In this case, i < ℓ and Ei is one of the
0-BSCCs of T. The weight-divergence algorithm generates the MDPMi+1 = SpiderEi (Mi ). If Fi = Ei then ℓ = i+1 andMi
(and thereforeM) are not weight-divergent and the final MDPMi+1 has no end components. Thus, the conditions (W1), (W2)
and (W3) are fulfilled. Suppose now that Fi , Ei . In this case, the procedure will be repeated with the MDPMi+1.
Lemma B.27 yields that the size of the MDPsMi is polynomially bounded in the size of the original MDPM. Thus, the cost
per iteration (the computation of the maximal end component Fi ofMi and its maximal expected mean payoff as well as the
new MDPMi+1 = SpiderEi (Mi )) are polynomially bounded in the size ofM. This yields a polynomial-time bound for the
weight-divergence algorithm. □
Statement (W2) in Theorem B.33 implies that if the final MDP N has end components then N is universally negatively
pumping in the sense that lim sup
n→∞
wgt(pref (ς ,n)) = −∞ holds for almost all paths ς under each scheduler for N .
B.6 Universal Negative Weight-Divergence and Boundedness
This section provides the proof for Theorem 3.14 stating that for strongly connected MDPs with maximal mean payoff 0, the
absence of 0-ECs is equivalent to the universal negative weight-divergence property:
Theorem 3.14. LetM be a strongly connected MDP with EmaxM (MP) = 0. Then, (a)M contains a 0-EC iffM has a scheduler
where the measure of infinite paths that are bounded from below is positive iffM has a scheduler that is bounded from below;
(b)M has no 0-EC iff each scheduler forM is negatively weight-divergent.
The proof for Theorem 3.14 is split in the proof of each statement (a) and (b). The essential argument for the proof is that if
M has schedulers where the set of paths that are bounded from below thenM has positive measure thenM must have a 0-EC.
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Let us first recall the definition of boundedness from below and introduce related notions. Let L,U ∈ Z ∪ {±∞} with L ⩽ U .
An infinite path ς is said to be (L,U )-bounded iff
∞∀ n ∈ N. L ⩽ wgt(pref (ς ,n)) ⩽ U
where
∞∀ means “for all, but finitely many”. Thus:
ς is (L,+∞)-bounded iff lim inf
n→∞ wgt(pref (ς ,n)) ⩾ L .
An infinite path ς is bounded from below if there is some integer L such that ς is (L,+∞)-bounded. Clearly, this is equivalent to
the requirement that lim inf
n→∞ wgt(pref (ς ,n)) ∈ Z.
SchedulerS for a strongly connected MDPM is said to be almost-surely (L,U )-bounded from state s , or briefly (L,U )-bounded
from s , if for almost all infiniteS-path ς starting in s are (L,U )-bounded. SchedulerS is said to be probably (L,U )-bounded
from state s if
PrSM,s
{
ς ∈ IPaths : ∞∀ n ∈ N. L ⩽ wgt(pref (ς ,n)) ⩽ U } > 0
We sayS is probably bounded (resp. almost-surely bounded) from s if there exist L,U ∈ Z with L ⩽ U such thatS is probably
(resp. almost-surely) (L,U )-bounded from s . Likewise,S is called probably bounded from below (resp. almost-surely bounded
from below or briefly bounded from below) from state s if there exists an integer L such thatS is probably (resp. almost-surely)
(L,+∞)-bounded from s0.
Lemma B.34. IfS is a scheduler that is probably bounded from below from some state s then there is some integer L such thatS
is probably (L,+∞)-bounded from s .
Proof. Let Π denote the set of all S-paths ς from s that are bounded from below. Likewise, for L ∈ Z, let ΠL denote the
set of allS-paths ς from s that are (L,+∞)-bounded. Then, Π = ⋃L∈Z ΠL . Hence, PrSM,s (Π) > 0 iff there exists L ∈ Z with
PrSM,s (ΠL) > 0. □
s t α /0
β/0
α /-1
Figure 9. Lemma B.34 does not hold for almost-sure boundedness
Note that the analogous statement of Lemma B.34 does not hold for almost-sure boundedness. An example is the strongly
connected MDPM depicted in Figure 9 consisting of the state-action pairs (s,α), (t ,α) and (t , β). Then, the MD-schedulerS
that choses α for states s and t is almost-surely bounded from below, but there is no integer L such thatM has an almost-surely
(L,+∞)-bounded scheduler.
Obviously, ifM is strongly connected then the existence of a probably bounded scheduler does not depend on the starting
state s . To see this, we suppose thatM has a probably (L,U )-bounded scheduler from s . For each state t inM we pick a finite
path πt from t to s . Then, for each state t ,M has a probably (Lt ,Ut )-bounded scheduler from t where Lt = L + wgt(πt ) and
Ut = U + wgt(πt ). The analogous statement does not hold for almost-surely bounded schedulers. For example, considering
again the MDP M illustrated by Figure 9. Then M has an almost-surely (0, 0)-bounded scheduler from t , but there is no
scheduler that is almost-surely bounded from below from state s .
Lemma B.35 (From probably to almost-surely boundedness). LetM be a strongly connected MDP with EmaxM (MP) = 0 and let
s0 be a state inM, L ∈ Z withU ∈ Z ∪ {+∞}, andS a scheduler that is probably (L,U )-bounded from s0. Then, there exists an
MD-scheduler T such that the Markov chain CT induced by T contains a 0-BSCC B. In particular, T is bounded from below.
Proof. Recall that for an infinite paths ς = s0 α0 s1 α1 . . ., the limit of ς , denoted lim(ς), is the set of all state-action pairs (s,α)
such that (s,α) = (sn ,αn) for infinitely many indices n ∈ N. Given an end component E ofM, we define:
ΠE =
{
ς ∈ IPaths : lim(ς) = E and ∞∀ n ∈ N. L ⩽ wgt(pref (ς ,n)) ⩽ U } .
AsS is probably (L,U )-bounded, there exists an end component E ofM such that PrSM,s0 (ΠE) is positive.
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For each state s in E and each integer k ∈ {ℓ ∈ Z : L ⩽ ℓ ⩽ U }, let Πs,k denote the following set:
Πs,k =
{
ς ∈ ΠE :
∞∃ n ∈ N. ( ς[n] = s ∧ wgt(pref (ς ,n)) = k ) }
where ς[n] = sn denotes the (n+1)-st state of ς .
For each state s in E, let Ks denote the set of integers k ∈ {ℓ ∈ Z : L ⩽ ℓ ⩽ U } such that PrSM,s0 (Πs,k ) > 0. Then, Ks is
nonempty, as ΠE agrees with the union of the sets Πs,k when k ranges over all integers ℓ with L ⩽ ℓ ⩽ U . Let ks = minKs
and Πs = Πs,ks . Thus, PrSM,s0 (Πs ) > 0.
For each state-action pair (s,α) in E, let Πs,α denote the set of all paths ς ∈ Πs such that the following condition holds:
∞∃ n ∈ N. ( ς[n] = s ∧ wgt(pref (ς ,n)) = ks ∧ S(pref (ς ,n)) = α ) .
The above condition assumes thatS is deterministic. IfS is randomized then we replace the condition “S(pref (ς ,n)) = α”
with “S(pref (ς ,n))(α) ⩾ 1/|Act(s)|”. As there are only finitely many actions α with (s,α) ∈ E and Πs is the union of the sets
Πs,α there is some action αs ∈ ActE(s) with PrSM,s0 (Πs,αs ) > 0. But then
L ⩽ ks + wgt(s,αs ) ⩽ U
and for each state t with P(s,αs , t) > 0 we have that t belongs to E and
kt ⩽ ks + wgt(s,αs ) .
Let R = L+maxs ∈E ks . We now consider the MD-schedulerT that schedules αs for each state s in E and satisfies PrTM,u (^E) = 1
for all states u inM that do not belong to E. (Such a scheduler exists asM is strongly connected.)
By induction on the length |π | of finite T-paths starting in some state of E, we obtain wgt(π ) ⩾ L − R + klast(π ) if π is a
finite T-path with first(π ) ∈ E.
• Basis of induction: If |π | = 0, say π = s ∈ E, then wgt(π ) = 0 ⩾ L − R + ks as R ⩾ L + ks by the choice of R.
• Step of induction: If π is a path of length n+1 and its last transition is s αs−→ t then we apply the induction hypothesis to
its prefix of length n and obtain:
wgt(π ) = wgt(pref (π ,n)) + wgt(s,αs )
⩾ (L − R + ks ) + wgt(s,αs )
⩾ L − R + (ks + wgt(s,αs ))︸              ︷︷              ︸
⩾kt
⩾ L − R + kt
In particular, wgt(π ) ⩾ L − R +mins ∈E ks def= L∗ for all finite T-paths starting in some state of E.
Let now B be a BSCC of T. Then, B is a sub-component of E. As the weight of all finite paths in B is bounded by L∗ from
below, B does not have negative cycles. Hence, EB(MP) ⩾ 0. On the other hand, EB(MP) ⩽ EmaxM (MP) = 0. This yields that
EB(MP) = 0 and that B is a 0-BSCC (Lemma 3.2). □
The following lemma restates part (a) of Theorem 3.14.
Lemma B.36. LetM be a strongly connected MDP with EmaxM (MP) = 0. Then, the following statements are equivalent
(a) M has a 0-EC.
(b) There exists an MD-schedulerS such that the Markov chain induced byS contains a 0-BSCC.
(c) M has a scheduler that is almost-surely bounded from below from each state.
(d) There exist integers L,U such thatM has a probably (L,U )-bounded scheduler from some state.
(e) There exists an integer L such thatM has a probably (L,+∞)-bounded scheduler from some state.
Proof. We first show the equivalence of (a) and (b). The implication “(b) =⇒ (a)” is trivial. For the proof of “(a) =⇒ (b)”, we
suppose we are given a 0-EC E ofM. We pick an MD-schedulerS forM such that the state-action pairs (s,S(s)) belong
to E whenever s is a state of E and PrSM,s (^E) = 1 for all states s inM with s < E. Then, each BSCC of the Markov chain
induced forS is a 0-BSCC. The equivalence of statements (c), (d) and (e) is a consequence of Lemma B.35, which shows “(e)
=⇒ (c)”, while “(c) =⇒ (d)” and “(d) =⇒ (e)” are trivial. We finally check the equivalence of statements (a)/(b) and (c)/(d). The
implication “(b) =⇒ (d)” is obvious, while “(c) =⇒ (b)” has been shown in the proof of Lemma B.35. □
The next lemma is part (b) in Theorem 3.14.
Lemma B.37. LetM be a strongly connected MDP with EmaxM (MP) = 0. Then, the following statements are equivalent:
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(a) M has no 0-EC.
(b) M has no scheduler that is bounded from below.
(c) Each scheduler forM is negatively weight-divergent.
Proof. The implications “(c) =⇒ (b)” and “(b) =⇒ (c)” are trivial as schedulers realizing a 0-EC E are bounded from below and
as no negatively weight-divergent scheduler is bounded from below. To prove “(a) =⇒ (c)” we suppose thatM has no 0-EC. We
suppose by contraction thatM has a schedulerS that is not negatively weight-divergent. That is, there is a state s such that
PrSE,s
{
ς ∈ IPaths : lim inf
n→∞ wgt(pref (ς ,n)) > −∞
}
> 0 .
But then, there exists L ∈ Z such thatS is probably (L,+∞)-bounded from s (see Lemma B.34). We derive, by Lemma B.36 that
M has a 0-EC, a contradiction. □
B.7 Checking the Gambling Property
0 1 2 . . . n−1 n n+1
α /+1
α /-1
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Figure 10. Reduction from subset sum for the NP-hardness of checking the gambling property.
Theorem 3.11. Given a strongly connected MDPM, the existence of a gambling MD-scheduler is (a) decidable in polynomial
time if EmaxM (MP) = 0, and (b) NP-complete in general.
Proof. We first observe that if EmaxM (MP) = 0, then an end component is gambling iff it is weight-divergent. Hence, statement
(a) follows from Theorem 3.9.
We show the NP-completeness in the general case (statement (b)). A nondeterministic polynomially time-bounded algorithm
is obtained by first guessing nondeterministically anMD-schedulerS and then checking deterministically whetherESM(MP) = 0
and the Markov chain induced byS has a positive cycle in some its BSCCs. NP-hardness is achieved by a polynomial reduction
from the subset sum problem, which takes as input a finite nonempty sequence a1,a2, . . . ,an−1,b of positive integers and
asks for a subset I of {1, . . . ,n−1} such that ∑i ∈I ai = b. LetM be the MDP illustrated by Figure 10. Clearly,M is strongly
connected. There is a one-to-one correspondence between the MD-schedulers forM and the subsets I of {1, . . . ,n−1}. Given
I ⊆ {1, . . . ,n−1}, we defineSI as the MD-scheduler that picks β for the states i ∈ I and action α for all other states. Then, the
Markov chain CI induced bySI consists of a single BSCC, andSI is gambling iff ESIM(MP) = 0 iff
∑
i ∈I ai = b. Thus,M has a
gambling MD-scheduler iff there exists I ⊆ {1, . . . ,n−1} with ∑i ∈I ai = b. □
B.8 Computing the set ZeroEC and the Recurrence Values
We now provide the proof for Lemma 3.13. So, we suppose that we are given a strongly connected MDPM with EmaxM (MP) = 0.
Section B.8.1 explains how to compute the maximal 0-ECs. In Section B.8.2, we will explain how to compute the recurrence
values of the states belonging to a 0-EC.
B.8.1 Computing the Maximal 0-ECs
We now turn to the computation of the maximal 0-ECs. (Recall the notion of maximal 0-ECs from Section B.4.1.) Let ZeroEC
denote the set of all states that belong to some 0-EC. Thus, ZeroEC is the union of the state spaces of all maximal 0-ECs.
Lemma B.38 (First part of Lemma 3.13). IfM is strongly connected and EmaxM (MP) = 0 then the maximal 0-ECs (and the set
ZeroEC) are computable in polynomial time.
Proof. To compute the maximal 0-ECs we present an algorithm that identifies all state-action pairs (s,α) that are contained in
some 0-EC. For this, we combine the polynomial-time algorithm to check the existence of 0-BSCCs (Section B.4.3) and the
polynomial-time algorithm to flatten 0-BSCCs (spider construction).
Obviously, all state-action pairs (s,α) with P(s,α , s) = 1 and wgt(s,α) = 0 constitute a 0-EC. In the sequel, we suppose
that such “trivial” state-action pairs have been removed fromM. We first rename the actions inM to ensure that ActM(s) ,
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ActM(s ′) for all states s , s ′ with s , s ′. That is, for each action name α inM there is a unique state-action pair (s,α) ∈ M.
Thus, it suffices to identify all actions that belong to some 0-EC.
The algorithm works as follows. We first run the polynomial-time algorithm to check the existence of a 0-BSCC (see Section
B.4.3). If a 0-BSCC B ofM is found then we apply the spider construction to transform the originalM into an equivalent
MDP N = SpiderB(M) with the same state space and where B has been flattened. Recall that N contains fewer state-action
pairs thanM (see (S1) in Lemma 3.7). By property (S4) stated in Lemma 3.7 (see also Lemma B.16) we get that ZeroEC equals
the union of the state space of B and the set of states belonging to some 0-EC of N , and the analogous statement for the
actions that are contained in some 0-EC ofM resp. N . (Of course, the extra τ -actions of N from all states s in B \ {s0} to s0
have to be ignored.) Hence, we can repeat the same procedure to the new MDP N . In this way we encounter all states and
actions that belong to a 0-EC. The number of iterations is bounded by the number of state-action pairs that belong to some
0-EC ofM. Thus, due to Lemma B.27, the time complexity is polynomial in the size ofM. □
B.8.2 Recurrence Values in Maximal 0-ECs
Given a strongly connected MDPM with EmaxM (MP) = 0 and a state s that belongs to some maximal 0-ECZ ofM, the long-run
weight and the recurrence value of state s are defined by:
lgr(s) = max {w ∈ Z : ∃S. PrSZ,s (^□(wgt ⩾ w) ) = 1 }
rec(s) = max {w ∈ Z : ∃S. PrSZ,s (□(wgt ⩾ w) ∧ □^s ) = 1 }
where the existential quantifier ∃S ranges over the schedulers forZ (rather thanM).
Whenever s and t are states that belong to the same maximal 0-EC then lgr(s) = w(s, t)+ lgr(t). On the other hand, rec(s) ⩽ 0
for all states s in a 0-EC and rec(s) , w(s, t) + rec(t) is possible if s and t belong to the same maximal 0-EC.
Example B.39. Consider the MDPM with the following deterministic (i.e., with probability 1) transitions:
s
3−→ t −2−→ u −1−→ s and v 4−→ s −4−→ v
For simplicity, we dropped here the action names and attached the weights to the transitions. Then,M constitutes a maximal
0-EC with rec(s) = lgr(s) = 0, rec(t) = lgr(t) = −3, rec(u) = lgr(u) = −1, while rec(v) = 0 and lgr(v) = 4. ■
Lemma B.40 (Second part of Lemma 3.13). IfM is strongly connected and EmaxM (MP) = 0 then the long-run weights lgr(s) and
the recurrence values rec(s) for the states s ∈ ZeroEC are computable in polynomial time.
Proof. Let Z be a maximal 0-EC ofM. As before, w(s, t) = wgt(π ) for some/each path from s to t in Z. Then, w(s, s) = 0
andw(s, t) = w(s,u) +w(u, t) for all states s, t ,u ∈ E. Obviously, the valuesw(s, t) for all states s, t ∈ Z, can be obtained in
polynomial time, e.g., using a BFS or DFS from every state. Let
W =
{
w(s, t) : s, t are states inZ } ⊆ Z .
Note thatW contains at most n2 elements when n is the number of states inZ. Moreover, the absolute value of the elements in
W is bounded by (n−1) ·maxs,α |wgt(s,α)| where (s,α) ranges over all state-action pairs inZ. Thus, the logarithmic lengths
of the elements inW is polynomially bounded in the size ofZ. Recall that the size of an MDP is defined as the number of
states plus the total sum of the logarithmic lengths of its transition probabilities and weights.
Let s be a state inZ. Letw1,w2, . . . ,wk an enumeration of the elements in {w(s, t) : t ∈ Z} such thatw1 > w2 > . . . > wk .
For j = 1, 2, . . . ,k , let
Ts, j =
{
t : t is a state inZ withw(s, t) ⩾ w j
}
.
For each state t ∈ Ts, j , let
Acts, j (t) =
{
β ∈ ActZ(t) : Post(t , β) ⊆ Ts, j
}
where Post(t , β) denotes the set of states u with P(t , β ,u) > 0. Consider the sub-MDPZs, j consisting of all state-action pairs
(t , β) ∈ Z with t ∈ Ts, j and β ∈ Acts, j (t). Let MECs, j be the set of states in Zs, j that are contained in some maximal end
component ofZs, j .
Some comments are in order. First, asw(s, s) = 0 we have s < Ts, j iffw j is positive. In particular, s ∈ MECs, j is only possible
ifw j ⩽ 0. Second, for each path π inZ with first(π ) = s and last(π ) = t ∈ Ts, j we have wgt(π ) = w(s, t) ⩾ w j . Third, the sets
Acts, j (t) can be empty, in which case t is a trap inZs, j .
Let j be the smallest index in {1, . . . ,k} such that PrmaxZ,s (^MECs, j ) = 1. Note thatZs,k = Z and s ∈ MECs,k , and therefore
PrmaxZ,s (^MECs,k ) = 1. This ensures the existence of such an index j. We now show that lgr(s) = w j .
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• To prove lgr(s) ⩽ w j , we pick a schedulerS forZ with PrSZ,s
(
^□(wgt ⩾ lgr(s))) = 1. Letm be the largest value such
thatwm ⩾ lgr(s). Then, PrSZ,s (^MECs,m) = 1. But then j ⩽m, and thereforew j ⩾ wm ⩾ lgr(s).
• To see why lgr(s) ⩾ w j , we pick anMD-schedulerS forZ such that PrSZ,s (^MECs, j ) = 1. But thenwgt(π ) = w(s, t) ⩾ w j
for allS-paths π from s to a state t that belongs to a BSCC ofS. Hence, PrSZ,s (^□(wgt ⩾ w j )) = 1. By the definition of
lgr(s), we get lgr(s) ⩾ w j .
With similar arguments, we get rec(s) = wi where i is the smallest index such that s ∈ MECs,i . Clearly, these indices i and
j can be computed in polynomial time using standard algorithms to compute the maximal end components in MDPs and
maximal reachability probabilities. Note that k ⩽ |W | ⩽ n2 where n is the number of states inZ. □
Example B.41. Let us revisit the MDP of Example B.39. The valuesw(x ,y) are as follows:
s t u v
s 0 3 1 −4
t −3 0 −2 −7
u −1 2 0 −5
v 4 7 5 0
Hence,W = {7, 5, 4, 3, 2, 1, 0,−1,−2,−3,−4,−5,−7}.
For instance, for state s , we consider the values in the row for s: w1 = 3, w2 = 1, w3 = 0 and w4 = −4, and look for the
smallest index j ∈ {1, . . . , 4} such that PrmaxZ,s (^MECs, j ) = 1. The MDPZs,1 consists of state t , which is a trap inZs,1. Hence,
MECs,1 = ∅. The MDPZs,2 consists of the transition t → u and u is a trap inZs,2. Again, we have MECs,2 = ∅. The MDP
Zs,3 consists of the cycle s → t → u → s . Hence, MECs,2 = {s, t ,u}. This yields lgr(s) = rec(s) = w3 = 0.
Let us look now for state v . Here, we deal with the valuesw1 = 7,w2 = 5,w3 = 4, andw4 = 0. We have MECv,1 = ∅ as the
MDPZv,1 consists of the trap state t . The MDPZv,2 consists of states t and u. Both are traps inZv,2. Hence, MECv,2 = ∅.
The MDPZv,3 consists of the cycle s → t → u → v plus the trap states v . Hence, MECv,3 = {s, t ,u} and lgr(v) = w3 = 4. The
MDPZv,4 equalsM. Therefore, v ∈ MECv,4 = {s, t ,u,v}, which yields rec(v) = w4 = 0. ■
The proof of Lemma B.40 also shows the existence of MD-schedulers that achieve the long-run weights and recurrence
values.
Corollary B.42. For each maximal 0-EC Z there exist MD-schedulersS and T such that PrSZ,s (^□
(
wgt ⩾ lgr(s))) = 1 and
PrTZ,s
(
□(wgt ⩾ rec(s)) ∧ □^s ) = 1 for each state s inZ.
Remark B.43 (Minimal credits in energy-MDPs). LetM be an MDP, F a set of states inM and s a state inM. The value
mincreditM(s, F ) = min
{
w ∈ Z : ∃S. PrSZ,s
(
□(wgt+w ⩾ 0) ∧ □^F ) = 1 }
is the minimal initial weight budget required in state s to ensure that the accumulated weight is always nonnegative and
that the Büchi condition □^F holds almost surely (under some scheduler). Following the literature on energy-MDPs with
Büchi objectives, this value is called the minimal credit for state s inM. It relates to the recurrence values as follows. IfZ is a
maximal 0-EC ofM and s a state inZ then
rec(s) = −mincreditZ(s, {s}) .
Pseudo-polynomial algorithms for computing the minimal credits for all states in an arbitrary MDPsM are known from
the literature on energy games and energy-MDPs with Büchi objectives [8] and [16, 21]. IfM is a strongly connected MDP
with wgt(ξ ) = 0 for all cycles in M then mincreditM(s, F ) can be computed in polynomial time by an algorithm similar
to the one for the long-run weights and recurrence values. Using the notations introduced in the proof of Lemma B.40,
mincreditM(s, F ) = −w j where j is the largest index such that PrmaxZs, j ,s (^MECFs, j ) = 1 whereMECFs, j denotes the set of all states
inZs, j that belong to a maximal end component E ofZs, j where E contains at least one state in F .
Thus, our results show that these algorithms can be improved for MDPs that constitute a 0-EC as then the values
mincreditM(s, F ) are computable in polynomial time. This is not an interesting instance of energy-MDPs. However, the
efficient computability of the recurrence values of states belonging to 0-ECs will be crucial for the weight-bounded repeated
reachability problems (see Section D.5). ■
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C Proofs of Section 4
We will interpret the assumption (BT) as follows: if PrSM,s (^goal) < 1 then the set of pumping S-paths from state s has
positive measure underS. If (BT) holds then EinfM,sinit ( goal) is achieved by an MD-scheduler and such an MD-scheduler is
computable in polynomial time using linear-programming techniques [4].
Example C.1 (Incompleteness of condition (BT)). Consider the following MDP
s tgoal
α /+1
β/–1
γ /0
Then, ESM,s ( goal) = 0, ESM,t ( goal) = −1 for each proper schedulerS. However,M violates condition (BT) as the expected
total weight of the improper MD-schedulerS withS(s) = α is not +∞. ■
Lemma 4.1. LetM be an MDP with a distinguished initial state sinit and a trap state goal such that all states are reachable from
sinit and can reach goal. Then, EinfM,sinit ( goal) is finite iffM has no negatively weight-divergent end component. If so, thenM
satisfies (BT) iffM has no 0-EC.
The implication “=⇒” is shown in Lemma C.2, and the last statement in Lemma C.3. The proof of the implication “⇐=” in
Lemma 4.1 will be presented afterwards together with an explanation how the iterative application of the spider construction to
flatten 0-ECs can be used to generate a new MDP that satisfies condition (BT) and has the same minimal expected accumulated
weight.
Intuitively, if there are negatively weight-divergent components, then one can define a family of schedulers that decrease
the weight arbitrarily low before moving to the goal state, hence showing that the minimal expectation is −∞. We prove this
formally in the following lemma.
Lemma C.2 (Implication “=⇒” of Lemma 4.1). LetM be as in Lemma 4.1. IfM has negatively weight-divergent end components
then EinfM,sinit ( goal) = −∞.
Proof. Assume thus thatM has a negatively weight-divergent end component, and let us show that EinfM,sinit ( goal) = −∞ by
exhibiting a sequence (SR )R∈N of proper schedulers forM with infR∈N ESRM,sinit ( goal) = −∞.
Let E be a negatively weight-divergent end component ofM. To defineSR , we combine three natural schedulers. Let first
S be an MD-scheduler forM such thatS is proper, i.e., for every s ∈ S , PrSM,s (^goal) = 1. Let then T be an MD-scheduler
that reaches E with positive probability and agrees withS in states from which E is no longer reachable: PrTM,sinit (^E) > 0,
and T(t) =S(t) for each state t ∈ T where T = {t ∈ S : PrTM,t (^E) = 0}. Therefore, for every t ∈ T , PrSM,t (^goal) = 1. Last,
let V be a negatively weight-divergent scheduler for E.
FromS, T, V and R ∈ N, we defineSR as follows. Initially,SR mimics T until reaching a state, say u, belonging to E or T .
• If u ∈ E, and the accumulated weight is r , thenSR switches mode and simulates V until the accumulated weight is
at most −R (this happens almost surely because E is negatively weight-divergent); thenSR again switches mode and
behaves asS until reaching goal.
• If u ∈ T , thenSR switches mode and behaves asS until reaching goal.
We claim that infR∈N ESRM,sinit ( goal) = −∞. To prove it, we provide an upper bound to E
SR
M,sinit ( goal) for fixed R ∈ N. For
each state u ∈ S , we define pu as the probability under T to reach u before traversing E. Let E = maxs ∈E ESM,s ( goal) be the
maximum of the expected accumulated weights until reaching goal, taken over all paths starting in a state of E. Then, the
expected accumulated weight until reaching goal underSR is
ESRM,sinit ( goal) ⩽
∑
s ∈E
ps · (−R + E) +
∑
t ∈T
pt · ESM,t ( goal)
= PrTM,sinit (^E) · (−R + E) +
∑
t ∈T
pu · ESM,t ( goal) .
From PrTM,sinit (^E) > 0, and the fact that E and the sum over T are constants, we derive the desired limit:
inf
R∈N
ESRM,sinit ( goal) = −∞ .
This completes the proof of Lemma C.2. □
36
Lemma C.3 (Last statement of Lemma 4.1). IfM has no negatively weight-divergent end component then condition (BT) holds
if and only ifM has no 0-ECs.
Proof. “=⇒” is trivial as the expected total weight of each scheduler that realizes a 0-EC is bounded. To prove “⇐=” we suppose
thatM has no negatively weight-divergent end component and no 0-EC. But then EinfE (MP) > 0 for each end component E ofM. By Lemma B.9, all end components ofM are universally pumping. Hence, condition (BT) holds. □
To complete the proof of Lemma 4.1 we need to show the finiteness ofEinfM,sinit ( goal) ifM has no negatively weight-divergent
end components.
For a better fit of the notations used in the previous section, we switch here to the maximal expected accumulated weight
until reaching the goal state:
EmaxM,s ( goal) = sup
{
ESM,s ( goal) : S is a proper scheduler
}
.
The aim is to show that EmaxM,sinit ( goal) is finite ifM has no positively weight-divergent end components. The corresponding
result for the minimal expected accumulated weight until reaching the goal state is then obtained by multiplying all weights
by −1.
Rephrased for maximal expected weights, the assumption of Bertsekas and Tsitsiklis [4] asserts that the expected total
weight of each improper scheduler is −∞. More precisely:
If PrSM,s (^goal) < 1 then PrSM,s {ς ∈ IPaths : ς is negatively pumping} > 0. (BTmax)
Lemma C.4 ([4]). Under assumption (BTmax), EmaxM,s ( goal) is finite, and there is an MD-scheduler S with EmaxM,s ( goal) =
ESM,s ( goal) for all states s .
Rephrased for maximal expectations, Lemma C.2 states that EsupM,sinit ( goal) = +∞ ifM has positively weight-divergent
end components. Likewise, Lemma C.3 yields that ifM has no positively weight-divergent end component then (BTmax) is
equivalent to the nonexistence of 0-ECs.
Lemma C.5. IfM is an MDP with EmaxE (MP) < 0 for each end component E ofM thenM satisfies condition (BTmax).
Proof. If PrSM,s (^goal) < 1 then there exists an end component E ofM such that PrSM,s {ς ∈ IPaths : lim(ς) = E} > 0. (Recall
that lim(ς) denotes the set of state-action pairs that are taken infinitely often in ς .) As EmaxE (MP) < 0, all schedulers for E are
negatively pumping. Hence, the set of negatively pumpingS-paths starting in s has positive measure. □
Construction of the newMDPN . Suppose now thatM is an MDP that has no positively weight-divergent end component.
We now generate fromM a new MDPN with the same state space that satisfies (BTmax) and is equivalent toM with respect
to the maximal expected accumulated weight until reaching the goal state. For this, we apply the iterative spider construction
toM of Section B.5.2. The resulting MDP N has the following properties:
Lemma C.6. Let M be an MDP that has no weight-divergent end component, and let N be the MDP resulting from M by
flattening the 0-ECs using the iterative spider construction of Section B.5.2. Then:
(E1) ∥N ∥ ⩽ ∥M∥ and the size of N is polynomially bounded by the size ofM.
(E2) N satisfies condition (BTmax).
(E3) For proper scheduler T for N there is a proper schedulerS forM with ESM,s ( goal) = ETN,s ( goal) for all states s . If T is
an MD-scheduler, thenS can be chosen as an MD-scheduler.
(E4) For each proper schedulerS forM there is a proper scheduler T for N with ESM,s ( goal) = ETN,s ( goal) for all states s .
Proof. Statement (E1) follows from property (S1) of Lemma 3.7 and Lemma B.27. Statement (E2) is a consequence of (W2) in
Theorem B.33 which yields that EmaxE (MP) < 0 for all end components E of N . By Lemma C.5, we obtain that N satisfies
(BTmax).
We now turn to the proof of the scheduler transformations as stated in (E3) and (E4). For this, we can rely on the equivalence
ofM and N with respect to the class of all 0-EC-invariant properties as stated in Lemma B.25. To apply Lemma B.25 we use
the following facts:
• Whenever S is a proper scheduler for M then PrSM,s (LimitE) = 0 for each end component E of M. (As before,
LimitE = {ς ∈ IPaths : lim(ς) = E}.)
• For each K ∈ Z, the property ψK = ^(goal ∧ (wgt = K)) is measurable and 0-EC-invariant. (Recall that goal is a trap.
Therefore, there is no end component containing goal.)
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• For the proper schedulersS forM resp. proper schedulers T for N we have:
ESM,s ( goal) =
+∞∑
K=−∞
K · PrSM,s (ψK ) ETN,s ( goal) =
+∞∑
K=−∞
K · PrTN,s (ψK ) .
Thus, statement (E3) follows directly from part (a) of Lemma B.25, while (E4) follows from part (b) of Lemma B.25. □
By (E2) in Lemma C.6 and Lemma C.4, EmaxN,s ( goal) is finite for all states s andN has a proper MD-scheduler that maximizes
the expected accumulated weight from each state. Moreover, we have:
Lemma C.7. Let M and N be as in Lemma C.6. We have EmaxN,s ( goal) = EmaxM,s ( goal) for each state s , and M has an
MD-schedulerS with ESM,s ( goal) = EmaxM,s ( goal).
Proof. Follows from Lemma C.4 and (E3) and (E4) in Lemma C.6. □
Corollary C.8 (Implication “⇐=” of Lemma 4.1 for maximal expectations). If M has no positively weight-divergent end
component then EmaxN,s ( goal) is finite for all states s . Moreover, one can construct in polynomial time an MDP N with the same
state space such that N satisfies condition (BTmax) and EmaxM,s ( goal) = EmaxN,s ( goal) for all states s .
By multiplying all weights by −1, we obtain that EinfN,s ( goal) is finite for all states s in an MDPM without negatively
weight-divergent end components (assuming the existence of proper schedulers). This completes the proof of Lemma 4.1.
D Proofs of Section 5
We prove here the statements of Section 5. Our results for weight-bounded reachability and Büchi constraints are summarized
in Figure 11 whereM = (S,Act, P ,wgt) is an MDP, sinit a state ofM, T and F are set of states inM. Moreover, K ∈ Z and
Kt ∈ Z ∪ {−∞} for t ∈ T .
solvable in polynomial time
in NP ∩ coNP, solvable in pseudo-polynomial time
hard for non-stochastic two-player mean-payoff games
DWR∃,>0 ∃S. PrSM,sinit
( ∨
t ∈T ^(t ∧ (wgt ⩾ Kt ))
)
> 0 ? DWR∃,=1 ∃S. PrSM,sinit
( ∨
t ∈T ^(t ∧ (wgt ⩾ Kt ))
)
= 1 ?
DWR∀,=1 ∀S. PrSM,sinit
( ∨
t ∈T ^(t ∧ (wgt ⩾ Kt ))
)
= 1 ? DWR∀,>0 ∀S. PrSM,sinit
( ∨
t ∈T ^(t ∧ (wgt ⩾ Kt ))
)
= 1 ?
WB∃,>0 ∃S. PrSM,sinit
(
□^(wgt ⩾ K) ∧ □^F ) > 0 ? WB∃,=1 ∃S. PrSM,sinit (□^(wgt ⩾ K) ∧ □^F ) = 1 ?
WB∀,=1 ∀S. PrSM,sinit
(
□^(wgt ⩾ K) ∧ □^F ) = 1 ? WB∀,>0 ∀S. PrSM,sinit (□^(wgt ⩾ K) ∧ □^F ) > 0 ?
Figure 11. Results for weight-bounded reachability and Büchi constraints
We start with the four cases of disjunctive weight-bounded reachability properties (Sections D.1, D.2, D.3 and D.4) and then
consider weight-bounded Büchi properties in Section D.5. For weight constraints not to be trivial, we safely assume thatT \T ∗
is nonempty where T ∗ = {t ∈ T : Kt = −∞}.
D.1 Positive Reachability Under Some Scheduler
Theorem D.1. Problem DWR∃,>0 belongs to P and the value K∃,>0M,s is computable in polynomial time.
Proof. The existence of a scheduler satisfying a DWR-property φ with positive probability is equivalent to the existence of a
path from the initial state s to one of the targets t ∈ T with accumulated weight at least Kt . To decide the latter in polynomial
time, one can rely on shortest-path algorithms for weighted graphs, such as the Bellman-Ford algorithm. More precisely,
consider the weighted graph obtained fromM by ignoring action names and probabilities, and switching the weight function
from wgt to −wgt. Then K∃,>0M,s is the weight of a shortest path from s to goal. To decide DWR∃,>0, we apply a shortest-path
algorithm for each t ∈ T with source s and target t , and compare the obtained value with Kt . □
D.2 Positive Reachability Under All schedulers
Lemma D.2. The problem DWR∀,>0 for general MDPs can be reduced in polynomial time to the case whereM has a single goal
state which is a trap.
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Proof. Let φ(T , (Kt )t ∈T ) denote the weight-bounded reachability constraint∨t ∈T ^(t ∧ (wgt ⩾ Kt )) and let us first show that
one can assume that Kt > −∞ for all t ∈ T . In fact, for all states t ∈ T ∗ = {t | Kt = −∞} (which can be assumed to be trap
states), one can add one action α with P(t ,α , t) = 12 and P(t ,α , t ′) = 12 for some arbitrary t ′ ∈ T \T ∗ with wgt(t ,α) = +1. Then,
for any scheduler, if state t is reached, then with positive probability so will be t ′ with weight at least Kt ′ . The converse is also
true: if φ(T \T ∗, (Kt )t ∈T \T ∗ ) holds with positive probability for all schedulers for the new MDP, so does φ(T , (Kt )t ∈T ) on the
original one.
Let us now show how to make sure all target states are trap states by defining M ′. For each non-trap t ∈ T , we add
a new trap goal state дt in M ′. Moreover, for each state-action pair (t ,α) in M, the new MDP M ′ has a fresh state дt,α .
Let G denote the set consisting of all states t ∈ T that are traps in M and all states дt where t ∈ T is not a trap in M
and Kдt = Kt . The new MDPM ′ is obtained fromM by adding deterministic transitions from дt,α to дt with action label τ
and weight −wgt(t ,α) and by modifying the transition probabilities of each state-action pair (t ,α) where t ∈ T is not a trap
inM is as follows: PM′(t ,α , s) = 12PM(t ,α , s) for all s ∈ S , and PM′(t ,α ,дt ) = 12 . Thus, wheneverM ′ visits t it moves to дt
with probability 12 , otherwiseM ′ continues as inM. Now, any schedulerS forM ′ with PrSM′,sinit
(
φ(G, (Kд)д∈G )
)
> 0 also
satisfies PrSM,sinit
(
φ(T , (Kt )t ∈T )
)
> 0 as anyS-path reachingдt inM ′ has a prefix ending in t with the same accumulated weight.
Conversely, if schedulerS forM satisfies PrSM
(
φ(T , (Kt )t ∈T )
)
> 0, then there exists aS-path π from sinit that ends in some
state t ∈ T with accumulated weight at least Kt . If t is a trap inM then t is also a goal state inM ′. Otherwise, i.e., if t is not a
trap inM, then there is aS-path π ′ = π α дt,α τ дt inM ′ with wgt(π ′) = wgt(π )+wgt(t ,α) −wgt(t ,α) = wgt(π ) ⩾ Kt = Kдt .
Here, α is any action thatS schedules with positive probability for the input path π . This shows PrSM′,sinit
(
φ(G, (Kд)д∈G )
)
> 0.
Suppose now that all goal states t ∈ T are trap states inM. It is now easy to reduce them to a single trap state. In fact,
the MDPM can be modified by adding a fresh goal state д, and from each t ∈ T , a single action that deterministically leads
to д with weight −Kt . IfM ′′ denotes this new MDP, then satisfying φ(T , (Kt )t ∈T ) inM is equivalent to satisfying φ(д, 0)
inM ′′. □
The following two lemmas establish the complexity of the problem DWR∀,>0 (the first part of Theorem 5.2). The algorithm
for the computation of the values will be given afterwards.
s
M :
t
u
sinit
goal
α /w
s
G :
s,α
t
u
sinit
goalw
0
0
-K
Figure 12. Construction of a two-player game G from an MPDM.
Lemma D.3. LetM be an MDP, goal ∈ M a trap state, and K ∈ Z. Checking whether for all schedulersS, PrSM,sinit
(
^(goal ∧
(wgt ⩾ K))) > 0 reduces to the resolution of a two-player mean-payoff Büchi game. The problem DWR∀,>0 is thus in NP ∩ coNP.
Proof. FromM, we construct a two-player game G intuitively as follows: player 1 is responsible for choosing the actions, and
player 2 resolves the probabilistic choices; moreover, from state goal, controlled by player 1, we add an action leading back to
the initial state with weight −K . Formally, G has set of verticesV = S ∪ S × Act, partitionned intoV1 = S andV2 = S × Act, for
each player. For every state s ∈ S in the MDPM and every action α enabled in s there exists a transition in G from s ∈ V1
to (s,α) ∈ V2 with weight wgt(s,α). Now, for all states s, t ∈ S in the MDP and actions α satisfying P(s,α , t) > 0 there exists
a transition in G from (s,α) ∈ V2 to t ∈ V1 with weight 0. Finally, there is a transition from goal to the initial state sinit with
weight −K . This transformation is represented in Figure 12.
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In the sequel, σ denotes a (pure) strategy for player 1 and τ a (pure) strategy for player 2, and we write PlayG(σ ,τ ) for the
play in G yield by σ and τ . The above transformation satifies
∀S, PrSM,sinit (^(goal ∧ (wgt ⩾ K))) > 0⇐⇒ ∀σ∃τ , PlayG,sinit (σ ,τ ) |= (¬goal)U(goal ∧ (wgt ⩾ K))
⇐⇒ ∀σ∃τ , PlayG,sinit (σ ,τ ) |= ^(goal ∧ (wgt ⩾ K))
⇐⇒ ∀σ∃τ , PlayG,sinit (σ ,τ ) |= (□^goal ∧MP ≥ 0)
⇐⇒ ∃τ∀σ , PlayG,sinit (σ ,τ ) |= (□^goal ∧MP ≥ 0)
The first equivalence is immediate from the transformation since the positive probability of the eventually property corresponds
to the existence of a path in the MDP.
For the second equivalence, the left-to-right implication is obvious; let us prove the right-to-left one. Let σ be a strategy for
player 1, and fix τ a strategy for player 2, such that PlayG,sinit (σ ,τ ) |= ^(goal ∧ (wgt ⩾ K)). The play PlayG,sinit (σ ,τ ) until goal
is reached with accumulated weight at leastK , can be decomposed into factors from sinit to goal, alternated with transitions from
goal to sinit : π1(goal,α , sinit)π2 · · · (goal,α , sinit)πm where the πi ’s do not visit goal. We let Ki be the accumulated weight along πi .
Then the accumulated weight of this prefix play is
∑m−1
i=1 (Ki −K)+Km , and by assumption, it is greater than K . We derive that∑m
i=1 Ki ≥ m · K , and thus there exists i with Ki ≥ K . This fragment thus satisfies the property (¬goal)U(goal ∧ (wgt ⩾ K)).
To conclude, it suffices to observe that the strategy σ can be arbitrary on each of these fragments.
The third equivalence is relatively simple. First of all, from left to right, given a strategy σ for player 1, we aim at building a
strategy τ ′ for player 2 ensuring (□^goal ∧MP ≥ 0). To do so, the idea is to apply the counterstrategy τ until goal is reached
with accumulated weight at least K ; then τ ′ takes the α transition from goal to sinit with weight −K , so that the accumulated
weight is nonnegative; and we iterate the reasoning from sinit again. Doing so, τ ′ guarantees infinitely many visits to goal with
accumulated weight at least K , and infinitely many visits to sinit with nonnegative accumulated weight. The mean-payoff of
PlayG,sinit (σ ,τ ) is thus nonnegative.
The last equivalence is a consequence of the determinacy of two-player turn-based games with mean-payoff and Büchi
objectives, a consequence of Martin’s general determinacy theorem [22]. Mean-payoff Büchi games are even finite-memory
determined [8].
The complexity of the problem DWR∀,>0 then follows directly, as determining the winner in a turn-based game with
mean-payoff Büchi winning condition is in NP ∩ coNP [8]. □
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Figure 13. Construction of an MDPM from a two-player game G.
Lemma D.4. The problem DWR∀,>0 is hard for (non-stochastic) two-player mean-payoff games.
Proof. We now prove the lower bound, that is, checking whether player 1 of a (non-stochastic) mean-payoff game has a
winning strategy is polynomially reducible to the complement of DWR∀,>0.
More precisely, we provide a polynomial reduction to the problem to decide whether PrSM,sinit
(
^(goal ∧ (wgt ⩾ 0))) = 0
holds for all schedulersS for a given MDPM with distinguished states goal and sinit .
Consider a mean-payoff game G with starting state s0. LetM be the MDP obtained from G by performing the following
steps (see also Figure 13).
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• Add a new initial state sinit and a trap state goal.
• For each player-1 state s and edge s w−→ t in G, state s inM has an enabled action αt with P(s,αt , t) = P(s,αt , goal) = 12
and wgt(s,αt ) = w .
• For each player-2 state s in G, we add states s and st for all successors t of s toM. State s inM has a single enabled
action τ with P(s,τ , st ) = 1ℓs where ℓs denotes the number of successors of s in G and where t ranges over all successors
of s in G. The states st have a single enabled action τ with P(st ,τ , goal) = P(st ,τ , t) = 12 and wgt(st ,τ ) equals the weight
of the edge from s to t in G.
• State sinit has a single action with P(sinit,τ , s0) = 1 and wgt(sinit,τ ) = −(n−1)wgtmax − 1 where wgtmax is the maximal
weight attached to the edges in G and n is the number of states in G. (We suppose wgtmax > 0. If this is not the case we
put wgt(sinit,τ ) = −1.)
Then,M is contracting in the sense PrminM,s (^goal) = 1. In particular,M has no end components.We have for all schedulersS for
M that PrSM,sinit
(
^goal ∧ (wgt < 0)) = 1 iff PrSM,sinit (^goal ∧ (wgt ⩾ 0)) = 0. Moreover, there is a one-to-one correspondence
between the schedulers forM and the strategies for player 1 in G.
IfS is an MD-strategy for player 1 in G such that the mean payoff of allS-plays is nonpositive, thenS has no positive
cycles and
PrSM,sinit
(
^goal ∧ (wgt < 0) ) = 1.
In fact wgt(π ) < −wgt(sinit, s0) for all simpleS-paths π starting in state s0, and since there are no positive cycles underS, any
non-simple path has also negative weight. That is, wgt(π ) < 0 for allS-paths starting in sinit .
Conversely, ifS is a scheduler forM with PrSM,sinit
(
^(goal ∧ (wgt < 0))) = 1 then there is an MD-scheduler T forM with
PrTM,sinit
(
^(goal ∧ (wgt < 0))) = 1 (see Lemma D.19) and the Markov chain induced by T has no positive cycles. Thus, the
mean payoff of all T-plays starting is nonpositive. □
Finally, we explain how to compute K∀,>0M,s in pseudo-polynomial time. Note that this implies that the decision problem is
solvable in pseudo-polynomial time as well.
We may assume w.l.o.g. that T \T ∗ is a singleton (following the argumentation provided in Lemma D.18 later on). That is, T
contains a single trap state with finite Kt . Additionally, we make the following assumption (A):
(A) PrminM,sinit (^T ) > 0.
This assumption is justified as PrminM,sinit (^T ) = 0 implies PrSM,sinit (φ) = 0 for some schedulerS regardless the value of Kt .
Preprocessing. In what follows, let T = {goal} and suppose thatM satisfies assumption (A). We now define a new MDP N
that arises fromM by adding a fresh action symbol τ and a new trap state fail and by performing the following steps:
1. Collapse all states s with PrminM,s (^T ) = 0 to the single trap state fail.
2. Remove all states s with sinit ̸ |= ∃^s .
As all states s that belong to some end component E ofM are collapsed to fail (see step 1), the MDPN has no end component.
Hence, under all schedulers for N , almost surely one of its two trap states fail or goal will be reached:
PrminN,s
(
^(goal ∨ fail) ) = 1 for all states s of N .
Assumption (A) yields PrminN,sinit
(
^(goal) ) > 0.
For K ∈ Z, let
ψK = ^(goal ∧ (wgt ⩾ K)) .
Problem DWR∀,>0 rephrased for N asks whether PrSN,sinit (ψK ) > 0 for all schedulers S for N where K ∈ Z is fixed. The
corresponding optimization problem asks to compute for the states s in N the values
K∀,>0N,s = sup
{
K | ∀S. PrSN,s (ψK ) > 0
}
.
We have K∀,>0M,s = K
∀,>0
N,s for all states s inM with PrminM,s (^goal) > 0, while K∀,>0M,s = −∞ if PrminM,s (^T ) = 0.
Assumptions after the preprocessing. We now have the following assumptions
(C1) M has no end components and two traps states goal and fail.
(C2) PrminM,s
(
^(goal ∨ fail)) = 1 for all states s ofM.
(C3) PrminM,s
(
^(goal)) > 0 for all states s ofM with s , fail.
(C4) All states inM are reachable from sinit .
The values for the trap states are trivial as we have K∀,>0M, fail = −∞ and K∀,>0M,goal = 0.
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Lemma D.5. IfM satisfies the above assumptions (C1) to (C3), then K∀,>0M,s ∈ Z ∪ {+∞} for all non-trap states s inM.
Proof. Let s be a non-trap state inM. Let Es denote the maximal conditional expected number of steps for reaching goal from
s inM, under the condition ^(goal). By assumption (C3) and the results of [19], Es is finite for all states s inM. Let ks = ⌈Es ⌉.
Then, for each schedulerS there is at least one path from s to goal of length at most ks , which yields K∀,>0M,s ∈ Z ∪ {∞}. □
Lemma D.6. Assumptions and notations as before. For each K ∈ Z and each state s in N :
PrSM,s (φK ) > 0 for all schedulersS forM iff PrSN,s (φK ) > 0 for all schedulersS for N .
Thus, the value K∀,>0M,s is the maximal value K ∈ Z ∪ {∞} such that PrSN,s (φK ) > 0 for all schedulersS for N .
Corollary D.7. K∀,>0M,s = K
∀,>0
N,s for all states s in N .
Given a schedulerS for N we define
K0S,s = sup
{
K ∈ Z : PrSN,s (φK ) > 0
}
.
IfS is an MD-scheduler then let NS denote the Markov chain induced byS.
Lemma D.8. LetS be an MD-scheduler for N . Then, for all non-trap states s in N :
(a) K0
S,s = +∞ iff NS has a positive cycle that is reachable from s .
(b) If NS does not contain any positive cycle that is reachable from s , then
K0S,s = max
{
wgt(π ) : π is a path from s to goal in NS
}
.
The values K0
S,s are computable in polynomial time.
Proof. Statements (a) and (b) are obvious. To check the existence of positive cycles and to compute the values K0
S,s in (b) we
can apply standard shortest-path algorithms to the weighted graph that arises fromNS by ignoring the transition probabilities
and multiplying all weights with −1. □
Let S be the state space of N without state fail. If (s,α) is a state-action pair in N then Post(s,α) = {t ∈ S ∪ {fail} :
P(s,α , t) > 0}.
Lemma D.9. For each state s ∈ S we have that K∀,>0N,s ∈ Z iff there is at least one MD-schedulerS for N such that the Markov
chain NS induced byS has no positive cycle that is reachable from s . In this case, K∀,>0N,s = minS K0S,s where the minimum ranges
over all MD-schedulersS for N .
Proof. “⇐=”: If there is an MD-schedulerS without positive cycles, then K∀,>0N,s is bounded from above by the maximal weight
of theS-paths from s to goal. This value is finite.
“=⇒”: Suppose K def= K∀,>0N,s ∈ Z. Because K is a maximum, there is some schedulerS such that wgt(π ) ⩽ K for allS-paths
from s to goal. But then:
PrSN,s
(
^fail ∨ ^(goal ∧ (wgt ⩽ K)) ) = 1 .
As N has no end components, N has no (positively or negatively) weight-divergent scheduler. Hence, we may apply Lemma
D.19 to obtain the existence of an MD-scheduler T such that
PrTN,s
(
^fail ∨ ^(goal ∧ (wgt ⩽ K)) ) = 1 .
But then the weight of all T-paths from s to goal is bounded by K . Lemma D.8 yields that T has no positive cycle that is
reachable from s . The last part is obvious from Lemma D.8. □
Note that the previous lemma is sufficient to derive an exponential-time algorithm to compute the values: one can enumerate
all MD-schedulers and pick the one with the best value. In the remaining of this section, we will show how to compute these
values in pseudo-polynomial time.
Lemma D.10. Let S∞ = {s ∈ S : K∀,>0N,s = ∞}. Then for each state s ∈ S the following statements are equivalent:
(a) s ∈ S∞
(b) For eachw ∈ Z and each schedulerS there is anS-path π from s to goal with wgt(π ) ⩾ w .
(c) PrminN,s (^S∞) > 0
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Proof. “(a) ⇐⇒ (b)” and “(a) =⇒ (c)” are trivial. To prove “(c) =⇒ (b)” we suppose PrminN,s (^S∞) > 0. Let w ∈ Z and S be
a scheduler. As PrSN,s (^S∞) > 0 there is a state t ∈ S∞ and an S-path π ′ from s to t . Let w ′ = wgt(π ′). We now consider
the residual scheduler S′ = S↑π ′. As (a) and (b) are equivalent and t ∈ S∞, there is an S′-path π ′′ from t to goal with
wgt(π ′′) ⩾ w −w ′. But then π def= π ′;π ′′ is anS-path from s to goal with
wgt(π ) = wgt(π ′) + wgt(π ′′) ⩾ w ′ + (w −w ′) = w .
This completes the proof of Lemma D.10. □
Remark D.11 (Reduction to mean-payoff games). Checking whether K∀,>0M,s = +∞ is polynomially reducible to non-stochastic
two-playermean-payoff games. For this, we regardMDPs as non-stochastic two-player games (action player against probabilistic
player). The objective of the action player is to ensure that the mean payoff is nonpositive. Then, “all MD-schedulers of an
MDP have a positive cycle” is equivalent to “there is no winning strategy for the action player”. Thus, Lemma D.9 yields a
polynomial reduction to the complement of non-stochastic mean-payoff games with threshold 0.
The previous remark allows us to compute S∞ in pseudo-polynomial time since mean-payoff games can be solved in
pseudo-polynomial time. In the rest of this section, we will assume that S∞ is given, and show how to compute the values in
polynomial time. The overall complexity will thus be pseudo-polynomial time.
Computing the values in N . Suppose we have an oracle to compute S∞. Let
Sfin
def
= S \ S∞ =
{
s ∈ S : K∀,>0N,v ∈ Z
}
.
For each state s ∈ Sfin we define Actfin(s) as the set of actions α ∈ Act(s) such that P(s,α , s ′) > 0 implies s ′ ∈ Sfin. Note that
Actfin(s) is nonempty if s ∈ Sfin \ {goal}. We have PrminN,s (^S∞) = 0 for all states s ∈ Sfin.
The values K∀,>0N,s for the states s ∈ Sfin \ {goal} satisfy the following equation:
K∀,>0N,s = min
{
Ks,α : α ∈ Actfin(s)
}
where for (s,α) ∈ N
Ks,α = wgt(s,α) + max
{
K∀,>0N,v : v ∈ Post(s,α) \ {fail}
}
.
Recall that K∀,>0N,goal = 0.
We now provide a polynomial-time algorithm for the computation of the values K∀,>0N,s for s ∈ Sfin. Let n = |Sfin | denote the
number of states in Sfin.
Initialization. Let K (j)goal = 0 for j = 0, 1, . . . ,n−1. For all states s ∈ Sfin \ {goal} we start with K (0)s = −∞.
Iteration. For j = 1, . . . ,n−1 we compute the following values for all states s ∈ S \ {goal} and all actions α ∈ Actfin(s):
K (j)s,α = wgt(s,α) + max
t ∈Post(s,α )
K (j−1)t and K
(j)
s = min
{
K (j)s,α : α ∈ Actfin(s)
}
.
Lemma D.12 (Soundness). The above algorithm correctly computes the values K (n−1)s = K∀,>0N,s for all states s ∈ Sfin.
Proof. LetNfin be the largest sub-MDP ofN that does not contain any state of S∞. That is, the state space ofNfin is Sfin ∪ {fail}
andNfin results fromN by removing the states t ∈ S∞ and all state-action pairs (s,α) with P(s,α , t) > 0 for some t ∈ S∞. Thus,
the action set of each state s ∈ Sfin is Actfin(s). Then, Nfin has no positive cycle (Lemma D.9).
By induction on j, we get for all states s ∈ Sfin and all actions α ∈ Actfin(s):
K (j)s,α ⩽ K (j+1)s,α ⩽ Ks,α and K (j)s ⩽ K (j+1)s ⩽ K∀,>0N,s .
Given a schedulerS for Nfin, let
maxwgt(j)s [S] = max
{
wgt(π ) : π is aS-path from s to goal with |π | ⩽ j } .
Then, by induction on j we get:
K (j)s = min
S
maxwgt(j)s [S]
whereS ranges over all schedulers for Nfin. Moreover, there exists a schedulerSj for Nfin such that K (j)s = maxwgt(j)s [Sj ].
Let nowS =Sn−1. As Nfin has no positive cycles, we have: If π is a finite path of length at least n, then wgt(π ) ⩽ wgt(π ′)
where π ′ results from π by removing all cycles. Thus, maxwgt(n−1)s [S] is the maximal weight of aS-path from s to goal. But
then K (n−1)s = K∀,>0N,v for all states s ∈ Sfin. □
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Corollary D.13. The values K∀,>0M,s for the states s ∈ Sfin are computable in polynomial time, assuming an oracle to compute the
set S∞.
By Lemma D.9, ifM has no positive cycles then S∞ is empty. Hence:
Corollary D.14 (Complexity ofDWR∀,>0 for MDPs without positive cycles). IfM has no positive cycles then problemDWR∀,>0
is in P and the values K∀,>0M,s are computable in polynomial time.
For the general case we have:
Theorem D.15 (Complexity of DWR∀,>0). The decision problem DWR∀,>0 is in coNP and the values K∀,>0M,s for the states s inM
are computable in pseudo-polynomial time.
Proof. To prove membership to coNP we rely on the statements of Lemma D.9, which yields that the answer to question
DWR∀,>0 is “no” iff there is an MD-schedulerS for N such that the Markov chain induced byS contains no positive cycle
and K0
S,sinit
< K . So, a nondeterministic polynomially time-bounded algorithm for the complement of DWR∀,>0 is obtained
by guessing an MD-scheduler for N , computing the value K0
S,sinit
in polynomial time (see Lemma D.8) and finally checking
whether K0
S,sinit
< K .
To compute the values K∀,>0M,s in pseudo-polynomial time, we compute S∞ in pseudo-polynomial time by Remark D.11, and
apply the above algorithm to compute the values K∀,>0M,s for the states s ∈ Sfin. □
D.3 Almost-Sure Reachability Under All Schedulers
In this section, we prove the following theorem.
Theorem 5.3. The decision problem DWR∀,=1 belongs to P and the value K∀,=1M,s is computable in polynomial time.
FromM we construct a weighted directed graph G = (V ,→,wgt). The set of vertices is V = {s ∈ S : PrminM,s (^T ∗) < 1}.
There is an edge inG from s to s ′ iff there exists an action α ∈ Act with P(s,α , s ′) > 0. The weight associated with edge s → s ′
is the minimum among actions that can lead from s to s ′: wgt(s → s ′) = min{wgt(s,α) | P(s,α , s ′) > 0}. Finally, for s ∈ V , Gs
denotes the subgraph of G reachable from s .
In the case where all states in T are traps, Theorem 5.3 derives from the following characterization of positive instances of
DWR∀,=1:
Lemma D.16. Let φ be a DWR-property with all states in T being traps. Then PrminM,s (φ) = 1 iff the following two conditions hold:
(i) PrminM,s (^T ) = 1, and
(ii) if PrminM,s (^T ∗) < 1, then the weighted graph Gs does not contain any negative cycle, and for each path π in Gs that starts in
s and ends in some t ∈ T \T ∗ we have wgt(π ) ⩾ Kt .
In this case and if T \T ∗ = {goal} is a singleton, then K∀,=1M,s is the minimal weight of a path from s to goal in Gs .
Proof. “=⇒”: PrminM,s (^T ) = 1 is clearly a necessary condition for PrminM,s (φ) = 1. Assume now that PrminM,s (^T ∗) < 1 and that
either Gs contains a negative cycle, or there is a path π from s to some t ∈ T \T ∗ with wgt(π ) < Kt . In both cases there is a
schedulerS such that PrSM,s (^(t ∧ wgt < Kt )) > 0 and hence PrminM,s (φ) < 1.
“⇐=”: PrminM,s (^T ∗) = 1 clearly implies PrminM,s (φ) = 1. Assume now that PrminM,s (^T ) = 1, PrminM,s (^T ∗) < 1, Gs does not
contain any negative cycle, and for each path π in Gs that starts in s and ends in some t ∈ T \T ∗ we have wgt(π ) ≥ Kt . Then
under all schedulers and for every path from s to a target state t ∈ T \T ∗ the accumulated weight necessarily is at least Kt . We
thus derive PrminM,s (φ) = 1. □
Condition (i) from the characterization of Lemma D.16 is a classical verification question for MDP and can be solved in P.
For condition (ii), the weighted graph can be constructed in polynomial time, and using standard shortest-path algorithms in
weighted graphs one can check for the nonexistence of a negative cycle and compute the minimal weight of paths from s to a
target state t ∈ T \T ∗. Thus, in case all T -states are traps, DWR∀,=1 can be solved in polynomial time.
We now address the general case. Intuitively, this case is harder since a target state t ∈ T \T ∗ might be visited several times
before t is actually visited with the constraint wgt ⩾ Kt . However, let us explain how to reduce the general case to the case
where all states inT are traps. To ease the presentation, we consider a simple DWR-property of the form ^(goal ∧ (wgt ⩾ K)).
Clearly, PrminM,s (^goal) = 1 is a necessary condition for PrminM,s (φ) = 1. We thus check first whether PrminM,s (^goal) = 1 holds.
Then, without loss of generality, we assume that all states are reachable from the initial state s , and that PrminM,t (^goal) = 1 for
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all states t . Under these assumptions, all end components ofM must contain goal. IfM has no end components then goal is a
trap, and we are back to the special case (Lemma D.16). Suppose now that goal is not a trap. Then,M has a unique maximal
end component E and E contains goal.
• If EminE (MP) > 0 then all end components ofM are pumping. Hence, PrminM,s
(
^(goal ∧ (wgt ⩾ K))) = 1 for all K ∈ Z,
and therefore K∀,=1M,s = +∞.
• If EminE (MP) < 0 thenM has negatively weight-divergent end components. In this case, PrSE,goal
( ⃝ ^(goal ∧ (wgt <
0))) > 0whereS is an MD-scheduler for E with ESE(MP) = EminE (MP) < 0. (This follows from the quotient representation
of the expected mean payoff in the Markov chain induced byS, see Lemma B.3.) Hence, K∀,=1M,s = K
∀,=1
M′,s whereM ′ is the
MDP resulting fromM when turning goal into a trap (i.e., removing all state-action pairs (goal,α)). ForM ′ we can then
rely on Lemma D.16.
• Suppose now that EminE (MP) = 0.
– If E does not contain any 0-EC then E is universally weight-divergent, i.e., all end components of E are positively
weight-divergent. This is a consequence of Theorem 3.14 applied to the MDP resulting fromM by multiplying all
weights with −1. Hence, in this case we have K∀,=1M,s = +∞.
– Suppose now that E contains at least one 0-EC. In this case, we can treat goal as a trap and rely on Lemma D.16. In
fact, let F be a 0-EC. If goal < F , then from goal under some scheduler, F is reached with positive probability and the
run remains almost surely in F . So if the first visit to goal does not satisfy the weight constraint, no further visits
might be possible under some schedulers. If goal ∈ F , for some schedulers that remain in F the accumulated weight
will be identical at each visit to goal since F is a 0-EC.
To check which of the above cases applies we can use standard polynomial-time algorithms to compute the minimal expected
mean payoff in strongly connected MDPs and the algorithms to check the existence of 0-ECs presented in Section 3.3 (see
also Section B.4.3). Recall from part (b) of Theorem 3.14 and Corollary 3.15 that the latter can also be used to check universal
weight-divergence. Putting things together, this proves Theorem 5.3.
We finish this section with a very similar result applied to the particular special case of Markov chains, which will be useful
in the next section.
Lemma D.17. Let φ be a DWR-property and s a state of a Markov chain C. Then PrC,s (φ) = 1 if and only if:
(i) PrC,s (^T ) = 1 and
(ii) for each t ∈ T \T ∗, there is no path π from s to t containing a state that belongs to a negative cycle; moreover the minimal
weight of a path from s to t is at least Kt .
Observe that conditions (i) and (ii) in Lemma D.17 can be checked in polynomial time: in particular (ii) reduces to standard
shortest-path algorithms in weighted graphs. As a consequence, for Markov chains we obtain that PrC,s
(
^T ∗ ∨∨t ∈T \T ∗ t ∧
(wgt ⩾ Kt )
)
= 1 can be decided in polynomial time.
D.4 Almost-Sure Reachability Under Some Scheduler
Theorem 5.5. The decision problem DWR∃,=1 is in NP ∩ coNP, and at least as hard as (non-stochastic) mean-payoff games. The
value K∃,=1M,s is computable in pseudo-polynomial time.
To establish the upper complexity bound of Theorem 5.5, we first justify that we can assume without loss of generality that
M has certain properties.
Lemma D.18. The problem DWR∃,=1 for general MDPs can be reduced in polynomial time to the case where instances of DWR∃,=1
enjoy the following properties:
(A1) T ∗ = {good} and T \T ∗ = {goal} with good and goal are both traps.
(A2) For all states s ∈ S \T ∗, PrmaxM,s (^T ∗) < 1.
(A3) For all states s ∈ S , PrmaxM,s (^T ) = 1.
Proof. LetM be an MDP, and φ = ∨t ∈T ^(t ∧ (wgt ⩾ Kt )). We start by proving that (A1) is not a real restriction. FromM,
we buildM ′ that extendsM with copies t ′ of the states t ∈ T ∗, an additional state goal, and new state-action pairs (t ,τ ) such
that: in case t ∈ T ∗, PM′(t ,τ , t ′) = 1 and wgtM′(t ,τ ) = 0; and for t ∈ T \T ∗, PM′(t ,τ , goal) = 1 and wgtM′(t ,τ ) = −Kt . The
new states (goal and each t ′ for t ∈ T ∗) are traps. We then let
φ ′ = ^(goal ∧ (wgt ⩾ 0) ∨
∨
t ∈T ∗
^(t ′ ∧ (wgt ⩾ Kt )) .
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This construction in particular ensures PrmaxM,sinit (φ) = 1 iff PrmaxM′,sinit (φ ′) = 1.
To justify assumption (A2), observe that K∃,=1M,s = +∞ for all states s with PrmaxM,s (^T ∗) = 1, so that DWR∃,=1 is trivial for
such states. Moreover, setting T˜ ∗ = {s ∈ S : PrmaxM,s (^T ∗) = 1} and
φ˜K = ^T˜ ∗ ∨ ^(goal ∧ (wgt ⩾ K))
we have that for all states s inM, PrmaxM,s
(
φK
)
= PrmaxM,s
(
φ˜K
)
. We can thus safely assume T˜ ∗ = T ∗.
Finally, it is no loss of generality to assume (A3) because PrmaxM,s (^T ) < 1 implies PrmaxM,s (φK ) < 1 for all K ∈ Z and therefore
K∃,=1M,s = −∞. TransformingM into the largest sub-MDP M˜ where the state space is S˜ = {s ∈ S : PrmaxM,s (^T ) = 1} we get
∀K ∈ Z, ∀s ∈ S˜, PrmaxM,s (φK ) = 1⇐⇒ PrmaxM˜,s (φK ) = 1 .
Therefore, for all states s ∈ S˜ , K∃,=1M,s = K∃,=1M˜,s . □
In the rest of this section, we hence assume φ = ^good ∨ ^(goal ∧ wgt ⩾ K) for trap states good and goal.
Case of MDPs Without Positively Weight-Divergent End Components
We first address the special case whereM has no positively weight-divergent end component. Thanks to the spider construction
from Section 3.1, we may assume thatM has no 0-EC. As a consequence, for all end components E ofM, EmaxE (MP) ⩽ 0. Let
us prove that MD-schedulers are sufficient for DWR∃,=1, assumingM has no positively weight-divergent end component.
Lemma D.19 (MD-scheduler suffice if no weight-divergent EC). Let M be an MDP such that M has no positively weight-
divergent end component. Let φ = ^good ∨ ^(goal ∧ wgt ⩾ K) where good and goal are traps. If there exists a schedulerS with
PrSM,sinit (φ) = 1, then there exists an MD-scheduler T with PrTM,sinit (φ) = 1.
Proof. Suppose we are given a schedulerS with PrSM,sinit (φ) = 1. First, we consider the case where φ = ^(goal ∧wgt ⩾ K), i.e.,
T ∗ = ∅. Later we will explain how to adapt the proof for the case where T = {goal, good} with Kgood = −∞.
Let ∼ denote the following equivalence relation on the state space ofM:
s ∼ t iff s and t belong to the same maximal end component ofM .
A state-action pair (s,α) is called a progress move if α ∈ Act(s) and P(s,α , t) > 0 for at least one state t with s ≁ t . Note that if
state s does not belong to any end component then all state-action pairs (s,α) with α ∈ Act(s) are progress moves. Moreover,
if (s,α) is a progress move then there is at least one state t such that PrmaxM,t (^s) < 1.
Let X denote the set of state-weight pairs (s,w) ∈ (S \ {goal}) × Z such that there is some S-path π from sinit to s with
wgt(π ) = w and s < T . Let X (s) = {w ∈ Z : (s,w) ∈ X }.
Claim 1: If X (s) , ∅ then minX (s) exists.
To prove the Claim, suppose by contradiction that inf X (s) = −∞. By assumption, for each R ∈ N there exists anS-path πR
from sinit to s with wgt(πR ) ⩽ −R. Let N be the MDP that extendsM by a trap state goal′ and the state-action pair (goal,τ )
with wgt(goal,τ ) = −K and P(goal,τ , goal′) = 1. Obviously, the residual schedulerS↑πR can be extended to a scheduler VR
for N such that
PrVRN,s
(
^(goal′ ∧ (wgt ⩾ R)) ) = 1 .
This holds for every R ∈ N, thus N has a positively weight-divergent end component E; a contradiction. This completes the
proof of Claim 1.
LetU = {s ∈ S : X (s) , ∅}. For s ∈ U we definews = minX (s) ∈ Z. Let A(s) denote the set of actions α ∈ Act(s) such that
S(π ) = α for at least oneS-path π from sinit to s with wgt(π ) = ws .
Let now Y0 be the set of all states s ∈ U such that A(s) contains at least one action αs where (s,αs ) is a progress move. We
then inductively define Yi+1 as the set of states s ∈ U \ (Y0 ∪ . . . ∪ Yi ) where A(s) contains at least one action αs such that
P(s,αs , t) > 0 for at least one state t ∈ Yi . Clearly, there is some j such that Yj+1 is empty. Let Y = Y0 ∪ Y1 ∪ . . . ∪ Yj . Then,
Y ⊆ U .
Claim 2: Y = U .
To prove this claim, we again suppose by contradiction that Y is a proper subset of U . Consider the sub-MDP M˜ ofM
induced by the state-action pairs (s,α) with s ∈ U \ Y and α ∈ A(s). Note that s ∈ U \ Y and α ∈ A(s) implies t ∈ U \ Y for all
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states t with P(s,α , t) > 0. The residual schedulersS↑π for the paths π from sinit to s with wgt(π ) = ws and s ∈ U \ Y can be
viewed as schedulers for M˜. Hence:
PrS↑πM˜,s
(
□(U \ Y ) ) = 1 .
As goal < U (recall that U consists of non-trap states, whereas goal is a trap) we get PrSM,sinit (φ) < 1, a contradiction, so that
U = Y .
To conclude, for the states s ∈ U we can now pick some action αs ∈ A(s) such that either s ∈ Y0 and (s,αs ) is a progress
move or s ∈ Yi+1 and P(s,αs , t) > 0 for some state t ∈ Yi . Let T be a memoryless scheduler such that T(s) = αs for s ∈ U
(and defined arbitrary from other states). Then, PrTM,sinit (φ) = 1 and hence, for the case T ∗ = ∅ we are done with the proof of
Lemma D.19.
Suppose now thatT ∗ = {good}, and φ = ^good∨^(goal∧wgt ≥ K). We pick an MD-schedulerU such that PrUM,s (^good) =
ps where for each state s , ps = PrmaxM,s (^good). We may assume w.l.o.g. thatS behaves as U whenever a state s with ps = 1 has
been reached.
The definition of the sets X , X (s) is as before. In Claim 1, we show that minX (s) exists for all states s where ps < 1. The
argument is again by contradiction using paths πR as above. As PrS↑πRM,s (^good) ⩽ ps < 1 we have:
PrS↑πRM,s
( ∨
t ∈T \T ∗
(^(t ∧ (wgt ⩾ Kt )))
)
⩾ 1 − ps .
The MDP N = Ns is defined as above, with a τ -transition from goal to the fresh state goal′, while good has a τ -transition to s ,
with weight small enough to ensure that N has no positively weight-divergent end component.
Let us briefly explain how to find the value wgt(good,τ ) ∈ Z so that the constructed MDP N has no positively weight-
divergent end component. Suppose N has an end component that contains good. Let E be the maximal end component
of N that contains good, and view it as an MDP. Obviously, we have PrmaxE,s (^good) = 1 and E is a sub-MDP of M.
(Notice that none of the new state-action pairs (t ,τ ) for t ∈ {goal, good} is contained in E.) AsM has no positively
weight-divergent end component, so does E. Thus, the maximal expected accumulated weight until reaching good is
finite. Let E = EmaxE,s (“wgt until good”). We then may define wgt(t ,τ ) as any value that is smaller than −E. This ensures
that EUE,s (MP) < 0 for each MD-scheduler U for E with a single BSCC B and (good,τ ) ∈ B (Lemma B.3). But then
EmaxE (MP) < 0. Hence, E is not positively weight-divergent (Corollary 3.4).
SchedulerVR forN is now defined as follows. Starting in state s ,VR first behaves asS↑πR until reaching a state t ∈ {good, goal}.
• If t = goal then VR schedules τ and moves to goal′.
• If t = good thenVR takes the τ -transition back to state s . If R′ is the weight of the (complete) path thatVR has generated
then VR behaves now asS↑πR′ until reaching again a state t ∈ {good, goal}.
As the probablities to generate a path from s to good under all residual schedulersS↑πR is at least 1−ps we obtain:
PrVRM,s
(
^(goal′ ∧ (wgt ⩾ R)) ) = 1 .
This is impossible as N has no positively weight-divergent end component. The remaining argument and proof of Claim 2 is
the same as for the case T ∗ = ∅. This concludes the proof of Lemma D.19 in the general case. □
As a consequence of Lemma D.19, one can decide in NP the problem DWR∃,=1 by guessing an MD-schedulerS and checking
that it ensures PrS(^good ∨ ^(goal ∧ wgt ⩾ K)) = 1. This would also yield an EXPTIME-algorithm to compute the values
K∃,=1M,s . We now give a better alternative in terms of complexity, both to answer the decision problem DWR
∃,=1 and to compute
the values K∃,=1M,s , by using a reduction to mean-payoff games.
Theorem D.20. IfM has no weight-divergent end components then the problem DWR∃,=1 is in NP ∩ coNP. The values K∃,=1M,s
can be computed in pseudo-polynomial time.
Proof. The complexity upper bound for the decision problem is established through a polynomial-time reduction to mean-payoff
games, illustrated on Figure 14.
FromM, we build a two-player mean-payoff game G, in which player 1 simulates the choices of the scheduler, player 2 is
responsible for the probabilistic choices, and the weight of a transition by player 1 coincides with the weight inM. Moreover,
G is extended with two transitions: a self-loop on good with weight 0, and an edge from goal to sinit with weight −K .
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Figure 14. Reduction of DWR∃,=1 to mean-payoff games, assuming no weight-divergent EC.
The construction ensures
∃S, PrSM,sinit (^good ∨ ^goal ∧ wgt ⩾ K) = 1 ⇐⇒ ∃σ , ∀τ , PlayG(σ ,τ ) |= MP ≥ 0 .
(=⇒) To prove the left-to-right direction, we pick a schedulerS that satisfies PrSM,sinit (^good ∨ ^goal ∧ wgt ⩾ K) = 1. By
Lemma D.19, we may assume thatS is an MD-scheduler. It trivially induces an MD-strategy σ in G, which mimicsS in all
states except goal, and moves back to sinit from goal.
Thanks to Lemma D.17, along all paths from sinit to goal in the Markov chain C induced byS, no state belongs to a negative
cycle of C. From the hypothesis that for all s , good, PrmaxM,s (^good) < 1, we derive that all states (except good) have a path to
goal in C. Therefore, C has no negative cycle on the way to goal. Moreover, the weight −K of the transition from goal to sinit
was chosen so that all cycles around sinit have nonnegative weight. Thus, for all strategy τ of player 2, the play induced by σ
and τ has nonnegative mean payoff.
(⇐=) For the other direction, we let σ be an MD-strategy winning for player 1 in G. Here it also trivially defines a scheduler
S forM. We first show thatS ensures PrSM,sinit (^good ∨ ^goal) = 1, by contradiction. Then, there exists an EC E such that
PrSM,sinit (^□E) > 0. Since all EC ofM have negative expected mean payoff, this holds in particular for E, and thusS induces
at least a path with negative mean-payoff. Now, assume that the weight constraint in goal is not met, i.e., there is anS-path
reaching goal with accumulated weight at most K−1. Iterations of this path followed by the transition from goal to sinit yields a
play in G under σ which had negative mean-payoff, a contradiction with the fact that σ is winning. Thus, allS-paths to goal
reach it with accumulated weight at least K . All in all,S ensures that φ holds almost surely.
For the computation of the values,K∃,=1M,s = ∞ if PrmaxM,s (^good) = 1, andK∃,=1M,s = −∞ if PrmaxM,s (^(good∨goal)) < 1. Otherwise,
for each state s ∈ S we have that K∃,=1M,s ∈ {−∞} ∪ [|S | ·Wmin, |S | ·Wmax], whereWmin is the minimal weight andWmax is the
maximal weight that appears inM. In fact, MD-schedulers suffice to achieve a given threshold K , and an MD-schedulerS
satisfying PrSM,s
(
^good ∨ ^(goal ∧wgt ⩾ K)) = 1 cannot induce any negative cycle inM. Thus, any threshold K that can be
ensured byS must be equal to or greater than the weight of a simple shortest path from s to goal, which is at least |S | ·Wmin.
Conversely, under any MD-schedulerS, goal (which is a trap state) is reachable following a simple path so a threshold K
with PrSM,s
(
^good ∨ ^(goal ∧ wgt ⩾ K)) = 1 cannot be larger than |S | ·Wmax. To compute the values, we can thus run a
binary search in this interval with log(|S | ·W ) calls to a pseudo-polynomial mean-payoff solver, whereW =Wmax −Wmin. The
binary search either determines a finite value, or it returns that the value must be less than |S | ·Wmin in which case the value
is −∞. □
To prepare the proof of the general case (whenM may haveweight-divergent end components), we provide a characterization
of the different cases that arise for K∃,=1M,s : whether the value is −∞, finite, or +∞. To do so, we introduce a weighted directed
graph associated withM and an MD-schedulerS. LetGSs denote the weighted directed graph where the vertex set consists of
all states u inM that belong toS-path from s to goal. The edge relation in GSs is given by u → u ′ if PM(u,S(u),u ′) > 0. The
weight of the edge u → u ′ is wgtM(u,S(u)).
Lemma D.21. LetM be an MDP with no positively weight-divergent end components that satisfies assumptions (A1), (A2) and
(A3) and let s be a state ofM. Then:
(a) K∃,=1M,s = +∞ iff s = good
(b) K∃,=1M,s ∈ Z iff s , good and there exists an MD-schedulerS such that the graph GSs does not contain any negative cycle.
(c) K∃,=1M,s = −∞ iff s , good and there is no MD-schedulerS satisfying the condition stated in (b).
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Proof. Statement (a) is trivial. Statements (b) and (c) are easy consequences of Lemma D.19 and Lemma D.17. □
General Case
We now consider the general case whereM might have positively weight-divergent end components, still assuming (A1),
(A2) and (A3) to hold.
We first observe that states that belong to the same positively weight-divergent end component have the same truth values
for DWR∃,=1 and the same values for the corresponding optimization problem. More precisely:
Lemma D.22 (Same values for states in weight-divergent ECs). Let E be a positively weight-divergent end component ofM.
Then:
(a) For all states s, s ′ ∈ E, PrmaxM,s (φ) = 1 iff PrmaxM,s ′(φ) = 1 and PrmaxM,s (φ) > 0 iff PrmaxM,s ′(φ) > 0.
(b) There exists K∃,=1M,E ∈ {+∞,−∞} such that for all states s ∈ E we have K∃,=1M,s = K∃,=1M,E .
(c) If K∃,=1M,E = +∞ and s is a state with PrmaxM,s (^E) = 1, then K∃,=1M,s = +∞.
Proof. Given two states s, s ′ ∈ E and a natural number R ∈ N, since E is positively weight-divergent there exists a scheduler
VR for E such that PrVRE,s
(
^(s ′ ∧ (wgt ⩾ R))) = 1. Hence, for each schedulerS forM and each K ∈ Z there is a schedulerSR
forM such that PrSM,s (φK ) = PrSRM,s ′(φK+R ). With R = 0, we obtain statement (a) and K∃,=1M,s = K∃,=1M,s ′ . With s = s ′ and letting R
tend to∞, we obtain that the value K∃,=1M,s cannot be finite. Thus, K∃,=1M,s ,K∃,>0M,s ∈ {±∞}. This yields statement (b).
To prove statement (c), we pick a family of schedulers (SK )K ∈Z such that PrSKM,u (φK ) = 1 for all states u in E and all integers
K . Let now s be a state such that PrSM,s (^E) = 1. Given R ∈ Z, we now composeS and the schedulersSK to obtain a scheduler
TR with PrTRM,s (φR ) = 1. TR first behaves asS until reaching a state in E. As soon as some state u of E is reached, say along a
path π from s to u with wgt(π ) = w , T switches mode and behaves asSR−w from then on. □
For solving the general case, let us now explain how to use the particular case of MDPs without positively weight-divergent
end components. FromM we construct another N by intuitively replacing each maximal weight-divergent end component
E with an entry state Ein and an exit state Eout and a transition from Ein to Eout with “sufficiently high” weight. N has no
positively weight-divergent end components, however the values K∃,=1N,s are only a lower bound on K
∃,=1
M,s . In particular, it may
happen that K∃,=1N,s = −∞ and K∃,=1M,s = +∞. To remedy this problem, we will see how to identify end components with value
+∞. This is performed by a fixed-point computation of the “good” end components. All details of these steps are provided in
the remainder of this section.
To formally defineN we introduce some notations. Let E1, . . . ,Ek be the maximal end components ofM that are positively
weight-divergent. Recall that these can be computed in polynomial time by first computing the maximal end components of
M and then checking whether each of them is weight-divergent thanks to Theorem 3.9 from Section 3.2.
LetWDMEC consist of all states inM that are contained in one of the weight-divergent maximal end components E1, . . . ,Ek .
Since good and goal are traps, the maximal end components ofM do not contain them, and {good, goal} ∩WDMEC = ∅. For
simplicity, we assume that the action sets ActM(s) are pairwise disjoint, and we write wgtminM ∈ Z for the minimal weight
assigned to some state-action pair inM. We have now all ingredients to precisely define N .
state space SN =
(
SM \WDMEC
) ∪ { Ein, Eout : E ∈ {E1, . . . ,Ek } };
action set ActN = Act ∪
{
τ
}
, with τ < Act a fresh action symbol;
transitions
• If (s,α) is a state-action pair inM where s ∈ SM \WDMEC, then (s,α) is a state-action pair ofN with the same weight;
moreover for each state s ′ ∈ SM \WDMEC, PN(s,α , s ′) = PM(s,α , s ′) and for each end component E ∈ {E1, . . . ,Ek }
we define PN(s,α , Ein) = PM(s,α , E).4
• Each state-action pair (s,α) inM where s ∈ E ⊆ WDMECand such that for some state s ′ outside E, PM(s,α , s ′) > 0 is
turned into a state-action pair (Eout,α) in N ; the weight of the state-action pair (E,α) in N coincides with the weight
of (s,α) in M; moreover the transition probabilities are defined as follows: for each state s ′ ∈ SM \WDMEC we
set PN(Eout,α , s ′) = PM (s,α,s
′)
1−PM (s,α,E) , for each maximal weight-divergent end component F , E we set PN(Eout,α ,Fin) =∑
s ′∈F
PM (s,α,s ′)
1−PM (s,α,E) , and PN(E,α , E) = 0.
4The notation PM (s, α, E) stands for the probability from s to reach any state of E.
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• Last, for each maximal weight-divergent end component E inM,N contains a state-action pair (Ein,τ ) for some fresh
action symbol τ with PN(Ein,τ , Eout) = 1 and wgtN(Ein,τ ) = ω, with ω = max { 0, −(|SN |−1) · wgtminM }.
An example of transformation fromM to N is provided by Example 5.4 in the core of the paper.
The representation of all states belonging to the same maximal weight-divergent end component E by the states Ein and Eout
is motivated by part (a) of Lemma D.22, which expresses that states in the sameWDMEC have the same truth value forDWR∃,=1.
Intuitively, the τ -transition from Ein to Eout serves to mimic all state-action pairs (s,α) with s ∈ E and PM(s,α , E) = 1.
Lemma D.23 (Simple properties of the new MDP). N satisfies assumptions (A1), (A2) and (A3). Moreover:
(a) None of the states Ein, Eout for E ∈ {E1, . . . ,Ek } belong to an end component of N .
(b) N has no positively weight-divergent end component.
(c) None of the states Ein, Eout for E ∈ {E1, . . . ,Ek } belongs to a simple negative cycle in N .
Proof. Given thatM satisfies assumptions (A1), (A2) and (A3), it is easy to see that N satisfies these assumptions, too.
Statements (a) and (b) follow from the fact that each end component E ofN is an end component ofM that is not positively
weight-divergent. Under the assumption that wgtminM ⩾ 0, statement (c) is trivial, since in this case all weights in M are
nonnegative, and also in N because all τ transitions then have weight ω = 0.
Assume now that wgtminM < 0, in which case the weight of τ -transitions satisfies ω = −(|SN |−1) · wgtminM < 0. Let ξ be a
simple cycle in N that contains one of the states Ein or Eout for some E ∈ {E1, . . . ,Ek }. Necessarily, ξ then also contains the
τ -transition from Ein to Eout (otherwise ξ could not enter Eout and could not leave Ein).
Regarding ξ as a sequence of state-action pairs, we let ρ denote the sequence (s1,α1) . . . (sm ,αm) of state-action pairs in N
that results from ξ by removing the state-action pairs (Fin,τ ) for F ∈ {E1, . . . ,Ek }. In particular, {s1, . . . , sm} ⊆ SM \WDMEC
and all state-action pairs (si ,αi ) in ρ belong toM. Since ξ is a simple cycle, we derivem ⩽ |SN |−2. As a consequence, we get
wgtN(ξ ) ⩾
m∑
i=1
wgtM(si ,αi ) +wgtN(Ein,τ ) ⩾m·wgtminM +wgtN(Ein,τ ) ⩾ (N−2)·wgtminM − (N−1)·wgtminM = −wgtminM > 0 .
Thus ξ is not a negative cycle, and the proof of statement (c) is complete. □
To establish a relation between values inM and in N , we first assign states ofM a corresponding state in N . For s ∈ M,
sN is defined as s if s ∈ SM \WDMEC, and otherwise s = Eout if s belongs to the MEC E that is positively weight-divergent.
Furthermore, we defineWDMECN =
{Ein, Eout : E ∈ {E1, . . . ,Ek }}, as the set of entry and exit states in N .
The values for states in N is defined analogously to values in M: for u ∈ N , K∃,=1N,u is the supremum over all integers
K such that PrmaxN,u (φK ) = 1. On the one hand recall from Lemma D.22 that for each E ∈ {E1, . . . ,Ek } all states in E share
the same value K∃,=1M,E ∈ {+∞,−∞}. On the other hand, as N satisfies assumptions (A1), (A2) and (A3), has no positively
weight-divergent end components, and (see Lemma D.23) we can apply Lemma D.21, we obtain that K∃,=1N,Eout ∈ {−∞} ∪Z. Thus,
we cannot expect that K∃,=1M,s and K
∃,=1
N,sN agree. Nevertheless, we will prove that the values K
∃,=1
M,s can be derived from the values
K∃,=1N,sN .
We start with the following observation that relates the values inM and N where we switch to a different objective for N .
Lemma D.24. Let s and K ∈ Z be such that PrmaxM,s (φK ) = 1. Then, for T ∗N = T ∗ ∪
{ Eout : K∃,=1M,E = +∞ } it holds
PrmaxN,sN
(
^T ∗N ∨ ^(goal ∧ (wgt ⩾ K))
)
= 1 .
Proof. If the given state s ofM belongs to a maximal weight-divergent end component ofM, then sN ∈ T ∗N and the claim is
obvious. Suppose now that s < WDMEC, in which case s is also a state of N .
We pick an MD-scheduler U for N that maximizes the probabilities to reach T ∗ from every state in N . Let V = {v ∈ SN :
PrmaxN,v (^T ∗) = 1}. Clearly, we have PrSN,v (^T ∗) = 1 for every state v ∈ V . Consider now any scheduler T for N such that:
• T(π ) =S(π ) for each finite path π in N with last(π ) < V consisting of states that do not belong toWDMECN .
• T(π ) = U(last(π )) if last(π ) ∈ V .
(The behavior of T for the paths π that contain a state inWDMECN is irrelevant.)
Obviously, PrTN,sN (^Ein) > 0 implies PrSM,s (^E) > 0. But then there is anS-path π from s to some state u in E. For the
residual scheduler, we have PrS↑πM,u
(
φK−wgt(π )
)
= 1. In particular, PrmaxM,u (φK−wgt(π )) = 1. Therefore, K∃,=1M,E = +∞ by part (b) of
Lemma D.22. But then Eout ∈ T ∗N . Moreover, each T-path π from sN to goal that does not enter a state inWDMECN is aS-path
from s to goal. Hence, wgt(π ) ⩾ K . □
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Figure 15.We have K∃,=1M,s1 = K
∃,=1
M,s1 = +∞ while K
∃,=1
N,E1out = K
∃,=1
N,E2out = −∞.
To simplify our notations, we write K∃,=1N,E rather than K
∃,=1
N,Eout for a given E ∈ {E1, . . . ,Ek }. Recall that by assumption (A2)
we have K∃,=1N,Eout ∈ Z ∪ {−∞}. The idea is now to identify the end components E ∈ {E1, . . . ,Ek } ofM where K
∃,=1
M,E = +∞.
For this, we observe:
Lemma D.25. For each scheduler T for N and each K ∈ Z, there is a schedulerS forM such that for all states s inM:
PrTN,sN (φK ) ⩽ PrSM,s (φK ) .
Proof. The proof is an easy verification. It relies on the fact that any scheduler T for N naturally induces a scheduler S
for M that mimics the behavior of T and uses a weight-divergent scheduler for the behavior inside the end components
E ∈ {E1, . . . ,Ek } to ensure that the accumulated weight inside E is at least ω. □
As a consequence, values inM are at least as large as values in N .
Corollary D.26 (Values in N are lower bounds for the values inM).
(a) For every state s ofM, K∃,=1N,s ⩽ K∃,=1M,s .
(b) If E ∈ {E1, . . . ,Ek } and K∃,=1N,Eout ∈ Z then K
∃,=1
M,E = +∞.
Still there can be end components E ∈ {E1, . . . ,Ek } with K∃,=1M,E = +∞ while K∃,=1N,Eout = −∞. The following example
illustrates this phenomenon.
Example D.27. LetM be the MDP depicted in Figure 15 on the left. Then,M has two maximal end components E1, E2
where E1 consists of the state-action pair (s1, β) and E2 of the state-action pair (s2, β). State u does not belong to any end
component. Hence, WDMEC = {s1, s2}. We have K∃,=1M,s1 = K
∃,=1
M,s1 = +∞. The new MDP N illustrated by Figure 15 on the
right can be seen as a Markov chain. As wgtN(u,γ ) = −1, the five states E1 in, E1out , E2 in, E2out and u consistute a strongly
connected component of N that contains a negative cycle. Hence, PrN,E1out (φK ) = PrN,E2out (φK ) = 0 for each K , and therefore
K∃,=1N,E1out = K
∃,=1
N,E2out = −∞.
To detect end components E with with K∃,=1M,E = +∞ and K∃,=1N,Eout = −∞, we introduce the notation of good states and good
end components.
Definition D.28 (Good states and end components). If X ⊆ {E1, . . . ,Ek } then we define X in = {Ein : E ∈ X } and
φK [X ] = ^(T ∗ ∪ X in) ∨ ^(goal ∧ (wgt ⩾ K)) .
The set of good end components GoodEC is the largest subset X of {E1, . . . ,Ek } such that:
∀E ∈ X ∃K ∈ Z s.t. PrmaxN,Eout
(
φK [X ]
)
= 1 . (Good)
The set of good states is defined as Good =
⋃
E∈GoodEC SE where SE denotes the set of states of end component E.
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Remark D.29 (Greatest fixed-point characterization of the GoodEC). By definition, GoodEC is the greatest fixed point of the
operator Ω : 2{E1, ...,Ek } → 2{E1, ...,Ek } that maps a given X ⊆ {E1, . . . ,Ek } to
Ω(X ) = { E ∈ {E1, . . . ,Ek } : ∃K ∈ Z s.t. PrmaxN,Nout (φK [X ] ) = 1 } .
The operator Ω is monotonic, thus Tarski’s fixed-point theorem ensures the existence of a greatest fixed point that can be obtained
as the limit of the sequence X0 = {E1, . . . ,Ek }, Xi+1 = Ω(Xi ) for i ⩾ 0.
First we prove that good states have value +∞ inM.
Lemma D.30. If s ∈ Good then K∃,=1M,s = +∞.
Proof. Obviously, there exists K ∈ Z such that PrmaxN,Eout
(
φK [GoodEC]
)
= 1 for all E ∈ GoodEC. Using Lemma D.19 one can
show that there is an MD-scheduler T for N such that
PrTN,Eout
(
φK [GoodEC]
)
= 1 for all E ∈ GoodEC .
Scheduler T enjoys the following properties:
(1) PrTN,Eout (^Ein) < 1 for all E ∈ {E1, . . . ,Ek }.
This follows from the observation that the exit and entry states of the end components E ∈ {E1, . . . ,Ek } do not belong
to any end component of N (Lemma D.23).
(2) If E,F ∈ {E1, . . . ,Ek } and E is good then PrTN,Eout ((¬GoodN)U Fin) > 0 implies F is good.
Suppose by contradiction that F is not good. Let X = GoodEC ∪ {F }. We pick a T-path π from Eout to Fin that does not
contain a state in GoodN , the set of good states ofN . Then, π ′ = π τ Fout is a T-path, too, and PrTN,Fout
(
φL[GoodEC]
)
= 1
where L = K − wgtN(π ′). With H = min{K ,L} we get PrTN,Eout
(
φH [X ]
)
= 1 for all E ∈ X . Thus, X is a fixed point of Ω.
This contradicts that GoodEC is the greatest fixed point of Ω.
(3) PrTN,Eout
(
^(T ∪ GoodN)
)
= 1 as PrTN,Eout
(
φK [GoodEC]
)
= 1.
To prove K∃,=1M,s = +∞ we pick some R ∈ Z and design a schedulerS =SR forM such that PrSM,s (φR ) = 1 for all good states s .
The behavior ofS is as follows.
• For all input paths π ending in a state u of SM \WDMECN ⊆ SN \ GoodN , schedulerS behaves as T, i.e.,S(π ) = T(u).
• For all input paths π that end in the entry state Ein of some end component E ∈ GoodEC, schedulerS uses a weight-
divergent scheduler for E until it has generated a path π ′ where the total weight is at least R−K and where T(Eout) is an
action of state last(π ′). SchedulerS then schedules action T(Eout) for π ′.
• The behavior ofS for input paths π where last(π ) is the entry state Ein of some non-good end component is irrelevant.
Using properties (1), (2) and (3) of T, we get that none of the S-paths starting in a good state will visit a non-good end
component and that PrSM,s (φR ) = 1 for all good states s . □
Conversely, we establish that states belonging to a weight-divergent end component and with value +∞ are good states.
Lemma D.31. If s ∈ WDMEC and K∃,=1M,s = +∞ then s ∈ Good.
Proof. Recall that all states that belong to the same end component E ∈ {E1, . . . ,Ek } have the same value K∃,=1M,E = {+∞,−∞}.
Set X Let X denote the set of end components E ∈ {E1, . . . ,Ek } such that K∃,=1M,E = +∞. It suffices to show that X is a fixed
point of Ω, as then X ⊆ GoodEC will follow, and therefore all states belonging to an end component E ∈ X are good.
Progress moves As in the proof of Lemma D.19, page 46, we use the notion of progress moves. This time, we need the
term progress move for maximal end components. Given a maximal end component E, we refer to a state-action pair
(u,α) with u ∈ E as a progress move for E if there is some state v with PM(u,α ,v) > 0 and v does not belong to E. By
assumption (A3), each maximal end component ofM has a progress move. Moreover, wheneverS is a scheduler forM
and s a state inM such that PrSM,s (^T ) = 1 then for eachS-path π from s to some maximal end component E there is
anS-path π ′ that extends π and where (last(π ′),S(π ′)) is a progress move of E.
SchedulersSE For each E ∈ X , there is some R ∈ Z and a schedulerSE enjoying the following properties:
(P1) PrSEM,s (φR ) = 1 for all states s in E
(P2) There is a progress move (uE ,αE) of E such thatSE(π ) = αE for eachS-path π starting in some state of E with
wgtM(π ) ⩾ 0 and last(π ) = uE .
(P3) Whenever π is aSE-path consisting of states and state-action pairs in E such thatSE(π ) is a progress move then
wgtM(π ) ⩾ 0, last(π ) = uE andSE(π ) = αE .
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Conditions (P2) and (P3) can be ensured by using a weight-divergent scheduler until having accumulated enough weight
and the current state in uE .
Property (P1) implies:
(P4) All states that are reachable from E via an SE-path are either not contained in WDMEC or belong to an end
component E ∈ X .
(P5) Whenever π is anSE-path from E to goal where only the first state is contained inWDMEC, then π can be seen as
a path in N starting in Eout and wgtN(π ) ⩾ R.
(P6) PrSEM,uE (^E) < 1
Let now TE be a scheduler forN that schedules αE for state Eout and behaves asS afterwards (when identifying uE with
Ein) until reachaing a trap state t ∈ T or the entry state of an end component F ∈ {E1, . . . ,Ek }. In the latter case, F ∈ X
(by (P4)) and the behavior of TE after having reached Fin is irrelevant for our purposes. By (P5) and (P6) we then have
PrTEN,Eout (φR [X ]) = 1 .
This shows that X is indeed a fixed point of Ω.
As a consequence, all states in X are good states, showing the desired result. □
From Lemmas D.30 and D.31 we obtain a characterization of good states and good end components.
Corollary D.32. Good =
{
s ∈ WDMEC : K∃,=1M,s = +∞
}
and GoodEC =
{E ∈ {E1, . . . ,Ek } : K∃,=1M,E = +∞ }.
Finally we characterize states ofM with value +∞:
Lemma D.33. Let s be a state inM. Then K∃,=1M,s = +∞ iff PrmaxM,s
(
^(T ∗ ∪ Good)) = 1.
Proof. The implication “⇐=” is an easy verification. The task is to provide schedulers TK with PrSKM,s (φK ) = 1 for each K ∈ Z.
The idea is to combine an MD-schedulerS satisfying PrSM,s (^(T ∗ ∪ Good)) = 1 with schedulers of a family (SR )R∈Z where
PrSRM,u (φR ) = 1 for each state u ∈ Good and each R ∈ Z. For this, scheduler TK first behaves asS until reaching the target
state in good ∈ T ∗ or a good state. In the latter case, ifw is the weight that has been accumulated so far, TK behaves asSK−w
after having reached a good state.
To prove “=⇒”, we pick a state s ofM such that K∃,=1M,s = +∞. The claim is trivial if s ∈ {good} ∪ Good. Consider now the
case where s < {good} ∪ Good. Suppose by contradiction that PrmaxM,s (^(good ∪ Good)) < 1. Then, for each schedulerS with
PrSM,s (^T ) = 1 we have PrSM,s ((¬Good)U goal) > 0.
Let M ′ be the MDP that results from M by (i) removing all state-action pairs (u,α) with u ∈ WDMEC and (ii) adding
the state-action pairs (u,τ ) with P(u,τ , s) = 1 and wgt(u,τ ) = 0 for u ∈ Good ∪ {good}. Then, the end components of
M ′ are exactly the end components ofM that do not contain any state in WDMEC. In particular,M ′ has no (positively)
weight-divergent end components. This is because s and the states u ∈ Good ∪ {good} cannot belong to an end component of
M ′ since PrmaxM′,s
(
^({good} ∪ Good)) = PrmaxM,s (^({good} ∪ Good)) < 1.
We now consider a sequence of schedulers (SK )K ∈N with PrSKM,s (φK ) = 1 for all K ∈ N. None of the states that are reachable
from s via aSK -path belongs toWDMEC \ Good as noSK -path from s to goal can traverse a state u where KE1M,u = −∞.
Given R ∈ Z, we design a scheduler TR for M ′ as follows. Given an input path π for T where π does not contain a
τ -transition from a state u ∈ Good ∪ {good} then TR behaves asSR . Otherwise, π has the form π1;π2 where π1 is a path from
s to s where the last transition is a τ -transition from some state u ∈ Good ∪ {good} to s and π2 is a path from s that does not
contain such a τ -transition. In this case, we definew = wgt(π1) and TR behaves for π in the same way asSR−w behaves for
the path π2. We then have PrTRM′,s
(
^(goal ∧ (wgt ⩾ R))) = 1. In particular, ETRM′,s ( goal) ⩾ R. As this holds for each R ∈ Z, we
obtain: EsupM′,s ( goal) = +∞. This is impossible by Lemma 4.1 (rephrased for maximal expected accumulated weights) asM ′
does not have positively weight-divergent end components. □
We can finally relate values inM and in N .
Definition D.34 (Values for the states in N ). Given a state u in N the value of u in N is
KN,u = sup
{
K ∈ Z : PrmaxN,u (φK [GoodEC]) = 1
}
.
Lemma D.35. For each state s inM, K∃,=1M,s = KN,sN .
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Proof. WehaveK∃,=1M,s ⩽ KN,sN by LemmaD.24 andCorollaryD.32. To proveK
∃,=1
M,s ⩾ KN,sN we show that Pr
max
N,sN (φK [GoodEC]) =
1 implies PrmaxM,s (φK ) = 1. For this, pick a scheduler T for N with PrTN,sN (φK [GoodEC]) = 1 and a family (SR )R∈Z of schedulers
forM such that PrSRM,u (φR ) = 1 for all good states u ∈ Good. Let nowS be the following scheduler forM that mimics T until
reaching a good end component E. Ifw is the weight that has been accumulated so far then T behaves asSK−w from then on.
We then have PrTM,s (φK ) = 1. □
Computation of the Values K∃,=1M,s in the General Case
Relying on Lemma D.35, the values K∃,=1M,s for each s can be computed as follows.
1. Construct fromM the MDP N .
2. Compute the set GoodEC, iteratively starting with X0 = {E1, . . . ,Ek }, and with
Xi+1 =
{ E ∈ Xi : ∃K ∈ Z s.t. PrmaxN,Eout (φK [Xi ]) = 1 } .
When the sequence converges, the obtained set is GoodEC.
Since N has no weight-divergent end components, for the computation of the sets X1,X2, . . . we rely on the techniques
for MDPs with this restriction, presented at the beginning of this section as a particular case.
3. Compute the values KN,s (see Definition D.34), again using the techniques for MDPs without weight-divergent end
components.
For the third step, we can switch from N to the sub-MDP that arises by removing the entry and exit states for the end
components E ∈ {E1, . . . ,Ek } \ GoodEC. These are the maximal weight-divergent end components ofM where K∃,=1M,E = −∞.
Furthermore, for E ∈ GoodEC, state Eout can be turned into a trap.
Let us analyse the complexity of the above procedure. The number of iterations in the second step is bounded by the number
k of maximal weight-divergent end components. The values K∃,=1M,s can be computed in polynomial time, assuming an oracle
that determines the values K∃,=1N,s for MDPs without weight-divergent end components. Recall (see Theorem D.20) that for
MDPs without weight-divergent end components, the decision problem lies in NP ∩ coNP, and the values are computable in
pseudo-polynomial time. Since PNP∩coNP agrees with NP ∩ coNP [20], we conclude:
Theorem D.36. The decision problem DWR∃,=1 belongs to NP ∩ coNP. The values K∃,=1M,s can be computed in pseudo-polynomial
time.
Mean-Payoff Game Hardness
We now prove a lower complexity bound for the DWR∃,=1 decision problem.
Lemma D.37. DWR∃,=1 is mean-payoff game hard.
Proof. To establish mean-payoff hardness, we describe a polynomial-time reduction from the problem to decide whether player
1 of a (non-stochastic) two-player mean-payoff game has a winning strategy from a given game location sinit . This problem is
known to be in NP ∩ coNP (even UP ∩ coUP), but not known to be in P.
Let G = (V ,V1,V2,E,wgt) be a two-player mean-payoff game whereV is a finite set of game locations, disjointly partitioned
into V1 and V2. The set Vi stands for the set of game locations where player i has to move. E ⊆ V1 ×V2 ∪V2 ×V1 is the edge
relation, where we suppose that E is total in the sense that each location has at least one outgoing edge, and wgt : E1 → Z
is the weight function5 where E1 = E ∩ (V1 ×V ). The objective of player 1 is to ensure that the mean payoff of all plays is
nonnegative. More precisely, we consider the problem where we are given G and a distinguished starting location v0 ∈ V and
where the task is to decide whether player 1 has a strategyS such that the mean payoff of allS-plays from v0 is nonnegative.
Let nowM be the following MDP, as illustrated on Figure 16. The state space is SM = V ∪ {sinit, goal} where sinit is the
initial state ofM. The action set is Act = V ∪ {α ,τ }. The transition probabilities and weights are defined as follows. In sinit ,
actions τ and α are enabled with P(sinit,τ ,v0) = 1 and P(sinit,α , sinit) = 1 and wgt(sinit,τ ) = 0, wgt(sinit,α) = 1. If (v1,v) ∈ E where
v1 ∈ V1 then P(v1,v,v) = 1. The weight of the state-action pair (v1,v) is the weight of the edge (v1,v) in G. In all other cases,
P(v1, ·) = 0. (That is, only the actions v ∈ V where (v1,v) is an edge in G are enabled in state v1 ofM.) Let now v2 ∈ V2 and let
Post(v2) = {v ∈ V : (v2,v) ∈ E}. The only enabled action in v2 is τ . The transition probabilities are given by P(v2,τ , goal) = 12
and P(v2,τ ,v) = 12k where k = |Post(v2)|. The weight of the state-action pair (v2,τ ) is 0. State goal is a trap inM.
5Note that the general case, where players do not strictly alternate, and weights are also attached to moves of player 2 can easily be reduced to game structures
of this form.
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Figure 16. Reduction from mean-payoff games to DWR∃,=1.
As the edge relation E of G is total, goal is the only trap state ofM. By construction, we have PrminM,s (^goal) = 1 for all
states s inM with s , sinit . This also implies thatM has a single end component E consisting of the state-action pair (sinit,α).
Obviously,M can be constructed in polynomial time from G. We let
φ = ^(goal ∧ (wgt ⩾ 0))
that is, T = {goal} and Kgoal = 0. We claim that player 1 has a winning strategyS in G iff there exists a schedulerS inM
with PrmaxM,sinit (φ) = 1.
Suppose first that player 1 has a winning strategy σ in the mean-payoff game. Without loss of generality, this winning
strategy can be assumed to be an MD-strategy. Let G′ be the graph structure induced by σ restricted to the states that are
reachable from v0 along finite σ -plays. As σ is winning, G′ has no negative cycle. Letw be the minimal weight of a path π
from v0 to goal in G′, and let k = max{0,−w}. Consider now the following schedulerS forM. It schedules k-times action α
in state sinit , moves to state v0 via the τ -transition afterwards and behaves as σ from then on. In particularS is a finite-memory
scheduler. The underlying graph of the Markov chain C induced byS (restricted to the states reachable from sinit) agrees with
G′ extended by an initial phase
sinit
α−→ sinit α−→ . . . α−→ sinit︸                              ︷︷                              ︸
k transitions
τ−→ v0 .
As G′, also C has no negative cycles. Moreover,wgt(π ) ⩾ k+w ⩾ 0 for all paths π in C from sinit to goal. Hence, PrSM,sinit (φ) = 1.
Vice versa, supposeS is a scheduler forM such that PrSM,sinit (φ) = 1. In particular, PrSM,sinit (^goal) = 1. Thus,S schedules
τ for sinit after having generated a path of the form π = sinit α sinitαsinitα . . . α sinit . With k = |π | we have wgt(π ) = k . The residual
scheduler T =S↑π τ v0 can be viewed as a strategy for player 1 in the game structure G. As
PrTM,v0 (^(goal ∧ (wgt ⩾ −k))) = 1 ,
all T-paths starting in v0 and ending in goal have weight at least −k . The sub-MDPM ′ resulting fromM by removing the
state-action pair (sinit,α) has no end components. As T can be viewed as a scheduler forM ′, we can rely on Lemma D.19,
which ensures the existence of an MD-scheduler U with
PrUM,v0 (^(goal ∧ (wgt ⩾ −k))) = 1 .
Lemma D.16 yields that the Markov chain induced by U has no negative cycle. Hence, U is a winning strategy for player 1 in
the game G. □
D.5 Weight-Bounded Büchi Constraints
We now provide the proofs for Section 5.2. Throughout this section, we suppose thatM = (S,Act, P ,wgt) is an MDP without
traps, which ensures that all maximal paths are infinite. Furthermore, let sinit be a state inM, F a set of states inM, and K ∈ Z.
Lemma D.38. Problems WB∃,=1 and WB∀,>0 are hard for non-stochastic two-player mean-payoff games.
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Proof. As the corresponding result has been established for the DWR problems DWR∃,=1 and DWR∀,>0 (see Lemma D.37
and D.4), it suffices to provide prolynomial reductions from them. Let M be an MDP and φ(T , (Kt )t ∈T ) be a disjunctive
weight-bounded reachability constraint. LetM ′ be the MDP resulting fromM by (i) discarding all state-action pairs (t ,α) ∈ M
with t ∈ T , (ii) adding state-action pairs (t ,τ ) with PM′(t ,τ , t) = 1 and wgtM′(t ,τ ) = 0 for all states t ∈ T and all traps
t ofM. Then, (M, sinit) satisfies DWR∃,=1 iff (M, sinit) satisfies WB∃,=1, and (M, sinit) satisfies DWR∀,>0 iff (M, sinit) satisfies
WB∀,>0. □
D.5.1 The Existential ProblemsWB∃,=1 andWB∃,>0
We introduce notations for sets of states belonging to given end components. Let PumpECF is the set of states that belong
to a pumping end component E that contain at least one state in F . Likewise, GambECF is the set of states that belong
to a gambling end component containing at least one F -state. We write ZeroECF for the set of states that belong to a
0-EC Z such that Z contains at least one F -state and Z is a sub-component of an MEC E with EmaxE (MP) = 0. Then,
WDMECF = PumpECF ∪ GambECF consists of the states that belong to some weight-divergent end component containing at
least one F -state. PumpECF ∪ ZeroECF is the set of states that are contained in some end component intersecting with F that
has a scheduler where the accumulated weight is bounded from below almost surely.
Lemma D.39. PumpECF , WDMECF , PumpECF ∪ ZeroECF and WDMECF ∪ ZeroECF are computable in polynomial time.
Moreover, there exist a scheduler D such that:
• PrDM,s (□^F ) = 1 for all s ∈ WDMECF ∪ ZeroECF ,
• D is pumping from all states s ∈ PumpECF ,
• D is gambling from all states s ∈ GambECF , and
• from all states t ∈ ZeroECF , D realizes a 0-EC E with E ∩ F , ∅. In particular, PrDM,t (□^(wgt ⩾ 0) ∧ □^F ) = 1 for all
t ∈ ZeroECF .
Proof. PumpECF is the union of the state spaces of the MEC E of M that contain at least one F -state and that enjoy the
property EmaxE (MP) > 0 (see Lemma 3.3). This yields the polynomial-time computability of PumpECF .
To compute WDMECF we can rely on the fact that each weight-divergent end component is contained in an MEC that
is weight-divergent. Thus, we can apply standard techniques to compute the MECs of M. For each of the MECs E, we
check whether E contains at least one F -state, and if so, we check whether E is weight-divergent using the polynomial-time
weight-divergence algorithm presented in Section 3.2. Then,WDMECF arises by the union of the state spaces of these MECs.
The set PumpECF ∪ ZeroECF is the set of all states s that belong to a maximal end component E with E ∩ F , ∅ and
such either E is pumping or EmaxE (MP) = 0 and s belongs to a maximal 0-EC Z of E with Z ∩ F , ∅. Thus, to compute
PumpECF ∪ ZeroECF in polynomial time we can rely on the pumping criterion presented in Lemma 3.3 and the techniques of
Lemma 3.13 to determine maximal 0-ECs of in strongly connected MDPs with maximal expected mean payoff 0. The statement
about the recurrence values rec(s) is immediate from Lemma 3.13.
It remains to explain how to obtain scheduler D. For each pumping resp. gambling MEC E containing at least one F -state,
we pick a pumping resp. gambling scheduler VE and an MD-scheduler UE for E such that PrUEE,s (^F ) = 1 for all states s in E.
Obviously, UE and VE can be combined to obtain a (possibly infinite-memory) weight-divergent scheduler DE for E with
PrDEE,s (□^F ) = 1 for all states s in E. Composing the schedulers DE with schedulers that realize maximal 0-ECs contained in
MECs with maximal expected mean payoff 0 yields a scheduler D as stated in the lemma. □
We now show that problemsWB∃,=1 andWB∃,>0 are polynomially reducible to DWR∃,=1 and DWR∃,>0, respectively (see
Lemma D.40 and D.41 below). In both cases we use the disjunctive weight-bounded reachability constraint φ = φ(T , (Kt )t ∈T )
where T = WDMECF ∪ ZeroECF and Kt = −∞ for t ∈ WDMECF and Kt = K for t ∈ ZeroECF . That is, T ∗ = WDMECF and
φ = ^WDMECF ∨
∨
t ∈ZeroECF
^(t ∧ (wgt ⩾ K)) .
Given an end component E, let LimitE denote the set of infinite paths ς such that the limit of ς equals E. Recall that the
limit of an infinite path ς is the set of all state-action pairs (s,α) that occur infinitely often in ς . In what follows, we often use
de Alfaro’s Theorem [10] stating that under each scheduler, the probability of the paths in
⋃
E LimitE equals 1 when E ranges
over all (possibly non-maximal) end components.
Lemma D.40. Let φ be as above. Then PrmaxM,sinit
(
□^(wgt ⩾ K) ∧ □^F ) = 1 iff PrmaxM,sinit (φ) = 1.
Proof. The implication “⇐=” is an easy verification. Given a schedulerS with PrSM,sinit (φ) = 1, combineS with the scheduler
D of Lemma D.39 to obtain a new scheduler T with PrTM,sinit
(
□^(wgt ⩾ K) ∧ □^F ) = 1.
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To prove “=⇒”, we suppose that we are given a scheduler T for M with PrTM,sinit
(
□^(wgt ⩾ K) ∧ □^F ) = 1. Then,
PrTM,sinit (LimitE) > 0 implies EmaxE (MP) ⩾ 0 for each end component E. Thus, E is either weight-divergent or a 0-EC. As
almost all T-paths satisfy □^F almost surely, E must contain at least one F -state. This yields
PrTM,sinit
(
^(WDMECF ∪ ZeroECF )
)
= 1 .
Moreover, if E is a 0-EC with PrTM,sinit (LimitE) > 0 and E is not a sub-component of a weight-divergent MEC then all states ofE belong to ZeroECF and almost all T-paths ς ∈ LimitE have infinitely many prefixes π with wgt(π ) ⩾ K . In particular, these
paths ς satisfy the formula
∨
t ∈ZeroECF^(t ∧ (wgt ⩾ K)). This yields PrTM,sinit (φ) = 1. □
Lemma D.41. Let φ be as in Lemma D.40. Then PrmaxM,sinit
(
□^(wgt ⩾ K) ∧ □^F ) > 0 iff PrmaxM,sinit (φ) > 0.
Proof. “=⇒”: If S is a scheduler for M with PrSM,sinit (φ) > 0, then there is a finite S-path π from sinit such that either
last(π ) ∈ WDMECF or last(π ) ∈ ZeroECF and wgt(π ) ⩾ K . Let now T be any scheduler forM such that T↑π = D whereD is
as in Lemma D.39. Then, PrTM,sinit (□^(wgt ⩾ K) ∧ □^F ) > 0.
“⇐=”: We suppose we are given a scheduler T forM such that PrTM,sinit
(
□^(wgt ⩾ K) ∧ □^F ) is positive. There is an end
component E such that PrTM,sinit (ΛE) > 0 where ΛE denotes the set of infinite paths ς ∈ LimitE with ς |= (wgt ⩾ K) ∧ □^F .
But then, E contains an F -state and is probably bounded from below. Thus, EmaxE (MP) is nonnegative.
If E is weight-divergent then all states of E are contained in WDMECF , in which case PrSM,sinit (^WDMECF ) > 0 and
therefore PrSM,sinit (φ) > 0.
Let us now consider the case where E is not weight-divergent. Then, EmaxE (MP) = 0. Corollary D.42 yields that E is a 0-EC.
But then all states in E are conatined in ZeroECF . Hence, there is some state t ∈ ZeroEC with PrSM,sinit
(
^(t ∧ (wgt ⩾ K))) > 0.
But then PrSM,sinit (φ) > 0. □
D.5.2 The Universal ProblemsWB∀,=1 andWB∀,>0
We now consider the universal variantsWB∀,=1 andWB∀,>0 and show that they are solvable using algorithms for the following
two coBüchi problems:
WcoB∃,>0: does there exist a schedulerS s.t. PrSM,sinit
(
^□(wgt ⩾ K)) > 0 ?
WcoB∃,=1: does there exist a schedulerS s.t. PrSM,sinit
(
^□(wgt ⩾ K)) = 1 ?
Property (S3) of the spider construction and the corresponding statement for the iterative application of the spider con-
struction (Lemma B.25) will serve as a useful vehicle to prove the following two lemmas, which again will be used to reduce
WcoB∃,>0 to DWR∃,>0 andWcoB∃,=1 to DWR∃,=1(see Lemma D.45 below).
Lemma D.42. LetM be a strongly connected MDP where EmaxM (MP) = 0 and whereM is not weight-divergent. If there exists a
schedulerS and some K ∈ Z such that PrSM,s {ς ∈ IPaths : ς |= □^(wgt ⩾ K) ∧ lim(ς) =M} is positive, thenM is a 0-EC.
Proof. Suppose by contradiction thatM is not a 0-EC. Let N be the MDP resulting from applying the weight-divergence
algorithm toM (iterative application of the spider construction). The set of infinite paths ς with lim supn→∞ wgt(pref (ς ,n)) >
−∞ and where lim(ς) contains at least one state-action pair that is not contained in a 0-EC constitutes a 0-EC-invariant
property with positive measure underS from state s . Hence, Lemma B.25 yields the existence of a scheduler T for N such
that the set of infinite paths ς in N with lim supn→∞ wgt(pref (ς ,n)) > −∞ has positive measure from s . This, however, is
impossible as EmaxF (MP) < 0 for all end components F of N (see Theorem 3.9), which yields that N is universally negatively
pumping. □
As a consequence of Lemma D.42 we get the following corollary which can be seen as an add-on for Lemma 3.14 (but will
not be used for the following considerations on weight-bounded Büchi conditions).
Corollary D.43. LetM be a strongly connected MDP where EmaxM (MP) = 0 and whereM is not positively weight-divergent.
Then,M has no 0-ECs if and only ifM is universally negatively pumping.
Proof. The implication “⇐=” is trivial as 0-ECs are obviously not negatively pumping. We now prove “=⇒”. For this, we
suppose thatM is not universally negativey pumping and show thatM has at least one 0-EC. Being not universally negatively
pumping implies the existence of a schedulerS and a state s such that:
PrSM,s
{
ς ∈ IPaths : lim inf
n→∞ wgt(pref (ς ,n)) > −∞
}
> 0 .
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But then there is some K ∈ Z and an end component E such that
PrSM,s
{
ς ∈ IPaths : ς |= □^(wgt ⩾ K) ∧ lim(ς) = E} > 0 .
As EmaxM (MP) = 0 we have EmaxE (MP) ⩽ 0. As EmaxE (MP) < 0 would imply that E is universally negatively pumping we get
EmaxE (MP) = 0. Lemma D.42 applied to E yields that E is a 0-EC. □
Lemma D.44. LetM be a strongly connected MDP where EmaxM (MP) = 0. If there exists a schedulerS and some K ∈ Z such that
PrSM,s {ς ∈ IPaths : ς |= ^□(wgt ⩾ K) ∧ lim(ς) =M} is positive thenM is a 0-EC.
Proof. The argument is similar as for Lemma D.42. Suppose by contradiction thatM is not a 0-EC. Let N denote the MDP
resulting from M by successively applying the spider construction to flatten all 0-ECs of M. For this we can rely on the
algorithm to compute all maximal 0-ECs ofM presented in Section B.8.1 (see also Lemma 3.13) and then successively apply
the spider construction to the BSCCs of the maximal 0-ECs. The final MDP N has no 0-EC, but might still contain gambling
end components. In any case, all end components of N are negatively weight-divergent. The set of infinite paths ς with
ς |= ^□(wgt ⩾ K) where lim(ς) contains at least one state-action pair that does not belong to a 0-EC consitutes a measurable
0-EC-invariant property. The probability for this property underS from state s is positive (by assumption and asM is not a
0-EC). Thanks to Lemma B.25, schedulerS forM can be transformed into a scheduler T for N such that ^□(wgt ⩾ K) holds
with positive probability. But this is impossible as all end components of N are negatively weight-divergent. □
Lemma D.45. Problem WcoB∃,>0 is polynomially reducible to DWR∃,>0, while WcoB∃,=1 is polynomially reducible to DWR∃,=1.
Proof. Let PumpEC = PumpECS be the set of states that are contained in some pumping end component and let ZeroEC =
ZeroECS denote the set of states that belong to a maximal 0-ECZ whereZ is a sub-component of a maximal end component
ofM with maximal expected mean payoff 0. Using the results of Section 3 (see also Lemma D.39), PumpEC and ZeroEC are
computable in polynomial time. Recall from Section B.8.2 that for each state t ∈ ZeroEC the recurrence value rec(t) defined as
the maximal valuew ∈ Z such that PrmaxZ,s
(
□(wgt ⩾ w) ∧ □^t ) = 1 is computable in polynomial time whereZ denotes the
unique maximal 0-EC that contains t . Let now U be a scheduler such that:
• U is pumping from each state t ∈ PumpEC,
• PrUM,s (□(wgt ⩾ rec(t)) ∧ □^t ) = 1 for each state t ∈ ZeroEC.
Let φ be the disjunctive weight-bounded reachability constraint φ = φ(T , (Kt )t ∈T ) whereT = PumpEC ∪ ZeroEC and Kt = −∞
for t ∈ PumpEC and Kt = K − rec(t) for t ∈ ZeroEC \ PumpEC. We now show:
(a) PrmaxM,sinit
(
^□(wgt ⩾ K)) > 0 iff PrmaxM,sinit (φ) > 0
(b) PrmaxM,sinit
(
^□(wgt ⩾ K)) = 1 iff PrmaxM,sinit (φ) = 1
Clearly, statement (a) implies the polynomial reducibility of WcoB∃,>0 to DWR∃,>0, while the polynomial reducibility of
WcoB∃,=1 to DWR∃,=1 follows from statement (b).
Proof of statement (a). The implication is “⇐=” is obvious any scheduler T with PrTM,sinit (φ) > 0 can be combined with the
scheduler U above to obtain a new schedulerS with PrSM,sinit
(
^□(wgt ⩾ K)) > 0.
To prove “=⇒”, we suppose there is a scheduler T with PrTM,sinit
(
^□(wgt ⩾ K)) > 0. There exists an end component E such
that
PrTM,sinit
{
ς ∈ LimitE : ς |= ^□(wgt ⩾ K)
}
> 0 .
If E contains some state that belongs to a pumping end component (this covers the case where E itself is pumping) then
E contains at least one state in PumpEC, which obviously yields PrTM,sinit (φ) > 0. Suppose now that none of the states in E
belongs to a pumping end component. Obviously we then have EmaxE (MP) = 0. Thanks to Lemma D.44 we get that E is a 0-EC.
Pick some state t in E. The presented algorithm for computing the recurrence values (see Section B.8.2) shows that
rec(t) ⩾ wE(t) where wE(t) = min{w(t , s) : s ∈ E}. (As before, w(t , s) is the weight of all paths from t to s in the maximal
0-ECZ that subsumes E.) Thus, if ς ∈ LimitE with ς |= ^□(wgt ⩾ K) then there exists an integer L ⩾ K such that ς contains
infinitely many finite prefixes π with last(π ) = t and wgt(π ) = L. We then have L +w(t , s) ⩾ K for all states s in E. Thus,
L +wE(t) ⩾ K and therefore
rec(t) ⩾ wE(t) ⩾ K − L .
We get L ⩾ K − rec(t) = Kt . This yields ς |= ^(t ∧ (wgt ⩾ Kt )). But then PrTM,sinit (φ) > 0.
Proof of statement (b). For the implication is “⇐=” we suppose that we are given a scheduler T with PrmaxM,sinit (φ) = 1.
Composing T with the above scheduler U we obtain a new schedulerS with PrSM,sinit
(
^□(wgt ⩾ K)) = 1.
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To prove “=⇒” we suppose that we are given a schedulerS with PrSM,sinit (^□(wgt ⩾ K)) = 1. But then each end component
E where PrSM,sinit {ς ∈ LimitE : ς |= ^□(wgt ⩾ K)} > 0 has nonnegative maximal expected mean payoff. If EmaxE (MP) > 0 thenE is pumping and all states of E belong to PumpEC. If EmaxE (MP) = 0 then Lemma D.44 implies that E is a 0-EC. As in the
proof of statement (a) we can pick an arbitrary state t of E and show eachS-paths ς ∈ LimitE with ς |= ^□(wgt ⩾ K)} > 0
has infinitely many prefixes π with last(π ) = t and wgt(π ) ⩾ Kt . This yields PrSM,sinit (φ) = 1. □
Combining Lemma D.45 with the results on DWR-problems yields:
Corollary D.46. WcoB∃,>0 is solvable in polynomial time, while WcoB∃,=1 is in NP ∩ coNP and solvable in pseudo-polynomial
time.
We now return to weight-bounded Büchi constraints and show howWB∀,=1 andWB∀,>0 are solvable using algorithms for
(the complements of) the coBüchi problemsWcoB∃,>0 andWcoB∃,=1, respectively.
Lemma D.47. Problem WB∀,=1 is solvable in polynomial time.
Proof. LetM− denote the MDP resulting fromM by multiplying all weights with −1 and let L = −(K−1).
(M, sinit) satisfiesWB∀,=1 iff PrminM,sinit (□^F ) = 1 and ∀S. PrSM,sinit
(
□^(wgt ⩾ K) ) = 1
iff PrminM,sinit (□^F ) = 1 and ¬∃S. PrSM,sinit
(
^□(wgt < K) ) > 0
iff PrminM,sinit (□^F ) = 1 and ¬∃S. PrSM−,sinit
(
^□(wgt ⩾ L) ) > 0
Thus,WB∀,=1 is solvable using known polynomial-time algorithms to check whether PrminM,s (□^F ) = 1 and an algorithm for
the complement ofWcoB∃,>0. AsWcoB∃,>0 is solvable in polynomial time (Corollary D.46), so isWB∀,=1. □
Lemma D.48. WB∀,>0 is in NP ∩ coNP and solvable in pseudo-polynomial time.
Proof. As before, letM− denote the MDP resulting fromM by multiplying all weights with −1 and let L = −(K−1).
(M, s) satisfiesWB∀,>0
iff ∀S. PrSM,s
(
□^(wgt ⩾ K) ∧ □^F ) > 0
iff ¬∃S. PrSM,s
(
^□(wgt < K) ∨ ^□¬F ) = 1
iff ¬∃S. PrSM−,s
(
^□(wgt ⩾ L) ∨ ^□¬F ) = 1
LetG denote the union of all states belonging to a (possibly non-maximal) end component E ofM (orM−) such that E∩F = ∅.
The setG is computable in polynomial time using standard techniques. Let nowN be the MDP resulting fromM− by collapsing
all states in G into a fresh trap state д and adding a state-action pair (д,α) where PN(д,α ,д) = 1 and wgtN(д,α) = 1. Then:
∃S. PrSM−,s
(
^□(wgt ⩾ L) ∨ ^□¬F ) = 1 ⇐⇒ ∃S. PrSN,s
(
^□(wgt ⩾ L) ) = 1 .
This yields (M, s) satisfiesWB∀,>0 iff (N , s) does not satisfyWcoB∃,=1 for the weight bound L. Thus, the claim follows
from Corollary D.46. □
D.5.3 Optimal Values for Weight-Bounded Büchi Constraints
The values of the optimization problemsWB∃,>0,WB∃,=1,WB∀,>0 andWB∀,=1 are computable using the above reductions to
the DWR problems and the algorithms presented for the optimization variants for DWR∃,=1 and DWR∃,>0. Thus,
B∃,>0M,s = max
{
K ∈ Z : ∃S. PrSM,s
(
□^(wgt ⩾ K) ∧ □^F ) > 0 }
B∀,=1M,s = max
{
K ∈ Z : ∀S. PrSM,s
(
^□(wgt ⩾ K) ∧ □^F ) = 1 }
are computable in polynomial time, while the optimal weight bounds for WB∃,=1 and WB∀,>0 are computable in pseudo-
polynomial time.
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