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REZUMAT 
Eforturile de cercetare în ceea ce priveşte analiza 
complexităţii textuale automate se concentrează în 
principal asupra limbii engleze, în prezent existând doar 
câteva adaptări pentru alte limbi. Pornind de la un 
fundament solid în ceea ce priveşte analiza discursului şi 
analiza complexităţii textuale bazată pe un model de 
evaluare validat pentru limba engleză, în lucrarea de faţă 
introducem un model de analiză textuală pentru limba 
franceză antrenat pe 200 de documente extrase din 
manuale şcolare franţuzeşti, pre-clasificate în cinci clase 
de complexitate textuală. Factorii de analiză acoperă o 
multitudine de dimensiuni şi sunt distribuiţi în următoarele 
categorii principale: de suprafaţă, factori specifici analizei 
sintactice, morfologice, semantice şi analiza discursului, 
metrici care ulterior sunt combinate prin intermediul 
maşinilor cu vector suport (Support Vector Machines – 
SVM) pentru îmbunătăţirea preciziei. La nivel global, 
adiţional faţă de factorii pur cantitativi de suprafaţă, 
anumite părţi de vorbire şi diverse metrici de coeziune s-
au dovedit a fi predictori de încredere raportat la nivelul 
de dificultate al materialelor şcolare, creând astfel o bază 
consistentă pentru a construi modele de încredere de 
evaluare automată a complexităţii textuale franceze. 
Cuvinte cheie 
coeziunea textelor, evaluarea complexităţii textuale, 
lizibilitatea, metode kernel, maşini cu vector suport 
(Support Vector Machines) 
Clasificare ACM 
I.2.7 Natural Language Processing. 
INTRODUCERE 
Notarea automată a eseurilor, identificarea de modele şi  
şabloane textuale sau evaluarea dificultăţii textelor 
reprezintă subiecte de interes în prezent în domeniul 
analizei textuale, a căror aplicabilitate se adresează atât 
mediilor academice, cât şi celor comerciale, din prisma 
alinierii optime la nivelul de înţelegere al cursanţilor. Pe 
de-o parte, grupurile de cercetare se concentrează pe 
analiza şi inter-conectarea volumelor mari de texte extrase 
din web-ul social într-o continuă extindere, în timp ce 
piaţa comercială este axată pe dezvoltarea de instrumente 
de analiză care ar putea îmbunătăţi predicţia nivelului de 
înţelegere şi ar putea induce un control mai bun al fluxului 
de informaţii de la sursă către publicul ţintă. 
Un dezavantaj major al eforturilor de analiză automată a 
complexităţii textuale provine din lipsa de conţinut 
suficient în cazul unor limbi precum limba franceză, în 
comparaţie cu limbile pentru care există astfel de resurse 
(spre ex., engleza). Prin urmare, analiza multi-linguală a 
complexităţii textuale este încă un domeniu puţin explorat 
care ar putea reliefa rezultate surprinzătoare raportat la 
următoarele dimensiuni ale evaluării: complexitatea 
vocabularului, morfologia şi structura discursului. 
Indiferent de nivelul de analiză adresat, scopul final 
presupune îmbunătăţirea nivelului de înţelegere al 
cursanţilor. 
Limba engleză are un vocabular dinamic, în continuă 
expansiune, iar dificultatea acesteia poate fi evaluată drept 
medie din punctul de vedere al timpului de învăţare pentru 
vorbitorii non-nativi. Pornind de la factori specifici de 
analiză automată, în această lucrare vom prezenta un 
model de evaluare a complexităţii textuale aferent limbii 
franceze dintr-o perspectivă nouă. Scopul nostru este de a 
confirma premisele analizei lingvistice pe limba engleză 
studiată în extenso [1, 2, 3] care demonstrează viabilitatea 
predicţiei automate a complexităţii unui text, dar şi de a 
sublinia particularităţile lingvistice şi factorii relevanţi în 
ceea ce priveşte evaluarea înţelegerii şi a trăsăturilor 
textuale specifice limbii franceze. 
Bazat pe scenariul clasic de învăţare în care elevilor le 
sunt prezentate materiale specifice selectate de către un 
profesor, scopul studiului presupune evaluarea dificultăţii 
textelor în vederea alinierii optime cu nivelul de înţelegere 
al elevilor, asigurând astfel compatibilitatea dintre 
materialele prezentate şi cursanţi. 
Totodată, evaluarea nivelului de înţelegere al elevilor 
poate fi realizată folosind diverse strategii precum: 
colectarea de feedback în timp real, teste şi examinări, 
evaluarea interactivităţii sau teme obligatorii. Indiferent de 
modalitatea de scalare a rezultatelor obţinute folosind 
aceste strategii în raport cu practicile actuale din sistemul 
de învăţământ, este evident că un factor central, cu 
implicaţii majore vizavi de înţelegerea cursanţilor, este 
reprezentat de subiectivitatea tutorelui. Astfel, profesorul 
poate fi indus în eroare atât de rezultate intermediare, cât 
şi de numeroşi factori externi, precum regulamentele 
şcolare. Un alt aspect problematic care accentuează 
subiectivismul rezidă în timpul de evaluare; astfel, 
evaluarea unui număr mare de teste într-un interval de 
timp foarte scurt este predispusă la numeroase erori 
umane, cu atât mai mult când analiza este realizată de un 
singur evaluator. 
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Scopul acestei lucrări este de a sprijini profesorii în 
evaluarea materialelor de curs, a testelor şi a materialelor 
opţionale disponibile în limba franceză într-un mod cât 
mai precis şi totodată echitabil faţă de elevi, într-o manieră 
reproductibilă, aplicabilă asupra unui volum mare de texte 
într-un interval scurt de timp şi a cărei trasabilitate poate fi 
controlată. 
Din punctul de vedere al structurii, următoarea secţiune 
prezintă o vedere de ansamblu asupra metodelor şi 
sistemelor de evaluare a complexităţii textuale, 
clasificările lor, precum şi o comparaţie cu alte sisteme 
automate similare de evaluare a complexităţii textuale. A 
treia secţiune este centrată pe descrierea modelului de 
analiză automată a complexităţii textuale pentru limba 
franceză, în timp ce a patra secţiune se concentrează pe 
validarea modelului, reliefarea factorilor de impact major 
şi interpretarea rezultatelor. Ulterior, ultima secţiune este 
axată pe conturarea concluziilor şi pe definirea direcţiilor 
ulterioare de cercetare. 
O VIZIUNE DE ANSAMBLU ASUPRA EVALUĂRII 
COMPLEXITĂŢII TEXTUALE 
Măsurarea automată a complexităţii textuale a reprezentat 
şi reprezintă o provocare a ultimilor ani pentru profesori şi 
cercetători deopotrivă. Secolul al XX-lea este caracterizat 
de un progres puternic la nivel tehnologic care s-a 
repercutat în toate domeniile şi în care sistemul 
educaţional a trebuit să îşi adapteze rapid metodologiile 
pentru a fi la curent cu toate schimbările. Astfel, 
metodologiile de predare, notarea lucrărilor scrise sau a 
temelor de clasă trebuie să fie adaptate la un număr din ce 
în ce mai mare de elevi care vor să înveţe si să aibă acces 
rapid la informaţii. Elevii trăiesc într-un sistem dinamic 
înconjurat de activităţi sociale şi de jocuri cognitive, dar 
totodată receptivitatea lor se confruntă cu un factor de 
retenţie din ce în ce mai scăzut şi disociat. Astfel, deşi pe 
termen scurt memoria lor funcţionează foarte bine pe baza 
unor asocieri rapide, pe termen lung interconectarea 
informaţiilor se pierde, principalul factor fiind volumul 
mare de informaţii care îi înconjoară [4]. 
Diametral opus, profesorii trebuie să îşi adapteze stilul de 
predare pentru alinierea materialelor la nivelul de 
înţelegere şi lectură al cititorilor, cu accent pe retenţie şi 
pe realizarea unei reprezentări coerente a unui text care să 
faciliteze înţelegerea [5, 6]. Astfel, în vederea realizării 
acestui obiectiv, tutorii trebuie mai întâi să îşi facă o 
imagine de ansamblu a grupului de lucru, să evalueze 
complexitate textuală a materialelor utilizate pentru 
predare şi să îşi pună frecvent şi proactiv probleme de 
măsurare a percepţiei individuale în ceea ce priveşte 
uşurinţa de lectură şi de înţelegere a elevilor. 
Din intersecţia celor două perspective rezultă una din 
problemele majore ale sistemului de învăţământ actual şi 
anume alinierea materialelor prezentate la nivelul grupului 
ţintă datorită percepţiei diferite a indivizilor în raport cu 
materialul prezentat. Percepţia poate fi alterată din varii 
cauze precum: cunoştinţele anterioare în domeniul 
respectiv, familiarizarea cu limba, motivaţia personală a 
individului sau interesul pentru subiectul prezentat. Cu 
alte cuvinte, factorii principali care influenţează 
lizibilitatea şi facilitează înţelegerea unui text pot fi 
sumarizaţi astfel: nivelul de educaţie al auditoriului, 
capacităţile cognitive şi experienţele sale anterioare. 
Pornind de la factorii menţionaţi anterior, nivelul de 
complexitate măsurat trebuie adaptat folosind un model 
cognitiv al cititorului care să permită maximizarea 
percepţiei şi realizarea de asocieri coerente ale informaţiei 
prezentate. 
În concordanţă cu alinierile anterioare, instrumentele 
software de analiză care se concentrează pe măsurarea 
automată a complexităţii textuale şi pe notare, trebuie să 
fie adaptate, în sensul că, pentru un public-ţintă, nivelurile 
estimate de complexitate textuală obţinute prin aplicarea 
unor metrici predefinite trebuie să fie relevante şi adecvate 
la situaţia analizată. Suplimentar, există o multitudine de 
factori care ar trebui luaţi în considerare: viteza de 
asimilare a cursanţilor (uneori corelată cu vârsta acestora), 
fondul cultural al subiecţilor, interesul personal, motivaţia, 
accesul la informaţie, dar şi capacitatea tutorelui de 
distribuţie a informaţiei corespunzător la gradul de 
înţelegere a studenţilor. 
Complexitatea unui text are un impact mare asupra 
înţelegerii şi a capacităţii de retenţie a cursanţilor pe 
termen lung. Adiţional, realizarea de conexiuni coerente la 
nivelul informaţiilor prezentate este un factor determinant 
raportat la zona proximei dezvoltări (ZPD) [7] a fiecărui 
elev. ZPD este strâns legată de motivaţia personală a 
elevului, întrucât lipsa constantă de înţelegere poate cauza 
deficienţe mari în capacitatea acestuia de asimilare şi 
înţelegere, pe când o lipsă de provocare poate duce în timp  
la frustrare personală sau la respingerea colectivului. În 
acest context, tutorii/profesorii au de înfruntat în mod 
constant o sarcină dificilă în privinţa evaluării 
complexităţii textuale şi în prezentarea materialelor 
adecvate pentru cursanţi. 
În plus, timpul joacă un rol foarte important, iar profesorii 
ar trebui să pună accent pe interacţiune şi pe transmiterea 
eficientă a cunoştinţelor, recurgând chiar la schimbări 
frecvente de materiale ca urmare a rezultatelor slabe 
obţinute în clasă. Pentru a putea facilita acest lucru într-un 
timp relativ scurt, utilizarea de instrumente software 
dedicate devine o necesitate vizavi de oferirea de suport 
prin reliefarea trăsăturilor textuale şi sublinierea anumitor 
caracteristici în cadrul materialelor de învăţare. 
Iniţiativa de standardizare aparţinând Common Core State 
[8] afirmă că analiza complexităţii textuale joacă un rol 
determinant în evaluarea fiecărui student în vederea 
pregătirii/admiterii la liceu. Astfel, următoarele trei 
dimensiuni concentrează viziunea asupra complexităţii 
textuale: analiza cantitativă, analiza calitativă şi orientarea 
cititorului şi a activităţii educaţionale. Prima dimensiune 
cuprinde factorii cantitativi (spre exemplu, frecvenţa 
cuvintelor sau lungimea propoziţiilor) şi reprezintă cea 
mai directă şi palpabilă metodă de calcul. Factorii 
calitativi sunt centraţi pe nivelurile de înţelegere, structură, 
convenţionalism de limbaj, claritate şi complexitate a 
termenilor. În cele din urmă, orientarea poate fi 
considerată cea mai dificilă dimensiune întrucât aceasta 
adresează cunoştinţele elevilor, motivaţia şi interesele lor. 
Pornind de la ideea că o analiză viabilă nu poate fi 
realizată pe baza doar a unei singure dimensiuni sau factor 
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de evaluare, setul de metrici luate în considerare şi 
agregate automat reprezintă un element cheie pentru 
evaluarea corectă şi precisă a complexităţii textuale. 
Marea majoritate a sistemelor existente se bazează 
exclusiv pe factori cantitativi simpli. Drept referinţă, 
există o mare varietate de soluţii utilizate în diverse 
programe de studiu în limba engleză [9] – spre exemplu, 
Lexile (MetaMetrics) [10, 11], ATOS (Renaissance 
Learning) [12], Degrees of Reading Power: DRP Analyzer 
(Questar Assessment, Inc.) [13, 14], REAP (Universitatea 
Carnegie Mellon) [15, 16], SourceRater (Educational 
Testing Service) [17], the Pearson Reading Maturity 
Metric (Pearson Knowledge Technologies) [18], Coh-
Metrix (Universitatea din Memphis) [19, 20]. În schimb, 
există un singur sistem care adresează evaluarea limbii 
franceze - Dmesure (Universitatea Catolică Louvain-La-
Neuve) [21, 22]. 
Dmesure integrează factori de complexitate textuală la 
nivel lexical şi sintactic preponderent aplicaţi asupra unor 
texte destinate vorbitorilor non-nativi de franceză. 
Metricile anterioare sunt agregate prin diverşi clasificatori 
(spre exemplu, arbori de decizie, regresie logistică 
multinomială, optimizări de tip bagging & boosting sau 
metode kernel: maşini cu vector suport – SVM) [23] în 
vederea generării automate de exerciţii de limbă adecvate 
nivelului cititorului. Textele au fost manual clasificate în 
conformitate cu scara CEFR (Common European 
Framework of Reference for Languages – Cadrul 
European Comun de Referinţă pentru Limbi Străine), iar 
validările au fost efectuate din prisma predicţiei 
clasificatorilor raportat la clasificarea manuală a textelor. 
Extragerea unor metrici valide pentru analiza automată a 
complexităţii textuale nu trebuie privită ca un înlocuitor al 
profesorilor, ci drept suport care să îi sprijine în adaptarea 
facilă la schimbările sistemului educaţional şi care să le 
permită reacţia agilă şi integrată la dezvoltarea societăţii. 
Avantajele majore ale metodelor automate includ 
reducerea timpului de aşteptare a rezultatelor pentru teste 
şi examene, evaluarea la o scară mai largă, posibilitatea de 
a efectua evaluări mai frecvent, fără a pierde accentul pe 
interacţiune şi interactivitate şi fără a diminua calitatea 
evaluării globale. 
Această lucrare îşi propune să găsească factori şi şabloane 
care oferă măsurători valide ale complexităţii textuale 
pentru texte în limba franceză, accentuând totodată 
impactul factorilor de profunzime care adresează 
morfologia, semantica şi analiza discursului. 
MODELUL PROPUS DE ANALIZĂ A COMPLEXITĂŢII 
TEXTUALE PENTRU LIMBA FRANCEZĂ 
Analiza automată a complexităţii textuale este evaluată 
relativ la măsurătorile obţinute şi la metricile existente 
pentru limba engleză [1, 24, 25], dar poate fi fără sens în 
absenţa unui model antrenat şi validat pe un corpus 
specific. Astfel, pornind de la experimentele anterioare 
propunem un model multi-dimensional de analiză a 
complexităţii textuale adaptat limbii franceze, integrând 
atât metrici clasice de suprafaţă, cât şi factori derivaţi din 
tehnicile de analiză şi notare automată, morfologie şi 
sintaxă, dar şi semantică şi analiza discursului [2, 25]. În 
final, subseturi de factori sunt agregate automat prin 
intermediul SVM-urilor [26] care s-au dovedit a fi cea mai 
eficientă metodă de clasificare automată [27]. 
În primul rând, analiza de suprafaţă este centrată pe 
analiza elementelor individuale precum cuvinte, fraze şi 
paragrafe utilizând exclusiv statistici simple. Modelul de 
analiză textuală la acest nivel se bazează pe studiile lui 
Page [28] privind notarea automată a eseurilor şi includ 
următoarele categorii inspiratele din clasele lui Slotnick 
[29]: fluenţă, formule standard de calcul a lizibilităţii, 
structură, dicţie, precum şi entropia aplicată la nivel de 
cuvinte şi caractere. 
O subcategorie specifică de factori este centrată pe analiza 
complexităţii cuvintelor luând în calcul diferite metrici 
precum: numărul de silabe, distanţa dintre forma 
inflecţională, lemă şi rădăcină (stem). Specificitatea unui 
concept este evidenţiată prin proporţionalitatea inversă a 
numărului său de apariţii în documentele analizate din 
corpusul de antrenare (în cazul nostru, articole din ziarul 
“Le Monde” cuprinzând aproximativ 24 de milioane de 
cuvinte), dar şi de distanţa în ierarhia de concepte sau 
polisemia cuvântului desprinse din ontologia lexicalizată 
WOLF [30]. 
Ulterior, în cadrul analizei sintactice şi morfologice se 
regăsesc statistici cu privire la diverse părţi de vorbire 
(prepoziţiile, pronumele, substantivele şi adverbele sunt 
cele mai relevante), la arborele de analiză sintactică (spre 
exemplu, adâncimea maximă şi dimensiunea sa), precum 
şi o adaptare a metricilor CAF (Complexitate, Acurateţe, 
Fluenţă) [31] pentru franceză. Informaţiile la nivel de 
cuvânt sunt centrate pe forma pronumelui (singular, plural, 
prima, a doua sau a treia persoană) şi sunt identificate prin 
utilizarea de cuvinte cheie predefinite. 
În final, cea mai interesantă categorie de factori este 
centrată în jurul analizei semantice şi a discursului, în care 
graful de coeziune şi legăturile coezive aferente [2, 32], 
lanţurile lexicale [33], elementele de conectică şi 
marcajele predefinite sunt componentele centrale în 
reprezentarea şi analiza discursului. Din punct de vedere 
computaţional, coeziunea este determinată de mix-ul 
dintre măsurătorile efectuate constând în măsurarea 
similarităţii semantice în ontologii lexicalizate [34], 
similaritatea de tip cosinus aplicată pe vectorii din spaţiul 
semantic al analizei semantice latentă (LSA – Latent 
Semantic Analysis) [35], precum şi inversul disimilarităţii 
Jensen-Shannon calculată pe baza distribuţiilor de 
probabilităţi din alocarea Dirichlet latentă (LDA – Latent 
Dirichlet Allocation) [36]. 
VALIDAREA MODELULUI 
Modelul descris în secţiunea anterioară cuprinde în total 
54 de factori individuali grupaţi pe categorii şi a fost 
antrenat pe 200 de documente extrase din manuale şcolare 
primare franţuzeşti clasificate în cinci clase de 
complexitate. Cele cinci clase utilizate sunt mapate direct 
pe cele cinci clase primare din intervalul 6-11 ani, astfel: 
CP – “Cours préparatoire“ (clasa întâi), CE1, CE2 – 
“Cours élementaire” (clasa a II-a şi clasa a III-a), CM1 şi 
CM2 – “Cours moyen” (clasele a IV-a şi clasa a V-a) din 
sistemul de învăţământ francez. 
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Tabelul 1. Dimensiunile complexităţii textuale: concordanţă exactă şi adiacentă (EA/AA). 
Dimensiunea Categorie de factori de complexitate textuală EA medie AA medie 
Analiza de suprafaţă Fluenţă .67 .93 
Complexitatea structurii lexicale .73 .80 
Dicţie .33 .73 
Entropie la nivel de caracter şi cuvinte .53 .87 
Complexitatea cuvintelor .60 .87 
Morfologie şi sintaxă Metrica CAF (Complexitate, Acurateţe, Fluenţă) balansată .67 .93 
Părţi de vorbire specifice .60 .93 
Nivelul de informare al fiecărui cuvânt .60 .80 
Complexitatea arborelui de parsare .73 .93 
Semantică şi analiza discursului Dificultatea discursului reliefată în graful de coeziune .53 .80 
Conectori ai discursului .40 .67 
Lanţuri lexicale .60 .80 
 
Fiecare document a fost validat manual, clasificat şi notat 
de experţi în lingvistică, iar corpusul selectat a fost 
suficient de cuprinzător pentru antrenarea SVM-ului. În 
final s-a aplicat validarea în cruce folosind 3-fold cross-
validation [37] pentru determinarea preciziei şi 
concordanţei de tip exact (EA – Exact Agreement) sau 
adiacent (AA – Adjacent Agreement) [21], în raport cu 
procentul prin care SVM-ul a obţinut predicţii identice sau 
similare cu clasele de complexitate manual predefinite. Ca 
specificitate a analizei am optat pentru utilizarea unui 
kernel radial (gaussian) de grad 3 şi pentru integrarea unei 
metode de căutare de tip grid pentru sporirea eficienţei 
SVM-ului prin selectarea parametrilor optimi aferent 
kernel-ului (gamma şi C). 
Tabelul 1 prezintă rezultatele sintetice pentru fiecare 
categorie de factori de complexitate textuală, în timp 
tabelul 2 prezintă factorii individuali ordonaţi descrescător 
după valoarea concordanţei exacte (EA). 
Integrarea factorilor anteriori a demonstrat că măsurătorile 
efectuate cu ajutorul SVM-ului au fost precise şi că 
modelul prezentat este viabil (EA = .733 şi AA = .933 prin 
utilizarea tuturor factorilor de complexitate textuală 
implementaţi). În comparaţie cu rezultatele obţinute pe 
modelul de analiză a limbii engleze (EA = .779 şi 
AA = .997) [3], putem concluziona că rezultatele obţinute 
în evaluarea curentă au fost foarte bune şi promiţătoare 
pentru un prim experiment. De menţionat este că 
rezultatele obţinute pentru vocabularul englez au avut la 
bază 1000 de documente pre-clasificate pe baza scorului 
DRP [13] şi structurate în şase clase de complexitate, în 
timp ce modelul francez a beneficiat doar de adnotarea 
manuală a 200 de documente în cinci clase de 
complexitate. 
Tabelul 2. Factorii cu impactul cel mai mare în antrenarea 
modelului de complexitate textuală franceză (valori EA/AA 
maximale). 
Factorul de complexitate textuală EA medie AA medie 
Coeziunea medie dintre fraze şi 
paragraful corespunzător 
.80 .93 
Numărul normalizat de virgule .73 1 
Metrica CAF balansată globală .67 .93 
Lungimea medie a cuvintelor .60 1 
Sofisticarea sintactică din cadrul metricii 
CAF 
.60 .87 
Numărul normalizat de fraze .53 .93 
Lungimea medie a frazelor .53 .93 
Numărul mediu de fraze per paragraf .53 .60 
Dimensiunea medie a paragrafelor 
exprimată în numărul de caractere 
.53 .73 
Sofisticarea lexicală din cadrul metricii 
CAF 
.53 .87 
Numărul de prepoziţii .53 .80 
Scorul mediu al fiecărui paragraf obţinut 
prin intermediul grafului de coeziune 
.53 .67 
Numărul de relaţii cauzale .53 .67 
Numărul de cuvinte din document .47 .80 
Numărul de paragrafe .47 .67 
Numărul mediu de cuvinte per frază .47 .80 
Diversitatea lexicală din cadrul metricii 
CAF 
.47 .80 
Distanţa medie dintre lemă şi stem pentru 
fiecare cuvânt utilizat 
.47 .80 
Lungimea medie a lanţurilor lexicale .47 .80 
Coeziunea medie dintre paragrafe şi 
document  
.47 .73 
Coeziunea medie între frazele din acelaşi 
paragraf 
.47 .73 
Numărul de pronume persoana a treia 
plural 
.47 .73 
 
Suplimentar, modelul antrenat de complexitate textuală 
poate fi aplicat cu uşurinţă asupra unor noi texte în 
vederea evaluării dificultăţii acestora. Astfel, sistemul 
pune la dispoziţie interfaţa prezentată în Figura 1, care 
oferă tutorelui o imagine comparativă la nivelul tuturor 
factorilor de complexitate textuală utilizaţi în realizarea 
predicţiei automate. 
CONCLUZII ŞI DIRECŢII VIITOARE DE CERCETARE 
Pornind de la rezultatele individuale prezentate în Tabelul 
2 şi în corelaţie cu viziunea de ansamblu creionată în 
Tabelul 1 se constată că, suplimentar faţă de factorii pur 
cantitativi de suprafaţă, diverşi factori care adresează 
morfologia, coeziunea şi analiza discursului, pot fi 
consideraţi predictori de încredere raportat la nivelul de 
dificultate al materialelor şcolare. Astfel, modelul propus 
reprezintă o bază consistentă pentru construirea de modele 
de încredere de evaluare automată a complexităţii textuale 
franceze. 
Direcţiile de cercetare imediat următoare vizează 
integrarea de factori suplimentari şi migrarea anumitor 
factori disponibili în prezent doar pentru limba engleză, 
precum şi extinderea corpusului de documente cu 
 m
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