Abstruct-A universal lower hound technique for the size and other implementation characteristics of an arbitrary Boolean function as a decision tree and as a two-level ANDDR circuit is derived. The technique is based on the power spectrum coefficients of the n-dimensional Fourier transform of the function. The bounds wry from constant to exponential and are tight in many cases. Several examples are presented.
I. INTRODUCTION
The two-level AND/OR implementation of a Boolean function f (also called sum of products, conjunctive normal form, or singleoutput PLA) is a logic circuit in which all the input variables or their complements are connected to AND gates; the outputs of all these A N D gates are connected to a single OR gate whose output is the value of A decision tree is a rooted binary tree where each internal node (including the root) is labeled by a variable, and each leaf and each edge is labeled by a Boolean value (0 or 1). One of the two edges emanating from each internal node is labeled 0 and the other is labeled 1. Given an input (i.e., an assignment of Boolean values to the variables labeling the internal nodes of the tree), there is exactly one path u l , . . , uk such that u I is the root, uk is a leaf, and for i = 1, . . , k -1, the label of the edge (U,, u , +~) is the value assigned to the variable labeling U,. The computed value of the tree for that input is the Boolean label of the leaf V k . A decision tree for f is one whose computed value is f for every input.
In this paper, we establish a relationship between the power spectrum coefficients of the n-dimensional Fourier transform off and several characteristics of its covers (these terms are defined in the next section). Using this relationship, we derive a universal technique that, for any Boolean function f , lower bounds f.
1) the number of leaves in any decision tree for f 2) the average number of decisions in any decision tree for f 3) the number of AND gates in any AND/OR circuit that computes f.
The first two bounds are derived in Section 111, the third is proven in Section IV.
Spectral techniques in digital logic were investigated by many. Lechner [l] used the Fourier transform to classify symmetries of Boolean functions. Karpovsky [2] suggested using the number of nonvanishing coefficients in the Fourier transform of a function as a measure for its complexity. Hurst, Miller, and Muzio [3] related the circuit complexity of a function to its power spectrum coefficients. A review of spectral techniques in logic synthesis and analysis can be found in Karpovsky [4] and Hurst, Miller, and Muzio IS]. An extended view of the results presented in this paper appears in [6] .
The results presented here are theoretical yet they might be applicable to logic optimization. Consider, for example, the following heuristic algorithm for generating a small (few leaves) decision tree for a function f. To decide which variable will label the root consider, for each variable x , , the restricted functions f(xl;..,x,-l,O, X , + I , . . . , X~) and f ( x l , . . ' , x , -l , 1, 
DEFINITIONS

A . Covers
A cube in (0, 1)" (a cube when n is understood) is a Cartesian product n:=, T, where each a, is either {0}, {I), or (0, l}. Any cube C has a unique representation as such a product; let *,(C)
denote the ith set in the product and call it the ith projection of C.
Let S be a subset of (0, l}". A set e of cubes is a cover over S if U (C E e } = S. It is a nonoverlapping cover over S if, in addition, the cubes in e are disjoint: C I nC, = 8 for all distinct CI, c 2 E e.
Let f: (0, 1)" 4 {-l,O, 1). A cube C i s f-constant iff is constant over it: f (9 = f ( r 3 for all X' , y' E C . A (nonoverlapping) cover e over a subset S & (0, I}" is a (nonoverlapping) cover for f over S if every cube in e is f-constant. The set S,%(Z E (0, 1 j" : f ( 9 # 0 } is the support set off. A cover for f over S f is also called a cover for f. The technique presented in this paper provides bounds on covers for f. By setting the value o f f to 0 for certain inputs, it is possible to derive bounds on covers forfover any subset of (0,l)".
This option, which is used in the sequel, is the reason for choosing { -1,O, 1) as the range off instead of the standard {0,1}.
Example 1: Let x' = ( x I , . . . , x n ) and define the OR function:
The support set off is (0, l}" -((0,. . ,O)}. A cube is f-constant if and only if at least one of its projections is { 1 j (then f (9 = 1 for all x' in the cube), or if it is the cube ( ( O , . . . ,O)}. For j = 1;. ,n let C, and C be the cubes defined by 
T i ( C j ) 5
Then both e = { C I ; . . , C , , } and e' = {C{,.,.,CA) are covers
0
The minimum, over all covers for f, of the number of cubes in the cover is the cover size off, denoted C cf). The least number of overlapping cubes needed to cover f is C,cf), the nonoverlapping cover size off. Clearly, for f but only (3' is a nonoverlapping cover.
Let f: (0, l}" + (0, 1) be a Boolean function. It is well known that each A N D gate in an AND/OR implementation o f f corresponds to an f-constant cube in ( 0 , l ) " and these cubes cover f over its support set. Hence, C cf) is the minimum number of AND gates in any AND/OR implementation off. Also, i f f : (0, 1 }" --f { -1, 11, then each leaf in a decision tree forfcorresponds to an f-constant cube in (0, 1)" and these cubes form a nonoverlapping cover for f over its support set.
Hence, C N (f) lower bounds the number of leaves in any decision tree for f. The size IC1 of a cube C is the number of elements in the cube.
the number of its projections that are (0, 1). The information content of C is
the number of fixed coordinates in the cube; it is the "amount of information" about x provided by knowing that x E C . A measure for covers that takes into account the relative sizes of the cubes is the entropy. Let e be a cover over a set S (0, 1)" and let x' E S .
Define info, (9 ! z' max : {info(C ) : 1 E c E e to be the information content of the smallest cube in e that contains 2. The entropy of the cover e is ~( e ) 5 + info, (9.
.?E S
For a nonoverlapping cover e, summation over inputs can be substituted by summation over cubes, yielding
This formulation explains why H ( e ) is called the entropy of e: suppose that 1 E (0, 1 }" is chosen uniformly at random. The probability P ( C ) that x' belongs to a cube C is IC(/2". Hence,
is the standard Shannon entropy of e. The cover entropy off H U ) c m i n {~( e ) : e is a cover f o r f )
is the minimum entropy of all (possibly overlapping) covers for f.
The nonoverlapping entropy off, denoted "U), is the minimum entropy of all nonoverlapping covers for f. It can be easily shown that if a decision tree induces a cover e (necessarily nonoverlapping), then info, (@ decisions are made to determine the value off for the input 1. Therefore, "(f) is a lower bound on the average number of decisions made in any decision tree for f. In Section IV-C, we use H c f ) to lower bound C c f ) , the minimal number of A N D gates in an AND/OR implementation off.
Example 2: In Example 1, e' contains n cubes and
-1
We will see in Example 5 that C = n and "(f) = 2 -(n/2") -(2/2"). Thus, the cover mentioned is optimal in both respects. n
The techniques derived in this paper lower bound C N ( f ) , C (f), "U), and Hdf). They do so via the n-dimensional Fourier transform defined next.
B . The n-Dimensional Fourier Transform
One way to describe the n-dimensional Fourier transform over .?E (0,lJ" Used as the argument of the transform Scf), the variable 2 4 s known as fcequency or sequency. Some authors use w instead of X ; we chose X to emphasize the symmetry between the function and transform domains.
Two properties of the transform will be extensively used in this paper: 1) Linearity:
2) Parseval's Theorem:
x'E (0,lJ" ,?E (0.1)"
The function [S(f) ]* is called the power spectrum o f f and in the rest of the paper it is related to the cover sizes and entropies off.
NONOVERLAPPING COVERS
In this section, we consider nonoverlapping covers. In Section III-A, we derive a family of inequalities relating the Fourier transform o f f and the sizes of cubes in any nonoverlapping cover for f. In Section 111-B, we use two of these inequalities to derive lower bounds on C~c f ) and "U). Throughout this section, we assume that f : {0, l}" + { -1, 0, l } and that e is a nonoverlapping cover for f (over its support set).
A . Relating the Fourier Transform and Nonoverlapping Covers
If 2 is such that XI = 1 then the definition of the Fourier transform implies that W,-changes along the ith dimension:
, . . . , x n ) for all x1 , . , . , x I -I , x, , . . , x, . If H, (C ), the ith projection of an f-constant cube C, is (0, l } then, over C, f is constant along the ith dimension. Hence, f (X)W,-(@ is antisymmetric over C with respect to the ith dimension and in the sum E,-f (@W,(g, every term cancels out with one equal in magnitudesut of opposite sign. Thus, we have Lzmma 1. .?E (0,l)"
.?E e;
with equality for k = 0. n Spelled out. the lemma reads as follows:
Recall that throughout this section e is a nonoverlapping cover for or (0, 1)" whereas el is either 0 or (0, 1)" or one of the n "half spaces" and en can be any subset of (0, 1 }" . If S is a subset of (0, l}n, let Thus, f le" is f and f le" is f restricted to the cubes of e whose informat& content is at ieast k . For every k E (0, . , n } , f ( % = f l e ; ( x 3 + f l e ; -4 % .
It follows from Corollary 1 that if ones(3) 3 k then [5Cfl,;-,)](X) = 0. Using the linearity of the transform, we get ones@) 2 k * VCf)l(fl) = t5Cfle;)1(X). 
B . Lower Bounds on Nonoverlapping Covers
Choosing different values for the a, ' s , it is possible to derive various inequalities. Here we demonstrate two. One involves C,(f) which is a lower bound on the number of leaves in any decision tree for f. The other involves "U), a lower bound on the average number of decisions made in any decision tree for f.
Corollary 2 (lower bound on the nonoverlapping cover size of fl:
Proof: By the last Theorem, for all covers e off, and C,Cf) is the minimum of all these lei's. 
R E Bi
At the beginning of the section, we assumed that the range off was { -1, 0, 1 } and that the covers where over the support set off, but both bounds can be applied to covers over any subset of ( 0 , l } n .
All that needs to be done is redefine the values o f f to be +1 or -1 inside the subset (by letting f (3 = -1 wherever it was 0) and Squaring (1) and summing over all vectors in B, yields:
Lemma 2: Let 0 5 k 5 n. For all k 5 i 5 n , ElCf) = E1Cflc;). identically 0 outside the subset. In particular, if a cover is needed for the 0's then f should be redefined to be -1 wherever it was previously 0 and to be 0 wherever it was 1. In the next example, we want a cover for both the 0's and the 1's so we redefine f to have the range { -1 , l ) .
Example 3: For even n let as bent functions and the same lower bound applies to all of them. For some functions, though, we can get an even better bound. Example 4: The majority function: for odd n, define
o ifiis even.
Note that for every i, the transform has the same absolute value in all entries of the ith and (n -i -l)th bands. Hence, for the entropy, we get
As for the cover size, considering E , alone, the lower bound yields C. A Slight Improvement of the Bound from the last yields Consider set (2) of equations once again. Subtracting each equation
Each e; consists of cubes of dimension n -i. Therefore, lei I is a multiple of 2"-'. The above set of equations can thus be rewritten as
(3) We can now subtract each equation from the last one again to get a set of equations equivalent to (2) which, in some cases, provides a better bound than before.
Example 5: Consider the OR function f (@ %xl V . . . V xn of Example 1. If the lower bound of Corollaries 2 and 3 is applied, we get 1
Both bounds are not very good so we try the new bound. Computing equations (3), and subtracting each from the last, we get And proceeding with these equations instead of ( 2 ) , we get n 2 2 2 C N C f ) 2 n a n d H N c f ) > 2 --, -, .
Example 2 shows that these bounds are achievable, hence equality holds in both formulas.
0
IV. OVERLAPPING COVERS This section parallels the last one except that the derivation applies to overlapping covers. However, to show why a separate bound for overlapping covers is needed, we start with a short subsection that uses the lower bound technique of the last section to demonstrate an exponential gap between the minimum size of an overlapping and a nonoverlapping cover for a function. Then f has an overlapping cover of size n/2. Yet, using the lower bound, it can be shown that
Thus, the size of the overlapping cover for j grows linearly with n while the size of any nonoverlapping cover is exponential in n .
Note that the gap in this example exists only in the covers for f over (2 f ( 3 = l}. Any cover for f over {F f(@ = 1) (including overlapping covers) has an exponential size.
B . Relating the Fourier Transform and Overlapping Covers accumulative power spectrum of X as
We write r' 52 if Y i 5 X i forall i E ( l ; . . , n } and define the
if52
The accumulative power spectrum of the ith band is then defined as Ai(f)Ef A ( 2 ) .
RE B;
It follows from (4) that each+ [&df)](2) contributes to the accumulative energy of ( ) frequencies in the ith band. Therefore, Lemma 5 (lower bound on the cover size off):
C d f ) 2 2 H ( f ) .
Combined with Theorem 2 , we get
We conclude the paper by applying the lower bound technique to the functions of Examples 1-4. In all the examples, the range of the function is defined as { -1, 1 } thus the bounds obtained are for covers of Sf = {0, I}".
Example 6: For all the Exclusive OR functions, the technique yields the bound Hcf) 2 k and therefore C (f) 2 2 k .
Clearly, both are exact. where there are no bit errors in the data to be compressed. As a matter of fact, when the response of the circuit is correct, the signature is fault-free. However, there is no aliasing.
Index Terms-Aliasing, fault-free signature, probability, signature analysis.
I. SINGLE-OUTPUT CIRCUIT
Consider the scheme in Fig. 1 , where the circuit under test (CUT)
is a single-output circuit. The test input sequence S may be either deterministic or random, but it is reproducible. When sequence S is applied the response of the CUT is the string Z. The corresponding signature is A"(Z). If the CUT is fault-free, the response is 20 and the signature is A"(Z0).
Let Z = z(1) ~( 2 ) . ..z(n) and Z O =, zo(1) zo(2). . ,zo(n). Assume Pr[z(i) @ zo(i) = I] = p for any i, i.e., p is the probability of being faulty for each bit in Z.
From Lemma 1 in [2], one obtains
(1) where a = Ln/mj and b = m(a + 1) -n .
In [3] and [4] , the probability of aliasing is considered as being the probability that the signature is the fault-free one, minus the probability that the response is fault-free. Then, with our notation (2) Let us propose a slightly different definition: the probability of aliasing is the probability that the signature is the fault-free one, given the response is faulty. Then Let us explain the graphs in Fig. 2 . Consider a combinational teninput circuit, with a fault f such that 100 of the 2" input patterns produce a faulty output. Then for a random input pattern the detection probability is p = 100/2" = 0.1. Assume a deterministic test sequence, whose length is n = 50, which detects a set of faults including fault f . If we do not know anything more, we can say that the probability that an arbitrary input pattern in the test sequence detects fault f is about 0.1, and that at least one of the 50 input patterns detects this fault. Then the probability of aliasing is given by point A in Fig. 2 . Assume now a random test sequence whose length is n = 50. Since we are not sure that there is at least one pattern detecting the fault, the probability of no-detection is given by point B in Fig. 2 . In other words, the difference between points A and B is due to the randomness of the test sequence.
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