The prediction of the acoustic field evolution on a day to week frame, in a given oceanic area, is an important issue in sonar performance modeling. It relies primarily on acoustic propagation models, which convert water column and geometric/geoacoustic parameters to 'instantaneous' acoustic field estimates. In practice, to model the acoustic field, even the most accurate acoustic models have to be fed with simplified environmental descriptions, due to computational issues and to a limited knowledge of the environment. This is a limitation, for example, in acoustic inversion methods, in which, by maximizing the proximity between measured and modeled acoustic signals, the estimated environmental parameters are deviated from reality, forming what is normally called an 'acoustically equivalent environment'. This problem arises also in standard acoustic prediction, in which, the oceanographic forecasts and bottom data (typically from archives) are fed directly to an acoustic model. The claim in the present work is that, by converting the oceanographic prediction and the bottom properties to 'acoustically equivalent' counterparts, the acoustic prediction can be obtained in an optimal way, adapted to the environmental model at hand. Here, acoustic prediction is formulated as a Bayesian estimation problem, in which, the observables are oceanographic forecasts, a set of known bottom parameters, a set of acoustic data, and a set of water column data. The predictive posterior PDF of the future acoustic signal is written as a function of elementary PDF functions relating these observables and 'acoustically equivalent' environmental parameters. The latter are obtained by inversion of acoustic data. The concept is tested on simulated data based on water column measurements and forecasts for the MREA'03 sea trial.
Introduction
The problem of estimating the acoustic field in a given oceanic area (transect, volume, etc.) at a future time has triggered research in both oceanography and underwater acoustics areas [15, 20] . Since acoustic propagation is strongly dependent on the space-time sound speed field, the oceanographic community has developed sophisticated oceanographic observation and prediction tools [15, 20] . Essentially, these tools combine dynamic models based on the primitive equations, statistical models of the inter-correlation between oceanographic quantities, and data models, giving estimates of e.g. the tides, and the temperature, salinity and currents fields evolution [1, 20] . On his side, the underwater acoustics community has developed sophisticated acoustic propagation models based on e.g. normal mode theory, ray theory, or the parabolic equation, able to give accurate predictions of the acoustic field [6] . These models compute the acoustic field as a function of environmental quantities, solving an acoustic modeling forward problem.
With the purpose of estimating the acoustic field at future time, and by linearization of water column descriptors on short time periods, a rough statistical estimator of the acoustic field could be based on space-time acoustic correlation models, which would drive MMSE estimators, Kalman filters, etc. However, the application of such purely statistical predictors is unfeasible due to the highly nonlinear dependence of acoustic signals on environmental conditions. Thus, it is a common practice to run a given oceanographic model calibrated for the oceanic area of interest, and then to use the obtained sound speed forecasts and geometric/geoacoustic archival data as input to an acoustic propagation model [9] [10] [11] [12] [13] [14] 17, 19, 20] . For example, in [9, 10] , the uncertainty of the acoustic prediction is illustrated as a function of the oceanographic prediction uncertainty, via Monte Carlo forward simulations of the acoustic field. A more robust prediction system, including feedback, is outlined in [11, 13, 20] , with both oceanographic and acoustic prediction capabilities. Here, both oceanographic, acoustic data and models are merged to minimize an interdisciplinary cost function. Acoustic prediction has been treated so far as one product of coupled ocean-acoustics research, where the error of the predicted acoustics is dependent on the water column forecast error and the geometric/geoacoustic parameters accuracy. The latter can be weak, due to sparsity of bottom data or, for example, to the merely indicative character of the information found on nautical charts or historical databases. At the end, it is generally claimed that a decrease in the predicted acoustic signal error is attained only with a decrease in the environmental information error.
An important issue in acoustic prediction is that the subspace spanned by the acoustic signal is dependent on acoustic modeling constraints. These constraints are essentially threefold. First, computational issues limit the detail of the environmental description (of e.g. bathymetry and range-dependent sound speed). Second, the end-user environmental knowledge is often incomplete for the acoustic grid of interest (e.g. bottom properties and number of layers). Third, physical inaccuracies may take place due to the numeric approximations applied in solving the acoustic wave equation. From the environmental viewpoint, this implies that, for a given acoustic data set and the corresponding real environment, the simulated acoustics closest to the acoustic data has to be parameterized by an environment slightly shifted from the real environment and here designated as the 'acoustically equivalent environment'. This fact has been verified with model-based acoustic inversion processors [2] , when comparing e.g. inverted temperature profiles with those measured by a conductivity-temperature-depth profiler (CTD). Naturally, if it was possible to convert oceanographic forecasts into 'equivalent' water column parameters, and real geometric/geoacoustic properties into 'equivalent' counterparts, then in principle, the predicted acoustic signal error would vanish. This observation has been made in the past, by comparison of acoustic cost functions facing real acoustic data with synthetic data from either oceanographic forecasts, measures or 'equivalents' [16] . Also, in [3, 4] , the value of acoustic inversion has been demonstrated in finding the acoustic model parameters (also because of a lack of environmental knowledge)-or 'equivalent' parameters-and their uncertainty, to make acoustically optimized sonar performance predictions for the time of acoustic data acquisition. This paper presents an acoustic predictor formulated as a Bayesian estimator, which takes into account the environmental model 'equivalence' in predicting the acoustic signal, and eventual oceanographic errors/biases. The acoustic signal to predict is modeled as the realization of a random variable, function of a random environment. The departing information consists of water column measures, oceanographic forecasts, acoustic data and geometric/geoacoustic properties. The posterior PDF of the acoustic signal conditioned on this information is estimated, allowing the direct definition of MMSE, MAP and median estimates, derived from acoustic error cost functions, as implied by the standard Bayesian framework. In the context of acoustic prediction, these cost functions seem a more natural choice than standard environmental cost functions in which one looks for an ideal environmental description. Environmental cost functions would provide the best acoustic estimate only in the case of an ideal (unattainable) acoustic modeling. In this unrealistic case, the knowledge of the environmental picture would imply the perfect knowledge of the acoustical picture. With realistic acoustic modeling, taking into account that the environmental model will always suffer from slight mismatches in the best case, which require shifting the true environment for solving the acoustic modeling (forward) problem, the present approach claims that those shifts can be 'learned' by solving an inverse problem. Obviously, in the general ocean-acoustics estimation context, regardless of the particular goal (estimation of oceanographic of acoustic quantities), all the available environmen- tal and acoustical observables add potentially useful uncorrelated information about the parameters of interest. Thus, if a Bayesian framework is chosen, it seems a proper choice that, for the purposes of either oceanography or acoustics, the ultimate step in the estimation process be the determination of the posterior density of either the oceanographic quantities of interest, or the acoustic field at points of interest, respectively. In [11, 13, 20] , mid-term interdisciplinary cost functions have been presented, which optimize simultaneously for the environment and the acoustics, not accounting for the 'equivalent environmental model'.
The present method is supported by simulations run with water column measurements and forecasts obtained from the Maritime Rapid Environmental Assessment 2003 (MREA'03) sea trial [7] .
Regarding the paper structure, Sec. 2 describes the Bayesian acoustic predictor theoretical background, Sec. 3 presents simulation results, and Sec. 4 concludes and gives some perspectives.
Bayesian acoustic prediction
Let us consider the problem of predicting the acoustic field u(r, z, f ) at range r, depth z and frequency f in the (two-dimensional) ocean transect represented in Fig. 1 at a time t F ≥ t P , where t P is the present time. The dependence on (r, z, f ) will sometimes be dropped for convenience. The environment in Fig. 1 is a shallow water scenario with characteristics similar to real conditions observed in the MREA'03 sea trial [7] , here modeled as a 3 layer-acoustic waveguide. Two components are essential to solve the problem at hand: an oceanographic model and an acoustic observation system. Here, the latter is fixed, and composed of an acoustic source and a 6 hydrophone-array -see Fig.  1 . Figure 2 shows the underlying time line of the acoustic prediction process, described as follows. At a narrow time window centered on t I , an oceanographic model is initialized and calibrated for the area of interest with extensive meteo-oceanographic measures. The model produces forecasts of the water column conditions at (interpolated or extrapolated) times t 0 , t 1 , ..., t P , t F . The forecasts of interest here may be either direct physical quantities such as temperature, salinity or sound speed profiles, or compact representations of these quantities such as empirical orthogonal functions (EOFs) coefficients. To minimize notation, the forecasts for t 0 , t 1 , ..., t P are stacked in vector ω, and the one for t F is in vector o F . At time t 0 , space-time-dense regular oceanographic and acoustic observations start taking place.
During a narrow time window centered on each time t k , k = 0, ..., P , the acoustic observation process produces a set of acoustic data snapshots stacked in vector a k , where each snapshot contains the acoustic signals received on the hydrophones -see Fig. 1 . The corresponding water column conditions w k are assumed time-invariant during the observation window. The data sets a k and w k are stacked into vectors α and ψ, respectively. Some of the bottom properties are range-independent in the transect and known to the user, forming the vector g. Every acoustic data set a k is inverted for the environmental properties, by means of standard acoustic inversion techniques (see, for example, [21] ). To simulate common acoustic modeling mismatch issues as stated in the Introduction, it is assumed that the user considers an environmental model with an erroneous water depth, by assuming a value of H 0 = 123.2 m. A water depth mismatch of only 20 cm is ridiculously small in practical terms where errors are generally of the order of 1.5 % of the water depth. The reasons of this choice are as follows. As seen in Sec. 3, for a sake of simplicity, the acoustic data was inverted for only one environmental parameter. With this choice, there is only one degree of freedom to guarantee environmental model 
u(r, z, f ) acoustic field at range r, depth z, frequency f and time t F , to be predicted w k real water column properties at time t k 'equivalence'. Thus, to guarantee a large similarity between the acoustic field generated with the 'equivalent' environment and that generated with the true environment, it was necessary to allow a water depth mismatch < 20 cm. Obviously, in future studies, where more environmental parameters are allowed to vary, the environmental mismatches will assume realistic values. The mismatched environmental model is considered for both acoustic inversion and prediction. The 'equivalent' environment is described by the 'water column' and 'geometric/geoacoustic' vectors w and e b , respectively. Vector w contains all the time-varying components e wk at t k , k = 0, 1, ..., F , and vector e b contains the 'equivalent' bottom parameters. Table 1 lists important vectors used in the notation.
The first step in deriving the estimateû(r, z, f ) of the acoustic field is the determination of the posterior PDF of u, p(u|ω, o F , g, α, ψ), conditioned on all the available data. By applying standard probability relations, and taking into account that the environmental realizations e wF and e b contain the whole information about u,
Since the required acoustic signal u can be generated deterministically with the realizations e wF and e b by resorting to the acoustic propagation model at hand, and by writing the environment-to-acoustics transformation as u = U (e wF , e b ), (1) simplifies to
where δ is the Dirac distribution. The right-hand PDF in (2) can be written as
Assuming that the water column properties (measured, forecast and 'equivalent') are statistically independent from the bottom properties, and taking into account that the oceanographic forecasts add no information to that contained in ψ and e wF about α, the PDF in the numerator of (3) is equal to
Taking into account that, apart from acoustic noise, the variables w and e b contain the whole information about α, the right-hand PDF in (4) is equal to
By replacing (5) in (4), it follows that
This allows to express (3) as
where the normalization term n(ω, o F , ψ, g, α) simply ensures an unitary integral for p(e wF , e b |ω, o F , g, α, ψ). Finally, the required posterior PDF in (1) can be rewritten as
The determination of p(u|ω, o F , g, α, ψ) is seen as the crucial step in the acoustic prediction process. With the information carried by the posterior PDF, three non-linear Bayesian acoustic predictors are then derived [8] :
True Bayesian estimates of the complex acoustic field should be defined independently for the real and imaginary parts, as pointed out in [8] . Thus, the estimates in (8) are scalar estimates of the field's real or imaginary part, respectively, at each range-depth-frequency point.
The present estimation method extends the procedure presented in e.g. [3, 4] , by allowing the inclusion of measured and forecast environmental information as data in the Bayesian estimation sense. While, in the above references, the goal is to estimate the acoustic transmission loss at present time, at end-user specified spatial locations (the usage domain), the present approach uses oceanographic forecasts as observations of the future (and present) water Fig. 3 . Acoustic prediction simulation time line. At each present time t P i , the acoustic field at t F i ≡ t P (i+1) is predicted. The prediction window t F i − t P i is 23 min.
column state, to estimate the full acoustic field in the end-user required locations, at the future time (the same for which the oceanographic forecast was produced).
Simulations
The prediction of the acoustic field u(r, z, f ) is illustrated in the following, using synthetic noiseless acoustic data generated with collected CTD data and oceanographic forecasts produced for the MREA'03 sea trial [7] by the Navy Coastal Ocean Model [15] . The considered acoustic model was the normalmode model SNAP [5] .
Due to the importance of acoustic inversion in determining the 'equivalent' environmental model, as stated in the Introduction, the acoustic system depicted in Fig. 1 takes observations between Julian day (JD) 162 (June 12 th ) and 175 (June 25 th ). The emitted signal is a sum of N f req = 10 equally spaced tones from 710 to 800 Hz. The observations are performed in a regular time grid as shown in Fig. 3 . The aim of the acoustic predictor is to estimate the acoustic field in the transect shown in Fig. 1 . At each (running) time t P i , the data acquired till t P i is considered, to predict the acoustic field for the next time sample t F i = t P i + 23 min. The acoustic prediction takes place separately in each scenario with/without environmental mismatch depicted in Fig. 1 . The water depth mismatch is the only source of model 'equivalence'.
It was chosen to represent the water column sound speed profiles (SSPs) as linear combinations of a depth-dependent functional basis formed by the first 2 (dimensionless) EOFs drawn from the CTD SSP data sequentially acquired in a large 142 × 87.9 km area around the Elba Island, in the period May 28 thJune 25 th , a portion of which shown in Fig. 4 . The EOFs are shown in Fig.  5 , and account for 87.2% of the SSP variance. The oceanographic forecasts were space-time linearly interpolated to the CTD casts, and then, both real and predicted SSPs were linearly interpolated to the regular observation time samples. Fig. 6 shows the difference between the projection of the measured and the forecast profiles onto the first EOF. There is an equal trend between the measured and predicted EOF coefficient. The prediction error decreases in average after JD 164. However, it is always highly non-stationary, with an estimated mean of 18.2 m/s, thus indicating also a bias of the oceanographic forecasts, in terms of the first EOF coefficient. This is not surprising, since NCOM restricts in situ data to remote sensed sea surface height and temperature, assimilating this data and atmospheric data to a dynamic model, and considering historical relationships between water surface and column properties-being a model suitable for real-time operation.
In a performance comparison guideline, two acoustic predictors are applied, as sketched in Fig. 7 . The first is stated as the standard predictor. It feeds the acoustic model with the oceanographic forecast of the first EOF coefficient, o F . The second predictor assumes the form of the Bayesian estimators in (8) , feeding the model with the 'equivalent' coefficient. The essential difference between the two predictors resides in the statistical assimilation of acoustically inverted data in the estimation process. The acoustic inversion step is briefly described in the following, and the statistical processing in the "pdf estimator", in the next Section.
As a preliminary study of the developed acoustic predictor, the acoustic data was inverted for a single parameter e wP , the first EOF coefficient, using the depth-coherent, frequency-incoherent Bartlett processor
H (e wP i )R iw (e wP i ),
wherew is an unitary norm acoustic field candidate along the hydrophone array, andR i is an estimate of the correlation matrix of a i . During the acoustic inversion, the search bounds for e wP were -32.4 and 57.8 m/s, and the discretization in the search space was 0.354 m/s. In the scenario with no environmental mismatch, it is expected that the equivalent parameter e wP i coincides with the real w P i . Both in acoustic inversion and prediction, all the environmental parameters apart from the first EOF coefficient are fixed to the assumed known values of Fig. 1 .
Practical issues
Since the only environmental parameter inverted for is the first EOF coefficient, the proposed Bayesian approach simplifies to
Considering that the future 'equivalent' coefficient e wF may not add a significant information about the past and present 'equivalent' coefficients in w , relatively to the real coefficients in ψ, one may approximate p( w |e wF , ψ) ≈ p( w |ψ), and (10) becomes
where N (ω, o F , ψ, α) is a normalizing term. Summarily, as stated by (11), it is required to estimate the future 'environment' e wF , whose information is contained in the posterior PDF p(e wF |ω, o F , ψ). The quantity e wF contains information regarding the future time t F , as well as the 'observable' o F . It is reasonable (though questionable) to assume that old observables will add little information about e wF , w.r.t. o F , which is already a 'future quantity'. This is translated by using only present and future observables in p(e wF |ω, o F , ψ), which leads to the apoproximation
The estimation of (12) reduces to the estimation of the numerator, since the denominator is a constant PDF value ('observed' data probability). In Fig. 8 . Crucial point -estimation of p(e wF , o P , o F , w P )-of the PDF estimator referred to in Fig. 7 . The cartesian axes support a 4D function -'pseudo-histogram'-, with the first (dashed) axis representing the equivalent future environment e wF . At each 3D bin (o P , o F , w P ), the 4D function structure is the combination of the acoustic inversion PDFs p(e wk |a k ).
the general acoustic prediction problem, each vector e wF , o P , o F and w P contains the coefficients of all the EOFs considered relevant for representing the water column variability, which are statistically dependent, though uncorrelated. Nevertheless, as a preliminary study, their statistical dependence was relaxed here, and every of the above vectors contains only the coefficient of the first EOF. The 4D PDF p(e wF , o P , o F , w P ) thus relates four homologous scalar random variables, and has the same structure of the required PDF p(e wF |o P , o F , w P ), which, in physical terms, represents the information transfer between first EOF coefficients: the information about the future 'equivalent' coefficient, contained in the predicted and measured coefficients.
The following describes the 'pdf estimator' referred to in Fig. 7 . By using a standard approach, the PDF p(e wF , o P , o F , w P ) would be approximated by an empirical joint distribution, defined as a 4D histogram of the argument variables realizations. This is of no concern regarding the variables o P , o F and w P , whose successive realizations (along time) are available as outputs of the oceanographic model and measurements. Special attention though is required for the environmental variable e wF . The primary source of information about this variable is the acoustic inversion process. In general, the transformation environment-to-acoustics is a many-to-one relationship. This fact, added to the acoustic inversion processor moderate observability (and acoustic system geometry, signal frequencies, etc.), noisy acoustic data and unrecov-erable acoustic modeling errors, renders the acoustic inversion environmental outcome uncertain, whose complete description is fully described only by a posterior PDF p(e wk |a k ). This PDF is not rarely multimodal, and, if one tried to process the PDF in order to obtain a single realization for binning into the 4D histogram estimate of p(e wF , o P , o F , w P ), valuable information could be discarded, and the final estimate could possess unrealistic high discontinuities. These discontinuities would lead to potential severe errors, when interpolating/extrapolating this PDF for user-required realizations of o P , o F and w P .
Let us refer to Fig. 8 , to explain the determination of the estimatê p(e wF , o P , o F , w P ) of the numerator of (12) . At each running time sample t k , the corresponding environmental realization (o k−F +P , o k , w k ) is assessed within the oceanographic data and predictions. In this notation, o k and o k−F +P designate the oceanographic forecasts for times t k (which represents future time) and t k−F +P (which represents present time), respectively. Then, at the bin thus defined for (o P , o F , w P ), the axis corresponding to e wF is updated with the information carried byp(e wk |a k ). The update consists of simply filling in the 4D function, or, in the case it is already filled in at that (o P , o F , w P )-bin, of averaging the existent information with the new information inp(e wk |a k ). The obtained 4D function could be called a 'pseudohistogram', since it departs from both random variables realizations and an histogramp(e wk |a k ). At a first glance, it seems that there is no significant difference between p(e wF |o P , o F , w P ) and p(e wk |a k ). In fact, they coincide, if there is a one-to-one relationship between a k and the trinomial (o P , o F , w P ), which can take place for very sparse acoustic-oceanographic measurements. Nevertheless, in real situations, it is expected that the relation between a k and (o P , o F , w P ) is not a one-to-one function, by the following reasons: 1) a particular water column measure w P does not always correspond to the same acoustic realization a k , because, apart from acoustic noise, of the many-toone transformation between environment and acoustics; 2) the measure w P can be associated to different predictions o P , due to the random character of o P and other oceanographic modeling issues; 3) the oceanographic evolution is non-stationary, so even if there was a one-to-one relationship between a k and o P , this does not apply to o P and o F , and consequently, to a k and o F . The final step in the determination ofp(e wF , o P , o F , w P ) is the evaluation of this function at the user-required realization (o P i , o F i , w P i ), to then directly estimate (12) . When the 'pseudo-histogram' is not yet filled at the required bin, it is interpolated/extrapolated to that bin, using the existent information, as follows. The functionp(e wF , o P i , o F i , w P i ), which is a function of only the variable e wF , is parameterized by a center value and an envelope. The center value is the result of the interpolation/extrapolation of the centers of neighbor (in the 3D space defined by (o P , o F , w P )) functionsp(e wk |a k ) (see extrapolating dotted line in Fig. 8) , and the envelope is the average of the two closest functions' p(e wk |a k ) envelopes. The interpolation/extrapolation of the centers is carried out by resorting to a linear radial basis function interpolator, whose inputs are o P , o F and w P , and the output is the center ofp(e wk |a k ).
There is an underlying stationarity assumption for computing the empirical PDF, which, for the case at hand, is limited as shown in Fig. 6 . Once p(e wF |o P , o F , w P ) is estimated, the acoustic signal corresponding to each outcome of e wF is computed by forward modeling. Afterwards, this ensemble of acoustic signals is binned, and each bin weighted according to p(e wF |ω, o F , ψ), to produce an histogram which is the estimate of p(u|ω, o F , α, ψ). This means that the accuracy of the predicted acoustic field is rather dependent on the accuracy of p(e wF |ω, o F , ψ). At the end, the predicted acoustic field emerges as a trivial application of (8) to the obtained p(u|ω, o F , α, ψ).
Results
This section presents results of acoustic prediction obtained with the Bayesian and the standard acoustic predictor. It starts by illustrating the steps of the Bayesian predictor, shown in Fig. 7 . In the first step, acoustic inversion, the obtained results are shown in Fig. 9 (a) and (b) , for the cases of considering the correct/incorrect water depth, respectively. Each column of Fig. 9 (a) contains a posterior environmental function p(e wk |a k ), which, for the noiseless acoustic data at hand, is very narrow and centered on the true environmental values, as expected. For the case with environmental mismatch in Fig. 9 (b) , the results are shown as the environmental estimation error by acoustic inversion. Naturally, the observed shifts, around 1.5 m/s, are caused by the mismatched water depth.
In the second step, PDF estimation, the obtained result for the last time sample of the acoustic prediction trial, JD 167.6, is shown in Fig. 10 . Each posterior environmental PDF estimatep(e wF |o P , o F , ψ) was obtained from the interpolation/extrapolation of an empirical PDF, as explained in Sec. 3.1. The posterior environmental PDF estimates are compared to the results of acoustic inversion,p(e wF |a F ), carried out for the same time sample. The latter PDF is taken as a reference, representing the best information on the 'equivalent environment', since it is taken from acoustic data. The PDFsp(e wF |o P , o F , ψ) are in good agreement with the PDFsp(e wF |a F ). This was expected for this time sample, since the oceanographic prediction error attains stationarity previously to t P (E+1) , as seen in Fig. 6 , implying that the results from interpolation/extrapolation of the empirical PDF do not deviate significantly from reality. The case of considering the correct water depth in Fig. 10 (a) does not differ in its essence and result from the case of the incorrect water depth in Fig. 10 (b) . In the case at hand, by considering the correct water depth, has given sharp PDFs from acoustic inversion, while the incorrect depth implied broader PDFs, which is understandable. In either case, the structure of the PDFs is registered inp(e wF , o P , o F , ψ), with the samples gathered along time. Thus, as seen in Fig. 10 (a) , the PDFp(e wF , o P , o F , ψ) has been trained to generate sharp functionsp(e wF |o P , o F , ψ) centered on the true environmental values-which for the last time sample is ≈-10.7 m/s (see also Fig. 9 (a) )-, while in (b), generates broader functions deviated ≈ 1.5 m/s from reality (see also Fig. 9 (b) ). Fig. 11 . Error of the estimates of the predictive environmental posterior p(e wF |o P , o F , ψ) along time, for both the cases of considering environmental mismatch/no mismatch. The error is defined at each time as the difference between the values that maximizep(e wF |o P , o F , ψ) and p(e wF |a F ), respectively. The difference between the two curves is negligible.
The quality of the estimates of p(e wF |o P , o F , w P ) is illustrated along time in Fig. 11 . These predictive environmental posterior density estimates are rather a consequence of the oceanographic predictor stationarity. One can refer to Fig. 6 and find a direct relation between the oceanographic prediction error stationarity and the PDF estimate error. For example, for t F i < 163, t F i ≈ 164.5, t F i ≈ 166.9 and t F i > 167.5, the oceanographic prediction error exhibits smooth variations, corresponding to weak errors in the posterior PDF. Conversely, periods of high oceanographic error variation, as t F i ≈ 163.5, t F i = 164 and 165.5 < t F i < 166.5 correspond to larger errors in the posterior PDF. This is explained by interpolation/extrapolation errors in p(e wF |o P , o F , w P ), misled by the unpredictable behavior of the particular oceanographic forecasts.
The true acoustic field was generated for the 12 km-transect in Fig. 1 , for the first and last frequencies of the emitted signal during the acoustic observation.
The acoustic field estimate (prediction) was computed as follows. For the standard predictor, the oceanographic forecast and the environmental parameters described in Fig. 1 , with the erroneous water depth, were fed to the acoustic model, producing a single realization of the acoustic field. For the Bayesian predictors, as described in Sec. 3.1, first, the acoustic field associated to each possible realization of the environment e wF was generated; then, for each range-depth-frequency point, separate PDFs of the real and imaginary parts, respectively, of the acoustic field were estimated, by binning the field realizations at hand, with a linear bin width of 64.7//µPa @ 1 m, corresponding to bin widths of between approximately 0.0494 and 15.6 dB//µPa 2 @ 1 m; finally, the three estimates in (8) were computed.
The field estimated by the standard and Bayesian MMSE acoustic predictors, for JD 164.9, are compared in Fig. 12 , where it can be seen that the MMSE acoustic predictor exhibits a smaller error than the standard predictor in the whole transect, at both frequencies.
At each time sample, a cost function indicating the quality of the acoustic estimate was defined by φ = 20 log 10
where u(r, z, f ) designates the true acoustic field and u EST (r, z, f ) designates any of: the standard acoustic predictorû ST A (r, z, f ) or the Bayesian predictors (8) . The error in (13) for all predictors along selected time samples is shown in Fig. 13 . For these time samples, the Bayesian predictors errors are always smaller than the standard predictor error, by 7 to 14 dB, which proves the efficiency of including acoustic inversion in the acoustic prediction process.
A quantity of broad interest in underwater acoustics, due to its use in the sonar equation, is the transmission loss (TL), which simply measures the acoustic pressure decrease, by propagation, and is relative to a plane wave of rms pressure of 1 µPa. When the TL is the acoustic quantity to predict, by the end-user request, one can simply replace the complex acoustic field in (8) its corresponding TL. Then, without significant theoretical changes, all the required statistics are computed in the same manner, and the acoustic forward modeling gives the TL as output, instead of the complex field. Following a procedure like in [3, 4] , in the problem at hand, the PDFs of the TL along range, at the source depth, 60 m, and frequency 710 Hz, are characterized in Fig. 14. The PDF estimates were obtained with a bin width of 0.01 dB. At each range, the figure shows the median TL in the band defined by the 5 th and 95 th percentiles (gray area, referred to as the 90% credibility interval (CI)). The TL PDFs show a small spread (the most frequent difference median-percentile is < 1 dB), due to the absence of noise in the acoustic data, and consequent small spread of the environment posterior PDF. We can see that, in general, the spread of the PDFs increases with distance, with differences between the median and one of the percentiles greater than 3 dB, for ranges>3.7 km. The greatest difference median-percentile is 11.5 dB, at ranges ≈ 9 and 11.5 km. The greatest TL uncertainties occur for the greatest loss values, wihich is better visible for TL>70 dB.
Discussion and conclusion
An acoustic predictor has been presented, which incorporates acoustic inversion as an environmental parameter tuner. The main contribution is the derivation of an estimator which optimizes for acoustic cost functions, instead of oceanographic cost functions, as in standard procedures. In this paper, a Bayesian framework has been described theoretically to arrive at the predicted acoustic field, assimilating information from different sources: oceanographic forecasts and measures, acoustic data and environmental parameters obtained from acoustic inversion. The prediction of the acoustic field depends naturally on oceanographic and acoustic modeling. Within the latter, an important issue is the fact that the environmental description is often incomplete, what can be represented by either unexistent or erroneous environmental information. Naturally, in order to obtain accurate acoustic outputs, these errors should be compensated with errors in other parameters. The complete group of environmental parameters that feed the acoustic model to give the optimum acoustic outputs has been referred to as the 'acoustically equivalent environmental model', although a residual error of the acoustics generated with the 'equivalent model' is anticipated. For the objective of acoustic prediction, the importance of acoustic inversion is twofold, serving as an estimator of environmental parameters eventually unavailable to the end-user, and as an estimator of the compensating environmental errors. The proposed acoustic predictor was tested with a very simple yet illustrative scenario with simulated acoustic data using oceanographic measures and forecasts from the MREA'03 sea trial. The requirement was to predict the acoustic field along a transect containing an acoustic source and a vertical array. The oceanographic quantity of relevance was the coefficient of the first empirical orthogonal function (EOF) of the sound speed profiles gathered at sea. In the simulations, the cases of environmental mismatch/no mismatch were analyzed, where the environmental mismatch was reduced to an error in the water depth. In both acoustic inversion and prediction, only the coefficient of the first EOF was allowed to vary. The environmental mismatch is not a significant issue for acoustic prediction, provided the 'equivalent' parameters correspond to sufficient acoustic degrees of freedom, in order to compensate the environmental errors. This issue is being studied at the moment, by increasing the environmental mismatch and the number of 'equivalent' parameters, implying the full application of the theoretical expressions derived here.
The prediction of the future 'equivalent' environment has a significant impact in the acoustic predictor, and it was seen that its quality is dependent mainly on the oceanographic predictor. Better future environmental estimates are obtained with more stationary oceanographic predictors. This is a natural drawback of the environmental estimator being based on the interpolation/extrapolation of an empirical density function.
The acoustic field predictions illustrate the superiority of the proposed acous-tic predictor relatively to a standard predictor, with improvements of 7 to 14 dB, as an integral measure along range, depth and frequency. While the standard predictor feeds the acoustic model with the oceanographic forecast and the remaining environmental information, regardless of eventual environmental mismatches, the proposed predictor uses acoustic inversion to tune the environment, tracking the mismatches, in order to optimize the Bayesian acoustic cost functions implicit in the presented estimators.
In the future, the present method should be compared with the approach by Lermusiaux, Robinson et al. (see e.g. [10, 9, 19, 20, 14, 11] ), in which the acoustic modeling errors are considered at the acoustic side, rather than at the acoustic model input parameters side as in the present approach. The implementation of that approach is delicate, since it depends on a complex ocean prediction system (the package HOPS [18] ), and requires a deep understanding of the multidisciplinary quantities and relationships, better provided by its authors. Future developments will also apply the Bayesian approach to cases in which water column measures are unavailable, to cases of moving acoustic observation systems, and to cases in which the oceanographic forecast can be fed directly to the acoustic model, and compensated by the geometric/geoacoustic parameters. Testing with real data from the MREA'03 sea trial will obviously follow the simulations.
