In this article, we take up the existence and the asymptotic behavior of entire bounded positive solutions to the following semilinear elliptic system:
Introduction
Existence and asymptotic behavior of solutions of the semilinear elliptic system −∆u = f(x, u, v), x ∈ ℝ n (n ≥ ),
have received much attention. Namely, systems of type (1.1) in bounded domains of ℝ n (n ≥ ) with various boundary conditions have been intensively studied and many existence results have been established. We refer the reader to [1, 5, [9] [10] [11] [12] . Several articles have been devoted to the study of systems of type (1.1) with different boundary conditions. See for example [3, 4, 6-8, 13-15, 18-21] . In these works, various existence results of positive bounded solutions or positive blowing-up ones (called also large solutions) have been established. Also, we note that several methods have been used to treat these nonlinear systems such as sub-and supersolutions methods, and variational and topological methods. Most of these results have to do with existence and nonexistence of positive entire classical radial solutions. By an entire classical solution of (1.1), we mean a pair of positive functions (u, v) such that u, v ∈ C ,γ (ℝ n ) ( < γ < ) which satisfy (1.1) at every point of ℝ n .
In [14] , Lair and Wood considered the following system:
where < s ≤ r and a , a are radial continuous functions in ℝ n . The authors of [14] showed that entire radial solutions of (1.2) exist if < s ≤ r < or if a and a satisfy the following integrability conditions:
∞ ra (r) dr < ∞ and ∞ ra (r) dr < ∞.
Later, in [19] , Wang and Wood studied the existence of entire (not necessary radial) solutions of system (1.2) where a and a are nonnegative continuous functions in ℝ n . More precisely, the authors proved in [19] the following result. 
where C and C are positive constants. Then, system (1.2) has no entire positive solutions.
In [13] , Kawano and Kusano considered the following system:
where α, β < , r, s > and a , a are nonnegative functions in C γ loc (ℝ n ) ( < γ < ). The authors of [13] assumed that there exist locally Hölder continuous functions φ, ψ :
which satisfy the integrability conditions as in (1.3). Then, they proved, by using the method of sub-and supersolutions, that system (1.4) has entire nonradial solutions either if α + r > and β + s > , or if α + r < and β + s < . In this paper, inspired by a method of sub-and supersolutions as in [13] , we study the existence of entire classical solutions of system (1.4), where α, β < , r, s ∈ ℝ such that
and a , a are nonnegative functions in C γ loc (ℝ n ), < γ < , satisfying a suitable condition relying to Karamata functional class K defined on [ , ∞) by
Also, we give an asymptotic precise behavior on a such solution of (1.4). Our approach relies on the asymptotic behavior of the unique solution to the following semilinear elliptic problem: 6) where σ < and a verifies the following hypothesis:
Here and throughout, the notation f(x) ≈ g(x), for two nonnegative functions f and g defined on a set S, means that there exists c > such that c f(
We point that in [2] , Chemmam Dhifli and Mâagli obtained the asymptotic behavior of the solution to problem (1.6) which is given in the following result. 
By applying Karamata regular variation theory and under the homogeneity condition (1.5), we generalize the results established in [13, 14, 19] . Let us consider the following assumption which is imposed to the functions a and a
Also, we introduce the quantities
The above values of σ i (i = , . . . , ) are related to the boundary behavior of solutions to system (1.4), as it will be explained in our main results stated in the following theorems.
Theorem 1.3. Assume (H )
and that the condition of homogeneity (1.5) is satisfied. Suppose that
Theorem 1.4. Assume (H ) and that the condition of homogeneity (1.5) is satisfied. Suppose that
whereL ,L belong to K, and defined on [ , +∞) by:
• If λ + rσ > n − (n − )α, we haveL (t) := and 
Remark 1.6. Since system (1.4) is invariant under the transform
we have also the existence of a classical solution (u, v) for system (1.4) that behave like ( + |x|) σL ( + |x|), where σ depends on α, β, r, s, λ , λ andL ∈ K, if one of the following conditions holds:
We close this section by giving the following notations. For a nonnegative measurable function f in ℝ n , we denote by Vf the potential of f defined on ℝ n by
is the Green function of the Laplacien ∆ in ℝ n (n ≥ ). We point out that for any nonnegative function
see [16, Theorem 6.3] .
As usual, we refer to C (ℝ n ) the collection of all continuous functions in ℝ n which vanish at infinity. From here on, the letter c denotes a generic positive constant which may vary from line to line.
The rest of the paper is organized as follows. In Section 2, we give an existence result based on the suband supersolution method which plays a crucial role to prove the existence of solutions in Theorems 1.3, . and 1.5. In Section 3, we state some already known results on functions in K, useful for our study and we give the proofs of our main results. Section 4 is reserved to some applications.
Technical condition to existence result
To prove our existence result, we adopt a sub-supersolution method. We consider the more general system
(2.1)
If the above inequalities are reversed, then (u, v) is called a supersolution of system (2.1). 
Lemma 2.2 (see [13]). Let f , f be nonnegative functions defined on
Proof. Let c > and θ, φ be nonnegative functions in
We point that in view of condition (1. Since θ, φ are nonnegative functions in C (ℝ n ) and a , a ∈ C γ loc (ℝ n ), then (ū,v ) and (u, v) are in C ,γ (ℝ n ) and satisfy u ≤ū and v ≤v in ℝ n . Moreover, we have
Similarly, we have
Hence, (ū,v ) and (u, v) are, respectively, a subsolution and a supersolution to system (1.4). Then, the result follows by using Lemma 2.2.
Existence and asymptotic behavior of solutions

The Karamata class K
In what follows, we are quoting, without proof, some fundamental properties of functions belonging to the class K, collected from [2] and [17] .
Lemma 3.1 (see [2, 17]). (i) A function L is in K if and only if L is a positive function in
(
Lemma 3.2 (see [17] ). Let γ ∈ ℝ and L be a function in K defined on [ , ∞). We have:
As a typical example of functions in K, we quote the following. 
is defined and positive on [ , ∞), where log k x = log ∘ log ∘ ⋅ ⋅ ⋅ ∘ log x (k times). Then, we have that L ∈ K.
Proof of main results
The main idea in order to prove Theorem 1.3, 1.4 and 1.5 is to find functions θ and φ satisfying (2.2), which will be useful to construct a subsolution and a supersolution to system (1. and to deduce, by Proposition 2.3, the existence of a solution (u, v) to system (1.4) satisfying (2.3). We consider the following system:
where p(x) = a (x)φ r (x) and q(x) = a (x)θ s (x). The choice of θ and φ depends closely on the boundary behavior of the solution to the semilinear elliptic problem (1.6) as described in Theorem 1.2. Hence, a solution (w , w ) of system (3.1) is given by Theorem 1.2 such that w ≈ θ and w ≈ φ. It follows that the functions θ and φ will satisfy
which is our principal purpose. The rest of this section is devoted to proving our main results.
Proof of Theorem 1.3. Suppose that
We split the proof into two cases.
So, we consider system (3.1). Using (H ), we have
Applying Lemma 3.1 and Lemma 3.3, the functionsL andL belong to K and we have
It follows by Theorem 1.2 that system (3.1) has a solution (w , w ) satisfying for each x ∈ ℝ n ,
That is, (2.2) is satisfied and so the result holds by using Proposition 2.3.
Consider system (3.1). Using (H ), we have
Applying Lemma 3.1 and Lemma 3.3, the functionL belongs to K. So, we conclude, by Theorem 1.2, that system (3.1) has a solution (w , w ) satisfying, for each x ∈ ℝ n ,
Hence, (2.2) is satisfied and the result holds by using Proposition 2.3. This completes the proof.
Proof of Theorem 4. Suppose that
Applying Lemma 3.1 and Lemma 3.3, the functionsL andL belong to K. So, we conclude, by Theorem 1.2, that system (3.1) has a solution (w , w ) satisfying, for each x ∈ ℝ n ,
Applying Lemma 3.1 and Lemma 3.3, the functionsL belongs to K. So, we deduce, by Theorem 1.2, that system (3.1) has a solution (w , w ) satisfying, for each x ∈ ℝ n ,
In view of Lemma 3.1 and Theorem 1.2, system (3.1) has a solution (w , w ) satisfying, for each x ∈ ℝ n , w (x) ≈ ( + |x|) n− = θ(x) and
(ii) If λ + s(n − ) = n − (n − )β. Interchanging the role of u and v, the proof is the same as in Case 1 (ii) above.
It follows by Theorem 1.2 that system (3.1) has a solution (w , w ) satisfying, for each x ∈ ℝ n , w (x) = w (x) ≈ ( + |x|) n− .
That is, (2.2) is satisfied and so the result holds by using Proposition 2.3. This completes the proof. 
First application
Assume that λ + rσ = , λ > and λ ̸ = n − (n − )β. Then, by applying Theorem 1.3 and Lemma 4.1, we obtain that system (1.4) has a classical solution (u, v) satisfying the following: (a) If < λ < n − (n − )β and ( − β)( − μ ) − rμ < , then for x ∈ ℝ n , u(x) ≈ log(ω( + |x|)) 
Second application
Assume that λ + rσ ≥ n − (n − )α, λ + s(n − ) > and (λ , λ ) ̸ = (n − (n − )(α + r), n − (n − )(β + s)). 
