Purpose: Accurate segmentation of the breast is required for breast density estimation and the assessment of background parenchymal enhancement, both of which have been shown to be related to breast cancer risk. The MRI breast segmentation task is challenging, and recent work has demonstrated that convolutional neural networks perform well for this task. In this study, we have investigated the performance of several two-dimensional (2D) U-Net and three-dimensional (3D) U-Net configurations using both fat-suppressed and nonfat-suppressed images. We have also assessed the effect of changing the number and quality of the ground truth segmentations. Materials and methods: We designed eight studies to investigate the effect of input types and the dimensionality of the U-Net operations for the breast MRI segmentation. Our training data contained 70 whole breast volumes of T1-weighted sequences without fat suppression (WOFS) and with fat suppression (FS). For each subject, we registered the WOFS and FS volumes together before manually segmenting the breast to generate ground truth. We compared four different input types to the U-nets: WOFS, FS, MIXED (WOFS and FS images treated as separate samples), and MULTI (WOFS and FS images combined into a single multichannel image). We trained 2D U-Nets and 3D U-Nets with these data, which resulted in our eight studies (2D-WOFS, 3D-WOFS, 2D-FS, 3D-FS, 2D-MIXED, 3D-MIXED, 2D-MULTI, and 3D-MULT). For each of these studies, we performed a systematic grid search to tune the hyperparameters of the U-Nets. A separate validation set with 15 whole breast volumes was used for hyperparameter tuning. We performed Kruskal-Walis test on the results of our hyperparameter tuning and did not find a statistically significant difference in the ten top models of each study. For this reason, we chose the best model as the model with the highest mean dice similarity coefficient (DSC) value on the validation set. The reported test results are the results of the top model of each study on our test set which contained 19 whole breast volumes annotated by three readers fused with the STAPLE algorithm. We also investigated the effect of the quality of the training annotations and the number of training samples for this task. Results: The study with the highest average DSC result was 3D-MULTI with 0.96 AE 0.02. The second highest average is 2D WOFS (0.96 AE 0.03), and the third is 2D MULTI (0.96 AE 0.03). We performed the Kruskal-Wallis one-way ANOVA test with Dunn's multiple comparison tests using Bonferroni P-value correction on the results of the selected model of each study and found that 3D-MULTI, 2D-MULTI, 3D-WOFS, 2D-WOFS, 2D-FS, and 3D-FS were not statistically different in their distributions, which indicates that comparable results could be obtained in fat-suppressed and nonfat-suppressed volumes and that there is no significant difference between the 3D and 2D approach. Our results also suggested that the networks trained on single sequence images or multiple sequence images organized in multichannel images perform better than the models trained on a mixture of volumes from different sequences. Our investigation of the size of the training set revealed that training a U-Net in this domain only requires a modest amount of training data and results obtained with 49 and 70 training datasets were not significantly different. Conclusions: To summarize, we investigated the use of 2D U-Nets and 3D U-Nets for breast volume segmentation in T1 fat-suppressed and without fat-suppressed volumes. Although our highest score was obtained in the 3D MULTI study, when we took advantage of information in both fat-suppressed
and nonfat-suppressed volumes and their 3D structure, all of the methods we explored gave accurate segmentations with an average DSC on >94% demonstrating that the U-Net is a robust segmentation method for breast MRI volumes. © 2019 American Association of Physicists in Medicine [https:// doi.org/10.1002/mp.13375] Key words: breast MRI, breast segmentation, convolutional neural networks
BACKGROUND AND INTRODUCTION
Several large prospective studies have shown that annual magnetic resonance imaging (MRI) examinations have a greater sensitivity than either mammography or ultrasound for women at high risk of breast cancer 1 and, as a result, MRI-based screening is now offered to women at high risk of cancer. In Ontario, screening is restricted to high-risk women who have a specific genetic mutation, history of radiation to the chest at ages 10-30 yr, or an estimated lifetime risk of higher than 20%. 2 There is, however, increasing interest in offering MRI screening to women who do not fall into the currently defined high-risk groups but who, nonetheless, are at increased risk of breast cancer. For example, women with a personal history of breast cancer and women with dense breasts are known to be at higher risk. 3 Contrast-enhanced MRI provides unique information about breast tissue composition and may, when used in combination with other established risk factors, help to improve our assessment of breast cancer risk in individual patients.
The ratio of fibroglandular tissue to fat in the breast and the amount of fibroglandular tissue that enhances after the injection of contrast agent, that is, background parenchymal enhancement, have both been shown to be associated with risk. 4 In order to generate accurate and reproducible quantitative measures of these parameters, an accurate breast segmentation that separates breast tissue from the chest wall is an essential first step. Segmentation of the breast is a nontrivial task as there may not be a clear boundary between the chest wall, pectoral muscle, and breast tissue, particularly in dense breasts. The shape of the breast is very variable, and it is modified by the light compression from the breast coils and by the effects of previous surgery. Different sequences and different scanners will affect the signal intensity, and image artifacts due to incomplete fat suppression or nonuniform sensitivity of the receiver coils also have an impact on accuracy. Examples of slices from MRI breast volumes with and without fat suppression are shown in Fig. 1 .
In Table I , we review existing methods of MRI breast segmentation. We have divided these methods into four categories, namely, conventional image processing, conventional machine learning, and atlas-based and deep learning approaches. Although different image data are used in each study, we include the error rates reported for these methods. This gives us an overview of the accuracy values for different methods. Various accuracy or error measures have been used for the segmentation evaluation task. Taha et al. 5 reported on 20 different measures used in medical image segmentation. They also defined groupings of the measures and recommended selecting metrics from different groups to avoid biased results. Moreover, Doran et al. 6 recommend choosing the best model based on more than one metric. Table II shows the error measures reported in the breast MRI segmentation papers and provides the definition of each metric.
Deep learning approaches, which learn the features that optimally represent the data for the problem at hand, have shown great promise for medical image analysis. A survey by Litjens et al., 20 carried out in early 2017, reviews the use of deep learning for medical image analysis and lists 350 papers related to this topic. Dalmis ß et al. 19 used a two-dimensional (2D) U-Net architecture to segment breast MRI into three classes: breast, background, and fibroglandular tissue, and in another study, deep learning are used to segment the pectoral muscle in 2D MR images. 21 In this paper, our goals were to:
1. Determine whether carrying out segmentation using three-dimensional (3D) U-nets rather than 2D U-Nets improves accuracy. 2. Compare the accuracy of segmentation methods based on T1W images with and without fat suppression. 3. Compare the accuracy obtained with smaller, manually annotated training datasets and larger training datasets with less accurate ground truth labels. 4. Carry out an extensive parameter search to identify the optimum architecture of a U-net for breast MRI segmentation.
MATERIALS AND METHODS

2.A. Network architecture
The original U-Net introduced in Ronneberger et al. 22 consists of a contracting encoder path or analysis path and a successive expanding decoder path also called a synthesis path. In the original U-net implementation, all convolution, max pooling, and upsampling operations were carried out in 2D. This was later extended to a 3D U-NET in Ic ßek et al. 23 Each analysis layer consists of two sets of convolutional layers and an activation layer followed by a max pooling layer. The number of convolutional feature maps doubles when moving from one layer to the next in the analysis path. In the synthesis path, the upsampling layers are used to increase the resolution moving from one layer to the next. Also, the number of convolutional feature maps decreases in half moving up in the synthesis path. The connections from layers of equal resolution in the analysis path to the synthesis path provide detailed information required for the upsampled output. The depth of the network is defined as the number of layers in the analysis path. Based on this definition, the network shown in Fig. 2 has a depth of 4. We added dropout layers to the synthesis path and used rectified linear units (ReLu) as our activation function and Sigmoid at our last activation layer. We used the dice similarity coefficient (DSC) as our loss function since this is commonly used for training of U-Nets. 22 We used Keras 2.1.2 with TensorFlow 1.4.1 running on a Nvidia GeForce TITAN X GPU with 12 Gb memory to train and test the models.
2.B. Dataset
Bilateral T1-weighted (T1W) MR images were acquired on a 1.5-T Scanner (Signa, General Electric Medical Systems, Milwaukee, WS) using a dedicated breast coil in a sagittal orientation with an average resolution of 0.39 mm by 0.39 mm in plane and 3.0 mm between slices. T1W images with fat suppression (FS) and without fat suppression (WOFS) were both acquired before contrast agent was administered and were coregistered using Elastix. 24, 25 The whole breast volumes were then divided into left and right breasts and resampled to 2 mm isotropic voxel size. Finally, by using cropping and/or padding, all the volumes were resized to 64 9 128 9 128 pixels. 
where n GT and n A are number of points on the outer surfaces of ground truth and automatic segmentations, respectively. d p; S ð Þ¼min q2S1 p À q j j j j 2 , which is the distance of point p on surface S to the surface S 1 We have used four different types of MRI data to train our network for comparison purposes:
• WOFS: Precontrast T1W volumes without fat suppression.
• FS: Precontrast T1W volumes with fat suppression.
• MIXED: both WOFS and FS volumes are used.
• MULTI: a two-channel volume is generated using the aligned WOFS and FS volumes.
The input to the 3D U-Net is 3D volumes for WOFS, FS, and MIXED data and two-channel volumes for the MULTI. The input to the 2D U-NET is 2D slices for WOFS, FS, and MIXED data and two-channel slices for MULTI. We perform eight studies on the combination of input data (i.e., WOFS, FS, MIXED, and MULTI) and U-Net operation types (i.e., 3D U-Net, 2D U-NET). For instance, the 3D-WOFS study refers to the 3D U-Net trained on WOFS data or 2D-MULTI refers to 2D U-Net trained on two-channel slices of WOFS and FS images.
The number of whole breast volumes we used for training, validation, and test sets is shown in Table III . For the 2D-MULTI, 3D-MULTI, 2D-MIXED, and 3D-MIXED, the number of volumes is twice that of the other studies as both the FS and WOFS volumes are used.
2.C. Ground truth generation
The process of generating ground truth (GT) segmentations is time-consuming and expensive, especially for medical images. To facilitate the GT generation in this application, we build a semiautomatic pipeline to generate the data. We first create breast masks of our dataset by applying a previously developed method in our laboratory, 15 to the WOFS images. The method uses a random forest (RF) classifier to identify candidate edges in the volume and then applies a Poisson reconstruction to define the 3D volume. The approach produces a good separation of the air-breast boundaries but fails in the breast-chest wall boundary in some of the volumes. Moreover, the method includes the fatty region below the breast and the regions beyond the lateral boundaries of the breast. We manually edited the automatic segmentation using ITK-SNAP 26 and the coregistered WOFS and FS images were available to guide this process. Then, our proposed algorithm divides the breast volume into the left and right breasts. By using resampling, cropping, and padding, all the volumes are resized into isotropic volumes of 64 9 128 9 128 pixels. It then removes any remaining disconnected regions from the 2D slices and cuts the fat tissue below the breast and beyond the lateral boundaries of the breast. Figure 3 shows the proposed pipeline. The dashed line block is the only manual step of the proposed pipeline.
To remove the fatty area under the breast, we find the concave points on 2D slices of the breast mask and select the one on the left side of the contour that has the largest concavity measure. We define the concavity measure by the distance of the concave point on the contour and the convex hall of the contour. Once all the cutting points are chosen in all the slices, they are smoothed, and the fat region below the breast is cut. Figure 4 shows the process for a sample volume. Lateral slices of the mask volume are determined based on the size of the mask in each slice. We defined a discrete function, y ¼ f ðxÞ, where y is the size of the breast mask in slice number x. We used the maxima and minima of the derivative of f, f 0 = @f/@x, to detect the lateral boundaries of the breast. A few samples of the RF generated masks, and the output of our ground truth generation pipeline is shown in Fig. 5 . The 19 whole breast volumes that were used as the final test set were each annotated by three readers and the STAPLE algorithm was used to combine the segmentations to get the final ground truth masks. 27 The 85 training and validation sets were each annotated by just one of the three readers. 
2.D. Hyperparameter search
We limited our search of hyperparameters to the depth of the network, dilation rate for the dilated convolution, the type of the optimizer, and dropout rate. The values for each of these hyperparameters are shown in Table IV . For each of our studies (2D-WOFS, 2D-FS, 2D-MIXED, 2S-MULTI, 3D-WOFS, 3D-FS, 3D-MIXED, and 3D-MULTI), we build models from our hyperparameter search space and train the models on the appropriate training dataset. We chose a separate dataset of 15 whole breast volumes and will refer to this as the hyperparameters validation set (HP-validation set).
For each of the studies, the trained models on the grid search hyperparameter space were tested on the HP-validation set. After ranking the DSC values for each study, a Kruskal-Wallis one-way ANOVA test was used to evaluate the differences between the trials. 30 The outcome of the test indicated significant differences among the trials in each study. We then perform a Dunn's multiple comparison tests using Bonferroni P-value correction and found no significant difference between the median of the top ten grid search results for each study. Therefore, we chose the model with the highest average DSC as an output of our hyperparameter optimization for each study. Each plot in Fig. 6 shows the mean DSC values of each trial per study on the HP-validation set. The color bar shows the hyperparameter values. Training times in hours are reported in Fig. 7 for the tested parameter space. The reported times are the training times of 50 epochs. As reported the 3D models take longer time to train than the 2D models. In Fig. 8 , the average training time on the hyperparameter search space is reported for different depth of the network, for 2D and 3D WOFS studies. As seen, the training time increases based on the depth of the network. Due to memory constraints, we did not perform this experiment for depths 7 and 8 of the 3D-WOFS study. Table V shows the performance/error measure of the best models in each study. We also reported the results of our previously developed RF-based method. 15 The output from the RF algorithm is denoted as RF, while RF-post-processed results are generated after applying steps 5-6 shown in Fig. 3 . Figure 10 shows plots of our test set. Each plot represents the top model of each study, and each point is one test volume (left or right breast in sagittal view). The test volumes are sorted based on the breast volumes, and the size of the points is related to the breast volume of the test set. The histogram of the DSC values is shown on the right side of each plot. The highest DSC is obtained for the 3D-MULTI study with 0.96 AE 0.02. We performed the Kruskal-Wallis oneway ANOVA test with Dunn's multiple comparison tests using Bonferroni P-value correction on the results of the selected model of each study and found that 3D-MULTI, 2D-MULTI, 3D-WOFS, 2D-WOFS, 2D-FS, and 3D-FS models were not statistically different in their distributions. Therefore, similar results are expected by all of these studies. Consequently, availability of the training data may be the decisive factor in adopting one of these studies at different institutions.
RESULTS
3.A. Test set results
The results of the paired comparisons are graphed in Fig. 9 . The squares in black are pairs where the medians are significantly different (therefore, rejecting H0 hypothesis), and the white ones are pairs that do not have significantly different medians. It is interesting to note that the median DSC of our top performer (i.e., 3D-MULTI) is statistically higher than median DSC of the 3D-MIXED and 2D-MIXED models. This suggests that the networks trained on one sequence of data or multiple sequences of data arranged in multichannel images, perform better than the models trained on the mixed set of sequences. For comparison purposes, we also included results obtained for RF and RF-post-processed masks in Fig. 9 . It is interesting to note that DSC values of the RF model are significantly different from all the U-Net models, except the MIXED models. However, post-processing the RF results increases the DSC score significantly and the results of RF-processed are not significantly different to most of the U-Net models. It should be mentioned that the U-Net models did not require any additional post-processing in order to remove the fat region below the breast and the regions beyond the lateral boundary of the breast, whereas in the RF-postprocessed, these regions are removed by the algorithm which may fail in some of the breast size, as seen in Fig. 15 .
For the MIXED models, we were interested in testing whether there is a significant difference in accuracy for the WOFS and FS volumes. To investigate this, we used a Wilcoxon test to compare the DSC scores of FS, and WOFS volumes segmented using the 3D-MIXED model and found a small but statistically significant improvement in the DSC for the WOSF volumes compared to the FS volumes (P = 1.76e-06 < 0.05). 
3.B. Size of the training set
We varied the size of the training set to see the effect of the number and quality of the ground truth segmentations on performance. For this experiment, we chose the 3D-WOFS study. We considered high-quality training data to use the manually edited segmentations. The low-quality segmentations were those obtained by our previously developed RF method. 15 Both sets of segmentations were post-processed using the pipeline shown in Fig. 3 . Using the hyperparameters of the best model of the 3D-WOFS study, we trained the 3D U-Net with a different number of training instances. The results on the test dataset are shown in Fig. 11 . We observed that, for the high-quality segmentations, the results of the models trained on 49 and 70 volumes are not significantly different (P = 0.188 > 0.05, Mann-Whitney U-test). The quality of the segmentation used in training does, however, influence performance. We found that using manually edited segmentations in training gave significantly better results than using the poorer quality RF segmentations when the number of training volumes was the same. We also trained the model with 686 volumes using automatically generated low quality ground truth segmentations and found that accuracy was better than that obtained using 35 manually segmented volumes (P = 0.0039 < 0.05) but worse than that obtained using 70 manually segmented volumes (P = 0.0038); there was no significant difference between results obtained using 49 manually segmented volumes and 686 low-quality ground truth segmentations (P = 0.084).
3.C. Deeper networks
We also trained deeper networks with the depth of 6, 7, and 8 for the 2D-WOFS study and the depth of 6 for 3D-WOFS study. The time taken to train a network with the depth of 7 for 3D data was prohibitively long and the experiment was terminated. Figure 12 shows the mean DSC values on the test sets. The selected model of each depth is the one that performed best on the hyperparameter search space with respect to the depth of the network. Based on a Kruskal-Wallis one-way ANOVA test, there is no significant advantage in accuracy from increasing the depth of the network, but there is a significant computational cost. Figures 13 and 14 show samples of the predicted masks overlaid on the ground truth masks for different studies. For most of our test cases, the errors happen on the lateral boundaries of the breast. As seen in the plots of Fig. 10 , the lowest DSC values are consistently obtained in the patient with the smallest breast volumes in our test dataset. Figure 15 shows sample slices from these test samples. The errors are mostly happening in the lateral boundaries of the breast and the fatty region below the breast. As seen in Fig. 15(h) , our ground truth generation pipeline failed for the right breast of this sample as it did not detect the best concave points due to the size of the breast and therefore cut the fatty region below the breast extensively. The performance of the 3D-MULTI model was, however, still acceptable.
3.D. Sample outputs
The detection of breast and chest wall is more challenging in dense breasts than fatty breasts. The image in Fig. 16(a) shows a dense breast in our test set. The results obtained on this image showed some error in the breastchest wall region. As seen in Fig. 16(d) , the generated mask with 3D-FS study outperformed the masks generated by other 3D studies.
DISCUSSION AND CONCLUSION
Our results confirm the observation made by others 19, 23 that the U-Net architecture is able to produce good results even when the number of training samples is small if it is used in a restricted domain of images.
The results of the hyperparameter tuning shown in Fig. 6 show that model performance is consistent across a wide range of parameters. It is, however, still important to carry out this step, as there was a significant difference between the best and worst performing parameter sets in all of the studies. Dalmis et al. 19 used the original U-net architecture described by Ronneberger et al. 22 but, as we wanted to reduce the memory requirements to allow us to segment 3D volumes in addition to 2D slices, we used fewer feature maps, starting with just 16 in the first block rather than 64. We did not explore the effect of changing the number of feature maps in this study, but this could be the subject of future work.
Our study did not show a significant difference in performance for FS and WOFS images which is encouraging as both sequences may not always be available. We did observe that the FS images were occasionally more accurate in dense breasts while the WOFS images were slightly better in less dense breasts; this is likely due to the contrast difference at the chest wall. It is possible that using information about breast density to combine the output from an ensemble of Unets could be used to improve accuracy further.
We observed that the U-nets appeared to perform well on the postcontrast images despite the fact that they were trained on precontrast images. We did not evaluate segmentation on post contrast images as they have little motion between preand postcontrast images in clinical practice. Segmentations carried out on the precontrast images are generally sufficient for all subsequent images in a contrast-enhanced sequence. If more significant motion occurs between images in the dynamic sequence, then it is usual to apply an image registration algorithm. 31 We did not show any significant advantage in using a 3D U-net rather than a 2D U-net. For the 3D U-net, we downsampled all images to a voxel size of 2 mm in order to fit batches of four (64 9 128 9 128) volumes into GPU memory. We opted to downsample the volumes rather than crop them in order to retain information about the shape of the breast. With a 2D U-net, it would be possible to retain a higher spatial resolution, and this may be important if the goal is to segment fibroglandular tissue as well as the whole breast.
We also looked at how many training datasets we needed and found that, for this particular study, there was no advantage to using more than 49 manually segmented volumes. We had previously developed a segmentation algorithm based on random forests that worked well on WOFS images, but which did not do well on FS images. We tested whether we could use the (imperfect) output from this algorithm to train a new, more accurate U-net and found that, given a sufficiently large training set, we were able to match the performance of a Unet trained using up to 49 manually edited segmentations. This suggests that a "bootstrapping" approach of this kind can be viable in the right circumstances.
The results from our existing RF method were improved significantly by the addition of a post-processing step which simply standardized the lower boundary and removed disconnected regions and holes. We were, however, motivated to explore the use of U-nets as we observed that occasional segmentation failures do occur in roughly 0.5% of cases with the RF method. It is possible that the RF approach, which is edge based, and the U-net approach, which looks at the whole breast, will fail on different cases and that combining these methods will improve reliability. In order to determine whether it is advantageous to combine the results of several segmentation algorithms, it will be necessary to have access to large databases of images and also a method of assessing accuracy without the need for human annotations which are impractical at scale.
In this study, we only segmented images acquired using two different acquisition protocols and a 1.5 T MRI scanner. In practice, there is a much wider variation in acquisition protocols, breast coils, and scanner type. Further work is needed to determine the best way to handle this variation. One approach would be to train a network using a variety of imaging protocols. However, our results suggest that there may be advantages in training a U-net on a homogeneous dataset rather than trying to train on a mixture of sequence types. It may be that if we had increased the capacity of the MIXED model by adding more convolutional layers to cope with the increased variability in the data, then we could have achieved more accurate results. Another possible approach suggested by Drozdxal FIG. 13 . Sample output of different studies. The STAPLE-generated ground truth mask is green, the predicted mask is red, and the overlap between the two is yellow. For demonstration purposes, the output mask of the 3D-MULTI study is shown on the WOFS image. The input to the 3D-MIXED model is the FS volume. [Color figure can be viewed at wileyonlinelibrary.com] FIG. 14. Sample output of different studies. The STAPLE-generated ground truth mask is green, the predicted mask is red, and the overlap between the two is yellow. For demonstration purposes, the output mask of the 3D-MULTI study is shown on the WOFS image. The input volume to the 3D-MIXED model is the FS volume.
et al. 32 is to use a low capacity fully convolutional network as a preprocessor to normalize the MRI data first. Alternatively, since we were able to achieve a DSC of 92% on just 14 training images, we could simply use domain adaptation and retrain a U-net using a small number of annotated volumes acquired using the desired sequence. Ontario). This work was also funded in part by the Canadian Breast Cancer Foundation.
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