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Abstract: Complex integrals independent of the closed contour C are used for the determination of the position of a 
boundary contour L and/or of an arc of discontinuity (of an arbitrary shape but known in advance) of an analytic 
function in the complex plane which can be expressed with the help of an analytic function even on L (not known) 
and a Cauchy type integral on L (with a density known in advance). This method constitutes a generalization of the 
methods based on complex integrals independent of the contour C for the determination of the position of the zeros 
(and/or the poles) of an analytic function Q(z). The values of a(z) (or one of its derivatives) on C only are necessary 
for the application of the method proposed here. Moreover, the present results are of importance in plane elasticity for 
the determination of the position of holes and/or inclusions and/or cracks of arbitrary but known shape (instead of 
the contour L). Many generalizations and applications of the present method are possible. 
Keywords: Analytic functions, boundary contours, Cauchy type integrals, complex analysis, complex path-independent 
integrals, contour integrals, cracks, discontinuity arcs, holes, inclusions, location of boundaries, plane elasticity. 
1. Introduction 
Complex integrals independent of the contour C have been repeatedly used in the past for the 
location of zeros of analytic functions Q(z) (inside this contour). In the theory of plane elasticity 
we frequently call these integrals complex path-independent integrals [18]. The first relevant 
reference this author has in mind is [6, pp.123-1241. Reference [8] is the most popular in this 
field of research although competitive methods (see, e.g., [l-3]) are more efficient in practice. (A 
comparison of two of these methods can be found in [2].) An alternative method, based on the 
theory of the homogeneous Riemann-Hilbert boundary value problem [9,10], was proposed by 
Burniston and Siewert [5] and it was repeatedly used in physical applications. This method was 
reviewed and extended by Henrici [lo, pp.183-1931. On the other hand, the location of poles of 
meromorphic (analytic with poles) functions was studied by Abd-Elall, Delves and Reid [l] and 
the author [11,12]. An extensive review of the relevant literature was recently prepared by the 
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author [13]. A method for the location of a class of essential singularities was also recently 
proposed by the author [14]. Moreover, Anastasselou and the author extended this approach to 
the location of straight discontinuity intervals of arbitrary sectionally analytic functions [4]. 
Quite recently, the author realized that the above approach, of complex path-independent 
integrals, can be used in plane elasticity for the location of circular holes and inclusions [15], a 
special class of arbitrary-shaped inclusions (of the same material with the matrix) [16] and 
arbitrary-shaped cracks [17] in the classical theory of plane elasticity with an application to 
nondestructive testing and practical importance because of the fact that experimental data only 
on a closed contour C, surrounding the above singularities in the elastic field, are required. 
Usually, these data are easily gathered experimentally, whereas numerical integration rules for 
contour integrals are available in the literature [7, pp.168%172]. (We will not pay further 
attention to the numerical evaluation of contour integrals.) In this paper we will generalize the 
results of [16,17] (as was already described in the abstract), considering the problem under very 
general conditions on the shape of the closed contour and/or the arc of discontinuity L under 
location and, simultaneously, permitting the values of the analytic function Q(z) itself or just 
one (an arbitrary one) derivative of Q(z) to be known on C. We will also illustrate the method in 
two elementary applications (Section 4) and we will discuss on the applications of the method as 
well (Section 5). 
2. Formulation of the problem 
We consider a closed contour L or an arc of discontinuity L (or combinations of such curves) 
for an analytic function Q(z) in the complex plane or, at least, inside and on a closed contour C 
surrounding L (Fig. 1). Q(z) is assumed to be of the form 
(2.1) 
where the complex variables T (for the points of L) and, generally, [ = 5 + iv refer to an 
Fig. 1. Geometry of the contours L and C and of the Cartesian coordinate systems K[q and Oxy 
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auxiliary Cartesian coordinate system K&I rigidly attached to L (Fig. 1). On the contrary, the 
complex variables t (for the points of L) and, generally, z = x + iy refer to the main Cartesian 
coordinate system Oxy (Fig. 1). Moreover, ~(7) is the density of the Cauchy type integral in 
(2.1) and \k,({) 1s an analytic function (even on L). Finally, we denote by a = a, + ia, the 
position of the centre K of the auxiliary coordinate system K&I with respect to the main 
coordinate system Oxy (Fig. 1). Under the present circumstances, it is clear that it is sufficient to 
determine a in order to have L located in the complex plane (with respect to Oxy). Of course, 
z=[+a @ {=z-a, t=7+u CJ r=t--a, 7, tEL. (2.2) 
We will solve the above problem under the assumptions that: 
(i) The shape of L (with respect to KIT) is known in advance; only its location, automatically 
made if a is determined, is not known to us. (We will somewhat relax this assumption in 
Sections 4 and 5 below.) 
(ii) The density +( 7) in (2.1) on L is also completely known to us in advance. This is usually 
possible in the case of the infinite complex plane by the solution of the corresponding boundary 
value problem (by the method of the Riemann-Hilbert problem or, more frequently, by the 
method of Cauchy type singular integral equations [9,10]). (We will somewhat relax this 
assumption in Sections 4 and 5 below.) 
Finally, as far as !PO(c) is concerned, we assume it completely unknown to us. Because of the 
Cauchy theorem [6, ~~59-651, 
j-*(z) dz=/*&) dl=O, q(z)= ‘k,(O, (2.3) 
C c 
and, therefore, *k(z) has no influence on the complex contour integrals that we will consider 
below on C only. 
As far as Q,,(l) is concerned, we prefer to write it now as 
P-4) 
where (2.2) have been taken into account (particularly that r - c = t - z as is obvious). The 
density +( Q-) in the Cauchy type integral of (2.1) was assumed known in advance and being a 
function of the points of this curve L (closed contour or open arc of discontinuity or more 
complicated contour or combination of contours forming a rigid complex contour L). Therefore, 
we can use the symbol +( T)d 7 in (2.4). We prefer in our problem to rewrite (2.4) as 
dr + q(z) (2.5) 
taking again into account (2.2). 
For the solution of our problem (location of L or, equivalently, determination of the complex 
number a), we assume that we have available through experimental or numerical or other 
methods the values of Q(z) on a closed contour C surrounding L (Fig. 1) and not lying very 
close to L. Instead of Q(z) we can have available the values of one of its derivatives Qcn’)( z) 
(m a 1). (In the case of plane elasticity problems, it is usually Q’(z) or Q”(z) which is available 
[15-181.) By differentiating (2.5) m times, we obtain [9, pp.28-291 
dr + Y@“‘(Z). (2.6) 
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The equivalent form for @‘l”‘(z) [9, pp.28-291 
dr + @“‘(z) (2.7) 
can also be used if +(r) is known analytically on L and differentiable m times on this curve. 
(This is not frequently the case.) The use of (2.7) (for m >, 1) is essentially completely equivalent 
(during the solution of the present problem in the next section) to the use of the original function 
Q(z). We will not pay further attention to (2.7) restricting our attention to (2.6) (for m > 0, the 
special case m = 0 reducing (2.6) to (2.5)). 
Clearly, beyond the above assumptions on the shape of L and the values of +(r) on the points 
7 of L, we need not know at all acrn)( z) analytically. Only its values for some integral value of m 
(and only for one such value) on an appropriate closed contour C surrounding L (Fig. 1) need to 
be known to us, usually numerically. The complex contour integrals on C that we will use below 
can be evaluated numerically on the basis of the gathered values of Q(z) on C. Of course, 
because of the Cauchy theorem and the previous assumptions, the use of another closed contour 
C* (surrounding also completely L) instead of C will have no influence on the correctness of 
our results [9, pp.65-661 although it may have some influence on their accuracy because of the 
numerical integration rule on C that will be used for the evaluation of the contour integrals on C 
and/or an increased (or decreased) accuracy of the experimental (or numerical) data for Qcrn)( z) 
having been gathered on C. We are now ready to proceed to the solution of the problem having 
been posed in this section. 
3. Solution of the problem 
Taking into account that 
integrals (moments of +(r)) 
B, = T”+(T) dr, 
J L 
~(7) is known in advance on L, we define the corresponding 
k=O, l,... . (34 
These quantities are also known in advance, evaluated by using (3.1) (probably together with a 
numerical integration rule on L [7]). 
Next, we take also into account the fundamental series expansion (Laurent series) [lo, p.1861 
(3.2) 
where 
(n>0= 1, (.),=.(.+l)...:(n+k-l)=(n+k-l)!,’(n-l)! (3.3) 
This formula can be derived from the classical geometric series 
1 --= 
l-w E Wk, 
IWI <I, 
k=O 
or, with w = r/c, 
(3.4) 
(3.5) 
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after n - 1 successive differentiations with respect to {. Then 
j-;(: = (-1)” f (k + l)n_,-& 
7 k=O 
and, further, because of the definition (3.3) 
(&,n = (-1)” I? ‘;,; “-iy 6. 
k=O .n . 
(3.6) 
(3.7) 
This equation coincides with (3.2). 
Now it is obvious that with n = m + 1 in (3.2) or its equivalent form (3.7) and with { = z - a 
(because of (2.2)) we can expand (2.6) into a Laurent series 
Because of the definition (3.1) of the integrals B,, (3.8) can also be written in the somewhat 
simpler form 
@‘“‘(z) = ‘-;‘;+I f (k+ l)m ( _ yk+R,+I + ‘k’“‘(z). 
?,r 
k=O z a 
(3.9) 
Next, assuming that the values of @CM) (z) are known for some nonnegative integral value of 
m on C (such that 1 T 1 < I( 1 = 1 z - a 1 for all points 7 of L and < (or z) of C, Fig. 1), we define 
on C the following contour integrals in the complex plane (complex path-independent integrals 
because of the Cauchy theorem in complex analysis) 
I = z’@‘“)(z) dz, j=O, l... _ 
J 
J C 
(3.10) 
These integrals are independent of the contour C (assumed surrounding completely L). The 
available values of Qcrn)( ) z on C permit the evaluation of !, by using (3.10). 
Furthermore, by defining the following contour integrals on C 
L,= (z-a)‘@‘““(z) dz, I=O, l,..., 
/ c 
(3.11) 
and taking into consideration the elementary formula 
(z-a)‘= & (-l)J,C,aJz’P’, 
J=o 
(3.12) 
where &” denote the classical binomial coefficients 
,c,+ I! 
ii j!( I -j)! ’ 
we obtain from (3.11), because of (3.10), that 
(3.13) 
(3.14) L,= C ( -l)',C,aJIt_,. 
j=O 
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On the other hand, because of the expansion (3.9) of Qcm)(z) and the Cauchy theorem (2.3), 
(3.11) yield 
L = (_l)m+l m 
I 2Ti 
c (k + l),,~~,/““(z - n)‘-k-mP1dz. (3.15) 
k=O 
But since 
J 
zp dz = 0, Pf -1, 
J 
z-l dz = 2Ti, 
c C 
(3.15) can also be written as 
L, = ( -l)NI+l(l- m + l),B,_,. 
By comparing (3.14) with (3.17), we observe that 
L,= C (-l)‘iC,aJI,_,=(-l))n+‘(l-m+l),,,R,_, 
J=o 
Of course, if I< m, 
L/=0, l=O,l,..., m-l. 
l=m, m+l,... . (3.18) 
(3.19) 
This is clear from (3.15) and (3.16). Alternatively, (3.18) holds true for all nonnegative integers 1, 
provided that B, = 0 for negative values of k. Otherwise, B, are defined by (3.1). 
More explicitly, we always (for any value of m) get from (3.14) 
Lo=&, l=O, (3.20a) 
(3.16) 
(3.17) 
L,=I,-aIo, l=l, 
L,=I,-2a11+a210, 1=2, 
L,=I,-3aI,+3a21,-a310, 1=3, 
L,=I,-4aI,+6a212-4a31,+a410, 1=4, 
L, = I, - 5a14 + 10a213 - 10a31, + 5a41, - a510, I = 5, 
L,=I,-6aI,+15a214-20a313+15a412-6a51,+a610, 1=6, 
and so on for higher values of 1. On the other hand, (3.17) yield 
L,= -B,, l=O,l,..., form=O, 
L, = 0, L,=lB,_,, 1=1,2 ,..., form=l, 
L, = L, = 0, L,= -(I-l)lB,_,, 1=2, 3 ,..., for m=2 
and so on for higher values of m. 
(3.20b) 
(3.20~) 
(3.20d) 
(3.20e) 
(3.20f) 
(3.2Og) 
(3.21a) 
(3.21b) 
(3.21~) 
By using (3.18) or, more explicitly, (3.20) and (3.21) for the first values of 1 and m, 
respectively, we have at our disposition, for a particular value of m (m = 0, 1,. . . ), an infinite 
system of equations (with 1 = m, m + 1,. . .) for the determination of a. Usually, we use the first 
of these equations in order both to determine a and to verify this determination. On the other 
hand, for m > 1 we can use (3.19) in order to check the accuracy of the gathered numerical 
values for Q(z) on C and the efficiency of the numerical integration rule that we use on C 
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(before the determination of a). Of course, after the determination of a from (3.18) (or (3.20)) 
the location of the contour L (inside C, Fig. 1) is complete. Evidently, if we do not use (3.20b) 
(for I = 1) in the case when m = 0 or 1, as is frequently the case (e.g., if m > 1 or if 1, = 0), we 
are obliged to check which of the 1 roots of (3.18) is the correct one. This can be done easily by 
using at least one more of (3.18) (e.g., for I + 1 instead of I). Obviously, in all cases, the initial 
use of that equation out of (3.18) with the least possible degree with respect to a is the best 
selection. 
4. Two elementary applications 
We will illustrate the results of the previous section in two elementary applications. 
4.1. Location of a simple pole of a meromorphic function 
We assume that the point z = a (inside C) is a simple pole of a meromorphic function Q(z) of 
the form 
Q(z) = A + 9(z), 
z-a (4.1) 
where A is the corresponding residue and ‘k(z) is an analytic function. The pole a can be located 
by the method proposed in [l] if the values of Q(z) are known on C. Here we assume that it is 
the values of the m th derivative of @p(z), Qcrn)( z), which are known on C. Obviously, because of 
(4.1) 
(4.2) 
Comparing (4.2) with (3.9) we observe that 
B,= -27riA, B,=O, k=l,2 )... . 
Now, in our case, (3.18) and (3.19) reduce to 
(4.3) 
L, = 0, I=O, l,..., m - 1, m + l,..., L,, = (- 1)“27rim!A, (4.4) 
(3.16) and (4.3) taken also into consideration. The use of the first m of (4.4) that is of (3.19) 
does not permit us to determine a since 1< m. The use of the last one of (4.4) (for I = m) permits 
us to determine the residue A of Q(z) at z = a after the determination of a itself. This can be 
achieved by using (4.4) for I= m + 1. In this case, we obtain from (3.14) a polynomial equation 
of degree m + 1 for the determination of a. We have to find the roots of this equation and, 
further, which of these roots is the sought one by using (4.4) for I = m + 2 (and higher values of 
m for the verification of the correctness of the determined root). After the determination of u, 
we can find the value of the residue A, by using the last of (4.4) as already mentioned. 
In fact, in the present illustration of the method of the previous section, we have determined 
not only a, but also one more unknown quantity, A. In general, by using (3.18) for j + 1 values 
of 1, we can (in principle) determine j unknown quantities (beyond a itself) by solving the 
resulting system of nonlinear equations. Additional equations out of (3.18) should next be used 
for the determination of the really sought values of a and the additional j quantities, as well as 
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for the verification of the correctness of these values. (In the present application j = 1, since just 
A had to be determined.) Of course, the j additional unknown quantities concern the values of 
B, and are parameters in +(r) in (3.1) (or in the geometry of the contour L). Obviously, Cp(r) 
cannot be assumed not to be known in advance. Just j of its parameters are assumed not to be 
known here. The value of j should be kept as small as possible, since the additional computa- 
tional work increases very rapidly as j increases. This has become clear from the previous 
comments. 
4.2. A circular boundary with an exponential density G(r) 
The previous application, although original and of practical importance, is rather trivial under 
the quite general assumptions of the present paper. As a second, nontrivial application, we 
consider the case of a circular contour L of radius R (which is assumed not known in advance) 
with @i(z) given by (2.4), with ‘k(z) an arbitrary analytic function inside C and on C and +(r) 
being of the form 
+( 7) = e71R 
or, in polar coordinates, with r = ReiS, 7 = Re i’, 
(4.5) 
+(T) = ee “= ecos8 [cos(sin 8) - i sin(sin a)]. (4.6) 
This form of +( 7) is assumed known in advance. Moreover, we assume the values of Q(z) on C 
to be also known by experimental or numerical methods (that is, we select m = 0). For 
simplicity, we assume the centre K of the auxiliary coordinate system Ktq to coincide with the 
centre of the circular hole L with a complex coordinate a with respect to the primary coordinate 
system Oxy. We will determine both unknown quantities, R and a, by the method of the 
previous section. 
At first, we evaluate the integrals (moments) B, by using (3.1). Since 
we obtain from (4.5) 
Therefore, (3.1) yield 
27 
B, = Rk eik’JgO F(iR ei”) d8 
‘“,i(k-j+1)8da I]‘! 1 (4-9) 
P-7) 
(4.8) 
and, finally, 
B, = 2TiR k+i/(k + l)!. (4.10) 
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As far as the function Q(z) is concerned, we can evaluate it from (3.9) with m = 0. Then we 
obtain 
@(z)= -1 f Bk 
2Ti k=O cz _ a)k+l + W) 
and, because of (4.10), 
qz> = - f ya)l” + lqz~ 
k=l 
Taking into consideration (4.7), we finally get 
Q(z) = -eR/(zPa)+ q(z) + 1. 
We are now ready to compute the integrals I, by using (3.10). Since (for m = 0) 
I,= 
J 
[(z - a)+a]'@(z) dz, 
C 
we find 
rj= i jCkaJ-kJ 
k=O 
c(z - a)“@(z) dz 
and, because of (4.11), 
‘j= - 2 ,Ckai-kBk. 
k=o 
The first three of these equations are the following ones: 
I,= -B,, 
I1 = -(~B,+B,), 
I,= -(a2Bo+2aB1+B,). 
(4.11) 
(4.12) 
(4.13) 
(4.14) 
(4.15) 
(4.16) 
(4.17a) 
(4.17b) 
(4.17c) 
In an inverse way, we can use (3.20a-c) together with (3.21a) (for m = 0 as was assumed here). 
Then we find 
-B,=I,,, (4.18a) 
-B,=I,-aI,,, (4.18b) 
-B,=I,-2aI,+a210. (4.18~) 
The equivalence of (4.17) and (4.18) is obvious as was expected. Additional relevant equations 
can be constructed quite easily. 
Now, in practice, having available the values of Q(z) on C (Fig. l), we have available 
(probably after numerical integration) the values of the integrals I,, Ii, 12, etc. Moreover, (4.10) 
yield for k = 0, 1 and 2 
B, = 2TiR, B, = TiR*, B, = =iR3/3. 
From (4.18a) and the first of (4.19) we find 
R = -1,/(2Ti). 
(4.19) 
(4.20) 
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Furthermore, from (4.18b) we find 
a = (11 + B,)/I,. (4.21) 
Because of the second of (4.19) and (4.20), (4.21) yields 
a = W&l> + [hA4~i)l. (4.22) 
Finally, having determined R and a, on the basis of the values of 1, and I,, from (4.20) and 
(4.22), respectively, we can use (4.18~) for a verification of our results. 
5. Discussion-plane elasticity problems 
In the elementary applications of the previous section, we have determined not only the 
complex constant a, defining the position of the contour L with respect to our fundamental 
coordinate system Oxy (Fig. l), but also one more unknown quantity: the residue A (at the pole) 
in the first application and the radius R (of the circular hole) in the second application. 
Additional unknown quantities of interest can easily be determined (by using additional complex 
contour integrals Ij on C) as was described in detail in the last paragraph of the first application 
(of course, with a considerable increase of the necessary computational effort). 
On the other hand, it should be emphasized that for an analytic function Q(z) in the region 
between a closed contour L (not an open arc) and the similarly closed contour C there 
corresponds an infinity of densities +( 7) in the Cauchy type integral in (2.4). In fact, if +( 7) is 
the boundary value on L of an analytic function f(z) inside L and on L (+(T) = f( T)), then, 
obviously, 
(5 4 
if [ lies outside L. This is the reason for which we selected +( ) r in the second application of the 
previous section equal to e71R and not to e71R (a more natural selection). 
In plane elasticity problems, we assume that we know the solution of the problem of an 
infinite medium with a hole (or an inclusion or a crack). Then we know the integrals (moments) 
B,, defined by (3.1), in advance. Next, we can directly determine a (that is, essentially, the 
position of the hole or the inclusion or the crack) by the method of Section 3 without the 
slightest difficulty. Of course, if few geometrical and/or loading quantities are unknown (beyond 
the position itself), then these can be determined (at the expense of additional computational 
effort) as already explained previously. 
Two remarks are necessary at this point for the case of plane elasticity problems under 
consideration here: 
(i) In the case of finite media, (p( 7) and, further, B, depend on the position of the hole (or the 
inclusion or the crack) with respect to the external boundary of the elastic medium. Therefore, in 
this case, the method proposed here becomes useless unless the dimensions of the above 
singularity (hole or inclusion or crack) are very small compared to those of the elastic medium; 
in the latter case, the proposed method becomes an approximate one. 
(ii) It is obvious that having available the values of Q(z) (or one of its derivatives) on C, we 
cannot determine both the shape of the hole L and the density +( 7) on L. This is completely 
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impossible. Inversely, having available a closed contour L* surrounding L inside C both of 
concrete geometrical shape and position, it is completely possible to determine +( 7) on L*. 
Therefore, we reach the practical conclusion that the determination of a without a prior 
knowledge both of the shape of L and one, appropriate, +(r) on L is meaningless. (The 
determination of few unknown constants, beyond a, does not constitute a contradiction to this 
statement.) Finally, this remark does not concern the case of arcs of discontinuity L, being 
applicable only to closed contours. 
Finally, the case of generalization of the previous results to the problem of locating more than 
one contour L (not rigidly attached to each other), where we have to determine an equal number 
of unknown complex constants up (for p contours L), seems completely possible (exactly as is 
the case for poles of meromorphic functions [1,11,12]) although, evidently, more complicated 
from the computational point of view. 
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